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Introduction
Recently, there has been renewed interest among economists in the determinants of economic growth.
This resurgence has been motivated by endogenous and semi-endogenous growth theories predicting critical roles for human capital, innovation activities and/or economic policy as engines of growth.
With this there have been extensive cross-national studies of what may explain differences in GDP per capita. Part of this empirical literature has choosen to focus on explaining differences in growth within countries by looking, in particular, at regional or city growth. Many of these studies have looked at whether growth rates tend to converge across time. This issue of conditional convergence has permeated the economic growth literature for more than a decade. An enormous volume of references can be cited, and the surveys by de la Fuente (1997), Durlauf and Quah (1999) and Temple (1999) are merely three examples of the amount of interest this topic has generated in the literature.
1 While much of the revival and application of economic growth theory has centered on cross-country patterns, it has also been used to discuss convergence within regional economic systems. In other words, the issue of uneven regional development has also moved to the top of the policy agenda.
Recently, theories of economic growth have suggested that the distribution of GDP per capita of countries or regions may display convergence clubs arising from some threshold level in the endowment of important factors of production. In this paper we use the theoretical frameworks of several of these papers to understand what makes West German regions grow. The empirical analysis will be conducted using cross-sectional regional level data covering the two decades from 1976 to 1996. Our basic goal is to shed further light on what makes West German regions grow. We pursue this goal by analysing the structure of correlation between important characteristics and subsequent productivity growth. Our conclusions suggest that multiple equilibria are indeed important in the German context.
The outline of the paper is as follows. The next section of the paper looks at the theoretical literature.
Section 3 describes the dataset in more detail and provides some overall facts about regional growth in West Germany. In section 4 we then present threshold estimation results. A final section concludes.
A Simple Motivational Model
Human capital is generally believed to play a crucial role in the process of economic growth. Lucas (1988) has stimulated a large body of literature on the theory of economic growth. His model and subsequent models have focused upon human capital because the accumulation of human capital constitutes the backbone without which today´s global economy could not exist in its present form. 1 The availability of large international datasets has lent an added impetus to research in this area. A compilation of cross-country growth regressions over the last 10 years is provided in Durlauf and Quah (1999, pp. 277-281) . They have collected results on 36 variables and 87 papers. A critical assessment of the econometric growth literature is available in Durlauf (2001) .
Human capital accumulation can also generate knowledge spillovers, which lead to higher productivity growth. Moreover, differences of human capital across regions may be associated with threshold effects and therefore persistent growth differentials across regions. These models have some important policy implications. First and foremost, the models imply that investment in human capital is too low from a welfare point of view because the investor reaps only part of the economy-wide benefits. Second, policy can enhance growth by changing the mix of investments.
We now relate our analysis to the recent modelling literature. 2 Suppose the intertemporal isoelastic utility function of agents in each region is given by where c is the single consumption good, ρ is a positive rate of time preference, and σ is the inverse of the intertemporal elasticity of substitution. For the sake of simplicity we assume that regional final goods value added is determined by the constant returns to scale intensive Cobb-Douglas production function (2) ( )
where l is the fraction of time allocated to final good production and k (h) is the regional physical capital (regional human capital) stock. 3 The corresponding physical and human capital accumulation contraints can be expressed as
2 On a methodological level, the closest work to ours is that of Aghion and Howitt (1998), pp. 327-333. Azariadis and Drazen (1990) , Bala and Sorger (2001) and Lucas (1988) . Since the models are rather well-known, we provide in the section only rudimentary details and concentrate instead on the results that are relevant for the empirical analysis. 3 Lucas (1988) has generalised (2) by allowing for human capital spillovers across regions. This introduces the possibility that the laissez-faire solution be socially suboptimal because agents do not internalise the spillovers. We have tested for such spillovers in the empirical work below using various tests for spatial autocorrrelation. where δ is the productivity of human capital in generating additional human capital. Equation (4) indicates that learning takes time, so that the human capital stock increases only after devoting time to education. 4 Furthermore, equation (4) relies on the "standing-on-shoulders effect" suggested, for example, by Caballero and Jaffe (1993) . 5 In any case, the instantaneous Hamiltonian is then given by (8) suggests that the regional steady state growth rate is proportional to the productivity of human capital (δ) and the fraction of time allocated to human capital accumulation u*. 6 We will now show how threshold effects can emerge in such a textbook model. We consider an extension of the model which is based upon Azariadis and Drazen (1990) and Azariadis (1996) . The appeal of the model lies in its simplicity. We start by assuming a two-period OLG model. In every 4 The microeconomic foundation of human capital accumulation is the sharing of knowledge and skills between employees that occurs through both formal and informal interaction. Jovanovic and Rob (1989) model individuals who augment their human capital through pairwise meetings at which they exchange ideas. In each time period each individual seeking to augment his knowledge meets an agent chosen randomly from a distribution of agents. It is clear the higher the average level of human capital of the agents, the more "luck" the agents will have with their meetings and the more rapid will be the growth and diffusion of knowledge. 5 According to the "standing-on-shoulders effect" an economy relies and builds upon the insights embodied in previous human capital and ideas. 6 One implication of this endogenous growth model is that there are scale effects associated to human capital accumulation. Jones (1998) has criticised this extreme implication and has described semi-endogenous extensions to the model that are designed to deal with this problem.
period t ∈ {0, 1, 2, ...} a new generation is born. In period 1, the regional economy is summarized by a representative agent with a human capital endowment h 1,t . Specifically, we assume
where h 2,t-1 is the human capital accumulated when old by an individual born at date t-1. In other words, the agent in period 1 inherits the human capital accumulated by the previous generation in period t-1. It remains to specify some dynamics for human capital accumulation in period 2. We suppose that the human capital accumulation constraint in the second period is given by
where δ(u t-1 ) is a nondecreasing productivity function with concave shape, and θ < 1. The rationale for (10) arises from empirical studies which indicate that the manner in which agents acquire human capital, training and skills is influenced by complex interactions with other agents. Such influences are often collectively referred to as human capital spillovers. The concave shape captures the notion that there are diminishing returns to education.
We now turn to a characterisation of equilibrium human capital accumulation rules. We first consider the case where δ is an arbitrary given constant, i.e. δ(u t-1 ) ≡ δ. On the basis of this notation, we can express the consumer optimum as the solution to the two-period (lifetime) objective function Note that the steady state growth rate again depends upon the productivity of human capital accumulation measured by δ.
Next we consider the case when the human capital technology in (10) exhibits a threshold effect. In particular suppose
where u* is the threshold level of u (0 < u* < 1) and δ 1 < δ 2 . What are the implications of equation (15) for catching-up and convergence? Azariadis and Drazen (1990) and Azariadis (1996) show that in this set-up a multiplicity of locally stable equilibria can coexist. The first equilibrium is a lowdevelopment trap. When the previous generation has insufficiently invested in human capital and therefore δ(u t-1 ) = δ 1 , then the current generation receives low levels of human capital in their youth.
Such agents then prefer to accumulate too little human capital throughout their lives (u 1 < u*) which leads to a steady state growth rate of the economy given by Thus we obtain an endogenous explanation of different regional growth clusters, where regions self-select the class the belong to subsequently. The selection process is based upon market incentives and upon the regions "type". Thus, Azariadis and Drazen (1990) perhaps provide a more convincing story than Lucas (1988) for why regions with unequal human capital endowment grow at different rates.
8 Our subsequent empirical work is based upon the model of economic growth given in (16) and (17). However, the potential variations in growth behaviour are likely small relative to the overall variation in the series, and, as a consequence, it can be difficult to discern them in the data. To help circumvent this problem, we use a threshold estimation technique recently suggested by Hansen (2000) .
Data Description
The analysis here will be conducted using cross-sectional spatial data for West Germany´s planning regions (Raumordnungsregionen) for the two decades between 1976 and 1996. These regions comprise several NUTS3 level regions that are linked by intensive commuting. In other words, our regions are economically coherent subregions in a labour market sense. For 71 analysed regions, there exists a relatively good database so that measurement errors should be comparatively minor. As the Raumordnungsregionen are determined on the basis of regional labour markets, they also provide a better basis for the analysis of growth processes than possible alternative classifications, especially the counties (Landkreise) which represent administrative units. Regional policies are also partly based on these areas. The regional system contains both highly agglomerated areas and rural-peripheral regions.
We have used the regional R&D density as a proxy for the regional human capital intensity (H), i.e.
the quality of the labour force. 9 In other words, the variable H gives the average number of R&D employees per square kilometre over the sample period obtained from the German employment statistics [Bade (1997b)] . 10 In empirical studies human capital is usually measured by the educational level of employees or R&D employment. Both indicators are characterised by a rather similar spatial structure -a significant centre-periphery differential. With increasing agglomeration of a region, the share of highly skilled labour in total employment or the R&D density rises. Compared with agglomerated regions, rural areas are poorly endowed with human capital. 11 The regions also considerably differ with regard to GDP per capita.
and educational investments. Further, Acemoglu and Zilibotti (2001) argue that international productivity differences can persist as a result of a different supply of skilled workers across regions. They use a "NorthSouth" type of model, therefore it could be argued that their model is not fully applicable to our dataset. However, if one thinks of their model as a continuum of skill differences across regions, rather than a dichotomy between the North and the South, then their results could be extended to the group of regions analysed here. 9 We have not used conventional secondary enrollment rates as a proxy for human capital because there is very little variation across the regions (secondary schooling is mandatory in all of them). As a result, the impact of human capital on growth would be difficult to detect. A further problem is that schooling variables only measure the quantity of schooling, not the quality. 10 Given the likely existence of long and variable lags between H and its impact on growth, it seems more reasonable to work with a measure of average human capital intensity during the relatively long period. Averaging out the H variable over time also has the practical advantage of eliminating most of the noise attributable to short-term errors of measurement and cyclical behaviour of data. 11 For empirical evidence on corresponding regional disparities in Germany see Gehrke and Legler (1998) or ZEW (2000). The next step was to investigate the productivity convergence hypothesis in our cross-regional dataset. 13 To do this, we have have estimated the following "classical" conditional convergence equation in which the growth rate is also an increasing function of H. Thus, the equation emphasises the role of human capital as a main engine of long-run growth: Caselli et al. (1996) and Islam (1995) ]. Pooling cross-sectional and time series information within a panel would abviously allow to distinguish more carefully between variation in space and time and to control for region-specific effects. Despite this critique, we will conduct our analysis using a cross sectional analysis for two reasons. First, the threshold estimation procedure for panel data suggested in Hansen (1999) does only allow to estimate thresholds in static (non-dynamic) panel data models. Second, as yet panel data procedures paying attention to spatial dependence are still in their infancy. An initial promising panel data approach towards allowing for spatial dependence is available in Driscoll and Kraay (1998). The regression analysis aims at examining the robustness of equation (18). The structural instability implied by the threshold model presented above suggests that a simple cross-sectional model that ignores the existence of convergence clubs should be misspecified. In Table 2 the results of the crosssectional regressions are presented. The first column shows the estimates of a common OLS regression for the entire cross section, based on equation (18). The regression yields coefficients with expected sign for both the initial income level [ln(y 76 )] and the human capital intensity (H). However, only the coefficient of ln(y 76 ) is significant at the 0.01 level.
14 The explanatory power of the model is rather modest as indicated by the 2 adj R . Moreover several tests point to a misspecification. According to the Jarque-Bera test the assumption of a normal error distribution is violated. The Koenker-Bassett test suggests that heteroscedasticity might be a problem as well. And finally, the tests for spatial autocorrelation, Moran's I and Lagrange multiplier tests for spatial lag dependence (LM LAG ) and spatial error dependence (LM ERR ), provide strong evidence of the presence of spatial dependence. This reflects the stylised facts that faster (slower) growing regions tend to be geographically clustered.
Therefore we now turn to a spatial econometric analysis. In the second column the results for a spatial lag model are presented. We included a spatially lagged dependent variable in order to capture spatial effects and eliminate the misspecification due to omitted spatial dependence, as indicated by the corresponding tests in column 1. The spatial lag model was estimated with different spatial weights matrices. We applied binary weights (common border of the regions) and a number of weights matrices based on a distance decay function (negative exponential function with varying distance decay parameter). 15 A spatial lag model with distance-based weights and a relatively high distance decay parameter [γ E = 0.6] achieves the best fit according to the Akaike Information Criterion (AIC).
The inclusion of the spatially lagged income growth reduces the residual autocorrelation to insignificance. Moreover, the positive and significant coefficient of the spatial lag τ points to highly localised spillover effects characterising regional growth in West Germany. However, taking into account spatial effects does not remedy all specification problems associated with the model. The Jarque-Bera statistic and the Breusch-Pagan test suggest that the model given by equation (18) plus a spatial lag is still misspecified.
One obvious problem of the conditional β-convergence estimation results in Table 2 is that they provide only a partial view of the convergence process. They focus exclusively on the average of the relative income distribution of regions. Although this statistic provides valuable insights into the convergence process, inferences based solely on the behaviour of this statistic are therefore incomplete. In particular, the answer to the question of whether or not the poor regions are catching up with the rich, depends on how the shape of the entire regional relative income distribution has changed over time, and not simply on the behaviour of the average of the distribution. The approach taken in this paper is to exploit more fully the information contained in the shape of the relative income distribution and the way in which it has changed over time. To do this, in the spirit of Quah (1997), we first provide some nonparametric kernel estimates of the relative income distribution of West
Germany´s Raumordnungsregionen based upon the relative rankings of the regional per capita income in 1976 and 1996. In the first step, the real per capita incomes were rescaled as a fraction of Munich´s per capita income such that the range of the distribution is restricted to lie between 0 and 1. 16 In the the cross-sectional result with caution. Goddard and Wilson (2001) 16 We have used the region with the hightest per capita income (Munich) as a numeraire. The choice is arbitrary but has no impact on the analysis. We have used the data-based bandwith selection suggested by Silverman (1986). The kernel shows that the dominent experience among western Germany´s regions was that relative incomes were between 60 and 70 percent of Munichs´s income in 1976 and remained in that interval until 1996. This picture of apparent immobility is, however, not entirely correct. Along the diagonal of the panel, the entire distribution has slightly skewed to the left. This implies that although most regions remained in the interval between 60 and 70 percent, several shifted to the lower end of that interval until 1996. Even more interestingly, some initially rich regions have gravitated to the left to form a second cluster (local maximum). The initial visual impression therefore is that there is a tendency towards a bimodal distribution ("twin peaks" or "convergence clubs"). The contour plot confirms this impression. 17 There is even visual evidence that there exists a third cluster (a "bulge" in the upper tail of the distribution) of regions with relative incomes between 90 and 100 percent in both years, albeit a very weak one.
Threshold Estimation Results
For the model in section 2 to have sharp predictions, one would need to know the number and the location of the human capital thresholds. In this section we will therefore provide firmer econometric ground on whether convergence clubs can be identified using the threshold estimation technique suggested by Hansen (2000) . The approach is based on a very simple idea. The model with a single threshold takes the form
where the dependent variable y i is a scalar, x i is a vector of regressors, I(⋅) is an indicator function, the threshold variable q i is a scalar, and e i is an iid N(0, σ²). The subscript indexes the regions {1 ≤ i ≤ n}.
Equation (19) can be re-written as The threshold model therefore allows the regression parameters to differ depending on the value of q i . 18 This implies that the procedure allows formal verification of the number of convergence clubs in the cross-section. Hansen (2000) has suggested a practical and straightforward method to estimate γ using least squares techniques and to construct asymptotically valid confidence intervals for γ. 19 Ftests can then be used to test for threshold effects (β 1 ≠ β 2 ), and likelihood ratio tests LR(γ) can be constructed to test the hypothesis H 0 : γ = γ 0 . In other words, the major innovation of the elegant technique is to treat the number and the size of the thresholds as unknown. Furthermore, the procedure allows to test whether the identified threshold effect is statistically significant.
An additional problem is the possibility of multiple thresholds. Bai (1997a Bai ( , 1997b Bai ( , 1999 shows that (mechanically) proceeding sequentially in testing for thresholds, i.e. test first for one threshold against no threshold; then conditional on the results of the first test, test for the existence of a threshold in each of the two subsamples and so on, produces consistent estimates of the number and the location of the thresholds. However, when there are multiple thresholds, and one tests for the presence of one threshold only, the estimated break point is consistent for any of the existing break points and its location depends upon which of the breaks is "stronger". If this is the case, Bai (1997a Bai ( , 1997b Bai ( , 1999 has suggested to refine the estimate of the thresholds. That is, if two thresholds are identified at n 1 and n 2 , one should re-estimate n 1 over the interval [1, n 1 ] and n 2 over [n 1 , n]. Each refined estimator of the 18 The threshold variable q i may be an element of x i . 19 The computationally easy procedure determines γ as that value that minimises the concentrated sum of squared errors function. location of the threshold has then the same properties as the estimator obtained in the case the sample has a single break point.
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Following this computationally convenient sequential procedure we allow the number of thresholds to be unknown and endogenously determined by the data. We have used the human capital intensity variable (H) as our threshold variable to determine threshold effects in equation (18). 21 Figure 4 displays a graph of the normalised likelihood ratio sequence LR(γ) when estimating a single-threshold model. The least squares estimate of γ is the value that minimises this graph, which occurs at γ 1 = 0.6198. The asymptotic 95% critical value of 7.35 is also plotted (dotted line). The tight 95%
confidence interval can be found by the values of γ 1 for which the likelihood ratio lies beneath the dotted line. The result shows that there is reasonable evidence for a two-regime specification.
Furthermore, Figure 4 indicates that there may be a second dip in the likelihood ratio. Thus the single threshold likelihood conveys information that suggests that there may be a second threshold in the regression. Following the procedure suggested by Bai (1997a Bai ( , 1997b Bai ( , 1999 , we have therefore searched for a double threshold. This sequential procedure using subsamples leads to a second significant threshold which occurs at γ 2 = 1.6449. 22 The graph for this second threshold is displayed in Figure 5 We have also tried to further split the subsamples in order to test for a third threshold. The resulting H threshold estimate γ 3 = 5.8378, however, turned out insignificant (bootstrap p-value p 3 = 0.49). Thus we conclude that there is a double threshold effect in equation (18). The main limitation of the above theory is that is is confined to least-squares estimation of thresholds. There is yet no extension to GMM estimation. 21 This is consistent with the Azariadis and Drazen (1990) model described above in which a multiplicity of locally stable equilibria can be generated by differences in human capital. 22 Both thresholds are significant, with bootstrap p-values of p 1 = 0.05 and p 2 = 0.02, respectively. Note, however, that there is considerable uncertainty about the exact value of the second threshold and therefore about the proper division of Raumordnungsregionen into convergence clubs. Germany. There are only two exceptions to this rule. The agglomeration Bremen falls in the medium club and the region Braunschweig, although an area with relatively low population density, is assigned to the high H-club. The latter case can be traced back to the automobile industry located in the region.
As a centre of automobile industry in Germany, the region also achieves a high level of R&D activity at the European scale.
23 In contrast, the low H-group covers most of the rural-peripheral regions in West Germany. According to the criteria accessibility, population density and GDP per capita, these areas distinguish from the other West German regions. Finally, the medium H-club covers a more mixed group of regions, including the agglomeration Bremen, two rural-peripheral regions and a number of low density areas that take an intermediate position between the agglomerations and the rural-peripheral regions. Thus, overall the grouping derived from the threshold estimation reflects dissimilar endowments and attributes between highly agglomerated areas and more rural regions in West Germany and are therefore intuitively reasonable.
23 See Beise et al. (1998) . In 1997 the region "Braunschweig" attained the highest R&D expenditure as a percentage of GDP among all NUTS 2 regions [Laafia (2001) ]. The only real surprise is that Saarbrücken turns out to be a member of the first club. Notes: ** denotes significance at the 0.01 level. The basic idea of the F-test is that if the subgroups (clubs) have the same mean, then the variability between the sample means (between clubs) should be the same as the variability within any club.
We applied mean equality tests to check whether the structural instability, i.e. the existence of multiple equilibria indicated by the threshold estimates is reflected by the regional data. F-tests were carried out for the grouping into three clubs and several variables. Table 4 . The corresponding club-means are given as well. The null hypothesis of equal club-means is clearly rejected for all analysed variables at the 0.01 level. The differences among the groups are most obvious for the threshold variable. Thus, the mean equality tests confirm the grouping identified by the threshold estimates. According to the results, the three clubs significantly differ with respect to income level, growth and human capital intensity.
Conclusion
In this paper we have taken seriously the comment by Harberger (1987, p. 256 ) who has asked "what do Thailand, the Dominican Republic, Zimbabwe, Greece, and Bolivia have in common that merits their being put in the same regression". Instead of using traditional cross-sectional regression techniques to determine the existence of (conditional) convergence, we test for the existence and the significance of thresholds and therefore multiple equilibria across western Germany´s Raumordnungsregionen. Our conclusion can be simply stated. The main result is that the 71 West German regions are clustering towards three distinctive income clubs, which causes the distribution or relative incomes to become stratfied into a trimodal distribution. 24 The implication is that, for example, Ostfriesland, Göttingen and Munich don´t have very much in common that merit their being put in the same regression. This finding is consistent with what a number of other authors have found looking at other countries and time periods. 25 Although threshold estimation techniques take somewhat more computation time than plain OLS regression, their benefits more than outweigh the cost of applying them. We do not claim that theshold effects are omnipresent, but we believe that it is important to check for their presence more routinely in a rigorous fashion, before they can be assumed away. We hope that his paper will serve as a springboard and will aid in making such testing a more common practice in applied regional economics.
