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Abstract
Let G be a reductive linear algebraic group, P a parabolic subgroup of G and Pu its unipotent
radical. We consider the adjoint action of P on the Lie algebra pu of Pu. Richardson’s dense orbit
theorem says that there is a dense P -orbit in pu. We consider some instances when P acts with a
dense orbit on terms p(l)u of the descending central series of pu. In particular, we show (in good
characteristic) that a Borel subgroup B of a classical group acts on b(l)u with a dense orbit for all l.
Further we give some families of parabolic subgroups P such that p(l)u contains a dense P -orbit for
all l.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
We look at the adjoint action of a parabolic subgroup P of a reductive linear algebraic
group G on its Lie algebra p = Lie(P ). Richardson proved in [12] that for any parabolic
subgroup P there is a Zariski dense P -orbit on the Lie algebra of the unipotent radical
of P , pu = Lie(Pu). Subsequently there has been interest in the adjoint action of P on pu,
and its action on higher terms p(l)u of the descending central series of pu. For G classical,
there is a classification of the instances when P acts on p(l)u with a finite number of
orbits (see [2,4,8,9]). By general theory of linear algebraic groups, if the number of P -or-
bits on p(l)u is finite, then one of the orbits is dense. In [10] Hille and the second author
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parabolic subgroups (including Borel subgroups) of GLn they showed this was true for all
l  0. However it is possible to find parabolic subgroups P of GLn such that P fails to act
on p′u with a dense orbit (see [6] or [10]). It was conjectured in [10] that a Borel subgroup
B of a classical group acts on each member b(l)u of the descending central series of bu with
a dense orbit.
In this paper we investigate when P acts on terms p(l)u of the descending central series
of pu with a dense orbit. Our main result is
Theorem 1.1. Let B be a Borel subgroup of a classical group G and assume chark is zero
or good for G. Then each member b(l)u of the descending central series of bu contains a
dense B-orbit.
In [10] it is shown that B fails to act on b(2)u with a dense orbit if G is an exceptional
group not of type G2. The only other instance when a Borel subgroup B of a simple
algebraic group fails to act on b(l)u is when G is of type E8 and l = 4 (see [5]).
Further, for the general linear groups we exhibit a family of parabolic subgroups P such
that P acts on p(l)u with a dense orbit for each l. This family is given in [7], but the proof
here uses only elementary techniques. We also deduce some analogous results about the
other classical groups.
In Section 2 we recall some elementary results which allow us to develop a basic
strategy to show that a linear algebraic group H acts on an H -submodule of h with a
dense orbit. We also introduce the notation that we will need. In Section 3 we explain how
our results about the Lie algebras imply analogous results about the groups. A general
result is given in Section 4 which gives us a reduction technique when investigating
when P acts on P -submodules of pu with a dense orbit. We prove Theorem 1.1 in
Section 5. In Section 6 we give results about when certain parabolic subgroups P act on
p
(l)
u with a dense orbit. Finally, in the appendix we prove the technical lemma required in
Section 5.
2. Preliminaries
Throughout, k is an algebraically closed field. Let H be a linear algebraic group over k
and Lie(H) = h the Lie algebra of H . Suppose H acts morphically on an algebraic
variety X, for x ∈ X we write H · x for the H -orbit of x . Let V be a rational H -module.
We say V is a prehomogeneous space for H if H acts on V with a dense orbit, i.e., there
is some x ∈ V such that H · x = V .
H acts on itself by conjugation and on its Lie algebra h via the adjoint action. The
centralisers of x ∈ h are defined by ZH(x) = {y ∈ H : Ady(x) = x} and zh(x) = {y ∈ h:
ady(x) = [y, x] = 0}. We have the following well-known results, which follow from
[1, Proposition 6.7].
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(i) dimH = dimH · x + dimZH(x).
(ii) Lie(ZH (x)) ⊆ zh(x), so in particular dimZH(x) dim zh(x).
Let n be an H -submodule of h. Suppose we wish to show that n is a prehomogeneous
space for H . Using Lemma 2.1(i) we see that it suffices to show that dimZH(x) = dimH −
dimn for some x ∈ n. Then by Lemma 2.1(ii) it suffices to show dim zh(x)= dimh−dimn
for some x ∈ n.
Remark 2.2. We make the observation that if we can find such an x , then we have
dim zh(x) = dimZH(x), which forces Lie(ZH (x)) = zh(x). Then by [1, Proposition 6.7]
the orbit map h → h · x from H to H · x is separable.
Remark 2.3. We choose a faithful representation h → gln(k) for some n so that we have
natural vector space isomorphisms h ∼= kdimh and n ∼= kdimn. Then consider h ⊆ gln(k).
Let x ∈ n, to find zh(x) we need to look at those y ∈ h for which [y, x] = 0. Let
y = (yij ) ∈ gln(k) and consider the non-zero yij as variables. We see that the condition
[y, x] = 0 is equivalent to a system of dimn linear equations in the dimh variables yij .
The dimension of their solution space is dim zh(x). To prove that n contains a dense H -or-
bit it therefore suffices to find x for which these equations are independent.
We now introduce the notation that we shall require. Let G be a reductive linear
algebraic group over k. Let T be a maximal torus of G and let B be a Borel subgroup
of G containing T . Let Φ be the root system of G with respect to T and Π = {α1, . . . , αr }
the base of Φ corresponding to B . For β ∈ Φ+ write β = ∑α∈Π cαβα with cαβ ∈ N0.
A prime p is said to be bad for G if it divides cαβ for some α and β , else it is called good
for G. (We remark that all primes are good for GLn and SLn and that p = 2 is the only bad
prime for Sp2m and SOn.)
Let P be a parabolic subgroup of G, Pu the unipotent radical of P and pu the Lie algebra
of Pu. The descending central series of pu is defined by p(0)u = pu and p(l+1)u = [pu,p(l)u ]
(l  0). As usual we write p′u = p(1)u . For each l, p(l)u is a P -submodule of pu.
In this paragraph we assume that chark = 2. We consider On to consist of the matrices
x ∈ GLn such that xtJ x = J where J is the matrix whose (i, j)th entry is 1 if i+j = n+1
and 0 otherwise. Then we take SOn to be the subgroup of On consisting of matrices with
determinant 1. We consider Sp2m to consist of the matrices x ∈ GL2m such that xtJ x = J
where J is the matrix whose (i, j)th entry is 1 if i + j = 2m + 1 and i  m, −1 if
i + j = 2m+ 1 and i m+ 1, and 0 otherwise.
Let Θ be a semisimple automorphism of G. We write θ for the derivative of Θ at
the identity. For a Θ-stable subset S of G we denote the fixed points of Θ in S by
SΘ = {x ∈ S: Θ(x) = x}. Similarly for θ -stable S ⊆ g we write Sθ = {x ∈ S: θ(x) = x}.
We note that if Θ is a semisimple automorphism of G with finite order |Θ|, then chark
does not divide |Θ|.
In this paragraph we assume that chark = 2 and discuss some semisimple automor-
phisms of classical groups, which we require in the sequel. These automorphisms are fre-
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more details. For the reader’s convenience we give explicit descriptions of the derivatives of
these automorphisms. There exists a semisimple automorphism Θ of GLn with GLΘn = On,
its derivative θ is given by θ(xij ) = (−xn+1−j,n+1−i ). There is a semisimple automorphism
Θ of GL2n such that GLΘ2n = Sp2n, its derivative θ is given by θ(xij ) = (εxn+1−j,n+1−i )
where ε = (−1)|i−j |/n	+1. Further there exists a semisimple automorphismΨ of O2n such
that OΨ2n = O2n−1, its derivative ψ is given by ψ(xij ) = (yij ), where yij = xin if j = n+1,
yij = xi,n+1 if j = n, yij = xnj if i = n + 1, yij = xn+1,j if i = n and yij = xij otherwise.
As general references for algebraic groups we cite [1,14].
3. From Lie algebras to groups
We consider the link between P -conjugacy classes in Pu and adjoint P -orbits in pu. We
denote byN the set of nilpotent elements in g and by U the set of unipotent elements in G.
Assume the derived subgroup of G is simply connected. A slightly strengthened
theorem of Springer says that if chark is zero or good for G, then there exists a
G-equivariant isomorphism φ :U →N (see [11, 6.20]). Such φ is called a Springer map.
Using such a map one can deduce the following result (see [13, Theorem 4.1]).
Lemma 3.1. Suppose chark is zero or good for G. Let P be a parabolic subgroup of G,
and N a closed, connected, normal subgroup of P contained in Pu. Then there is a P -equi-
variant isomorphism φ :N → n.
In fact the proof of this lemma in loc. cit. shows we can take φ to be a Springer map. Let
N ⊆ Pu be a closed, connected, normal subgroup of P so that n is a P -submodule of pu.
It follows from Lemma 3.1 that P acts on n with a dense orbit if and only if P acts on N
with a dense orbit.
Now suppose that π :G → H is an epimorphism of algebraic groups such that kerπ ⊆
Z(G) and kerdπ ⊆ z(g), where Z(G) and z(g) denote the centres of G and g respectively.
Let O be a P -orbit on N . Then π(O) is a π(P )-orbit on π(N) and we see that O is dense
in N if and only if π(O) is dense in π(N). This discussion implies the following result,
where we no longer assume the derived subgroup of G to be simply connected.
Theorem 3.2. Suppose chark is zero or good for G. Let P be a parabolic subgroup of G
and N a closed, connected, normal subgroup of P contained in Pu. Suppose P acts on n
with a dense orbit. Then P acts on N with a dense orbit.
This theorem means the results we prove for the Lie algebra imply analogous results
about the group in good characteristic. Further in [15, III, 3.14], explicit Springer maps
are given when G is GLn, Sp2m or SOn. Therefore, if we have a representative of a dense
P -orbit on p(l)u , we can calculate a representative of a dense P -orbit on P (l)u .
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We now present a tool which allows us to make reductions when investigating
prehomogeneous spaces for parabolic groups. The tool is a consequence of the following
theorem.
Theorem 4.1. Let R be an algebraic group, Θ a semisimple automorphism of R with finite
order and n a θ -stable R-submodule of r. Suppose there exists x ∈ nθ such that R · x is
dense in n and the orbit map R → R · x is separable. Then RΘ · x is dense in nθ and the
orbit map RΘ → RΘ · x is separable.
Proof. It follows from [1, Proposition 6.7] that the separability of the orbit map R → R ·x
implies that Tx(R · x) = [r, x]. We prove the following series of inclusions
Tx
(
RΘ · x)⊆ Tx((R · x)θ )⊆ (Tx(R · x))θ = [r, x]θ ⊆ [rθ , x]⊆ Tx(RΘ · x).
The last inclusion is clear. To show [r, x]θ ⊆ [rθ , x] we let [r, x] ∈ [r, x]θ . One easily
checks that if s = 1/|Θ|∑|Θ|−1i=0 θ i(r) then θ(s) = s and [r, x] = [s, x] ∈ [rθ , x]. From
Tx(R · x)= [r, x] it follows immediately that (Tx(R · x))θ = [r, x]θ . Since (R · x)θ ⊆ R · x
we get that Tx((R · x)θ) ⊆ Tx(R · x). Therefore, to show Tx((R · x)θ ) ⊆ (Tx(R · x))θ it
suffices to show that Tx((R · x)θ ) is fixed by θ . But (R · x)θ ⊆ nθ , so Tx((R · x)θ) ⊆
Tx(n
θ ) = nθ . Since nθ is RΘ -stable, we have that RΘ · x ⊆ (R · x)θ which implies the first
inclusion.
Since R · x is dense in n we have Tx(R · x) = n. The series of inclusions above then
implies that Tx(RΘ · x) = nθ and thus that RΘ · x is dense in nθ . The series of inclusions
also implies that Tx(RΘ · x) = [rθ , x] which by [1, Proposition 6.7] implies the orbit map
RΘ → RΘ · x is separable. 
The following corollary is a trivial consequence of Theorem 4.1, we state it for
convenience.
Corollary 4.2. Let G be a reductive algebraic group and let Θ be a semisimple
automorphism of G. Let P be a Θ-stable parabolic subgroup of G and n a θ -stable
P -submodule of pu. Let Q = PΘ and m = nθ . Suppose there exists x ∈ m such that the
orbit map P → P · x is separable and P · x = n. Then Q · x = m.
We shall use Corollary 4.2 to deduce that m is a prehomogeneous space for Q if n is a
prehomogeneous space for P and m contains a representative of the dense P -orbit on n.
5. Borel subgroups
In this section we prove Theorem 1.1. We require the technical lemma whose proof
is given in the appendix. We begin with the following result which follows easily from
[10, Proposition 2.1].
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x ∈ b(l)u with B · x = b(l)u and such that the orbit map B → B · x is separable.
Proof. We note that the conjugacy of Borel subgroups implies that we only need to prove
the result for one particular Borel subgroup.
We take B to consist of the upper triangular matrices in G. From [10, Proposition 2.1]
we know we can take x ∈ b(l)u defined by xi,i+l+1 = 1 for 1  i  n − l − 1 and
xij = 0 otherwise. The separability of the orbit map follows from considering zb(x) and
Remark 2.2. 
Remark 5.2. We note that since k is algebraically closed, we get the analogous result for
SLn.
The following remark is required in the proof of Theorem 1.1.
Remark 5.3. We use the notation of Lemma 5.1. Suppose n = 2m is even and let Θ be the
semisimple automorphism of G such that GΘ = Sp2m. We see that by acting on x by the
maximal torus of diagonal matrices in G we may assume that x ∈ (b(l)u )θ .
We now restate and prove Theorem 1.1.
Theorem 5.4. Let B be a Borel subgroup of a classical group G and assume chark is zero
or good for G. Then each member b(l)u of the descending central series of bu contains a
dense B-orbit.
Proof. As in Lemma 5.1, we note that the conjugacy of Borel subgroups implies that we
only need to prove the result for one particular Borel subgroup. Also we note that we only
have to consider one isogeny class for each type.
The type A case is covered in [10, Proposition 2.1].
Next we consider the type C case. Let G = Sp2m, H = GL2m and let Θ be the
semisimple automorphism of H such that HΘ = G. Let C be the Borel subgroup of H
consisting of the upper triangular matrices in H and B = CΘ a Borel subgroup of G. We
note that (c(l)u )θ = b(l)u for each l. We may now use Corollary 4.2 and Lemma 5.1 with
Remark 5.3 to deduce that for each l there exists x ∈ b(l)u such that B · x = b(l)u .
Now we consider the type D case. Let G = SO2m, H = GL2m and let Θ be the
semisimple automorphism of H such that HΘ = O2m. Let C be a Borel subgroup of
H consisting of the upper triangular matrices in H and B = CΘ a Borel subgroup
of G. We require the technical Lemma A.1 from the appendix. We emphasize that the
C-submodules nl of cu from Lemma A.1 are such that nθl = b(l)u for each l  0. Therefore,
using Lemma A.1 and Corollary 4.2, we deduce that for each l there exists x ∈ b(l)u such
that B · x = b(l)u .
Finally, we consider the type B case. Let G = SO2m+1, H = SO2m+2 and let Ψ be the
semisimple automorphism of O2m+2 such that OΨ2m+2 = O2m+1. Let C be a Borel subgroup
of H consisting of the upper triangular matrices in H and B = CΨ a Borel subgroup of G.
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and Remark A.2 we see there is x ∈ b(l)u such that C · x = c(l)u . Further using Theorem 4.1
we see that the orbit map C → C · x is separable so we can apply Corollary 4.2 to get
B · x = b(l)u as required. 
Remark 5.5. We note we could have proved the type B case for l even using Lemma 5.1
and Corollary 4.2. Further we remark that Theorem 1.1 could be proved directly using the
strategy from Remark 2.3. However, the calculations involved are messy.
6. Parabolic subgroups
In this section we exhibit a family of parabolic subgroups P in GLn such that p(l)u
contains a dense P -orbit for each l. Further we generalize some of our results to the other
classical groups using Corollary 4.2.
We adopt the notation for parabolic subgroups of GLn used in [10], which we briefly
recall. A parabolic subgroup P of GLn is determined up to conjugacy by an ordered tuple
(d1, . . . , dt ) of positive integers where d1 + · · ·+ dt = n. If e1, . . . , en is the standard basis
of kn, then we take P = P(d1, . . . , dt ) to be the stabiliser of the flag {0} = V0 ⊆ V1 ⊆ · · · ⊆
Vt = kn where Vi is the k-span of {e1, . . . , ed1+···+di } (so dimVi = d1 + · · · + di).
Consider the parabolic subgroup P = P(d1, . . . , dt) ⊆ GLn. View elements x ∈ gln as
block matrices with t2 blocks, the (i, j)th block Xij being a di ×dj matrix. The Lie algebra
p of P consists of the x ∈ gln for which Xij = 0 for i > j . Elements x ∈ p(l)u are the
matrices such that Xij = 0 for i  j − l.
We aim to show that if d1  d2  · · · ds  ds+1  · · · dt for some s, then P has a
dense orbit on p(l)u for each l. This result is given in [7, 1.4.5]. The proof in loc. cit. uses
representation theoretic methods from [3]. Our proof uses only elementary techniques,
using the strategy of Remark 2.3.
Theorem 6.1. Let P = P(d1, . . . , dt ) be a parabolic subgroup of GLn such that d1  d2 
· · ·  ds  ds+1  · · ·  dt for some s. Then p(l)u is a prehomogeneous space for P for
each l.
Proof. We define x ∈ p(l)u by saying what the matrix Xij is for each i and j . For
j = i + l + 1 and di  dj define Xij to have a di × di identity matrix in its first di columns
and zeros elsewhere. For j = i + l + 1 and di  dj define Xij to have a dj × dj identity
matrix in its first dj rows and zeros elsewhere. Otherwise Xij is zero.
We use the strategy of Remark 2.3, so we take y ∈ p arbitrary and consider the equations
for the yij in [y, x] = 0. To show that these equations are independent, we use induction
on n, the base case n = 0 being trivial.
We look at these equations in a particular order. We look at the ((
∑u
i=1 di) + 1)th
rows of [y, x] = 0, for u = 0,1, . . . , t − l − 2. First we look at the equations in the
((
∑t−l−2
i=1 di) + 1)th row. Each such equation involves a distinct yn−dt+1,j and may
also involve a yn−dt−dt−1+1,j . The yn−dt+1,j ’s do not occur elsewhere. Therefore, the
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∑t−l−2
i=1 di) + 1)th row of [y, x] = 0 must be independent of the
other equations in [y, x] = 0. So we can neglect these equations. Next we consider the
equations in the ((
∑t−l−3
i=1 di) + 1)th row of [y, x] = 0. We see that these equations
involve yn−dt−dt−1+1,j ’s. The only other equations involving yn−dt−dt−1+1,j ’s are in
the ((
∑t−l−2
i=1 di) + 1)th row of [y, x] = 0. Having neglected the equations in the
((
∑t−l−2
i=1 di) + 1)th row of [y, x] = 0, we see that we may neglect the equations in the
((
∑t−l−3
i=1 di) + 1)th row. We move up the ((
∑u
i=0 di) + 1)th rows of [y, x] = 0 and see
that we can continue to neglect equations in them.
Next we consider the ((
∑u
i=1 di) + 1)th columns of [y, x] = 0 for u = l + 1, l + 2,
. . . , t − 1. We can use arguments analogous to those above to see that we can neglect the
equations in these columns.
We are left with a system of equations which are equivalent to those we get when
considering the action of P(d1 − 1, . . . , dt − 1) on the lth member of the descending
central series of the Lie algebra of its unipotent radical. These equations are independent
by induction. It now follows that P · x = p(l)u by Lemma 2.1 and Remark 2.3. 
The following remark is similar to the remark after Theorem 1.4.1 in [7].
Remark 6.2. The assumption that d1  d2  · · · ds  ds+1  · · · dt is required when
applying the inductive hypothesis. Suppose di − 1 = 0 for some 1 < i < t but d1 − 1 = 0
and dt − 1 = 0. We can still neglect the same equations as in the proof of Theorem 6.1.
However, the remaining equations are not in general equivalent to the equations we get
when considering the action of P(d1 − 1, . . . , dt − 1) on the lth member of the descending
central series of the Lie algebra of its unipotent radical. This is not a problem when
considering the case l = 0 and so we get an alternative proof of Richardson’s dense orbit
theorem for GLn.
Remark 6.3. We note by Remark 2.2 that if x is as in the proof of Theorem 6.1, then the
orbit map P → P · x is separable.
Example 6.4. We illustrate the proof of Theorem 6.1 by looking at the parabolic subgroup
P = P(2,3,4,2,1)GL12 acting on pu. The matrices y , x , and [y, x] are given in Fig. 1
(where dots represent zeros).
We look at the equations for the yij ’s in [y, x] = 0. First we consider the 10th row of
[y, x] = 0. We see that y12,12 does not occur elsewhere, so we may neglect the equation
on the 10th row. Next we consider the 6th row of [y, x] = 0 we see that the only other
occurrences of the y10,j ’s have already been neglected. So the equations in the 6th row are
independent of the other equations. Similarly we see that the equations in the 3rd and 1st
rows can be neglected.
Next we consider the 3rd column of [y, x] = 0. We see that the yi1’s do not occur
elsewhere so these equations may be neglected. Then we see that we can neglect the
equations in the 6th, 10th and 12th columns.
Now we are left with a system of equations equivalent to those we get when considering
the action of P(1,2,3,1)⊆ GL7 on the Lie algebra of its unipotent radical.
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
 y1,1 y1,2 y1,3 y1,4 y1,5 y1,6 y1,7 y1,8 y1,9 y1,10 y1,11 y1,12


x =


· · 1 · · · · · · · · ·
· · · 1 · · · · · · · ·
· · · · · 1 · · · · · ·
· · · · · · 1 · · · · ·
· · · · · · · 1 · · · ·
· · · · · · · · · 1 · ·
· · · · · · · · · · 1 ·
· · · · · · · · · · · ·
· · · · · · · · · · · ·
· · · · · · · · · · · 1
· · · · · · · · · · · ·
· · · · · · · · · · · ·


y3,9 y1,6 − y3,10 y1,7 − y3,11 y1,10 − y3,12
y4,9 y2,6 − y4,10 y2,7 − y4,11 y2,10 − y4,12
y6,9 y3,6 − y6,10 y3,7 − y6,11 y3,10 − y6,12
y7,9 y4,6 − y7,10 y4,7 − y7,11 y4,10 − y7,12
y8,9 y5,6 − y8,10 y5,7 − y8,11 y5,10 − y8,12
· y6,6 − y10,10 y6,7 − y10,11 y6,10 − y10,12
· y7,6 − y11,10 y7,7 − y11,11 y7,10 − y11,12
· y8,6 y8,7 y8,10
· y9,6 y9,7 y9,10
· · · y10,10 − y12,12
· · · y11,10
· · · ·

y =

y2,1 y2,2 y2,3 y2,4 y2,5 y2,6 y2,7 y2,8 y2,9 y2,10 y2,11 y2,12
· · y3,3 y3,4 y3,5 y3,6 y3,7 y3,8 y3,9 y3,10 y3,11 y3,12
· · y4,3 y4,4 y4,5 y4,6 y4,7 y4,8 y4,9 y4,10 y4,11 y4,12
· · y5,3 y5,4 y5,5 y5,6 y5,7 y5,8 y5,9 y5,10 y5,11 y5,12
· · · · · y6,6 y6,7 y6,8 y6,9 y6,10 y6,11 y6,12
· · · · · y7,6 y7,7 y7,8 y7,9 y7,10 y7,11 y7,12
· · · · · y8,6 y8,7 y8,8 y8,9 y8,10 y8,11 y8,12
· · · · · y9,6 y9,7 y9,8 y9,9 y9,10 y9,11 y9,12
· · · · · · · · · y10,10 y10,11 y10,12
· · · · · · · · · y11,10 y11,11 y11,12
· · · · · · · · · · · y12,12

[y, x] =


· · y1,1 − y3,3 y1,2 − y3,4 −y3,5 y1,3 − y3,6 y1,4 − y3,7 y1,5 − y3,8 −
· · y2,1 − y4,3 y2,2 − y4,4 −y4,5 y2,3 − y4,6 y2,4 − y4,7 y2,5 − y4,8 −
· · · · · y3,3 − y6,6 y3,4 − y6,7 y3,5 − y6,8 −
· · · · · y4,3 − y7,6 y4,4 − y7,7 y4,5 − y7,8 −
· · · · · y5,3 − y8,6 y5,4 − y8,7 y5,5 − y8,8 −
· · · · · · · ·
· · · · · · · ·
· · · · · · · ·
· · · · · · · ·
· · · · · · · ·
· · · · · · · ·
· · · · · · · ·
Fig. 1.
392 S. Goodwin, G. Röhrle / Journal of Algebra 276 (2004) 383–398We now give two easy corollaries of Theorem 6.1. With more work it is possible to
give better results. However, we choose not to pursue this here and just demonstrate the
use of Corollary 4.2. There is a lack of symmetry in the given representatives of the dense
P -orbits so we only deduce results for parabolics with equal size blocks. Also if Θ is the
semisimple automorphism of GLn such that GLΘn = On and if P is a Θ-stable parabolic
subgroup of GLn, then if n is even, we do not have (p(l)u )θ = (pθu)(l) in general. Therefore,
we only give the following two results.
Corollary 6.5. Assume chark = 2. Let Θ be the semisimple automorphism of GL2m such
that GLΘ2m = Sp2m. Let P = P(d, d, . . . , d) GL2m. Let Q = PΘ be the corresponding
parabolic subgroup of Sp2m. Then q(l)u is a prehomogeneous space for Q for each l.
Proof. We note that we have (p(l)u )θ = (pθu)(l) for each l. Let l  0, then by Theorem 6.1
there exists x ∈ p(l)u such that P · x = p(l)u . Moreover looking at the x given in the proof
of Theorem 6.1 we note that by using the action of the maximal torus of P (consisting of
diagonal matrices) we may assume that x ∈ (p(l)u )θ = q(l)u . We now deduce the result using
Corollary 4.2 and Remark 6.3. 
The next result is more limited as we require x ∈ (p(l)u )θ to apply Corollary 4.2. This is
not the case when l is odd.
Corollary 6.6. Assume chark = 2. Let Θ be the semisimple automorphism of GL2m+1
such that GLΘ2m+1 = O2m+1. Let P = P(d, d, . . . , d)  GL2m+1. Let Q = PΘ be the
corresponding parabolic subgroup of O2m+1. Then q(l)u is a prehomogeneous space for
Q for each even l.
Proof. The proof is analogous to the proof of Corollary 6.5. 
Remark 6.7. Let Q be a parabolic subgroup of O2m+1 then Q̂ = Q∩ SO2m+1 has index 2
in Q and qˆ(l)u = q(l)u . Therefore, we may deduce the analogous result of Corollary 6.6 for
SO2m+1.
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Appendix A
In this appendix we prove the technical lemma required in Section 5. We assume
throughout this section that chark = 2.
Let G = GL2n, T the maximal torus of diagonal matrices and B the Borel subgroup of
upper triangular matrices. Let Φ be the root system of G with respect to T and Π the base
S. Goodwin, G. Röhrle / Journal of Algebra 276 (2004) 383–398 393of Φ corresponding to B . Write Π = {α1, . . . , α2n−1}. For i  j , we denote αi + · · · + αj
by ij . We describe a B-submodule n of bu by giving the minimal set of roots α in Φ
such that n is generated by the gα ⊆ n as a B-module. For example bu is denoted by
{11, . . . , (2n− 1)(2n− 1)} and b(l)u is denoted by {1(l + 1), . . . , (2n− 1 − l)(2n− 1)}.
For each l  0 we define a B-submodule nl of bu. For l even nl is denoted by the set of
minimal roots
{
i(i + l): 1 i  n− l − 1}∪ {i(i + l + 1): n − l  i  n− 1}
∪ {i(i + l): n+ 1 i  2n− l − 1}.
For example for n = 5 and l = 2, nl consists of matrices of the form


· · · ∗ ∗ ∗ ∗ ∗ ∗ ∗
· · · · ∗ ∗ ∗ ∗ ∗ ∗
· · · · · · ∗ ∗ ∗ ∗
· · · · · · · ∗ ∗ ∗
· · · · · · · · ∗ ∗
· · · · · · · · ∗ ∗
· · · · · · · · · ∗
· · · · · · · · · ·
· · · · · · · · · ·
· · · · · · · · · ·


For l odd nl is denoted by the set of minimal roots
{
i(i + l): 1 i  n − l − 1}∪ {i(i + l + 1): n − l  i  n− (l + 3)/2}
∪ {i(i + l + 1): n − (l − 1)/2 i  n− 1}∪ {i(i + l): n+ 1 i  2n− l − 1}.
For example for n = 7 and l = 3, nl consists of matrices of the form


· · · · ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
· · · · · ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
· · · · · · ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
· · · · · · · · ∗ ∗ ∗ ∗ ∗ ∗
· · · · · · · · · · ∗ ∗ ∗ ∗
· · · · · · · · · · ∗ ∗ ∗ ∗
· · · · · · · · · · · ∗ ∗ ∗
· · · · · · · · · · · ∗ ∗ ∗
· · · · · · · · · · · · ∗ ∗
· · · · · · · · · · · · · ∗
· · · · · · · · · · · · · ·
· · · · · · · · · · · · · ·
· · · · · · · · · · · · · ·
· · · · · · · · · · · · · ·


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l  0 there exists x ∈ nθl such that B · x = nl and the orbit map B → B · x is separable.
Proof. Let l  0. To simplify notation in this proof we write a = n − l − 1, b = n +
(l + 3)/2, c = n − (3l + 3)/2, and d = n − (l + 1)/2. We use the strategy of Remark 2.3.
First we consider the case when l is even. We define x ∈ nl as follows:
xi,i+l+1 = 1 if 1 i  a,
xi,i+l+2 = 1 if a  i  n,
xi,i+l+1 = 1 if n+ 1 i  2n− l − 1,
xij = 0 otherwise.
For example for n = 5 and l = 2 we have
x =


· · · 1 · · · · · ·
· · · · 1 1 · · · ·
· · · · · · 1 · · ·
· · · · · · · 1 · ·
· · · · · · · · 1 ·
· · · · · · · · 1 ·
· · · · · · · · · 1
· · · · · · · · · ·
· · · · · · · · · ·
· · · · · · · · · ·


We let y ∈ b be arbitrary and consider the equations for the yij in [y, x] = 0. We show
that these equations are independent by induction on n the base case n = 0 being trivial.
First we consider the case where n l + 1. We consider the occurrences of the y1j ’s in
the equations in [y, x] = 0. They occur only in the top row and each entry of the top row
of [y, x] = 0 contains a distinct y1j . Therefore, these equations must be independent of the
other equations, so we may neglect the equations in the top row. By symmetry we may also
neglect the equations in the rightmost column of [y, x] = 0. The remaining equations are
equivalent to the analogous equations we get when considering the corresponding case for
GL2n−2 which are independent by induction.
Now suppose n l + 2. Again we consider the equations of the top row of [y, x] = 0.
Each such equation contains a y1j but y1a occurs twice. Further, the only occurrences of
the y1j ’s are in the top row. Now the occurrences of y1a are as y1a − yl+2,n = 0 in the
(1, n)th entry of [y, x] = 0 and y1a − yl+2,n+1 = 0 in the (1, n + 1)th entry of [y, x] = 0.
The only other occurrence of yl+2,n and yl+2,n+1 is in the (l + 2, n + l + 2)th entry of
[y, x] = 0 where we have yl+2,n + yl+2,n+1 − ∗ = 0 where ∗ does not involve yl+2,n or
yl+2,n+1. As chark = 2 it follows that the equations on the top row of [y, x] = 0 must
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induction as in the previous case.
Therefore, by induction the equations in [y, x] = 0 are independent.
Next we consider the case where l is odd. We define x ∈ nl as follows:
xi,i+l+1 = 1 if 1 i  a,
xi,i+l+2 = 1 if a  i  n− (l + 3)/2,
xi,i+l+2 = 1 if n− (l − 1)/2 i  n,
xi,i+l+1 = 1 if n+ 1 i  2n− l − 1,
xcb = 1,
xd,n+(3l+5)/2 = 1,
xij = 0 otherwise.
For example, for n = 7 and l = 3 we have
x =


· · · · 1 · · · · 1 · · · ·
· · · · · 1 · · · · · · · ·
· · · · · · 1 1 · · · · · ·
· · · · · · · · 1 · · · · ·
· · · · · · · · · · · · · 1
· · · · · · · · · · 1 · · ·
· · · · · · · · · · · 1 · ·
· · · · · · · · · · · 1 · ·
· · · · · · · · · · · · 1 ·
· · · · · · · · · · · · · 1
· · · · · · · · · · · · · ·
· · · · · · · · · · · · · ·
· · · · · · · · · · · · · ·
· · · · · · · · · · · · · ·


We let y ∈ b be arbitrary and consider the equations for the yij in [y, x] = 0. As in the l
even case, we show that these equations are independent by induction on n, the base case
n = 0 being trivial.
First we consider the case where n l + 1. We look at the top row of [y, x] = 0. Apart
from the (1, b)th entry each equation in the top row contains a y1j . Moreover, there is only
one occurrence of each y1j . The (1, b)th entry is yl+3,b = 0 and this is the only occurrence
of yl+3,b in [y, x] = 0. Therefore, we may neglect the equations in the top row and by
symmetry those in the rightmost column of [y, x] = 0. Thus we may apply induction as in
the proof of the l even case.
396 S. Goodwin, G. Röhrle / Journal of Algebra 276 (2004) 383–398Now we consider the case l+2 n (3l + 3)/2. As in the previous case each equation
in the top row of [y, x] = 0 contains a y1j apart from the one in the (1, b)th entry. Again
this entry is yl+2,b = 0 and this is the only occurrence of yl+2,b. We see that y1a occurs
twice in the top row and each other y1j occurs once. We may deal with the y1a as in
the proof of the l even case. Therefore, we may neglect the equations in the top row and
rightmost column and apply induction.
Now we consider the case n  (3l + 5)/2. We look at the equations in the top row of
[y, x] = 0, we see that each of these contains a y1j . Both y1a and y1c occur twice. The y1a
can be dealt with as in the proof of the l even case. We see that y1c occurs in the (1, d)th
entry of [y, x] = 0 as y1c − yl+2,d = 0 and in the (1, b)th entry as y1c − yl+2,b = 0. Now
there is only one other occurrence of yl+2,d and yl+2,b in the (l+2, n+ (3l + 5)/2)th entry
of [y, x] = 0 where they occur as yl+2,d + yl+2,b − ∗ = 0 where ∗ does not involve yl+2,d
or yl+2,b. As chark = 2 it follows that the equations on the top row of [y, x] = 0 must
be independent of the other equations and so we may neglect them. We may now apply
induction.
Therefore, by induction the equations in [y, x] = 0 are independent.
In both cases these arguments show that B · x = nl by Lemma 2.1 and Remark 2.3.
We note that using the action of the maximal torus of diagonal matrices, we may assume
x ∈ nθl . The separability of the orbit map follows from Remark 2.2. 
Remark A.2. Let Ψ be the semisimple automorphism of O2n such that OΨ2n = O2n−1. We
note the x ∈ nθl we get from the proof of Lemma A.1 are elements of (nθl )ψ .
Example A.3. It seems more natural to try x with 1 at entries corresponding to the minimal
generating set of nl for a representative for a dense B-orbit on nl . In this example we give a
calculation which illustrates why this x does not work in general. In fact we show that when
l is odd it is necessary to set xcb = 1 and xd,n+(3l+5)/2 = 1 as well as xa,a+l+2 = 1 and
xn,n+l+2 = 1. We consider the case n = 4, l = 1. If we set the entries of x corresponding
to the minimal generating set of nl to 1 and also put xa,a+l+2 = 1 and xn,n+l+2 = 1, then
we get
x =


0 0 1 0 0 0 0 0
0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


and [y, x] as in Fig. 2. We see that there is a linear dependence between the equations in
the (1,6)th and (3,8)th entries of [y, x] = 0. Therefore, it follows from Remark 2.3 that
B · x cannot be dense in nl .
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y1,4 + y1,5 − y3,7 y1,6 − y3,8
y2,4 + y2,5 − y4,7 − y5,7 y2,6 − y4,8 − y5,8
y3,4 + y3,5 y3,6
y4,4 + y4,5 − y7,7 y4,6 − y7,8
y5,5 − y7,7 y5,6 − y7,8
0 y6,6 − y8,8
0 0
0 0

[y, x] =


0 0 y1,1 − y3,3 y1,2 − y3,4 y1,2 − y3,5 −y3,6
0 0 0 y2,2 − y4,4 y2,2 − y4,5 − y5,5 −y4,6 − y5,6
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
Fig. 2.
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