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Abstract—This letter introduces a method to manage energy
storage in electricity grids. Starting from the stochastic charac-
terization of electricity generation and demand, we propose an
equation that relates the storage level for every time-step as a
function of its previous state and the realized surplus/deficit of
electricity. Therefrom, we can obtain the probability that, in the
next time-step: (i) there is a generation surplus that cannot be
stored, or (ii) there is a demand need that cannot be supplied
by the available storage. We expect this simple procedure can
be used as the basis of electricity self-management algorithms
in micro-level (e.g. individual households) or in meso-level (e.g.
groups of houses).
Index Terms—Energy storage management, electricity power
grid, queuing theory, stochastic process,
I. INTRODUCTION
The transition from centralized electricity power grid toward
a more decentralized one is posing different challenges [1].
In specific terms, the intermittence of low-carbon renewable
sources like wind and solar poses an interesting management
task [2]: periods of high demand might not match with supply.
Energy storage then becomes an important capability for
managing the possible mismatches.
In this letter, we use the stochastic characterization of
both electricity generation and electricity demand in different
periods during the day (e.g. hour-by-hour). We follow the
literature (e.g. [3]–[6]) and assume that both may be modeled
as independent random variables at each period. Depending
on surplus/deficit outcome, the storage managing entity shall
estimate the situation for next period.
Our goal here is to understand the conditions that a system
composed by a intermittent source plus a storage device can be
self-managed. We propose an equation to evaluate the proba-
bility that the system is not self-sufficient either by generating
more electricity than can be stored, or by consuming more
than it is supplied. We numerically demonstrate this procedure
using two examples: a virtual utility that aggregates several
households with a hydro power plant as storage and wind as
generation, and a household with battery and solar panels.
We interpret these results as a promising way to self-
manage electricity looking at its use value. They also indicates
promising ways to implement cooperative sharing of surpluses,
mainly when weather forecast is available.
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II. THEORETICAL FRAMEWORK
Consider a scenario composed by: an entity that demands
electricity, an entity that generates electricity, and an entity
that stores energy to balance possible surpluses/deficits. We
assume a discrete time setting where each time step t P N.
From previous studies [1]–[6], we model to each time step as
follows.
‚ Demand: Dptq ě 0 is a random variable;
‚ Generation: Gptq ě 0 is a random variable;
‚ Storage: Smin ď Sptq ď Smax is a random variable limited
by its minimum Smin ě 0 and maximum Smax ą Smin.
Proposition 1: The storage state at time step t is given by:
Sptq “ min rSmax,max rSpt´ 1q `Bptqs , Smins , (1)
where Bptq “ Gptq´Dptq is a random variable indicating the
balance between supply and demand during time step t; note
that Bptq P R.
Proof: The storage situation at time step t is given by
the realization of supply and demand at t, considering the
storage situation in previous time step t ´ 1. Then: Sptq “
Spt ´ 1q ` Bptq. If the storage upper and lower limits Smax
and Smin are considered, we find (1).
Note that the storage situation Sptq comes after the re-
alization of generation Gptq and demand Dptq. These latter
variables are the inputs of this model and their actual distri-
bution depends on the season, the hour of the day, whether is
a working day etc. Equation (1) works regardless since it is
based on the realized values.
If the goal is prediction, the storage managing entity can
estimate the upcoming conditions Spt` 1q if it knows (i) the
own state Sptq and (ii) the distributions of Gptq and Dptq.
Condition (i) is straight from the management knowledge
about its own state, while (ii) can be based on empirical studies
as in [4], [5] or in energy generation forecast based on weather
as in [7].
The system is said to be self-sufficient at time step t if,
and only if: Smin ´ Spt ´ 1q ă Sptq ď Smax ´ Spt ´ 1q. The
probability that this event happens is given in the following
corollary.
Corollary 1: The probability that the system
is self-sufficient in time step t is computed as:
Pr rSmin ´ Spt´ 1q ă Bptq ď Smax ´ Spt´ 1qs.
In other words, the storage controller can compute the
probabilities of these events only based on the distribution
of Bptq “ Gptq ´ Dptq, which is easily computed from the
probability distribution functions [8, pp. 185–186].
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(a) Realization of generation Gptq and demand Dptq.
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(b) Balance function Bptq and the storage situation Sptq.
Fig. 1: Example for t “ 0, ..., 24 (one day).The distribution
probabilities of Gptq and Dptq are log-normal with arbitrary
parameters. The code is available at [9].
III. NUMERICAL EXAMPLES
We first assume the following system: a virtual utility that
aggregates the demand of several households, and has under
their use one wind farm as its generator and one hydro power
plant as its storage. We exemplify our scenario in Fig. 1
considering Gptq and Dptq as log-normal distribution with
different parameters (refer to [8]) for different time steps
t “ 0, ..., 24. The parameters where arbitrarily chosen with
mean between 0.94´ 2.19 MWh with variance ranging from
0.75 to 1.125 in the demand. In generation the mean is 1.25
MWh with variance 1 regardless of t.
In the second scenario we consider a single household
whose storage controlling entity needs to estimate the prob-
ability of not being self-sufficient during the next hour. We
assume that the household has a solar panel to generate
electricity. Assuming that the controller has a perfect weather
forecast, the generation can be estimated with high accuracy
[7]. Therefore, Gpt` 1q is not anymore a random variable.
As an example, we assume a battery with capacity Smax “ 5
kWh, and minimum level Smin “ 0. The generation at Gpt`
1q “ Gt`1 “ 2kWh (e.g. in a winter sunny day at 15:00)
is perfectly estimated by the weather forecast, while the the
demand Dpt` 1q is a Weibull distribution [5], [8]:
Pr rDpt` 1q ď ys “ FDpt`1qpyq “ 1´ e´py{λqk , (2)
where λ ă 0 is the scale and k ă 0 is the shape parameters.
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Fig. 2: Probability ppStq of not being self-sufficient as a
function of the battery level Sptq, assuming that demand is
a Weibull random variable.
The probability ppStq of being self-sufficient in time t`1 as
a function of the storage level Sptq “ St is given by (1). Let
A denote the event when the generation plus storage will not
be able to cover the demand and event B when the generation
surplus will overflow the storage capacity. Then, ppStq “ 1´
pApStq ´ pBpStq. From (2), we have:
pApStq “ 1´ e´ppGt`1´St´Sminq{λqk , (3)
pBpStq “ e´ppGt`1`St´Smaxq{λqk . (4)
We present in Fig. 2 a numerical example using λ “ 2 and
k “ 5, given a mean of λΓp1` 1{kq « 2.1 kWh.
IV. DISCUSSIONS
This letter indicates how to evaluate whether a system
composed by generation and storage can sustain the electricity
demand for the next period. For future research we plan to
employ this approach as the basis for managing the situations
where self-sufficiency is not reach. We would like to check if
a network of cooperatives can be a feasible option by sharing
surpluses when deficits occur.
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