This paper introduces equal-image-size source partitioning, a new tool for analyzing channel and joint source-channel coding in a multi-terminal discrete memoryless channel environment. Equal-image-size source partitioning divides the source (combination of messages and codewords) into a sub-exponential number of subsets. Over each of these subsets, the exponential orders of the minimum image sizes of most messages are roughly equal to the same entropy term. This property gives us the strength of minimum image sizes and the flexibility of entropy terms. Using the method of equal-image-size source partitioning, we prove separate necessary conditions for the existence of average-error and maximum-error codes. These necessary conditions are much stronger than the standard Fano's inequality, and can be weakened to render versions of Fano's inequality that apply to codes with non-vanishing error probabilities. To demonstrate the power of this new tool, we employ the stronger average-error version of Fano's inequality to prove the strong converse for the discrete memoryless wiretap channel with decaying leakage, which heretofore has been an open problem.
I. INTRODUCTION
A minimum µ-image of a set A ⊆ X n over a discrete memoryless channel (DMC), specified by the conditional distribution P Y |X , is the smallest set B ⊂ Y n such that P n Y |X (B|x n ) ≥ µ for all x n ∈ A. For any ǫ-maximum error, n-length code over P Y |X , the decoding subset of Y n for a particular message value must constitute a µ-image of the subset of X n corresponding to the message value, for some small µ. Noting this, the intuitive sphere packing argument for channel capacity naturally extends by interpreting the minimum µ-image as the "sphere" of the smallest size mapped to from the codewords of an ǫ-error code (see section II-B for more details). Expressing capacity results in terms of minimum image sizes has many advantages, such as allowing for expressions of channel capacity as a function of ǫ. Furthermore because images sizes are not functions of the distribution of X n , they are apt for use in joint source-channel problems for which messages may not be uniformly distributed. Unfortunately there are also significant drawbacks to analysis by minimum image size. For instance, there is no currently known method by which to calculate the minimum image size of any arbitrary set other than a singleton. This is perhaps why it is common to instead employ "spheres" whose sizes can be expressed in terms of entropies in the sphere packing argument. Entropies allow for simple algebraic manipulations and hence lead to simple representations of the capacity of many basic channels. These two different types of characterizations are often referred to as image size characterization and entropy size characterization, and the sets of possible image size characterizations and entropy size characterizations are referred to as the achievable exponent and achievable entropy regions, respectively. In order to take advantage of image size characterizations, we need to express minimum image sizes in terms of entropies. As Csiszár and Körner note in [1, p. 
339] though
We shall see in Chapter 16 that the corresponding image size characterizations can be used to prove strong converse results for source networks and also to solve channel network problems. In this respect, it is important that the sets of achievable entropy resp. exponent triples have the same two dimensional projections see Theorems 15.11 and 15.20 . The two sets, however, need not be equal; their relationship is described by Corollary 15.13 . The primary motivation of this work is to rectify this incongruity, and in doing so provide new stronger necessary conditions for reliable communications that have both the robustness of image size techniques while maintaining the algebraic flexibility of entropies.
In a three-terminal setting with a single message, it has been well established that the two-dimensional projections of image size characterization and the entropy characterization are equal [1, Theorem 15.11] . Results beyond three terminals are rare and partial. In addition, in multi-terminal settings there typically exist multiple receivers which are only required to decode a subset of the messages. In an earlier paper [2] , we have shown that every source set may be partitioned into O(n) subsets, within each the entropy and image size characterizations are equal. The first significant contribution of the current paper is to extend this partitioning method to simultaneously account for multiple messages and multiple receivers. Over every partitioning subset, the image size characterization and the entropy characterization are equal in that the exponential orders of the minimum image sizes for nearly all messages are equal to the same entropy quantity. Furthermore, the partition results in the distribution of the messages being nearly uniform over every partitioning subset, while the number of partitioning subsets remains polynomial in n (O(n 5 )). Our second significant contribution, new necessary conditions for reliable communications over multi-terminal DMCs, then follows. These necessary conditions (see Theorems 19 and 23) are direct consequences of the equal-image-size partitions described above. More specifically, by the blowing up lemma [1, Ch. 5] , the exponential order of the minimum image size is effectively invariant to the value of ǫ. Due to the equality between image size and entropy characterizations by our partitioning approach, the entropy terms in the sphere packing argument for codes with small error probabilities are nearly equivalent to those for codes with larger error probabilities. This suggests that the necessary conditions of reliable communications expressed in terms of these entropies may be made effectively invariant to the decoding error probabilities. Another way to look at these necessary conditions is that they imply all codes may only increase their rates by allowing transmissions which have nearly zero probability of decoding. Errors of this type have previously been considered by Effros et al. in regards to composite channels, where the probability of an error of this type occurring was deemed the outage probability [3] .
From our new necessary conditions we may obtain more traditional, stronger versions of Fano's inequality. The strong inequalities with regards to average probability of error work for nearly uniform messages (see Corollary 24) and informationstable messages (see Corollary 26), while the maximum-error version (see Corollary 22) applies universally. We deem these particular results as strong Fano's inequalities because we may write them in the form of the standard Fano's inequality except for the error term being replaced by a term which almost universally vanishes. Much of the complexity in regards to this paper revolves around crafting necessary conditions which are easy to apply, and apply directly to many active research problems. To demonstrate the power of the results, we present as an application example a simple solution to the strong converse problem for the discrete-memoryless wiretap channel (DM-WTC) with vanishing leakage, which heretofore has been an open problem.
We organize the rest of the paper as follows. Background on the methods used and similar approaches will be discussed first in section II. A preview of our main results will be provided in section III with an example showing application of the strong average-error Fano's inequality to prove the strong converse for the DM-WTC. The mathematical machinery that we employ to establish equal-image-size source partitioning will be developed in sections IV and V. The proposed equal-imagesize source partition will be developed in section VI. The new necessary conditions for reliable communications and strong Fano's inequalities will come in section VII. Finally we will conclude this paper in section VIII with a brief list of some basic multi-terminal DMCs to which our results immediately apply.
A. A note on notation
The notation used in this paper mostly follows that employed in [1] , except for example the mutual information between a pair of random variables X and Y is written in the more common notation of I(X; Y ). Moreover, the notation for conditional entropy will be slightly abused throughout the paper. Within, when a quantity such as H(Y n |X n ∈ A) is expressed it will mean H(Y n |E = 1), where E is an indicator random variable taking the value 1 if X n ∈ A and 0 if not. To simplify writing, let [i : j] denote the set of integers starting at i and ending at j, inclusively. When we refer to M as an index set, we restrict M to be discrete. A random index is a random variable distributed over an index set. Let
, we write M S and M S as shorthand forms of × j∈S M j and (M j ) j∈S , respectively.
Consider a pair of discrete random variables X and Y over alphabets X and Y, respectively. For any A ⊆ X n such that P X n (A) > 0, whenever there is no ambiguity we use P Y n |X n ∈A (y n ) to denote Pr{Y n = y n |X n ∈ A} for brevity. For any
The minimum size of η-images of A over P Y |X will be denoted by g n Y |X (A, η), while the minimum size of η-quasi-images of A over P Y |X will be denoted byḡ n Y |X (A, η).
II. BACKGROUND

A. Fano's inequality
Fano's inequality is one of the most widely used inequalities in the field of information theory. First appearing in Fano's class notes [4] , the inequality can be used to relate the entropy of a message M , distributed over an index set M, conditioned on a reconstructionM with the probability of error of that reconstruction ǫ. The exact inequality
can be tight for specific M ,M , and ǫ. It is most commonly used in proving converses of coding theorems, where when combined with the data processing inequality [1, Lemma 3.11], results in
We then can say if ǫ → 0 and 1 n log 2 |M| = R is a finite constant,
B. Image size characterizations
Image size characterizations, originally introduced in Gács and Körner [11] and Ahlswede et al. [12] , are of particular importance for DMCs due to the blowing up lemma [1, Ch. 5]. Margulis [13] first introduced the blowing up lemma to study hop distance in hyper-connected graphs. In the context of DMCs, it can be used to show that any α n -image with α n not decaying too fast is close in size to a β n -image with β n not approaching unity too fast (see [1, Lemma 6.6] or Lemma 10). Ahlswede [14] used the blowing up lemma to prove a local strong converse for maximal error codes over a two-terminal DMC, showing that all bad codes have a good subcode of almost the same rate. Using the same lemma, Körner and Martin [15] developed a general framework for determining the achievable rates of a number of source and channel networks. On the other hand, many of the strong converses for some of the most fundamental multi-terminal DMCs studied in literature were proven using image size characterization techniques. Körner and Martin [16] employed such a technique to prove the strong converse of a discrete memoryless broadcast channel with degraded message sets. Dueck [17] used these methods to prove the strong converse of the discrete memoryless multiple access channel with independent messages.
For a detailed overview of image size characterization techniques, see [1, Chs. 5, 6, 15, 16] . Here we briefly summarize the sphere packing argument in [1, Ch. 6 ] to motivate the development of the results in this paper. Consider sending a uniform message M from the message set M over a two-terminal DMC specified by P Y |X using a (n, ǫ)-maximal error channel code (f n , ϕ n ) with ǫ ∈ (0, 1). For the purposes of simple discussion here, assume that the encoder f n : M → X n and the decoder ϕ n : Y n → M are both deterministic. Let A {f n (m) : m ∈ M} denote the set of codewords used by f n . Pick µ > 0 such that µ+ǫ < 1 and let B ⊆ Y n be a minimum (µ+ǫ)-image of A over P Y |X . That is, g n Y |X (A, µ+ǫ) = |B|. Let ϕ −n (m) denote the decoding region for the message m ∈ M. The maximum error requirement implies that P
In other words, this means that ϕ −n (m) ∩ B is a µ-image of the singleton {f n (m)}, and hence |ϕ
It is clear now that the subsets ϕ −n (m) ∩ B for m ∈ M serve as the "spheres" in the sphere packing argument. More specifically,
As a result, we have just obtained an upper bound on the rate of the (n, ǫ)-maximal error channel code in terms of minimum image sizes. Moreover as a consequence of the blowing up lemma (see [1, Lemma 6.6] or Lemma 10), the terms on the right hand side of (1) remain roughly the same regardless of the value of ǫ within the range of (0, 1). Thus, unlike the standard Fano's inequality, this bound may be used to establish the strong converse of the DMC. Nevertheless usefulness of code rate bounds expressed in terms of minimum image sizes, like (1), depends upon the availability of simple image size characterizations. As mentioned before, while such characterizations exist for the two-terminal DMC (see [1, Ch. 6] ) and the three-terminal DMC with a single message (see [1, Ch. 15] ), simple image size characterizations for more general channels have been largely missing. This motivates us to develop the proposed tool of equal-image-size source partitioning (see Theorem 18) to solve the more general image size characterization problem and to apply this tool to obtain more general necessary conditions of reliable communications over multi-terminal DMCs (see section VII).
III. PREVIEW OF MAIN RESULTS
The main result of this paper is the proposed (nearly) equal-image-size partitioning of a source simultaneously over a number of DMCs. Consider a set A ⊆ X n of nearly uniform sequences are mapped to Y n k by the DMC P Y k |X for k ∈ [1 : K]. The set A can be partitioned by J indices M 1 , M 2 , . . . , M J . Then we may partition A in another way into at most n 2 subsets. Index this new partition by V * . Consider the intersection of this new partition and any old partition indexed by M S where S ⊆ [1 : J], and denote each partitioning subset in the intersection by A MS =mS ,V * =v . Fixing any v, the minimum image sizes of "most" of the partitioning subsets A MS =mS ,V * =v are approximately of the same exponential order. More specifically,
The qualifier "most" above may again be quantified in terms of exponential order. The more precise statement of this source partitioning method will be developed in the following sections, culminating in the results described in Theorem 18.
As mentioned in the previous section, one main application of image size characterizations is to find outer bounds on the capacity regions of multi-terminal DMCs. With the aid of equal-image-size source partitioning, we are able to develop strong versions of Fano's inequality for multi-terminal DMCs that do not require the decoding error probabilities to vanish. These stronger versions of Fano's inequality provide us an easy-to-use tool to find outer bounds of capacity regions for codes with non-vanishing error probabilities. Consider the multi-terminal communication scenario in which a set of J messages
. . , M J , respectively, are to be sent to K receivers through a set of K DMCs P Y1|X , P Y2|X , . . . , P YK |X 1 . The set of possible codewords is denoted by A, which can be any subset of X n . Let S 1 , S 2 , . . . , S K be any K non-empty subsets of [1 : J] with the interpretation that the kth receiver is to decode the message M S k . Let 
, and disjointly distribute the J messages to the L encoders. Then the following two stronger versions of Fano's inequality are some of the main results that we will present in section VII:
Strong maximum-error Fano's inequality: If the encoder-decoder pairs (F n , Φ n k ) have maximum errors max
Strong average-error Fano's inequality: If the encoder-decoder pairs (
, then there exist µ n → 0, a random index Q over an index set Q with at most Γn 5 elements for some Γ > 0, and Q *
for all q ∈ Q * k , as long as M S k is uniformly distributed. Stronger and more thorough results (Theorem 19-Corollary 26) than the two strong Fano's inequalities stated above will be developed and presented in section VII.
Application example:
The strong converse for the general discrete memoryless wiretap channel (DM-WTC) is a heretofore open problem. The best known results were derived by Tan and Bloch [18] and independently by Hayashi et al. [19] , and only pertain to the case where the wiretap channel is degraded. Such a scenario reduces the complexity by not requiring an auxiliary random variable to characterize the secrecy capacity. In particular, Tan and Bloch accomplish their result using an information spectrum approach, while Hayashi et al consider the question in regards to active hypothesis testing 2 . As a simple application example for our results, we employ the strong average-error Fano's inequality to provide a strong converse for the general DM-WTC.
The DM-WTC (X , P Y,Z|X , Y × Z) consists of a sender (X), a legitimate receiver (Y ), and an eavesdropper (Z). For any R > 0, a uniformly distributed message M over the message set M = [1 : 2 nR ] is to be sent reliably from X to Y and discreetly against eavesdropping by Z. For any A ⊆ X n , consider the encoding function F n : M → A and the decoding function Φ n : Y n → M. For any ǫ ∈ (0, 1) and l n > 0, a (n, R, ǫ, l n )-code for the DM-WTC is any code (F n , Φ n ) which meets the following two requirements:
Like [18] , we impose the decaying leakage requirement of ln n → 0. Apply the strong average-error Fano's inequality above to the DM-WTC with the reliability requirement, we obtain an index set Q with |Q| ≤ Γn 5 for some Γ > 0, a random index Q over Q, Q * ⊆ Q, and µ n → 0 such that
for all q ∈ Q * . Let Q * be a random index over Q * defined by the conditional distribution
we also have
From (2), we obtain
On the other hand, from the leakage requirement
Thus, combining (3) and (4) results in
Noting that ε n µ n + 4(ln+1)
(1−ǫ)n + 
for some U over U with |U| ≤ |X | such that U ❝ X ❝ (Y, Z). This proves the strong converse for the general DM-WTC with decaying leakage.
IV. PARTITIONING INDEX AND ENTROPY SPECTRUM PARTITION
In this section, we describe the notions of partitioning index, entropy spectrum partition (slicing) [21] , and nearly uniform distribution. They provide the basic machinery that we will employ in later sections to develop source partitioning results. The entropy spectrum partition method that we use here is a slight variant within the class of information/entropy spectrum slicing methods developed in [21] . This class of methods find many different applications in information theory (see [21] for more detailed discussions).
While the definitions and results are stated for the sequence space X n , they clearly extend to other sequence spaces. When we say X n is distributed over A ⊆ X n , it is assumed with no loss of generality that P X n (x n ) > 0 for all x n ∈ A. Otherwise we may just remove the zero-probability sequences from A. 
We may simply say M partitions A when the underlying distribution P X n of X n over A is clear from the context.
Lemma 2.
Consider any A ⊆ X n and partitioning indices w.r.t. P X n over A.
1) Suppose that M partitions A. Then P M (m) = 0 if and only if
As is clear from the context, we may simply say M also partitions 
Proof: 1) First, it is obvious from the definition of A M=m that P M (m) = 0 if and only if A M=m = ∅. Consider now for each
= 0, again due to the very definition of A M=m . Hence M = m implies X n ∈ A M=m . On the other hand,
where the last equality is due to the fact that M is a partitioning index of A.
, and hence
The same argument also applies to show that M 2 is a paritioning index of A. On the other hand, suppose that both M 1 and M 2 are partitioning indices of A. Clearly we have
is a partitioning index of A. 4) Suppose that M 1 and M 2 are partitioning indices of A w.r.t. P X n . Then by part 3) of the lemma, (M 1 , M 2 ) is also a partitioning index of A w.r.t. P X n . Moreover, by part 1) of the lemma, M 1 and M 2 are conditionally independent given X n . That is, we have
. The final assertion then results directly from part 1).
. Therefore Q is a partitioning index of A w.r.t. P X n .
All parts of Lemma 2 will be used repetitively many times in the rest of the paper. To avoid prolixity, we will not explicitly refer to each use of the lemma.
Definition 3. Let A ⊆ X
n . Let P X n be a distribution on A, and i X n = − 1 n log 2 P X n be the corresponding entropy spectrum.
and the (δ n , δ)-entropy spectrum partition of A w.r.t. i X n as
, where
Suppose {A k } is the (δ n , δ)-entropy spectrum partition of A w.r.t. − 1 n log 2 P X n , and υ(
is clearly a partitioning index of A w.r.t. P X n , and is conditionally independent of any other partitioning index of A given X n .
Lemma 4. Let
Proof: Trivially we have
and therefore
Combining both results gives us
we arrive at the bound
Definition 6. Let γ n ≥ 1 and P n be a distribution on any arbitrary set A n . If
mina∈A n Pn(a) ≤ γ n , then P n is referred to as a γ n -uniform distribution on A n .
Lemma 7. Let X
n be γ n -uniform distributed over any A ⊆ X n . Then
x n ∈A P X n (x n ) for all x n ∈ A. Since P X n is γ n -uniform, we must also have
As a result,
The upper bound on H(X n ) is the standard upper bound on entropy. An obvious consequence of Lemma 5 is that for any P X n over A ⊆ X n , X n is conditionally 2 2 n -uniformly distributed over each of the ( 1 n 2 , δ)-entropy spectrum partition set, except A K 1 n 2 ,δ (A) . We can dismiss this exception set for many of our results stated later because it is clear from the definition of entropy spectrum partition that
it is important to note that there are at most (δ + log 2 |X |)n 2 partition sets in this case. Thus the number of partition sets is sub-exponentially small compared to the number of sequences in X n . In fact, a more general result can be obtained as shown in the following lemma: Lemma 8. Let X n be randomly distributed over A ⊆ X n and M be a partitioning index of A w.r.t. P X n . For any δ > 0 and ρ ≥ 0, there exist a random variable W over an index set W satisfying the following properties:
Note that the same Γ can be employed uniformly for all A ⊆ X n .
Proof:
be the (
where the second last inequality is valid when n is sufficiently large, and it is due to the fact that |M| ≤ |A| as M partitions A. Now define the random index W over W [0 :
Then W is a partitioning index of A w.r.t. P X n . Also P W (w 0 ) = P X n (Ã) ≤ 2 −nδ , and (5) and (6) imply that X n and M are conditionally 2 2 n ρ+1 -and 2
But then as W partitions A, for any m ∈ M W =w ∩M W =w ′ where w ′ = w, A M=m = ∅ and hence P M (m) = 0, contradicting the assumption that m ∈ M W =w . As a result, we must have M W =w ∩ M W =w ′ = ∅. Further by convention (removing zero-probability elements from M if necessary), P M (m) > 0 for all m ∈ M, and thus w∈W M W =w = M.
V. IMAGE SIZE BOUNDS
In this section, we develop upper and lower bounds on the minimum image size. The main results are Lemmas 12 and 14, which play a major role in enabling the source partitioning results in the next section. We also note that weaker versions of the lemmas in this section have been presented in our earlier work [2] .
Fix any non-empty A ⊆ X n , δ ≥ 0, δ n ∈ (0, 1) satisfying nδ n → ∞. Let X n be distributed over A and Y n be conditionally distributed given X n according to P n Y |X . Throughout this section, let {B k } be the (δ n , δ)-entropy spectrum partition of Y n w.r.t. − 1 n log 2 P Y n . Note that we adopt the convention from section IV that
Lemma 9. For any η ∈ (0, 1] and sufficiently large n, there exists a k
ThusB cannot be an η k ′ -quasi-image of A.
Next it is clear that for any η ∈ (0, 1] there exists a k
Lemma 4 and the upper bound in (7) give us that
, then combining the lower bound of (7) and Lemma 4 again we have
Lemma 10. For any α n and β n such that 0 < α n < β n < 1 and
Furthermore the same τ n can be used uniformly for all min(α n , 1 − β n ) ≥ 1 n 2 . Proof: This is a slightly strengthened version of [1, Lemma 6.6], whose proof (along with the proofs of [1, Ch. 5]) directly applies to the current lemma.
Lemma 11. Let X n be γ n -uniform distributed over A. Then for any γ n ≤ n and α n ∈ (0, 1] with
whenever n is sufficiently large. Neither τ n nor β n depends on A. Furthermore neither depends on
Clearly B is an αn n -image of A ′ . Hence there exist β n → 1 and τ n → 0 such that
by Lemma 10 since log 2 n−log 2 αn n → 0. Note that the same β n and τ n can be used uniformly for all α n ≥ 1 n . Further as B is an α n -quasi-image of A, we have
Suppose that X n is conditionally γ n -uniform distributed on A for some γ n → 1. Then there exist A * ⊆ A, ε n → 0, and β n → 1 satisfying
Neither ε n nor β n depends on A.
as in the proof of Lemma 9. Because the total number of sets in {B k } is K n + 1, we know that there exists at least one k
Kn+1 to obtain τ n → 0, β n → 1, and A ′ ⊆ A that satisfy
Note that the β n and τ n above are the ones that work uniformly for all α n ≥ 1 n in Lemma 11.
First
where (a) is due to the fact that
as shown in the proof of Lemma 9. Since H(Y n |X n ∈ A ′ ) ≥ 0, the conclusions of the lemma are clearly satisfied.
It remains to consider the case of k ′ n > c n . To that end, let k ′′ n ⌊k ′ n − c n ⌋, and define the setB =
where (a) and (b) are due to Lemmas 9 and 4, respectively. LetB be a β n -image of
has the property that 2
where the second last and last inequalities are due to Lemma 4 and (11), respectively. Continuing on,
where each term in (b) bounds the corresponding term in (a). In particular, the first bound in (b) is due to the fact that each
On the other hand, the third bound in (b) results from the fact that k ′ n k=0 B k is the unique minimum-size η k ′ n -quasi-image of A (see the proof of Lemma 9), and hence A ′ contains all x n ∈ A that
n as defined in the proof of Lemma 11. As a result, we have
for all sufficiently large n. Now since X n is γ n -uniform in A, we have
Hence using (13) we get
where (a) is due to (10) and (b) is due to the fact that A ′′ contains all
n (see the proof of Lemma 11). Clearly then the conclusions of the lemma result from (12) and (14) .
Finally consider the case of P Y n (B) ≤ 1 n . Following a derivation similar to (13) ,
Similarly, following the derivation of (14a) with
But by (15) ,
and hence
This, together with (8), again gives the lemma.
Lemma 13.
There exists τ n → 0 such that 
Lemma 14.
For any µ n ∈ (0, 1] and η ∈ (0, 1), let A * ⊆ X n be such that X n is conditionally γ n -uniform over A * and
where ǫ n ≥ τ n + 2 n with τ n given in Lemma 13 ( 
or Lemma 10). Then, for any
Proof: Apply Lemma 13 on A ′ and A * \ A ′ to get
where the last inequality is due to (16) . Now let S be in the indicator random variable of the event that X n ∈ A ′ . We have
where the last inequality is due to (18) . Since X n is conditionally γ n -uniform over A * ,
As a result, we can rearrange (19) to get
where the second last inequality is again due to (16). Finally we obtain the lemma by combining (17) and (20).
VI. EQUAL-IMAGE-SIZE SOURCE PARTITIONING
In this section, we develop the nearly equal-image-size source partitioning result previously described in section III. We start by specifying the exponent of the minimum image size in terms of entropy in Lemma 15. Using this specification, we obtain in Lemma 16 a simple source partition with the same specification of the minimum image size in terms of entropy for each partitioning subsets. Finally by applying this simple partitioning to every source subset indexed by a message, we arrive at the main result, in Theorem 18, of equal-image-size source partitioning.
Lemma 15. Fix any
whenever n ≥ N for some large N . Note that N , µ, and ǫ n work uniformly for all A ⊆ X n .
Proof: Fix any δ > 0. Choose δ 1,n = n to obtain A 1 ⊆ A and ε 1,n → 0 such that
for all sufficiently large n. On the other hand, by Lemma 13
for some τ 1,n → 0. Moreover since X n is also conditionally γ n -uniform on A 1 , applying Lemma 7 gives us
Note that (21), (22) , (23) and (24) together establish the theorem for the case of K = 1. Next, choose δ 2,n → 0 satisfying max{δ1,n,ε1,n,τ1,n} δ2,n → 0. Apply Lemma 12 based on the (δ 2,n , δ)-entropy spectrum partition of Y n 2 and Lemma 13 again to obtain A 2 ⊆ A 1 , ε 2,n → 0, and τ 2,n → 0 such that
whenever n is sufficiently large. Furthermore, applying Lemma 14 with (25) and (22) gives us
Again X n is conditionally γ n -uniform on A 2 , applying Lemma 7 to A 2 gives us the desired bounds on H(X n |X n ∈ A 2 ) as in (24), simply with A 1 replaced by A 2 . Finally putting this, (21), (25), (26), (27), and (28) together, we get the theorem for the case of K = 2.
The proof naturally extends for K > 2 by induction. In specific, we have A ′ = A K with
where the last inequality is due to the required choice of 
Then there exist a constant Γ > 0, ǫ n → 0, and a partitioning index V of A w.r.t. P X n ranging over [1 :
. Note that both Γ and ǫ n work uniformly for all A ⊆ X n .
Proof: Let µ and N be as they are in Lemma 15. Consider n ≥ N to be large enough that γ n 1 − µ n ≤ 1 − µ 2n . Note that this is possible because n(γ n − 1) → 0.
Using Lemma 15 on A, we immediately obtain A 1 ⊆ A that satisfies 1) and 2). In addition,
Next apply Lemma 15 again on A \ A 1 , we get A 2 ⊆ A \ A 1 satisfying 1), 2), and
Repeat this process m − 2 more times to get A v ⊆ A \ v−1 j=1 A j satisfying 1), 2), and
Then combining the conditional probability bounds above, we have Pr{X
n for all non-emptyÃ ⊆ A. In other words, ifÃ is non-empty, then m ≤ log 2 γ n + n log 2 |X | − log 2 1 − Lemma 17. Let E be any random variable over a discrete alphabet E and S be any binary random variable over {0, 1}. If
Proof: First noting that H(E|S) = H(E|S
This together with the triangular inequality imply
Theorem 18. (Equal-image-size source partitioning theorem)
Fix any η ∈ (0, 1). Let X n be γ n -uniform distributed over any A ⊆ X n for some γ n ≥ 1 satisfying n(γ n − 1) → 0. Suppose that Y 
whenever n is sufficiently large, uniformly for all m S ∈ M S and u ∈ U such that Pr{M S = m s , U (m s ) = u} > 0. We may assume with no loss of generality that ǫ n ≥ max k∈[1:K] τ k,n + 2 n , where τ k,n 's are as stated in the proof of Lemma 15, in addition to ǫ n → 0 as provided by Lemma 16. Thus we also have n √ ǫ n → ∞ . Pick any δ n → 0 that satisfies
Consider the (K + 1)-dimensional lattice I δn 0 :
. For any i = (i(0), i(1), . . . , i(K)) ∈ I δn , define the index bin
Denote the collection of all possible subsets of [1 : J] as S. Let V be an index set having the same number of elements as I |S| δn . That is,
for all sufficiently large n. This implies that i S . For convenience, we also write
A MS =mS,U(mS )=u .
and the random index V by setting V = v if X n ∈ A v for v ∈ V. Clearly V is a partitioning index of A with A V =v = A v , and thus (M S , V ) is a partitioning index of A. Furthermore, for each m S ∈ M S and u ∈ U, define A mS ,u,v A MS =mS,U(mS )=u ∩ A v . Then it is easy to verify that A mS ,v u∈B δn (mS ;q
Then, by (29), for each v ∈ V such that A mS ,q −1
for all u ∈ B δn (m S ; q −1
S (v)). On the other hand, note that
Hence combining (32) and (33) gives
=∅ min u∈B δn (mS;q
for each v ∈ V. Now for each v ∈ V, define the index sets
It is easy to see thatM
is the set containing all possible values of m S ∈ M S for a particular v ∈ V. In comparison the setM(v) contains all sufficiently probable m S , whileM S (v) is the subset ofM S (v) which has the properties listed in the theorem statement. Our first goal is to show that M S (v) is on the same exponential order as |M S (v)|. This is important primarily for the reason that any bound on 1 n log 2 M S (v) will then be a bound for 1 n log 2 |M S (v)|. Following this we will establish the properties listed in the theorem. Toward this end, note that
where (d) is from (34), (b) results since M S partitions A and U (m S ) partitions A MS =mS , and (a) results from the following fact:
Rearranging (35d), we obtain
where
.
2n log 2 ǫ n → 0, and for sufficiently large n,
by way of (31). Hence the right hand side of inequality (36) vanishes as n → ∞ uniformly for all for v ∈ V such that
uniformly for all v ∈ V such that P V (v) ≥
|V|
2 . This also implies that
2 . This lower bound on Pr M S ∈M S (v) V = v will be useful later in the proof.
Next let us concentrate on bounding
(40) Thus, combining (40) and (34) shows that
Thus because equation (41) only considers m S ∈M S (v) in the ratio, we have
Then applying Lemma 7 directly leads to
It remains to bound the difference between H(M S |V = v, M S ∈M S (v)) and H(M S |V = v). Recall that
by (39) and that |M S | ≤ |X | n because M S partitions A ⊂ X n . Thus by Lemma 17
Thus from the triangle inequality and equations (42) and (43), we obtain
Finally we turn our attention to upper bounding
. To obtain bounds for these differences, we will first bound the following terms:
and then repeatedly apply the triangle inequality to obtain the desired results. The bound for 1),
is a result of (39) and Lemma 17. The bound for 2) clearly follows as
The bound for 3),
also follows from Lemma 17 because
for all m S ∈M S (v). The bound for 4)
for all (m S , u) ∈ Ω S (v). We can obtain (49) from Lemma 14 because of (30) and (50) is a direct consequence of the construction of A v . Now using the triangle inequalities with (45)-(48), we get
2 , where µ n → 0 because of (37). Continuing on to establish the bounds 5) and 6), notice that
Together with (30) and the definition of B δn (m S ; q −1 S (v)), the upper bound in (52) gives us the bound 5):
for all m S ∈ M S (v). Furthermore, combining (50) and again the application of Lemma 14 based on (30) and the restriction
for all m S ∈M S (v). This together with (52) give us the bound 6):
for all m S ∈M S (v). Now putting (51) and (53) together, we arrive at
for all m S ∈ M S (v). On the other hand, putting (51) and (54) together gives us
for all m S ∈M S (v). Summarizing (36), (44), (56), and (55), by lettingṼ {v ∈ V :
Note that λ n works uniformly for all A ⊆ X n . LetÃ v∈Ṽ A V =v . Since V is a partitioning index of A w.r.t. P X n ,
To complete the proof, we will apply (57) and (58) iteratively as below. First apply the result on A to obtain the partitioning index V 1 of A w.r.t. P X n , V 1 ⊆ V, and A 1 = v∈V1 A V1=v such that (57) holds for all v ∈ V 1 and P X n (A 1 ) ≥ 1 − 1 |V| . Next apply the result on A \ A 1 to obtain the partitioning index V 2 of A \ A 1 w.r.t. P X n |X n ∈A\A1 , V 2 ⊆ V, and A 2 = v∈V2 A V2=v such that (57) holds for all v ∈ V 2 and P X n |X n ∈A\A1 (A 2 ) ≥ 1 − 
Then V * partitions A w.r.t. to P X n and (57) holds for all v ∈ V * , where V * denotes the alphabet of V * . It is also clear that |V * | is at most (2n log 2 |X |) |V|.
VII. STRONG FANO'S INEQUALITIES
In this section, we develop stronger versions of Fano's inequality for the multi-terminal communication scenario in which a set of J messages M 1 , M 2 , . . . , M J ranging over M 1 , M 2 , . . . , M J , respectively, are to be sent to K receivers through a set of K DMCs P Y1|X , P Y2|X , . . . , P YK |X . We will see that these strong Fano's inequalities are direct consequences of the source partitioning results obtained in Theorem 18. More specifically, let A, which can be any subset of X n , denote the set of possible codewords. Let S 1 , S 2 , . . . , S K be any K non-empty subsets of [1 : J] with the interpretation that the kth receiver is to decode the message M S k . Let . We allow the encoding and decoding functions to be stochastic with F and Φ k specified by the conditional distributions P X n |M [1:J] and P Φ n k |Y n k , respectively. As mentioned before, distributed encoding is allowed in this model. For example, if there are L distributed encoders, each generates a codeword in X n l for l ∈ [1 : L], we may set
, and disjointly distribute the J messages to the L encoders. The Cartesian product of these L distributed encoders then forms the encoding function F . If P X n |M [1:J] is degenerative, the encoding function is deterministic. Similarly if P Φ n k |Y n k is degenerative, the kth decoding function is deterministic.
We consider two decoding error criteria, namely, the average and maximum error probabilities. For any encoder-decoder pair (F n , Φ n k ), the average error probability is Pr{Φ n k (Y n k ) = M S k } for the kth receiver. On the other hand, the maximum error probability is defined as
If the encoding function is deterministic (and one-to-one), the maximum error probability reduces to
Note that this maximum-error criterion is stricter than one using the probability
We argue that the former more naturally conveys the notion of maximum error in multi-terminal settings. This is because the former truly describes the maximum decoding error probability at the kth receiver over all possible transmitted codewords, while the latter is a somewhat unnatural mix between maximum (over all messages that are intended for the kth receiver) and average (over all messages that are not) error probabilities. 
, that satisfy the maximum-error conditions that
there exist an index set Q with cardinality no larger than Γn 5 for some Γ > 0, ζ n → 0, and a partitioning index Q, which ranges over Q, of 
where the equality is due to the assumption that M S k partitions A, which also implies
Note that 1 − α k,n is the maximum conditional decoding error probability of the decoder Φ n k . By Lemma 8, we can find an index set W of Γn 3 elements for some Γ > 0, a partitioning index W of A w.r.t. P X n , ranging over W, and an element w 0 ∈ W with P W (w 0 ) ≤
n 2 -uniformly distributed given W = w for each w ∈ W except w 0 . Note that n(2
For convenience, writeW W \ {w 0 }. Next, for any fixed η ∈ (0, 1) and w ∈W, apply Theorem 18 to the partitioning index M [1:J] of A W =w w.r.t. P X n |W =w , we can find a partitioning index V (w) of A W =w w.r.t. P X n |W =w , ranging over V with
Note that (63) is obtained from Theorem 18 with S = ∅. Our strategy for the proof is to take advantage of the source partitioning result of equivalence between minimum image size and entropy described by (61)-(64) in each source partition set A W =w,V (w)=v , for w ∈W and v ∈ V. Correspondingly for the source set A W =w,V (w)=v , we want to construct decoding sets C k (m S k , w, v) ⊆ Y n k for m S k ∈ M S k (w, v) from the original decoder Φ n k that satisfy the property that the total size of these decoding sets is bounded by minimum image sizes as below:
To accomplish this we set
and
To verify the upper bound in (65), note that
where the last inequality is due to the implication that if y
By direct counting now
where (a) is due to (66) and 
for all x n ∈ A MS k =mS k ,W =w,V (w)=v . To this end, first observe that
Now, taking log 2 on the upper and lower bounds of (65) and then rearranging gives
From whence it follows that for all w ∈W and
because of Lemma 10, (63), and (64), where τ n → 0 is from Lemma 10. Let Q W × V ∪ {w 0 }. Define the random
. Noting that Q partitions A w.r.t. P X n and ζ n 2τ n + 3λ n + 1 n log 2 2 α k,n → 0, the theorem statement is established by (71). We can now extend inequality (59) to any encoder F n by slightly expanding the length of the codewords. The main idea is to construct an equivalent encoderF n that gives the same error probabilities by appending extra symbols to the codewords as below.
First we claim that since
Indeed, fix any x n ∈ A, we have
. From (72), we know that there can only be at most
symbols to the end of each x n ∈ A, we obtainÃ ⊆ X n+ñ and an encoding functionF n :
such that the first n symbols ofF n (M [1:J] ) is the same as F n (M [1:J] ) and M [1:J] partitionsÃ. Also note thatñ n → 0. Moreover, we can construct the decoderΦ Hence we obtain back the desired inequality (59) sinceñ n → 0. Theorem 19 , in addition to the stated results, there also exists ζ n → 0 such that all every k ∈ [1 :
Corollary 20. Under the conditions of
for all q ∈ Q \ {q 0 }. ,X n |U=u , and the decoder Φ n k decoding only to the projection of Ω U=u onto M S k for each k ∈ σ −1 (u). The maximum conditional error probability for these encoder-decoder pairs is 1 − α n . Now apply Theorem 19 to obtain a random index V (u), over an index set V with cardinality of at most Γn 5 , and ζ n → 0 such that
where 
where ( 
we have P Q (Q k ) ≥ for all q ∈ Q * k . But by Lemma 17, we have
Putting these back into (88), we obtain the corollary with κ n max µ n + 2 n
VIII. CONCLUDING REMARKS
We constructed a solution to the image size characterization problem in a multi-message, multi-terminal DMC environment. The solution is referred to as equal-image-size source partitioning, in which a source set is partitioned into at most polynomially many subsets. Over every partitioning subset, the exponential orders of the minimum image sizes for nearly all messages are equal to the same entropy quantity and all these messages are nearly uniformly distributed. While we believe the method of equal-image-size source partitioning has many applications, we first used it to establish new necessary conditions for reliable communications over multi-terminal DMCs under the maximum and average decoding error criteria, respectively. These necessary conditions were specialized to give stronger, but still easy to use, versions of Fano's inequality that can be directly used on codes with non-vanishing decoding error probabilities.
The strong versions of Fano's inequality immediately apply to proving strong converses of coding theorems for many multiterminals DMCs. We gave an application example showing how the strong converse of the general DM-WTC with decaying leakage can be readily obtained using our results. While this example alone, as the strong converse of the general DM-WTC with decaying leakage had been an open problem, might be enough to justify the development of this new tool, it hardly did justice in illustrating the real powerfulness of our results. Revisiting the example again, one would recognize that the DM-WTC did not present a "true" multi-terminal problem because only the legitimate receiver was imposed upon with a decoding error constraint. The constraint imposed upon the wiretapper was, on the other hand, the amount of information leakage. This constraint was easily taken care of due to the polynomial number of partitioning subsets. In order to demonstrate the power of the tool of equal-image-size source partitioning in "true" multi-terminal communications as well as joint source-channel coding scenarios, in a direct sequel to this paper we will use our results here to characterize the ǫ-transmissible regions [21, Section 3.8] of the following DMCs:
• the degraded broadcast channel, • the multiple access channel 3 ,
• the composite channel, and • the wiretap channel with non-decaying leakage. At best only partial results about the ǫ-transmissible regions are currently available for these channels. We expect the results in this paper will help addressing many open issues in the characterization of the ǫ-transmissible regions of these channels.
