Abstract. A groupoid S that satisfies the left invertive law, ab·c = cb·a is called an AG-groupoid. We extend this concept to introduce a Stein AG-groupoid. We prove the existence of this type of AG-groupoid by providing some non-associative examples. We also explore some of the basic and general properties of these AG-groupoids and find relations with other known subclasses of AG-groupoids. We present a table of enumeration for these AG-groupoids up to order 6 and further categorize into associative and non-associative. We also develop a method to test an arbitrary AG-groupoid for this new class. Further, we also characterize these AG-groupoids by the properties of their ideals.
Introduction and Preliminaries
An AG-groupoid S is a non-associative algebraic structure that generalizes the commutative semigroup in general, and satisfies the left invertive law, ab · c = cb · a. One can easily verify that every AG-groupoid satisfies the medial property, ab.cd = ac.bd. A groupoid S is called a Stein groupoid if it satisfies the Stein identity a · bc = bc · a ∀a, b, c ∈ S [2, 5] . We adjoin this property to AG-groupoid to introduce a Stein AG-groupoid. AG-groupoids have been enumerated up to order 6 in [4] . Using the same techniques and data we also enumerate our Stein AG-groupoids up to order 6. Table 1 provides the enumeration of our Stein AG-groupoids. In this note we provide various non-associative examples for this class. It is worth mentioning that various other new classes of AG-groupoids have been recently discovered, enumerated and discussed by various authors [9, 10, 11, 14, 17, 18] . We also define and list various examples of Stein AG-groupoid in Section 2. Section 3 provides a procedure of testing an arbitrary AG-groupoid for a Stein AGgroupoid. In Section 4 we discuss some relations of Stein AG-groupoid with already known classes of AG-groupoids [15, 16, 19] and investigate its general properties. While in Section 5 we characterize Stein AG-groupoids by the properties of their ideals.
In the following we list some of the already known classes of AG-groupoids with their identities that will be used frequently in the rest of this article. 
Stein AG-groupoid
In this section we define a Stein AG-groupoid and give a non-associative example of lowest order to show its existence. 2 1 1 1 1 1 3 1 1 1 2 2 4 1 1 2 2 3 5 1 1 2 2 3 3. Stein AG-test
In this section we discuss a procedure by [12] to check an arbitrary AGgroupoid (G, ·) for a Stein-AG-groupoid. To this end we define the following binary operations.
The identity a · bx = bx · a holds if,
To construct table of the operation " • " for any fixed x ∈ G, we multiply turn by turn elements of index column of the " · " table from left with the elements of x-column of the " · " table. Similarly the table of operation " △ " for any fixed x ∈ G is obtained by presenting x-column of the " · " table as index column and multiplying it with elements of index row of the " · " table from the left. If the tables for the operation " • " and " △ " coincides for all x ∈ G, then 2.1 holds and the AG-groupoid is a Stein AG-groupoid in this case. We illustrate this procedure in the following example. Extend the above table in a way as described above. The tables to the right of original " · " table are constructed for the operation " • " and the downwards tables are constructed for the operation "△". It is clear from the extended table that the downward tables and the tables on the right coincide so G is a Stein AG-groupoid.
Characterization of Stein AG-groupoids
In this section we find the relations of Stein AG-groupoids with already other known classes of AG-groupoids. We start with the following:
Lemma 3.
[3]AG * * -groupoid is left nuclear square AG-groupoid. Then
Hence the result is proved.
Hence S is middle nuclear square AG-groupoid. Proof. Let S be a Stein AG-groupoid.
(i) Assume that S is AG * -groupoid, and a, b, c ∈ S. Then using Definitions 1, 3 and 4, we have
(ii) LetS be an AG-3-band, and a, b, c ∈ S. Then by Definitions 1, 3 and 4, we get
(iii) Let S be a T 4 -AG-groupoid, and a, b, c ∈ S. Then by Definitions 1, 3 and 4, we have
(iv) Let S has a left cancellative element x, and a, b, c ∈ S. Then by Definitions 1, 3 and 4, it is clear that
(v) Let S has a right cancellative element x, and a, b, c ∈ S. Then by Definitions 1, 3 and 4, we have
Hence S is a semigroup.
Ideals in Stein AG-groupoids
A subset A of the AG-groupoid S is a left (resp. right) ideal of S if,
A is a two sided ideal or simply an ideal of S if it is both left and right ideal of S. Hence AB and BA are left connected sets. Now using Definition 1, we have
Similarly,
Hence AB and BA are right connected sets. Proof. Let S be a Stein AG-groupoid. Then (a) Let a be any fixed element of S then,
Thus aS is a left ideal of S. Similarly,
Thus aS is a right ideal of S. Equivalently aS is an ideal. 
Hencea(Sa) is minimal ideal of S. 
Hence a(Sa) is right ideal. Thus (aS)a is an ideal of S.
Theorem 3. Let L be a left ideal and R be a right ideal of a Stein-AGgroupoid S, such that x = x 2 and y = y 2 for some x, y ∈ S. Then
Proof. Let L be a left ideal and R be a right ideal of S, and x, y ∈ S such that x = x 2 and y = y 2 . Then (i) Let t ∈ xL, so t = xl for some l ∈ L. Since l ∈ L and x ∈ S, then xl ∈ L, so that t ∈ L. But l ∈ L ⊆ S, therefore l ∈ S, and so
Conversely, let u ∈ L ∩ xS, then u ∈ L and u ∈ xS, so u = xs for some s ∈ S. Now by Definition 4, Proposition 1 (c) and the assumption, we get
Therefore,
Hence by (5.2) and (5.3), we have L ∩ xS = xL.
(ii) Let b ∈ Rx, so b = rx for some r ∈ R. Since r ∈ R and x ∈ S, then rx ∈ R, so that b ∈ R. But r ∈ R ⊆ S, then r ∈ S ⇒ rx = b ∈ Sx, hence b ∈ R ∩ Sx, this implies that
Conversely, let t ∈ Sx ∩ R, then t ∈ Sx and t ∈ R. Since t ∈ Sx, so t = sx for some s ∈ S. Now by assumption and Definition 1, 4, we have t = sx = s(xx) = (xx)s = (sx)x = tx ∈ Rx ⇒ t ∈ Rx. (iii) If a ∈ Sy ∩ xS, then for some s, s ′ ∈ S, we have a = sy and a = xs ′ . Now by Definitions 1, 4 and assumption, we have ay = sy · y = yy · s = s · yy = sy = a. and
Therefore ay = xa = a, and so again by Definitions 1, 4 and assumption, we have x(ay) = x(xa) = xx · xa = xa · xx = xx · ax = = x · ax = ax · x = xx · a = xa = a.
Thus a = x(ay) ⇒a ∈ x(Sy). Therefore, Sy ∩ xS ⊆ x(Sy) (5.6) Conversely, if a ∈ x(Sy), then by Definitions 1, 4 and assumption, we have a = x(sy) = x(s · yy) = x(yy · s) = = x(sy · y) = x(y · sy) = (y · sy)x = (x · sy)y = ay, and a = x(sy) = xx · sy = (sy · x)x = (x · sy)x = x(x · sy) = xa. That is a ∈ Sy ∩ xS. Therefore, x(Sy) ⊆ Sy ∩ xS (5.7)
Hence by 5.6 and 5.7, we have x(Sy) = Sy ∩ xS.
