Neue Methoden des 3D Ultraschalls zur Geschwindigkeitsrekonstruktion und intraoperativen Navigation by Hastenteufel, Mark
Neue Methoden des 3D Ultraschalls zur
Geschwindigkeitsrekonstruktion und intraoperativen
Navigation
Zur Erlangung des akademischen Grades eines
Doktors der Ingenieurwissenschaften
von der Fakulta¨t fu¨r Informatik
der Universita¨t Fridericiana zu Karlsruhe
genehmigte
D i s s e r t a t i o n
von
Mark Hastenteufel
aus
Homburg/Saar
2005
Tag der mu¨ndlichen Pru¨fung: 12.12.2005
Erster Gutachter: Prof. Dr. R. Dillmann
Zweiter Gutachter: Prof. Dr. H.-P. Meinzer
Erkla¨rung
Ich versichere wahrheitsgema¨ß, die Dissertation bis auf die dort angegebenen Hilfen
selbststa¨ndig angefertigt, alle benutzten Hilfsmittel vollsta¨ndig und genau angegeben und
alles kenntlich gemacht zu haben, was aus Arbeiten anderer und eigenen Vero¨ffentlichungen
unvera¨ndert oder mit A¨nderungen entnommen wurde.
Karlsruhe und Heidelberg, im Juni 2005
Mark Hastenteufel
Kurzfassung
Die Ultraschallbildgebung ist ein wichtiges Verfahren in der medizinischen Diagnostik
und Therapieunterstu¨tzung. Heutzutage ko¨nnen dreidimensionale Volumen in Echtzeit
akquiriert werden. Der Doppler-Ultraschall liefert zusa¨tzliche qualitative Informatio-
nen u¨ber Flussgeschwindigkeiten und Herzwandbewegungen. Aktuelle Forschungsgebie-
te sind die Bestimmung vektorieller Geschwindigkeitsinformationen sowie der Einsatz
von Ultraschall als bildgebendes Verfahren zur intraoperativen Navigation.
In vorliegender Arbeit werden drei Thesen im Umfeld des 3D Ultraschalls in der Herz-
chirurgie aufgestellt und erarbeit. Zuna¨chst wird ein neues Verfahren zur Rekonstrukti-
on von Geschwindigkeitsvektoren aus dreidimensionalen Doppler-Daten basierend auf
Methoden der inversen und schlecht gestellten Probleme vorgestellt (These 1). Das
Verfahren wird am Beispiel von Simulationen sowie in-vitro und in-vivo Flussdaten
bewertet. Darauf aufbauend wird ein Verfahren zur kontrollierten Anschallung aus
unterschiedlichen Raumrichtungen mithilfe elektromagnetischer Positionsmesssysteme
vorgestellt (These 2). Eine Studie bewertet die Sto¨reinflu¨sse aktueller Ultraschallson-
den auf elektromagnetische Positionsmesssysteme. Abschließend wird der Einsatz von
dreidimensionalem Ultraschall zur Navigationsunterstu¨tzung bei minimal-invasiven, ro-
botergestu¨tzten Herzoperationen zur Therapie von Vorhoﬄimmern beschrieben (These
3). Eine Navigationssoftware zeigt die Machbarkeit des entwickelten Verfahrens anhand
mehrerer in-vitro, ex-vivo und in-vivo Versuche.
Die in dieser Arbeit erarbeiteten Methoden und erzielten Ergebnisse erschließen neue
Einsatzmo¨glichkeiten des dreidimensionalen Ultraschalls in der Herzchirurgie und zei-
gen Wege fu¨r zuku¨nftige Weiterentwicklungen auf.
Abstract
Medical ultrasound is an important tool for diagnostics and therapy support. Now-
adays, three-dimensional data can be acquired in real-time. Additionally, blood flow
velocities and wall movement can be estimated by using Doppler ultrasound. Current
research aims at reconstructing vector valued velocities by using Doppler ultrasound as
well as using ultrasound for intraoperative guidance of surgical instruments.
In the present dissertation, three theses concerning 3D ultrasound in the heart surgical
setting are posted. Firstly, a new method to reconstruct vector valued velocities from
Doppler ultrasound is presented (thesis 1). The method is based on theory of inverse
and ill-posed problems. It is evaluated using simulations, in-vitro as well in-vivo data.
Built thereupon, a method to combine multiple measurements from different directions
in space using electromagntic tracking systems is presented (thesis 2). The susceptibility
to interference of electromagnetic tracking systems regarding 3D ultrasound probes is
evaluated. Finally, the usage of 3D ultrasound as a tool for intaoperative navigation
support of minimally invasive, robotically controlled heart surgery for atrial fibrillation
treatment is described (thesis 3). A navigation software shows the feasibility of the
navigation scenario in several in-vitro, ex-vivo and in-vivo trials.
The methods developed as well as the results achieved in this dissertation open new
fields of application for 3D ultrasound in the heart surgical setting and show future
trends of development.
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KAPITEL 1
Einleitung
”
Die Gegenwart ist nie unser Zweck;
die Vergangenheit und die Gegenwart
sind unsere Mittel; die Zukunft allein
ist unser Zweck.“
Blaise Pascal, Mathematiker
1.1. Motivation
Das menschliche Herz pumpt im Laufe des Lebens etwa drei Milliarden mal Blut durch
den Ko¨rper und ist damit extremen Belastungen ausgesetzt. Es ist daher nicht ver-
wunderlich, dass Herz-Kreislauferkrankungen die ha¨ufigste Todesursache in westlichen
Industrienationen sind. Hinzu kommen durch Herzkrankheiten bedingte sekunda¨re Er-
krankungen wie z.B. Schlaganfa¨lle bedingt durch Thrombenbildungen innerhalb des
Herzens. Die Diagnostik und Therapie von Herz-Kreislauferkrankungen ist daher von
hohem gesundheitspolitischem Interesse. Die meist eingesetzte bildgebende Modalita¨t
im kardiologischen Umfeld ist der Ultraschall bzw. die Echokardiographie1. Dies wird
begu¨nstigt durch die Mobilita¨t, die Verfu¨gbarkeit, den Preis gegenu¨ber anderen Moda-
lita¨ten wie z.B. der Computertomographie (CT) oder der Magnetresonanztomographie
(MRT) und insbesondere durch die Echtzeitfa¨higkeit und interaktive Anwendbarkeit.
Ultraschall kann heutzutage dreidimensionale (3D) Bilder in Echtzeit und neben rein
morphologischen Daten auch funktionelle Informationen u¨ber Blutflussgeschwindigkei-
ten und Gewebebewegungen liefern. Neben dem rein diagnostischen Einsatz wird Ultra-
1Beim Einsatz von Ultraschall zur Herzdiagnostik spricht man von Echokardiographie.
1. Einleitung
schall in letzter Zeit vermehrt zur Therapieunterstu¨tzung eingesetzt, hier insbesondere
zur visuellen Kontrolle von Eingriffen.
1.2. Ziel der Arbeit
Die vorliegende Arbeit bescha¨ftigt sich mit dem Einsatz von dreidimensionalem Ultra-
schall in der Herzchirurgie. Es werden neue Verfahren zur Diagnose- und Therapieun-
terstu¨tzung entwickelt und diskutiert.
Der Beitrag zur Diagnoseunterstu¨tzung besteht in einem Verfahren zur Bestimmung
von vektoriellen Geschwindigkeiten des Blutflusses und der Gewebebewegung ausge-
hend von Doppler-Ultraschallaufnahmen. Die mittels Doppler-Ultraschall bestimmten
Geschwindigkeiten liefern wichtige diagnostische Informationen. Sie sind quantitativ je-
doch nur bedingt einsetzbar, da das Doppler-Prinzip nur die Messung von projizierten
und somit winkelabha¨ngigen Geschwindigkeiten erlaubt. Die Bestimmung echt vekto-
rieller Geschwindigkeiten ist ein noch immer ungelo¨stes Problem des medizinischen
Ultraschalls. Es werden zwei neue Ansa¨tze zur Bestimmung vektorieller Geschwindig-
keiten vorgestellt und diskutiert.
Der Beitrag zur Therapieunterstu¨tzung beschreibt den Einsatz von 3D Ultraschall zur
intraoperativen Navigation, d.h. der Unterstu¨tzung des Chirurgen bei der Platzierung
chirurgischer Instrumente wa¨hrend der Operation. Ziel ist die Entwicklung eines Work-
flows und einer prototypischen Implementierung zur Navigation eines neuartigen In-
strumentes zur minimal-invasiven chirurgischen Ablation von Vorhoﬄimmern. Durch
den minimal-invasiven Einsatz des neuen Instrumentes ist ein geeignetes Navigations-
szenario unabdingbare Vorraussetzung fu¨r den erfolgreichen Einsatz.
In vorliegender Dissertation werden folgende Thesen aufgestellt und diskutiert:
These 1: Die Rekonstruktion vektorieller Geschwindigkeiten aus 3D Doppler-Ultra-
schallaufnahmen ist mit Hilfe physikalisch motivierter Regularisierungsverfahren
mo¨glich.
These 2: Neuartige 3D Ultraschallsonden lassen sich durch elektromagnetische Positi-
onsmesssensoren derart erweitern, dass Bildaufnahmen aus verschiedenen Rich-
tungen kombiniert werden ko¨nnen (positionsmarkierter 3D Ultraschall).
These 3: Der 3D Ultraschall liefert intraoperativ wertvolle und unabdingbare Informa-
tionen zur exakten Platzierung minimal-invasiver Instrumente zur chirurgischen
Ablation von Vorhoﬄimmern.
Die in dieser Arbeit entwickelten Methoden zur Verifikation obiger Thesen liefern fol-
gende Beitra¨ge zum Stand der Forschung:
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1.3. Gliederung der Arbeit
Beitrag von These 1: Die Verifikation dieser These liefert eine neue Modellierung der
Rekonstruktion von vektoriellen Geschwindigkeiten aus Doppler-Daten als inver-
ses Problem. Nach der mathematischen Modellierung der Doppler Bildgebung
wird das Problem im Kontext von inversen und schlecht gestellten Problemen be-
schrieben und diskutiert. Es wird ein Verfahren zur Lo¨sung des inversen Doppler-
Problems mittels Regularisierungstechniken vorgestellt.
Beitrag von These 2: Die Verifikation der zweiten These liefert a) ein neues Verfahren
zur Kalibrierung von 3D Ultraschallsonden sowie b) eine ausfu¨hrliche Evaluierung
des Einflusses verschiedener 2D und 3D Ultraschallsonden auf elektromagnetische
Positionsmesssysteme. Die beschriebenen Methoden ko¨nnen eingesetzt werden
zur Rekonstruktion von vektoriellen Geschwindigkeiten mittels mehrfacher An-
schallung aus unterschiedlichen Richtungen (Erweiterung zu These 1) sowie fu¨r
Anwendungen der navigierten Chirurgie (Erweiterung zu These 3).
Beitrag von These 3: Die Verifikation der letzten These liefert einen neuen Ansatz so-
wie einen ersten Prototypen zur ultraschallbasierten Navigation in der minimal-
invasiven Herzchirurgie. Das System dient zur intraoperativen Navigation eines
neuen, minimal-invasiven Instrumentes zur Ablation von Vorhoﬄimmern. Ein
Einsatz dieses neuen Instrumentes ist ohne die Untersu¨tzung des in dieser Ar-
beit vorgestellten Navigationskonzepts nicht mo¨glich. Die Machbarkeit wird in
mehreren in-vitro und in-vivo Versuchen demonstriert.
Das Bindeglied der drei aufgestellten Thesen stellt der positionsmarkierte 3D Ultra-
schall dar (These 2). Er kann einerseits eingesetzt werden, um die Methoden zur ma-
thematischen Rekonstruktion von Doppler-Geschwindigkeiten (These 1) durch Einbe-
ziehung mehrerer Messungen aus unterschiedlichen Richtungen zu erweitern. Anderer-
seits kann positionsmarkierter 3D Ultraschall zusa¨tzlich zu der Aussage von These 3
wertvolle Informationen zur Platzierung chirurgischer Instrumente hinzufu¨gen.
1.3. Gliederung der Arbeit
Die vorliegende Arbeit ist wiefolgt gegliedert. In Kapitel 2 werden die fu¨r das Versta¨nd-
nis der Arbeit wichtigsten medizinischen und technischen Grundlagen erla¨utert. Die
Thesen der Arbeit werden in den Kapiteln 3, 4 und 5 bearbeitet, wobei in jedem Ka-
pitel der jeweils aktuelle Stand der Forschung separat dargelegt wird. Zum Abschluss
jedes dieser drei Kapitel werden die erzielten Ergebnisse diskutiert und zusammenge-
fasst. Kapitel 6 stellt die Thesen dieser Arbeit nochmals zusammenha¨ngend in einem
gro¨ßeren Kontext dar, fasst die Arbeit zusammen und gibt einen Ausblick auf zuku¨nftige
Entwicklungen.
3
1. Einleitung
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KAPITEL 2
Grundlagen
”
Jede Wissenschaft ist, unter an-
derem, ein Ordnen, ein Vereinfa-
chen, ein Verdaulichmachen des Un-
versta¨ndlichen fu¨r den Geist.“
Hermann Hesse, Schriftsteller
In diesem Kapitel werden die fu¨r das Versta¨ndnis der Arbeit notwendigen Grundlagen
erarbeitet. Insbesondere werden wichtige medizinische Grundlagen aus dem Bereich der
Kardiologie und Herzchirurgie sowie technische Grundlagen des medizinischen Ultra-
schalls erla¨utert.
2.1. Das Herz
2.1.1. Anatomie
Das Herz als zentrales, blutversorgendes Organ des Ko¨rpers vollbringt eine enorme
Leistung. Etwa drei Milliarden mal im Leben schla¨gt das Herz und pumpt Blut in den
Kreislauf. Es besteht aus zwei Ha¨lften: dem rechten Herz (cor dexter) und dem linken
Herz (cor sinister). Das rechte Herz ist fu¨r die Blutversorgung des kleinen Kreislaufes
verantwortlich. Es erha¨lt von der unteren (vena cava inferior) und oberen Hohlvene
(vena cava superior) sauerstoffarmes Blut und pumpt dieses durch die Pulmonalarterie
(ateria pulmonalis) in die Lungen. Von dort gelangt das Blut u¨ber die vier Pulmonalve-
nen (venae pulmonales) in das linke Herz. Dieses pumpt das nun sauerstoffangereicherte
Blut u¨ber die Aorta in den grossen Kreislauf, d.h. es versorgt den Ko¨rper mit sauer-
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stoffreichem Blut. Die beiden Herzha¨lften werden durch die Herzscheidewand (septum)
getrennt.
Jede Herzha¨lfte ist nochmals unterteilt in Vorhof (atrium) und Kammer (ventriculus),
welche jeweils durch eine Segelklappe getrennt sind. Diese sorgt dafu¨r, dass bei der
Kontraktion der Kammer kein Blut zuru¨ck in den Vorhof gepumpt wird. Der rechte
Vorhof wird durch die Trikuspidalklappe (valva tricuspidalis) von der rechten Kam-
mer getrennt, der linke Vorhof von der Mitralklappe (valva mitralis) von der linken
Kammer. Ein Ru¨ckschlag der Segelklappen wird durch die Papillarmuskeln (musculi
papillares) verhindert, welche in den Kammern verankert sind. Die Muskulatur (myo-
card) der Kammern ist wesentlich kra¨ftiger als die der Vorho¨fe. Weiterhin ist die linke
Kammermuskulatur gegenu¨ber der rechten Kammermuskulatur sta¨rker ausgebildet, da
hier ein wesentlich gro¨ßerer Kreislauf zu versorgen ist. Der Herzmuskel selbst wird von
den Koronararterien mit Blut versorgt. Der Herzmuskel wird a¨ußerlich begrenzt durch
die Herzaußenwand (epikardium) und Herzinnenwand (endokardium).
Jede Herzha¨lfte hat eine weitere sogenannte Taschenklappe in ihrem Ausflusstrakt. Ihre
Funktion ist a¨hnlich der Segelklappen: nach dem Auswurf des Blutes wird durch die
Taschenklappe ein Ru¨ckfluss des Blutes in die Kammer verhindert. Im rechten Herz
sorgt die Pulmonalklappe (valva trunci pulmonalis) fu¨r einen regelgerechten Ausfluss,
im linken Herz die Aortenklappe (valva aortae).
Jeder Vorhof hat eine kleine Ausbuchtung, die sogenannten Vorhofohren (auricula dex-
tra/sinistra). Diese sind insbesondere bei Vorhoﬄimmern oft Quellen mo¨glicher Throm-
benbildung. Dies wird bedingt durch geringere Flussgeschwindigkeiten innerhalb des
Vorhofohrs bei Vorhoﬄimmern [87]. Die Anatomie des Vorhofs und der einmu¨ndenden
Pulmonalvenen (PV) ist insbesondere fu¨r die Therapie von Vorhoﬄimmern von Bedeu-
tung. Insbesondere der Durchmesser und der Abstand der einzelnen Pulmonalvenen
zueinander ist dabei von Bedeutung (siehe Tabelle 2.1). Neben der in den Lehrbu¨chern
beschriebenen Anatomie existiert insbesondere bei den Pulmonalvenen eine Reihe ana-
tomischer Varianten, welche bei 23% aller Patienten beobachtet werden ko¨nnen [80, 93].
Insbesondere treten Variationen mit 3+2, 2+1 und 3+1 Pulmonalvenen auf (Abb. 2.1).
2.1.2. Physiologie
Das Herz ist eine Kombination von Druck- und Saugpumpe. Die Aufgabe des Herzens ist
die Blutversorgung des Ko¨rpers. Dazu kontrahiert das Herz im Ruhezustand 60-80mal
pro Minute und pumpt dabei jeweils etwa 70ml Blut in den Ko¨rper. Man unterteilt
einen Herzzyklus in
Fu¨llungsphase: Segelklappen geo¨ffnet, Taschenklappen geschlossen, Einfluss des Blutes
vom Vorhof in die Kammer
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(a) Normale PV Anatomie
(b) Abnormale PV Anatomie (c) zusa¨tzliche rechte Pulmonalvene
Abbildung 2.1.: Normalerweise mu¨nden zwei linke und zwei rechte Pulmonalvenen in den linken Vorhof
(oben). Daneben existieren eine Reihe anatomischer Varianten der Pulmonalvenen-Anatomie (unten)
[93].
Normal [80] Vorhoﬄimmern [98]
Durchmesser
LSPV 11± 2mm 14± 7mm
LIPV 11± 2mm 12± 3mm
RSPV 12± 2mm 15± 6mm
RIPV 10± 7mm 13± 5mm
Abstand
LIPV-LSPV 8.4± 2.1mm –
RIPV-RSPV 6.5± 2.2mm –
(L|R)IPV-(L|R)SPV – 6mm± 4mm
Tabelle 2.1.: Pulmonalvenendurchmesser und -absta¨nde. Abku¨rzungen: LSPV: linke obere Pulmonal-
vene, left superior PV, LIPV: linke untere Pulmonalvene, left inferior PV, RSPV: rechte obere
Pulmonalvene, right superior PV, RIPV: rechte untere Pulmonalvene, right inferior PV.
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Anspannungsphase: Segel- und Taschenklappen geschlossen, Druckerho¨hung in der
Kammer bis zur O¨ffnung der Taschenklappen
Austreibungsphase: Segelklappen geschlossen, Taschenklappen geo¨ffnet, Ausfluss des
Blutes aus den Kammern
Erschlaffungsphase: Segel- und Taschenklappen geschlossen, Abbau des Druckes in
den Kammern bis zur O¨ffnung der Segelklappen
Anspannungs- und Austreibungsphase bezeichnet man als Systole, Erschlaffungs- und
Fu¨llungsphase als Diastole. Durch die Dehnbarkeit der großen Gefa¨ße (Windkesselfunk-
tion) wird ein kontinuierlicher Blutfluss gewa¨hrleistet.
2.1.3. Elektrophysiologie
Die rhythmische Herzmuskelkontraktion wird u¨ber ein Reizleitungssystem gesteuert.
Die fu¨r die Muskelkontraktion notwendigen Reize werden durch das vegetative Ner-
vensystem reguliert. Die Fa¨higkeit zum Aufbau eines elektrischen Potentials u¨ber der
Zellmembran ist Grundlage der Erregbarkeit von Herzmuskelzellen[78]. Das Potential
liegt im Ruhezustand bei etwa −90mV . Wa¨hrend der Depolarisationsphase verschiebt
sich das Potential zu positiven Werten von etwa 20mV (Abb. 2.2). Nach einer Plateau-
phase mit noch positivem Potential folgt die Repolarisation zum Ausgangswert. Der
Verlauf der Potentialkurve wird als Aktionspotential bezeichnet und dauert zwischen
200ms und 400ms. Das Aktionspotential wird durch Ionenenstro¨me in und aus der
Zellmembran, insbesondere von Na+, K+ und Ca+, verursacht. Wa¨hrend eines Akti-
onspotentials vera¨ndert die Zellmembran ihre Leitfa¨higkeit fu¨r die verschiedenen Ionen.
Wa¨hrend der Plateauphase kann kein neues Aktionspotential ausgelo¨st werden, diese
Phase bezeichnet man Refrakta¨rphase. Wa¨hrend der Refrakta¨rphase ist die Herzmus-
kelzelle vor Wiedererregung geschu¨tzt. Bei verku¨rzter Refrakta¨rzeit ist die Anfa¨lligkeit
fu¨r Vorhoﬄimmern durch zu schnellen Wiedereintritt von Erregungswellen erho¨ht (sie-
he Kapitel 2.1.5). Die Aktionspotentiale der einzelnen Herzregionen wie Vorhof und
Kammer sind verschieden lang und zeitlich versetzt. Dies schu¨tzt vor zu rascher Wie-
dererregung.
Zur Depolarisation der Herzmuskelzellen ist ein Anstoß notwendig. Dieser wird von
den Schrittmacherzellen gegeben, welche fu¨r die regelma¨ßige Herzfrequenz verantwort-
lich sind. Der Sinusknoten u¨bernimmt unter normalen Bedingungen die Schrittmach-
erfunktion mit einer Frequenz von 60–80/min, man spricht hier von Sinusrhythmus.
Bei Ausfall des Sinusknoten u¨bernimmt der AV-Knoten mit einer Frequez von 45–
60/min die Schrittmacherfunktion. Sollte auch dieser ausfallen, u¨bernehmen tertia¨re
Schrittmacher der Kammermuskulatur mit einer Frequenz von 25–45/min die Schritt-
macherfunktion.
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(a) Aktionspotential (b) Reizleitungssystem
Abbildung 2.2.: Aktionspotential (links) und Reizleitungssystem (rechts) des Herzens (Quelle: www.m-
ww.de)
Von den Schrittmachern breitet sich die Depolarisationswelle u¨ber die gesamte Mus-
kulatur aus. Der AV-Knoten hat eine etwas niedrigere Leitungsgeschwindkeit, um bei
Vorhoftachykardien (zu schnelle Kontraktion des Vorhofs) eine Weiterleitung auf die
Kammern zu verhindern. Vom Sinusknoten aus breitet sich die Erregungswelle u¨ber
die Vorhofmuskulatur, den AV-Knoten und das HIS-Bu¨ndel auf die Purkinje-Fasern
(Arbeitsmukulatur der Kammern) aus. Die elektrische Erregungswelle fu¨hrt dabei zur
Kontraktion und Erschlaffung der Muskulatur (elektro-mechanische Kopplung). Zum
Zeitpunkt der Depolarisation der Kammern beginnt in den Vorho¨fen die Repolarisation.
2.1.4. Koronare Herzkrankheit
Bei der Koronaren Herzkrankheit (KHK) verengen sich Blutgefa¨ße des Herzens (Koro-
nararterien) bis hin zu einem vollsta¨ndigen Verschluss (Herzinfarkt). Gefa¨ßverengungen
sind oft Folge von Kalkablagerungen. Bereiche der Herzmuskulatur in der Na¨he ver-
engter Koronararterien zeigen eine vera¨nderte Wandbewegung bzw. ein vera¨ndertes
Kontraktionsverhalten. Bildgebende Modalita¨ten zur Beurteilung der Wandbewegung
und des Kontraktionsverhalten ko¨nnen hilfreich sein bei der fru¨hzeitigen Diagnose ei-
ner KHK oder bei dem Auffinden von mit Blut unterversorgten (ischa¨mischen) Arealen
nach Infarkt.
2.1.5. Vorhoﬄimmern
Vorhoﬄimmern ist die ha¨ufigste Rhythmusto¨rung (Arrhythmie), etwa 60% aller Ar-
rhythmien sind Vorhoﬄimmern [44]. Vorhoﬄimmen ist insbesondere bei a¨lteren Men-
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Abbildung 2.3.: Zugrundeliegende Ursachen fu¨r Vorhoﬄimmern (VHF): Paroxysmales Vorhoﬄimmern
wird hauptsa¨chlich von Triggern begu¨nstigt, wohingegen chronisches (persitent oder permanent)
Vorhoﬄimmern Ursachen in einer Substrata¨nderung (A¨nderung des Muskelgewebes) hat. Je la¨nger
kurzzeitiges Vorhoﬄimmern anha¨lt, desto ho¨her ist die Wahrscheinlichkeit, dass sich chronisches
Vorhoﬄimmern bildet (“atrial fibrillation begets atrial fibrillation”)[67].
schen anzutreffen. Das Risiko eines Schlaganfalles steigt bei Vorhoﬄimmern um ein
Vielfaches [60]. Dies wird bedingt durch mo¨gliche Thrombenbildung (Blutgerinnsel)
innerhalb des Vorhofs wegen unregelma¨ßiger Kontraktion. In ca. 8% aller Fa¨lle en-
steht ohne Anticoagulation (Blutverdu¨nnung) eine Thrombenembolie (Verschluss eines
Gefa¨ßes infolge eines Thrombus) [71].
2.1.5.1. Definitionen
Das Vorhoﬄimmern geho¨rt zu den schnellen Herzrhythmussto¨rungen, den supraventri-
kula¨ren Tachykardien. Ursache sind Sto¨rungen der Erregungsbildung, der Erregungs-
ausbreitung und der Erregungsru¨ckbildung [71]. Die Vorho¨fe kontrahieren dabei unkoor-
diniert bis zu 350mal pro Minute. Durch die hohe Frequenz ensteht ein Quasi-Stillstand
der Vorho¨fe, was zu einer verminderten Pumpleistung fu¨hrt und das Schlagvolumen der
Kammern um bis zu 20% herabsetzt. Bei einer Absenkung der Kammerfrequenz spricht
man von bradykardem Vorhoﬄimmern, bei einer Zunahme der Kammerfrequenz von ta-
chykardem Vorhoﬄimmern.
Durch den Quasi-Stillstand der Vorho¨fe steigt auch die Gefahr der Thrombenbildung,
was wiederum zu Schlaganfa¨llen fu¨hren kann. Eine weitere mo¨gliche Komplikation ist
der 1:1 Frequenzu¨bergang von Vorhof zu Kammer. Dabei kann es zu to¨dlichem Kam-
merflimmern kommen.
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(a) Ursprung (b) Erfolg PV-Isolation
Abbildung 2.4.: Der Ursprung von paroxysmalen Vorhoﬄimmern liegt zu 90% innerhalb der Pulmo-
nalvenen (links), zu 10% an anderen Stellen des linken oder rechten Vorhofs[32]. Die Pulmonalvene-
nisolation kann daher eine maximale Erfolgsrate von 90% erzielen (rechts).
Vorhoﬄimmern wird ha¨ufig unterteilt in chronisches (immer vorhanden), paroxysma-
les (anfallsweise mit Ru¨cksprung in Sinusrhythmus nach einigen Tagen), persistentes
(Dauer zwischen 7 und 30 Tagen, kann in Sinusrhythmus konvertiert werden) und per-
manentes (kann nicht mehr in Sinusrhythmus konvertiert werden). Cox [32] schla¨gt
aufgrund der verwirrenden Vielfalt jedoch eine einfachere Kategorisierung vor. Dieses
Klassifikationsschema orientiert sich an den verschieden Therapieoptionen. Er unterteilt
Vorhoﬄimmern intermittentes (immer-mal-wieder und kurzzeitig, Abb. 2.4(a)) sowie
kontinuierliches (immer vorhanden) Vorhoﬄimmern. Oft werden synonym dafu¨r auch
die Begriffe paroxysmal (fu¨r intermittent) und chronisch (fu¨r kontinuierlich) verwen-
det. Im weiteren Verlauf dieser Arbeit werden die Begriffe paroxysmales und chronisches
Vorhoﬄimmern verwendet.
Die beiden Arten von Vorhoﬄimmern haben unterschiedliche Urspru¨nge (Abb. 2.3).
Paroxysmalem Vorhoﬄimmern liegen autonome Trigger (Foci) zugrunde, welche zu 90%
in den Pulmonalvenen (fru¨hste Aktivita¨t etwa 2-4cm innerhalb der Pulmonalvenen) und
zu 10% an anderen Stellen der Vorho¨fe lokalisiert werden ko¨nnen [68]. Die meisten Foci
sind in den oberen Pulmonalvenen (LSPV, RSPV) zu finden. Bei Vorliegen solcher Fo-
ci spricht man auch von fokalem Vorhoﬄimmern. Chronischem Vorhoﬄimmern liegen
multiple, wiedereinkehrende Erregungswellen (re-entry waves) zugrunde. Vorrausset-
zung fu¨r das re-entry Pha¨nomen ist eine verku¨rzte Refrakta¨rzeit, z.B. durch toxische
Scha¨digung, oder eine verlangsamte Erregungsleitung. Durch la¨nger anhaltendes, par-
oxysmales Vorhoﬄimmern wird die Refrakta¨rzeit weiter verku¨rzt und dadurch wird
chronisches Vorhoﬄimmern begu¨nstigt (engl. atrial fibrillation begets atrial fibrillation
[195]). Die Kenntnis der Art und des Ursprungs von Vorhoﬄimmern ist entscheidend
bei chirurgischen und interventionellen Therapien.
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(a) Normaler Sinusrhythmus (b) Vorhoﬄimmern
Abbildung 2.5.: EKG bei normalem Sinusrhythmus und Vorhoﬄimmern: Beim Vorhoﬄimmern fehlt
die P-Welle, man erkennt stattdessen flimmerartige Wellen (Quelle: www.m-ww.de).
2.1.5.2. Epidemiologie
Von Vorhoﬄimmern sind etwa 1% der Bevo¨lkerung betroffen, in Deutschland etwa
700.000 und in den USA 2,2 Millionen Menschen. Insbesondere bei a¨lteren Menschen
ist Vorhoﬄimmern ha¨ufiger anzutreffen. Bei u¨ber 80-ja¨hrigen steigt die Ha¨ufigkeit auf
u¨ber 10%. In den na¨chsten Jahren wird die Zahl Erkrankter weiter steigen [64].
2.1.5.3. Ursachen
Bei reinem Vorhoﬄimmern ohne Begleiterkrankungen spricht man von idiopathischem
Vorhoﬄimmern (engl.: lone atrial fibrillation). Meistens sind jedoch Begleiterkrankun-
gen des Herz-Kreislauf-Systems zu beobachten [13, 55, 113]. Oft sind dies Herzklappe-
nerkrankungen und die koronare Herzkrankheit. Auch eine Vorhofvergro¨ßerung kann
Vorhoﬄimmern begu¨nstigen. Andererseits bewirkt Vorhoﬄimmern auch eine Vorhof-
vergro¨ßerung. Weitere Begleiterkrankung kann z.B. eine Schilddru¨senu¨berfunktion sein.
2.1.5.4. Symptome
Oft wird Vorhoﬄimmern als solches subjektiv nicht wahrgenommen. Merkbare Sympto-
ne sind beispielsweise Luftnot, Herzrasen und -stolpern, sowie Schwindel und U¨belkeit
[71].
2.1.5.5. Diagnose
Akutes Vorhoﬄimmern la¨ßt sich auf dem EKG diagnostizieren [71]. Anstelle der P-
Welle sind flimmerartige Wellen zu sehen (Abb. 2.5). Bei Verdacht auf paroxysmales
Vorhoﬄimmern ist ein Langzeit-EKG notwendig. Tiefere Erkenntnisse z.B. u¨ber En-
stehungsorte lassen sich durch elektro-anatomische Mappingsysteme gewinnen, welche
u¨ber Katheter an verschiedenen Orten innerhalb des Herzens elektrische Potentiale
messen.
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MAZE−Operation
und Varianten
Chirurgie
Medikamentös therapierefraktäres Vorhofflimmern
Katheterablation
paroxysmalchronisch
+ Schrittmacher
Fokale AblationLin. Läsionen
+ PV−Isolation
Lin. Läsionen PV−IsolationAV−Knoten Ablation
Abbildung 2.6.: Einordung verschiedener Therapieformen fu¨r medikamento¨s therapierefrakta¨res Vor-
hoﬄimmern.
2.1.5.6. Therapie
Vorrangiges Interesse bei der Therapie des Vorhoﬄimmerns ist erstens eine Wiederher-
stellung des Sinusrhythmus, zweitens eine Frequenzkontrolle der Kammern sowie drit-
tens eine Antikoagulation zur Thrombenvermeidung [71]. Man kann die Therapieziele
einteilen in heilend (kurativ), lindernd (palliativ), vorbeugend und terminierend. Bei
kurativen Methoden wird das Vorhoﬄimmern vollsta¨ndig geheilt. Wichtig ist hierbei ne-
ben der Wiederherstellung eines Sinusrhythmus auch die Wiederherstellung der Vorhof-
kontraktion. Bei palliativen Maßnahmen werden die Symptome und potentiellen Kom-
plikationen des Vorhoﬄimmerns beka¨mpft, ohne das Vorhoﬄimmern an sich zu heilen.
Hier zielt man vor allem auf eine Frequenzkontrolle der Kammern (Vermeidung eines
1:1 U¨bergangs von Vorhof auf Kammer) sowie eine Antikoagulation (Blutverdu¨nnung)
zur Vermeidung von Thromben. Bei vorbeugenden Massnahmen wird vorausschauend
Vorhoﬄimmern verhindert. Terminierende Massnahmen dienen zur Wiederherstellung
in einen Sinusrhythmus bei akutem Vorhoﬄimmern (Kardioversion). Diese Therapie-
ziele lassen sich mit folgenden, unterschiedlichen Optionen erreichen [71].
Medikamento¨se Therapie
Die medikamento¨se Behandlung steht heutzutage noch im Vordergrund. Dies ist vor
allem durch die einfache, nicht-invasive Art der Medikamentengabe zu erkla¨ren. Eine
medikamento¨se Behandlung zielt vor allem auf eine Frequenzkontrolle, Antikoagulation,
(Rezidiv-)Prophylaxe sowie Kardioversion bei akutem Vorhoﬄimmern ab. Problema-
tisch bei medikamento¨ser Behandlung sind die vielen notwendigen Krankenhausbesuche
zur Anpassung der Medikation und routinema¨ßigen Diagnose-Untersuchungen [145].
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Die Kosten fu¨r eine medikamento¨se Therapie werden auf etwa 2500$/Jahr gescha¨tzt
[145]. Schla¨gt die medikamento¨se Therapie fehl, sind weitere Therapieoptionen zu ver-
folgen (Abb. 2.6).
Defibrillation und Schrittmacher
Bei der Defibrillation oder elektrischen Kardioversion wird mittels eines Stromschlages
der Vorhof wieder in einen Sinusrhythmus versetzt. Eine elektrische Kardioversion mit-
tels Defibrillator kann von außen oder mittels eines implantierbaren Gera¨tes erfolgen.
Dieses wird a¨hnlich einem Schrittmacher dem Patienten implantiert und kontrolliert die
Herzfrequenz. Bei akutem Vorhoﬄimmern werden dann elektrische Impulse abgegeben.
Als weitere palliative Massnahme werden auch Schrittmacher verwendet. Dabei wird
zuvor mittels Ablation das herzeigene Schrittmachersystem gezielt zersto¨rt. Die Herz-
frequnz wird jetzt alleinig durch den implantierten Schrittmacher gesteuert. Nachteil
dabei ist, komplett vom Schrittmacher abha¨ngig zu sein.
Chirurgische Therapie
Erste Ansa¨tze zur chirurgischen Behandlung gehen auf die 1980er Jahre zuru¨ck [44].
Die Korridortechnik sorgte fu¨r eine Frequenzkontrolle der Ventrikel. Das Flimmern und
das damit verbundene Thromboserisiko wurden jedoch nicht behoben. Cox entwickelte
Mitte der 80er eine Technik zur kurativen Therapie von Vorhoﬄimmern [150, 34, 33].
Bei dieser Technik wird das Herz stillgelegt und beide Vorho¨fe ero¨ffnet (atriotomie).
Es werden gezielte Schnitte gemacht und wieder verna¨ht (cut-and-sew). Dabei ensteht
nekrotisches Gewebe, welches als Barriere wirkt und elektrische Erregungen nicht wei-
terleitet. Durch diese Zertrennung der Vorho¨fe soll eine Enstehung und/oder Aufrecht-
erhaltung von wiederkehrenden Erregungswellen verhindert werden. Zusa¨tzlich wer-
den die beiden Vorhofohren entfernt. Dies ist jedoch umstritten, da diese wesentlich
zur Vorhofkontraktion beitragen. Cox nannte die Technik Maze-(Irrgarten) Operation.
Nach zwei A¨nderungen der urspru¨nglich vorgestellten Operationstechnik wurde diese
als Maze-III-Operation zum Goldstandard der kurativen Therapie von (chronischem)
Vorhoﬄimmern.
Im Laufe der Zeit hat man erkannt, dass die Schnitte sich auf den linken Vorhof be-
schra¨nken lassen (Mini-Maze) und zu a¨hnlichen Heilungsraten fu¨hren [177, 34]. Die ur-
spru¨nglich vorgestellte cut-and-sew Technik wird in letzter Zeit immer ha¨ufiger durch
den Einsatz intraoperative Ablationsinstrumente abgelo¨st [20, 132, 120]. Dabei wer-
den verschiedene Energieformen wie z.B. Radiofrequenz-Strom [14, 187, 132, 29, 129],
Kryo (Ka¨lteenergie)[45] oder Mikrowellen [62] eingesetzt. Intraoperative Ablationsin-
strumente existieren in den verschiedensten Varianten (Abb. 2.8).
Die Maze Operation ist hoch-invasiv und wird meist nur begleitend bei anderen Her-
zoperationen durchgefu¨hrt. Erstrebenswert ist es daher, minimal-invasive Verfahren
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(a) Maze-III (b) Mini-Maze
Abbildung 2.7.: Bei der Maze-III Operation (Abbildung 2.7(a)) werden Isolationslinien im linken und
rechten Vorhof angelegt. Bei der Mini-Maze Operation (Abbildung 2.7(b)) beschra¨nkt man sich auf
den linken Vorhof.
(siehe Abschnitt 2.1.6) zu entwickeln, welche die Belastung fu¨r den Patienten mini-
mieren. In [44] wird ein minimal-invasives Verfahren beschrieben, welches allerdings
noch eine Herz-Lungen-Maschine beno¨tigt. Der Zugang erfolgt dabei u¨ber den vierten
rechten Intercostalraum. Ein a¨hnliches Verfahren beschreiben Kottkamp et al. [103].
Verfahren ohne Herz-Lungen-Maschine, allerdings mit Ero¨ffnung des Thorax (sterno-
tomie) werden in [14, 187] beschrieben. Ein endoskopisches Verfahren am schlagenden
Herzen wird von Garrido et al. beschrieben [62]. Dabei kam ein DaVinci Telemanipu-
lationssystem (Intuitive Surgical, USA) zu Einsatz. Die Ablationslinien wurden dabei
epikardial gelegt. Nachteil einer epikardialen Anwendung ist der beschra¨nkte Zugang
zum Vorhof. Von einigen Autoren wird eine Ablationslinie zur Mitralklappe als essential
angesehen [129], welche epikardial nicht zu erzielen ist. Durch die eingeschra¨nkte Sicht
des Chirurgen auf das Operationsgebiet sind minimal-invasive Verfahren auf zusa¨tzliche
Bildgebung angewiesen. So wird beispielsweise in [62, 103] eine endoskopische Bildge-
bung verwendet.
Aus den elektrophysiologischen Erkenntnissen wurde die Mini-Maze Operation weiter
vereinfacht. Man beschra¨nkte sich nur noch auf eine Isolation der Pulmonalvenen. Ei-
ne solche PV-Isolation wird ha¨ufig bei Katheterablationen von paroxysmalen Vorhof-
flimmern eingesetzt. Eine chirurgische Anwendung der PV-Isolation bei chronischem
Vorhoﬄimmern zeigte ebenfalls gute Resultate [90], die allerdings nicht an die Hei-
lungsraten von paroxysmalen Vorhoﬄimmern heranreichen (Abb. 2.9). Den Erfolg der
PV-Isolation bei chronischem Vorhoﬄimmern begru¨ndet man in der Substratmodifi-
kation und der Verringerung der Muskelmasse durch nekrotisches Gewebe. Weiterhin
scheint der Mu¨ndungsbereich von Pulmonalvenen zu linkem Vorhof wesentlich an der
Aufrechterhaltung von Vorhoﬄimmern beteiligt zu sein. Tabelle 2.2 zeigt einige Studien
chirurgischer Verfahren und ihre Heilungsraten.
Zusammenfassend la¨sst sich sagen, dass chirurgische Verfahren eine hohe Heilungsrate
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(a) AFx (Guidant, USA) (b) Cardioblate Pen (Medtronic, USA)
(c) AtriCure (AtriCure, USA) (d) Cardioblate (Medtronic, USA)
Abbildung 2.8.: Beispiele chirurgischer Ablationsinstrumente.
Abbildung 2.9.: Die PV-Isolation verspricht bei chronischem Vorhoﬄimmern geringere Erfolgsaussich-
ten. Die kreisenden Erregungen befinden sich auch ausserhalb der Isolationslinien. Durch die Sub-
stratmodifikation kommt es trotzdem zu vielversprechenden Heilungsraten [32].
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Studie Typ VHF Operationstechnik Heilung[%]
Cox,1993 (Ann Thorac Surg) isolierte Maze 98
Cox,1996 (Ann Surg) isolierte Maze 90
Kosakai,1995 (Circulation) Maze 80
Kosakai,1996 (J Thorac cardiovasc Surg) Maze 67
Izumoto,1997 (J Heart Valve) Maze 80
Melo,1999 (Eur J Carsdiovasc) ablative Maze 66
Hemmer,2000 (Herzschr Elektrophys) ablative Maze 85
Deneke,2002 (Eur Heart J) ablative Maze 67
Mohr,2002 (J Thorac Cardiovasc) chronic ablative Maze 81
Szalay,2004 (J Card Surg) chronic Mini-Maze 72
Kalil,2002 (Ann thorac Surg) chronic PV Isolation 92
Benussi,2003 (Eur J Cardiothorac Surg) chronic Mini-Maze,ablativ+cut-and-sew 76
Mueller,2002 (Herz) chronic ablative Mini-Maze 84
Chiappine,2003 (J Thorac Cardivasc Surg) chronic ablative Maze 88
Kottkamp,2003 (J Am Coll Cardio) pa+pe ablative Mini-Maze, MI 93
Mantovan,2003 (J Cardiavasc Electrophys) ablative Mini-Maze 81
Prasa,2003 (J Thorac Cardiovasc Surg) pa+pe Maze 96
Tabelle 2.2.: Auswahl einiger chirurgischer Studien.Verwendete Abku¨rzungen: PV: Pulmonalvenen,
MI: minimal-invasiv, pa: paroxysmal, pe: persistent
erzielen, wegen der hohen Invasivita¨t zur Behandlung von alleinigem (ideopathischem)
Vorhoﬄimmern allerdings nicht indiziert sind.
Katheterablation
Bei der Katheterablation wird ein Katheter unter lokaler Beta¨ubung (meist u¨ber eine
Beinvene) in den gewu¨nschten Vorhof eingefu¨hrt. Die Ablationskatheter verfu¨gen u¨ber
Elektroden an ihren Enden. Bei der Radiofrequenzablation wird durch Strom Wa¨rme
induziert. Bei Temperaturen > 50◦C erfolgt eine Gewebescha¨digung. Die Gro¨ße des
gescha¨digten Gebietes ist abha¨ngig von Leistung, Dauer, Gewebeimpedanz, Elektro-
denform, Kontakt, uvm. Die Elektroden werden meist flu¨ssigkeitsgeku¨hlt, was gro¨ßere
Myokardla¨sionen zur Folge hat [71].
Als Energieformen kommen neben Radiofrequenz-Strom [178, 53, 35, 163, 119, 144],
Kryo [95], Ultraschall [137], Laser [95] oder Mikrowellen [95] zum Einsatz. Keane be-
schreibt die Vor- und Nachteile der verschiedenen Energieformen [95]. In Abbildung
2.10 sind einige gebra¨uchliche Ablationkatheter in verschiedenen Formen dargestellt.
Die Katheterablation zur Behandlung von Vorhoﬄimmern wurde zuerst zur AV-Knoten
Ablation eingesetzt. Dabei wird der AV-Knoten gezielt zersto¨rt und danach ein Schritt-
macher implantiert (ablate and pace). Dies dient vor allem der Frequenzkontrolle der
Ventrikel.
Aus den Erkenntnissen der chirurgischen Therapie nach Cox[34] sowie den elektrophy-
siologischen Erkenntnissen von Haissaguerre [68] bzgl. Triggerlokalisation bei paroxys-
malen Vorhoﬄimmern, entstanden in den letzten Jahren neue Variationen der Kathe-
terablation. Einerseits wird versucht, die chirurgische Maze-Operation mit Katheter
nachzubilden. Dies scheitert oft an der Erzeugung linearer La¨sionen. Anderseits wird
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Studie Technik Bildgebung Heilung[%] Dauer[min]
Haissaguerre,1996 (J Card Electrophys) Maze F 22 248±79
Chen,1999 (Circulation) FA,aktive PV F 86 90±32
Natale,2000 (Circulation) CA,2sup+LIPV F,US 60 224±89
Pappone,2000 (Circulation) CA,alle PV F,C 62 370±58
Haissaguerre,2000 (Circulation) CA,aktive PV F 71 278±154
Kanagaratnam,2001 (PACE)cooled CA,2sup+active F,C 21 365±77
Hindricks,2001 (Circulation) FA,aktive PV F,Ensite 75 180
Oral,2002 (Circulation) CA,2-3 PV F 85 277±59
Macle,2002 (J Card Electrophy) CA,4 PV F 66 188±54
Marrouche,2002 (J Am Coll Cardio) FA,aktive PV F 29 324±180
” CA,4 PV,4mm F 79 330±180
” CA,4 PV,8mm F 100 180±60
” CA,4 PV,cooled F 85 240±60
Macle,2003 (J Card Electrophys) CA,4 PV F,L 92 66±19, L:46±12
Deisenhofer,2003 (Am J Cardiol) CA,3 PV F 51 353±143
Tabelle 2.3.: Auswahl einiger Katheter-Ablationsstudien. Behandelt wurde in den meisten Studien
paroxysmales Vorhoﬄimmern, einige Studien bescha¨ftigen sich zusa¨tzlich mit dem Heilungserfolg bei
chronischen Vorhoﬄimmern. Verwendete Abku¨rzungen: F: Flouroskopie, C. CARTO, L: LocaLisa
FA: fokale Ablation, CA: circumferentiale Ablation, cooled: flu¨ssigkeitsgeku¨hlter Ablationskatheter,
4mm,8mm: Elektrodenla¨nge, US: Ballon-Ultraschallkatheter, PV: Pulmonalvene, LIPV: left inferior
(linke unter) Pulmonalvene, Sup: superior.
versucht, gezielt zuvor lokalisierte Trigger zu eliminieren (fokale Ablation) oder zu iso-
lieren.
Bei der fokalen Ablation muss Vorhoﬄimmern wa¨hrend des Eingriffes induziert und
terminiert werden, um die Trigger zu lokalisieren. Danach ko¨nnen diese gezielt ablatiert
werden. Problematisch dabei ist das Risiko einer Pulmonalvenenstenose. Wird zu tief
in den Pulmonalvenen ablatiert, ko¨nnen sich Stenosen bilden und zu Lungenembolien
fu¨hren. Alternativ zur fokalen Ablation ko¨nnen die betroffenen Pulmonalvenen vom
Vorhof isoliert werden. Dabei wird ein Kreis um die Pulmonalvenen ablatiert.
Nach den Erkenntnissen von Haissaguerre [68], dass sich 90% der Trigger in den Pulmo-
nalvenen befinden, werden auch rein anatomisch motivierte Ablationen durchgefu¨hrt.
Ohne ein vorheriges Mapping (Lokalisierung der Trigger) werden alle (oder 2-3) Pul-
monalvenen vom Vorhof isoliert. Zeitgleich zu Haissaguerre schlug Pappone [145] eine
Pulmonalvenen-Isolation vor. Wie oben beschrieben sind die meisten Trigger in den
oberen Pulmonalvenen zu finden. Dies begu¨nstigt die Katherablation, da die unteren
Pulmonavenen schwerer zu erreichen sind. Daher wird in [94] eine schrittweise Ablati-
on von 1) LSPV, 2) RSPV und 3) LIPV+RIPV vorgeschlagen. Tabelle 2.3 zeigt einige
Studien mit Heilungsraten und durchgefu¨hrten Ablationstechniken.
Ein Ablationseingriff mittels Katheter erfolgt meistens unter Ro¨ntgenkontrolle mittels
Fluoroskopie-Gera¨ten. Diese geben jedoch nur eine zweidimensionale Ansicht wieder.
Eine genaue Positionierung der Katheter ist damit erschwert. Insbesondere ist eine hohe
relative Genauigkeit der Lage zweier aufeinanderfolgender Katheterpositionen wichtig,
um kontinuierliche Ablationslinien zu erzielen. Weiterhin stellt die Fluoroskopie eine
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(a) REVELA-
TION Helix
(Cardima, USA)
(b) Arctic Circler
(CryoCath, USA)
(c) Freezer (Cryo-
Cath, USA)
(d) TransBallon
(Atrionix, jetzt
J&J, USA)
Abbildung 2.10.: Beispiele gebra¨uchlicher Ablationskatheter.
Therapie Kurativ Invasivita¨t Seiteneffekte
Medikamento¨s nein nein hoch
Kardioversion nein niedrig nein
Schrittmacher nein mittel nein
Implantierbarer Defibrillator nein mittel mittel
Chirurgie ja hoch niedrig
Katheterablation ja mittel niederig
Tabelle 2.4.: Kategorisierung der Therapieoptionen fu¨r Vorhoﬄimmern (Quelle: www.cardima.com).
nicht unwesentliche Ro¨ntgenbelastung fu¨r Kardiologen und Patienten dar. Bei Eingriff-
zeiten von bis zu 6 Stunden (siehe Tabelle 2.3) liegen die Fluoroskopiezeiten teilweise
im Stundenbereich.
Bei Katheter-Ablationen kann es zu diversen Komplikationen kommen. Insbesonde-
re wurden Pulmonalvenenstenosen und -verschlu¨sse [5, 52] sowie Thrombenbildungen,
insbesondere bei Radiofrequenz-Ablationen, beobachtet[206].
Die gesundheitspolitischen Auswirkungen von Katheterablationen im Vergleich zur me-
dikamento¨sen Therapie wurden von Weerasooriya et al. [190] an einer Studie von 116
Patienten mit paroxysmalen Vorhoﬄimmern untersucht. Verglichen wurden die Kosten
fu¨r eine rein medikamento¨se Behandlung im Vergleich zur Katheterablation (bei 70%
Heilungsrate). Die anfa¨nglich ho¨heren Kosten der Katherablation werden bereits nach
fu¨nf Jahren kompensiert.
Zusammenfassung
Zur Therapie von Vorhoﬄimmern existiert eine Reihe von Therapieoptionen mit unter-
schiedlicher Invasivita¨t und Heilungsrate (siehe Tabelle 2.4). Zur kurativen Therapie
stehen Chirurgie und Katheterablation zur Verfu¨gung (Abb. 2.6). In den letzten Jahren
haben sich die Forschungen auf dem Gebiet der Katheterablation und der chirurgischen
Therapie von Vorhoﬄimmern stark gegenseitig beeinflusst. Beide Methoden sind noch
19
2. Grundlagen
(a) Konventionelle Herzchirurgie (b) Minimal-Invasive Herzchirurgie
Abbildung 2.11.: Bei der konventionellen Herzchirurgie wird das Brustbein (Sternum) durchtrennt
(Sternotomie) und das Herz stillgelegt (links). Eine Herz-Lungen-Maschine (HLM) sorgt dabei fu¨r
die Blutversorgung des Ko¨rpers. Bei der minimal-invasiven Herzchirurgie wird entweder keine HLM
verwendet und/oder der Zugang zum Herz durch eine kleine O¨ffnung zwischen den Rippen (Mini-
Thoracotomy) ermo¨glicht (rechts).
immer Gegenstand aktueller Forschungsarbeiten.
2.1.6. Minimal-invasive Herzchirurgie
In der klassischen Herzchirurgie erfolgt der Zugang zum Herz u¨ber die Ero¨ffnung des
Brutkorbs (Sternotomie, Abb. 2.11(a)). Dazu muss das Brustbein zertrennt werden, was
mit erheblichen postoperativen Schmerzen und Komplikationen verbunden sein kann.
Nach Ero¨ffnung des Brustkorbs wird eine Herz-Lungen-Maschine (HLM) an das Herz
angeschlossen und dieses danach stillgelegt. Auch der Anschluß einer HLM kann mit
erheblichen postoperativen Traumata bis hin zu Geda¨chtnissverlust verbunden sein.
Von minimal-invasiver Herzchirurgie spricht man, wenn entweder auf die Verwendung
einer HLM und/oder den Zugang u¨ber eine Brustkorbdurchtrennung verzichtet wird
(Abb. 2.11(b)).
2.2. Ultraschall in der Medizin
Ultraschalltechnik (oder auch Sonographie) findet sich nicht nur in der medizinischen
Diagnostik und Therapie, sondern auch in vielen anderen Anwendungen wie z.B. der
Materialpru¨fung oder der Schiffsnavigation. Die Entwicklung und die Anwendung von
Ultraschall ist jedoch eng verbunden mit der Medizin, insbesondere mit der Kardiologie
und Herzchirurgie. Bei Anwendung von Ultraschall im kardiologischen Bereich spricht
man von Echokardiographie. Mittlerweile ist Ultraschall ein etabliertes Verfahren in fast
allen Bereichen der Medizin. Nach einer kurzen historischen Abhandlung (insbesondere
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der Echokardiographie) werden in diesem Kapitel die wichtigsten technischen Grundla-
gen und ungelo¨ste Probleme erla¨utert. Diese Ausfu¨hrungen basieren weitestgehend auf
[88] und [51].
2.2.1. Geschichte
Erste Ansa¨tze zur Nutzung von Ultraschall außerhalb der Medizin gehen bis ins 19.
Jahrhundert zuru¨ck und finden erste Anwendungen bei der Suche nach der gesunkenen
Titanic. Wa¨hrend des zweiten Weltkrieges gab es versta¨rkte milita¨rische Forschung zur
Nutzung von Ultraschall bei der Lokalisation von Unterwasserobjekten. Erste medizi-
nische Anwendungen werden Ende der 1930er Jahre zur Durchleuchtung des mensch-
lichen Scha¨dels beschrieben (Echoencephaleographie). Erste Untersuchungen zur An-
wendung von Ultraschall am Herzen werden Anfang der 1950er Jahre von Edler und
Hertz, zwei der bedeutendsten Forscher auf dem Gebiet der Echokardiographie, be-
schrieben1. Sie verwendeten Ultraschall zur Untersuchung von Herzklappenverengun-
gen (Mitralstenosen). Diese Arbeiten basierten auf 1D- (A-Mode, Abb. 2.12(a) und
M-Mode, Abb. 2.12(b)) Daten. Publikationen zu 2D (B-Mode) Ultraschall finden sich
ab Mitte der 1970er Jahre, erste Ansa¨tze zur 3D Technik wurden Anfang der 1990er
Jahre vero¨ffentlicht. Die ersten 3D Ansa¨tze arbeiteten oﬄine, d.h. das 3D Volumen wur-
de aus mehreren 2D Aufnahmen nachtra¨glich zusammengesetzt (rekonstruiert). Diese
Entwicklungen mu¨ndeten 2002 in ersten kommerziellen Echtzeit-3D Gera¨ten (z.B. Phi-
lips SONOS 7500, Abb. 2.12(e)).
Bei der Beschallung des Herzens von außen (transthorakal, durch die Knochen) wur-
den schnell Limitationen bemerkbar. Knochen und Fett sto¨rt die Bildgebung erheb-
lich. So wurden Anfang der 1970er Jahre Anstrengungen unternommen, um Ultra-
schallaufnahmen innerhalb des Ko¨rpers zu gewinnen. Dazu wurden Ultraschallko¨pfe
durch die Speisero¨hre (O¨sophagus) in die Na¨he des Herzens gefu¨hrt. Zuerst wurden
dabei Schallko¨pfe auf Gastrokope (Magensonden) montiert. Dies fu¨hrte zur Entwick-
lung der transo¨sophagealen (engl.: transesophagael (TEE), dt.: durch die Speisero¨hre)
Echokardiographie. Mitte der 1980er Jahre wurden erste Gera¨te mit Biplan- (zwei
Schnittebenen) und Multiplantechnik (mehrere Schnittebenen) vorgestellt. Mitte der
1990er Jahre fand diese Entwicklung ihren Ho¨hepunkt in der Entwicklung der 3D TEE-
Echokardiographie durch Rekonstruktion mehrerer Schnittebenen. Diese Technik wurde
u.a. am DKFZ in Heidelberg maßgeblich vorangetrieben [36, 37]. Erste Seriengera¨te mit
3D Echtzeit-TEE-Sonden werden in den na¨chsten Jahren erwartet.
Einen a¨hnlichen Ansatz verfolgen intravaskula¨re Ultraschallsonden (IVUS). Hier wird
eine miniaturisierte Ultraschallsonde mittels Katheter durch Gefa¨ße in den Ko¨rper ein-
gebracht. Erste technische Versuche des IVUS wurden in den 1960er Jahren beschrieben,
1Edler bezeichnet man als den Vater der Echokardiographie [122]
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erste klinische Studien gab es Ende der 1980er Jahre. Dreidimensionale IVUS-Verfahren
sind Gegenstand aktueller Forschungsarbeiten. IVUS wird neben der Diagnostik von
verkalkten Arterien auch zur Kontrolle und U¨berwachung von interventionellen Verfah-
ren eingesetzt.
Mitte der 1950er Jahre wurde Ultraschall erstmals zur Messung von Blutflussgeschwin-
digkeiten eingesetzt. Dabei nutzte man den Doppler-Effekt, welcher auf den O¨stereicher
Christian Johann Doppler zuru¨ckgeht (siehe Kapitel 2.2.2.1). In den 1960er Jahren
wird das Doppler-Prinzip zur Messung von Blutflu¨ssen an den Herzklappen eingesetzt.
Limitationen der ersten Doppler-Ultraschallsysteme war die fehlende Ortsauflo¨sung.
Gepulste Doppler-Systeme, welche eine Ortsauflo¨sung ermo¨glichen, wurden Anfang der
1970er Jahre entwickelt. Doppler-Systeme, welche a¨hnlich der M-Mode Bildgebung Ge-
schwindigkeiten entlang einer Schalllinie erfassen ko¨nnen, wurden Mitte der 1970er
Jahre vorgestellt und mu¨ndeten Anfang der 1980er Jahre in der Entwicklung des 2D
Farbdopplers (CFM, Colour Flow Mapping, Abb. 2.12(c)). Hierbei werden Geschwin-
digkeiten in einem kompletten 2D Bildbereich erfasst und farblich kodiert dem ana-
tomischen Bild u¨berlagert. Zur Kodierung der Geschwindigkeiten verwendet man rote
(Geschwindigkeit in Richtung Schallkopf) und blaue (Geschwindigkeit weg von Schall-
kopf) Farben in verschiedenen Helligkeitsstufen, daher der Name Farbdoppler. Mitte
der 1990er Jahre werden erste 3D Farbdoppler-Systeme beschrieben. Diese basierten
noch auf Rekonstruktionen mehrerer 2D Farbdoppler-Aufnahmen und waren daher nur
oﬄine, d.h. nachtra¨glich an Computersystemen, verfu¨gbar. Maßgebliche Entwicklungen
des 3D Farbdopplers fanden ebenfalls am DKFZ in Heidelberg statt [36]. Anfang 2002
wurden erste kommerzielle Echtzeit-3D Farbdopplersysteme in den Markt eingefu¨hrt
(Philips SONOS 7500, Abb. 2.12(f)).
Mittels Doppler-Verfahren ko¨nnen neben Blutflussgeschwindigkeiten auch Gewebebe-
wegungen (Abb. 2.12(d)) erfasst werden [124, 176, 174, 83, 153, 4, 151, 175]. Dazu
werden andere Frequenzfilterverfahren eingesetzt. Nach ersten Publikationen Anfang
der 1990er u¨ber diese sogenannten Gewebe-Doppler (engl. Tissue-Doppler) Verfahren
nahm die Entwicklung einen rasanten Verlauf. Interessant bei diesem Verfahren ist die
Mo¨glichkeit zur Quantifikation von Gewebebewegungen. Aufbauend auf dem Gewebe-
Doppler ko¨nnen viele interessante Parameter abgeleitet werden. Zu den bekanntesten
za¨hlen die Verschiebung (integrierte Geschwindigkeit, Displacement), die Deformati-
onsrate (ra¨umliche Ableitung der Geschwindigkeit, Strain-Rate) und die Deformation
(integrierte Deformationsrate, Strain). Insbesondere die Strain- [3, 7, 186] und Strain-
Rate-Verfahren [61, 185, 75, 40] haben sich als a¨ußerst nu¨tzlich bei der Diagnose und
Quantifizierung von Bewegungssto¨rungen gezeigt. Einige Experimente wurden auch mit
anderen Parametern, z.B. Beschleunigung [204], gemacht, jedoch nicht weiterverfolgt.
Fu¨r 2005 werden erste Echtzeit 3D Gewebe-Doppler-Systeme erwartet.
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(a) A-Mode (b) M-Mode (c) B-Mode mit Farbdopp-
ler
(d) Gewebe-Doppler (e) Echtzeit-3D (f) Echtzeit-3D Farb-
doppler
Abbildung 2.12.: Beispiele der medizinischen Ultraschallbildgebung. (Abbildungen 2.12(a) und 2.12(b)
aus [1], Abbildungen 2.12(c),2.12(d),2.12(e) und 2.12(f) aus [2]).
Gro¨ßte Limitation bei den oben beschriebenen Doppler und Gewebe-Doppler Verfahren
ist die Winkelabha¨ngigkeit [181, 27, 171]. Mit den Verfahren kann nicht der echte Ge-
schwindigkeitsvektor gemessen werden, sondern nur die Geschwindigkeitskomponente
in Richtung des Schallkopfes. In den 1990er Jahren gab es eine Reihe von Entwicklungen
auf dem Gebiet des sogenannten Vektor-Dopplers (siehe Kapitel 3.1.2). Eine Reihe von
Autoren beschreiben Verfahren zur Berechnung von vektoriellen Geschwindigkeiten auf
2D und 3D Daten mittels Nachverarbeitung der Grauwertbilder (siehe Kapitel 3.1.1).
Den aktuellen Stand der Entwicklung auf dem Gebiet des medizinischen Ultraschalls
fasst Tabelle 2.5 zusammen.
Anatomie Fluß-Doppler Gewebe-Doppler Vektor-Doppler
0D (punktuell) ja ja ja exp.
1D (M-Mode) ja ja ja exp.
2D ja ja ja exp.
3D (Rekonstruktion) ja ja ja exp.
3D (Echtzeit) TTE TTE nein nein
Tabelle 2.5.: Stand der Technik des medizinischen Ultraschalls (nein: nicht Mo¨glich, ja: Mo¨glich mit
TTE und TEE-Sonden, TTE: nur mo¨glich mit TTE-Sonden, exp.: nur experimentelle Systeme).
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2.2.2. Ultraschallbildgebung
Die Ultraschallbildgebung basiert auf der Aussendung von hochfrequenten Schallwel-
len (mechanische Druckwellen). Dabei bezeichnet man Schallwellen mit Frequenzen
oberhalb 20kHz als Ultraschall. Die Frequenzen des medizinischen Ultraschalls lie-
gen im MHz-Bereich. Zur Ausbreitung der Schallwellen ist ein Medium erforderlich.
Die Ausbreitung einer Schallwelle ist charakterisiert durch die ra¨umliche und zeitli-
che A¨nderung von Dichte, Druck und Temperatur des Mediums. Die Geschwindigkeit
der Ausbreitung von Schallwellen ist abha¨ngig vom Medium, z.B. vGewebe = 1540
m
s
,
vLuft = 331
m
s
, vKnochen = 3600
m
s
.
Die maximale Eindringtiefe ha¨ngt wesentlich mit der verwendeten Frequenz zusammen.
Je ho¨her die Frequenz, desto ho¨her die Absorption und damit desto niedriger die Ein-
dringtiefe. Jedoch steigt mit zunehmender Frequenz die axiale Auflo¨sung (Auflo¨sung
in Richtung Schallausbreitung), welche im Bereich einer Wellenla¨nge liegt. Die laterale
Auflo¨sung (Auflo¨sung orthogonal zur Schallausbreitung) ist um einiges schlechter und
wesentlich bestimmt durch die Schallfeldgeometrie. Bei der Beurteilung der Auflo¨sung
eines 2D bzw. 3D Ultraschallbildes ist zu beachten, dass dies meist durch Scankonver-
tierung und damit Interpolationsverfahren entstanden ist2. Ein Ultraschallbild verfu¨gt
meist u¨ber eine ortsabha¨ngige Auflo¨sung, welche mit Tiefe und Breite abnimmt.
Die Schallwelle wird an aneinandergrenzenden Medien mit unterschiedlicher Schall-
impedanz Z = cρ, wobei c die Schallausbreitungsgeschwindigkeit und ρ die Dich-
te des Mediums darstellt, reflektiert. Ultraschallbilder entsprechen daher theoretisch
hauptsa¨chlich Gradientenbildern. Jedoch besteht Gewebe nicht aus rein homogenem
Material und so kommen die typischen Ultraschallmuster (Speckle Pattern) zustande
[25].
Die Schallerzeugung und -erfassung erfolgt mittels des piezoelektrischen Effekts. Da-
bei werden Quarzkristalle durch Wechselstrom angeregt und erzeugen eine periodische
mechanische Deformation, welche die Schallwellen auslo¨st. Umgekehrt erzeugen durch
Piezokristalle erfasste mechanische Schwingungen Wechselstro¨me.
Nach der Erfassung der reflektierten Roh- bzw. RF-Daten (radiofrequency data) sind
eine Reihe von Nachverarbeitungsschritten notwendig, um zu einem Bild zu gelangen.
Dazu za¨hlen u.a Hu¨llkurvenerkennung (envelope detection), tiefenabha¨ngige Signal-
versta¨rkung und Interpolation (scan conversion).
2.2.2.1. Doppler Ultraschall
Der Doppler-Effekt beschreibt das Pha¨nomen der Frequenzverschiebung einer Welle,
deren Quelle auf den Empfa¨nger zu- oder wegwandert. Eine auf den Empfa¨nger zu-
2Dies gilt fu¨r Curved- oder Convex-Scanner, nicht fu¨r Linear-Scanner.
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wandernde Quelle bewirkt eine Frequenzverschiebung nach unten, eine wegwandernde
Quelle nach oben. Diese Dopplerverschiebung ist gegeben durch [88]
fdop = f0
c + v0
c + vs
, (2.1)
wobei fdop die vom Empfa¨nger gemessene Frequenz, f0 die gesendete Frequenz, v0 die
Geschwindigkeit des Empfa¨ngers, vs die Geschwindigkeit der Quelle und c die Aus-
breitungsgeschwindigkeit der Welle bezeichnet.Dieser Effekt la¨ßt sich beispielsweise bei
vorbeifahrenden Krankenwagen mit Sirene beobachten.
Beim continuous wave (CW) Doppler-Verfahren werden zwei Piezokristalle verwendet.
Dabei wird eine kontinuierliche Schallwelle bestimmter Frequenz von einem Kristall
gesendet und die Reflektion vom anderen Kristall empfangen. Durch Bestimmung der
Frequenzverschiebung lassen sich die Geschwindigkeiten, bzw. die Geschwindigkeits-
verteilung, entlang des Schallstrahls bestimmen. Eine Ortsauflo¨sung ist damit nicht
mo¨glich. Im Vergleich zum ortsaufgelo¨sten PW-Doppler lassen sich jedoch wesentlich
ho¨here Geschwindigkeiten messen.
Der gepulste oder pulse wave (PW) Doppler verwendet mehrere gepulste Schallwel-
len. Die Pulse werden mit einer Pulswiederholrate (PRF, pulse repetition frequency)
im kHz-Bereich ausgesendet. Zu einer bestimmten Zeit trg (range gate) nach jeder
Pulssendung wird das reflektierte Signal abgetastet und daraus ein Signal zusammen
gesetzt. Es la¨ßt sich zeigen, dass die Frequenz dieses Signals mit der Geschwindigkeit
des Reflektors korreliert [175]. Der Name PW-Doppler ist irrefu¨hrend, da intern nicht
der Doppler-Effekt zur Geschwindigkeitsbestimmung verwendet wird. Faktisch kann der
Doppler-Effekt beim PW-Doppler wegen des sogenannen Downshifteffektes gar nicht
genutzt werden [88]. Die Frequenz reflektierter Wellen wird auch bei unbewegtem Re-
flektor in Abha¨ngigkeit von Eindringtiefe und Frequenz verschoben (Downshift). Je
ho¨her die Frequenz, desto gro¨ßer der Downshift. Bei gepulstem Doppler, bei dem breit-
bandige Pulse verwendet werden, kann diese Downshiftfrequenz um einiges u¨ber der
eigentlichen Dopplerverschiebung liegen, womit diese nicht mehr messbar ist.
Bei der Erweiterung des PW-Doppler auf 2D bzw. 3D spricht man von Farb-Doppler
oder CFM-Systemen (color flow mapping). Um eine angemessene Akquisitionsrate zu
erzielen, wird hier nicht das Range-Gate-Verfahren des PW-Dopplers eingesetzt. Man
verwendet stattdessen schnellere Korrelationsverfahren zur Bestimmung des Phasen-
shifts zweier reflektierter Pulse. Dieser Phasenshift korreliert mit der Geschwindigkeit.
Diese wird an mehreren Orten bestimmt und wie oben bereits erla¨utert farbkodiert
dargestellt. In kommerziellen Systemen werden Auto-Korrelationsverfahren eingesetzt,
in experimentellen Systemen auch Kreuz-Korrelationsverfahren [175]. Letztere haben
den Vorteil einer besseren axialen Auflo¨sung, einem Fehlen von Aliasing-Effekten und
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der Mo¨glichkeit zur mehrdimensionalen Geschwindigkeitsbestimmung.
Alle Dopplerverfahren (außer den experimentellen Kreuz-Korrelationsverfahren) ko¨nnen
nur die Geschwindigkeitskomponente vdop = |~v|cosφ in Richtung des Schallkopfes be-
stimmen, wobei φ den Winkel zwischen Geschwindigkeitsvektor und Schallkopf bezeich-
net. Daraus folgt eine hohe Abha¨ngigkeit der Messung von der Schallkopfposition und
quantitative Aussagen werden erschwert.
2.2.2.2. Dreidimensionaler Ultraschall
Die Entwickung des 3D Ultraschall nahm in den letzten Jahren einen rasanten Ver-
lauf [198, 157]. Nach ersten Versuchen durch Rekonstruktion aus herko¨mmlichen 2D
Daten waren Mitte der 1990er erste “Quasi-Echtzeit”-Gera¨te verfu¨gbar, was 2002 in
den ersten kommerziellen Echtzeit-3D Gera¨ten mu¨ndete. Die ersten Rekonstruktionen
basierten auf mechanisch gefu¨hrten Schallko¨pfen. Dabei wurde der Schallkopf in eine
Drehvorrichtung eingebracht und um 180◦ gedreht (z.B. Tomtec GmbH, Deutschland).
Alternativ zu Drehbewegungen kamen auch Linearbewegungen zum Einsatz. Spa¨ter
standen Schallko¨pfe mit intern drehenden Schnittebenen zur Verfu¨gung (z.B. Philips
R5012 Sonde). Eine weitere Entwicklung war die Befestigung von Positionsmesssensoren
an den Schallsonden. Damit konnte fu¨r mehrere Aufnahmen die Position der Schallebe-
ne bestimmt und ein 3D Volumen rekonstruiert werden. Dies ist heute als Freihand-3D
Ultraschall bekannt, siehe auch Kapitel 2.2.4. Alle rekonstruktiven Verfahren arbeiten
nicht in Echtzeit und beno¨tigen eine EKG- sowie Atemtriggerung. Heute stehen Gera¨te
zur Verfu¨gung, welche in Echtzeit mit bis zu 20Hz volumetrische Daten akquirieren
ko¨nnen. Dabei werden spezielle Schallsonden mit einer matrixartigen Anordnung von
Piezokristallen verwendet (z.B. Philips X4).
2.2.2.3. Schallko¨pfe
Die Schallerzeugung erfolgt in speziellen Schallko¨pfen (Ultraschallscannern bzw. -trans-
ducern). Dabei lassen sich im wesentlichen zwei Geometrien unterscheiden: Linear-
scanner und Konvexscanner (Curvedscanner, Sektorscanner). Bei den Linearscannern
sind die Piezokristalle in Reihe angeordnet und erzeugen ein rechteckiges Bild (Abb.
2.13(b)). Fu¨r kardiologische Fragestellungen ist dies jedoch ungeeignet, da durch die
Rippen nur ein kleines Schallfenster bereit steht. Konvexscanner schaffen hier Abhilfe
und lieferen ein sektorfo¨rmiges Bild (Abb. 2.13(a)). Der Sektor wird entweder durch
mechanisch rotierende, kreisfo¨rmig angeordnete oder elektronisch versetzt angesteuerte
Piezokristalle (Phased-Array-Scanner) erzeugt. Moderne Echtzeit-3D Scanner verfu¨gen
u¨ber eine Array-Matrix von Piezoelementen und erzeugen ein pyramidenfo¨rmiges Da-
tenvolumen.
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(a) Konvex (b) Linear
Abbildung 2.13.: Ultraschallbildgebung mit Konvex- (links) und Linear-Schallko¨pfen (rechts).
2.2.2.4. Neue Entwicklungen
In den letzten Jahren gab es eine Reihe von Entwicklungen zur Verbesserung der Bild-
qualita¨t und zur Gewinnung neuer Informationen. Dazu geho¨ren beispielsweise die
Kontrastechokardiographie [182], das Second-Harmonic-Imaging [172] und das Strain-
Rate-Imaging [75]. Letzteres basiert auf Nachverarbeitungschritten auf Grundlage von
Gewebedoppler-Daten und bestimmt die Deformationsrate des untersuchten Gewebes.
Dies wird erfolgreich zur Diagnostik ischa¨mischer Areale eingesetzt [75]. Ein Nachteil
der Strain-Rate Methode liegt jedoch in der hohen Winkelabha¨ngigkeit [27], welche
durch die eindimensionale Geschwindigkeitsmessung bedingt ist.
2.2.3. Therapeutischer Ultraschall
Ultraschall erzeugt im Gewebe auch Wa¨rme, welche therapeutisch eingesetzt werden
kann. Dies wird beispielsweise zur Zertru¨mmerung von Nieren- und Gallensteinen oder
auch als Ablationsverfahren zur Behandlung von Vorhoﬄimmern eingesetzt [137].
2.2.4. Ultraschall mit Positionsmessung
Wie bereits oben beschrieben, kommen beim Freihand-3D Ultraschall Positionsmesssys-
teme (Tracking-Systeme) zum Einsatz. Diese Systeme bestimmen die relative Ortspo-
sition eines Sensors in Bezug auf ein fixes Koordinatensystem. Es existieren verschiede-
ne System mit unterschiedlichen Technologien zur Ortsbestimmung, z.B. mechanische,
akustische, optische oder elektromagnetische Systeme. Insbesondere letztere kommen
ha¨ufig in Verbindung mit Ultraschall zum Einsatz. Grundlage der elektromagnetischen
Systeme (EMTS) ist der Aufbau eines statischen oder dynamischen Magnetfeldes. Sta-
tische Magnetfelder werden dabei mittels gepulstem Gleichstrom (DC) erzeugt, dyna-
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mische Magnetfelder mittels Wechselstrom (AC). Die von den in den Sensoren ein-
gebauten Spulen erfasste Magnetfeldsta¨rke kann in relative Positionen umgerechnet
werden. Diese Systeme besitzen zwar im Vergleich zu optischen Verfahren eine etwas
geringere Genauigkeit, werden jedoch nicht durch Verdeckungen gesto¨rt. Nach Montage
des Sensors an dem Schallkopf muss mittels Kalibrierung dessen relative Lage auf der
Schallsonde bestimmt werden. Danach ko¨nnen verschiedene Ultraschallaufnahmen mit-
einander in Bezug gebracht werden. Eine weitere Anwendung von positionsmarkiertem
Ultraschall findet sich in der bildgestu¨tzten Chirurgie. Hier werden Ultraschallsonde
sowie chirurgisches Instrument mit einem Sensor versehen. Das Instrument kann nun
relativ zu den Ultraschallbildern visualisiert werden.
2.2.5. Ultraschall in der bildgestu¨tzten Navigation
Die bildgestu¨tzte Navigation befasst sich mit der intraoperativen Einblendung von In-
strumenten in pra¨- oder intraoperativ akquirierten Bilddaten (siehe Kapitel 5.2). Ne-
ben CT- und MRT-Daten kommt dabei ha¨ufig, insbesondere intraoperativ, Ultraschall
zum Einsatz. Dabei werden verschiedene Ziele verfolgt. Zum einen ko¨nnen intraope-
rativ gewonnene Ultraschalldaten zur Registrierung mit einem pra¨operativen Modell
verwendet werden (Image-And-Register, siehe Abb. 2.14), [70]. Insbesondere in der
Neuronavigation wird Ultraschall zur Kompensation von intraoperativen Verschiebun-
gen (z.B. Brainshift nach Scha¨delero¨ffnung, [146, 189]) eingesetzt. Einen kontinuier-
lichen Abgleich von pra¨- und intraoperativer Situation bezeichnet man als iterative
Navigation [183] (Abb. 2.14). Zum anderen kann Ultraschall als alleinige bildgeben-
de Modalita¨t eingesetzt werden. Man versucht dabei mittels Ultraschall sowohl das
Organ als auch das Instrument zu schallen. Auf eine zusa¨tzliche Registrierung von
Instrument zu Ultraschalldaten wird verzichtet. Hier kommt die Interaktivita¨t und
Echtzeitfa¨higkeit der Ultraschallbildgebung zum tragen. Insbesondere bei Katheterein-
griffen [119, 170, 98, 8, 87, 166, 111] und Myokardbiopsien [47] kommt diese Technik
zum Einsatz.
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Abbildung 2.14.: Bei der iterativen Navigation wird zu bestimmten Zeitpunkten ∆Tr ein neues intra-
operatives Bild aufgenommen und mit den pra¨operativen Daten registriert, wodurch die Genauigkeit
wieder erho¨ht wird (links oben). Dies kann als geschlossener Regelkreis modelliert werden (links un-
ten). Bei der Image-And-Register Navigation wird zu Beginn eine intraoperative Aufnahme mit den
pra¨operativen Daten registriert. Insbesondere bei Weichteilverschiebungen und Bewegungen geht da-
bei Genauigkeit verloren (rechts oben). Dies kann als offener Steuerkreis modelliert werden (rechts
unten). Der Schritt “Ausfu¨hrung” entspricht dabei jeweils auch einem geschlossenen Regelkreis, da
durch die Navigationsunterstu¨tzung zu jeder Zeit Sollposition (anatomische Struktur) mit Istposition
verglichen werden kann.
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KAPITEL 3
Mathematische Rekonstruktion dreidimensionaler
Vektorfelder
”
Da na¨mlich die Einrichtung der gan-
zen Welt die vorzu¨glichste ist und
von dem weisesten Scho¨pfer her-
stammt, wird nichts in der Welt
angetroffen, woraus nicht irgendeine
Maximum- oder Minimumeigenschaft
hervorleuchtet.“
Leonard Euler, Mathematiker
Wie in Kapitel 2.2 beschrieben, stellt die Bestimmung von vektoriellen Geschwindigkei-
ten mittels Doppler-Ultraschall noch immer ein aktuelles Forschungsgebiet dar, da die
winkelabha¨ngigen Doppler-Messungen quantitative Aussagen erschweren. Beispielswei-
se werden Flussgeschwindigkeiten gleicher Richtung und Amplitude (Abb. 3.4(a)) oder
Herzmuskelbewegungen gleicher Amplitude (Abb. 3.4(b)) je nach Bildposition verschie-
den gemessen und kodiert. In diesem Kapitel werden Methoden zur Verifizierung von
These 1:
“Die Rekonstruktion vektorieller Geschwindigkeiten aus 3D Doppler-Ultraschallaufnah-
men ist mit Hilfe physikalisch motivierter Regularisierungsverfahren mo¨glich.”
erarbeitet und diskutiert. Nach einer Literaturu¨bersicht u¨ber Methoden zur Geschwin-
digkeitsbestimmung mittels Ultraschall werden einige wichtige mathematische Grund-
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(a) Fluss-Doppler (b) Gewebe-Doppler
Abbildung 3.1.: Illustration der winkelabha¨ngigen Dopplermessung. Je nach Lage im Bild werden glei-
che Geschwindigkeiten unterschiedlich projiziert und dargestellt (rot: in Richtung Schallkopf, blau:
entgegen Schallkopf). Links: Blutfluss durch die Aorta. Rechts: Wandbewegung der linken Herzkam-
mer.
lagen inverser Probleme erarbeitet. Danach erfolgt eine Formulierung des Doppler-
Rekonstruktionsproblemes im Rahmen inverser Probleme. Abschliessend werden die
erarbeiteten Methoden anhand von Simulationsuntersuchungen bewertet und disku-
tiert.
3.1. Stand der Forschung
Im Folgenden werden einige Ansa¨tze zur Rekonstruktion von vektoriellen Geschwindig-
keiten ausgehend von Ultraschallaufnahmen beschrieben. Die Verfahren werden unter-
gliedert in Verfahren zur Rekonstruktion von Bewegungen (Geschwindigkeit von Gewe-
be) und Rekonstruktion von Flussgeschwindigkeiten. In dem Zusammenhang der vek-
toriellen Geschwindigkeitsrekonstruktion muss auch kurz auf Verfahren basierend auf
anderen Modalita¨ten, wie z.B. der Magnetresonanztomographie, eingegangen werden.
3.1.1. Bewegungsrekonstruktion mit Ultraschall
Wie bereits in Kapitel 2.2.2 beschrieben, ko¨nnen mittels Kreuz-Korrelationsverfahren
auch vektorielle Geschwindigkeiten bestimmt werden (siehe beispielsweise [92]). Dabei
werden charakteristische Muster (sogenannte Fingerabdru¨cke) des RF-Signals in be-
nachbarten Schalllinien gesucht. Eine Reihe von Autoren beschreiben Verfahren zur
Berechnung von vektoriellen Geschwindigkeiten auf 2D und 3D Daten mittels Nachver-
arbeitung der Grauwertbilder. Diese basieren beispielsweise auf Korrelationsberechun-
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gen bzw. Speckle-Tracking-Methoden [126, 125, 131, 10, 11, 138, 91, 50, 203, 76, 41],
Registrierungsverfahren [108] oder dem optischen Fluss [130, 173]. Bei den Speckle-
Tracking-Verfahren werden innerhalb kleiner lokaler Fenster berechnete Speckle-Muster
in einer lokalen Umgebung im darauffolgenden Zeitschritt gesucht. Methodisch sind
diese Verfahren stark verwandt mit den Kreuz-Korrelationsverfahren mit dem Unter-
schied, dass die Berechnung auf Grauwertdaten anstatt auf RF-Daten erfolgt. Bei den
Registrierungsverfahren werden zeitlich aufeinanderfolgende Bilder mittels geeigneter
Verfahren aufeinander abgebildet (registriert). Die somit berechnete Verschiebung mit
dem Wissen des zeitlichen Abstandes der Bilder liefert eine vektorielle Geschindigkeit.
Einen a¨hnlichen Ansatz verfolgen Verfahren basierend auf dem optischen Fluss. Hier
wird der optische Fluss fu¨r die Grauwertbilder gegebenfalls unter Hinzunahme von
Dopplerinformationen und geeigneten Regularisierungsverfahren berechnet.
Eine anderen Ansatz verfolgen modellbasierte Verfahren [143]. Hier werden nach einer
initialen Segmentierung des Epikards mittels Oberfla¨chentracking Bewegungen einzel-
ner Punkte berechnet. Diese Bewegungen wirken nun als Kra¨fte auf ein Finite-Elemente-
Model des Herzens, welches auf Grundlage der Segmentierung erstellt wurde.
Eine einfache Methode zur Rekonstruktion von vektoriellen Geschwindigkeiten aus
Gewebe-Doppler-Daten liegt in der interaktiven Winkelkorrektur [185]. Annahme da-
bei ist, dass das Herz sich auf einen fixen Punkt hin kontrahiert. Dieser Fixpunkt wird
manuell in den Daten markiert und die Geschwindigkeitsamplitude mittels |~v| = vdop
cosφ
bestimmt. Die Richtung ist dabei durch den Fixpunkt der Kontraktion gegeben.
3.1.2. Flussrekonstruktion mit Ultraschall
Rekonstruktionsverfahren von Flussgeschwindigkeiten aus Grauwertbildern sind in der
Literatur nicht zu finden. Dies ha¨ngt an den bei Flu¨ssen nicht so stark ausgepra¨gten
Speckle-Mustern. Erfolgversprechender scheinen Vektor-Doppler Verfahren und interak-
tive Winkelkorrekturen. Ziel der Vektor-Doppler Verfahren ist eine Erfassung mehrerer
(2 oder 3) Geschwindigkeitskomponenten. Idee bei diesen Verfahren ist die Nutzung
von zwei oder drei Sendern innerhalb einer Schallsonde und der nachtra¨glichen Rekon-
struktion des echten Geschwindigkeitsvektors. Solche Systeme existieren bislang nur
experimentell und vermo¨gen nur punktuell echte Geschwindigkeiten zu bestimmen. Ei-
ne U¨bersicht u¨ber Vektor-Doppler-Verfahren findet sich in [48, 49].
Auch zur Rekonstruktion von Flussgeschwindigkeiten ist eine interaktive Winkelkorrek-
tur mo¨glich. Hier ist fu¨r einen Querschnitt durch das Flussprofil eine Richtung der
Geschwindigkeit vorzugeben. Diese Methode wird erfolgreich in unserer Gruppe zur
Beurteilung von Aortenklappen eingesetzt [210]. Bei volumetrischen Geschwindigkeits-
rekonstruktionen in gekru¨mmten Gefa¨ßen kommt das Verfahren jedoch an seine Gren-
zen. Hier mu¨sste fu¨r eine Vielzahl von Querschnitten die Flussrichtung bestimmt und
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Eingang x
System A
Ausgang b
Abbildung 3.2.: Klassische Beschreibung eines technischen Systems.
eingezeichnet werden. Alternativ kann u¨ber eine Segmentierung die Flussrichtung ab-
gescha¨tzt werden, welche normalerweise tangential zur Gefa¨ßrichtung verla¨uft.
3.1.3. Andere Modalita¨ten
Zur Bestimmung der Herzwandbewegung und -deformation mittels Magnetresonanzto-
mographie (MRT) [73, 167, 121, 127, 84, 140, 205], Computertomographie (CT) [65] und
Positronenemissionstomographie (PET) [38, 99] existieren eine Vielzahl von Arbeiten.
Einige Ansa¨tze basieren auf reinen Bildverarbeitungsmethoden unter Verwendung der
Morphologiedaten. Diese Ansa¨tze ko¨nnen grob unterteilt werden in intensita¨tsbasierte
und modellbasierte Verfahren. Intensita¨tsbasierte Verfahren basierend auf dem opti-
schen Fluss werden beispielsweise fu¨r CT [65] und PET [99] beschrieben. Modellbasier-
te Ansa¨tze beno¨tigen meist eine Segmentierung von Endokard und Epikard [167, 142].
Anhand der Segmentierungen werden Kra¨fte berechnet, welche auf ein biomechanisches
Model einwirken und zu einer Bewegung bzw. Deformation fu¨hren. Zur numerischen
Modellierung werden meist Finite Elemente Modelle eingesetzt.
Neben den reinen bildverarbeitungsbasierten Ansa¨tzen existieren auch Verfahren, wel-
che funktionelle Daten der Modalita¨ten verwenden. Durch Phasenkontrast-MRT-Auf-
nahmen [121, 167, 127] ko¨nnen partielle Geschwindigkeitsfelder von Herzwand und
Fluss erhoben werden. Mittels Tagging-Magnetresonanzaufnahmen [154, 84, 140, 205]
ko¨nnen du¨nn verteilte (engl. sparse) Geschwindigkeitsinformationen an bestimmten
Punkten bestimmt werden, welche die Basis einer Geschwindigkeitsrekonstruktion bil-
den. Dabei ist Tagging-MRT allerdings als halb-funktionelles Verfahren einzustufen,
da ein Bildverarbeitungsschritt notwendig ist, der aus den nicht-invasiven Landmarken
(Tagging-Linien) Geschwindigkeitsinformationen berechnet. Fatouraee et al. beschrei-
ben ein Verfahren, welches unter Einbeziehung von physikalisch motivierten Regularisie-
rungstermen und Geschwindkeitsinformationen aus Phasenkontrast-MRT-Daten vekto-
rielle Flussgeschwindigkeiten rekonstruiert [56]. Zur Regularisierung wird hier neben ei-
ner Glattheitsbedingungen auch die Divergenzfreiheit einer inkompressiblem Str¨omung
herangezogen.
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3.2. Mathematische Grundlagen
Im Folgenden werden einige fu¨r das weitere Versta¨ndis wichtige mathematische Grund-
lagen erla¨utert. Insbesondere werden inverse Probleme beschrieben. Sofern nicht anders
angegeben, sind die Grundlagen aus [115, 69] entnommen.
Ein technisches System kann allgemein beschrieben werden durch Eingang x, System-
gleichungen A und Ausgang b (Abb. 3.2). Im kontinuierlichen Fall werden die Sy-
stemgleichung u¨blicherweise durch (partielle) Differentiagleichungen beschrieben (G =
xa/xe, wobei G die U¨bertragungsfunktion und xe, xa den Ein- und Ausgang im Fre-
quenzbereich bezeichnen), im diskreten Fall (F1) durch Matrizen mit Ax = b. Im
klassischen Fall wird nun bei bekanntem Eingang x und bekanntem System A der
Ausgang b berechnet. Nun ko¨nnen weitere Fa¨lle auftreten. Im Fall (F2) soll bei be-
kanntem Eingang x und Ausgang b das System A bestimmt werden. Hier spricht man
von Systemidentifikation. Im Fall (F3) soll bei bekanntem System A und Ausgang b der
Eingang x berechnet werden. Das ist der klassische Fall inverser Probleme. In der Inge-
nieurswissenschaft treten solche Fragestellungen meist dann auf, wenn die gewu¨nschte
Gro¨ße nicht direkt gemessen werden kann sondern nur ein von ihr abha¨ngiger Wert.
Beispielsweise will man in der Computertomographie lokale Absorptionskoeffizienten
bestimmen, kann jedoch nur Absorptionsprofile messen.
3.2.1. Inverse und schlecht gestellte Probleme
Inverse Probleme lassen sich folgendermaßen definieren:
Definition 1. Gegeben sei ein System mit Ax = b und A : X → Y . Als inverses
Problem bezeichnen wir die Bestimmung von x mit A−1b = x und A−1 : Y → X.
Die Begriffe “Vorwa¨rtsproblem” und “inverses Problem” sind je nach Betrachtungs-
weise austauschbar. Charakteristisch fu¨r inverse Probleme ist, dass diese oft schlecht
gestellt (ill-posed) sind. Die schlecht Gestelltheit eines Problem wird nach Hadarmard
folgendermaßen definiert [115]:
Definition 2. Gegeben sei A : X → Y . Das Problem (A, X, Y ) heisst gut gestellt,
wenn
1. Ax = b fu¨r jedes b ∈ Y eine Lo¨sung hat
2. diese Lo¨sung eindeutig ist,
3. die Lo¨sung stetig von den Daten abha¨ngt.
Ist eine dieser Bedingungen nicht erfu¨llt, so nennen wir das Problem schlecht gestellt.
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3.2.2. Verallgemeinerte Inverse
Soll x aus Ax = b bestimmt werden, existiert nur fu¨r b ∈ R(A) eine Lo¨sung, wobei
R(A) = {Ax|x ∈ X} den Bildraum von A bezeichnet. Nun wird der Defekt zu
J(x) := ||Ax− b|| (3.1)
definiert. Fu¨r alle b /∈ R(A) lo¨st das Minimum
min
x∈X
J(x) = min
x∈X
||Ax− b|| (3.2)
das Problem anna¨herend. Ist x dadurch nicht eindeutig bestimmt, wird das x mit
kleinster Norm
x : ||x|| < ||u|| ∀u mit J(u) = J(x) = min J (3.3)
als Moore-Penrose Lo¨sung bzw. verallgemeinerte Lo¨sung bezeichnet. Die dadurch de-
finierte Abbildung A† : Y → X mit A†b = x† bezeichnet man als verallgemeinerte
Inverse bzw. Moore-Penrose-Inverse und x† als Minimum-Norm-Lo¨sung [156]. Ist A†
nicht stetig, ko¨nnen kleine Fehler in den Daten noch zu großen Fehlern im Ergebnis
fu¨hren (Verletzung von Punkt 3 aus Definition 2.). Abhilfe schafft hier ein Familie von
Abbildungen Tλ : Y → X mit
lim
λ→0
Tλb = A
†b fu¨r b ∈ D(A†), (3.4)
wobei D(A†) den Definitionsbereich bezeichnet. Diese Familie von Abbildungen be-
zeichnet man als Regularisierungen. Stehen gesto¨rte Eingangsdaten b˜ zur Verfu¨gung,
berechnet sich die Na¨herungslo¨sung zu x˜λ = Tλb˜, wobei man den Gesamtfehler mittels
x˜λ − x = Tλ(b˜− b) + (Tλ −A†)b (3.5)
auftrennen kann in Datenfehler ed = Tλ(b˜ − b) und Regularisierungsfehler er = (Tλ −
A†)b.
3.2.3. Singula¨rwertzerlegung
Betrachten wir im folgenden diskrete Probleme. Ein wichtiges Werkzeug zur Beurteilung
von schlecht gestellten Problemen ist die Singula¨rwertzerlegung.
Definition 3. Die Singula¨rwertzerlegung (SVD) einer Matrix A ist eine Zerlegung
der Form
A = UΣV T =
n∑
i=1
uiσiv
T
i , (3.6)
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wobei U = (u1, ..., un) ∈ IRm×n und V = (v1, ..., vn) ∈ IRn×n Matrizen mit orthogo-
nalen Spalten (UT U = V T V = In) und Σ = diag(σ1, ..., σn) eine Diagonalmatrix mit
nichtnegativen Elementen σ1 ≥ σ2 ≥ . . . σn ≥ 0 bezeichnet. Die Elemente σi heißen
Singula¨rwerte von A.
Die SVD ist eng verwandt mit der Eigenwertzerlegung von AT A. Der Rang rang(A)
bezeichnet die Anzahl linear unabha¨ngiger Spalten in A und ist gleich der Anzahl
von Singula¨rwerten mit σi > 0. Singula¨rwerte σi ∼ 0 wirken sich bei gesto¨rten Ein-
gangsdaten stark auf die Lo¨sung aus. Deshalb bezeichnet man den numerischen ²-Rang
einer Matrix als die Anzahl Singula¨rwerte gro¨ßer ². Man kann nach [69] nun zwischen
rang-defizienten Problemen und schlecht-gestellten Problem unterscheiden. Bei rang-
defizienten Problem existiert eine Ansammlung kleiner Singula¨rwerte σi ∼ 0 mit einem
signifikaten Sprung zum na¨chstho¨heren Singula¨rwert. Bei schlecht-gestellten Problemen
gehen die Singula¨rwerte ohne signifikanten Sprung gegen Null. Dabei ist Anzumerken,
dass eine Rang-Defizienz ein Sonderfall der Schlecht-Gestelltheit ist.
Mittels SVD la¨ßt sich nun
Ax =
n∑
i=1
σi < v
T
i , x > ui = b (3.7)
und
A−1b =
n∑
i=1
σ−1i < u
T
i , b > vi = x (3.8)
schreiben. Hieraus erkennt man, dass kleine Singula¨rwerte große Auswirkungen auf
die Lo¨sung des inversen Problems haben. Mit diesen Erkentnissen la¨ßt sich nun ein
rang-defizientes Problem lo¨ßen mittels
A†b =
∑
σn>0
σ−1n < b, un > vn (3.9)
und ein ²-rang-defizientes Problem mittels
A†b =
∑
σn>²
σ−1n < b, un > vn. (3.10)
Allgemeiner la¨ßt sich damit ein schlecht-gestelltes Problem lo¨sen zu
Tλb =
∑
σn>0
σ−1n Fλ(σn, b) < b, un > vn, (3.11)
wobei Fλ(σn, b) als Filterfaktoren bezeichnet werden.
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Definition 4. Die Verwendung der Filterfaktoren
Fγ(σ)

1 σ > γ0 σ ≤ γ (3.12)
bezeichnet man als abgeschnittene Singula¨rwertzerlegung.
Weiterhin la¨ßt sich mittels SVD die wichtige Konditionszahl einer Matrix A definieren.
Sie ist ein Maß fu¨r die Sensitivita¨t der Lo¨sung bzgl. Sto¨rungen der Eingangsdaten und
definiert zu:
Definition 5. Die Zahl κ = cond(A) = ||A||2||A†||2 = σ1σrang(A) bezeichnet man als
Konditionszahl von A, wobei || · ||2 die Spektralnorm bezeichnet.
3.2.4. Tikhonov-Regularisierung
Eine Methode zur Regularisierung ist der Einbezug von Vorwissen u¨ber die Lo¨sung,
z.B. ihre Glattheit. Dazu wird Gleichung 3.1 um einen Term erweitert.
Definition 6. Das Funktional
Jλ(x) := ||Ax− b||2 + λ2Ω(x) (3.13)
bezeichnet man als Tikhonov-Funktional bzw. Tikhonov-Regularisierung und Ω(x)
als Strafterm bzw. Regularisierungsterm. Die regularisierte Lo¨sung berechnet sich zu
xλ = arg
x
min{||Ax− b||2 + λ2Ω(x)} (3.14)
Im diskreten Fall la¨ßt sich die Tikhonov-Regularisierung schreiben als
xλ = arg
x
min{||Ax− b||22 + λ2||Lx||22} (3.15)
bzw.
xλ = A
]
λb mit A
]
λ = (A
T A + λLT L)−1AT . (3.16)
Dabei bezeichnet A]λ die Tikhonov-regularisierte Inverse und L die Regularisierungs-
matrix. Durch die Tikhonov-Regularisierung werden fu¨r L = In (Einheitsmatrix) die
Filterfaktoren Fλ(σi) =
σ2i
σ2i +λ
2 gema¨ß Gleichung 3.11 definiert.
3.2.5. Projektionsoperator und Orthogonalprojektion
Zur mathematischen Formulierung der Doppler-Abbildung in Kapitel 3.3.1 sind die
Begriffe Orthogonalraum, Projektion und Orthogonalprojektion von Bedeutung und
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wie Folgt definiert (siehe [156],275ff.):
Definition 7. Zwei Elemente x und y eines Innenproduktraumes X (d.h. fu¨r X ist ein
Skalarprodukt definiert) heissen orthogonal zueinander (x⊥y), wenn < x, y >X= 0 ist.
Zwei Teilmengen U und V von X stehen orthogonal aufeinander (U⊥V ), wenn alle ihre
Elemente wechselseitig orthogonal zueinander sind. Die Menge U⊥ := {x ∈ X|x⊥U}
heisst Orthogonalraum von U in X.
Mit dieser Definition la¨ßt sich eine Orthogonalzerlegung X = U
⊕
U⊥ herleiten,
d.h. jedes Element x ∈ X la¨ßt sich zerlegen in x = u + v mit u ∈ U und v ∈ U⊥.
Definition 8. Sei U ⊂ X. Die Abbildung PU : X → U , definiert durch PU : x → u
mit x = u + v,u ∈ U und v ∈ U⊥ heisst Orthogonalprojektion oder orthogonaler
Projektor von X auf U .
3.2.6. Variationsrechnung
Die Variationsrechnung befasst sich sich mit der Minimierung von Funktionalen. Ein
allgemeines Variationsproblem
∫
Ω
L
(
~v,
∂vq
∂xp
, ~x
)
dΩ → min
v
(3.17)
einer vektoriellen Funktion ~v : IRn → IRm mit ~v(~x) = (v1(~x), · · · , vm(~x)) und IRn ⊃
Ω 3 ~x = (x1, · · · , xn) wird minimiert durch Lo¨sung der zugeho¨rigen Euler-Lagrange-
Gleichungen [89]
∂L
∂vq
−
n∑
p=1
∂
∂xp
∂L
∂(∂pvq)
= 0, q = 1 · · ·m. (3.18)
Gleichung (3.18) beschreibt ein System gekoppelter partieller Differentialgleichungen.
Die Anwendung der zuvor beschriebenen Tikhonov-Regularisierung auf kontinuierliche
Daten fu¨hrt zu solchen Variationsproblemen.
3.3. Methoden
In den folgenden Abschnitten wird eine neue Methode zur Rekonstruktion von Vektor-
feldern aus Dopplermessungen vorgestellt. Zuna¨chst wird in Abschnitt 3.3.1 die grund-
legende Lo¨sungsidee beschrieben. Danach wird das Problem als inverses Problem mo-
delliert (Abschnitt 3.3.2) und Lo¨sungsmethoden dazu vorgestellt (Abschnitt 3.3.3 und
3.3.4). In den weiteren Abschnitten wird die Integration physikalischer Modelle (Ab-
schnitt 3.3.5) und mehrerer Dopplermessungen (Abschnitt 3.3.6) sowie die Behandlung
von Diskontinuta¨ten beschrieben (Abschnitt 3.3.7).
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Abbildung 3.3.: Definition des Einheitsvektors ~n in Richtung Schallkopf (links) und vereinfachte, gra-
phische Veranschaulichung der Dopplermessung (rechts).
3.3.1. Problemstellung und Lo¨sungsidee
Grundlage folgender Betrachtungen ist die Verwendung von konvexen Schallsonden
(Abb. 3.3(a)), wie in der Herzbildgebung mittels Ultraschall u¨blich. Fu¨r diese Art von
Schallsonden kann ein fester Bezugspunkt ~t = (tx, ty, tz)
T ∈ IR3 der Schallausbreitung
angegeben werden (Abb. 3.3). Zu jedem Punkt ~p = (x, y, z)T ∈ IR3 des Doppler-
Datensatzes wird die Geschwindigkeit in Richtung des Punktes ~t dargestellt. Fu¨r jeden
Punkt ~p kann nun weiter ein Einheitsvektor ~n = (nx, ny, nz)
T ∈ IR3 in Richtung ~t zu
~n(~p) =
~t− ~p
‖~t− ~p‖ (3.19)
definiert werden. Dieser Einheitsvektor ist offentsichtlich abha¨ngig vom betrachteten
Raumpunkt. Im Folgenden wird nun eine Theorie der Geschwindigkeitsmessung fu¨r
einen beliebigen fixen Raumpunkt ~p ∈ IR3 hergeleitet und Lo¨sungsmo¨glichkeiten dis-
kutiert.
Mit der Definition des Einheitsvektors ~n aus Gleichung 3.19 ko¨nnen nun die mittels
Doppler-Ultraschall gemessenen Geschwindigkeiten v˜m ∈ R dargestellt werden als das
Skalarprodukt
v˜m = < ~v, ~n >
= ‖~v‖‖~n‖cosα
= vxnx + vyny + vznz, (3.20)
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der wahren Geschwindigkeit ~v = (vx, vy, vz)
T ∈ IR3 mit dem Einheitsvektor ~n (Abb.
3.3(b)). Wir kennen zu jeder Messung also nicht nur die gemessene Geschwindigkeit-
samplitude v˜m sondern auch den zugeho¨rigen Einheitsvektor in Richtung Schallkopf.
Damit ko¨nnen wir einen Vektor ~vm ∈ IR3 definieren zu
~vm = v˜m~n =< ~v, ~n > ~n. (3.21)
Dies kann modelliert werden als Projektionsoperation
~vm = P [~v] (3.22)
mit P : IR3 → IR3 und
P [·] = < ·, ~n > ~n (3.23)
=


n1n1 n1n2 n1n3
n2n1 n2n2 n2n3
n3n1 n3n2 n3n3

 . (3.24)
Aus den Defintionen von Kapitel 3.2.5 wird ersichtlich, dass ein Projektionsoperator P
die Bedingung P 2[v] = P [P [v]] = P [v] erfu¨llt. Dies gilt im Falle der Dopplermessungen
wegen
P [P [~v]] = << ~v, ~n > ~n, ~n > ~n
= < ~vm, ~n > ~n
= < v˜m~n, ~n > ~n
= v˜m < ~n,~n > ~n
= v˜m~n = P [~v]. (3.25)
Aus obigen Betrachtungen erkennt man, dass nur die zu dem Einheitsvektor ~n paralle-
le Geschwindigkeitskomponente gemessen wird, die orthogonale Komponente ~v⊥m ∈ IR3
ist “unsichtbar” (Abb. 3.3(b)). Der wahre Geschwindigkeitsvektor ~v ist die Summe
~v = ~vm + ~v
⊥
m des gemessenen Geschwindigkeitsvektors ~vm mit der orthogonalen Ge-
schwindigkeitskomponente ~v⊥m. Dieser Sachverhalt wird in Anlehnung an das Blenden-
problem des optischen Flusses [82] als “Doppler Blendenproblem” bezeichnet.
Durch den Messwert ~vm wird ein linearer Unterraum
IR3 ⊃ V ⊥m = {~v ∈ IR3 | 〈~v,~vm〉 = 0} (3.26)
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Abbildung 3.4.: Dopplermessung aus systemtheoretischer Sicht. Aus gegebenem Ausgang (Doppler-
messung) und System (Physik der Dopplermessung) ist der Eingang (wahrer Geschwindigkeitswert)
zu rekonstruieren (links). Dieses Problem ist nur unter Hinzunahme geeigneter Regularisierungen
lo¨sbar (rechts).
aufgespannt, welcher das orthogonale Komplement zu Vm = {~vm} bezeichnet. Die wahre
Geschwindigkeit ~v ist Element der linearen Mannigfaltigkeit
M(~vm) = ~vm + V
⊥
m (3.27)
= {~vm + ~v⊥m | ~v⊥m ∈ V ⊥m } (3.28)
= {~v ∈ IR3 |
〈
~v,
~vm
‖~vm‖
〉
= ‖~vm‖}, (3.29)
welche eine Ebene im IR3 beschreibt (Abb. 3.5(a)).
Aus Gleichung (3.20) wird offensichtlich, dass aus einer Messung v˜m an einem Punkt
~p der wahre Geschwindkeitsvektor ~v nicht rekontruiert werden kann: es gibt eine Glei-
chung fu¨r die drei Unbekannten vx, vy and vz. Fu¨r einen einzelnen Punkt ist das Problem
daher nicht lo¨sbar, jedoch liefert eine 3D Doppler-Messung Geschwindigkeiten fu¨r ein
komplettes Volumen. Abbildung 3.4 veranschaulicht den Dopplermessvorgang aus sy-
stemtheoretischer Sicht: die wahre Geschwindigkeit bestehend aus drei Komponenten
(Input) wird mittels Dopplermessung (System) auf eine Geschwindigkeitskomponente
(Output) abgebildet. Nun stellt sich die Frage, welcher Input bei gegebenem System
den vorliegenden Output produziert. Wie in Kapitel 3.2.1 erla¨utert, werden solche Pro-
bleme als inverse Probleme bezeichnet, welche zudem meist schlecht gestellt sind.
In unserem Falle haben wird es zumindest um eine schlecht Gestelltheit im Sinne von
(ii) nach Definition 2 zu tun: zu einem gegeben Messwert existieren eine Vielzahl an po-
tentiellen wahren Geschwindigkeiten (Abb. 3.5). Im na¨chsten Abschnitt werden wir die
mathematische Formulierung auf volumetrische Messungen ausweiten und im Rahmen
der Theorie inverser Probleme formulieren. Diese Erweiterung liefert im Gegensatz zu
der punktuellen Betrachtung Lo¨sungsmo¨glichkeiten unter Beachtung von Beziehungen
zwischen benachbarten Punkten.
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Abbildung 3.5.: Doppler-Blendenproblem: Die gemessene Geschwindigkeit ~vm spannt eine zu ihr or-
thogonale Ebene e mit allen mo¨glichen wahren Geschwindigkeiten auf (links). Durch eine Tikhonov-
Regularisierung wird die Doppler-Bedingung zu einem Quader “aufgeweicht”: die gesuchten Ge-
schwindigkeiten mu¨ssen nicht mehr genau auf der Ebene e liegen (rechts).
3.3.2. Formulierung als inverses Problem
Zuna¨chst bezeichnen wir nun das Skalarfeld der gemessenen Geschwindigkeiten mit
Vm 3 vm : IR3 → IR und das Vektorfeld der wahren Geschwindigkeiten mit V 3 v :
IR3 → IR3. Die Dopplermessung kann jetzt mittels Projektionsoperation P : V →
VM modelliert werden. Unter Einbeziehung der diskreten Eigenschaften von digitalen
Bildern folgt nun
vm = Pv, (3.30)
mit vm ∈ Rijk, v ∈ R3ijk. P ∈ R3ijk×ijk beschreibt eine tridiagonale Projektionsma-
trix. Gleichung 3.30 wird im Folgenden “Doppler-Bedingung” genannt. Das Ziel eines
Rekonstruktionsverfahrens ist nun die Lo¨sung des inversen Problems
v = P−1vm. (3.31)
Gleichung (3.31) beschreibt das inverse Doppler-Problem. Wie bereits erla¨utert, ist
das Problem in Gleichung (3.31) schlecht gestellt im Sinne einer nicht eindeutigen
Lo¨sbarkeit. Dies kann durch Rangbestimmung der Matrix P mit rank(P ) = ijk < 3ijk
verifiziert werden. Matrix P ist somit rangdefizient [69] und liefert fu¨r Gleichung (3.31)
keine eindeutige Lo¨sung.
43
3. Mathematische Rekonstruktion dreidimensionaler Vektorfelder
unwahrscheinlich wahrscheinlichDehnung
Abbildung 3.6.: Motivation der Glattheitsbedingung zur Regularisierung. Benachbarte Massepunkte
eines Muskelstranges (schwarze Punkte) werden sich nach einer Dehnung (oder Stauchung) a¨hnlich
verhalten (rechtes Bild). Eine Verteilung wie im mittleren Bild ist eher unwahrscheinlich.
3.3.3. Lo¨sung des inversen Problems
Das inverse Problem aus Gleichung (3.31) kann mittels Tikhonov-Regularisierung gelo¨st
werden (siehe Kapitel 3.2.1). Bei der Tikhonov-Regularisierung wird bekanntes Vorwis-
sen, sogenannte a-priori Information, in den Lo¨sungsprozeß integriert. Die Idee ist nun,
das Problem aus Gleichung (3.31) in das Minimierungsproblem
v = arg min
v
(Ed(v) + λEr(v)) (3.32)
= arg min
v
(‖Pv − vm‖2 + λ‖Lv‖2), (3.33)
zu transformieren, wobei L bzw. Er(v) die Regularisierung beschreibt. Weiterhin be-
schreibt Ed(v) das Datenfunktional bzw. die Abweichung der Lo¨sung von den Messda-
ten. Der Parameter λ kontrolliert den Einfluss des Regularisierungsterms auf den Lo¨-
sungsprozess. Fu¨r die Bestimmung von Gewebe-Geschwindigkeiten ist eine einfache
und plausible Regularisierungsbedingung die ra¨umliche Glattheit (Abb. 3.6). Durch
die Hinzunahme eines Regularisierungsterms wird die Doppler-Bedingung zugunsten
des Regularisierungsterms, gesteuert durch den Regularisierungsparameter λ, “aufge-
weicht” (Abb. 3.5(b)).
Fu¨r die Rekonstruktion von laminaren Fluss-Geschwindigkeiten ko¨nnen ebenfalls Glatt-
heitsbedingungen eingesetzt werden [56]. Weitere Verbesserung versprechen hier An-
nahmen u¨ber die Divergenzfreiheit einer inkombressiblen Flu¨ssigkeit (Erhaltung der
Masse), wie in der Navier-Stokes-Gleichung beschrieben (siehe Kapitel 3.3.5).
Ra¨umliche Glattheit kann modelliert werden durch die Minimierung der Summe der
quadrierten partiellen Ableitungen
∑3
i=1 ‖∇vi‖2 des Geschwindigkeitsfeldes. Im kon-
tinuierlichen Fall beschreibt Gleichung (3.32) ein Variationsproblem. Unter Einbezie-
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hung der ra¨umlichen Glattheit als Regularisierungsterm wird Gleichung (3.32) nun zu
v = arg min
v
∫
Ω
(Pv − vm)2 + λ
3∑
i=1
‖∇vi‖2 dΩ. (3.34)
Die zu Gleichung (3.34) geho¨renden Euler-Lagrange-Gleichungen werden durch die Dif-
fusionsgleichungen
(Pv − vm)ni − λ∆vi = 0, i = 1 · · · 3 (3.35)
beschrieben, wobei ∆v = div(∇v) den Laplace-Operator bezeichnet (zur Herleitung
siehe Kapitel 3.2.6 und Anhang). Gleichung (3.35) beschreibt ein System gekoppelter
partieller Differentialgleichungen. Nach Einfu¨hrung einer ku¨nstlichen Zeit t kann das
Vektorfeld durch Lo¨sung der zugeho¨rigen Diffusions-Reaktions Gleichungen [192]
∂vi
∂t
= (Pv − vm)ni − λ∆vi, i = 1 · · · 3 (3.36)
iterativ berechnet werden. Zur Diskretisierung von Gleichung (3.36) wird ein explizi-
tes Eulerschema basierend auf Finiten-Differenzen verwendet. Damit erha¨lt man das
Iterationsschema
vk+1i (x, y, z) = v
k
i (x, y, z) + τ
(
(Pv − vm)ni − λdki (x, y, z)
)
i = 1, 2, 3, (3.37)
bzw.
vk+1 = vk + τ∆vk, (3.38)
wobei dki (x, y, z) den diskretisierten Laplace-Operator (siehe Anhang) und τ den Zeit-
schritt fu¨r das Iterationsschema bezeichnet.
3.3.4. Numerische Aspekte
Zur Vermeidung numerischer Instabilita¨ten des Iterationsschemas (3.38) muss der Zeit-
schritt τ die CFL-(Courant-Friedrichs-Levy) Bedingung erfu¨llen. In der praktischen
Realisierung wird zuna¨chst τ = 1 gewa¨hlt. Nach jeder Iteration wird mittels vk+1 >
vinstabil gepru¨ft, ob die Lo¨sung instabil wird und divergiert. Ist dies der Fall, wird
das Iterationsverfahren mit τneu =
τ
2 neu gestartet. Das Iterationsverfahren wird ab-
gebrochen, falls eine maximale Anzahl an Iterationen erreicht ist oder die Bedin-
gung ∆vk < ²konvergenz erfu¨llt ist. Zur Implementierung wurde das Finite-Differenzen-
Framework des Insight-Toolkits ITK [86] verwendet. Zur Lo¨sung werden Neuman’sche
Randbedingungen ∂v
∂n
= 0 auf δΩ (verschwindende Normalenableitung an den Ra¨ndern)
eingesetzt.
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3.3.5. Divergenzfreie Regularisierung
Die Stro¨mung eines viskosen, inkompressiblen Fluids wird durch die Navier-Stokes Glei-
chungen
∂tv + (v · ∇) v − ν∆v = −1
ρ
∇p (3.39)
divv = 0 (3.40)
beschrieben, wobei p den Druck, ρ die Reynoldszahl und ν die Viskosita¨t beschreibt
[66]. Der erste Teil beschreibt die Erhaltung der Bewegungsenergie, der zweite Teil
(divv = 0) beschreibt die Kontinuita¨tsgleichung bzw. die Erhaltung der Masse. Dieser
la¨sst sich nun als zusa¨tzlicher Regularisierungsterm in Gleichung (3.34) einsetzen und
liefert
v = arg min
v
∫
Ω
(Pv − vm)2 + λ1
3∑
i=1
‖∇vi‖2 + λ2 (divv)2 dΩ. (3.41)
Die zu Gleichung (3.41) geho¨renden Euler-Lagrange-Gleichungen werden durch
fi − λ1∆vi − λ2
(
∂
∂xi
divv
)
= 0, i = 1 · · · 3 (3.42)
bzw.
f − λ1∆v − λ2∇divv = 0 (3.43)
mit f = (Pv − vm)n beschrieben(zur Herleitung siehe Anhang). Nach Diskretisierung
(siehe Anhang) erfolgt die Lo¨sung analog dem vorherigen Kapitel.
3.3.6. Integration mehrerer Messungen
Das inverse Doppler-Problem liese sich durch drei Messungen aus unterschiedlichen,
mo¨glichst orthogonalen Richtungen exakt lo¨sen. Dazu mu¨ßte an jedem Punkt das Glei-
chungssystem


n1x n1y n1z
n2x n2y n2z
n3x n3y n3z




vx
vy
vz

 =


vm1
vm2
vm3

 (3.44)
gelo¨st werden, wobei ~ni = (nix, niy, niz)
T die jeweiligen Einheitsvektoren in Richtung
der unterschiedlichen Schallkopfpositionen und ~vm = (vm1, vm2, vm3)
T die Messwerte
bezeichnen. Bereits eine zweite Messung aus unterschiedlicher Richtung vespricht ei-
ne genauere Rekonstruktion. Dazu wird Gleichung (3.34) um zusa¨tzlichen Messungen
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erweitert. Damit ergibt sich
v = arg min
v
∫
Ω
N∑
i=1
(
(Piv − vmi)2
)
+ λEr(v)dΩ, (3.45)
wobei N die Anzahl der Messungen bezeichnet. Dieser Ansatz verpricht auch bei drei
und mehr Messungen bessere Lo¨sungen, da dadurch Rauschen und Inexaktheiten bei
der Positionsbestimmung der Schallkopfpositionen regularisiert werden. Eine Umwand-
lung von Gleichung 3.45 in die zugeho¨rigen Euler-Lagrange Gleichungen erfolgt analog
Kapitel 3.3.3.
3.3.7. Diskontinuita¨tenerhaltende Rekonstruktion
Ein Problem bei der Lo¨sung des inversen Doppler-Problems mittels des beschriebe-
nen Verfahrens, ist die Diffusion u¨ber Objektgrenzen hinweg. Die Diffusionsgleichung
(3.35) bewirkt eine “Verschmierung” der Objektgrenzen. Man beno¨tigt eine diskonti-
nuita¨tenerhaltente Regularisierung, welche Objektgrenzen beru¨cksichtigt. Dazu werden
verschiedene Verfahren beschrieben [180, 69, 191, 89]. Hier wird eine sogenannte seg-
mentierungsgesteuerte Regularisierung verwendet. Das bedeutet, dass eine Segmentie-
rung des Objektes, fu¨r welches Geschwindigkeiten rekonstruiert werden sollen, vorliegen
muss. Statt Gleichung (3.34) wird nun
v = arg min
v
∫
Ωs
(Pv − vm)2 + λ
3∑
i=1
‖∇vi‖2 dΩ. (3.46)
betrachtet, wobei Ωs das Objekt beschreibt. Es wird damit nur innerhalb des Objektes
regularisiert. Als Randbedingung werden hier ebenfalls Neuman-Bedingungen verwen-
det. Als neues Iterationsschema ergibt sich daraus
vk+1 = vk + τ∆vkd, (3.47)
mit
∆vkd =

∆v
k in Ωs
0 sonst.
(3.48)
Die Auswirkung einer segmentierungsgesteuerten Regularisierung zeigt Abb. 3.7.
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(a) Ohne Diskontinuita¨tenerhaltung (b) Mit Diskontinuita¨tenerhaltung
Abbildung 3.7.: Diskontinuita¨tenerhaltende Rekonstruktion am Beispiel einer Flussrekonstruktion.
(a) Bewegungsmuster
PSfrag replacements
R r v(r)
(b) Flussprofil
Abbildung 3.8.: Simuliert werden typische Bewegungsmuster, wie sie innerhalb der Herzwand auftre-
ten ko¨nnen (links). Zur Bewertung der Rekonstruktion von Flu¨ssen werden laminare Flussprofile
simuliert (rechts).
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3.4. Simulationen
3.4.1. Bewegungsmuster
Zur U¨berpru¨fung der Machbarkeit wurden verschiedene Geschwindigkeitsmuster er-
zeugt, wie sie typischerweise in der Herzwand auftreten ko¨nnen (Abb. 3.8(a)). Betra-
chet wird dabei ein kleiner, quaderfo¨rmiger Ausschnitt der Herzwand. Diese Muster
wurden einer (virtuellen) Dopplermessung unterzogen und danach rekonstruiert. Die
Gro¨ße eines Datensatzes entsprach (20×20×20) Voxel. Folgende Geschwindigkeitsmu-
ster wurden untersucht: Translation, Dehnung, Scherung, Kontraktion auf einen Punkt
und Rotation um die z-Achse (Abb. 3.9). Die maximale Geschwindigkeitsamplitude
wurde dabei zu vmax = 5
cm
s
festgelegt. Dies entspricht einer realistischen Geschwindig-
keit innerhalb der Herzwand. Die Schallkopfposition war bei den virtuellen Messungen
~t = (10, 0, 10).
3.4.2. Flussmuster
Zur Bewertung von Flussrekonstruktionen wurden laminare Stro¨mungsprofile (Poisson-
ville-Stro¨mung) in einer kreisfo¨rmigen Struktur mit Radius R mittels
v(r) = c
(
1−
( r
R
)2)
(3.49)
mit c = vmax = 100
cm
s
erzeugt (Abb. 3.8(b)), einer simulierten Dopplermessung unter-
zogen und rekonstruiert (Abb. 3.9).
3.4.3. Rauschen
Zur Evaluation der Robustheit des Verfahrens bezu¨glich Rauschen wurden Datensa¨tze
mit normalverteiltem Rauschen f(µ = 0, σ) gesto¨rt (Abb. 3.10).
3.4.4. Fehlermaße
Zur Evaluation der Rekonstruktionsgenauigkeit wurden Winkelfehler
ea =
1
N
N∑
i=1
ai,
ai = arccos
〈
~vti
‖~vti‖
,
~vri
‖~vri ‖
〉
= 6 (~vti ,
~vri ), (3.50)
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(a) Translation (b) Translation (c) Translation
(d) Dehnung (e) Dehnung (f) Dehnung
(g) Fluss (h) Fluss (i) Fluss
Abbildung 3.9.: Beispiele fu¨r simulierte Geschwindigkeitsprofile. Linke Spalte: Original, mittlere Spal-
te: simulierte Dopplermessung, rechte Spalte: simulierte Dopplermessung mit Beru¨cksichtigung der
Schallkopfposition.
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(a) (b)
Abbildung 3.10.: Beispiele fu¨r verrauschte Daten mit σ = 0.1vmax. Links: nach simulierter Doppler-
messung und (rechts) mit Beru¨cksichtigung der Schallkopfposition.
und Distanzfehler
ed =
1
N
N∑
i=1
di,
di = ‖~vti − ~vri ‖, (3.51)
bestimmt, wobei ~vt die wahre Geschwindigkeit, ~vr die rekonstruierte Geschwindigkeit
und N die Anzahl an Bildpunkten bezeichnet. Der Winkelfehler ea liefert den Winkel
in [◦] zwischen wahrer und berechneter Geschwindigkeit, der Distanzfehler liefert die
Amplitude des Abstandsvektors zwischen wahrer und berechneter Geschwindigkeit.
Relative Fehler e˜k zum Iterationszeitpunkt k im Bezug zum Ausgangsfehler e0 (bei
Iteration 0) werden bestimmt zu e˜ka =
eka
e0a
bzw. e˜kd =
ek
d
e0
d
. Dabei bezeichnen die relativen
Fehler e˜k die Fehlerreduktion in Bezug auf die reine Dopplermessung, da das Iterations-
schema zur Rekonstruktion der Geschwindigkeiten mit der Dopplermessung initialisiert
wird (e0 entspricht dem Fehler zwischen wahrer Geschwindigkeit und mittels Doppler
gemessener Geschwindigkeit unter Beru¨cksichtigung der Schallkopfposition).
3.4.5. Numerische Parameter
In folgenden Rekonstruktionen wurde das Iterationsschema nach einer max. Anzahl
Imax = 5000 von Iteration bzw. bei Erfu¨llung des Konvergenzkriteriums ∆v
k < 0.001
abgebrochen. Der Zeitschritt τ wurde zuna¨chst zu τ = 1 gewa¨hlt und bei Instabi-
lita¨t schrittweise halbiert, wobei ein instabiles Verhalten durch ||~vmean|| > 10 · ||~vmax||
definiert wurde.
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absoluter Fehler relativer Fehler
Muster Abstand ed[
cm
s
] Winkel ea[
◦] Abstand e˜d Winkel e˜a
Translation 0.015 0.06 0.003 0.001
Dehnung 0.66 9.6 0.34 0.15
Scherung 1.18 14.4 0.54 0.23
Punktkontraktion 1.53 31 0.78 0.59
Rotation 2.1 53 1.9 1.63
Fluss 1 (r=4) 2.3 1.5 0.41 0.18
Fluss 2 (r=8) 11.2 5.8 0.51 0.18
Tabelle 3.1.: Absolute und relative Fehler der Rekonstruktion verschiedener Geschwindigkeitsmuster.
3.5. Ergebnisse
3.5.1. Fehler in Abha¨ngigkeit der Iteration
Bewegungsmuster
Bei den Bewegungsmustern Translation, Dehnung, Punktkontraktion und Scherung
konnte sowohl der Winkel- als auch der Abstandsfehler reduziert werden (Abb. 3.11 und
Tabelle 3.1). Das Rotationsmuster konnte nicht rekonstruiert werden (relative Fehler
> 1, siehe Tabelle 3.1). Dies ist mit der A¨hnlichkeit der Dopplermessung des Rota-
tionsmusters mit der Dopplermessung des Translationsmusters zu erkla¨ren, es kann
in diesem Fall nicht zwischen den beidem Mustern unterschieden werden (vergleiche
Abb. 3.12 und Abb. 3.9(c)). Eine exakte Rekonstruktion konnte nur fu¨r das einfach-
ste Translationsmuster erreicht werden. Dies ist mit der minimalsten Glattheit des
Translationsmusters im Vergleich zu den anderen Mustern zu erkla¨ren. Es wird solan-
ge minimiert, bis Datenterm als auch Glattheitsterm verschwinden. Bei den anderen
Mustern verbleibt immer ein Kompromiss zwischen Erfu¨llung der Glattheitsbedingung
und Erfu¨llung des Datenterms.
Flussmuster
Der Winkelfehler des Poisonville-Flusses mit Radius r = 4 konnte auf 18% reduziert
werden bei einer Reduktion des Abstandsfehlers auf ∼ 41% (Tabelle 3.1). Bei einem Ra-
dius von r = 8 wurde der Winkelfehler ebenfalls auf 18% reduziert bei einer Reduktion
des Abstandsfehlers auf ∼ 51% (Abb. 3.11(e) und 3.11(f) sowie Tabelle 3.1).
3.5.2. Fehler in Abha¨ngigkeit der Regularisierungsparameter
Die besten Ergebnisse werden fu¨r λ1 À λ2 erzielt. Die Ergebnisse verschlechtern sich,
wenn λ2 > 0.1 gewa¨hlt wird. Zudem reagiert fu¨r λ2 > 0.1 die Lo¨sung sensibler bzgl.
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(c) Dehnung (absolut)
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(e) Fluss r=8 (absolut)
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Abbildung 3.11.: Beispiel des Konvergenzverhaltens der Rekonstruktion verschiedener Bewegungs- und
Flussmuster (λ1 = 1, λ2 = 0).
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(a) Rotation (b) Dopplermessung
Abbildung 3.12.: Simuliertes Rotationsmuster und zugeho¨rige Dopplermessung. Man erkennt, dass die
Dopplermessung von Rotationsmuster und Translationsmuster (vgl. Abb. 3.9(c)) a¨hnlich sind. Daher
kann das Rotationsmuster nicht rekonstruiert werden.
Wahl von λ1 (Abb. 3.13). Dies gilt sowohl fu¨r die Rekonstruktion von Bewegungsmu-
stern als auch fu¨r die Rekonstruktion von Flussmustern.
3.5.3. Fehler in Abha¨ngigkeit des Rauschens
Bei der Rekonstruktion des Translationsmusters steigen relativer Abstandsfehler, relati-
ve Winkelfehler sowie die absoluten Fehler linear mit dem Rauschpegel (Abb. 3.14(a)).
Bei den anderen Bewegungs- und Flussmustern ist ein robustes Verhalten gegenu¨ber
Rauschpegel erkennbar. Der relative Abstandsfehler als auch der relative Winkelfehler
bleibt nahezu konstant (Abb. 3.14). Allgemein zeigt sich das Rekonstruktionsverfahren
sehr robust gegenu¨ber Sto¨rungen.
3.5.4. Fehler in Abha¨ngigkeit der Anzahl von Messungen
Die Integration mehrerer Messungen aus verschiedenen Richtungen liefert i) schnellere
Konvergenz und ii) genauere Ergebnisse (Abb. 3.15). Es ist zu Beobachten, dass auch
bei drei Messungen das Geschwindigkeitsfeld nicht exakt rekonstruiert wird. Bedingt
durch die Konstruktion des Variationsfunktionals wird immer ein Kompromiss zwi-
schen Erfu¨llung des Datenterms und Erfu¨llung des Regularisierungsterms erzwungen.
Allerdings zeigt sich die Rekonstruktion robust gegenu¨ber Rauschen (Abb. 3.15(b) und
3.15(d)). Die Schallkopfpositionen waren dabei gewa¨hlt zu: ~t1 = (Nx/2, 0, Nz/2),~t2 =
54
3.5. Ergebnisse
10−1 100 101 102
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
λ1
Fe
hl
er
 (r
ela
tiv
)
Translation (e∼d)
λ2=0
λ2=0.1
λ2=1
λ2=10
(a) Translation
10−1 100 101 102
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
λ1
Fe
hl
er
 (r
ela
tiv
)
Translation (e∼
a
)
λ2=0
λ2=0.1
λ2=1
λ2=10
(b) Translation
10−1 100 101 102
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
λ1
Fe
hl
er
 (r
ela
tiv
)
Dehnung (e∼d)
λ2=0
λ2=0.1
λ2=1
λ2=10
(c) Dehnung
10−1 100 101 102
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
λ1
Fe
hl
er
 (r
ela
tiv
)
Dehnung (e∼
a
)
λ2=0
λ2=0.1
λ2=1
λ2=10
(d) Dehnung
10−1 100 101 102
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
λ1
Fe
hl
er
 (r
ela
tiv
)
Fluss r=4 (e∼d)
λ2=0
λ2=0.1
λ2=1
λ2=10
(e) Fluss (r = 4)
10−1 100 101 102
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
λ1
Fe
hl
er
 (r
ela
tiv
)
Fluss r=4 (e∼
a
)
λ2=0
λ2=0.1
λ2=1
λ2=10
(f) Fluss (r = 4)
Abbildung 3.13.: Abha¨ngigkeit des relativen Fehlers von den Regularisierungsparametern λ1 und λ2
am Beispiel verschiedener Bewegungs- und Flussmuster. Linke Spalte: Abstandsfehler, rechte Spalte:
Winkelfehler.
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Abbildung 3.14.: Abha¨ngigkeit der Lo¨sung von Sto¨reinflu¨ssen am Beispiel verschiedener Bewegungs-
und Flussmuster.
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Abbildung 3.15.: Fehler in Abha¨ngigkeit der Anzahl von Messungen. Linke Spalte: ohne Rauschen,
rechte Spalte: mit Rauschen.
(Nx/2, Ny/2, Nz/2),~t3 = (Nx/2, Ny/2, 0), wobei Ni die Volumengro¨ße in Dimension i
bezeichnet.
3.5.5. Beispiel: In-vitro Fluss
In einem Schlauchsystem mit Durchmesser d = 10mm wurden mittels Zentrifugalpum-
pe (Medtronic(BioMedicus), Modell 540, Minnesota, USA) laminare, stationa¨re Flu¨sse
erzeugt. Zur besseren Messbarkeit mittels Doppler-Ultraschall wurde das Wasser mit
Speisesta¨rke (Mondamin, Unilever, London, England) angereichert. Die Flu¨sse wurden
mit einem SONOS 5500 (Philips, Niederlande) mit multiplaner 3D TEE Sonde (T6H)
aufgenommen. Die Flu¨sse wurden manuell segmentiert, da die Flussdaten teils erhebli-
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che Doppler-Artefakte zeigten. Die Schallkopfposition wurde aus den Ultraschalldaten
mit Bildverarbeitungsmethoden berechnet. Die Flussdaten wurden fu¨r verschiedene λ1
und λ2 rekonstruiert und qualitativ beurteilt. Gute Ergebnisse zeigten sich fu¨r λ1 À λ2
und λ2 > 0 (Abb. 3.16(c)). Dies korreliert mit den Ergebnissen aus den Simulation-
versuchen in den vorherigen Abschnitten. Fu¨r λ2 = 0 und kleinem λ1 konvergiert das
Verfahren zu schnell mit unbefriedigenden Ergebnissen (Abb. 3.16(e)). Bei zu großem
λ2 kommt es zu physikalisch nicht plausiblen Ergebnissen (Abb. 3.16(d) und 3.16(f)).
3.5.6. Beispiel: In-vivo Fluss
Das Verfahren wurde zur Rekonstruktion eines Flusses durch die Aorta verwendet (Abb.
3.17(a) und 3.17(b)). Die Flussdaten wurden intraoperativ mit einem SONOS 5500
(Philips, Niederlande) mit multiplaner 3D TEE Sonde (T6H) in der Herzchirurgie der
Universita¨tsklinik Heidelberg (PD Dr. De Simone) aufgenommen. Die Aorta wurde
manuell segmentiert und die Schallkopfposition aus den Bilddaten ermittelt. Auch hier
werden in U¨bereinstimmung mit den in-vitro Versuchen die qualitativ besten Ergebnisse
fu¨r λ1 À λ2 und λ2 > 0 erzielt (Abb. 3.17).
3.6. Diskussion
Das in diesem Kapitel neu vorgestellte Rekonstruktionsverfahren zeigte bei simulier-
ten Geschwindigkeitsprofilen vielversprechende Ergebnisse. Eine Translationsbewegung
kann vollsta¨ndig rekonstruiert werden. Diese stellt allerdings den einfachsten Fall dar
und entspricht nicht unbedingt realen Verha¨ltnissen. Bei komplexeren Bewegunsgmu-
ster wie Dehnug und Scherung konnte der relative Abstandsfehler (Winkelfehler) in Be-
zug zur reinen Dopplermessung auf 34%(15%) bzw. 54%(23%) reduziert werden. Bei la-
minaren Flussprofilen konnte der relative Abstandsfehler (Winkelfehler) auf 41%(18%)
reduziert werden. Qualitativ gute Ergebnisse wurden auch fu¨r die Rekonstruktion von
in-vitro und in-vivo Flu¨ssen erzielt, wobei eine quantitative Beurteilung noch aus-
steht. Dabei lieferte die Wahl der Regularisierungsparameter zu λ1 ∈ [1 · · · 10] und
λ1 À λ2, λ2 > 0 die besten Ergebnisse. Dies zeigt, dasd die Integration der Divergenz-
freiheit (λ2 > 0) in den Rekonstruktionsprozess zumindest bei Flussrekonstruktionen
positiven Einfluss auf die Ergebnisse hat.
Das vorgestellte Verfahren ist in dieser Form nur bei konvexen Schallsonden anwendbar,
eine U¨bertragung auf lineare Schallsonden scheint nicht mo¨glich.
Bei der Rekonstruktion von realen Flussdaten ist eine korrekte Einstellung des Nyquist-
Limits (max. messbare Geschwindigkeit) zu beachten. Bei U¨berschreiten dieser Ge-
schwindigkeitsgrenze kommt es zu Umschla¨gen (positive Geschwindigkeiten erscheinen
negativ und umgekehrt), welche die Rekonstruktion verfa¨lscht.
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(a) In-vitro Fluss (Schicht) (b) In-vitro Fluss (3D Volumen)
(c) λ1 = 10, λ2 = 0.1 (d) λ1 = 1, λ2 = 1
(e) λ1 = 1, λ2 = 0 (f) λ1 = 1, λ2 = 10
Abbildung 3.16.: Beispiel der Rekonstruktion eines in-vitro Flusses. Qualitativ gute Ergebnisse werden
erzielt fu¨r λ2 > 0 und λ1 À λ2 (Abb. (c)).
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(a) In-vivo Fluss (Schicht) (b) In-vivo Fluss (3D Volumen)
(c) λ1 = 10, λ2 = 0.1 (d) λ1 = 1, λ2 = 1
(e) λ1 = 1, λ2 = 0 (f) λ1 = 1, λ2 = 10
Abbildung 3.17.: Beispiel der Rekonstruktion eines in-vivo Flusses in der Aorta. Qualitativ gute Er-
gebnisse werden erzielt fu¨r λ2 > 0 und λ1 À λ2 (Abb. (c)).
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Das Verfahren beno¨tigt zur diskontinuita¨tenerhaltenden Rekonstruktion eine Segmen-
tierung der Region, innerhalb welcher Geschwindigkeiten rekonstruiert werden sollen.
Wenn eine solche Segmentierung vorliegt, ko¨nnte zumindest bei laminaren Stro¨mungen
die Geschwindigkeitsrichtung tangential zur Gefa¨ßrichtung angenommen werden. Rau-
schen, welches bei Doppler-Messungen in hohem Maße auftreten kann, wu¨rde dabei
den Rekonstruktionsprozess erheblich verfa¨lschen. Durch die Integration von physika-
lischem Wissen, wie bei dem hier vorgestellten Verfahren, kommt es auch bei starkem
Rauschen noch zu stabilen Ergebnissen.
Aus medizinischer Sicht ist innerhalb von klinischen Studien zu bewerten, fu¨r welche
Fragestellungen eine vektorwertige Geschwindigkeitsbestimmung neue diagnostische In-
formationen liefert. Fu¨r bestimmte Fragestellungen wie z.B. die Flussbestimmung in-
nerhalb der Aorta ist eine vektorielle Geschwindigkeitsbestimmung sicherlich sinnvoll
und erschliesst unter Umsta¨nden auch neue Anwendungsgebiete. Auch bei vergleichen-
den Untersuchungen sind vektorielle Geschwindigkeitsinformationen zur Vermeidung
winkelabha¨ngiger Fehler hilfreich.
Aus numerischer Sicht la¨sst sich das hier vorgestellte Verfahren durch komplexere Regu-
larisierungsterme (adaptiver Regularisierungsparameter λ, ra¨umlich-zeitliche Regulari-
sierung, geschwindigkeitsabha¨ngige Regularisierung) sowie optimierte Lo¨sungsverfahren
(z.B. adaptives Operatorsplitting [193]) erweitern. Die durchschnittliche Dauer zur Re-
konstruktion der in Kapitel 3.5 beschriebenen Geschwindigkeitsprofile betrug t ≈ 300s
(Intel Pentium 4, 1.8GHz). Mehrgitterverfahren ko¨nnen hier zur Reduktion der Re-
chenzeit beitragen.
Die Genauigkeit des Rekonstruktionsverfahrens unterliegt verschiedenen potentiellen
Fehlerquellen. Zum einen liefert die numerische Lo¨sung bedingt durch Diskretisierungs-
fehler Ungenauigkeiten. Weiterhin ist die Integration von physikalischem Vorwissen
wie z.B. die Glattheit oder Divergenzfreiheit nur ein grobes Modell der Wirklichkeit.
Auch die Messdaten sind fehlerbehaftet. So wird der Doppler-Ultraschall bedingt durch
Unterschiede der Schalllaufzeiten verzerrt und besitzt weiterhin nur eine begrenzte
ra¨umliche Auflo¨sung. Bei der Integration mehrerer Messungen, wie in dieser Arbeit
beispielhaft an Simulationen gezeigt, ist die U¨berlagerung der Messdaten eine weite-
re Fehlerquelle. Dabei kommt es zu Ungenauigkeit durch gesto¨rte Positionsmessungen
oder ungenaue Kalibrierungen (siehe Kapitel 4).
Die dieser Arbeit verwandesten Arbeiten sind [56, 135, 28, 130]. Fatouraee et al. [56]
schlagen eine auf Stro¨mungsmodellen basierte Regularisierung von MR-Phasenkontrast-
aufnahmen zur Minimierung von Messungenauigkeiten vor. Nakajima et al. [135] be-
stimmen Flussgeschwindigkeiten mit Hilfe des optischen Flusses und Regularisierungs-
termen auf Basis der Navier-Stokes-Gleichungen. Chen at al. [28] bestimmen vektor-
wertige Luftstro¨mungen aus Doppler-Radaraufnahmen durch Regularisierung mit ein-
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fachen Glattheitsbedingungen. Moreau et al. [130] integrieren die Doppler-Bedingung
in den optischen Fluss zur Bestimmung zweidimensionaler Geschwindigkeiten der Her-
zwandbewegung. Ein anderer, in der Literatur beschriebener Ansatz zur Bestimmung
vektorieller Geschwindigkeiten aus Ultraschalldaten liegt in regularisierten Korrelati-
onsverfahren, welche direkt auf reinen RF-Daten angewandt werden [107]. Der Vorteil
dieser Verfahren liegt in der direkten Implementierbarkeit innerhalb des Ultraschall-
kopfes. Der Vorteil des in vorliegender Arbeit vorgestellten Verfahrens liegt in der In-
tegrierbarkeit von applikationsspezifischem, physikalischem Wissen.
Verbindung zu anderen Gebieten
Inverse und schlecht gestellte Probleme finden sich in vielen Methoden der medizi-
nischen Bildverarbeitung. Die Bedeutung von inversen Problemen in der Bildverar-
beitung und Regularisierungsverfahren zu deren Lo¨sung beschreiben Poggio et al. in
einem Nature-Artikel [147]. Beispielsweise werden elastische Registrierungsalgorithmen
mit Vorwissen u¨ber Gewebeeigenschaften regularisert. Bewegungen und Deformationen
von elastischen Materialien sind meist derart, dass sie das elastische Potential
P (u) =
∫
Ω
µ
4
d∑
j,k=1
(∂xjuk + ∂xkuj)
2 +
λ
2
(divu)2)dΩ (3.52)
minimieren. Dabei bezeichnen λ und µ die Lame´-Konstanten und u = (ui)i=1,...,d den
Verschiebungvektor. Dies la¨sst sich aus Erkenntnissen der Elastizita¨tstheorie und der
Verknu¨pfung von Strain-Tensor mit Stress-Tensor u¨ber das Hook’sche Gesetz herleiten
[77, 128]. Wird das elastische Potential als Regularisierer von nicht-parametrischen
Registrierungsverfahren eingesetzt [128], resultiert daraus die Navier-Lame´-Gleichung
f = µ∆u + (λ + µ)∇divu. (3.53)
Die Verwendung des elastische Potentials als Regularisierer bezeichnet man als elasti-
sche Registrierung. Ersetzt man das Bewegungsfeld u durch das Geschwindigkeitsfeld
v, ergibt sich die Navier-Lame´-Gleichung fu¨r Geschwindigkeiten
f = µ∆v + (λ + µ)∇divv. (3.54)
Dies bezeichnet man als Fluid-Registrierung bzw. visko-elastische Registrierung [128,
24]. Die Verwendung einer einfachen Glattheitsbedingung fu¨hrt zur Diffusions-Regis-
trierung. Ein Vergleich von Gleichung (3.36) mit der Diffusions-Registrierung sowie von
Gleichung (3.43) mit Gleichung (3.54) der Fluid-Registrierung zeigt die A¨hnlichkeit des
in dieser Arbeit entwickelten Verfahrens mit den Gleichungen der elastischen Registrie-
rung.
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Zur Bewegungsbestimmung aus Grauwertbildern wird ha¨ufig der optische Fluss einge-
setzt. Er beschreibt die Erhaltung von Grauwerten bei Bildsequenzen mittels
∇I · v = ∂I
∂t
, (3.55)
wobei I die Grauwertintensita¨t beschreibt. Gleichung (3.55) ist nicht eindeutig lo¨sbar.
Horn und Schunk schlugen dafu¨r eine Regularisierung basierend auf Glattheitsbedin-
gungen vor, welche zu einer Diffusionsgleichung fu¨hrt [82]. Im Laufe der Zeit wurden
eine Reihe weiterer Regularisierungsterme vorgeschlagen [192, 162], darunter auch phy-
sikalisch motivierte Terme [135]. Die Regularisierung des optischen Flusses fu¨hrt zu
a¨hnlichen Gleichungen wie die in dieser Arbeit entwickelten Gleichungen zur Rekon-
struktion von Doppler-Daten.
Durch die oben aufgezeigte Verbindung des in dieser Arbeit vorgestellten Verfahrens zu
elastischen Registrierungsverfahren als auch dem optischen Fluss lassen sich Theorien
bezu¨glich Regularisierungstermen leicht u¨bertragen. Beispielsweise ko¨nnen in zuku¨nf-
tigen Weiterentwicklungen flussabha¨ngige [16, 191, 192] und ra¨umlich-zeitliche Regula-
risierungsterme [192] untersucht werden, welche im Rahmen der Theorie des optischen
Flusses entwickelt wurden.
3.7. Zusammenfassung
Die Bestimmung vektorieller Geschwindigkeiten von Herzwandbewegung und intrakar-
dialen Flu¨ssen mittels Doppler-Ultraschall ist ein noch nicht gelo¨stes Forschungsgebiet.
In diesem Kapitel wurde ein neues Verfahren zur Rekonstruktion vektorieller Geschwin-
digkeitsfelder auf Basis von 3D Doppler-Ultraschalldaten vorgestellt. Das Verfahren ba-
siert auf Methoden der inversen und schlecht gestellten Probleme. Nach einer Modellie-
rung der Doppler-Rekonstruktion als inverses Problem wurde ein Variationsfunktional
sowie die zugeho¨rigen Euler-Lagrange Gleichungen zur Lo¨sung des Rekonstruktions-
problems hergeleitet. Das Verfahren wurde quantitativ anhand simulierter Geschwin-
digeitsprofile sowie qualitativ am Beispiel der Rekonstruktion von in-vitro und in-vivo
Flu¨ssen bewertet. Mit dem neu vorgestellten Verfahren konnte These 1:
“Die Rekonstruktion vektorieller Geschwindigkeiten aus 3D Doppler-Ultraschallaufnah-
men ist mit Hilfe physikalisch motivierter Regularisierungsverfahren mo¨glich.”
verifiziert werden. Erstmalig wurde die Rekonstruktion von Geschwindigkeiten aus
Doppler-Daten im Rahmen der Theorie inverser Probleme diskutiert. Dadurch, sowie
durch den in der Diskussion aufgezeigten Bezug zu Methoden des optischen Flusses
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und der elastischen Registrierung werden Lo¨sungstheorien u¨bertragbar. Die mit dem
vorgestellten Verfahren erarbeitete Mo¨glichkeit, vektorielle Geschwindigkeitsinforma-
tionen zu gewinnen, verspricht neue und wertvolle Informationen fu¨r die Diagnostik
kardiovaskula¨rer Erkrankungen.
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KAPITEL 4
Positionsmarkierter 3D Ultraschall
”
Um klar zu sehen, genu¨gt oft ein
Wechsel der Blickrichtung.“
Antoine de Saint-Exupe´ry,
Schriftsteller
In Kapitel 3.3.6 wurde gezeigt, dass mehrere Doppler-Messungen aus unterschiedlichen
Richtungen zur Rekonstruktion eines vollsta¨ndigen Geschwindigkeitsfeldes beitragen
ko¨nnen. Diese Idee motivierte zur Aufstellung von These 2:
“Neuartige 3D Ultraschallsonden lassen sich durch elektromagnetische Positionsmesssen-
soren derart erweitern, dass Bildaufnahmen aus verschiedenen Richtungen kombiniert
werden ko¨nnen (positionsmarkierter 3D Ultraschall).”
Ziel ist die Verwendung von positionsmarkierten 3D Schallsonden zur Kombination
mehrfacher Aufnahmen (MAW, multiple acoustic windows) als auch zur bildgestu¨tzten
Chirurgie. Im Unterschied zu den in der Literatur beschriebenen 3D Freihandultra-
schallsystemen (positionsmarkierte 2D Systeme), werden in vorliegender Arbeit 3D
Sonden durch elektromagnetische Positionsmesssysteme (EMTS) erweitert. Kernauf-
gabe ist eine exakte ra¨umliche Kalibrierung der Sonden. Nach Kalibrierung ko¨nnen
Aufnahmen aus unterschiedlichen Richtungen akquiriert und kombiniert werden oder
positionsmarkierte Instrumente in Relation zu den Ultraschalldaten visualisiert werden.
In diesem Kapitel werden
• der Aufbau eines positionsmarkierten 3D Ultraschallsystems,
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• ein neues 3D Kalibrierungsverfahren,
• und eine Evaluierungsstudie der Sto¨reinflu¨sse verschiedener Schallsonden auf elek-
tromagnetische Positionsmesssysteme
beschrieben. Zur weiteren Motivation des Aufbaus eines positionsmarkierten 3D Ul-
traschallsystems werden im na¨chsten Kapitel zuna¨chst einige potentielle Anwendungen
des positionsmarkierten 3D Ultraschalls beschrieben.
4.1. Motivation
Geschwindigkeitsrekonstruktion
Eine bereits beschriebene Anwendung ist die vektorielle Geschwindigkeitsrekonstrukti-
on (siehe Kapitel 3.3.6). Dabei sind mehrere mo¨glichst u¨berlappende Doppler-Aufnah-
men des gewu¨nschten Bereiches zu akquirieren (Abb. 4.1(a)). Die Aufnahmen sind dann
mittels Addition oder mit Hilfe der in Kapitel 3 beschriebenen Verfahren zu kombinie-
ren.
Bildverbesserung durch mehrfache Schallfenster
Ultraschallaufnahmen sind ha¨ufig durch Schallartefakte bedingt durch Knochen oder
Fettgewebe charakterisiert. Abhilfe ko¨nnen hier redundante Aufnahmen aus unter-
schiedlichen Richtungen schaffen (Abb. 4.1(a)). Eingesetzt wird diese Methode bei-
spielsweise in der Abdominalsonography [96] und der Volumenbestimmung des linken
Ventrikels [202]. Eine andere Anwendung ist die Vergro¨ßerung des Aufnahmebereiches.
Dabei werden nicht u¨berlappende sondern nebeneinanderliegende Bereiche akquiriert
und zu einem gro¨ßeren Volumen zusammengesetzt.
Reduktion der Untersucherabha¨ngigkeit
Ultraschalluntersuchungen, insbesondere quantitative Untersuchungen, unterliegen ha¨u-
fig einer hohen Untersucherabha¨ngigkeit. Je nachdem wo der Schallkopf plaziert wird,
resultieren andere Werte. Kann die Schallkopfposition relativ zu anatomischen Land-
marken vorgegeben werden, ko¨nnen damit genauere quantitative Aussagen gewonnen
werden [46].
Bildgestu¨tzte Chirurgie und Navigation
Bei navigierten Operationen wird bereits Ultraschall eingesetzt. Dabei erfolgt eine Re-
gistrierung mit pra¨operativ akquirierten Daten und gegebenenfalls ein intraoperatives
Update bei Gewebeverschiebungen. Bei Verwendung von positionsmarkierten 3D Ul-
traschallsystem ko¨nnen intraoperativ bei Bedarf jederzeit Bilder akquiriert werden und
Instrumente relativ dazu eingeblendet werden (Abb. 4.1(b) und 4.1(c)). Eine potentielle
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(a) Fall 1 (b) Fall 2 (c) Fall 3
Abbildung 4.1.: Mo¨gliche Anwendungsszenarien fu¨r den positionsmarkierten 3D Ultraschall bzw. den
3D Ultraschall in Kombination mit positionsmarkierten Instrumenten. Je nach Anwendungsfall kann
es zu verschiedenen Fehlern durch den Sto¨reinfluss der Schallsonde kommen.
Anwendung findet sich in dem in Kapitel 5 beschriebenen ultraschallbasierten System
zur Navigation von minimal-invasiven herzchirurgischen Instrumenten.
4.2. Material
4.2.1. Trackingsystem
Der im na¨chsten Abschnitt beschriebene Prototyp eines positionsmarkierten Ultra-
schallsystems wurde mit dem EMTS miniBird500 (Ascension Technology, USA) reali-
sert. Das miniBird500 basiert auf einer gepulsten DC-Technologie und ist damit im Ver-
gleich zu AC-Systemen robuster gegenu¨ber konduktiven Metallen. Das System verfu¨gt
nach Herstellerangaben u¨ber eine statische Positionsgenauigkeit von 1.7mm und eine
statische Winkelgenauigkeit von 0.5◦. Die Messrate liegt zwischen 30Hz und 144Hz.
Das System liefert sechs Freiheitsgrade. Des Weiteren wurde das microBird System
(Ascension Technology, USA) sowie das Aurora System (NDI, Kanada) integriert. Eine
genauere Beschreibung der Systeme findet sich in Abschnitt 4.4.3.
4.2.2. Ultraschallgera¨t
Der Prototyp wurde mit einem Philips SONOS 5500/7500 mit 5MHz TEE Sonde (T6H)
realisiert. Auf die Verwendung einer neuen Live3D Sonde (X4) musste zuna¨chst ver-
zichtet werden, da zu Begin der Arbeit das System noch nicht am Markt verfu¨gbar war
und der Hersteller nach Verfu¨gbarkeit des Gera¨tes das Datenformat nicht offenlegte.
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4.3. Kalibrierungsverfahren
4.3.1. Problemstellung
Beim positionsmarkierten Ultraschall sind mehrere Koordinatensysteme involviert: das
Bildkoordinatensystem i, das Sensorkoordinatensystem s, das Transmitterkoordinaten-
system t und ein Weltkoordinatensystem c (Abb. 4.2). Werden nun Aufnahmen aus
verschiedenen Richtungen akquiriert, sind diese in ein gemeinsames Koordinatensy-
stem umzurechnen (Abb. 4.2). Hierfu¨r bietet sich das Transmitterkoordinatensystem
oder ein beliebig wa¨hlbares Weltkoordinatensystem an. Die Aufgabe besteht nun darin,
Bildkoordinaten ~xi in Weltkoordinaten ~xc mittels
~pc = T
c
t T
t
s T
s
i ~pi, (4.1)
umzurechnen, wobei die T ji die 4× 4 Transformationsmatrizen von Koordinatensystem
i nach Koordinatensystem j bezeichnen. Die Hilfsmatrix T ct kann bei spa¨teren Re-
konstruktionen willku¨rlich gewa¨hlt werden, fu¨r den Kalibrierungsschritt wird das Ko-
ordinatensystem c jedoch meist durch das Kalibrierphantom vorgegeben. Die Matrix
T ts wird durch die Messungen des Trackingsystems gegeben. Aufgabe der Kalibrierung
ist es nun, die unbekannte Matrix T si zu bestimmen. Mit einfachen Worten bestimmt
die Kalibrierung die Lage und Position des Sensors am Ultraschallkopf. Da zu Kali-
brierungszwecken meist ein zusa¨tzliches Weltkoordinatensystem c verwendet wird, die
Transformation T ct aber nicht bekannt ist, muss diese im Kalibrierungschritt ebenfalls
bestimmt werden. Hinzu kommt (falls nicht vom Ultraschallgera¨t bekannt) die Bild-
auflo¨sung ~s = (sx, sy, sz). Insgesamt sind damit 15 Unbekannte zu bestimmen, sechs
Unbekannte der Kalibrierungsmatrix T si , sechs Unbekannte der Hilfsmatrix T
c
t und drei
Unbekannte der Auflo¨sung ~s.
4.3.2. Literaturu¨bersicht
Ein einfaches und ha¨ufig als Goldstandard beschriebenes Kalibrierungsverfahren ist die
single-point Kalibrierung. Hierbei dient ein Punktobjekt als Nullpunkt des Weltkoor-
dinatensystems c. Dieses Punktobjekt wird aus vielen verschiedenen Richtungen aufge-
nommen und anhand von Gleichung 4.1 ein u¨berbestimmtes Gleichungssystem aufge-
stellt. Problematisch hierbei ist die Bildaufnahme, da in jedem Bild das Punktobjekt
sichtbar sein muss, was bei 2D Aufnahmen schwierig zu gewa¨hrleisten ist. Der Punkt
muss danach zeitaufwendig manuell lokalisiert werden. Meistens werden als Punktob-
jekt sich kreuzende Nylonfaden [149, 39, 200] verwendet, aber auch andere Strukturen
sind denkbar [112]. In einem a¨hnlichen Verfahren werden drei orthogonal aufgespann-
te Nylonfa¨den (three-wire) als Weltkoordinatensystem verwendet [26]. Jeder Faden
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Abbildung 4.2.: Prinzip der Kalibrierung: beim positionsmarkierten 3D Ultraschall sind mehrere Ko-
ordinatensysteme involviert. Ein Punkt ~xi im Bildkoordinatensystem i wird u¨ber mehrere Trans-
formationen in das Weltkoordinatensystem c umgerechnet. Der Kalibrierungsschritt bestimmt die
unbekannte Transformation T si vom Bildkoordinatensystem i ins Sensorkoordinatensystem s.
wird mehrmals aufgenommen und ein u¨berbestimmtes Gleichungssystem aufgestellt.
Die Bildaufnahme ist hier erleichtert, da ein ganzer Faden leichter zu finden ist als ein
Punktobjekt. Allerdings basiert das Verfahren auf einer genauen orthogonalen Kon-
struktion des Fadenkreuzes. Beim single-plane Verfahren wird eine Ebene, z.B. der
Boden einer Wasserwanne, mehrfach aufgenommen. Die Bilder zeigen jeweils eine gera-
de Linie, welche als Grundlage fu¨r das zu lo¨sende Gleichungssystem dient. Zur Vermei-
dung der Verwischungseffekte durch endliche Schallbreite wurde diese Methode durch
das Cambridge-Phantom weiter entwickelt [149]. Die single-point, three-wire und single-
plane Verfahren beruhen alle auf der Lo¨sung eines u¨berbestimmten Gleichungssystems.
Bei der Bildaufnahme ist hierbei auf eine ausreichende Abdeckung aller Freiheitsgrade
zu achten und geeignete nummerische Methoden sind zur Vermeidung von schlecht ge-
stellten Gleichungen anzuwenden [149]. Eine andere Methodik verfolgt die registrie-
rungsbasierte Kalibrierung. Von Blackall et al. [17] wird ein Verfahren vorgestellt,
welches auf der 2D-3D Registrierung eines speziell gefertigten Phantoms beruht. Vom
Phantom werden 3D MRT-Aufnahmen und 2D Ultraschallaufnahmen angefertigt. Diese
werden rigide registriert und daraus die Kalibrierungsmatrix bestimmt. Diese Kalibrie-
rung ist schneller durchfu¨hrbar als die single-point Kalibrierung und die Genauigkeit
liegt in derselben Gro¨ßenordung. Ein a¨hnlicher Ansatz mit einem speziellem Phantom
aus sich kreuzenden Nylonfa¨den wird von Welch et al. [194] beschrieben. Eine weitere
Idee besteht in der Verwendung von positionsmarkierten Zeigern [160, 141]. Die-
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se werden zur Lokalisation von Landmarken oder als Landmarken selbst verwendet.
Dabei ist der Zeiger zuvor ebenfalls zu kalibrieren. Pagoulatos et al. [141] verwenden
ein Phantom bestehend aus mehreren Landmarken, welche durch Nylonfa¨den aufge-
spannt werden. Diese Landmarken werden nun in den Ultraschallbildern als auch mit
dem positionsmarkierten Zeiger lokalisiert und aus diesen Informationen die Kalibrie-
rungsmatrix bestimmt. Eine interessante Variante davon wird von Muratore et al. [133]
beschrieben, die den positionsmarkierten Zeiger selbst als Landmarke verwenden. Vom
Zeiger werden Bilder aus unterschiedlichen Richtungen akquiriert und die Spitze des
Zeigers in den Bilddaten markiert. Eine weitere Variante besteht in der Verwendung
eines getrackten Phantoms, wobei die Geometrie und Lage der Landmarken in Bezug
zu dem Phantom bekannt ist [23].
In den meisten Fa¨llen werden 2D Ultraschalldaten zur Kalibrierung verwendet, da
u¨blicherweise herko¨mmliche 2D Systeme zu 3D Systemen erweitert werden. Wenige
Arbeiten bescha¨ftigen sich mit der Kalibrierung von 3D Systemen [23, 106].
Kalibrierungsverfahren lassen sich nach verschiedenen Kriterien charakterisieren. Ei-
nerseits wichtig ist die Genauigkeit der Kalibrierung. Andererseits soll das Verfahren
auch einfach anwendbar und schnell durchfu¨hrbar sein. Eine Auflistung potentieller
Fehlerquellen und eine Diskussion verschiedener Genauigkeitsmaße geben Treece et
al. [184]. In der Literatur werden eine Vielzahl von Genauigkeitsmaßen beschrieben
(Residuen, Kalibrierpra¨zision, Kalibriergenauigkeit, Rekonstruktionspra¨zission, Rekon-
struktionsgenauigkeit,...), ein Vergleich dieser Maße ist immer mit Vorsicht zu betrach-
ten. Zum einen ko¨nnten verschiedene Maße verglichen werden, zum anderen haben
weitere Komponenten Einfluss auf die Maße (Eindringtiefe, verwendetes Trackingsy-
stem, ...). Im Wesentlichen liegt die Genaugigkeit der beschriebenen Verfahren in der
Gro¨ßenordnung 1–2mm, wobei unter speziellen Umsta¨nden (geringe Eindringtiefe) Ge-
nauigkeiten von < 1mm erreicht werden ko¨nnen [184]. Tendenziell sind Systeme mit
optischen Trackingsystemen (OTS), hohen Frequenzen und geringen Tiefeneinstellun-
gen genauer [184]. Bei vielen Arbeiten werden hohe Genauigkeiten bei geringen Tiefen-
einstellungen (teilweise 2cm oder 4cm) erreicht. Diese Angaben sind nicht ohne Weite-
res auf ho¨here Eindringtiefen (im Herzbereich sind Eindringtiefen von 16cm und 20cm
u¨blich) zu verallgemeinern. Bei positionsmarkierten Ultraschallsystemen kommen meist
EMTS (z.B. [112, 149, 109, 200, 141, 194]) und OTS (z.B. [17, 23, 184, 26, 133, 160]),
aber auch mechanische Systeme zum Einsatz [202].
4.3.3. Material und Methoden
Das hier vorgestellte Kalibrierungsverfahren beruht auf einem erweiterten single-point
Verfahren. Ein dreidimensionales Phantom (hier: orthogonales Metallkreuz, Abb. 4.3(a))
wird von verschiedenen Richtungen geschallt. Mittels eines distanzminimierenden, mo-
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delbasierten Registrierungsverfahren wird das Objekt in den Bilddaten lokalisiert. Zu-
vor werden die Originaldaten mittels automatisiertem Schwellwert- (10% des max.
Grauwertes) und Scrappingverfahren (Elimination aller zusammenha¨ngenden Gebie-
te kleiner 500 Pixel) fu¨r die Registrierung aufbereitet (Abb. 4.4). Zur automatischen
Bestimmung von Landmarken (Abb. 4.3(b)) wird ein geometrisches Modell mittels
Distanzminimierung rigide registriert. Das Modell wird durch drei orthogonale Basis-
vektoren ~ex, ~ey, ~ez und einen Aufpunkt ~s beschrieben. Fu¨r jedes Pixel ~p = (x, y, z) des
Bildes wird nun der na¨chste Punkt des Modells durch
d(~p) = min
1,2,3
(d1(~p), d2(~p), d3(~p)) (4.2)
berechnet, wobei
di(~p) = ‖R~ei × (~p− (~s + ~t))‖ (4.3)
den orthogonalen Abstand von Punkt ~p auf die Achse i ∈ {1, 2, 3} des Modells be-
zeichnet (Abb. 4.5). Das Ziel der Registrierung liegt nun in der Bestimmung einer
Rotationsmatrix R und eines Translationsvektors ~t, welche
∑
~p
B(~p)d(~p) → min
R,~t
(4.4)
erfu¨llen, wobei B(~p) das segmentierte Bild bezeichnet. Eine initiale Registrierung erfolgt
mittels Schwerpunktberechnung. Gleichung 4.4 wird mittels Gradientenabstiegsverfah-
ren minimiert. Die Registrierung wird u¨ber einen Multiresolutions-Ansatz beschleunigt.
Dabei wird die Registrierung fu¨r eine niedrige Auflo¨sung berechnet und die Lo¨sung als
Startwert fu¨r die na¨chst ho¨here Auflo¨sungstufe verwendet.
Die lokalisierten Landmarken ~l0i,~l1i,~l2i,~l3i (in Bildkoordinaten, Abb. 4.3(b)) ko¨nnen
nun in Gleichung 4.1 eingesetzt werden. Fu¨r ~l0i ergibt sich
~l0c = T
c
t T
t
s T
s
i
~l0i (4.5)

0
0
0
1

 = T ct T ts T si


sxxi
syyi
szzi
1

 (4.6)
wobei ~s = (sx, sy, sz) die Bildauflo¨sung bezeichnet. Die Bildauflo¨sung kann entweder
von den Bild-Informationen des Ultraschallgera¨ts u¨bernommen werden oder als unbe-
kannt angenommen werden. Entsprechend erho¨ht sich dann die Zahl der Unbekannten.
Fu¨r ~l1i (und ~l2i,~l3i entsprechend) ergibt sich
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Weltkoordinatensystem c
Wasserbad
Kalibrierphantom
(a)
x
z
y
~l0c = (0, 0, 0)
~l3c = (0, 0, z)
l2c = (0, y, 0)
~l1c = (x, 0, 0)
(b)
Abbildung 4.3.: Als Kalibrierphantom wird ein dreidimensionales Metallkreuz verwendet (links). Die
Achsen des Kreuzes spannen das Weltkoordinatensystem c auf. Aus dem Objekt ko¨nnen vier Punkte
fu¨r die Lo¨sung der Kalibrierungsgleichung herangezogen werden (rechts).
(a) 2D Schicht (b) 3D Visualisierung ohne
Nachverarbeitung
(c) 3D Visualisierung mit
Nachverarbeitung
Abbildung 4.4.: Nach Aufnahme des Kalibrierphantoms (links und mitte) erfolgen eine Reihe von
Bildverarbeitungschritten zur Segmentierung des Kreuzes (rechts).
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Abbildung 4.5.: Prinzip der Segmentierung mittels modellbasierter Registrierung. Minimiert wird der
durchschnittliche orthogonale Abstand von erfassten Bildpunkten des Kalibrierphantoms zu einem
Kalibriermodell (links und mitte). Probleme ergeben sich bei großen Artefakten (rechts)
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Aus Formel 4.5 lassen sich drei Gleichungen, aus Formel 4.7 zwei Gleichungen ver-
wenden. Eine Aufnahme ergibt somit 3 + 3 × 2 = 9 Gleichungen, bei drei Aufnahmen
stehen damit 27 Gleichungen zur Bestimmung 15 Unbekannter zur Verfu¨gung. Nun ist
das u¨berbestimmte, nichtlineare Gleichungssystem
f(θ) = 0 (4.9)
mit θ = (αsi , β
s
i , γ
s
i , tx
s
i , ty
s
i , tz
s
i , α
c
t , β
c
t , γ
c
t , tx
c
t , ty
c
t , tz
c
t , sx, sy, sz) zu lo¨sen. Zur Lo¨sung
wird ein Levenberg-Marquardt Verfahren aus dem Insight-Toolkit (ITK) eingesetzt
[86]. Zur Vermeidung eines schlecht konditionierten Gleichungssystems sind die Unbe-
kannten zu skalieren [149]. Zur Vermeidung lokaler Minima wird das Gleichungssystem
mehrmals mit unterschiedlichen Startwerten gelo¨st. Problematisch ist die Bestimmung
der Landmarken ~l1i,~l2i,~l3i, da das Registrierungsverfahren keine eindeutige Lo¨sung lie-
fert (ein Kreuz kann auf verschiedene Weise auf ein anderes Kreuz registriert werden).
Daher ist das Gleichungssystem zusa¨tzlich fu¨r Permutationen von ~l1i,~l2i,~l3i zu lo¨sen
und die beste Lo¨sung zu verwenden.
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Abbildung 4.6.: Visualisierungskomponente der Applikation zur Kalibrierung positionsmarkierter Ul-
traschallsonden.
Visualisierungskomponente
Zur Orientierung bei der Akquisition mehrerer Aufnahmen wurde eine Visualisierungs-
komponente entwickelt. Der potentielle Aufnahmebereich einer 3D Sonde wird visuali-
siert und nach erfolgter Akquisition festgehalten. Dadurch werden die potentiellen Auf-
nahmebereiche relativ zueinander visualisiert, was eine optimale Orientierung wa¨hrend
der Datenakquisition sowohl fu¨r die Kalibrierung als auch fu¨r spa¨tere Zwecke (je nach
Anwendungsfall u¨berlappende Aufnahmebereiche oder sich erga¨nzende Aufnahmebe-
reiche) ermo¨glicht (Abb. 4.6).
4.3.4. Ergebnisse
4.3.4.1. Applikation
Die oben beschriebenen Komponenten zur Kalibrierung wurden auf Basis der von Wolf
et al. entwickelten EchoAnalyzer-Software [197] implementiert und in eine Applikation
integriert. Die Applikation bietet momentan eine Schnittstelle zu den Trackingsyste-
men miniBird500, microBird und Aurora sowie dem Ultraschallgera¨t Sonos 5500/7500.
Die Applikation ermo¨glicht die halbautomatische Segmentierung des Kalibrierphan-
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(a) (b)
Abbildung 4.7.: Applikation zur Kalibrierung positionsmarkierter Ultraschallsonden: Segmentierung
mittels modellbasierter Registrierung (links) und Lo¨sung der Kalibriergleichungen mit nachfolgender
Transformation der Daten in ein gemeinsamen Koordinatensystem (rechts).
toms mittels modellbasierter Registrierung (Abb. 4.8 und 4.7(a)), die Lo¨sung der Ka-
libriergleichungen (4.9) mit Ausgabe der Residuen sowie die Transformation der Da-
ten in ein gemeinsames Koordinatensystem (Abb. 4.7(b)). Bei der halbautomatischen
Segmentierung wird das Kalibrierobjekt automatisch vorsegmentiert (Schwellwertver-
fahren und Bestimmung zusammenha¨ngender Gebiete). Das dadurch erhaltene Seg-
mentierungsergebnis kann manuell nachkorrigiert werden. Danach startet der Benutzer
das Registrierungsverfahren und kann in einer 3D Ansicht das Ergebnis kontrollieren.
Bei mangelhafter Registrierung kann eine weitere Nachkorrektur der Vorsegmentierung
erfolgen. Die beschriebene Visualisierungskomponente (Abb. 4.6) ermo¨glicht eine ver-
besserte Orientierung wa¨hrend der Akquisition mehrerer Datensa¨tze. Die berechneten
Kalibrierungsparameter werden in eine Datei geschrieben und bei Akquisition weiterer
positionsmarkierter Daten eingelesen.
4.3.4.2. Automatische Landmarkenbestimmung
Genauigkeit
Zur Bestimmung der Genauigkeit der automatischen Segmentierung des Kalibrierphan-
toms wurden von zehn Personen jeweils neun Datensa¨tze ausgewertet. Der Mittelpunkt
des Kalibrierphantoms wurde jeweils schichtbasiert manuell markiert und mit dem au-
tomatisch berechneten Mittelpunkt verglichen. Ein Datensatz zeigte erhebliche Abwei-
chungen aufgrund von Schallartefakten und wurde aus der Evaluierung ausgeschlossen.
Tabelle 4.1 zeigt die Ergebnisse der Evaluierung, wobei µMx den Mittelwert, σ
M
x die
Standardabweichung der Ergebnisse der manuellen Markierung darstellen, xa das Er-
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(a) Ausgangszustand (b) nach Registrierung
Abbildung 4.8.: Beispiel der automatischen Landmarkenbestimmung mittels modellbasierter Registrie-
rung.
gebnis der automatischen Segmentierung und xdiff (ya, za, ydiff , zdiff entsprechend)
die Differenz zwischen automatischer und manueller Mittelspunktsbestimmung und d
den euklidischen Abstand zwischen manuell und automatisch bestimmten Mittelpunkt
beschreiben. Eine genaue automatische Mittelpunktsbestimmung ha¨ngt wesentlich von
der Bildqualita¨t ab, große Artefakte durch z.B. Reflektionen sto¨ren die modellbasierte
Registrierung erheblich (Abb. 4.5(c)).
Konvergenz- und Zeitverhalten
Das Optimierungsverfahren konvergiert schon nach wenigen Schritten (Abb. 4.9(a)).
Dies erkla¨rt auch, warum eine Multiresolution-Registrierung nur minimale Vorteile
bringt (Abb. 4.9(b)).
4.3.4.3. Numerische Experimente
Die Lo¨sung der Kalibriergleichungen stellt ein komplexes numerisches Optimierungs-
problem mit mehreren potentiellen Fehlerquellen dar. Die Genauigkeit der Lo¨sung ist
im Wesentlichen abha¨ngig von der Genauigkeit der Landmarkenbestimmung, der Ge-
nauigkeit der Messdaten des EMTS sowie von numerischen Einflu¨ssen. Dazu za¨hlen die
Startwerte des Optimierungsverfahren und die Konditionszahl. Letztere wird maßgeb-
lich durch die Anzahl abgedeckter Freiheitsgrade der Schallsonde bei Datenakquisition
sowie die Parameterskalierung bestimmt. Hohe Konditionszahlen fu¨hren zu instabilen
und ungenauen Lo¨sungen. Im Folgenden wird das oben beschriebene Kalibrierverfahren
numerisch anhand simulierter Daten untersucht. Dabei wurden ausgehend von
~pc = T
c
t T
t
s T
s
i ~pi, (4.10)
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D1 D2 D3 D4 D5 D6 D7 D8 µ σ
σMx 0.31 0.69 0.67 0.51 0.94 0.67 0.47 0.96
µMx 63.9 53.4 63.7 43.4 62.7 50.3 61 47.6
xa 64 55 63 44 61 49 59 49
xdiff 0.1 1.6 0.7 0.6 1.7 1.3 2 1.4 1.17 0.64
σMy 0.48 1.03 0.69 0.87 0.7 0.63 0.56 1.54
µMy 48.3 73.8 42.4 73.1 46.5 72.8 67.1 51.2
ya 38 70 42 71 43 71 65 53
ydiff 0.3 3.8 0.4 2.1 3.5 1.8 2.1 1.8 1.97 1.25
σMz 0.99 0.63 1.33 0.63 0.87 0.63 0.81 1.61
µMz 60.9 65.2 49.3 24.2 24.9 20.2 23 19.8
za 60 64 49 28 25 22 25 22
zdiff 0.9 1.2 0.3 3.8 0.1 1.8 2 2.2 1.53 1.19
d 0.95 4.29 0.86 4.38 3.89 2.85 3.52 3.16 3.58 2.2
Tabelle 4.1.: Vergleich zwischen automatischer und manueller Mittelpunktsbestimmung (Angaben in
Voxel).
die Matrizen T ct , T
t
s und T
s
i beliebig gewa¨hlt. Die Landmarken im Weltkoordinatensy-
stem wurden zu ~pc
0 = ~l0c = (0, 0, 0)
T , ~pc
1 = ~l1c = (x, 0, 0)
T , ~pc
2 = ~l2c = (0, y, 0)
T und
~pc
3 = ~l3c = (0, 0, z)
T gewa¨hlt. Dann wurden mittels
~pi = T
s
i
−1 T ts
−1
T ct
−1~pc (4.11)
die Landmarken im jeweiligen Bildkoordinatensystem bestimmt und in die Kalibrier-
gleichung eingesetzt. Verwendet wurden Landmarken (bzw. Transformationsmatrizen
T ts der Positionsmessung) aus drei unterschiedlichen Raumrichtungen. Der Kalibrie-
rungsfehler ek wird bestimmt zu
ek =
1
N
N∑
i=1

1
4
3∑
j=0
||T ct T ts(i) T˜ si ~lji −~ljc||

 , (4.12)
wobei N die Anzahl verwendeter Aufnahmen (hier drei) und T˜ si die berechnete Kali-
brierungsmatrix bezeichnet.
Abha¨ngigkeit der Lo¨sung von der Genauigkeit der Landmarkenbestimmung
Hier wurden die in Gleichung 4.11 bestimmten Landmarken gema¨ß ~˜ ip = ~pi + ~e gesto¨rt
und in die Kalibrierungsgleichung eingesetzt. Zur Simulation einer zufa¨lligen Sto¨rung
wurde ~e = f(σ) gewa¨hlt, wobei f(σ) ein normalverteiltes Rauschen mit Standardabwei-
chung σ und Mittelwert µ = 0 bezeichnet. Zur Simulation einer systematischen Sto¨rung
wurde ~e = ~c gesetzt. Der Kalibrierfehler steigt mit zunehmendem Maße einer zufa¨lligen
Sto¨rung und liegt in etwa derselben Gro¨ßenordnung wie die Standardabweichung der
Sto¨rung (Abb. 4.10(a)). Systematische Sto¨rungen hingegen wirken sich kaum auf die
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Abbildung 4.9.: Konvergenz- (links) und Zeitverhalten (rechts) der automatischen Landmarkenbestim-
mung (Beispiel).
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Abbildung 4.10.: Stabilita¨t der Kalibrierung bei Ungenauigkeiten der Landmarken (links) und der
Positionsmessdaten (rechts).
78
4.3. Kalibrierungsverfahren
Genauigkeit aus. Im realen Fall werden Kombinationen von zufa¨lligen und systemati-
schen Sto¨rungen auftreten, so dass sich der Fehler zwischen roter und blauer Kurve
ansiedeln sollte. Beispielsweise ist bei der automatischen Landmarkenbestimmung in-
nerhalb eines Datensatzes ein systematischer Fehler zu beobachten (Modellkreuz liegt
falsch in den Daten), wohingegen zwischen den Datensa¨tzen ein zufa¨lliger Fehler auftritt
(die Registrierung ist fu¨r unterschieldiche Datensa¨tze unterschiedlich genau).
Abha¨ngigkeit der Lo¨sung von der Genauigkeit der Positionsmessdaten
Hier wurden die Positionsmatrizen T ts gema¨ß
T˜ ts =


˜r11 ˜r12 ˜r13 tx + e˜
˜r21 ˜r22 ˜r23 ty + e˜
˜r31 ˜r32 ˜r33 tz + e˜
0 0 0 1

 (4.13)
mit r˜ij = rij(α + e, β + e, γ + e) und e = f(σ) bei zufa¨lliger Sto¨rung bzw. e =
c bei systematischer Sto¨rung bestimmt und zur Lo¨sung der Kalibriergleichung mit
den in Gleichung 4.11 bestimmten Landmarken verwendet. Da Translationswerte und
Winkelwerte in unterschiedlichen Bereichen liegen (α, β, γ ∈ [−pi, +pi] und tx, ty, tz ∈
[−500mm, +500mm]), werden Translationswerte mit e˜ = 10e gesto¨rt. Der Kalibrier-
fehler steigt sowohl mit zunehmender zufa¨lliger Sto¨rung als auch mit zunehmender
systematischer Sto¨rung (Abb. 4.10(b)). Wie in Kapitel 4.4 na¨her untersucht, wird die
reale Sto¨rung auch hier eine Mischung aus zufa¨lliger und systematischer Sto¨rung sein.
Man erkennt, dass die Kalibrierungsgleichungen bzgl. Sto¨rung der Positionsmessdaten
sensibler reagieren als bzgl. Sto¨rung der Landmarken.
Abha¨ngigkeit der Lo¨sung von den Positionsdaten
Hier wurde die Kalibrierung fu¨r unterschiedliche, zufa¨llig gewa¨hlte Positionsdaten be-
stimmt. Man erkennt, dass die Kalibrierung robust gegenu¨ber den Positionsdaten ist
(Abb. 4.11(a)), der Fehler liegt jeweils im Bereich [0.25, 0.45]mm bei Konditionszahlen
κ des Gleichungssystems von 50−500 (Abb. 4.11(b)). Die Konditionszahl κ (bei Lo¨sung
θ, siehe auch Kapitel 3.2.1) ist ein Maßfu¨r die schlecht Gestelltheit des Problems, d.h.
fu¨r die Anfa¨lligkeit der Lo¨sung gegenu¨ber Sto¨rungen (siehe Kapitel 3.2.1 und [149]).
Abha¨ngigkeit der Lo¨sung von den Startwerten der Optimierung
Wie oben erla¨utert, werden die Kalibriergleichungen fu¨r mehrere Startwerte gelo¨st.
Dies ist unabdingbar zur Vermeidung lokaler Minima. Beispielsweise wird bei 350
Durchla¨ufen mit zufa¨lligen Startwerten nur zehnmal ein globales Minimum gefunden
(Abb. 4.12). Abhilfe kann hier die Hinzunahme weiterer Aufnahmen bzw. Landmarken
schaffen [149].
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(a) (b)
Abbildung 4.11.: Stabilita¨t der Kalibrierung bei zufa¨llig gewa¨hlten Positionsdaten. Links: Kalibrierfeh-
ler, rechts: Konditionszahl in Abha¨ngigkeit des Kalibrierungsfehlers.
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Abbildung 4.12.: Abha¨ngigkeit der Lo¨sung von den Startwerten der Optimierung.
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4.3.4.4. Beispiel
Im Folgenden wird beispielhaft ein Ergebnis der Kalibrierung einer TEE-Sonde be-
schrieben. Von dem Kalibrierphantom aus Abb. 4.3(a) wurden drei Aufnahmen aus
unterschiedlichen Richtungen gemacht. Dabei ist darauf zu achten, dass die Sonde in
mo¨glichst allen Freiheitsgraden gedreht wird. Ansonsten resultiert daraus eine schlech-
te Kondition der Kalibriergleichungen und damit eine ungenaue und instabile Lo¨sung.
Die Aufnahmen wurden u¨ber das LAN-Interface des Ultraschallgera¨tes an die Kali-
brierapplikation u¨bertragen und die zugeho¨rigen Positionsdaten eingelesen. Pro Auf-
nahme wird eine Messreihe von mehreren hundert Positionsdaten eingelesen, eine hohe
Varianz der Messdaten la¨sst auf eine gesto¨rte Messung schließen. Bei der Kalibrierung
ist darauf zu achten, dass das Wasserbad mo¨glichst warm gehalten wird. Bei einer Tem-
peratur von etwa 50◦C hat Wasser in etwa dieselben Schalleigenschaften wie mensch-
liches Gewebe. Allerdings schaltet das verwendete US-Gera¨t in Kombination mit der
TEE-Sonde bei etwa 42◦C aus Sicherheitsgru¨nden ab. Damit verbleibt immer eine Re-
stungenauigkeit die Schallgeschwindigkeit betreffend. Pro Aufnahme wurde der Kreuz-
mittelpunkt sowie die Kreuzendpunkte zur Lo¨sung der Kalibriergleichung verwendet.
Die Bildauflo¨sung wurde als Unbekannte mit in die Kalibriergleichung aufgenommen,
damit la¨sst sich der Fehler bzgl. Schallgeschwindigkeit in Wasser etwas kompensieren.
Abb. 4.13 zeigt die Ergebnisse der Kalibrierung nach Transformation der Daten in das
globale Koordinatensystem. Die Genauigkeit (RMS-Fehler) lag hier bei dall = 2.99mm,
wobei der Fehler am Kreuzmittelpunkt do = 1.99mm und an den Kreuzendpunkten
dall = 2.8mm betrug. In weiteren Kalibrierversuchen lag die Genauigkeit jeweils im
Bereich 3− 4mm.
4.3.5. Diskussion
Mittels des oben vorgestellten Kalibrierverfahrens ko¨nnen mit wenigen dreidimensio-
nalen Aufnahmen (≥ 3) bereits verwertbare Ergebnisse erzielt werden. Bei den in der
Literatur beschriebenen Verfahren sind oft mehrere hundert 2D Aufnahmen notwen-
dig. Das hier vorgestellte Verfahren verwendet im Gegensatz zu anderen Verfahren,
welche auf Framegrabbing beruhen, digitale Ultraschalldaten. Die Detektion der Land-
marken erfolgt halbautomatisch innerhalb weniger Sekunden. Eine zeitaufwendige ma-
nuelle Nachbearbeitung entfa¨llt in den meisten Fa¨llen. Die berechneten Genauigkeiten
sind etwas geringer als die in der Literatur beschriebenen (1–2mm). Dies la¨ßt sich
zum einen durch die geringen, in der Literatur verwendeten Eindringtiefen, erkla¨ren.
Ha¨ufig werden nur Eindringtiefen von 1–6cm beschrieben. Die hier vergestellten Er-
gebnisse wurden bei in der Herzchirurgie u¨blichen Eindringtiefen von 20–24cm erzielt.
Zum anderen haben schallkopfbedingte Sto¨rungen des elektromagnetischen Positions-
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(a) (b) (c)
(d) (e) (f)
Abbildung 4.13.: Ergebnis der Kalibrierung einer 3D TEE-Schallsonde. Abb. 4.13(a) und 4.13(b) zeigen
eine 3D Ansicht der segmentierten Aufnahmen nach Kalibrierung und Transformation in ein globales
Koordinatensystem. Die Objekte sind in den Farben rot, gru¨n und blau dargestellt. Abb. 4.13(c)
zeigt eine 2D Schicht der transformierten Daten mit entsprechender Farbu¨berlagerung. Abb. 4.13(d)
bis 4.13(f) zeigen jeweils eine 3D Ansicht der Modelle, welche zur automatischen Segmentierung
verwendet wurden.
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messsystems Auswirkungen auf die Genauigkeit (siehe Kapitel 4.4). Diese Sto¨reinflu¨sse
scheinen die Hauptfehlerquelle der Kalibrierungsergebnisse zu sein. Eine weitere Li-
mitation des Kalibrierungsverfahrens besteht in der Phantomkonstruktion. Zum einen
ha¨ngt die Genauigkeit des Verfahrens von der Orthogonalita¨t des Kreuzes ab. Zum an-
deren sind mehrere Optimierungsla¨ufe notwendig, da das Registrierungsverfahren das
Modellkreuz nicht eindeutig registriert und somit eine Permutation an Kombinationen
zu testen ist.
Die hier beschriebene Genauigkeit der Kalibrierung ist im Wesentlichen das Residuum
der Kalibrierungsgleichung. Die exakte Evaluation der Genauigkeit von Kalibrierungs-
verfahren ist ein eigenes Forschungsgebiet. Man unterscheidet dabei im Wesentlichen
zwischen der Bestimmung der absoluten Genauigkeit (accuracy) sowie der Bestimmung
der Wiederholbarkeit (precision). Zur Bestimmung der absoluten Genauigkeit werden
berechnete Werte mit wahren, bekannten Werten verglichen. Zur Bestimmung der Wie-
derholbarkeit werden mehrere Kalibrierungsergebnisse untereinander verglichen. Dabei
lassen sich verschiedene Typen von Daten verwenden, z. B. die Positions eines Punktes,
der Abstand zweier Punkte oder das Volumen eines Objektes. Bei dem hier beschrie-
benen Verfahren besteht hinsichtlich der Evaluierung von absoluter Genauigkeit und
Wiederholbarkeit noch weiterer Forschungsbedarf.
In diesem Kapitel wird erstmals der Aufbau eines positionsmarkierten 3D Ultraschall-
systems mit Hilfe elektromagnetischer Sensoren beschrieben. Der einzige vergleichbare
Ansatz wird von Ye et al. [202] beschrieben, die aus mehreren dreidimensionalen Auf-
nahmen des linken Ventrikels dessen Volumen bestimmten. Zur Positionsmessung wurde
dabei jedoch ein mechanisches System eingesetzt.
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4.4. Einfluss von Ultraschallsonden auf elektromagnetische
Sensoren
4.4.1. Motivation
Die im vorherigen Abschnitt beschriebenen Kalibrierungsgenauigkeiten von etwa 3mm
liegen etwas u¨ber den in der Literatur beschriebenen Werten. Dies hat mehrere Gru¨nde
und wurde in Kapitel 4.3.5 diskutiert. Als Hauptursache wurde eine Sto¨rung der Mess-
ergebnisse durch die Schallsonde vermutet. Dies motivierte zu einer ausfu¨hrlichen Eva-
luation des Sto¨reinflusses verschiedener Ultraschallsonden auf EMTS unterschiedlicher
Technologien. Dazu wurden verschiedene Versuchsanordungen aufgebaut und verschie-
dene Versuchsreihen durchgefu¨hrt. Untersucht wurden die Auswirkungen verschiedener
Sonden auf die gemessene Position (Genauigkeit) sowie auf die Stabilita¨t der Messung
(Varianz der Messdaten, Rauschen).
4.4.2. Literaturu¨bersicht
Einige Arbeiten bescha¨ftigen sich mit dem Einfluss von konduktiven und ferromagne-
tischen Materialien auf elektromagnetische Trackingsysteme, wobei nur wenige den
Einfluss von Ultraschallko¨pfen untersuchen. In [15] wird der Einfluss von vier ver-
schiedenen 2D Schallko¨pfen (zweimal Toshiba, zweimal Acuson) auf jeweils ein AC-
Trackingsystem (Isotrek II, Polhemus) und ein DC-System (Bird, Ascension) unter-
sucht. Der Sto¨reinfluss wurde in Abha¨ngigkeit des Abstandes zwischen Sensor und
Schallkopf studiert. Dabei wurden bei einem Sensor-Emitter Abstand von ∼ 350mm
die Sto¨rungen fu¨r das AC-System von 5–17mm bei einem Sensor-Schallkopf Abstand
von 30mm festgestellt. Das DC-System war robuster und lieferte Sto¨rungen von 3–8mm
bei 30mm Sensor-Schallkopf Abstand. In [85] wird der Einfluss eines 2D Schallkopfes
(C4-2, Ultramate 9, Advanced Tech. Lab, USA) auf das AC-System Aurora (NDI, Ka-
nada) studiert. Der Abstand von Sensor zu Emitter betrug 450mm. Die Verzerrungen
variierten je nach Abstand von Schallkopf zu Emitter zwischen 2–10mm. Ein geringer
Abstand von Schallkopf zu Emitter ergab gro¨ßere Verzerrungen als ein geringer Ab-
stand von Schallkopf und Sensor. In [97] wird nicht der Einfluss von Schallko¨pfen auf
das Trackingsystem evaluiert, sondern der Einfluss von konduktiven Metallen in der
Na¨he eines 3D Freihand Ultraschallsystems basierend auf einem elektromagnetischen
DC-Trackingsystem (miniBird, Ascension). Bei durch konduktive Materialien gesto¨rten
Volumenmessungen an einem Phantom wurden Fehler von 12–15% in Abha¨ngigkeit
der Position des Ultraschallgera¨tes beobachtet. Es finden sich keine Arbeiten, die den
Einfluss von verschiedenen 3D Schallko¨pfen auf unterschiedliche Trackingsysteme und
-technologien untersuchen.
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(a) Versuchsaufbau (b) US-Sonden (c) Sensoren
Abbildung 4.14.: Links: Versuchsaufbau. Mitte: untersuchte Ultraschallsonden, von links nach rechts:
TEE T6H, 2D S3, TTE R5012, Live3D X4. Rechts: Sensoren der eingesetzten elektromagnetischen
Trackingsysteme, von links nach rechts: NDI Aurora 6D, miniBird500, microBird.
4.4.3. Untersuchte Trackingsysteme
Untersucht wurden die Systeme miniBird500, microBird (beide Ascension Technology,
USA) sowie Aurora (NDI, Kanada), siehe Abb. 4.14(c). Die Systeme miniBird500 und
microBird basieren auf einer DC-Feld Technologie. Der Sender besteht aus drei ortho-
gonal angeordneten Spulen, welche nacheinander fu¨r eine gewisse Zeitspanne angeregt
werden. Diese Zeitspanne wird so gewa¨hlt, dass induzierte Wirbelstro¨me in benachbar-
ten Metallen mo¨glichst verschwinden. Aus dem in dem Sensor induzierten Strom kann
die relative Lage bestimmt werden. Elektromagnetische Positionsmessungen unterliegen
zufa¨lligen Sto¨reinflu¨ssen (noise, Rauschen) und systematischen Verzerrungen (distorti-
on, bias). Bei gaussverteilten Messungen entspricht das Rauschen der Standardabwei-
chung und die Verzerrung dem Abstand von gemessenem Mittelwert zu tatsa¨chlichem
Mittelwert. Zufa¨llige Sto¨rungen werden beispielsweise durch Monitore oder schaltende
Stromversorgen hervorgerufen. Systematische Fehler treten beispielsweise durch magne-
tische Materialien oder metallische Gegensta¨nde im Bereich des Messvolumens auf. Das
NDI Aurora System basiert auf einer AC-Feld Technologie. Dabei werden die Sender-
spulen mit einem sinusfo¨rmigen Signal angeregt. Ein Nachteil gegenu¨ber DC-Systemen
ist die erho¨hte Anfa¨lligkeit gegenu¨ber metallischen Objekten. In diesen werden durch
das Wechselfeld Wirbelstro¨me induziert, die wiederum ein Magnetfeld erzeugen. Dage-
gen sind AC-Verfahren weniger anfa¨llig gegenu¨ber statischen Magnetfeldern im Bereich
des Messvolumens.
4.4.4. Untersuchte Schallsonden
Es wurde der Sto¨reinfluss von vier unterschiedlichen Schallsonden untersucht. Als Ul-
traschallgera¨t kam ein Philips SONOS 7500 zum Einsatz. Untersucht wurden die mul-
tiplane TEE-Sonde T6H (Philips, 4-6 MHz), die 2D Sonde S3 (Philips, 1-3 MHz), die
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(a) Versuch Positionsstabilita¨t (b) Versuch Wiederholgenauigkeit und Trajek-
torie
Abbildung 4.15.: Bei Versuch 1 wird die US-Sonde in zufa¨lliger Weise um den fest montierten Sensor be-
wegt (links). Bei Versuch 4 wird eine lineare Strecke mehrmals vorwa¨rts- und ru¨ckwa¨rts abgefahren,
bei Versuch 5 wird eine rechteckige Trajektorie abgefahren (rechts).
multiplane TTE-Sonde R5012 (Philips, 4-6 MHz) sowie die Live3D Sonde X4 (Philips,
Abb. 4.14(b)).
4.4.5. Versuchsaufbau und Versuchsbeschreibung
Der Transmitter wurde jeweils auf einem ca. 1m hohen Tisch platziert. Damit wur-
den Sto¨reinflu¨sse von Stahlkonstruktionen im Boden reduziert. Der Sensor wurde auf
einer ca. 20cm hohen Plastikwanne auf dem Tisch platziert, damit wurden potenti-
elle Sto¨reinflu¨sse der Tischbeine reduziert, siehe Abb. 4.14(a). Das Ultraschallgera¨t
befand sich in einem Abstand von ca. 0.5m zu dem Versuchsaufbau. Ausgewertet wur-
den Positionsdaten ~p = (x, y, z) sowie Orientierungsdaten in Form von Quaternionen
~q = (q0, q1, q2, q3) mit qi ∈ [0, 1].
Versuch 1: Positionsstabilita¨t mit zufa¨lliger Sondenposition
Hier wurde der Sensor auf der Plastikwanne fixiert und die US-Sonde in einem Volu-
men von ±10cm in zufa¨lliger Weise um den Sensor bewegt. Dieser Versuch wurde fu¨r
verschiedene Sondenzusta¨nde (I. Sonde vom Gera¨t entkoppelt (aus), II. Sonde an Gera¨t
angeschlossen (an), III. 3D Datenakquisition durch Rotationsakquisition (rotierend, nur
fu¨r TEE und multiplane TTE Sonde)) durchgefu¨hrt.
Versuch 2: Positionsstabilita¨t mit definierter Sondenposition
Um die Ergebnisse aus Versuch 1 weiter systematisch zu analysieren, wurde die US-
Sonde im Bereich von ±10cm in La¨ngsrichtung bei Querposition pq = 0cm sowie im
Bereich von 0cm bis 10cm in Querrichtung bei La¨ngsposition pl = 0cm auf den Sensor
zugefu¨hrt und eine Reihe von Messdaten fu¨r jede Position akquiriert. Daraus wur-
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Abbildung 4.16.: Versuch 3: Untersuchte Sensorpositionen auf den Schallsonden.
den Mittelwert und Varianz berechnet und mit der Referenzposition (Messwert ohne
Sto¨reinfluss) verglichen. Die Sonden waren dabei mit dem Gera¨t verbunden und aktiv.
Versuch 3: Optimale Sensorposition relativ zur Sonde
Hier wurden fu¨r einige Kombinationen von Sonde/Sensor die Sto¨ranfa¨lligkeiten fu¨r ver-
schiedene Sensorpositionen (Abb. 4.16) an der jeweiligen Sonde bestimmt. Insbesondere
wurden Kombinationen untersucht, bei denen sich in den Versuchen 1 und 2 eine hohe
Sto¨ranfa¨lligkeit herausstellte.
Versuch 4: Wiederholgenauigkeit
Hier wurde zur Verdeutlichung der Auswirkungen von Sto¨reinflu¨ssen eine lineare Strecke
abgefahren, wobei der Sensor an der Sonde montiert war. Die Position am Ausgangs-
punkt wurde mit der Startposition verglichen. Dieser Versuch wurde exemplarisch fu¨r
das miniBird500 System durchgefu¨hrt.
Versuch 5: Trajektorie
Hier wurde eine festgelegte Trajektorie (ein 10 × 10cm großes Rechteck, siehe Abb.
4.15(b)) abgefahren. Der Sensor war dabei an der Sonde befestigt. Die gemessene Tra-
jektorie wurde mit der sto¨rungsfreien Trajektorie (nur Sensor) verglichen. Zusa¨tzlich
wurde die Trajektorie mit dem Sensor abgefahren, wobei die Sonde in Na¨he der Trajek-
torie montiert war. Dadurch wird Anwendungsfall 3 aus Abb. 4.1(b) simuliert. Versuch
5 wurde ebenfalls exemplarisch nur fu¨r das miniBird500 System durchgefu¨hrt.
Versuch 6: Einfluss der Messrate
Fu¨r die gepulsten DC-Systeme miniBird und microBird wurde der Einfluss der Messra-
te untersucht. Eine Verringerung der Messrate kann bei hoch permeablen Materialien
eine Verringerung der Sto¨rung bewirken. Die Schallko¨pfe, die in den vorherigen Versu-
chen erhebliche Sto¨rungen hervorriefen, wurden auf einen fest montierten Sensor gelegt
und die Abweichung zur ungesto¨rten Messung fu¨r verschiedene Messraten bestimmt.
Die Messraten lagen fu¨r das miniBird-System im Bereich (40 − 140)Hz und fu¨r das
microBird-System im Bereich (20− 100)Hz.
87
4. Positionsmarkierter 3D Ultraschall
Berechnung der Positionsstabilita¨t
Fu¨r Versuche 1,2,3 und 6 wurde die Positionsstabilita¨t quantitativ bestimmt, fu¨r Versu-
che 4 und 5 wurde die Positionsstabilita¨t qualitativ durch Diagramme angegeben. Die
quantitative Bestimmung der Positionsstabilit erfolgte durch Berechnung des Abstan-
des dmax einer Messreihe ~pi = (xi, yi, zi) von einer ungesto¨rten Messung ~p0 = (x0, y0, z0)
mittels
dmax = max
i
{
‖~pi − ~p0‖2 =
√
(xi − x0)2 + (yi − y0)2 + (zi − z0)2
}
.
4.4.6. Ergebnisse
Im Folgenden werden zur Wahrung der U¨bersicht nur Messungen von Positionsda-
ten beru¨cksichtigt. Die Orientierungsdaten zeigten hinsichtlich der Sto¨rungen a¨hnliches
Verhalten wie die Positionsdaten. Die Ergebnisse werden hier zusammengefasst, die
Messreihen sind im Anhang zu finden.
Versuch 1: Positionsstabilita¨t mit zufa¨lliger Sondenposition
Eine Auswahl an Ergebnissen von Versuch 1 ist in Abb. A.1 fu¨r das miniBird500 Sy-
stem, in Abb. A.2 fu¨r das microBird System und in Abb. A.3 fu¨r das Aurora System
zu sehen. Abgebildet sind jeweils die Messreihen ohne Sonde, mit eingeschalteter 2D
Sonde, mit eingeschalteter Live3D Sonde, mit aktiver TTE Sonde sowie mit aktiver
TEE Sonde. Tabelle 4.2 fasst die Ergebnisse zusammen. Aufgelistet wird die erfasste
maximale Abweichung dmax. Abbildung 4.17 zeigt die Sto¨rungen eines Positionsmesssy-
stemes bedingt durch unterschiedliche Sonden (Abb. 4.17(a), 4.17(b) und 4.17(c)) sowie
die verursachten Sto¨reinflu¨sse einer Sonde auf die unterschiedlichen Positionsmesssy-
steme (Abb. 4.17(d), 4.17(e) und 4.17(f)). Auffa¨llig ist das gegensa¨tzliche Verhalten
des Aurora-Systems (AC) und der DC-Systeme (miniBird,microBird). Das AC-System
zeigt fu¨r die Live3D Sonde wesentlich schlechtere Ergebnisse als fu¨r die multiplanen
TEE- und TTE-Sonden. Die DC-Systeme hingegen zeigen fu¨r die Live3D Sonde we-
sentlich bessere Ergebnisse als fu¨r die multiplanen Sonden.
Versuch 2: Positionsstabilita¨t mit definierter Sondenposition
Eine Auswahl an Ergebnissen von Versuch 2 ist in Abb. A.4 und A.5 fu¨r das miniBird500
System, in Abb. A.6 und A.7 fu¨r das microBird System und in Abb. A.8 und A.9 fu¨r
das Aurora System zu sehen. Abgebildet ist die mittlere Abweichung sowie die Varianz
in Bezug zur ungesto¨rten Messung.
Versuch 3: Optimale Sensorposition
Die Ergebnisse aus Versuch 1 und 2 zeigen bereits eine deutliche Abha¨ngigkeit des
Sto¨reinflusses von der relativen Lage von Sonde und Sensor. Versuch 3 beleuchtet die-
88
4.4. Einfluss von Ultraschallsonden auf elektromagnetische Sensoren
miniBird/[mm] microbird/[mm] Aurora/[mm]
ohne Sonde 0.15 0.18 0.2
2D aus 0.22 0.1 5.17
2D an 0.28 0.30 5.56
Live3D aus 1.00 5.55 21.20
Live3D an 3.73 8.48 31.61
TTE aus 9.11 29.00 10.92
TTE an 5.45 61.92 10.00
TTE rotierend 12.53 58.26 10.22
TEE aus 6.94 36.57 7.22
TEE an 39.15 38.31 9.83
TEE rotierend 34.75 38.76 9.53
Tabelle 4.2.: Zusammenfassung der Ergebnisse aus Versuch 1. Aufgelistet wird die erfasste maximale
Abweichung dmax von der sto¨rungsfreien Messung ~p0.
(a) (b) (c)
(d) (e) (f)
Abbildung 4.17.: Graphische Zusammenfassung der Ergebnisse von Versuch 1. Dargestellt ist der max.
Fehler bei Verwendung eines bestimmetn EMTS mit unterschiedlichen Sonden (obere Reihe) bzw.
einer bestimmten Sonde mit unterschiedlichen EMTS (untere Reihe).
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miniBird/[mm] microbird/[mm] Aurora/[mm]
Live3D/dmin 1.0(P2/3) 1.00(P3/6) 10.0(P2)
Live3D/dmax 5.0(P1) 12.3(P1) 27.9(P3/6)
TTE/dmin 5.0(P11) 6.0(P11) 1.0(P8)
TTE/dmax 20.9(P5) 119.2(P4) 10.8(P3)
TEE/dmin 3.0(P11) 6.0(P7) 1.0(P5)
TEE/dmax 15.5(P3) 30.4(P3) 8.9(P2)
Tabelle 4.3.: Zusammenfassung der Ergebnisse aus Versuch 3. Aufgelistet wird die erfasste maximale
Abweichung dmax und minimale Abweichung dmin von der sto¨rungsfreien Messung mit zugeho¨riger
Position (P) am Schallkopf (siehe Abb. 4.16).
se Abha¨ngigkeit fu¨r verschiedene Sensorpositionen auf der Sonde genauer. Betrachtet
wurden jene Sensor/Sonde Kombinationen, welche in den Versuchen 1 und 2 eine hohe
Sto¨ranfa¨lligkeit zeigten. In den Abbildungen A.10, A.12 und A.11 sind die positions-
abha¨ngigen Sto¨reinflu¨sse durch Treppenstufen erkennbar. Bei dem Aurora-System ist
im Gegensatz zu den beiden anderen Systemen ein sta¨rkeres Rauschen erkennbar. Ins-
gesamt kann festgestellt werden, das eine hohe Sensitivita¨t bezu¨glich der gewa¨hlten
Sensorpositionen besteht. Tabelle 4.3 fasst die Ergebnisse zusammen. Abbildung 4.18
zeigt die Sto¨rungen eines Positionsmesssystemes bedingt durch unterschiedliche Sonden
(Abb. 4.18(a), 4.18(b) und 4.18(c)) sowie die verursachten Sto¨reinflu¨sse einer Sonde auf
die unterschiedlichen Positionsmesssysteme (Abb. 4.18(d), 4.18(e) und 4.18(f)).
Versuch 4: Wiederholgenauigkeit
Aus Abbildung A.13 (jeweils obere blaue Kurven, relative Distanz zur Startposition)
wird die Wiederholgenauigkeit bzw. Pra¨zision unter Einfluss verschiedener Sonden deut-
lich. Die Wiederholgenaugkeit liegt fu¨r alle Sonden im Bereich von 1− 2mm. Aus den
jeweiligen unteren roten Kurven (absolute Distanz zum Ursprung des Transmitter-
Koordinatensystems) ist jedoch zu sehen, dass trotz akzeptabler Wiederholgenauigkeit
hohe Verzerrungen auftreten. Dies gilt insbesondere fu¨r die TEE-Sonde (Abb. A.13(c))
deutlich. Die Wiederholgenauigkeit wird maßgeblich von der Varianz der Messungen
bestimmt.
Versuch 5: Trajektorie
Dieser Versuch gibt einen Eindruck von Rauschverhalten und Verzerrung. Das Rauschen
wird durch die Rauheit der Trajektorie mit Sto¨reinfluss (rote Kurve) verdeutlicht, die
Verzerrung durch den Abstand zu der sto¨rungsfreien Trajektorie (blaue Kurve). Man
erkennt insbesondere bei der TEE-Sonde (Abb. A.14(c)) und der TTE-Sonde (Abb.
A.14(d)) ein starkes Rauschen sowie eine starke Verzerrung. Bei Anlegen der Sonde an
die Bahn, erkennt man insbesondere fu¨r die TEE- und TTE-Sonde eine starke Abwei-
chung im Bereich der Sonde (Abb. A.15(b) und A.15(c) hinten rechts). Bei Anlegen
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(a) (b) (c)
(d) (e) (f)
Abbildung 4.18.: Graphische Zusammenfassung der Ergebnisse von Versuch 3. Dargestellt ist der min.
Fehler bei Verwendung eines bestimmten EMTS mit unterschiedlichen Sonden (obere Reihe) bzw.
einer bestimmten Sonde mit unterschiedlichen EMTS (untere Reihe).
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der Sonde in die Na¨he des Transmitters sind hingegen weniger Sto¨rungen zu bemerken
(Abb. A.16).
Versuch 6: Einfluss der Messrate
Eine Variation der Messrate ergab fu¨r keines der untersuchten DC-Systeme (mini-
Bird500 und microBird) eine wesentliche Reduktion des Sto¨reinflusses (Abb. A.17 und
A.17). Die Sto¨reinflu¨sse sind damit im Wesentlichen auf ferromagnetische Materialien
in den Sonden zuru¨ckzufu¨hren.
4.4.7. Diskussion
Die Ergebnisse aus Kapitel 4.4.6 liefern wichtige Daten zum Aufbau eines positions-
markierten 3D Ultraschallsystems. Bisher werden in der Literatur vorwiegend positi-
onsmarkierte 2D Ultraschallsysteme beschrieben [18, 39, 133, 148, 141, 158, 17, 194,
160, 26, 112, 159, 200, 109]. Die in dieser Arbeit gewonnenen Daten besta¨tigen einen
geringen Sto¨reinfluss von 2D Sonden auf elektromagnetische Trackingsysteme. Die Ver-
wendung von positionsmarkierten 3D Ultraschallsystemen wird selten beschrieben. In
[106] werden Verfahren zur Kalibrierung von positionsmarkierten 3D Systemen vorge-
stellt, allerdings nur mit simulierten Daten evaluiert. Mo¨gliche Sto¨reinflu¨sse von elek-
tromagnetischen Systemen werden nicht beru¨cksichtigt. In [110] werden elektromagne-
tische Trackingsysteme zur Kontrolle der Positionsstablita¨t von TEE-Sonden wa¨hrend
3D Datenakquisitionen eingesetzt. Hier sind Sto¨reinflu¨sse evtl. zu vernachla¨ssigen, da
nur die relative Position entscheidend ist. Ein System zur Messung des Herzvolumens
aus mehreren 3D Datensa¨tzen wird in [202] beschrieben. Dabei wird jedoch ein me-
chanisches Trackingsystem verwendet, welches keinen Sto¨rungen durch die Schallsonde
ausgesetzt ist. In [31] wird ein Trackingsystem zur Kompensation der Patientenbewe-
gung eingesetzt. Auch hier sind relative Positionsa¨nderungen wichtig und Sto¨rungen
evtl. zu vernachla¨ssigen. Die Ergebnisse der hier beschriebenen Evaluationsstudie zei-
gen, dass je nach verwendetem Schallkopf und Trackingsystem erhebliche Verzerrungen
auftreten ko¨nnen. Die Verwendung von DC-Systemen erscheint in diesem Zusammen-
hang geeigneter. Es besteht eine große Abha¨ngigkeit der Sto¨rung von der Position des
Sensors auf dem Schallkopf. Dies ist beim Aufbau eines positionsmarkierten 3D Ul-
traschallsystems zu beachten. Die Ergebnisse korrelieren mit den Untersuchungen in
[15, 85], die jedoch nur fu¨r 2D Sonden durchgefu¨hrt wurden. Dabei wurden ebenfalls
Abha¨ngigkeiten der Sto¨rung in Bezug auf verwendete Schallsonde und Trackingsystem
festgestellt. Die gemessenen Sto¨rungen lagen dabei im Bereich 2–17mm, wohingegen
in vorliegender Untersuchung bei multiplanen 3D Sonden Sto¨rungen von u¨ber 100mm
gemessen wurden. Insgesamt bleibt festzuhalten, dass beim Aufbau eines positionsmar-
kierten 3D Ultraschallsystems, bzw. bei Anwendungen des 3D Ultraschalls in Kombi-
nation mit positionsmarkierten Instrumenten eine applikationsspezifische Bestimmung
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des Sto¨reinflusses unabdingbar ist.
Die in Abbildung 4.1 beschriebenen Anwendungsszenarien des positionsmarkierten 3D
Ultraschalls bzw. des 3D Ultraschalls in Kombination mit positionsmarkierten Instru-
menten unterliegen unterschiedlichen Sto¨reinflu¨ssen. In Anwendung 1 (Abb. 4.1(a)),
bei der mehrere Volumen aus verschiedenen Richtungen akquiriert werden, kann ei-
ne Verzerrung der Positionsmessung sowie ein erho¨htes Rauschen (hohe Varianz der
Messdaten) resultieren. In Anwendung 2 (Abb. 4.1(b)), bei der ein positionsmarkiertes
Instrument initial mittels Ultraschallaufnahme registriert wird, kann eine Verzerrung
der Positionsmessung des Instrumentes auftreten, wenn das Instrument sich zu nahe an
der Schallsonde befindet. In Anwendungsszenario 3 (Abb. 4.1(c)), wo ein positionsmar-
kiertes Instrument relativ zu einer positionsmarkierten Sonde gezeigt wird, resultiert
eine Sto¨rung durch die Schallsonde in einem Fehler der relativen Position von Schall-
sonde zu Instrument. Im Hinblick auf neue Anwendungen des positionsmarkierten 3D
Ultraschalls (bildbasierte Navigation, Nutzung mehrerer Schallfenster) ist eine genaue
Kenntnis der Sto¨reinflu¨sse unabdingbar. Multiplane 3D Sonden scheinen fu¨r solche
Zwecke nicht geeignet. Die neuen Live3D Sonden zeigen eine ho¨here Robustheit und
erscheinen fu¨r diese Zwecke geeigneter.
4.5. Zusammenfassung
Anwendungen zur Aufnahme von 3D Ultraschalldaten aus mehreren Richtungen als
auch Anwendungen der computergestu¨tzten Chirurgie motivierten zur Erweiterung ak-
tueller 3D Ultraschallsysteme durch elektromagnetische Positionsmesssysteme. In die-
sem Kapitel wurden Methoden zur Verifizierung von These 2:
“Neuartige 3D Ultraschallsonden lassen sich durch elektromagnetische Positionsmesssen-
soren derart erweitern, dass Bildaufnahmen aus verschiedenen Richtungen kombiniert
werden ko¨nnen (positionsmarkierter 3D Ultraschall).”
erarbeitet und diskutiert. Zuna¨chst wurde ein neues Kalibrierungsverfahren vorgestellt.
Das Verfahren basiert im Gegensatz zu in der Literatur beschriebenen Verfahren auf
dreidimensionalen Daten und liefert daher schon mit wenigen Aufnahmen (≤ 3) zufrie-
denstellende Ergebnisse. Die in Versuchen ermittelte Genauigkeit (∼ 3mm) lag jedoch
etwas u¨ber den in der Literatur beschriebenen Genauigkeiten (1–2mm), was sich durch
mehrere Tatsachen erkla¨ren la¨ßt. Einerseits wurde die Kalibrierung fu¨r hohe, in der
Herzchirurgie u¨bliche Eindringtiefen durchgefu¨hrt, andererseits zeigte sich ein deutli-
cher Sto¨reinfluss von 3D Schallsonden auf elektromagnetische Positionsmesssysteme.
In dieser Arbeit wurde daher erstmals eine ausfu¨hrliche Evaluation des Sto¨reinflusses
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aktueller 3D Schallsonden auf aktuelle elektromagnetische Positionsmessysteme unter-
schiedlicher Technologien (DC, AC) durchgefu¨hrt. Der in diesem Kapitel erarbeitete
Beitrag zum Stand der Forschung liegt in
• dem Aufbau eines positionsmarkierten 3D Ultraschallsystem mit elektromagneti-
schen Sensoren,
• einem neuen Kalibrierungsverfahren, welches auf dreidimensionalen Daten arbei-
tet und mit weniger Datensa¨tzen auskommt,
• sowie einer Evaluierungsstudie des Sto¨reinflusses von aktuellen 3D Schallsonden
auf elektromagnetische Trackingsysteme.
Abschließend muss die Aussage von These 2 kritisch diskutiert werden. Sicherlich
ko¨nnen 3D Ultraschallsonden durch elektromagnetische Sensoren erweitert werden. Al-
lerdings zeigen aktuell verfu¨gbare 3D Schallsonden wesentlich ho¨here Sto¨reinflu¨sse auf
elektromagnetische Sensoren als 2D Sonden. Neue Echtzeit-3D Sonden zeigen sich je-
doch in Kombination mit DC-basierten Positionsmesssystemen robust und sind als
positionsmarkierte 3D Sonden einsetzbar. Neben der in Kapitel 3.3.6 beschriebenen
Anwendung zur vektoriellen Geschwindigkeitsbestimmung ergeben sich gerade im Be-
reich der Therapieunterstu¨tzung durch intraoperative Bildgebung und Visualisierung
relativer Positionen von Instrument zu anatomischen Strukturen interessante Anwen-
dungen fu¨r positionsmarkierte 3D Ultraschallsysteme (siehe Kapitel 4.1 und 5).
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KAPITEL 5
Navigation zur minimal-invasiven chirurgischen
Ablation von Vorhoﬄimmern
”
Wenn ein Seemann nicht weiß, wel-
ches Ufer er ansteuern muß, dann ist
kein Wind der richtige.“
Lucius Annaeus Seneca, Philosoph
und Dichter
In Kapitel 2 wurden verschiedene Therapieoptionen fu¨r Vorhoﬄimmern erla¨utert. Ins-
besondere wurde der Stellenwert der kurativen Verfahren mittels Chirurgie und Kathe-
terablation hervorgehoben. Ein neues therapeutisches Verfahren sollte nach Mo¨glichkeit
die Vorteile beider Verfahren kombinieren, insbesondere die Minimalinvasivita¨t der Ka-
theterablationen mit den Heilungsraten chirurgischer Verfahren. Ein europa¨isches Kon-
sortium hat sich genau diese Aufgabe zum Ziel gesetzt. Eine Gruppe von Ingenieuren
aus Frankreich, England, Deutschland und Herzchirurgen aus Belgien, unter Leitung
von GeBo Consult (Bru¨ssel, Belgien) entwickelte ein neues Instrument zur minimal-
invasiven chirurgischen Ablation [19, 57]. In diesem Kapitel wird auf Grundlage von
These 3:
“Der 3D Ultraschall liefert intraoperativ wertvolle und unabdingbare Informationen zur
exakten Platzierung minimal-invasiver Instrumente zur chirurgischen Ablation von Vor-
hoﬄimmern.”
die im Rahmen dieses Projektes entwickelte Konzeption und Realisierung eines bildba-
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(a) minimal-invasives Ablationsinstrument (b) Medizinroboter
Abbildung 5.1.: Links: neues, minimal-invasive Ablationsinstrument[57] und zugeho¨riger Medizinrobo-
ter (rechts).
sierten Navigationsworkflows fu¨r die minimal-invasive Herzchirurgie vorgestellt. Nach
einer Beschreibung des neuen Ablationsinstrumentes und einer Literaturu¨bersicht u¨ber
intrakardiale und chirurgische Navigationssysteme wird in diesem Kapitel der Entwurf
eines System zur ultraschallbasierten, intraoperativen Navigation desselben beschrieben
und diskutiert.
5.1. Hintergund: Ein neues, minimal-invasives
Ablationsinstrument
Die chirurgische Therapie verspricht heute insbesondere bei chronischem Vorhofflimmern
die besten Erfolgsaussichten. Meistens wird dabei der Brustkorb ero¨ffnet (Sternoto-
mie) sowie das Herz unter Verwendung einer Herz-Lungen-Maschine stillgelegt (sie-
he Kapitel 2.1.6). Eine Brustkorbero¨ffnung ist jedoch mit erheblichen postoperativen
Schmerzen und Komplikationen, z.B. der Gefahr einer Entzu¨ndung (Mediastinitis),
verbunden. Die Verwendung von Herz-Lungen-Maschinen birgt weiterhin die Gefahr
von Schlaganfa¨llen, Geda¨chtnisverlusten und Nieren- oder Lungenerkrankungen. Das
neu entwickelte Instrument (Laboratoire d’Automatique, Ecole´ Nationale Supe´rieur de
Me´chanique et des Microtechniques, Besanc¸on) wird in einem minimal-invasiven Ver-
fahren am schlagenden Herzen eingesetzt. Dabei erfolgt der Zugang u¨ber eine kleine
Spreizung der linken Rippen (links-laterale Mini-Thoracotomie). Das eigentliche Ab-
lationsinstrument (Abb. 5.1(a)), im Folgenden Umbrella genannt, besteht aus einer
flexiblen, superelastischen Leiterplatine mit 22 Ablationselektroden. Die Elektroden
ko¨nnen einzeln mittels Radiofrequenz-Energie aktiviert werden. Der Umbrella ist an ei-
96
5.1. Hintergund: Ein neues, minimal-invasives Ablationsinstrument
ner Fu¨hrungsstange befestigt, welche u¨ber einen 10mm Trochar u¨ber das linke Herzohr
in den linken Vorhof eingefu¨hrt wird. Nachdem der Trochar am linken Herzohr befestigt
wurde, wird die Fu¨hrungsstange ausgefahren und der Umbrella kann im Vorhof entfal-
tet werden. Durch die Elastizita¨t kann sich der Umbrella der Herzwand beliebig anpas-
sen. Zusa¨tzlich erfolgt eine Ku¨hlung der Elektroden mittels Salzwasserlo¨sung, um einen
Temperaturanstieg von > 60◦ zu verhindern und tiefere La¨sionen zu gewa¨hrleisten. Der
Umbrella mitsamt Fu¨hrungsstange und Trochar wird an eine mechanischen Schnittstelle
eines Halte- und Manipulatorsystems (medizinischer Roboter) befestigt und mit diesem
gefu¨hrt und gesteuert.
5.1.1. Medizinroboter
Der medizinische Roboter wurde von Arm-
Abbildung 5.2.: Schematische Darstellung des Me-
dizinroboters mit intraoperativ steuerbaren Frei-
heitsgraden.
strong Healthcare Ltd. (London, UK) ent-
wickelt. Er wird manuell vom Chirurgen
am Patienten positioniert. Ist eine opti-
male Position erreicht, wird diese verrie-
gelt. Im Roboter ist eine Steuerbox inte-
griert. In diese Steuerbox wird eine Ein-
heit eingeklinkt, welche im Wesentlichen
aus dem Trochar und dem Umbrella be-
steht. Dieser Teil wird sterilisiert und nur
einmal verwendet. Der Roboter verfu¨gt
zur initialen Positionierung u¨ber drei Frei-
heitsgrade. Nach Fixierung und Entfal-
tung des Umbrellas kann dieser in drei
weiteren Freiheitsgraden bewegt werden
(Translation M5, Kippung M2, Rotation
um die eigene Achse M4, siehe Abb. 5.2).
Dazu wird eine Steuersoftware mit graphischer Oberfla¨che vom Chirurgen interaktiv
bedient. Die Funktionsweise des Medizinroboters entspricht eher der eines Telemanipu-
lators als der eines autonomen Roboters.
5.1.2. Gesamtsystem
Das Gesamtsystem besteht aus einem Steuerrechner, einem Navigationsrechner, dem
Medizinroboter mit Umbrella, einem Ultraschallgera¨t, einem RF-Generator und einer
Pumpe zur Flu¨ssigkeitsku¨hlung (Abb. 5.3). Das Navigationssystem verfu¨gt u¨ber zwei
Schnittstellen zu
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Patient
Ultraschallgera¨t
Steuersoftware Navigationssoftware
Chirurg
unterstu¨tzt
interagiert mit interagiert mit
steuert
steuert liefert Energie
ablatiert
akquiriert Bilder
liefert Bilddaten
Messdaten
Positionsdaten
behandelt
steuert
interagiert mit
RF-GeneratorMedizinroboter
Umbrella
Abbildung 5.3.: Schematische Darstellung des Gesamtsystems. Die in dieser Arbeit bearbeiteten Kom-
ponenten sind dunkel dargestellt.
1. Ultraschallgera¨t zum Einlesen von Bilddaten,
2. Steuersoftware zum Empfang von Positionsdaten des Umbrellas
sowie einer Benutzerschnittstelle zum bedienenden Chirurgen. Die Kommunikation des
Steuerrechners mit dem Medizinroboter und dem Navigationssystem erfolgt u¨ber eine
serielle Schnittstelle. Zum Bilddatentransfer vom Ultraschallgera¨t zum Navigationssy-
stem kommt eine Ethernetschnittstelle zum Einsatz.
5.1.3. Operationsszenario
Wie oben bereits erla¨utert, erfolgt der Zugang zum Herz u¨ber eine links-laterale Mini-
Thoracotomie (Abb. 5.4). Dazu wird der Patient in rechts-lateraler Seitenlage positio-
niert. Zur Stabilisierung werden Druckkissen verwendet. Nach O¨ffnung des Patienten
wird der Haltearm des Medizinroboters so positioniert, dass der Trochar am linken
Herzohr befestigt werden kann. Dazu wird eine chirurgische Schleusentechnik ange-
wandt (Abb. 5.5). Danach erfolgt die Steuerung des Instrumentes u¨ber eine spezielle
Software, welche vom Chirurgen interaktiv bedient wird. Die Bewegungen des Umbrel-
las werden dadurch zu jedem Zeitpunkt durch den Chirurgen kontrolliert. Zu Begin der
Operation wird der Nullpunkt kalibiriert. Dies entspricht der Translationsposition, an
der die Fu¨hrungsstange des Umbrellas aus dem Trochar austritt bzw. in den Vorhof
eintritt. Die Kalibrierung erfolgt u¨ber visuelle Marker des Haltearms. Nach Abschluss
der Operation wird der Umbrella zuru¨ckgezogen, der Trochar entfernt und das Herzohr
verna¨ht.
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Navigationssystem
OP-Schwester
2.Chirurg
Ultraschall
Ana¨sthesist
1.Chirurg
kissen
Druck-
Roboter
Steuereinheit
Abbildung 5.4.: Operationsszenario des neuen chirurgischen Ablationsverfahrens.
LAA mit Schlinge
LA LAA
zuziehen...
...und aufschneiden. Trochar einfu¨hren...
...und zweite Schlinge Erste Schlinge lo¨sen... ...und zweite mit Trochar verbinden.
an Trochar befestigen.
Abbildung 5.5.: Zugang zum linken Vorhof (left atrium, LA) u¨ber das Herzohr (left atrial appendage,
LAA).
99
5. Navigation zur minimal-invasiven chirurgischen Ablation von Vorhoﬄimmern
5.1.4. Navigationsunterstu¨tzung
Durch die minimal-invasive Anwendung des neuen Instrumentes ist eine bildgestu¨tzte
Navigationsunterstu¨tzung unabdingbar. Der Chirurg hat wa¨hrend der Operation keine
Sicht auf das Instrument und die anatomische Zielregion, welche sich innerhalb des
linken Vorhofs befinden. Ziel einer solchen Navigation ist die Darstellung der (nicht
einsehbaren) realen Situation auf einem Computer durch eine dreidimensionale Vi-
sualisierung von (virtueller) anatomischer Zielregion und (virtuellem) Instrument und
deren relativer Lage zueinander.
5.2. Stand der Forschung
Zur Eingliederung der entwickelten Methoden in den Stand der Forschung wird im
Folgenden ein Literaturu¨berblick u¨ber bildgestu¨tzte chirurgische Navigationsverfahren
und navigierte Katheterablationsverfahren gegeben.
5.2.1. Allgemeine bildgestu¨tzte Navigation
Bildgestu¨tze Navigationsverfahren sind in einigen Bereichen der Medizin, insbesondere
bei Eingriffen an starren Regionen, in klinischer Routine zu finden. Ziel einer navi-
gierten Chirurgie ist die Darstellung der relativen Lage von Instrument zu Anatomie
auf einem Bildschirm. Zu Unterscheiden ist hierbei das “reale therapeutische Objekt”
von dem “virtuellen therapeutischen Objekt” sowie das “reale Instrument” von dem
“virtuellen Instrument” [100]. Das virtuelle therapeutische Objekt wird meist durch
Bildgebungsverfahren erzeugt. Nun soll auf dem Rechner das virtuelle Instrument rela-
tiv zu dem virtuellen therapeutischen Objekt visualisiert werden. Entscheidend dabei
ist die Abbildung des Koordinatensystems des virtuellen Instrumentes auf das Koordi-
natensystem des virtuellen therapeutischen Objektes enstprechend der realen Situation.
Dies kann bei bildgestu¨tzten Verfahren durch folgende Szenarien erreicht werden:
1. Navigation mit Registrierung
(a) pra¨operative Bilddaten mit Markern (PBMM): hier werden pra¨operative
Bilddaten mit zuvor implantierten oder aufgeklebten Markern angefertigt.
Diese Marker werden intraoperativ mit einem positionsmarkierten Zeiger an-
gefahren und in den Bilddaten markiert. Mit der dadurch erhaltenen Zuord-
nung kann die Abbildung von Instrumentenkoordinaten zu Bildkoordinaten
berechnet werden.
(b) pra¨operative Bilddaten ohne Marker (PBOM): hier werden pra¨operativ Bild-
daten ohne Marker angefertigt. Intraoperativ werden weitere Bilddaten (z.B.
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Ultraschall, Oberfla¨chenscan) erhoben. Diese intraoperativen Bilddaten mu¨s-
sen positionsmarkiert im Instrumentenkoordinatensystem vorliegen. Nach
einer Bildregistrierung von intraoperativen und pra¨operativen Daten kann
die Abbildung von Instrumentenkoordinaten zu Bildkoordinaten berechnet
werden. Alternativ ko¨nnen anstatt einer intraoperativen Bildgebung anato-
mische Landmarken mit einem positionsmarkiertem Zeiger angefahren wer-
den. Bei diesem Prinzip werden externe Marker durch interne, anatomische
Landmarken ersetzt.
(c) intraoperative Bilddaten mit Marker (IBMM): wie (1a), jedoch werden in-
traoperativ erzeugte Bilddaten verwendet. Man kann damit einfach auf Mor-
phologiea¨nderungen wa¨hrend der OP reagieren und neue Bilder anfertigen.
(d) intraoperative Bilddaten ohne Marker (IBOM): wie (1c), jedoch werden
statt externer Marker anatomische Landmarken zur Registrierung verwen-
det. Auch hier kann einfach auf Morphologiea¨nderungen wa¨hrend der OP
reagiert werden.
(e) intraoperative Bilddaten ohne Landmarken (IBOL): hier wird eine intraope-
rative Aufnahme des therapeutischen Objektes als auch des Instrumentes an-
gefertigt. Ein Abtasten von Landmarken oder Markern entfa¨llt. Nach einer
Identifikation (Segmentierung) des Instrumentes in den Bilddaten ko¨nnen
Instrumentenbewegungen relativ zu den Bilddaten angezeigt werden.
2. Navigation ohne Registrierung
(a) positionsmarkierte intraoperative Bildgebung (PIB): hier werden intraope-
rativ positionsmarkierte Bilddaten erhoben. Die relative Lage des positi-
onsmarkierten Instrumentes ist nun direkt in den Bilddaten visualisierbar.
Einsetzbare Modalita¨ten sind Ultraschall und C-Bo¨gen, erste Erfahrungen
existieren auch mit positionsmarkierten CT-Gera¨ten [152].
(b) intraoperative Echtzeitbildgebung (IEB): hier werden Bildaufnahmen des
therapeutischen Objektes und des Instrumentes in Echtzeit erhoben. Bei
ausreichender Erkennbarkeit des Instrumentes in den Bilddaten ist dessen
relative Lage zur Anatomie beurteilbar. Als bildgebende Verfahren sind Ul-
traschall, C-Bo¨gen oder Videobilder (Endoskopie) einsetzbar. Hier kann auf
eine Positionsmarkierung des Instrumentes verzichtet werden.
Vor- und Nachteile der Verfahren mit Beispielen werden in Tabelle 5.1 zusammenge-
fasst. Die Positionsmessung von Instrument und/oder Bildmodalita¨t erfolgt meist mit-
tels optischen oder elektromagnetischen Technologien. In der Neurochirurgie (z.B.Vector-
101
5. Navigation zur minimal-invasiven chirurgischen Ablation von Vorhoﬄimmern
Prinzip Vorteil Nachteil Beispiel
PBMM Hochauflo¨sende
Bilddaten (CT,
MRT)
Ungenauigkeiten durch Re-
gistrierung, Notwendigkeit
von externen Markern
Katheterablation [42],
Gelenkchirurgie [100],
HNO-Chirurgie [188],
Neurochirurgie (Komb.
PBMM-PBOM mit in-
traop. CT)[136]
PBOM Hochauflo¨sende
Bilddaten, keine
externen Marker
Ungenauigkeiten durch
bildbasierte Registrierung
oder ungenaue anatomische
Landmarken
Leberchirurgie [70], Ge-
lenkchirurgie [100], MKG-
Chirurgie[81], Neurochirur-
gie [114]
IBMM Intraoperatives Up-
date bei Morpholo-
giea¨nderung mo¨glich
meist eingeschra¨nkte Bild-
qualita¨t (C-Bogen, Ultra-
schall), Notwendigkeit von
externen Markern
Gelenkchirurgie [100]
IBOM Intraoperatives
Update bei Mor-
phologiea¨nderung
mo¨glich, keine
externen Marker
meist eingeschra¨nkte
Bildqualita¨t (C-Bogen, Ul-
traschall), Ungenauigkeiten
durch ungenaue Abtastung
anatomischer Landmarken
Gelenkchirurgie [100]
IBOL Intraoperatives
Update bei Mor-
phologiea¨nderung
mo¨glich, keine
externen oder ana-
tomischen Marker
meist eingeschra¨nkte
Bildqualita¨t (C-Bogen,
Ultraschall), Segmentie-
rung/Lokalisation von
Instrument in Bilddaten
erforderlich
aktive Katheternavigation
[53], vorliegende Arbeit
PIB Registrierung
entfa¨llt, “shoot-
and-navigate”
exakte Kalibrierung der
Bildmodalita¨t notwendig,
bisher nur C-Bogen und
Ultraschall
Gelenkchirurgie (C-Bogen)
[100], Neurochirurgie (US)
[21], Tumorablation [168]
IEB Registrierung
entfa¨llt, kein Po-
sitionsmesssystem
notwendig
Echtzeitbildgebung notwen-
dig, Instrument muss in
Bildbereich sein
Katheterablation [98],
Herzchirurgie [103]
Tabelle 5.1.: U¨bersicht u¨ber aktuelle bildbasierte Navigationsprinzipien.
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Vision, BrainLAB AG), HNO-Chirurgie (z.B. Kolibri, BrainLAB AG) und der Or-
thopa¨die (z.B. OrthoPilot, Aesculap AG & Co.KG) werden schon seit einigen Jahren
Navigationsverfahren in klinischer Routine eingesetzt. Neben bildbasierten Verfahren
werden in der Orthopa¨die auch bildfreie Systeme eingesetzt [100].
Aktuelles Forschungsgebiet ist die Navigation in der Weichteilchirurgie. Hier besteht
die Herausforderung in der Vorhersage der Gewebeverschiebung. Ein Ansatz ist das
Einbringen sogenannter Navigationshilfen, welche mit elektromagnetischen Sensoren
bestu¨ckt sind, in die Zielregion [235]. Aus der Verschiebung dieser Navigationshilfen
und der Integration von physikalischem Wissen u¨ber Gewebebewegung (z.B. Glattheit
und Inkompressibilita¨t) lassen sich nun Verschiebung innerhalb der Zielregion vorher-
sagen. Eine aktuellen U¨berblick u¨ber Methoden zur intraoperativen Bestimmung von
Gewebeverschiebungen geben Hawkes et al. [72].
Alle in der Literatur beschriebenen Verfahren sind darauf ausgelegt, starre Instrumente
zu navigieren. Arbeiten u¨ber die Navigation von sich verformenden Instrumenten sind
nicht zu finden.
5.2.2. Navigation in der minimal-invasiven und robotergestu¨tzten
Herzchirurgie
Bei vielen minimal-invasiven herzchirurgischen Eingriffen, z.B. minimal-invasive Bypass-
OP (MICAB) [116] oder minimal-invasive Radiofrequenzablation [6], ist die Sicht auf
das Operationsfeld groß genug, um auf zusa¨tzliche Bildgebung oder Navigation verzich-
ten zu ko¨nnen. Bei zu kleinem OP-Feld werden video-assistierte Eingriffe beschrieben
[103]. Diese Technik ist auch bei minimal-invasiven Eingriffen mittels Telemanipula-
tor [43, 105, 179, 102] u¨blich, wo u¨ber einen zusa¨tzlichen Port eine Kamera eingefu¨hrt
wird. Die Steuerung erfolgt nun mittels direkter visueller Ru¨ckkopplung von Kamera-
bild zu Chirurg. Zunehmend wird auch der Einsatz von transo¨sophagealem Ultraschall
(TEE) beschrieben [166, 111]. So wird zur Beurteilung der Herzfunktion bei minimal-
invasiven Bypass- und Klappen-Operationen TEE eingesetzt [166]. Auch fu¨r die Port-
Access-Chirurgie1 liefert TEE wichtige Information[166, 111]. Die Rolle von TEE in
der Herzchirurgie nimmt dabei invers proportional mit der Sicht des Chirurgen auf das
OP-Feld zu [111].
1Bei der Port-Access-Chirurgie wird eine Herz-Lungen-Maschine ohne Ero¨ffnung des Brustkorbes an-
geschlossen.
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5.2.3. Konventionelle Katheternavigation
Die exakte Positionierung von Ablationskathetern ist ein kritischer Schritt bei der Be-
handlung von Vorhoﬄimmern. Entweder mu¨ssen anatomische oder elektrophysiologi-
sche Landmarken exakt erreicht (fokale Ablation) oder kontinuierliche La¨sionen erzielt
werden (PV-Isolation, Katheter-Maze). Am ha¨ufigsten in klinischer Routine eingesetzt
wird dabei die klassiche Ro¨ntgenbildgebung (Fluoroskopie). Dabei werden wa¨hrend der
Katheterplatzierung Echtzeitbilder angefertigt. Das Verfahren entspricht daher Kate-
gorie IEB aus Tabelle 5.1.
Bei alleinigem Einsatz der Fluoroskopie ko¨nnen
Abbildung 5.6.: Klassische fluoroskopi-
sche Navigation.
Interventionszeiten von bis zu 6 Stunden bei meh-
reren Stunden Ro¨ntgenbelastung (siehe Tabelle
5.2) entstehen, was eine nicht zu unterscha¨tzende
Belastung fu¨r Patient und Kardiologen darstellt
[12, 118]. Die Fluoroskopie ist ein Projektionsver-
fahren, sodass die dreidimensionale Orientierung
schwierig ist. Damit ist im Falle von Ablations-
verfahren die Gefahr groß, zu nahe und zu tief
in den Pulmonalvenen zu ablatieren. Weiterhin
ist der Kontakt des Katheters mit dem Gewebe
schlecht beurteilbar und anatomische Varianten
der Pulmonalvenen ko¨nnen intraoperativ schwer
beurteilt werden. Zur Beurteilung der Anatomie
ist die Gabe von Kontrastmittel (Angiographie) notwendig.
5.2.4. Elektroanatomische Navigationssysteme
Die in diesem Kapitel beschriebenen elektroanatomischen Navigationssysteme helfen
die Fluoroskopiezeiten zu senken und eine genauere Positionierung zu erzielen. Aller-
dings kann auch beim Einsatz dieser auf die Fluoroskopie nicht komplett verzichtet
werden. Grundlage der Verfahren ist die Positionsbestimmung der Katheter innerhalb
des Vorhofs. Dazu werden verschiedene physikalische Prinzipien eingesetzt. Durch Ab-
tastung des Endokards wird ein geometrisches Modell erzeugt. Damit kann die relative
Lage von Ablationskatheter zu Anatomie zu jedem Zeitpunkt visualisiert werden. Die
beschriebenen Systeme lassen sich in Kategorie PIB aus Tabelle 5.1 einordnen. Im Fol-
genden wird auf Details und Unterschiede der aktuellen elektroanatomischen Systeme
eingegangen. Die beschriebenen Systeme sind kommerziell verfu¨gbar und werden in
klinischer Routine eingesetzt. Die Funktionsweisen der unterschiedlichen Systeme mit
ihren jeweiligen Vor- und Nachteilen werden in Tabelle 5.2 zusammengefasst.
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Abbildung 5.8.: Anwendung des Ensite-Navigationssystems. Rechts dargestellt ist ein rekonstruierter
linker Vorhof. Der Abtastkatheter wurde dazu in alle vier Pulmonalvenen gefu¨hrt. Auf den Fluoro-
skopieaufnahmen (links) ist der Ballon-Referenzkatheter zu erkennen[79].
5.2.4.1. Ensite 3000
Grundlage der Katheternavigation mit-
Abbildung 5.7.: Ensite 3000 System mit Referenz-
Balloon[161].
tels Ensite 3000 (Endocardial Solutions,
USA) ist ein ballonartiger Referenzkathe-
ter (Abb. 5.7), welcher unter Ro¨ntgen-
kontrolle platziert wird (Abb. 5.8). Der
Referenzkatheter besteht aus 64 sehr du¨n-
nen Dra¨hten und einer Vielzahl von Elek-
troden. Der Balloon wird unter Flouro-
skopiekontrolle plaziert und danach entfaltet. Er dient einerseits zur Aufzeichnung der
endokardialen Potentiale (Mapping). Andererseits wird er als Referenzkatheter zur Be-
stimmung der Lage von Arbeitskathetern verwendet. Es sind keine speziellen Arbeitska-
theter notwendig, jeder gewo¨hnliche Katheter kann verwendet werden. Durch Abgabe
eines Niedrigstromes kann der Signalwinkel des Arbeitskatheters zu den Elektroden des
Referenzkatheters und damit seine relative Lage bestimmt werden. Zur Bestimmung
einer dreidimensionalen Geometrie werden mehrere Punkte des Endokards abgetastet,
Hindricks et al.[79] verwendet beispielsweise die vier Pulmonalvenen als Abtastpunkte.
Das System liefert eine Genauigkeit von 4±3.2mm [12]. Ein klinischer Einsatz zur Ab-
lation von Vorhofflimmern wird von Hindricks et al.[79] beschrieben. Der große Balloon
und dessen schlechte Positionsstabilita¨t sind Nachteile des Verfahrens.
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5.2.4.2. Ensite NavX und Ensite DIF
Eine Weiterentwicklung stellt das Ensi-
Abbildung 5.9.: Ensite NaxX/DIF System [199].
te NavX System (Endocardial Solutions,
USA) dar. U¨ber drei orthogonal angeleg-
te Hautelektroden wird ein Potentialfeld
aufgebaut[199]. Durch Potentialmessung
im Arbeitskatheter kann dessen relative
Lage bestimmt werden. Die Konstruktion
der dreidimensionalen Geometrie erfolgt
wie beim Ensite 3000 System durch Ab-
tastung mehrerer Punkte des Endokards.
Eine Erweiterung das NavX System stellt das Ensite DIF (Digital Image Fusion) Kon-
zept dar. Hierbei wird ein pra¨operativ akquirierter MRT- oder CT-Datensatz neben der
rekonstruierten Geometrie angezeigt (Abb. 5.9). Zuku¨nftiges Ziel der Ensite Systeme
ist eine Registrierung von pra¨operativen Daten mit der rekonstruierten Geometrie, um
eine Navigation auf pra¨operativen Daten zu ermo¨glichen. Dies entspra¨che Kategorie
PBOM aus Tabelle 5.1.
5.2.4.3. LocaLisa
Das LocaLisa System (Medtronic, USA, siehe Abb. 5.10(a)) ist ein reines Navigations-
system und verfu¨gt in Gegensatz zu den anderen Systemen u¨ber keine Funktionalita¨t
zum Mapping elektrischer Aktivita¨ten [196, 117, 12]. Es kann mit jedem Ablationska-
theter verwendet werden. Dazu wird a¨hnlich wie bei dem Ensite NavX/DIF System
ein externes elektrisches Feld mittels drei orthogonalen Hautelektroden angelegt. Es
wird jeweils ein Strom von 1mA und leicht unterschiedlichen Frequenzen im Bereich
von etwa 30kHz in drei orthogonale Richtungen abgegeben. Diese Felder erzeugen nun
unterschiedliche Potentiale an den Kathetern, womit diese ra¨umlich verfolgt werden
ko¨nnen. Das System liefert eine Positionierungsgenauigkeit von 2mm bei einer Wieder-
holgenauigkeit von 1.4 ± 1.1mm [196]. In [117] konnte bei Verwendung des LocaLisa
Systems bei einer Pulmonalvenen-Isolation eine signifikant geringere Fluoroskopiezeit
(8± 4min) gegenu¨ber reiner fluoroskopischer Navigation (23± 9min) gezeigt werden.
5.2.4.4. CARTO
Grundlage des CARTO Systems (Biosense Webster, USA, siehe Abb. 5.10(b)) ist ein
externes Magnetfeld, welches u¨ber ein Generatorpad unter dem Patienten erzeugt wird
[63]. Das Generatorpad baut magnetische Felder mit abnehmender Feldsta¨rke auf. Die
relative Lage in Bezug auf die Magnetfeldgeneratoren als auch die Orientierung eines
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(a) LocaLiza (b) CARTO
Abbildung 5.10.: Links: LocaLiza-System[117], rechts: CARTO-System mit rekonstruiertem Vorhofmo-
del, anatomischen Landmarken und gelegten Ablationslinien[139].
speziellen Katheters ko¨nnen daraus bestimmt werden. Dazu ist ein Magnetfeldsensor
an der Spitze des Katheters notwendig. Der Sensor ermo¨glicht die Bestimmung des
Abstandes zu jedem der Generatoren. Der Schnittpunkt der dadurch erzeugten Kuge-
loberfla¨chen ergibt die aktuelle Lage des Katheters. Durch Abtasten mehrerer Punkte
des Endokards kann eine dreidimensionale Geometrie erzeugt werden (Abb. 5.10(b)).
Dabei werden Punkte nur beachtet, wenn die Positionstabilita¨t u¨ber mehrere Herz-
zyklen < 2mm betra¨gt. Die Ablationskatheter werden relativ zu dieser anatomischen
Karte angezeigt. Zur Kompensation der Herzbewegung wird die Position bzgl. eines
bestimmten Punktes des EKG’s gemessen (EKG-Triggerung). Wird auf die R-Zacke
getriggert, wird jeweils die diastolische Lage des Katheters angezeigt. Zur Kompensa-
tion der Patientenbewegung und der globalen Herztranslation wa¨hrend eines Zyklus
wird ein Referenzkatheter an eine bestimmte Stelle, z.B. in den Koronarsinus, gesetzt.
Die Position des Arbeitskatheters wird nun relativ zu diesem Referenzkatheter be-
stimmt. Die Positionierungs- als auch die Wiederholgenauigkeit liegen im Millimeter-
bereich [63, 169]. Der Einsatz von CARTO zur Ablation von Vorhoﬄimmern wird von
Pappone et al.[144] beschrieben.
5.2.4.5. RPM
Das RPM System (Cardiac Pathways, USA) basiert auf einer Ultraschall-Ranging Tech-
nologie [35, 12]. Dazu werden zwei Referenzkatheter in den rechten Vorhof und die rechte
Kammer eingefu¨hrt. Die Referenzkatheter verfu¨gen u¨ber vier, der Ablations-/Mapping-
Katheter u¨ber drei Ultraschallempfa¨nger. Ein externer Ultraschallsender sendet Pulse
mit 558.5kHz. Durch Zeitmessung und einer Triangulationstechnik ko¨nnen die relativen
Positionen der Katheter bestimmt werden. Die Positionsstabilita¨t der Referenzkatheter
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(a) generisches Herz-
model
(b) rekonstruierter
linker Vorhof
(c) Darstellung der Ablationskatheter
Abbildung 5.11.: Beim RPM System wird ein generisches Herzmodell (links) mittels mehreren abge-
tasteten Landmarken angepasst[163]. Mitte: Beispiel mit vier Landmarken (in diesem Fall die vier
Pulmonalvenen). Die Ablationskatheter werden in einer 3D Darstellung relativ zu den Landmarken
und Referenzkatheter visualisiert (rechts).
wird mit 5mm angegeben [35], die Wiederholgenauigkeit mit 2 ± 1.2mm. Das System
wurde u.a. zur Ablation von fokalem Vorhoﬄimmern eingesetzt [163].
System Funktion Vorteil Nachteil
Ensite 3000 Referenz-Katheter,
Strommessung
keine Spezialkatheter dicker Referenzkatheter,
geringe Stablilita¨t des Re-
ferenzkatheter
Ensite NavX/DIF Spannungsfeld mit
Hautelektroden
keine Spezialkatheter,
keine Referenzkathe-
ter, pra¨operative Daten
anzeigbar
CARTO Magnetfeld kein Referenzkatheter Spezialkatheter
LocaLisa Spannungsfeld mit
Hautelektroden
keine Spezialkatheter,
kein Referenzkatheter
kein Mapping
RPM Referenzkatheter,
Ultraschall
Spezialkatheter, Stabli-
lita¨t des Referenzkathe-
ters, Genauigkeit des
Ultraschalls
Tabelle 5.2.: Systeme zur Katheternavigation.
5.2.5. Einbezug pra¨operativer Bilddaten
Die bisher beschriebenen Navigationsverfahren zur Katheterablation besitzen folgende
Nachteile. Die Fluoroskopie-basierten Verfahren aus Kapitel 5.2.3 liefern keine tomogra-
phische Daten (Schnittbilder), was die dreidimensionale Navigation von intrakardialen
Kathetern erschwert. Verbesserung versprechen biplanare Fluorsokopie-Gera¨te, welche
zwei orthogonale Projektionsbilder liefern. Mittels 3D Iso-C-Bo¨gen werden zwar 3D
108
5.2. Stand der Forschung
(a) Navigation auf MR Daten (b) Navigation auf CT Daten
Abbildung 5.12.: Intraoperative Visualiserung bei Navigation auf MRT-Daten (links) und CT- Daten
(rechts).
Rekonstruktionen aus mehreren Fluoroskopie-Aufnahmen mo¨glich, dies jedoch unter
Inkaufnahme erho¨hter Ro¨ntgenbelastung und Verlust der Echtzeitfa¨higkeit. Die durch
Abtastung gewonnenen Modelle der elektroanatomischen Verfahren aus Kapitel 5.2.4
liefern nur diejenige Geometrie, welche mittels Katheter zuvor auch abgetastet wur-
de. Dabei ko¨nnen wichtige anatomische Landmarken oder Pulmonalvenen-Variationen
(siehe Kapitel 2) u¨bersehen werden. Zudem erho¨ht die Abtastung den Zeitaufwand
und ist zusa¨tzlich noch auf fluoroskopische Daten angewiesen. Durch die zunehmende
Anwendung anatomisch orientierter Ablationsverfahren zur Behandlung von Vorhof-
flimmern (Pulmonalvenen-Isolation, Katheter-Maze, siehe Kapitel 2) wird eine genaue,
dreidimensionale Bildgebung der Anatomie immer wichtiger. Im Folgenden werden ak-
tuelle Forschungsansa¨tze zur Navigation von Ablationskathetern auf tomographischen
Bilddaten vorgestellt, welche bisher noch nicht den Einzug in kommerzielle Systeme
gefunden haben. Die Verfahren sind Kategorie POMM aus Tabelle 5.1 zuzuordnen.
5.2.5.1. Magnetresonanztomographie
Eine Navigation auf pra¨operativ akquirierten MRT-Daten wird von einer Gruppe der
Johns-Hopkins School of Medicine (Baltimore, USA) beschrieben [42]. Die Position der
Katheter wird dabei mittels des Magellan Systems (Biosense Webster, USA) bestimmt,
welches auch intern vom CARTO-System verwendet wird. Entscheidend bei der Naviga-
tion auf pra¨operativen Daten ist die Registrierung. Hier werden mehrere Marker auf die
Hauptoberfla¨che geklebt. Danach wird ein MRT-Datensatz akquiriert. Dann werden die
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Marker mit dem Ablationskatheter angefahren und in den Bilddaten lokalisiert. Aus
diesen Informationen la¨sst sich eine rigide Registrierungs-Transformation berechnen.
Die aktuelle Lage des Ablationskatheters kann nun relativ zu den MRT-Daten ange-
zeigt werden (Abb. 5.12(a)). Ein zusa¨tzlicher Referenzkatheter auf der Brust sorgt fu¨r
die Kompensation von Lage- und Atembewegungen, welche durch Ana¨stisierung weiter
minimiert wird. Es wird nur ein statisches 3D Volumen verwendet. Dazu werden die
Datenakquisition als auch die Positionsbestimmung des Katheters EKG getriggert. Das
System lieferte in in-vivo Experimenten am Tier eine Genauigkeit von 2.74± 0.52mm
bei einer Pra¨zision von 1.97±0.44mm. Die in-vitro Genauigkeit liegt bei 1.11±0.06mm
bei einer Pra¨zision von 0.30 ± 0.07mm. Die Wiederholgenauigkeit bei rechts-atrialen
Ablationen liegt bei 3.92± 0.5mm. Die Gesamtgenauigkeit des Systems wird bestimmt
durch die Auflo¨sung der MRT-Daten, die Genauigkeit des Navigationssystem, die Ge-
nauigkeit der Registrierung, die Triggergenauigkeit und dem Einfluss der Atem- und
Lagebeweglichkeit des Patienten.
5.2.5.2. Computertomographie
Ebenfalls von der Gruppe der Johns-Hopkins School of Medicine wird ein System ba-
sierend auf pra¨operativen CT-Daten vorgestellt (Abb. 5.12(b)). Die Funktionsweise
entspricht dem System aus Kapitel 5.2.5.1. Bei Tierversuchen wurde eine in-vivo Ge-
nauigkeit von 4.69± 1.70mm bei einer Pra¨zision von 2.22± 0.69mm ermittelt.
5.2.6. Ultraschallbasierte Katheternavigation
In letzter Zeit wird vermehrt der Ein-
Abbildung 5.13.: TEE zur Katheternavigation.
satz von Ultraschall zur Katheternaviga-
tion beschrieben. Dabei kommen intra-
kardiale (ICE) als auch TEE-Sonden zum
Einsatz. Der wesentliche Unterschied zu
der zuvor beschriebenen CT/MRT-Navi-
gation besteht darin, dass die Daten nicht
pra¨operativ erhoben werden. Vielmehr wer-
den die Aufnahmen wa¨hrend des Eingrif-
fes akquiriert, wodurch der Registrierungs-
schritt entfa¨llt (Kategorie IEB aus Tabel-
le 5.1). Allerdings ist eine Echtzeitbildgebung notwendig, welche fu¨r aktuelle TEE-
Sonden (z.B. Philips T6H) nur im 2D Betrieb verfu¨gbar ist. Bei Verwendung von zwei-
dimensionalen Schnittbildern ist eine exakte Positionierung der Bildebene notwendig,
um anatomische Landmarken sowie die Katheterspitze zu sehen.
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Der Vorteil der TEE-Bildgebung gegenu¨ber dem Einsatz der Fluoroskopie liegt unter
anderem in i) der Beurteilbarkeit des Abstandes von Katheter zu Pulmonalvenen, ii) der
Erkennbarkeit anatomischer PV-Variationen [98], iii) der Erkennbarkeit von Thromben
[119], iv) der Messbarkeit des Durchmessers der Pulmonalvenen sowie v) der Erkenn-
barkeit von Stenosenbildung in den Pulmonalvenen [123]. Weiterhin sind Ultraschall-
aufnahmen strahlenfrei. Kinaired et al.[98] beschreiben den kombinierten Einsatz von
TEE mit Fluoroskopie zur Katheternavigation. Durch die guten Mo¨glichkeiten von TEE
zur Beurteilung der Anatomie konnte dabei auf eine Angiographie, d.h. auf Gabe von
Kontrastmittel wa¨hrend fluoroskopischer Aufnahmen, verzichtet werden.
Neben TEE werden auch intrakardiale Ultraschallsonden (ICE) zur Katheternavigati-
on eingesetzt. Diese werden wie ein Katheter in das Herz eingefu¨hrt. In verschiedenen
Studien konnte die Heilungsrate durch den Einsatz von ICE verbessert werden [165],
[155]. Mangrum et al. [119] beschreiben den kombinierten Einsatz von ICE mit fluoro-
skopischen Daten. Der Einsatz eines prototypischen 3D ICE-Katheters bei navigierten
Interventionen wird in [170] beschrieben.
Zur Abscha¨tzung der Positionierungs- und Wiederholgenauigkeit mittels ICE- oder
TEE-Navigation liegen noch keine Studien vor.
5.2.7. Vergleich: pra¨operative Bildgebung und intraoperativer Ultraschall
Die Funktionsweisen der unterschiedlichen tomographischen Bildgebungsmodalia¨ten
zur Katheternavigation mit ihren jeweiligen Vor- und Nachteilen werden in Tabelle
5.3 zusammengefasst.
5.2.8. Aktive Navigation
Das NiobeTM MGS (Magnetic Navigation System, Stereotaxis, Inc., USA) ist ein ak-
tives magnetisches Navigationssystem [53, 54]. Aktive magnetische Navigation ist das
Zusammenspiel von externem Magnetfeld und einem kleinen Permanentmagneten an
der Spitze des Katheters. Amplitude und Orientierung des externen Magnetfeldes steu-
ern die Lage und Richtung des Katheters. Dabei kann die Lage des Katheters bis auf
1mm genau gesteuert werden. Die Bildgebung wa¨hrend eines Eingriffes erfolgt mittels
bi-planarem C-Bogen (Fluoroskopie). Die Steuerung der Magneten und damit des Ka-
theters erfolgt in einem getrennten Raum mittels spezieller Software. Auf den Bilddaten
wird die gewu¨nschte Sollposition des Katheters eingezeichnet. Zwei- bis drei Manipu-
lationen sind notwendig, um den Katheter an die gewu¨nschte Position zu navigieren.
Dabei beno¨tigt das externe Magnetfeld etwa 20sec zur Neuorientierung [53]. Vortei-
le liegen in der Stabilisierung des Katheters und der reduzierten Ro¨ntgenbelastung
des Kardiologen. Die Anwendung des Systems zur Behandlung von Vorhoﬄimmern ist
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Modalita¨t Funktion Vorteil Nachteil
MR 3D, pra¨operativ gute Bildqualita¨t nicht intraoperativ, Re-
gistrierung notwendig,
zusa¨tzliches Trackingsy-
stem notwendig
CT 3D, pra¨operativ gute Bildqualita¨t nicht intraoperativ, Re-
gistrierung notwendig,
zusa¨tzliches Trackingsy-
stem notwendig, Strahlen-
belastung
TEE 3D, intraoperativ intraoperativ, keine Regi-
strierung notwendig, gu-
te Auflo¨sung, wird in der
Herzchirurgie meistens so-
wieso eingesetzt
3D nicht in Echtzeit,
schlechte Bildqualita¨t,
invasiv
ICE 2D, intraoperativ intraoperativ, gut positio-
nierbar
noch nicht kommerziell in
3D verfu¨gbar, schlechte
Bildqualita¨t, zusa¨tzlicher
Katheter notwendig
Tabelle 5.3.: Vergleich tomographischer Modalita¨ten zur Katheternavigation. Abku¨rzungen: MR: Ma-
gnetresonanztomographie, CT: Computertomographie, TEE: Transo¨sophageale Echokardiographie,
ICE: Intrakardiale Echokardiographie.
momentan noch in Erprobung. Dieses Verfahren ist Kategorie IOBM aus Tabelle 5.1
zuzuordnen.
5.3. Anforderungsanalyse
Durch die minimal-invasive Anwendung kann das in Abschnitt 5.1 beschriebene, neu
entwickelte Ablationsinstrument nur mit Unterstu¨tzung eines Navigationssystems ar-
beiten. In Zusammenarbeit mit den beteiligten Herzchirurgen und Ingenieuren wurde
eine Anforderungsanalyse an das Navigationssystem erarbeitet. Eine solche Anforde-
rungsanalyse ist zum einen fu¨r die Entwicklung eines Prototypen von Bedeutung, zum
anderen fu¨r eine spa¨ter durchzufu¨hrende Risikoanalyse zur exakten Beschreibung des
Einsatzgebietes (engl.: intended use) von entscheidender Bedeutung. Dabei wurden fol-
gende prima¨re Anforderungen identifiziert:
• Die Einfu¨hrung des Instrumentes muss nicht navigiert werden, sondern erfolgt unter Sichtkon-
trolle des Chirurgen.
• Die Position des Umbrellas soll zu jedem Zeitpunkt wa¨hrend der Operation bekannt sein und
visualisiert werden. Insbesondere soll die Seite mit den Elektroden zu jedem Zeitpunkt bekannt
sein.
• Zur Bestimmung der aktuellen Position werden Daten u¨ber A¨nderungen der entsprechenden
Freiheitsgrade vom Steuerrechner an das Navigationssystem gesendet und dort verarbeitet. Es
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soll kein zusa¨tzliches Positionsmesssystem eingesetzt werden.
• Es ist auf eine sichere und verla¨ssliche Datenu¨bertragung zu achten.
• Wichtige anatomische Landmarken, wie z.B. die Pulmonalvenen, sollen relativ zum Umbrella
dargestellt werden. Nach Mo¨glichkeit soll der komplette linke Vorhof segmentiert und dargestellt
werden.
• Potentielle Ablationsmuster sollen intraoperativ geplant und visualisiert werden.
• Aktivierte Elektroden sollen visualisiert werden.
• Gebrannte Ablationslinien sollen visualisiert werden.
• Eine hohe relative Genauigkeit ist wichtiger als eine hohe absolute Genauigkeit. Das bedeutet,
dass die Genauigkeit des Abstandes zweier Ablationslinien wichtiger ist als die Genauigkeit des
Abstandes einer Ablationslinie zu einer anatomischer Landmarke. Allerdings muss insbesonde-
re bei den Pulmonalvenen auch auf die absolute Genauigkeit geachtet werden. Eine Zielvor-
gabe ist eine Genauigkeit von etwa 2mm. Unter Beachtung der Dicke der Ablationslinien (die
tatsa¨chlichen Ablationslinien haben etwa eine Ausdehnung von 2mm um die Elektroden) ko¨nnen
damit lineare, zusammenha¨ngende Ablationslinien erzielt werden.
• Vor einer tatsa¨chlichen Bewegung des Umbrellas und der Aktivierung einer Elektrode sollen die
Auswirkungen simuliert und visualisiert werden.
• Das Navigationssystem soll Hinweise auf notwendige Bewegungen des Umbrellas geben. Eine
Ru¨ckkopplung vom Navigationssystem zum Steuerrechner zur U¨bermittlung von optimalen Po-
sitionsa¨nderungen soll nicht stattfinden.
• Die Trajektorien des Umbrellas sollen fu¨r spa¨tere Auswertungszwecke protokolliert werden.
• Die Bedienung der Navigationssoftware erfolgt durch den Chirurgen. Eine intuitive Benutzero-
berfla¨che soll ihn dabei unterstu¨tzen.
• Bei der Realisierung des Prototypen werden statische Bilddaten zugrunde gelegt. Das entspricht
der Funktionsweise aktueller Katheternavigationssysteme.
• Bei der Realisierung des Prototypen erfolgt keine pra¨operative Planung. Diese soll jedoch fu¨r
spa¨tere Entwicklungen beru¨cksichtigt werden.
Diesen Anforderungen liegen folgende Annahmen zugrunde:
• Die Eigenbewegung des Patienten liegt im Submillimeterbereich. Dies wird durch Stabilisierung
mit Druckkissen gewa¨hrleistet.
• Der Trocharbewegung liegt im Submillimeterbereich. Dies wird durch die Konstruktion des Hal-
tearms gewa¨hrleistet.
• Die Kontraktion und Bewegung des Vorhofs kann bedingt durch das Vorhoﬄimmern als minimal
angenommen und damit vernachla¨ssigt werden.
Nach der Erarbeitung der Anforderungsanalyse wurden potentiell einsetzbare Registrie-
rungsverfahren und Modalita¨ten aus den in Kapitel 5.2.1 vorgestellten Prinzipien zur
chirurgischen Navigation untersucht.
Zum Nachweis der Machbarkeit des gesamten Operationsszenarios sollte auf eine pra¨op-
erative Bildgebung und Planung verzichtet werden (Ausschluss von Navigationsprin-
zip PBMM und PBOM). Als intraoperative Bildgebungsmodalita¨ten stehen die offene
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Computertomographie (IOCT), die offene Magnetresonanztomographie (IOMRT), die
Fluoroskopie sowie Ultraschall zur Verfu¨gung. IOCT und IOMRT kamen wegen dem
Design des Medizinroboters nicht in Betracht. Zudem sind intraoperatives CT und
MRT zum jetzigen Zeitpunkt noch nicht weit verbreitet. Die Fluoroskopie kann zur
Akquisition von 3D Volumen nur eingeschra¨nkt eingesetzt werden. Notwendig dafu¨r
sind 3D Iso-C-Arm Bo¨gen, welche momentan ebenfalls noch nicht verbreitet sind. Da
die notwendigen Positionsdaten des Umbrellas (Translation, Rotation, Kippung) be-
reits vom Steuersystem erfasst werden, sollte auf ein weiteres Trackingsystem verzich-
tet werden (Ausschluss Navigationsprinzip IBMM,IBOM und PIB). Ultraschall wird
bei Herzoperationen standarma¨ssig zum Monitoring eingesetzt, auch zur U¨berwachung
von Kathetereingriffen findet Ultraschall Anwendung (siehe Kapitel 5.2.6). Da gebrann-
te Ablationslinien viualisiert werden sollten und damit die Position des Instrumetes
dem Navigationssystem jederzeit bekannt sein muss, blieb Navigationprinzip IBOL
u¨brig. Nachdem Ultraschall als Bildgebungsmodalita¨t na¨her in Betracht gezogen wur-
de, stand die Frage offen, inwieweit der Umbrella mittels Ultraschall visualisiert werden
kann. Erste Versuche mit einem sehr einfachen Prototypen des Umbrellas zeigten die
prinzipielle Machbarkeit. Daher wurde Ultraschall als intraoperative Bildgebungsmoda-
lita¨t gewa¨hlt. Der im Folgenden beschriebene Prototyp des Navigationssystems wurde
fu¨r ein Philips SONOS 5500/7500 mit 5MHz multiplanarer TEE-Sonde T6H realisiert.
5.4. Herausforderungen und Neuheit
Wie bereits in Kapitel 5.2 beschrieben, sind Navigationssysteme in anderen Diszipli-
nen, z.B. in der Orthopa¨die (z.B. OrthoPilot, Aesculap AG & Co.KG), Neurochirur-
gie (z.B.VectorVision, BrainLAB) oder der HNO-Chirurgie (z.B. Kolibri, BrainLAB),
schon seit einiger Zeit etabliert. Dabei wird ein starres Instrument innerhalb eines star-
ren Organs (Kopf, Nase, Hu¨fte) navigiert. Eine gro¨ßere Herausforderung stellt die Navi-
gation in der Weichteilchirurgie dar, z.B. bei Leberinterventionen [70]. Dabei stellt sich
die Problematik, wie die Gewebeverschiebung und -deformation kompensiert werden
kann. Bei der hier vorliegenden Fragestellung verscha¨rft sich die Problematik weiter, da
in einem aktiv beweglichen Organ ein sich deformierendes Instrument navigiert werden
soll. Die Problematik des bewegenden Organs la¨sst sich in dem hier beschrieben Naviga-
tionsszenario durch gewisse Maßnahmen reduzieren. Einerseits wird der Patient mittels
Druckkissen derart fixiert, dass keine Eigenbewegung mehr mo¨glich ist. Die Herzkon-
traktion kann wegen der hohen Flimmerfrequenz bei Vorhoﬄimmern vernachla¨ssigt
gelassen werden. Von Aussen einwirkende Kra¨fte, z.B. Druck durch den Chirurgen,
sind durch den minimal-invasiven Einsatz auf ein Minimum reduziert. Die Herausfor-
derung und Neuheit liegt in der Bestimmung der Verformung des Umbrellas, z.B. beim
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Anpressen an die Herzinnenwand. Eine Mo¨glichkeit wa¨re, den Umbrella mit einigen Po-
sitionsmesssensoren zu bestu¨cken. Diese wurde jedoch fu¨r die Realisierung des Prototy-
pen verworfen. Einerseits ha¨tten Positionsmesssensoren eine zusa¨tzliche Vergro¨ßerung
des Umbrellas bewirkt, die sowieso schon eine kritisches Gro¨ße darstellte. Andererseits
reagieren elektromagnetische Sensoren sensibel auf hohe Temperaturen, welche an den
Elektroden bis zu 60◦C erreichen ko¨nnen. Daher wurde der Versuch unternommen, die
Deformation des Umbrellas mittels physikalischen Annahmen zu modellieren und zu be-
rechnen. Eine weitere Neuheit stellt die Visualisierung des Umbrellas und die Planung
von Ablationslinien auf einer anatomischen Landkarte dar. Bei den in Kapitel 5.2 be-
schriebenen elektroanatomischen Navigationssystemen wird die aktuelle Katheterposi-
tion in einer 3D Ansicht visualisiert. Zielpositionen, welche insbesondere bei anatomisch
orientierten Verfahren wichtig sind, ko¨nnen nicht angezeigt werden. Eine Orientierung
in einer dreidimensionalen Ansicht auf einem Computerschirm stellt sich jedoch als
sehr schwierig dar. In dieser Arbeit wird ein neues Verfahren vorgestellt, welches die
dreidimensionale anatomische Information auf eine ebene anatomische Landkarte pro-
jiziert, a¨hnlich der bekannten Mercator-Projektion der Weltkugel. Neben der besseren
Orientierung zur Navigation auf der anatomischen Landkarte ko¨nnen auf dieser nach
Datenakquisition auch Sollpositionen der Ablationslinien geplant werden.
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5.5. Navigationsworkflow
Aus den obigen Erkentnissen der Anforderungsanalyse wurde in enger Zusammenarbeit
mit Herzchirurgen folgender Navigationsworkflow entwickelt:
1. Vorbereitung
(a) Mini-Thoracotomie, Positionierung des Haltesystems und Befestigung des
Fu¨hrungsstabs am linken Vorhofohr.
(b) Ausfahren des Umbrellas und leichte Kippung in Richtung Elektrodenseite
(α > 0).
(c) 3D Ultraschallaufnahme.
(d) Segmentierung und Registrierung von Umbrella und Fu¨hrungsstange.
(e) Bestimmung der “guten” Instrumentenseite (Seite mit Elektroden).
2. Navigation
(a) Bestimmung der anatomischen Landmarken (Pulmonalvenenn, linkes Vor-
hofohr, Mitralklappe).
(b) Planung der gewu¨nschten Ablationslinien.
(c) Simulation von Positionsa¨nderungen bis geeignete Position erreicht ist.
(d) Simulation von Elektrodenaktivierungen bis geeignete Elektrodenkombina-
tion gefunden ist.
(e) Reale Postionsa¨nderung (mit Information aus 2c) bis geeignete Position er-
reicht ist.
(f) 3D Ultraschallaufname (zur Kontrolle der tatsa¨chlichen Lage).
(g) Erneute Segmentierung und Registrierung von Umbrella und Umbrella-
Halterung.
(h) WENN die Position OK ist, DANN fu¨hre Ablation durch SONST fahre fort
mit 2c
(i) WENN weitere Ablationen notwendig sind, DANN fahre fort mit 2c
3. Nachbereitung
(a) Einfahren des Umbrellas.
(b) Entfernen des Instrumentes und Beenden der Operation.
Zusammenfassend besteht der Navigationsworkflow aus den Schritten (i) Bildgebung,
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intraoperative Bildgebung
Segmentierung des linken Vorhofs
Simulation der Positionierung
Tatsa¨chliche Positionierung
Segmentierung und Registrierung
des Umbrellas(nur erste Iteration)
(a)
(4)
(3)
(2)
(5)
Steuersoftware
Medizinroboter
(1)
Navigationssystem
(b)
Abbildung 5.14.: Schematischer Navigationsworkflow (links) und detailierter Positionierungsworkflow
(rechts).
(ii) Segmentierung, (iii) Simulation der Positionierung, und (iv) tatsa¨chliche Positionie-
rung (Abb. 5.14(a)). Zur Simulation der Positionierung gibt der Chirurg neue Positions-
daten in die Steuersoftware ein (Schritt (1) in Abb. 5.14(b)). Diese werden dann an das
Navigationssystem u¨bermittelt, welches die neue Position des Umbrellas simuliert und
visualisiert (Schritt (2) in Abb. 5.14(b)). Der Chirurg kontrolliert die Position (Schritt
(3) in Abb. 5.14(b)) und a¨ndert gegebenenfalls die Position. Ist der Chirurg mit der
Position zufrieden, besta¨tigt er dies der Steuersoftware (Schritt (4) in Abb. 5.14(b)).
Diese sendet die neue Positionsdaten an den Roboter, welche nun die tatsa¨chliche Po-
sitionierung durchfu¨hrt (Schritt (5) in Abb. 5.14(b)).
Im Folgenden werden einzelne Punkte des Workflows na¨her beschrieben.
5.6. Segmentierung und Registrierung
Nachdem der Umbrella ausgefahren und leicht gekippt wurde, wird eine erste Ultra-
schallaufnahme gemacht. Dabei ist darauf zu achten, dass ein mo¨glichst großer Bereich
des linken Vorhofs abgebildet wird. In dieser Lage ist der Umbrella noch nicht defor-
miert, da kein Kontakt mit der Herzwand besteht. Nun werden interaktiv die Eckpunkte
des Umbrellas sowie mehrere Punkte auf der Fu¨hrungsstange in den Bilddaten markiert.
Die Markierung erfolgt in einer mulitplanaren Ansicht mit einer dreidimensionalen Kon-
trollmo¨glichkeit. Ein geometrisches Model des Umbrellas und der Fu¨hrungsstange wird
an diese Punkte angepasst. Dies entspricht der initialen Registrierung. Alle spa¨ter emp-
fangenen Positionsa¨nderungen werden nun auf das geometrische Umbrellamodel ange-
wandt.
Zur Bestimmung der Seite mit den Elektroden, wird der Umbrella vor der ersten Bild-
aufnahme leicht in Richtung der Elektrodenseite gekippt. Mit Methoden der linearen
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(a) Projektion der Landmarken auf die initiale
Ausgangskugel.
(b) Fitten der Ausgangskugel mittels Thin-
Plate-Spline Interpolation durch die Landmar-
ken.
Abbildung 5.15.: Der linke Vorhof wird als konvexe, ellipsoid-a¨hnliche Geometrie modellliert. Dazu
wird eine Kugel an Landmarken auf der Innenseite des Vorhofs (z.B. Pulmonalvenen-Mu¨ndung,
Endokard) mit Hilfe einer Thin-Plate-Spline-Interpolation angepasst.
Algebra la¨ßt sich nun diese Seite berechnen. Die Arbeitsschritte zur initialen Registrie-
rung und Bestimmung der Elektrodenseite werden ausfu¨hrlich in der Arbeit von Yang
[201] beschrieben.
5.7. Bestimmung anatomischer Landmarken
Als na¨chstes werden wichtige anatomische Landmarken, wie z.B. die Pulmonalvenen,
das linke Herzohr oder die Mitralklappe bestimmt. Dazu werden ebenfalls interaktiv in
der multiplanaren Ansicht Punkte markiert. In der dreidimensionalen Ansicht werden
diese Landmarken mit den zugeho¨rigen Bezeichnungen visualisiert. Zusa¨tzlich ko¨nnen
noch mehrere Punkte auf dem Endokard markiert werden. Aus allen Punkten wird ein
Model des Vorhofs konstruiert. Dazu wird der geometrische Mittelpunkt der Punkte
berechnet und eine Einheitskugel in diesen Punkt gelegt. Alle Punkte werden auf die
Kugel projiziert. Die Ausgangspunkte sowie die projizierten Punkte dienen nun als
Quell- und Ziellandmarken fu¨r eine Thin-Plate-Spline-Interpolation [22]. Mittels dieser
wird die Einheitskugel in Richtung der Landmarken verformt (Abb. 5.15). Das somit
gewonnene Vorhofmodell stellt auch die Basis fu¨r die weiter unten beschriebene Pro-
jektionsvisualiserung und Planungskomponente dar.
5.8. Deformationsmodellierung
In Kapitel 5.6 wurde die Segmentierung und Registrierung des Umbrellas fu¨r den Fall
beschrieben, dass keine Deformation vorliegt. Wird der Umbrella gegen die Herzwand
gedru¨ckt, verformt er sich entsprechend. Diese Deformation soll nun mathematisch
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(b) Kennlinien der Durchbiegung nach dem
zweiten Euler-Fall
Abbildung 5.16.: Modellierung der Umbrelladeformation ohne Beru¨cksichtigung der Herzwand.
modelliert werden. Zuna¨chst wird eine Deformationsmodellierung alleine auf Basis der
mittels Bildgebung erfassten Eckpunkte, aber ohne Beru¨cksichtigung der Herzwand
beschrieben.
5.8.1. Ohne Beru¨cksichtigung der Herzwand
Hier wird die Annahme zugrundegelegt, dass der Umbrella sich nur symmetrisch ver-
formen kann. Wie in Kapitel 5.6 beschrieben, werden die Eckpunkte des Umbrellas
in den Ultraschalldaten markiert. Ist der Abstand der Eckpunkte l zueinander klei-
ner als der Ausgangsabstand la, wird die Verbiegung der entsprechenden Kante mittels
la¨ngenerhaltender Interpolation berechnet. Die Biegelinie wird mit der Lo¨sung des zwei-
ten Euler’schen Falles2 der Elastostatik angenommen (Abb. 5.16, Herleitung siehe A.3).
Aus der Verbiegung aller drei Kanten kann nun mittels Thin-Plate-Spline-Interpolation
die dreidimensionale Verformung des Umbrellas bestimmt werden. Dazu werden als
Quell- und Ziellandmarken die Eckpunkte und der Mittelpunkt einer Kante (Punkt der
maximalen Verbiegung) verwendet (Abb. 5.17).
5.8.2. Mit Beru¨cksichtigung der Herzwand
Die Deformation des Umbrellas wird wa¨hrend eines Eingriffes maßgeblich durch die
Herzwand bestimmt. Daher wurde ein Verfahren entwickelt, welches die Deformation
des Umbrellas unter Beru¨cksichtigung der Herzwand bestimmt. Grundlage bildet die
Annahme, dass sich die Biegungsenergie
2Der zweite Euler Fall beschreibt die Verbiegung eines elastischen Stabes unter der Annahme, dass
die Steigung an beiden Enden vera¨nderlich sein kann.
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(a) (b)
Abbildung 5.17.: Links: Die dreidimensionale Deformation des Umbrellas wird mittels Thin-Plate-
Spline-Interpolation berechnet. Dazu werden als Ausgangspunkte die Eck- und Mittelpunkte verwen-
det. Die Zielpunkte werden mittels la¨ngenerhaltender Interpolation der einzelnen Kanten bestimmt.
Rechts: Ergebnis einer Deformation des Umbrellamodels.
J(s) =
∫ L
0
κ2(s)ds (5.1)
elastischer Materialien bei Deformation minimiert, wobei κ die Kru¨mmung bezeichnet.
Bei der Deformationsberechnung des Umbrellas wird zuna¨chst nur dessen Mittellinie
betrachtet. Die dreidimensionale Deformation kann spa¨ter wieder mittels Thin-Plate-
Spline Interpolation berechnet werden. Die Mittellinie wird aufgeteilt in zwei Teile
(Abb. 5.18(a)). Teilstrecke s1 liegt an der Herzwand an, Teilstrecke s2 noch nicht. Die
Deformation von s1 wird durch die Geometrie der Herzwand bestimmt, die Deformation
von s2 wird mit der Methode der la¨ngenerhaltenden Interpolation des vorherigen Ab-
schnitts bestimmt. Nun wird die Kru¨mmung der Mittellinie zu κ = κ1 + κ2 bestimmt,
wobei κ1 die Kru¨mmung von s1 und κ2 die Kru¨mmung von s2 beschreibt. Dann wird
ein Punkt pk gesucht, welcher auf der Herzwand liegt, die beiden Teilstrecken teilt
und die Gesamtbiegungsenergie minimiert. Weitere Details des Verfahrens sind in [201]
nachzulesen.
Wa¨hrend der Bewegung des Umbrellas wird u¨berpru¨ft, ob eine Kollision mit dem Vor-
hofmodell vorliegt. Sobald eine Kollision festgestellt wird, wird der Umbrella gema¨ß des
oben beschriebenen Verfahrens deformiert. Eine Kollision kann durch die A¨nderung ei-
ner der drei mo¨glichen Freiheitsgrade zustande kommen. Die Deformationsmodellierung
ist fu¨r die verschiedenen Freiheitsgrade unterschiedlich komplex:
Deformation bei Kippung, Freiheitsgrad M2: Hier kann die oben beschriebene Me-
thode angewendet werden (Abb. 5.18(a)).
Deformation bei Translation, Freiheitsgrad M5: Hier ist die Situation komplexer. Beim
Andru¨cken des Umbrellas gegen die Herzwand kann nicht vorrausgesagt werden,
in welche Richtung sich der Umbrella wo¨lbt und in welche Richtung sich die ober
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Abbildung 5.18.: Deformation des Umbrellas unter Beru¨cksichtigung der Herzwand. Bei Kippung ent-
stehen keine Mehrdeutigkeiten (links). Bei Herandru¨cken des Umbrellas an die Herzwand mit kleinem
Kippwinkel kann die Deformation nicht vorrausgesagt werden (mitte), bei gro¨ßerem Kippwinkel kann
man die Deformation abscha¨tzen (rechts).
Kante des Umbrella bewegt. Insbesondere bei einer Kippung von ≈ 0◦ kann hier
keine verla¨ssliche Aussage getroffen werden (Abb. 5.18(a)). Bei einem Kippwin-
kel α > αschwellwert wird die Richtung, in der sich die obere Kante bewegt, in
Richtung der Kippstellung des Umbrellas angenommen (Abb. 5.18(c)). Bei einem
Kippwinkel von α ≤ αschwellwert wird eine Warnung ausgegeben und keine De-
formation berechnet. Diese Situation ist durch einen geeigneten Positionierungs-
Workflow zu vermeiden.
Deformation bei Rotation, Freiheitsgrad M4: Hier ist die Situation noch komplexer,
da auch Torsionen auftreten ko¨nnen. Auf eine Modellierung dieses Falls wurde
komplett verzichtet. Die Situation ist ebenfalls durch einen geeigneten Positionie-
rungs-Workflow zu vermeiden.
Aufgrund der gezeigten Komplexita¨t der einzelnen Situationen, bei denen eine Defor-
mation des Umbrellas erfolgen kann, ergibt sich folgender Positionierungs-Workflow:
1. Rotiere (Freiheitsgrad M4) Umbrella in geeignete Position. Der Umbrella sollte
sich in hinreichendem Abstand zur Herzwand befinden.
2. Kippe (Freiheitsgrad M2) Umbrella in geeignete Position. Hier kann erstmalig ein
Kontakt mit der Herzwand und damit eine Deformation auftreten.
3. Falls notwendig, verschiebe Umbrella (Freiheitsgrad M5) in geeignete Position.
4. Falls notwendig, wiederhole 2 und 3 bis geeignete Position erreicht ist.
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Abbildung 5.19.: Zugang zu dem Ultraschallgera¨t u¨ber LAN-Schnittstelle.
5.9. Datenu¨bertragung
Positionsdaten
Die Positionsdaten des Umbrellas werden von der Instrumentensteuerung an das Navi-
gationssystem u¨bertragen. Weiterhin liefert die Instrumentensteuerung Informationen
u¨ber aktive Elektroden sowie Elektrodenimpedanzen. Zur U¨bertragung der Daten wur-
de in [30] ein sicheres Kommunikationsprotokoll entworfen und implementiert. Verwen-
det wird eine serielle Verbindung u¨ber die RS232 Schnittstelle. Kernstu¨cke des Pro-
tokolls sind die Sicherungsschicht und die Darstellungsschicht. Die Sicherungsschicht
ist fu¨r die Verwaltung der Verbindung, die U¨bertragungssteuerung und -kontrolle, so-
wie die Fehlererkennung zusta¨ndig. Die Darstellungschicht verarbeitet die eigentlichen
Informationen der Instrumentensteuerung. Zur Weiterreichung der Daten an die Ver-
arbeitungschicht (die Navigationssoftware) wird eine Flusssteuerung verwendet, d.h. es
wird immer nur die aktuellste Auspra¨gung eines Datums weitergereicht (falls die Verar-
beitungsschicht die Daten nur langsamer verarbeiten kann als die Darstellungsschicht
die Daten sendet). Die empfangenen Daten werden in einer Protokolldatei fu¨r spa¨tere
Auswertungen des Operationsverlaufes gespeichert.
Ultraschalldaten
Die Ultraschalldaten werden u¨ber eine LAN-Schnittstelle vom Ultraschallgera¨t impor-
tiert (Abb. 5.19). Nach einer Datenakquisition wird die aktuellste Aufnahme gesucht
und in das Navigationssystem importiert.
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Abbildung 5.20.: Beispiel der 3D Visualisierung: Visualisierung des Vorhofmodells, des Umbrellas,
geplanter Ablationslinien und aktivierter Elektroden.
5.10. Visualisierungskomponenten
5.10.1. Dreidimensionale Visualisierung
Nach einer initialen Datenakquisition und Segmentierung werden die Daten in einer
3D Ansicht dargestellt (Abb. 5.20). Wahlweise la¨sst sich eine orthogonale multipla-
nare Ansicht zuschalten. Visualisiert werden neben den anatomischen Landmarken,
dem Vorhofsmodell und den Bewegungen des Umbrellas auch die momentan aktiven
Elektroden sowie bereits gelegte Ablationslinien (Abb. 5.20). Damit la¨sst sich bei ei-
ner Repositionierung des Umbrellas die optimale Position ermitteln, um kontinuierliche
Ablationslinien und einen ausreichenden Abstand zu den Pulmonalvenenmu¨ndungen zu
erreichen.
Wichtiges Ziel wa¨hrend eines Eingriffes ist es, das Ablationsgitter mit mo¨glichst we-
nigen Positionsa¨nderungen optimal zu platzieren. Der Chirurg ermittelt anhand der
Visualisierung des Navigationssystems die potentielle A¨nderung der Freiheitsgrade M2,
M4 und M5. Diese A¨nderung wird mittels der Instrumentensteuerung umgesetzt. In
Vorversuchen hat sich herausgestellt, dass es mit der herko¨mmlichen 3D Visualisierung
sehr schwierig ist, die optimalen Positionsa¨nderungen zu bestimmen. Aus diesem Grund
wurde eine neuartige Projektionsvisualisierung entwickelt.
5.10.2. Entwurf einer Projektionsvisualisierung
Zugrundeliegende Idee der neuentwickelten Projektionsvisualisierung ist die bekannte
Projektion einer Weltkugel auf eine Weltkarte. Dabei wird die Textur einer Weltkugel
123
5. Navigation zur minimal-invasiven chirurgischen Ablation von Vorhoﬄimmern
Abbildung 5.21.: Idee der Projektionsvisualisierung: A¨hnlich wie in der Kartographie wird der linke
Vorhof und relevante anatomische Landmarken auf eine zweidimensionale Karte projiziert.
auf eine 2D Ebene projiziert. Ziel der hier vorgestellten Visualisierung ist eine Projekti-
on der anatomischen Landmarken, des Umbrellas sowie geplanter und gelegter Ablati-
onslinien auf eine “anatomische 2D Landkarte”. Damit soll eine genauere Abscha¨tzung
von notwendigen A¨nderungen der Freiheitsgrade zur optimalen Repositionierung des
Umbrellas ermo¨glicht werden. Weiterhin soll damit eine Planung von Ablationslinien
durch einfaches Einzeichnen in der anatomischen 2D Landkarte ermo¨glicht werden.
Grundlage der Realisierung bildet die in Kapitel 5.7 verwendete Methode zur Segmen-
tierung des Vorhofs. Durch Anwendung einer spha¨rischen Transformation sowie der
in Kapitel 5.7 ermittelten Thin-Plate-Spline Transformation kann eine Korrespondenz
zwischen den Koordinaten der 2D Landkarte und den 3D Koordinaten des Vorhofmo-
dells hergestellt werden. Die Grundlage der Projektionsvisualisierung bilden spezielle
Funktionen des “Medical Imaging Toolkit (MITK)” [243, 212]. Weitere Einzelheiten zur
Realisierung der Projektionsvisualisierung sind in der Arbeit von Christoph [30] zu fin-
den. Auf der anatomischen 2D Landkarte ko¨nnen die Freiheitsgrade Translation (M5)
sowie Rotation (M4) aufgetragen werden (Abb. 5.22). Der Freiheitsgrad Kippung (M2)
wird durch eine zusa¨tzliche Balkenanzeige realisiert (Abb. 5.22(d)). Diese Anzeige gibt
den aktuellen Abstand des Umbrellas vom Vorhof an. Mit dieser Projektionsvisualisie-
rung wird eine genauere Abscha¨tzung der notwendigen A¨nderungen der Freiheitsgrade
zur Repositionierung des Gitters mo¨glich. Der notwendige Kippwinkel kann direkt aus
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Rotation (M4)
Kippung (M2)
0◦ 90◦
Translation (M5)
(a) Zu Beginn
Rotation (M4)
Kippung (M2)
0◦ 90◦
Translation (M5)
(b) nach Translation
Rotation (M4)
Kippung (M2)
0◦ 90◦
Translation (M5)
(c) nach Rotation
Rotation (M4)
Kippung (M2)
0◦ 90◦
Translation (M5)
(d) nach Kippung
Abbildung 5.22.: Abbildung der Freiheitsgrade des Umbrellas auf der anatomischen Landkarte.
der Balkenanzeige abgelesen werden. Die x-Achse der 2D Landkarte entspricht einem
Rotationsbreich von 360◦. Die y-Achse entspricht der Breite des Vorhofs vom Einstich-
punkt in Richtung der Fu¨hrungsstange.
5.11. Planung von Ablationslinien
Zur Therapie von Vorhoﬄimmern werden in der Literatur eine Reihe verschiedener
Ablations- und Schnittmuster beschrieben (siehe Kapitel 2). Wa¨hrend der navigier-
ten chirurgischen Ablation mit dem hier beschriebenen neuen Verfahren ist es nun
wu¨nschenwert, das Zielmuster neben den anatomischen Landmarken zu visualisieren.
Dazu muss das Zielmuster geplant, d.h. in die Daten eingezeichnet werden. Dies ist in
einer 3D Ansicht nicht mo¨glich. Zur Umsetzung einer Plannungskomponente wurde die
im vorherigen Abschnitt beschriebene “anatomische Landkarte” verwendet. Auf dieser
Landkarte ko¨nnen Zielmuster eingezeichnet werden, welche wa¨hrend der Navigation des
Umbrellas auch in der 3D Ansicht dargestellt werden.
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LAA
RPV
LPV
LPV
LPV
LPV
RPV
RPV
RPV
LAA
Abbildung 5.23.: Idee der Planungskomponente.
5.12. Risikoanalyse
Risikoanalysen und Risikomanagement werden bei Forschungsprojekten wenig beschrie-
ben [101, 134], sind jedoch bei spa¨teren in-vivo Versuchen (Ethikantrag) unabding-
bar. Zur Risikominimierung wa¨hrend des Einsatzes des Navigationssystems wurde eine
vorla¨ufige Risikoanalyse basierend auf [58] angefertigt. Das genaue Anwendungsgebiet
(intended use), die Gefa¨hrdungsstufe (level of concern) und mo¨gliche Risiken (hazards)
wurden in Teamsitzungen bestimmt und in einer Risikomatrix nach [9] dokumentiert.
Risiken wurden nach Schwere (S), Wahrscheinlichkeit des Auftretens (W) und Erkenn-
barkeit (E) klassifiziert. Das Gesamtrisiko wurde zu R = S ∗ W ∗ E bestimmt. Fu¨r
Risiken u¨ber einer definierten Schwelle (ALARP,[101]) wurde Risikominimierung mit
Hilfe der Optionen Design, Schutz und Warnung durchgefu¨hrt. Die Verwendung von
fremden Softwarebibliotheken (off-the-shelf software) muss beachtet werden [59].
5.13. Versuchsaufbauten
Zur Validierung der entwickelten Methoden und Software wurde eine Reihe von in-vitro,
ex-vivo sowie in-vivo Versuche durchgefu¨hrt. Die in-vitro Versuche dienten vorrangig
der Integrationsvalidierung.
5.13.1. In-vitro Versuche
Die Funktions- und Integrationstests der entwickelten Navigationssoftware erfolgten im
Rahmen erster Funktionstests des entwickelten Ablationsgera¨tes. Die Versuche wurden
in den Ra¨umlichkeiten des Laboratoire d’Automatique (LAB, Ecole´ Nationale Supe´rieur
de Me´chanique et des Microtechniques, Besanc¸on) durchgefu¨hrt. Dabei wurden ver-
schiedene Versuchsaufbauten verwendet (Abb. 5.36). Als Materialen wurden eingesetzt:
• Ultraschallgera¨t (Philips, SONOS 7500) mit multiplaner TEE Sonde (T6H) und
Live3D Sonde (X4).
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• Nullmodem-RS232-Kabel zur Verbindung mit dem Steuergera¨t des Ablationsgit-
ters
• Nullmodem-LAN-Kabel zur Verbindung mit dem Ultraschallgera¨t
• PC mit Navigations-Software
• Wassertank
• Halterung fu¨r Umbrella mit Fu¨hrungsstange
• Halterung fu¨r Schallsonde
Der Umbrella sowie die Ultraschallsonde wurden in einem Wassertank fixiert. Aufnah-
men aus verschieden Richtungen und verschiedenen Kippwinkeln des Umbrellas wurden
akquiriert. Nach einer Registrierung wurde der Umbrella mittels Steuersoftware bewegt
und von dem Navigationssystem visualisiert.
5.13.2. Ex-vivo Versuche
Fu¨r Aufnahmen des Ablationsgitters innerhalb eines ex-vivo Rinderherzes wurde dieses
in einem salzhaltigen Wasserbad fixiert. Der linke Vorhof wurde u¨ber das linke Vorho-
fohr ero¨ffnet und die Haltestange des Ablationsgitters daran befestigt (Abb. 5.36(b)).
Danach wurde das Ablationsgitter innerhalb des Herzens ausgefahren und Ultraschal-
laufnahmen aus einer Position akquiriert, die in etwa der Speisero¨hrenposition in-vivo
entsprach. Diese Versuche wurden ebenfalls in den Ra¨umlichkeiten des Laboratoire
d’Automatique (LAB, Ecole´ Nationale Supe´rieur de Me´chanique et des Microtechni-
ques, Besanc¸on) durchgefu¨hrt. Als Materialen wurden eingesetzt:
• Ultraschallgera¨t (Philips, SONOS 7500) mit multiplaner TEE Sonde (T6H)
• Nullmodem-RS232-Kabel zur Verbindung mit dem Steuergera¨t des Ablationsgit-
ters
• Nullmodem-LAN-Kabel zur Verbindung mit dem Ultraschallgera¨t
• PC mit Steuersoftware
• PC mit Navigationssoftware
• Wassertank
• Ex-vivo Rinderherz
• Halterung fu¨r Umbrella mit Fu¨hrungsstange
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(a) In-vitro (b) Ex-vivo
Abbildung 5.24.: In-vitro und ex-vivo Versuchsaufbauten.
• Halterung fu¨r Schallsonde und Rinderherz
Nach Datenakquisition wurden verschiedene Bildverarbeitungsfilter zur Verbesserung
der Erkennbarkeit des Umbrellas in den Bilddaten untersucht.
5.13.3. In-vivo Tierversuch
Das Gesamtsystem wurde in einem in-vivo Tierversuch am Klinikum der Freien Uni-
versta¨t Bru¨ssel (Belgien) evaluiert. Ziel des Versuchs war die Demonstration der Mach-
barkeit des Operationsszenarios, die Beobachtung des Verhaltens des Umbrellas in-
nerhalb des Vorhofs sowie erste Navigationsversuche. Nach Fixierung des Roboters
und Einfu¨hrung des Umbrellas in den linken Vorhof wurde die TEE-Schallsonde vom
Chirurgen in die Speisero¨hre eingefu¨hrt. Die Schallsonde wurde dazu mit einem mit
Ultraschallgel gefu¨lltem Schallkondom u¨berzogen. Als Materialen wurden eingesetzt:
• Ultraschallgera¨t (Philips, SONOS 7500) mit multiplaner TEE Sonde (T6H)
• Nullmodem-RS232-Kabel zur Verbindung mit dem Steuergera¨t des Ablationsgit-
ters
• Nullmodem-LAN-Kabel zur Verbindung mit dem Ultraschallgera¨t
• Medizinroboter mit Ablationsinstrument
• Schaf als Versuchstier
• PC mit Steuersoftware
• PC mit Navigationssoftware
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(a) (b)
(c) (d)
Abbildung 5.25.: In-vivo Versuch: Gesamtu¨berblick (links oben), Zugang zum linken Vorhof mittels
Mini-Thoracotomie (rechts oben), Blick auf linken Vorhof mit fixiertem Haltearm (links unten) und
Einfu¨hrung der Ultraschallsonde u¨ber die Speisero¨hre (rechts unten).
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Navigated ABLAtion
(Trolltech) (Kitware)
(mbi@DKFZ.de)
NABLACom
MITK
VTK
(Kitware)
ITK
(mbi@DKFZ.de)
(mbi@DKFZ.de)
Qt
Abbildung 5.26.: Architektur der Navigationssoftware.
5.14. Ergebnisse
5.14.1. Prototypische Implementierung
Der beschriebene Workflow und die zugeho¨rigen Methoden wurden in den Navigations-
Prototypen NABLA (Navigated ABLAtion) umgesetzt (Abb. 5.27). Basis dafu¨r war das
in der Abteilung fu¨r Medizinische und Biologische Informatik des Deutschen Krebs-
forschungszentrum entwickelte Toolkit MITK [212]. MITK (Medical Imaging Tool-
kit, www.mitk.org) erlaubt die einfache Entwicklung von interaktiven, medizinischen
Bildverarbeitungssystemen und basiert auf den Open-Source Toolkits ITK[86] und
VTK[164] (Abb. 5.26). Der erarbeitete Navigations-Workflow wurde mit Hilfe des in
MITK vorhanden Konzeptes der endlichen Zustandsmaschinen realisiert. Das Daten-
transferprotokoll wurde als Bibliothek NABLACom umgesetzt und in die Steuersoft-
ware des Ablationsgitters integriert [30].
5.14.2. Approximative Segmentierung
Die Genauigkeit der Thin-Plate-Spline Segmentierung (TPSS) zur Approximation des
Vorhofs wurde mittels handsegmentierter CT-Daten ermittelt. Die CT-Daten wurden
mithilfe des Segmenta-Chili-PlugIns [104] segmentiert. Diese Segmentierung wurde als
Gold-Standard zur Berechnung von Vergleichsmaßen herangezogen. Zur Bestimmung
der Genauigkeit wurden mittels TPSS segmentierte Daten (A) mit einem Goldstandard
(B) verglichen. Als Vergleichsmaße wurden mit Hilfe der SeCoM-Software [74] der Dice-
Koeffizient
CD =
2|A⋂B|
|A|+ |B| , (5.2)
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Navigationsapplikation
Workflowsteuerung
Visualisierungsbereich
Verbindung zu Steuersoftware
Abbildung 5.27.: Navigations-Prototyp NABLA.
sowie die durchschnittliche Oberfla¨chendistanz
CSavg =
∑
a∈A min
b∈B
d(a, b) +
∑
b∈B min
a∈A
d(b, a)
|A|+ |B| (5.3)
berechnet. Der Dice-Koeffizient liegt im Intervall [0, 1], wobei CD = 1 einer perfekten
Segmentierung entspricht. Verglichen wurden Segmentierungen von synthetischen Da-
ten (Kugel,Wu¨rfel, jeweils 2003 Voxel) sowie realen CT-Daten des Vorhofs (256×256×71
Voxel). Ausgewertet wurden die Vergleichmaße in Abha¨ngigkeit der gesetzten Landmar-
ken.
Generell zeigt sich, dass die Segmentierungsgenauigkeit mit der Anzahl der gesetzten
Landmarken steigt (Abb. 5.28). Die Segmentierungsergebnisse bei einer Kugel ergaben
schon bei wenigen Landmarken gute Ergebnisse (Abb. 5.29(a) und 5.29(c)) wobei ei-
ne Abha¨ngigkeit von der Landmarkenverteilung festzustellen ist (Abb. 5.29(b)). Zur
Segmentierung des Wu¨rfels (Abb. 5.29(d)) sind wesentlich mehr Landmarken erforder-
lich, ohne dass die Genauigkeit der Kugelsegmentierung erreicht wird (Abb. 5.29(e)
und 5.29(f)). Daraus la¨sst sich schlussfolgern, dass die vorgestellte TPS Segmentierung
hauptsa¨chlich fu¨r kugel- und ellipsenfo¨rmige Objekte geeignet ist. Der linke Vorhof hat
na¨herungsweise eine elliptische Form. Bereits bei 10 Landmarken wird eine akzeptable
Segmentierung erzielt (Abb. 5.30).
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(a) (b)
Abbildung 5.28.: Vergleichsmaße der TPS-Segmentierung bei Anwendung auf ku¨nstlichen Daten sowie
CT-Daten.Links: Dice-Koeffizient, rechts: durchschnittliche Oberfla¨chendistanz.
(a) 5 Landmarken (b) 5 schlecht verteilte
Landmarken
(c) 12 Landmarken
(d) Ausgangsobjekt (e) 5 Landmarken (f) 33 Landmarken
Abbildung 5.29.: Beispiele der TPS Segmentierung auf ku¨nstlichen Daten.Oben: Kugel, unten: Wu¨rfel.
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(a) 5 Landmarken (b) 10 Landmarken (c) 35 Landmarken
Abbildung 5.30.: Segmentierung des linken Vorhofs auf CT-Daten mit TPS-Segmentierung (lila) und
unterschiedlicher Anzahl verwendeter Landmarken u¨berlagert mit handsegmentierten Daten (orange,
inklusive Pulmonalvenen).
5.14.3. Projektionsvisualisierung und Planungskomponente
Die Projektionsvisualisierung hat sich zur Abscha¨tzung der Umbrellaposition in Bezug
auf anatomische Landmarken als nu¨tzlich erwiesen. In einer 3D Visualisierung ist ohne
eine Interaktion (drehen der 3D Szene) eine Bestimmung der relativen Lage kaum
mo¨glich (Abb. 5.31(a)). Auf der anatomischen Landkarte kann die relative Lage ohne
Interaktion abgescha¨tzt werden. Die Vor- und Nachteile beider Methoden mu¨ssen unter
realen Bedingungen (Tierversuche) weiter evaluiert werden.
Mit der Planungskomponente ko¨nnen einfach und schnell nach Datenakquisition und
Segmentierung Ablationsmuster geplant werden (Abb. 5.31).
5.14.4. Intraoperative Ultraschallbildgebung
Zur intraoperativen Bildgebung wird eine multiplane TEE Sonde eingesetzt. Dreidi-
mensionale Daten werden dabei mittels Rotationstechnik akquiriert. Rotationswinkel
sind zwischen 1◦ und 90◦ einstellbar. Zur Abscha¨tzung des optimalen Winkels wurden
verschiedene Aufnahmen gemacht und deren Qualita¨t qualitativ beurteilt. Ein Rotati-
onswinkel kleiner 3◦ ergab dabei qualitativ keine erheblich besseren Bilder. Im Hinblick
auf die Akquisitionszeit (Abb. 5.33) erscheint ein Rotationswinkel von 3◦ optimal. Bei
Ultraschallaufnahmen des Herzens (TEE oder TTE) sind bedingt durch die Verwen-
dung von konvexen Schallko¨pfen oft wichtige Strukturen abgeschnitten (Abb. 5.32(a)).
Hier hilft die oben beschriebene TPS-Segmentierung: abgeschnittene Teile werden in-
terpoliert (Abb. 5.32).
5.14.5. Risikoanalyse
Es wurden insgesamt 63 Risiken identifiziert. Fu¨r Risiken u¨ber einer definierten Schwelle
wurden Minimierungsmaßnahmen definiert (Abb. 5.34). Diese Maßnahmen konnten im
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(a) (b)
Abbildung 5.31.: Beispiel der Projektionsvisualisierung und Planungskomponente.
(a) (b)
Abbildung 5.32.: Links: Beispiel einer TEE-Aufnahme des linken Vorhofs mit Segmentierung. Abge-
schnitte Teile des Vorhofs werden durch die TPS-Segmentierung interpoliert. Rechts: Veranschau-
lichung des Vorteils der TPS-Segmentierung an einem synthetischen Datensatz. Segmentiert wurde
eine Kugel, welche a¨hnlich realer Ultraschallbilder zum Teil abgeschnitten dargestellt ist. Durch die
TPS-Segmentierung wird das Ausgangsobjekt interpoliert.
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Abbildung 5.33.: Akquisitionszeit von dreidimensionalen Aufnahmen mit multiplaner TEE-
Rotationssonde in Abha¨ngigkeit des eingestellten Rotationswinkels.
hier beschriebenen Prototype jedoch noch nicht vollsta¨ndig beru¨cksichtigt werden, sind
fu¨r zu beantragende in-vivo Versuche jedoch unabdingbar.
5.14.6. Deformationsmodellierung
Die entwickelte Deformationsmodellierung kann hier nur qualitativ beschrieben wer-
den. Sie zeigt ohne Beru¨cksichtigung der Herzwand gute Resultate (Abb. 5.35(a)). Bei
Beru¨cksichtigung der Herzwand bestehen die bereits beschriebenen Probleme hinsicht-
lich der Modellierung bei A¨nderung der unterschiedlichen Freiheitsgrade. Bei Kippung
werden qualitativ gute Ergebnisse erzielt (Abb. 5.35(b)). Die quantitative Evaluation
der Genauigkeit ist schwierig und nur bedingt sinnvoll (siehe Kapitel 5.14.10).
5.14.7. In-vitro Versuche
Das Navigationssytem wurde vollsta¨ndig in das Gesamtsystem integriert und erfolgreich
validiert. Bei optimalen Versuchsbedingungen, bei denen nur das Instrument im Wasser-
bad geschallt wurde, gab es keine Probleme hinsichtlich Bildqualita¨t. In allen Aufnah-
men konnte der Umbrella lokalisiert, segmentiert, registriert und kalibriert werden. Die
entsprechenden Algorithmen konnten anhand dieser Aufnahmen erfolgreich angewendet
(Abb. 5.36(a)) und validiert werden. Die Kommunikationsschnittstelle zum Steuergera¨t
und Ultraschallgera¨t sowie die Verarbeitung der Positionsdaten wurde ebenfalls erfolg-
reich validiert. Erste Versuche wurden auch mit einer Live-3D Sonde gemacht. Hiermit
konnte unter optimalen Laborbedingungen der Umbrella ohne Probleme visualisert wer-
den (Abb. 5.36(c)). Auch Deformationen des Umbrellas sind erkennbar (Abb. 5.36(c)).
Ein Einsatz von Live-3D Sonden ist wie in Kapitel 5.15 diskutiert denkbar.
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(a) (b)
Abbildung 5.34.: Histogramm der Risikoanalyse vor Risikominimierung (links) und nach Risikomini-
mierung (rechts).
(a) Ohne Herzwand (b) Mit Herzwand
Abbildung 5.35.: Qualitative Ergebnisse der Deformationsmodellierung.
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(a) (b)
(c) (d)
Abbildung 5.36.: Beispiel der Bildgebung bei in-vitro Versuchen. Umbrella in Wasserbad mit multipla-
ner TEE-Sonde (oben) und mit Live-3D Sonde (unten).
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PSfrag replacements
Umbrella
(a) Originaldaten (b) Anisotrope Diffusion
(AD)
(c) Erosion+Dilation
(d) Gauss-Filter (e) Gradienten AD (f) Median-Filter
Abbildung 5.37.: Visualisierung des Ablationsgitters innerhalb eines Rinderherzens ex-vivo. Nach Auf-
bereitung mit Bildverarbeitungsfilter kann die Sichtbarkeit verbessert werden.
5.14.8. Ex-vivo Versuche
In den im Versuchaufbau aus Abbildung 5.36(b) akquirierten Daten ist das Ablations-
gitter deutlich sichtbar (Abb. 5.37). Eine weitere Verbesserung kann durch Anwendung
von Bildverarbeitungsfiltern erzielt werden (Abb. 5.37). Probleme gab es hinsichtlich
der Orientierung in den Ultraschalldaten, da die Herzbewegung und der Blutfluss fehlte.
Es war somit schwierig, anatomische Strukturen wie die Mitralklappe oder die Pulmo-
nalvenen zu identifizieren.
5.14.9. In-vivo Versuch
In dem Tierversuch konnte erstmals das Gesamtsystem inklusive Medizinroboter gete-
stet werden. Das Navigationssystem konnte alle vom Medizinroboter vollzogenen Bewe-
gungen visualisieren. Hinsichtlich der optimalen Positionierung der Schallsonde ergaben
sich Komplikationen. Die erreichte Datenqualita¨t war wesentlich schlechter als die von
TEE-Aufnahmen bei Menschen gewohnte Qualita¨t. Die Orientierungsmo¨glichkeit war
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nicht optimal, da anatomische Strukturen wie Mitralklappe und Pulmonalvenen nur
schwer erkennbar waren. Die Erkennbarkeit des Umbrellas erreichte nicht die Qualita¨t
wie in den in-vitro und ex-vivo Versuchen. Eine Erkla¨rung sind Anatomieunterschiede
von Schaf zu Mensch, was eine optimale Sondenpositionierung erschwert.
5.14.10. Gesamtgenauigkeit
Quantitative Angaben zur Gesamtgenauigkeit des Systems ko¨nnen hier noch nicht ge-
geben werden. Erst nach vollsta¨ndigem Abschluss der Entwicklungsarbeiten des neuen
Ablationsinstrumentes ko¨nnen in weiteren Versuchen in-vitro und in-vivo Genauigkei-
ten untersucht werden. Von den Projektpartnern durchgefu¨hrte ex-vivo Versuche von
RF-Ablationen an Vorhofgewebe ergaben, dass gebrannte Ablationslinien im Bereich
von ±1mm um die Elektroden liegen. Daher ist die Zielvorgabe eine relative Positio-
nierungsgenauigkeit von 2–3mm zur Gewa¨hrleistung kontinuierlicher Ablationslinien.
5.15. Diskussion
Die in-vitro und ex-vivo Versuche zeigten vielversprechende Ergebnisse hinsichtlich
Machbarkeit des Navigationsverfahrens. Der erste Tierversuch zeigte einige Probleme
bei der Bildgebung. Eventuelle Gru¨nde hierfu¨r sind Anatomieunterschiede von Schaf
zu Mensch im Bereich Herz und Speisero¨hre.
Ultraschallbilder bilden bedingt durch Konvex-Schallko¨pfe oft nicht die komplette Ziel-
struktur ab. Fehlende Bereiche ko¨nnen mittels der hier vorgestellten Thin-Plate-Spline
(TPS) Segmentierungsmethode interpoliert werden. Das Verfahren funktioniert zufrie-
denstellend bei kugel- oder ellipsenfo¨rmigen Objekten. Die berechnete TPS-Interpolation
bildet weiterhin die Grundlage fu¨r die neu vorgestellte Projektionsvisualisierung und
Planungskomponente. Diese stellte sich als nu¨tzlich bei der Planung von Zielstrukuren
(Ablationslinien) heraus.
Das fu¨r die Registrierung notwendige interaktive Setzen von Landmarken auf dem Um-
brella und der Fu¨hrungsstange erwies sich in multiplanen 2D Ansichten als schwierig.
Eine visuelle Kontrolle in einer 3D Ansicht erwies sich dabei als unabdingbar. Hin-
sichtlich des Registrierungsschrittes sind automatisierte Methoden zu entwickeln. Nach
einer Segmentierung des linken Vorhofs erscheint eine automatische Segmentierung und
Registrierung des Umbrellas als mo¨glich.
Die Bestimmung der Deformation des Umbrellas wa¨hrend der Repositionierung gestal-
tete sich als schwierig. Die hier vorgenommene mathematische Modellierung kann nur
eine einfache Na¨herung sein. Fu¨r Weiterentwicklungen besteht die Mo¨glichkeit der Po-
sitionsmessung von einigen Punkten des Umbrellas mithilfe elektromagnetischer Positi-
onsmesssysteme (siehe hierzu Kapitel 4). Damit ko¨nnte die intraoperative Deformation
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(a) (b)
Abbildung 5.38.: Links: Einblendung von Risikostrukturen (Mitralklappe (rot), Luftro¨hre (blau) und
Speisero¨hre (gelb)). Rechts: pra¨operative Bestimmung der Pulmonalvenenanatomie.
wesentlich genauer bestimmt werden. Eine weitere Verbesserung liegt in der Hinzu-
nahme von positionsmarkiertem Ultraschall. Damit entfiele das Registrierungsproblem
(siehe Kapitel 5.2.1). Weiterhin ist der Einsatz von Live-3D Sonden zu diskutieren,
welche intraoperativ epikardial angesetzt werden. Erste Versuche hierzu waren vielver-
sprechend.
Eine zusa¨tzliche Erweiterungsmo¨glichkeit ist der Einbezug pra¨operativer Daten. Damit
ko¨nnen anatomische Zielstrukturen sowie Risikostrukturen pra¨operativ segmentiert und
intraoperativ visualisiert werden (Abb. 5.38(a)). Beispielsweise ist bei der Ablation die
Speisero¨hre zu beru¨cksichtigen, um Verletzungen dieser durch zu große Hitze zu ver-
meiden. Weiterhin ko¨nnen mittels pra¨operativer Bildgebung Pulmonalvenenvariationen
beurteilt und beru¨cksichtigt werden (Abb. 5.38(b)).
Zur abschließenden Beurteilung der in-vivo Genauigkeit sind entsprechende Methoden
zu entwickeln und in weiteren Tierversuchen anzuwenden.
5.16. Zusammenfassung
In diesem Kapitel wurde ein ultraschallbasiertes Navigationsszenario fu¨r ein neues
minimal-invasives Instrument beschrieben. Das Instrument wurde von einer Gruppe
der “Ecole Nationale Superieure de Mecanique et des Microtechniques” in Besanc¸on
(Frankreich) entwickelt und dient zur robotergestu¨tzten Ablation von Vorhoﬄimmern.
Zur Einordnung der Arbeit in den Stand der Forschung muss das Gesamtsystem beste-
hend aus Ablationsinstrument, Medizinroboter und Navigationssystem betrachtet wer-
den, eine alleinige Betrachtung des in dieser Arbeit entwickelten Navigationssystems
wa¨re hier nicht sinnvoll. Das neue Verfahren liefert erstmals die Mo¨glichkeit, minimal-
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invasiv endokardial zusammenha¨ngende Ablationslinien zu brennen. Dies war bisher nur
mit Katheterverfahren mo¨glich. Bei diesen sind jedoch kontinuierliche Ablationslinien
schwer, unter hoher Strahlenbelastung und nur mit erheblicher OP-Zeit erzielbar. Die
in der Literatur beschriebenen chirurgischen Ablationsverfahren sind entweder auf die
O¨ffnung des Vorhofs angewiesen oder ko¨nnen nur epikardial angewendet werden. Die
Hoffnung des neuen Verfahrens liegt darin, die als Goldstandard angesehene MAZE-
Operation nun minimal-invasiv ohne Ero¨ffnung von Brustkorb und Vorhof durchfu¨hren
zu ko¨nnen. Das Gesamtsystem ist wegen der minimal-invasiven Anwendung nur mit
dem hier entwickelten Navigationsszenario anwendbar. Das Navigationsverfahren ba-
siert auf intraoperativ akquirierten Ultraschalldaten. Abschließend kann die Aussage
von These 3:
“Der 3D Ultraschall liefert intraoperativ wertvolle und unabdingbare Informationen zur
exakten Platzierung minimal-invasiver Instrumente zur chirurgischen Ablation von Vor-
hoﬄimmern.”
positiv beantwortet werden. Erstmalig wird hier ein ultraschallbasierter Ansatz zur
intraoperativen Navigation von minimal-invasiven herzchirurgischen Instrumenten vor-
gestellt. Mehrere in-vitro, ex-vivo und in-vivo Versuche zeigten sowohl die Machbarkeit
als auch noch zu lo¨sende Probleme des Systems. Im Hinblick auf einen klinischen Ein-
satz sind weitere Tierversuche notwendig.
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KAPITEL 6
Zusammenfassung
”
Am Ziel deiner Wu¨nsche wirst du
jedenfalls eines vermissen: dein Wan-
dern ans Ziel. “
Marie von Ebner-Eschenbach,
Schriftstellerin
Im Laufe der letzten Jahrzehnte hat der medizinische Ultraschall eine rasante Ent-
wicklung vollzogen. Diese Entwicklung ist eng verbunden mit Anwendungen in der
Kardiologie und Herzchirurgie. Waren zu Beginn nur eindimensionale Signale messbar,
ko¨nnen heute dreidimensionale Strukturen in Echtzeit wiedergegeben werden. Neben
anatomischen Strukturen ko¨nnen mittels Doppler-Effekt auch funktionelle Informatio-
nen des Blutflusses und der Gewebebewegung erhoben werden. Neben diagnostischen
Anwendungen wird Ultraschall in letzter Zeit vermehrt zur Therapieunterstu¨tzung ein-
gesetzt. In vorliegender Dissertation wurden offene Fragen und neue Methoden des 3D
Ultraschalls in Diagnostik und Therapieunterstu¨tzung in der Herzchirurgie erarbeitet
und diskutiert.
Ein noch nicht gelo¨stes Problem hoher diagnostischer Relevanz ist die vektorielle Ge-
schwindigkeitsbestimmung von Blutfluss und Gewebebewegung mittels Doppler-Ultra-
schalls. Aus physikalischer Sicht kann der Doppler-Ultraschall nur projizierte Geschwin-
digkeiten, d.h. die Geschwindigkeitskomponente in Richtung Schallkopf, messen. Hier
wird ein Verfahren zur Rekonstruktion des kompletten vektoriellen Geschwindigkeits-
feldes vorgestellt (These 1). Das Verfahren beruht auf der Modellierung der Doppler-
Messung als inverses Problem. Mittels Regularisierungsverfahren und Integration phy-
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sikalischen Vorwissens wird das inverse Doppler-Problem gelo¨st. Als physikalisches
Vorwissen werden Glattheitsbedingungen sowie die Divergenzfreiheit verwendet. Si-
mulationen ergaben fu¨r typische Bewegungs- und Flussmuster eine deutliche Reduk-
tion des Messfehlers und zeigten ein stabiles Verhalten des Rekonstruktionsverfahrens
bei Sto¨reinflu¨ssen. Die Machbarkeit des Rekonstruktionsverfahrens wird beispielhaft
anhand von in-vitro und in-vivo Flu¨ssen gezeigt. Weitere Simulationen zeigten eine
deutliche Verbesserung der Rekonstruktionsgenauigkeit bei Einbezug mehrerer Messun-
gen. Die vorgestellte Methode gliedert sich in eine Reihe von Ansa¨tzen zur Geschwin-
digkeitsrekonstruktion aus Doppler-Ultraschalldaten. Erstmalig wird hier der Versuch
unternommen, auf Basis der Doppler-Daten ohne Einbezug von Grauwertinformation
mithilfe mathematischer Modelle Geschwindigkeitsvektorfelder zu rekonstruieren.
Das inverse Doppler-Problem motivierte zur Idee, aus unterschiedlichen Raumrichtun-
gen Messungen durchzufu¨hren und diese zu fusionieren. Dazu wurde erstmalig ein Sy-
stem bestehend aus 3D Ultraschall und elektromagnetischem Positionsmesssensor (po-
sitionsmarkierter 3D Ultraschall, These 2) aufgebaut. Bisher werden in der Literatur
nur positionsmarkierte 2D Systeme beschrieben, welche zur Freihandakquisition von
3D Volumina eingesetzt werden. Beim positionsmarkierten Ultraschall ist ein zentrales
Element die Kalibrierung, d.h. die Bestimmung der Sensorposition am Schallkopf. In
dieser Arbeit wird ein neues Kalibrierungsverfahren beschrieben, welches im Gegen-
satz zu den in der Literatur beschriebenen Verfahren mit 3D Datensa¨tzen arbeitet.
Dadurch reduziert sich die Zahl beno¨tigter Daten zur exakten Kalibrierung. In Ver-
suchen konnte eine Kalibriergenauigkeit von ∼ 3mm bestimmt werden. Die Differenz
zu den in der Literatur beschriebenen Genauigkeiten von 1–2mm kann unter anderem
durch das unterschiedliche Verhalten von elektromagnetischen Positionsmesssensoren
in der Na¨he von 3D Sonden im Vergleich zu 2D Sonden erkla¨rt werden. Daher wurde
eine bisher noch nicht beschriebene, ausfu¨hrliche Vermessung des Sto¨reinflusses aktu-
ellster 3D Sonden auf unterschiedliche aktuelle elektromagnetische Positionsmesssyste-
me durchgefu¨hrt. Dabei zeigte sich, dass 3D Schallsonden die Positionsmesssysteme
sta¨rker sto¨ren als 2D Schallsonden. Insbesondere 3D Schallsonden mit rotierendem
Aufnahmesektor (multiplane Schallsonden) sto¨ren die Positionsbestimmung erheblich.
Einfluss hat auch die Messtechnologie, AC-Systeme (basierend auf magnetischem Wech-
selfeld) werden sta¨rker gesto¨rt als DC-systeme (basierend auf gepulstem statischem
Feld). Bei ungeeigneten Kombinationen ergaben sich inakzeptable Sto¨rungen von mehr
als 100mm. In Kombination mit den aktuellsten Echtzeit-3D Sonden sind DC-Systeme
zu bevorzugen.
Die Verwendung positionsmarkierter 3D Ultraschallsysteme hat auch Auswirkungen auf
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neue Anwendungen des Ultraschalls zur Therapieunterstu¨tzung in Form der intraope-
rativen Navigation. Die intraoperative Navigation befasst sich mit der Einblendung der
aktuellen Lage des chirurgischen Instrumentes in zuvor akquirierte Bilddaten. In die-
ser Arbeit wird ein neues Konzept zur Navigation eines neuen, minimal-invasiven und
roboterunterstu¨tzten Verfahrens zur Ablation von Vorhoﬄimmern vorgestellt (These
3). Das Instrument wurde von einer franzo¨sischen Gruppe der “Ecole Nationale Supe-
rieure de Mecanique et des Microtechniques” in Besanc¸on (Frankreich) entwickelt und
besteht aus einer flexiblen Leiterplatine mit mehreren Elektroden. Das Instrument wird
roboterunterstu¨tzt minimal-invasiv in das schlagende Herz eingefu¨hrt und muss dort
an bestimmte anatomische Strukturen navigiert werden. Eine Herausforderung bei der
Navigation besteht in der Bestimmung der Deformation des Instrumentes innerhalb des
Herzens. Hierzu wird ein mathematischer Ansatz beschrieben. Das Navigationssystem
basiert auf einem neuen Konzept, welches nur auf intraoperativ erhobenen Ultraschall-
daten basiert. Das Navigationssystem wurde in das Gesamtsystem bestehend aus Me-
dizinroboter, Ablationsgera¨t und Ultraschallgera¨t integriert und in mehreren in-vitro,
ex-vivo und einem in-vivo Tierversuch getestet. In den in-vitro und ex-vivo Versuchen
konnte die Machbarkeit des Verfahren gezeigt werden. Bei dem ersten in-vivo Versuch
zeigten sich noch Probleme, die es fu¨r einen klinischen Einsatz zu lo¨sen gilt. Beispiels-
weise ko¨nnte die Lokalisation und Deformationsbestimmung des Ablationsinstrumentes
durch Integration von elektromechanischen Positionsmesssensoren verbessert werden.
Zur abschließenden Beurteilung der erreichbaren Gesamtgenauigkeit des Systems sind
weitere Tierversuche notwendig. Mittels des neuen, roboterunterstu¨tzten Verfahrens
wird es erstmals mo¨glich, minimal-invasiv innerhalb des schlagenden Herzens Ablatio-
nen durchzufu¨hren. Zur Anwendung des Verfahrens ist die in dieser Arbeit konzipierte
und entwickelte ultraschallbasierte Navigation zur visuellen Unterstu¨tzung des Chirur-
gen unabdingbare Vorraussetzung.
In dieser Arbeit wurden neue Ansa¨tze des 3D Ultraschalls zur Diagnose und Thera-
pieunterstu¨tzung im Umfeld der Herzchirurgie erarbeitet. Die wesentlichen Beitra¨ge
dieser Arbeit sind im Einzelnen: i) ein neuer Ansatz zur Rekonstruktion von Geschwin-
digkeitsfeldern aus Doppler-Daten, ii) ein positionsmarkiertes 3D Ultraschallsystem mit
ausfu¨hrlicher Evaluierung des Sto¨reinflusses von 3D Ultraschallsonden auf elektroma-
gnetische Positionsmesssysteme sowie iii) ein ultraschallbasiertes Navigationskonzept
fu¨r die minimal-invasive Herzchirurgie. Daraus ergaben sich folgende Erkenntnisse: i)
eine Rekonstruktion von vektoriellen Geschwindigkeiten aus Doppler-Daten ist mo¨glich,
ii) beim Aufbau eines positionsmarkierten 3D Ultraschallsystems sind Sto¨reinflu¨sse von
3D Schallsonden in Bezug auf elektromagnetische Positionsmesssysteme zu beachten
und iii) der 3D Ultraschall liefert wertvolle Informationen bei der Lokalisation und Na-
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vigation minimal-invasiver, herzchirurgischer Instrumente. Diese Erkenntnisse lassen
im Zuge der technologischen Weiterentwicklung des medizinischen Ultraschalls weitere
interessante Entwicklungen und Anwendungen im Umfeld der Herzchirurgie erwarten.
146
ANHANG A
Anhang
A.1. Herleitung der Euler-Lagrange-Gleichungen
Zu minimieren sei ∫
Ω
(Pv − vm)2 + λ
3∑
i=1
‖∇vi‖2 dΩ. (A.1)
bzgl. v mit
Ed = (Pv − vm)2 (A.2)
= ([v1n1 + v2n2 + v3n3]− vm)2 (A.3)
und
Es =
3∑
i=1
‖∇vi‖2 (A.4)
=
3∑
i=1
[(
∂vi
∂x1
)2
+
(
∂vi
∂x2
)2
+
(
∂vi
∂x3
)2]
(A.5)
sowie
L
(
v,
δvp
δxq
, x
)
= Ed + λEs p, q ∈ {1, 2, 3}. (A.6)
Ein allgemeines Variationsproblem
∫
Ω
L
(
v,
δvp
δxq
, x
)
dΩ (A.7)
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wird minimiert durch Lo¨sung von
∂L
∂vq
−
3∑
p=1
∂
∂xp
∂L
∂(∂pvq)
= 0, q = 1 · · · 3. (A.8)
Sei nun q = 1:
Nur Ed ist abha¨ngig von v. Damit folgt
∂L
∂v1
= 2 (Pv − vm) n1. (A.9)
Nur Er ist abha¨ngig von
(
∂v1
∂xq
)
. Damit folgt
3∑
p=1
∂
∂xp
∂L
∂(∂pv1)
= 2λ
[(
∂2v1
∂x1
2
)
+
(
∂2v1
∂x2
2
)
+
(
∂2v1
∂x3
2
)]
= 2λ∆v1. (A.10)
Die Herleitung gilt fu¨r q = 2 und q = 3 entsprechend. Damit ergibt sich
(Pv − vm) n1 − λ∆v1 = 0 (A.11)
(Pv − vm) n2 − λ∆v2 = 0 (A.12)
(Pv − vm) n3 − λ∆v3 = 0 (A.13)
bzw. die Euler-Lagrange-Gleichung in vektorieller Schreibweise
(Pv − vm) n− λ∆v = 0 . (A.14)
Sei nun
E˜s = (divv)
2 (A.15)
=
(
∂v1
∂x1
+
∂v2
∂x2
+
∂v3
∂x3
)2
. (A.16)
Dabei ist E˜s abha¨ngig von
(
∂vp
∂xq
)
.
Sei nun q = 1:
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Damit folgt
3∑
p=1
∂
∂xp
∂L
∂(∂pv1)
=
∂
∂x1
∂L
∂(∂x1v1)
+
∂
∂x2
∂L
∂(∂x2v1)
+
∂
∂x3
∂L
∂(∂x3v1)
(A.17)
= A + B + C. (A.18)
Dabei ist B = C = 0, da ∂x2v1 und ∂x3v1 in Ed nicht auftauchen. Damit ergibt sich
A = 2
∂
∂x1
(
∂v1
∂x1
+
∂v2
∂x2
+
∂v3
∂x3
)
(A.19)
= 2
∂
∂x1
divv. (A.20)
Die Herleitung gilt fu¨r q = 2 und q = 3 entsprechend. Damit ergibt sich
∂
∂xi
divv = 0 i = 1, 2, 3 (A.21)
bzw. die Euler-Lagrange-Gleichung in vektorieller Schreibweise
∇divv = 0. (A.22)
Wird der Regularisierungsterm E˜s in Gleichung A.1 integriert, ergibt sich damit
(Pv − vm) n− [λ1∆v + λ2∇divv] = 0 . (A.23)
A.2. Diskretisierung der Euler-Lagrange-Gleichungen
Der Laplace-Operator ∆ wird diskretisiert zu
∆v ≈
d∆(x, y, z) =
(v(x− 1, y, z)− 2v(x, y, z) + v(x + 1, y, z)) 1
hx
+
(v(x, y − 1, z)− 2v(x, y, z) + v(x, y + 1, z)) 1
hy
+
(v(x, y, z − 1)− 2v(x, y, z) + v(x, y, z + 1)) 1
hz
.
Die Ableitungen ∂v
∂xixj
, welche im Operator ∇div auftauchen werden diskretisiert zu
∂v
∂xixj
≈ 1
hihj
[v(xi, yj)− v(xi − 1, xj)− v(xi, xj − 1) + v(xi − 1, xj − 1] . (A.24)
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A.3. Herleitung der la¨ngenerhaltenden Interpolation
Der zweite Euler’sche Fall wird durch die Differentialgleichung
w′′(x) + k2w(x) = 0 w(0) = w(1) = 0 (A.25)
mit der zugeho¨rigen Lo¨sungsfunktion
w(x) = c sin
(pix
l
)
(A.26)
beschrieben, wobei l der neue Abstand zwischen den Endpunkten ist. Der freie Para-
meter c muss nun aus der Bedingung ermittelt werden, dass die Kurvenla¨nge s nach
Verbiegung der Ausgangsla¨nge la entspricht. Dazu wird das Kurvenintegral
s =
∫ l
0
√
1 + w′(x)2dx (A.27)
mit
w′(x)2 =
c2pi2
l2
cos2
(pix
l
)
(A.28)
bestimmt. Nun werden l und la zu
l˜ := pi (A.29)
l˜a :=
la
l
pi (A.30)
skaliert. Damit ergibt sich
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s =
∫ pi
0
√
1 + c2 cos2(x)dx (A.31)
=
∫ pi
0
√
c2
[
1
c2
+ cos2(x)
]
dx (A.32)
=
∫ pi
0
√
c2
[
1
c2
+
(
1− sin2(x))]dx (A.33)
=
∫ pi
0
√
1 + c2
(
1− sin2(x))dx (A.34)
=
∫ pi
0
√
1 + c2 − c2 sin2(x))dx (A.35)
=
∫ pi
0
√
(1 + c2)
(
1− c
2
1 + c2
sin2(x)
)
dx (A.36)
=
√
1 + c2
∫ pi
0
√
1− c
2
1 + c2
sin2(x)dx (A.37)
Das verbleibende Integral ist ein elliptisches Integral zweiter Ordnung und la¨sst sich
approximieren durch
2a
∫ pi
0
√
1− k2 sin2(x)dx ≈ 2pia
(
1− 1
4
k2
)
(A.38)
Damit ergibt sich
l˜ =
√
1 + c2
∫ pi
0
√
1− c
2
1 + c2
sin2(x)dx (A.39)
=
√
1 + c2
[
pi(1− 1
4
c2
1 + c2
)
]
(A.40)
=
√
1 + c2(pi − pi
4
c2
1 + c2
). (A.41)
Substitution mit k = 1 + c2 ergibt weiter
l˜ =
√
k
(
pi − pi
4
k − 1
k
)
(A.42)
=
√
k
(
3pi
4
− pi
4k
)
(A.43)
=
3pi
√
k
4
− pi
4
√
k
. (A.44)
Multiplikation mit
√
k und quadrieren ergibt
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l˜2k =
9pi2
16
k2 +
6pi2
16
k +
pi2
16
. (A.45)
Lo¨sen der quadratischen Gleichung liefert
k1,2 = 0.5
(
6
9
− 16l˜
2
a
9pi2
)
±
√√√√0.25
[(
6
9
− 16l˜
2
a
9pi2
)]2
− 1
9
(A.46)
und
c =
√
k − 1. (A.47)
Durch Einsetzen von Gleichung A.47 in Gleichung A.26 la¨sst sich nun die Durchbiegung
einer Kante an jedem Punkt bestimmen.
A.4. Positionsmarkierter 3D Ultraschall
Im Folgenden werden die Grafiken der einzelnen Versuche aus Kapitel 4.4 gezeigt.
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Abbildung A.1.: Versuch 1 (miniBird500).
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Abbildung A.2.: Versuch 1 (microBird).
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Abbildung A.3.: Versuch 1 (Aurora).
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Abbildung A.4.: Versuch 2 (miniBird500): Einfluss in La¨ngsrichtung bei Querposition pq = 0cm.
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Abbildung A.5.: Versuch 2 (miniBird500): Einfluss in Querrichtung bei La¨ngsposition pl = 0cm.
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Abbildung A.6.: Versuch 2 (microBird): Einfluss in La¨ngsrichtung bei Querposition pq = 0cm.
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Abbildung A.7.: Versuch 2 (microBird): Einfluss in Querrichtung bei La¨ngsposition pl = 0cm.
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Abbildung A.8.: Versuch 2 (Aurora): Einfluss in La¨ngsrichtung bei Querposition pq = 0cm.
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Abbildung A.9.: Versuch 2 (Aurora): Einfluss in Querrichtung bei La¨ngsposition pl = 0cm.
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Abbildung A.10.: Versuch 3 (miniBird): Einfluss der Befestigungsposition des Sensors auf der Schall-
sonde.
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Abbildung A.11.: Versuch 3 (microBird): Einfluss der Befestigungsposition des Sensors auf der Schall-
sonde.
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Abbildung A.12.: Versuch 3 (Aurora): Einfluss der Befestigungsposition des Sensors auf der Schallsonde.
164
A.4. Positionsmarkierter 3D Ultraschall
0 100 200 300 400 500 600
0
50
100
W
eg
 re
la
tiv
 [m
m]
 Wiederholgenauigkeit (miniBird 500)
0 100 200 300 400 500 600
0
1
2
3
W
eg
 re
la
tiv
 [m
m]
 
0 100 200 300 400 500 600
260
280
300
320
W
eg
 a
bs
ol
ut
 [m
m]
 
0 100 200 300 400 500 600
272
274
276
278
280
W
eg
 a
bs
ol
ut
 [m
m]
 
Messwerte (2DHinRueck.dat)
(a) 2D Sonde
0 100 200 300 400 500 600
0
50
100
W
eg
 re
la
tiv
 [m
m]
 Wiederholgenauigkeit (miniBird 500)
0 100 200 300 400 500 600
0
1
2
3
W
eg
 re
la
tiv
 [m
m]
 
0 100 200 300 400 500 600
260
280
300
320
W
eg
 a
bs
ol
ut
 [m
m]
 
0 100 200 300 400 500 600
271.4
271.6
271.8
272
272.2
W
eg
 a
bs
ol
ut
 [m
m]
 
Messwerte (LIVE3DHinRueck.dat)
(b) Live3D Sonde
0 100 200 300 400 500 600
0
50
100
W
eg
 re
la
tiv
 [m
m]
 Wiederholgenauigkeit (miniBird 500)
0 100 200 300 400 500 600
0
1
2
3
W
eg
 re
la
tiv
 [m
m]
 
0 100 200 300 400 500 600
250
300
350
400
W
eg
 a
bs
ol
ut
 [m
m]
 
0 100 200 300 400 500 600
284
284.1
284.2
284.3
W
eg
 a
bs
ol
ut
 [m
m]
 
Messwerte (TEEHinRueck.dat)
(c) TEE Sonde
0 100 200 300 400 500 600
0
50
100
W
eg
 re
la
tiv
 [m
m]
 Wiederholgenauigkeit (miniBird 500)
0 100 200 300 400 500 600
0
1
2
3
W
eg
 re
la
tiv
 [m
m]
 
0 100 200 300 400 500 600
260
280
300
320
W
eg
 a
bs
ol
ut
 [m
m]
 
0 100 200 300 400 500 600
274
276
278
280
282
W
eg
 a
bs
ol
ut
 [m
m]
 
Messwerte (TTEHinRueck.dat)
(d) TTE Sonde
Abbildung A.13.: Versuch 4 (miniBird): Wiederholgenauigkeit: Dargestellt ist der relative Weg der
Sonde (obere blaue Kurven) und der absolute Weg (in Bezug auf das Positionsmesssystem, untere
rote Kurven). Dabei zeigt die jeweils untere Kurve einen vergro¨ßerten Auschnitt der jeweiligen oberen
Kurve.
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Abbildung A.14.: Versuch 5 (miniBird): Trajektorie 1 (Sensor montiert auf Sonde).
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Abbildung A.15.: Versuch 5 (miniBird): Trajektorie 2 (Sonde an Bahn).
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Abbildung A.16.: Versuch 5 (miniBird): Trajektorie 3 (Sonde an Transmitter).
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Abbildung A.17.: Versuch 6 (miniBird): Einfluss der Messrate.
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Abbildung A.18.: Versuch 6 (microBird): Einfluss der Messrate.
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Glossar
3DFUS Abku¨rzung fu¨r 3D Freihand-Ultraschall. Erweitung eines 2D
Ultraschallsystems mittels Positionsmesssystem zu einem 3D
Ultraschallsystem.
Ablation Gezielte Zersto¨rung von Gewebe mittels Energie (z.B. Radio-
frequenzstrom, Ultraschal, Mikrowellen,...). Wird ha¨ufig zur
Tumor- oder Rhythmustherapie verwendet.
AF, AFib Abku¨rzung fu¨r
”
atrial fibrillation“, dt.: Vorhoﬄimmern, siehe
Vorhoﬄimmern.
Bewegungsanalyse hier: Bestimmung der Bewegung oder Geschwindigkeit von Herz-
muskelgewebe. Liefert wichtige diagnostische Information zur
Beurteilung unterversorgter Bereiche.
curativ dt.: heilend.
Defibrillator Implantierbares Gera¨t, welches Herzrhythmussto¨rungen erkennt
und mittels Stromabgabe terminiert.
Doppler-Prinzip Prinzip der Frequenzverschiebung von ausgesendetem und emp-
fangenem Signal bei relativ zueinander sich bewegendem Sen-
der und Empfa¨nger.
Echokardiographie dt.: Ultraschall am Herz.
EMTS Abku¨rzung fu¨r
”
Elektromagnetisches Trackingsystem“. System
zur Positionsmessung basierend auf einem elektromagnetischen
Feld.
Genauigkeit Beschreibt die Abweichung eines Messwertes vom tatsa¨chlichen
Wert. Werden die Ergebnisse eines Versuches als Verteilungs-
kurve betrachtet, entspricht die Varianz der Pra¨zision und die
201
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Abweichung des Mittelswertes vom tatsa¨chlichen Wert der Ge-
nauigkeit.
HLM Abku¨rzung fu¨r
”
Herz-Lungen-Maschine“.
ill-posed problem dt.: schlecht gestelltes Problem. Problem, welches entweder nicht
lo¨sbar, nicht eindeutig lo¨sbar oder sehr anfa¨llig gegenu¨ber Sto¨-
rungen in den Eingangsdaten ist.
IVUS Abku¨rzung fu¨r
”
intravaskula¨rer Ultraschall“.
Kalibrierung hier: Bestimmung der Position des Messsensors am Ultraschall-
kopf.
Kardioversion Konvertierung von Vorhoﬄimmern in einen normalen Sinus-
rhythmus. Kann durch Medikamente oder Defibrillatoren er-
zielt werden.
KHK Abku¨rzung fu¨r
”
Koronare Herzkrankheit“.
LA Left atrium, dt.: linker Vorhof.
LAA Left atrial appandage, dt.: linkes Vorhofohr.
LIPV,LLPV Left inferior pulmonary vein bzw. left lower pulmonary vein,
dt: linke untere Pulmonalvene.
LSPV,LUPV Left superior pulmonary vein bzw. left upper pulmonary vein,
dt: linke obere Pulmonalvene.
MAW Abku¨rzung fu¨r
”
multiple acoustic window“. Beschreibt die Kom-
bination mehrerer Ultraschallaufnahmen aus unterschiedlichen
Raumrichtungen.
MIC Abku¨rzung fu¨r
”
minimal-invasive Chirurgie“.
MV Abku¨rzung fu¨r
”
mitral valve“, dt.:Mitralklappe.
NABLA Abku¨rzung fu¨r
”
Navigierte ABLAtion“. Prototyp einer Naviga-
tionssoftware zur ultraschallbasierten Navigation von minimal-
invasiven herzchirurgischen Instrumenten
Navigation hier: Operationsunterstu¨tzung durch visuelle Darstellung der
relativen Lage von Instrument zu anatomischer Zielstruktur.
OTS Abku¨rzung fu¨r
”
optisches Trackingsystem“.
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palliativ dt.: lindernd.
PMUS Abku¨rzung fu¨r
”
positionsmarkierter Ultraschall“. Bezichnet ein
2D oder 3D Ultraschallsystem mit Positionsmessung.
Pra¨zision Beschreibt die Wiederholgenauigkeit (siehe Genauigkeit).
PV Abku¨rzung fu¨r
”
Pulmonalvene“.
PV Isolation Abku¨rzung fu¨r
”
Pulmonalvenen-Isolation“. Chirurgisches bzw.
kardiologisches Verfahren zur Therapie von Vorhoﬄimmern,
insbesondere geeignet bei paroxysmalem Vorhoﬄimmern.
Regularisierung Mathematische Methode zur Lo¨sung inverser und schlecht ge-
stellter Probleme.
RIPV,RLPV Right interior pulmonary vein bzw. right lower pulmonary vein,
dt.: rechte untere Pulmonalvene.
RSPV,RUPV Right superior pulmonary vein bzw. right upper pulmonary
vein, dt.: rechte obere Pulmonalvene.
Sternotomie Durchtrennung des Brustbeins zum Zugang bei konventionellen
Herzeingriffen.
Thoracotomie Ero¨ffnung des Thorax durch Spreizung der Rippen. Zugangs-
weg bei minimal-invasiven Herzeingriffen.
Trackingsystem dt.: Positionsmesssystem. System zur Positionsmessung mittels
akustischer, mechanischer, optischer oder elektromagnetischer
Technologie.
TEE Abku¨rzung fu¨r
”
Transo¨sophageale Echokardiographie“. Hierbei
wird eine Ultraschallsonde durch die Speisero¨hre (O¨sophagus)
bis hinter das Herz geschoben.
TTE Abku¨rzung fu¨r
”
Transthorakale Echokardiographie“. Hierbei
wird eine Ultraschallsonde von außen auf das Herz gehalten.
Dabei kommt es oft zu Sto¨rungen bedingt durch Knochen oder
Fett.
US Abku¨rzung fu¨r
”
Ultraschall“. Wichtiges medizinisches Bildge-
bungsverfahren, bei dem mechanische Schallwellen ausgesen-
det, Reflexionen davon gemessen und zu Bildern rekonstruiert
werden.
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VHF Abku¨rzung fu¨r
”
Vorhoﬄimmern“. Unregelma¨ssige Aktivita¨t des
Vorhofes mit unregelma¨ssiger Vorhoffrequenz. Fu¨hrt zu ver-
minderter Pumpleistung und einer Erho¨hung der Schlaganfall-
gefahr durch Thrombenbildung im Vorhof, insbesondere im lin-
ken Vorhofohr.
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