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Abstract
Theoretical and experimental work on superconductivity has won a number of Nobel
prizes in Physics, beginning with the prize to Kamerlingh Onnes in 1913 that included the
initial discovery of superconductivity in mercury. Superconductivity has since been at the
forefront of research in condensed matter physics. Furthermore, since the first isolation of
graphene by Geim and Novoselov in 2004, there has been growing interest in other monolayer
and few-layer crystals. Like graphene, other materials can be exfoliated due to the weak
van der Waals interactions between layers, primarily the transition metal dichalcogenides
(TMDs). Atomically flat and chemically stable thin two dimensional (2D) layers of TMDs
have opened up new opportunities for discovering exciting new physics and ultimately devel-
oping thin flexible devices. Defect-free exfoliated TMDs are regarded to be ideal materials
for use as channels for field effect transistors (FET), which have been shown to possess
remarkable electronic properties. Recent advances in field effect-based TMD devices have
been achieved using ionic liquid gating and the formation of electrical double layers.
Using the techniques previously developed for isolating graphene, few-layer crystals of
1T- and 2H-TaS2 have been obtained in this project to be used as channel materials for FET
and ionic field effect transistor (iFET) devices that incorporate DEME-TFSI ionic liquids
as a top gate to control the carrier density.
In the first experimental chapter (chapter 5) iFETs using a 1 µm thin film of a highly
boron-doped diamond (BDD) as the channel material are introduced and the influence of
top gating on the transition temperature using a DEME-TFSI ionic liquid is studied. An
enhancement in the Tc of the BDD sample under positive top gate potentials is shown as a
result of electron doping at the grain boundaries leading to stronger coupling between the
grains.
The following chapter (Chapter 6) describes low temperature measurements of graphene
FET (GFET) devices. These devices were fabricated to enable a reliable and effective
calibration for the DEME-TFSI top gate specific capacitance against the known back gate
capacitance. This represents a valuable reference for ionic liquid gating studies of TMD
iii
materials.
The last experimental chapter describes the electrical properties of few-layer 1T-TaS2
(initial section) and 2H-TaS2 (final section) samples used as channels in FET devices. Charge
density wave (CDW) transitions in 1T- and 2H-TaS2 are investigated and gating measure-
ments using ionic liquids on these samples are described and summarised. Although no gate
influence was seen on the CDW in 2H-TaS2, a suppression of the CDW transition in cooling
cycles of a 1T-TaS2-based FET sample was observed. This suppression demonstrates that
accumulation of additional charge carriers in the sample drives it into a metallic state. In
a ∼15 nm 2H-TaS2 FET device, strong enhancement of the superconducting critical tem-
perature from 0.8 to 4.7 K is observed with DEME-TFSI top gating. The influence of an
additional back gate potential on the device enhances the transition temperature still further
up to 5 K. This indicates a co-operative effect between the top and back gates of the sample.
It was also demonstrated that 2H-TaS2 crystals are susceptible to intercalation by DEME+
cations in the ionic liquid; a clear enhancement of Tc was observed after simply placing a
drop of ionic liquid on a 2H-TaS2 flake without application of a top gate bias.
This research project has studied superconductivity in 2D materials and illustrates the
capability of ionic liquid gating as a versatile tool to modify the carrier concentration and
enhance the critical temperature of a wide range of different materials.
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Motivation
TMD materials provide a versatile platform for the investigation of emergent phenomena
and two-dimensional (2D) superconductivity at/near the atomically thin limit. In particu-
lar, gate-induced interfacial superconductivity realised by the use of ionic liquid gating has
greatly extended our ability to electrically-induce superconductivity in oxides, nitrides, and
transition metal chalcogenides, and enable the exploration of new physics such as ambipolar
transport [1] and electric field control of spin polarization [2]. The very narrow (∼ 1 nm)
spatial charge double layers, that mimic a conventional capacitor structure, are capable of
inducing an ultra-dense sheet of carriers ( 1015 cm−2). Electrostatic ionic liquid gating has
proven to be a versatile tool for achieving novel device functionalities and inducing new
electronic states at the interface between an ionic medium and the channel material. In-
duced high carrier densities have also allowed the gap to the quantum phases of TMDs to
be bridged using the field effect. The first demonstration of induced superconductivity in
the semiconductor TMD, MoS2, was achieved by electrostatic carrier doping using a DEME
TFSI ionic liquid [3]. The discovery of gate-induced superconductivity in MoS2 has revealed a
top gate potential-dependent Tc and a dome-like phase diagram; these features are absent in
the chemically-doped phase. In the light of other available semiconductor or metallic TMDs
and the effectiveness of electrostatic ionic liquid gating, it is anticipated that this method
may be applicable to induce superconductivity in many other TMDs. An investigation of
xvii
gate-induced superconductivity in various materials can provide us with new platforms to
understand emergent interfacial superconductivity.
Our first choice of material within the large TMD family was 2H-TaS2, which has long
been known to have a superconducting transition temperature that can be tuned by inter-
calation. Studying the 2H polytype of TaS2 is particularly interesting because it exhibits
both superconducting and CDW transitions. In addition, recent reports have suggested that
the Tc of this material shows a thickness dependency whereby thinner flakes have higher
critical temperature, which triggered the motivation for this PhD project. The thickness
dependence has subsequently been studied in detail by Navarro-Moratalla et al. [4] in 2016
and the superconductivity in 2H-TaS2 samples as thin as 3.4 nm was reported for the first
time.
This project has targeted an investigation of the use of field-effect gating techniques to
control superconductivity in a range of different two-dimensional TMDs as well as thin films
of boron-doped diamond. The main objective of the work described in the thesis has been to
incorporate 1T-, 2H-TaS2 and superconducting boron-doped diamond films into FET devices
to control their carrier concentration in order to enhance or induce superconductivity. Here,
we have successfully demonstrated the enhancement of superconductivity in 2H-TaS2 and
thin CVD diamond films with the aid of top and back field-effect gate geometries and studied
the influence of gating on CDWs in 1T-TaS2.
Although ionic liquids have frequently been used to control superconductivity and tune
metal-insulator transitions in various materials, a full understanding of the response of
these samples to electrostatic gating still represents a major challenge and needs much more
extensive investigation. Not only is it important to understand the behaviour of specific
ILs in contact with certain types of material, but a consideration of the dependence on the
sample thickness is important when trying to develop a general model. Furthermore, our
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study of 2H-TaS2 shows that the DEME+ cation in the DEME-TFSI ionic liquid, which
is commonly used as a top gate in FET structures, readily intercalates between the TaS2
layers.
In this thesis the results and challenges of working with ionic liquids are discussed and a
brief history of studies of the intercalation of different molecules between the layers of 2H-
TaS2 is reviewed. Two-dimensional (2D) layered transition metal dichalcogenides (TMDs)
are a fascinating class of nanomaterials that have strong potential for applications in catal-
ysis, electronics, photonics, energy storage, and sensing, creating countless possibilities for
further research directions. At the end of the thesis potential related future work using ionic




This chapter summarises the properties of conventional superconductivity and the develop-
ments in this field. The theoretical and experimental work on this spectacular phenomenon
has won a number of Nobel prizes in Physics, including the prize in 1913 for the initial dis-
covery of superconductivity in mercury. Superconductivity has since been at the forefront
of research in condensed matter physics.
In the early years, superconductivity was studied in different conventional superconduc-
tive elements at very low temperatures, such as mercury, tin and lead. The research on their
macroscopic properties has led to an understanding of the mechanisms responsible for su-
perconductivity in conventional superconductors. This research recently was awarded with
a Nobel prize to Abrikosov and Ginzburg (Landau would have also shared this prize if it
was not for a car accident) in 2003. The complete microscopic theory of superconductivity
was proposed by Bardeen, Cooper and Schrieffer which was awarded with a Nobel Prize in
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1972.
The theory justifies conventional superconductors, but does not explain the high tem-
perature superconductors that were first discovered in 1986. However, BCS theory has had
an impact far beyond superconductivity, as scientists have found states analogous to the
BCS superconductor in astrophysics and nuclear physics.
The transition temperatures of high temperature superconductors such as copper/oxide
superconductors are relatively high compared to the superconducting elements, but it is
believed by some researchers that if a room temperature superconductor is ever discovered
it will be from a different family of materials.
Understanding the mechanisms responsible for controlling the transition temperature in
superconductors is a topic of great interest. Currently we are able to manipulate materi-
als on the atomic lattice scale. In this chapter some examples of transition temperature
enhancement in two dimensional systems are discussed. Charge density waves and the coex-
istence of these two correlated states in several different materials are also introduced. This
could potentially lead to a deeper understanding of the fundamental mechanisms behind
superconductivity.
1.1 Meissner effect
The discovery of liquid helium by Kamerlingh Onnes in 1908 led to the discovery of su-
perconductivity in mercury wires in 1911. In his experiment, he discovered the complete
loss of electrical resistance in mercury wires at 4.2 K, which he called it a “superconductive
state” and Onnes soon found several other superconductive materials. [5] Superconductivity
was characterised by a phase transition at a critical temperature (Tc) at which the material
showed zero electrical resistance.
1.1 Meissner effect 3
In 1933 Meissner and Ochsenfeld were exploring the magnetic properties of superconduc-
tors, when they discovered another fundamental property of superconductors, the Meissner
effect [6]. In their experiment a small magnetic field was applied to Sn and Pb samples at
T >Tc, which were then cooled down to T< Tc where the material are in their supercon-
ducting state. For a perfect conductor under a magnetic field, it was expected that the
magnetic flux would be trapped within the material, however below the critical temperature
Tc, the magnetic flux was totally expelled. This phenomena is known as Meissner effect.
This experiment showed that below a certain critical field Hc some types of superconductors
are perfect diamagnets.
The magnetic flux or induction B of a material is defined as,
B = µ0(H +M), (1.1)
where H is the applied magnetic field, µ0 is the permeability of vacuum and M is the
magnetization of a sample which is,
M = χH (1.2)
therefore
B = µ0H(1 + χ) (1.3)
where χ is the magnetic susceptibility. For perfectly diamagnetic superconductor χ = -1,
thus B is zero inside the superconductor.
When there is an applied external field of Ha, the free energy f(Ha) of the material
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Equation 1.4, implies that when a superconducting material is magnetized by an applied
magnetic field, its free energy changes, by an amount proportional to the area under its
magnetization curve. Where there is an applied magnetic field, a negative magnetization
is produced, and if penetration of the field is neglected, the flux due to the applied field









However the free energy of the superconducting state can increase until it reaches the nor-
mal state. If the magnetic field strength is strong enough the material will not remain in a
superconducting state and it will undergo a transition to a normal state. Since the super-
conducting state must pocess a lower free energy fs compared with the normal state fn, this
implies that a superconducting/normal transition will occur at a critical value of applied
magnetic field Hc such that,





The normal state acquires negligible magnetisation under applied magnetic field and there-
fore the free energy of this state does not change. The maximum magnetic field strength
that can be applied to a superconductor if it is to remain in superconducting state is called









The relation describing the temperature dependence of the critical field Hc was found
empirically to be [7],
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These thermodynamic relations are consistent with the fact that a single, sharp critical
field, was observed experimentally in the superconducting state for all known supercon-
ductors at the time. Later in 1935, Rjabinin and Shubnikov [8] discovered superconducting
materials which showed two distinct critical fields at Hc1 and Hc2. This experimental evi-
dence suggested that superconducting materials can be classified into type-I and type-II.
1.2 London theory
The London brothers Fritz and Heinz published an article entitled, “The electromagnetic
equations of the superconductor” in 1935 [9]. In this article they provided an explanation for
the Meissner effect. The London brothers demonstrated that by applying an external low
frequency magnetic field to a superconductor, the field is not completely excluded from the
surface of the superconductor but decays exponentially into the bulk. This screening length
is known as the London penetration depth λL and is a key characteristic parameter of any
superconducting material.
To form a relationship for the value of penetration depth one can apply classical me-
chanics for electron motion with mass m and charge −e for electrical conductivity in the





where vs is the velocity of the superconducting carrier. The field-induced supercurrent
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density Js is given by
Js = −ensvs , (1.10)



























In order to obtain the Meissner effect (i.e. B = 0 in the bulk of the superconductor) the
London brothers removed the time derivative in eq. 1.13
mc
nse2
(∇× Js) + B = 0. (1.14)
Equation 1.14 is commonly referred to as the ”second London equation”. Since the super-





by substituting eq. 1.15 into eq.1.14,
λ2L(∇×∇×B) + B = 0, (1.16)








Figure 1.1 Magnetic field B(0) is applied parallel to a vacuum-
superconductor interface showing the field decays into superconducting








The relationship between λL and B is best illustrated by a simple example. Consider
the vacuum-superconductor interface illustrated in fig. 1.1. If a field B(0) is applied parallel
to the surface of the superconductor, the solution of eq.1.16 is
B(x) = B(0) exp(−x/λL) . (1.18)
Thus, both the magnetic field B and the supercurrent density Js decay exponentially with
distance inside the superconductor over the length scale λL.
∇×B = µ0Js, (1.19)





(−xλl )jˆ . (1.20)
The solution ignores the variations in the magnitude of the superconducting wavefunction
near the surface, and λL is the characteristic length scale on which an applied magnetic field
is able to penetrate into a sample. The maximum current that a superconductor state can
support is called the critical current Jc.
1.3 Ginzburg-Landau theory
Until the 1950s the understanding of the microscopic origin of superconductivity and the
two distinct types of critical field transition observed was limited. A major advance came in
1950 with the phenomenological model of Ginzburg and Landau [10]. This theory introduces
a complex pseudowave function or order parameter ψ, which describes the superconducting
electrons, with the significance that |ψ|2 is equal to the local density of superconducting
electrons n∗s.
n∗s = |ψ|2 (1.21)
The other assumption is that the free energy of a homogeneous superconducting material
can be written as a power series in |ψ|2,
fs(T ) = fn(T ) + α(T )|ψ|2 + β(T )
2
|ψ|4 + ..., (1.22)
where fs and fn are the free energy density of superconducting and normal state respectively,
α and β are the GL coefficients. By minimising eq. 1.22 with respect to |ψ|2 one can obtain,
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Now two separate situations can be considered [11];
1. In the case when ψ is constant and there is no magnetic field, the free energy density
depends only on the density of superconducting electrons and can be represented by
an expansion in powers of |ψ|2. By assuming fs is analytic near |ψ| = 0 and T = Tc,
the free energy at superconducting state can be written as,
fs(T ) = fn(T ) + α(T )|ψ|2 + β(T )
2
|ψ|4, (1.24)
where α = α′(T − Tc) , and β = finite and positive constant.
The free energy difference the between normal and superconducting state as a function
of the order parameter is illustrated in fig. 1.2.
2. In the case of an inhomogeneous system, where a small variation of ψ is allowed and
when a magnetic field is applied, two terms are added to the free energy density
equation,







∣∣∣∣2 + 18pi |H(r)−Ha|2
(1.25)
The charge 2e in this equation expresses the fact that ψ(r) is an amplitude for a pair
of electrons. However, in the original paper a factor of e was used as an assumption.
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fs-fn fs-fn
Ψx
α > 0 α < 0
Hc²
8π
Figure 1.2 GL free-energy function when T>Tc (α >0) and when T<Tc
(α <0).
The necessity of a charge 2e was pointed out after the development of the microscopic
theory by Gor’kov (1959) [12].
To obtain the two important Ginzburg-Laundau equations, the free energy of a super-











ψ + β|ψ|2ψ = −α(T )ψ, (1.26)








The GL theory introduces a length called the GL coherence length ξ(T ) that characterizes
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The coherence length is related to the Fermi velocity of the material and the energy gap
associated with the condensation. The transition from a superconducting state to a normal
state will take place in a transition layer of finite thickness of the order of ξ(T ). Figure
1.3 illustrates the penetration depth and coherence length and the interface between normal
















Figure 1.3 Penetration depth and coherence length; interface between
normal and superconducting states.
1.4 Type I and type II superconductors
Type-I and Type-II superconductor materials can be distinguished according to their mag-
netic properties. The ratio of the London penetration depth to the superconducting coher-










Figure 1.4 a) Magnetisation as a function of applied magnetic field for
a type-I superconductor. This shows above critical field Hc the material
reverts abruptly to the normal state and the magnetisation is negligible.
b) Magnetisation curve for a type-II superconductor. Magnetic flux can
penetrate into the material at Hc1 and exists in a vortex state between Hc1
and Hc2. Increasing the magnetic field above Hc2 drives the material into
its normal state [13].





The London penetration depth (λ) is the distance over which a magnetic field penetrates
into a superconductor, and the coherence length (ξ) is the characteristic length scale of the
variations in the density of a superconducting component. Type-I superconductors are those
with 0 < κ < 1/
√
2, and Type-II superconductors are those with κ > 1/
√
2.
Type I superconductivity is usually found in pure metals.They are also known as ’soft’
superconductors. Type I superconductors generally have critical temperatures below 10 K
at ambient pressure. Some type I materials require a very high pressure to reach the super-
conducting state. For example in sulphur, the pressure and temperature required to reach
the superconducting state are 9.3 million atmospheres (9.4 × 1011N/m2) and 17 K respec-
tively. This type of superconductor exhibits a very sharp transition to a superconducting
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state where all magnetic flux is expelled. As the strength of the applied field rises above
a critical value Hc, the superconducting state will be abruptly destroyed via a first order
phase transition.
Most of the elemental superconductors are type-I materials however elements such as
Nb, V and Tc are type-II superconductors. All high temperature superconductors are also
type-II superconductors. The highest critical temperature found at ambient pressure is 135K
in the compound HgBa2Ca2Cu3O8
[14].
A theory of type-II superconductors was developed by Ginzburg, Landau, Abrikosov
and Gorkov. In 1957 Abrikosov demonstrated [15] that for superconductors with κ > 1/
√
2,
instead of a discontinuous breakdown of superconductivity in a first order transition Hc,
a continuous flux penetration at a lower critical field of Hc1 occurs. He showed that flux
penetration will continue to an upper critical field Hc2, higher than the thermodynamic
critical field Hc, before a transition to the normal state. The region between the Hc1 and
Hc2 is called the ”mixed state”, where the magnetic field can penetrate in the form of
flux tubes. The ’circulating supercurrents’ around these induce magnetic fields, which form




= 2.07× 10−15Wb (1.31)
Therefore unlike Type-I superconductors, Type-II superconductors can be penetrated
by an external magnetic field. Type-II superconductors are characterised by a vortex state
between Hc1 and Hc2, while the material can exclude magnetic fields below a lower critical
field value Hc1 and becomes normal again at an upper critical field value Hc2.
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Moving electron Cooper pairs
Figure 1.5 Cooper pair formation, as a result of attractive interaction
between two electrons originates from electron-phonon scattering process.
The coulomb repulsion between the two electrons are overcame due to
the presence of other electrons and ions in the material. Cooper pairs
are formed with a weak coupling bond that is long range compared to
the electron size. The Cooper pairs can move through the lattice without
resistance.
1.5 Cooper pairs and BCS theory
The BCS theory was developed by J. Bardeen, I. N Cooper and J. R Schrieffer in 1957 [16]
and represented the first microscopic explanation of superconductivity. The BCS theory as-
sumes that there is an attraction between pairs of elections that can overcome their mutual
Coulomb repulsion. The theory is based on the idea that the interaction between electrons
is a result of (weak) coupling to phonons in the material which is attractive when the differ-
ence in energy between the electron states is smaller than the phonon energy. The theory
demonstrates that superconductivity is a macroscopic effect resulting from the condensation
of pairs of electrons, termed Cooper pairs [17] and neglects the repulsive interaction outside
range of energies under consideration for simplicity.
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The wave functions corresponding to conventional BCS Cooper pairs, are spatially sym-
metric like an atomic s-orbital with angular momentum L = 0. The two electrons in a
Cooper pair, have equal and opposite momenta ~k and −~k, so that the centre-of-mass mo-
mentum of a Cooper pair is zero. For a pair of electrons to attract and form a Cooper pair
requires an interaction which is symmetric upon exchange of electron position, in order to
satisfy the Pauli exclusion, hence it must be an antisymmetric spin singlet upon exchange of
electron spins. One can think of electrons in a Cooper pair as being in a state (~ki ↑,−~ki ↓),
so that the overall exchange of fermions would satisfy the Pauli exclusion principle for the
space, spin and time coordinates of the two electrons.
The Cooper pairs are in a spin-singlet state S = 0 with antiparallel spins. Therefore
the pairing mechanism in a conventional superconductor is known as s-wave spin-singlet [18].
The energy gap of an s-wave superconductor is finite over the entire Fermi surface.
The ground state in BCS theory can be characterised by wave function Ψ and an energy
gap ∆, the gap between the ground state energy and the energy level of unpaired electrons.
Eg(T) = 2∆ is needed to break up a pair of electrons. Unlike the valence band and con-
duction band in semiconductors, the energy gap for a superconductor, is not a constant and
varies depending on the temperature such that for T → Tc one finds ∆(T )→ 0. The ∆(T )
is predicted by BCS theory agrees well with experimental data [19] as shown in fig. 1.6. The
theory has also predicted that the critical temperature Tc is related to the ∆ at absolute
zero. The relation for the energy gap ∆(0) can be written as [20],
Eg(0) = 2∆(0) = 3.5kBTc, (1.32)
∆(0) = 2h¯ωD exp(− 1
V0N(Ef )
), (1.33)
where ωD is the Debye frequency and V0 is the electron-lattice interaction potential, N(Ef )
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Figure 1.6 Variation of energy gap (∆) as a function of temperature T
plotted for the BCS theory and experimental data [19]. As T decreases the
energy gap for niobium, tantalum and tin also reduces.
is the density of electronic states at the Fermi energy EF . Combining the two equations
gives an explicit equation for Tc
kBTc = 1.14h¯ωD exp(− 1
V0N(Ef )
). (1.34)
In summary the BCS theory has explained a number of phenomena exhibited by super-
conductors such as the Meissner effect. Before this theory, it was known that the crystal
lattice of a superconductor does not change its properties, but the transition temperature
Tc nevertheless depends on the atomic mass. The BCS theory has explained the ”isotopic
effect” by showing the relation between phonon modes, which are dependent on the atomic
mass of the constituent elements of a material, and the presence of superconductivity [21].
The theory has also related the critical temperature Tc to the energy gap ∆, that could be
measured using infrared absorption or tunnelling. The BCS expressions are very close to
the experimental data for several different superconducting elements.
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Cooper pair formation was experimentally proven in 1962 by William A. Little and
Roland D.Parks. In their experiment an empty thin-walled superconducting cylinder with
diameter of about 1µm was subjected to a parallel magnetic field at temperatures very
close to Tc. They found that quantised flux is trapped in the superconducting cylinder.
The electrical resistance of the cylinder showed periodic oscillations with flux periodicity of
h/2e where h is the Planck constant and e is the electron charge. They explained that this
periodic oscillation, reflects the oscillation of the superconducting Tc
[22].
Although the microscopic origin of superconductivity is explained well by the BCS theory,
it still cannot be used to predict the Tc of the superconductors due to the long range electron
pairing and material-specific phonon modes. However, models based on DFT calculations
can now achieve this in some situations.
1.6 Tc modulation of superconductors
The possibility of Tc enhancement for thin films due to ”interface superconductivity” was
predicted by Ginsburg in 1964 [23]. The BCS theory has stimulated proposals for novel
superconducting materials,especially materials with high Tc
[24]. Little [25] has suggested
the possibility of synthesizing a high-temperature superconducting organic polymer, and
Ginzburg [26] has suggested the possibility of enhanced two dimensional “surface supercon-
ductivity.”
In 1965 further experiments carried out by Ru¨hl [27] studied the interaction between a
molecule and a metal, and its effects on Tc. Several films of superconductors were used
for this purpose. Studies showed that the deposition of metal atoms and molecules can
be affected by the molecule-metal interaction [28]. For example growing an oxide layer on
thin films of Ti, Al or In superconductors increases the transition temperature, whereas
1.6 Tc modulation of superconductors 18
the Tc of materials such as Sn or Pb decreases with an oxide layer over
[29]. Since then,
different systems have been studied including superconductor-insulator transition (SIT) in
metallic/granular thin films and interfacial superconductivity in heterostructures. A high
mobility electron gas based on LaAlO3/SrTiO3 heterostructure showed a novel form of su-
perconductivity as compared with conventional metallic films [30]. Soon after, the electric
field control and tunability of the superconductivity of this system was reported [31]. Over
the past 80 years thin film superconductivity has been studied, and new fabrication meth-
ods including metal atomic layers grown by molecular beam epitaxy (MBE), atomic layer
deposition (ALD), mechanical exfoliation and fabrication of field effect devices have given
additional insights into the field of ultrathin superconductors.
Recent experiments have demonstrated that electron doping and band bending resulting
from electric field gating or transferring charge from the substrate, can have a significant
role in high Tc superconductors such as FeSe. It has been reported that for an appropriate
choice substrate material such as SrTiO3 for a single unit cell FeSe film Tc can increase
above 100 K, even without gating [32,33]. Furthermore the thickness dependence of super-
conductivity in quasi-2D materials such as NbSe2 and 2H-TaS2 suggest another important
route to control the Tc. Strong enhancement of Tc has also been reported for 2H-TaS2 under
pressure [34]. The effect of carrier doping in 2D materials using field effect transistors (FET)
is a very significant step in controlling the superconducting state, where the transistor struc-
ture enables one to modulate Tc in the superconductor channel. The gating effect has been
observed not just in quasi-2D materials but also in cuprate films such as GdBa2Cu3O7−x
where ferroelectric oxide gates are used [35]. The main importance of FETs can be seen in
the electric field induced superconductivity in non-superconducting metal/semiconductors,
where modulating charge carrier density of the channel material induces superconductivity.
The role of the modulation of the density of states and the limitations of this system will
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be discussed further in the following chapters.
1.7 Charge density waves and coexistence with super-
conductivity
In physical systems, the stability of a system is intimately connected to its equilibrium state
which can be described as either a ball that is energetically stable at the bottom of a bowl,
or in an unstable state such that the ball is on top of a dome. Usually, the stable equilibrium
state is robust even under small fluctuations, while the unstable equilibrium state is very
sensitive to external or internal perturbations. However if the ground state becomes unstable
due to various changes in physical conditions, then the system tries to find a totally new
stable state. The charge density wave (CDW) state is an example of such a transition. A
CDW is a novel type of ground state in highly anisotropic low-dimensional materials, where
electrons form a new translational symmetry which often results from coupling of electrons
to phonons.
In 1930 Rudolf Peierls suggested that in a one dimensional electron gas, the nesting of a
Fermi surface (FS) of electrons can lead to a charge density modulation, but only later in 1950
was a microscopic theory introduced by Herbert Fro¨hlich [36] and further developed in 1955
by Peierls himself [37]. Since then CDW have experimentally been witnessed in various 1D
systems and transition metal chalcogenides MX2/MX3 such as NbSe3, K0.3MoO3, (TaSe4)2I
and KCP or K2Pt(CN)4Br0.33.2H2O, which contain chain structures
[38–40].
In low dimensional systems, the CDW phase transition is accompanied by the devel-
opment of commensurate/incommensurate periodic lattice distortions and the opening of
energy gaps at the Fermi level. While competing with the thermal and quantum fluctua-
tions intrinsic to low dimensional electron systems, such a tendency for symmetry breaking
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Figure 1.7 Nesting condition for different dimension Fermi surfaces.
is strongly enhanced by Fermi surface nesting, and the delicate interplay of the electron-
phonon coupling [40].
When two parallel pieces of a Fermi surface can connect in many points using a single
phonon q-vector, a Fermi surface nesting occurs. The perfect nesting occurs in one di-
mensional systems when the Fermi surface consists of two points at k = ±pi/a. In higher
dimensions due to the circular or spherical Fermi surface good nesting will not be so easy
to achieve. However systems with stronger interactions still can have Fermi surface nesting
(fig. 1.7).
In a one dimensional system where the band structure dispersion is parabola and electron
states are filled to the Fermi level EF as shown in fig. 1.8, a CDW distortion introduces
a new periodicity and a gap opens up at the new Brillouin zone boundary. As a result a
spatially periodic charge density modulation is formed with wavevector q = 2kF .
However the formation of a CDW in the case of two and quasi two-dimensional materials
requires that a primary criterion must be fulfilled in all dimensions, such that it is ener-
getically favourable for the crystal to do so [41]. Whilst in the perfect one-dimensional case,
the change in energy in going from the metallic to charge-density wave can be calculated,





T > Tp T ≤ Tp
q = 2kF
Figure 1.8 The single particle energy band for the cases a) when T>Tp
the electron and the phonon systems are not coupled so the ions are equally
spaced and the charge density is represented by ρ(r). b) when T<Tpthe
electron and phonon are interacting and the competition between the elas-
tic and electronic energies leads to static lattice deformation and periodi-
cally modulated charge density.
quantitative predictions in higher dimensions are less reliable.
Since the FS nesting plays a key role for such behaviour, considerable experimental
research has been carried out in order to affect the FS topology and tune the CDWs in
various materials by, for example, chemically doping the host materials [42] and applying
pressure [43]. The crystal structure of the low dime nsional materials typically contains rigid-
bonds either along one direction or in-plane, which result in strong anisotropic electronic
structure in the channel material.
Compared to one dimensional materials, CDW states in two dimensional systems are
particularly interesting, partly because of the novel effects coming from the multiple possible
nesting wave vectors and competing order parameters added by the extra dimension [44].
Studies of superconductivity in the transition metal MX2/MX3 groups often support
a competitive relationship between the superconductivity and CDW states, where the su-
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perconductivity can be enhanced or induced with suppression of the CDW. Suppression
of the CDW state prevents the gapping of regions of the Fermi-surface and allows these
regions to more readily participate in the formation of a superconducting phase. This is
typically achieved by the application of hydrostatic pressure, such as in the case of NbSe2
and NbSe3
[45] or by chemically doping in the case of NaXTaS2
[46]. Although materials such
as HfTe3
[47] or NbSe2
[48] have a CDW and superconducting states at different tempera-
tures, it is not very common for these materials to undergo both transitions unless there is
chemical/physical modification.
Studying the coexistence of CDW and high Tc superconductivity in these materials could
lead to a better understanding of fundamental mechanisms in these superconductors and an
insight into the correlation of these multiple order states [49]. Although in this study, the
CDW and superconductivity are studied individually, the coexistence of these phenomenons
are not studied here.
Chapter 2
Superconducting diamond films
and two dimensional materials
In this project, the transport properties of four different materials of Graphene, 1T-, 2H-
TaS2 and BDD are studied. Firstly, bulk superconducting boron-doped diamond films are
introduced. The growth and properties of boron-doped diamond films are discussed along
with a brief summary of the previous work carried out on this material. Following from
bulk, 2 dimensional (2D) materials are introduced in the form of single crystalline graphene
along with its band structure and electrical properties. Similar to graphene, other mate-
rials that can be exfoliated due to the weak Van der Waals interactions between layers,
specifically, the transition metal dichalcogenides (TMDs) are introduced. As studies on
graphene have become well established (since the Nobel Prize in 2010), this has yielded a
developed platform to study other 2D materials. Two dimensional TMDs are often referred
to as “next-generation graphene”. A large band gap with degenerate valleys are some of the
novel properties that these materials have in comparison with graphene. Studying TMDs
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in 2D, has opened new opportunities for exciting new physics and ultimately thin flexible
devices. In this chapter, the properties of 2H-TaS2, one of the superconducting TMDs,
are introduced. Another polytype of this material, 1T-TaS2, its physical properties and
structural differences with 2H-TaS2 will also be discussed.
2.1 Polycrystalline boron-doped diamond (BDD) thin
films
Although pure shiny diamonds are good heat conductors, the large band gap in this material
makes it electrically an insulator. In 2004, Ekimov et al. discovered that doping diamonds
with boron atoms can change the conductivity of this material from insulator to metal and
eventually to a superconductor [50]. The study showed many physical properties of doped
diamond films such as electrical resistivity, magnetic susceptibility and specific heat which
suggested that doped-boron diamond films with a doping level of 4-5 × 1021 cm−3 are type-II
superconductors with Tc of approximately 4 K.
In pure diamond, the sp3 bonding makes the diamond a very tough material. Pure
diamond has a wide band gap of 5.5 eV and hence it is an insulator. Doping the diamond
with boron up to concentrations of nB ∼ 1017cm−3, leads to an acceptor ground level which
is located at approximately 370 meV above the host’s valence band [51]. Boron has one
less electron than carbon, and because of its small atomic radius, boron is relatively easy
to incorporate into diamond. The boron atoms act as a charge acceptor, and hence the
diamond film is effectively hole-doped.
Superconductivity in diamond has only been observed when the boron concentration
nB exceeds a critical value nc, and the material is in a metallic regime. In diamond films
prepared by chemical vapour deposition (CVD), the experimental values of nc have been
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found to lie between 2× 1020 and 4.5× 1020 cm−3. The critical temperature Tc of single
crystalline diamond films depend on nB
[52], as Tc ∼ (nB/nc−1)1/2. The highest Tc obtained
for boron-doped diamond is 11.4 K [53] at a boron concentration of 8.5 × 1021 cm−3.
Highly doped diamond is a potential candidate for developing electronic devices due to its
high heat conductivity, rigidity and electrochemical robustness. These make it an interesting
candidate for high temperature electronic applications, such as diamond transistors that
could operate at up to 700 K. Besides its potential technological applications, the transport
behaviour of boron-doped diamond can help achieve an understanding of the metal-insulator
transition and its correlation with the appearance of a superconducting state.
In this project, superconducting polycrystalline diamond films are used. This type of
diamond film demonstrates granular features and metallic conductivity arises due to substi-
tutional boron doping in diamond grains. Studying such granular system, can give a better
understanding of the influence of disorder on a superconducting material at different length
scales.
2.1.1 Granularity in BDD
Granular BDD materials are usually synthesised by evaporating a source material onto
a cold dielectric substrate consisting of glass or quartz [55]. These films are prepared at
high pressure and consist of grains or nanocrystallites which are generally oxidised at their
surfaces. As a result, these grains are coupled together by low-transparency tunnel junctions.
This means that the electrons cannot directly hop from one grain to the next but needs
to tunnel between grains. This makes the electrical coupling between neighbouring grains
rather poor and Coulomb effects start to play an important role through the charging energy
associated with each grain. The grain’s charging energy is Ec = e
2/2C, where e is the
electric charge and C is the effective capacitance of the grain. This represents the Coulomb
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a) b)
Figure 2.1 (a) X-ray diffraction (XRD) spectrum of heavily boron-doped
bulk diamond synthesised by a high-pressure high-temperature (HPHT)
technique. Inset: SEM image of BDD film. (b) Resistivity vs tempera-
ture curve for the BDD film with high boron concentration. Upper inset
presents the expanded superconducting transition with two-steps in the
broad transition. [54]
energy barrier necessary to inject (or extract) one electron into (from) a particular grain. In
superconducting granular materials, the charging energy Ec competes with the Josephson
energy EJ , which is related to the establishment of superconductivity in the whole film by
coupling the superconducting phases of neighbouring grains. The Josephson energy is given
by EJ = Φ0Ic, where Φ0 = h/2e is the flux quantum and Ic is the critical current, also
known as the maximum supercurrent of a Josephson junction. Since the electronic coupling
between grains is poor, superconductivity first develops in each grain and only then couples
from one grain to the next via the Josephson effect [55].
Polycrystalline boron-doped diamond films exhibit a combination of “uniform” and
“granular” disorder [54]. “Uniform” disorder arises on the atomic scale in individual sin-
gle crystalline diamond grains that are perturbed by the boron atoms where doping-induced
defects appear. Granular disorder occurs on the scale of typical grain sizes and can be
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observed throughout the bulk of the samples that are rich in the grain boundaries.
Further details of superconductivity in granular polycrystalline heavily boron-doped dia-
mond can be found in the work carried out by Zhang et al. [54]. A series of studies of electrical
transport, scanning tunneling microscopy/spectroscopy (STM/STS) and magnetisation on
the granular nature of the superconductivity in boron-doped polycrystalline diamonds were
performed, and these are summarised in fig. 2.1. The distribution of the superconducting
order parameter is found to contain granular features, in agreement with the intragrain
heavy substitutional boron-doping inferred from structural analysis. The observation of lo-
calised superconducting islands in the global normal state, indicates that, in the presence of
disorder, local Cooper pairing sets in prior to global phase coherence.
The grain size depends on the growth conditions such as pressure, temperature and
deposition time. Boron-doped diamond thin films are grown using chemical-vapor deposi-
tion methods. The boron-doped films are synthesized by high-pressure high-temperature
(HPHT) growth technique [50,56]. A graphite bar with boron embedded in the center is
packed in an HPHT cell. Under a pressure of 89 GPa, the cell is heated up to about 2500
K by passing an electric current through the graphite bar. As soon as the temperature
inside the bar reaches the eutectic melting point of the B-C system, boron-doped diamond
formation takes place at the boron-graphite interface. The sample is then crushed into
coarse pieces to get access to the central part and then acid treated. After two weeks of acid
treatment the sample mass does not change further and allows an estimation of the boron
content in the diamond. These diamond films were used as a channel for field effect devices
and transport measurements were carried out. This will be discussed in later chapters.
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2.2 The journey from 3D to 2D
The discovery of free standing graphene came as a surprise, since Landau and Peierls ar-
gued that 2D crystals were thermodynamically unstable and could not exist [57,58]. It was
thought, and is still true for most materials, that free standing atomic layers could exist
in principle but would be thermodynamically unstable and start to segregate. Studies of
free standing monolayer materials were not thought to be technologically possible, and since
monolayers are transparent in visible light could not be seen under an optical microscope,
it was not known if isolated atomic planes could survive without their parent crystals. All
this changed in 2004 when it was demonstrated that graphene is stable at room temper-
ature. The remarkable progress in recent years in nanotechnology has led to techniques
to manipulate in truly atomic-scale thickness materials. Molecular beam epitaxy (MBE),
pulsed laser deposition (PLD), scanning tunnelling microscopy/spectroscopy (STM/STS),
etc. are some of the examples of technologies that allow the fabrication and characterisation
of various types of superconducting materials with atomic-scale precision [59,60]. A wide se-
lection of materials, including many of the elements of the periodic table, can be studied as
2D materials, which allows us to investigate the electrical properties of a variety of metals,
superconductors and semiconductors. However, many 2D materials that exist in bulk form
frequently disintegrates while trying to isolate a few atomic or molecular layers.
Following the work on exfoliated monolayer graphene, interest has grown in other 2D
materials, that are stacked vertically via weak Van der Waals interactions, such as transition
metal dichalcogenides, many of which exhibit superconductivity. Due to the easy separation
of molecular layers in these materials, the effect of thinning down from bulk has already
been reported to be correlated with the Tc of the superconducting TMDs such as 2H-TaS2.
The 2D materials referred to in this thesis are few layers of graphene or TMDs that are
thinned down using exfoliation methods (discussed in chapter 4).
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Graphene Nanotube Fullerene Diamond Graphite
Allotropes of Carbon
Figure 2.2 An illustration of different allotropes of carbon.
2.3 Properties of graphene
In the band structure of monolayer graphene, the linear dispersion at the K points gives
rise to novel phenomena, such as the anomalous room-temperature quantum Hall effect. It
has also opened up a new field of Fermi-Dirac physics. Graphene is also a very efficient
electronic and thermal conductor, and graphene-based materials have been proposed for a
host of applications ranging from high speed electronic and optical devices, energy generation
and storage, hybrid materials, chemical sensors, and even DNA sequencing, and a variety of
proof-of-concept devices have been demonstrated since its isolation.
Graphite has a sp2 electronic configuration where s-orbitals hybridise with two of the px
and py orbitals and lie in one plane, leaving the pz unaltered (see fig. 2.3). In this case the
natural tendency for the orbitals is to arrange in a plane with a honeycomb structure made
out of hexagons. The carbon atoms lying in the plane are bonded with strong covalent
bonds σ while the pz orbitals create weak pi bonds between these planes. Graphite is
basically a stack of layers of single carbon sheets or layers of graphene that are separated
by 3.33 A˚. As figure 2.2 shows, due to the flexibility of the sp2 bonded sheets, different
folding arrangements can be made such as carbon nanotubes, which can exhibit metallic
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Figure 2.3 An illustration of the hybridisation mechanisms of carbon.
or semiconducting characteristics according to the rolling direction of the graphene sheet.
A caged structure can be obtained by modifying the hexagonal structure of graphene into
pentagons and heptagons, giving rise to fullerene.
2.3.1 Graphene Band structure
The lattice structure of graphene consists of two non-equivalent atoms, A and B, with a
spacing of δ = 1.42 A˚. The unit cell is defined using the primitive vectors a1 and a2 as
shown in fig. 2.4. Each sublattice possesses three fold rotational symmetry with an angle
of 120◦ between any two lines of a hexagons thus |a1| = |a2| = a where a is the magnitude













The Brillouin zone of graphene is shown in fig. 2.4. It is rotated with respect to the real
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Figure 2.4 Left.Lattice structure of graphene, a1 and a2 is the primitive
translation vector marking the primitive unit cell. Right. Brillouin zone
showing the reciprocal graphene lattice vector b1 and b2. The hexagon is
the first Brillouin one with Γ indication the centre, and K and K′ showing
two non-equivalent corners. Figure adopted from reference [61].
lattice but maintains the original hexagons of the honeycomb lattice. Here b1 and b2 are the












The electrical properties and bandstructure of graphene can be related to the Brillouin
zone. There are six corners to the two-dimensional hexagonal Brillouin zone as shown in
fig. 2.4. These points have unique features and are associated with massless holes and
electrons where they behave like relativistic particles described by the Dirac equation. The
electrons and holes are therefore called Dirac Fermions and the six corners of the Brillouin
zone are called Dirac points. These six Dirac points can be separated into two groups of
three, that are equivalent, as seen in fig. 2.4. Therefore it is sufficient to consider only two
non-equivalent points that are labelled as K and K ′ that mirror the atomic symmetry of
the real lattice.
The Fermi level is crossed by the electronic bands at the Dirac points shown on fig. 2.5,
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Figure 2.5 (a) 3D illustration of band structure and Dirac points at K
and K’. (b) The Dirac cone where the conduction and valence band meet
at Dirac points. Figure adapted from reference [62].
which means that the conduction and valence band meet at these K points. The Fermi
level in graphene is found at 0 eV and passes through the Dirac points. As the band energy
approaches the Fermi level, the electronic density of states at the Dirac point K tends to zero.
Since graphene does not show a band gap and the density of states is zero at the Fermi level,
this material is a zero band gap semiconductor with a linear or conical dispersion relation.
As mentioned before, graphene has four valence electrons. Three of these form C-C
sigma bond in the plane and the fourth occupies a pz orbital out of the plane of the carbon
net. The pz states mix together forming delocalised pi electron states with a range of energy
that spans the Fermi energy. These states are responsible for the conductivity of graphene.
There are two eigenvalues for every point in k-space. The phase of the wavefunction at
each lattice site is designated by + or - signs. Just as in diatomic molecules, the low energy
‘bonding state’ forms when neighbouring atomic orbitals add constructively (+
√
) while the
high-energy ‘anti-bonding’ state forms when neighbouring orbitals add destructively (-
√
).
In the tight binding model of the graphene, one can consider the linear combination of pz
orbitals that satisfies the symmetry of the graphene lattice. The calculations confirm that




Figure 2.6 a) Periodic table, highlighted in yellow transition metals,
green Group A elements blue Carbon and Nitrogen b) SEM image of TaS2,
showing the layered structure c) Images of different bulk TMDs d) An
illustration of how different 2D crystals can be stacked together like a lego
piece. Figure adapted from reference [63].
















2.4 Transition metal dichalcogenides (TMDs)
Transition metal dichalcogenides have the general formula of MX2, where M stands for a
transition metal and X represents chalcogens. Depending on the combination of the two
groups of elements can be an insulator such as HfS2 or a semiconductor such as 2H-MoS2
or a metal such as 2H-TaS2. Due to the varied physical properties of these materials, they
have many potential applications in energy storage, solar cells, LEDs, fuel cells and sensing
devices.
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2.4.1 Bonding and electronic structure of layers





i.e. there are two electrons located on the atomic s-orbital, and two of the three p-orbitals
have unpaired electrons, while the third one is occupied by a pair of electrons (usually called
lone-pair (LP) electrons that do not usually participate in the formation of covalent bonds).
The s-electrons are also chemically inactive in most cases. This electron configuration is
the source of the extreme structural richness of chalcogenides as briefly described below. In
transition metal complexes, bonding is usually considered to occur between empty orbitals
of the metal and LPs of ligands. However in the TMDs the metal atoms provide four
electrons to fill the bonding states and the transition metal and chalcogens can be given a
formal charge of + 4 and -2, respectively. The LP electrons of chalcogen atoms, located
on sp3 hybridised orbitals, terminate at the surfaces. As a result, the coordination around
chalcogenides is lopsided, which leads to the marked cleavage properties perpendicular to
the hexagonal/trigonal symmetry axis. In these materials the absence of dangling bonds
also makes the surfaces very stable and non reactive.
The fairly strong in-plane covalent bonding and weak van der Waal bonding between
the layers gives rise to anisotropic physical properties and the layers can be mechanically
exfoliated using adhesive tape. This weak interlayer bond also permits intercalation of ions
and metal atoms between the TMD layers. Such reactions can dramatically change the
physical properties of the host material and this is further discussed later in this chapter.
The electronic structure of 2D TMDs are largely determined by their crystal structure.
TMDs crystalize in three different layered structures, i.e. 1T (single-layered trigonal), 2H
(double-layered hexagonal) and 3R (triple-layered rhombohedral) as shown in fig. 2.7. 2H
and 3R structures are formed from identical monolayers and the difference lies in the stacking
order.
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Figure 2.7 a) Top view structure of group-VIB TMD monolayers. b)
1T- structure the metal atoms are octahedrally coordinated by the six
neighbouring chalcogen atoms. c) The first Brillouin zone is illustrated,
where, b1 and b2 are the reciprocal lattice vectors. d) 2H-structure the
metal atoms are located at the centre of a trigonal prism of six chalcogen
atoms.e) 3R stacking structure. Figure adapted from reference [64].
Monolayer TMDs consists of three atomic planes. The top and bottom planes are chalco-
gen atoms in a triangular lattice structure, and the middle plane is another triangular lattice
of metal atoms, in trigonal prismatic coordination. These three atomic layers together form
a 2D hexagonal lattice, with the A-sublattice being the metal atom per site and B-sublattice
being the two chalcogen atoms per site. The 2H phase of the bulk crystal has a hexagonal
symmetry, having two monolayers per repeat unit, where the neighbouring monolayers are
at 180◦ rotation to each other, with the A site of one layer right on top of the B site of the
other, and vice versa. The 3R phase has the rhombohedral symmetry, having three layers
per repeat unit, where the neighbouring layers are translation to each other [64] (fig. 2.7).
2.4.2 Introduction to TaS2
Combinations of a group 5 transition metal element with two chalcogens such as VSe2,
NbSe2, TaS2 and TaSe2 are often metallic and show additional CDW phase transitions. The
TaS2 crystal can form in several different polytypes, however in this work only the 1T- and
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2H- TaS2 structures are discussed in more in detail.
1T-TaS2 shows a number of CDWs at different transition temperatures, which have been
shown to exhibit a thickness (number of layers) dependency. In a perfect 1T polytype, the
central tantalum atom is octahedrally coordinated by six sulphur atoms and has AA stacking,
i.e., the tantalum atoms lie above each other. The lattice constants are a = 3.3649(2) A˚,
and c= 5.8971 A˚ [65].
2H-TaS2 is the only polytype of TaS2 which shows both superconductivity and CDW
transitions. The Tc of this material shows a thickness dependency. The unit cell of 2H-TaS2,
contains two TaS2 units with ABAB stacking. Each unit is formed from a sandwich of two
layers of S atoms with a Ta atom layer between them. The lattice constants for the 2H
polytype are a=3.32(2) A˚, and c= 12.159 A˚ [66].
Density of states (DOS) calculations in these materials have distinguished three main
regions. In the low energy interval, between -20 to 0 eV, the localised non-bonding chalcogen
s-states are observed. The bonding of chalcogen p and Ta d-states falls in the occupied
valence bands in the region between 0 to 5 eV, and a strong hybridisation between the Ta
d-states and chalcogen p-states can be seen. The calculations indicate that the 1T- and
the 2H-phase of TaS2 are metallic, with the DOS at the Fermi level equal to 5.8 and 6.3
states/eV, unit cell respectively. Therefore, the value of the DOS at the Fermi level increases
from the 1T- to the 2H-phase of TaS2. Similar to TaS2, TaSe2 is also metallic, with a DOS
of 2.7 and 5.0 states/eV, unit cell at the Fermi level for 1T- and 2H-phases respectively,
again increasing from 1T- to 2H- [67].
TaS2 crystals are stable in bulk, but once cleaved down to a few layers, corrosion rapidly
occurs [63]. Therefore studying the properties of very thin layers of these materials is very
challenging.
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a) b)
Figure 2.8 Total and partial density of states ”DOS” of (a) 1T-TaS2,
(b) 2H-TaS2 . Figures from Ab initio calculation by S. Meziane et al.
[67]
2.4.3 CDWs in 1T-TaS2
Bulk crystals of 1T-TaS2 show CDW transitions at around T1 ∼ 550 K, T2 ∼ 350 K and
T3 ∼ 180 K [48,68].
Resistivity measurements show that 1T- is metallic above 350 K when it exhibits an
incommensurate CDW phase. A metal-insulator transition occurs at ∼ 350 K at the onset of
a nearly commensurate phase and a second transition involving two semiconducting phases
takes place near 180 K to a commensurate phase. Each of the transitions between the
different CDW states manifests a jump (or drop) in the temperature dependence of the
resistivity (shown in fig.2.9). At low temperatures, the periodic lattice distortion creates
energy gaps in the 1T-TaS2 band structure and the material assumes a Mott insulator state.
At low temperatures in the commensurate phase (CCDW) a superlattice of “stars of
David” are formed by twelve Ta atoms clustered around a thirteenth Ta atom. This periodic
lattice distortion creates energy gaps in the 1T-TaS2 bandstructure and leaves exactly one
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a)
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Figure 2.9 (a) Temperature sweep of the resistivity of bulk 1T-TaS2
where solid and dashed lines are the cooling and warming cycles respec-
tively. Notations of ICCDW, NCCDW and CCDW represent incommen-
surate’, ’near commensurate’ and ’commensurate’ charge density waves
respectively. The plot shows that the bulk sample undergoes two CDW
transitions at around 354 K and 200 K with hysteresis widths of 3 K and 51
K respectively. (b) Schematic pictures of a Ta atom network in the CCDW
(left), hexagonal NCCDW (middle), and ICCDW (right) phases. The dark
blue circles represent the Ta atoms displaced from their undistorted lattice
coordinates, forming clusters. [69,70]
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conduction electron per “stars of David” as shown in fig. 2.9(b). As the temperature
increases, a near commensurate (NCCDW) phase forms, trigonal CCDW domains are formed
which separate metallic regions that are not fully distorted. At high temperatures, in the
incommensurate (ICCDW) phase, the CDW aligns with the 1T-TaS2 lattice and the material
exhibits normal metallic behaviour.
The systematic control of charge-density-wave (CDW) transitions by changing the thick-
ness of the 1T-TaS2 has been studied [69,71]. Figure 2.10 illustrates the temperature-dependence
of the resistance for different thicknesses of 1T-TaS2 flakes down to ∼2 nm. The figure shows
that both CCDW/NCCDW and NCCDW/ICCDW phase transitions are strongly modulated
by sample thickness. By thinning the material, both transitions shift to lower temperatures
during cool down and warm up until no sign of hysteresis can be observed at critical thick-
nesses of ∼10 nm and ∼ 3 nm, respectively. For samples thinner than 3 nm no conductivity
has been observed at low temperature. It is notable that the CDW transition around 180 K
shows significant thickness dependence while the transition around 350 K is rather robust
even down to 4.5 nm [69].
2.4.4 Superconductivity in 2H-TaS2
In contrast to the 1T phase, 2H-TaS2 remains metallic at low temperatures and becomes
superconducting below 0.8 K. At room temperature the bulk samples of this material have
a resistivity on the order of 10−4Ωcm.
In 2H- transition metal dichalcogenides, a CDW arises due to a unique feature in the
electronic structure of these materials, whereby the triangular lattice can be effectively
decoupled into three independent sublattices, with one remaining undistorted in the CDW
phase [72]. In 2H-TaS2, the CDW phase arises from the hybridization of Ta atoms which
undergo a transition at ∼ 78 K [73].
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a) b)
Figure 2.10 (a) Graph of the temperature dependence of the sheet re-
sistance for different thickness of 1T-TaS2 showing various CDW phases.
The arrows indicate the cooling- and warming-cycle directions. The red
curve indicates the typical behaviour of a bulk crystal. The first-order
ICCDW/NCCDW and NCCDW/CCDW phase transitions are reflected
in jumps in resistance. (b) Thickness temperature phase diagram ob-
tained from the R-T measurements. Blue and black squares mark the
ICCDW/NCCDW and NCCDW/CCDW phase boundaries, respectively.
The phase boundary data sets relate to the cooldown legs. Horizontal er-
ror bars represent the uncertainty in sample thickness and vertical error
bars denote the widths of the phase transitions in temperature. [71]




Figure 2.11 (a) Image of two devices fabricated on a 3.5-nm 2H-TaS2
flake. The scale bar is 4 µm in length. b) Resistance versus temperature
for the 4.2 nm device. c) Variation of Tc as a function of the thickness of
the TaS2 flakes. Devices exhibiting a non-zero residual resistance below Tc
are plotted in red. The error bars are given by the temperatures at 10 and
90% of the normal state resistance. The solid black line marks the bulk
Tc of 600 mK. The black dotted line is an exponential trend line, fitted to
the data starting at the bulk limit.
Studying the 2H polytype of TaS2 is particularly interesting due to competition between
superconductivity and charge density wave order. Recent works on superconductivity in
2H-TaS2 have shown significant enhancement of Tc by thinning down layers of the mate-
rial. Although many studies have investigated superconductivity in 2H-TaS2, there were no
reports of superconductivity for thicknesses below 8 nm until recently in 2016 by E.Navarro-
Moratalla et al. [4]. This study reported transport properties of 2H-TaS2 flakes with different
thicknesses and superconductivity was observed to persist down to 3.5 nm (which is approx-
imately 5 molecular layers) for the first time. Below this thickness no superconductivity
was observed and it is believed that this is due to rapid oxidisation of very thin layers of
this material. Figure 2.11 shows two fabricated devices with 3.5 nm thickness flakes and
superconducting transition temperature dependence on thicknesses.
The enhancement of the transition temperature by thinning the crystal layers can be
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studied with the aid of density functional theory (DFT). The Tc of superconductors can be
influenced by the effective coupling constant. This can be defined as, λeff = λ− µ∗, where
λ is the electron-phonon coupling constant, and µ∗ is the Anderson-Morel pseudo-potential,
which represents the renormalised repulsive Coulomb interaction.
The renormalisation of µ, for 2D layered superconductors can be significantly larger than
in 3D system [4], and is strongly dependent on the number of layers. In 2D systems, the renor-
malisation for a relatively strong Coulomb repulsion is enough to reverse the dependence of
Tc on the number of layers obtained from a simple electron-phonon attractive interaction.
This analysis points to a significant role of the Coulomb repulsive interaction in supercon-
ducting 2H-TaS2, characterised by a predominant Ta 5d orbital character at the Fermi level.
The Coulomb repulsion has also been proposed to be at the origin of superconductivity in
MoS2
[3,74].
2.4.5 Intercalation of 2H-TaS2 and previous work on Tc enhance-
ment
Studies of intercalation of TaS2 are relatively mature and go back to the late 1980s. The
intercalation reaction is simply the insertion of the reactant between the layers which gener-
ally causes the lattice to expand in the c-direction of the unit cell. The interlayer separation
before and after intercalation of atoms or molecules is called the ’expanded gap’ and depends
on the size of the dopant. Figure 2.12 shows the process of intercalation in MoS2 and the
expanded gaps for each reactant.
Intercalation of atoms and molecules into the weak coupled regions between the MX2
layers leads to significant modification of its properties, which is another interesting reason
to study TMDs. A variety of atoms and molecules were reported to be intercalated into
the interlayer regions between the MX2 layers, and the resulting compounds are frequently
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a) b)
Figure 2.12 (a) Illustration of intercalation of atoms and molecules into
the weak coupled regions between the crystal layers. (b) XRD pattern and
schematic of intercalated MoS2, after exposure with intercalating com-
pounds for 3 days. The spacing between the TMD layers depends on the
size of the intercalated molecules. [75]
superconducting. Furthermore, different superconducting transition temperatures Tc, were
found depending on the intercalated ions, and it was shown that the Tc increased when
the intercalated TMDs were further hydrated [76]. The change in the properties induced
by intercalation may be explained in terms of charge transfer from the intercalated atoms
or molecules to the host MX2 layers assuming that the band structure is unaltered upon
intercalation. The density of states (DOS) at the Fermi surface (FS) changes to reflect the
transfer of charges from the intercalated atoms or molecules [46].
Intercalation of TMDs using a Alkali metals such as lithium (Li) and sodium (Na) has
been intensively studied experimentally over the last four decades. Intercalation using Li
has been a particularly attractive topic due to its potential battery applications.
Intercalation with alkali metals is relatively facile due to their small sizes irrespective
of their charge states. Doping the host material with these metals effectively moves the
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Intercalate with 2H-TaS2 Compound Tc (K)
Chromocene [80] C10H10Cr 2.9
Picolinic acid [81] C6H5NO2 3.4
Pyridine [82] C5H5N 3.6
Ammonia [83] NH3 3.8
Aqueous potassium hydroxide [84] K0.33(H2O) 3.94
Methylamine [83] CH5N 5.6
Table 2.1 Intercalation of different chemical substances with 2H-TaS2
have shown enhancement of Tc compared to the pure crystal (∼ 0.8 K).
The Tc (K) in the table is the superconducting transition temperature of
the intercalated crystal.
chemical potential (Fermi level) deeper into the valence band and increases the carrier con-
centration. The change in chemical potential can change a semiconductor into a metal
or even into a superconductor. For superconductors, it can also affect the Tc of the host
material.
Doping with Li in some TMDs such as 2H-MoS2 has been reported
[77] to change the
phase to 1T-MoS2, while the opposite transformation has been predicted theoretically for
TaS2 (1T-2H)
[78]. This is due to the electron transfer from Li during intercalation causing
a change in the electron count leading to destabilisation of the original crystal structure [79].
Significant increase in Tc of 2H-TaS2 was the initial motivation for intercalating it with
a variety of elements and molecular compounds. 2H-TaS2 is superconducting below 0.8 K
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but reacting with aqueous KOH can increase the Tc to as high as 5.3 K. Many molecular
compounds are able to raise the Tc to around 3 K including pyridine, ammonia, cobaltocene
and hydrogen (either as protons or hydronium ions) [80]. Table 2.1 shows some examples of
intercalated compounds and their Tcs respectively. For intercalation of large compounds
such as picolinic acid, it is placed on the 2H-TaS2 crystal and kept in a oven at 100
◦C
for between 1 to 3 weeks to allow the intercalation reaction [81]. The intercalation reaction
can be studied by X-ray diffraction whereby the interlayer separation can be estimated
from individual 00l reflections. The lattice expansion can increase up to 60 A˚ in the case
of Octadecylamine which suggests that superconductivity in these compounds is truly a
two-dimensional property [80].
The intercalation of a material is an irreversible reaction and dopants become trapped
between the layers will change the property of the material permanently. Since the change
in chemical potential of the material can improve its conductivity, a reversible method using
field effect gating effect is a better alternative. Using this method one can dope the materials
with electrons and holes, induced by the field effect as discussed further in the next chapter.
Chapter 3
2D Materials as channels for
field effect transistors
Transistors are the fundamental building block in modern electronics. Following the predic-
tions of Moore’s law, the size of silicon-based semiconductor field effect transistors has been
shrinking over the last four decades. The semiconductor industry is reaching limits in terms
of the improvement of electronic devices. As such, researchers involved in Si-dominated
technologies are looking for new materials that can be controlled by an electric field to
revolutionise the current semiconductor industry.
Today’s electronic devices require the ability to control the properties of the material
with an external applied voltage. Field effect transistors (FETs) allow us to vary the carrier
concentration in semiconductor devices so as to vary the electric current through the ma-
terial. The traditional method of chemical doping to induce carriers in solids suffers from
serious problems such as increased carrier scattering and the use of toxic chemicals. How-
ever the FET approach enables high-density carrier injection at a semiconductor/insulator
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interface without these difficulties.
In this chapter, field effect transistors with different channel materials are introduced.
The limit of conventional ’solid state’ gating is discussed and ionic liquid gating as an
alternative method to induce carriers introduced. This project concentrates on using one
specific ionic liquid, ‘DEME-TFSI’ as a gate for devices. In this chapter the structure of FET
devices and the control of the channel material using double gate structures are discussed.
A number of studies of the ionic liquid gating effect and electron doping in 2D materials are
also introduced.
3.1 Introduction to field effect transistors
A field effect transistor is an electronic device that consists of at least three terminals;
source, drain and gate(s). The conductivity between two terminals, the source and drain, is
modulated by the electric field created by the gate(s). A FET uses the electric field created
by the gate to control the conductivity of a channel material. The channel material can
be either n-type or p-type, depending on whether a negative (n-type) or positive (p-type)
voltage will deplete the channel. A schematic of a typical FET is shown in figure 3.1. The
most common FETs are the complementary metal oxide semiconductor FETs (MOSFETs),
which are the basis of nearly all modern integrated circuits. Depending on the type, the
source and the drain can be used to either enhance the channel, increasing the mobility,
or deplete the channel reducing the carrier concentration and eventually ’pinching off’ the
channel. Using these concepts, we can use FET designs to increase the carrier density and
the mobility of 2D materials.
Gating methods enables FETs to be used as switches, that conduct with high current in
the ON mode and low current in the OFF state. In FETs the ratio of current in the ON/OFF






Figure 3.1 Schematic of a conventional FET device.
state is an important parameter that is used as a performance metric; with high ratio
preferred. The large ON current enables quick charging of a capacitive load, which includes
the gates of one or multiple consecutive transistors, including the metallic interconnects.
The ability to control the properties of the material with an external applied field is key
for new electronic applications.
3.2 Single and few layer field effect transistors (conven-
tional solid state gating)
In this project, fabricated field effect transistors consist of four material layers. A heavily
doped Si substrate at the bottom is used as a gate, above that a SiO2 layer is used as the
gate dielectric. The channel material sits on top of the dielectric and the source and the
drain electrodes are fabricated on the very top of the transistor. The choice of material
for dielectric depends on factors such as cost, durability, operation speed, impedance and
transconductance, but most importantly on specific capacitance which determines the quan-
tity of carriers that can be induced in the channel of the FET at a given voltage. The FET
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structure effectively functions as a capacitor, where the gate and electrodes are separated by
the SiO2 dielectric. For a capacitor with free space permitivity ε0 and relative permitivity






















where IDS is the source-drain current in the channel region, Cg is the gate capacitance,
Vds is the source-drain voltage, W and L are the channel width and length respectively.
Equation 3.2 shows the inverse relation between charge carrier concentration, n, and
the thickness of dielectric, d. The choice of thickness of dielectrics such as SiO2 can be a
compromise for 2D FETs that required to optimise visibility of the monolayer materials and
the threshold voltage required to modify the conductivity of the channel material without
undergoing dielectric breakdown. The choice of SiO2 thickness is further discussed in the
next chapter.
Equations 3.2 and 3.3 illustrate the relation between the applied gate voltage, Vg, on the
device with the charge density, ns, and the field effect mobility, µeff , of the channel material.
The charge carrier mobility depends on the charge density; by increasing the charge carrier
density the chemical potential of the channel material can also be increased. This allows
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one to manipulate the charge carrier type in the material, and shift the chemical potential
to values that do not occur naturally.
3.3 2D material FETs
Due to the high carrier mobility of graphene, this material is very attractive for electronic
applications. In theory the predicted intrinsic mobility for both electrons and holes can be
higher than 105 cm2/(V.s) but are generally limited by phonon scattering. This mobility is
higher than that of most III-V compound semiconductors. The highest mobility in graphene
is reported to be over 2× 105 cm2/(V.s), measured on suspended graphene at 5 K [85].
Moreover graphene is compatible with the planar technology used in the microelectronics
industry. Due to the high mobility of this material, graphene can be a potential channel
material for field-effect transistor (FETs) applications. However due to the unique band
structure of graphene, this requires that the Dirac point is engineered, including opening up
a bandgap and doping, in order to be used in FET applications. The common advantage
of graphene and 2D TMD materials is the high surface area to volume ratio, which means
they are extremely sensitive to interface properties, making large changes in the material
properties possible. Since TMDs can naturally have diverse electronic properties, they are
very attractive for future electronic devices.
The interesting possibility of tuning the band gap of bilayer TMDCs by an external
electric field was considered in reference [86]. Using density functional theory, it was shown
that with increasing applied electric field, the fundamental band gaps of MoSe2, MoTe2
and WS2 bilayer structures continuously decreased and eventually closed. This makes them
interesting candidates for FETs, based on new principles.
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3.4 Ionic liquid field effect transistors (IFET); DEME-
TFSI
Ionic liquids (IL) are molten salts with a melting point close to or below room temperature
containing complex compounds, which are effectively solvent-free electrolytes. Ionic liquids
are electrically neutral and are composed of two asymmetrical ions of opposite charges that
only loosely fit together.
An ionic liquid can be used as a top gate at the surface of the FET structures, these
devices are known as double-gated field effect transistors. By applying a voltage to the gate
electrode, opposite sign ions accumulates on the surface of the channel material and create
a charged interface as shown in fig. 3.2 for a whole doping example.
An electric-double layer transistor (EDLT) using ionic liquids as the gate dielectric (Ionic
liquid field effect transistor (iFET) is a very efficient method to tune the carrier concentration
as well as the Fermi energy. When a gate voltage, Vg, is applied, cations and anions in the
ionic liquid move towards the sample or the gate electrode, depending on the polarity,
and form a Helmholtz electric double layer (EDL) as shown in fig. 3.2. These types of
devices induce high carrier densities due to their large specific capacitances and the very thin
electric charge layer at the channel. The surface of the sample can be electrically modulated
resulting in charge accumulation or depletion. The nanometer separation between the ions
and the induced charges, results in a very large capacitance effective gate electrode. The
high electric field in these types of transistors can be tuned without fundamental restrictions
on conducting channel material or crystalline orientation. The induced charge from the EDL
typically occupies a thickness on the order of only few unit cells of the 2D material and for
thick channel FETs the deeper-lying layers can be left unmodified.
The use of field effect transistors based on solution processable devices is crucial for flex-
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Hole doping with top gate 
Figure 3.2 Top gating using ionic liquids illustrated for hole doping
Cation and anion molecular structure of DEME-TFSI ionic liquid
ible electronics. Most current electronic devices are made of solid semiconductors including
SiO2 as the gate dielectric for FETs. However, the most important advantage of using ionic
liquid FET devices (iFET) is the possibility of transferring charge densities up to two order
of magnitude larger than conventional solid dielectrics [87].
Ionic liquids are compared by their physical properties such as capacitance, freezing
temperature and breakdown voltage. The mobility of ions reduces at lower temperatures,
falling to zero at the freezing point. This means that the charge transfer can be changed
only when the ions are mobile in liquid state.
For this project, a DEME-TFSI ionic liquid, with a chemical name of N,N-diethyl-
N-methyl-N-(2-methoxyethyl) ammonium bis(trifluoromethylsulfonyl)imide is used. The
molecular structure of cations and anions of DEME-TFSI is illustrated in fig. 3.2. This
ionic liquid freezes at around 180 K and has a electrochemical potential window of 6 V [88].
DEME-TFSI is the most commonly used ionic liquid for top gating purposes due to its high
ionic conductivity and low freezing temperature [89].
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Figure 3.3 Loglog plots of mobility µpFE of the devices and capaci-
tance of six different ionic liquids. CIL at 0.1 Hz for the octathiocirculene
EDL-FETs. IL1, DEME-TFSI; IL2, DEME-BF4; IL3, BMIM-TFSI; IL4,
BMIM-BF4; IL5, BMIM-OTf; IL6, BMIM-PF6. A linear relationship be-
tween log µpFET and log CIL is shown, where a higher capacitance, lowers
the mobility of the device. Figure adopted from [88]
3.5 Capacitance of ionic liquid and mobility of 2D chan-
nels
Mobility is an essential parameter to achieve high performance FETs, as well as operation
voltage. Therefore it is important to identify a guiding principle in order to improve the
mobility of future iFETs for fast operation and low power consumption.
Ionic liquids have better conductivity in comparison with conventional electrolytes due
to their low molecular weights and high polarisabilities. In many studies the carrier mobility
in few layer TMD devices has increased by using an ionic gate rather than a back gate, as
in the case for MoS2 according to studies by M.M.Perera et al
[90].
To compare the two gating methods, one can compare the capacitance of the most
commonly used dielectrics in FET devices. A 300 nm thickness of SiO2 has capacitance
of 10 nFcm−2 and a typical maximum sheet carrier density attainable in the conventional
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Figure 3.4 Temperature dependence of the MoSe2 sheet resistance with
different gate voltages using DEME-TFSI ionic liquid gating [91].
inorganic-dielectric FET structure would be only 1013 cm−2. Ionic liquid capacitances are
of the order of 10 µFcm−2 and can achieve an extremely high carrier density up to 1015
cm−2. As mentioned before the capacitance of gate-dielectrics has a very important role in
high performance FETs.
Fujimoto et al. [88] have shown the capacitance dependence with the mobility of the
octathiocirculene iFETs, using six different ionic liquids. Fig. 3.3 shows the log-log plots of
the p-type mobility of field effect device, µpFE , and the capacitance, CIL, of each ionic liquid
measured at 0.1 Hz. A characteristic linear relationship between log µpFET and log CIL is
shown. A higher capacitance is associated with increased charge disorder at the channel
surface and hence a lower charge carrier mobility.
Increasing the carrier density allows one to change the conductivity of materials from
insulators to metals, metals to superconductors and enhance Tcs in superconductors.
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3.6 Gate-tuned/induced superconductivity in TMDs
The first demonstration of induced superconductivity in the semiconductor TMD, MoS2,
was performed by electrostatic carrier doping using a DEME TFSI ionic liquid [3]. Using an
MoS2 iFET carrier densities can be induced on the order of ∼ 1014 cm−2, with equivalent
capacitance of ∼ 10 µF/cm−2, which is large enough to induce superconductivity at the
interface. .
Similar behaviour is also seen in another TMD semiconductor, MoSe2. Figure 3.4
[91]
shows gate-induced superconductivity in MoSe2, which emerged at Vtg = 2.4 V and de-
veloped further with higher gate voltage. The expanded figure shows the temperature de-
pendence of the normalised sheet resistance which demonstrates changes in the transition
temperature dependence with applied gate voltage. It shows that Tc increases with larger
voltages, reaching a maximum onset Tc of 7.1 K at Vtg = 3.2 V.
In light of other available semiconducting TMDs and the effectiveness of electrostatic
ionic liquid gating, it is anticipated that this method may be applicable to induce supercon-
ductivity in many other TMDs.
1T-TaS2 is an example of a metallic TMD and the CDW behaviour under ionic liq-
uid gating was studied by Yoshida et al. [69]. This material exhibits three charge density
waves; ICCDW, NCCDW and CCDW representing incommensurate’,’near commensurate’
and ’commensurate’ charge density waves respectively, and can be controlled with an IL.
The study was conducted on an electric double layer transistor with a 61-nm-thick 1T-TaS2
crystal as the channel material, and the ionic liquid DEME-TFSI as the gate dielectric.
Figure 3.5 shows that the onset temperature, TCCDW , in cooling cycle (145 K) was
hardly affected below 2 V top gate voltages. However, by applying 2.5 V to the ionic liquid,
Rxx decreased dramatically down to 71 K. The NCCDW-CCDW transition was completely
suppressed on cooling with a 3 V bias and a stable metallic state below 20 K is found. The
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Figure 3.5 The temperature dependence of resistance (Rxx) for a 61
nm-thick 1T-TaS2crystal with different top gate voltages (Vtg) between 0
V to 3 V. Solid and broken lines represent the Rxx in cooling and warm-
ing cycles respectively. The red and green curves were taken before and
after the gating experiments. Inset of figure shows the TCCDW cool down-
gating phase diagram, where the TCCDW represents the NCCDW-CCDW
transition temperature during the cooling down. Figure adapted from ref-
erence [70].
field-induced metallic behaviour concurs with that of the super-cooled nano-thick crystal
formed at a cooling rate of 10 K/min, indicating that the whole crystal was converted into
the conducting state by the gating effect. The NCCDW-CCDW transition was completely
recovered when bias was removed (green line), indicating the gate-induced transition is fully
reversible.
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Figure 3.6 Electrochemical interface models. Ionic liquid at the interface
with solid forms electric double-layers which can be described with various
models. Four of these models are described in this figure. [88]
3.7 Challenges with ionic liquid gating
The use of ionic liquids to achieve higher carrier densities and mobilities comes with a cost.
The lack of volatility and their liquid nature can increase the chance of adding impurities
at the interface of the material. Impurities such as water can reduce the mobility of ionic
liquid devices [92]. The electrochemical window of ionic liquids is the voltage range in which
the ionic liquid is neither oxidised or reduced, and limits the operational voltage range that
can be used.
The temperature range where the ions are still mobile is relatively small and to investigate
various superconductors at low temperatures, becomes rather costly and time consuming to
cycle the EDLT above and below temperature window to change the carrier concentration.
Although the ionic liquids have been used to modify superconductivity and tune metal-
insulator transitions in various materials, the control and understanding of the response
of materials to such electrostatic gating is a challenge. The extent of irreversible chemical
degradation at various temperatures and gate voltages still unclear. For different combina-
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tions of ionic liquids and channel materials, the temperature and gate voltage windows over
which chemical effects are minimised are also not well established.
Unlike conventional FET models, where the screening length gives the length scale for
charge penetration, in the case of ionic EDLTs there is no completely satisfactory model
of ion organisation within the liquid or at the interface with the channel. Different models
of gating behaviour are now known but the most commonly used model is the Helmholtz
model, which is shown in fig. 3.6 [88]. This model consists of a single layer of ions in the
liquid and a corresponding single layer of charge in the solid at the interface. The layer
of charge in the ionic liquid is bounded by ‘Helmholtz plane, where the thickness of this
layer is essentially independent of the thickness of the electrolyte layer, unlike conventional
dielectrics that are linearly dependent on the distance between the gate and the parallel
channel material.
Intercalation has been observed previously in 1T-TaS2 iFET devices with DEME-TFSI
gating, which suggests that it can cause structural changes to the channel material. Figure
3.7 shows the gating behaviour of 1T-TaS2 iFET using ionic liquid DEME-TFSI at the two
different temperatures of 290 K and 225 K. Gating at 290 K dramatically changes the gating
behaviour and the sample resistance rises sharply at around 1.5 V. Similar behaviour has
been observed with hydrazine intercalation over time and the two graphs are compared.
This suggests that DEME+ may also intercalate into 1T-TaS2 crystal structure.
In the next chapter, the fabrication of, and experimental methods to investigate and
measure FETs with both top and back gates at low temperatures are discussed.
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Figure 3.7 Gating behaviour of 1T-TaS2, iFET using ionic liquid
DEME-TFSI. Data taken at 290 K (black) and 225 K (blue). The Inset
shows the resistance of bulk 1T-TaS2 exposed to hydrazine intercalation
as a function of time. Figure adapted from reference [71]
Chapter 4
Few-layer flake FET fabrication
and experimental
characterization
Establishing a reliable and reproducible sample fabrication process lies at the heart of this
project and is a major time consuming endeavour. In this chapter, the necessary processes to
create a single crystalline, low Ohmic contact FET devices is discussed. The fabrication for
this project was performed in the David Bullett Nanofabrication Laboratory (cleanroom),
which includes the usage of different equipment and techniques. The fabrication process
has three main, sequential stages; Firstly patterning the silicon wafers with registration
marks, then their use as a base for exfoliated layered materials. Finally metal electrodes
are deposited on top of the graphene flakes. The cleanliness of the substrate and sample
are the key to successful fabrication on substrates. A number of different cleaning process
will be described using solvents and acids during fabrication. Moreover, the step by step
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order of the processes will be illustrated using schematics and diagrams in this chapter.
After fabrication in the cleanroom, the samples are transferred to the measurement lab for
mounting and pre-testing, they are then prepared for ionic liquid gating and cooled down in
low temperature systems. Low temperature measurements are performed with different set-
ups which will be described along with some of the calibrations needed for accurate and low
noise low temperature measurement. The electrical properties of four different materials are
investigated and according to their transition temperatures low temperature measurements
were carried out with different cryogenic set-ups.
4.1 Choice of Si wafer
In order to locate and study 2D materials on substrates such as SiO2 , the visualization of
thin layers using optical instruments or other methods such as AFM and SEM is necessary.
Studies show that different thickness of silicon oxide on wafers [93], affect the visibility of
materials such as graphene. Optical imaging offers the possibility of simple, rapid and non-
destructive characterization of large area samples. In the case of graphene, Si/SiO2 is the
most common substrate that is used, where a single layer of graphene is detectable due to
the colour contrast induced by interference in the underlying oxide layer. M M Benameur
et al. [93] calculated the best oxide thickness for the optical detection of nanolayered metal
dichalcogenides such as NbSe2 or WSe2. To optimise the conditions for the optical detection
of nanolayers they compared the colour contrast as a function of the incident light wavelength
for different thicknesses of SiO2 . Based on their calculations the contrast was maximised
for WSe2 and NbSe2 using 90 and 270 nm oxide layers. Z.X. Shen et al. have shown that
the highest contrast for a graphene sheet lies between 280 and 320 nm of SiO2 in agreement
with the simulations.
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The Si/SiO2 wafers used for fabrication have total thickness of 525 µm with resistivity
in the range 0.01-0.02 Ω. The wafers consist of three layers, a heavy doped Si layer is
sandwiched between two thermal oxide SiO2 layers with thickness of 297.4 (± 1.5 %) nm.
Si/SiO2 wafers are cut into 10 mm × 10 mm pieces using a diamond scriber. This is a
suitable size to obtain uniform thumb pressure while the tape with graphite or TMD flakes
are pressed onto the wafer. It is possible to fabricate up to 6 devices on each square substrate.
The devices then cut into pieces to fit into 4 mm × 6 mm ceramic package.
4.2 Cleaning processes
The fabrication requires a number of different cleaning methods and three main cleaning
process are used at different stages of the process. Any contamination on the bare substrate
or on the sample during the fabrication can cause the next step to fail irreparably. The
standard method involves, three solvents in the order of Trichloroethylene, Acetone and
Isopropanol (IPA). Samples are immersed in solvents and placed in the sonicator at a high
power (70 %) for 5-10 min. Samples are cleaned in this order with wet transfer between
each solvent and finally dried with N2 gas. This method is used for cleaning bare substrates,
boats and metals for deposition purposes. A more gentle method, involves using only ace-
tone and IPA are used with lower sonicating power. This method is mainly used when
removing photoresist or other residues from samples with flakes on top of the substrate.
High sonicating power can lead to the loss of flakes or deposited electrodes. Piranha etching
is the strongest cleaning method used in the process. Piranha solution contains a mixture
of 3:1 sulfuric acid and hydrogen peroxide. Hydrogen peroxide reacts exothermally with
sulphuric acid and creates a hydrophilic surface on immeresed substrates. This hot solution
can also
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clean any organic residue on top of the sample. The temperature of the solution can
get as high as 100 C which can wash away flakes, etch gold or other metal from the surface
of the sample and even etch down the SiO2 layer on top of the substrate. Therefore the
exposure duration of the sample to the solution is important. The freshly mixed solution is
very active for the first 5 min which can damage samples and the solution is only poured on
the sample after this.
1 cm2 wafers cleaned with the standard method are placed under the optical microscope
to confirm that the samples are clean and free of any grease or contamination on the surface
at this stage. Any dirt on the sample would affect the lift-off process and compromise
patterns deposited on the sample.
4.3 Photoresist and Optical Lithography
Photoresist is a polymer based photosensitive material which is usually sensitive to ultra-
violet (UV) radiation. Photoresists are either negative or positive depending on the chain
length of the molecules. Positive resist becomes soluble in the photoresist developer solution
after exposure of UV light, whereas negative photoresists become insoluble after exposure.
Three different positive resists PMMA, Copolymer and Shipley 1813 are used during the
fabrication.
The registration marks are the first things fabricated on top of clean substrates in order
to map and locate each individual exfoliated flake. To begin the fabrication on clean Si/SiO2
wafers, an appropriate photoresist is spun onto the sample using a spinner. The thickness of
the resist on the sample surface is an important factor that can be controlled using different
spinner rotation speeds and times in the spinner. Shipley 1813 resist was used, which is a
positive resist and the sample was spun using a recipe of 500 rpm (5 s) + 5000 rpm (30
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s). A uniform thickness of resist on the sample is required; however, due to the spinning
motion and the shape of the sample a thicker layer builds up on the edges of the sample
called an edge bead. The resist is bakes in an oven at 90 ◦C for 15 min. Samples then
soaked in chlorobenzene for 5 minutes to harden the top layer of the resist in order to leave
an overhang profile post development, followed by baking again for 15 minutes at 90 ◦C
before loading into a mask aligner for exposure.
Optical lithography is a very basic method for transferring patterns from a patterned
mask to the surface of the sample with aid of UV light in a mask aligner. A mask aligner
was used for making arrays of registration marks on the surface of the bare substrates. The
mask used for this lithography has an array of 45x45 numbered cross shaped marks with
pitch of 200 µm gap in each direction, these allow UV light to pass only through the crosses
and exposes the photoresist on the sample.
The mask and a sample are placed parallel inside the mask aligner with a small gap
between them. With the aid of a micrometer-driven rotary stage, the sample is aligned with
the mask and elevated until it reaches the surface of the mask. The mask and the sample
must touch each other but not too hard to break either the sample or the mask, or too soft
that the UV light diffracts around the corner of the crosses and rounds them out. For better
contact between the sample and mask, edge bead removal is performed beforehand.
Edge bead removal is a step to remove the thicker layer of photoresist on the edges of
the sample. This requires 2 minutes of exposure to UV light through a square mask. The
thick edges have the disadvantage of keeping the mask achieveing the soft contact with the
entire surface of the sample. This can cause diffraction around the mask edges, exposing
additional areas of the sample and hence not creating a well-defined pattern. In a second
step the cross patterns are exposed with UV lights for 30 seconds. Frequently cleaning the
mask by squirting with acetone and IPA after each contact with the sample helps to keep
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the mask and the sample surfaces clean.
Between each step samples are developed for 30 seconds in 351 developer and DI water
in a ratio of 1:3.5, and rinsed in DI water for 30 seconds and dried with N2 gas. Since the
resist softens after developing the edge beads and does not fully harden after drying with
N2 gas, samples are dried in the oven at 90
◦ C for 5 min between the edge bead removal
and lithography of crosses. The patterned ’resist covered sample’ can now be transferred to
a thermal evaporator for deposition.
4.4 Metal Deposition (Thermal and electron beam evap-
orators)
The choice of metal used for deposition depends on several factors such as conductivity,
visibility in the SEM system and how stable the metal sticks down to substrate and exfoliated
materials.
Several studies have tried to determine the main factors that influence the metal/graphene
contact resistance. [94] Possible factors are metal type, metal work function and number of
layers in the graphene flake. Therefore, during fabrication metals used to deposit onto the
samples are chosen to have the minimum resistivity, but at the same time the functional-
ity to stick to the graphene and SiO2. For example, Fengnian Xia et al.
[95] have shown
the contact resistivity in a palladium/graphene junction drops significantly as temperature
decreases to a value of just 110 ± 20 Ωcm2 at 6 K. This study shows this resistance is
two to three times the minimum achievable resistance. This behaviour results from carrier
transport in graphene when the carrier free path exceed the palladium/graphene coupling
length, leading to nearly ballistic transport with a transfer efficiency of 75%.
Thermal evaporation is a deposition technique where by materials are heated up to
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deposition temperature with aid of a high electrical current and are evaporated onto the
sample surface. Materials are heated in small tungsten or ceramic boats through which a
very high current is passed. Current flowing through the boats determines the temperature
and hence the rate of evaporation. The metal deposition rate and the total thickness of the
deposited material can be monitored using a quartz crystal oscillator.
The chamber has a capacity of 4 boats for 4 different materials that can be deposited
without breaking vacuum. Samples are loaded on a metal plate in the evaporator which sits
upside down well above the metals and boats. The chamber is sealed with a glass bell jar
and evacuated diffusion. In addition to the solvent cleaning, there are two cleaning processes
that can be performed inside the evaporator before deposition. Outgassing is done prior to
the deposition to clean individual metal sources and the boats by applying a large current
through the boats to burn off any residues. For the plasma cleaning process, the chamber
is filled a low pressure of argon gas and a plasma of ionized argon is created by applying a
high voltage to clear the resit residue from the developed regions.
The thermal evaporator is used to make arrays of registration marks by depositing
chromium and gold on to Si/SiOX substrates. Chromium sticks well onto the SiOX sub-
strate surface and the gold layer on top improves the visibility of the marks in the SEM
system for subsequent alignment purposes. Deposited of material on top of the regions of
photoresist are to removed by lifting-off the photoresist in acetone while material not sitting
on photoresist will remain on the sample.
The lift-off process is performed by soaking the sample in a beaker half full with acetone
for 2 minutes before placing the beaker into the sonicator for 5-10 mins (20% power). The
use of an ultrasonic bath removes any remaining deposited metal that need to be removed
from the sample. The bubbles created by the ultrasonic, agitate the sample and produce a
force on any remaining material adhered to the surface in order to dislodge it. Samples are
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checked under the microscope whilst still in IPA to confirm the removal of any extra metal
flakes on the surface of sample. Finally, samples are sprayed with acetone, followed by IPA
and dried with N2 gas. The 45×45 of cross-shaped gold patterns are observable on the 10
mm × 10 mm wafer under an optical microscope.
Th thermal evaporator is generally only used for deposition of metals and other conduct-
ing materials. For deposition of dielectrics such as SiO2, electron beam evaporation (e-beam
evaporator) is used. This evaporation system allows one to deposit metal as well but due
to the larger chamber size it takes a longer time to reach base pressure. Plasma cleaning
cannot be performed in this e-beam evaporator which is a disadvantage as compared with
the thermal evaporator. In the e-beam evaporator a tungsten filament is heated with a high
current so that the filament emits electrons through thermionic emission. The accelerated
electrons are then focused by bending magnets onto the source metal in an inert crucible so
the material heats up and evaporates onto the sample surface.
4.5 Micromechanical Exfoliation
Exfoliation of graphite or TMD materials on substrate using a tape is now a very well known
and easy step. What is less known are the few small steps before and after depositing any
materials onto the substrate in order to make sure the sample is stuck down well and does
not detached during the fabrication process or to ensure high flake conductivity. As the first
step, the patterned silicon substrate is cleaned with Piranha etch to remove any possible
organic residues i.e photoresist residue left from making registration marks. Samples are
immersed in Piranha solution for 2 minutes in a petri dish, and then transferred into a
beaker with deionised water to be sonicated for 5 minutes with 30 % power. The cleaning
process is completed by rinsing the wafer in DI water and drying it with N2 gas.
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Figure 4.1 A graphene flake after exfoliation and deposition onto
Si/SiO2 substrate. Inset, enlargement of the flake as seen through optical
microscope
Micromechanical exfoliation is a process utilizing a sticky tape such as Scotch or Nitto
tape for thinning the number of layers of a bulk layerd material such as graphite and eventu-
ally achieving a monolayer sample. 3 strips of clean sticky tape were used for the exfoliation.
The graphite flakes used for this process are a couple of millimeters in length and width.
For the exfoliation 5 or 6 of graphite flakes are placed on one end of 5 cm strips of Nitto
tape. By sticking together the two ends of the same tape and pulling them apart repeatedly,
the flakes become thinner. For graphite flakes three strips are used to thin the flakes even
more. Each time, one end of a clean strip is stuck to the end of the previous tape containing
thinned flakes. Just before applying the sticky tape holding flakes, the chips are placed in
the oven at 90 ◦C for 5 minutes as this makes it easier for the flakes to stick to the substrate.
The last tape holds the thinnest flakes and so this sticky tape is pressed onto the surface of
Si/SiO2 wafer with a thumb, held for a few seconds and peeled off to see graphite flakes with
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different thickness stuck onto the surface of the wafer. For the exfoliation of TaS2 a similar
method is used but instead of Nitto tape, more adhesive Scotch tape is used to peel the
layers of bulk TaS2 apart. During the peeling off using Nitto tape, the flakes on the tapes
were observed to be breaking easily and turning into powder rather than thinning down into
a large flake. Therefore a single strip of Scotch tape is used and not as many peels as for the
graphite flake exfoliation. A large sized single crystalline TaS2 bulk crystal was purchased
from HQ Graphene. For easy peel-off this crystal is stuck down to a microscope slide using
a drop of superglue. Flakes of TaS2 in ambient atmosphere degrade within a few hours
[4].
To slow down this process, a thin layer of PMMA is baked on top of the flakes immediately
after exfoliation process.
4.6 Thickness determination using optical and AFM imag-
ing of flakes
4.6.1 Optical microscopy
With the aid of an optical microscope a search for the thinnest flakes is performed. As
discussed earlier, the colour contrast of flakes helps us to find the thinnest flakes. However,
this process takes a long time, as one has to look simultaneously for thin ( < 2 nm) and large
flakes (> 10 µm) by zooming 100 times into the sample to look for the graphene/TMD over
the entire substrate. Once the thin flakes are located using the registration marks, atomic
force microscopey (AFM) is used to obtain an accurate thickness for the flakes.
4.6.2 Atomic force microscopy (AFM)
In the atomic force microscope a sharp-tipped cantilever is used to scan over the flakes with
a subnanometer vertical resolution. The radius of the tip on the cantilever is typically few
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Figure 4.2 AFM scan of a monolayer of TaS2 flake on a Si/SiO2 sub-
strate.
nanometers to a few tens of nanometers. Small movements of the tip across the scanning
object is monitored with a piezoelectric positioned which facilitates tiny but accurate and
precise movements building a three dimensional surface profile of the scanned flake. Medium
soft cantilevers of series AC240TS are used for this purpose. AFM can be operated in
contact, non-contact or tapping modes.
For scanning 2D flakes an Asylum Research MFP-3DTM atomic force microscope is used
in both ’contact’ and ’AC air’ scanning modes. AC air mode is used for height determination
of the flakes; this mode is also known as tapping mode where the tip is oscillated near its
resonant frequency to detect small forces between the tip and sample by measuring changes
in amplitude and phase. A piezo actuator oscillates the cantilever with an amplitude of
about 20 nm. As the tip gets close to the surface of the sample, the oscillating tip begins to
gently touch or intermittently contact the surface and the energy lost by the tip contacting
the surface is used for identifying the height of flakes and map the surface of the sample.
The flakes of graphene and TaS2 samples are scanned at different stages, as TaS2 degrades in






Figure 4.3 AFM of few layer TaS2 flakes on Si/SiO2 substrates.
room air. For graphene samples, each flake is scanned after fabrication but before mounting
the sample on the sample holder for simplicity; whereas for TaS2, the devices are covered
with PMMA to delay the degrading process, therefore devices are imaged after the sample
is mounted in the package after cleaned with gentle cleaning process. Very rapid AFM
scanning is performed and the sample transferred to a glass cryostat under helium gas or to
a cryocooler under vacuum.
Identification and counting of layers in 2D flakes is a challenge, especially to determine
the thickness of sample contining 3 layers or less. The accurate thickness determination of
thin layers of graphene has been investigated by Ferrari et al. [96] where the accuracy of AFM
and Raman spectroscopy of graphene is studied by comparison with transmission electron
microscopey (TEM). The study shows that difference between mono and bilayer graphene
is not easily distinguishable using AFM unless the flakes are folded. However, Raman spec-
troscopy for single- bilayer and few layer graphene reflects the change in electronic structure
of the graphene layers and therefore allows unambiguous, high-throughput, nondestructive
identification of graphene layers.
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4.7 Raman spectroscopy
Raman spectroscopy is a technique that provides information about vibrational, rotational,
and other low-frequency modes of the molecules within a sample. Raman spectroscopy relies
on the inelastic scattering of monochromatic light where by the photon transfers some of
its energy to the targeted molecules (or vice versa) and the energy shift in scattered light
is detected. The visible, near infrared or near ultraviolet ranges are used to achieve unique
chemical finger prints of the molecular system. All Graphene and 2H-Ta2 samples have been
characterized by Raman spectroscopy and peak amplitudes and position are studied.
4.7.1 Raman spectra of graphene
In spectra of graphene samples, the most distinct G band and 2D band peaks are observed
at ∼ 1580 cm−1 and ∼ 2700 cm−1 respectively using 514 nm laser excitation. Two other
smaller peaks called G’ and D bands are also part of the graphene spectra. [96].
The G band peak is due to the E2g mode at the Γ-point, E2g are the in-plane vibrations
that occur at high frequency as the neighbouring atoms on each layer are displaced with
respect to each other against a strong in-plane restoring force. The G band is the main
spectral feature of graphene indicating the number of layers from the strain effects due to
bond stretching of C-C bond, and is common to all pairs of sp2 bonded carbon atoms. The
frequency lowers and the peak broadens as the number of graphene layers increases. The
doping level can also be obtained from the width and the frequency of this peak.
The D and 2D bands represent out-of-plane modes within aromatic carbon rings whose
frequency depends on excitation laser. The line shape of the 2D peak reflects the electronic
band structure of graphene. The D band is a small peak observed at ∼ 1350 cm−1 and
indicates the level of defects in the flake. The D band corresponds to disordered sp2 bonded
carbon induced by the linkage with sp3 bonded carbon atoms. The D peak ultimately gives




Figure 4.4 (a) Raman spectra of graphene with 1,2,3, and 4 layers. (b)
Expanded 2D band regions with curve fitting. [97]
a relative measure of the amount of sp3 carbon in the surrounding material. Defects such
as impurity atoms, functional groups, heptagon-hexagon pairs, folding, etc., of the graphene
layers give rise to the D band and the absence of this peak indicates the high quality of the
graphene flake.
Both the D and 2D modes come from a second-order double resonant process between
nonequivalent K points in the Brillouin zone (BZ) of graphene, involving two zone-boundary
phonons in 2D and one phonon and a defect in the case of D.
4.7.2 Raman spectra of 2H-TaS2
Raman spectroscopy of bulk of 2H-TaS2 has been studied since the 1980s when layered com-
pounds aroused much interest due to the structural instabilities by 2D electronic structures
by Sugai et al.. [98] Raman spectra of the high and low temperature phases of 2H-TaS2 have
been studied ; at 380 K in the normal phase, one A1g- and two E2g-modes at 400, 27 and
286 cm−1, are recorded using a 514.5 nm argon ion laser beam of 150 mW as shown in
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Figure 4.5 Raman spectra of 2H-TaS2 at 380 K in the normal phase.
The ordinate is graduated for statistically normalized scattering intensity.
The scales for the A1g -mode and E2g,-mode are the same. The peaks
indicated by solid arrows are due to the symmetrically expected modes and
the broad hill indicated by an open arrow is due to two phonon scattering
process. [98]
figure (4.5). The large scattering efficiency of the two phonon process is common to the 2H-
compounds with a CDW phase transition. It is related to the large generalized suscepti-
bility of Kohn anomaly modes. The E2g-modes are directly obtained in the perpendicular
polarization configuration of the incident and the scattered light, which the A1g-mode data
result from subtracting the perpendicular polarization spectra from the parallel polarization
spectra.
Figure 4.6 shows the Raman spectra from a 25 nm thick 2H-TaS2 at room temperature
with a laser power of 0.92 mW. Three peaks labelled ’a’, ’b’ and ’c’ have been observed at
400 cm−1, 287.7 cm−1 and a broader peak at around 190 cm−1 respectively. The broadening
in peak ’c’ is due to strong two phonon scattering processes. In 2H compounds exhibiting
CDW phase transition, strong two phonon process are common.
The potential relationship between the flake thickness and the Raman scattering intensity
was only studied very recently by E Navarro et al. [4].
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Figure 4.6 The Raman spectra for a 25 nm thick 2H-TaS2 flake was
obtained for different laser beam exposure times of 300 s, 600 s and 900 s
at room temperature. Three peaks at ’a’, ’b’ and ’c’ are observed.
4.8 Electron Beam Lithography
Electron beam lithography (EBL) is a method that uses electron beam irradiation for the
generation of nanoscale patterns with high precision. The accurate lithography of these
patterns relys on controlling the beam of a scanning electron microscope (SEM) under
vacuum in the SEM chamber. The SEM produces images of a sample by scanning the
surface with a focused beam of electrons. The interaction of the electron beam with atoms
on the surface of the sample, accurately reveal the topography and composition of the sample
with a spectral of the order of a nanometer. The electron beam is scanned in a raster scan
pattern, and the beam’s position is correlated with the detected signal to produce an image.
The electron beam is used to draw custom shapes on a surface covered with an electron-
sensitive resist for this lithographic method. The contact electrodes for samples are defined
using software instead of using a glass mask in this case. The two photoresists used for this
process are PMMA and co-polymer to achieve undercut. The same thicknesses of PMMA
and co-polymer are deposited using a spinner. In a typical bilayer process, a combination
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of bottom and top layer resists are selected such that a large difference in dissolution rates
of the layers exists at the development stage leading to the desired resist sidewall profile.
This contrast may be further influenced with a variety of process strategies. Generally the
dissolution rate increases as the molecular weight decreases. However, soft bake conditions,
which affect residual solvent level and subsequent development rates, will influence the resist
profile as will the exposure conditions.
To pattern the entire device, the lithography is performed in two steps, the inner contact
(fine) and the outer contact (larger exposure regions) in order to use different focus and beam
doses depending on the required accuracy of pattern writing. This requires the development
and deposition for each step separately.
4.8.1 ELPHYPlus contact design/ Electron beam lithography
Two different software packages were used to design the contact pattern of the devices.
CorelDraw was used to correlate the dimension and the location of the flakes with nearest
registration marks, relative to a chosen origin. ELPHY Plus was then used to map the
location and orientation of the flake relative to the registration marks. The ELPHYPlus
patterns can be transferred directly to the EBL system for writing. The design of the
electrodes for any device is unique depending on the shape and size of each graphene/TMD
flake on the surface. The electrode patterns typically consist of four contact lines for I−,
I+,V− and V+ in order to perform a 4 lead measurement on the device. The pattering needs
to be done in two different steps. First the outer contacts with large contact pads for wire
bonding as well as the integrated top gate electrode are written, then the inner contacts with
1um wide leads voltage contact and up to 5 µm thick leads current contact are patterned.
In both cases lithography is followed by subsequent metal deposition and lift-off.
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Figure 4.7 ELPHYPlus pattern
4.9 Contact fabrication
The first EBL step is performed for the outer contacts. For these we use two different
positive photoresists of Copolymer and PMMA respectively using recipe of 500 RPM (5 s)
+ 3000 RPM (30 s) to coat the sample on both cases. The photoresists are kept in the fridge,
but they must be taken out of fridge for at least half an hour to reach room temperature
before spin coating. This ensures that the result does not draw moisture from the air that
can affect later processes.
After spinning on the sample, each resist is baked on a hot plate at 155 ◦C for 10 minutes.
For electron beam lithography the samples are then fixed on a stage and inserted inside into
EBL system use a loadlock. Using the SEM, we can align the sample, electron beam and
design with the aid of the registration marks. The electron dose for EBL of the outer
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contacts is 400 µC/cm2 Samples are then agitated in developer solution (MIBK: IPA 1:3)
for 10 seconds. They are then removed from the developer solution and rinsed with IPA and
dried with N2 gas. Cr/Au (20 nm/250 nm) contacts are then thermally evaporated onto the
surface. For the lift-off of these outer contacts, samples are placed in hot acetone at 60 ◦C
for 15 mins, a glass pipette is then used to squirt acetone near the sample to gently lift-off
the metals via the bubbles produced. The samples are then transferred into a shallow petri
dish containing IPA and checked under microscope that full lift-off of the smallest small
features is complete. Finally, samples are gently sprayed with IPA and dried with N2 gas.
For inner contacts, the sample is coated with PMMA photoresist using a spin coating
recipe of 500 RMP (5 sec) + 3000 RMP (30 sec). It is then baked on a hotplate at 155 ◦C
for 10 mins for each layer. To pattern the inner contacts, electron dose of 500 µC/cm2 is
used. The samples are then agitated in developer solution (MIBK: IPA 1:3) for 10 seconds
and then removed from the developer solution and put in IPA for 10 seconds and dried with
N2 gas. The sample is then loaded into the e-beam evaporator for deposition of the metal
contacts, to prevent flake oxidization. In the e-beam evaporator metals are loaded into
crucibles instead of metal boats. Once the samples and materials are loaded, the chamber is
sealed and pumped to achieve vacuum. At the lowest reachable pressure 1.5 × 10−6 mbar of
Palladium (graphene samples) or Chromium (TaS2 samples) is first deposited as a contact
layer followed by a second layer of gold and a layer of SiO2 dielectric. It is important to
let the chamber and the metals cool down for at least 30 minutes before taking the samples
out of the system in order to avoid oxidizing the deposited metals. Table 4.1 shows the
depositing metal and the thickness of each metal film used for making registration marks as
well as metal electrodes.
To lift-off of the metal film the sample is placed in acetone at room temp for 1-2 min
before being sonicated for 2-5 mins at 20-35% power. The sample is then placed in a petri
























Table 4.1 The deposited metals and the thickness of each metal film
used for making registration marks as well as metal electrodes
dish of IPA and inspected under the microscope to ensure complete lift-off. Finally, the
sample was sprayed with IPA and dried with N2 gas.
4.10 Packaging and wire bonding
The sample is now ready to dice into 6mm × 4mm chips with a diamond scriber in order to
fit into a ceramic package before mounting. The sample is reversed and the corners placed
on two separate microscope slides such that the active device does not touch any surfaces.
A diamond scriber is used to scratch through the oxide layer on the reverse side of the
chip inorder to make a back gate connection. The sample is then cleaned using the gentle
cleaning method and dried with N2 gas to remove any silicon debris. The sample is glued
in on the sample holder with an additional 0.7 mm thick copper spacer between the bottom
of the package and the chip to raise the surface of the sample up to the top of the sample
holder to enable subsequent AFM imaging. To make a good electrical connection between
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the gold layer at the bottom of the sample holder, and the back of the sample, silver epoxy
is used to bond the spacer to package and chip. Before packaging, two contact pads from the
package were connected to the bottom ground plane of the chip carrier with a wire bonder
to enable the application of a back-gate voltage. The silver epoxy (mixed in 1:1 ratio) is
cured in an oven at 100 ◦C for 1.5 hours. The edges of the chip were then covered with GE
varnish to prevent electrical shorts to bond wires. A wire bonder was used to connect the
contact pads from the package to contact pads on the chip with 25 µm diameter gold wires.
Once the packaging and wire bonding of the sample was complete, care was taken not to
touch the sample without grounding the body using special electrostatic wristbands. These
FET devices are very sensitive to electric discharges and are easily damaged by spikes and
power. Therefore, grounding oneself surges and all the equipment is a priority before the
start of any measurements.
4.11 Sample preparation for use with ionic liquids
Preparation of samples for the use of ionic liquids (ILs) has been one of the most challenging
tasks outside the cleanroom. Placing a droplet of IL on the surface of the sample in most
cases has changed the resistivity and other properties of the samples. In the case of graphene,
the resistance of the devices generally drops, whereas in case of TaS2 the resistances were
observed to increase. As a result of these observations, before placing ionic liquid on the
sample, initial test measurements of the devices are performed to check the resistances and
effectivenss of back gating on the sample. Before placing ionic liquid on the sample, devices
are shorted by wire bonding the pads on the package to each other and placing it on a
copper block. The grounded sample is then placed under long distance working microscope
to make a small wall around the flake at the join between the inner and outer contacts using
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CAF paste. CAF paste is a red viscous silicone polymer that cures at room temperature.
Using a sharpened wooden toothpick a ring of CAF paste is placed on the sample and then
left for couple of hours to dry at room temperature under argon gas or in a desiccator.
To place the ionic liquid on the flake a micro-pipette is used to pick up a micro-litre sized
droplet and inject it on top of the device. To make the droplet even smaller, a small loop is
made from a thin wire to pick up a very small amount of IL. Due to the high surface tension
of the IL, a very small amount of it will stick to the wire and can be transferred onto the
channel of the active device by absorbing filter papers are used to remove the IL from the
surface of the sample if necessary. However, withdrawing the IL from the top of the sample
has damaged the graphene devices by lifting off the flake.
4.12 Top gates for ILs
4.12.1 Integrated electrode
An integrated electrode is fabricated a few tens of micrometers away from the source and
drain electrodes for graphene and TaS2 devices. The electrode pattern is a 30 × 30 square
pad of gold with a long lead to a pad for wirebonding that connects to a DC voltage source.
Figure 4.8 shows the gold integrated electrode and inner contacts of a 2H-TaS2 device which
has been coated with SiO2.
Current leakage from the gold top gate electrode to the ground of the system is monitored
using a Keithley 2400 SMU. The distance from the gold pad to any of the device contacts
is large enough to avoid direct current leakage from the ionic liquid. With a bias of 1 V on
the gate, currents larger than 1 µA are considered to be excessive leakage either from direct
contact between the IL and the outer contacts of the device or due to reaction of the IL after
application of a very high voltage at the top gate electrode, beyond the potential window




Figure 4.8 Top gate gold electrode and inner contact for a 2H-TaS2
device are contained by a ring of CAF paste before placing a drop of IL
of the IL. Most of the ILs have a potential window of greater than 2.0 V, but impurities in
the IL such as water can radically reduce the anodic and cathodic potential limits. [99] For
ILs such as [BMIM][BF4] and [BMIM][PF6] it has been observed that the electrochemical
window reduces dramatically from 4 V to 2 V after adding water. [100]
4.12.2 Platinum (Pt) wire electrode
A Pt wire top gate is used for measurements of superconducting boron-doped diamond. For
this purpose a 0.5 mm diameter of 99.9 % pure Pt wire was used. Figure 4.9 illustrates two
different methods used to fabricate top gate electrodes for diamond samples. In figure 4.9
(a) a 1 cm Pt wire is soldered onto a sample package and bent into a drop of DEME-TFSI
that is surrounded by CAF paste. In figure 4.9 (b) a small piece of Pt wire was pressed
between heavy copper blocks and flattened into a plate. The plate was then placed on a
dried ring of CAF paste around the diamond film and another CAF paste ring made on top
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b)a)
Figure 4.9 Top gate Pt wire electrodes a) Pt wire is bent down to touch
the surface of the IL drop b) A thin Pt plate is sandwiched between two
layers of CAF paste and the ionic liquid covers the bottom and top of the
plate
to sandwich the plate. Using this method, one can make sure that the plate is not touching
the diamond film and does not lift out of the IL inside the cryostat during the cooling
process. The Pt wires were cleaned using acetone and IPA to minimize contamination on
the wire. After a few voltammetry cycles it appeared that the Pt wire in contact with the
IL is become contaminated with a reaction layer that prevents it functioning as an effective
gate electrode. The Pt wire needed to be cleaned or the part of the wire in touch with the
IL cut in order to carry on with voltammetry measurements.
4.13 Low temperature measurement
4.13.1 Glass cryostat and insert
The fabricated device mounted on the 20 pin packages are placed onto the end of a cryostat
probe, and inserted into the glass cryostat. The glass cryostat used in the experiment
consists of two vacuum insulated Dewars. The inner Dewar is used for liquid Helium and
the outer Dewar for liquid nitrogen, which gently reduces the boil-off of the liquid helium
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Sample Holder
Superconducting coil
Figure 4.10 Schematic of glass cryostat.
inside the inner Dewar. The probe is inserted into the sample space tube inside the inner
glass cryostat and sealed with a viton O-ring. The top of the probe connect lead through
which connect breakout boxes to the 20 pins on the sample holder and the thermometer.
4.13.2 Janis cryogen-free cryocooler system and temperature cali-
bration
A Janis cryogen-free SHI-4-1 cryocooler is used to characterize the samples from 300 K
down to 4.5 K. The closed cycle refrigerator system allows one to cool devices without the
inconvenience and the expense of liquid helium. The system includes a compressor, cold
head on which the sample is mounted, compressed gas hoses vacuum jacket, radiation shield
and temperature sensor. Based on a Gifford-McMahon thermodynamic cycle, helium gas is
compressed at high pressure and expanded in a closed loop with heat being removed from
the cold head in the expansion phase of each cycle. Gas hoses are connected between the
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compressor and cold head and transfer the helium gas between the two. Radiation shields are
bolted to the cold head to reflect room temperature radiation before it reaches the sample and
to allow the lowest possible sample temperature to be achieved. The system is equipped with
a silicon diode temperature sensor mounted under the cold head. Due to the temperature
differential between the temperature sensor under the cold head and the temperature of the
sample, an additional calibrated DT-600 series silicon diode temperature sensor has been
mounted close to the sample to obtain an accurate temperature for the devices. Figure 4.11
shows the sample holder on top of the cold head. Two spring-loaded clamps are bolted on the
copper block to push the sample package into thermal contact with the copper sample stage
still on top of the cold finger. This extra modification was designed to minimize temperature
differentials between the sample holder and ceramic sample package.
4.13.3 Physical Property Measurement System (PPMS)
The Quantum Design model 6000 Physical Property Measurement System (PPMS) was used
to study superconductivity in boron-doped diamond at KU Leuven university in Belgium.
The PPMS provides an automated user friendly low temperature control with a supercon-
ductivity magnet system with magnet system for operation over a temperature range of
1.9 - 400 K, achieved using a vacuum pump to draw helium into the annular region and
using heater to warm the gas to the correct temperature. The sealed sample chamber can
maintain a high vacuum without the need for additional inserts. The sample chamber sits
inside two evacuated tubes where the lower 10 cm of the sample is constructed of copper in
order to provide a region of uniform temperature. The PPMS sample-mounting probe has a
12-pin connector where the sample holder is inserted, and provides the foundation for all of
the PPMS measurement inserts. Various components of the system are illustrated in Figure
4.12. The base unit of the PPMS consists of a cryostat with a superconducting magnet.
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a) b)
c)
Figure 4.11 a) Cryocooler head with sample package spring load clamps
attached b) Cryocooler with the copper solenoid on top. The compressor
is located under the table c) Mounted sample with a drop of ionic liquid
on the sample holder and placed on the copper sample stage.
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a) c)
b)
Figure 4.12 PPMS system a) Sample holder b) Probe c) Helium Dewar
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4.14 Schematic measurement circuits
The measurement setup includes breakout boxes, an AC voltage generator, a lock-in ampli-
fier, a DC voltage source for the back-gate with an ammeter to detect current leakage to the
ground and a Keithley 2400 source meter for accurate measurement of top gate voltages and
current leakage. BNC cables are used to connect the breakout boxes to the equipment. The
voltage source with 1-10 MΩ external resistor is used to pass a contant current through the
current leads of the device. For most of the experiments 1 V 32 Hz ac voltage with a 1 MΩ
resistor is used to limit the current to 1 µA. A number of Pi filters been inserted between
the breakout box and each of the AC and DC voltage sources, and in the input leads to the
lock-in amplifier. These filters are used to suppress any high frequency surges that enter the
measurement circuit. Pi filters consist of an inline inductor (100 mH) between two parallel
capacitors (10 nF). A schematic of the measurement circuit is shown in Figure 4.13
4.15 2 and 4 point measurements
The contact resistance between the metal contacts and the flake channel is an important
factor for high performance devices. The resistance of each contact lead and connections
are checked using 2-point measurements, where the total resistance between two contacts
is the sum of flake resistance, the contact resistance and the metal resistance. Rtotal is the
resistance measured between source and drain electrodes. By neglecting the resistance of




(Rtotal −Rf ), (4.1)
where Rc is the contact resistance between flake and metal, and Rf is the flake resistance
in the channel. There are several methods to eliminate the metal contact resistance, and
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Figure 4.13 Circuit diagram of the measurement set-up
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making four point measurements as shown in Figure 4.13 is a common way to avoid these
parasitic resistances. By applying currents to the outer leads and measuring the voltage
only across a pair of independent voltage contacts the resistance of the flake channel can be
measured.
As mentioned before, an AC voltage source is used to pass a current through the
source/drain contacts on the device. The voltage across the flake is measured using a lock-in
amplifier, which allows one to calculate the resistance of the flakes by dividing this voltage




In this chapter, iFETs using thin film boron-doped diamond as the channel material are
introduced. Using DEMI-TSFI ionic liquid gating, the superconducting Tc of heavily B-
doped diamond films with different gate voltages is studied.
Incorporating boron atoms in to the host diamond lattice introduces holes into the elec-
tronic structure of the diamond host. Increasing the doping level to the order of 1020 cm−2
results in a type-II superconductor. There has been ongoing research into enhancing Tc
by increasing the doping further. In this project the Tc of boron-doped diamonds is inves-
tigated. Ionic liquid was incorporated onto the diamond film in a FET device to modify
the conductivity of the films with electron and hole doping, with a view to increasing Tc
further. This chapter summarises various measurements carried out at the University of
Leuven using a physical property measurement system (PPMS) to cool down the fabricated
samples from 300 K to 1.8 K.
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5.1 Diamond device characteristics
The polycrystalline diamond films used in this project were grown using the chemical vapour
deposition (CVD) technique by chemistry department at Leuven University and were heavily
doped with boron at carrier concentrations on the order of 1021 cm−2. The 1 µm thick films
were cut using a sharp blade to a few millimetre sized square pieces and stuck down to a
300 nm Si/SiO2 substrate using a drop of DI water. The samples were then dried on a
hotplate and glued to the PPMS sample package with GE varnish. Silver wires and silver
paint were used to connect four corners of the diamond film to the package pads and the
sample was then inserted into the cryostat. See chapter 4 for a more detailed discussion
of the fabrication methods. Using an adjacent ionic liquid, carrier concentrations could be
modified using the field effect. The aim was to increase the Tc by increasing the carrier
concentration. It was interesting to see if any small effect on the film could be observed and
whether or not the Tc of the film could be changed using this method. Due to the high
initial hole concentration of the diamond films, the carrier concentration of the sample was
not expected to increase dramatically, but any small change in the carrier density should
result in a small change in the Tc of the diamond samples.
5.2 Low temperature measurements and ionic liquid gat-
ing
In the first set of measurements, superconductivity in the films was studied by cooling the
diamond film from room temperature down to 1.8 K. In this chapter results from the one
sample that survived all the experimental measurement cycles, are described. A 5 µA current
was passed through the sample and the voltage across the film was measured using the Van
der Pauw method. A broad superconducting transition between 2.8 and 4 K was observed
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and a Tc of 3.16 K at 50% of the resistive transition was estimated.
The sample was then taken out and prepared for IL gating following the method described
in the experimental methods chapter (Chapter 4) using CAF paste and a micropipette to
cover the majority of the diamond film with DEME-TFSI ionic liquid. Figure 5.1 illustrates
the temperature dependence of the normalised resistance under various top gate voltages
between -2 V to +2 V bias. For each measurement cycle the temperature was brought up
to 250 K and kept there for 10 mins to ensure that the IL is not in liquid state before
changing the top gate voltage. Most of the experiments were performed by applying 5 µA
current to the film during the measurement, however 1 µA current was also used for the
Vtg = +2 V and for a repeated cycle with Vtg= -2 V. With a top gate of +2 V, the Tc
of the film was observed to have increased by 3%. A smaller increase in the Tc was also
observed with -2 V compared with a 0 V bias. The resistance of the film at T > Tc was
observed to change with different applied top gate voltages and hence the resistance at the
onset of the superconducting Tc varied for different gate voltages. Figure 5.1 has therefore
been normalized by the individual resistances just above Tc.
Tc at 50 % of the resistive transition was then plotted against the individual top gate
voltages to investigate the relationship. As shown in fig. 5.2, no clear relationship was
observed between Tc(50%) and the top gate voltages. However Tc(50%) showed a linear
dependence on the resistance of the film just above Tc such that the films with higher
resistance due to applied top gate voltages showed higher Tc(50%). This relationship is
illustrated in fig. 5.3, where the linear behaviour is highlighted with a red line.
The sample was then cooled down once with 0 V and -1 V top gate biases for magnetic
field measurements. The field dependence of the heavily boron-doped diamond films with -1
V top gate bias, as function of temperature is illustrated in fig. 5.4. According to the weak-
coupling BCS theory, the upper critical field Hc2(0) can be estimated using the Werthamer-
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Figure 5.1 Normalised resistance as a function of temperature for differ-
ent top gate voltages (Vtg). Inset: Expanded view of the behaviour around
RT /RT>Tc = 50 %.
.
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a)
b)
Figure 5.2 (a) Plot of Tc as defined by 50% R(T>Tc) versus Vg showing
a consistent linear correlation where the Tc of the negative voltages with 5
uA are lower than the 0 V Tc, while positive gate voltages show an increase
in Tc .(b) Plot of resistance (T>Tc) versus top gate voltage.
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Figure 5.3 Tc at 50 % of the resistive superconducting transition for the
BBD sample with different top gate voltages as a function of resistance of
the sample at the onset of superconductivity.






Figure 5.4 a) Magnetic field dependence as a function of Temperature.
b) µ0Hc2 as a function of temperature at 50 % and 95 % Tc.
Helfand-Hohenberg (WHH) formula [101], as Hc2(0) = −0.69(dHc2/dT )Tc . In fig. 5.4 the
Tc(50%) and Tc(95%)) for each measurement has been plotted against the applied magnetic
field. The WHH model is a good fit for Tc at 95% of the transition, but at 50% a different
behaviour was observed with low field curvature. This shows that the low field Hc2 values are
not in general linearly dependent on the Tc and are not good fit to the WHH relationship.
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5.3 Discussion
Positive gating of the BDD film should induce electrons, which then annihilate holes in
the BDD grains and grain boundaries. As a result, a positive bias in general increases
the resistance of the film due to a reduction of carriers, which one would then expect to
suppress superconductivity. In practice we see the opposite effect with positive gate voltages
applied to the film as illustrated in fig. 5.2. Hence we conclude that the changes do not
come from grains but from grain boundaries. We expect the grain boundaries will have
a different electronic structure, possibly due to dangling bonds at the grain surface, and
superconducting coupling between the grains is hence enhanced due to electron doping there.
To summarise, although increasing the hole doping enhances superconductivity within the
grain, exactly the opposite behaviour can be observed at the grain boundaries
The resistance of the diamond film was observed to be permanently changing after a
number of voltammetry cycles and the resistance of the film was observed to have increased
on the second day of the measurement. The reason for permanent resistance change should
be further studied, however, we speculate that irreversible changes at the grain boundaries
play an important role and needs to be investigated further. For BDD films with high
granular disorder, there is a large number of dangling bonds between grains. Since the
electrical coupling between neighbouring grains is relatively poor and depends significantly
on coulombic effects, these dangling bonds can play a significant role in the increase of
resistance when samples are immersed in ionic liquids.
5.4 Summary
A reduction of the superconducting weak link behaviour at grain boundaries was observed
by gating with positive voltages. This reduces the hole carrier concentration at the grain
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boundaries, and therefore leads to higher resistances. However we find that this also improves
the coupling between grains and increases the overall Tc. Hence we see a direct linear
correlation between Tc and the sample resistance just above Tc ( fig. 5.3).
The diamond films were grown using chemical vapour deposition with high boron doping.
This type of growth is not very scalable due to the non-uniformity of diamond growth and
the doping level in a given film can vary from corner to another. Therefore cutting the same
grown film and measuring smaller pieces of it can show a range of values for Tc which make
systematic experimental measurements challenging. Other challenges arose from using the
CAF paste to contain the ionic liquid. At low temperatures thermal contractions of the
CAF paste damages and breaks the silver paint joints and cannot be used to cover leads
in order to prevent shorts between the leads and the IL. Attempts were made to fabricate
electrodes using photolithography to achieve better electrical contact without using CAF
paste, but as the diamond film is only stuck to the substrate very weakly, any attempt to
use chemicals including DI water resulted in the film lifting off.
In the next chapter iFETs using graphene are introduced and low temperature measure-




In this chapter, low temperature measurements of graphene FET devices are presented.
Using the micromechanical exfoliation method, single crystalline flakes of graphene were
used to fabricate graphene based FETs (GFETs). The four terminal FETs were fabricated
using Pd/Au for contacts to give low resistance, as Pd is chemisorbed at the graphene
surface [102]. In the first part, a 1.5 nm thick graphene device was cooled down to 2 K
in a glass cryostat and the magnetoconductence of graphene measured. The thickness of
the flake was subsequently determined using AFM and Raman spectroscopy. In the second
part, a ∼ 4.5 nm graphene device was cooled down to 4.5 K in a closed cycle cryocooler.
The temperature dependence of the resistance of the GFET with an added IL top gate is
presented and an exotic R(T) behaviour is observed upon cooling. With the aid of GFETs,
the two gating approaches of DEME-TFSI top gate and Si back gate are compared by
correlating the gate voltage dependence of the resistance in each case.
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6.1 Weak (anti-)localization in graphene
One of the interesting and well-studied behaviours of graphene is the change of longitudinal
resistance Rxx when a magnetic induction B is applied in perpendicular to the sample.
This is defined as magnetoresistance. Such behaviour can be explained in terms of weak
(anti-)localisation (WL) phenomena. Weak localisation is a physical effect that occurs in
disordered electronic systems at low temperatures i.e. when an electron experiences a series
of random scattering events from structural defects. In a 2D system, when the scattering
is elastic, the electron phase is preserved and the interference is constructive, with a high
possibility of electron returning back to the starting point. WL is a negative quantum
correction to the conductivity of a two-dimensional system due to electron interference.
Application of an external magnetic field breaks the time reversal degeneracy between the
two paths, decreasing the interference and leading to an increase in conductivity (negative
magnetroresistance). Figure 6.1 illustrates how an electron can be scattered by impurities in
a closed trajectory, the time reversed electron waves propogate in opposite directions around
the ’ring’ and interfere at the point of intersection. As the phase of the two waves is identical
the interference is constructive, causing backscattering hence decreasing the conductivity
compared to its classical Drude value. This can be suppressed by applying a perpendicular
magnetic field, which adds a phase difference to the two waves and destroys the interference,
resulting in an increased conductivity. The unique chiral nature of the charge carriers in
graphene due to their quasi relativistic dynamics is described by an effective massless Dirac
equation, with the wavefunctions possessing a Berry phase of pi [58]. The Berry phase adds a
phase difference to the two interfering trajectories, resulting in destructive interference. In
this case weak anti-localisation is expected leading to a reduction in resistance. This weak
antilocalisation effect is also suppressed with an applied perpendicular magnetic field. The
magnetic field randomises the carrier phase, resulting in an increase of the resistivity.
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The unique band structure of graphene has two valleys with opposite chirality (K,K’).
This means that weak localisation is expected when electrons are scattered between the
valleys (inter-valley scattering), and a weak anti-localisation is expected when the electrons
are scattered within the valley (intra-valley scattering). Graphene can hence exhibit both
localisation and antilocalisation effects depending on the experimental conditions [103].
Figure 6.1 An illustration of an electron trajectory due to scattering by
impurities giving rise to quantum corrections to the conductance. Figure
adapted from reference [103]
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6.2 Magnetoresistance measurements in a perpendicu-
lar magnetic field
35 um
Figure 6.2 Left:Optical microscope image of the 1.5 nm thick graphene
flake. Right: The inner contact design of the graphene device.
A 1.5 nm thick flake of graphene sample was cooled in a glass cryostat to 2 K and the
temperature dependence of the resistance measured as illustrated in fig. 6.3. Figure 6.2
shows an optical microscope image of the flake along with the design of inner contacts for
the device.
A magnetic field was applied perpendicular to the sample at the base temperature of
2 K. The magnetoconductivity of the sample shown in fig. 6.4 at different temperatures
ranging from 2.18 K to 30 K. A sharp magnetoconductance dip around B = 0 T starts to
develop below 30 K characteristic of WL correction with a relatively long phase coherence
length at low temperatures. As the temperature increases, a broadening of the WL peak
can be seen which corresponds to the reduction of the phase coherence length [104]. As the
magnetic field increases, a suppression in WL occurs that leads to the expected positive
magneto conductance.
The analysis of the results was carried out using an equation derived specifically for
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Figure 6.3 Temperature-dependence of the resistance of a 1.5 nm thick
graphene device cooled down with liquid He in a glass cryostat.
graphene [105], which expresses the corrections to the conductance as a function of the in-
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where, ∆σ(B) = σ(B)−σ(0), F (z) = lnz+zψ(0.5+z−1), ψ(z) is the digamma function,
τ−1B = (4eDB/h¯), τ
−1
φ is the phase-breaking rate, τ
−1
i is the inter-valley scattering rate
and τ−1∗ is the intra-valley scattering rate and D is the carrier diffusion constant. In our
calculations we have assumed a monolayer system, and hence used a negative third term.
Fitting the data to equation 6.1 the monolayer-like contributions are investigated.
Figure 6.5 shows the fit (red line) to equation 6.1 for our sample at 2.18 K. This shows
a good agreement for the full field range, allowing for the dephasing and elastic scattering
rates to be extracted.
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Figure 6.4 Magnetoconductivity of a 1.5 nm thick graphene sample for
different temperature from base T=2.18 K to 30 K. The sharp peak at
B=0 indicate the WL peak.
Figure 6.6 shows a plot of the inelastic scattering rate, τ−1φ , extracted from the fits to
equation 6.1.
The dephasing rate varies approximately linearly over the temperature range investigated
here. This linear dependence of τ−1φ on T is an indication that electron-electron scattering
is the dominant phase-breaking mechanism, which has also been seen in other monolayer
and bilayer systems [106,107].
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Figure 6.5 Magnetoconductivity of a 1.5 nm thick graphene at base
temperature T=2.18 K (blue curve). The fit to magnetoconductance at
this temperature is illustrated by the red line.
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Figure 6.6 Dephasing rate, τ−1φ , as a function of temperature.
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6.3 Comparing top and back gate effectiveness on graphene
The band structure of graphene presents an opportunity for the carrier type to be easily
switched from electrons to holes and vice versa by varying the Fermi level position. The shift
of the Fermi level relies on the applied potential difference, Vbg/ Vtg between graphene and
the Si substrate/IL gate, which locally induces charges in the graphene. The maximum value
of the sheet resistance in graphene is found at the Dirac point. By tuning the gate voltage to
positive (+V) and negative (-V) voltages with respect to the Dirac point, electrons and holes
can be induced. The position of the Dirac point, as well as the symmetry of the electron






can be used to estimate the induced carrier concentration in the case of neutral graphene
(no extrinsic doping), whilst the charge carrier density for doped graphene can be extracted
from the relation,
n = α(Vbg − VDP ), (6.3)
where VDP is the voltage at Dirac point and α = r0/ed. The Dirac point in the
fabricated GFET is not located at Vg= 0V possibly influenced by the contact metal which
can locally dope the graphene and increase the local carrier density near the interface.
In this section, the temperature dependence of a rather unusual graphene sample is
illustrated. This non-uniform thin flake of graphene was used to calibrate the gating effect
of the FET device.
Transport measurements were performed on sample G3 with non-uniform thickness in
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a)
b) c)
Figure 6.7 a) Sample G3 was cooled down to 4.5 K and showed regions
of negative sign resistance. The back gate voltage was swept at different
values of T. The red circles on the graphs, indicates the temperature where
back gate sweep was performed. b) Back gate sweep to ±15 V at room
temperature. c) Back gate sweep to ±20 V at 260 K showing the negative
resistance of the sample.
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Figure 6.8 Temperature dependence of the resistance with different fixed
back gate voltages. Inset: Optical microscope image of the FET device.
the range 4 nm - 5 nm. The graphene sample was cooled to the base temperature of
4.5 K in a closed cycle cryocooler and the resistance of the device measured using a 4
terminal configuration. Figure 6.7(a) shows that as the sample was cooled, an unexpected
inhomogeneous current flow was observed. The sample resistance actually switched to a
negative value just before reaching 290 K and stayed negative down to the base temperature,
only returning to normal after it was warmed to room temperature.
The influence of back gate with various fixed gate voltages is shown in figure 6.8. The
inset of figure 6.8 shows an image of the device which was measured during this investigation.
Back gate voltages of +20, +30, +40 and +45 V were applied to the device. Each curve
for a different back gate voltage shows a different temperature point where the switch to
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Figure 6.9 Comparison of top and back gate effect. a) Top gate DEME-
TFSI IL voltage sweep of G3 at room temperature 295 K. The peak in
resistance indicates the graphene Dirac point between 0.2 and 0.6 V. The
shift in the peak is due to the slow charge redistribution of the IL and
reflects the hysteric charging and discharging of the IL voltage sweep. b)
Back gate sweep to ±15 V which does not reach the Dirac point. The
subscript tg and bg means top and back gate respectively.
a negative resistance is observed. The sample resistance returned to a positive value after
cycle back up to room temperature, indicating the reproducibilility of the measurements.
Back gate voltages caused an almost linear change in resistance of the sample at room
temperature, whereby it was largest with the largest back gate voltage. This behaviour
was expected as a larger gate voltage induces more electrons in this intrinsically hole-doped
graphene device and hence the Fermi level is closer to the Dirac point where the resistance
is highest.
DEME-TFSI IL was added as a top gate on the sample G3 and the sample resistance
was changed just by placing the IL droplet on top of the graphene flake. A top gate voltage
sweep of the sample was measured before the sample was cooled down with IL to base
temperature.
Figure 6.9 shows a comparison between IL gating and conventional Si back gating. Note
that Vtg has been scaled by a factor f=100 to make this comparison. It was found that
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the sample resistance was modulated with a much lower top gate voltage than back gate
voltage as expected. The resistance of the sample is predicted to vary in proportion to
the capacitance as, |dR/dVtg| ∝ CIL where CIL is the capacitance of IL and similarly for
|dR/dVbg| ∝ Cbg for the Si back gate. The experimental value for Cbg is known to be 11.5
nF/cm2 [88,108]. The gradients near Vbg =0 and Vtg =0 for figures 6.9 (a) and (b) have been
estimated and were found to be |dR/dVtg|=161.1 and |dR/dVbg|=1.60. This shows CIL/
Cbg ' 100 and CIL can be estimated to have a value of 1.15 µF/cm2. This value has the
same order of magnitude as the reported CDEME−TFSI value of 2.8 µF/cm2 [88]. Figure 6.10
shows the partial slope of the gate voltage sweep graph for both back and top gate voltages
after the latter have been scaled by f=100. The blue line indicates the steepest slope in the
voltage sweep with IL that was calibrated by the scaling factor of f= CIL/ Cbg ∼ 100. The
25 Ω shift in the resistances is due to IL interaction with the surface of the flake, which
induces a small amount of charge transfer even without a bias applied to the gate
6.4 Discussion and summary
In this chapter, transport measurements carried out on few-layer graphene FET devices
were summarised. A 1.5 nm thick graphene flake was used to investigate low temperature
magnetoresistance, which showed WL corrections to the conductivity. WL was studied as a
function of temperature and the dephasing rate was shown to vary approximately linearly
over the temperature range investigated. The results are similar to those of reference [109]
and confirm that electron-electron scattering is the dominant phase breaking mechanism in
these structures. The deep WL dips indicate the good quality of the sample studied.
In addition a GFET device fabricated from an inhomogeneous flake with thickness in the
range of 4-5 nm was studied. The device was cooled with different fixed back gate voltages
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Figure 6.10 The sharpest gradient in top and back gate voltage sweep
graphs are extracted. Blue line indicates the calibrated top gate voltage
slope by factor of f∼100. The shift in the resistances is due to IL interaction
with the surface of the flake.






Figure 6.11 Sketch of a graphene FET device showing the possible cur-
rent flow due to an in-homogeneous flake thickness and an associated frac-
ture. .
and showed a surprising temperature dependence of its resistance. In these measurements
a regime of negative resistance was observed. With Vtg =0 the sample resistance switched
to a negative value just before 290 K and stayed negative down to the base temperature
of T= 4.5 K, only returning to normal after, warming to room temperature. This can
be related to the inhomogeneity in the thickness of the flake and the possible existence of
a small fracture in the flake. The measured negative resistance indicates a local reversal
of the direction in current flow as compared to the initial current flow upon first cooling
the flake, which crosses the space between voltage contacts. Figure 6.11 sketches a possible
current distribution that suddenly sets in as the sample is cooled, and could cause a negative
resistance to be measured if the contacts are preferentially sensitive to the reverse current.
Finnally using 4 terminal setup the capacitance of conventional Si gating and DEME-
TFSI IL gating was compared using gate voltage sweeps on the same device. The capacitance
of the gate-dielectric is a key parameter in the production of high performance FETs. The
specific capacitance of ionic liquids is very high due to its thin electric double layer. Their
large geometrical capacitances can induce much higher carrier densities in a GFET as com-
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pared to Si back gates. Here using the slope of voltage gating sweeps, the DEME-TFSI
capacitance is estimated to be 1.15 µF/cm2 which is a factor of 100 times larger than for
the Si back gate.
The graphene samples produced were very stable and robust in laboratory environment.
Their fabrication methods have been very well established and ionic liquids could be used to
study the effect of gating on the thin graphene channels. These GFETs were used to obtain
a reliable and effective calibration for the specific capacitance that could be a valuable
reference for ionic liquid gating studies of TMD materials.
Chapter 7
TaS2 devices results and
discussions
In this chapter, the electrical properties of few-layer 1T- and 2H-TaS2 samples used as
channels in FET devices are described. Thin flakes of 1T-TaS2 and 2H-TaS2 were obtained
using the Scotch tape method to produce high quality single crystal, few molecular layer TaS2
flakes on Si/SiO2 (300 nm) substrates, which were then patterned with Cr/Au contacts for
use as the channel of field effect transistors (FETs) as mentioned in Chapter 4. The charge
density wave (CDW) in 1T- and 2H-TaS2 is investigated and gating measurements using
ionic liquids on these samples are summarised. The first part of the chapter describes the
measurements on 1T-TaS2 and the later part 2H-TaS2.
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7.1 1T-TaS2 devices
7.1.1 1T-TaS2 bulk sample characteristics
Bulk crystals of 1T-TaS2 have a rich phase diagram, which shows three CDW transitions
at around T1 ∼ 550 K for the incommensurate (ICCDW) phase, T2 ∼ 350 K for the near
commensurate (NCCDW) phase and a commensurate (CCDW) phase that takes place at
around T3 ∼ 180 K [48,68].
A thick flake of 1T-TaS2 with thickness of ∼1 µm was first used to investigate the
CDW of the bulk sample. The NCCDW/CCDW phase transition was observed at around
200 K with a hysteresis width of about 30 K. The sample resistance was recorded at the
cooling/warming rate of 1 K/min in a cryocooler to characterise the CDW of the film. The
green line in fig. 7.1 shows the cooling/warming cycle of the film, measured using the Van
der Pauw method (four electrodes on the corners of a square film). The sample was then
prepared to cool down with a drop of DEME-TFSI ionic liquid (IL) drop. The sample
was first cooled down without applying any gate voltages and then +1 V bias was applied
to the IL to compare the CDW transition behaviour. The temperature dependence of the
resistance of bulk 1T-TaS2 for cooling and warming cycles is shown in fig. 7.1.
As it is shown in fig. 7.1, with a drop of IL on the sample, a small shift of resistance on
NCCDW/CCDW transition was recorded once it cooled down. The CDW transition shown
in fig. 7.1 involves two semiconducting phases and a transition to a commensurate phase.
As the data show, the shift only appears after placing IL on the sample but no change in
this shift was seen even with an applied top gate bias to the IL. For such a thick sample of
material it is not easy to change electrical properties of the sample by gating. However it
is noteworthy that come modifications of behaviour of even such thick flakes can occur by
placing IL on the surface of it.
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Figure 7.1 Typical behaviour of the temperature dependence of resis-
tance of a 1T-TaS2 bulk crystal. The NCCDW/CCDW phase transitions
are reflected in jumps in resistance. The arrows indicate the cooling and
warming cycle direction. The plot shows that the bulk sample undergoes a
NCCDW/CCDW phase transition at around 200 K with a hysteresis width
of 30 K.
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TaS2 crystals are stable in bulk, but once cleaved down to a few layers, corrosion rapidly
occurs [63]. Therefore studying the properties of very thin layers of these materials is very
challenging.
7.1.2 CDW observation in thin flake 1T-TaS2
Compared to the bulk samples, the CCDW phase in nano-thick crystals of TaS2 is less stable
and can be more susceptible to electric field (which controls the carrier density), which could
enhance the gate controllability of phase transitions [69]. Flakes of 1T-TaS2 were exfoliated
using Scotch tape and devices were fabricated in the cleanroom as described in chapter 4.
Thin flakes of 1T-TaS2 were exfoliated, fabricated and measured within 3 days to prevent
the devices from oxidising. The devices were coated with a photoresist at all times to slow
down the oxidisation and cleaned using solvent just before wire-bonding and placing in the
cryocooler under vacuum for measurement. However, all devices with 1T-TaS2 flakes thinner
than 10 nm were oxidised insulators in this condition. Therefore devices that were measured
in this part are > 15 nm in thickness.
Figure 7.2 shows the temperature dependence of the resistance of the thin flake (> 15nm
measured using AFM) of 1T-TaS2. The plot shows that the bulk sample undergoes a
NCCDW/CCDW phase transition at around 200 K with a hysteresis width of 103 K. Ionic
liquid was placed on the sample and a voltammetric cycle was recorded. The sample was
cooled down with IL on top and gate voltages of -0.5 V and +1 V were applied to DEME-
TFSI IL in each cycle. A slow top gate voltage sweep was performed at around 270 K with
a constant rate of 0.5 mV/s between each cycle. As shown in fig. 7.3, by applying a top gate
voltage of +1 V to the sample, the NCCDW-CCDW transition was partially suppressed
on cooling but the resistance gradually increased at lower temperatures to CCDW state.
Once the sample was warmed up, it showed a transition to the NCCDW state and the
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Figure 7.2 Temperature sweep of the resistance of thin flake (>15 nm)
1T-TaS2. The blue line indicates the cooling and the red line shows the
warming cycle. The plot shows that the bulk sample undergoes NC-
CDW/CCDW phase transitions at around 200 K with hysteresis width
of 103 K.
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Figure 7.3 Temperature dependence of resistance of the flake for dif-
ferent top gate voltages. After each cycle, a top gate voltage sweep was
performed at 270 K and the sample was cooled down with a different top
gate bias. The CDW on the cooling down cycle is suppressed with applied
bias. The arrows indicate the cooling and warming cycle direction.
original resistance was recovered at 270 K. After another voltammetric cycle the sample was
cooled down at -0.5 V when the NCCDW-CCDW transition was completely suppressed in
the cooling process and a much smaller transition was observed on the warm up cycle.
The systematic control of charge-density-wave (CDW) transitions by changing the thick-
ness of the 1T-TaS2 has been studied by Y.Yu et al. [71]. The behaviour of the CDW shown
in fig.7.3, is comparable with the thickness controlled CDW phase study of Yu et. al, where
a large hysteresis in the cooling/warming cycle is observed for a bulk sample, but as the
flakes are thinned down, the CDW collapses in the 2D limit. At a critical thickness no large
resistance jump or transition was observed.
The critical thickness suggests that CDW order in this material belongs to the three di-
mensional 1T-TaS2, and thinning the sample to 2D supresses these fragile phases. Reducing
the thickness of the crystals to the nano-scale induces an expansion along the c-axis, which
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makes the interlayer overlap wave functions smaller. Fluctuations then inhibit the CCDW
domains from growing and interconnecting and this is the probable reason for suppression
of the NCCDW-CCDW transition when thinner samples are measured. Here, thin flakes of
1T-TaS2, iFET are used to investigate the gate-controlled behaviour of the devices. Since
the gate-modulation depth is limited to only the top few layers of the crystal, only these
can be manipulated by the applied bias. Top gated cooling cycles indicate that the gating
effect on the top few layers of the crystal has been made stronger and a similar behaviour
after thinning down the sample has been observed. The gate tunability of the sample was
observed both through the transition step sizes and through shifts in the CDW transition
temperature. Yu et al. have studied the CDW of 1T-TaS2 by ionic liquid gating using Li
where the Li intercalation in the crystal drives the sample into a metallic state without any
CDW transition phases. Here the resistances do not drop down to the metallic state at base
temperature suggesting that the IL has not been intercalated in our measurements.
7.2 2H-TaS2 devices
In this section the characterisation of FETs using few layer 2H-TaS2 devices is described.
2H-TaS2 is the only polytype of TaS2 which shows both superconductivity and CDW
transitions. In contrast to the 1T polytype, bulk 2H-TaS2 stays metallic at low temperatures
and superconducts below 0.8 K. In this project FETs and iFETs were fabricated to study
CDW phase transitions and superconductivity. To study the gating effect on the CDW
phase transition, samples were made using different layer thicknesses on Si/SiO2 substrates.
Samples were fabricated to allow for back gate voltages to be applied, and CDW transitions
as a function back gate voltages were studied. Once the fabrication methods were deemed
successful, FETs were fabricated to allow for DEME-TFSI ionic liquid to be incorporated
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to create iFETs, to study the top and back gating effect on the samples.
7.2.1 CDW in few layer 2H-TaS2
In 2H-TaS2, a CDW phase arises from the hybridization of Ta atoms which undergo a tran-
sition at ∼ 78 K [73]. The superconducting Tc of this material shows a thickness dependency
which has been studied by E.Navarro-Moratalla et al. [4]. Thin flakes of 2H-TaS2 oxidise and
degrade so fast that no electrical conductivity of 8 nm or less thick samples was reported
until recently. Here the CDW of few-layer 2H-TaS2 as the channel material of FET devices is
studied. For this purpose, the samples are cooled down in a cryocooler and the resistance of
the sample was recorded using a 4-point measurement. The CDW phase in the 2H- polytype
appears as a very small step in the temperature-dependence of the resistance of the sample.
In this section, the CDW phase in two different samples is illustrated.
A thin 10 nm flake device was measured as a function of temperature from 300 K down
to 4 K and two CDW transition temperatures at T1 and T2 were observed around 78.6 K
and 84.3 K respectively (see fig. 7.4).
A constant back gate voltage was applied and the temperature swept in the range between
60 K to 95 K. The results were then compared with temperature sweeps with no back-gate
voltage. The T-derivative of the resistance data has been plotted in the inset of fig. 7.4
and the minimum corresponding to the main CDW transition temperature shows little or
no dependence on back-gate voltage over our accessible range.
The resistance of a second sample is plotted versus temperature between 64 K and 100
K in fig. 7.5. Different back gate voltages were applied to the FET sample to investigate
the dependence of the CDW transition temperature on gate voltage. However within the
accessible voltage range, no dependence was observed.
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Figure 7.4 Resistance versus temperature for a 10 nm thick 2H-TaS2
device. The plot shows two changes of gradient which indicates two differ-
ent CDW transition temperatures at 78.6 K and 84.3 K respectively. The
derivative of R(T) is plotted (inset) and two distinct changes of slope are
seen.
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Figure 7.5 (a)Temperature sweep of a 2H-TaS2 sample, illustrating the
CDW phase by a small step in resistance of the sample at 77 K. Back gate
bias of ±80 V applied and compared.(b) Also shown is the T-derivative of
curves indicating that the CDW transition does not vary with gate voltage.
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7.2.2 Superconductivity in few layer 2H-TaS2
The transport properties of electronic devices based on 2H-TaS2 flakes of different thicknesses
have recently been reported [4]. It was shown that superconductivity is enhanced and the
critical temperature increased from 0.5 to 2.2 K as the layers are thinned down to 3.5 nm.
Electrostatic gating of thin flakes of TMD material can modify their electronic properties
by varying the carrier concentration at the surface of the flake, while in principle not changing
the level of disorder.
The samples in this section were cooled in a glass cryostat with liquid helium down to 4
K and then pumped to achieve temperatures down to ∼ 1.6 to 1.8 K. The samples named
’H3’, ’H2’ and ’H4’ are used to investigate the superconductivity of nano-thick flakes of
2H-TaS2 and the effect of top gate and back gate on the Tc of the samples. The results
obtained from each sample are shown in different subsections and the top and back gating
effects are further discussed.
Sample ’H3’
The temperature dependence of the resistance of sample H3 (∼ 15 nm flake fig. 7.6) with top
gate voltage, Vtg, of +2 V was measured. A broad superconducting transition was observed
with an estimate of Tc = 4.7 K at 90% of the resistive transition. This Tc suggests a large
enhancement in the transition temperature of the material compared to its bulk Tc value
of ∼ 0.8 K. In the superconducting state, the resistance of the device was not exactly zero,
however, the observable transition was fully suppressed by applying a magnetic field which
tends to confirm the superconducting state. The sample resistance was decreased further
as the temperature cooled down to 1.8 K. However, further cooling would be required to
observe if another transition at lower temperature occurs or the resistance would plateau
out.
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Figure 7.6 Various top gate voltages have been applied to the sample
H3 at 260 K and the resistive transition measured upon cooling.
A voltammetry cycle of the top gate, caused a change in the resistance of the sample at
270 K, which was observed to be permanently changed by ∼ 10%. The sample was then
cooled with a top gate voltage of 1.5 V, and then 1 V and later with 2 V on different days.
However the Tc of the sample were measured to be 3.1 K, 3.2 K and 3.2 K respectively.
Figure.7.6 shows the temperature dependence of the sample with +2 V on the first day,
compared with the 1.5 V and 1V on the following days. A Tc enhancement for all top
gate voltages were seen compared to the bulk value of 0.8 K. However after the initial
measurement the Tc remained almost unchanged with various top gate biases on following
days. The permanent change of resistance due to IL gating, suggests either that structural
damage occurred (possibly due to high electric field) or the IL has intercalated in-between
the TaS2 layers. The sample was then taken out and carefully studied under the microscope
to note any damage to the flake, but the sample did not show any visible damage.
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Sample ’H2’ and ’H4’
Sample H2 (∼20 nm) was cooled down with +2 V bias of top gate voltage and Tc was
observed to be 2.4 K. The sample was warmed up to room temperature and a top gate
sweep performed. This increased the resistance of the sample by ∼60 % and after cooling
down the sample, Tc was observed to have increased to 3.5 K. In sample H4 (∼20 nm), no
top gate voltages were applied to the sample but a drop of IL was placed on the flake and
after a day, the sample was cooled down and a Tc of 3.5 K was recorded.
Changes in the properties (such as resistance) induced by intercalation would be ex-
plained in terms of electron charge transfer from the DEME+ to the crystal layers. Pre-
viously it has been reported that similar to potassium and hydrazine, it is possible that
DEME+ can intercalate into 1T-TaS2
[71].
These experiments suggests that DEME-TFSI IL can intercalate in-between the layers
of TaS2, even though this represents a relatively large molecule.
A variety of atoms and molecules have been reported to be able to intercalate between
the 2H-TaS2 crystal layers but DEME-TFSI, commonly used in TMD studies has never been
confirmed to have interclated into crystals of 2H-TaS2.
7.2.3 The influence of back gate voltages
In addition to the top gate, the influence of back gating on the samples was studied. The
samples were cooled down with different top gate voltages and at base temperature, a back
gate voltage sweep was performed for this purpose.
Figure 7.7 shows the transition temperature of sample H3 as it is cooled down to 1.8
K. The 90% normal state resistance point of the superconducting transition was marked to
highlight Tc of the sample. The combination of top and back gate influence is shown in this
figure.
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Figure 7.7 Temperature dependence of the resistance of sample H3 when
cooled down with +2 V top gate voltage. A back-gate voltage of +70 V was
applied to the sample at base temperature and a T sweep was recorded.
Tc was further enhanced by 0.3 K with the aid of the back-gate voltage,
increasing it to 5 K.
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Figure 7.8 Temperature dependence of the resistance of the sample H3
while cooled down with +2 V top gate voltage. Various back-gate voltages
of between ±80 V was applied to the sample at the base temperature and
T sweep was recorded.
The influence of an additional back-gate voltage is noticeable while a fixed +2 V top
gate voltage is applied to the sample. Figure 7.7 shows a further enhancement of the critical
temperature to 5K when an additional +70 V bias was applied to the back gate.
In figure 7.8, the red curve shows the R-T graph of sample H3 while it is cooled down with
a +2 V top gate bias and no back gate voltage. A small enhancement of Tc can be seen once
different back gate of either positive or negative voltages were applied to the device. Both
positive and the negative voltages seem to enhance the Tc but slightly more effect is seen
with negative voltages. Applying negative voltages to the FET back gate, induces positive
charge carriers in the flake. Hence this result suprisingly suggests that Tc is increased by
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removing some of the electronic charge transferred to 2H-TaS2 by DEME
+ intercalation.
The influence of back gate on a metallic based FET is only expected to be rather min-
imal. The devices cannot be tuned easily due to the presence of only a thin high carrier
concentration surface layer due to gating. However, with IL on the surface of the material
and likely also intercalated in-between the layers of the crystal, a rather large effect has been
reported here.
7.2.4 Magnetic field measurements
As mentioned before, the magnetic field dependence of the R(T) curves (fig. 7.9) confirms
the existence of superconductivity. A perpendicular magnetic field was applied to different
samples while they were cooled down with different fixed top gate voltages each time.
The magnetic field dependence of R(T) for samples H2 and H4 has also plotted in figs
7.10 and 7.11, the figures also show data with 0 magnetic field. While no top gate voltage was
applied to H4, the superconducting transition and its linear dependence on applied magnetic
field is shown in fig.7.11. R(T) of samples H3 and H2 have been measured for different top
gate voltages. Table 7.1 summarises the results of these measurements including the top
gate voltage applied to each sample and their Tcs.
The out-of-plane critical magnetic field, Hc2, measurements and their fits are plotted
in figure 7.11. The zero temperature upper critical field Hc2(0) was estimated using the
Werhamer-Helfand-Hohenberg (WHH) formula, Hc2(0) allows one to estimate the zero tem-
perature Ginzburg-Landau coherence length ξ(0). The upper critical field Hc2 and coherence
length ξ(0) for each sample and different top gate voltages were calculated and are indicated
in table 7.1.
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FET flake thickness (nm) Sample name, Vtg Tc (K) Hc2 (T) ξ(0)(A˚)
15 nm H3, 1V 3.30 0.217 390
H3, 1.5 V 3.18 0.204 401
H3, 2 V day 1 5.17 0.853 197
H3, 2V (+ 60 Vbg) 3.32 0.176 433
>20 nm H2, 2V day 1 2.42 0.255 360
H2, 2V day 2 3.503 0.160 454
>20 nm H4 no gate 3.59 0.321 321
Table 7.1 Table of data estimated from the magnetic field dependence
of R(T) for three samples H4,H3 and H2. Table includes zero temperature
upper critical field Hc2(0), Ginzburg-Landau coherence length ξ(0) and
90% Tc for each sample configuration.
Figure 7.9 Temperature dependence of R for sample H3. Various mag-
netic fields from -100 mT to 300 mT were applied while a 2 V top gate
and +60 V back gate were applied. The superconducting transition tem-
perature Tc, is defined as the temperature corresponding to 90% of the
normal-state resistance at 300 mT.
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Figure 7.10 (a):Temperature dependence of R for sample H4 with ap-
plied magnetic fields from 0 to 250 mT. A drop of IL was placed on the
device and sample H4 shows enhanced Tc without IL gate bias. (b): Mag-
netic field dependence of R(T) for sample H2. The sample was cooled down
with a top gate voltage +2 V.
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Figure 7.11 Fits of equation Hc2(T) = Hc2(T)[1-(T/Tc)]
1/0.69] to Tc
(90%) as estimated from magnetic field dependence of R(T). The data
points have an error of ±10%. The triangle data points at 0 K represent
the extrapolated fits.
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7.3 Discussion and summary
Nano-thick crystal of two-dimensional crystals are attractive as they provide an ideal plat-
form to explore novel phases due to the complex nature of electron correlations that arise.
Here, 1T-TaS2, a metallic TMD crystal with a number of charge density wave (CDW)
transitions was introduced. The phase diagram of this material has three CDW transitions at
around T1 ∼ 550 K incommensurate (ICCDW), T2 ∼ 350 K near commensurate (NCCDW)
and T3 ∼ 180 K commensurate (CCDW) phase. The CDW transition phases are more
stable in bulk crystals and the CDW transition are suppressed as the crystal thins down.
The thickness at which the CDW collapses in to the 2D limit is called the critical thickness
of the material. This indicates that the CDW in 1T-TaS2 is a bulk property of the sample.
Here, the NCCDW/CCDW transition of a 1 µm thick ’bulk’ film and ∼ 20 nm flakes of 1T-
TaS2 are studied. The top gate tunability of a 20 nm device was investigated. Ionic liquid
DEME-TFSI is used and a top gate bias was applied. This changes the CDW transition
shape and size. Applying a top gate bias has caused a suppression of the CDW transition in
cooling cycles. Inducing further carriers into the sample, results in driving the sample into
a metallic state. No influence of back gating is found on the CDW in 2H-TaS2.
In this chapter superconductivity in 2H-TaS2 is also studied and an enhancement of
the critical temperature of thin flakes of 2H-TaS2 from 0.8 to 4.7 K was observed using a
DEME-TFSI ionic liquid as a top gate with applied voltage of +2 V.
The temperature dependence of the resistance of the same sample, with an applied back-
gate voltage dependence has also been studied. Tc was observed to be further enhanced to
5 K using a combination of top and back-gates. Furthermore a strong gate dependence was
also seen initially on sample H3. The resistive transitions of sample H3 after application of
different top-gate voltages to the ionic liquid at 240K and cooling, are shown to give rise
to an approximately constant Tc. These experiments show that intercalation is more likely
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than IL gating at higher temperatures. Increasing the number of voltammetry cycles at
room temperature increases the chance of intercalation.
The enhancement of the superconducting transition temperature of nano-thick crystals
to 3.5 K without applying any bias, emphasises that DEME-TFSI IL compounds more than
likely intercalate into TaS2 crystals. The possibility of intercalating such large compounds
of IL in between the crystal layers was predicted but this is the first confirmation of it.
A weak non-systematic back gating effect has also been observed. A very small effect
due to back gating FETs with metallic channels such as 2H-TaS2 can be expected due to
their very high ambient carrier concentration. Therefore it is very interesting to see that
intercalated samples that are 15 nm or thicker have shown even a weak back gating effect.
This indicates a co-operative effect between the top and back gates of the sample. Figure
7.12 shows the non-systematic back gating effect on Tc of individual samples with different
top gate voltages.
The change in the properties induced by intercalation can be explained in terms of
electronic charge transfer from the DEME+ to the crystal layers. The intercalation of the
material is an irreversible reaction whereby the dopants get trapped between the layers and
changes the properties of the material such as resistance permanently.
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Figure 7.12 Back gating effect on the Tc of samples H4, H3 and H2
while different fixed top gate voltages were applied to H3 and H2. The
graph shows a weak and highly non-systematic influence of back gating.
Chapter 8
Conclusions
8.1 Summary of Results
In this project superconducting thin films and 2D materials have been incorporated into FET
devices to control their carrier concentration. Superconductivity at the 3D and 2D scales
are discussed and a brief of overview on previous work on different methods to enhance
superconductivity in 2D materials is given. The effect of carrier doping in 2D materials
using FETs is a very significant step in controlling the superconducting state, where the
transistor structure enables one to modulate Tc in the superconducting channel. Increasing
the carrier concentration in the channel is key in this research area. Ionic liquid gating is a
novel technique to achieve very high carrier density, much larger than conventional highly
doped silicon solid state gating. The thin electronic double layer and large geometrical
capacitance is what makes these very good candidates for use as gate electrodes. Ionic
liquid gating can allow one to tune an insulating sample to a superconductor. Ionic liquid
gating has been used on boron-doped diamond films, few layer graphene, 1T-TaS2 and bulk
and few layer 2H-TaS2.
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In chapter 5, measurements and results from ionic liquid (IL) gating of CVD grown
1 µm thick highly boron-doped diamond (BDD) films were discussed. BDD films have a
high degree of granular disorder with a large number of dangling bonds between the grains.
DEME-TFSI IL was used to investigate the top gate effect on these 3D superconductors.
The results showed that positive top gating of BDD increases the resistance of the sample
at room temperature. The higher resistance is due to a reduction of hole carriers with an
applied positive bias, which can potentially suppress the superconductivity in the material.
However, this is contradictory to the observation of an enhancement in Tc of the film. This
shows that the grain and grain boundaries can exhibit opposite behaviours and electronic
structures. Therefore we conclude that the enhancement in superconductivity of BDD with
positive gating is due to electron doping at the grain boundaries and stronger coupling
between the grains.
In this project, a series of graphene-based FETs was produced to establish a reliable
and reproducible 2D based FET fabrication process. Experimental methods introduced in
chapter 4 was used to investigate and measure FETs with both top and back gates at low
temperatures. These methods was then used to fabricate FETs using the much less stable
TMD materials 1T- and 2H-TaS2.
In chapter 6, results from two different graphene devices are illustrated. First a sample
based on a 1.5 nm thick graphene flake was used to measure low temperature magnetoresis-
tance, and weak localisation corrections to the conductivity are shown. A linear temperature
dependence of the dephasing rate over a temperature range 2 - 30 K is observed. The results
confirm that the electron-electron scattering is the dominant phase breaking mechanism in
these structures. The deep WL dips indicate the good quality of the sample studied
The second sample studied is an inhomogeneous flake with thickness in the range of
4-5 nm. The temperature dependence of the resistance with fixed back gate voltages was
8.1 Summary of Results 140
studied. The sample showed a very surprising temperature dependence of its resistance.
The resistance of the sample switched to a negative value below 290 K. Negative resistance
indicated a local reversal of the direction of current flow as compared to the initial current
flow. This behaviour is explained by the inhomogeneity in the thickness of the flake and the
possible existence of a small fracture in the flake.
The same sample was used to compare the capacitance of conventional Si gating and
DEME-TFSI IL gating at room temperature. The slope of gate voltage sweeps on the same
device is used to estimated the IL capacitance to be 1.15 µF/cm2 which is a factor of 100
times larger than for the Si back gate.
In chapter 7, the most important characteristics of bulk and few layer 2D crystals of 1T-
and 2H-TaS2 are studied. 1T-TaS2 undergoes a number of CDW transition temperatures.
In this project, specifically, the NCCDW/CCDW transition of a 1 µm thick ’bulk’ film and
∼ 20 nm flakes of 1T-TaS2 are studied using IL gating. 2H-TaS2 also shows a weak CDW
transition in the temperature dependence of the resistance which was studied using the back
gating method.
The top gate tunability of a 20 nm 1T-TaS2 device was investigated which resulted in
change of shape and size of the resistive CDW transition. Applying a top gate bias showed
a suppression of the CDW transition in cooling cycles. Inducing further carriers into the
sample, results in driving the sample into a metallic state. No influence of back gating was
found on the CDW in 2H-TaS2. Furthermore, in this chapter superconductivity in 2H-TaS2
and an enhancement of the critical temperature of thin flakes of 2H-TaS2 from 0.8 to 4.7
K is shown. This enhancement was achieved using DEME-TFSI ionic liquid as a top gate
with applied voltage of +2 V. Tc was observed to be further enhanced to 5 K using a
combination of top and back-gate voltages. The possibility of intercalating such large IL
molecule in between the crystal layers was predicted and here we confirm the intercalation
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by showing an enhancement of Tc by placing IL drop on a 2H-TaS2 flake without a top gate
bias. Intercalated samples that are 15 nm or thicker have shown Tc enhancements as well
as a weak back gating effect. This indicates a co-operative effect between the top and back
gates of the sample.
8.2 Future Work
8.2.1 Ionic liquid gating
We have developed fabrication methods to produce high quality FET devices using 2D ma-
terials incorporating IL gating. The method can be used to develop FETs using other TMDs
that can be studied with various ILs and their effects on the properties of various channel
materials investigated. The possibility is endless! We have illustrated the enhancement of
superconductivity with the aid of top and back gating. However, using ILs comes with a
cost and poses new challenges. The control and understanding of the response of materials
to such electrostatic gating still needs to be developed. Not only the behaviour of specific
ILs on a specific type of material, but also different thicknesses of the material are important
variables to consider when trying to generalise the IL behaviour. No completely satisfactory
model of ion organisation within the liquid is established and this requires more thorough
investigation.
8.2.2 Highly boron-doped diamond films
In this project BDD FETs showed a very small non-systematic enhancement of Tc with
application of fixed top gate voltages. Growing thinner diamond films with more controlled
geometries would improve the effect of gating on the entire sample and hence a larger effect
can be expected. We have reported an apparent inverse behaviour between grains and
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grain boundaries in BDD granular system. Further theoretical investigations would help to
understand the behaviour of grain boundaries and associated dangling bonds in the presence
of IL molecules. Other possible experiments include performing the in-situ deposition of gate
ionic liquid immediately after the growth, while the sample is still in vacuum. This would
ensure the most perfect possible interface between the gate and the film.
8.2.3 TaS2 crystals and other TMDs
As mentioned before, different ILs on TaS2 with larger molecules and possibly with higher
capacitances could be investigated. The easy intercalation of DEME-TFSI is due to the
specific atomic structure of TaS2. DEME-TFSI is commonly used for semiconductor TMDs
and intercalation has only very rarely been reported before. It is likely that TaS2 flakes
readily interact with this specific IL. Changing the IL could remove the complication that
intercalation brings, as reflected by the permanent resistance change in the experiments
mentioned.
Intercalation of DEME-TFSI resulted in enhanced superconductivity in a 15 nm 2H-TaS2
flake. Further work on investigating the intercalation of TaS2 could be performed using X-
ray diffraction, whereby the interlayer separation could be estimated from individual 00l
reflections, allowing the presence of DEME+ intercalation to be conclusively identified via
the associated increase in layer spacing.
TaS2 and some other metallic TMDs, seriously suffer from degradation in ambient lab
environments. The complete oxidisation of thin layers of these materials can happen in a
matter of hours and it is a challenge to study gating effects on very thin layers of these
materials. For such materials, using a glove-box and fabricating the devices in a closed
environment under inert gas can greatly slowdown the oxidisation process and reduce the
contamination on the surface of the sample. Hence, very thin flakes of this material can be
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tested and investigated. Since the IL only affects a very thin layer of the materials, it is
important for the samples to have very clean top surfaces. Contaminants such as water can
greatly reduce the mobility of IL. Keeping the sample in a glove-box and adding the IL in
a closed environment would further improve the IL performance.
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