Due to constantly increasing requirements for more precise and high-resolution instrumentations, microvibration prediction represents an issue of growing importance. Hence the need of reliable analysis tools which can evaluate microvibrations effects efficiently. This paper describes how to tackle the issue of structural uncertainties in microvibration predictions. In particular, uncertainties related to the microvibration sources are analysed as well as those linked to the modelling of the structure. A methodology to define the worst case of vibration produced by on board sources is presented and compared to experimental data. Additionally, an approach to quantify the uncertainties in the Finite Element model is also described. 
I. Nomenclature

II. Introduction
M are low level vibrations in the range of µg generated on board the spacecraft during its operations. Their frequency range typically spans from a few Hz up to 1 kHz. They represent a significant concern in the dynamic behaviour of the spacecraft as many components can be greatly affected, causing severe performance degradation especially on very sensitive pointing devices. Indeed, microvibrations can couple with the resonances of the spacecraft amplifying their effect. Additionally, pointing requirements are becoming increasingly demanding in the last years, as reported in [1] . Here angular resolutions required from satellites are reported over the last few decades, showing the need for more precise instrumentation on board the spacecrafts. As an example resolutions have improved from satellites such as Landsat-7, launched in 1999, with 15 m resolution to recent mission such as Geo-Eye, launched in 2013, requiring a precision of 41 cm. This unceasing reduction has strengthened the interest of the research community towards this topic in order to develop mitigation techniques and more detailed predictions of microvibrations on spacecraft. The main sources of microvibrationns on board the spacecraft are fast moving mechanisms such as reaction wheels, cryocoolers and antenna pointing mechanisms, which are categorised as continuous disturbance events, generating forces and torques that appear at the interface between equipment and spacecraft. Another equally important group of microvibration sources, referred to as single disturbance event, includes material slippage due to high thermal stress and activation of specific commands as well as low level shock type forces. The major issue which makes microvibration analysis and prediction very complex is related to their wide frequency range. Indeed, there is a large number of analysis tools currently used in order to get accurate predictions.
At low frequency, i.e. up to the first few modes of the structure, FEM is widely accepted in the research community. Its theoretical basis are reported in [2] and [3] providing reliable results in this frequency range, as shown in [4] . Nevertheless, when frequency goes above the first few resonances, FEM prediction confidence gradually decreases. In order for these predictions to be accurate, the size of mesh elements of the FE model should decrease to capture the short wavelength deformations at high frequency. Because of computational limitations, this size reduction cannot be ensured. Furthermore, as frequency overcomes the first few modes of the structure, FEM starts to be very sensitive to structural details and imperfections which eventually affect the prediction. In fact, it is widely shown in the literature, [5] and [6] , that uncertainties of mechanical parameters of the FE model can significantly affect the response.
At the very opposite side of frequency spectrum, i.e. very high frequency, the structure does not longer show a deterministic and predictable behaviour, instead chaotic and random dynamics is observed. This change is due to the high modal density and modal overlap typical in this frequency range. Hence statistical approaches need to be applied for microvibration analysis. The most common is the SEA: this method describes a complex structure, such as a spacecraft, as a network of subsystems exchanging energy. This assumption is valid as they resonate, which is a peculiar situation at high frequency. The approach was developed in the 70's, [7] , and its primary applications were for frequency response in acoustic systems. The main advantage of the method is that it is an energy/power based method, thus it requires a much lower number of degrees of freedom. Indeed, with respect to the classical displacement-based method, SEA expresses the vibrational energy E j as twice the time-averaged kinetic energy, [8] , thus consistently reducing the degrees of freedom for each subsystem. Different studies show the efficiency of this approach in different areas as well as in aeronautics and space field, [9] . As it can be noticed from this outline, low and high frequency provide two methodologies, i.e. FEM and SEA, to evaluate microvibration prediction. When dealing with mid frequency there is no universally accepted method as the structure does show neither a deterministic nor a chaotic behaviour. Two are the main categories of methodologies currently adopted for this frequency range: hybrid FEM-SEA and perturbed FEM. As shown in [10] and [11] , within the first approach, components of the structure with a low number of modes are modelled using FEM, while those with high modal density with SEA. This method provides acceptable predictions and a number of applications show its efficiency.
The second category includes methods that can account for variability of the structure by solving the same problem N times and assigning a probabilistic distribution to the variables involved in the problem. An example is the MCS which is one of the most robust methods for high frequency analysis. Nevertheless, despite great efforts to reduce its computational cost, [12] , it is still considered as a benchmark only. Since these methods are too computationally expensive and industrial companies usually start their analysis from a FE model, it would be useful to adopt a method able to extend the validity of FEM at high frequencies. This task can be performed using an extension of the Craig-Bampton method, as reported in [13] and [14] . This method is able to reduce the complexity of the structure in terms of degrees of freedom and to include uncertainties related to the spacecraft. Predictions are accurate enough and comparable to the results of MCS, [15] Hence, in this paper a methodology to quantify these uncertainties from the experimental data is shown and the dynamic variability of a satellite constellation is investigated to capture its influence on the final response.
As previously mentioned, one of the main issues related to the analysis tools are the uncertainties which play a fundamental role at mid and high frequency. These are not only related to the spacecraft structure itself, but also to the source generating microvibrations on board the spacecraft. This is one of the aspects investigated in this paper where the nature of the disturbances in terms of forces and torques generated by RWs are identified in the case of single and multiple wheels. A method to account for the worst case of generated vibrations is proposed in the case of a family of reaction wheels, which is then validated against the experimental measurements.
III. Methodology
As already stated, the main goal of this paper is to account for the effects of uncertainties in the microvibration response. The current state of the art proposes different approaches depending on the uncertainty considered. They can be divided into system and model uncertainties, [16] . The former include all those parameters that can be modified in the structural model such as geometric tolerances, Young modulus and mass density. On the other side, model uncertainties occur at an higher level of the process as they include simplification in the model adopted and in general model short-cuts for less expensive simulations, i.e. Euler beam rather than Timoshenko beam. For the first category random variables are used to build their stochastic model which is then the input to the parametric probabilistic approach, as explained in [17] .
As far as the model uncertainties are concerned, a Bayesian statistical approach is adopted, where the prior of these uncertainties is built and it is then updated through observations generating a set of posterior distributions. It is then possible to find the optimal posterior distribution by solving an optimisation problem which allow the uncertainties to be introduced in the matrices of the constitutive equation, i.e. mass, damping and stiffness, as shown in [18] . Despite great improvements in the last years, the described methods still rely on some unclear quantifications. In particular, when the prior is defined, a range of uncertainty has to be specified for the mass, damping and stiffness matrix. These matrices are described as random matrices and they depend on a δ parameter representing the assumed uncertainty. Once this range is specified, an optimisation procedure is performed to find the best value of δ. The main issue is related to quantification of initial range for δ: the wider the range, the more time consuming is the optimisation process.
In this paper the uncertainties are accounted in an innovative approach and their categorisation is different with respect to the common one. This can be explained by looking at the way the output of a generic structural analysis is expressed in the frequency domain, in particular:
where the apex H indicates the Hermitian function. As it can be noticed, the output is written as a function of the input matrix, Ψ in , and of the structure itself, through the transfer function TF. Hence the idea of dividing the uncertainties in source and spacecraft-related. In particular, the former include all the unknown quantities referred to the definition of the Ψ in , whereas the latter include the parameters referred to the structure such as geometrical and mechanical properties, as well as model simplification affecting TF. With this kind of approach it is possible to study the two contributions separately and then account for their combined effects using Equation 1.
A. Source uncertainties
In terms of sources, this paper focuses on RWs as they are considered to be among the most relevant microvibration causes, [19] and [20] . The disturbances, forces and moments, generated by these components at a specific frequency are usually expressed in a power spectral density matrix with the following elements:
where only the first terms of the matrix referred to the directions X and Y are shown for the sake of conciseness. Ψ ii is an index of the correlation of the signal i with itself in the frequency domain, while Ψ i j represents the cross-correlation
Fig. 1 Imperfections on ball bearing of a reaction wheel
in the frequency domain of signal i with signal j. Ψ ii are real and positive values while Ψ i j are complex numbers. This information is very helpful in the analysis when the characterisation of the input disturbance matrix is defined. Indeed, the definition of this matrix is strongly driven by the inner mechanics inside the wheel. In particular, as shown in Figure  1 , at some specific frequencies, imperfections on the ball, inner or outer cage due to manufacturing processes can affect the disturbances generated by the wheel. They generate spikes in the recorded signal and can significantly influence the overall disturbance produced by these components. Currently, when dealing with the characterisation of a family of reaction wheels, the statistics of the diagonal terms is straightforward as they are real numbers, whereas the one on the off diagonal terms, can be more challenging, as they are complex quantities. Hence companies usually discard the off-diagonal terms of the Ψ matrix, as described in [21] , despite studies showing their effects on the response, such as [21] and [22] . In this paper it will be shown that this assumption holds for some disturbances, not all of them, hence it can lead to wrong results. Data from a reaction wheel used by SSTL were obtained in blocked configuration using a Kistler table to measure the 6 disturbances (F x, F y, Fz, M x, M y and M z). These data have been converted in the frequency domain and the Ψ in matrix has been built. A structural element with high rigidity is considered, so that its modes do not interact with the frequency range of analysis, i.e. 0 Hz − 1000 Hz, and thus the results shown are due to he input features only. Figure  2a shows the power spectral density of the response forces along the X direction on the structure with and without the off-diagonal components in the input Ψ matrix. The green band represents the difference in terms of amplitude of the response in the two cases at some specific harmonics, which are among the most significant for this wheel. As can be noticed, Ψ i j terms can produce a considerable variation especially in the range of medium and high frequency (above 300 Hz). The same evidences are reported in Figure 2b corresponding to the response along Y direction.
In order to understand how to deal with the off-diagonal terms and their physical meaning, two different scenarios are described. A square panel is considered in two different cases as shown in Figure 3 : an oblique force, whose components along X and Y are sine waves, and a rotating force, with sine wave along X and cosine along Y direction. The magnitude of the force for the X and Y components is F. This is applied at the centre of the panel at a certain height above it. Reaction force in the four nodes specified in Figure 3 is evaluated. The reason for selecting this problem is due to the fact that in the frequency domain Ψ input matrix can be depicted as follows:
Hence in the two cases, oblique and rotating, the diagonal terms Ψ F x and Ψ F y are the same in the oblique and rotating (a) X direction -effects of Ψ i j terms on the structural response (b) Y direction -effects of CPSD terms on the structural response case (as these terms do not take into account the phase information). On the other side, the Ψ F x−F y and Ψ F y−F x terms have different values in the two cases, as they account for the phase. In particular the magnitude of the off-diagonal terms is the same in the two cases but for the oblique panel these values are real, whereas for the rotating they are purely imaginary. So, it is clear that studying these two problems with diagonal terms only in the frequency domain would mean analysing the same case, as the Ψ ii terms are the same, whereas using a full Ψ input matrix would lead to a differentiation. The two cases have been studied in time and frequency domains, in particular time domain has been used as a comparison tool. Looking at Figure 4a it can be noticed that at Node 1 the reaction force R 3 has a sinusoidal behaviour in the rotating and oblique case, with a higher value in the oblique. Conversely, on Node 41 R 3 is zero in the oblique case and has a value in the rotating case as shown in Figure 4b . Thus, this example shows that in the case of in phase disturbances, such as the oblique case, the off-diagonal terms of the Ψ input matrix need to be taken into account, whereas for the rotating case, table 1, these terms do not affect the response. These conclusions have been validated also in the case of real RW data. In particular the response of a RW with full and diagonal Ψ input matrix has been evaluated at the first harmonic (due to imbalance). It is found that no difference is shown in the response with and without Ψ i j terms in the input matrix, as shown in Figures 2a and 2b . This is due to the fact that the main imbalance is a rotating harmonic and it falls in the category of rotating force of the panel example.
Going back to the issue of the characterisation of the input matrix Ψ for a family of reaction wheels, it is now clear that the off diagonal terms affect the response. In order to account for them a methodology is proposed in this paper. Such method foresees the use of diagonal terms Ψ ii directly obtained from the time domain signals, whereas the magnitude of the off diagonal Ψ i j are derived as follows:
The error generated by this approximation for the evaluation of Ψ i j magnitude with respect to the real case is shown in Table 2 . Differences for the main harmonics do not go over 4%. In order to include the phase in the Ψ i j terms, a random approach has been used: the phase of Ψ 12 has varied randomly 100 times in the range [0 • 90 • ] and the other Ψ i j phases have been computed accordingly. The results have been obtained for the case of single and multiple wheels. For the single wheel case, response along Y direction has been evaluated and its maximum and minimum have been extracted from the 100 runs, as reported in Figure 5 . Large differences are shown as frequency increases. Moving to the case of Fig. 5 Effects of the Ψ i j phase on the response multiple wheels, a family of n RWs is considered. In order to evaluate the vibrations generated by one of these n RWs the input matrix in the WCS, Ψ WCS , needs to be identified. This matrix will be 6x6 for each frequency step considered with the diagonal terms being real and positive values and the off-diagonal complex. Hence the Ψ WCS matrix will have a diagonal whose terms are the envelope of the n RWs diagonal matrices; the off-diagonal terms, instead, cannot be clearly identified as they are complex quantities. For this purpose the same methodology used for the single wheel is applied and the results are compared, in this case, to the responses of each of the n wheels computed separately. The response produced by this methodology is then compared to the n single response obtained computing the full 6x6 matrix for each of the n wheels. The results reported in Figure 6 show that the n RWs responses computed separately are included in the response generated by the method just described, using Ψ WCS as input matrix. From the two figures it is possible to notice that the proposed method is able to envelope the responses from the single wheels. Furthermore, Table 2 Error in the evaluation of Ψ 12 terms starting from Ψ ii , wheel rotating at 4800 r pm Table 3 . This proves that the disturbances can be either considered to be at 0 • or at 90 • degrees shifted between X and Y direction. All the other values fall into these two cases. This means that when phase shift is 0 • , i.e. when φ(Ψ 12 ) = 0 • Ψ 12 is real, whereas if φ(Ψ 12 ) = 90 • Ψ 12 is imaginary. Since from the panel example it is known that real Ψ i j affect the response, while purely imaginary Ψ i j do not, the higher the real part of the Ψ i j is,the more important the effect of the off diagonal Table 3 Difference between maximum of the single response and the proposed method depending on the selected phase of Ψ i j terms on the response is.
To prove this assumption the set of wheels related to Figure 2 has been analysed and the parameter β, an index of the real part of Ψ i j , has been introduced, which is defined as follows:
This parameter has been evaluated for a range of velocities of the wheel and the results are reported in Table 4 Table 4 Relationship between the influence of Ψ i j in the response with parameter β (v wheel = 4800 r pm) table shows that for large values of β, hence for Ψ i j with high real part compared to the values of Ψ ii , the Ψ i j terms influence the response significantly. Differences range between 51% − 95% for some frequencies where β is above 0.54. Conversely, for low values of β, hence Ψ i j with low real part, this percentage drops down to 3%, e.g. for harmonic 2. These results prove that at frequencies where Ψ i j have a significant real component it is needed to consider Ψ i j in the input matrix Ψ, as they resemble the oblique panel example. The opposite holds for the rotating disturbances.
It is now clear that Ψ i j can affect the response if the disturbance it represents is in phase; this information is very useful in determining the structure of the Ψ input matrix of the reaction wheel. Furthermore, the behaviour of a family of RWs is also influenced by the environmental condition, hence the disturbances for the same RW can change during ground testing with respect to the in-orbit case. This is due to different reasons, such as gravity effects, background noise on the ground and thermal environment. The comparisons for two different wheels can be observed in Figure 7 . As it can be noticed, a significant difference is visible between in ground and on orbit behaviour for the dry lubricated RW, whereas the oil lubricated one does not show any change. This can be explained as the dry lubricated wheel has particles generated from he cage during launch, so an higher RW signature is observed.
B. Spacecraft uncertainties
Looking at Equation 2 the uncertainties related to the source have been studied, i.e. Ψ input . Spacecraft uncertainties are, instead, embedded in the term TF and they include harness mass, nonlinear joints, manufacturing tolerances, assemblage procedures and all the unknowns embedded in the model of the structure. An example of such uncertainties can be seen in 8a, where data from 3 nominally identical satellites from DMC − 3, a high-resolution satellite constellation whose mass is 450 kg built by SSTL, are shown. The three FM are analysed by examining the differences in terms of T F in the same locations measured using a mini-shaker. Significant variations can be observed despite these three crafts being nominally identical. Figure 8a shows the curves representing the minimum and maximum shift along frequency axis for the 3 FMs of DMC − 3 constellation. Two main features can be noticed: the difference between the red and blue curve involves the accelerance values as well as a the frequency shift. Non-negligible differences in terms of amplitude can be observed and these discrepancies are due to different causes such as misplacement of the accelerometers, manufacturing tolerances and in general all the uncertainties already stated above. Besides differences in terms of amplitude, TFs also show variations along the frequencies, indicating an alteration of the modes of the satellite. In order to deal with this specific issue, 6 peaks have been identified and the frequency shifts for these values have been highlighted, as shown in Figure 8 . Results highlight that for the considered eigenfrequencies variations can go up to 4%. These values can be used in the CBSM; in fact, when the system is reduced using the classic Craig-Bampton method, the mass and stiffness matrices for each subsystem can be perturbed before reassembling it. With this approach it is possible to include the uncertainties in the evaluation of the response.
IV. Conclusion
In this paper the uncertainties affecting microvibration analysis have been evaluated. They have been divided into source and spacecraft uncertainties. Source uncertainties have been discussed looking at the available data from satellites and the generated disturbance matrix at main harmonics has been evaluated in terms of magnitude and phase. The same approach has been used for the prediction of the WCS of a family of RWs. From this preliminary analysis it has been shown that the off-diagonal terms Ψ i j of the RW input matrix need to be taken into account. The methodology explains how to deal with the complex numbers Ψ i j of the disturbance input matrix. Furthermore the influence of the environmental condition on the RW signature has been evaluated looking at available data from SSTL and comparing the behaviour of an oil-lubricated and dry wheel. On the other hand, spacecraft uncertainties have been analysed. A methodology to extract the perturbation factor for the CBSM has been given and it has been applied to a specific satellite, i.e. DMC − 3. Results show that eigenfrequency shifts can be identified looking at the transfer function of the craft and this information can be used as an input for the CBSM.
