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Prólogo
Muchos de los problemas que se plantean al analizar series de tiempo se reducen a
agrupar un conjunto más o menos grande de procesos en categorías similares (a^,álisis
cl^cster) o bien clasificar nueva,s observaciones en una de dos o inás categorías mutuainente
excluyentes (a,n,álisis discriminante). Si bien ambas situaciones han sido exhaustivamente
estudiadas desde el punto de vista de la teoría multivariante clásica, las características
propias de las series temporales hacen que las soluciones desarrolladas para la clasificación
de datos estáticos no siempre resulten adecuadas para abordar el proceso de clasificación
de procesos estocásticos. Esencialinente, cualquier procedimiento cluster o discriminante
se basa en la elección de una distancia adecuada para medir la discrepancia entre cada
par de observaciones o entre una observación y cada una de las clases entre las que se
discriinina. Así, al trabajar con series de tiempo, algunas distancias convencionales pueden
no reflejar adecuadainente las similitudes o diferencias entre los diferentes procesos, al no
tener en cuenta la estructura de dependencia subyacente. Por otra parte, con frecuencia
se trabaja con series temporales de gran longitud, de modo que la alta dimensionalidad de
las observaciones suele conllevar a problemas computacionales que dificultan las labores
de clasificación.
La preponderancia de las series de tiempo en múltiples áreas de trabajo, como la
sismología, economía, física o medicina, entre otras, hacen del análisis discriminante y del
análisis cluster de series temporales problemas de gran interés teórico y práctico. Entre
las diferentes soluciones que se han aportado en este campo, el análisis en el dominio
de frecuencias o dominio espectral constituye una alternativa muy interesante, al permitir
solventax el problema de la alta dimensionalidad inherente al trabajo con series de tiempo.
En esta memoria se presentan nuevos procedimientos, de corte no paramétrico, para
abordar el análisis discriminante y cluster de series temporales en el ámbito espectral.
La novedad de estos métodos radica en la utilización de estimadores tipo núcleo, basados
en técnicas de regresión polinómica local, para la estiinación de la densidad espectral
de los procesos sujetos a clasificación. Dada la flexibilidad de las técnicas de corte no
1
paramétrico, cabe esperar que con estos procedimientos puedan igualarse los resultados
de otros propuestos con anterioridad en la literatura, a la vez que se proponen técnicas
que podrán aplicarse en contextos en los que no se pueden aplicar otros procedimientos
que requieren de hipótesis más restrictivas.
La ineinoria consta de cinco capítulos, que se organizan tal y como se detalla a con-
tinuación. En el primero de ellos, se exponen algunas definiciones y resultados teóricos,
ya conocidos, necesarios para el desarrollo de esta memoria. Se presentan los estimadores
de la regresión de tipo polinómico local, sus propiedades asintóticas y su aplicación en el
contexto de los modelos lineales generalizados. ^as una revisón de la teoría de represen-
tación espectral de procesos estacionarios, se presentan tres suavizadores no paramétricos
diferentes que serán los utilizados a lo largo de esta memoria para estimar la densidad
espectral de procesos estacionarios.
En el Capítulo 2 se propone un nuevo criterio discriminante para la clasificación de
series de tiempo, basado en una medida de disparidad definida entre un estimador no
parainétrico de la densidad espectral del proceso que se intenta clasificar y la densidad
espectral de cada una de las clases de procesos entre las que se discrimina. Para la esti-
mación del espectro se propone utilizar los tres estimadores tipo núcleo introducidos en el
Capítulo 1. A continuación, se analizan las propiedades asintóticas de la regla discriminan-
te propuesta, tanto en el caso de conocer la densidad teórica de las clases entre las que se
discrimina, como en el caso de tener que estimarlas a partir de muestras de entrenamiento.
A continuación, en el Capítulo 3, se analiza el comportamiento del procedimiento
discriininante propuesto para trabajar sobre rnuestras finitas. Para ello, se muestran los
resultados de un estudio de simulación llevado a cabo con el objetivo de observar su
comportamiento a la hora de clasificar entre distintas clases de procesos estocásticos. A
continuación, se muestra una aplicación del procediiniento discriminante para la clasifi-
cación de un conjunto de datos reales, consistente en la identificación de cinco fonemas
diferentes a partir de registros de voz digitalizados.
El Capítulo 4 está dedicado al análisis cluster de series de tiempo. Se proponen nuevas
medidas, de corte no paramétrico, para abordar el análisis cluster de series temporales, al-
gunas de las cuales extienden al contexto del análisis cluster el procedimiento discriminante
que se describe en el Capítulo 2. Se proponen además otras inedidas basadas en estadísti-
cos de corte no paramétrico originalinente desarrollados para contrastar la igualdad del
logaritmo del espectro de dos procesos estocásticos. Mediante un estudio de simulación,
se compara el comportamiento de estas medidas, en diferentes contextos de clasificación,
con el de otras distancias anteriomente propuestas, tanto en el dominio de tiempo como
en el dominio espectral. Finalmente, se describen los resultados de la aplicación de los
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procedimientos cluster propuestos a un conjunto de datos reales consistente en la clasifi-
cación de los resgistros electrocardiográficos de pacientes con diferentes tipos de arritmia,
s
y pacientes sin ninguna patología coronaria.
Por último, en el Capítulo 5 se pretende mostrar la utilidad de las técnicas propuestas
en la presente inemoria para realizar, junto con otras técnicas de corte no paramétrico, un
análisis completo del grado de similitud de un conjunto de series temporales. Para ello se
utiliza un conjunto de datos reales, consistente en las series de cotización bursátil del sector
bancario español durante un periodo de 2 años. Se analizan por separado las componentes
deterministas y aleatorias de cada una de las series consideradas, y se utilizan los métodos
aquí propuestos para realizar el análisis cluster de las series de residuos.
Finalinente, el Apéndice incluye algunos resultados teóricos utilizados paxa la elabora-
ción de esta tesis.
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Capítulo 1
Resultados preliminares
A lo largo de esta memoria se introducirán nuevos procediinientos, de corte no pa-
ramétrico, en el contexto del análisis discriminante y el análisis cluster de series de tiempo.
Dichos procedimientos se basarán esencialmente en aproximaciones no paramétricas de las
densidades espectrales de los procesos observados. Dadas las adecuadas propiedades que
se conoce para los estimadores núcleo de tipo polinómico local, la estimación del espectro
se realizará esencialmente empleando este tipo de técnicas.
En este capítulo se exponen algunos resultados teóricos, ya conocidos, que resultan de
especial interés para el desarrollo de la presente memoria. La primera sección se centrará en
los estimadores de la regresión de tipo polinómico local, sus propiedades asintóticas y su
aplicación en el contexto de los modelos lineales generalizados. En la segunda sección se
realizará una introducción a la representación espectral de procesos estacionarios. Final-
inente se presentarán tres estimadores no paramétricos diferentes, propuestos por Fan y
Kreutzberger (1998), para la estiinación de la densidad espectral de un proceso estacio-
nario. Dichos estimadores se obtienen suavizando el periodograma del proceso utilizando
esencialmente técnicas de regresión polinómica local, y serán los utilizados en esta memo-
ria para definir nuevos procedimientos discriminantes y de cluster en el contexto de series
temporales.
1.1. Estimación no paramétrica de la función de regresión:
la regresión polinómica local.
Una curva de regresión describe una relación general entre una variable aleatoria
respuesta o dependiente, X, y una o más variables explicativas, regresoras o indepen-
dientes, Z, de modo que, observado Z= z, la función de regresión cp(z) proporciona el
5
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valor esperado de X:
cp(z) = E(X/Z = z).
El análisis de regresión, cuyo objetivo es la obtención de una aproximación razonable
a dicha curva, es de gran interés en la práctica. El conocer la forma de la función de
regresión podría ayudar a predecir qué valores de X son esperados cuando se observan
ciertos valores de la variable Z, o desenmascarar la existencia de algún tipo especial de
dependencia estocástica entre ambas variables. El problema de la estimación de la función
de regresión puede verse como un caso particular de un problema mucho más ainplio,
consistente en estiinar una función g(z), z E ll8d, asociada a una distribución, a partir de
una muestra {zl, z2, ..., zn}. Casos particulares corresponden a la estimación de la función
de densidad, la función de distribución, la función razón de fallo o la propia función de
regresión.
El proceso de estimación de funciones de este tipo puede realizarse esencialmente de
dos formas: parainétrica y no paramétricamente. En el primer caso, se supone de entrada
que la curva de regresión teórica pertenece a una familia indexada por un parámetro finito-
dimensional (por ejemplo, la familia de polinomios de grado r). Por esta vía el objetivo se
centra en estiinar los valores de aquellos paráinetros que mejor "ajustan" la nube de datos
muestrales. Lógicainente, la inetodología parainétrica presenta el inconveniente de que el
modelo seleccionado puede resultar demasiado restrictivo para los datos, pudiendo llevar
así a estimaciones sesgadas. Por el contrario, el enfoque no paramétrico se caracteriza por
no partir de la suposición inicial de que la curva de regresión deba pertenecer a una familia
de funcionales dependientes de algún parámetro, de modo que la única información de la
que se dispone es de la proporcionada por la propia muestra. Esta metodología ofrece
así una herramienta mucho más flexible para analizar la relación de regresión dcsconocida.
Dicha flexibilidad, junto con los importantes avances experimentados en el campo de la
informática, han hecho que en los últimos aiios se produzca una gran proliferación de los
estudios referentes a la estimación no paramétrica de curvas. Referencias clásicas en
el supuesto de observaciones independientes son Silverman (1986) para la estiinación dé
la función de densidad, H^,rdle (1990) para la regresión y Prakasa-Rao (1983) en varios
coiitextos. Para el supuesto de que las observaciones verifiquen condiciones de dependencia,
cabe destacar los trabajos de Vilar Fernández (1987), el de Gyórfi et al. (1989), y las
referencias allí citadas. En el caso concreto de regresión no pararnétrica, cumple citar los
trabajos de Eubank (1988), Miiller (1988), Hárdle (1990), Hastie y Tibshirani (1990) y
Wahba (1990).
El resto de la sección se estructurará como sigue. En primer lugar, se realizará una
breve introducción de los estimadores tipo núcleo, como principales métodos de estimación
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no paramétrica de la función de regresión. En segundo lugar, se describirán más detalla-
damente los estiinadores polinóinico locales que, por sus adecuadas propiedades teóricas y
aplicadas, son hoy en día uno de los estimadores tipo núcleo más utilizados. Finalmente,
se abordará la utilización de este tipo de estimadores en el contexto de los modelos lineales
generalizados, exponiendo algunos resultados que resultarán de especial interés para los
contenidos de la presente memoria.
1.1.1. Estimadores tipo núcleo de la función de regresión.
Dado {(zi, Xi)}i 1 un conjunto de n observaciones bidimensionales sobre cuya base se
desea aproxiinar la respuesta media teórica de X dado Z= z, cp(z), la relación de regresión
puede modelizarse como:
XZ = cP(zz) + si, i= 1, 2, ..., n,
donde cp(•) representa la función de regresión desconocida y s el posible error de observa-
ción.
Los principales inétodos de aproxiinación no paramétrica se obtienen promediando los
valores Xi de aquellas observaciones cuyas abscisas zi sean cercanas al punto z donde se
quiere estiiliar la curva. Desde un punto de vista más formal, se proponen éstimadores de
la forma:
n
^P(z) _ - ^ , Wni(z)Xi^ (1.1)
- i-1
donde {W^,,i (z) }i 1 denota una secuencia de pesos o coeficientes de ponderación que de-
penderán de las observaciones {(zi, Xi)}Z 1. Dependiendo de cóino se tomen los pesos
{Wni(z)}i 1 en (1.1) se obtendrán diferentes estimadores.
Un cainino conceptualmente simple para representar los coeficientes de ponderación
{Wni(z)}i 1 asociados a Xi en cada punto z es describir éstos en relación con la forma de
una función de densidad centrada en z y adecuadamente reescalada mediante un parámetro .
que ajuste la distribución de los pesos en un determinado entorno de ese punto. Esta
función se conoce con el nombre de kernel o función núcleo, y suele denotarse por K.
Generalmente, se supone que el núcleo K es una función continua, acotada, simétrica y
con integral igual a uno. Algunas de las funciones kernel inás habituales son el núcleo de
Epanechnikov, el kernel cuártico, el triangular, gauŝsiano o el kernel uniforme.
El factor de reescalamiento de K, que dependerá a su vez del tamaño muestral n, deter-
mina el entorno donde ajustar K y por consiguiente su valor puede inodificar notablemente
los coeficientes de ponderación de cada Xi. A dicho factor se le denomina habitualmente
parámetro de suavizado o ventana y se denotará por hn o h indistintamente. El kernel
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reparametrizado por hn se denotará Khn :
K(u) -^ K^,,n (u) _ ^ K ^ .
n n
Entre los estimadores no paramétricos inás l.ttilizados, dentro de los de tipo núcleo,
están:
- El estimador de Nadaraya-Watson (N-W) (Nadaraya (1964), Watson (1964)),
con pesos:
^ ^
K1^n (z - •ĜZ)/d1Zn (z) Sl djtn (,Ĝ ) ^ ^
Wni,N-W (z) =
0 sl dhn (z) _ ^
donde d1,,n (z) = ñ^Z 1 Khn (z - zi) es el estimador kernel de la densidad de Rosenblatt-
Parzen (Rosenblatt ( 1956) y Parzen ( 1962)).
- El estimador de Gasser-Miiller (G-M) (Gasser y Miiller (1979)), definido por la
secuencia: SZ
WnZ,G-M (z) = n Khn (,Ĝ - u)du;
si_ 1
donde so =-oo, .sn = oo y^zi_1 < si < zi para i= 1, 2, ..., n- 1 se eligen entre los datos
y los pares {(zz, Xi) }i1 se han ordenado previamente de manera creciente con respecto a
la variable Z.
- El estimador de Priestley-Chao (P-C) (Priestley y Chao (1972)), definido por
la sucesión de pesos:
Wni,P-C(z) = n(zZ - zi-1)Kt,,n(zz - z), con zo = 0,
donde los datos se suponen ordenados con respecto a la variable Z.
Durante años los estimadores no paramétricos de la función de regresión más utilizados
han sido sin duda alguna los suavizadores de Nadaraya-Watson y de Gass^-Miiller. Sin
embargo inás recientemente otro tipo de estimadores, los llamados de tipo polinómico
local, han ganado en popularidad debido a las buenas propiedades que presentan.
1.1.2. La regresión polinómica local ponderada.
En la actualidad, la regresión polinómica local es una de las técnicas de regresión
^io paramétrica iriás utilizadas. Introducidos por Stone (1977), los estimadores de tipo
polinóinico local han sido posteriormente estudiados, en contextos con observaciones inde-
pendientes, por Cleveland (1979), Lejeune (1985), Miiller (1988), Cleveland y Devlin (1988)
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y Fan (1992), y por Masry y Fan (1997) y Masry (1996a,1996b) para observaciones depen-
dientes. Un estudio detallado de estos suavizadores y sus propiedades puede encontrarse
en la monografía de Fan y Gijbels (1996).
La idea básica del estiinador polinóinico local es la siguiente: si se supone que existe
la derivada de orden (p -{- 1) de la fitnción de regresión Sp (•) en un punto zo E 118, se
podrá aproximar la función de regresión desconocida cp(z) localmente por un polinomio
de grado p en un entorno de zo. Aplicando el teorema de Taylor, se obtiene, en un punto
z próxiino a zo :
(p) z
^P(z) ^ ^P(zo) + ^P^(zo)(z - zo) + ... + ^ ^ °) (z - zo)p. (1.2)
p•
Este polinomio puede ajustarse localmente utilizando la técnica de míniinos cuadrados
locales ponderados. Es decir, minimizando la función:
2
n p
`^(^) _ ^ XZ - ^^^ (zz - zo)^ Kh^.(zz - zo)^ (1.3)
z=1 j=o
donde
^j = ^(^).Izp)
^ ^ _ ^^ 1, ..., p^
^•
hn es el parámetro de suavizado y Khn(u) _(1/hn)K(u/hn) siendo K una función de
densidad simétrica con soporte coinpacto (aunque dicha hipótesis puede debilitarse signi-
ficativainente) .
Denotando por ,Q^, j = 0, ..., p la solución del problema de míniinos cuadrados (1.3),
^
resulta obvio por el desarrollo de Taylor en (1.2), que cp^(zo) = j!^3^ es un estimador de
cp(^)(zo), j = 0, 1, ..., p. Para estiinar la función cp(^)(•) se resolverá el problema de mínimos
cuadrados ponderados anterior para cada uno de los puntos zo en el intervalo de interés.
Es frecuente expresar el problema anterior en forma matricial. Para ello se utilizará la
siguiente notación:
1 (zl - zp) ... (zl - zp)p
A = : : : : E •^nx(p^-1)
1 (zn - zp) ... (^zn - zp)p
E I^p+1
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Sea adeinás Wn la matriz diagonal n x n dada por:
Wn
Khn (zl - z^) ^ . .
0 K}Ln (z2 - zo) ^ 0
^ 0 0 ... Khn (zn - zo) J
El problema de miniinización (1.3) puede escribirse comó:
^(p) _ (X - ti,Q)tWn(X - ^,0),
siendo ^3 = (,Qo, ..., /3p)t
Utilizando la teoría de míniinos cuadrados ponderados se obtiene el estimador:
^
^(zo) _ (^tWn^)-1AtWnX = Sñ 1Tn^
donde se ha denotado
siendo
5^,, _
n n nS^ S1 ... Sp
n n nS1 S2 ... Sp+l
n nSp Sp+l '
E M (P-}-1) x (p+l)
n
Sj - ^ Khn(z2 - z^)(z2 - z^)^
2=1
n /
S2p /
y
E I^p+l
con
n
tj - ^ Khn(z2 - z^)(z2 - z0)^XZ.
2=1
Resulta obvio que para que podamos definir el estimádor polinómico local es necesario
que exista la matriz S^ 1=(^tW^^)-1
F4'ente a otros suavizadores tipo núcleo utilizados habitualmente, como el de Nadaraya-
Watson o el de Gasser-Miiller, los estimadores de tipo polinómico local poseen buenas
propiedades tanto teóricas corno aplicadas que los presentan corno una técnica ventajosa.
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En cualquier situación, igualaii o mejoran los resultados obtenidos con los estimadores
núcleo clásicos. Así inismo, se trata de un método que se adapta a diferentes diseños del
modelo de regresión, como el diseño fijo o aleatorio, o a muestras con datos próximos o
a los equiespaciados o con cluster de datos. A su vez, presenta un mejor comportamiento
en los puntos frontera, siendo el sesgo del mismo orden que en los puntos interiores. Por
último, posee interesantes propiedades de eficiencia minimax entre todos los estimadores
lineales. Un extenso estudio de estos estimadores, mostrando su aplicación a una gran
variedad de situaciones, puede encontrarse en la inonografía de Fan y Gijbels (1996). A
continuación se exponen algunos de los resultados que allí se presentan y que resultan de
especial interés para el desarrollo de esta memoria.
En lo que sigue se empleará la siguiente notación. Se denotará por µ^ (K) y v^ (K) los
momentos de orden j de K y K2, respectivamente:
µj(K) = f u^K(u)du, vj(K) = f u^K2(u)du, j = 0,1, 2, ...
Sean adeinás las siguientes matrices:
S = (µi+.7 (K))o<i>^<p
S* _ (vi+j(K))o<i^.7<p
µ = (µp+l (K), . . . , µ2p+1(K) )t
µ = (µp+2 (K), . . . , µ2p+2 (K) )t
El siguiente teorema establece el comportamiento asintótico de los estimadores po-
linómicos locales.
Teorema 1.1.1 (Ruppert y Wand ( 1994)) Sea d(zo) > 0 y d(•), cp^p+l)(•) y^2(•) fun-
ciones continuas en un entorno de zo. Sea h,n -> 0 y nh,n -^ oo.
La varianza a,sintótica del est,imador polinómico local cpj (zo) viene dada por:
j^2^2(zo) 1
Var (cPj (zo)) - d(zo)nhñ +1 VJ + ^P
nh2^+in
El sesgo asintótico de cpj (zo), para p- j impar, es:
_ I
Sesg'o (cPj(z^)) - + 1 ^^^p+l)(z0)hñ+l-^Bj -}- Op(^tñ+l-^)
(p )
En caso de que p- j sea par, siendo d^(•) y cp^p+2^(•) continuas en un entorno de zo y
nhñ -> oo, el sesgo asintótico vendrá dado por:
I (p+2)Ses9o (^Pj (zo)) _ + 2 ^ {^P (zo)
(p )
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^
+(p + 2)^(p+l)(zo) d (z^) ^Zñ-I-2-jBj + Op(hñ+2-7)^
d(zo)
siendo ^2(zo) la varianza condicionada del modelo, d(zo) la ficnción de densidad del diseño
del modelo y donde los términos Uj, Bj y Bj denotan el j-ésimo elemento de la diagonal
de la matriz S-1S*S-1, el j-ésimo elemento de S-lµ y el j-ésimo elemento de S-lµ,
respectivamente.
Del teoreina anterior pueden ded ŭcirse fácilinente las expresiones asintóticas del sesgo
y la varianza del estimador lineal local. En particular, tomando p= 1 y j = 0 se obtiene
que:
Ses9o (cP(zo)) = 2^p^^(zo)hñl-^2(K) -f- oP(hñ)
2(
Var (cP(^o)) = Q zo) vo(K) + oP ((nhn)-1)
d(zo)nhn
También bajo hipótesis generales se obtiene la normalidad asintótica conjunta del
^
vector de estimádores ^3 (zo ) :
_ (p-{-1) 2
nlzn Hn ^(zo) - Q(zo) - ^ (z0) ^zñ+ls-lµ ^ N(p+l) ^^ ^ (zo) s-is*s-iC J (p + 1): d(zo)
donde Hn denota la matriz diagonal
Hn =
1 0 ... 0
^ ^n ... ^
^J^ hn
E ./^ (p^-1) x (p-f-1) .
De los resultados anteriores se deduce que existe una clara diferencia entre los esti-
inadores polinómicos locales con p- j par o impar. Intuitivainente, si la función que se
quiere estimar es compleja y se desea ajustar un polinomio de forma global, es obvio que
se deberá utilizar un polinomio de grado alto. Sin embargo, en la suavización local esto
no será necesario. De hecho, para estimar la función de regresión, se recomienda utilizar
polinomios de grado 1 o en ocasiones de grado 3. En general, el ajuste de orden impar
mejora el ajuste de orden par. Así, el estiinador polinóinico local lineal funciona mejor que
el ajuste constante local, y el de orden 3 proporciona mejores resultados que el de orden 2,
en el sentido de que al pasar de un grado par de polinomio al siguiente impar provoca una
reducción en el sesgo del estimador sin perder nada en términos de varianza. Sin embargo,
no hay comparación entre el ajuste lineal y el cítbico local. En general, si se desea estimar
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m(^) (x) se recomienda utilizar un polinomio de grado p= j-^ v con v= 1 ó 3 si j es impar
y v= 2 si j es par.
La bondad de ajuste del estimador de la regresión depende, además del grado de los
polinomios utilizados, de la elección del parámetro de suavizado y de la función Kernel
empleada en la ponderación de las observaciones. Es conocido que la elección del Ker-
nel no resulta crítica ni excesivamente relevante en términos de bondad de ajuste, como
sí ocurre con la elección del parámetro ventana. Sin embargo, sí se ha deinostrado, que
independienteinente de cuál sea el grado de los polinomios utilizados en el ajuste y de la
ventana utilizada, el kernel de Epanechnikov resulta ser la función de ponderación óptima,
en el sentido de minimizar el error cuadrático medio asintótico del estimador polinóinico
local resultante.
Mientras la elección del kernel resulta prácticamente irrelevante al objeto de minimizar
el error cuadrático medio, la selección del parámetro de suavizado es crucial en este mismo
sentido y la búsqueda de procedimientos encaininados a determinar la ventana óptima
constituye sin duda uno de los probleinas más serios y de mayor importancia en el contexto
de la suavización de datos y, en particular, también en la regresión polinómica local. Por
ello, es importante disponer de métodos de selección de banda que nos permitan calcular
la ventana a utilizar de forma que en su cálculo sólo se utilice la información muestral. En
este proceso, es importante tener en cuenta tanto el contexto del proble^na (diseño fijo 0
aleatorio, observaciones independientes o dependientes), como el tipo de banda a utilizax.
Puede optarse por una ventana constante (tainbién llainada ventana global) o bien por
un paráinetro ventana local o una banda variable. La utilización de una ventana local o
variable permite introducir diferentes grados de suavización, de modo que pueda reducirse
el sesgo cometido al estimar la función de regresión en los "picos" , así como la varianza
de las estimaciones en las zonas en las que la curva sea más suave.
En el contexto de la regresión polinómica local los métodos de selección de banda más
utilizados han sido los métodos plug-in. Estos se basan en aproximar el error cuadrático
medio o el error cuadrático medio integrado asintótico o teórico, estimando aquellos valores
que son desconocidos y calcular el valor de h que minimiza la expresión resultante.
Usando las expresiones asintóticas del sesgo y la varianza se obtiene que la banda
óptima local, Izopt(zo), en el sentido de que minimiza el error cuadrático medio asintótico
es:
^2(z^) 1^(2p+3)
-1^(2p+3)hopt(zo)
= C^,p(K) {^(p+1)(z0)}2d(z0) n ^
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donde C^,p(K) es una constante que depende del kernel K de la forma:
(p+ 1)!2(2j + 1) f K^ (t)dt 1^^2p^-3)
C^ K - .
^'p 2(p+ j- 1){ f t^p+l)K^(t)dt}2
La Tabla 3.2 de Fan y Gijbels (1996) proporciona alguno de los valores de C^,p(K).
De igual forma, se obtiene una expresión para la ventana óptima asintótica global,
ininiinizando el error cuadrático medio integrado asintótico:
h
= C• K J^2(z)w(z)^d(z)dz
1^(2p-I-3)
n_1^^2p+3)n
opt 7,p
(^1^P^p-}-1)(z)^29.U(z)dz
donde w(z) < 0 es una función pJeso incluida para evitar el efecto frontera.
Las expresiones anteriores para el parámetro de suavizado dependen de cantidades
desconocidas como la varianza condicional, Q2(•), y la función derivada, cp^p+l)(•). En la
práctica estas cantidades son reemplazadas por estimaciones de las mismas, obteniendose
la ventana plug-in asintótica local, hnpt(zo), y la ventana plug-in asintótica global, y Iz pt.
Para estimar dichas cantidades existen varias alternativas. En Fan y Gijbels (1996) se
propone estimar cp^P+l) (z) ajustando a la función de regresión; globalmente, un polinomio
de grado p+3 y calcular a continuación la derivada p+ 1 de esta curva ajustada, cpp+31) (z).
Además, podrán estimarse los residuos como ^i = XZ - cpp+31)(z2). Por otra parte, ésto
mismo puede hacerse utilizando regresión polinómica local, para lo cual se necesita una
ventana piloto g. Así, con esta ventana piloto se estima cp^+l) (z) y se calculan los residuos
estimados como ^i = XZ - cpp+ 1) (z2), i= 1, .., n.
Referencias recientes sobre la regresión polinómica local son Fan (1992), Hastie y
Loader (1993), Ruppert y^ Wand (1994), Fan, Heckman y Wand (1995) y Jones (1997),
entre otras.
1.1.3. La regresión polinómica local en el contexto de los modelos lineales
generalizados.
Aunque la regresión polinómica local se introduce originalmente en el contexto de
inodelos de regresión por inínimos cuadrados, su simplicidad, su sencilla interpretación
y las excelentes propiedades estadísticas de este tipo de estimadores han propiciado su
extensión a un amplio abanico de problemas estadísticos. Para el desarrollo de la presente
memoria, resulta especialmente interesante su aplicación en el contexto de los modelos
lineales generalizados.
Cuando se aborda un probleina de regresión concreto, son inuchas y muy distintas
las situaciones que se pueden encontrar. Sin ir más allá, la variable respuesta Y puede
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ser tanto discreta como continua. Asimismo, su varianza condicional puede o no depen-
der de la función de regresión que se desea estimar. En la práctica, se dan así diferentes
situaciones que requieren ser estudiadas mediante modelos que establezcan estructuras
diferentes para la distribución condicional. Suele considerarse que esta distribución per-
tenece a la llamada familia exponencial, siendo ésta un conjunt0 de distribuciones entre
las que se incluyen algunas de uso tan habitual como la distribución norinal, binomial,
Poisson o la distribución gamma. Ba,jo esta hipótesis, se asume que la función de regre-
sión, una vez transformada convenientemente, puede expresarse coino una función lineal
de las covariables estudiadas. Los modelos resultantes se engloban bajo la denominación
de Modelos Lineales Generalizados. Una explicación más detallada de estos inodelos
puede encontrarse en McCullagh y Nelder (1989). La aplicación de la teoría de la regresión
polinómica local en este contexto permite obviar la hipótesis de linealidad de la función
de regresión, y estimar su forma directamente a partir de los datos observados.
La densidad condicional de X dado Z= z pertenece a la familia exponencial si es
de la forma
^(x^z) = exp e(z).r - b(9(z)) + c(^, ^) (1.4)
a(^)
para unas funciones conocidas a(•), b( •) y c( •, •). El paráinetro 6(•) se denomina parámetro
canónico y^ es el llamado parámetro de dispersión.
Bajo el modelo (1.4), puede demostrarse que
cp(z) = E(X ^Z = z) = b'{B(z)} (1.5)
Y
Var (X ^Z = z) = a(^)b"{B(z)}. (1.6)
En el contexto de los modelos lineales generalizados, la función de regresión cp(z) se
mOdeliza linealmente a través de una transformación por una función g:
9(^P(z)) = zt^^ (1.7)
tCOn Z = (z1i ..., zn) .
Si g=(b')-1, g recibe el nombre de link canónico, ya que en ese caso g(cp(z)) es
el p^^rámetro canónico de la familia exponencial (1.4). Las expresiones (1.5), (1.6) y(1.7)
caracterizan los modelos lineales generalizados. En estos modelos, el interés se centra en
poder estiinar el vector de paráinetros ^l3 utilizando el inétodo de ináxima verosimilitud.
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Ejemplo 1: Si la distribución condicional de X dado Z= z sigue una distribución normal
N(cp(z), ^2), la densidad condicional es de la forma
^(x^Z = z)
exp
1 1 x- cp(z) 2
exp - -
2^r^ 2 ^
cP(z)x - cP2(z)/2
^2
x2
2^2
- log ( 2^r^)
De modo que, en este caso, ^_^2, B(z) = cp(z), a(^) _^, b(cp) = cp2/2 y c(x, ^) _
-x2/(2^2) - log( 2^ra^).
Ejemplo 2: Si la distribución condicional de X dado Z= z es exponencial Exp(^(z)-1),
la densidad condicional viene dada por
^(xI Z = z) _ ^(z)-lexp {_^(z)-lx} = exp {-^(z)-lx -}- ln(ñ(z)-1)} _
= exp {-a(z)-ix - ln(^(z))} .
Bajo este supuesto, se tiene que ^= l, B(z) _-^(z)-1, a(^) = 1, b(cp) _-ln(-cp) y
c(x, ^) = o.
En algunas situaciones, sin embargo, no puede garantizarse que se cumpla la relación
lineal dada en (1.7). La utilización de las técnicas de regresión polinómica local en este
contexto permiten estimar la función de regresión cp(z) directamente a partir de la muestra
sin asuinir la hipótesis de linealidad. Puesto que estimar cp(z) es equivalente a estimar
9(z) _(b')-1(cp(z)), se suele optar por estimar directainente el parámetro canónico 9(z).
Bajo los modelos lineales generalizados (1.4) y(1.7) se suele estimar 9(z) mediante el
método de iná,xiina verosiinilitud. Dados {(zi, Xi)}Z1, la log-verosimilitud asociada viene
dada por
^ eZXZ - b(ez)
a(^) + c(XZ^ ^)i=1
donde Bi = 6 (zi ) .
En inuchas aplicaciones, sin embargo, tan sólo se tiene una idea de la función varianza
condicional, que puede modelizarse según
Var(X^Z = z) = V(cp(z))
para alguna función V(•). En este caso, el método de míni^nos cuadrados ponderados
no resulta consistente. En su lugar, se puede reemplazar la log-verosimilitud condicional
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por la llamada función de cuasi-verosimilitud (Wedderburn (1974)), Q(cp(z), ^), que
satisface:
^ Q(^^ x) _ ^ - xV (µ)µ
Los métodos de cuasi-verosimilitud presentan t^n comportamiento análogo a los inéto-
dos de má,xima verosimilitud, y por lo tanto son un sustituto razonable cuando no se
dispone de la función de verosiinilitud. En particular, el método de log-verosimilitud coin-
cide con el de cuasi-verosimilitud en el caso de la familia exponencial.
Para estimar r^(z) = g(cp(z)), o alguna de sus derivadas, r^^vl (•), v = 0,1, 2, ..., p, r^(•)
puede aproximarse localmente por un polinomio de grado p:
i(^) _ ^0 + ^1(u - z) ^- . . . + ^ip(u - z)p,
estando ^c en tuz entorno ŝuficientemente próxiino de z.
Utilizando los datos locales alrededor de z, se obtiene la cuasi-verosimilitud local:
n
^ Q (g-1 (NO ^ . . . + N1^(z2 - z)p) , XZ) r^hn\zi - z). (1.0)
2=1
Maximizando (1.8) con repecto a^C3 = (,Qo, ...,^ip)t se obtiene el estiinador de máxima
cuasi-verosimilitud local para r^^v^ (z), v= 0, ..., p:
_ ^
^)v(z) = v^Q^(z)•
La función de regresión cp(z) puede entonces ser estimada mediante la inversa de la
función link:
^P(z) = 9-1(^l(z))
El método de cttasi-verosimilitud no admite una solución explícita al inenos que se tome
p= 0. El proceso de maximización debe afrontarse así mediante un método iterativo como
el inétodo de Newton-Raphson o alguna de sus variantes, no siendo en general necesarias
deinasiadas iteraciones para obtener una solución.
Un estudio detallado de las propiedades asintóticas de estos estimadores puede en-
contrarse en la nionografía de Fan y Gijbels ( 1996) y en las referencias que allí se citan.
A continuación se exponen de forma más escueta algunos resultados de especial interés
en de esta Ynemoria. En primer lugar, se impondrán algunas condiciones de regularidad
con el fin de establecer algunos resultados referentes al comportamiento asintótico de los
estimadores anteriores.
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Sea d(z) la densidad marginal de Z y qi(z, x) _(á ) Q(g-1(cp(z)), x). Nótese que ql
es lineal en x, para cada z fijo, y que:
qi(^J(z)^ ^P(z)) _ ^^
q2(^7(z)^ ^P(z)) _ -P(z)^
1
donde p(z) _ ((g'(cp(z)))2 V (cp(z))) .
Se asumirán las siguientes hipótesis:
Hipótesis (H1.1) La función q2(z, x) < 0 para todo z E IIg y x en el rango de la variable
respuesta.
Hipótesis (H1.2) Las funciones d(•), r^^p+l)(•), Var(X^Z =•), V(•) y g"(•) son continuas.
Hipótesis (H1.3) p(z) ^ 0, Var(X ^Z = z) ^ 0 y y'(cp(z)) ^ 0.
Hipótesis (H1.4) E(X4 ^ Z=•) está acotada en un entorno de z.
Hipótesis (H1.5) La función kernel K(•) es una función simétrica y no negativa de
soporte compacto.
Teorema 1.1.2 (Fan, Heckman y Wand (1995)) Sea p-v impar. Bajo las hipótesis
(H1.1)-(H1.5) se tiene q^ce
^v(z) { ^Jv(z) -^^v)(z) - bv(z) -I- o(lzñ+^-v)l ^ N(^, 1) si rtn -^ ^ y nhn, -^ o0
donde
bv(z) = tr+iK(t)dt y^ ^(p+^)(z)hñ+1-v
(p + 1)I
a-v(z) - K2(t)dt v^2 {9'(cp(z))2Var(X^Z = z)}
d(z)n)znv+l
Los resultados del teoreina anterior pueden aplicarse fácilmente al caso en el que v= 0,
p= 1. Más concretamente, denotando por r^(z) el estimador de r^ basado en la cuasi-
verosimilitud local con p=1, se tiene que:
^(z) {^(z) - ^(z) - b(z) + o(lzñ)} -^ N(0,1)
donde
b(z) = t2K(t)dt, 2^2(z)h,ñ
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y
^2(z) = K2(t)dt ^g^(^P(z))2Var(X (Z = z)}
d(z)nhn
Si se considera el estimador normalizado
/ t
Q* = an 1 (^o - rl (z)^ . . . , hñ I ^(3p - ^^p) (z)^p^l / ^ con an = (nhn)-1/2
^*
en la demostración del Teoreina 1.1.2 se establece que ^3 es de la forma
^* _ -A-iwn,z -i- oP(1),
donde
A = /^(z)d(z)(/-^i-I-j-2)i<i,j<p-f-1
n
Wn,z = an ^ ql(i(z^ zí)^ Xi)ZiK zZh z ^
i=1 n
siendo
zi-z (zi-z
Zi = 1, ,..., p1zn hn
p t
_ p ^(^) (z) _ j
i(z^ zi) _ ^ j^ (zi z) •
j=0
Además, se demuestra la normalidad asintótica de ,Q* directamente a partir de la de
Wn^z:
^p+l)
Wn,z - añ lp(z)d(z)hñ+l (^ + 1)I up+lUK(u)du {1 ^- 0(1)} -> N(0, B) ,
con
B_ d(z)Var (X ^Z = z)
U U K u du,t 2
(V (^P(z)g'(^P(z)))2 ( )
donde U = (1, u, . . . , up)t.
La distribución asintótica de cp(•) = g-1(^(•)) se obtiene directamente del teorema
^ anterior:
Corolario 1.1.1 Bajo las condiciones del Teorema 1.1.,2, si nlzñ ^ oo, el error cp(z)-cp(z)
tiene el mismo comportamiento asintótico que rt(z) - r^(z), con el sesgo asintótico dividido
por g^(cp(z)) y la varianza asintótica por (g^(cp(z)))2. •
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1.2. Análisis espectral de series de tiempo.
La representación espectral de un proceso estacionario X={X (t), t E 7L} esencialmen-
te descompone X en una suma de coinponentes sinusoidales con coeficientes aleatorios e
incorrelados. La descomposición espectral es pues, en el ámbito de las series de tiempo, un
concepto análogo a la representación de Fourier de las funciones determinísticas. El análisis
de procesos esta,cionarios mediante su representación espectral se denomina habitualmente
"análisis en el dominio de frecuencias" o"análisis espectral" . Resulta equivalente al análi-
sis en el "dominio de tiempo" basado en la función de autocovarianzas, pero proporciona
una forma diferente de analizar los procesos que puede resultar más interesante y útil en
algunas aplicaciones.
A continuación se describirán algunos aspectos esenciales de la teoría espectral de
procesos estacionarios, prestando especial ateiicióri a aquellos conceptos y resultados que
inás tarde serán de utilidad en el desarrollo de esta memoria. Un estudio más detallado
de la teoría de análisis espectral puede encontrarse en referencias especializadas (Brillin-
ger (1981), Priestley (1989), Brockwell y Davis (1996)).
1.2.1. La densidad espectral
Sea X={X (t), t E 7L} un proceso estacionario de media cero y con función de auto-
covarianzas ry(•) absolutamente sumable, es decir:
^ ^ -y(h) ^< oo.
h=-oo
Se define la densidad espectral •del proceso X={X (t), t E 7L} coino la función f(•)
dada por:
1 ^
f (^) = 2^ ^ 1'(h) e-iah^ -oo < ñ < oo . (1.10)
h=-oo
La sumabilidad de ^ ry(•) ^ garantiza que la serie que aparece en (1.10) converge abso-
lutamente. Además, puesto que las funciones cos(•) y sen(•) tienen ambas periodo 2^r, la
función de densidad espectral es periódica de igual periodo, por lo que es suficiente de-
finirla en el intervalo (- ^r, ^r]. En particular, la función de densidad espectral verifica las
siguientes propiedades:
1. f(•) es par, es decir, f(^) = f(-a) para todo ^ E(-^r, ^r].
2. f(^) > 0 para todo ^ E(- ^r, ^r].
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3. La funcióri de autocovarianzas del proceso Xt puede expresarse como:
^ ^
^y(lz) = eZh^` f(^)d^ = cos(h.^) f(^)d^, b'h E 7L. (1.11)
-^ -^
Debe hacerse notar, sin embargo, que no toda función de autocovarianzas tiene asociada
una densidad espectral. En general, existirá una función F en (-^r, ^r], continua a la dere-
cha, no decreciente y acotada, con F(-^r) = 0, tal que:
^
^y(h) = eZh^dF(.^), dh E 7L.
-^
Así definida, F es la función de distribución espectral de ry(•). Si F(^) puede ex-
presarse como F(^) = f^^ f(x)dx se dirá que la serie de tiempo tiene espectro continuo
y que f es su densidad espectral. Si F es una distribución discreta, se dirá que la serie
tiene espectro discreto.
En general, se puede demostrar que cualquier proceso estacionario es el resultado de
la superposición de una cantidad infinita de coinponentes sinusoidales:
X (t) = eztadZ(,^)^
^-^^^^
(1.12)
donde {Z(^), -^ <^<^r} es un proceso de valores complejos con incrementos incorrela-
dos. La representación (1.12) de un proceso estacionario de media cero X={X (t), t E 7L}
se conoce como la representación espectral del proceso y es comparable a la represen-
tación espectral (1.11) de la función de alztocovarianzas ^y(•). Como consecuencia de esta
expresión, puede deducirse que un "salto" en la función de distribución espectral (o, equi-
valentemente, un "pico" en la densidad espectral) en una frecuencia fw indica la presencia
en la serie de tiempo de un componente sinusoidal de frecuencia w(y periodo 2^r/w).
Ejemplo 1: Proceso ruido blanco normal.
Sea X ={X (t), t E 7G} un proceso ruido blanco normal con función de autocovarianzas
^y(0) = Q2 y^y(h) = 0 para todo ^h^ > 0, con ^2 > 0. Para este proceso, su densidad
espectral es constante igual a:
^2
Ĵ(^)= 2^^-^<a<^. (1.13)
En este caso, cada frecuencia en el espectro contribuye de igual forma a la varianza
del proceso.
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Ejemplo 2: Proceso AR(1)
Sea X ={X (t), t E 7L} el proceso autorregresivo AR(1) dado por:
X (t) _ ^X (t - 1) + s(t)
donde s(t) es una secuencia de variables aleatorias i.i.d. según una distribución normal
N(0, a^2). Entonces la densidad espectral de X viene dada por:
2
f (^) = 2^r (1 - 2^ cos ^ -}- ^2)-i ^ -^r < a < ^r.
La Figura 1.1a muestra la densidad espectral de un proceso AR(1) para el caso en el
que ^= 0,7. En este caso, la densidad es mayor para frecuencias bajas y menor en las
frecuencias más altas. Esto ocurre así puesto que para un proceso como éste, la función
de autocovarianzas es positiva con un valor muy grande en el primer retardo, de modo
que la serie resulta suave con pocas componentes de frecuencias altas. Por el contrario,
para ^_-0,7 la función de autocovarianzas presenta un valor negativo alto en el primer
retardo, indicando que la serie fluctúa rápidamente en torno a su valor medio. En este
caso, existirán componentes sinusoidales con frecuencias altas (Figura 1.1b).
Figura 1.1: Densidad espectral correspondientes a un proceso AR(1) con errores gaussianos
y parámetro autorregresivo (a) ^ = 0,7 0 (b) ^ _ -0,7.
(a)
o ,^
ó
(b)
^ °• -4-^ --0
0.0 0.5 1.0 1.5 2.0 2.5 3.0 0.0 0.5 1.0 1.5 2.0 2.5 3.0
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Ejemplo 3: Proceso ARMA(p,q)
En general, para el caso en el que X={X (t), t E 7L} sea un proceso ARMA(p,q) dado
por
^(L)X (t) = 9(L)s(t), e(t) ^ N(0, a2)
su densidad espectral es igual a
Ĵ (^) = e-2 I B(e- a) I2 ^-^r < a<^r.2^r ^ ^ (e ) ^
1.2.2. El periodograma
En la práctica, resulta iiecesario obtener aproxirnaciones espectrales tanto de la fun-
ción de autocovarianzas como del espectro de una serie. Dada Xn =(Xl, ..., Xn)t una
realización parcial de un proceso estacionario de media cero, X={X (t), t E 7L}, la función
de autocovarianzas muestral puede utilizarse como una estimación de -y(•), mientras que
el periodograma In (•) resulta ser el análogo inuestral de la densidad espectral f(•).
Sea x = (Xl, X2, •••, Xn)t E Cn. Sean además ^k = 2^k, donde 1^ recorre los enteros
entre - N y N, con N= [ n 21 ]. Es decir:
2^rk n-1 n-1
^k= n , 1^=- 2 ,..., 2 (1.14)
Los valores en (1.14) reciben el nombre de frecuencias de Fourier asociadas al
tamaño muestral n. De esta forma, los vectores:
1( Za,^ 2za,^ nza^ 1 n- 1 n- 1ek = ^ `e ,e ,...,e J , l^ _ - 2 ,..., 2
forman una base en Cn, de modo que el vector ^ E Cn puede expresarse como suma de n
componentes:
[^Z ll
x = ^ akek,
k=-[n21]
donde
ak = ^ ^ Xte-itak.
n t=1
1 n (1.15)
La secuencia {ak} en (1.15) se conoce como la transformada finita de Fourier
del proceso X. Sus adecuadas propiedades teóricas (proporciona variables prácticamente
incorreladas) y la rapidez con la que puede calcularse mediante cualquiera de los algoritmos
de transformación rápida de Fourier (Otnes y Enochson (1978)), hacen que desempeñe un
papel fundainental en el análisis de series de tiempo.
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Se define el periodograma de Xn =(Xl, ..., Xn)t como:
In(^) _
2^rn
n
^ Xt exp (-i^t)
t=^
2
, ^ E [-^r, ^r]. (1.16)
Mediante cálculos sencillos se puede demostrar el siguiente resultado:
Proposición 1.2.1 (Priestley(1989)) Dada Xn =(Xl, ..., Xr,,)t una realización de un
proceso estacionario de media cero X={X (t), t E 7L}, y^k una de las frecuencias de
Fourier, ñk = 2ñk, en (-^r, ^], ^k ^ 0, entonces:
In(!^k) = 2 ^ ^1'(ft)e-ih^k
^
1
^h^<n
donde ry(lz) es la función de autocovarianzas muestral asociada a Xn.
(1.17)
La coinparación de la expresión (1.17) con la definición (1.10) de la densidad espectral
sugiere utilizar el periodograma In(.^) como un estimador natural de f(^). Sin embargo,
estudios detallados de sus propiedades revelan que no se trata de un estimador consistente.
A continuación se expondrán algunos resultados en este sentido que resultarán de interés
para el posterior desarrollo de esta memoria.
Teorema 1.2.1 (Priestley(1989)) Sea X={X (t), t E 7L} una serie de variables alea-
torias independientes con cumulante de cuarto orden fenito 1^4i entonces:
4
cov (In(^1)^ In(^2)) = 4^r2n + 2n{Fn(^1 +^2) + Fn(^1- ^2)}
donde Fn (.^) es el núcleo de Fejer dado por:
Fn(^) _ 1 sen2( 2^)
2^rn sen2 ( 2 )
Como consecuencia del teorema anterior se deduce que, tomando al =^2 =^:
Var(In(^)) _ { 4^r (^X -I- n4 )+ O(n-2) i^ ^ 0, ^?f4^ (2^X + n4 ) ^ = 0, ^^
De este modo, si X es un proceso normal (con lo cual 1^4 = 0) y^k es una de las
frecuencias de Fourier, se obtiene:
Var (In (^k)) = 4^^X ^ ^ ^^ ^7t'
4^2QX ^ = 0, ^^r
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Bajo estas mismas hipótesis, para ^1 ^^^2:
Cov(In(^1)^ In(^2)) _
0
O(n-2)
O(n-1)
si X es normal y^1, ^2 son múltiplos de 2n
si X es normal y ^^1 ^^2 ^» 2n
si X es es no normal y ^^1 ^^2 ^» 2n ,
o^1, ^2 son múltiplos de Zn
(1.18)
Es decir, incluso para procesos no normales, las ordenadas del periodograma son
asintóticamente incorreladas si ^l, ^2 son múltiplos de 2n o están suficientemente espaciadas.
1.2.3. Teoría espectral de procesos lineales
El análisis espectral resulta especialmente útil en el estudio de procesos lineales. A con-
tinuación se abordará la transmisión de procesos estocásticos a través de filtros lineales, con
el fin de mostrar la forina que toma la densidad espectral de un proceso lineal cualquiera.
Un proceso X={X (t), t E 7L} es el "output" de un filtro lineal invariante ^_
{^j, j = 0, ^1, ...} aplicado a un proceso "input" Z={Z(t), t E 7L} si:
X (t) _ ^ ^jZ(t - j), t = 0, ^1, . . .
j=-oo
Se dice entonces que el proceso X={X (t), t E 7G} es un proceso lineal.
Proposición 1.2.2 (Priestley(1989)) Sea Z={Z(t), t E 7G} ^cn proceso estacionario
de media cero y densidad espectral fZ(^). Sea ^_{^j, j = 0, ^1, ...} un filt,ro lineal
00
invariante con ^ ^^j ^< oo. Entonces el proceso lineal
j=-oo
^
X(t) _ ^ ^jZ(t - j)
j=-oo
es ^cn proceso estacionario de media cero y densidad espectral
f (^) _ W (e^i^^ 2 fz(^) _ ^I(e-i^)4'(eia)fz(^)^
donde ^(e-ia) _ ^oo _^ ,/,je-ij.^
La f^ención ^(e-i^) se denomina función de transferencia del filtro, y ^^(e-Z^)I2
poder de la fanción de transferencia.
26 Capítulo 1. Resultados preliminares
Del resultado anterior se deduce que si X={X (t), t E 7L} es un proceso lineal Gau-
ssiano dado por
^
X (t) _ ^ ^jZ(t - j),
j=-oo
con {Z(j), j E 7L} una secuencia de variables aleatorias i.i.d. N(0, ^Z), su densidad espec-
tral es necesariamente de la forma
2
Ĵ (a) = I^ (^)I2 2^-'
con
00
^ (^) _ ^ ^j exp (-ij^) .
j=-oo
(1.19)
(1.20)
Del misino modo, el siguiente teorema establece la expresión asintótica del periodogra-
ma de un proceso lineal.
Teorema 1.2.2 (Priestley(1989)) Sea X={X (t), t E 7L} un proceso lineal general da-
do por
^
X (t) _ ^ ^^Z(t - j),
j=-oo
siendo Z={Z(t), t E 7L} un proceso estacionario de variables aleatorias independientes
con E(Z(t)) = 0, E(Z2(t)) _^Z, E(Z4(t)) < oo y ^^° -^ ^^j ^^ ^ ^`^< oo, a> 0.
Entonces, se tiene que:
In(^) = f (^) ^2 In,Z(^) + Rn(^), -
Z
(1.21)
siendo In,Z(^) el periodograma asociado a(Zl, ..., Zn)t, y donde E{^ Rn(.^) ^2} = O(n-2a)
uniformemente en ^.
La expresión (1.21) permite obtener ttna expresión asintótica de In(^) directamente a
partir de los resultados conocidos para In,Z. En particular, para un proceso lineal Gau-
ssiano, con {Z(t)} i.i.d. N(0, ^Z), se tiene para ^^ = 2ñ^ que:
In,Z(!^k) _
1 2 2
4^ ^zX2
4^ 2^zXi
A partir de (1.21) y(1.22) se obtiene que:
1^ ^ 0, 2, n par
^=0,2
(1.22)
In(^k) - 2f (^k)X2 + Rn,^ 1^ ^ 0,
2, n par (1.23)
f (^k)X1 + ^,k % = 0, 2
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De modo que, si se ignora Rn,^, sobre las frecuencias de Fourier se tiene que:
%(In(^k)) = f ( ^k), `dl^ _ -N, ..., N
f2(^k) ^ ^ ^,2
Var(In(^^) _
2 f 2(ñk) ^= 0, 2
Puesto que V ar (In) no converge a cero, In (•) no es un estimador consistente de f(•).
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De igual forma, puede establecerse la covarianza asintótica para las ordenadas del
periodograma sobre las frecuencias de Fourier:
Teorema 1.2.3 (Priestley(1989)) Sea X={X(t), t E 7L} un proceso lineal general co-
mo en el Teorema 1.2.,2. Entonces:
CO'u (In(^1)^ In(^2)) = ñ + 2ñ [Fn(ñl -i- %2) + Fn(^1- ^2)] .f (^1).f (a2) ^- O(rt-a)
donde e=^= E(Zt )- 3, Fn es el núcleo de Fejer y el término restante es de O(n-a)
z
uniformemente en ^i, ^2 •
En particular, si X es un proceso lineal normal las ordenadas del periodograma sobre
las frecuencias de Fourier satisfacen
cov(In(^t), In(^s)) = Ĵ (^t)f (^s)1{at=a3} -^ O(n-2). (1.24)
1.3. La suavización núcleo en la estimación de la densidad
espectral.
La estimación de la densidad espectral f(•) de un proceso estacionario X={X (t), t E 7L}
puede resultar especialinente útil en el estudio de ciertas características de las series tempo-
rales. A partir de ttna realización de dicho proceso, Xn =(Xl, ..., Xn)t, el periodograma
In(•) resulta ser el análogo muestral de f(•). Sin embargo, ya se ha indicado que aunque
éste es un estimador asintóticamente insesgado de la densidad espectral, resulta no ser
un estimador consistente, lo qué hace necesario estudiar otro de tipo de estimadores que
mejoren sus propiedades.
Como en cualquier problema de estimación de curvas, la estimación de la densidad
espectral correspondiente a un proceso estacionario X={X (t), t E 7L} puede abordar-
se desde un punto de vista pararnétrico o no parainétrico. En el primer caso, se asume
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que la densidad espectral teórica pertenece a alguna familia indexada por un parámetro
finito-dimensional como, por ejemplo, a la de los espectros de procesos ARMA(p,q). Los
métodos resultantes pueden resultar muy útiles en algunas aplicaciones. Sin embargo, el
coste computacional puede llegar a ser excesivo y no toda densidad espectral puede aproxi-
marse de un modo eficiente por inodelos ARMA(p,q). En el presente trabajo se utilizará el
enfoque no paramétrico, recurriendo a estiinadores consistentes de la densidad espectral
f(•) obtenidos suavizando el periodograma usando esencialmente técnicas de regresión po-
linómica local. La estiinación se realizará según tres métodos diferentes propuestos por
Fan y Kreutzberger (1998), y de los que se incluirá a continuación una breve descripción.
Sea X={X (t), t E 7L} un proceso lineal gaussiano dado por
00
X (t) _ ^ ^jZ(t - j), Zj ^ iidN(0, ^2)
y con densidad espectral
2
f (^) - 2^ I ^ (^) ^2, con ^ (.^) _ j=-oo
En primer lugar, y siguiendo a Fan y Kreutzberger (1998), se asumirán las siguientes
hipótesis con el fin de establecer las propiedades asintóticas de los estimadores del espectro
utilizados:
Hipótesis (H2.1) X={X (t), t E 7L} es un proceso estacionario con ^j ^^j ^ ^2 < oo.
Esta hipótesis garantiza que la densidad espectral tenga una segunda derivada acotada.
Hipótesis (H2.2) Su función de densidad espectral f(•) es positiva en [0, ^r].
Hipótesis (H2.3) K es una función núcleo, función de densidad simétrica con soporte
compacto.
Hipótesis (H2.4) (log(n))41zn ^ o y nhn -^ oo cuando n ^ oo.
A continuación se describirán los tres estimadores del espectro propuestos por Fan y
Kreutzberger (1998) y que serán utilizados en el desarrollo de la presente memoria.
a) El periodograma suavizado.
El primer método utilizado para obtener un estimador consistente de la densidad
espectral f(^) consiste en construir el suavizador lineal local del periodograma basado
en Xn. Es decir, suavizar directamente los datos {^^, In (^^)}, donde ^^ = 2^rk/n, con
^, _-N, ..., N, N=[(n - 1)/2], denotan las frecuencias de Fourier, y
In(^) _
2^rn
1
n
Xt exp (-i.^t) , a E [-^r, ^r] .
t=
2
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Si X es un proceso lineal Gaussiano, se ha visto en (1.23) que las coordenadas del
periodograma evaluado sobre las frecuencias de Fourier, In (^k), se distribuyen asintótica-
mente como una exponencial de media f(^k) y son aproximadamente independientes. De
un inodo inás formal, siguen el siguiente inodelo de regresión heterocedástico:
I^ = In (^k) _ .f (^k)Vk -}- Rn,k^ (1.25)
donde Rn^^ denota un término asintóticamente nulo y las Vj^'s son variables con una
distribución exponencial estándar e independientes para todo ^^ 0. En particular, Vp
Y V n/2] (para n par) siguen una distribución Xi.
De acuerdo con la Hipótesis (H2.2), la densidad espectral del proceso X es positiva en
[-^r, ^r], y bajo esta propiedad se demuestra que (Kooperberg, Stone y^uong (1995)):
^2CG^_N<k<N I Rn,l^ ^= Op(ri-1/21ogn). (1.26)
La igualdad (1.2G), junto con las Hipótesis (H2.3) y(H2.4) permiten cancelar, desde un
punto de vista asintótico, el término Rn,^ en el modelo de regresión (1.25), resultando en
un modelo de regresión estándar. De este modo, si se realiza un ajuste lineal local estándar
aplicando mínimos cuadrados locales ponderados se obtiene un estimador de la densidad
espectral de la forma:
N
.ÍDLS(^) _ ^ Wk (^) Ik,
k=-N
siendo w^ ( .^) los pesos del ajuste lineal local, que dependerán de la función núcleo K y
el ancho de banda Izn. A lo largo de la presente memoria, nos referiremos a fDLS como el
periodograma suavizado.
A partir de la teoría general de la regresión polinómica local se deduce que, bajo las
condiciones (H2.1)-(H2.4), el estimador periodograma suavizado sigue asintóticamente una
distribución normal según:
r►,h,n
.ÍDLS(^) - .f (^) - h-n f^^ (^)lu2(x) -i- O (h,ñ) ^ N (^, vo(K)f2(^)^r) . (1.27)2
b) El log-periodograma suavizado.
El segundo enfoque consiste en suavizar el logaritmo del periodograma utilizando de
nuevo la regresión lineal local ponderada. Aplicando una transformación logarítmica al
modelo (1.25) se obtiene
Y^ = log (In (^^)) = m (^k) ^- e^ ^- r^, (1.28)
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donde ahora la función media es m(^^) = log ( f(^^)), s^ = log (Uk) son variables aleatorias
i.i.d. con función de densidad fE(x) = exp {- exp (x) + x}, y r^ = log {1 + Rn,^/ f(^k) V^}
denota un término asintóticamente nulo. Además, se sabe que E(s^) = Co =-0, 57721,
una constante de Euler, y Var(s^) _^r2/6.
De modo similar a co^no ocurría en el caso anterior, la igualdad ( 1.26), junto con las
Hipótesis ( H2.3) y (H2.4) periniten cancelar, desde el punto de vista asintótico, el térinino
rk en el modelo de regresión ( 1.28), dado que
N
^ wk(^)r^ = Op(n-i/21og2 n )^
k=-N
uniformemente en ^ E[-^r, ^r]. Así, asintóticamente, el término r^ puede ignorarse en
(1.28), resultando en un modelo de regresión estándar. De este modo, si se centra el nuevo
modelo de regresión restando Co = E(sk) en ambos lados de la expresión ( 1.28) y se
desprecia el término r•^ se obtiene el modelo aproximado
Yk - Co = log (In (^^)) - Co = m (^k) + (s^ - Co). (1.29)
De nuevo puede aplicarse al modelo (1.29) el método de mínimos cuadrados para
obtener el mejor ajuste lineal local, resultando el siguiente estimador del logaritmo del
espectro
N
mLS(^) _ ^ W^ (^) (Yk - Co) ^ (1.30)
k=-N
donde, de nuevo, c^^ (^) denota a los pesos del ajuste lineal local correspondiente.
Una nueva transformación de mLS conduce al estimador de la densidad espectral
ĴLS(^) = exp {mLS(^)} , (1.31)
al que nos referiremos como log-periodograma suavizado.
Los logaritmos de las coordenadas del periodograma {In(^^)} no son variables in-
dependientes ni idénticamente distribuidas según una distribución log-exponencial. Sin
embargo, tal y como se ha apuntado antes, Fan y Kreutzberger (1995) han demostrado
que mLS se coinporta asintóticamente como si los datos procediesen del modelo (1.29).
Más concretamente, bajo las condiciones (H2.1)-(H2.4):
mLS(!^) - m(^) ^' N (1zñm^^(^)l-^2(K)/2^ (^2/6)vo(K)^l(nlzn)) . (1.32)
..
Para el estimador log-periodograma suavizado fLS se obtiene de (1.31), mediante
Taylor:
fLS(^) - Ĵ (^) = exp(rrmLS(^)) - m(^) _
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= exp(m(^))1mLS(^) - m(%^)} + CP((mLS(^) - m(%^))2) _
= exp(m(^)){mLS(^) - m(^)} -I- OP(h4 + (nhn)-1). (1.33)
De donde
nhn fLS(^) - f(^) - hnm^^(^)f (^)1-^2(K) + o(hñ) ^2
2
N 0, f2(^) 6 v°(K)^r .
(1.34)
De este modo, el parámetro ventana óptimo para la estirnación de la densidad espectral,
en el sentido de que miniiniza el error cuadrático integrado, viene dado por:
h = v0(K)(^2/6)^ 1/5 n-1^5. 1.35LS,OPT
µ2(K) , f0 {m^^(i^)}2 dñ ( )
c) El estimador de máxima verosimilitud local.
Un tercer estimador puede obtenerse suavizando el modelo de regresión dado en (1.28),
utilizando el criterio de máxima verosimilitud local en lugar del criterio de mínimos cua-
drados.
La función del logaritino de verosiinilitud local ponderada que ha de maximizarse viene
dada, para cada ^, por
N
,C(a,b)= ^ [-exp{Y^-a-b(^^-^)}+Y^-a-b(^k-^)]K^ ,n(^1jç-í^) , (1.36)
k=-N
donde Khn ( • ) = lzñ 1 K ( )zñ 1 • ) .
De este modo, si mLK denota el valor de a que maximiza (1.36), el cual puede hallar-
se por algún procedimiento nuinérico (e.g. el algoritmo de Newton-Raphson), la tercera
propuesta que se utilizará para estimar el espectro por técnicas de ajuste lineal local será:
^
fLK(%^) = exp {m,L^{(i^)} .
A lo largo de esta memoria, nos referiremos al estimador fLK como log-periodograma
suavizado por máxima verosimilitud local.
El siguiente resultado, debido a Fan y Kreutzberger (1998), muestra el comportamiento
asintótico de dicho estimador.
Teorema 1.3.1 (Fan y Kreutzberger ( 1989)) Si se verifican las hipótesis (H2.1)-(H^.l^)
se tiene, para cada 0< .^ <^r:
nhn {mLK(^) - m(^) - hñm^^(^)l^2(K)^2 + o(lzñ)} -^ N(0, v°(K)^r)
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Para el estimador de la densidad espectral, fLK = exp{mLK(^)}, se tiene que:
Corolario 1.3.1 (Fan y Kreutzberger (1989)) Bajo las condiciones (H^.1)-(H,2./^),
se tiene, para cada 0< ^<^r
nh { fLK(ñ) - .f (^) - h2m^^(^)f (^)µ2(K)^2 + o(Iz2)} ^ N (0, vo(x)f2(^)^)
De los resultados anteriores se deduce que el estimador basado en la fitnción del logarit-
mo de la verosiinilitud ponderada tiene asintóticamente una varianza menor que el estima-
dor log-periodograma suavizado, mientras que su sesgo asintótico es el mismo. Así misino,
el estiinador basado en la función de verosi^nilitud tiene menor sesgo que el periodograma
suavizado en las regiones en las que el logaritmo de la densidad espectral es convexa, no
resultando comparables en otro caso. De cualquier modo, ambos estimadores presentan
asintóticamente la misma varianza.
Nótese que, según se deinuestra en Fan y Kreutzberger (1998), la función log-verosimilitud
local (1.36) es también la log-verosiinilitud local de la secuencia
{exp(Y^) = exp(m(^^) + s^),1^ = 1, . . . , N} ,
que son iid según una distribución exponencial. De un modo más detallado:
Y^ = m(^^) -I- e^ ^ Y^' = exp(Y^c) = f(^k)U^^ (1.37)
donde V^ es una secuencia de variables aleatorias i.i.d. Exp( f (^k)).Además, según (1.25),
las variables Y^' coinciden, salvo en un término asintóticamente despreciable, con las or-
denadas del periodograma sobre cada una de las frecuencias de Fourier. Por lo tanto, se
trata de un caso particular de la familia exponencial, donde el interés se centra en estimar
^^(^) = g( f(^)) = log(f(^)) = m(a), con la función de cuasi verosimilitud asociada dada
por:
Q(µ^ y) = log y - y.
µ µ
El teorema anterior se deduce de modo inmediato del Teorema 1.1.2 con v= 0, p= 1
y densidad del diseño equiespaciada.
Denotando por
^C3*^ = añ 1(á - m(^), hn(b - r^i (^))
con an = (nlzn)-1^2 y (á, b) maximizando ( 1.36), entonces
)`
,Q*^ _ -1^-1Wn,^ + oP(1)
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siendo A = - 2^
con
y
Por lo tanto,
( 1 00 µ2(K)
N _ ñk-ñ
W,^,^ = an ^ ql(m(^, %^k)^ eY^)Zk,^K
^Znk=-N
t
Zk,^, = 1, ^ĥ ^ , k = -N, ..., N,
n
m(!^, ^k) = m(^) ^- m^(^)(%k - %^)^
q^ (µ^ y) _ ^ Q(9-1(µ) ^ y) = ye-µ - 1.
µ
2
q2(µ^ y) = á^2 Q(9-1(µ)^ y) _-ye-^
Eldemás, se tiene que
con
W^'^ - a^ 1 1
mi (%^) hn (l^2(K)^ ^)t + Op(^^n)2^r 2
1 2 µo (K2 ) 0
Ba = 2^. Ĵi (^) ^ µ2 (K2)
^ N (0, B^, )
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Capítulo 2
Análisis discriminante de series de
tiempo: Un enfoque no
paramétrico
2.1. Introducción
En el contexto del análisis discriminante, también denominado clasificación s^epervi-
sada, el objetivo se centra en definir una regla que permita asignar uiia nueva observación
y=(yl, ..., yn)t a una de G categorías mutuamente excluyentes. Las soluciones tradicio-
nalinente empleadas son de corte probabilístico y se basan en utilizar el criterio de Bayes
y asignar la nueva observación y a la categoría para la que se inaximice su probabilidad
a posteriori. Dicho criterio resulta óptimo, en el sentido de que minimiza la probabilidad
global de mala clasificación (Anderson (1984) ). Así, denotando por f y(•), con g= 1, .. ., G,
la densidad de probabilidad que define a la g-ésima población, y por ^ry la probabilidad a
priori de dicha categoría, la regla de clasificación de Bayes propone asignar la observación
y a la clase ĝ tal que:
ĝ = arg ma^y=i,...,G {Ĵy(Y)^ry} . (2.1)
Para el caso en el que se discrimine entre G= 2 categorías, el criterio de Neyinan-
Pearson se basa en el cociente de verosimilitudes
fi(Y) (2.2)
f2(Y)^
de forma que la observación y se asignaría a G1 si dicho cociente excede un cierto valor
K y a G2 en caso contrario. La ventaja de este criterio de clasificación es que resulta
independiente de las probabilidades a priori y que, fijada la probabilidad de error de Tipo
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I(equivalentemente, de Tipo II), permitiría miiiimizar la probabilidad de error del otro
tipo sin más que fijar la constante K convenientemente. Es obvio, adeinás, que cuando
K=^r2/^rl la regla discriininante coincide con el criterio de clasificación de Bayes.
Habitualmente se asume que, bajo cada clase, las observaciones siguen una distribución
normal multivariante:
f9(Y) _ ^ (YI µs^ ^9) '
Si la estructura de covarianzas para las diferentes clases entre las que se discrimina
son iguales (es decir, E= E1 = E2 =... = EG), el criterio de clasificación se reduce a la
regla discriminate lineal de Fisher (Linear Discriminant Analysis, LDA). En dicho caso, la
regla de clasificación se reduce a comprobar si una coinbinación lineal de las coinponentes
de y exceden o no un cierto punto de corte. En otro caso, si las matrices de covarianzas
no se asumen iguales, el método resultante es el criterio de discriminación cuadrática
(Q^cadratic Discriminant Ar^alysis, QDA), de forma que el estadístico discriminante es
una forma cuadrática en las componentes de y.
En el caso más sencillo en el que se desee discriminar entre G= 2 poblaciones, dichas
funciones discriminantes vendrán dadas como:
(LDA) dL(y) _ (µi - µ2)tE-i - 2µiE-iµl + ^^2E-iµ2
1 _ _ _
^QDA) dQ^y) = 2Yt^^2 1- Ei 1)Y +^/-^iEi 1- µ2E2 1)Y
Obviamente, los métodos de clasificación LDA y QDA presentan ciertas limitaciones
al asuinir que cada una de las clases se define a partir de una distribución gaussiana.
Generalmente, se desconoce tanto f y(•) como ^ry, g= 1, ..., G y la hipótesis de normalidad
puede resultar bastante restrictiva.
En ocasiones se dispone de una serie de observaciones (conjunto de entrenamiento) de
las que se conoce a priori el grupo de pertenencia. Si es factible asumir que el conjunto de
entrenamiento constituye una muestra aleatoria del total de la población, las probabilida-
des a priori pueden estimarse fácilmente a partir de la frecuencia relativa de cada clase
en la muestra, ^y = ny/n, donde ny es el núinero de datos de la clase g observados en la
muestra de entrenamiento. La estimación de las densidades condicionales f y(•) resulta, en
cambio, inás coinpleja.
La solución adoptada con más frecuencia se basa en estimar las densidades condiciona-
les Ynediante estimadores tipo núcleo (Hand (1982) y Silverinan (1986)), que serán luego
utilizados en la regla de clasificación (2.1). Sin embargo, son bien conocidas las limitaciones
de los métodos tipo núcleo en el contexto rnultidi^niensional, así como la alta variabilidad
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de las estimaciones que proporcionan para la cola de las densidades, que pueden jugar sin
embargo un papel fundamental a la hora de discriminar entre dos poblaciones.
En este sentido se han propuesto recienteinente otros métodos de clasificación que re-
sultan más flexibles que los ya mencionados LDA o QDA y pueden solventar al ^mismo
tiempo los problemas que surgen de utilizar los estimadores no paramétricos de las den-
sidades condicionales. Algunos de estos métodos se basan en asumir que la densidad de
cada una de las clases entre las que se discrimina es una mixtura de normales:
G^
Ĵ9 (Y) - ^ T9j^ (Y I l-^9j ^ ^9j ) '
j=1
Bajo esta hipótesis, la aproximación de la densidad requiere estimar los vectores de
medias µyj, las matrices de covarianzas Eyj y los pesos en las mixturas Ty^ para j= 1, ..., Gj
y g= 1, ..., G, lo que supone un número elevado de parámetros y dificulta la estimación
en el caso de trabajar con tamaños muestrales reducidos. Siguiendo estas ideas, Hastie
y Tibshirani (1996) introdujeron el análisis discriminante mediante mixtura de normales
(Mi^ture Discriminant Analysis, MDA), que se basa en la hipótesis (2.3) exigiendo además
dos condiciones que facilitan la estimación de los paráinetros: la igualdad de las matrices
de covarianzas de todas las componentes en cada mixtura (es decir, E^j = E para todo
1^, j) y que el número de componentes en la mixtura de gaussianas sea conocida a priori
para cada una de las clases. Estas dos hipótesis han sido a su vez relajadas para dar lugar
a métodos de clasificación más flexibles (ver Fraley y Raftery (2002)).
La extensión de cualquiera de estas técnicas de clasificación al ámbito de las series de
tiempo resulta una cuestión de gran interés práctico. El problema de discriminar series
de tiempo tiene de hecho importantes aplicaciones en un gran número de áreas de cono-
cimiento incluyendo la física, economía, medicina, sismología, ingeniería o zoología, entre
otras. Uno de los ejemplos que ha sido tratado de forma reiterada en la literatura es el
problema de discriminar entre las ondas expansivas generadas por pequeñas explosiones
nucleares y las procedentes de terremotos (Tojstheim (1975), Shumway y Blandford (1993)
o Kakizawa, Shumway y Taniguchi (1998)). Otras aplicaciones consisten en la detección de
señales dentro de un serie de ruido, para identificar la posición y velocidad de un objetivo
(Davenport y Root (1958), Selin (1965), Helstrom (1968), Van Trees (1968)); la detección
de patrones de voz (Welch y Wimpress (1961), Markel y Gray (1976), Wolf (1976)) o el
procesamiento de imágenes (Huang, Schreiber y Tretiak (1971), Meisel (1972), Rosenfeld
y Weszka (1976)). Otra iinportante aplicación en el campo de la medicina consiste en dis-
criminar entre diferentes clases de registros electroencefalográficos. Este tipo de datos han
sido utilizados para distinguir entre diferentes fases de sueño, discriminar entre niveles de
anestesia suficientes o insuficientes para una intervención quirúrgica o en la predicción del
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inicio de brotes epilépticos (Gevins et al. (1975), Gersch y Yonemoto (1977) y Gersch et
al. (1979) ). En Shumway (1982) puede encontrarse una revisión de los distintos ámbitos
de aplicación del análisis discriminante de series temporales.
Es iinportante subrayar que las soluciones clásicas antes descritas pueden no resultar
adecuadas en el caso de trabajar con series temporales. Tal y como se ha mencionado,
bajo la hipótesis de una distribución gaussiana, el estadístico discriminante basado en el
cociente de verosiinilitudes resulta óptiino en el sentido de minimizar las probabilidades
de mala clasificación. De inodo general, dicho estadístico se reduce a una forma cuadrática
evaluada sobre la serie observada (o a una combinación lineal de sus observaciones en
el caso de que las matrices de covarianzas de los procesos entre los que se discrimine
sean iguales), definida a partir de la inversa de las matrices de covarianzas. Sin embargo,
cuando se trabaja en el contexto de series temporales, la longitud n de las series suele
ser grande, de modo que la alta dimensionalidad de las matrices con las que se debe
trabajar puede conllevar graves problemas computacionales o incluso hacer imposible el
obtener una solución numérica. De igual forma, el cómputo de las probabilidades de error
resulta difícil debido a la complejidad de la distribución del estadístico discriminante. El
enfoque del problema a través del dominio de frecuencias puede resultar una alternativa
interesante para evitar estos problemas. La clave consiste en poder expresar el estadístico
basado en la razón de verosimilitudes en térininos de los correspondientes espectros, esto
es, reeinplazar la representación de cada proceso mediante su matriz de eovarianzas por
la correspondiente representación en térininos de siz densidad espectral, de forma que el
problema de la dimensionalidad quedaría así solventado.
En los últiinos años, se han propuesto diversas soluciones al análisis discriminante
de series temporales, tanto en el dominio del tiempo como en el dominio de frecuencias
(Shuinway y Stoffer (2000), Taniguchi y Kakizawa (2000)). En el dominio temporal, el
interés se centra en obtener alguna aproxiinación a la verdadera distribución del cociente de
verosimilitudes. Algunas referencias en este sentido son Shumway (1982), donde se propone
una aproximación gaussiana en función de la estructura de covarianzas de los procesos
entre los que se discrimina, o Chan, Chinipardaz y Cox (1996), donde se proporciona una
solución analítica particular para el caso en el que se discrimine entre dos procesos ARMA
estacionarios. En este sentido, Dargahi-Noubary (1999) también propone un estadístico
discriininante lineal que resulta eficiente para discriininar entre dos procesos gaussianos.
En el dominio de frecuencias, Capon (1965) y Ligget (1971) sugirieron ya la utiliza-
ción de aproximaciones espectrales en el análisis discriminante de dos procesos gaussianos
con igual estructura de covarianzas. Desde entonces, han sido varios los autores que han
recurrido al doininio espectral para abordar el análisis discriminante de series de tiempo,
generalmente bajo hipótesis de Gaussianidad, como Shumway y Unger (1974), Dargahi-
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Noubary y Laickock (1981), Shumway (1982), Alagon (1989) o Dargahi-Noubary (1992).
Otros trabajos han discutido además la robustez de este tipo de inétodos frente a la
ausencia de normalidad (Zhang y Taniguchi (1994), Zhang y Taniguchi (1995) y Kakiza-
wa (1996) ) y explorado otras medidas de disparidad a partir de las que definir un criterio
discriminante distinto (Kakizawa (1996), Krzysko y Wolynski (1997), Kakizawa, Shumway
y Taniguchi (1998) ) .
Una tercera forma de realizar el análisis discriminante de series temporales es el enfoque
funcional (Ferraty y Vieu (2000) ). La idea consiste en estimar no paramétricamente la
probabilidad a posteriori de que la curva observada pertenezca a cada una de las categorías
entre las que se discrimina. Desde este punto de vista, cada observación se piensa como
una función aleatoria, de modo que ha de definirse una seinimétrica funcional específica
para calcular el estimador no paramétrico. Ferraty y Vieu (2000) han reflejado el buen
comportamiento de su método y su regularidad en diferentes situaciones.
En este capítulo se propondrá un nuevo criterio discriminante para la clasificación de se-
ries de tiempo, basado en la medida de disparidad espectral propuesta por Kakizawa (1996)
(ver también Kakizawa;Shuinway y Taniguchi (1998)). Dicho procediiniento consiste en
medir la disparidad entre la densidad espectral bajo cada una de las categorías entre las
que se discrimina y un estimador del espectro del proceso a clasificar obtenido a partir de
los datos observados. De este modo, el proceso se asignará a la categoría con la que exista
menor disparidad.
La aplicación de tal procedimiento exige estimar el espectro a partir de la serie obser-
vada, para lo cual se puede utilizar un enfoque bien paramétrico o bien no parainétrico.
En el primer caso; se asume que la densidad espectral teórica tiene una forma paramétri-
ca conocida (por ejemplo, la correspondiente a un proceso ARMA) que será estimada a
partir de los datos. En este trabajo, se optará por el enfoque no parainétrico y se pro-
pondrá la utilización de estiinadores basados en técnicas de regresión polinómica local en
este contexto. En particular, se utilizarán para la estimación del espectro los estimadores
no parainétricos propuestos en Fan y Kreutzberger (1998). Se coinparará el comporta-
iniento del estadístico discriininante obtenido al utilizar cada uno de los tres estimadores
espectrales, y se demostrará su normalidad asintótica para el caso de discriminar entre
procesos lineales gaussianos.
En la siguiente Sección se describirá el procediiniento discriminante basado en la medi-
da general de disparidad espectral propuesta por Kakizawa (1996). A continuación, en la
Sección 2.3, se estudiarán las propiedades teóricas de dicho criterio discriminante cuando
la densidad espectral del proceso a clasificar se estima utilizando técnicas no paramétricas.
En particular, se considerarán las tres vías de suavización local lineal apuntadas por Fan
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y I{reutzberger (1998). Se estudiará la distribución asintótica del estadístico disciminan-
te y se computarán las probabilidades de mala clasificación asociadas. Finalmente, en la
Sección 2.4, se estudiarán las propiedades teóricas de dicho criterio discriminante en el
caso de que se desconozca la expresión de las densidades espectrales teóricas de las clases
entre las que se discrimina, y que éstas tengan que ser estimadas a partir de muestras de
entrenamiento.
Los resultados expuestos en este capítulo están descritos en Vilar y Pértega (2004).
2.2. Criterio discriminante basado en una medida general
de disparidad espectral.
Sea Xn = (Xl, ..., Xn)t una realización parcial de un proceso estacionario escalar con
media cero X={Xt, t E 7L}. Se asume que el proceso X pertenece a una de 1^ posibles
categorías mutuamente excluyentes II1, II2, ..., II^; donde cada IIj, j = 1, ...,1^ especifica
una estructura de covarianzas particular y conocida para X. En este contexto, se plantea
el probleina de clasificar X en una de dichas categorías a partir de la observación de Xn.
Considérese inicialmente el caso más simple en el que 1^ = 2. Una solución clásica
consiste en asignar el proceso al grupo bajo el que se maximiza el logaritmo de la función
de verosimilitud de Xn, es decir, evaluar
D(Xn) = D1(Xn) - DZ(Xn) (2.4)
con
Dj (Xn) = rt-1 log (1^^ (Xn)) ^ .7 = 1^ 2^
donde pj (•) denota la densidad de probabilidad de Xn bajo IIj, j= 1, 2. De acuerdo con
este criterio, se asignará Xn a II1 si D(Xn) > 0. En otro caso, Xn se asignará a II2.
Es bien sabido que el criterio (2.4) permite obtener un inétodo óptimo de clasifica-
ción, en el sentido de que minimiza la probabilidad total de error (Anderson (1984)). Sin
embargo, en el contexto de series temporales, el estadístico discriminante basado en (2.4)
es, en general, bastante complicado de evaluar explícitamente. Sí, por ejeinplo, X es un
proceso Gaussiano, entonces Dj es una forma cuadrática dada por
Dj(Xn) _- 2 log (2^) - 2 log ^^^) - 2Xn^j 1Xn^
dondc Ej denota la matriz n x n de covarianzas de Xn bajo IIj.
Por lo tanto, Dj (Xn) puede interpretarse como una especie de distancia, definida en
térrnixios de la estructura de covarianzas de X bajo IIj, entre la j-ésiina categoría y los
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datos. Si el valor de n es grande, lo cual será habitual tratando cori series de tieiripo,
Dj (Xn) puede resultar difícil de manejar, ya que requiere trabajar tanto con la inversa
coino con el determinante de una matriz de covarianzas n x n. Un enfoque alternativo
consiste en trabajar en el dominio de frecuencias en lugar de en el dominio temporal, es
decir, obtener una medida de disparidad entre los datos y cada hipótesis en términos de la
estructura espectral del proceso bajo IIj, en lugar de hacerlo en términos de la estructura
de covarianzas. En ese caso, el problema de la dimensionalidad podría ser solventado. Una
discusión inuy interesante sobre este punto puede encontrarse en Shumway y Unger (1974).
En esta línea, y para el caso de procesos norinales; Ligget ( 1971) prueba que:
^
n-i log (pj (X n)) _- log(2^) - 4^ log (Ĵj (^)) + In (^ d^ + oP(1)
-^ fj l )
donde In(^) denota el periodograma asociado a Xn y fj(•) la densidad espectral bajo la
hipótesis II^, j= 1, 2.
De acuerdo con (2.4), una primera alternativa consiste entonces en considerar el es-
tadístico discriminante
^
D*(Xn) = 4^ _ log Ĵ2 ^ + In(^) 1^ - 1^ d^
^r .f 1( ) .f 2 ( ) .f 1( )
como aproximación espectral a D (Xn) (Dargahi-Noubary y Laicock (1981), Shumway (1982),
Alagon (^1989)). Zhang y Taniguchi (1994) han demostrado además la robustez de este cri-
terio de clasificación para el caso de procesos no normales.
A partir del criterio anterior, Kakizawa, Shumway y Taniguchi (1998) proponen un
criterio de clasificación inás general basándose en los trabajos de Shumway y Unger (1974),
Zhang y Taniguchi (1995) y Shumway (1996). En particular, se considera una medida
clásica de disparidad entre dos densidades de probabilidad cualesquiera y que puede ser
utilizada en este contexto: la inforinación discriminante de Kullback-Leibler (Kullback y
Leibler (1951), Kullback (1978)), definida por
In(1^1^p2) = n-lEpi log 1^1(Xn)
p2(Xn)
donde Epl denota la esperanza bajo pl. En el caso en el que pl (•) y p2(•) correspondan a dos
distribuciones norinales de media cero, la información discriminante de Kullback-Leibler
toma la forma
In(p^^p2) = 2n-1 tr (E^E21) - log ^^ll - n (2.5)
I 2I
La inedida (2.5) puede aproximarse asintóticainente por (Shumway y Unger (1974),
Kakazos y Papantoni-Kakazos (1980)):
I(Ĵi ^ Ĵ2) = 4^ ^ Ĵl (^) - log Ĵi (^) - 1 d^, (2.6)
-^ Ĵ2 ( ) .f2 (^)
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donde f i(^) y f2 (^) son las densidades espectrales correspondientes.
En ocasiones se suele trabajar tainbién con la tasa de J-divergencia, definida como
Jn (7^1,p2) = In(1^1^p2) -i-.jn(^2^p1)^
que puede aproximarse asintóticainente, para el caso de procesos Gaussianos, por la ex-
presión
J(Ĵ^> ĴZ) = I(f^, .f2) + I(f2^ fi) (2.7)
con I(fl, f2), I(f2, fl) definidas como en (2.G).
De inodo análogo y siguiendo a Parzen (1990), Kakizawa, Shumway y Taniguchi (1998)
proponen utilizar la información de Chernoff (Chernof£ (1952), Renyi (1961)):
a
B«,n(1^1,1^2) _- log Epl log p2(X n) , 0<<x < 1,
1^1(X n)
como una medida de disparidad entre dos densidades de probabilidad. Para el caso de
procesos gaussianos de media cero, se tiene que
Ba,n (pi^p2) = 1 log IaEl +(1 - a)EZI - alog IEII . (2.8)
2 I^ll I^2I
Asintóticamente, la inedida (2.8) puede aproximarse por (I{akazos y Papantoni-Kakazos(1980)):
Ba (Ĵl^ Ĵ2) - 4^r ^ log
`^.fi(^) +(1^ a)f2(^)
- alog
-^r f2( )
fi (^) d^.f2(a)
Tanto I( fl, f2) como Ba (fl, f2) pueden considerarse casos particulares de una medida
de disparidad espectral más general dada por:
Dw(f, 9) = 4^r ^ W(f (^)9-1(^)) d^, (2.10)^
donde f(•) y g(•) son dos densidades espectrales arbitrarias y W(•) es una función que
satisface algunas propiedades de regularidad necesarias para asegurar que Dy^ ( f, g) es
una cuasi-distancia (esto es, verifica los axiomas de una distancia con excepción del de
simetría) .
En Kakizawa (199G) se introducen diferentes medidas basadas en la forma (2.10) con
el fin de construir un procedimiento general de discriminación espectral que constaría de
los siguientes pasos:
1. Obtener una estimación adecuada de la densidad espectral, fn, en base al vector
observado Xn.
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2. Evaluar la disparidad entre X n y cada una de la.s dos categorías entre las qtte se
^ ^
discrimina, II1 y II2, inediante el cálculo de Dw (fn, fi) Y Dw (fn, f2), respectiva-
mente, donde f j denota la densidad espectral del proceso bajo la j-ésima categoría;
j=1,2.
3. Clasificar la serie observada X n en II1 o en II2 según que Dw sea mayor o menor
igual que cero, respectivamente, siendo Dj,j, el estadístico discriminante dado por
Dw = Dw (Ĵn> f2) - DW (fn^ Ĵl) . (2.11)
El criterio se generaliza para discriminar entre 1^ categorías, con k> 2, sin mas que
asignar Xn a la categoría II^ verificando Dw (fn, fi) > Dw (fn, f^) para todo i^ j.
2.3. Un estadístico discriminante basado en técnicas de re-
gresión polinómica local
La conducta del criterio discriminante basado en el estadístico Dw dado en (2.11)
está obviamente condicionada por el estimador empleado para aproximar las densidades
espectrales. En esta sección se estudian las propiedades teóricas del criterio discriminante
basado en Dw cuando la densidad espectral f(^) se estima utilizando técnicas no pa-
ramétricas. Específicamente se propone usar técnicas de regresión polinómica local, de
inodo que se consideran las tres vías de suavización local lineal apuntadas por Fan y
Kreutzberger (1998) y que han sido previamente descritas en la Sección 1.3 de la presente
memoria. El objetivo es probar que con los tres estimadores se obtiene la optimalidad
asintótica del criterio discriminante y comparar la conducta asintótica de los tres.
2.3.1. Propiedades asintóticas
En orden a establecer las propiedades asintóticas del criterio discriminante propuesto,
se requerirá asumir las siguientes hipótesis acerca del proceso X, la función de divergencia
W y la ventana Izn y el núcleo K empleados para la aproximación local de los espectros.
Hipótesis (H3.1) El proceso estocástico X={Xt, t E 7L} es un proceso lineal Gaussiano
dado por
^
X t = ^ ^^ Zt-^ ^
j=-oo
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^
con ^o = l, ^ ^^j ^ j2 < oo y {Zj, j E 7L} una secuencia de variables aleatorias indepen-
j=-oo
dientes e idénticamente distribuidas según una N(0, ^2).
Hipótesis (H3.2) Si fl (•) y f2 (•) denotan las densidades espectrales asociadas al proceso
X bajo II1 y II2, respectiva.mente, entonces se verifica:
fl (a) > 0, f2 (^) > 0, para todo ^ E[-^r, ^r].
Hipótesis (H3.3) La función de divergencia W(•) es al menos tres veces continuamente
diferenciable en (0, oo) con un único mínimo en 1 y tal que W(1) = 0.
Hipótesis (H3.4) La función núcleo K(•) es una función de densidad de probabilidad
siinétrica, acotada y coii soporte compacto.
Hipótesis (H3.5) La sucesión de parámetros veñtana lzn satisface:
(log n)4 hn ^ 0 y nhñ -^ oo cuando n -> oo.
La Hipótesis (H3.1) se requiere para poder asegurar la independencia de las ordenadas
del periodograma del proceso de errores Zt. Tal y como se precisó en (1.18) en la Sec-
ción 1.2.2, la independencia se alcanza en sentido asintótico incluso en el caso de que la
serie de errores no sea Gaussiana y, por tanto, la Hipótesis (H3.1) podría relajarse esta-
bleciendo algún tipo de restricción sobre los cumulantes de cuarto orden del proceso de
errores. En dicho caso, la varianza asintótica del estadístico discriminante Dyjr incluiría
un término adicional función de esos cumulantes (Kakizawa (1996)).
Por otro lado, de la Hipótesis (H3.1) se deduce además que X es un proceso estacio-
nario, de media cero, varianza finita y densidad espectral dada por (ver (1.19) y(1.20) en
la Sección 1.2.3) :
con
2
f (^) _ ^^ (^) ^2 2^r'
^ (^) _ ^ , ^^ eXp (-z^^) .
^=-oo
^
De este modo, el requerimiento de sumabilidad ^ ^^ j ^ j 2 < oo garantiza que la densidad
j=-oo
espectral del proceso tenga una segunda derivada acotada. Esta premisa es necesaria en los
des^^rrollos asintóticos de los estiinadores no para^nétricos considerados en esta memoria
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(Fan y Kreutzberger (1998)). Con otros estimadores espectrales diferentes la hipótesis de
sumabilidad podría ser relajada.
Adeinás, de acuerdo con (1.21) en el Capítulo de R,esultados Preliininares, la hipótesis
(H3.1) permite caracterizar el periodograma asociado a una realización parcial del proceso,
Xn =(Xl, ..., Xn)t, del modo que sigue:
In(^) = f(^) 22 In,Z(^) + Rn(^),
^Z
con E{ ^ Rn(^) ^2} = O(n-4) uniformemente en ^.
Aunque la densidad espectral de un proceso es siempre una función positiva, la Hipóte-
sis (H3.2) especifica que las densidades espectrales bajo cada una de las hipótesis entre
las que se discrimina deben ser estrictamente positivas. Este requerimiento es meramente
técnico y tiene por objeto poder trabajar con los cocientes fl(.^)^Ĵ2(^) Y f2(^)^fl(^),
^ E[-^r, ^r], que aparecen en la definición del estadístico discriminante DyV. Nótese tam-
00
bién que la convergencia de la serie ^ ^^j^ j2 garantiza que ^^(a)^ < oo. Se tiene
j=-oo
por tanto asegi.trada la existencia de dos constantes finitas Cl y C2 tales que, para todo
^ E [-^r, ^r], se verifica
0 < Cl < fi (^) ^ fz (a) < C2. (2.12)
La existencia de esta cota superior C2 será necesaria para poder aplicar el teoreina de
la convergencia doininada en la demostración de los resultados que se enunciarán inás
adelante.
La Hipótesis (H3.3) se impone por cuestiones técnicas que surgirán en el desarrollo de
las pruebas y, adeinás, con el fin de asegurar que DyV ( •, •) sea una cuasi-distancia, es decir,
que DW ( f, g) > 0 para cualesquiera dos densidades espectrales f y g, con Dy^ ( f, g) = 0
si y sólo si f(^) = g(^).
Existen múltiples posibles elecciones de W. Algunos ejemplos son:
W(x) = x - log x- 1 (2.13)
W (x) = log (cxx ^- (1 - a)) - ee log x (2.14)
W (x) = 2 (x - 1)2
Como ya se señaló, I( f, g) en (2.6) y Ba ( f, g) en (2.9), son casos particulares de
DW ( f, g), que se obtienen considerando, respectivainente, las funciones de divergencia
(2.13) y(2.14) en la relación anterior.
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El resto de las hipótesis impuestas son condiciones de regularidad sobre la función
núcleo y la sucesión de ventana. Se trata de hipótesis de regulariclad, no en exceso res-
trictivas y que se precisan también en el trabajo de Fan and Kreutzberger (1998) para
establecer las propiedades asintóticas básicas de los tres estimadores espectrales considera-
dos y, en particular, su consistencia uniforme. En particular, para establecer la distribución
asintótica del estadístico discriminante se necesita que nlzñ vaya a infinito con n (Fan and
Kreutzberger requieren nlzn -> oo) pero, en todo caso, no es una hipótesis restrictiva.
Nótese que el orden de convergencia de la ventana óptima es n-1^5 y satisface por tanto
esta restricción. También es un resultado estándar que nlzñ^+l debe tender a infinito para
establecer la consistencia en media cuadrática del estimador por regresión polinómica local
de la j-ésima derivada de la función de regresión.
Asuiniendo las hipótesis anteriores, se demuestra el siguiente teorema en el que se
establece el comportamiento asintótico del estadístico discriminante Dy^ dado en (2.11)
cuando las densidades espectrales se estiman vía regresión pólinómica local.
Previamente se introduce la siguiente notación para una presentación más concisa del
teorema y de su demostración. En lo que sigue:
n (j, l^) denotará el par ( 1, 2) o el par (2, 1),
. Qj,k (^) = 1 W' fj (^) , donde W'(•) denota la primera derivada de W(•),
Ĵk (a) f^ (^)
' m^(^) = log (.f^(^))^ j = 1^ 2^
n µl (L) _ ^lL (^) d^, para una función L arbitaria.
Teorema 2.3.1 S^upóngase que se verifican las hipótesis (H3.1^,..., (H^.S^, y que fl (^) ^
f2 (.^) en un conjunto de medida de Lebesgne positiva.
Entonces, bajo IIj, j= 1, 2,
D^,j, -^ (-1)^+1 DW (Ĵj^ Ĵ^) (2.15)
y
W,fn(^^ h)}^ {DyV -I- (-1 ^ N ^0' Vu,,.fn (j^ ^)) ^ (2.16)
donde
(j^ ^) = DW (Ĵ^ ^ Ĵk) -^- l^n µ2 (K) ^ Q^,1^ (^) ^P^ (^) d^1 + o (hñ) ,µW f (2.17), n 8^r _,^
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con
^Pj (^) = f j^^(^)
mj (^) fj (^)
^ ^
s2 f n= f DLS
^ ^ ^
SZ fn = f LS O,fn =.fLK
^
VW,Ĵn (.^^ ^) = c LQj,^C (^) fj (^)l2 d^ + O (lzñ) ,
-^
COn C=(8^)-1 S2 fn =.ÍDLS O.Ín = fLK y C= (87r)-1 7r2^6 SZ fn = fLS•
Demostración del Teorema 2.3.1
(2.18)
El Teorema 2.3.1 se establece recurriendo a las propiedades asintóticas de cada uno de
los estimadores considerados y a las condiciones de regularidad impuestas sobre W y f.
Se realizará la prueba del Teoreina sólo en el caso en el que se suponga cierta II1, siendo
la demostración análoga bajo II2.
a) Convergencia en probabilidad.
..
En lo que sigue fn denota cualquiera de los tres estimadores locales considerados.
De (2.10) y(2.11) se deduce que el estadístico discriminante Dw viene dado por
Dw = DW (fn, f2) - DW (fn^ fl)
^ ^
4^r ^ W f n(^) - W fn(^) d^.
-^ f2( ) fl(^)
(2.19)
Resultados previos en la literatura establecen la consistencia uniforme de cualquiera
de los tres estimadores del espectro considerados, en particular:
fn(^) - f1(.^) = Op (nhn)-^/2
uniformemente en ^ bajo II1. Este resultado puede verse, por ejemplo, en Masry (1996) o
en Francisco-Fernández et al. (2003) para los estiinadores por mínimos cuadrados fDLS Y
^ ^
fLS y en Claeskens y Van Keilegom (2002) para el estimador por verosimilitud local fLx.
Por otro lado, y de acuerdo con la hipótesis (H3.3), W(•) es tres veces continuamente
diferenciable en (0, oo), por lo que aplicando el Corolario 5.1.5 de Fuller (1976) se obtiene
que:
^ ^
W fn(^) = W fl(^) -I- Wi f1(^) fn(^) - Ĵ1(^) -I- Op (nltn)-1 (2.20)
.f2( ) .f2( ) .f2( ) f2(^)
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^ ^
W fn(^) = W (1) + W' (1) fn(^) - fl(^) + Op (nh,n)-1 . (2.21)
fl(^) .f1(^)
De acuerdo de nuevo con la Hipótesis (H3.3), W tiene un íulico mínimo cero en 1, de
inodo que la expresión (2.21) puede reescribirse de la forina
W
^
Ĵn(^)
= Op (nlz^,)-1 . (2.22)
Ĵl (^)
Sustituyendo (2.20) y(2.22) en (2.19) se obtiene:
^
Dw _ 1 ^ W Ĵ1(^) + Wi f1(^) fn(^) - fl(^) + Op(nlzn)-1 d^
47r
-^r .Í2(^) .f2(^) f2(^)
^ _
= Dw (.f1, .f2) + 47r Q1'2(^) ^fn(^) - fl(ñ)^ dñ + Op (nhn)-1
-^
De este modo, se deduce que:
^ _
I Dw - Dw(Ĵi, f2)I ^ 4^ _ IQ1,2(a)Ilfn(^) - fl(a)I)da + Op(nh)-^ ^
^
<
1 ^4^ IQ^,2(a)I max Ifn(^) - f^(a)I a,a + op(nh)-^
-^r ^E [-^r,^r]
(2.23)
Nótese que W' se supone una función continua y dos veces diferenciable en (0, +
además según (2.12) existen constantes c y c' tales que:
0< c< f 1(^) < ĉ < oo, b^ E[-^r, ^r] .
Ĵ2 ( )
Ambas condiciones garantizan la existencia de la integral:
^ ^
(Qi,2(^)Id^ = W^ Ĵi(^ 1^ d^
-^r -^r .f2( ) .f2( )
Las Hipótesis (H3.2) y(H3.3) permiten también asegurar que Q1,2(^) está acotada
^
en [-^r, ^r]. Como además se tiene la consistencia uniforme de fn a fl, para cualquiera
de los tres estimadores, la aplicación directa del teorema de la convergencia dominada
permite establecer la convergencia en probabilidad a cero de la integral en (2.23) y queda
así probado (2.15) para j= 1.
b) Distribución asintótica.
Para obtener las expresiones asintóticas del error cuadrático medio y la normalidad
asintótica del estadístico D^,ir se seguirá la línea de deinostración clásica en el contexto de
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estimación núcleo y, en particular, se tendrán en cuenta las propiedades asintóticas de los
tres suavizadores lineales locales previamente establecidas por Fan y Kreutzberger (1998).
^ ^
b.l) Demostración en el caso fn =,fDLS•
En primer lugar, se obtendrán las expresiones asintóticas dadas en (2.17) y (2.18) para
el sesgo y la varianza de DW.
La igualdad (2.23) puede reescribirse como
D^,i, = Dw (Ĵl^ .Í2) -^ En -i- Op (nhn)-1 (2.24)
donde se ha denotado
^ _
^n = 4^ _ Q1,2(^) (.fDLS(^) - .fl(ñ)J di^.^
El térinino En se fragmenta en dos sumandos como sigue:
1 ^
^n = - Q1,2(^) {,fDLS(^) - E (fDLS(!^)) } d!^4^r _,^
^ _ \
+4^ Q1,2(^) {E (ĴDLS(^) I - fl( Ĵ^)^ da
-^r /
= V + B (2.25)
de modo que de (2.24) y(2.25) se concluye que B y V determinan el sesgo y la varianza
de DyV respectivamente.
Recuérdese que en este caso fDLS es el estimador lineal local correspondiente al modelo
Ik = In(ñk) _ .Í (^k)Uk + Rn,k
donde Rn,k es un término asintóticamente despreciable y las Uk son variables aleatorias
independientes con distribución exponencial.
Utilizando la notación matricial clásica en el contexto de la regresión polinómica local,
se puede escribir:
fDLS(%^) = ei(t1^W^A^)-111^W^In (2.26)
y, por lo tanto
.fDLS(^) - E (,fDLS(^)) = ei(^áWa^a)-l^áW^ (In - E(In)) ^ (2.27)
donde el =(1, 0)t, AB, B E [-^, ^rJ, es la matriz n x 2 dada por
1 (^_^r - B)
^B = : :
1 (^N - e)
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siendo ^j la j-ésima frecuencia de Fourier, ^j = 2^rj/n, y N=[(n - 1)/2]; We =
diag(w-N,e, . . . , wo,e, . . . , wN,e)^ con w^,e = hñ1K (hñl (^j - 6)) y
In = (In(^-N); . . . , In(0)^ . . . , In(.^N))t.
Sea Sn,o la matriz dada por
só,o (e)Sn,e =
s^,o(e)
tñ^BWeAe^
donde el eleinento si j(9) = s2+^ (B) viene dado por
N1
si (e) = ñ^(^t - B)l Kh,^ (^t - e) ^ Para l = 0, 1, 2; (2.28)
t=-N
y sea Tn,e el vector
Tn,e = (tó(e)^ti(e))t = ñ^éWe (In - E(In)) ^
de elementos
N1
tl (B) = ñ ^ (^t - e)l Khn (^t - e) (In (^t) - E (In (^t))) ^ l = 0,1. (2.29)
t=-N
Se tiene entonces que (2.26) y(2.27) pueden escribirse:
fDLS(^) = einS^z áAáWaln (2.30)
fDLS(%^) - E I fDLS(^)) = eiSn,áTn;a. (2.31)
Además, si Hn denota la matriz diag (l, lzn), un resultado estándar en el contexto de
la regresión polinómica local es que ^
ñno1o Hn lsn'eHn 1 27^ S 2^
so,p so,l
sl,o sl,l
(2.32)
donde sZ,j = I.Gi.^j (K), para i, j = 0,1. El resultado (2.32) es de hecho una de las formas
del conocido Lema de Bochner (ver, por ejemplo, Parzen ( 1964)).
Paso 1. En primer lugar, nos centraremos en el término correspondiente al sesgo del
estadístico discriminante. De (2.25) se deduce que:
E(En) = E(V) + E(B) = E(B) = B=
1 ^ l
= 4^ Q1,2(^) {E (.fDLS(^)) - fl(ñ) ? dñ
-^ J
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A partir de (2.30) se tiene:
^
E .ÍDLS(^)^ _ .Íl(^) + einS,^ ^A^Wa E(In) - Aa (fi(^)^ fi(^))t • (2.33)
Puesto que E(In(^^)) = fl(^^), ^_-N, ..., N uniformemente en ^ y, utilizando un
desarrollo de Taylor:
^^ (
fl (^k) _ .fl l^) + fl (^) (^k - ñ) -f- f 1 ^) (^^ - ^)2 + oP ((^^ - ^)2) , 1^ _ -N, ..., N,2
la expresión (2.33) puede escribirse
^
E (.ÍDLS(^)) - .fl(^) -^ einS^ ^A^Wa 1 Ĵ1^^) ^ + o (nhñ) , (2.34)
^ n
siendo c,z =(s2 (^) , s3 (^))t, con s^ (^) , j = 2, 3 definidos como en (2.28). Utilizando
(2.32) se obtiene de (2.34):
E fDLS(^) _ .Íl(^) + hn /^2 (K) f^ (^) + o (hn)C J 2
uniformemente en a E [-^r, ^r].
A partir de la expresión anterior, la Hipótesis (H3.5) y el teorema de la convergencia
dominada conducen a:
^
E(^n) 4^. nw 1,2(^).fi (^)d^ 2/.^2(K)1zñ(1 ^- 0(1)) _
-^
^
_ ^^µ2 (K) ]zñ Q^,2(^) fl (^) d^ -^ o (lañ) (2.35)
-^
Nótese que el térinino de la integral que aparece en (2.35) existe como consecuencia
de la existencia y acotamiento de la segunda derivada de fl en [-^r, ^r]. El resultado (2.17)
queda así probado.
Paso ,^. Se considera ahora el térinino correspondiente a la varianza. A partir de (2.24)
y (2.25) se obtiene:
^
2 Q^,2(^)Q1,2(^')I'n ^, ^' d^d^' 2 36Var (En) = E (V2) = 16^r ^ ) ( ^ )
-^ -^
donde
I'n (ñ, ñ') = E { [fDLS(^) - E (fDLS(^)/ J CfDLS(^') - E (.ÍDLS(^/)/ J ^ ^
De (2.36), (2.37) y (2.31) se deduce:
1 ^ ^
Var (En) =
16^r2 Qi,2(^)Qi,2(^^)eiSn,^,E {Tn,aTñ ^, } S,^ ^,el d^d^'.
-^ -^
(2.37)
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Por tanto,
Var (HnEn) _
1 ^ ^ ^ ^' etH S-1 H V ^H S-1^Hne1 d^d^',
16^1'2
Q1,2 ()Cw 1,2 ( ) 1 n n^^ n n,a,^ n n ^
-^ -^r
(2.38)
donde Vn,a,a^ es la matriz 2 x 2 definida por
vn ñ, ñ'i t i = o,o( )Vn,^,^,^ = Hñ E {Tn,,^Tn ^, } Hñ
vl,o(^, ^')
de elementos
(2.39)
N N ^t-^ z ^s-^t ^
v j (^, ^') = n-2 ^ ^
t=-N s=-N ^Zn
^Zn
x Khn (^t - ^) Khn (^s - ^') ryn (^t, ^s) , (2.40)
donde
rYn (^t, .^S) = E {(In (^t) - E (In (^t))) (In (^s) - E (In (^s)))} _
= Cov (In (^t) , In (%^s)) •
A1 asumir que X es un proceso lineal Gaussiano de media cero, las ordenadas del
periodograma sobre las frecuencias de Fourier son asintóticamente incorreladas y satisfacen
(ver 1.24):
vó ^ (^^ ^')
vi ^ (^^ ^')
'Yn (^t^ ^s) _ .fl (^t) .fl (^s) 1{^t=^s} + O (n,-1)
uniformemente cuando n -^ oo.
Así, el término dominante en (2.40) toma la forma
vi ^ (a, a') _ N ^t-ñ Z ñt-^,^ 7
lzn hn
para i, j E{0, 1}.
t=-N
x Khn (^t - ^) Kh^, (^t - ^') (fi (^t) + 0(1)) , (2.41)
Considérese, para i, j E{0,1 }, el término IZ j dado por
^ ^
IZ ^= Qi,2(^)Qi,2(^') ti,.i (^^ a') da d^'.
-^ -^
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De acuerdo con (2.41) se tiene que:
Ii^
^ ^r N ^t-^ Z ñt-^^ ^
7L-2 Q1,2(^)Q1,2(^') ^
-^ -^ t__N hn hn
x Kh^, (^t - ^) Khn (^t - ^') ( Ĵi (^t) + 0(1)) ) d^ d^'
N ^ at-ñ Z
n-2 ^.Íl (^t) Q1,2(ñ) h Khn (ñt - í^) dñ
t=-N -^ n
^ Qi,2(^') ^t - ^' ^ Khn (^t - ^') d^' (1 + 0(1)) .
-^r hn
.^
(2.42)
Realizando los cambios de variable ^t -^= hnu y.\t -^^ = hnv y aproximando el
sumatorio por una integral se sigue
2^rnI2 ^
.^ h^,, l (s-{-^) Q1,2(s - hnv)v^K (v) dv ds (1 ^- 0(1)) .
ltn, 1 (s-7i)
(2.43)
Las condiciones de regularidad iinpuestas sobre la funĉión W garantizan que Q1,2(•)
es tres veces diferenciable con continuidad. Por tanto, un desarrollo de Taylor de segundo
orden en s permite concluir que
h^, l (s+^r)
lím Q1,2(s - hn2^)u,ZK (z^) du = Q1,2(s)µi(K). (2.44)
n^oo ih^, (s-^)
Los resultados asintóticos sobre los elementos de Hñ 1 Sn,aHñ 1 en (2.32) y sobre I ^
en (2.43) y(2.44) permiten aplicar el teorema de la convergencia dominada en (2.38) y
obtener
^
8^rn V ar ( En) = Ĵi (u)Qi,2 (^) d^ + O( lzñ) (2.45)
-^
estableciéndose así (2.18).
Paso 3. Para completar la demostración, se prueba a continuación la normalidad
asintótica de Dw.
De aĉuerdo con la notación empleada, bajo II1, se tiene
^
V'G {DW - µW^.fDLS (1' 2)} - 4^r Q1'2(^)e1Sn,aTn^^ d^ (1 + 0(1)) _
-^
^r hñ 1(s+^)
fl (s) Q1,2(S - ^tn2G)262K (2G) d2G
-^r h^, l (s-^r)
^ ^
= Q1,2(^)eiHn1HnSn áHnHñiT,.^,^ d^ ( 1 -I- 0(1)) . (2.46)4^r _,^
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En consecuencia, la normalidad asintótica de ^{ Dyv - µyj ; fDLS (1, 2) } se deduce de
(2.32) y (2.46) una vez que se haya establecido la normalidad asintótica de la variable
aleatoria
^ _ _
en = V IL Q1,2(^) (cOtÓ (^) + clti (^)) d^, (2.47)
-^
siendo co, cl constantes arbitrarias y, para l = 0,1, tl (a) dado por:
^ 1 N ^t-^ l
Kh (^t-^)(In(^t)-E(In(^t)))•^ n^- -^ n j ^Zn
N--
Nótese que 9n puede escribirse como una suma de variables aleatorias de la forma
1 N
en = ^ ^ ^t,
^/^/^ t--N
donde
^
^1t = (In (at) - E (In (^t))) Q1,2(^) ^hn (.^t - ñ) dñ,
-^
siendo ^hn (u) _ ^(u^hn)^hn y ^(u) = coK(u) + c1uK(u).
(2.48)
Argumentos análogos a los empleados en (2.43) y(2.44) permiten demostrar que las
variables r^t son tales que Cov (r^t, r^s) = 0(1) y
^ 2
Var (r^t) = Qi,2 ( ^t) Ĵi (^t) ^(u) du (1 + 0(1)) •
-^
De este modo, aproximando de nuevo el sumatorio por una integral se obtiene
V ar(Bn)
N
t=-N
1 ^ Qi,2(u)Ĵi (u)du ^ ^(u)du 2 (1 + 0(1))2^r
-^ -^
^e (1 + 0(1)). (2.49)
La normalidad asintótica de 9n se establece finalmente mostrando que las variables
{r^t} satisfacen las condiciones estándar de Lindeberg-Feller para norinalidad asintótica
bajo condiciones de independencia. Dichas condiciones son
N ^r 2 ,r
^^ E(^lt )^ ae - 2^r ^(u) du Qi,2 (u)Ĵi (u) du
t=-N -^ -^
(2.50)
Y
1 N
ñ^ E(^1t 1{^^nt^>E^BnI/2}) ---^ 0 para todo s> 0. (2.51)
t=-N
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La primera condición se sigue inmediatamente de (2.48) y(2.49). Para probar la se-
gunda condición se precisa usar un argumento de truncamiento debido a que las ordenadas
del periodograma In(.^t) no están necesariamente acotadas.
Sea M un punto de truncamiento fijo y denotemos
IM(^t) = In(^t)1{^In(at)^<M}•
En lo que sigue, se añadirá un superíndice M para indicar las cantidades computadas
con IM(^t) en lugar de con In (^t). Entonces Bn = 9M + BM, donde
N1eM -
n ^ 1 ^ (^lt - ^^) •
NV ^b
--
Puesto que la función núcleo K es una función acotada con soporte coinpacto (hipótesis
H3.4), ^(.) es acotada, luego existe una constante c tal que se verifica
^^1M^ < chñl.
Por lo tanto, en base a la hipótesis H3.5, se concluye
máx ^r^M^ 1 <c 1 ^0.
-N<t<N
^ ^,hñ
Es decir, cuando la longitud de la serie de tiempo, n, es grande, el conjunto {^^lM^ ?
sae,M} es un conjunto vacío y la condición de Lindeberg-Feller (2.51) se satisface para
{r^M}, luego
e^ ^ N(^^ ^B,M)• (2.52)
Para completar la prueba es ahora suficiente inostrar que, cuando primero n-> oo y
despues M^ oo, se tiene
V ar (9ñ ) -^ 0.
En efecto, si (2.53) es cierta, entonces
2
cpen (t) -^ cpZ (t) cuando n-^ oo,
(2.53)
donde cPe,^ (t) y cpZ (t) denotan las funciones características de en y de una variable aleatoria
N (0, ^é ) respectivamente. Obsérvese que:
IEexp (iten) - exp (-t2aé/2) ( <
< I E exp ^it9ñ ) (exp (itBñ ) - 1) I
+ IEexp (it9ñ ) - exp (-t2^é,M12) I
+ lexp (- t2^é,n^/2) - exp ^-t2aél2^ I . (2.54)
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El primer término está acotado por
E lexp (it,BM) - 1
y, por tanto, va a cero si (2.53) es cierto.
= O (Var (BM) ) ,
La convergencia a cero del segundo término se sigue inmediatamente de (2.52) y del
teorema de Levi, para cualquier M> 0. Finalmente, el tercer térinino va a cero cuando
M-^ oo por el teorema de la convergencia dominada.
En consecuencia, sólo resta probar (2.53) . Nótese que BM y 9n tienen la misma estruc-
tura. Por ello, razonando como en (2.49) se obtiene
Var(6M)
N
ñ^^1M2 = ñ ^ E((In(^t) - E(In(^t))) I (^In(^t)^ > M))2 x
t=-N t=-N
.^
x nw 1,2 (^)^hn (ñt - ñ)dñ.
-^
(2.55)
El primer término en la expresión anterior converge a 0 cuando M-3 00, mientras que
el segundo térinino está acotado, luego el teorema de la convergencia dominada permite
concluir que Var(9ñ ) converge a 0, demostrándose así (2.53).
b.2) Demostración en el caso fn = fLS•
Razonando como antes, la igualdad (2.23) puede reescribirse como
Dw = Dy^ (Ĵi^ .Í2) -i- ^n + Op ( 12hn)-1
donde ahora
1 ^ /
^n = 4^ Q1,2 (,^) 1 .fLS (ñ) - .f1 (ñ)^ dñ.
-^ \
Utilizando los resultados asintóticos obtenidos para mLS en (1.32) se obtiene
^
ĴLS (^) - Ĵl (a)
(2.56)
exp {ml (^)} {mLS (^) - ml (^)}
+Op (hñ -^ (nhn)-1) . (2.57)
Sustituyendo (2.57) en (2.56) se tiene que
DW = Dyv (Ĵl^ .f2) + ^n ^- Op (nhn)-1 (2.58)
con
^
^n = 4^ Q1,2 (^) .f1 (^) (mLS (%^) - ml (^)) d^.
-^
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La expresión obtenida para Eñ puede dividirse en dos términos de modo similar a como
ocurría con En en (2.25):
^ _
^n = 4^. - ^w1,2(^) .fl(ñ) {1nLS (^) - E (mLS (ñ))} dñ
^
^
+ 4^ Q1,2 (^) fl (^) {E (mLS (^)) - ml (a)} d^ = V* + B*, (2.59)
-^
de modo que B* y V* determinan el sesgo y la varianza de DyV, respectivamente.
Recuérdese que, en este caso, mLS denota el estimador lineal local mínimo cuadrático
correspondiente al modelo ^
Yk = log(jn (^k)) = ml(%^k) + sk + rk (2.60)
una vez centrado restando Co = E(sk) _-0, 57721 en ambos lados de la ecuación
(2.60). Aquí ^nl(^k) = log (fl(^k))^ ck son variables aleatorias iid con función de den-
sidad f^(x) = exp {- exp (^) -^ ^} y rk = log [1 + Rn,k^ {fl(^k)Vk}] denota un térinino
despreciable asintóticamente. Se sabe, ademá,s, que Var (sk) = ŝ .
De hecho, el Teorema 6.4 en Fan y Gijbels (1996) establece que:
N 2 N 2
mLS (^) _ ^ Kh^. (^t - ^) (Yk - rk) + O logn^2 = ^ Khn (^t - ^)Y^ + 4 log^-a72 '
t=-N ^ t=-N ^
de inodo que, en adelante, la demostración se continuará para el priiner término en la
expresión anterior, que se seguirá denotando por ^nLS(^).
Recurriendo de nuevo a la notación matricial se puede escribir:
mLS (^) = einSñ ^11^W^Yn
mLS (^) - E (mLS (^)) = e1Sn,,^T*n,a
donde la matriz S se define coino en 2.28 Y (Y_ Y Y tn,,^ ( )^ n= N^ ...^ 0, ..., l^r)
(tón(9), tin(B))t, 9 E [-^r, ^] es ahora el vector de elementos
N
ti n(e) = ñ^(^t - e)` Khn (^t - e) (Yt - E(Yt)) , L = o, l.
t=-N
*
Y T n,B
Paso 1. En primer lugar nos centraremos en el término correspondiente al sesgo del
estadístico discriminante:
^
E(^ñ) = B* = 4^ Qi,2(^) fi(^) {E (mLS(^)) - ml(^)} d^
-^
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En este caso, mLS(^) es el estimador lineal local de ml(a^) = log ( fl (ak)). Procediento
igual que en el caso anterior, se llega a la siguiente expresión del sesgo asintótico de mLs
bajo II1:
2
E (mLS (^)) = ml (^) + 2n µ2 (K) mi (^) + o ()zñ^
Puesto que bajo II1, mLS(^) converge uniformemente a ml(^) en ^ E[-^r, ^r], utili-
zando la Hipótesis (H3.5) y el teoreina de la convergencia dominada se obtiene:
^
E(En) 4^ Q1,2(^)f1(^)mi(^)d^ 2µ2(K)l^ñ (1 -I- o(1)) _
-^
^
_ ^^l-t2 (K) hñ Q1,2(l^) f1(í^) mi(^) d^ + o (hñ) . (2.61)
-^
De nuevo, el término de la integral que aparece en (2.61) existe como consecuencia de
la existencia y acotamiento de la segunda derivada de ,fl en [-^r, ^r]. El resultado (2.17)
^ ^
queda así probado para fn = fLS•
Paso ,2. Consideraremos ahora el término correspondiente a la varianza. A partir de
(2.58) y (2.59) se obtiene que
Var (^ñ) = 1s^2
^
^ Q^,2(^)Q^,2(^')f^(^)f^(^')rñ (a, ^') dada'
-^ -^
donde
rñ (a, a') = E { [mLS (^) - E (mLS (^))] [mLS (^') - E (mLS (^'))^ } .
(2.62)
(2.63)
Recurriendo de nuevo a la notación matricial se puede escribir:
mLS (^) - E (r►2LS (^11 - elsn,aT *n,^
donde la matriz Sn^^ se define coino en (2.28), y T*n,e =(tón(9), tin(B))t, B E [-^r, ^] es
ahora el vector de elementos
N
tin(B) = 1 ^ (at - e)l xhn (^t - e) (Yt - E (Yt)) , ^ = 0,1.
n
t=-N
Utilizando esta notación, (2.62) puede reescribirse como:
Var E* 1 ^ ^ ^ ^' ^ ^' et S-1 E{T* T* t ^} S-l,el d.^d.1'.( n) - 167t2 Q1,2( ) nw1,2( )fl( ).fl( ) 1 n,^ n,^ n,a n,a
-^r -^
Por tanto,
V a,r (HnEñ) _
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1 ^ ^
16^r2 Q1,2(^)Qi,2(^')fi(^)fi(^')eiHnSn,^HnV*n,a,a^HnSñ ^,Hnel d^d^'^
-^ -^
(2.64)
siendo V*n,^,^,^ la matriz 2 x 2 definida de forma análoga a(2.39), con elementos
vin (^' ^^) _ n_2 N N i^t - ñ Z ñs - ñ' ^
Khn l^t -^) Khn^7
^ ^ hn hn
t=-N s=-N
donde ahora -yn (^t, ^s) = E {[Yt - E (Yt)] [YS - E (YS)]}.
De acuerdo con el modelo (2.60):
2
^n (^t, ^s) = Cov(^t^s)1{t=s} = 6 1{t=s}^
de modo que
N ^t-^ i
vz,^ ^^^ ^') = n-2
^ h
t=-N n
para i, j E {0,1}.
(^s - ^') ^n (^t^ ^s) ^
í^t-^^ ^ ^
h Khn(^t-^)Kh,^(^t-^)
n
^2
6'
Denotando por
^ ^
Iij - ^w1,2(^)Qi,2(^') Ĵl(^)fi(^') v2,^ ^^, ^') d^ d^'^ Para i, j E{0,1} ,
-^ -^
se puede proceder de modo análogo a coino se hizo en (2.42) y(2.43), concluyéndose que
,^2 ^ hñ 1(s^-^)
2^nI2^ _- Q1,2(s - lznu)f1(s - hnu)u2K (u) du
6 -^r h^, l (s-^r)
h^, l (s+^r)
x Q1,2(s - hnv) fl(s - Iznv)v^K (v) dv ds. (2.65)
hñ 1(s-^r)
Utilizando razonamientos análogos al caso de trabajar con el estimador periodograma
^
suavizado, ,fDLS, aplicando el teorema de la convergencia dominada en (2.64) se obtiene
^2 ^r
8^rn Var (^ñ) = 6 Ĵi (u)Qi,2(^c) d^c + O(Izñ)
-^
estableciéndose así (2.18).
Paso 3. Se probará a continuación la normalidad asintótica del estadístico discrimi-
^
nante Dw calculado a partir del estimador log-periodograma suavizado, fLS.
De acuerdo con la notación empleada, bajo II1, se tiene
^ {Dw - µw,.fLS (1' 2)} -
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^ ^
4^ Q1,2(^).fl(^)eiSn,^Tn,^ d^ (1 + 0(1)) .
-^ .
^ ^
4^ Q1,2(^)f1(^)eiHn 1 HnSñ ^HnHñ iTñ ^ d^ (1 + 0(1)) . (2.66)
-^
Así, la normalidad asintótica de ^{DyV - µyj, fLS(1, 2)} se deduce de (2.32) y (2.66)
una vez que se haya establecido la normalidad asintótica de la variable aleatoria
^ _ _
Bn =^ nw1,2(ñ) fl(ñ) (COtpn(ñ) -i- Cltln(i^)) dñ, (Ĝ .67)
-^r
donde co y cl denotan dos constantes arbitrarias y, para l = 0,1, ti n(^) se define de modo
análogo a ti ( a) en (2.47):
N l
tin(^) _ ^ ^ ^th ^ Khn (^t - ^) (Yt - E (Yt)) •
N n^=-
De nuevo Bñ puede escribirse como una suma de variables aleatorias de la forma
donde ahora
*
t (2.68)
^
rlt =(Yt - E(Yt)) Qi ,2(^),fl(^) Ŝhn (^t - a) da,
-^
con ^hn (u) _ ^(u^^^n)^hn Y ^(u) = coK(u) + c1uK(u).
Utilizando argumentos similares a los empleados para (2.48) puede demostrarse que
las variables r^t son asintóticamente independientes con varianza
Var (rIt ) _ ^2 Q1,2 (^t) Ĵl (^t) ^ ^(u) du 2 (1 + 0(1)) .6 _,^
De este modo
7T2 1 ^ ^ 2
Var(9ñ) = 6 2^r _^ Q1^2(u) fi (u)du -^ ^(u)du (1 + 0(1)) _
= Qé* (1 + 0(1)) . (2.69)
Una vez más, la normalidad asintótica de Bñ se establece tras comprobar que las va-
riables r^t satisfacen las condiciones de Lindeberg-Feller para normalidad asintótica.
La primera condición,
1 N
ñ ^ E (it 2 ) ---^ ^é*
t=-N
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se sigue inmediatemente de (2.68) y(2.69).
La segunda condición,
1 N
r^ ^ E (^7t 2 1{I^t I>_E^Bn1^2})
t=-N
-^0 paratodo^>0
puede probarse utilizando un argumento de truncamiento completainente análogo al ein-
pleado para (2.51). Así, dado M un punto de truncamiento fijo y denotando
YtM = Ytl{^Yt^<M}^
se prueba que
BnM ^ Nl^^ ^é M)^
Entonces se llega a que
(2.70)
IE exp ( itBñ) - exp (-t2^é* /2^ I <
< IEexp ( itBñM) (exp (itBM) - 1) I
+ IEexp (itBñM) - exp (-t2QÓ^,Ml2) I +
^exP (-t2^é^,Ml2) - exp (-t2^é*/2) I (2.71)
La convergencia a cero de cada uno de los tres términos en (2.71) puede probarse
siguiendo argumentos análogos a coino se hizo para (2.54), luego queda probada la nor-
malidad asintótica del estadístico discriminante según (2.16).
b.3) Demostración en el caso fn = fLK•
Procediendo igual que en el caso anterior, bajo II1 se tiene:
Dw = Dy^ (fl^ f2) + Eñ* + Op(l^ñ + (nhn)-1) _
= Dyj1 (.Íl^ ,f2) + ^n* + ^P((nhn)-1)
donde ahora
^
^n* 4^ ^w 1,2 (a) .Íl (^) (mLK (a) - ml (^)) di^ .
-^
(2.72)
Segúii lo visto en la Sección 1.3 de la presente memoria, ^Ci^
_(rrmLx(^), m^LK(^)) t
maximiza la log-verosimilitud local asociada a la secuencia {Y^ = log (In (^k ))}, que coin-
cide como se vió en (1.37) con la log-verosimilitud local de la secuencia {exp (Y^ )}(donde
Yk = ml(.1^) ^- ^^), variables aleatorias independientes con distribución exponencial de
media f(^^). Este es un caso especial de los estudiados por Fan, Heckman y Wand (1995).
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Denotando por
^0*^ = añl I 7`nLx(%^) - m1(^)^ hn ( n^LK(^l - mi(%^)))t (2.73)
con an =(nhn)-1^2, se tiene que ,Q*^ es de la forma (Fan, Heckman y Wand (1995)):
,0*^, _ -A-iW,^,a ^- op(1) (2.74)
uniformemente en a E[-^r, ^r] (Nielsen (2005)), siendo A=- 2^ )1 00 µ2(K)
N ñk-ñ
Wn,^ = an ^ ql(ml(^, ^k), eY^)Zk,aK lz (2.75)
k=-N n
con
^k-^ t
Zk,^, = 1, h , ^, _ -N, ..., N,
n
^7L1(ñ, ñk) = 17L1(^) + mi (^) (^k - ^) ^
qi(x^ y) = á^Q(ex^ y) = ye-x _ 1.
En particular,
Y' _
ql(ml(^k), eY^) = e k ^1(^k) ^
.fl( k)
y, denotando por q2(x, y) _(^) Q(ex, y) _-ye-x:
q2(ml(^k)^ eYk ) _ -
Además, se verifica
I,'ek
Ĵl(ak)
Wn ^- an 1 1 ml (^) hn (^2(K)^ ^)t + op(hn)2^r 2
con
2
Ba = 1 Ĵi (^) µ^ (K ) 0 22^r 0 µ2 (K )
Sustituyendo (2.73) y(2.74) en (2.72) se llega a que
(2.76)
(2.77)
(2.78)
-^ N (0, B^,) (2.79)
1 ^ ^
^n = 4^ Q1,2(^).fl(^) anei^ád^ _
-^
-1 ^
= 4^ an Qi,2(^).fi(^)eiA-1 Wn,^,d^ + op (nhn)-1^2 .
-^r
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De rnodo análogo a como ocurría con En en (2.25) y Eñ en (2.59), Eñ* puede expresarse
como suma de dos componentes que determinan su sesgo y varianza, respectivamente:
^
^n* 4^ an Q1,2(^).f1(^)eiA-1 (Wn ,a - E(Wn,a)) d^ ^--
-^
-1 ^
+ 4^ an Qi,2(^)fi(^)eiA-lE (W^z,a) da + op (nJzn)-1^2 =
-^
V** -}- B** ^- op (^2hn)-1^2 (2.80)
Paso 1. La expresión asintótica del sesgo para el estadístico discriminante DyV se
obtiene a partir de las expresiones (2.79) y(2.80):
E E** = B** _-1 an ^ ^ a et A-lE W d.\ _( n) 4^ Q1,2( ).Íl( ) 1 ( n,a)
-^r
2 N ^ i^^-ñ
= 2 ^ -^ Q1,2(^).Íl(^)E q1(ml(^^ ^k) ^ eY^ )K hn d^. (2.81)
k=-N
Dado que E { eY^ }= f1(^k), para k =-N, ..., N, se tiene que:
_ , ^
E qi(ml(^^ ^k)^ eY^)K ^^z ^ = 9i(mi(^^ u)^ Ĵi(^))K
ulz ^ 2^du.n -^ n
Realizando el cambio de variable u -^= Jznv, en la expresión anterior resulta:
, ^^-^
E ql (ml (^, ^^), eY^ )K hn =
^
Q'1(m 1(^, ^ -I- h,nv), fl (.\ -}- hnv))K (v) 2^ h,ndv. (2.82)
-^
Se tendrá ahora en cuenta que, a partir de las expresiones obtenidas para ql(•, •) y
q2(^, ^)^
q1 (ml(^)^ f1(^)) = f1(^)e-ml^^l - 1= 0 (2.83)
4'2 (m1(^) ^ Ĵ1(^)) _ - fi (^)e-ml ^^`1 = -1. (2.84)
Obsérvese que el primer término del integrando en (2.82) verifica:
2 2
R'1(ml(^, ^+ hnv)^ Ĵ1(^ -I- hnv)) = 4'1(r►21(^ -I- hnv) - m^ (^)1i 2 -f- o(hñ)^ .f1(.^ -^ hnv)),
de modo que un desarrollo de Taylor conduce a
4'1(mi(%^,•1-I- hnv)^.f1(^ -^ hnv)) = q^(m1(^ -I- hnv)^.Í1(.^ -f- hnv))-
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-q2 (ml (^ + hnv) ^ Ĵl (^ + hnv))m1(^) hnv2 + o(hñ)2
2 2
= m^ (^) h 2 ^- o(hñ),
en virtud de lo establecido en (2.83) y(2.84).
En consecuencia, teniendo en cuenta que las variables C eY^ } son independientes e
idénticamente distribuidas, volviendo a(2.81) : l
2 ^r 2
E(E^i )= 2 n Q1,2(^) Ĵl(^) 2^m1(^) 2n/^2(K)d.^ (1 + 0(1)) _
-^
^
_ ^^l-^2(K)hn Q1,2(^1.f1(^)mi(ñ)dñ + o(hñ)^
-^
y (2.17) queda así demostrado.
Paso 2. A continuación procederemos a calcular la componente relativa a la varianza
del estadístico discriminante, Var(Eñ*). De acuerdo con (2.80):
Var(Eñ*) = E(V**2) _
2 ^r ^r
167^2
Q1,2 (^)nw 1,2 (^').fl (^).fl (^')i'n
-^ -^
denotándose en este caso
(^, a') d^d^' (2.85)
^l'n (ñ, %^') = eiA-lrn l^^ ^')A-lel,
con
rñ* (^, ^') = E { (Wn,a - E (Wn,a)) ( Wn,^,, - E ( Wn,a, ) ) t } . (2.86)
De acuerdo con la definición de W1z,^, en (2.75), se tiene que:
N N
ñk-^
-yn ^^, ^') = an ^ ^ 4^r2Cov ql (ml (^, ^k), eYk )K
k=-N T=-N
hn
_ i
^ ql(1721(^'^ ^r)^ eYT )K ^rh ^ .
n
Puesto que las variables {eY^, k=-N, ..., N} son independientes e idénticamente dis-
tribuidas y, además, ql (x, y) es una función lineal en y, entonces se tiene que
_ ^
Cov ql(ml(^, ^k), eYk)K ^k - ^ ^ 91(ml(^'^ %^r), eYr)K ^r^z ^ = 0
^Zn n
S 1 ^ ^ 1' .
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Por lo tanto:
^n (a, a') _
2 2 N Y' ^k-^ i Y^ ,^k-^i
= 4^r an ^ Cov q1(mi(^^ ^k)^ e`^)K hn ^ 41(m1(^ ^^k)^ e^)K hn =
k=-N
= 47^2añ
N ^
^ E ql(ml(^^ ^k), eY^)ql(ml(^^^ ^k)^ eYk)K ^ h ^ h' ^kh ^ -
k=-N n n
N ^
-4^r2añ ^ E 9'1(rr►1(^, ^k), eY^ )K ^ĥ ^ E ql (rrcl (^,, ^k), eY^ ).K ^k^ ^
k=-N n n
De acuerdo con lo visto en el Paso 1, el segundo término en la expresión anterior es
O(Izñ), luego
N
^n (ñ, ñ^) = 47r2añ ^ E { ql (ml (^^ ^k) ^ eY^ ) x qi (ml (^^, ^k), eY^ ) x
k=-N l
_ i
xK ^ĥ ^ K ^k^z ^ + O(hñ) (2.87)
n n
Por otro lado, teniendo en cuenta la definición de ^nl(•, •) en (2.76) puede escribirse,
para ^, ^' en un entorno de ^k:
qi(mi(^^ %^k)^ eY^) - ql(ml(%^k)^ eY^) + q2(ml(^k)^ eY^) (ml(^, ^k)
- r121(^k)) -}-
-f-o ((ml (^^ ^k) - m1(^k))2) = qi (ml (^k) ^ eY^ ) + o(hn)
De esta forma, sustituyendo (2.88) en (2.87) se tiene
N ^
^ ñk-%^
`Yn (^, ^') = 4^2añ ^ E 4'i (m1(^k) ^ eY^ ) K ^z K Iz
k=-N n n
Si tenemos en cuenta que, según (2.77)
Y'
4'1(rr^1(^k), eY^) = e ^ - fl(^k),
.fl (^k)
entonces
Y' ( 2
^ e^- ñ
E{4'i(ml(^k)^ eY^)} = E ^i k = 1
.Íl ( k )
De este modo, (2.89) resulta
(2.88)
1 ^ (i+o(i)).
(a.as)
ryn (^, ^^) = 4^2añn ^ K uh ^ K u-^^ 1 d2^ (2.90)
-^r n hn 27r
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Sustituyendo (2.90) en (2.85) se tiene
a2 ^^ ^^
Var(Eñ*) = 16^r24^r2añn x Q1,2(^)Q1,2(^')fl(^).fl(^')x
-^r -^r
x ^K ^-^ K u-^' 1 du d^d^' _
_^ Izn h,n 2^
4 ^r ^r _ ^
ann Q1,2(^).Íi(ñ)K u-^ di^ nw1,2(^')fi(^')K uh ^ di^' d2G.8^
-^r -^r hn n
Realizando los cambios de variable u-^= Iznv y ^c -^' = hns se llega a que
a4 ^r ^
Var(E^ )= 8^rn Q1,2(^ - hnv)fi(^ - hnv)K (v) hndv x
-^ -^
^
x Q1,2(2^ - hns) fi(^ - hns)K (s) hnds dz^. (2.91)
-^ ^
Recurriendo a un desarrollo de Taylor se tiene, para cada una de las integrales
^
lím Q1,2 (2t - hnv) f 1(u - ltnv)K (v) dv = Q1,2 (2t) f 1(u) •
rc^°° -^
De forma que (2.91) resulta
^
Var(E^*) = 8^rn - Q1 ,2(u) Ĵi (u)du^
^
quedando así establecido (2.18) .
Paso 3. A continuación, pasará a probarse la normalidad asintótica del estadístico
discriminante Dw. De (2.72) y(2.80) se deduce que
^ { Dw - µw,.fLx (1 ^ 2) Ĵ -
- /,„ a,^ ^r
V4^^^ Q1,2(^).Íl(^)eiA-i (Wn,^ - E(Wn^a)) d^ (1 + oP(1)) •
-^
(2.92)
Teniendo en cuenta las definiciones de A y Wn, para probar la normalidad asintótica
de (2.92), basta con establecer la norinalidad asintótica de la variable aleatoria
^ 2 N ^ ^
en* = v ,Gan ^ nw 1,2(^).Íi (^)qi (ml (^^ ^k)^ eY^` ^ K ^ )z ^ da,2
k=-N -^ n
suma de variables independientes e idénticamente distribuidas. Así, la norinalidad asintóti-
ca de (2.92) se deduce sin más que aplicar razonamientos análogos a los empleados en las
demostraĉiones anteriores.
c.q.d.
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A1 igual que con los resultados de Kakizawa(1996) y Zhang y Taniguchi ( 1994), el
Teorema 2.3.1 establece que el estadístico discriminante Dw, basado en cualquiera de los
tres estimadores lineales locales del espectro propuestos en Fan y Kreutzberger ( 1998),
sigue asintóticainente una distribución normal. El centro de esta distribución es la verda-
dera disparidad existente entre las dos densidades espectrales f 1 y f 2, Dw ( fl , f 2) , más un
sesgo asintótico de orden /zñ que depende del sesgo del estimador espectral utilizado y de
la función de divergencia W mediante el término f^^ Qj,^(.^)cpj(^)d^.
Con respecto a la varianza asintótica del estadístico Dw, se puede llegar a conside-
raciones análogas. Así, la varianza asintótica de Dw cuando el estadístico discriminante
se basa en el log-periodograma suavizado mediante mínimos cuadrados, fLS, resulta ser
^r2/6 veces mayor que su varianza asintótica cuando en la construcción de Dw se emplean
fDLS ^.fLx• Esto ya se observaba en el coinportamiento asintótico de los tres estimadores
espectrales y, de hecho, resultaba predecible dado que el método de máxima verosimi-
litud es rnás eficiente que el método de mínimos cuadrados ya que, según se recordará,
la distribución de los términos e^ en (1.28) no resulta normal. Por otro lado, la tasa de
convergencia de orden n-1^2 logra alcanzarse ya que el estadístico discriininante Dw se
basa en integrar cada uno de los estimadores no paramétricos.
Una vez establecida la distribución asintótica del estadístico discriminante Dw según el
Teorema 2.3.1, las probabilidades de inala clasificación asociadas a Dw pueden obtenerse
directamente a partir de este resultado. Así, bajo las condiciones del Teorema 2.3.1, se
concluye que
] _ ^(2I1) = P[D < ^InP -^ µw'f^(1' 2 + (1) (2 93)
Y
lwDw
Vw,.f^, (1 ^ 2)
0 .
> O^II ] _ ^(l I2) = P[DP -^ µw'fn (2' 1 (1)+ (2 94w 2Dw
Vw,.fn (2^ 1)
0 . )
Cabe señalar que Dw tiende en probabilidad a (-1)j+1Dw(fj, f^) y, por otro lado,
Dw(fj, f^) > 0, para (j, ^) _ (1, 2), (2,1), dado que fl(^) ^ f2(^) en un conjunto de
medida de Lebesgue positiva. Por lo tanto, las expresiones (2.93) y(2.94) permiten concluir
que las probabilidades de mala clasificación asociadas al estadístico discriminante Dw
tienden a cero, tal y como se establece en el siguiente teorema.
Teorema 2.3.2 Bajo las Hipótesis (H^.1^,...,(H`3.5), si fl(^) ^ f2(^) en un conjunto de
medida de Lebesgue positiva, entonces,
lím PDw(2^1) = lím PDw(1^2) = 0.
n---^oo n->oo
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El Teorema 2.3.2 establece así que el estadístico discriminante DyV proporciona un
criterio de clasificación consistente.
2.4. Análisis discriminante a partir de muestras de entrena-
miento
Hasta el momento se ha trabajado bajo la hipótesis de que las densidades espectrales
Ĵl (^) Y,Í2 (^) asociadas a las poblaciones entre las que se discriinina, II1 y II2, son cono-
cidas. Sin embargo, en la práctica, pocas veces se da este supuesto y dichas densidades
deben ser estimadas a partir de muestras de entrenamiento disponibles en cada una de las
dos poblaciones entre las que se intenta discriminar.
Supongamos que se dispone de ri realizaciones de longitud ni
Xi^ _ (Xi.7(1)^Xi.7(2)^...,Xi.7(nz))t^
con j= 1, ..., r27 i= 1, 2 para estimar fi(.^), i= 1, 2. Entonces, la densidad espectral
fi(^) puede estimarse promediando los estimadores espectrales obtenidos a partir de cada
una de las series disponibles de la i-ésima población:
^ 1 r2 ^f2(^) ^ fij (ñ), ñ E [-^r^ ^^ ^_ Z^
^=1
utilizando para ello cualquiera de los tres estimadores lineales locales propuestos por Fan
y Kreutzberger(1998).
Para clasificar Xn se utilizará entonces el estadístico plug-in
DW = Dw(fn^ f2) - DW (.Ín, f1) _
^
- 1 W fn^^) - W fn^^) d^, (2.95)
4^r _,^ f2 (^) Ĵl (^)
^
y se asignará Xn a II1 si Dy^ > 0 y a II2 en caso contrario.
A continuación se estudiará el comportamiento asintótico del criterio discriminante
resultante.
2.4.1. Propiedades asintóticas
Por simplicidad, se supondrá que la longitud de las series de entrenamiento en cada
grupo ni = cin para algún c2 > 0, y que las series Xl^, (j = 1, ..., rl), X2j, (j = 1, ..., r2)
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y Xn son independientes entre sí. Así mismo, la densidad espectral de todas las series del
inisino grupo se estiinará utilizando el inisino parámetro ventana lzz. En orden a establecer
las propiedades asintóticas del criterio propuesto se establecerán además las siguientes
hipótesis:
Hipótesis (H3.1') Las series XZj = (XZj (1), XZj (2), . . . , XZj (ni))t, j = 1, . . . , ri son reali-
zaciones independientes de un proceso lineal gaussiano (para i=1,2).
Hipótesis (H3.5') La sucesión de parámetros ventana h2, i= 1, 2 satisface
(log n)4 hi -i 0 y nhi ^ oo cuando n^ oo.
Manteniendo esta notación y la empleada en la sección anterior se demuestra el si-
guiente resultado:
Teorema 2.4.1 Si se verifican las mismas hipótesis del Teorema ^.3.1, y las condiciones
(H3.1'^, (H3.5'^, entonces bajo IIj se tiene q^ce:
Dyj, ^ (-1)j+1 DW (fj^ Ĵk)
donde
con
^{Dw + (-1)^ ^w, f(.7^ ^)}
(2.96)
^ N (0, Vy^,,f (j^ ^)) ^ (2.97)
2
µW,f (j^ ^) = Dw (fj ^ .fk) + 8^ ^2(K)
^
Qj,k (^) ^j (^) d^-
-^
- hk µ2 (K) ^ Qj,k (^) f i (^) ^Pk (.^) da + o (Izñ) + o (h^) , (2.98)8^r
-^ f2(^)
^
fi^ (ñ) Si f = fDLS
^
ml (^) .fl (^) SZ .Í = .fLS
_ ^
VW^Ĵ `.i^ ^) = c [Qj,k (^) fj (^)^2 dñ
-^r
con C = (8^)-1
1 ^
+c [Qj,k (^)fj (a)J2 a,a+o (hñ) +o(hk),
ck7'k -^
si f= fDLS o f= fLK y C= (8^r)-1 ^r2^6 si f= fLS•
Demostración del Teorema 2.4.1
o .f - .ÍLK
(2.99)
El Teorema 2.4.1 se establece recurriendo a las propiedades asintóticas de cada uno de
los tres estiinadores espectrales considerados, a las condiciones de regularidad impuestas
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sobre W y f , y a los resultados alcanzados en la demostración del Teorema 2.3.1. Se
realizará la demostración del Teorema sólo en el caso de que se suponga cierta II1, siendo
la demostración análoga ba,jo II2.
a) Convergencia en probabilidad.
Puesto que para cada uno de los tres estimadores espectrales se demuestra su consis-
tencia uniforme:
^ 1 2 ^ i= 1, 2, j= 1, ...^ rz^Ĵzj(^) - Ĵz(^) = Op (n)zi)- (2.100)
dicha propiedad se traslada a su promedio de ^nodo inmediato:
fZ(^) - f2(^) = Op (nhi)-1^2 , i= 1, 2. (2.101)
Teniendo en cuenta las condiciones de regularidad impuestas a W(• ) y la consistencia
uniforme de cada uno de los tres estirriadores se obtiene que:
W fn(^) = W fl(^) + Wi .fl(^) fn(^) - fl(^) _
f2(i^) .Í2(^) .f2(^) f2(^)
^
-yV^ Ĵ1(^) fl(^) f2(^) - f2(^) + Op (nhn)-1 + Op (nlz2)-1 , (2.102)
.f2(^) .Í2(^) .Í2(^)
^
W fn(^) = Op (nlzn)-1 + Op (nhl)-1. (2.103)
Ĵl (^)
Sustituyendo (2.102) y(2.103) en la expresión del estadístico plug-in (2.95), se tiene
que
..
Dw _ 1 ^ W .f 1(^) + Wi .Íl (^) .fn (^) - .Íl (^) -
47f -,^ .Í2 (^) .Í2 (^) .f2 (^)
^
-Wi .fl(^) .f1(^) .f2(^) - .f2(^) + Op (nlzn)-1 + Op (nlzl)-1 + Op (nlz2)-1 da =
,f2 (^) .Í2 (^) .Í2 (^)
= Dyjr (fl, f2) + ^n - ^n + Op (nhn)-1 + Op (nhl)-1 + Op (nlZ2)-1 (2.104)
donde En se define como en (2.25)
1 ^ Q1,2 (^) (.Ín(^) -,f1(ñ) J di^
^n 4^t'
-^
y En viene dada por
1 ^ ^
^n = 4^ Q1,2(ñ) ^f2(ñ) - f2(.^)^ di^,
-^
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donde se ha denotado
Q1,2 = fl(^)nw1,2(ñ).
f2 (^)
Las condiciones (H3.2) y(H3.3) garantizan que tanto Q1,2(a) como Q1,2(^) están
acotadas en [-^r, ^r]. Este hecho, junto con la consistencia uniforme de fn a fl y de f2 a f2
permiten utilizar el teorema de la convergencia dominada para establecer la convergencia
en probabilidad a cero de En y En. Así, queda demostrada la convergencia en probabilidad
^
de DyV dada en (2.96).
b) Distribución asintótica.
Se obtendrán a continuación las expresiones asintóticas para el sesgo y la varianza del
estadístico plug-in Dyjr. La demostración se hará para el caso en el que los tres estimado-
res espect•rales se obtengan suavizando directamente el periodograma mediante técnicas
de suavización local. La demostración resulta análoga para el caso en el que se empleen
cualquiera de los otros dos estimadores del espectro (log-periodograma suavizado o esti-
inador de máxima verosimilitud), reemplazando convenientemente los términos obtenidos
para el sesgo y la varianza del estadístico por aquellos obtenidos en la demostración del
Teorema 2.3.1.
Paso 1. Para el caso de trabajar con el estimador periodograma suavizado, de la
deinostración del Teorema 2.3.1 se sabe que:
^
E(En) 8^1^2 (K) hn Q1,2(^) f1 (^) d^ + o(hñ) (2.105)
-^
^
n V ar (En) = 8^r Ĵi (u)Qi,2 (u) du-}-
-^
^
^-lzñ µ2 (K) Ĵi (u)Q1,2(u)Q1,2(u) du -I- o ^hñ^ (2.106)
-^
Paso ,^. A continuación se obtendrán las expresiones asintóticas correspondientes al
sesgo y la varianza de En.
De modo análogo a como se procedía con En en (2.25, se tiene que:
1 ^ ^
^n = 4^ Q1,2 (i^) { f2 (ñ) - E ^f2 (^)^ ^ dñ-i-
-^
^ ^ _ _ _
+4^ Q^,2(^) {E ^.f2(^)^ - .Í2(%)} da = V + B.
-^
Utilizando de nuevo la teoría asintótica de la regresión lineal local y recurriendo al
teorema de la convergencia dominada se llega a que
_ _ T2 ^i _ _
E(En) = B= r ^ 4^ Q1,2(^) {E (f2^(^)) - f2(^)} d.^ _
2 ^=1 -^r
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1 ^ ^
_ ^^1^2 (K) h2 Q1,2(l^) f2 (ñ) di^ ^- o(h2) . (2.107)
-^
Con respecto al término correspondiente a la varianza, teniendo en cuenta que
_ _ 1 r2 _ _
f2(^) - E \f2(^)) = r2 ^ ^f2j(^) - E \^2j(^)'/ ^
se puede escribir
1 ^ ^ ^ ^
Var (En)
= 16^2 nw1,2(^)nw1,2(!^')r^,(í^,
ñ')d^d^'
-^ -^
donde
r2 r2 _
rn(^`' ^') r ^ ^ E ^ ^f2i(^) - E( f2z(ñ))^ ^f2j(ñ') - E(f2j(^'))^ ^
2 i=1 j=1
r2 r2
r^^ cov I Ĵ2i(^)^ f2j (^')/
2 2=1 j=1 \
Puesto que las series X2j, j = 1, ..., r2 se consideran mutuamente independientes, se
tiene que:
r2
rn,(ñ; ñ') _ ^
^ C021 ^f2j(^)^ f2j(^'))
2 ^=1
Con lo cual se llega a que
Var f En^ _
.^ ^ ^ _ _ _ _ _
r 16rr2 _
Q1,2(^)Q1,2(^')E l\f2(^) - E(f2(^))) (f2(%^') - E(.Í2(^'))) ? d^di^'
2 ,r • -,r J
donde a partir de aquí f 2 denota al estimador espectral obtenido a partir de cualquiera de
las series de entrenamiento disponibles de la población H2.
Procediendo igual que para (2.38) en la demostración del Teorema 2.2.1 se tiene que:
V ar (Hn2 ^ñ) _
^ ^ _ _
= 1 1 Q1,2(,\)Q1,2(^')eihjn2,5ñ2,^HnajTna,a,^^Hn2Sñ2 ^^Hn2e1 d^d^'^
r216rr2
_^ _^r
donde Hn2 es la matriz 2 x 2
Hn2 = 0 h^,n2 )
Sn2,e la matriz de elementos si^(9) = s+j (B) dados por
s^ 2(e) - 1 N2 ^t - e l Kh2 (^t - 9) , l = 0,1, 2,
n2 ^ h2t=-N2
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y Vn2,^,a^ la matriz
1 t -1
V nz,a,^' = Hñ2 E{Tn2,aT n2i,^^ } Hn2 =
de elementos
vo^o (^, ^') vo^l (^, ^')
vl^^(ñ, ñ') vl^l(ñ, ñ')
N2 N2 Z _ i jvi j(^, ^^) _ n2 2^ ^ ñt^ ñ
ñSlz ^ X
t=-N2 s=-N2 2 2
xKh2 (^t - ^) K1,,2 (^S - ^l) ^n2 (^t^ ^s) ^
Con ^yn2 (^t, ^s) = E {(In2 (^t) - f2 (^t)) (In2 (^s) - f2 l^s))} = cov(In2 (^t) ^ In2 (^s)•
donde ahora In2 (.) denota el periodograma asociado a cualquiera de las muestras de en-
trenamiento disponibles de la segunda población. Puesto que todas las series se consideran
realizaciones independientes de procesos lineales Gaussianos de media cero se obtiene que
N2 z i jvn2 (^^, _ 1 ñt - ñ at - i^
a,^ l ^ ^- n2 ^ h2 h2
t--N2
X
xKh2 (^t - ^) K^2 (^t - ^'^ ^f2 (^t) + 0(1)) .
Procediendo de modo análogo a como se procedía a partir de (2.38) se llega a que
_ ^ _
8^rn Var I^n I= 1 f2 (u1Q1,2(^) du^-\ / 7'2C2
-^r
^ _ _
+h2 ^c2 (K ) ,Í2 (u)Q1,2(^)nw1,2(2G) du ^- O (1Z2)
-^
(2.108)
Paso ^. De acuerdo con (2.104), y puesto que series de las muestras de entrenamiento
de cada una de las poblaciones II1 y II2 son mutuamente independientes se tiene que, a
partir de las expresiones asintóticas obtenidas para el sesgo y la varianza de En y En:
_ .,^
E(Dw) = Dw(Ĵ^^ .f2) + ^^µ2 (K) hñ Q^,2(^) Ĵi'(^) d^-
-^
1 ^ ^ ( (
- ^^ µ2 (K) lb2 Q1,2(^) Ĵ2 (^) d^ -1- o\hn^ +°\h2^
-^
nVar(DW) =
8^r ^ Ĵi (a)Qi,2(u) du ^- 8^hñµ2 (K) ^ Ĵi (^)Q^,2(^)Q^,2(u) d^c^-
-^ -^
+8^rc r ^
Ĵ2 (^^)Qi,2(u) d^ + 8^rc r h2 µ2 (K) ^ Ĵ2 (u)Q1,2(2t)Qi,2(2c) d2c+
2 2 -,^ 2 2 _ ^
-}-o (h2) + o (hñ) .
74 Capítulo 2. Análisis discriminante de series de tiempo: Un enfoque no paramétrico
De donde, realizando operaciones, se tiene que
_ ^
E(Dw) = Dw(Ĵl, .f2) -i- ^^^.^2 (K) ^Zñ nw1,2(^) .Íl (^) d^-
-^
^
_ ĝ^ µ2 (K) h2 Ĵl ^ Q1,2(^) .f2 (^) d.\ + o (lzñ) + o ^h2)
-^r .Í2( )
^
nVar(Dyv) _
_ ^^. ^ Ĵi (u)Qi,2(u) du + 8^c ^ r Ĵi (u)Qi,2(u) du + O(hñ) + O(h2).
-^ 2 -^r 2
Paso !^.
Para completar la demostración, quedaría por demostrar la normalidad asintótica del
^
estadístico plug-in Dw. De acuerdo con la notación empleada, puede escribirse, bajo II1:
_ ^
^ {DW - µW>.fDLS (1' 2) ^ 4^ Q1^2(^)e1Sñ ^bmTr^,,^d^-
-^
1 r2 ^ ...
Q^,2(^)eisn2 aTñ2,^d^ (1 + 0(1)),
r2 ^ -^r
^=1
donde Tñ2 ^ es el vector 2x1 de elementos
N2 _ l
t1,7 (e) _ ^ ^ ^t^Z e Kh2 (^t - 8) (In2^7 (^t) - f2^^t)) ^ l = 0, 1.2 t=_NZ 2
De este modo, la normalidad asintótica de ^{ Dw - µw^ fDLS (1, 2) } se deduce de
modo inmediato una vez que se haya probado la normalidad asintótica de los vectores
aleatorios
^ _
^ Q1,2(^)eiTñ2,ad^, j = 1, 2, ..., r2
-^
lo cual puede demostrarse siguiendo un razonamiento completainente análogo al utilizado
en la demostración del Teorema 2.3.1 para (2.47).
Capítulo 3
Comportamiento del
procedimiento discriminante sobre
muestras finitas
3.1. Estudio de simulación.
En esta sección se presentarán los resultados de un estudio de simulación llevado a
cabo para investigar el comportainiento del estadístico discriminante DyV propuesto en el
Capítulo 2 a la hora de clasificar realizaciones de diferentes clases de procesos estocásticos.
El estudio de simulación fue llevado a cabo con un doble propósito: en primer lugar,
determinar las tasas de mala clasificación alcanzadas cuando se utiliza el estadístico DyV
para discriminar entre diferentes clases de procesos y, en segundo lugar, comparar los
resultados obtenidos con el estadístico DyV utilizando para la estiinación de la densidad
espectral cada uno de los tres suavizadores locales:
n El periodograma suavizado por mínimos cuadrados locales, fDLS•
n El logaritmo del periodograma suavizado por inínimos cuadrados locales, fLS.
n El suavizador del log-periodograma basado en máxima verosimilitud, fLK•
En primer lugar, se consideró el probleina de discriminar entre procesos ARMA(p,q)
con errores gaussianos. En un primer momento, las simulaciones se centraron en estudiar
el comportainiento del estadístico DW a la hora de discriininar únicamente entre dos
poblaciones de procesos AR(1) o MA(1) con diferentes parámetros. A continuación se
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procedió a examinar sus propiedades para discrirninar entre un conjunto más grande de
procesos de tipo ARMA(p,q), todos ellos con errores gaussianos. Finalmente, se estudiaron
las propiedades de dicho estadístico en la discriminación de procesos con distribución
marginal no normal y distintas estructuras de dependencia, simulando series a partir de
procesos de diferente tipo:
n Procesos AR(1) con distribución marginal exponencial
n Procesos AR(1) con distribución marginal doble exponencial
n Series m-dependientes con distribución inarginal gainma
n Series m-dependientes con distribución inarginal lognorinal
Estas series cubren un amplio espectro de los procesos estoc^í,sticos con los que se puede
trabajar en la práctica, y constituyen un buen ejemplo para analizar el comportamiento del
estadístico discriminante Dyy a la hora de trabajar sobre muestras finitas en la clasificación
de diferentes tipos de procesos.
Esta sección se estructura a lo largo de cuatro apartados. En primer lugar, se ofrece una
descripción general del esquema seguido para el estudio de simulación que se ha llevado a
cabo. A continuación, se procede a describir los resultados de las simulaciones para cada
uno de los contextos analizados, según se discrimine entre procesos con errores gaussianos o
entre procesos con distribución marginal no gaussiana. Finalmente, se realiza una discttsión
de los resultados alcanzados y se exponen las conclusiones que se han derivado del estudio
de simulación. ^
3.1.1. Procedimiento experimental.
En todos los casos se siguió un inis^no esqueina para llevar a cabo las simulaciones, tal
y coino se detalla a continuación:
1. Especificación de los procesos a clasificar.
Para cada uno de los estudios de siinulación llevados a cabo, se deterininaron a priori
las clases de procesos entre las que se pretendía discriininar. Se seleccionaron modelos
que pudiesen dificultar las labores de clasificación, con índices de separabilidad bajos
y/o previainente considerados eri otros trabajos de teinática similar. En general se
seleccionaron G> 2 clases de procesos especificadas de acuerdo con los parámetros
que se definirán en cada apartado de las simulaciones.
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2. Gereeración de las series de tierrLPo.
Una vez determinados los inodelos sujetos a discriminación, se obtuvieron s realiza-
ciones de longitud n de cada uno de ellos, tomando n diferentes valores. En general,
para cada ejemplo, se tomó n= 200 y n = 400 para valorar la influencia de la
longitud de las series sobre los resultados obtenidos en la clasificación.
3. Clasificación de las series.
En el caso en el que se discriminase entre G= 2 clases de procesos, II1 y II2, a
continuación cada una de las series generadas se clasificó como perteneciente a una
de las dos poblaciones de acuerdo con el estadístico discriminante:
^ ^
DW = DyV(fn^ .f2) - DyjT(.fn^ .fl)^
tal y como se explicó en la Sección 2.2, y siendo fn un estimador de la densidad
espectral correspondiente. Para el cálculo de Dw se utilizó cada uno de los tres
estimadores no paramétricos del espectro propuestos por Fan y Kreutzberger (1998):
.. .. ..
f DLS ^,fLS Y fLK, usando en todos los casos como función de divergencia la función:
W(^) = log(ax -I- (1 - a)) - cx log(^) (3.1)
con cx = 0, 5.
Para el cóinputo de cualquiera de los tres estimadores espectrales se utilizó el núcleo
de Epanechnikov, y el paráinetro ventana h se determinó en cada caso minimizando
la función de validación cruzada sobre un rango adecuado de valores de )z. Para el
cómputo del estiinador del espectro basado en el criterio de ináxiina verosiinilitud
local se utilizó el algoritmo de Newton-Raphson.
En el caso en el que se discriminase entre G> 2 clases de procesos, IIj, j= 1, 2, ..., G,
se generalizó el procediiniento anterior y cada una de las series generadas se asignó al
modelo con el que inantenía la mínima discrepancia, evaluada de acuerdo. con la
medida de disparidad espectral
_ ^ _
DW (.fn^ .fj) = W(fn(^) f^ 1(.^))d^, j = 1, 2, ..., G,
-^
donde fn y W vienen dados como en el caso anterior.
4. Evaluación de los res^cltados de clasificación.
Para valorar los resultados de la clasificación, se calculó la proporción de series mal
clasificadas para cada una de las poblaciones de origen. Finalmente, se promediaron
estas tasas de error para obtener una tasa global de mala clasificación. Este calculo se
realizó teniendo en cuenta los resultados obtenidos con el procedimiento discriminan-
te descrito utilizando cada uno de los tres estimadores del espectro. De esta forma,
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pudo valorarse la influencia del estimador empleado en los resultados alcanzados
comparando las tasas globales de error correspondientes.
3.1.2. Discriminación de procesos con errores gaussianos.
a) Discriminación de procesos AR(1).
En priiner lugar, se consideró el problema de discriminar entre G= 2 clases de pro-
cesos autorregresivos AR(1). Así, bajo IIj, j = 1, 2, el proceso X sigue una estructura
autorregresiva dada por
Xt = ^jXt-1 -i- ^t, I^.7I ^ 1^ (3.2)
donde {st} es una secuencia de variables aleatorias independientes e idénticamente distri-
buidas según una normal N(0, QÉ ), Q^ > 0.
Es bien conocido que, si el proceso X sigue una estructura como la dada en (3.2), su
densidad espectral vendrá determinada por la expresión
2
ñ =
^e
Ĵ^ ( ) 2^(1 -}- ^^
- 2^jcos^).
En la Figura 3.1 se inuestra así la densidad espectral correspondiente a procesos auto-
rregresivos AR(1) según los diferentes valores del paráinetro ^^ en (3.2).
Para el estudio de simulación, se generaron s=100 series de longitud n= 400 a
partir de cada una de las clases IIj, (j = 1, 2), de acuerdo con la ecuación (3.2), para
diferentes valores de los parámetros ^1 y^2 y tomando siempre ^^ = 1. En la Figura 3.2
se muestra un conjunto de realizaciones aleatorias de algunos de estos procesos. Como
se puede observar, las series muestran mayor variabilidad en el caso de valores negativos
del paráinetro autorregresivo y de mayor valor absoluto, concentrándose en estos casos la
densidad espectral sobre las frecuencias mayores, mientras que para el caso de procesos
de paráinetros positivos la potencia del espectro se concentra en las frecuencias de menor
magnitud, dando lugar a realizaciones más "suaves" .
Cada una de las series generadas se clasificó como perteneciente a una de las dos
poblaciones de acuerdo con el procedimiento descrito en la Sección 3.1.1. Se calculó la
proporción de series mal clasificadas para cada una de las dos poblaciones y finalmente,
ambas tasas de error se promediaron para obtener una tasa global de inala clasificación
con cualquiera de los tres estimadores del espectro utilizados. Los resultados obtenidos se
muestran en la Tabla 3.1.
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Figura 3.1: Densidad espectral correspondiente a diferentes procesos AR(1) con errores
gaussianos N(0,1), según diferentes valores del parámetro autorregresivo ^ en (3.2).
0.0 0.5 1.0 1.5 2.0 2.5 3.0
Tal y como se puede apreciar, los resultados muestran el buen comportamiento del
estadístico discriininante Dw, con tasas de error que sólo en ocasiones superan el 20 % y
siempre cuando los procesos entre los que se discrimina vienen definidos por parámetros
autorregresivos muy similares. Se observan mejores resultados a medida que la distancia
entre los parámetros ^1 y^2 aumenta. Esto es lo que cabía esperar, dado que la distancia
entre estos valores determina la separabilidad entre las categorías II1 y II2 entre las que
se discrimina. De hecho, una medida habitualmente empleada en el contexto del análi-
sis discriminante para evaluar la separabilidad entre dos poblaciones (y por lo tanto la
dificultad para discriminar entre ellas) es la tasa de J-divergencia, definida en (2.7). En
la Tabla 3.2 se muestran los valores de la tasa de J-divergencia para el caso de discrimi-
nar entre dos clases de procesos autorregresivos AR(1) con errores gaussianos. Se observa
cómo dicha tasa se hace inayor a medida que auineiita la distancia entre los paráiiietros
autorregresivos que definen las dos poblaciones, pasando de un valor de 0,010 para el caso
de discriminar entre dos procesos AR(1) de parámetros ^1 = 0,1 y^2 = 0,2 a un valor
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Figura 3.2: Realizaciones de procesos autorregresivos AR(1) con errores gaussianos N(0,1)
y diferentes valores del parámetro autorregresivo ^ en (3.2).
^=-0.8
^=-0.4
^ = 0.2
^ = 0.6
^=-o.s
^=-0.2
^ = 0.4
^ = 0.8
de 1,930 para el caso de discriminar entre dos procesos AR(1) de parámetros ^1 = 0,1 y
^2 = 0,9. Asimismo, se objetiva que la separabilidad es menor entre procesos definidos
por parámetros autorregresivos bajos que para parámetros autorregresivos altos. Así, por
ejemplo, la tasa de J-divergencia para discriminar entre dos procesos AR(1) de parámetros
^1 = 0,1 y^2 = 0,2 es de 0,010, frente a 0,023 para el caso de dos procesos AR(1) de
parámetros ^1 = 0,7 y^2 = 0,8. Esto se traduce en una tasa de mala clasificación más
baja en este último caso, que trabajando con el estimador periodograma suavizado es de
un 6,8 %, frente al 19,8 % de error que se obtiene con este mismo estimador para el caso
de discriminax entre procesos autorregresivos AR(1) de paráinetros ^1 = 0,1 y^2 = 0,2.
Conclusiones análogas se obtienen con los otros dos estiinadores espectrales y otros valores
estudiados de los parámetros autorregresivos.
Por otro lado, aunque los resultados alcanzados con cualquiera de los tres estimadores
son buenos, parece que las propiedades asintóticas de cada uno de los suavizadores no
paramétricos ejercen cierta influencia sobre el cornportamiento del estadístico Dw. Así,
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Tabla 3.1: Tasas de mala clasificación obtenidas al utilizar el estadístico D^,y para dis-
criminar entre dos clases de procesos AR(1) con errores gaussianos N(0,1) y diferentes
parámetros autorregresivo ^1 y^2. Longitud de las series: n=400.
^1 1 ^2 -> 0,1 0,2 0,3 0,4 0,5 0,6 0,? 0,8
0
fDLS
.fLS
fLK
0,198
0,213
0,183
0,048
0,188
0,035
0,1
.fDLS
fLS
.fLK
*
0,165
0,200
0,160
0,023
0,095
0,030
0,2
ĴDLS
Ĵ_LS
fLK
*
0,148
0,225
0,165
0,028
0,065
0,023
0,3
fDLS
fLg
fLx
*
0,173
0,245
0,195
0,025
0,045
0,028
0,4
fDLS
fLS ^
fLx
*
0,138
0,220
0,158
0,013
0,040
0,020
0,5
fDLS
fLS
fLx
*
0,113
0,223
0,145
0,013
0,055
0,020
0,6
.fDLS
fLS
.fLK
*
0,100
0,175
0,125
0,002
0,037
0,005
0,7
fDLS
fLS
fLx
*
0,068
0,158
0,125
el log-periodograma suavizado fLS resulta menos eficiente que los otros dos estimadores
y por ello D^,y muestra el peor comportamiento en todos los casos cuando se utiliza este
estimador espectral. Sin embargo, los resultados alcanzados con los suavizadores f DLS Y
fLK son muy similares y no se aprecian diferencias reseñables entre ellos. De hecho, la
inayor tasa de error fue sólo de un 19,8 % con fDLS y de un 19,5 % con fLK. En realidad,
cabría esperar un peor comportamiento del estadístico Dw con fLK dado que tiene un
sesgo asintótico mayor que f DLS en las regiones con pico del espectro.
A su vez, si se comparan los resultados alcanzados con cualquiera de los tres estimado-
res con las tasas de error reflejadas en otros trabajos al discriminar entre procesos AR(1)
con errores gaussianos, puede concluirse que las tasas obtenidas resultan competitivas, si
se tiene en cuenta además que en dichas investigaciones se trabajó con series de longitud
mayor (Zhang y Taniguchi (1994), Zhang y Taniguchi (1995), Kakizawa (1996)). Así, por
ejemplo, Zhang y Taniguchi (1994), utilizando una aproximación del cociente de verosi-
militudes calculada a partir de los correspondientes periodogramas, obtienen una tasa de
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Tabla 3.2: Separabilidad entre procesos AR(1) con errores gaussianos N(0,1) y diferentes
parámetros autorregresivos ^1, ^2, evaluada mediante la tasa de J-divergencia.
^1 J, 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9
0,1 0,010 0,042 0,099 0,186 0,319 0,528 0,911 1,930
0,2 0,011 0,044 0,106 0,206 0,371 0,674 1,484
0,3 0,011 0,048 0,119 0,241 0,475 1,099
0,4 0,013 0,054 0,140 0,311 0,773
0,5 0,014 0,065 0,181 0,505
0,6 0,017 0,085 0,293
0,7 0,023 0,037
0,8 0,038
error del 15.9 % al discriminar entre procesos AR(1) de parámetros ^1 = 0,1 y^2 = 0,2, ^
con series de longitud n= 1024. Dicha tasa es de un 6.7 % cuando se discrimina entre
procesos AR(1) de parámetros ^1 = 0;1 y^2 = 0,3 y series de igual longitud. Estos por-
centajes de error son igualados por el estadístico discriininante Dw trabajando con series
de menor longitud (n = 400) obteniéndose, por ejeinplo, con el estimador fDLS, tasas de
error de un 16.5 % y de un 2.3 % en cada caso, respectivamente.
Conclusiones similares pueden extraerse si se comparan los resultados en la Tabla 3.1
con los alcanzados por Kakizawa ( 1996), utilizando la misma medida de disparidad que
la empleada en esta memoria con otro tipo de estimadores espectrales. En este caso, los
autores realizaron un estudio de siinulación en el que se discriminó entre series de longitud
n= 512 procedentes de dos clases de procesos autorregresivos AR(1) con errores gaussianos
N(0,1) y paráinetros ^1 = 0,6 y^2 = 0,7. Las tasas de error obtenidas, independientemente
de la función de divergencia utilizada, se situaron en torno al 7.5 %. Bajo este mismo
supuesto se han alcanzado con el procedimiento discriminante propuesto en esta memoria
tasas de error de un 10 %, 17.5 % y 12.5 % según se utilizase el estimador fDLS^ fLS o
^
f Lx, respectivamente. Se obtienen así tasas de error ligeramente superiores que pudiesen
ser explicadas por la menor longitud de las series consideradas en esta simulación.
A este respecto, y con el fin de determinar la influencia de la longitud de las series
en los resultados, a continuación se repitió el estudio de simulación con series de menor
longitud. Las Tablas 3.3 y 3.4 muestran los resultados alcanzados al discriminar entre
series de longitud n=200. Obviamente, el comportamiento de la regla discriminante es algo
peor que el observado en los resultados anteriores, aunque pueden extraerse conclusiones
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análogas. Así, con cualquiera de los tres suavizadores espectrales las tasas de error in•á,s
elevadas se sitúan en torno al 30 % cuando se intenta discriminar entre dos clases de
procesos definidas por parámetros autorregresivos que sólo difieren en 0,1. Estas tasas son
inenores para paráinetros autorregresivos mayores en valor absoluto. A su vez, cuando los
parámetros que definen ambos modelos son razonablemente diferentes, las tasas de error
sólo en ocasiones alcanzan el 10 % y en general se sitúan en torno al 5%. De nuevo, el
log-periodograina suavizado por mínimos cuadrados, fLS, resulta ser el inenos eficiente de
los estimadores espectrales, ya que D^,y muestra el peor comportamiento en todos los casos
cuando se utiliza este estimador espectral. No se observan diferencias relevantes entre los
otros dos suavizadores.
Tabla 3.3: Tasas de mala clasificación obtenidas al utilizar el estadístico Dy^r para dis-
criminar entre dos clases de procesos AR(1) con errores gaussianos N(0,1) y diferentes
parámetros autorregresivos ^1 y^2. Longitud de las series: n=200.
^1 J. ^2 -> -0,1 -0,2 -0,3 -0,4 -0,5 -0,6 -0,7 -0,8
0
ĴDLS 0,270 0,090
fLS 0,315 0,158
fLx 0,275 0,123
0,028
0,058
0,020
-0,1
.. -
fDLS ' 0,238
fLS * 0,260
fLx 0,230
0,103
0,143
0,105
0,098
0,140
0,108
-0,2
fDLS
fLS *
fLK
0,248
0,295
0,250
0,098
0,140
0,108
0,013
0,050
0,013
-0,3
.fDLS
fLS
fLx
*
0,210
0,285
0,233
0,083
0,140
0,093
0,013
0,048
0,023
-0,4
fDLS
fLg
fLx
*
0,248
0,295
0,268
0,043
0,120
0,073
0,008
0,040
0,013
-0,5
fDLS
fLS
fz,x
*
0,210
0,280
0,230
0,053
0,115
0,068
0,002
0,033
0,015
-0,6
fDLS
fLS
fLK
*
0,185
0,263
0,203
0,088
0,123
0,055
-0^7
f_DLS
ĴLS
ĴLx
*
0,158
0,260
0,195
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Tabla 3.4: Tasas de mala clasificación obtenidas al utilizar el estadístico Dw para dis-
criminar entre dos clases de procesos AR(1) con errores gaussianos N(0,1) y diferentes
parámetros autorregresivos ^1 y^2. Longitud de las series: n=200.
^1 1 ^2 -^ 0,1 0,2 0,3 0,4 0,5 0,6 0,? 0,8
0
fDLS
ĴLS
.fLK
0,245
0,303
0,248
0,110
0,148
0,103
0,013
0,033
0,013
0,1
ĴDLS
fLS
fLx .
*
0,275
0,313
0,263
0,088
0,155
0,098
0,028
0,053
0,025
0,2
fDLS
fLS
fLx
*
0,268
0,280
0,258
0,065
0,108
0,093
0,013
0,055
0,015
0,3
fDLS
fLS
.fLK
*
0,248
0,308
0,260
0,070
0,125
0,080
0,018
0,053
0,018
0,4
fDLS
fLS
fLK
*
0,205
0,235
0,205
0,058
0,095
0,065
0,010
0,073
0,015
0,5
fDLS
fLS
fLx
*
0,250
0,303
0,255
0,060
0,115
0,090
0,005
0,020
0,008
0,6
.fDLS
fLS
fLK
*
0,185
0,265
0,193
0,033
0,108
0,065
p^7
ĴDLS
fLS
fLx
*
0,175
0,233
0,208
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b) Discriminación de procesos MA(1).
A continuación se procedió a discriminar entre dos clases de procesos de medias móviles
MA(1) para estudiar el funcionamierito del procedimiento discriminante propuesto en esta
situación. En este caso, bajo IIj, (j = 1, 2), el proceso X sigue una estructura de medias
inóviles dada por
Xt = djet-1 +^t^ ^^^ ^< 1^ (3.3)
donde {^t} es una secuencia de variables aleatorias independientes e idénticainente distri-
buidas según una normal N(0, ^^), ^^ > 0.
Figura 3.3: Densidad espectral correspondientes a diferentes procesos MA (1) con errores
gaussianos N(0,1) según diferentes valores del parámetro B en (3.3).
0.0 0.5 1.0 1.5 2.0 2.5 3.0
Si el proceso X sigue una estructura como la dada en (3.3), su densidad espectral
vendrá determinada por la expresión
2Q^ñ=fj 2^r(1 + 2Bjcos^ + 8^ )
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segtín se indica en la Figura 3.3. En la Figura 3.4 se muestra un conjunto de realizaciones
aleatorias de algunos de estos procesos. En este caso, las series que muestran una mayor
variabilidad se corresponden con procesos MA(1) de parámetros positivos, concentrándose
entonces la densidad espectral en las frecuencias de mayor magnitud. .
Figura 3.4: Realizaciones de procesos autorregresivos MA (1) con errores gaussianos N(0,1),
correspondientes a diferentes valores del parámetro 9 en (3.3).
e=-o.s
e=-o.a
e=o.2
e=o.s
e=-o.s
e=-o.2
e=o.a
e = o.s
Para el estudio de siinulación, se procedió como en el caso anterior, generando s=100
series de longitud n = 400 a partir de cada una de las clases IIj, (j = 1, 2), de acuerdo ahora
con la ecuación (3.3), para diferentes valores de los parámetros B1 y B2 y tomando siempre
^^ = 1. Cada una de las series se clasificó de acuerdo con el estadístico discriminante
Dw = Dw(Ĵn^ f2) - 1^w(fn, fl), utilizando cada uno de los tres estimadores espectrales:
,fDLS^ ĴLS Y ĴLx tal y como se indicó previamente. Los resultados obtenidos, en términos
de la, tasa global de mala clasificación, se muestran en la Tabla 3.5. A su vez, y tal y como
se puede deducir de las expresiones teóricas de las densidades espectrales correspondientes,
i
la tasa de J-divergencia para el caso de discriminar entre dos procesos MA(1) toma valores
idénticos a los que se inostraron en la Tabla 3.2 para dos procesos AR(1), reemplazando
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los parámetros autorregresivos ^1 y^2 por idénticos valores para los correspondientes
parámetros Bl y 92.
Tabla 3.5: Tasas de mala clasificación obtenidas al utilizar el estadístico DyV para dis-
criminar entre dos clases de procesos MA(1) con errores gaussianos N(0,1) y diferentes
parámetros Bl y 92. Longitud de las series: n=400.
^1 1. ^2 --> 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8
0
fDLS
fLS
fLx
0,185
0,217
0,195
0,035
0,080
0,025
U,1
.fDLS
fLS
ĴLK
*
0,205
0,282
0,222
0,025
0,060
0,025
0,2
.fDLS
fLS
fLx
*
0,142
0,227
0,157
0,040
0,075
0,045
0,3
.fDLS
fLg
fLx
*
0,162
0,235
0,180
0,040
0,070
0,045
0,4
ĴDLS
fLS
fLx
*
0,182
0,222
0,162
0,060
0,065
0,035
0,5
ĴDLS
fLS
.fLK
*
0,185
0,227
0,202
0,110
0,055
0,035
0,6
.fDLS
fLs
fLx
*
0,192
0,210
0,165
0,125
0,070
0,030
0,7
fDLS
f LS
.fLK
*
0,262
0,240
0,195
De modo general, se han obtenido tasas de error similares a las alcanzadas en el caso
de discriminar éntre dos clases de procesos autorregresivos AR(1), que superan el 20%
en el caso de procesos entre los que exista muy poca separabilidad y que en otro caso
se sitúan por debajo del 10 %, objetivándose tasas en torno a un 2% 0 4% incluso para
clases de procesos entre los que la separabilidad sigue siendo escasa. Así inismo, sigue
observándose la repercusión de las propiedades asintóticas de los suavizadores espectrales
sobre los resultados alcanzados en las simulaciones, con tasas de mala clasificación inás
elevadas en el caso del estimador log-periodograma suavizado por ^nínimos cuadrados
^
(fLS) Y tasas similares en el caso de los otros dos estimadores del espectro. En particular,
la mayor tasa de error fue de un 26,2 % en el caso del estimador periodograma suavizado
(fDLS) y de un 22,2 % paxa el caso del estimador log-periodograma suavizado mediante
..
máxima verosimilitud ( fLx).
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Una vez inás, los resultados obtenidos con cualquiera de los tres suavizadores empeoran
ligeramente al repetir el esquema de simulación con series de menor longitud. En las Tablas
3.6 y 3.7 se muestran las tasas de error obtenidas tras clasificar realizaciones aleatorias
de longitud n=200. En este caso las máximas tasas de error, al igual que ocurría cuando
se discriminaba entre procesos autorregresivos AR(1), se sitúan en torno al 30 %, siempre
cuando se trata de discriminar entre procesos muy similares. La tasa de mala clasificación
desciende a medida que aumenta la diferencia entre los parámetros que definen los modelos
sujetos a disciminación, situándose en torno al 5% cuando estos parámetros difieren en
0,2. De nuevo, se obtienen mejores resultados cuando la estimación del espectro se realiza
mediante los estimadores periodograma suavizado, fDLS^ y log-periodograma suavizado
inediante máxima verosimilitud, fLx.
En las Tablas 3.6 y 3.7 se pueden comparar asímismo los resultados alcanzados por
el procedimiento propuesto en esta memoria con los obtenidos en el trabajo de Chan,
Chinipardaz y Cox (1996). Dichos autores proponen una solución analítica para estimar
la distribución del estadístico discriminante cuadrático que resulta de aplicar el criterio
de clasificación basado en el cociente de veroinilitudes, en caso de trabajar con procesos
ARMA(p,q). Tal y como se puede observar, con dicho procedimiento se obtuvieron resul-
tados similares, con tasas de error por encima del 20 % en caso de procesos definidos por
coeficientes muy parecidos. Parece observarse un mejor comportamiento del procedimiento
propuesto por Chan, Chinipardaz y Cox (1996) en los casos de procesos más separables,
en términos de la tasa de J-divergencia (aquellos pares de procesos definidos por coefi-
cientes de mayor valor absoluto), mientras que el criterio discriminante propuesto en esta
memoria alcanza resultados ligeramente mejores en situaciones de menor separabilidad.
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Tabla 3.6: Tasas de mala clasificación obtenidas al utilizar el estadístico DyV para dis-
criminar entre dos clases de procesos MA (1) con errores gaussianos N(0,1) y diferentes
parámetros B1 y 92. Longitud de las series: n=200. Los resultados en azul muestran las
tasas de error obtenidas por Chan, Chinipardaz y Cox ( 1996).
^1 1 ^2 ^ 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8
.fDLS 0,257 0,072 0,030
LSÍ 0,295 0,095 0,0470 _
ÍLK 0,260 0,072 0,027
CCC 0,255 0,075 0,015
ĴDLS 0,235 0,117 0,045
LSĴ * 0,290 0,177 0,0570,1 _
.fLK 0,245 0,122 0,030
CCC 0,240 0,045 0,015
.fDLS 0,295 0,082 0,030
0^2 Ĵ_LS * 0,320 0,125 0,057
.fLK 0,295 0,087 0,035
CCC 0,220 0,085 0,025
ĴDLS 0,242 0,092 0,042
0,3 .fLS * 0,290 0,132 0,062
.fLK 0,250 0,077 0,020
CCC 0,210 0,080 0,010
ĴDLS 0,290 0,117 0,035
0,4 .fLS * 0,322 0,142 0,050
ÍLK 0,280 0,102 0,050
CCC 0,250 0,060 - - -
ÍDLS 0,250 0,120 0,067
0,5 fLs * 0,297 0,122 0,057
ĴLK 0,245 0,062 0,027
CCC 0,205 - - - 0,010
,fDLS 0,267 0,247
0,6 fLS * 0,302 0,197
.fLK 0,260 0,170
CCC - - - 0,105
.fDLS 0,240
fLS 2770
^,7 . *
,
.fLK 0,257
CCC
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Tabla 3.7: Tasas de mala clasificación obtenidas al utilizar el estadístico Dw para dis-
criminar entre dos clases de proceŝos MA (1) con errores gaussianos N(0,1) y diferentes
parámetros 91 y B2. Longitud de las series: n=200.Los resultados en azul muestran las
tasas de error obtenidas por Chan, Chinipardaz y Cox (1996).
^1 J, ^2 ^ -0,1 -0,2 -0,3 -0,4 -0,5 -0,6 -0,7 -0,8
0
.fDLS 0,247
Ĵ_LS 0,257
.fLK 0,252
CCC 0,280
0,077
0,120
0,072
0,125
0,030
0,052
0,030
0,015
-0,1
.fDLS
.fLS *
,fLx
CCC
0,247
0,300
0,240
0,275
0,100
0,135
0,095
0,140
0,020
0,052
0,035
0,030
-0,2
.fDLS
fLS
ĴL K
CCC
*
0,252
0,280
0,245
0,220
0,115
0,142
0,107
0,070
0,027
0,050
0,020
0,010
-0,3
.fDLS
,fLS
ĴLK
CCC
*
0,267
0,292
0,262
0,195
0,087
0,110
0,075
0,065
0,027
0,040
0,020
0,005
-0,4
ĴDLS
ĴLs
.fLK
CCC
*
0,247
0,267
0,220
0,185
0,107
0,122
0,082
0,050
0,057
0,035
0,022
- - -
-0,5
ĴDLS
fLs
ĴL K
CCC
*
0,285
0,257
0,230
0,215
0,122
0,122
0,082
- - -
0,085
0,047
0,020
0,005
-0,6
ĴDLS
.fLS
.fLK
CCC
*
0,230
0,270
0,232
- - -
0,145
0,100
0,095
0,010
-U,7
.fDLS
ĴLS
ĴLK
CCC
*
0,312
0,310
0,290
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c) Discriminación de procesos ARMA(p,q).
A continuación se estudió el coinportamiento del estadístico Dw a la hora de discri-
minar entre diferentes procesos de tipo ARMA(p,q). Para ello se llevó a cabo un experi-
inento de simulación en el que se generaron realizaciones de longitudes n=200 y n=400
del siguiente modelo:
(1 - ^B) (1 - ^sBs) Xt = (1 - BTBr) st^ (3.4)
donde B^Xt = Xt_^ para k E 7G y st sigue una distribución N(0, ^^). El parámetro ^ se
consideró fijo ^= 0,8 y QE = 1, mientras que los parámetros s, r, ^S y B,. tomaron diferentes
valores correspondientes a distintos procesos ARMA(p,q) según se indica a continuación:
1. s=0; r=0;^s = 0; B,- = 0
2. s=1; r=0;^s =- 0,3; 9,. = 0
3. s=3; r=0;^s = -0,3; B,. = 0
4. s=6; r=O;^S =- 0,3; 9,- = 0
5. s=1; r=0;^s =- 0,5; B,. = 0
6. s=3; r=0;^s =-0,5; 9r = 0
7. s=6; r=0;^s =- 0,5; 9,- = 0
8. s=0; r=1;^s = 0; Br =-0,3
9. s=0; r=3;^s = 0; 6,. _-0,3
10. s=0; r=6;^s = 0; B,. _-0,3
11. s=0; r=1;^s = 0; BT = -0,5
12. s=0; r=3;^s = 0; B,. _-0,5
13. s=0; r=6;^s = 0; B,. _-0,5
Estos procesos han sido utilizados con anterioridad en otro trabajo (Paparoditis (2000))
para estudiar las propiedades de un nuevo test de bondad de ajuste basado en estimaciones
núcleo de la densidad espectral. Constituyen un ejeinplo adecuado para valorar el com-
portamiento del estadístico Dw a la hora de discriminar entre procesos autorregresivos
(Procesos 1-7) y procesos autorregresivos y de medias inóviles (Procesos 8-13), observan-
do además la influencia sobre los resultados de la magnitud de las correlaciones con cada
uno de los retardos o de las innovaciones correspondientes. Los procesos resultantes se
muestran en la Tabla 3.8.
Es conocido que, para el caso de un proceso ARMA(p,q) como en (3.4) la densidad
espectral correspondiente viene dada como:
.f (^) _ ^^ le(c -Zá I2 ^ -^r < ^ < ^r2^r ^^(e )^
donde aquí ^(B) _ (1 - ^B)(1 - ^SBS) = 1 - ^SBS
- ^B -^ ^^SBS+1; B(B) = 1 - 6TBr y
Q^=1.
Para el ejemplo que nos ocupa, las densidades espectrales correspondientes a los 13
procesos estudiados son las que se muestran en la Figura 3.5. Así mismo, en la Figura 3.6
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Tabla 3.8: Procesos ARMA(p,q) sujetos a discriminación.
Parámetros AR
1. AR(1)
2. AR(2)
3, AR(4)
4. AR(7)
5. AR(2)
6. AR(4)
7. AR(7)
8. ARMA(1,1)
9. ARMA(1,3)
10. ARMA(1,6)
11. ARMA(1,1)
12. ARMA(1,3)
13. ARMA(1,6)
0.8
(-0.5; 0.24)
(0.8; 0; -0.3; 0.24)
(0.8; 0; 0; 0; 0; -0.3; 0.24)
(-0.3; 0.4)
(0.8; 0; -0.5; 0.4)
(0.8; 0; 0; 0; 0; -0.5; 0.4)
0.8
0.8
0.8
0.8
0.8
0.8
Parámetros MA
0.3
(0; 0; 0.3)
(0; 0; 0; 0; 0; 0.3)
0.5 .
(0; 0; 0.5)
(0; 0; 0; 0; 0; 0.5)
se representa una realización aleatoria de cada uno de estos pro ĉesos. Tal y como se puede
apreciar, se trata de procesos muy similares en su mayoría, lo cual debe tenerse en cuenta
a la hora de valorar los resultados obtenidos en la clasificación.
Para la siinulación, se generaron s=100 series de longitud n=200 y n=400 de cada uno
de los 13 inodelos considerados, de acuerdo con la ecuación (3.4). Cada una de las series
generadas fue asignada al inodelo con el que mantenía una mínima discrepancia, evaluada
de acuerdo con la medida de disparidad espectral
^
DW(Ĵn^ Ĵ^ ) = 4^ W(fn(^).fj 1(^))d^^ j= 1, 2, ...,
-^
13, (3.6)
donde f j, j = 1, 2, ...,13 denota a la densidad espectral correspondiente a cada una de las
clases de procesos consideradas y fn a un estimador de la verdadera densidad espectral de
cada una de las series a clasificar.
Las Tablas 3.9 y 3.10 muestran los resultados obtenidos con el procedimiento discri-
minante descrito, una vez generadas s=100 series de longitud n=200 de cada una de las
clases de procesos consideradas. La tasa global de mala clasificación, para cada uno de
los tres estimadores espectrales utilizados ( f DLS^ fLS^ fLx), fue de un 24,8 %, un 33,4 %
y un 27,1 % , respectivamente. De nuevo se aprecia una tasa de error m•ás elevada en el
caso de trabajar con el estimador log-periodograma suavizado por mínimos cuadrados,
que evidericia la influencia de las propiedades asintóticas de estos suavizadores sobre el
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Figura 3.5: Densidades espectrales correspondierites a los 13 procesos ARMA(p,q) sujetos
a discriminación.
0.0 0.5 1.0 1.5 2.0 2.5 3.0
comportamiento del estadístico discriminante. Por procesos, las probabilidades de error
en cada clase oscilaron entre un 6% y un 56 % para el estimador periodograina suavizado;
entre un 6% y un G1 % para el estimador log-periodograma suavizado por iiiínimos cua-
drados y entre un 3% y un 53 % para el log-periodograma suavizado mediante máxima
verosimilitud. En todos los casos, las mayores tasas de error correspondieron a las reali-
zaciones de los procesos 3, 4; 7, 9, 10 y 13, oscilando éstas entre el 31 % y el G1 %. Las
tasas de inala clasificación Ynás altas se observaroii entre procesos que coinpartían una
misma estructura de dependencia, con parámetros muy similares (como los procesos 4 y
7 0 las series correspondientes a las clases 10 y 13), o entre procesos con distinto modelo
generador pero una estructura de autocorrelación muy similar (procesos ^3 y 9 0 4 y 10).
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Figura 3.6: Realizaciones de longitud n=400 correspondientes a los 13 procesos ARMA(p,q)
sujetos a discriininación.
AR(1)(0.8)
AR(2) (-0.3,0.4)
ARMA(1,3) (0.8)(0,0,0.3)
v -^
o ^
AR(2) (-0.5,0.24)
AR(4) (0.8,0,-0.5,0.4)
ARMA(1,6) (0.8)(0,0,0,0,0,0.3)
AR(4) (0.8,0,-0.3,0.24) AR(7)(0.8,0,0,0,0,-0.3,0.24)
v v ^
0
^
o ^
co ^
AR(7)(0.8,0,0,0,0,0,-0.5,0.4 ) ARMA(1,1) (0.8)(0.3)
a a ^
o ^
^
o ^
cĉ ^ co ^
ARMA(1,1) (0.8)(0.5) ARMA(1,3) (0.8)(0,0,0.5)
a -^ v -I
o -+ o ^
^
,
co ^ ^^
ARMA(1,6)(0.8)(0,0,0,0,0,0.5)
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Tabla 3.9: Resultados obtenidos al clasificar series de longitud n=200 generadas del mo-
delo (1 - 0,8L)(1
-^SLS)Xt =(1 - B,.Lr)st. Los porcentajes muestran la proporción de
series generadas del proceso de cada columna que fueron clasificadas co^no realizaciones
de la clase de procesos de la fila correspondiente.
Proceso
1 2 3 4 S 8 7
^s = 0 ^s = -0,3 ^s = -0,5
Proceso Br=O Br=O gr=p
s= 0 s= 1 s= 3 s= 6 s= 1 s = 3 s = 6
^s = 0 Ĵ_DLS 94% 0% 4% 8% 0% 0% 1%
1 Br = 0 fLS 94% 0% 9% 14% 0% 0% 8%
s= 0 fl,K 97% 0% 4% 9% 0% 0% 0%
^s =-0,3 fDLS 0% 91% 0% 0% 7% 0% 0%
2 Br = 0 fLg 0% 83% 0% 0% 15% 0% 0%
s= 1 f1,K 0% 91% 0% 0% 0!`7% 0% 0%
Qss =-0+3 Ĵ_DLS 1% 0% 57% 0% 0% 8% 0%
3 Br = 0 fj,g 0% 0% 44% 0% 0% 21% 0%
s= 3 fLK 0% 0% 47% 0% 0% 14% 0%
^s = -0,3
.fDLS 1% 0% 0% 44% 0% 0% 18%
^ Or=O
_
fL S 0% 0% 0% 39% 0% 0% 27%
s = 6
_
ĴL K 0% 0% 0% 53% 0% 0% 35%
¢s =-0,5 fDLS 0% 9% 0% 0% 93% 0% 0%
b Or = 0 fLS 0% 17% 0% 0% 85% 0% 0%
s= 1 f j,K 0% 9% 0% 0% 93% 0% 0%
^s =-0+5 Ĵ_DLS 0% 0% 3% 0% 0% 83% 0%
8 B*' = 0 ĴLS 0°ro 0% 1% 0% 0% 66% 0%
s= 3 fLK 0% 0% 2% 0% 0% 73% 0%
^s =-0,5 fDLS 0% 0% 0% 4% 0% 0% 60%
7 Br = 0 fLS 0% 0% 0% 5% 0% 0% 46%
r= 6 fLt{ 0% 0% 0% 4% 0% 0% 52%
^s = 0 ĴDLS 2% 0% 0% 1% 0% 0% 1%
8 Br =-0,3 fLS 2% 0% 2% 1% 0% 0% 0%
r=1 fj,K 0% 0% 0% 0% 0% 0% 0%
^s =0 ĴDLS 2% 0% 35% 2% 0% 3% 1%
9 Br =-0,3 fLS 3% 0% 38% 1% 0% 7% 1%
r= 3 fLK 3% 0% 45% 0% 0% 4% 0%
^s=0 .fDLS 0% 0% 0% 41% 0% 0% 14%
10 Br = -0,3 fLS 1% 0% 1% 40% 0% 0% 17%
r= 6 .fLK 0% 0% 0% 33% 0% 0% 9%
^s = 0 Í^DLS 0% 0% 0% 0% 0% 0% 0%
il Br =-0,5 fl„g 0% 0% 0% 0% 0% 0% 0%
r= 1 fLK 0% 0% 0% 0% 0% 0% 0%
^s = 0 ĴDLS 0% 0% 1% 0% 0% 6% 0%
12 6r =-0>5 fLg 0% 0% 5% 0% 0% 6% 0%
r= 3 fLK 0% 0% 2% 0% 0% 9% 0%
^s = 0 fDLS 0% 0% 0% 0% 0% 0% 5%
13 Br =-0,5 fLS 0% 0% 0% 0% 0% 0% 9%
r= 6 fLK 0% 0% 0% 1% 0% 0% 4%
.lDLS 6% 9% 43% 56% 7% 17% 40%
Tasa global de error fLS 6% 17 % 56 % 61 % 15 % 34 % 54 %
fLK 3% 9% 53% 47% 7% 27% 48%
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Tabla 3.10: Resultados obtenidos al clasificar series de longitud n=200 generadas del mo-
delo (1 - 0,8L)(1 -^SLS)Xt =(1 - erLr)^t.Los porcentajes muestran la proporción de
series generadas del proceso de cada columna que fueron clasificadas como realizaciones
de la clase de procesos de la fila correspondiente.
Proceso
8 9 10 11 12 13
^s = 0 ^s = 0
Proceso Br = -0,3 Br = -0,5
r= 1 r= 3 r= 6 r= 1 r= 3 r= 6
^s = 0 .fDLS 5% 5% 6% 0% 0% 2%
1 Br =O
_
ĴLS 8% 9% 12% 0% 0% 0%
s= 0
_
f1,K 2% 5% 9% 0% 0% 0%
^s =-0,3 ĴDLS 0% 0% 0% 0% 0% 0%
2 9r = 0
_
fl,S 0% 0% 0% 0% 0% 0%
s= 1 fl,f{ 0% 0% 0% 0% 0% 0%
^s =-0,3 .fDLS 0% 23% 0% 0% 1% 0%
3 Br = 0
_
fLS 1% 16% 0% 0% 3% 0%
s= 3 fL,K 0% 19% 0% 0% 1% 0%
^s =-0,3 fDLS 0% 0% 18% 0% 0% 1%
4 Br = 0 fl,S 0% 0% 18% 0% 0% 3%
s= 6 f1,K 0% 0% 21% 0% 0% 10%
^s =-0,5 .fDLS 0% 0% 0% 0% 0% 0%
s Br = 0
_
fLS 0% 0% 0% 0% 0% 0%
s= 1 fLf{ 0% 0% 0% 0% 0% 0%
^s =-0,5 fDLS 0% 0% 0% 0% 2% 0%
6 er = 0
_
ĴLS 0% 0% 0% 0% 5% 0%
s= 3 fI,I{ 0% 0% 0% 0% 3% 0%
^s =-0,5 fDLS 0% 0% 1% 0% 0% 2%
7 Br = 0 fLS 0% 0% 1% 0% 0% 3%
r= 6 fI,K 0% 0% 0% 0% 0% 2%
^s = 0 .i^DLS 86% 1% 2% 7% 0% 1%
8 Br =-0,3
_
fI,S 74% 2% 4% 7% 0% 0%
r= 1 fLK 87% 1% 2% 5% 0% 0%
^s = 0 fOLS 0% 66% 1% 0% 17% 0%
9 Br =-0,3 fZ„g 0% 65% 2% 0% 22% 0%
r= 3 fLK 0% 69% 1% 0% 20% 0%
^s = 0 fDLS 0% 0% 69% 0% 0% 32%
10 Br = -0,3 fLS 0% 0% 61% 0% 0% 48%
r = 6 fLK 0% 0% 64% 0% 0% 38%
^s = 0 fDLS 9% 0% 0% 93% 0% 0%
11 Br = -0,5
_
ĴL S 17% 0% 0% 93% 0% 0%
r = 1
_
.fLK 11% 0% 0% 95% 0% 0%
^s = 0 fDLS 0% 5% 0% 0% 80% 0%
12 6r =-0,5 fL„g 0% 8% 0% 0% 70% 0%
r= 3 fLx 0% 6% 0% 0% 76% 0%
^s = 0 fDLS 0% 0% 3% 0% 0% 62%
13 Br =-0,5
_
ĴLS 0% 0% 2% 0% 0% 46%
r= 6 fI,K 0% 0% 3% 0% 0% 50%
fDLS 14% 34% 31% 7% 20% 38%
Tasa global de error fLS 26 % 35 % 39 % 7% 30 % 54 %
.iL K 13 % 31 % 36 % 5% 24 % 50 %
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A continuación, se repitió el proceso de simulación con series de mayor longitud. La
Tabla 3.11 muestra los resultados obtenidos utilizando el mismo esqueina de simulación
y series de longitud n=400. La probabilidad global de mala clasificación resultó ahora ser
de un 14,02 % para el estimador periodograma suavizado, de un 20,92 % paxa el estimador
log-periodograma suavizado y de un 15 % para el estimador log-periodograma suavizado
inediante má,xima verosimilitud, observándose de nuevo la influencia de la longitud de
las series y el estimador espectral empleado sobre los resultados de la clasificación. Por
procesos, las probabilidades de error en cada clase oscilaron entre un 0% y un 43 % para
el estimador periodograma suavizado; entre un 1% y un 52 % para el estimador log-
periodogra.ma suavizado por mínimos cuadrados y entre un 0% y un 35 % para el log-
periodograma suavizado inediante máxiina verosimilitud. En todos los casos, las mayores
tasas de error correpondieron a las realizaciones de los procesos 3, 4, 7, 10 y 13, oscilando
éstas entre el 23 % y el 52 %
Tabla 3.11: Tasas de error obtenidas al clasificar series de longitud n=400 generadas del
modelo ( 1 - 0,8L)(1 -^SLS)Xt =(1 - 9rLr)st. Los porcentajes indican la proporción
de series mal clasificadas dentro de cada clase de procesos según el estimador espectral
utilizado.
^ ^ ^
N° proceso f DLS f LS fLK
1 ^5=0; 8,,=0; s=0 0% 6% 0%
2 ^S=-0,3; e,-=0; s=1 0% 1% 1%
3 ^S =-0,3; 9,. = 0; s= 3 32 % 37 % 35 %
4 ^S =-0,3; B,. = 0; s= 6 43 % 52 % 26 %
5 ^S=-0,5; e,.=0; s=1 4% 4% 4%
6 ^S=-0,5; 9T=0; s=3 9% 17% 12%
7 ^S =-0,5; 6,. = 0; s= 6 23 % 45 % 33 %
8 ^5=0; eT=-0,3; r=1 4% 13% 4%
9 ^5=0; 9,.=-0,3; r=3 11% 14% 12%
10 ^S = 0; 9,, _-0,3; r= 6 25 % 26 % 23 %
11 ^5=0; 9r=-0,5; r=1 3% 3% 2%
12 ^5=0; 9,-=-0,5; r=3 8% 12% 8%
13 ^S = 0; 9,. _-0, 5; r= 6 32 % 42 % 35 %
Los resultados obtenidos muestran tasas de mala clasificación elevadas que evidencian
la dificultad del probleina de discriminación que ha sido propuesto. Tal y como se muestra
en la Figura 3.5, la densidad espectral de los 13 procesos considerados resulta en algunos
casos inuy siinilar. Si se considera como índice de separabilidad entre dos poblaciones la
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tasa de J-divergencia puede comprobarse que, desde este punto de vista, algunos pares de
procesos son prácticamente idénticos (Tabla 3.12). Así, la separabilidad entre ellos oscila
entre un valor de 0,008 (correspondiente a la distancia entre los procesos 3 y 9 y entre los
procesos 4 y 10) y 5,840 (correspondiente a la separabilidad entre los procesos 2 y 13). De
hecho, al trabajar con series de longitud n=200 y el estimador espectral fDLS, el 35 % de
las series correspondientes al tercer proceso fueron clasificadas en el grupo 9. Lo mismo
sucedió con el 41 % de las series del proceso 4, que fueron asignadas al grupo 10. Similares
resultados se obtuvieron con series de mayor longitud y cualquiera de los otros estimadores
espectrales.
Tabla 3.12: Separabilidad entre los distintos pares de procesos ARMA(p,q) considerados,
evaluada mediante la tasa de J-divergencia.
2 3 4 5 6 7 8 9 10 11 12 13
1 3.761 0.095 0.094 2.377 0.293 0.292 0.094 0.094 0.094 0.290 0.290 0.292
2 2.744 4.331 0.048 2.573 5.249 1.913 2.762 4.442 1.173 2.596 5.840
3 0.229 1.762 0.049 0.466 0.188 0.008 0.234 0.360 0.072 0.488
4 2.876 0.518 0.049 0.199 0.167 0.008 0.408 0.313 0.073
5 1.730 3.600 1.173 1.786 2.958 0.720 1.749 4.037
6 0.840 0.395 0.074 0.539 0.566 0.065 0.938
7 0.415 0.353 0.073 0.659 0.476 0.065
g 0.189 0.199 0.048 0.398 0.418
g 0.170 0.363 0.048 0.368
10 0.410 0.316 0.049
11 0.583 0.663
12 0.507
Adicionalmente, cabe esperar que la elección del parámetro a en (3.1) pueda tener una
gran repercusión sobre los resultados obtenidos. En este caso, la elección del paráinetro
óptimo obligaría a computar, para distintos valores de cx, la distancia Dw( fi, f^) entre
las densidades espectrales de todos los posibles pares que se pudiesen formar con los
13 modelos, y seleccionar el valor de a que maximizase la distancia entre los grupos
entre los que existiese una menor separabilidad. En una situación como esta, en la que se
discrimina entre un número más o menos grande de procesos, puede ser extremadamente
difícil determinar el valor del parámetro a óptimo, pues aquel que garantiza una mayor
separabilidad entre dos clases de procesos puede comprometer la discriminación entre un
par de procesos diferentes. Por esta razón, se procedió a evaluar a posteriori la idoneidad
de la elección a= 0,5 para afrontar este problema de discriminación en concreto. Para
ello, se calculó la distancia, DW( fZ, f^), para diferentes valores de a, entre aquellos pares
de procesos en los que la probabilidad de inala clasificación había resultado más alta con
cualquiera de los tres estimadores espectrales (Figura 3.7) . En cualquier caso, no parece
que el tomar a= 0,5 haya resultado una mala elección, pues es en torno a este valor
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donde se maximiza la distancia entre cada uno de estos pares de procesos. Nótese que, de
todos modos, nos movemos en distancias de 0.001 a 0.012, por lo que resulta tan difícil
discriminar entre estas series.
Figura 3.7: Distancia Dy^,( fi, f^) entre algunos pares de los procesos ARMA(p,q) sujetos
a discriminación, según diferentes valores del parámetro a en (3.1).
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3.1.3. Discriininación de procesos con distribución marginal no gaussiana.
En este a,partado se estudiaron las propiedades del estadístico discriminante propuesto
en la discriminación de procesos no gaussianos. Para ello, se clasificaron realizaciones de
procesos con distribución marginal no normal, manteniendo la estructura de dependencia
de un proceso autorregresivo AR(1):
n Procesos con distribución marginal exponencial
n Procesos con distribución iiiarginal doble exponencial
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o con una estructura de dependencia distinta:
n Series m-dependientes con distribución inarginal gamma
n Series in-dependientes con distribución inarginal lognormal
Además de los procesos anteriores, se procedió tarnbién a discriminar entre procesos
autorregresivos AR(1) con distribución marginal uniforme U(-A, A), variando la distribu-
ción marginal segítn diferentes valores del parámetro A. En todos los casos el procedimiento
propuesto logró clasificar correctamente el 100 % de las series generadas, por lo que no se
mostrarán aquí los resultados obtenidos en dicha simulación.
a) Discriminación de procesos AR(1) con distribución marginal exponencial
de parámetro ^.
En este apartado, se pretende evaluar la habilidad del estadístico propuesto para dis-
criminar entre realizaciones de procesos autorregresivos AR(1) con distribucióii marginal
exponencial. Se considera así, bajo IIj, el siguiente modelo:
Xt = ^jXt-1 + ^t^ ^^j ^ < 1, (3.7)
donde {st} es una secuencia de variables aleatorias i.i.d. según
st =
0
Yt
con probabilidad ^j
con probabilidad 1 - ^j
siendo {Yt} variables aleatorias i.i.d. con distribución exponencial de parámetro ^j, j=
1, 2.
Se generaron series de longitud n = 400 a partir de IIj, (j = 1, 2), de acuerdo con
la ecuación (3.7), con valores del parámetro ^1 = 0,1, 0,2, ..., 0,6, ^2 =^1 ^- 0,1 ^ 1^, pa-
ra 1^ = 1, 2, 3, y tomando siempre ^1 =.^2 = 1, de forma que la distribución inarginal
correspondiese a la de una variable aleatoria exponencial estándar. En la Figura 3.8 se
muestran realizaciones aleatorias de cada uno de los procesos utilizados en la discrimina-
ción, una vez desestacionalizadas en media.
La densidad espectral de cada uno de estos procesos vendrá dada por la ecuación:
2
Ĵ (^) = 1 2
1-^ij 2^
^ E(-^r^ ^)^
2^r^j 1 - 2^j cos(^) + ^j
según se muestra en la Figura 3.9. Tal y como puede apreciarse, a medida que aumenta el
valor del paráinetro autorregresivo ^ las frecuencias inás bajas cercanas a cero presentan
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Figura 3.8: Realizaciones de procesos autorregresivos AR(1) con distribución marginal
exponencial estándar, según diferentes valores del parámetro ^ en (3.7). Series desestacio-
nalizadas en media.
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una potencia mayor, inientra,s que las frecuencias más altas tienden a mostrar potencias
má,s bajas. Esta situación es típica en los casos de procesos autorregresivos AR(1), inde-
pendiente de su distribución marginal, correspondiéndose con los valores de la función de
autocorrelación en este tipo de procesos.
Cada una de las series generadas se clasificó coino perteneciente a una de las dos
poblaciones de acuerdo con el procedimiento descrito en la Sección 3.1.1. En este caso se
generaron s=200 series de cada clase, calculándose el porcentaje de series mal clasificadas
para cada una de las dos poblaciones. Finalmente, ambas tasas de error se promediaron
para obtener la tasa global de mala clasificación con cualquiera de los tres estimadores
utilizados. Los resultados obtenidos se muestran en la Figura 3.10.
Según se puede deducir, el procediiniento propuesto presenta, a pesar de la ausencia de
resultados teóricos en este sentido, un buen comportamiento a la hora de discriminar entre
procesos de distribución inarginal exponencial, con tasas de inala elasificación siinilares a
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Figura 3.9: Dexxsidad espectral correspondiente a procesos autorregresivos AR(1) con dis-
tribución marginal exponencial estándar según los valores del parámetro ^ en (3.7).
0 1 2 3 4
las ya obtenidas en el caso de discrimirxar entre procesos autorregresivos con errores de
distrihución normal. De nuevo se aprecia, como era de esperar, una importante mejoría en
los resultados a medida que la distancia entre los parámetros ^1 y^2 que definen los grupos
de estudio aumenta, ya que también en este caso esa distancia determina la separabilidad
entre las clases II1 y II2. Según se muestra en la Tabla 3.13 la separabilidad, en términos
de la tasa de J-divergencia, es prácticamente nula entre clases de procesos definidas por
parámetros autorregresivos muy similares. Así, las mayores tasas de mala clasificación se
sitúan en torno al 25 %; detectándose siempre en aquellas situaciones en las que ^1 y^2
toman valores muy próximos (k=1). Estas probabilidades de error se reducen sustancial-
mente a medida que aumenta la separabilidad entre ambas poblaciones, situándose por
debajo del 5%, de modo que para alguna de las coxnbinaciones todas las series llegan
a clasificarse con éxito en la categoría de procedencia. Si comparaxnos la separabilidad
entre las clases de procesos consideradas con la que se obtenía para procesos AR(1) con
errores gaussianos, expx•esada en térxxxinos de la tasa de J-divergencia, observamos valores
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Figura 3.10: Tasas de error para discrirninar entre procesos AR(1) con distribución mar-
ginal exponencial estándar con diferentes parámetros ^1 y^2. Se clasificaron 200 series
de cada clase con longitud n=400. Resultados con: (a)Periodograma suavizado fDLS, (b)
Log-periodograma suavizado por mínimos cuadrados fLS, (c) Log-periodograma suavizado
por máxima verosimilitud fLx.
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semejantes que justifican la similitud en las tasas de error obtenidas.
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Tabla 3.13: Separabilidad entre procesos AR(1) con distribución marginal exponencial
estándar y diferentes parámetros autorregresivos ^1, ^2, evaluada mediante la tasa de
J-divergencia.
^1,^ 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9
0,1 0,011 0,046 0,113 0,226 0,418 0,763 1,485 3,709
0,2 0,012 0,054 0,137 0,292 0.582 1,208 3,170
0,3 0.015 0,067 0,182 0,417 0.946 2,644
0,4 0,019 0,092 0,269 0,698 2,130
0,5 0.027 0.141 0.467 1,628
0,6 0,044 0,257 1,140
0,7 0,085 0.673
0,8 0,251
Por otro lado, al comparar los resultados según el estiinador espectral utilizado, y
aunque los resultados no muestran diferencias importantes, de nuevo se observa que el
estimador fLS proporciona tasas de error ligeramente más elevadas que cualquiera de los
^ ^
otros dos estimadores, fDLS o fLx• Es con este procedimiento con el que se obtienen
las tasas de error más altas, por encima del 25 % en el caso de poca separabilidad entre
los grupos, pero que en todo caso caen en torno al 5% a medida que las categorías son
diferentes.
Siguiendo en esta misma línea, se procedió también a estudiar el comportamiento
del estadístico Dw para discriminar entre procesos autorregresivos AR(1) con diferente
distribución marginal. Así, se realizó un ejercicio de simulación con la finalidad de discri-
minar entre la clase de procesos AR(1) con distribución marginal exponencial estándar de
parámetro ^1=0.5 y la clase de procesos AR(1) con errores gaussianos N(0,1) y paráinetro
autorregresivo ^2=0.5. De nuevo, se generaron s= 100 series de longitud n= 400 de
,
cada una de las clases de procesos consideradas, que fueron clasificadas de acuerdo con
el estadístico Dw según el procedimiento experimental descrito en el Apartado 3.1.1.
Las tasas de error obtenidas fueron de un 9.5 % para el caso de trabajar con el estimador
^
periodograma suavizado, fDLS, de un 13.5 % para el estimador log-periodograma suavizado
^
por mínimos cuadrados, fLS, y de un 9.0 % para el estimador espectral basado en criterios
de máxima verosiinilitud, fLK. Dichos resultados reflejan tasas de ^nala clasificación bajas,
si se tiene en cuenta además que la separabilidad de ambas poblaciones, en términos
de la tasa de J-divergencia, es sólo de 0.042. Este tipo de procesos resultan tanto inás
siinilares cuanto menor sea el valor del paráinetro autorregresivo que los define. Así, se
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repitió el experimento para procesos autorregresivos de distribttción rnarginal normal y
exponencial de parámetro 0.3, lo que conduce a una separabilidad entre las clases de sólo
0.004. Las tasas de mala clasificación obtenidas fiteron en ese caso de un 29,5 % para
el estimador periodograma suavizado y de un 32 % para el estimador log-periodograma
suavizado por mínimos cuadrados y para el estimador basado en máxima verosimilitttd. Se
procedió igualmente a discriminar entre procesos AR(1) de distribución marginal normal
y exponencial con parámetro autorregresivo ^=0.7, con una separabilidad ahora de 0.235.
Las tasas de inala clasificación obtenidas fueron de un 3% para los estimadores espectrales
^ ^
f DLS y fLS y de un 2% para el estimador fLx.
b) Discriminación de procesos AR(1) con distribución marginal doble expo-
nencial de parámetro ^.
Siguiendo el esquema anterior, se procedió a utilizar el estadístico propuesto para la
clasificación de procesos autorregresivos AR(1) con distribución tnarginal doble exponen-
cial. Se consideró ahora bajo IIj, el siguiente modelo:
Xt = ^jXt-1 + ^t, I^,7I ^ 1^
donde {^t} es una secuencia de variables aleatorias i.i.d. según
0 con probabilidad ^^
Yt con probabilidad 1 - ^^
siendo {Yt} variables aleatorias i.i.d. con distribución doble exponencial de parámetro
^j, j = 1, 2. Esto es:
Yt =
-^, ln(2U)
'
si U< 0, 5
^^ ln(2(1 - U)) si U > 0, 5
con U una variable aleatoria con distribución uniforme U (0,1) .
Igual que en el apartado anterior, se generaron s=200 series de longitud n=400
a partir de IIj, (j = 1, 2), de acuerdo con la ecuación (3.8), con valores del parámetro
^1 = 0,1, 0,2, 0,3, ..., 0,6, ^2 =^1 +0,1 * ^, para I^ = 1, 2, 3, y tomando siempre .^1 =^2 = 1.
En la Figura 3.11 se muestran realizaciones aleatorias de cada uno de los procesos utilizados
en la discriminación.
La densidad espectral de cada una de estos procesos, al igual que en el caso anterior,
vendrá dada por la ecuación:
2
f(^) = 1 2 1-^^ 2, a E (-^r^ ^)^ (3.9)2^ra 1 - 2^j cos(^) + ^;
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Figura 3.11: Realizaciones de procesos autorregresivos AR(1) con distribución marginal
doble exponencial de parámetro ^= l, según diferentes valores del parámetro ^ en (3.8).
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observándose la estructura de dependencia típica de este tipo de procesos.
Cada una de las series generadas se clasificó como perteneciente a una de las dos
poblaciones de acuerdo con el estadístico discriminante Dy^, utilizando cada uno de los
tres estimadores espectrales; con los mismos parámetros que en las simulaciones anteriores.
Se clasificaron s=200 series de cada una de las poblaciones a discriminar y se calculó la
tasa global de mala clasificación. Los resultados obtenidos se muestran en la Figura 3.12,
obteniéndose conclusiones análogas que en el caso anterior: tasas de error en torno al 20 %
que disminuyen a medida que aumenta la diferencia entre los parámetros autorregresivos
de las series que se comparan, y probabilidades de mala clasificación ligeramente peores
en caso de que la estimación de la densidad espectral se realice mediante el estimador fLS.
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Figura 3.12: Tasas de error para discriminar entre procesos AR(1) de parámetros ^1 y^2
con distribución marginal doble exponencial estándar. Se clasificaron 200 series de cada
clase con longitud n=400. Resultados con: (a)Periodograma suavizado fDLS, (b) Log-
^
periodograma suavizado por mínimos cuadrados fLS, (c) Log-periodograma suavizado
por máxima verosimilitud f LK
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c) Discriminación de series m-dependientes con distribución marginal gamma
Se consideró ahora bajo II^, el siguiente modelo:
1 t+m^ -1
Xt = 2 ^ Y22
2=t
(3.10)
donde {Yl, Y2, ..., Ym^+n_1} es una secuencia de variables aleatorias i.i.d. con distribución
norinal estándar N(0,1). De esta forma, en cada instante, Xt es igual a la suma de m^
variables aleatorias con distribución gaussiana. Las series así generadas son m-dependientes
con distribución inarginal gamma I' (1, 2).
Figura 3.13: Realizaciones de procesos m-dependientes con distribución marginal gainma.
Series desestacionalizadas en media.
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Del mismo modo que en los casos anteriores, se generaron series de longitud n= 400
a partir de IIj, (j = 1, 2), de acuerdo con la ecuación (3.10), con valores del parámetro
m1 = 1, 2, 3, ..., 7, m2 = ml ^- k, para I^ = 1, 2, 3. En la Figura 3.13 se muestra una
realización aleatoria de cada uno de los procesos utilizados en la discriininación, una vez
desestacionalizadas en media.
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En este caso, la función de densidad espectral correspondiente al proceso (3.10) vendrá da-
da por la ecuación:
m-
h=1
- h)cos (^Iz) (3.11)
según se muestra en la Figura 3.14. Dicho espectro se corresponde a una función de auto-
covarianzas determinada por la estructura:
^(h) _ 2(m - 1z) si 0< h< m (3.12
0 sih>m )
Figura 3.14: Densidad espectral correspondiente a procesos m-dependientes con distribu-
ción marginal gamma.
0.0
Ĵ(^) - 1 lm+ ^(
0.5 1.0 1.5 2.0 2,5 3.0
Se generaron s=200 series generadas a partir de cada una de las poblaciones a discri-
minar y se clasificaron de acuerdo con el estadístico DyV utilizando los tres estimadores
espectrales que han sido estudiados con idé,nticos parámetros que en las simulaciones an-
teriores. Los resultados alcanzados se muestran en la Figura 3.15.
En este caso, se obtuvieron tasas de error muy bajas, por debajo del 2% en la ma-
yoría de situaciones analizadas, y que se increxnentaxx a medida que los parámetros m
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Figura 3.15: Tasas de error para discriminar entre series m-dependientes con distribución
marginal gamma. (a)Periodograma suavizado fDLS, (b) Log-periodograma suavizado por
^ ^
mínimos cuadrados fLS; (c) Log-periodograma suavizado por máxima verosimilitud fLx
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que definen la estructura de dependencia de las series aumenta. Para valores mayores
de rr^, la estructura de autocorrelación de las series cntre las que se discrimina, tal y
como se deduce de (3.12), es inuy similar, lo que justifica que empeoren los resultados
obtenidos eii la clasificacióii. En cuanto a los resultados obtenidos con cada uno de los tres
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estimadores del espectro, en este caso no se observan peores resultados para el estimador
log-periodograma suavizado, obteniéndose tasas de mala clasificación siinilares con los
tres estimadores utilizados, resultando ligeramente más altas en el caso de trabajar con el
periodograma suavizado, fDLS•
d) Discriminación de series ^n-dependientes con distribución marginal log-
normal
Se consideró ahora bajo IIj, el siguiente modelo:
t-}-m^ -1
t-}-m^ -1Xt = IIi=t exp(Y) = exp{ ^ Yi}
Z=t
(3.13)
donde {Yl, Y2, ..., Y,,,,^+n_1} es una secuencia de variables aleatorias i.i.d. con distribución
normal estándar N(0, m^ ). Las series así generadas son m-dependientes con distribución
marginal Lognormal(0, Q).
Igual que en las simulaciones anteriores, se generaron series de longitud n= 400
a partir de IIj, (j = 1, 2), de acuerdo con la ecuación (3.13), con valores del parámetro
ml = 1, 2, 3, ..., 7, m2 = m1+1^, para l^ = 1, 2, 3. Las funciones de autocorrelación muestral
correspondientes vendrán dadas según la estructura de autocovarianzas:
exp (^2 (2 - m ) ) - exp (^2 ) si 0 <_ h < m
^(Jz) _
0 sih>m,
que se corresponde con la función de densidad espectral dada por (Figura 3.16):
(3.14)
m-1f (^) = cos(^h)
exp(2Q2) - exp(^2) + ^ exp ^2(2 - Jz ) - exp(^2) . (3.15)
mh=1
Se clasificaron s=200 series generadas a partir de cada una de las poblaciones a dis-
criminar y se clasificaron de acuerdo con el estadístico Dyy utilizando los tres estimadores
espectrales que han sido estudiados con idénticos parámetros que en las simulaciones an-
teriores. Los resultados alcanzados se muestran en la Figura 3.17.
En este caso se obtuvieron tasas de mala clasificación más elevadas que en los casos
anteriores, que resultaron ser mayores para valores grandes de los parámetros ml y m2.
De nuevo esto puede venir justificado por la estructura de autocorrelaciones de las series
entre las que se discriinina, que resultan tanto inás siinilares cuanto mayores sean estos
valores. Aunque las diferencias son menos relevantes, de nuevo se aprecian tasas de error
ligeramente más elevadas cuando se trabaja con el estimador log-periodograma suavizado,
^ ^
.fLS que con los otros dos estimadores del espectro, f DLS Y ĴLx •
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Figura 3.16: Densidad espectral correspondiente a procesos m-dependientes con distribu-
ción marginal lognormal.
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Figura 3.17: Tasas de error para discriminar entre series m-dependientes con distribución
marginal lognormaL (a)Periodograma suavizado f'DLS, (b) Log-periodograma suavizado
por míniinos cuadrados fLS, (c) Log-periodograrria suavizado por ináxiina verosiiriilitud
ĴLK •
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3.1.4. Conclusiones
^as el estudio de simulación llevado a cabo en la presente sección, y después de
una observación detallada de los resultados obtenidos, se pueden extraer las siguientes
conclusiones:
n El procedimiento discriminante propuesto presenta un buen comportamiento para
la clasificación de realizaciones de procesos estacionarios Gaussianos.
n Las tasas de ma,la clasificación alcanzadas con el estadístico discriminante DW resul-
tan competitivas si se comparan con las obtenidas por otros procedimientos utilizados
en la literatura para la clasificación de procesos estacionarios Gaussianos.
n Las tasas de error disminuyen a medida que aumenta la separabilidad entre las
clases de procesos entre los que se discrimina, definida en términos de su estructura
espectral o, equivalentemente, de su estructura de autocorrelaciones.
n Los resultados del análisis discriminante mejoran notablemente cuando se clasifican
series de mayor longitud.
n Las propiedades asintóticas de cada uno de los tres estimadores del espectro conside-
.. .. ..
rados ^ fDLS^ fLS^ .fLK^ influyen parcialmente en el comportamiento del estadístico
discriminante DW.
n Los peores resultados, en términos de la tasa de mala clasificación, se alcanzan
cuando para el cóinputo del estadístico discriminante Dj,jr ^se utiliza el suavizador log-
periodograma suavizado, fLS, al ser este inenos eficiente que los otros dos estimadores
del espectro.
n El comportainiento del estadístico discriininante DW resulta muy similar cuando se
utilizan como estimadores del espectro f DLS o fLx, a pesar de que cabría esperar
^
un mejor comportamiento con el estimador fLK, al presentar un menor sesgo que
fDLS en las regiones con picos del espectro.
n De inodo general, la distribución marginal de las series no afecta a las tasas de
mala clasificación obtenidas con el procedimiento discriminante propuesto, pese a
la ausencia de resultados teóricos acerca de la distribución asintótica del estadístico
discriminante en este tipo de situaciones.
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3.2. Aplicación a datos reales: clasificación de fonemas.
Utilizaremos los datos descritos por Hastie, Buja y Tibshirani ( 1995) para ilustrar la
aplicación del método discriminante propuesto en el Capítulo 2 a un conjunto de datos
reales. Las series utilizadas proceden a su vez de una base de datos más amplia (TIMIT
Acoustic-Phonetic Continuous Speech Corpus, NTIS, US Department of Commerce), que
constituye una fuente de datos repetidamente utilizada en estudios de reconocimiento de
patrones de voz.
Se ha utilizado únicamente un subconjunto del total de datos disponibles, de forina
que se seleccionaron cinco fonemas para su discriminación a partir de registros de voz
digitalizados. Los cinco fonemas utilizados pueden transcribirse como: "sh" (tal y como se
pronunciaría en el término inglés "she" ), "dcl" (como en "dark" ), "iy" (como en "she" ),
"aa" (como la vocal en "dark" ) y"ao" (tal y como se pronuncia la primera vocal en
"water ") . Partiendo de los registros de voz de un total de 12 varones, se seleccionaron
4509 series de datos de 32 ms. de duración cada una, con una tasa de muestreo de 16
kHz (es decir, 1 observación cada 1/16000=0,0000625 segundos=0,0625 mseg). Cada serie
corresponde a la pronunciación de uno de los cinco fonemas anteriores, y consta así de
un total de 512 observaciones equiespaciadas. Los datos disponibles no corresponden a las
series originales, sino al logaritmo de los periodogramas correspondientes. La distribución
de los 4509 registros disponibles, según el foneina al que corresponden es como sigue:
Fonema
aa ao dcl iy sh
Número de series 695 1022 757 1163 872
Para cada una de las series el valor del periodograma (equivalentemente, de su loga-
ritmo) se calcula sobre las frecuencias de Fourier en (0, ^r):
I(^^) _ 1
n
^ -it^^Xte
t=1
2^r1^
, ^^ = n , l^ = l, 2, ..., [n/2] ^
2^rn
2
siendo n= 5121a longitud de las series consideradas. Los datos disponibles consisten así en
45091og-periodogramas de longitud [n/2]=256, correspondientes a un rango de frecuencias
de 0-8 kHz, de los cuales se conoce además la clase (fonema) al que corresponden. En la
Figura 3.18 se representa una muestra aleatoria de 10 log-periodogramas correspondientes
a cada una de las clases de fonemas consideradas. Como se puede observar, existe una
enorme variabilidad entre las series correspondientes a un mismo fonema, que se trasla-
da a los correspondientes periodogramas (Figura 3.19). Obviamente este hecho debería
dificultar el problema de discriminación entre los grupos de estudio.
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Figura 3.18: Logaritmo del periodograma correspondiente a una muestra aleatoria de 10
series de cada una de las clases de fonemas sujetas a discriminación.
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Inicialmente, se exploró el comportamiento del estadístico discriminante DyV utilizando
una muestra de entrenamiento de 250 log-periodogramas seleccionados de forma aleatoria,
50 por cada una de las clases de fonemas disponibles. Siguiendo el procedimiento descrito
en la Sección 2.4 de la presente memoria, se estimó la densidad espectral correspondiente a
cada una de las series de entrenamiento utilizarido los estimadores espectrales propuestos
por Fan y Kreutzberger ( 1998) : fDLS, .ÍLS y fLx • Para cada una de las clases de fonemas
consideradas, la densidad espectral correspondiente a cada clase se estiinó proinediando
las estimaciones del espectro obtenidas para las series de entrenamiento en dicho grupo.
A su vez, se utilizaron para la clasificación 50 series por grupo, constituyendo una
muestra test de un total de 250 log-periodogramas. Cada una de las series utilizadas como
test fueron clasificadas en una, de las cinco clases de fonemas de acuerdo con la medida de
disparidad espectral
_ _ ^ _ _
Dw(fn, Ĵi) - 4^ W(fn(^) fi 1(^))d^, i= 1; 2, ..., 5, (3.16)
-^
Capítulo 3. Comportasniento del procedilniento discrimina.nte sobre muestras finitas 117
Figura 3.19: Periodograma correspondiente a una muestra aleatoria de 10 series de cada
una de las clases de fonemas sujetas a discriminación.
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3.0
siendo fn un estirnador de la densidad espectral correspondiente a la serie considerada y
fzi i= 1; ..., 5 el estimador no paramétrico de la densidad espectral correspondiente a la
clase de fonemas i. Se utilizó la función
W (x) = log(cxx -}- (1 - cx)) - a log(x) (3.17)
como función de divergencia, tomando c^ = 0,5 en todos los casos. Para el cómputo de los
estimadores no paramétricos de la densidad espectral se utilizó el núcleo de Epanechnikov,
y el paráinetro veiitana se determinó eii cada caso ininimizaiido la función de validación
cruzada sobre un rango de valores razonables de 1^,. Para el cómputo del estimador log-
periodograma suavizado basado en el criterio de máxima verosimilitud local, se empleó el
algoritmo iterativo de Newton-Raphson.
Cada serie se clasificó así en el grupo para el que se minimizaba la distancia (3.16)
entre su densidad espectral y la densidad espectral de cada grupo, estimada ésta a partir
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del promedio de las densidades espectrales correspondientes a las series de entrenamiento
en ese grupo. Con este criterio, se calculó el número de series mal clasificadas en cada una
de las clases de fonemas, y se promediaron las tasas de mala clasificación para obtener
una tasa global de error. La Tabla 3.14 muestra los resultados obtenidos utilizando el
periodograma suavizado por mínimos cuadrados locales en la estimación de la densidad
espectral.
Tabla 3.14: Tasas de inala clasificación sobre una muestra test de 250 series de fonemas. La
densidad espectral en cada clase se estimó promediando las estimaciones del espectro de
las series de entrenamiento, utilizando el estimador periodograma suavizado por mínimos
cuadrados locales, fDLS.
,
Fonema
Fonema "aa" "ao" "dcl" "iy" "sh" Tasa de error
"aa" 30% 68% 2% 0 0 70%
"ao" 2 90% 8% 0 0 10%
"dcl" 0 4 96 % 0 0 4%
"iy" 0 56 % 14 % 30 % 0 70 %
"sh" 0 4 0 8% 88% 12%
Tasa global de inala clasificación=33.2 %
Se obtuvo una tasa global de mala clasificacióxi del 33.2 %, que resulta muy elevada
si se compara con la alcanzada con otros procedimientos utilizados con anterioridad para
la clasificación de este mismo conjunto de datos. Así, Hastie, Buja y Tibshirani (1995)
refieren tasas de error en torno a un 9% empleando una versión ^regularizada del análisis
discriminante lineal (LDA), que denominan análisis discriminante penalizado (PDA). A
su vez, Ferraty y Vieu (2003), utilizando un enfoque funcional, obtienen tasas de mala
clasificación que no superan el 13 %.
Como alternativa, se exploró la posibilidad de realizar el análisis discriminante prome-
diando en primer lugar los periodogramas de las 50 series de entrenamiento disponibles en
cada grupo. En este caso, la densidad espectral correspondiente a cada una de las clases
de fonemas consideradas se estimó suavizando el proinedio de los periodogramas en cada
clase.
Se utilizaron de nuevo para la clasificación 50 series por grupo, constituyendo una
muestra test de un total de 250 log-periodogramas. Cada una de las series test fueron
clasificadas en una de las cinco clases de fonemas de acuerdo con la medida de disparidad
espectral (3.16), donde ahora fi, i= 1, ..., 5 denota al estimador no parainétrico de la
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densidad espectral correspondiente a la clase i obtenido a partir del promedio de los
periodogramas de las series de entrenamiento. En este^caso se utilizó sieinpre el estimador
periodograma suavizado, fDLS, estudiado por Fan y Kreutzberger (1998) (nótese que al
suavizar el promedio de los periodogramas el estimador log-periodograma suavizado por
mínimos cuadrados, fDLS, resulta no ser un estimador insesgado de la densidad espectral
correspondiente. De igual forma, si en lugar de promediar los periodogramas de las series
de entrenamiento, se calculara el promedio de los log-periodogramas correspondientes y
se utilizara éste para obtener estiinaciones del espectro de cada clase, el estimador basado
en máxima verosimilitud, fLK, resultaría ser un estimador sesgado).
Manteniendo el resto de paráinetros co^no en el caso anterior, se calculó el núinero de
series asignadas a cada uno de los grupos de fonemas y la tasa global de mala clasificación.
La Tabla 3.15 muestra los resultados obtenidos utilizando el periodograma suavizado por
inínimos cuadrados locales en la estimación de la densidad espectral.
Tabla 3.15: Tasas de mal clasificación sobre una muestra test de 250 series de fonemas. La
densidad espectral en cada clase se estimó suavizando el promedio de los periodogramas
de las series de entrenamiento, utilizando el estimador periodograma suavizado.
Fonema
Fonema "aa" "ao" "dcl" cciy» "sh" Tasa de error
"aa" 20% 64% 16% 0 0 80%
"ao" 0 62 % 38 % 0 0 38 %
"dcl" 0 0 100 % 0 0 0%
"iy" 0 10 % 24 % 66 % 0 34 %
"sh" 0 0 0 8% 92% 8%
Tasa global de inala clasificación=32 %
La tasa global de error fue así de un 32 % , resultando de nuevo muy elevada en relación
a la alcanzada con los procedimientos descritos por Hastie, Buja y Tibshirani (1995)
y Ferraty y Vieu (2003). La tasa de mala clasificación alcanzó el 80 % para las series
correspondientes al fonema "aa", manteniéndose por debajo del 10% únicamente para los
grupos "sh" y"dcl" , siendo éste último el único para el cual todas las series se ubicaron
correctamente.
A1 examinar con detenimiento los resultados del análisis discriminante y los periodo-
gramas de las series a clasificar, se sospechó que la elevada tasa de error obtenida podría
deberse a que, al promediar los periodogramas (o, equivalentemente, las densidades es-
pectrales estimadas) de las series de entrenamiento, se está eliminando gran parte de la
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variabilidad inherente a las series dentro de cada grupo propia del ejemplo que nos ocupa,
tal y coino habíamos constatado en las Figuras 3.18 y 3.19. Como ejemplo, en la Figura
3.20 se muestra la densidad espectral estimada de una muestra aleatoria de series corres-
pondientes al fonema "aa", junto con la densidad espectral estimada para las clases de
fonemas "aa" y"ao" . Tal y como se puede observar, y debido a la enorme variabilidad
que existe entre los periodogramas correspondientes a un mismo fonema, existen series
cuyas densidades se encuentran notablemente más próximas a la densidad espectral del
grupo "ao" que a la de su propia clase. Este hecho podría justificar los malos resulta-
dos del procedimiento discriminante. Nótese que otros criterios de clasificación utilizados
con anterioridad para discriminar este misino conjunto de datos, como el de Ferraty y
Vieu (2003) obviaban este problema "eliminando" aquellas series más lejanas a la hora
de calcular la distancia de la serie a cada uno de los grupos. De hecho, su procedimiento
se basa en estimar no paramétricamente las probabilidades a posteriori de que una serie
pertenezca a cada una de las clases. Para ello, se introduce un parámetro de suavizado h
de inodo que para la estimación de cada una de las probabilidades a posteriori se utilizan
únicamente aquellas curvas en cada grupo que distan de la serie a clasificar a lo sumo una
cantidad h.
Una forma de solventar este problema consistiría en adoptar otro criterio como medida
de proximidad entre cada serie y cada uno de los grupos de fonemas. Para ello se puede
recurrir a cualquiera de los criterios habitualmente utilizados en el análisis cluster, como
el del vecino más próxiino o enlace simple o el método de enlace promedio. Se optó por
calcular la proximidad entre una serie y cada uno de los grupos de fonemas promediando
las distancias espectrales entre dicha serie y las series de entrenamiento en cada grupo.
Así, la distancia entre cada serie Xn y la clase i, i= 1, 2, ..., 5 se calculó coino:
DW (fn^ Gi) = 1. ^ Dw(fn^ fij^r2 j=1
^
siendo fn un estimador de la densidad espectral correspondiente a cada una de las series
^
a clasificar y fij, j= 1, ..., ri la densidad espectral estimada de cada una de las ri series
en la clase de fonemas i-ésima, i= 1, 2, ..., 5. Cada serie se clasificó en el grupo para el
que se minimizaba la distancia anterior, utilizando cada uno de los tres estimadores del
espectro con idénticos parámetros que en los casos anteriores.
Con este criterio, se abordó finalmente el problema de discriminación. Se utilizó una
muestra de entrenamiento de 750 log-periodogramas seleccionados de forma aleatoria, 150
por cada una de las clases de fonemas. A su vez, entre las series restantes, se seleccionó para
su clasificación una muestra test de 1250 log-periodograinas, 250 series por grupo. Este
procedirriierito se repitió 50 veces, de inodo que se dispuso de un total de 50 muestras test
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Figura 3.20: Densidad espectral estirnada de una muestra aleatoria de series correspondien-
tes a la clase de fonemas "aa" . Se representan conjuntamente (en grueso) las densidades
espectrales de las clases "aa" y"ao" , estimadas a partir del promedio de los espectros
suavizados de las muestras de entrei^^niii^^nto.
diferentes para su clasificación. En cada iteración, cada una de las series utilizadas como
test fue clasificada en uno de los cinco grupos de fonemas promediando las distancias entre
su densidad espectral y las densidades espectrales de las series de entrenamiento en cada
grupo. Para ello se utilizaron cualquiera de los tres estimadores espectrales estudiados.
Para el cómputo del estadístico Dw se utilizó la función de divergencia (3.17) con diferentes
valores de a en todos los casos. En la estimación de la densidad espectral, y con cualquiera
de los tres suavizadores, se utilizó el núcleo de Epaneclniikov y el ancho de banda h se
determinó minimizando la función de validación cruzada sobre un rango razonable de
valores de h. Para cada iteración, se calculó el núrnero de series rnal clasificadas en cada
122 Capítulo 3. Comportamiento del procedimiento discriminante sobre muestras finitas
grupo y la tasa global de error. En la Figura 3.21 se muestran los diagramas de cajas para
las tasas globales de mala clasificación obtenidas en las 50 iteraciones con cada uno de los
tres estimadores espectrales considerados, tomando a= 0,5 para el cómputo de la función
de divergencia en (3.17).
Figura 3.21: Tasas de error sobre 50 muestras test para la clasificación de las series de
fonemas. La distancia a cada grupo se calcula como el promedio de las distancias a las
^ ^
series de entrenamiento en ese grupo, según Dw (fn, f2^ ) , utilizando la función (3.17) con
^ ^ ^
a =0.5. Resultados con los estimadores fDLS, fLS Y.ÍLx•
O
DLS LS LK
Tal y coino se puede observar, la tasa global de inala clasificación se situó en torno al
13 %, independientemente del estimador del espectro considerado, si bien de nuevo parece
objetivarse la influencia de las propiedades asintóticas de los suavizadores locales sobre
los resultados en la clasificación. Así, los resultados con el estimador log-periodograma
suavizado tienden a ser ligeramente peores que con los otros dos estimadores del espectro
^
(Mediana de la tasa de error: 14,6 % para fLS versus 13,3 % paxa fDLS y 13,4 % para
fLx). Si se analizan las tasas de mala clasificación según la clase de origen de las series, los
peores resultaros se alcanzaron para los grupos de fonemas "aa" y"ao" , con tasas de error
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promedio en torno al 27 %, independientemente del estimador del espectro considerado.
Para el resto de las clases, se obtienen tasas de error alrededor del 5% paxa la clase "dcl" ,
en torno al 6% para la clase "iy" y del 1% para el fonema "sh" (Figura 3.22).
Figura 3.22: Tasas de error sobre 50 muestras test para la clasificación de cada una de las
clases de fonemas. La distancia a cada grupo se calcula como el promedio de las distancias
a las series de entrenamiento en ese grupo, según Dw( fn, f^), utilizando la función (3.17)
.. .. ..
con a =0.5. Resultados con los estimadores: (a) fDLS^ (b) fLS Y (c) fLx•
(a)
(b)
(c)
Finalinente, se exploró la influencia del paráinetro a en (3.17) sobre los resultados
alcanzados (Figura 3.23). Las mayores tasas de érror se alcanzaron para valores extremos
de a, mientras que la iníniina tasa de error se obtuvo con cx =0,55. Con este valor, la
tasa media de error fue de un 12,96 % para el estimador periodograma suavizado, de un
13,82 % para el estimador log-periodograma suavizado y de un 13,03 % para el estimador
basado en máxima verosiinilitud.
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Figura 3.23: Tasas de error sobre 50 muestras test para la clasificación de las series de
fonemas. La distancia a cada grupo se calcula como el promedio de las distancias a las
series de entrenainiento en ese grupo, según Dw ( fry,,, f2^ ), utilizando la función (3.17) con
^ ^ ^
distintos valores de cx =. Resultados con los estimadores: (a) fDLS, (b) ĴLS Y(c) fLx•
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Capítulo 4
Análisis cluster de ser ies
temporales
4.1. Introducción
El análisis cluster es un proceso de clasificación no supervisada cuyo objetivo se centra
en encontrar siinilitudes y diferencias entre un conjunto inás o menos grande de obser-
vaciones a fin de poder clasificarlas en un número reducido de clases, cada una de ellas
constituida por unidades de características similares. A diferencia del análisis discriminan-
te, las características de cada grupo y, en muchos casos, el núinero de clusters que deben
identificarse, se desconocen a priori y deben determinarse a partir de los propios datos.
La inayoría de los trabajos sobre análisis cluster se han centrado en la clasificación
de datos estáticos, distinguiéndose generalemente entre dos tipos de algoritmos cluster:
clustering jerárquico o clustering partitivo (ver, por ejemplo, Jain y Dubes (1988)). Los
inétodos jerárquicos se basan en agrupar los datos de forma secuencial. Generalmente se
distinguen dos tipos de soluciones jerárquicas, y se habla a su vez de métodos aglomerativos
o métodos divisivos. En los métodos aglomerativos, se parte de la solución inicial donde
cada individuo es un grupo, de modo que en cada paso dos objetos o grupos de objetos
se unen dando lugar a un nuevo cluster, hasta llegar a la solución final con un sólo grupo
que contiene todas las observaciones. Para los métodos divisivos, se procede de la forma
contraria. Dentro de este tipo de técnicas, existen distiiitos algoritinos según cuál sea
el criterio elegido para la sucesiva transición entre grupos pequeños y otros de mayor
tamaño: vecino más próximo o enlace sinzple (que maximiza la n^iínima distancia entre
los objetos dentro del mismo grupo), vecino más lejano o enlace completo (que minimiza
la má,xima distancia entre los objetos dentro del mismo grupo), agrupación de medias o
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enlace promedio (basado en el promedio de las distancias entre los objetos en diferentes
grupos), inétodo de Ward (basado en minimizar la variación intragrupal de la estructura
formada), etc.
Los inétodos partitivos requieren a su vez conocer a priori el número ^ de clusters
que se quiere identificar. La forma intuitiva de proceder coiisiste en dividir los m datos
observados en ^, clusters de forma que se optimice algún tipo de criterio o función de
coste asociada. Entre los inétodos cluster partitivos, el inás utilizado es el algoritmo de 1^-
medias, donde cada cluster se representa por el valor medio de los elementos en ese grupo.
Sc trata de un método iterativo que persigue minimizar la distancia entre los clusters. Una
generalización de este método es el algoritmo EM (Expectation Maximizing), que tiene
en cuenta adeinás la inatriz de covarianzas entre los elementos de cada cluster. Aunque
existen otros métodos, estos algoritinos se encuentran entre los más utilizados de entre
los métodos partitivos. Además de los métodos jerárquicos y partitivos, otros algoritmos
cluster, menos utilizados, son los denominados "overlapping clusters" , métodos basados
en densidades, "grid-based methods" y"model-based methods" (Han y Kamber (2001)).
Uno de los puntos clave en el análisis cluster es la elección de una distancia o similitud
adecuada para medir la discrepancia entre cada par de observaciones. La inayoría de los
algoritmos cluster antes mencionados requieren disponer de una matriz de proximidad
que inida el nivel de similitud o disimilitud entre todos los posibles pares de observaciones
disponibles. El cálculo de esta matriz es el priiner paso del análisis y la elección de una
^nedida de proximidad dependerá, además de la finalidad del proceso de clasificación,
del tipo de observaciones a clasificar. Entre las distancias más habitualmente utilizadas
están la distancia euclídea, la distancia de Mahalanobis, de Minkowski, el coeficiente de
congruencia, el coeficiente de correlación, etc.
El trabajo con series de tiempo resulta de gran interés debido a la preponderancia
de este tipo de datos en ámbitos tan diferentes como la ingeniería, física, finanzas y eco-
noinía, medicina, sismología, ineteorología, reconocimiento de patrones, robótica o zoo-
logía. Así, el cluster de series de tieinpo puede resultar de utilidad en estas áreas para
permitir detectar unos pocos patrones representativos de una muestra más grande, prede-
cir comportamientos futuros, cuantificar la afinidad entre distintas entidades, etc. Algunos
ejemplos en la literatura son: la clasificación de inodelos de series de producción industrial
(Piccolo (1990)), la comparación de datos sismológicos, como el problema de distinguir
entre las ondas provocadas por terremotos y explosiones nucleares (Kakizawa, Shumway
y Taniguchi (1998)), la organización de datos industriales (Galbraith y Jiaqing (1999)), la
clasificación de iiiños de acuerdo con las siinilitudes en su comportamiento a lo largo del
tiempo (Hirsch y DuBois (1991)), la clasificación de países de acuerdo con los registros de
emisiones de C02 (Alonso et al. (2006)), el cluster de modelos de procesos ecológicos (Li
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et al. (2001)) o la clasificación de series de cotización bursátil (Coronnello et al. (2005)).
Sin embargo, los trabajos relacionados con el análisis cluster de procesos estocásticos
resultan escasos si se comparan con la multitud de estudios que se centran en el cluster
de observaciones estáticas. Cabe destacar que las características propias de las series tem-
porales hacen que las soluciones cl^ásicas no siempre resulten adecuadas para abordar el
proceso de clasificación de este tipo de datos. Tal y como se señaló anteriormente, uno de
los puntos clave para llevar a cabo un análisis cluster corisiste en determinar una medida
de similitud o de distancia entre dos observaciones, de modo que una vez calculada la
matriz de distancias entre todos los posibles pares de datos, se pueda utilizar cualquie-
ra de los algoritmos cluster tradicionales para agrupar las observaciones. Sin embargo, el
concepto de similitud entre dos series de tiempo no resulta elemental y puede establecerse
de formas muy diferentes. De hecho, una medida de similitud concreta puede resultar o
no más apropiada que otra dependiendo del objetivo con el que se lleve a cabo el análisis
cluster o incluso del propio contexto de aplicación. Así, algunas medidas de disimilitud
convencionales (por ejemplo, la distancia Euclídea entre los datos observados) pueden no
comportarse adecuadamente al trabajar con series de tiempo, por estar basadas en la cer-
canía de los valores observados y no en la estructura de autocorrelaciones de los datos. En
definitiva, algunas medidas de proximidad convencionales pueden considerar información
que es inherentemente estática, y que ignora por lo tanto la evolución de las series de
tiempo.
Utra característica peculiar de las series teinporales es que con freeuencia la longitud
de las series es grande, de modo que la alta dimensionalidad de las observaciones puede
coiillevar problernas computacionales que hagan más complicada la labor de clasificación.
En particular, este hecho puede dificultar la aplicación de los métodos multivariantes
clásicos en el doininio de tiempo, motivando la necesidad de desarrollar métodos cluster
específicos para la clasificación de series temporales, recurriendo además al dominio de
frecuencias.
El creciente interés en el cluster de series temporales, debido a sus importantes re-
percusiones prácticas, junto con las peculiaridades anteriormente mencionadas, han hecho
que en los últimos años se produzca un incremento de la investigación en este sentido,
dando lugar a diferentes técnicas diseñadas para detectar similitudes en la estructura de
datos de tipo teinporal. Una completa revisión de los trabajos realizados en este sentido
se puede eiicontrar en Liao (2005), quien clasifica los inétodos cluster de series temporales
en tres grupos diferentes, según se basen directamente en los datos observados ("raw-
data-based approach" ), en alguna característica obtenida a partir de las series sujetas a
clasificación ("feature-based approach" ) o en un modelo paramétrico ajustado a los datos
("model-based approach" ). Los primeros algoritmos trabaj an directamente con las series
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observadas (bien en el dominio de tiempo o en el dominio de frecuencias), reemplazando
las medidas de distancia o similitud habitualmente utilizadas con datos estáticos por una
que resulte apropiada en el contexto de series de tiempo. Los otros enfoques se basan en
obtener a partir de las series observadas, o de un modelo paramétrico ajustado a cada una
de ellas, ciertos parámetros a partir de los cuales afrontar la clasificación. En cualquier
caso, la principal aportación consiste en proponer nuevas medidas de distancia o similitud
(,ya sea entre los datos observados o entre algún parámetro que caracterice a las series) que
tengan en cuenta la naturaleza dinámica de este tipo de datos y, en consecuencia, mejoren
los resultados de la clasificación. A partir de esta inedida de distancia, los diferentes au-
tores han optado por utilizar indistintamente cualquiera de los algoritinos de clasificación
cluster tradicionales que se han mencionado con anterioridad.
Muchos de los trabajos dedicados al análisis cluster de series temporales asumen que
los procesos generadores de las series observadas siguen un inodelo paramétrico determi-
nado y realizan el análisis cluster bajo esta hipótesis. En este sentido, se suelen asumir
para los procesos generadores estructuras ARIMA (Maharaj (1996, 2000), Piccolo (1990),
Tong y Dabas (1990), Kalpakis, Gada y Puttagunta (2001), Baragona (2001), Xiong y
Yeung (2002)), mixturas de polinomios (Gaffney y Smyth (1999,2003), Bar-Joseph et
al. (2002), Bagnall, Janakec y Zhang (2003)), o modelos de cadena de Markov (MC) o
cadenas ocultas de markov (HMM) (Ramoni, Sebastiani y Cohen (2002), Cadez, Gaff-
ney y Smyth (2000), Oates (1999), Oates, Firoui y Cohen (1999)(2001), Oates, Schmill
y Cohen (2000), Smyth (1997), Zhong (2002), Zhong y Ghosh (2002,2002b, 2002c,2003)).
La mayoría de los trabajos que optan por este enfoque paramétrico asumen que las series
observadas proceden de un proceso ARIMA, estiman los parámetros del modelo a partir de
los datos, y propoilen realizar el análisis cluster basándose en la similitud entre los paráme-
tros de los inodelos ajustados. Así, Piccolo (1990) propone ajustar un modelo ARIMA a
cada una de las series observadas y luego clasificarlas utilizando como medida de distancia
la distancia euclídea entre los coeficientes de las expansiones autorregresivas asociadas.
Maharaj (1996) utiliza la distancia propuesta por Piccolo (1990) para desarrollar un test
de hipótesis con el fin de contrastar si dos series estacionarias son o no realizaciones de
un mismo proceso estocástico. El estadístico asociado, así como el p-valor correspondiente
son propuestos como medidas que pueden ser utilizadas a su vez en el análisis cluster de
series temporales. Posteriormente, la misma autora ha extendido este procedimiento al
caso de trabajar con series no necesariamente independientes entre sí (Maharaj (2000)).
Una forma alternativa de definir la distancia entre las modelizaciones ARIMA de las
series de datos se basa en los residuos del modelo ajustado (Tong y Dabas (1990), Bara-
gona (2001)). Así, Tong y Dabas (1990) clasifican diferentes modelos ARIMA ajustados a
una misina serie de tiempo en función de la distancia entre los residuos obtenidos tras cada
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a,juste, definida de diferentes formas. Es obvio que un enfoque similar puede utilizarse para
el cluster de modelos ajustados a diferentes series temporales. De hecho, Baragona (2001)
utiliza también una distancia ba5ada en los coeficientes de autocorrelación de las series de
residuos para abordar este problema.
Siguiendo en esta inisma línea, más recienteinente, Kalpakis, Gada y Puttagunta (2001)
han propuesto diferentes algoritmos para el cluster de series de tiempo a partir de mode-
lizaciones ARIMA, transformando los datos observados en los coeficientes cepstral asocia-
dos. Así mismo, Xiong y Yeung (2002) han desarrollado un nuevo método de clasificación
basado tainbién en la modelización de los datos mediante mixturas de modelos ARMA.
Además de la modelización ARIMA, muchos autores abordan el problema del análisis
cluster de series de tiempo asumiendo que las series dentro de cada cluster tienen un mismo
proceso generador que puede ser descrito mediante una cadena de markov (CM) o una
cadena oculta de Markov (HMM). La principal diferencia con el enfoque basado en modelos
ARIMA es que bajo la hipótesis de un modelo ARIMA el ajuste se realiza sobre cada una
de las series de datos antes de realizar el análisis cluster, mientras que aquí se suele obtener
un modelo diferente a partir de los clusters identificados en cada una de la iteraciones del
proceso de clasificación. Algunas referencias en este sentido son Ramoni, Sebastiani y
Cohen (2002), Cadez, Gaffney y Smyth (2000), Ridgeway (1997), Oates (1999), Oates,
Firoui y Cohen (1999, 2001), Oates, Schmill y Cohen (2000), Smyth (1997), Zhong (2002),
Zhong y Ghosh (2002, 2002b, 2002c, 2003), Li (2000), Li y Biswas (1999, 1999b, 1999c,
2000), Li et al. (2001) y Alon et al. (2003).
Otra alternativa que puede encontrarse en la literatura consiste en asumir que el modelo
subyacente es una mixtura de fiinciones polinómicas o mixtura de modelos Gaussianos.
Gafiney y Sinyth (1999, 2003) asumen un modelo de regresión de mixturas, utilizando
un algoritmo EM para estimar las probabilidades de pertenencia a cada cluster. En esta
inisma línea, Bar-Joseph et al. (2002) adoptan un modelo de mixturas de splines para
datos genéticos, utilizando también el método de clasificación EM.
Parece lógico pensar que el buen funcionainiento de estos procedimientos se basa en
que realmente se verifiquen las hipótesis sobre las que se asientan, es decir, que las series
de tiempo sujetas a clasificación realinente se ajusten a los modelos propuestos, pudiendo
conducir a resultados equívocos en caso contrario. Un enfoque alternativo consiste en no
asuinir ningún inodelo teórico para los procesos generadores de las series observadas, y
medir la similitud o discrepancia entre dos series a partir de los propios datos o de alguna
característica que pueda obteiierse a partir de ellos ("inodel fi ee approaches" ). La solución
más sencilla consiste en tratar las series de tiempo como si fuesen vectores multidimensio-
nales de datos independientes y utilizar como medida de distancia la distancia Euclídea
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entre los datos observados. Tal y como ya señalaron Galeano y Peña (2000), esta inétrica
resulta invariante a cualquier transforinación que inodifique el orden de las observaciones a
lo largo del tiempo, y por lo tanto no toma en cuenta la estructura de autocorrelación que
caracteriza a las series temporales. Así; por ejemplo, sería lógico considerar similares los
beneficios de dos einpresas si sigtzen una evolución similar, independientemente de que el
volumen de ventas de una de ellas duplique las ventas de la otra compañía. Una alternativa
consiste en utilizar una métrica que tenga en cuenta dicha estructura, bien a partir de la
correlación entre cada par de series (Bohte et al. (1980) ) o bien a partir de las funciones de
autocorrelación, autocorrelación parcial o autocorrelación inversa de cada una de las series
observadas (Galeano y Peña (2000), Caiado, Crato y Peña (2006), Caiado y Crato (2005)).
Aunque este tipo de distancias permitiría clasificar de forma eficiente series con diferentes
estructuras de autocorrelación, los resultados obtenidos podrían depender del número de
coeficientes considerados. Otros autores proponen realizar primero una transformación de
los datos y utilizar después una métrica asociada. Así, por ejemplo, Bagnall, Janakec y
Zhang (2003) sugieren realizar el cluster una vez discretizados los datos. A su vez, Agrawal,
Faloutsos y Swami (1993) proponen como medida de distancia la distancia euclídea entre
los primeros coeficientes de la transformada discreta de Fourier de las series de tiempo,
mientras que Gavrilov et al. (2000) utilizan el análisis de componentes principales.
Como puede observarse, prácticainente todas las soluciones propuestas para el clus-
ter de series temporales persiguen de un modo u otro reducir la alta dimensionalidad que
caracteriza a este tipo de datos. En este sentido, el enfoque a través del do^ninio de frecuen-
cias puede resultar especialmente interesante, y ha sido defendido por diversos autores.
Es evidente que en muchas ocasiones las similitudes y diferencias entre series de tiempo
pueden caracterizarse en términos de sus estructuras de covarianzas o, equivalentemente,
de sus densidades espectrales, por lo que es lógico que el cluster de series de tiempo pueda
realizarse a partir de distancias definidas.en el dominio espectral. Así, por ejemplo, Shaw y
King (1992) han abordaron el problema del análisis cluster de series de tiempo utilizando
como medida de distancia la distancia euclídea entre los espectros normalizados de las se-
ries observadas. En esta misma línea, Caiado, Crato y Peña (2006) han propuesto utilizar
como medida de disparidad la distancia euclídea entre los periodogramas normalizados
(o su logaritmo) asociados a las series de partida. Estos mismos autores proponen tam-
bién utilizar la aproximación espectral a la medida de información de Kullback-Leibler,
reemplazando las matrices de covarianzas por los periodogramas normalizados correspon-
dientes. En este sentido, Kakizawa, Shumway y Taniguchi (1998) propusieron una medida
de disparidad espectral que extiende algunas medida ŝ de disparidad clásicas definidas eii
el dominio de tiempo, como la información discriminante de Kullback-Leibler o la medida
de inforiziación de Chernoff.
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Un eiifoque distinto para abordar el problerna del análisis cluster de series temporales
es el propuesto recientemente por Alonso et al. (2006), donde se pone de manifiesto cómo
el objetivo con el que se lleva a cabo la clasificación es esencial a la hora de determinar
una medida de disparidad adecuada. Así, dichos autores abordan el problema del análisis
cluster de series de tiempo cuando el interés se centra en clasificar las series de acuerdo
con el valor que tomarán en un horizonte de tieinpo determinado. Es obvio que en este
caso la proximidad entre series no puede definirse únicamente a partir de su estructura de
autocovarianzas, ni con un enfoque basado en modelos. Los autores proponen así un nuevo
inétodo cluster basado en las densidades de predicción de cada una de las series observadas
en un momento dado de tiempo, utilizando estimadores tipo núcleo de la densidad y un
procedimiento "sieve bootstrap" . Las diferencias entre cada par de densidades estimadas
mediante técnicas bootstrap proporcionan una matriz de distancias que se utiliza como
punto de partida para el análisis cluster.
Finalmente, trabajos recientes han abordado específicamente el problema de la clasifi-
cacióii de procesos no estacionarios. En partir.ular, los procesos localmente no estacionarios,
en los que el espectro asociado varía en el tiempo, han sido objeto de diversas investiga-
ciones que han aportado soluciones diversas al análisis cluster de este tipo de procesos
(Hirukawa (2006), Sakiyama (2002), Shumway (2003))
A pesar de la preponderancia, en los últimos aiios, de trabajos dedicados al análisis
cluster de series de tiempo, se ha estudiado con poco detalle el comportamiento de cada
una de estas distaiicias en diferentes contextos de clasificación y por lo tanto se desconoce,
en situaciones concretas, cuál de los diferentes enfoques proporciona mejores resultados.
Los trabajos de Kaplakis, Gada y Puttagunta (2001), Boets, De Cock y De Moor (2005)
y Caiado, Crato y Peña (2006) son los únicos que conocemos en este sentido. Mientras
que los dos primeros exploran el comportamiento de diferentes medidas de disparidad en
el análisis cluster de procesos ARMA, el trabajo de Caiado, Crato y Peña (2006) se centra
en la clasificación de procesos estacionarios y no estacionarios. En un trabajo anterior,
Caiado y Crato (2005) habían investigado el comportamiento de diferentes métricas para
discriminar entre un proceso lineal determinista y un "paseo aleatorio" . El mismo autor ha
estudiado posteriormente el comportamiento de las mismas distancias para la clasificación
de procesos estacionarios y no estacionarios con diferentes características de persistencia
(Caiado (2006)).
En este capítulo se propondrán nuevas medidas, de corte no paramétrico, para abor-
dar el análisis cluster de series temporales. Algunas de estas distancias se basan en la
medida de disparidad espectral propuesta por Kakizawa, Shumway y Taniguchi (1998),
y extienden al contexto del análisis cluster el procedimiento discriminante descrito en el
Capítulo 2. Así, la distancia entre dos series de tieinpo se definirá en términos de la discre-
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pancia entre las densidades espectrales correspondientes, estimadas no para^nétrica^nente
inediante técnicas de regresión polinóinica local. Se propondrán adeinás otras medidas
de discrepancia basadas en estadísticos de corte no paramétrico originalmente desarrolla-
dos para contrastar la igualdad del logaritmo del espectro de dos procesos estocásticos.
Dada la flexibilidad de las técnicas de corte no parainétrico, cabe esperar que con estas
distancias se mejoren los resultados de las inedidas basadas en modelos, a la vez que se
contrastará su comportainiento, en diferentes contextos de clasificación, con el de otras
distancias definidas tanto en el dominio de tiempo como en el dominio espectral.
En la Sección 4.2 se realizará una revisión más pormenorizada de algunas de las dis-
tancias entre series de tiempo que han sido propuestas por otros autores para abordar el
análisis cluster de procesos estocásticos. En la Sección 4.3 se introducirán nuevas medidas
de corte no parainétrico para evaluar la disparidad entre este tipo de datos, y se indicará su
utilización en el análisis cluster de procesos estocásticos. A continuación, en la Sección 4.4
se describirán los resultados de un estudio de simulación llevado a cabo para comparar el
comportamiento de diversas distancias en la clasificación de series temporales. Esta Sec-
ción se estructurará en cinco apartados: en primer lugar, se describirá el procediiniento
experimental y a continuación se estudiará la clasificación de series de tiempo en tres con-
textos diferentes: (a) clasificación de procesos como estacionarios y no estacionarios, (b)
clasificación de diferentes procesos ARMA y(c) clasificación de procesos no lineales. Final-
inente, se resumirán algunas conclusiones del estudio de siinulación. La últiina sección del
capítulo se dedicará a analizar el comportainiento de las medidas propuestas para la cla-
sificación de un conjunto de datos reales referidos a los resultados del electrocardiograma
de una serie de pacientes aquejados de diferente patología.
Los resultados presentados en este capítulo pueden verse en Pértega y Vilar (2007).
4.2. Algunas medidas de disparidad entre series de tiempo
Tal y coino se ha señalado en la sección anterior, uno de los aspectos clave del análisis
cluster es la función utilizada para inedir la similitud entre cada par de datos que se van a
clasificar. En esta sección se describirán algunas de las medidas de disimilitud entre series
de tiempo que han sido utilizadas en otros trabajos para el análisis cluster de procesos
estocá,sticos.
Sean Xn = (Xl, ..., Xn) e Yn =(Yi; ..., Yn) realizaciones parciales de dos procesos
escalares X={Xt, t E 7L} e Y={Yt, t E 7L}, respectivamente.
Una forma sencilla de valorar la discrepancia o distancia entre dos series de tiempo
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consiste en considerar la distancia Euclídea entre los datos observados:
n
dE (X, Y) _ ^ (Xt - Yt)2
t=i
La distancia Euclídea se basa en medir directamente la cercanía de los valores obser-
vados, independientemente de la estructura de autocorrelación inherente a las series de
tiempo. Así, los datos se tratan como si fuesen independientes de modo que dE resulta
ser una medida invariante a permutaciones en el tiempo. Por lo tanto, es obvio que no
puede ser considerada una buena medida de disparidad entre series temporales, tal y como
señalan Galeano y Peña (2000).
Una alternativa para tener en cuenta la estructura temporal de las series de tiempo
consiste en medir la discrepancia entre dos series a partir de las funciones de autoco-
rrelación estimadas (ACFs) (Galeano y Peña (2000)). Así, sean px =(pl,x, •••, pL,x)t Y
py =(pl,y, ..., pL,y)t los vectores de coeficientes de autocorrelación estimados a partir de
las series de tiempo Xn e Yn, respectivamente, para algún L tal que pi,x ^ 0 y pi,y ti 0,
para i> L. De esta forma, se puede definir la distancia entre las series como:
dACF (X, Y) _ { (Px - Py)t ^ (Px - Py) } 1/2 ^ (4.2)
donde St es alguna matriz de pesos. Algunas posibles elecciones para los pesos en SZ son
(Caiado, Crato y Peña (2006)):
(i) Pesos uniformes, tomando SZ = I. En este caso, la distancia dACF consiste simple-
inente en la distancia Euclídea entre las funciones de autocorrelación estimadas:
L l 1/2
dACFU (X, Y) _
i=1
(ii) Pesos geométricos, disminuyendo con el retardo de las autocorrelaciones, de modo que
dACF vendrá dada por:
L 1 1/2
dACFG (X, Y) _ ^ p(1 - p)Z (pi,x - Pi,y)2 , con 0< p< 1.
i=1
(ii) La distancia de Mahalanobis entre los coeficientes de autocorrelación (dACFM), que
resulta de tomar SZ = (cov(p1)), la inversa de la rnatriz de covarianzas de los coefi-
cientes de autocorrelación, calculada según la fórmula de Bartlett truncada (Brockwell y
Davis (1991)).
Igualmente, se han introducido distancias similares a partir de los coeficientes de auto-
correlación parcial (PACF) de las series de tiempo consideradas, en lugar de los coeficientes
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de autocorrelación simple (Caiado, Crato y Peiia (2006)). Así, se define la distancia eiitre
dos series de tiempo como:
.. .. t .. .. 1/2
dPACF (X, Y) _ (^X - ^y) ^ (^X - ^Y)
donde ^ii son los coeficientes de autocorrelación parcial estimados de cada una de las series
de tiempo consideradas y St es una matriz de pesos que puede ser definida como en el caso
anterior. Así, en particular, podrá considerarse la distancia Euclídea entre los ve ĉtores
de coeficientes de autocorrelación parcial estimados cón pesos uniformes (dpACFU), o con
pesos geométricos (dpACFG) • De igual forma, se han definido distancias siinilares entre las
funciones de autocorrelación inversa propuestas por Cleveland (1972) y desarrolladas por
Chatfield (1979) (Caiado, Crato y Peña (2005)).
Todas las distancias anteriores se definen directainente a partir de los datos observados,
sin exigir hipótesis adicionales sobre los procesos generadores. Tal y como se vio en la
sección anterior, un enfoque alternativo se basa en asumir que cada una de las series de
tiempo es generada a partir de un modelo paramétrico determinado, por ejemplo, a partir
de un modelo ARIMA. Un ejeinplo es la métrica propuesta por Piccolo (1990) para la clase
de procesos ARIMA invertibles, definida como la distancia Euclídea entre los coeficientes
de los operadores AR(oo) de la estructura ARIMA asociada a cada una de las series de
tiempo consideradas:
^
dPIC (X ^ Y) _ ^ (^^x - ^.7y)2 ^
j=1
donde ^rj^ y ^rjy son los coeficientes de los operadores AR(oo) de X e Y, respectivamente.
En la práctica, en lugar de ajustar el inodelo ARIMA correspondiente a cada serie de
tiempo, se puede modelizar la estructura autorregresiva utilizando un criterio como el
criterio de inforinación de Akaike (AIC). Así, la distancia anterior puede calcularse como:
dplC(X ^ Y) - ^ (^j^X - 7rj,y)2
j=1
con IIX =(^1,^,-, ..., ^r^l,X)t y IIy = (^rl,y, ..., ^rk2iy)t los vectores de los parámetros AR(^1)
y AR(k2) estimados de las series observadas XT e YT, respectivamente, y k= ma^(kl, k2),
donde ^,1 y^2 son el orden de los modelos AR ajustados a cada una de dichas series.
Basándose en esta distancia, Maharaj (1996) introdujo posteriormente otras dos me-
didas de disparidad en la clase de procesos ARMA, basándose en un test de hipótesis
para determinar si dos series de tiempo procedían o no del mismo proceso generador. Más
específicamente, el test propuesto viene dado como:
t .. _ 1 ..
.. 4. 7dM(X, Y) _ ^3T (IIX - IIy) V (IIX - IIy) , ( )
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con V un estimador de V=^XRXI (1^) +^YRYl (1^), siendo ^X y^Y las varianzas de los
procesos ruido blanco asociados con X n e Yn, respectivamente, y RX y RY las matrices
de covarianza muestrales de ambas series.
Ma,haraj (1996) demostró que dM, bajo la hipótesis nula de igualdad de los procesos
generadores, sigue asintóticamente una distribución chi-cuadrado con ^ grados de libertad.
Puesto que dM, y también su p-valor asociado, satisfacen las condiciones de no negativi-
dad y simetría, Maharaj (1996) propone utilizarlas coino medidas de disparidad entre los
procesos X e Y en el análisis cluster de series de tiempo.
Otras medidas de distancia definidas en el contexto del análisis cluster de procesos
estocásticos han sido propuestas en el doininio espectral. Sean IX e IY los periodogramas de
las series de tiempo Xn e Yn, respectivamente, evaluadas en las frecuencias de Fourier ^k =
2^r1^/n, l^ = 1, ..., N con N=[(n - 1)/2]. Caiado, Crato y Peña (2006) han considerado
hasta tres distancias diferentes basándose en los datos de los periodogramas. En primer
lugar, proponen utilizar como distancia entre dos series la distancia Euclídea entre las
ordenadas de sus correspondientes periodogramas:
_ 1
dP(X,Y) N
N
^ (Ix(^k) - IY(ak))2.
k=1
Los citados autores mencionan que si no se está interesado en la escala de los procesos
que se desea clasificar, sino únicamente en su estructura de autocorrelación, resulta más
adecuado trabajar con los periodogramas normalizados, reemplazando el periodograma
I(^k) por NI (^k) = I (^k)/^yo, donde ^o es la varianza muestral de la serie de tiempo
correspondiente. Así, proponen tomar como distancia entre cada par de series la distancia
euclídea entre los periodogramas normalizados:
1dNP(X, Y) = Ñ
N
^ (NIX(^k) - NIY(^k))2. (4.9)
k=1
Finalmente, y puesto que la varianza de las ordenadas del periodograma resulta propor-
cional al valor del espectro en las frecuencias correspondientes, Caiado, Crato y Peña (2006)
precisan que tiene sentido trabajar con el logaritmo del periodograma normalizado:
N
dLNP(X,Y) = Ñ ^ (logNlX(^k) - logNlY(^k))2, (4.10)
k=1
y, obviamente, también con el logaritmo de los correspondientes periodogramas
N
dLP(X,Y) = Ñ ^ (loglX(^k) - loglY(^k))2. (4.11)
k=1
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Dichos autores demostraron que estas métricas están relacionadas con las distancias
basadas en los coeficientes de autocorrelación descritas anteriormente, de forma que se
verifica que:
dlvP(X^Y) _ (2^)dacFU(X,^')•
En ocasiones alguna de las distancias entre series de tiempo definidas en el dominio
espectral resultan de una simple aproximación de medidas que han sido definidas previa-
inente en el doininio de tiempo, y que se utilizan con el fin de evitar los graves problemas
computacionales que pueden surgir al trabajar con series de gran longitud. Así, Caia-
do, Crato y Peña (2006) proponen utilizar la aproximación espectral de la información
discriminante de Kullback-Leibler:
dKLTD(X,Y) = tr (^x^Yl)
- log(I^xI^I^yI) - n,
donde Ex, Ey denotan las matrices de covarianzas asociadas a las series Xr,, e Yn, res-
pectivainente. Dicha aproximación espectral se calcula a partir de las coordenadas del
periodograma normalizado de cada una de las series:
N NIx(^k) - log NIx(^^) _ 1 .dKLFD (X, Y) _ ^ NIy (^^
NIy (^^k=1
En esta misma línea, la inedida de disparidad espectral (2.10) estudiada en la Sec-
ción 2 en el contexto del análisis discriminante y propuesta por Kakizawa, Shumway y
Taniguchi (1998)
Dw(.fx^ .ÍY) = 4^ ^ W (.Íx (ñ) fyl(ñ))dñ
-^r
incluye, como casos particulares, a las aproximaciones espectrales de medidas clásicas de
disparidad entre dos series de tiempo como la información discriminante de Kullback-
Leibler o la información de Chernoff. Dichos autores proponen utilizar la distancia desa-
rrollada para el análisis cluster de series temporales, utilizando una simple transforinación
para garantizar la simetría de la medida propuesta. Así, la distancia entre dos series de
tiempo Xn e Yn puede computarse como:
.. .. .. ..
dw(X, Y) = Dw(fx^
.ÍY) + Dw(fY^ .ÍJL')
^ ^
donde f x(•), f y(•) denotan las densidades espectrales estimadas de los procesos X e Y,
respectivamente, y W(•) es una función que satisface ciertas condiciones de regularidad ne-
cesarias para garantizar que Dw(•, •) sea una cuasidistancia. En particular:, se exigirá que
la función de divergencia W(•) sea tres veces continuamente diferenciable en (0, oo) con
un íinico inínimo en 1 tal que W(1) = 0.
Cabe señalar que mientras alguna de las medidas anteriores han sido especificainente
diseñadas para procesos estacionarios, como las distancias propuestas por Piccolo (1990)
Capítulo 4. Análisis cluster de series temporales 137
y Maharaj (1996), aquellas distancias basadas en los coeficientes de autocorrelación o en
el espectro de los series pueden calcularse para cualquier tipo de procesos. Es cierto que
tanto los coeficientes de atitocorrelación como el espectro se definen habitualmente para
procesos estacionarios, por lo que las métricas basadas en las autocorrelaciones muestrales
y en los periodogramas correspondientes asttmen implícitamente que las series sobre las
que se trabaja son estacionarias. No obstante, su definición puede ser extendida a procesos
integrados (Peña y Poncela (2006)) y en este sentido, las distancias descritas podrán
utilizarse también en la clasificación de otro tipo de procesos.
4.3. Una vía no paramétrica para el análisis cluster de series
de tiempo
En esta sección se introducirán nuevas medidas de corte no paramétrico que pueden
utilizarse en el análisis cluster de series temporales y que no han sido consideradas hasta
el momento en este contexto.
En primer lugar, se propondrá utilizar la medida de disparidad espectral (2.10) pro-
puesta en el Capítulo 2 en el contexto del análisis discriminante, y extender su utilización
al análisis cluster de series temporales. Según esta medida, la discrepancia entre dos series
de tiempo puede evaluarse según:
^
Dw(X^ Y) 4^ W (Ĵx(^) ĴY1(^))d^^
-^
donde fx (•), fY (•) denotan las densidades espectrales estimadas de los procesos X e Y,
respectivamente, y W(•) es una fi^nción que satisface las condiciones de regularidad nece-
sarias para que Dw (X, Y) sea una cuasi-distancia.
Puesto que la medida DyV(•, •) no resultar ser, de modo general, una medida siinétrica,
se requiere realizar una alguna inodificación para poder ser utilizada como punto de partida
en el análisis cluster. En particular, si la función de divergencia W(•) se modifica según
W (x) = W (x) = W (x-1), (4.12)
la nueva medida de disparidad espectral basada en W(•) vendrá dada por la expresión:
1 ^dyY(X, Y) _
4^r W (fx(^)ĴY1(^)) _
-^
^ _ _ _ _
4^r W (fx(^)fY(a)-i)d^ + 4^ ^ W (fY(^)fx(^)-i)d^ _
-^ -^
^ ^ ^ ^
= Dw(fx^ fY) ^- DW(fY^.fx),
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resultando así una medida simétrica que puede utilizarsc en el análisis cluster de series de
tiempo. En particular, se propone utilizar los estimadores espectrales desarrollados en Fan
y Kreutzberger (1998) para aproximar la densidad espectral de cada proceso, denotando
la medida de disparidad resultante de la siguiente forma:
(i) dw(DLS), cuando el espectro se estime utilizando el suavizador lineal local del perio-
^
dograma, obtenido mediante inínimos cuadrados locales ( fDLS)
(ii) dw(LS), cuando el espectro se estime mediante la exponencial del suavizador lineal
local del logaritmo del periodograma, utilizando tainbién míniinos cuadrados locales
^
(fLS)
(iii) dw(LK), cuando la estimación de la densidad espectral se realice mediante la expo-
nencial del estimador lineal local del log-periograma, obtenido utilizando el criterio
de máxima verosiinilitud local en lugar de mínimos cuadrados locales ( fLx)
Puesto que la aplicación de los algoritmos cluster tradicionales únicamente requiere
de la definición de una medida que pueda resultar apropiada para medir la disparidad
entre dos series de tiempo, de acuerdo con el objetivo de la clasificación, de modo general
cualquier estadístico originalmente diseñado para contrastar la igualdad de los procesos
generadores de dos series de tiempo podría utilizarse como una medida a partir de la
cual abordar el análisis cluster de series temporales, tal y como propone Maharaj (1996,
2000) . Sin embargo, se trata de una alternativa poco explorada en la literatura. En este
trabajo, proponemos utilizar como medida de discrepancia en el análisis cluster de procesos
estocásticos dos nuevas distancias definidas a partir de estadísticos originalmente diseñados
para contrastar la igualdad de la densidad espectral (más concretamente, del logaritmo de
la densidad espectral) de dos procesos. En particular, se plantea el siguiente contraste de
hipótesis:
Ho : mx(•) = my(•) (4.13)
Hl : mx (' ) ^ ^y (' )
con mx(^) = log ( fx(a)) y my(a) = log ( fy(a)) el logaritmo de la densidad espectral de
los procesos X e Y, respectivamente.
En primer lugar, nos centraremos en el test de razón de verosimilitud generalizada
propuesto originalmente por Fan y Zhang (2004) para contrastar si la densidad espectral
f^,-(•) asociada a una serie de tiempo Xn pertenece o no a una determinada familia pa-
ramétrica { fe(•), B E O}. Dichos autores abordan por lo tanto el problema del contraste
de hipótesis:
Ho ^ fx(•) = fe(•)
Hi ^ fx(•) ^ fe(')^
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que puede ser expresado de forma equivalente a través del logaritmo de la densidad espec-
tral correspondiente:
Ho : mx(•) = r^ze(')
Hl : rrax(') ^ me(•).
Si X es un proceso lineal Gaussiano, las ordenadas del periodograma evaluadas sobre
las frecuencias de Fourier satisfacen, como vimos en (1.23), el siguiente modelo de regresión
heterodedastico:
Ix(^k) _ ,fx(^k)Vk + Rn,k^
donde Rn,k denota un término asintóticamente despreciable y las Vk son variables aleatorias
independientes e idénticamente distribuidas según una distribución exponencial estándar
para todo k^ 0. Por lo tanto, tomando logaritmos:
Yk = loglx(^k) = mx(^k) -f- ^k -^ rk^
donde ahora mx(^k) = log(fx(^k)), sk = log(Uk) son variables aleatorias i.i.d. con función
de densidad fE(x) = exp(- exp(^) -}- x) y rk = log(1 -^ Rk/ f(^k)) denota un término
asintóticamente despreciable.
La función de log-verosimilitud asociada resulta ser, por lo tanto:
N
^{- exp(Yk - r^z(!^k)) + Yk - m(^k)}Khn(^k - ^)^
k=1
obtenida utilizando una función núcleo K y ventana Jzn.
Así, el estimador de má,xima verosimilitud local para el logaritmo de la densidad es-
pectral, rrcLK(^), vendrá dado por el valor ^z para el que se maximiza la expresión:
N
^{-exp(Yk-a-b(^k-^))-}-Yk-a-b(^k-^)}Khn(^k-^).
k=1
Bajo la hipótesis nula, la función de log-verosimilitud asociada es igual a:
N
^{- exp(Yk
- mB(^k)) + Yk - mB(%^k)},
k=1
^
de modo que el estimador de máxiina verosimilitud de B será el valor B que maximiza la
expresión anterior.
El test de razón de verosimilitud generalizada propuesto por Fan y Zhang (2004) se
define entonces como el cociente de la verosimilitud bajo cada una de las hipótesis:
N
TLK =^{exp(Yk - mB(i^k)) + r►2B - exp(Yk
- mLK(^k)) - mLK(^k)}^
k=1
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de modo que la hipótesis nula se rechazará para valores graiides del estadístico Tix•
Una ligera modificación de dicho estadístico permite ajustar el procedimiento al caso
del contraste de la igualdad del logaritmo de los espectros dado en (4.13). En este caso,
se verifica que:
Zk = log(IX (^k)) - log(Iy(^k)) = µ(^k) + R^ + r^^
donde ahora µ(^) = m^^(^) -my(^), R^ denota una secuencia de variables aleatorias i.i.d.
con función de densidad h(x) = exp(x)/(exp(x) + 1)2 y r^ es un término asintóticainente
despreciable.
La función de log-verosimilitud generalizada asociada al modelo de regresión anterior
viene dada por:
N
^{Zk - µ(^k) - 21og(eXp(Zk - µ(^k)) + 1)}^
k=1
que, bajo la hipótesis nula resulta igual a:
N
^{Zk - 21og(exp(Zk) + 1)}.
k=1
De forma que el contraste (4.13) puede resolverse mediante el estadístico basado en la
razón de verosimilitudes:
N
dGLx(X ^ Y)
_ ^ [Zk - µ(^k) - 2 log (1 + e{Z^-u(ar^)}J ^
k=1
N
-^^Zk-21og(1+eZ^)^,
k=1
(4.14)
donde Zk = log(IX(^k)) - log(Iy(^k)), µ(^k) = mx(^k) - my(^k) y µ(^k) es el estimador
de ináxima log-verosimilitud local de µ(^k) obtenido mediante un ajuste lineal local.
Finalmente, el contraste de hipótesis (4.13) puede abordarse también mediante un
procedimiento clásico, a partir del estadístico basado en la distancia funcional de tipo
Crainér-von-Mises entre los estimadores no parainétricos del logaritmo de los espectros,
m^,-(^) y my(^). En particular, se considerará la distaiicia dada por
dcl►^r(X, Y) _ (mx(^) - my(^))2 d^, (4.15)
donde mX (^) y my (^) denotan un estimador del logaritmo del espectro de cada uno de
los procesos. En particular, se podrán utilizar cualquiera de los estimadores espectrales
propuestos en Fan y Kreutzberger ( 1998).
Los estadísticos anteriores (4.14) y 4.15) satisfacen las condiciones generales de una
distancia y, por lo tanto, pueden ser consideradas como punto de partida para el análisis
cluster de un conjunto de series temporales.
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4.4. Estudio de simulación
En este capítulo se presentan los resultados de un estudio de simulación llevado a
cabo para analizar y comparar el comportamiento de las medidas de similitud descritas
en la Sección 4.3 al trabajar sobre muestras finitas, cuando éstas son utilizadas en el
análisis cluster de diferentes clases de procesos estocásticos. Asimismo, se compararán los
resultados obtenidos con los alcanzados con otras medidas utilizadas en la literatura para
el análisis cluster de series de tiempo, según los descrito en la Sección 4.2.
Es lógico que si una medida de disparidad guarda relación con alguna de las propie-
dades de los procesos que se quieren clasificar se espere que los resultados obtenidos tras
realizar el análisis cluster a partir de esta medida sean mejores que los obtenidos al utilizar
cualquier otra distancia. Es importante tener en cuenta además que el análisis cluster es
un proceso de clasificación no supervisada, de forma que en la práctica el análisis cluster
se lleva a cabo sin conocer el grupo de pertenencia de las series con las que se trabaja. Por
lo tanto, es esencial analizar el comportamiento de las distintas medidas de disimilitud
en diferentes coiitextos de clasificación, a fin de poder valorar la idoneidad de los resulta-
dos que podamos obtener en un futuro. En particular, se han considerado tres contextos
de clasificación diferentes: (i) en primer lugar, se planteó el problema de distinguir entre
procesos estacioriarios frente a procesos no estacionarios, (ii) en segundo lugar, se éstu-
dió la clasificación de diferentes tipos de procesos ARMA estacionarios, (iii) finalmente, se
abordó el problema de clasificar diferentes modelos de series de tiempo no lineales. Consi-
deramos que estos tres contextos de clasificación son adecuados para valorar de una forma
completa el comportamiento de las medidas de disparidad propuestas, por su generalidad
y capacidad para representar un amplio espectro de las situaciones que se pueden dar en
la práctica.
Esta sección se estructura a lo largo de cinco apartados. En primer lugar, se ofrece
una descripción general del estudio de siinulación que se ha llevado a cabo. A continua-
ción, se procede a describir los resultados de las simulaciones para cada uno de los tres
contextos analizados. Finalmente, se realizará una discusión de los resultados alcanzados
y se expondrán las conclusiones que se han derivado de este estudio de simulación.
4.4.1. Procedimiento experimental
En cada uno de los tres contextos de clasificación estudiados se siguió un mismo es-
quema para llevar a cabo las simulaciones, tal y como se detalla a contiiiuaciói^:
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1. Especificación de los procesos a clasificar.
Para cada uno de los tres contextos considerados, se determinaron una serie de pro-
cesos que se soinetieron a clasificación. En general, se han seleccionado modelos que
dificulten las labores de clasificación, es decir, modelos con índices de separabili-
dad bajos. Así, se ha decidido utilizar modelos previainente considerados en otros
trabajos siguiendo los argumentos que se indican en cada sección.
2. Generación de las series de tiempo.
Una vez determinados los modelos, se obtuvieron s> 1 realizaciones de longitud n
de cada uno de ellos, tomando n diferentes valores. Este paso se repitió un núme-
ro T de veces, de forina que de cada proceso de disponía de T x s realizaciones
convenientemente etiquetadas según el proceso de origen.
3. Cálculo de la matriz de distancias.
A partir de cada conjunto de datos, en cada iteración se obtuvieron una serie de
matrices de disimilitud entre las series observadas (una matriz por cada una de las
distancias consideradas). Para ello, la disparidad entre cada par de series de tiempo
se calculó utilizando diferentes métricas que se resumen a continuación:
(a) Distancia Euclídea entre los datos observados, dE, dada en (4.1).
(b) Distancias basadas en los coeficientes de autocorrelación: la distancia Euclídea
entre los vectores de coeficientes de autocorrelación, dACFU, dada en (4.3), y la
distancia Euclídea entre los coeficientes de autocorrelación con pesos geométri-
cos disminuyendo con cada retardo, dACFG, dada en (4.4) . En ambos casos el
número de autocorrelaciones consideradas fue L= 10.
(c) Distancias basadas en los coeficientes de autocorrelación parcial, dpACFU Y
dPACFG, calculadas como d,qCFU Y dACFG a partir de los coeficientes de auto-
correlación parcial en lugar de los coeficientes de autocorrelación. También en
este caso se tomó L= 10. Los pesos utilizados para el cóinputo tanto de dACFG
como de dpACFG se tomaron con p = 0,05.
(d) Distancias propuestas por Piccolo (1990) y Maharaj (1996), dpjc y dM, descri-
tas en (4.6) y(4.7). En ambos casos, cada una de las series de tiempo generadas
se ajustó inediante un modelo autorregresivo AR(l^), seleccionando el orden 1^
(hasta un ináximo l^ = 10) de acuerdo con el Criterio de Información de Akaike.
Los estimadores de los parámetros autorregresivos se utilizaron para el cóinputo
de ambas distancias.
(e) Distancias basadas en los periodogramas. En particular, se consideró la distancia
Euclídea entre: las ordenadas de los periodogramas (a,p), las ordenadas de los
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(f)
(g)
periodogramas normalizados (dNP), el logaritmo de los peridogramas (dLP) y
el logaritmo de los peridogramas ^normalizados (dLNP)•
Medidas de disparidad espectral definidas como dw en (4.13), donde las densida-
des espectrales se estimaron mediante el periodograma suavizado por míniinos
cuadrados locales (dw(DLS)), el log-periodograma suavizado por mínimos cua-
drados locales (dw(LS) ) y el log-periodograma suavizado mediante máxima ve-
rosimilitud local (dw(Lx)). La función de divergencia W se tomó siempre igual
a W(x) = log(a -}- (1 - a)) - a log(x), con a = 0,5 y modificada de acuerdo
con (4.12) para obtener una versión siinetrizada de la medida de disparidad.
En todos los casos, se utilizó el núcleo de Epanechnikov y, en la estimación del
espectro de cada una de las series de tiempo, la ventana se deterininó mediante
validación cruzada sobre un rango adecuado de valores.
Distancia basada en la razón de verosimilitud generalizada, dGLK y distancia
funcional tipo Cramer-von-Mises, dcM, definidas en (4.14) y(4.15), respectiva-
mente. Igual que con las distancias basadas en dw, se utilizaron los estimadores
espectrales de ináxima verosimilitud local para el cómputo tanto de dGLx co-
mo dcM, con el núcelo de Epanechnikov y el selector de ventana basado en la
función de validación cruzada.
4. APlicación de ^n algoritmo cl^cster.
A continuación, la matriz de distancias obtenida con cada una de las métricas uti-
lizadas se procesó mediante un algoritmo cluster jerarquizado para obtener el co-
rrespondiente dendograma. Este paso se realizó con cada uno de los conjuntos de
datos utilizando cuatro inétodos diferentes: enlace completo, enlace simple, enlace
promedio y método de Ward.
5. Eval^cación de los res^cltados de clasificación.
Los resultados del análisis cluster se evaluaron coinparando las soluciones cluster
obtenidas experimentalmente con las verdaderas clases de pertenencia. Esta com-
paración se realizó de diferentes modos dependiendo del contexto de clasificación
considerado y será detallado por lo tanto a lo largo de las siguientes secciones.
4.4.2. Clasificación de series como estacionarias o no estacionarias.
En un estudio reciente, Caiado, Crato y Peña (2006) han descrito los resultados de un
estudio de simulación diseñado para coiziparar el comportamiento de diferentes medidas
de similitud a la hora de clasificar series de tieinpo coino estacionarias o no estacionarias.
El primer objetivo de nuestro estudio de simulación consistió en extender el trabajo de
144 Capítulo 4. Análisis clustel^ de sel-ies teinporales
Caiado, Crato y Peña (200G) incluyendo, además de las medidas allí consideradas, las
inedidas de similitud no paramétricas propuestas en la Sección 4.3 de esta memoria.
Considérese un proceso ARIMA(p, d, q) definido segtín
^(B)(1 - B)dMt = 6(B)c^t, t = 0, ^1, . . . ,
donde B es el operador retardo tal que Brll^lt = Mt_r, ^(B) = 1-^1B -•••-^pBp
es el operador autorregresivo de orden p, e(B) = 1- 91B - •••- BqBq es el operador de
medias móviles de orden q, d es el orden de diferenciación (de modo que d= 0 si el proceso
es estacionario y d> 1 si el proceso es no estacionario) y wt es una secuencia de varia-
bles aleatorias incorreladas con media y varianza constante. Se asume que cada proceso
N(t) _(1- B)dMt es causal e invertible. A1 igual que en Caiado, Crato y Peña (2006), se
obtuvo una realización de cada uno de los siguientes doce procesos ARIMA, seis de ellos
estacionarios ( (a)- (f ) ) y seis no estacionarios ( (g)- (1) ) :
(a) AR(1)
(b) AR(2)
(c) ARMA(1,1)
(d) ARMA(1,1)
(e) MA(1)
(f) MA(2)
^1 = 0,9
^1 = 0,95, ^2 = -0,1
^1 = 0,95, B1 = 0,1
^1 = -0,1, B1 = -0,95
91 = -0,9
B1 = -0,95, B2 = -0,1
(g) ARIMA(1,1, 0) ^l = -0,1
(h) ARIMA(0,1, 0)
(i) ARIMA(0,1,1) B1 = 0,1
(j) ARIMA(0,1,1) B1 = -0,1
(k) ARIMA(1,1,1) ^1 = 0,1, 81 = -0,1
(1) ARIMA(1,1,1) Q^1 = 0,05, 91 = -0,05
En todos los casos el proceso de error se consideró ruido blanco con media cero y
varianza unidad. Tal y como indican Caiado, Crato y Peña (2006), la eleccióii de tales
procesos se realizó con la finalidad de dificultar la clasificación de las series de tiempo en
estacionarias o no estacionarias, al tener todos ellos valores de los paráinetros próximos
a los de un proceso ruido blanco. En la Figura 4.1 se observa la forina típica de una
realización aleatoria de dichos inodelos.
Una vez generadas las doce series de tiempo, se procedió al análisis cluster, según lo
descrito en la Sección 4.4.1, considerándose en cada dendograma la solución final de dos
grupos. Uno de ellos fue definido como el "cluster estacionario" (aquel que englobaba a un
mayor níiinero de realizaciones de procesos estacionarios) y el otro como "no estacionario" .
Como criterio de evaluación del cluster se tomó el porcentaje de éxitos en la clasificación,
es decir, el porcentaje de series de tieinpo clasificadas eii el cluster correcto de acuerdo con
su procedencia. Este proceso fue replicado T= 300 veces, de modo que el porcentaje de
éxitos se promedió a lo largo de todas las iteraciones. Los resultados obtenidos utilizando
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Figura 4.1: Series de tiempo generadas de los procesos estacionarios y no estacionarios
(a)-(1).
a) AR(1)
^ ^
a ^
N -i
e) MA(1)
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k) ARIMA(1,1,1)
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el método del enlace completo con series de longitud n, para diferentes valores de n (50,
200 y 500) se muestran en la Tabla 4.1.
Centraremos la atención, en primer lugar, en los resultados obtenidos al clasificar series
de longitud n= 200. Como puede observarse, existe una serie de métricas con un compor-
tamiento claramente superior al del resto de distancias. Este grupo estaría formado por
las distancias basadas eii los coeficientes de autocorrelación, dACFU Y dACFG^ Y aquellas
basadas en el periodograma normalizado, dNP y dLNp, todas ellas con porcentajes de
éxito por encima del 80 %(entre el 82 % y el 84 %). En este mismo grupo podrían incluir-
se las distancias no paramétricas evaluadas sobre el rango de frecuencias más bajas, con
porcentajes de éxito en torno al 80 %. Tal y como era de esperar, las distancias euclídeas
entre los datos observados, dE y entre las coordenadas de los periodogramas, dP, mos-
traron los peores resultados, con porcentajes de éxito inferiores al 67 % en ambos casos.
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Tabla 4.1: Porcentaje de éxito en la clasificación de las series (a)-(1) como estacionarias
y no estacionarias en T= 300 iteraciones. n es la longitud de las series. Las frecuencias
bajas corresponden a las ordenadas 1 a^. Las frecuencias altas a las ordenadas ^+ 1
a [n/2].
n n
Medida 50 200 500 Medida 50 200 500
Distancia Euclídea No paramétricas
dE 65.90 66.90 68.20 dW(DLS) 73.50 71.00 72.40
Autocorrelaciones Freq.bajas 78.06 80.92 82.65
dACFU 75.40 84.10 83.50 ^eq. altas 62.28 65.92 71.43
dAGFG 76.00 83.20 82.10 d^y(LS) 67.10 70.70 72.60
dPAGFU 74.40 75.00 75.00 F^eq. bajas 71.83 79.81 80.10
dPAGFG 74.40 75.00 75.00 F^eq. altas 64.42 67.44 71.94
Periodogramas dW(LK) 69.30 71.50 71.90
dP 66.60 65.80 65.50 Freq. bajas 75.80 79.50 84.00
dLP 66.00 73.10 74.80 Freq. altas 63.50 68.10 72.60
dNP 72.00 81.80 82.80 dGLK 63.80 70.72 73.60
dLNP 70.00 84.20 94.40 Freq. bajas) 63.83 79.08 80.8
F'req. bajas 64.70 73.80 78.60 Freq. altas 62.50 68.00 72.60
F'req. altas 69.20 83.80 95.10 dcr,r 69.50 72.00 74.50
Basadas en modelos Freq. bajas 75.89 79.89 85.90
dPrc 69.60 74.90 75.00 ^eq. altas 63.11 68.89 72.10
dn1 71.80 75.00 75.00
Esta baja tasa de éxito viene a corroborar la importancia de la elección de una medida de
disparidad adecuada para la clasificación de series de tiempo. Finalmente, todas las otras
distancias consideradas proporcionaron resultados similares entre ellos, con porcentajes de
éxito entre el 70 % y el 75 %.
En general, los porcentajes de clasificación correcta aumentaron cuando se considera-
ron series de mayor longitud (n = 500). Los resultados obtenidos con la distancia euclídea
entre el logaritmo de los periodogramas normalizados, a,LNP, fueron especialmente buenos,
alcanzando una tasa de éxito del 95 %. También las distancias no paramétricas dw(DLS) ^
dW(LK) Y dCM evaluadas sobre el rango de frecuencias rnás bajas mejoraron sustancial-
mente, obteniendo porcentajes de éxito de un 82,65 %, 84 % y un 85,9 %, respectivamente
(los mejores tras d,L^rP). Por el contrario, las distancias basadas en los coeficientes de
autocorrelación (dACFU Y dACFG) obtuvieron tasa,s de éxito ligerainente inferiores que
las obtenidas con n= 200. Esto pt^ede ser debido a que el núinero de autocorrelaciones
consideradas se mantuvo en L= 10, y los coeficientes autorregresivos de los modelos con-
siderados (tanto de los estacionarios como de los no estacionarios) son similares para los
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primeros retardos.
A su vez, los resultados alcanzados con n= 50 fueron bastante peores para todas
las distancias, con porcentajes de éxito por debajo del 79 % en todos los casos. Destacar
que las distancias no paramétricas d^,j,(DLS) ^ dW(LK) Y dCM (evaluadas sobre el rango de
frecuencias más bajas) se situaron de nuevo entre las métricas con mejores resultados, con
porcentaje de éxito por encima de dACFU y dLNp•
Los resultados obtenidos tras el estudio de simulación son consistentes con lo reflejado
por Caiado, Crato y Peña (2006). En su estudio, la distancia entre el logaritmo de los pe-
riodogramas normalizados, dLNp, obtuvo muy buenos resultados, al igual que las métricas
basadas en los coeficientes de autocorrelación tomando L= n^10.
Resulta especialmente interesante analizar lo que ocurre con las distancias de corte no
paramétrico, así como con la distancia propuesta por Maharaj (1996), ya que ninguna de
ellas fueron consideradas en el trabajo de Caiado, Crato y Peña (2006). Tal y como cabía
esperar, la distancia de Maharaj, dM, no proporciona buenos resultados en este contexto
de clasificación, obteniendo porcentajes de éxito que no superaron el 75 % independiente-
mente de la longitud de las series consideradas. Este mal comportamiento puede deberse a
las características particulares de los procesos que se han considerado. Los modelos ARMA
etiquetados como (a), (b) y(c) y los modelos ARIMA (g)-(1) tienen secuencias autorregre-
sivas ^r^ muy similares para los priineros retardos. De este modo, es lógico que la distancia
de Maharaj, que se basa en estimaciones de estas secuencias, sea incapaza de discriminar
entre estos dos grupos de modelos. Tras inspeccionar los dendogramas obtenidos utilizando
la distancia dM en cada una de las iteraciones esta explicación parece plausible, ya que los
resultados muestran típicamente una solución de tres clusters: { (d), (e), (f ) }, { (a), (b), (c) }
y el cluster no estacionario {(g)-(1)}. Esta peculiaridad fue también reflejada por Caiado,
Crato y Peña (2006) en relación con la distancia propuesta por Piccolo (1990).
Ninguna de las medidas de corte no paramétrico se comportó de forma plenamen-
te satisfactoria. Las densidades espectrales de los procesos considerados resultaron ser
altamente asimétricas, tomando valores muy altos en un pequeño rango de frecuencias
inenores, y valores más bajos para frecuencias altas. Así, los estimadores no pararriétricos
del espectro parecen tender a sobresuvizar la densidad espectral justo en el rango de fre-
cuencias bajas, donde se concentran las principales diferencias. Este argumento justifica
además el buen comportamiento de estas distancias cuando se evaluaron únicamente sobre
las frecuencias menores.
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4.4.3. Clasificación de procesos ARMA
A continuación se realizó un nuevo estudio experimental diseñado para explorar el
comportamiento de las diferentes medidas de disparidad consideradas en el análisis cluster
de procesos ARMA estacionarios. Para ello se consideraron los siguientes procesos (todos
ellos con error ruido blanco de media cero y varianza unidad) :
(i) AR(1) ^1 = 0,5
(ii) MA(1) B1 = 0,7
(iii) AR(2) ^1 = O,G, ^2 = 0,2
(iv) MA(2) B1 = 0,8, 62 = -0,6
(v) ARMA(1,1) ^1 = 0,8, B1 = 0,2
Este conjunto de modelos han sido utilizados en otro trabajo por Maharaj (1996)
para estudiar el comportamiento de la distancia dM definida en (4.7) en el análisis cluster
de procesos ARMA. Es por ello que se consideró un ejemplo adecuado para explorar el
comportamiento de otro tipo de distancias en este contexto. En la Figura 4.2 se muestra
el aspecto típico de las realizaciones de cada uno de estos inodelos.
Se generaron s= 4 series de longitud n= 200 de cada uno de los procesos anteriores.
Se realizó un análisis cluster a partir de las veinte así generadas, utilizando cada una de las
medidas de disparidad especificadas en la Sección 4.4.2. Este esquema se repitió T= 100
veces y, en cada iteración, se examinaron las soluciones obtenidas con cuatro y cinco
clusters. En esta ocasión, la evaluación de los resultados del análisis cluster se basó en
el índice propuesto por Gavrilov et al. (2000), definido como el proinedio de la máxima
similitud de cada clase de procesos con cada uno de los clusters identificados en el análisis:
1 5
Sim (G, C) _ - ^ ináx Sim (G^, Ci) , (4.16)
5 i<^<k
z=1
donde C= {Cl, ..., C5} denota al conjunto de las 5 clases de procesos que existen en
realidad, G={G1, ..., G^}, k = 4, 5 a la solución de l^ clusters obtenida tras el análisis, y
Sim (G^, CZ) = 2 ^G^ n CZ^ (4.17)
^G^^ + ^Cz^
con ^• ^ indicando el número de elementos en cada conjunto, de modo que la similitud de
una determinada clase de procesos con cada cluster sea tanto mayor cuanto mayor sea el
número de eleinentos que tienen en común.
El íiidice de evaluación definido en (4.1G) puede toinar así valores entre 0 y 1, de modo
que Sim(G, C) = 1 para una solución cluster completamente correcta, empeorando la
calidad de los resultados conforme disminuye el valor de Sim(G, C).
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Figura 4.2: Ejemplo de series de tiempo generadas de los procesos ARMA (i)-(v).
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En la Tabla 4.2 se muestra el índice de evaluación proinedio (a lo largo de las T= 100
iteraciones) para las soluciones de 1^ = 4, 5 clusters obtenidas con el método del enlace
completo y utilizando cada una de las medidas de disparidad consideradas.
Tal y como se puede observar, los mejores resultados corresponden a las distancias
basadas en los coeficientes de autocorrelación parcial y a la inétrica propuesta por Maha-
raj (1996), con índices por encima de 0.8 en todos los casos. El buen comportamiento de
estas medidas no resulta sorprendente puesto que, por un lado, las funciones de autoco-
rrelación parcial de los procesos considerados son muy diferentes entre sí y, por otro, la
distancia propuesta por Maharaj (1996), dM, ha sido especificainente definida para clasifi-
car procesos ARMA. Este tainbién es el caso de la distancia propuesta por Piccolo (1990),
dplC, que ha mostrado sin embaxgo un peor comportamiento.
Las distancias no paramétricas d,w(vLS) ^ dW (LS) Y dW (LK) se sitúan en una posición
interinedia en cuanto a los índices de evaluación obtenidos, alrededor de 0.8. Mientras que
dw(DLS) Y dw(Lx) han alcanzado resultados muy parecidos, el peor comportamiento se ha
registrado para la distancia construida a partir del logaritmo del periodograma suavizado
mediante ^nínimos cuadrados locales, d^,j,(LS). Este hecho viene a corroborar, en el caso
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Tabla 4.2: Cluster de los procesos ARMA (i)-(v): Índice de evaluación definido en (4.16)
para la solución de k clusters, con k= 4, 5. Longitud de las series: n= 200. l^TÚmero de
iteraciones: T= 100. Método de enlace coinpleto.
k k
Medida 4 5 Medida 4 5
Distancia Euclídea Basadas en modelos
dE 0.457 0.475 dplG 0.706 0.703
Autocorrelaciones dM 0.825 0.807
dACFU 0.716 0.751 No paramétricas
dACFG 0.732 0.765 dw^DLS) 0.783 0.793
dPACFU 0.820 0.816 dw^LS) 0.762 0.774
dPACFG 0.828 0.820 dw^Lx) 0.778 0.790
Periodogramas dGLx 0.730 0.732
dp 0.552 0.583 dGM 0.769 0.786
dLp 0.684 0.704
dNp 0.612 0.648
dLn,p 0.703 0.740
de trabajar con muestras finitas, la ineficiencia asintótica que se había probado para el
.. .. ..
estimador fLS con respecto tanto a fDLS como a fLK. A su vez, la distancia de tipo
Cramer-von-Mises, dCM, también ha alcanzado unos resultados razonablemente buenos,
por encima de la distancia dw(LS) Y muy cercana a dw(DLS) Y dw^Lx) • Por el contrario,
entre las distancias de corte no paramétrico, la métrica basada en el test de la razón de
verosimilitudes generalizadas fue la que peores resultados obtuvo, con índices que apenas
superaron el valor de 0.73.
El resto de las medidas consideradas proporcionaron peores resultados, incluyendo
aquellas que habían rriostrado un mejor comportamiento a la hora de clasificar series como
estacionarias o no estacionarias en el apartado anterior: dACFU ^ dACFG ^ dNP Y dLNP • En
particular, la distancia Euclídea entre los log-periodogramas normalizados, dLnrp, (que
había resultado ser la inejor en ese contexto) obtuvo, en el inejor de los casos, un índice
de calidad de 0.74.
Aunque la solución adecuada al problema que se ha planteado es la formada por 5
clusters, los índices de evaluación obtenidos con la solución de 5 clusters son tan sólo
ligeramente mejores que los calculados para la solución con 4 clusters, independientemente
de la medida considerada. De hecho, los scores de aquellas métrieas para las euales se han
observado los mejores resultados, dM^ dPACFU Y dPACFG, resultan incluso más bajos
para la solución con 5 clusters que para la solución con 4 clusters. Tras examinar los
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dendogramas obtenidos para algunas de las iteraciones, se observó que lo que ocurría
habitualmente era que uno de los grupos correctamente identificados en la solución de
4 clusters se dividía en dos nuevos grupos en la solución de 5 clusters correspondiente.
Es decir, alguno de los clusters que contenían series procedentes de diferentes procesos
resultaba inás compacto que otro cluster correctamente identificado.
Para entender mejor los resultados obtenidos, se analizó además el número medio
de veces que cada proceso fue correctamente identificado tras utilizar cada una de las
distancias. La Tabla 4.3 muestra esta información para la solución de 4 clusters.
Tabla 4.3: Porcentaje de veces que se identificó correctamente cada uno de los procesos
ARMA ( i)-(v) en la solución de 4 clusters. Longitud de las series: n= 200. l^TÚmero de
iteraciones: T= 100. Método de enlace completo.
Medida AR(1) AR(2) MA(1) MA(2) ARMA(1,1)
Distancia Euclídea
dE 0.0 0.0 0.0 0.0 0.0
Autocorrelaciones
dAGFU 36.0 2.0 12.0 12.0 1.0
dAGFG 42.0 2.0 17.0 17.0 1.0
dPACFU 33.0 1.0 99.0 97.0 0.0
dPAGFG 39.0 0.0 99.0 97.0 0.0
Periodogramas
dp 0.0 0.0 0.0 2.0 0.0
dL p 0.0 0.0 69.0 66.0 0.0
dNp 2.0 0.0 0.0 0.0 1.0
dLNp 2.0 0.0 66.0 63.0 0.0
Basadas en modelos
dplG 0.0 0.0 76.0 78.0 0.0
dM 34.0 0.0 100.0 100.0 0.0
No paramétricas
dw(DLS) 24.0 1.0 96.0 95.0 0.0
dw(LS) 12.0 1.0 98.0 93.0 0.0
dW(LK) 24.0 0.0 98.0 95.0 0.0
dGLx 3.0 0.0 90.0 89.0 0.0
dGM 20.0 0.0 97.0 94.0 0.0
Como puede observarse, aquellas medidas que proporcionaron los mejores resultados
(las basadas en los coeficieYites de autocorrelación parcial, la métrica propuesta por Maha-
raj (1996) y las distancia no paramétricas) identificaron correctamente los procesos MA(1)
y MA(2) en casi todas las iteraciones. Por el contrario, las series generadas a partir de
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procesos AR(2) y ARMA(1,1) no fueron correctamente clasificadas en ninguna de las ite-
raciones, pero esto ocurrió con todas las inedidas consideradas. Estas mismas medidas
fueron capaces de clasificar correctamente a las series procedentes de procesos AR(1) en-
tre un 20 % y un 40 % de las ocasiones, salvo las distancias d^,^,(LS) y dGLK. En particular,
esta última medida casi nunca identificó las series AR(1), de ahí el peor índice de calidad
que reflejaba con respecto a las otras medidas no paramétricas consideradas.
Con respecto a aquellas distancias que mostraron un peor comportamiento, resulta in-
teresante observar su escasa capacidad para identificar las realizaciones de procesos MA(1).
Así, por ejemplo, la distancia Euclídea entre el logaritmo de los periodogramas normali-
zados, C^LNp, únicamente agrupó correctamente las series MA alrededor de un 65 % de las
ocasiones y casi nunca identificó correctamente los proceos AR(1). De la misma forma,
resulta sorprendente que la distancia de Piccolo (1990) no lograse identificar los procesos
AR(1) en ninguna de las iteraciones.
Como un criterio de evaluación alternativo, se ha considerado tainbién el número medio
de clusters correctamente identificados en cada iteración. Más concretamente, para cada
iteración se ha calculado: a) El número de clusters correctamente identificados (CC), b)
El número de clusters incoinpletos (CI), en el sentido de que están formados por series
pertenecientes a un mismo proceso generador pero no incluye al total de cuatro series
generadas de ese modelo, y c) El número de clusters con series mezcladas (CM), es decir,
clusters que engloban al menos dos series de distintos procesos generadores. Estos valores,
proinediados a lo largo de 100 iteraciones, y para la solución de 4 clusters, se muestran en
la Tabla 4.4.
Los inejores resultados, en términos del número medio de clusters correctamente iden-
tificados (CC), corresponden a las medidas con mejor coinportamiento según el índice de
calidad en la Tabla 4.2, con valores entre 2 y 2.35 clusters correctos en cada iteración.
Ninguna de las otras medidas utilizadas en la clasificación es capaz de detectar una media
de dos clusters correctos. Además, sólo las iuétricas basadas en los coeficientes de au-
tocorrelación, la medida propuesta por Maharaj (1996) y las distancias no paramétricas
resultaron capaces de identificar correctainente 3 clusters en un porcentaje significativo
de las iteraciones. Esto puede verse en la Figura 4.3, donde se muestra la distribución
del número de clusters correctamente identificados en cada iteración. De dicha figura se
deduce que la distancia entre el logaritmo de los periodogramas normalizados no iden-
tificó ningún cluster en aproximadamente un 32 % de las ocasiones, confirmando su mal
comportamiento en este contexto de clasificación.
De forma análoga, se puede analizar con más detalle lo que ocurre cuando se considera
la solución con 5 clusters. En la Tabla 4.5 se muestra el número medio de veces que cada
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Tabla 4.4: Resultados del cluster de los procesos ARMA (i)-(v) para la solución con 4
clusters. Los resultados muestran el núrnero de: clusters correctamente identifica.dos (CC),
clusters incompletos que no incluyen series de diferentes procesos (CI) y clusters con series
de distintos procesos generadores (CM). Longitud de las series: n= 200. Número de
iteraciones: T= 100. Método de enlace completo.
Medida CC IC MC Medida CC IC MC
Distancia Euclídea Basadas en modelos
dE 0.00 1.63 2.37 dPrc 1.54 1.10 1.36
Autocorrelaciones d^1 2.34 0.32 1.34
dACFV 0.63 0.69 2.68 No ^aramétricas
dACFG 0.79 0.62 2.59 dw(DLS^ 2.16 0.42 1.42
dPacFV 2.30 0.26 1.44 dw^LS^ 2.04 0.49 1.47
dPacFC 2.35 0.22 1.43 dw(Lx^ 2.17 0.53 1.30
Periodogramas dGLx 1.82 0.43 1.75
dP 0.02 1.61 2.37 dcM 2.11 0.60 1.29
dLP 1.35 0.89 1.76
dNP 0.03 1.07 2.90
dLNP 1.31 0.73 1.96
Figura 4.3: Cluster de los procesos ARMA (i)-(v): Distribución del núiiiero de clusters
correctamente identificados en cada iteración para la solución de 4 clusters. Longitud de
las series: n= 200. Número de iteracioncs: T= 100. Método de enlace completo.
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uno de los procesos fue correctamente identificado, para la solución de 5 clusters.
Tabla 4.5: Porcentaje de veces que se identificó correctamente cada uno de los procesos
ARMA (i)-(v) en la solución de 5 clusters. Longitud de las series: n= 200. Núinero de
iteraciones: T= 100. Método de enlace completo.
Medida AR(1) AR(2) MA(1) MA(2) ARMA(1,1)
Distancia Euclídea
dE 0.0 0.0 0.0 0.0 0.0
Autocorrelaciones
dACFU 39.0 2.0 29.0 26.0 1.0
dAGFG 42.0 2.0 33.0 29.0 1.0
dPACFU 32.0 1.0 93.0 75.0 1.0
dPAGFG 35.0 0.0 97.0 75.0 0.0
Periodogramas
dp 0.0 0.0 0.0 2.0 1.0
dLp 2.0 0.0 70.0 65.0 0.0
dNp 9.0 0.0 0.0 0.0 1.0
dLNp 6.0 1.0 73.0 67.0 0.0
Basadas en modelos
d pIG 2.0 0.0 52.0 54.0 0.0
dM 14.0 0.0 75.0 83.0 0.0
No pa,ramétricas
dW(DLS) 30.0 3.0 90.0 80.0 0.0
dw(LS) 17.0 0.0 89.0 79.0 0.0
dw(Lx) 35.0 0.0 87.0 76.0 0.0
dGLx 6.0 0.0 73.0 74.0 0.0
dCM 33.0 0.0 86.0 75.0 0.0
Tal y como puede observarse, las medidas con un mejor comportamiento (las basadas
en los coeficientes de autocorrelación parcial, la distancia propuesta por Maharaj (1996)
y las distancias no paramétricas) identifican correctamente los procesos MA(1) y MA(2)
en un porcentaje de ocasiones menor que cuando se consideraba la solución de 4 clusters.
En particular, la distancia de Maharaj ha pasado de identificar correctamente los procesos
MA en todas las ocasiones a hacerlo en, a lo sumo, el 83 % de las iteraciones. El resto
de estas distancias identifican correctamente los procesos MA(2) en un porcentaje que no
supera el 80 % de las iteraciones. Estas mismas medidas siguen sin identificar en la solu-
ción de 5 clusters las series procedentes de los modelos AR(2) y ARMA(1,1) y clasifican
correctamente las realizacioiies de procesos AR(1) sólo entre un 6% y un 42 % de las oca-
siones. Con respecto a aquellas distancias que mostraron un peor comportamiento, pese a
alcanzar resultados ligeramente mejores, siguen sin ser capaces de clasificar correctamente
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las realizaciones de procesos AR y han logrado ideritificar los procesos MA en a lo sumo
un 73 % de las iteraciones.
También para la solución de 5 clusters se ha considerado el número medio de clusters
correctamente identificados en cada iteración (CC), el número de clusters incompletos (CI)
y el níiinero de clusters que incluían series de distintos procesos generadores (CM) (Tabla
4.6). De nuevo, los resultados son ligeramente peores que los obtenidos para la solución de
4 clusters. Los mejores resultados, en términos del número medio de clusters correctamen-
te identificados (CC) vuelven a corresponder a las medidas con mejor comportamiento
según el índice de calidad (4.16); si bien sólo las distancias basadas en los coeficientes
de autocorrelación parcial, dpACFU Y dPACFG^ y una de las distancias no paramétricas,
dw(DLS) ^ alcanzan un promedio de 2 clusters correctos en cada iteración. De nuevo, las
distancias basadas en los coeficientes de autocorrelación y las de corte no paramétrico son
las que proporcionaron en un mayor número de ocasiones una solución con tres clusters
correctos (Figura 4.4).
Tabla 4.6: Resultados del cluster de los procesos ARMA (i)-(v) para la solución con 5
clusters. Los resultados muestran el número de: clusters correctamente identificados (CC),
clusters incompletos que no incluyen series de diferentes procesos (CI) y clusters con
series de distintos procesos generadores (CM). Longitud de las series n= 200. Níi^nero de
iteraciones T= 100. Método de enlace coinpleto.
Medida CC IC MC Medida CC IC MC
Distancia E^cclídea Basadas en modelos
a,E 0.00 0.74 4.26
Autocorrelación simple o parcial
dPrc
dM
1.10 0.85 3.05
1.82 0.94 2.24
dACFU 0.97 1.17 2.86 No param,étricas
dACFG 1.07 1.25 2.68 dW(DLS) 2•03 1.04 1.93
dPACFU 2.02 0.85 2.13 dw(LS) 1.85 1.00 2.15
dPACFG 2.07 0.84 2.09 dw(Lx) 1.98 0.99 2.03
Periodogramas dGLx 1.53 0.58 2.89
dp 0.03 1.59 3.38 d^M 1.94 0.99 2.07
dLp 1.37 0.78 2.85
dNp 0.10 1.68 3.22
dl,Np 1.47 0.94 2.59
Tal y como se mencionó previamente, los dendogramas obtenidos en cualquiera de
las iteraciones pueden resultar de ayuda en el aiiálisis de los resultados alcanzados en
esta sección. Así, por ejemplo, en la Figura 4.5 se muestran los dendogramas obtenidos
mediante el método de enlace coinpleto a partir de las distancias d,M, dW(DLS) Y dLNP•
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Figura 4.4: Cluster de los procesos ARMA (i)-(v): Distribución del nítinero de clusters
correctamente identificados en cada iteración para la solución de 5 clusters. Longitud de
las series: n= 200. Núinero de iteraciones: T= 100. Método de enlace coinpleto.
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Como puede observarse, tanto la distancia propuesta por Maharaj (199G) como dw(DLS)
llegan a identificar correctamente tres clusters (aquellos que corresponden a los procesos
AR(1), MA(1) y MA(2)). Por el contrario, con la distancia dLNP no se consigue identificar
ningún cluster correcto tanto en la solución de 4 como de 5 clusters.
4.4.4. Clasificación de procesos no lineales
Por últirno, se desarrolló un experimento de simulación para evaluar el comportamiento
de las diferentes medidas consideradas en la Sección 4.4.1 para la clasificación de procesos
no lineales. En este caso, se consideraron cuatro modelos diferentes, de cada uno de los
cuales se generaron s= 4 series de longitud n= 200. Más concretamente, los procesos
considerados fueron:
(1) Modelo TAR (Threshold Autoregressive) :
Xt = 0,5Xt-iI (Xt-i < 0) - 2Xt-iI (Xt-1 > 0) + ^t
(2) Modelo EXPAR (Exponential Autoregresive):
Xt = (0,3 - 10 exp { -Xt 1 } ) Xt_1 + st
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Figura 4.5: Cluster de los procesos ARMA (i)-(v): Dendogramas obtenidos mediante el
inétodo de enlace completo a partir de (a) dM, (b) dw(1^LS) Y(c) dLNP para una iteración
particular. Longitud de las series: T= 200.
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(3) Modelo MA(1) lineal (MA):
Xt = st + 0,4st-i
(4) Modelo MA(1) no lineal (NLMA):
Xt = st
- 0,5et-i + 0,8st-i
En todos los casos el proceso de error st consistió en variables Gaussianas de media
cero y varianza unidad. Estos modelos han sido utilizados previamente para estudiar las
propiedades de diversos estadísticos diseñados para testar la no linealidad de series de
tiempo (ver Tong y Yeung (1991) ). Nuestra intención consistió básicai-nente en discriininar
entre diferentes formas lineales y examinar el comportamiento de las diferentes distancias
en este contexto. Uiia realización arbitraria de cada uno de estos procesos se muestra en
la Figura 4.6.
En este caso, la evaluación de los resultados del análisis cluster se realizó con el mismo
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Figura 4.6: Ejemplo de series de tiempo generadas de los procesos (1)-(4).
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criterio que en la sección anterior, según se definió en (4.16), donde ahora
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u
MA(1) LINEAL MA(1) NO LINEAL
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Sim (G, C) = 4^ má,x^ Sim (G^, Ci) , (4.18)
i=1 -^-
siendo C= {Cl, ..., C4} el conjunto de 4 clases de procesos que existen en realidád, G=
{G1, ..., G^} la solución de 1^ clusters obtenida tras el análisis, y donde la medida de
similitud se define como en (4.17) .
A1 igual que en la sección anterior, los valores de este índice se promediaron a lo largo
de 100 iteraciones, dando lugar a los resultados que se muestran en la Tabla 4.7.
Definitivamente, y tal y coino cabía esperar, los mejores resultados en este contexto
se obtuvieron con las medidas de disimilitud de corte no paramétrico. Todas ellas pro-
porcionaron índices de calidad alrededor de 0.9, excepto la métrica basada en el cociente
de verosimilitudes generalizadas, dGLx. Sin einbargo, incluso esta distancia, con un índice
de calidad de 0.818 ha mostrado un comportamiento claramente superior al de resto de
inedidas consideradas. A su vez, las distancias parainétricas propuestas por Piccolo (1990)
y Maharaj (1996) han visto afectado su rendimiento por la mala especificación de los pro-
cesos generadores y se han situado en una posición intermedia (con índices de calidad en
torno a 0.78), junto con las medidas basadas en los coeficientes de autocorrelación y dLP.
El resto de distancias se han situado basante por debajo, con índices de calidad en torno
sólo a 0.57. En particular, la distancia Euclídea entre los logaritmos del periodograma nor-
malizado, que había resultado ser la mejor métrica en el caso de clasificar procesos como
estacionarios o no estacionarios, Yia obtenido un índice de calidad muy bajo, de 0.574.
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Tabla 4.7: Cluster de los procesos (1)-(4): Índice de evaluación definido en (4.18) para la
solución de 4 clusters. Longitud de las series: n= 200. Número de iteraciones: T= 100.
Método de enlace completo.
Medida Índice Medida Índice
Distancia Euclídea Basadas en modelos
dE 0.537 dP j^ 0.769
Autocorrelaciones dM 0.781
dACFU 0.752 No paramétricas
dACFG 0•777 dW(DLS) 0.920
dPACFU 0•7ó4 dW(LS) 0.895
dPACFG 0.795 d^,j,(LK) 0.912
Periodogramas dGLK 0.818
dP 0.485 d^M 0.913
dLP 0.786
dNP 0.576
dLNP 0.574
A1 igual que en la sección anterior, y para valorar de una forma más detallada los
resultados alcanzados, se ha computado también . el núinero medio de veces que se ha
identificado correctainente cada una de las clases de procesos y el número inedio de clusters
correctamente identificados en cada iteración. Estos datos se muestran en las Tablas 4.8
y 4.9, respectivamente.
Los resultados en la Tabla 4.8 permite concluir que las series generadas de los proce-
sos EXPAR y MA forman los clusters más homogéneos. Cuando se utilizan las mejores
inedidas no paramétricas (dw(DLS)^ dW(LK) Y dCM), en términos de los índices de calidad
obtenidos, las series de este par de procesos se agrupan correctamente en su correspondien-
te cluster alrededor del 91 % de las ocasiones. Con las métricas basadas en los coeficientes
de autocorrelación, o con aquellas propuestas por Piccolo y Maharaj se obtuvieron peo-
res resultados, especialmente para las series EXPAR, con tasas de éxito alrededor del
25 %. Las distancias basadas en las coordenadas de los periodogramas, excepto dLP, son
incluso incapaces de separar correctamente la clase MA de procesos lineales. Ha resulta-
do mucho más difícil agrupar correctamente las series generadas a partir de los modelos
TAR y NLMA con cualquiera de las distancias consideradas. Este hecho se corrobora tras
observar los datos de la Tabla 4.9, donde se observa que las distancias no paramétricas
permite identificar correctamente entre dos y tres clusters en cada iteración (la media
inás alta de número de procesos correctamente identificados fue de 2.56, correspondiente
a dyj,(DLS) ). Ninguna de las otras métricas fue capaz de identificar un promedio de dos
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Tabla 4.8: Porcentaje de veces que se identificó correctamente cada una de las clases de
procesos (1)-(4) en la solución de 4 clusters. Longitud de la,s series: ra = 200. Número de
iteraciones: T= 100. Método de enlace coinpleto.
Medida TAR EXPAR MA NLMA
Dista,ncia Euclídea
dE 0.0 0.0 0.0 2.0
Autocorrelaciones
dACFU 0.0 17.0 50.0 9.0
dACFG 1.0 22.0 59.0 14.0
dPACFU 2.0 25.0 69.0 12.0
dPACFG 3.0 27.0 75.0 13.0
Periodogramas
dP 0.0 0.0 0.0 0.0
dLP 4.0 72.0 36.0 11.0
dNP 0.0 2.0 9.0 4.0
dLNP 0.0 1.0 8.0 2.0
Basadas en modelos
dPI^ 1.0 18.0 59.0 10.0
dM 0.0 21.0 74.0 10.0
No paramét,ricas
dW(DLS) 34.0 93.0 95.0 34.0
dw(LS) 24•0 95.0 81.0 27.0
dW(LK) 32.0 94.0 91.0 33.0
dGLx 7.0 73.0 54.0 13.0
dCn^ 34.0 94.0 91.0 35.0
clusters correctos. Por lo tanto, excepto para las medidas no parainétricas, ninguna de
las métricas estudiadas parecen resultar apropiadas para realizar el cluster de procesos no
lineales. Esta apreciación se observa gráficamente en la Figura 4.7, donde se muestra la
distribución de probabilidad del número de clusters correctamente identificados en cada
iteración para cada una de las medidas consideradas. Se observa que las métricas no pa-
rainétricas proporcionan una solución completamente correcta cerca del 40 % de las veces.
Cabe destacar, además, el alto porcentaje de ocasiones en las que las medidas basadas en
los periodogramas, y en particular dLnrP, resultan incapaces de identificar correctamente
ni unó sólo de las clases consideradas.
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Tabla 4.9: Resultados del cluster de los procesos (1)-(4) para la solución con 4 clusters.
Los resultados muestran el número de: clusters correcta.mente identificados (CC), clusters
incompletos que no incluyen series de otros procesos (CI) y clusters con series de distintos
procesos generadores (CM). Longitud de las series: n = 200. Número de iteraciones: T=
100. 1^létodo de enlace completo.
Medida CC IC MC Medida CC IC MC
Distancia Euclídea Basadas en modelos
dE 0.02 2.54 1.44 dPlc 0.88 1.37 1.75
Autocorrelaciones dM 1.05 1.05 1.90
dacFU 0.76 1.46 1.78 No paramétricas
dACFG 0.96 1.36 1.68 dW(DLS) 2.5G 0.68 0.76
dPacFV 1.08 1.13 1.79 dw(LS) 2.27 0.80 0.93
dPacFC 1.18 1.15 1.67 dw(Lx) 2.50 0.67 0.83
Periodogramas dcLx 1.47 0.87 1.66
dP 0.00 3.00 1.00 dc^,1 2.54 0.65 0.81
dLP 1.23 1.08 1.69
dNP 0.15 1.95 1.90
dLNP 0.11 1.46 2.43
Figura 4.7: Cluster de procesos (1)- (4) : Distribución del número de clusters correctamente
identificados en cada iteración para la solución de 4 clusters.
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4.4.5. Conclusiones
Nlediante este experiinento de simulación, se ha examinado el comportamiento de di-
versas medidas de disparidad paramétricas y no para,métricas en diferentes contextos de
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clasificación. Más concretamente, se consideraron tres problemas diferentes: la clasifica-
ción de procesos como estacionarios y no estacionarios, el cluster de procesos ARMA y la
clasificación de procesos no lineales. En cada uno de estos escenarios, se diseñó un estudio
de si^nulación para evaluar los resultados obtenidos tras utilizar las diferentes distancias.
Los resultados obtenidos muestran que el comportamiento de una determinada métrica
depende en gran medida del tipo de procesos que se quieren clasificar. Así, una deterinina-
da medida puede proporcionar resultados muy buenos en un contexto de clasificación y no
resultar apropiada en otro. Por ejemplo, a partir de los resultados que se muestran en esta
sección se conclu,ye que tanto las distancias basadas en los periodogramas normalizados
como las métricas basadas en los coeficientes de autocorrelación proporcionan tasas de
éxito muy elevadas para la clasificación de procesos coino estacionarios y no estacionarios
(confirinando así los resultados ya obtenidos por Caiado, Crato y Peña (2006)). Sin em-
bargo, estas medidas proporcionan unos de los peores resultados cuando se utilizan para la
clasificación de diferentes procesos ARMA o procesos no lineales. De igual forma, aquellas
medidas basadas en asumir un modelo generador determinado pueden llevar a resultados
poco adecuados si el modelo que se asume no se adapta al contexto considerado. Este
es el caso de las distancias propuestas por Piccolo (1990) o Maharaj (1996), diseñadas
especificamente bajo la hipótesis de modelos ARMA o ARIMA. Así, mientras que pro-
porcionan buenos resultados en el experiménto diseñado para la clasificación de procesos
ARMA (especialmente la distancia propuesta por Maharaj (1996), que resultó la inejor
en este contexto), resultaron entre las peores cuando se utilizaron para la clasificación de
procesos no lineales.
Entre todas las medidas de disparidad consideradas, se incluyeron cinco distancias de
corte no paramétrico. Básicamente, consistieron en medidas de disparidad entre los espec-
tros (o el logaritmo de los espectros) suavizados previamente. Tal y corno cabía esperar,
estas medidas proporcionaron resultados razonable^nente buenos en los tres contextos de
clasificación considerados, confirmando stt robustez frente al resto de distancias conside-
radas. Más concretamente, todas las inedidas no paramétricas proporcionaron resultados
sustancialmente mejores a los obtenidos con el resto de distancias para la clasificación de
procesos no lineales, alcanzaron resultados muy próximos a los inejores para la clasifica-
ción de procesos ARMA y las tasas de éxito obtenidas para la clasificación de procesos
como estacionarios o no estacionarios resultaron competitivas cuando se evaluaron sobre
el rango de frecuencias más bajas. Entre las distancias de corte no paramétrico considera-
das, dw(DLS) ^ dw(Lx) Y dCM obtuvieron el mejor comportamiento y por lo tanto pueden
considerarse las "ganadoras" del estudio de simulación que se ha llevado a cabo.
Finalmente, debe señalarse que los peores resultados se alcanzaron con la distancia
Euclídea entre las series de tieinpo observadas (dE), las ordenadas de los periodogramas
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(dP) y entre el logaritmo de las ordenadas del periodograma (dLP). Esto permite concluir
que estas medidas no resultan adecuadas para determinar la afinidad entre series de tiempo,
y recalcar 1^, importancia de la elección de una medida de disparidad adecuada a partir de
la que realizar el análisis cluster de procesos estocásticos.
4.5. Aplicación a datos reales: clasificación de registros elec-
trocardiográficos.
Para ilustrar la aplicación práctica de los procedimientos cluster desarrollados en la
sección anterior, se ha recurrido a un conjunto de datos reales obtenidos de la base de datos
de electrocardiogramas mantenida por PsysioNetl, servicio público del Instituto Nacional
de Iinagen Biomédica y Bioingeniería (NIBIB) y del Instituto Nacional de Ciencias Médi-
cas Generales (NIGMS). Estos datos han sido previamente utilizados en la literatura para
valorar los resultados de otros procedimientos de cluster de series temporales. En par-
ticular, Kalpakis et al. (2001) los han empleado para evaluar el comportamiento de un
procedimiento de clasificación que ellos proponen basándose en la distancia euclídea entre
los coeficientes cepstrales de dos series de tiempo.
El conjunto de datos utilizados incluye los registros electrocardiográficos de tres grupos
de pacientes diferentes. El primer grupo incluye 22 series de tiempo de longitud n= 1000
correspondientes a los registros electrocardiográficos, durante un periodo de 2 segundos,
de otros tantos pacientes a los que se les ha diagnosticado una arritmia ventricular. La
arritinia se define como cualquier trastorno o irregularidad en el ritmo o frecuencia cardiaca
natural del corazón. La arritmia ventricular es aquella que se origina en los ventrículos y
es el tipo de arritinia más severo que se conoce, resultando en algunos casos de peligro
vital para el paciente. El segundo grupo incluye los registros, de 2 segundos de duración,
de 18 pacientes sanos. La tasa de muestreo en este caso es menor, dando lugar a series
de longitud n=512. Finalmente, el tercer grupo incluye los registros electrocardiográficos
de 24 pacientes con arritmia supraventricular (n=512). Este tipo de arritmia se origina
en las cámaras superiores del corazón o aurículas y no resulta habitualmente peligrosa
para la vida de los enfermos. En la Figura 4.8 se muestra un ejemplo de los registros
electrocardiográficos de pacientes en cada uno de estos grupos.
En primer lugar, se procedió a la clasificación de los procesos correspondientes a los
grupos 1 y 2 antes descritos. Es decir, se procedió a examinar el comportamiento de
los procedimientos cluster propuestos en la Sección 4.3 para la clasificación de los regis-
tros electrocardiográficos de pacientes con diagnóstico de arritmia ventricular y pacientes
1Physiobank Archive. www.physionet.org/physiobank/database.
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Figura 4.8: Ejeinplo de los registros electrocardiográficos de los pacientes en cada uno de
los tres grupos de estudio.
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sanos. Tras examinar con detenimiento los datos, se constató que existía una alta varia-
bilidad entre los registros de los pacientes dentro de un miszno grupo. Así, en la Figura
4.9 se muestran 9 de los 22 registros disponibles de pacientes con arritmia ventricular.
Tal y como se puede apreciar, los patrones observados pueden resultar sustancialmente
diferentes incluso en pacientes aquejados de una misma patología. De la misina forma, se
observan diferencias importantes entre los registros de pacientes sin ninguna alteración
electrocardiográfica (Figura 4.10).
Puesto que los datos correspondientes a los registros de pacientes con arritmia ventri-
cular eran claramente no estacionarios, se procedió a diferenciar las series para conseguir
la estacionalidad en media. Tanto a las series correspondientes a pacientes sanos coino
aquellas series correspondientes a pacientes con arritmia ventricular (éstas una vez di-
ferenciadas) se les restó la media muestral para conseguir series estacionarias de media
cero.
A continuación, se emplearon las medidas propuestas en la Sección 4.3 para calcular
la matriz de distancias entre las series observadas, a partir de la cual realizar el análisis
cluster de los datos. En particular, se utilizaron las medidas de disparidad espectral defi-
nidas como dw en (4.13), utilizando para la estiinación del espectro cada uno de los tres
suavizadores propuestos por Fan y Kreutzberger (1998) (dw(DLS), dW(DLS) Y dW(DLS))^
y la distancia funcional de tipo Cramer-von-Mises, dcM, dada por (4.15). Para el córnpu-
to de las distancias se utilizaron los mismos paráinetros que en el estudio de simulación
anterior. Nótese que en este caso concreto rio se pudo emplear la distancia basada en el
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Figura 4.9: Ejemplo de registros electrocardiográficos de pacientes diagnosticados de arrit-
mia ventricular.
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test de razón de verosimilitud generalizada, dGLx, definida en (4.14), por tener las series
en ambos grupos diferente longitud, y no poder por lo tanto evaluar los periodogramas
correspondientes sobre las mismas frecuencias.
La matriz de distancias obtenida con cada una de estas inétricas se procesó mediante
un algoritrno cluster jerarquizado (inétodo de enlace completo) para obtener el correspon-
diente dendograma, considerándose la solución final de dos grupos. Para cada distancia,
los resultados del análisis cluster se evaluaron utilizando los siguientes indicadores:
1. El porcentaje de series mal clasificadas en la solución de 2 clusters.
2. El índice propuesto por Gavrilov et al. (2000), según se definió en (4.16), donde
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Figura 4.10: Ejeinplo de registros electrocardiográficos de pacientes sin ninguna patología.
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Sim (G, C) = 2^ m^ Sim (G^; Ci) ,
i=1 -^-
siendo C= {Cl, C2} los dos grupos de procesos que existen en realidad, G=
{G1, G2}, la solución de 2 clusters obtenida tras el análisis, y donde la medida de
siinilitud se define como en (4.17) .
3. Los valores silueta, s(i), definidos tal y como se explica a continuación.
Para cada una de las series i consideradas, denotaremos por A el cluster al que
pertenece dicha serie i y por a(i) al promedio de las distancias entre la serie i y cada
una de las otras series clasificadas en el mismo cluster A. Para cada uno del resto de
clusters identificados en el análisis C, sea D(i, C) el promedio de las distancias entre
la serie i y todas las series clasificadas en C. Sea b(i) = min,c^AD(i, C), es decir,
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b(i) puede verse como la distancia entre la serie i y su cluster "vecino" (el segundo
mejor cluster para i). El valor silueta s(i) puede definirse entonces coino
b(i) - a(i)
s(i) _ (4.19)
max{a(i), b(i)} ^
El valor s(i) se encuentra siempre, por lo tanto, entre -1 y 1 de forma que:
- Las series con un valor grande de s(i) (inás cercano a 1) serán series bien clasificadas,
- Las series con valores pequeños de s(i) (próximos a 0) serán series que se encuentran
entre dos clusters
- Las series con valores negativos de s(i) (próximos a-1) estarán probablemente mal
clasificadas
Una forma útil de representar gráficamente la solución de 1^ grupos obtenida tras un
análisis cluster es mediante el gráfico de silueta, en el que se representan los valores
silueta s(i) para cada una de las series. El gráfico de silueta proporciona así una
herramienta para valorar la estabilidad de la solución cluster obtenida y la calidad
del análisis que resulta de gran utilidad en situaciones en las que, como en esta, se
desconoce la solución correcta.
En la Tabla 4.10 se muestran los resultados obtenidos, en términos de los indicadores
anteriores, para la clasificación de los registros electrocardiográficos del grupo de pacientes
sanos y pacientes con arritmia ventricular, con cada una de las distancias empleadas. En
la misma tabla se muestran además los resultados obtenidos en el estudio de Kalpakis et
al. (2000) sobre el mismo conjunto de datos, utilizando diferentes medidas de proximidad
para la clasificación: la distancia euclídea entre los coeficientes cepstrales de las series de
tiempo (LPCCEP), la distancia euclídea entre los coeficientes de la transformada finita de
Fourier de las series (FFT), la distancia euclídea entre los coeficientes de la transformada
finita de Fourier de las funciones de autocorrelación (FFT(ACF)), la transformada wavelet
discreta (DWT) o el análisis de componentes principales (PCA).
Tal y como se puede observar, la distancia FFT(ACF) es la que proporciona mejores
resultados en términos del índice (4.16), si bien el ancho del gráfico de silueta es el menor
de los obtenidos con todos los procedimientos testados, indicando la escasa estabilidad de
la solución obtenida. El porcentaje de series mal clasificadas, asímismo, fue menor con una
de las ^distaricias no pararnétricas testadas, d,cM, siendo sólo de un 7.5 %. De inodo general,
las distancias no paramétricas proporcionaron resultados similares a los alcanzados en el
estudio de Kalpakis et al. (2000) cOTl la distancia basada en los coeficientes cepstrales,
que había resultado ser la mejor entre todas las distancias que habían considerado en su
trabajo. De nuevo, se observa la influencia de las propiedades teóricas de los estiinadores
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Tabla 4.10: Resultados del cluster de los registros electrocardiográficos correspondientes a
pacientes sanos y pacientes con arritmia ventricular.
Método Tasa de error Sim(G,C) Ancho silueta
dw(DLS) 20 % 0.798 0.670
dw(r,s) 37.5 % 0.625 0.690
dw(LK) 20 % 0.798 0.680
dcM 7.5 % 0.744 0.770
LPCCEP 20 % 0.771 0.502
FFT - 0.629 0.539
FFT (ACF) 10 % 0.881 0.299
DWT - 0.587 0.523
PCA - 0.587 0.377
del espectro sobre los resultados de la clasificación, obteniéndose con dLS una mayor
tasa de error y peores índices de fiabilidad que con el resto de las distancias de corte no
parainétrico. Si bien con la distancia de tipo Cramer-von-Mises se obtiene una tasa de
inala clasificación más baja y un ancho de silueta mayor, con las distancias dDLS Y dLx
se alcanzan los inayores índices de fiabilidad según la inedida Sim(G, C), en torno a 0.8.
Los resultados de la clasificación con las distancias dLx y d,CM se muestran en las Figuras
4.11 y 4.12.
A continuación se procedió a utilizar las inismas distancias para clasificar las series
correspondientes a los registros electrocardiográficos de pacientes sanos y pacientes con
arritmia supraventricular. Las series de sujetos con arritmia supraventricular fueron tam-
bién diferenciadas con el objetivo de trabajar con series estacionarias de media cero. Los
resultados obtenidos, con el método de enlace coinpleto, se muestran en la Tabla 4.11,
junto con los reportados por Kalpakis et al. (2000) para las distancias mencionadas con
anterioridad. En esta situación, los resultados alcanzados por las distancias no paramétri-
cas propuestas en la presente memoria son ligeramente peores que los obtenidos con la
distancia basada en los coeficientes cepstrales, LPCCEP, si los comparamos según el índice
Sim(G, C), con índices de estabilidad similares en términos del valor silueta promedio. En
cualquier caso, su comportamiento resulta claramente superior al del resto de medidas
analizadas. Las elevadas tasas de error, por encima del 25 % en todos los casos, no reflejan
adecuadamente las soluciones cluster alcanzadas. A la vista de los dendogramas obtenidos
se observa cómo con estas inedidas se logra separar adecuadamente las series correspon-
dientes a sujetos sanos y a enfermos con arritmia supraventricular, si bien la solución con
dos clusters no parece ser la solución natural que surge de estos resultados, observándose
en general una solución con tres clusters en las que las series correspondientes a pacientes
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Figura 4.11: Cluster de los registros electrocardiográficos correspondientes a pacientes
sanos y pacientes con arritmia ventricular. Resultados con la distancia clLx.
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con arritmia supraventricular quedan divididas en dos grupos (Figuras 4.13, 4.14).
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Figura 4.12: Cluster de los registros electrocardiográficos correspondientes a pacientes
sanos y pacientes con arritmia ventricular. Resultados con la distancia dcM.
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Tabla 4.11: Resultados del cluster de los registros electrocardiográficos correspondientes a
pacientes sanos y pacientes con arritmia supraventricular.
Método Tasa de error Sim(G,C) Ancho silueta
dw(nLS) 33.3 % 0.654 0.470
dW(LS) 59.5 % 0.606 0.510
dw(Lx) 28.6 % 0.708 0.480
dcM 28.6 % 0.708 0.540
LPCCEP - 0.779 0.519
FFT - 0.579 0.649
FFT (ACF) - 0.593 0.425
DWT - 0.561 0.635
PCA - 0.601 0.521
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Figura 4.13: Cluster de los registros electrocardiográficos correspondientes a pacientes
sanos y pacientes con arritmia supraventricular. Resultados con la distancia dLx.
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Figura 4.14: Cluster de los registros electrocardiográficos correspondientes a pacientes
sanos y pacientes con arritmia supraventricular. Resultados con la distancia dCM.
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Capítulo 5
Análisis de las series de cotización
bursátil del sector bancario en
España
5.1. Introducción
Es conocido que los métodos de estimación no parainétrica de curvas proporcionan una
herramienta estadística muy potente para explorar la estructura subyacente a un conjunto
de datos. Estos métodos se caracterizan, frente a otros procedimientos más tradicionales,
por no requerir de ninguna hipótesis parainétrica acerca de los datos, lo que las convierte
en técnicas extremadamente versátiles que pueden ser aplicadas en multitud de situaciones
prácticas ,y en diferentes contextos.
A lo largo de la presente memoria se han desarrollado algunos procedimientos nove-
dosos para el análisis discriininante y el análisis cluster de series temporales, desde una
perspectiva no paramétrica. Estos procedimientos se fundamentan en general en la defi-
nición de una distancia entre series de tiempo definida a partir de sus correspondientes
densidades espectrales, que son estimadas a su vez mediante técnicas de regresión polinómi-
ca local. Ya se ha recalcado en diversas ocasiones a lo largo de este trabajo la multitud
de situaciones prácticas en las que pueden tener aplicación este tipo de técnicas. Nótese
que, cuando varias series temporales se analizan conjuntamente, además de obtener uii
modelo que las ajuste correctamente para comprender cómo se comportan dichas series,
puede resultar tainbién interesante investigar el grado de siinilitud entre ellas. Las técnicas
aquí propuestas resultarán de utilidad, por lo tanto, en este tipo de análisis y pueden ser
utilizadas junto con otras técnicas paramétricas o no paramétricas para realizar un análisis
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exhaustivo de un conjunto de series temporales.
En este capítulo se propone una estrategia de análisis general, basada en técnicas de
corte no paramétrico, para investigar el grado de afinidad entre un conjunto de series de
tiempo. Dicha estrategia consiste en estudiar separadamente las tendencias y las compo-
nentes estocásticas de cada una de las series observadas, utilizando para ello técnicas tipo
núcleo. Más específicainente, el procedimiento de análisis que se propone consta de las
siguientes etapas:
(i) En primer lugar, la tendencia de cada una de las series temporales es estimada me-
diante técnicas de regresión polinómica local asuiniendo que se trata de funciones suaves.
(ii) En segundo lugar, las tendencias así ajt^stadas se clasifican en grupos similares
utilizando para ello técnicas cluster habituales.
(iii) Para cada uno de los grupos de tendencias identificados en el análisis cluster, se
contrasta la hipótesis de igualdad de tendencias mediante tests de corte no paramétrico
que tomen en cuenta la estructura de dependencia de los datos.
(iv) Finalmente, y tina vez completado el análisis de las tendencias, se desarrolla un
análisis cluster de las series de residuos no paramétricos correspondientes utilizando, para
ello, las técnicas cluster introducidas en el Capítulo 4 de la presente memoria.
Para ilustrar la aplicación de la metodología propuesta se utilizará un conjurito de
datos reales correspondiente a las series de cotización bursátil del sector de la banca en
España, durante los ai7os 2001 y 2002. El análisis del scctor bancario resulta especialmente
interesante desde un punto de vista económico, dada su gran importancia en el mercado
bursátil (stt valor bursátil representa un porcentaje importante del valor de la bolsa en
España) y la gran heterogeneidad de las coinpañías de este sector, en cuanto a tamaño,
expectativas de crecimiento, riesgos y estrategias de negocio. En cualquier caso, el objetivo
de este capítulo no consiste en estudiar las implicaciones económicas o financieras que
puedan derivarse del análisis, sino el demostrar la versatilidad y la potencia de las técnicas
no parainétricas para estimar, comparar y clasificar las series observadas. De hecho, esta
inisma estrategia de análisis podrá aplicarse a cualquier otro conjunto de datos temporales,
siguiendo los mismos pasos.
Este capítulo se estructurará de la siguiente forma. En la Sección 5.2 se presentarán
la series de cotización bursátil que se analizaron. En la Sección 5.3 se expondrán los
resultados del análisis de las componentes deterministas de las series. La estimación de
las tendencias se abordará mediante técnicas de regresióri polinómica local, para realizar
posterioinente un análisis cluster de las mismas. Se contrastará asímismo la igualdad de las
tendencias de las series consideradas, y de aquellas series agrupadas en un mismo ^cluster.
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Puesto que los tests estadísticos empleados están basados en técnicas no paramétricas, su
distribución es en general desconocida y se considerarán tanto aproximaciones asintóticas
como bootstrap de la inisma. En la Sección 5.4 se abordará el análisis cluster de las
series de residuos, utilizando para ello las técnicas descritas en el Capítulo 4 de este
trabajo. Se realizará un análisis exhaustivo de los resizltados alcanzados según la medida
de disparidad utilizada para evaluar la discrepancia o distancia entre las series. En la
Sección 5.5 se demostrará la utilidad general de la estrategia de análisis propuesta a
través de su aplicación a un conjunto de datos siinulados, comparando el comportamiento
de los procedimientos cluster propuestos en esta memoria con los alcanzados con otros
criterios desarrollados con anterioridad en la literatura. Finalmente, se expondrán algunas
conclusiones en la Sección 5.6.
Los resultados expuestos en este capítulo han sido condensados en Vilar, Vilar y Pérte-
ga (2004, 2007).
5.2. Presentación de las series de cotización bursátil
Se analizan quince series de datos financieros que recogen el precio semanal (expresado
en euros por acción) de otros tantos bancos que cotizan en el mercado bursátil español
durante un periodo de dos años (2001 y 2002). Las quince series corresponden a las si-
guientes entidades bancarias: Andalucía, Atlántico, BBVA, Banesto, Bankinter, BSCH,
Castilla, Crédito-Balear, Galicia, Guipuzcoano, Pastor, Popular, Valencia, Vasconia y Za-
ragozano. Dichos bancos representan la totalidad del sector de la banca en España que
cotiza en bolsa y cinco de ellos (Banesto, Bankinter, BBVA, BSCH and Popular) perte-
necen al IBEX-35, que agrupa a las 35 compañías de mayor peso en el mercado bursátil
español. Los datos han sido obtenidos de la página web www.joramon.com.
Cada una de las series de tiempo Xl =(Xl,l, ..., X^,n) , l= 1; ...,15 fue evaluada
en los mismos momentos de tiempo. Más específicamente, cada serie consta de n=103
observaciones semanales correspondientes a los precios por acción, en euros, registrados
todos los jueves durante los años 2001 y 2002. En aquellas semanas en las que el jueves
fuese día festivo la observación correspondiente fue reemplazada por el precio por acción
del iniércoles anterior, dado que en otros estudios donde el precio se registró los viernes
han obtenido conclusiones erróneas debido al llamado efecto fin de semana.
A efectos de comparación, todas las series han sido estandarizadas de forma que pre-
sentasen media cero y varianza unidad. Las series resultantes se muestran en la Figura
5.1. Como se puede apreciar, existe un gran parecido entre alguna de las series obser-
vadas (por ejemplo, las correspondientes a los bancos BBVA y BSCH muestran ambas
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patrones claramente descendentes a lo largo de todo el periodo de estudio), mientras que
otras inuestran una evolución claramente diferente (por ejemplo, las correspondientes al
banco Andalucía y el BBVA). Utilizando un paquete estadístico estándar se ha podido
comprobar que cada una de las series observadas puede ser modelizada razonablemente
bien mediante un modelo autorregresivo o un rnodelo de medias móviles. Sin embargo, en
el presente trabajo, el interés no se centra en ajustar un determinado modelo a cada una
de las series sino en clasificarlas en grupos similares. Por lo tanto, el objetivo final consiste
en encontrar similitudes y diferencias entre las series observadas con el fin de clasificarlas
en un número pequeño de grupos. Dicha clasificación puede ser de utilidad para detec-
tar unos pocos patrones representativos, predecir comportamientos futuros, cuantificar el
grado de afinidad, etc.
Figura 5.1: Precios semanales estandarizados (en euros por acción) del sector bancario
español en bolsa durante los años 2001-2002.
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Las técnicas cluster habituales no resultan adecuadas para afrontar este proceso de
clasificación, ya que no toman en cuenta la caracterización probabilística de las series
de tiempo. Dado que de la Figura 5.1 se deduce claramente la existencia de un patrón
o tendencia subyacente a cada una de las series observadas, para un análisis adecuado,
y tal y coino ya se comentó, se dividirá cada serie en su componente determinista y su
componente aleatoria, que serán analizadas de modo independiente.
Capítulo 5. Análisis de las series de cotización bursátil del sector bancario en España 177
5.3. Análisis de las tendencias
El priiner paso del análisis consistió en estimar la tendencia individual correspondiente
a cada serie, para después clasificar y comparar dichas tendencias entre sí.
Puesto que todas las series han sido evaluadas en los mismos puntos, los datos pueden
ajustarse a un modelo de regresión de diseño fijo, esto es
Xc,t = ^Pc (zt) ^- sl,t, t=1,2, . . . ,n, 1=1,2,. . . ,k, (5.1)
donde n=103 es la longitud de las series, k=15 el número de series consideradas, cpl(•)
es la tendencia de la 1-ésima serie, zt = t/n y s^,t denota a la componente aleatoria
correspondiente.
Para estimar cada una de las tendencias individuales cpl a partir de los datos obser-
vados se han utilizado téciiicas de regresión polinóinical local. Este tipo de suavizadores
presentan ventajas importantes frente a otros métodos de estimación tipo núcleo, como:
mejor comportamiento en las fronteras, permiten estimar además las derivadas de la fun-
ción de regresión, son más sencillos de obtener en términos computacionales y presentan
buenas propiedades minimax (ver Fan y Gijbels (1996)).
Tal y como se expuso en la Sección 1.1, el estimador polinómico local se obtiene a-
justando localmente un polinomio de grado p a los datos mediante el ^nétodo de inínimos
cuadrados locales ponderados. Dada cada una de las series {(zt, X^,t)}t 1, que se conside-
ran generadas a partir del modelo (5.1) para l E{l, ..., /^}, y asumiendo que existen las
primeras (p -}- 1) derivadas de la función cp^ (x) y son continuas, las técnicas de regresión
polinómica local permiten estimar el vector ,Q^ (z)
_ (,Ql,o (z), ,Ql,l (z), ..., ,Q^,p (z) )t, donde
(z) -^^1 z - 0 1 minimizando la función
.l ^,^l,j - ^t ( ) s Ĵ - > > . .. ^ i^^
2
n p
`1` (^i (z) ) _ ^ Xa,t - ^ ^l,j (z) ( zt - z)^ wa,t ^ (5.2)
t=1 j=0
donde los pesos wl,t vienen dados como wl,t =(nhl)-iK((zt - z)/hl), con K(•) una fun-
ción núcleo que corresponde a una función de densidad uniinodal y simétrica en torno a
cero, y hl = hl,n el paráinetro de suavizado o ventana. El estimador de ^C31(z), obtenido
como solución al problema, de míniinos ^cuadrados lócales ponderados dádo en (5.2), suele
denoininarse estimador núcleo polinómico local o suavizador polinóinico local.
El ancho de banda h^ se determinó en todos los casos mediante un algoritmo plug-in
específicamente diseñado para solventar el problema de dependencia de los datos (Francis-
co, Opsomer y Vilar (2004)). La clave de este algoritmo consiste en estimar un modelo de
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correlacióii parainétrico qt^e se asuine para el proceso de errores y"colocar" ese estimador
en la expresión asintótica del error cuadrático medio integrado del suavizador. De forma
más detallada, se trata de buscar la ventana lzl para la cual se minimiza el error cuadrático
inedio integrado asintótico, dado por
^
2p-}-3
Itl ñt = Cp (K) rl
n f (^Plp+l)(z))2dz
donde Cp(K) es un número real que depende del núcleo K(•) elegido, y rl =^°__^ v^(T),
^
con v^(T) = E(^l,Zel,i+T). Por lo tanto, la ventana plug-in hl,n puede obenerse directamente
reemplazando las cantidades desconocidas I'l y cpip+l^ en (5.3) pór estimaciones apropiadas.
Existen diversos enfoques para estimar rl y cp^p+l^. En lo que atañe a I'l, una primera
alternativa consiste en asumir una estructura paramétrica de dependencia para el proceso
de errores que involucre a un núinero pequeño de parámetros (por ejemplo, un modelo
ARMA). En ese caso, los parámetros del inodelo podrán ser estimados a partir de los
residuos no paramétricos ^l,t = X^,t - cp^,hc,picot (zt), generados tras utilizar una ventana
piloto Izl,pZlot. Un enfoque alternativo consiste en estimar I'l directamente a partir de
los datos utilizando métodos basados en diferencias. Así, Miiller y Stadtmiiller (1988)
propusieron un estimador para 1,l basado en las diferencias de primer orden de Xl,t para
errores in-dependientes. En la misma línea, Hermann, Gasser y Kneip (1992) sugirieron
un estimador basado en las diferencias de segundo orden de Xl,t asumiendo que los errores
satisfacen algunas condiciones mixing.
En lo que respecta a la estimación de cplp+l^, básicamente puede utilizarse un enfoque
paramétrico o no paramétrico. La primera alternativa consiste fundamentalmente en asu-
mir que la función de regresión puede ajustarse mediante un polinomio de grado (p ^- 3),
cpl, y estimar posteriormente cpip+l^ calculando la derivada de orden (p -{- 1) de la cur-
va ajustada, (Plp+l^(^). El enfoque no paramétrico se basa en estimar cplp+l^ utilizando
regresión polinómica local tal y coino se explicó anteiormente.
Una explicación más detallada del problema de selección de la ventana en el contexto
de datos dependientes, incluyendo el algoritmo plug-in anterior, puede verse en F4^ancisco-
Fernández y Vilar-Fernández (2001, 2004).
De acuerdo con todo lo expuesto, para la estiinación de cada una de las tendencias
cp^ correspondientes a las series estudiadas se utilizó un suavizador polinómico local con
p= 1(suavizador lineal local). En todos los casos, la ventana utilizada se estimó utilizando
el algoritmo plug-in descrito anteriormente. En particular, I'l se estimó asumiendo una
estructura ARMA para los procesos de errores, cuyos paráinetros se estimaron a partir de
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los residuos no paramétricos correspondientes. Las ventanas así obtenidas se muestran en
la Tabla 5.1.
Tabla 5.1: Ventanas utilizadas para estimar la tendencia de las series, calculadas mediante
un algoritmo plug-in.
Banco Andalucía Atlántico BBVA Banesto Bankinter
h 0,134229 0,087754 0,167225 0,175560 0,175827
Banco BSCH Castilla Crédito-Balear Galicia Guipuzcoano
h 0,178553 0,111946 0,080087 0,092995 0,114639
óxnBa co
)z
Pusa tor
0,115431
Pupularo ula
0,136151
Valen^cia
0,158361
Vasconia
0,112908
Zaragozano
0,167420
Además de cada una de las tendencias individuales cpl, se estimó la tendencia media del
conjunto de 15 series, que se denotará por cp^. La curva cp^ representa así la evolución de
los precios semanales proinedio (en euros por acción) del sector bancario español durante
los años 2001 y 2002, y se estimó tainbién no paramétricamente a partir de la nube
de puntos {(zt, X.,t) , t= 1, ...,103} mediante un suavizador lineal local, donde X.,t =
(1/15) ^i 51 Xl,t. La Figura 5.2 muestra un gráfico con cada una de las series observadas,
junto con el estimador lineal local de las tendencias individuales y de la curva promedio
La Figura 5.2 sugiere que no puede asumirse que exista una tendencia común a todas las
series, sino que existen diferencias importantes entre las tendencias individuales de todas
ellas. Desde un punto de vista formal, cabe plantearse entonces el siguiente contraste de
hipótesis:
HO^^P1=•••=^p15=^pc versus
Hl : Existen ( l, j) tales que cpl ^ cpj, l, j E{1, ...,15}. (5.4)
El problema de eontraste de igualdad de I^ funciones de regresión mediante técnicas no
paramétricas ha sido ampliamente abordado en la literatura estadística durante los últimos
años. Algunas referencias importantes a este respecto son Hárdle y Marron (1990), Hall
y Hart (1990), King, Hart y Werhly (1991), Kulasekera (1995), Koul y Schick (1997),
Kulasekera y Wang (1997, 1998), Dette y Neumeyer (2001) y Neumeyer y Dette (2003),
entre otras. Sin embargo, todos estos trabajos se centran en el caso de que las observaciones
disponibles sean independientes, hipótesis que no se verifica en el contexto aquí planteado.
En un trabajo reciente, Vilar-Fernández y González Manteiga (2004) han abordado el
problema de contraste de la igualdad de k funciones de regresión con errores dependientes
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Figura 5.2: Gráficos de las series observadas junto con el el suavizador lineal local corres-
pondiente a cada tendencia individual ^pl, l= 1, ..., 15, (línea rosa) y a la tendencia media
cp^ (línea azul) .
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en un contexto muy general. Para ello, proponen utilizar como test estadístico una distan-
cia funcional entre los estimadores no paramétricos de las diferentes funciones de regresión
cpl. Hasta el momento, no se dispone de otros trabajos que hayan abordado este problema
en contextos de dependencia. En la presente memoria, utilizaremos el estadístico propues-
to por dich^s autores para abordar el contraste de hipótesis en (5.4), proporcionando a
continuación una breve descripción del procedimiento utilizado.
De acuerdo con Vilar-Fernández y González Manteiga (2004), se propone realizar el
contraste de igualdad de l^ > 2 curvas de regresión mediante un test estadístico basado
en una distancia funcional del tipo Crámer-von-Mises entre los estimadores núcleo de
cada una de las funciones de regresión desconocidas cpl. De modo más detallado, dicho
estadístico vendrá dado por:
^ ^-i
Q^1^ _ ^ ^ (^Pl,^ ( z) - ^Ps,h (z))2 w(z) dz, (5.5)
l=2 s=1
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donde w(z) es una función peso definida en el soporte de las variables del diseño, C=[0, 1],
y, para cada l= 1, ...,^, cpl,h es un estimador tipo núcleo de cp^ calculado con una ventana
lz y función kernel K.
Puede demostrarse ue 1q Qn ^ es un estimador consistente de
Q=^^ (^P^-^PS)2w^
k l-1
t=2 S=1
de modo que se rechazará la hipótesis nula de igualdad de las funciones de regresión sólo
siQ>0.
Diversos autores han estudiado el comportainiento asintótico del estadístico Qnl^ en
un contexto de independencia. Algunas referencias interesantes son King, Hart y Wehrly
(1991), Kulasekera (1995) o Kulasekera y Wang (1997, 1998) para el caso en el que 1^ = 2.
Más recientemente, Dette y Neumeyer (2001) han estudiado el caso más general en el que
l^ > 2 bajo condiciones de heterocedasticidad y diferentes tipos de diseño en cada grupo,
además de demostrar la normalidad asintótica del estadístico en (5.5). La consistencia de
una versión bootstrap del mismo test ha sido también establecida en dicho trabajo.
Para el contexto de datos dependientes, Vilar-Fernández y González-Manteiga (2004)
han estudiado también el comportainiento asintótico del estimador ^(5.5) para 1^ > 2 fun-
ciones de regresión y condiciones generales sobre el diseño en cada uno de los grupos. En
particular, si la función de autocovarianzas de cada uno de los procesos de error en (5.1),
vl (T) = E (s^,tsl,t+T) satisface
^
T=-00
^T^ ^vl (T)^ < oo, para l= 1, ..., k,
el Teorema 3 en Vilar-Fernández y González-Manteiga (2004) establece que, bajo la hipóte-
sis nula de igualdad de las curvas de regresión, el estadístico (5.5) tiene una distribución
asintótica normal según:
k
^ Q^11 - ^nh 1 Iw cx ^ rl D N (0^ ^Q^^, ) ^ (5.6)
l=1
^
con r^ _ ^ v^ (T), para l= 1, ...,^, Iw = f w(z)dz, CK = f K2(z)dz y
r=-oo
k k k
^Q^1, = 2 (K * K)2 w2 (^ - 1)2 ^ rl + ^ ^ rjr^
l=1 j=11=1,1^j
donde * denota al operador convolución.
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Los parámetros rl en la expresión asiiitótica (5.6) son desconocidos por lo que, en
la práctica, debe obtenerse alguna estimación de dichos parámetros, rl, a partir de las
muestras observadas. Si se consideran estimaciones adecuadas rl, entonces la convergencia
en (5.6) se mantiene cuando I'l es reemplazado por I'l, l= 1, ...,^,, (ver Teorema 2 en
Vilar-Fernández y González-Manteiga (2004) ). Por lo tanto, la hipótesis nula de igualdad
de las 1^ curvas de regresión se rechazará con un nivel de significación a cuando
I^ - 1Qnll =^&Q^1^ Q(1) _ nh IW CK ^ rl > za^ (5.7)
l=1
donde za es tal que ^(z«) = 1- cx, denotando ^(•) a la función de distribución de una
variable normal estándar.
Se einpleó el criterio (5.7) para contrastar la igualdad de las tendencias de las quince
series estudiadas. En particular, para estimar cada una de las tendencias individuales cpl
se empleó el estimador de l^Tadaraya-Watson (correspondiente a un suavizador polinómico
local con p= 0) y núcleo Gaussiano. Se tomó como función peso w(z) = 1/0,8 en [0,1, 0,9]
y 0 en otro caso. Los residuos no paramétricos obtenidos de la forma ^l,t = Xl,t -^P^,h(zt)
se utilizaron para estimar I'l, l= 1, ...,15, y el estadístico Q^1^ se calculó para distintos
valores de la ventana h. Los resultados obtenidos se muestran en la Figura 5.3 y la Tabla
5.2. La Figura 5.3 muestra los valores de Q^1^ x 10-2 y los p-valores asociados a cada Q^1^
como función de la ventana h. A su vez, en la Tabla 5.2 se muestran los resultados para
algunos valores concretos de h.
Tabla 5.2: Test de igualdad de las tendencias de las quince series observadas según el
estadístico Q^1^ para algunos valores específicos de lz
lz 0,100 0,200 0,300 0,350 0,400 0,500
Q^1^ 68,126 32,574 13,091 8,085 5,005 3,135
p-value 0,000 0,000 0,000 0,001 0,081 0,390
Tal y coino cabía esperar, en la Figura 5.3 se aprecia cómo la igualdad en las tendencias
se rechaza para un amplio rango de valores razonables de la ventana Iz. A medida que
el ancho de banda h, aumenta, se tiende a aceptar la hipótesis nula de igualdad. Este
comportamiento resulta lógico, pues cuanto mayor sea la ventana, se introducirá un inayor
grado de suavización y las tendencias individuales estimadas serán más parecidas, aproxi-
mándose al proinedio de las observaciones. Es más, por otro lado, y puesto que las series
han sido estandarizadas previamente, la curva promedio coincide con la línea Y= 0, por
lo que el test Q^1^ en (5.7) tiende a cero a medida que la ventana h se incrementa. En
consecuencia, para valores grandes de h la hipótesis nula se acepta con inayor facilidad y
^
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Figura 5.3: Gráfico de Q^l^ x 10-2 (línea rosa) y los p-valores asociados con Q^1^ (línea
azul) en función del ancho de banda h.
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el test pierde potencia. En definitiva, el ancho de banda h ejerce uiia gran influencia en
las decisiones que se puedan derivar de dicho test, de modo que una elección adecuada del
parámetro ventana es esencial para obtener un test con tm poder estadístico acepta.ble.
Tras rechazar la hipótesis nula de igualdad de las tendencias de las quince series se
procedió a realizar un análisis cluster sobre las tendencias individuales correspondientes,
estimadas no paramétricamente, con el fin de analizar el grado de afinidad entre ellas y
agruparlas en un número reducido de clases. Para ello, se realizaron diferentes análisis de
cluster jerárquico utilizando coino inedida de proximidad entre dos patrones de comporta-
miento el cuadrado de la distancia euclídea. De un modo más detállado, la distancia entre
dos tendencias estimadas, d(cpl,hl , cps,hs ) , para l, s E{ 1, 2, ..., 15}, vendrá dada por
103
d (4^l,ha, ^Ps,hs) _ ^ ^^Pl,hi (zt) - cPs,hs (zt)^2 •
Se emplearon diferentes criterios para la sucesiva agrupación de las tendencias en cada
paso del proceso jerárquico, incluyendo el inétodo de Ward y los métodos de enlace simple,
enlace completo y enlace promedio. En todos los casos se obtuvieron resultados simila-
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res, que pueden ser resumidos gráficamente mediante los correspondientes dendogramas.
Las Figuras 5.4 y 5.5 muestran los dendogramas correspondientes al proceso de cluster
empleando el inétodo de enlace promedio y el método de VVard, respectivamente.
Figura 5.4: Dendograma del análisis cluster sobre los suavizadores lineales locales de las
tendencias de cada una de las quince series financieras. Resultados con la distancia euclídea
al cuadrado y el método de enlace promedio.
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Los dendogramas que se muestran en las Figuras 5.4 y 5.5 identifican un total de
cinco clusters. Existe un primer grupo, formado por los bancos BBVA, BSCH, Bankinter,
Atlántico y Banesto; clarainente diferenciado del resto. Dentro de este primer grupo, C1 =
{BBVA, BSCH, Bankinter, Atlántico} forman un cluster compacto, con una tendencia a
la baja a lo largo de todo el periodo de estudio y sin muchas oscilaciones, mientras que
C2 ={Banesto} se mantiene aislado hasta las últimas etapas del proceso cluster, debido
probableinente a que su cotización se inantiene inás o menos constante hasta aproxima-
dainente las últimas veinticinco semanas de estudio, momento en el que se registra una
notable caída en los precios por acción. Con respecto al resto de las series, se observan
tres clusters diferenciados: C3 ={Andalucía, Valencia, Galicia}, C4 ={Guipuzcoano,
Zaragozano} y C5 ={Castilla, Popular, Crédito-Balear, Pastor, Vasconia}. En oposicióii
al primer cluster C1, la cotización de los bancos incluidos en C3 muestran una tendencia
creciente en su cotización bursátil durante todo el periodo de estudio. Para el grupo C5,
el patrón es una curva oscilante que presenta dos modas en torno a las semanas 25 y 70.
Finalmente, el patrón en el cluster C4 es similar al del grupo C5 pero aquí desaparece la
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Figura 5.5: Dendograina del análisis cluster sobre los suavizadores lineales locales de las
tendencias de cada una de las quince series financieras. Resultados con la distancia euclídea
al cuadrado y el método de Ward.
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priinera inoda, de modo que la cotización es más o menos constante en el periodo inicial
de est^.idio, y la segunda moda es todavía más pronunciada. Cabe destacar que, a pesar de
que el banco Popular pertenece al IBEX-35, no aparece incluido en el primer cluster, Cl,
en el que sí se incluyen el resto de los bancos del IBEX-35 (BBVA, BSCH, Bankinter and
Banesto), excepto en el caso del Banesto que, en cualquier caso, se encuentra próximo a
este grupo.
Llegados a este punto, es importante recordar que los resultados del análisis cluster
no son necesariamente únicos, dado que dependen de la medida de distancia utilizada,
del método cluster y del propio investigador. Así, puede ser necesario estudiar con mayor
detenimiento hasta qué punto son similares las series clasificadas en un mismo grupo, antes
de concluir que cualquiera de ellas puede ser representativa de todas las series en ese cluster.
Con esa finalidad, una vez analizados los resultados del análisis cluster, se procedió a
contrastar la igualdad de las tendencias de las series que han quedado clasificadas en
cada uno de los grupos. Para ello se utilizó de nuevo el test estadístico Q^1^ en (5.7) para
contrastar la igualdad de las tendencias incluidas en cada uno de los clusters: C1, C3,
C4 y C5. De nuevo, la Figura 5.6 muestra un gráfico con los p-valores obtenidos para
cada grupo como fiinción de la veiitana h utilizada para suavizar las tendencias. De dicha
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figura se concluye que la hipótesis de igualdad puede aceptarse en eualquiera de los cuatro
clusters para cualquiera de los anchos de banda considerados. En todos los casos, además;
el p-valor asociado al contraste ha resultado mayor de 0.7.
Figura 5.6: Gráfico de los p-valores asociados a Q^1^ como función de Iz para el contraste de
igualdad de las tendencias incluidas en cada uno de los grupos identificados en el análisis
cluster.
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Puede resultar también interesante contrastar la igualdad dos a dos de las tendencias
agrupadas o no dentro de un mismo cluster. Nuevamente, desde un punto de vista más
formal, tomando l^ = 2 en (5.4), se trata de abordar el contraste de hipótesis:
Ho : cpl - cps = 0 versus Hl : cpl - cps ^ 0. (5.8)
para l, s E {1, ..., k}, l^ s.
Existen diversos métodos basados en estiinaciones no paramétricas para contrastar la
igualdad de 1^ = 2 curvas de regresióil aunque, tal y coino ya se ha indicado, han sido
estudiados generalmente bajo condiciones de independencia.Además, incluso bajo condi-
ciones de independencia, la distribución muestral de estos estadísticos resulta difícil de
obtener y solainente se dispone de aproximaciones asintóticas a las mismas. Puesto que
dichas aproximaciones con frecuencia involucran a parámetros poblacionales desconocidos
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(coino ocurría,por ejeinplo, en el caso del estadístico Q^1^), y presentan tasas de conver-
gencia bastante lentas, algunos autores han propuesto la utilización de procedimientos de
remuestreo para poder aproxiinar la distribución muestral de dichos estadísticos. En este
sentido, se han desarrollado algunos algoritmos bootstrap también bajo condiciones de
dependencia.
En este trabajo se han empleado hasta cuatro tests estadísticos diferentes de tipo no
paramétrico para abordar el contraste de hipótesis (5.8) en el que se investiga la igualdad
de cada uno de los pares de tendencias de los cinco bancos incluidos en el IBEX-35: BBVA,
Banesto, Bankinter, BSCH y Popular. Además del estadístico Q^1^ dado en (5.7), se han
empleado otros tres estadísticos que se denotarán por Q^2^, Qn3^ y Qn4^ y que se describen
a continuación.
a) El primero de dichos estadísticos, que se denotará por Qn2^, se calcula como la
diferencia entre una estimación no paramétrica de la varianza de la muestra conjunta, &P,
y una combinación convexa de estimaciones no paramétricas de la varianza de cada una
de las muestras individuales. De un inodo más detallado, Qn^1 vendrá dado por
Q^21 = ^P - 2n (^l + ^Ŝ ) , (5.9)
con
y,paraj=
n n
^P = 2n ^ ^Xl,t ^p^9 (zt)^2 + ^ ^Xs^t ^Pp,9 (zt)^2
t=1 t=1
n
2
_ ^ ^ ^Xj t - ^Pi h^ (zt)^ ,
t=1
donde cpp,y denota al suavizador núcleo con ancho de banda g de las dos muestras com-
binadas y cpj,h„ denota al suavizador núcleo con ventana hj de cada una de las muestras
individuales para j= l, s. Bajo condiciones de independencia, el estadístico Q^2^ ha sido
estudiado por Dette y Neumeyer (2001).Previamente, el estiinador de la varianza había
sido propuesto por Hall y Marron (1990).
b) El segundo test estadístico que se utilizará, y que deiiotaremos por Q^3^, es de tipo
ANOVA y vendrá dado por
1 n n
Q^31 = 2n ^ ^^Pp>s (zt) - ^P^,^^ (zt)^2 + ^ ^^Pa^,9 (zt) - ^PS,^s (zt)^2 ^ (5.10)
t=i t=i
siendo cpp,y, cpl,h^ y cps,h8 los suavizadores tipo núcleo utilizados para calcular Qn2^. Este
test había sido propuesto por Young y Bowman ( 1995) a partir del clásico análisis de la
varianza de un factor. Nótese que existe una clara relación entre Qn2^ y Q^3)
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c) Finalmente, se empleará para el contraste el estadístico Q^4^, propuesto por Neumeyer
y Dette (2003). Dicho test se basa en la diferencia de dos procesos "marked empirical",
coiitruidos a partir de los residuos obteriidos bajo la hipótesis nula de la igualdad de
ambas tendencias. De este modo, bajo la hipótesis nula, los residuos se obtendrán como
^^^t = X^,t - cpp,y (zt), í= l, s, y la diferencia entre los correspondientes "marked empirical
processes" viene dada por
R(r) - 1
n n
^ ^itl(zt<r)-^^tl(zt<r) ,
2n t= t=^
donde r E[0,1] e I(•) denota a la función "indicador". Entonces Q^4^ puede definirse como
1
Q^4^ = R2(r) dr. (5.11)
0
El comportamiento asintótico bajo condiciones de independencia del estadístico Qn4^ ha
sido estudiado en Neumeyer y Dette (2003). En particular, en dicho trabajo se demuestra
la capacidad de dicho test para detectar hipótesis alternativas que tienden a la hipótesis
nula a una tása n-1^2 y se desarrolla un versión "Wild bootstrap" de dicho método.
Con cualquiera de los cuatro tests propuestos, el criterio a seguir consistirá en rechazar
la hipótesis nula de igualdad de cada par de tendencias para valores grandes del estadístico
correspondiente. En la práctica, se necesitará conocer la distribución muestral de Q^Z^,
para i= 1, 2, 3, 4, a fin de obtener los valores críticos del test. Desafortunadamente, tal y
como hemos comentado, resulta extremadamente complicado determi^^ar la distribució^^
de dichos estadísticos bajo condiciones de dependencia. En algunos casos, coino para el
test Q^1^, ha sido posible derivar su distribución asintótica en el caso de trabajar con
observaciones dependientes (Vilar-Fernández y González-Manteiga (2004)). En la práctica,
sin embargo, un procedimiento alternativo para solventar este problema consiste en estimar
los parámetros desconocidos que aparecen en esa distribución estiinándolos de algún modo
a partir de la muestra, y luego considerar una versión plug-in del test. De cualquier modo,
es bien sabido que la tasa de convergencia de la distribución del test resulta normalmente
muy lenta y se necesita un tamaño muestral considerable para obtener valores críticos del
test razonables.
Una forma alternativa y sencilla de aproximar la distribución de cualquiera de los es-
tadísticos Qn2^, para i= 1, 2, 3, 4, es mediante técnicas bootstrap. En un trabajo reciente,
Vilar, Vilar y González (2007) han coinparado en un estudio de simulación el comporta-
miento de tres inétodos bootstrap diferentes para aproximar la distribución de los tests
estadísticos que aquí considerainos, teniendo en cuenta además las condiciones de depen-
deiicia. La idea fundainental de los métodos bootstrap eii el contexto de series temporales
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radica en asumir que existe alguna estructura paramétrica subyacente a la dependencia
de los datos (por ejemplo, un modelo ARMA), hecho que debe tomarse en cuenta en el
algoritmo de remuestreo. Así, un primer método bootstrap, que será el utilizado en el pre-
sente trabajo, consiste en asumir una estructura paramétrica determinada para el proceso
de errores (en este caso, un modelo autorregresivo) y replicar así la estructura de depen-
dencia de los datos. Existen otros algoritmos de remuestreo, más generales, en los que no
se asume un modelo de dependencia parainétrico. En dicho caso, el método bootstrap se
centra en replicar la dependencia remuestreando un bloque entero de observaciones. Una
revisión más detallada de las diferentes técnicas puede verse en Vilar, Vilar y González
(2007).
En particular, en la presente memoria, la distribución muestral de cada uno de los
tests estadísticos Q^Z^, para i= 1, 2, 3, 4, se aproximará mediante un algoritmo bootstrap
siguiendo los siguientes pasos:
Paso 1. Se calcula el test estadístico Q^Z^, para i= 1, 2, 3, 4, a partir de la muestra
inicial dada por {(zt, X^,t, Xs,t)}t 1.
Paso ,2. Bajo la hipótesis nula de igualdad de las dos funciones de regresión, se esti-
inarán los residuos no parainétricos según
^^^t = Xj,t - ^Pp,9 (zt) ^ para t = 1, . . . , n y j = l, s,
donde cpP,y(•) denota el suavizador núcleo del total de la muestra conjunta con ventana g.
Paso 3. Se obtendrá una muestra bootstrap de los residuos estimados en el Paso 2,
asumiendo que el proceso de errores sigue una estructura autorregresiva. De ttn modo más
detallado, se procederá como sigue:
Paso 3.1. En base a los residuos estimados, ^^,t, j= l, s, se estimarán los vectores de
parámetros, ^j, j= l, s, asociados a la estructura autorregresiva del proceso de errores.
Paso ^.,2. Puesto que la representación autorregresiva de los procesos de error se asume
invertible, pueden obtenerse estimaciones {éj,t, t> pj} del ruido de los modelos autorre-
gresivos a partir de {^^t} y^j, j= l, s. Las series de ruido estimadas serán centradas
para obtener las secuencias éj,t = éj,t - éj,., para t > pj, donde éj,. = n lp^ ^t P^+1 éj,t,
para j = l, s.
Paso ^3. ^. Se deriva la distribución empírica de é j,t para j= l, s como
n1
Fj (z) _ ^ l é^,t<z
n - pj t_p^
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Paso 3.4. Se obtiene una muestra de variables aleatorias independientes e identicamente
^
distribuidas {e^ _M, ..., e^ _1, e^^o, e^ 1, ..., e^^p^ }, con M > 0 a partir de Fj, j= l, s.
La secuencia {e* }p' se utiliza 'unto con las estimaciones de los arámetros au-^,t t=-M ^ p
torregresivos ^ij para generar una muestra bootstrap del proceso de error, {s^,t}, para
j = l, s.
Paso .^. Se obtiene una muestra bootstrap {(zt, Xi t, Xŝ t) }n segíin
t=1
^
Xj,t = ^p^9(zt) + ^j^t, t= 1, ..., 12, ^= l, S
El test estadístico Qñv^ se computa entonces sobre la muestra bootstrap.
Paso 5. El Paso 3.4 y el Paso 4 se repiten un número B grande de veces, de forma que
se obtenga una secuencia de valores del estadístico Q^vl, Q^vi*, ..., Q^vB*. Se tomará enton-
ces coino región crítica del test a un nivel de significación a la definida por
Qnv> > Qnv([(1-a ĴBI Ĵ
donde [•^ denota la parte entera de un número real y {Qñv^ ^}B 1 es la muestra {Qñv^*}B 1
ordenada de menor a mayor valor.
En la Tabla 5.3 se incluyen los p-valores asociados a las comparaciones dos a dos de
cada uno de los cinco bancos incluidos en el IBEX-35 (BBVA, Banesto, Bankinter, BSCH y
Popular), utilizando cada uno de los estadísticos Q^1^, Q^2^, Qñ3^ Y Qñ4^, definidos en (5.7),
(5.9), (5.10) y(5.11), respectivamente. Los p-valores fueron obtenidos, en todos los casos,
mediante la aproxiinación bootstrap descrita anteriormente (columnas 3 a 6), aunque para
el estadístico Q^1^ se obtuvieron ade^nás los p-valores asociados utilizando su distribución
asintótica (columna 2) .
A partir de la Tabla 5.3 puede concluirse que no existen diferencias significativas en-
tre las tendencias de los precios semanales por acción de los bancos BBVA, Bankinter
y BSCH, puesto que con todos los procedimientos se obtienen valores grandes de signi-
ficación al coinparar dichos bancos dos a dos. Estos resultados apoyan la homogeneidad
del grupo Cl que se había identificado previamente en el análisis cluster. Dado que los
tres bancos pertenecen al IBEX-35, cualquiera de sus tendencias podría ser elegida como
patrón representante de la cotización bancaria del IBEX-35 en el periodo de estudio. Por
otro lado, las filas 4, 9 y 11 en la Tabla 5.3 establecen que la tendencia de los precios
semanales por acción del banco Popular difieren significativamente de aquellas del BBVA,
Bankinter y BSCH. De hecho, este resultado se concluye de todos los procedimientos uti-
lizados. Por lo tanto, resulta claro que aunque el bánco Popular pertenece al IBEX-35,
su comportamiento es sigiiificativamente distinto al del resto de los bancos en este grupo
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Tabla 5.3: p-valores de las comparaciones dos a dos de los bancos incluidos en el IBEX-35
utilizando los estadísticos Q^^^, k= 1, 2, 3, 4, y aproximando su distribución mttestral
mediante técnicas bootstrap. En el caso de Q^1^, los p-valores se calculan además a partir
de su distribución asintótica.
1
Qn
asintótica
1
Qn
bootstrap
2
Qn
bootstrap
3
Qn
bootstrap
4
Qn
bootstrap
BBVA/Banesto 0,103 0,048 0,008 0,024 0,258
BBVA/Bankinter 0,738 0,782 0,332 0,924 0,934
BBVA/Popular 0,000 0,000 0,000 0,000 0,016
BBVA/BSCH 0,854 0,960 0,644 0,994 0,998
Banesto/Bankinter 0,072 0,034 0,004 0,022 0,192
Banesto/Popular 0,436 0,204 0,014 0,132 0,190
Banesto/BSCH 0,208 0,094 0,028 0,078 0,282
Bankinter/Popular 0,000 0,002 0,000 0,000 0,008
Bankinter/BSCH 0,718 0,702 0,434 0,850 0,932
Popular/BSCH 0,000 0,002 0,000 0,000 0,024
y su ubicación en el grupo C5, el cluster más alejado del Cl, está completamente justifi-
cada. Por últiino, con respecto a los datos de cotización del Banesto, los diferentes tests
de hipótesis einpleados no permiten llegar a resultados concluyentes. No existe evidencia
suficiente para rechazar la hipótesis nula o, al menos, dicha evidencia no es sustentada
de modo unánime por los distintos procedimientos utilizados. Las comparaciones dos a
dos han sido tainbién realizadas sobre el resto de series bancarias, siendo los resultados
congruentes con aquellos alcanzados tras el análisis cluster.
5.4. Análisis cluster de las componentes aleatorias
Coino siguiente paso en el análisis, se procedió a eliminar las tendencias estimadas
mediante regresión lineal local del modelo (5.1) para obtener y analizar posteriormente las
secuencias de ruido, esto es, los residuos no parainétricos ^l,t dados por
^l,t = Xl,t - ^Pc,h^ (zt), t = 1, 2, . . . , n, l = 1, 2, . . . ,15. (5.12)
En la Figura 5.7 se muestran las quince series correspondientes a los residuos así esti-
mados.
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Figura 5.7: Gráfico de las series de residuos no paramétricos ^l,t obteriidos para cada una
de las series de acuerdo con (5.12).
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La principal conclusión que se puede extraer de la Figura 5.7 es que todas las series
de residuos son, aparentemente, series estacionarias de media cero aunque rro parece ob-
servaxse un patrón común que pueda describir la estructura de dependencia de las quince
series en su conjunto. Para corroborar este hecho, se han calculado tainbién las funciones
de autocorrelación muestral de las quince series y las funciones de autocorrelación parcial,
que se muestran en las Figuras 5.8 y 5.9, respectivamente. De la observación de dichas
figuras pueden extraerse conclusiones análogas.
Mediante paquetes estadísticos estándar se ha comprobado que todas las series de re-
siduos pueden ser modelizadas razonablemente bien mediante un modelo autorregresivo
o un proceso de medias móviles. No obstante, tal y como ya se ha apuntado, el objetivo
en este ejemplo no se centra en ajustar un modelo que describa la estructura de depen-
dencia de las series de residuos, sino más bien cn clasificarlas en grupos similares. En este
caso, las técnicas de análisis cluster estándar no proporcionarán resultados adecuados al
menos que la medida utilizada para valorar la similitud entre las series tome en cuerita la
caracterización probabilística de las mismas.
En este capítulo, se utilizarán las técnicas descritas en el Capítulo 4 de la presente
memoria para llevar a cabo un análisis cluster de las quince series de residuos. Para ello,
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Figura 5.8: Funciones de autocorrelación muestral de las quince series de residuos no
paramétricos, ^l,t•
se siguieron los siguientes pasos:
Paso 1. Se obtuvieron los valores de los periodogramas asociados a cada una de las
series de residuos sobre las frecuencias de Fourier. Esto es, para la 1-ésima serie, l=
1, ..., 15, se calculó la función
_ 1
Il'n(^) 2^rz
n
^ ^l^t exp (-i^t)
t=1
, ^ E [-^r^ ^] ^
2
sobre las frecuencias ^^ = 2^r1^/n, con l^ _ -N, ...; N, N =[(n, - 1)/2], siendo n= 103 la
longitud de cada una de las series consideradas.
Paso ^. A continuación se estimó la densidad espectral de cada una de las series de
errores, fl (^), para l= 1, ..., 15 utilizando cualquiera de los tres estirnadores propuestos
en Fan y Kreutzberger (1998):
i) El suavizador lineal local del periodograrna , donde el ajuste lineal local se realiza de
la manera habitual mediante mínimos cuadrados locales ponderados ( fl,DLS, l= 1, ..., 15).
(ii) E1 exponencial del suavizador lineal local mediante mínimos cuadrados ponderados
del logaritmo del periododama de cada una de las series de residuos, fl,LS, l= l, ..., 15.
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Figura 5.9: Funciorles de autocorrelación parcial estimadas de las quince series de residuos
no paramétricos, ^l t•^
^-_i
-^-r-ç,
`14--ti`^r
(iii) El estimador fl,Lx, l= l, ... , 15, obtenido de modo similar a fl,LS, excepto en
que el ajuste lineal local del logaritmo del periodograma se hace en este caso utilizando urr
criterio de máxima verosimilitud local en lugar del de mínimos cuadrados. Puesto que en
este caso el suavizador debe obtenerse mediante algún procedimiento numérico, se utilizó el
algoritmo de Newton-Raphson para este propósito.
Paso 3. La distancia entre cada par de series residuales, {^l,t} y{^S,t}, l, s E{l, ...,15},
se calculó mediante la medida de disparidad espectral dy^(•, •) introducida en la Sección
4.3; según:
dW (^l,t ^ ^s,t ) = IĴW (.Íl ^ .Ís ) + DW (.fs ; .Íl ) -
= 1 T W Ĵl (^) + W f S(^) da,4^ _,^ fs (^) Ĵ^ (^)
(5.13)
donde fr es cualquiera de los tres suavizadores lineales locales indicados en el Paso 2 para
estimar el r-ésimo espectro, r= l, s, y W(•) es una función de divergencia que, en este
caso, se tomó igual a,
W(x) = log ^ 2 1- 2 log x. (5.14)
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Paso .^. Utilizando la matriz de distancias entre las series de errores obtenida basá^^do-
se en dyV se han utilizado diferentes métodos (Ward, enlace promedio, enlace completo)
para llevar a cabo un procedimiento clttster jerárquico con el fin de clasificar las series.
En la Figuras 5.10, 5.11 y 5.12 se muestran los dendogramas obtenidos tras realizar
el análisis cluster con diferentes inétodos de clasificación jerárquica y los estimadores es-
pectrales fI,DLS^ fl,LS Y f^,Lx, respectivamente. Dichos dendogramas muestran soluciones
cluster muy similares, que de modo general proporcionan una solución con tres clusters,
aunque con ligeras discrepancias a la hora de clasificar las series de residuos correspon-
dientes a los bancos Banesto, Galicia y Guipuzcoano. Estas pequeñas diferencias pueden
justificar una solución con un mayor número de grupos. Independientemente del estimador
espectral y de la medida de similitud entre grupos utilizados, los bancos S1={Vasconia,
Castilla, Crédito-Balear, Popular} conforinan uno de los grupos identificados. También
en todos los casos las series de residuos correspondientes a los bancos S2 ={Valencia,
Andalucía, Atlántico} se clasifican conjuntamente en un mismo grupo, al que se añadiría
el Galicia o el Banesto dependiendo del suavizador espectral empleado ( fl,LS o fL,Lx,
respectivamente). Finalmente, un tercer cluster estaría formado por las entidades S3 =
{Zaragozano, Pastor, Bankinter, BBVA, BSCH}, en el que se incluirían tainbién el Banes-
to, Galicia o banco Guipuzcoano en función del estiinador espectral utilizado.
Para evaluar la calidad de las soluciones cluster así obtenidas se utilizaron los valores
silueta, s(i), i= 1, ...,15, definidos tal y como se explicó en (4.19). La Figura 5.13 muestra
los gráficos de silueta obtenidos al utilizar el método de clasificación descrito con cada
uno de los tres estimadores espectrales y el inétodo de enlace completo. Como se puede
observar, en tódos los casos aquellas series con un valor silueta más bajo fueron las corres-
pondientes a Banesto, Galicia y Guipuzcoano, señalando la dificultad para ubicarlas en
cualquiera de los clusters identificados. También la serie correspondiente al ba.nco Atlántico
presenta valores silueta asociados bajos, lo que sugiere que su clasificación junto con los
bancos Valencia y Andalucia quizá no sea adecuada. El resto de las series parecen estar
correctainente clasificadas en cada uno de los tres clusters identificados, con valores silueta
s(i) que se encuentran, en general, por encima de 0.5.
Puesto que algunos de los dendogramas obtenidos sugerían una solución con un núme-
ro mayor de clusters se optó por obtener los gráficos de silueta bajo la solución de l^ = 5
clusters, que se muestran en la Figura 5.14. Los resultados obtenidos corroboran la dificul-
tad para la clasificación de la serie correspondiente al Banesto y sugieren la identificación
de un nuevo cluster formado por los bancos S4={Galicia, Guipuzcoano }. Los gráficos
de silueta para el resto de soluciones de cluster jerárquico (enlace promedio, método de
Ward) permiten e^traer conclusiones análogas.
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Figura 5.10: Dendograma del análisis cluster de las 15 series de residuos utilizando fI,DLS
y dw como estimador espectral y medida de similitud entre series, respectivamente. Re-
sultados con el método de enlace promedio (a), enlace completo (b) y método de Ward
(c).
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^
Figura 5.11: Dendograma del análisis cluster de las 15 series de residuos utilizando f l,Ls
y dW como estimador espectral y medida de similitud entre series, respectivamente. Re-
sultados con el método de enlace promedio (a), enlace completo (b) y método de Ward
(c).
0
r^ ,
0
N ^
N
O
Ñ ^
Ó
N
Ó
Ó ^
Ci
o^0
ó
^ 1° ^0 ^C ^ p
H
á $ cj m
> ^
m
U
(a) (b)
^
d 1
^
$
m
Q
m m co 0 0 0
.ŭ [, .^, v, C p C^p
fp ^ Ñ ^ ^ INO No c
^ ^ m m ^ a rn
Q ^ a ^
^ N
d
C
ĉ
m
n
> Ú
m m
N ^
O
o J
ó I^^^^
^ m m ^y $ m m
^ ^ ^j y . U ^Ú
y Ĉ ^
ao $ Ú °o Q ^ v
> o Q
d
Ú
m o
N C
^ o
^ m
^ ^ m ^ > Ul6 N Ĉ f0 m
3 a10 ^ oo, m m
^ m L°a ^
^ N
(C)
v
0 7
N ',
O ^i
O
Ci
^ ^
^ 0 l0 ^ O l0 f0 !0 O Ĉ U Ĉ ^ Q S
Ĉ .- y .O- ^Ŭ ^t) ^Ŭ N i U
a° $ Ú,C° `-° ^ á m^$ á°, ĉ °° m
> o a Q^ m á ^ m
^ ^ ^
U
198 Capítulo 5. Análisis de las series de cotización bursátil del sector bancario en España
Figura 5.12: Dendograina del análisis cluster de las 15 series de residuos utilizando fl,Lx
y dy^ como estimador espectral y medida de similitud entre series, respectivamente. Re-
sultados con el inétodo de enlace promedio (a), enlace completo (b) y método de Ward
(c).
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Figura 5.13: Gráficos de silueta para la solución de 3 grupos del análisis cluster de las
15 series de residuos utilizando dy^ y el método de enlace completo como distancia entre
series y entre grupos, respectivamente, a partir cada uno de los estimadores espectrales:
^a^ .ĴI,DLS^ ^b^ .ĴI,LK y ^c Ĵ .h,LK•
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Figura 5.14: Gráficos de silueta para la solución de 5 grupos del análisis cluster de las
15 series de residuos utilizando dy^ y el método de enlace c^mpleto como distancia entrc
series y entre grupos, respectivamente, a partir cada uno de los estimadores espectrales:
^a^ ,fI,DLS^ ^b^ fI,LK Y ^cl .h,LK•
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Se coinparó adeinás la solución obtenida con el algoritrno cluster propuesto con las
soluciones alcanzadas en caso de utilizarse otros criterios para evaluar la discrepancia
entre series de tiempo. En particular, se evaluaron las medidas de disparidad entre series
de tiempo consideradas en la Sección 4.2. Más concretainente, se realizó el cluster de las
series de residuos utilizando como medidas de distancia entre ellas:
(a) La distancia euclídea entre las series, a,E.
(b) La distancia euclídea entre los L= 10 priineros coeficientes de autocorrelación
muestral, dACFU •
(c) La distancia euclídea entre los L= 10 primeros coeficientes de autocorrelación
parcial, dpACFU•
(d) La distancia propuestra por Piccolo (1990), dplc, dada por (4.6).
(e) La distancia propuesta por Maharaj (1996), dM, definida en (4.7).
(f ) La distancia euclídea entre las ordenadas de los periodogramas, dp, del logaritmo
de los periodogramas, dLp, de los periodogramas normalizados, dNp y del logaritmo de
los periodogramas normalizados, dLNP •
(g) La distancia basada en la razón de verosimilitud generalizada, dGLx, definida en
(4.14).
(h) La distancia funcional tipo Cramer-von-Mises, dCM, definida en (4.15).
En la Tabla 5.4 se muestran los valores silueta promedio correspondientes a las solu-
ciones con 1^ =3,4 ó 5 clusters obtenidas con cada una de las anteriores distancias, junto
con los valores asociados a la distancia dW. Tal y como se puede observar, los valores silue-
ta inás altos correspondieron a la distancia no paramétrica dw, calculada con cualquiera
de los tres estimadores espectrales y a las otras dos distancias de corte no parainétrico
consideradas, dGLx y dCM, con valores silueta promedio en torno a 0.50 para la solución
con k =3 clusters. De hecho, la distancia funcional de tipo Crámer-von-Mises, dcM, fue la
que proporcionó mejores resultados, con un valor silueta promedio de 0.56, mientras que la
distancia basada en la razón de verosimilitud generalizada, a,GLx, presentó un valor silueta
proinedio de 0.49 para la solución con 3 clusters. En la Figura 5.15 se muestran los dendo-
grainas obtenidos con cada una de estas dos distaricias y el inétodo de enlace completo. La
distancia dGLx coincide en identificar los clusters S1={Vasconia, Castilla, Crédito-Balear,
Popular}, S2 ={Valericia, Andalucía, Atlántico} y S3 ={Zaragozano, Pastor, Bankinter,
BBVA, BSCH}, incluyendo al Banesto en este último y agrupando en S1 a las series co-
rrespondientes a Galicia y Guipuzcoano para la solución con 3 clusters. Por su parte, la
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distancia dcM proporciona una solución ligerameiite diferente, disgregrando el primero de
los clusters en los grupos {Vasconia, Popular} y{Castilla, Crédito-Balear} y asignando
los bancos Galicia y Guipuzcoano a S2. Si analizamos el gráfico de silueta asociado a la
solución de tres clusters(Figura 5.16) observamos que, pese a alcanzar un valor silueta
proinedio alto, la solución obtenida con la distancia dCM parece clasificar incorrectamente
a las series correspondientes a Castilla y Crédito-Balear, confirmando su pertenencia a S1.
Tabla 5.4: Cluster de las series de residuos. Silueta proinedio para las soluciones con k=3,
4 y 5 clusters. Método de enlace completo.
Medida Silueta promedio Medida Silueta promedio
^ =3 k =4 k =5 ^ =3 k =4 k =5
Distancia Euclídea Basadas en modelos
dE 0.21 0.12 0.12 dPIC 0.20 0.19 0.17
Autocorrelaciones dM 0.36 0.30 0.28
dACFU 0.26 0.20 0.21 No paramétricas
dPACFU 0.16 0.14 0.14 dw^DLS^ 0.46 0.48 0.45
Periodogramas dw^LS) 0.52 0.47 0.41
dP 0.35 0.30 0.31 dw^LK) 0.51 0.46 0.55
dLP 0.17 0.16 0.14 dGLK 0.49 0.39 0.24
dNP 0.17 0.16 0.21 dCM 0.56 0.44 0.35
dLNP 0.10 0.10 0.09
Con respecto al resto de distancias, todas ellas obtuveron valores silueta promedio por
debajo a 0.50, lo que sugiere soluciones cluster menos estables que las obtenidas a partir
de las distancias de corte no paramétrico. Los dendogramas obtenidos con cada una de
estas distancias se muestran en las Figuras 5.17, 5.18, 5.19 y 5.20.
Capítulo 5. Análisis de las series de cotización bursátil del sector bancario en España 203
Figura 5.15: Dendograma del análisis cluster de las 15 series de residuos no paramétricos
^l,t. Resultados con el método de enlace completo y la distancia basada en la razón de
verosimilitud generalizada, dLK (a) y la distancia funcional de tipo Cramer-von-Mises,
dcM (b).
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Figura 5.16: Gráficos de silueta para la solución de 3 grupos del análisis cluster de las
15 series de residuos utilizando el método de enlace completo corno distancia entre gru-
pos y como distancia entre las series: (a) Distancia basada en la razón de verosimilitud
generalizada, (b) Distancia funcional de tipo Crámer-von-Mises.
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Figura 5.17: Dendograma del análisis cluster de las 15 series de residuos no paramétricos
sl,t. Resultados con la distancia euclídea entre las series, dE y el inétodo de enlace completo.
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Figura 5.18: Dendograma del análisis cluster de las 15 series de residuos no paramétri-
cos sl,t. Resultados con el método de enlace completo y la distancia euclídea entre los
coeficientes de autocorrelación, dACFU (a) y autocorrelación parcial, dpACFU (b) •
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Figura 5.19: Dendograma del análisis cluster de las 15 series de residuos no paramétricos
^l,t. Resultados con el método de enlace coinpleto y las distancias propuestas por Piccolo,
dplC (a) y Maharaj, dM (b).
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Figura 5.20: Dendograma del análisis cluster de las 15 series de residuos no paramétricos
sl,t. Resultados con el método de enlace completo y la distancia euclídea entre las ordenadas
del periodograma, dp (a), log-periodograma, dLp (b), periodograma normalizado, dNp (c)
y log-periodograma normalizado, dLNP•
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5.5. Aplicación a datos simulados
El proceso utilizado para el análisis de las series de cotización bursátil del sector ban-
cario español puede ser utilizado para otro conjunto cualquiera de series siguiendo exac-
tamente los mismo pasos:
(i) Estimación no paramétrica de las tendencias
(ii) Análisis cluster de las tendencias estimadas
(iii) Análisis cluster de las series de residuos
Con el fin de poder evaluar el posible comportamiento del procediiniento de análisis
propuesto en otras situaciones diferentes a la aquí planteada, se llevó a cabo un estudio de
simulación. Se generó un conjunto de series temporales de acuerdo con el modelo (5.1), de
modo que cada serie Xl,t consiste en una componente determinista de tendencia (cpl(zt)) y
una componente aleatoria (el,t). Se escogieron tres tendencias diferentes y tres estructuras
de error que se combinaron para obtener nueve clases de series de tiempo distintas, con
igual tendencia y componente aleatoria. Las tendencias consideradas fueron:
(i) cpi (z) = sin(1,5^z),
(ii) cp2(z) = 5(z + 0,1)(z - O,G)(z - l,G),
(iii) cp3(z) = 3(z + 0,2)(z - O,G)(z - 1,5),
y los tres modelos de dependencia utilizados para los procesos de error:
(i) Un proceso de inedias móviles MA(1) lineal
si,t = ^i,t
- 0,4rJi,t-i,
(ii) Un proceso de medias móviles MA(1) no lineal
^2,t = %2,t - 0,5i2,t-i + 0,$i2,t-i^
(iii) Un proceso exponencial autorregresivo (EXPAR)
2
s3,t = (0,3 - l0exp(-s3,t-i))s3,t-i + ^3,t,
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donde r^i,t para i= 1, 2, 3 son variables ii^idependientes con distribución Nori^nal de media
cero y varianza unidad.
Con el objetivo de dificultar el proceso de clasificación, todas las secuencias de error
^^,t, j = 1, 2, 3 fueron reescaladas a,propiadamente para tener desviación estándar 0.3. En
las Figuras 5.21a y 5.21b se pueden observar cada una de las tres teridencias consideradas
y una, realización de cada uno de los procesos de error considerados, respectivamente. En
ambos casos se puede apreciar la similitud entre los datos, lo que sugiere un escaso índice
de separabilidad entre las series de tiempo sujetas a clasificación.
Figura 5.21: (a) Gráfico de las teiidencias consideradas en el estudio de sirnulación: cpl (x)
(rojo), cp2(z) (verde) y^3(z) (azul). (b) Realizaciones de los procesos de error: MA(1)
lineal (rojo), MA(1) no lineal (verde) y EXPAR (azul), adecuadamente reescaladas para
tener una desviación estándar igual a 0.3.
(a) (b)
Se generaron dos series de lorigitud n= 200 de cada uno de los nueve modelos resul-
tantes. De este modo, el conjunto de datos considerado consistió en 18 series de forma que
existían tres grupos de seis series con la misma tendencia y tres grupos de seis series con
el inisiiio proceso de error asociado. Uria realizacióii de cada uno de los nueve modelos
considerados se muestra en la Figura 5.22. De nuevo, dicha figura sugiere la dificultad del
proceso de clasificacióii de las series consideradas.
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Figura 5.22: Series de longitud n=200 generadas a partir del modelo Xt =^PZ(zt) +^^,t^
con i, j E{ 1, 2, 3} y ^^,t convenientemente reescalado, junto con las tendencias correspon-
dientes, estimadas mediante regresión lineal local.
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De acuerdo con el procedimiento propuesto, el primer paso del análisis consistió en
estimar la tendericia de cada una de las series de tiempo consideradas utilizando, igual que
con el ejemplo anterior, técnicas de regresión lineal local. Las tendencias así estimadas se
rnuestran conjuntamente con cada una de las realizaciones de cada grupo en la Figura 5.22.
Se realizó uii análisis cluster de las tendencias así estimadas Ynediante técnicas jerárqui-
cas, clasificándose correctamente en tres grupos de seis series, a pesar de la gran similitud
observada. El dendograma obtenido con el método de enlace promedio y la distancia
Euclídea al cuadrado como medida de distancia entre los datos se muestra en la Figura
5.23. Estos resultados vienen a corroborar el buen funcionamiento del suavizador lineal
local, a pesar de haberse obtenido sin ninguna hipótesis adicional sobre la forma funcional
de las tendencias consideradas. Se obtuvieron resultados análogos con otros métodos de
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clasificación jerárquica.
Figura 5.23: Dendograma resultado del análisis cluster de las tendencias de las 18 series
simuladas, estimadas mediante regresión lineal local. La distancia Euclídea al cuadrado y
el inétodo de enlace proinedio se utilizaron como matriz de proximidad inicial y medida
de similitud entre grupos, respectivamente.
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A continuación, las tendencias estimadas mediante regresión lineal local se restaron de
las series simuladas para obtener las series de residuos no paramétricos correspondientes.
Procediendo igual que en el caso de las series de cotización bancaria, las series de residuos se
clasificaron de acuerdo con el algoritmo descrito en el Capítulo 4. Así, la similitud entre dos
^ ^ ^
series de residuos l y s se evaluó inediante la distancia dw(sl, ss) = Dw(fl, fs)^-Dw(fs, fl),
siendo ,fl y fs estimadores de las densidades espectrales fl y fs, respectivamente. El análisis
^ ^ ^
cluster se realizó con cada uno de los tres estimadores no paramétricos f DLS ^ fLS Y.fLK ^
igual que en la sección anterior. Los dendogramas obtenidos, utizando cada uno de estos
tres estimadores espectrales, y el método de enlace completo, se muestran en la Figura
5.24.
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Figura 5.24: Dendogramas del análisis cluster de las series de residuos de las 18 series
simuladas. R,esultados con el método de enlace completo utilizando como distancia entre
series dW, a partir de los estimadores espectrales: (a) f I,DLS ^(b) Ĵt,Lx Y (^) Ĵt,Lx •
^Jllllr^^l^l^,ll ^J^lllr^^,lr^llll^,
° ^^^^^^^^^^^^^^^^^^ ° ^^^^^^^^^^^^^^^^^^^^^^^^ ^ ^^ ^^ ^
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Ó ^
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Tal y como se puede observar, los resultados obtenidos con la distancia dyV y cada uno
de los tres estimadores espectrales considerados sugiere una solución con tres clusters. Los
mejores resultados correspondieron a la distancia calculada a partir de los estimadores
ĴDLS Y.ÍLK, tal y como cabría esperar si tenemos en cuenta sus propiedades asintóticas.
Con estos dos estimadores, las 18 series de residuos se agrupan correctainente de acuerdo
con su proceso generador (salvo una de ellas en el caso de trabajar con el estadístico
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fLx). Si se emplea la distancia dyv computada a partir del estadístico log-periodograma
suavizado, fLS; el porcentaje de series mal clasificadas aumenta.
Si se evalúan estos mismos resultados mediante los correspondientes gráficos de silueta
para la solución con 1^=3 clusters (Figura 5.25), observamos que los clusters se encuentran
bien delimitados cuando dw se calcula a partir del estimador periodograma suavizado;
excepto para una de las series MA no lineales; mlzy próxima a clasificarse incorrectamente
como EXPAR. Resultados análogos se observan con fLK, clasificándose en este caso de
forina iricorrecta una serie EXPAR en el grupo de MA no lineales. El valor silueta promedio
fue, en estos casos, de 0.51 y 0.45, respectivamente. Cuando se utilizó el estimador fLS el
valor silueta promedio fue de 0.39.
Figura 5.25: Gráficos de silueta para, la solución de k=3 grupos en el análisis cluster
de las series de residuos de las 18 series simuladas. Resultados con el método de enlace
completo utilizando como distancia entre series dW, a partir de los estirnadores espectrales:
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La clasificación de las series de residuos se llevó a cabo utilizando también otras me-
didas de distancia entre las series, al igual que se hizo en la sección anterior. El objetivo
consistió en comparar los resultados del procedimiento de clasificación no paramétrico ba-
sado en la distancia d^,jr con los obtenidos utilizando otras inétricas propuestas en la litera-
tura en el contexto del análisis cluster de series temporales, en particular: (i) la distancia
Euclídea entre las series dE, (ii) la distancia Euclídea entre los coeficientes de correlación
(dACFU) y los coeficientes de autocorrelación parcial (dpACFV), (iii) las distancias entre
sereis de tiempo propuestas por Piccolo (1990) (dplC) y Maharaj (1996) (dM), (iv) la
distancia euclídea entre las ordenadas del periodograma (dp), del periodograma normali-
zado (dNp), del log-periodograma (dLp) y del log-periodograma normalizado (dLNp), (v)
la distancia basada en el test de razón de verosimilitud generalizada de Fan, dGLx y (vi)
la distancia de tipo Crámer-von-Mises, dCM•
Las Figuras 5.26 a 5.29 muestran los gráficos de silueta obtenidos cuando las 18 series de
residuos se clasificaron utilizando las diferentes distancias consideradas, tomando en todos
los casos la solución correspondiente a 1^ =3 clusters y el método de enlace completo.
Además de los valores silueta, definidos coino en (4.19), la calidad de la solución cluster
obtenida con cada una de las distancias se evaluó teniendo en cuenta el índide propuesto
por Gavrilov, definido de forma similar a coino se hizo en (4.16). Los valores silueta
proinedio para la solución de 1^ =3 clusters, junto con el índice de evaluación (4.16),
correspondiente al análisis cluster con cada una de las distancias consideradas y el método
de enlace completo se muestra en la Tabla 5.5.
Tabla 5.5: Cluster de las series de residuos. Índice de evaluación definido en (4.16) y silueta
proinedio para la solución de 3 clusters. Longitud de las series: T= 200. Método de enlace
completo.
Medida Índice Silueta Medida Índice Silueta
de evaluación promedio de evaluación proinedio
Distancia Euclídea Basadas en modelos
dE 0.463 0.02 dpj^ 0.765 0.26
Autocorrelaciones dM 1.000 0.55
dACFU 0.822 0.33 No paramétricas
dPACFU 1.000 0.30 dw^DLS) 1.000 0.51
Periodogramas dw(LS) 0.768 0.39
dp 0.765 0.12 dw(Lx^ 0.944 0.45
dLp 0.653 0.06 dGLK 0.831 0.34
dN p 0.886 0.10 dcM 0.944 0.46
dl,Np 0.659 0.06
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Se obtuvo tura solución cornpletamente correcta con tres de las distancias consideradas
(dPACFU^ dM y dW(DLS)l• Sin embargo, la solución cluster proporcionada resultó ser más
compacta con las distancias dM y dW(DLS) ^ que con la distancia dpACFU, con índices
silueta promedio de 0.55, 0.51 y 0.30, respectivamente. Las distancias no paramétricas,
salvo dw(LS), obtienen índices de evaluación altos, por encima de 0.8, y lo mismo ocurre con
la distancia entre los periodogramas normalizados y la distancia entre los coeficientes de
autocorrelación mlzestral. Sin embargo, estas distancias proporcionan una solución cluster
mucho más inestable, con valores silueta promedio de, a lo sumo, 0.33. En conclusión, las
distancias no paramétricas, junto con la distancia de Maharaj proporcionan en este caso la
solución más adecuada, tanto en términos de la clasificación final como teniendo en cuenta.
la estabilidad de la solución alcanzada.
Figura 5.26: Gráficos de silueta para la solución de 1^ =3 grupos en el análisis cluster
de las series de residuos de las 18 series simuladas. Resultados con el método de enlace
completo utilizando como distancia entre series la distancia euclídea entre los coeficientes
de autocorrelación (a) y entre los coeficientes de autocorrelación parcial (b).
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Figura 5.27: Gráficos de silueta para la solución de ^=3 grupos en el análisis cluster de las
series de residuos de las 18 series simuladas. Resultados con el método de enlace completo
utilizando como distancia entre series la propuesta por Piccolo (a) y Maharaj (b).
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Figura 5.28: Gráficos de silueta para la sohición de 1^ =3 grupos en el análisis cluster
de las series de residuos de las 18 series simuladas. Resultados con el método de enlace
completo utilizando como distancia entre series la distancia basada en el test de razón de
verosimilitud generalizada (a) y la distancia funcional de tipo Cramer-von-Mises (b).
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Figura. 5.29: Gráficos de silueta para la solución de l^ =3 grupos en el análisis cluster de las
series de residuos de las 18 series simuladas. Resultados con el método de enlace completo
utilizando como distancia entre series la distancia euclídea entre periodogramas (a), log-
periodogramas (b), periodogramas normalizados (c) y log-periodogramas normalizados
(d).
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5.6. Conclusiones
El principal objetivo de este capítulo era el de dernostrar cómo la inetodología no
paramétrica proporciona un amplio espectro de procedimientos que permiten realizar un
análisis exliaustivo y completo de un conjunto de series de tiempo, incluyendo los procesos
de estimación, contraste de hipótesis y análisis cluster. Además de que permiten obviar
cualquier tipo de hipótesis paramétrica sobre los datos, las técnicas no parainétricas pueden
ajustarse perfectamente al trabajo con datos dependientes, tal y como se ha demostrado
a lo largo de este capítulo.
Para ilustrar su utilidad en la práctica, se ha analizado un conjunto de series de tiempo
consistente en los datos de cotización semanal de las entidades del sector de la banca en
España que cotiza en bolsa, durante los años 2001 y 2002. El principal objetivo fue el
de clasificar las entidades bancarias en un número reducido de categorías, de forma que
las series en una misina categoría presenten un patrón de comportamiento similar. Por
lo tanto, el objetivo no consistía en tratar de ajustar un modelo determinado a cada
una de las series, sino en encontrar similitudes y diferencias entre las series observadas.
Para alcanzar tal objetivo, se propone analizar independientemente las tendencias y las
componentes estocásticas de cada serie.
La estimación mediante técnicas de suavización lineal local de las tendencias de las
series nos permite obtener una visión general del conjunto de componentes determinis-
tas, sugiriendo, en el ejemplo propuesto, que probablemente existan patrones de com-
portamiento distintos entre las tendencias. Un test no paramétrico recientemente pro-
puesto permite rechazar la hipótesis nula de igualdad de las tendencias, confirmando
así desde un punto de vista estadístico las diferencias observadas. Un análisis cluster
estándar de las tendencias estimadas sugiere una solución con los siguientes cinco clusters:
C1={BBVA, BSCH, Bankinter, Atlántico}, C2={Banesto}, C3={Andalucía, Valencia,
Galicia}, C4={Guipuzcoano, Zaragozano}, C5={Castilla, Popular, Crédito-Balear, Pas-
tor, Vasconia}. Los resultados del análisis cluster y las estimaciones no paramétricas de las
componentes deterministas permiten describir el pa.trón de comportamiento que caracte-
riza a cada uno de los grupos durante el periodo de estudio. Finalmente, se han realizado
comparaciones dos a dos de las series agrupadas dentro de un mismo cluster utilizando
para ello hasta cuatro tests estadísticos diferentes. En todos los casos los resultados permi-
ten corroborar la solución proporcionada por el análisis cluster y confirmar el esquema de
clasificación anterior. Cualquiera de los cuatro tests estadísticos einpleados son de corte
no paramétrico y su distribución muestral fue aproximada mediante técnicas bootstrap
específicamente diseñadas para trabajar con datos dependientes.
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Una vez clasificadas y caracterizadas las componentes deterministas de las series, la
atención se concentró en el análisis de las series de residuos no paramétricos correspon-
dientes. El problema se centró así en la clasificación de series estacionarias de media
cero, de forma que las similitudes y diferencias entre ellas deben ser determinadas me-
diante algím tipo de distancia que tome cn cuenta su estructura de dependencia. En
particular, se utilizó la distancia dw definida en el Capítulo 4 y calculada a partir de
cualquiera de los tres estimadores de la densidad espectral propuestos por Fan y Kreutz-
berger (1998). Los resultados del análisis cluster sugieren la identificación de cinco grupos:
S1={Vasconia, Castilla, Crédito-Balear, Popular}, S2={Valencia, Andalucía, Atlántico},
S3={Zaragozano, Guipuzcoano}, S4={Banesto} y S5={Galicia, Guipuzcoano}. Tal clasi-
ficación resulta consistente con los correspondientes procesos ARMA ajustados, de forma
que el procedimiento cluster propuesto resulta capaz de identificar la series de acuerdo con
su estructura de dependencia. Este hecho resulta especialmente importante, ya que no se
ha exigido ninguna hipótesis previa sober la estructura de dependencia de los datos, en
contraposición con otros métodos descritos en la literatura específicamente diseñados para
trabajar con series de tiempo con una estructura en particular.
Finalmente, el procedimiento cluster fue comparado con otros procedimientos alter-
nativos específicainente diseñados para el trabajo con series de tiempo. La comparación
se realizó inediante un conjunto de datos simulados y los resultados alcanzado muestran
coino los procedimientos de corte no parainétrico propuestos en este trabajo proporcio-
nan resultados más adecuados. En definitiva, puede concluirse que, además de presentar
adecuadas propiedades teóricas, el enfoque no paramétrico propuesto se comporta razona-
blemente bien y puede aplicarse con resultados satisfactorios a otras situaciones prácticas
diferentes a la aquí planteada.
Apéndice: Resultados auxiliares
Teorema (Cramer-Wold)
Sean X, Xl, X2i ... vectores aleatorios de dimensión k. Entonces, Xn ^ X si y sólo si
para todas las elecciones de a=(a(1), ..., a(k)) E^K:
^ ^
^ a(i)Xn(i) ^ ^ a(i)X (i).
i=1 i=1
Teorema (Convergencia dominada)
Sea (St, A, f) un espacio de medida y{ fn} una sucesión de funciones medibles, tales
que ^ fn ^< g yn, (siendo g medible e integrable), y fn ^ f. Entonces f es integrable y
además
lím fndµ = f dµ,
n^O° 1^2 S^t
siendo f^ f dµ la integral de f respecto de la medida µ.
Teorema (Teorema central del límite de Lindeberg)
Sean {X^}kE^, variables aleatorias independientes de media m^ y varianza a^ finitas.
Sea cñ =^^_1 ^k y sea Fi^(•) la función de distribución de X^. Si e> 0 se cumple
n1 ^
2 (x - m^)2dFk(^) n^ o0 0,
^n k=1 {^/^^-m^^>^c,,,}
entonces
Sn-E(Sn) ^N(0,1).
Cn
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Teorema (Fuller (1976))
Sea {Xn} una secuencia de variables aleatorias 1^-dimensionales de elementos {Xjn, j= 1, 2, ...,1^},
y sea {rn} una secuencia de vectores 1^-dimensionales con elementos reales y positivos
{r^n, j = 1, 2, ...,1^} tales que
Xjn = Op(rjn), j= 1, 2, ..., t
X7n = op(r^n) ^ j= t+ 1, ..., I^
Sea gn(x) una. secuencia de funciones reales (Borel-medibles) definidas en un espacio
Euclídeo k-dimensional, y sea {sn} una secuencia de números reales positivos. Sea {an}
una secuencia de vectores k-dimensionales no aleatorios. Si
gn(an) = O(sn)
para todas las secuencias {an} tales que
ajn = ^(rjn)^ .7 = 1, 2, ..., t
ajn = 0(rjn)^ ^= t+ 1, ..., ^
entonces
gn(Xn) = op(sn)
Corolario (^ller (1976)) Sea {Xn} una secuencia de variables aleatorias escalares
tales que
Xn = a -^ Op(rn), (5.15)
donde rn -> 0 cuando n-^ oo. Si g(x) es una función con s derivadas continuas en ^= a,
entonces
g(Xn) = gla) + g^l^ (a) (Xn - a) + ... + 1 ' g(s-1) (a) (Xn - a)s-1 + ^ p(rñ)(s - 1).
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