Abstract. We study the action on modulation spaces of Fourier multipliers with symbols e iµ(ξ) , for real-valued functions µ having unbounded second derivatives. In a simplified form our result reads as follows: if µ satisfies the usual symbol estimates of order α ≥ 2, or if µ is a positively homogeneous function of degree α, then the corresponding Fourier multiplier is bounded as an operator between the weighted modulation spaces M p,q s and M p,q , for all 1 ≤ p, q ≤ ∞ and s ≥ (α − 2)n|1/p − 1/2|. Here s represents the loss of derivatives. The above threshold is shown to be sharp for any homogeneous function µ whose Hessian matrix is non-degenerate at some point.
Introduction and statement of the results

A Fourier multiplier in R
n is formally an operator of the type
wheref (ξ) = R n e −ix·ξ f (x) dx is the Fourier transform. The function σ is called the symbol of the multiplier. Whereas the action of these operators on L 2 is clear (by Parseval's formula), their behavior in L p , p = 2, for several classes of symbols is a fundamental topic in harmonic analysis, with important applications to partial differential equations.
In particular, unimodular Fourier multipliers are defined by symbols of the type σ(ξ) = e iµ(ξ) , for real-valued functions µ. They arise when solving the Cauchy problem for dispersive equations. For example, for the solution u(t, x) of the Cauchy problem (1) i∂ t u + |∆| α/2 u = 0, [18, 20] ). It is then natural to study boundedness properties on other function spaces arising in Fourier analysis. This was recently done in [1] for the modulation spaces M p,q , 1 ≤ p, q ≤ ∞. These spaces were first introduced by Feichtinger [10, 11] to measure smoothness of a function or distribution in a way different from Besov spaces, and they are now recognized as a useful tool for studying pseudodifferential operators (see [14, 22, 25] [15, 25, 28] ). Moreover, the conclusion extends to symbols σ(ξ) = e iµ(ξ) where µ is a positively homogeneous function of degree α ∈ [0, 2], smooth away from the origin, or even a smooth function on R n whose derivatives of order ≥ 2 are bounded. More generally, similar results also hold, when p = q, for a class of Fourier integral operators whose phases have bounded derivatives of order ≥ 2; see [3, 4, 7] . However for p = q a loss of regularity or decay may then occur; see [6] for an analysis of this phenomenon. A similar analysis for the class of Hörmander-type Fourier integral operators [17] was carried out in [8] .
The purpose of the present paper is to study multipliers whose prototype is e 
for some > 0, and also satisfies
Here [·] denotes the integer part of a real number; also, the definition of boundedness which is relevant here requires some subtleties when p = ∞ or q = ∞; see Section 2. As an example, notice that any real-valued function µ(ξ) that is homogeneous of degree α > 2 and C ∞ on R n \ {0} satisfies the assumptions in Theorem 1.1. The conclusion in Theorem 1.1 should hold, with the same threshold, even for less regular functions µ. More precisely, it should be sufficient that License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
We plan to study these issues in greater detail in the future (see [21] ).
We will prove in Section 4 that the threshold in Theorem 1.1 is generally sharp. Most interestingly, the following theorem holds. 
A class of examples for Theorem 1.2 is provided by the following remark (see Appendix A for a proof). Remark 1.3. Let α ≥ 2 and let µ be a real-valued homogeneous function on R n of degree α which is C ∞ on R n \ {0}. If µ(ξ) = 0 for all ξ = 0, then there exists a point ξ 0 = 0 at which the Hessian determinant of µ is not zero.
Theorem 1.2 states, in particular, that the unboundedness on M
p,q is due to the presence of some curvature of the graph of µ. Also, this suggests an investigation of the optimal threshold in terms of the number of principal curvatures which are identically zero: if at every point the Hessian matrix of µ has rank at most r, we expect the threshold to be (α − 2)r |1/p − 1/2| (see [21] ).
Notice that the above negative result shows that the Cauchy problem (1) is not locally well-posed in any M p,q if p = 2 and α > 2. For positive results in this connection we refer to [1, 2, 5, 27] and the references therein.
The paper is organized as follows. In Section 2, we give the definitions and basic properties of modulation spaces. Sections 3 and 4 are devoted to the proofs of Theorems 1.1 and 1.2, respectively. In Section 5 we present an alternative proof of Theorem 1.2.
Preliminaries
Let S(R n ) and S (R n ) be the Schwartz spaces of all rapidly decreasing smooth functions and tempered distributions, respectively. We define the Fourier transform Ff and the inverse Fourier transform
For the multi-index γ = (γ 1 , . . . , γ n ), we write
n , where ∂ j = ∂/∂ξ j and ξ = (ξ 1 , . . . , ξ n ). Given 1 ≤ p ≤ ∞, we denote by p the conjugate exponent of p (that is, 1/p + 1/p = 1). For nonnegative functions u and v defined on a set X, the notation u(x) v(x) (x ∈ X) means that there exist positive constants c and
In this notation, we sometimes omit referring to the set X if it is obviously recognized. For x ∈ R, we write [x] to denote the integer part of x. We recall the definition of the modulation spaces. Let 1 ≤ p, q ≤ ∞, s ∈ R, and let ψ ∈ S(R n ) be such that
If s = 0, we simply write
is independent of the choice of ψ ∈ S(R n ) satisfying (4). In the rest of this paper, we shall always use the letter ψ to denote a function that satisfies (4) .
It should be observed that this definition is indeed equivalent to that given before Theorem 1.1, as a consequence of [25 
where V g f is the short-time Fourier transform of f ∈ S (R n ) with respect to g ∈ S(R n ) \ {0}, defined by
For these facts and for more details about modulation spaces, see [11] , [14, Chapter 11] and [26] . To avoid the situation where 
We now establish some lemmata which will be used in the sequel.
Lemma 2.1. There exists a constant c depending only on the dimension n such that
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Proof. We write N = [n/2] + 1. The Cauchy-Schwarz inequality and Plancherel's theorem yield
The proof of Theorem 1.1 relies on the following characterization of the boundedness of Fourier multipliers on weighted modulation spaces.
Proof. The case s = 0 of this theorem is known (see [13, Theorem 17 (1)])
. It is also known that 
Thus, in order to prove the lemma, it is sufficient to prove that
Take a function θ ∈ S with compact support such that θ(ξ) = 1 on supp ψ. Then
and
Using Lemma 2.1, we easily see that there exists a constant c independent of k ∈ Z n such that
Hence
Combining (7), (8) , and (9), we obtain (6).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use We now recall the basic complex interpolation result (see, e.g., [12] ).
Let us now consider the estimates for the dilation operator on modulation spaces. For (1/p, 1/q) ∈ [0, 1] × [0, 1], we define the subsets Figure 1 .
We introduce the indices
Here is the main result about the behaviour of the dilation operator in modulation spaces. Set U λ f (x) := f (λx), λ = 0.
Theorem 2.2 ([24, Theorem 3.1]). Let 1 ≤ p, q ≤ ∞, and λ = 0. (i) We have
(ii) We have
We also need the following lower bounds for the dilation operator.
Proposition 2.3. Let 1 ≤ p, q ≤ ∞, and λ = 0. We have, for some C > 0,
Proof. The desired estimates follow at once from the ones in Theorem 2.2 applied to U 1/λ f in place of f .
Sufficient condition for the boundedness of e iµ(D)
The present section is devoted to the proof of Theorem 1.1. We need the following auxiliary results. 
where
Since supp η ⊂ {2 −1 ≤ |ξ| ≤ 2}, our assumption on the derivatives of m yields
for all j ∈ Z and |γ| ≤ [n/2] + 1. Since supp m j ⊂ {2 −1 ≤ |ξ| ≤ 2}, using the above estimate and Lemma 2.1, we see that
Now the result follows from (14) and (15) .
The following result is a generalization of [1, Theorem 9] .
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Proof. Let η be a Schwartz function with compact support. Then by (16) we have
by Lemma 3.1 and thus 
Proof. The estimate (17) for k in a bounded subset of Z n readily follows from Lemma 3.2. Thus in the rest of this proof, we assume that |k| is large or, to be precise, that |k| > 2 √ n. We write
Since the L 1 -norm is invariant under translation and modulation, we have
Hence the estimate (17) for |k| > 2 √ n is equivalent to the following:
We shall prove (18) . By Taylor's formula, we can write
Notice that if ξ ∈ (−1, 1) n and 0 ≤ t ≤ 1, then |k + tξ| |k| and
Hence, for ξ ∈ (−1, 1) n and |γ| ≤ [n/2] + 1, we use (19) to see that
This implies that
for |γ| ≤ [n/2] + 1, where we have used the fact that |k| α−2 ≥ 1. Hence
n , using Lemma 2.1 and (21) we obtain
where C > 0 is independent of k.
We can now prove Theorem 1.1.
Proof of Theorem 1.1. We write m(D) = e iµ(D)
. By virtue of Lemma 2.2, the result follows if we prove the estimate
By Lemma 3.3 and Young's inequality, we have
Now (22) follows from (23) and (24) by interpolation.
Necessary condition for the boundedness of e iµ(D)
In this section we prove Theorem 1.2. We will use the following results.
where N is a positive integer determined by the dimension n. Then there exists a constant C = C(n, g, A) such that for all x ∈ R n and all λ ∈ R. We test this estimate on the dilated U λ f , λ ≥ 1, where f is a fixed Schwartz function whose Fourier transform is supported in a small neighbourhood U ⊂ R n \ {0} of the point ξ 0 in the statement and equals 1 in a neighbourhood of ξ 0 . We now show a convenient lower bound for the left-hand side of (33). We see by interchanging integrals and applying Lemma 5.1 that
Hence a change of variable gives
Now, let y 0 = −∇µ(ξ 0 ). Since the Hessian matrix d 2 µ(ξ 0 ) of µ at ξ 0 is nondegenerate, it follows from the implicit function theorem that there is a neighbourhood V of y 0 such that, if U is small enough, the phase ξ → yξ + µ(ξ) has a unique non-degenerate critical point ξ = ξ(y) ∈ U, for every y ∈ V. After shrinking V if necessary, we can suppose thatf (ξ(y)) = 1 for every y ∈ V. We can also choose a window g ∈ S(R n ), withĝ(ξ) = 1 on a large ball, so thatĝ(ω − ξ) = 1 if ξ ∈ suppf and, say, |ω| ≤ 1. definite since so is (Hess θ)(ξ 0 ) and θ(ξ 0 ) > 0. Hence (Hess µ)(ξ 0 ) is positive definite and the determinant is not zero.
