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This note is a generalization of one of a paper by Mehri and Hamedani. 
Under suitable conditions off, the existence of periodic solutions of the nth- 
order differential equation rCn) + f(t, X, x’,..., xl”-I)) = 0 is established. 
1. THEOREM OF EXISTENCE 
We consider a nonlinear nth-order differential equation of the form 
X(n) +f(t, x, X’ ,..., dn-l)) = 0 (1) 
where f is a continuous real-valued function which is defined by [O, T] x aB”. 
Furthermore, we assume that all solutions of the initial value problems for (1) 
extend to [0, T]. 
Let 
a(2h - 1) 
Bk = cos n 9 k = 1, 2,..., n; 
a=MinI&/, if Min i flk 1 + 0, 
= 1, if Min / pk 1 = 0. 
We now state our main theorem. 
THEOREM 1. Let K and C be two positive cmstants such that 
-dM < KC, z=n--1 (mod 2) (2) 
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where M = Max{1 KX -f(t, X, x’,..., ~(+l))l; t E [0, T], j/ ~+)jl < (C/a)KmI”, 
m = 0, l,..., n - l}, and II x II = sup{1 x(t)!; t E [O, T]}. 
Then there exists w,, such that for every CO, 0 < u < UJ,, Eq. (1) has a solution 
x(t) satisfying the periodic boundary conditions 
x(m)(o) = xyw), m = 0, l)...) n - 1. (3) 
Proof. Step 1. We introduce for w E (0, nK-lln] and A, = Sin 
exp((i+)(2k - l)), the function 
qt, s) = f exp Uw - s + t) 
6=1 nhi-l(exp X,w - 1) ’ 
for 0 < t < s < w, 
exp A,(t - s) 
= il A;-r(exp &w - 1) ’ 
for 0 < s < t < w. 
Then we have the following properties for G(t, s). 
(a) G(t, s) is continuous withi.ts derivatives, with respect to t, up to 
order n - 2 on [0, w] x [0, w]. For this purpose we remark that 
-f j$-n+1 = 0, for 7n = 0, I ,..., n - 2. 
k=l 
(b) g G(t, t-) - g G(t, t+) = -1, 
(4 ; GO, 4 It=,, = & G(t, s) It-w , 
(4 
In order to show this inequality we write 
where if 
exp h,w 
OIL - A;-l+(exp X,W - 1) ’ 
(4) 
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and for ,Bs = 0 we have 
1 -4, = _ pn+1-nt/n sin KF(t - S) - sin K?(w - s f 1) 
72 1 - cos Kl/“w 
Thus it is easy to see that if X = Min{/ ,& 1; ps + 0) 
and 
A3 d 
TK~nln-l 
nw ’ 
where 0 < w < nK-l/no 
We remark that if the number H is odd we always have PI: f 0 or A, = 0 and 
in this case we have 
We can put these two cases together and write (4) with I = 7~ - 1 (mod 2). 
Step 2. Now by properties (a), (b), and (c) it is obvious that the function 
G(t, S) is the Green’s function for the equation 
ytn) + Ky = 0 (5) 
with the periodic boundary conditions 
y""'(0) = y'"yw) for m = O,.,., n - 1; (61 
thus the solution of (1) with boundary condition (3) is equivalent to the integral 
equation 
x(t) = 
J 
Iw Re[G(t, s)][Kx(s) -f(~, x(s),...: N(+~)(s)] dr. (3 
0 
Step 3. Any solution of (7) . IS a fixed point for the operator U defined as 
folIows: 
(uby)(t> = Jaw Re[G(t, s)][Kx(s) -f(s, x(s),..., ~@-~)(s))] A, 
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Let B, = {x E C(‘z-l)[O, w]; [I A+)]] < (C/a)xKlilmln, m = O,..., n - l}. By virtue 
of (4) and (2) we can see easily that U maps B, into itself provided that 
w < wa = Min(K-Iin In(CK/A&G), wK-l/n}. 
Furthermore since /I Ux I] and ]](d/dt) Ux 1) are bounded, using Ascoli’s 
theorem the operator U is compact, so we can apply Schauder’s fixed point 
theorem in order to achieve the proof of our theorem. 
Remark 1. Ifn=2,then/&=Ofork=O,l,thusA,=A,=Oandas 
is shown in [5], one has A, < (2 + K1/2w)/2K(1-++~w. Now if &! < KC and 
w < min{2(KC - M)/K1lzM, Z-/P/~}. Then Eq. (1) has at least one solution 
satisfying boundary conditions (3). 
COROLLARY 1. If in addition to all th.e hypotheses of Theorem 1, the fumtion 
f is w-periodic in t, and locally Lipschitzian with respect o (x, x’, . . . , x(*-l)), then (1) 
has an w-periodic solutiofz. (See [l].) 
2. APPLICATIONS 
(1) In addition to all the applications which are given in (4) for second- 
order differential equations, we can also consider the example 
X” + px3 = ep(t) (8) 
We assume that the forcing term p(t) is bounded periodic function and that 
II PWI = 1. 
We use the result which is mentioned in Remark 1, and we intend to find 
two constants K and C such that 
(9) 
If we take C = (K/3/3)1/3, since the maximum value of Kx - /3x3 obtained 
for x = C, we deduce (9) by taking K such that E < $KC, and consequently 
the existence of a periodic solution of (8) with boundary conditions 
x(0) = x(w), x’(0) = x’(w) 
for w < min(2(KC - M)/G/“M, r/Kll”>. 
It is to be expected, however, that (8) may have periodic solutions of period w, 
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for even larger values of w than we indicated here. For instance, Cesari [2], by the 
bifurcation, or alternative, method has proved that the equation 
2 + x3 = sin t, 
i.e., /I = 1, E = 1, p = sin t, w = 27~, haa at least a solution of period 27r, and 
this number is larger than the one which could be obtained by our estimate. 
In [3] Cesari and Bowman have proved the existence of harmonic and cor- 
responding error estimates (using very simple “one-term” approximations) for 
equations such as 
and 
x”+sin.2:+Csint=O 
x” + Ax3 + B sin t = 0, 
where A, B, and C are numerical constants. 
(2) With the same argument we can treat the equation 
In this case we take C = +(K/#/’ and E < KC(1 - 4/4(39) here we apply 
our main theorem, Theorem 1, directly. 
(3) Consider the third-order differential equation which is given bjr 
by Reissig [6], in its general form 
Y’ + q?(d) x” + #(x) x’ +-f(x) = q(t). 
The forcing term p(t) is a bounded periodic function with /( p j/ = 1. 
THEOREM 2. In addition to the above assumption, Eq. (11) admits at least ooze 
w-periodic solution if 
(i) + and z,L are two continuous function such that d(O) = $(O) = 0. 
(ii) f is a continuously d@erentiable function .in the neighborhood of zmo such 
that f (0) = 0 andf’(0) > 1. 
For the proof of this theorem we shall need a preliminary well-known lemma. 
LEMMA 1. Consider the algebraic equation of degree n > 1. 
P(x) = a@ + alxn--l + -.. + a, = 0 
a>here the coe$icients ai E II% and a,, + 0. Suppose 
A = max{[ a, j ,..., / a, 11. 
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Then the mod&i of all the roots xi of the above equation satisfy the inequality 
I .xk I < 1 + 41 a0 I 
(see for example [4, p. 1631). 
Proof of Theorem 2. Let K be an arbitrary constant such that (1 - e/2) K < 
f’(0) < (1 + e/2) K, for some 0 < e < 1; we choose C, so small that for every x, 
1 x [ < 2C, , we get (1 - e/2) K <f’(x) < (1 + e/2) K, or [ K - f’(x)1 < e/2K, 
assumption (ii) shows that (e/2) K is the Lipschitz constant for the function 
Kx - f(x) and we have 
I Kx -f (x)1 < (eK/2)j x I for I x 1 < 2C, (12) 
Next we have from assumption (i) that for every e1 > 0 and 6s > 0 there 
exist two constants C, and C, such that 
I4Wl -c 42 if j x’ j < 2C,K1/3 (13) 
and 
I &4l -=c 42 if /1c”] <2C3. (14) 
Equations (9), (lo), and (11) lead to 
M = max I Kx -f(x) - $(x’) x” - #(x) x’ + <p(t)1 
Now if x E B3 for C = min{C, , C, , Ca> we get 
M < eKC + e1K2j3C + c&Y3C + E. (15) 
In order to be able to apply Theorem 1, we must show that M < KC, or if 
k3 = K we get obtain from (15), 
(e - 1) h3 + elh2 + E& -1 E/C < 0. (16) 
Now by virtue of Lemma 1, this inequality holds if k > k, = ,/C(l - e). The 
convenient value of K is such that K1J3 > K, . 
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