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Abstract
An associative ring R can be viewed as a semigroup via a ◦ b = a + b+ ab, and as a Lie ring via
[a, b] = ab − ba. It is known that the Lie ring [R] is nilpotent if and only if the adjoint semigroup
(R,◦) is nilpotent (in the sense defined by Mal’cev or by Neumann and Taylor). We prove a similar
result for associative rings whose Lie rings satisfy an Engel identity. Mersenne primes appear in an
unexpected role.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
In this note, we demonstrate another close relationship between the adjoint semigroup
and Lie structures of an associative ring R. Recall that the set R forms the adjoint
semigroup (R,◦) of R under the circle operation
a ◦ b = a + b+ ab;
whereas, the set R forms the Lie ring [R] via
[a, b] = ab− ba.
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If R happens to be unital, then (R,◦) is canonically isomorphic to the usual multiplicative
semigroup of R, (R, ·). The adjoint semigroup forms a group precisely when R coincides
with its Jacobson radical, J (R), in which case R is said to be radical.
Recall that a Lie ring is nilpotent if it satisfies a commutator identity
[x1, x2, . . . , xc+1] = 0,
the least such c being its nilpotence class. Nilpotence in a group can be defined by
the analogous commutator identity. A.I. Mal’cev [10], and independently B.H. Neumann
and T. Taylor [12], extended the notion of nilpotence in groups to all semigroups. Let
x, y, z0, z1, . . . be generators of a free semigroup, in which we define sequences of words
λn and ρn by
λ0 = x, ρ0 = y, and λn+1 = λnznρn, ρn+1 = ρnznλn.
The nth Mal’cev identity is the semigroup identity
λn(x, y, z0, . . . , zn−1)= ρn(x, y, z0, . . . , zn−1).
Specialising z0 = 1 defines the nth Neumann–Taylor identity. A semigroup is said to be
Mal’cev nilpotent of class c if it satisfies λc = ρc but not λc−1 = ρc−1. In a similar fashion,
one also defines Neumann–Taylor nilpotence.
Although Mal’cev and Neumann–Taylor nilpotent semigroups form distinct semigroup
classes in general (see [4]), the notions are precisely equivalent for all cancellative
semigroups and for all semigroups arising as the adjoint semigroup of a ring. If the
semigroup in question happens to be a group, each of these notions of semigroup
nilpotency coincides with the usual definition of nilpotency [10,12]. A rather similar
phenomenon occurs in the category of rings. Let R be an associative ring. Krasil’nikov
[6] and, independently, Tasic´ and the present author [15] proved if the Lie ring [R] is
nilpotent of class c then the semigroup (R,◦) is (Mal’cev and Neumann–Taylor) nilpotent
of class at most c. The complete converse was later verified by Amberg and Sysak:
Theorem 1.1 [2]. The Lie ring [R] of an associative ring R is nilpotent if and only if its
adjoint semigroup (R,◦) is nilpotent (in either the Mal’cev or Neumann–Taylor sense).
Furthermore, the various classes coincide.
The primary aim of this note is to describe a similar correspondence between the Lie
and adjoint semigroup structures of all rings whose Lie rings satisfy an Engel identity.
Recall that a Lie ring is said to be n-Engel if it satisfies the polynomial identity
[x,n y] = [x, y, . . . , y︸ ︷︷ ︸
n
] = 0.
In the context of Theorem 1.1, it is quite natural to pose the following question.
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Problem 1.2. Given any positive integer n, does there exist a semigroup variety Pn with
the property that, for every associative ring R, the Lie ring [R] is n-Engel if and only if the
adjoint semigroup (R,◦) lies in Pn?
An n-Engel group is defined by the analogous group commutator identity. Whether or
not the n-Engel condition in groups can be defined by semigroup identities is an open
problem of Shirshov (see Problem 2.82 in the Kourovka notebook [5]). Shirshov gave
a positive solution to his question in the case n  3 (see [18]). More recently, this was
extended to include n= 4 by Longobardi, Maj, and Traustason [9,20].
Although we are unable to provide a complete solution to Problem 1.2, we will prove
the following result.
Theorem 1.3. There exist semigroup varieties Pn which have property that, for every
associative ring R, the Lie ring [R] is m-Engel for some m if and only if the adjoint
semigroup (R,◦) lies in Pn for some n.
Henceforth, for the sake of brevity, we shall say that a Lie ring or group is Engel if it is
n-Engel for some n.
2. Engel varieties
The genesis for Shirshov’s problem was likely another open problem in group theory:
Is every finitely generated Engel group nilpotent? Extending results of Kemer, Shalev, and
Zelmanov, its associative-ring-theoretic analogue was settled in its entirety by M.C. Wilson
and the present author.
Theorem 2.1 [17]. Let Λ be any commutative unital ring, and let R be a finitely generated
associative algebra over Λ. If [R] is Engel then R is (upper) Lie nilpotent.
Corollary 2.2. Let Λ be any commutative unital ring, and let R be a finitely generated
associative algebra over Λ. If [R] is Engel then (R, ·) and (R,◦) are Mal’cev nilpotent.
The upper Lie powers of a ring R are the associative ideals recursively defined by
R(1) = R and R(n+1) = 〈[R(n),R]〉; R is called upper Lie nilpotent if some upper Lie
power of R is trivial. Corollary 2.2 follows Theorem 2.1 alone. Indeed, because the Engel
condition is inherited by the unital hull of R, we may assume R is unital, so that (R,◦)
is isomorphic to (R, ·). Now, supposing λn − ρn = rn+1, for some rn+1 ∈ R(n+1), we find
that
λn+1 − ρn+1 = λnznρn − ρnznλn = rn+1znρn − rnznrn+1
= [zn,ρn]rn+1 + [rn+1, znρn] ∈R(2)R(n+1) +R(n+2) =R(n+2),
according to the inclusion R(m)R(n) ⊆ R(m+n−1). Thus upper Lie nilpotent rings have
Mal’cev nilpotent adjoint semigroups, proving the corollary.
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Corollary 2.2 implies that every ring with n-Engel Lie ring satisfies certain multiplica-
tive and circle semigroup identities. To see why, define words µn and νn in the free semi-
group by setting zi = 1 for each i  0 in the words λn and ρn, respectively. A semigroup
is called n-Thue–Morse if it satisfies µn(x, y)= νn(x, y). Applying Corollary 2.2 to the
relatively-free 2-generated associative n-Engel ring, we find that its associated multiplica-
tive and adjoint semigroups are m-Thue–Morse for some m depending only on n. Thus,
every 2-generated subring of a ring R with n-Engel Lie ring has m-Thue–Morse multi-
plicative and adjoint semigroups, and so the same can be said of R itself.
In the sequel, a semigroup is said to be Thue–Morse if it is n-Thue–Morse for some n.
We investigate presently the properties of associative algebras whose adjoint semigroups
are Thue–Morse. It should be remarked that the n-Thue–Morse condition has also been
called the n-Engel condition for semigroups. This latter nomenclature turns out to be
inappropriate in context with Problem 1.2.
3. Thue–Morse varieties
We have just seen that whenever [R] is Engel then (R,◦) is Thue–Morse. In search of
a possible converse, we begin by considering algebras A over infinite fields. In this case,
however, [A ] is Engel precisely when (A,◦) lies in any nontrivial variety.
Theorem 3.1 [16]. Let A be an associative algebra over an infinite field. Then the Lie
algebra [A] is Engel if and only if (A,◦) satisfies some (nontrivial) semigroup identity.
Therefore, by Corollary 2.2 and the subsequent remarks, we have the following
corollary.
Corollary 3.2. Let A be an associative algebra over an infinite field. Then its Lie algebra
[A] is Engel if and only if (A,◦) is Thue–Morse.
A straightforward application of the well known compactness theorem from model
theory yields the following apparent generalisation.
Corollary 3.3. Let A be an associative algebra over an arbitrary field F . Then there exists
a (minimal) function φ : Z+ → Z+ with the property that whenever (A,◦) is n-Thue–Morse
and |F |> φ(n), then A is m-Engel for some m.
It is not true, however, that Corollary 3.2 generalises to all base fields. Let E(F ) denote
the class associative algebrasA over a field F with the property that [A] is Engel. Similarly,
let M(F, ·), respectively M(F,◦), denote the class of all associative algebras A over F
such that (A, ·), respectively (A,◦), is Thue–Morse. The primary result in this section is
as follows.
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Theorem 3.4. Let F be any field. Then the following statements hold.
1. E(F )⊆M(F, ·)∩M(F,◦).
2. If F is not a field of Mersenne order then E(F )=M(F, ·)=M(F,◦).
3. If F is a field of Mersenne order then there exists a finite-dimensional unital algebra
A in M(F,◦) with the property that [A] is not Engel; hence, M(F, ·) ∩M(F,◦)
E(F ).
Recall that a prime p is called Mersenne if it has the form p = 2q −1 for some prime q .
Observe that Theorem 3.4 provides a complete characterisation of Mersenne primes. This
could prove useful in the search for a solution to the following classical problem in number
theory: Are there are infinitely many Mersenne primes? Indeed, together Corollary 3.3 and
Theorem 3.4 yield:
Theorem 3.5. The following statements are equivalent.
1. There exist only finitely many Mersenne primes.
2. The function φ is bounded above by a constant c0.
3. There exists a positive integer c0 such that E(F )=M(F, ·)=M(F,◦) for all fields
F with |F |> c0.
The proof of Theorem 3.4 is delayed until Section 5. There, we will also discover the
following description of φ.
Theorem 3.6. For each positive integer n, φ(n) = 2q − 1, where 2q − 1 is the largest
Mersenne prime with q  n− 2, if such a prime exists, and φ(n)= 1, otherwise.
It follows that if (A,◦) is 3-Thue–Morse then [A] is Engel, regardless of the base
field F . In fact, our proof will yield more.
Corollary 3.7. Let R be any associative ring. If either (R, ·) or (R,◦) is 3-Thue–Morse
then [R] is Engel.
4. Positively Engel varieties
Because we have seen that not all rings with Thue–Morse adjoint semigroup have Engel
associated Lie rings, it makes sense to examine a stronger class of semigroup identities.
Define words m and ηm in the free semigroup by
m(x, y, z)= λm
(
x, y,1, z, z2, . . . , zm−1
)
,
ηm(x, y, z)= ρm
(
x, y,1, z, z2, . . . , zm−1
);
in other words, zi = zi for each i . We shall call a semigroup positivelym-Engel whenever it
satisfies the semigroup identity m = ηm; a semigroup is positively Engel if it is positively
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m-Engel for some m. This is a slight modification of the notation used by the present author
in [14] where it was applied to groups. Notice that m = ηm is a particular consequence of
the mth Neumann–Taylor identity. It follows from the main result proved in [14] that, in
the class of all residually finite groups, a group is Engel if and only if it is positively Engel.
We note that a semigroup identity in a group is also called a positive law. Our choice
of nomenclature is further motivated by our main result (which implies the veracity of
Theorem 1.3).
Theorem 4.1. Let R be an associative ring. Then the following statements are equivalent.
1. The Lie ring [R] of an associative ring R is Engel.
2. The adjoint semigroup (R,◦) of R is positively Engel.
3. The multiplicative semigroup (R, ·) of R is positively Engel.
Recall that Theorem 1.1 states that [R] is nilpotent precisely when (R,◦) is Mal’cev
nilpotent. It follows that if [R] is nilpotent then (R, ·) is Mal’cev nilpotent. The converse,
however, does not generally hold as illustrated by the example constructed by Krasil’nikov
in [6]. Such examples, however, do not exist in the class of affine algebras.
Corollary 4.2. Let Λ be a commutative unital ring and let R be a finitely generated
associative algebra over Λ. If either (R, ·) or (R,◦) is positively Engel then [R] is
nilpotent.
The implication (1) ⇒ (3) in the next corollary is a theorem due to Amberg and
Sysak [1]. The remaining implications follow easily from Corollary 2.2 and Theorem 4.1.
Corollary 4.3. Let R be a radical ring. Then the following statements are equivalent.
1. The adjoint group (R,◦) is Engel.
2. The adjoint group (R,◦) is positively Engel.
3. The associated Lie ring [R] is Engel.
Finally, we deduce a positive solution of Shirshov’s problem for the class of all groups
arising as the adjoint group of a radical ring.
Corollary 4.4. For each positive integer n, there exists a semigroup identity αn = βn,
depending only on n, such that the adjoint group (R,◦) of a radical ring R is n-Engel if
and only if (R,◦) satisfies αn = βn.
To deduce Corollary 4.4, first recall that radical rings form their own algebraic variety,
so that we may assume that R is the 2-generated relatively-free radical ring with n-Engel
adjoint group. Then, by Corollary 4.3, there exists a minimal positive integer m such that
(R,◦) satisfies the semigroup identity µm(x, y)= νm(x, y). In particular, (R,◦) satisfies
a semigroup identity of the form x ◦ γ (x, y) = y ◦ δ(x, y) that depends only on n. Now
let x∗ denote the quasi-inverse of x in the absolutely-free radical ring S. One may use
D.M. Riley / Journal of Algebra 261 (2003) 19–30 25
the substitution x∗ ◦ y = γ ◦ δ∗ repeatedly to rewrite the n-Engel group identity in (S,◦)
into one of the form σ(x, y) ◦ τ (x, y)∗ = 0; in other words, modulo the semigroup identity
x ◦γ (x, y)= y ◦ δ(x, y), the n-Engel group identity is equivalent to the semigroup identity
σ(x, y)= τ (x, y). Let
αn(w,x, y, z)=w ◦ γ (w,x) ◦ σ(y, z),
βn(w,x, y, z)= x ◦ δ(w,x) ◦ τ (y, z).
It is now clear that the n-Engel group identity holds in an arbitrary radical ring precisely
when the semigroup identity αn(w,x, y, z)= βn(w,x, y, z) holds.
Before proceeding to the proofs of our results, we comment that it is possible to
give a short proof of Amberg and Sysak’s theorem (Theorem 1.1 above) based on our
Theorem 4.1. We do so in the final section.
5. Minimal non-Engel varieties
In this section we prove the main results from Sections 3 and 4.
It is known that every non-Engel variety of associative rings or algebras contains
a minimal non-Engel subvariety. Furthermore, all minimal non-Engel subvarieties have
been characterised. The characteristic zero case is due to Yu.N. Mal’cev [11], while the
remaining cases are the results of Ol’ga Paison [13]. In order to state these results, we
require some more notation. Given an arbitrary field F , set
A(F)=
(
F F
0 0
)
and A(F)% =
(
0 F
0 F
)
.
Then A(F) and A(F)% are associative algebras over F .
Theorem 5.1 [11,13]. Let F be an infinite field. Then a variety of associative F -algebras
is minimal non-Engel if and only if it is generated by either A(F) or A(F)%.
The corresponding result for finite base fields F is slightly more complicated. We shall
fix the following conventions. Let p be the characteristic of F and let |F | = r . Consider
any extension field K of F with rst elements, where s is a prime and t is a positive
integer. Finally, let σ be any one of the automorphisms of K defined by aσ = arkst−1 ,
where k ∈ {1,2, . . . , s − 1}. Because s is prime, Kσ is the unique maximal subfield of K .
The associative F -algebra B(F,K,σ) consists of all matrices of the form
(
a b
0 aσ
)
= ae11 + be12 + aσ e22,
where a and b belong to K . Under these conventions, we have the following theorem.
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Theorem 5.2 [13]. Let F be a finite field. Then a variety of associative F -algebras is
minimal non-Engel if and only if it is generated by one of the algebras A(F), A(F)% or
B(F,K,σ).
Theorem 5.3 [13]. An associative ring variety is minimal non-Engel if and only if it is
generated by one of the rings A(F), A(F)%, or B(F,K,σ), where F is a prime field.
These characterisations of minimal non-Engel varieties will provide us with a conven-
ient mechanism of proof.
Lemma 5.4. Let F be any field. Then neither the multiplicative nor the adjoint semigroups
of A(F) and A(F)% are Thue–Morse.
Proof. We prove only that (A(F ),◦) is not Thue–Morse, the remaining cases being
similar. Set x =−e11 and y =−e11+ e12. A simple inductive argument proves µn(x, y)=
x and νn(x, y)= y , for all n. Hence, µn(x, y)− νn(x, y)=−e12 = 0, for all n. ✷
Consequently, the rings B(F,K,σ) are critical to our investigation. We make some
preliminary calculations in the next two lemmas; the proof of the first we leave as an
exercise.
Lemma 5.5. Consider elements x, y, z in B(F,K,σ) of the form
x = a0e11 + b0e12 + aσ0 e22,
y = a0e11 + c0e12 + aσ0 e22, and
zm = dme11 + dσme22 (m 0).
Then, working in the multiplicative semigroup of B(F,K,σ), the following recursive
formulas hold:
λm+1(x, y, z0, . . . , zm−1)= am+1e11 + bm+1e12 + aσm+1e22,
ρm+1(x, y, z0, . . . , zm−1)= am+1e11 + cm+1e12 + aσm+1e22,
where
am+1 = a2mdm,
bm+1 = amcmdm + aσmbmdσm,
cm+1 = ambmdm + aσmcmdσm
for each m 0.
Lemma 5.6. Suppose there exists an integer m such that rst − 1 divides 2m−1(rst−1 − 1).
Then there exists a prime q at most m− 1 such that r = p= 2q − 1, s = 2, and t = 1.
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Proof. First notice that if pls − 1 divides 2m−1(pl − 1) for some integer l, then simple
parity checks show that p is odd and s is even. Consequently, 1 + pl = 2j for some
j  m − 1. But, by an old result of Gerono, the latter cannot happen unless l = 1. See
[8] for a more recent proof. The lemma follows immediately. ✷
Lemma 5.7. Under our conventions, the following statements hold.
(1) If p is not Mersenne, then the multiplicative semigroup of B(F,K,σ) is not Thue–
Morse.
(2) If p is Mersenne and F is not prime, then the multiplicative semigroup of B(F,K,σ)
is not Thue–Morse.
(3) If p = 2q − 1 is Mersenne, |F | = p, and |K| = p2, then the multiplicative semigroup
of B(F,K,σ) is (q + 2)-Thue–Morse but is not (q + 1)-Thue–Morse.
Proof. Recall |F | = r , |K| = rst , and |Kσ | = rst−1 . Consider arbitrary elements x =
ae11 + be12 + aσ e22 and y = f e11 + ge12 + f σ e22 in B(F,K,σ). In order to develop
recursive formulae for µm(x, y) and νm(x, y), notice first that
µ1 = a1e11 + b1e12 + aσ1 e22,
ν1 = a1e11 + g1e12 + aσ1 e22,
where a1 = af, b1 = ag+ bf σ , and g1 = aσg+ bf . Setting each zi = 1, we discover from
Lemma 5.5 that
µm+1 = am+1e11 + bm+1e12 + aσm+1e22,
νm+1 = am+1e11 + gm+1e12 + aσm+1e22,
where
am+1 = a2m,
bm+1 = amgm + aσmbm,
gm+1 = ambm + aσmgσm,
for each m 1. It follows that am+1 = a2m1 for each m 1. Also
bm+1 − gm+1 = (bm − gm)
(
aσm − am
)
,
so that
bm+1 − gm+1 = (b1 − g1)
m∏
i=1
(
a2
i−1σ
1 − a2
i−1
1
)
.
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Consequently, µm+1 = νm+1 if and only if either b1 = g1 or a2m−11 is fixed by σ . Consider
now the case that µm+1 = νm+1, b1 = g1, and a1 generates the multiplicative group K∗
of K . Then a2m−11 lies in (K
σ )∗, so that (a2m−11 )(r
st−1−1) = 1. It follows that rst − 1 divides
2m−1(rst−1 − 1). Appealing to the previous lemma therefore yields |F | = p = 2q − 1 and
|K| = p2 for some q m− 1.
To prove parts (1) and (2), observe that choosing a to be any generator of K∗, b = 0, and
f = g = 1 yields a1 = a and b1 = a = aσ = g1. Hence, by the argument in the preceding
paragraph, B(F,K,σ) does not satisfy any multiplicative Thue–Morse identity µn = νn
unless p = 2q − 1 is Mersenne, n q + 2, |F | = p, and |K| = p2.
To complete the proof of (3), it remains to show that (B(F,K,σ), ·) is (q + 2)-Thue–
Morse. We refer again to the initial calculations made above. Notice first if either a = 0 or
f = 0 then
b2 − g2 = (b1 − g1)
(
aσ1 − a1
)= 0,
so that it is safe to assume a1 = af = 0. But then a1 ∈ K∗, and thus ap
2−1
1 = 1. In other
words, (a2q1 )
p−1 = 1, so that a2q1 ∈ F ∗ ⊂ F =Kσ . But aq+1 = a2
q
1 , so that
bq+2 − gq+2 = (bq+1 − gq+1)
(
aσq+1 − aq+1
)= 0,
as required. ✷
Observe that since B(F,K,σ) is unital, the statements made in Lemma 5.7 about
(B(F,K,σ), ·) hold equally well for (B(F,K,σ),◦).
Proof of Theorems 3.4 and 3.6. The first statement follows from Corollary 2.2 and
the subsequent discussion. The remaining statements follow from a combination of
Theorem 5.2 and Lemmas 5.4 and 5.7. ✷
Proof of Theorem 4.1. It is another direct consequence of Corollary 2.2 that whenever [R]
is Engel then both (R, ·) and (R,◦) are positively Engel. Next, appealing to Theorem 5.3
and Lemma 5.4, we discover that the result will follow if we can show that no semigroup
of the form (B(F,G,σ), ·) is positively Engel. We apply Lemma 5.5 again. Choose any
a ∈K such that aσ = a. Set a0 = a, b0 = 1, c0 = 0, and dm = a−m for each m 0. Notice
that zm = zm1 , for each m 0. Induction shows that am = am+1 and amdm = a, for each m.
Consequently, bm+1 − cm+1 = (aσ − a)(bm − cm), and hence bm − cm = (aσ − a)m, for
each m 0. This yields
xm − ym = (aσ − a)me12 = 0,
for every m 0, by our choice of a. ✷
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6. Neumann–Taylor varieties
In this section, we give another proof of Theorem 1.1. Actually, we shall prove only the
fact that whenever (R,◦) is Neumann–Taylor nilpotent of class c, then [R] is nilpotent of
class at most c. The other implications are easier and proved earlier in [6,15].
Recall that an associative ring R is said to be residually finite if it is a subdirect product
of finite rings. The following theorem is an abridged form of Kublanovkii’s main result
in [7].
Theorem 6.1 [7]. The following statements are equivalent for any variety V of associative
rings.
(1) V satisfies a polynomial identity of the form xynz =∑ni<n uixni zvi , for some ui, vifrom the free associative ring.
(2) Every finitely generated ring in V is residually finite.
Proposition 6.2. Let R be a finitely generated associative ring with the property that (R,◦)
is positively Engel. Then R is residually finite.
Proof. Corollary 4.2 informs us that [R] is n-Engel for some n. But it is well known that
[x,n y] =
n∑
i=0
(−1)iyixyn−i .
Hence, R satisfies a polynomial identity of the form described in statement (1) of
Theorem 6.1. ✷
Proposition 6.3. Let A be a finite-dimensional associative algebra over a finite prime field.
If (A,◦) is Neumann–Taylor nilpotent of class c, then [A] is nilpotent of class at most c.
Proof. Let A5 denote the unital hull of A. Corollary 4.2 implies that the Lie algebra [A5] is
nilpotent. It is not difficult to show that J (A5) can be embedded into A. Du’s theorem [3]
applied to the nilpotent algebra J (A5) yields that the Lie algebra [J (A5)] is nilpotent of
class c if and only if the adjoint group (J (A5),◦) is nilpotent of class c. But because A5 is
a finite-dimensional (unital) associative algebra over a perfect field, a theorem of Sweedler
[19] states that the Lie algebra [A5] is nilpotent if and only if
A5 = J (A5)+Z(A5),
where Z(A5) denotes the centre of A5 (and the sum is not necessarily direct). It follows
that [A5], and hence [A], is nilpotent of class at most c. ✷
Now suppose that R constitutes a counterexample to our assertion. Clearly we can
replace R by a suitable (c + 1)-generated subring; therefore, by Proposition 6.2, we can
replace R by some finite image. But any finite counterexample reduces to one which is
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a finite-dimensional algebra over some finite prime field. The latter, however, is impossible
by Proposition 6.3.
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