We present new interior regularity criteria for suitable weak solutions of the magnetohydrodynamic equations in dimension three: a suitable weak solution is regular near an interior point z if the scaled L 
We present new interior regularity criteria for suitable weak solutions of the magnetohydrodynamic equations in dimension three: a suitable weak solution is regular near an interior point z if the scaled L is bounded near z. Similar results are also obtained for the vorticity and for the gradient of the vorticity. Furthermore, with the aid of the regularity criteria, we exhibit some regularity conditions involving pressure for weak solutions of the magnetohydrodynamic equations.
Introduction
We study the regularity problem for suitable weak solutions (u, B, p) : 
Here I is a finite time interval, u(x, t), B(x, t) and p(x, t) are the velocity field, the magnetic field, and the fluid pressure, respectively. We assume that initial data u 0 and B 0 are sufficiently regular, for
. Magnetohydrodynamics is the study of the dynamics for electrically conducting fluids which is frequently generated in the nature and industry, e.g. plasma and liquid metals (see e.g. [2] . By suitable weak solutions we mean functions which solve (1) in the sense of distributions and satisfy some integrability conditions and the local energy inequality (for details, see Definition 2.1 in Section 2). For a point z = (x, t) ∈ R 3 × R + , we denote B x,r := y ∈ R 3 : |y − x| < r , Q z,r := B x,r × t − r 2 , t , r < √ t.
We say that solutions u and B are regular at z ∈ R 3 × I if u ∈ L ∞ (Q z,r ) and B ∈ L ∞ (Q z,r ) for some Q z,r ⊂ R 3 × I , r > 0. Otherwise it is said that u and B are singular at z.
In the absence of magnetic field, (1) becomes the Navier-Stokes equations (NS). Although the existence of global weak solution of both (MHD) and (NS) is known (see e.g. [13] and [3] ), it remains open whether or not such weak solutions may become singular in finite time even if all data are smooth. One type of condition ensuring regularity for (NS) involves zero-dimensional integrals u L p,q (R 3 ×I) < ∞, 
Lots of significant contributions have been made in this direction on the matter of uniqueness and regularity of weak solutions for (NS) (see e.g. [4] [5] [6] 11, 17, [19] [20] [21] [22] ). It is, however, not obvious due to the presence of magnetic field whether or not only the condition (2) implies regularity for (MHD) with no additional assumption on magnetic field. Nevertheless, it was shown in [10] that u L p,q < ∞ with 3 < p ∞ is sufficient for regularity of weak solutions to (MHD) (see [8] for results in the setting of Lorentz space). It was, very recently, proved in [15] that such regularity criteria are valid for local interior case when 3 < p ∞, but for the limiting case p = 3, q = ∞ regularity was obtained, when L 3,∞ loc -norms of B as well as u is assumed to be finite. The main objective of this paper is to present new sufficient conditions for the regularity of suitable weak solutions to (MHD) in the interior, in terms of the scaled mixed norm of velocity and magnetic fields. The motivation of our study is initiated by the work of [9] . An interesting feature of our results is that the smallness of some non-dimensional quantities is required only for velocity field but not for magnetic field. For magnetic field, instead of smallness, it suffices to assume uniform bounds of some scaled quantities. This seems consistent to observations made in [9, 10] , and [15] in the sense that control of velocity field is more crucial than that of magnetic field.
To be more specific, one of our main results reads as follows: 
for some p, q satisfying 1 3/p + 2/q 2, 1 q ∞.
Considering scaling invariant quantities for gradient velocity, vorticity, and gradient vorticity, we can also establish other regularity criteria in terms of scaled mixed norms for those. (5) for some p, q satisfying 2 3/p + 2/q 3, 1 q ∞. (6) for some p, q satisfying 2 3/p + 2/q 3, 1 q ∞ and (p, q) = (1, ∞). 
Theorem 1.2 (Other regularity criteria
for some p, q satisfying 3 3/p + 2/q 4, 1 p, 1 q. Furthermore, for p > 1, ∇ω can be replaced by curl ω.
As an application of regularity criteria above, we also exhibit regularity conditions involving the pressure for (MHD) along the method established in [18] 
It is convenient to introduce a class of functions satisfying certain properties, which we will specify in Assumption 4.1 (see Section 4 for details). 
or if We make several comments regarding Theorems 1.1-1.3. (3)- (7) have zero dimension if one assigns the dimensions 1, 2, −1, −1 and −2 to x, t, u, B and π . This is due to scaling property of solutions of (MHD) as (NS). To be more precise, for any λ > 0 the map
Remark 1.4. All of integrals in
sends a solution to another solution of (MHD). Note that the integrals in (3)- (7) are invariant under the scaling (11) and scaling invariant quantities are useful in the regularity theory for (MHD) as well as (NS) (see e.g. [1, 9, 15] (9) or (10) can be very slightly relaxed (see Remark 4.4 in Section 4).
The rest of this paper is organized as follows. In Section 2 we introduce some scaling invariant functionals, recall the notion of suitable weak solutions and a regularity criterion involving the scaled norms of velocity, magnetic fields, and pressure. In Section 3 we establish some estimates regarding the velocity, pressure and vorticity, and prove Theorems 1.1 and 1.2. In Section 4, the proof of Theorem 1.3 is presented.
Preliminaries
In this section we introduce the notation, some scaling invariant quantities, review suitable weak solutions, and recall a regularity criterion involving scaled norms.
We start with the notation. Let Ω be an open domain in R 3 and I be a finite time interval. For 1 q ∞, we denote the usual Sobolev spaces by
Finally, by C = C (α, β, . . .) we denote a constant depending on the prescribed quantities α, β, . . . , which may change from line to line.
Next, we define several scaling-invariant functionals (compare to [1, 9, 12, 14] 
We set
2 dy ds.
The subscripts p, q are often omitted (e.g.
, unless any confusion is expected.
We denote by ω the vorticity of u, i.e. ω = ∇ × u. We also introduce scaling invariant functionals on ∇u, ω, and ∇ω.
.
We now define suitable weak solutions for the (MHD). (a) The functions u :
(b) u, B and π solve (1) in R 3 × I in the sense of distributions.
(c) u, B and π satisfy the following local energy inequality
The main difference between suitable weak solutions and weak solutions is the additional condition of the local energy inequality (13) . Suitable weak solutions are constructed in [9] for (MHD) (compare e.g. [1] 
for (NS)). It is an open question if weak solutions are suitable for both (NS) and (MHD).
Next we recall a local regularity criterion (see e.g. [9, 15] ), which is a replacement for the case of (NS) proposed in [1, Proposition 1] (compare also to [14, 16] 
An important feature of (14) is that it requires only one r, not infinitely many r. We will use this characterization to prove our regularity criteria.
Local interior regularity
In this section, we present the proof of Theorem 1.1. Through the entire section, we assume (u, B, π) is a suitable weak solution in R 3 × I . Without loss of generality, we assume z = (0, 0) and
As mentioned earlier, we treat only the limiting case 3/l + 2/m = 2 and 3/p + 2/q = 2 in (3) and (4).
We begin with an estimate for the scaled L 3 -norm of u and B. 
where we used 1 − α − β = 1/3. Raising to the third power, integrating in time variable and dividing both sides by r 2 , we havẽ
The last inequality in (15) is due to Young's inequality. This completes the proof. 2
The following estimate follows from the local energy inequality (13) by choosing a suitably localized φ.
Proof. The inequality (18) follows from the Hölder inequality:
The same argument yields (19) , and thus we skip its details. 2
The next lemma estimates the scaled norm of the pressure.
Proof. Let φ be a standard cut off function supported in B ρ such that φ
We decompose the pressure π by the sum of π 1 and π 2 as follows:
We let 
This completes the proof. 2
From now on, we denote
unless any confusion is to be expected. We note that the conditions (3)- (4) can be rewritten as
In the next lemma, we show that the scaled L 3 -norm of u is small. for all r r 1 .
Proof. Due to Lemma 3.1-3.3, we have
where we used that G B (r) is uniformly bounded for every r r 0 . Similarly, for M B (r) we compute 
With the aid of Lemmas 3.1-3.3 and the local energy inequality, we get
where we used Young's inequality and the estimate (22) with choice of δ = 5 12 .
Continuing computations, we obtain
Adding up above estimates together, we have
Fix θ ∈ (0, 1/4) so that C θ < 1/4 and choose < min{
) 12 }, where C is the absolute constant the above inequality. For simplicity, we denote ϕ (r) :=
6 Ψ (r) + (M B (r) + Q (r)). Replacing r and ρ
by θr and r, respectively, we get
By iteration, we have 
where C is an absolute constant depending on M.
Proof. For simplicity, we denote 1 = 
2r) .
We note that due to Lemmas 3.1-3.3, we obtain Here we used Young's inequality and we note that the constant C depends on M. On the other hand, again using Lemmas 3.1-3.3, we obtain
Ψ (ρ).
(25)
Combination of estimates (24) and (25) yields 
,
Due to Lemma 3.4 and the hypothesis, we deduce (26). 2
We remark thatp,q in Lemma 3.6 depend on p, q, and θ . 
where 2 is the number in Lemma 3.6.
Proof. Let χ be a standard cut-off supported in Q ρ and χ = 1 in Q ρ/2 . We decompose B in the following manner: First we solvê
and we setB := B −B in Q ρ . Then it is direct that
Due to classical regularity theory of the heat equation, we have
On the other hand, we use representation formula forB by convoluting the heat kernel, that iŝ
Letp,q be numbers with 3/p + 2/q < 2, 1 q ∞ in Lemma 3.6. We note
and
, ifp 3.
Indeed, to show (29), we utilize Young's inequality. 
Note that 1 < α < 
So, dividing by ρ 3/2 and taking square the both sides, we have
With the aid of (28) and (31), we obtain
Due to Lemma 3.5, we have
Fix θ ∈ (0, 1/4) so that C θ 2 < 1/2 and choose 2 < θ 3
2C
(e.g. we take < (
, where C is the absolute constant in the above inequality. As before, replacing r and ρ by θr and r, respectively, we
This again, by iteration, deduces (27). 2
We are ready to present the proof of the main theorem.
Proof of Theorem 1.1. Let 0 < 4r < ρ < r 3 where r 3 is the number in Lemma 3.7. We recall the local energy inequality 
where Young's inequality is used in the last inequality. On the other hand, due to Lemma 3.3 and (32), we have the following estimate:
Adding up (32), (33) and (34), we have
Fix θ ∈ (0, 1/4) so that C θ < 1/4 and choose 1 < min{1, We recall Lemma 3.5 in [7] . 
Proof of Theorem 1.2(b) and (c).
The proofs are the same as those in [7] (see [7] from Lemma 3.6 to the end). Since arguments are just tedious repetitions, we omit the details. 2
Regularity conditions involving pressure
In this section, we present the proof of Theorem 1.3. We first, as in [18] , denote byũ 
In addition,û ) and B(x, t) onto the two dimensional subspace in R 3 perpendicular to x − x 0 , respectively, that is, 
Next lemma is a direct consequence of Theorem 1.1, and thus we just state it without proof. 
Proof. It is straightforward due to Theorem 1.2 that H 1 (Σ) = 0, where Σ is the set of possible singular points and H 1 indicates the one-dimensional parabolic Hausdorff measure (see also e.g. [9] and [15] Recalling the representation (8) of π and adopting the method in [18] , we obtain the following identities:
x 0 are defined in (36) and (37). For convenience we denote t) ), unless any confusion is to be expected. The identities (40) are direct consequences with choices of h(ρ) = ρ −1 and h(ρ) = 1 of the identity below established in [18] in the absence of B: Proof of Theorem 1.3. We suppose that t 0 > 0 be the first time when singular points of (MHD) appear. Then for any domain Ω ⊂ R 3 , (v, B, π) is a suitable weak solution in Q t 0 = Ω × [0, t 0 ), where π is the normalized pressure defined by (8) . Let x 0 be any point in R
We treat separately the cases of (9) and (10).
• Case 1: we assume that (9) holds. 
Due to the hypothesis (9), we obtain 1 − 
The estimate (43) and Lemma 4.2 imply that z 0 = (x 0 , t 0 ) is a regular point. Since x 0 is arbitrary, it leads to the contradiction to the hypothesis that t 0 is a singular time.
• Case 2: we assume that (10) 
