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Abstract
We prove theH1p solvability of second order parabolic equations in divergence form with leading coeffi-
cients aij measurable in (t, x1) and having small BMO (bounded mean oscillation) semi-norms in the other
variables. Additionally we assume a11 is measurable in x1 and has small BMO semi-norms in the other
variables. The corresponding results for the Cauchy problem are also established. Parabolic equations in
Sobolev spacesH1q,p with mixed norms are also considered under the same conditions of the coefficients.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
Many authors have studied the Lp theory of second order parabolic and elliptic equations un-
der various regularity assumptions on the coefficients. It is of particular interest not only because
of its important applications in nonlinear equations, but also due to its subtle links with the theory
of stochastic processes.
With continuous leading coefficients, the Lp theory for both divergence and non-divergence
form equations has been known for a long time; see, for example, [1] and [24]. In [7], Chiarenza,
Frasca and Longo initiated the study the W 2p-estimates for elliptic equations with VMO lead-
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commutators with BMO functions. This approach was later developed into a solvability theory
of elliptic and parabolic equations in non-divergence form in Chiarenza, Frasca and Longo [8]
and Bramanti and Cerutti [6] (see also [12], and references therein). For elliptic and parabolic
equations in divergence form with small BMO coefficients, a different approach was given in
Byun [3,4]. The main tools in [3,4] are the weak compactness, the Hardy–Littlewood maximal
function, and a covering lemma originally due to Safonov.
In [21], Krylov gave a unified approach of studying the Lp solvability of both divergence
and non-divergence form parabolic equations with leading coefficients measurable in the time
variable and VMO in spatial variables. This class is denoted as VMOx , which is wider than
those considered in [6,4,12]. Unlike the arguments in [7,8,6,12], which are based on certain esti-
mates of Calderón–Zygmund theorem and the Coifman–Rochberg–Weiss commutator theorem,
the proofs in [21] rely mainly on pointwise estimates of sharp functions of spatial derivatives of
solutions. It is worth noting that although the results in [21] are claimed for equations with VMO
coefficients, the proofs there only require aij to have small BMO semi-norms in small balls (or
cylinders). We also remark that for divergence form equations a similar result was also obtained
in Byun [5] by adapting the approach in [3,4].
The method in [21] was later improved and generalized in [15–19,22,23,9,10]. With the lead-
ing coefficients in the same class, Krylov [22] established the solvability of both divergence and
non-divergence form parabolic equations in mixed norm Sobolev spaces. As pointed out in [22],
the interest in results concerning equations in spaces with mixed Sobolev norms arises, for ex-
ample, when one wants to get better regularity of traces of solutions for each time slide (see, for
instance, [20,26,28,29]).
For other results about the solvability of parabolic and elliptic equations in Sobolev spaces
with discontinuous coefficients, we refer the reader to [2,11,14,25,27], and references therein.
The theory of elliptic and parabolic equations with partially VMO coefficients was originated
in Kim and Krylov [18]. In [18], the authors proved the W 2p solvability of elliptic equations in
non-divergence form with leading coefficients measurable in a fixed direction and VMO in the
others. Very recently, their result was generalized by Krylov [23], where the leading coefficients
are assumed to be measurable in one direction and VMO in the orthogonal directions in each
small ball with the direction depending on the ball. For non-divergence form parabolic equations,
the W 1,2p and W 1,2q,p solvability for q  p > 2 was established in Kim [15–17], in which most
leading coefficients are measurable in the time variable and one spatial variable, and VMO in
the other variables. We remark that the above mentioned results concerning the Lp solvability of
elliptic and parabolic equations with partially VMO coefficients are all for non-divergence form.
In this paper, we consider the H1p solvability of parabolic equations in divergence form:
Pu − λu = divg + f, (1.1)
where λ 0 is a constant and
Pu = −ut +
(
aijuxi
)
xj
+ (biu)
xi
+ bˆiuxi + cu, g =
(
g1, g2, . . . , gd
)
.
We assume all the coefficients are bounded and measurable, and aij are uniformly elliptic.
The objective of the paper is to extend the results in [21,22,5] to equations with partially BMO
leading coefficients with small BMO semi-norms. More precisely, we assume the coefficients aij
are measurable in (t, x1) and BMO in the other variables with small BMO semi-norms in small
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semi-norms in small cylinders (see Assumptions 2.2 and 2.3 for a more rigorous definition).
This is the same class of coefficients considered in [15] and [16], in which non-divergence form
parabolic equations are studied.
Under these assumptions, we establish the H1p and H1q,p solvability of divergence form
parabolic equations (cf. Theorems 2.5 and 2.7) and the solvability for the corresponding Cauchy
problems (see Theorems 2.6 and 2.8). It is worth noting that, as in [21] and [22], one feature of
these results is that the matrix {aij } is not assumed to be symmetric.
Our approach is based on the aforementioned method from [21] and [22]. Since aij are merely
measurable in x1, we are only able to estimate the sharp function of ux′ , not the full gradient ux
as in [21] and [22]. This is the main difficulty of the problem. To overcome this difficulty, roughly
speaking, we need to bound ux1 by ux′ . One idea in the paper is to break the ‘symmetry’ of the
coordinates by a scaling so that t and x1 are distinguished from x′. Another idea is to estimate
the sharp function of a11ux1 instead of ux1 . This estimate together with a generalized Stein–
Fefferman theorem proved in [23] enables us to bound ux1 .
An interesting corollary of Theorem 2.7 is the W 1p solvability of divergence form elliptic
equations with leading coefficients measurable in one direction and BMO in the others with
small BMO semi-norms (Theorem 2.11). This further enables us to solve elliptic equations in
a half space with partially small semi-norm BMO leading coefficients by using the method of
even/odd extensions.
Furthermore, via a partition of unity technique we can treat elliptic (or parabolic) equations
with small semi-norm BMO coefficients in a Lipschitz domain (or cylindrical domain) with a
small Lipschitz constant. In fact, we allow leading coefficients to be partially BMO with small
semi-norms in the interior of the domain. We give two concrete examples as applications at the
end of the next section. A similar result for equations with small BMO coefficients and without
lower order terms was recently obtained in [3]. The main difference of the approaches is that
here we can obtain the boundary estimate immediately from the estimate in the whole space by
taking the advantage that the leading coefficients are allowed to be measurable in one direction.
Note that for the Poisson equation in arbitrary Lipschitz domains but with a restricted range of p,
the solvability result was established by Jerison and Kenig [13] (see also Shen [27]).
In connection to [23], another interesting problem is the solvability of divergence form
parabolic or elliptic equations with variably partially VMO/BMO coefficients. We will study
these problems elsewhere.
The paper is organized as follows. In the next section, we introduce the notation and state the
main results: Theorems 2.5–2.8. Section 3 is devoted to several auxiliary results which will be
used later. In Section 4, we estimate the Lp norm ux1 by the Lp norm of ux′ (Theorem 4.1).
Then in Section 5, we give an estimate of the sharp function of ux′ . By combining this with The-
orem 4.1, we are able to prove Theorem 2.5. In Section 6, we generalize the results in Section 4
and estimate the Lq,p norm ux1 by the Lq,p norm of ux′ (Theorem 6.5). Finally, in Section 7, we
give an improved estimate of the sharp function of ux′ , and complete the proof of Theorem 2.7.
2. Notation and main results
We begin the section by introducing some notation. Let d  1 be an integer. A typical point
in Rd is denoted by x = (x1, . . . , xd) = (x1, x′). We set
uxj = Dju, uxj xk = Djku, ut = Dtu.
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always assume that 1 < p,q < ∞ unless explicitly specified otherwise. By N(d,p, . . .) we mean
that N is a constant depending only on the prescribed quantities d,p, . . . . For a function f (t, x)
in Rd+1, we set
(f )D = 1|D|
∫
D
f (t, x) dx dt = −
∫
D
f (t, x) dx dt,
where D is an open subset in Rd+1 and |D| is the (d + 1)-dimensional Lebesgue measure of D.
For −∞ S < T ∞, we set
Lq,p
(
(S,T ) × Rd)= Lq((S,T ),Lp(Rd)),
i.e., f (t, x) ∈ Lq,p((S,T ) × Rd) if
‖f ‖Lq,p((S,T )×Rd ) =
( T∫
S
( ∫
Rd
∣∣f (t, x)∣∣p dx)q/p dt
)1/q
< ∞.
Denote
Lp
(
(S,T ) × Rd)= Lp,p((S,T ) × Rd),
W 1,2q,p
(
(S,T ) × Rd)= {u: u,ut ,Du,D2u ∈ Lq,p((S,T ) × Rd)},
W 1,2p
(
(S,T ) × Rd)= W 1,2p,p((S,T ) × Rd),
H1q,p
(
(S,T ) × Rd)= (1 − )1/2W 1,2q,p((S,T ) × Rd),
H1p
(
(S,T ) × Rd)= H1p,p((S,T ) × Rd),
H
−1
q,p
(
(S,T ) × Rd)= (1 − )1/2Lq,p((S,T ) × Rd),
H
−1
p
(
(S,T ) × Rd)= H−1p,p((S,T ) × Rd).
We also use the abbreviations Lp = Lp(Rd+1), H1p = H1p(Rd+1), etc. For any T ∈ (−∞,∞],
we denote
RT = (−∞, T ), Rd+1T = RT × Rd .
Let
B ′r
(
x′
)= {y ∈ Rd−1: ∣∣x′ − y′∣∣< r}, Br(x) = {y ∈ Rd : |x − y| < r},
Q′r (t, x) =
(
t − r2, t)× B ′r (x), Qr(t, x) = (t − r2, t)× Br(x).
Set
B ′r = B ′r (0), Br = Br(0), Q′r = Q′r (0,0), Qr = Qr(0,0),
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(t, x) ∈ Rd+1, r ∈ (0,∞)}. For a function g defined on Rd+1, we denote its (parabolic) maximal
and sharp function, respectively, by
Mg(t, x) = sup
Q∈Q: (t,x)∈Q
−
∫
Q
∣∣g(s, y)∣∣dy ds,
g#(t, x) = sup
Q∈Q: (t,x)∈Q
−
∫
Q
∣∣g(s, y) − (g)Q∣∣dy ds.
For a function g defined in a set D ⊂ Rn+1, we denote
[g]Cα,α/2(D) := sup
(t,x)=(s,y)
(t,x),(s,y)∈D
|g(t, x) − g(s, y)|
|x − y|α + |t − s|α/2 , where α ∈ (0,1].
Next we state our assumptions on the coefficients precisely.
Assumption 2.1. There exist δ ∈ (0,1] and K  1 such that for any unit vector ξ ∈ Rd and any
(t, x) ∈ Rd+1 we have
δ  aij (t, x)ξ iξ j  δ−1, (2.1)∣∣c(t, x)∣∣K, ∣∣bi(t, x)∣∣K, ∣∣bˆi (t, x)∣∣K, i = 1,2, . . . , d.
For R > 0, we denote
a
11,#
R = sup
(t0,x0)∈Rd+1
sup
rR
−
∫
Qr(t0,x0)
∣∣a11(t, x) − A11(x1)∣∣dx dt,
where for each Qr(t0, x0),
A11
(
x1
)= −∫
Q′r (t0,x′0)
a11
(
s, x1, y′
)
dy′ ds.
Assumption 2.2 (γ ). There exists a positive constant R0 such that a11,#R0  γ .
For R > 0 we denote
a#R = sup
(t0,x0)∈Rd+1
sup
rR
sup
(i,j) =(1,1)
−
∫
Qr(t0,x0)
∣∣aij (t, x) − Aij (t, x1)∣∣dx dt,
where for each Qr(t0, x0) and (i, j) = (1,1),
Aij
(
t, x1
)= −∫
B ′ (x′ )
aij
(
t, x1, y′
)
dy′.r 0
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Remark 2.4. Clearly, {Aij } satisfies the ellipticity condition (2.1) and A11 takes value on
[δ, δ−1].
Now we state the first two main results of the article.
Theorem 2.5. Let p ∈ (1,∞), T ∈ (−∞,∞] and u ∈ H1p(Rd+1T ). Then there exist constants
γ0 = γ0(d,p, δ) > 0, and λ0  0 and N > 0 depending only on d , p, R0, δ and K , such that
under Assumptions 2.1, 2.2 (γ0) and 2.3 (γ0) we have
λ‖u‖
Lp(R
d+1
T )
+ √λ‖ux‖Lp(Rd+1T ) + ‖ut‖H−1p (Rd+1T )
N(
√
λ + 1)‖Pu − λu‖
H
−1
p (R
d+1
T )
(2.2)
for all λ  λ0. Moreover, for any λ > λ0 and f,g ∈ Lp(Rd+1T ), there exists a unique u ∈
H1p(Rd+1T ) solving
Pu − λu = f + divg
in Rd+1T . And u satisfies the estimate
λ‖u‖
Lp(R
d+1
T )
+ √λ‖ux‖Lp(Rd+1T ) + ‖ut‖H−1p (Rd+1T ) N
√
λ‖g‖
Lp(R
d+1
T )
+ N‖f ‖
Lp(R
d+1
T )
.
Our next result is regarding the solvability of the Cauchy problem. For T > 0, de-
note ˚H1p((0, T ) × Rd) (or ˚H1q,p((0, T ) × Rd)) to be the subspace of H1p((0, T ) × Rd) (or
H1q,p((0, T ) × Rd), respectively) consisting of functions satisfying u(0, ·) = 0.
Theorem 2.6. Let p ∈ (1,∞), T ∈ (0,∞). Then there exists a constant γ0 > 0 depending only
on d , p and δ, such that under Assumptions 2.1, 2.2 (γ0) and 2.3 (γ0), for any f,g ∈ Lp((0, T )×
R
d), there exists a unique u ∈ ˚H1p((0, T ) × Rd) satisfying
Pu = f + divg
in (0, T ) × Rd . Moreover, there is a constant N depending only on d , p, T , R0, δ and K such
that
‖u‖H1p((0,T )×Rd ) N
(‖f ‖Lp((0,T )×Rd ) + ‖g‖Lp((0,T )×Rd )).
Under the same assumptions, we also have the H1q,p solvability.
Theorem 2.7. Let p,q ∈ (1,∞), T ∈ (−∞,∞] and u ∈ H1q,p(Rd+1T ). Then there exist constants
γ1 = γ1(d,p, q, δ) > 0, λ0  0 and N > 0, depending only on d , p, q , R0, δ and K , such that
under Assumptions 2.1, 2.2 (γ1) and 2.3 (γ1) we have
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Lq,p(R
d+1
T )
+ √λ‖ux‖Lq,p(Rd+1T ) + ‖ut‖H−1q,p(Rd+1T )
N(
√
λ + 1)‖Pu − λu‖
H
−1
q,p(R
d+1
T )
(2.3)
for all λ  λ0. Moreover, for any λ > λ0 and f,g ∈ Lq,p(Rd+1T ), there exists a unique u ∈
H1q,p(Rd+1T ) solving
Pu − λu = f + divg
in Rd+1T . And u satisfies the estimate
λ‖u‖
Lq,p(R
d+1
T )
+ √λ‖ux‖Lq,p(Rd+1T ) + ‖ut‖H−1q,p(Rd+1T )
N
√
λ + ‖g‖
Lq,p(R
d+1
T )
+ N‖f ‖
Lq,p(R
d+1
T )
.
Theorem 2.8. Let p,q ∈ (1,∞), T ∈ (0,∞). Then there exists a constant γ0 > 0 depending
only on d , p and δ, such that under Assumptions 2.1, 2.2 (γ1) and 2.3 (γ1), there exists a unique
u ∈ ˚H1q,p((0, T ) × Rd) satisfying
Pu = f + divg
in (0, T )×Rd . Moreover, there is a constant N depending only on d , p, q , R0, T , δ and K such
that
‖u‖H1q,p((0,T )×Rd ) N
(‖f ‖Lq,p((0,T )×Rd ) + ‖g‖Lq,p((0,T )×Rd )).
Remark 2.9. 1. By the method of continuity and a density argument, to prove Theorems 2.5
and 2.7 we only need to establish the a priori estimates (2.2) and (2.3) for u ∈ C∞0 .
2. Note that the case p = 2 is well known even without any regularity assumption on the
coefficients; see, for instance, [24]. Moreover, if we can prove Theorem 2.5 for p ∈ (2,∞),
the case p ∈ (1,2) follows from the standard duality argument. Due to the same reason, for
Theorem 2.7 it suffices to consider the case q > p.
3. It suffices to prove (2.2) and (2.3) for T = ∞. This is because for general T we have u = w
for t < T where w ∈ H1p (or H1q,p) solves in Rd+1
Pw − λw = χt<T (Pu − λu).
Since Theorems 2.6, 2.8 can be derived from Theorems 2.5, 2.7 almost in the same way as
Theorem 2.1 of [21] from Theorem 4.1 of [21], we omitted the details of the proofs of the these
two theorems.
As a consequence of Theorem 2.5, we obtain the W 1p solvability of second order elliptic
equations in divergence form with partially BMO coefficients with small semi-norms in small
balls. For this purpose, we assume that aij , bi , bˆi , c, g and f are independent of t . Consider
elliptic equations:
Lu − λu = divg + f, (2.4)
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Lu = (aijuxi )xj + (biu)xi + bˆiuxi + cu.
For R > 0 now we denote
a#R = sup
x0∈Rd
sup
rR
sup
i,j
−
∫
Br(x0)
∣∣aij (x) − Aij (x1)∣∣dx,
where for each Br(x0) and (i, j),
Aij
(
x1
)= −∫
B ′r (x′0)
aij
(
x1, y′
)
dy′.
Assumption 2.10 (γ ). There exists a positive constant R0 such that a#R0  γ .
Theorem 2.11. Let p ∈ (1,∞) and u ∈ W 1p(Rd). Then there exist constants γ0 = γ0(d,p, δ) > 0,
and λ0  0, N > 0 depending only on d , p, K , δ and R0 such that under Assumptions 2.1
and 2.10 (γ0) we have
λ‖u‖Lp(Rd ) +
√
λ‖ux‖Lp(Rd ) N(
√
λ + 1)‖Lu − λu‖
H
−1
p (R
d )
for all λ λ0. Moreover, for any λ > λ0 and f,g ∈ Lp(Rd), there exists a unique u ∈ W 1p(Rd)
solving (2.4) in Rd . And u satisfies the estimate
λ‖u‖Lp(Rd ) +
√
λ‖ux‖Lp(Rd ) N
√
λ‖g‖Lp(Rd ) + N‖f ‖Lp(Rd ).
Theorem 2.11 follows from Theorem 2.5 using the idea that solutions to elliptic equations
can be viewed as steady state solutions to parabolic equations. We omit the details and refer the
reader to the proof of Theorem 2.6 [21].
An application of Theorem 2.11 is the W 1p solvability of elliptic equations with piecewise
uniformly continuous leading coefficients, which have jump discontinuity at parallel hyperplanes
in Rd . For non-divergence equations, similar results were obtained in [25] and [15]. The same
theorem also implies the W 1p solvability of the equation (aijuxi )xj = divg in B1 with zero
Dirichlet boundary condition if aij are measurable in |x|, VMO with respect to the angular co-
ordinates, and continuous near the origin. In both examples, the coefficients are neither in VMO
nor in BMO with small semi-norms. So the results in [21] and [3] are not applicable in these two
cases.
3. Preliminaries
In this section we give a few auxiliary results which will be used later. The H12 solvability
of (1.1) is well known. In particular, we recall the following lemma.
H. Dong / Journal of Functional Analysis 258 (2010) 2145–2172 2153Lemma 3.1.
i) Let T ∈ (−∞,∞], λ  0, b = bˆ = 0 and c = 0. Assume u ∈ H12(Rd+1T ) and Pu − λu =
divg + f , where f,g ∈ L2(Rd+1T ). Then just under the uniform ellipticity condition (with no
regularity assumption on aij ), there exists a constant N = N(d, δ) such that
√
λ‖ux‖L2(Rd+1T ) + λ‖u‖L2(Rd+1T ) N
√
λ‖g‖
L2(R
d+1
T )
+ N‖f ‖
L2(R
d+1
T )
.
If λ = 0 and f = 0, we have
‖ux‖L2(Rd+1T ) N‖g‖L2(Rd+1T ). (3.1)
ii) For λ > 0 and any f,g ∈ L2(Rd+1T ), there exists a unique u ∈ H12(Rd+1T ) solving Pu−λu =
divg + f in Rd+1T .
In the sequel, by weak solutions we mean H12 solutions.
We recall the following Caccioppoli-type inequality for parabolic equations in divergence
form.
Lemma 3.2. Let r > 0, ν > 1, b = bˆ = 0 and c = 0. Assume u ∈ H12,loc and Pu = divg + f
in Qνr , where f,g ∈ L2(Qνr). Then there exists a constant N = N(d, δ, ν) such that
‖ux‖L2(Qr ) N
(‖g‖L2(Qνr) + r‖f ‖L2(Qνr) + r−1‖u‖L2(Qνr )).
The next lemma is the local boundedness estimate and the Moser–Nash estimate for parabolic
equations in divergence form with measurable coefficients.
Lemma 3.3. Assume u ∈ C∞loc satisfies ut − (aijuxi )xj = 0 in Q2. Then for some α ∈ (0,1)
depending on d and δ,
[u]Cα/2,α(Q1) N‖u‖L1(Q2), ‖u‖L∞(Q1) N‖u‖L1(Q2).
A scaling argument yields the following result.
Corollary 3.4. Let ν ∈ [2,∞) and r ∈ (0,∞). Assume u ∈ C∞loc satisfies ut − (aij uxi )xj = 0
in Qνr . Then for some α ∈ (0,1) depending on d and δ,
[u]Cα/2,α(Qr )  [u]Cα/2,α(Qνr/2) N(νr)−α
(|u|)
Qνr
,
‖u‖L∞(Qr )  ‖u‖L∞(Qνr/2) N
(|u|)
Qνr
.
Lemma 3.5. Let aij = aij (x), i, j = 1,2, . . . , d and aij = aji . Assume u ∈ C∞loc satisfies ut −
(aij uxi )xj = 0 in Q2. Then we have
‖ut‖L2(Q1) N‖ux‖L2(Q2). (3.2)
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outside the closure of Q2 ∩ (−Q2). After multiplying both sides of the equation by utη2 and
integrating on Q2, we get
∫
Q2
u2t η
2 dx dt +
∫
Q2
aijuxi
(
utxj η
2 + 2utηηxj
)
dx dt = 0.
Integrating by parts and using Young’s inequality, we get
∫
Q2
u2t η
2 dx dt 
∫
Q2
aijuxi (uxj ηηt − 2utηηxj ) dx dt
N
∫
Q2
|ux |2 dx dt + 12
∫
Q2
u2t η
2 dx dt,
which yields (3.2). 
Combining Corollary 3.4 and Lemma 3.5, we have
Corollary 3.6. Let ν ∈ [4,∞), r ∈ (0,∞), aij = aij (x), i, j = 1,2, . . . , d and aij = aji . Assume
u ∈ C∞loc satisfies ut − (aij uxi )xj = 0 in Qνr . Then we have
‖ut‖L∞(Qr ) N(νr)−1
(|ux |2)1/2Qνr . (3.3)
Proof. We only need to notice that ut satisfies the same equation in Qνr . 
Lemma 3.7. Let ν ∈ [8,∞), r ∈ (0,∞), aij = aij (x), i, j = 1,2, . . . , d and aij = aji . Assume
u ∈ C∞loc satisfies ut − (aij uxi )xj = 0 in Qνr . Then we have
‖utt‖L∞(Qr ) N(νr)−3
(|ux |2)1/2Qνr . (3.4)
If in addition aij = aij (x1), i, j = 1,2, . . . , d , then
‖ux′t‖L∞(Qr ) N(νr)−2
(|ux |2)1/2Qνr , (3.5)
‖ux′x′ ‖L∞(Qr ) N(νr)−1
(|ux |2)1/2Qνr . (3.6)
Proof. Since ut satisfies the same equation in Qνr , (3.4) follows from Corollary 3.6, Lemmas 3.2
and 3.5.
If in addition aij = aij (x1), then ux′ and ux′x′ also satisfy the same equation in Qνr . In this
case (3.5) follows from Corollary 3.6 and Lemma 3.2, while (3.6) follows from Corollary 3.4
and Lemma 3.2. The lemma is proved. 
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in [23]. Let Cn = {Cn(i0, i1, . . . , id ), i0, . . . , id ∈ Z}, n ∈ Z, be the filtration of partitions given
by parabolic dyadic cubes, where Cn(i0, i1, . . . , id ) is[
i02−2n, (i0 + 1)2−2n
)× [i12−n, (i1 + 1)2−n)× · · · × [id2−n, (id + 1)2−n).
Theorem 3.8. Let p ∈ (0,1), U,V,H ∈ L1. Assume V  |U |, H  0 and for any n ∈ Z and
C ∈ Cn there exists a measurable function UC given on C such that |U |UC  V on C and
min
{∫
C
∣∣U − (U)C∣∣dx dt,
∫
C
∣∣UC − (UC)
C
∣∣dx dt} ∫
C
H dx dt.
Then we have
‖U‖pLp N‖H‖Lp‖V ‖
p−1
Lp
,
provided that H,V ∈ Lp .
4. An estimate of ux1
This section is devoted to proving the following key estimate.
Theorem 4.1. Let p ∈ (2,∞), b = bˆ = 0 and c = 0. Assume u ∈ C∞0 and Pu = divg, where
g ∈ Lp . Then we can find μ ∈ (1,∞), γ0 ∈ (0,∞) depending on d , δ and p such that under
Assumptions 2.1 and 2.3 (γ0) there exists a constant N = N(d,p, δ,μ) such that
‖ux1‖Lp N
(‖ux′ ‖Lp + ‖g‖Lp),
provided that u vanishes outside Qμ−1R for some R R0.
To prove this theorem we will make a few preparations.
Lemma 4.2. Let ν ∈ [8,∞), r ∈ (0,∞) and a11 = a11(x1). Assume u ∈ C∞loc satisfies ut −
(a11ux1)x1 − d−1u = 0 in Qνr . Then we have∥∥(a11ux1)x1∥∥L∞(Qr ) N(νr)−1(|ux |2)1/2Qνr . (4.1)
Proof. From the equation we have(
a11ux1
)
x1 = ut − d−1u.
Now (4.1) follows immediately from (3.3) and (3.6). 
Let the assumptions of Theorem 4.1 be satisfied. We make a change of variables to ‘break’
the symmetry of the coordinates. Denote
u¯
(
t, x1, x′
)= u(μ−2t,μ−1x1, x′)
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−μ2u¯t +
(
μ2a¯11u¯x1
)
x1 +
∑
j>1
(
μa¯1j u¯x1
)
xj
+
∑
j>1
(
μa¯j1u¯xj
)
x1 +
∑
i>1, j>1
(
a¯ij u¯xi
)
xj
= div(g¯),
where a¯ = a(μ−2t,μ−1x1, x′) and g¯ = (μg1, g2, . . . , gd)(μ−2t,μ−1x1, x′).
We denote Pu = −ut + (a¯11ux1)x1 + d−1u, where d−1u =
∑d
j=2 uxj xj . Then we have
Pu¯ = divg, (4.2)
where
g1 = μ−2g¯1 − μ−1
∑
j>1
a¯j1u¯xj ,
gk = μ−2g¯k − μ−1a¯1ku¯x1 − μ−2
∑
j>1
a¯jku¯xj + u¯xk , k  2.
Lemma 4.3. Let r ∈ (0,∞), ν ∈ [32,∞), b = bˆ = 0, c = 0 and a11 = a11(x1). Assume u ∈
H12,loc and Pu = divg, where g ∈ L2,loc. Then under Assumption 2.1 there exists a constant
N = N(d, δ) such that
(∣∣a¯11u¯x1 − (a¯11u¯x1)Qr ∣∣2)1/2Qr Nν−1(|u¯x1 |2)1/2Qδ−2νr
+ Nν d+22 (|u¯x′ |2)1/2Q
δ−2νr
+ Nν d+22 (|g|2)1/2
Q
δ−2νr
. (4.3)
In particular,
(∣∣a¯11u¯x1 − (a¯11u¯x1)Qr ∣∣2)1/2Qr Nν−1(|u¯x1 |2)1/2Qδ−2νr + Nν d+22 (|u¯x′ |2)1/2Qδ−2νr
+ Nν d+22 [μ−1(|u¯x1 |2)1/2Q
δ−2νr
+ μ−2(|g¯|2)1/2
Q
δ−2νr
]
. (4.4)
Proof. Without loose of generality, we may assume that a11 and g are infinitely differentiable.
Indeed, if not, we take the standard mollifications and prove the estimate for the mollifications.
Then we take the limit because the concerned constants are independent of the smoothness of the
functions involved.
Choose η ∈ C∞0 such that η ≡ 1 in Qδ−2νr/2 and η ≡ 0 outside the closure of Qδ−2νr ∪
(−Qδ−2νr ). Let w be a weak solution of
Pw = div(ηg),
and v = u¯ − w so that v is a weak solution of
Pv = div((1 − η)g).
Note that Pv = 0 in Qδ−2νr/2. By the classical theory of parabolic equations, both v and w are
smooth.
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(∣∣∣∣∣a¯11vx1 −
√
r2−|x′|2
−
∫
−
√
r2−|x′|2
a¯11vx1 dx
1
∣∣∣∣∣
2)1/2
Qr
Nν−1
(|vx |2)1/2Q
δ−2νr/2
. (4.5)
To estimate the oscillation of a¯11vx1 in t and x′, we make another change of variables:
y1 = φ(x1) :=
x1∫
0
1
a¯11(s)
ds, yj = xj , j  2.
It is easy to see that φ is a bi-Lipschitz function and
δ  y1/x1  δ−1, Dy1 = a¯11
(
x1
)
Dx1 .
Denote v(t, y1, y′) = v(t, φ−1(y1), y′). We have
(∣∣∣∣∣
√
r2−|x′|2
−
∫
−
√
r2−|x′|2
a¯11vx1 dx
1 − (a¯11vx1)Qr
∣∣∣∣∣
2)1/2
Qr
Nr
(|vx1x′ |2)1/2Qr + Nr2(|vx1t |2)1/2Qr
Nr
(|vy1y′ |2)1/2Q
δ−1r
+ Nr2(|vy1t |2)1/2Q
δ−1r
. (4.6)
It is clear that in Qδ−1νr/2 v satisfies
−vt + vy1y1/a¯11
(
φ−1
(
y1
))+ d−1v = 0. (4.7)
Let us rewrite (4.7) as
−vt + v =
(
a¯11
(
φ−1
(
y1
))− 1)(vt − d−1v). (4.8)
Since vy′ satisfies the same Eq. (4.8), by using Lemma 3.2 with
P = −Dt + , f =
(
a¯11
(
φ−1
(
y1
))− 1)vy′t ,
g1 = 0, gj = −(a¯11(φ−1(y1))− 1)vyj y′ , j = 2, . . . , d,
we get
(|vy′y1 |2)Q
δ−1r
 N
(|vy′y′ |2)Q2δ−1r + Nr2(|vy′t |2)Q2δ−1r + Nr−2(|vy′ |2)Q2δ−1r
N
(|vx′x′ |2) + Nr2(|vx′t |2) + Nr−2(|vx′ |2) .Q2δ−2r Q2δ−2r Q2δ−2r
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(|vy′y1 |2)Q
δ−1r
Nν−2r−2
(|vx |2)Q
δ−2νr/2
+ Nνd+2r−2(|vx′ |2)Q
δ−2νr/2
. (4.9)
Similarly, since vt also satisfies (4.8), by using Lemma 3.2 with
P = −Dt + , f =
(
a¯11
(
φ−1
(
y1
))− 1)vt t ,
g1 = 0, gj = −(a¯11(φ−1(y1))− 1)vyj t , j = 2, . . . , d,
we get
(|vty1 |2)Q
δ−1r
N
(|vty′ |2)Q2δ−1r + Nr2(|vt t |2)Q2δ−1r + Nr−2(|vt |2)Q2δ−1r
N
(|vtx′ |2)Q2δ−2r + Nr2(|vtt |2)Q2δ−2r + Nr−2(|vt |2)Q2δ−2r .
Thanks to Lemma 3.7 and Corollary 3.6, we obtain
(|vty1 |2)Q
δ−1r
Nν−2r−4
(|vx |2)Q
δ−2νr/2
. (4.10)
Combining (4.5), (4.6), (4.9) and (4.10) together yields
(∣∣a¯11vx1 − (a¯11vx1)Qr ∣∣2)1/2Qr Nν−1(|vx |2)1/2Qδ−2νr/2 + Nν d+22 (|vx′ |2)1/2Qδ−2νr/2 . (4.11)
Estimates of w: By the energy inequality (3.1), we have
‖wx‖L2(Rd+10 ) N‖ηg‖L2(Rd+10 ) = N‖g‖L2(Qδ−2νr ).
Therefore,
(|wx |2)1/2Qr Nν d+22 (|g|2)1/2Qδ−2νr , (4.12)(|wx |2)1/2Q
δ−2νr/2
N
(|g|2)1/2
Q
δ−2νr
. (4.13)
Putting (4.11)–(4.13) together, we get
(∣∣a¯11u¯x1 − (a¯11u¯x1)Qr ∣∣2)1/2Qr
N
(∣∣a¯11vx1 − (a¯11vx1)Qr ∣∣2)1/2Qr + N(|wx |2)1/2Qr
Nν−1
(|vx |2)1/2Q
δ−2νr/2
+ Nν d+22 (|vx′ |2)1/2Q
δ−2νr/2
+ Nν d+22 (|g|2)1/2
Q
δ−2νr
Nν−1
(|u¯x1 |2)1/2Q
δ−2νr/2
+ Nν d+22 (|u¯x′ |2)1/2Q
δ−2νr/2
+ Nν d+22 (|g|2)1/2
Q
δ−2νr
,
which is (4.3). Finally, by the definition of g we conclude (4.4). The lemma is proved. 
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Lemma 4.4. Let ν ∈ [32,∞), β1, β2 ∈ (1,∞) such that 1/β1 + 1/β2 = 1, b = bˆ = 0 and c = 0.
Assume u ∈ H12,loc vanishes outside Qμ−1R for some R  R0 and Pu = divg, where g ∈ L2,loc.
Then under Assumptions 2.1 and 2.2 (γ0) for any parabolic cube C ∈ Cn there exists a measur-
able function A¯11(x1) taking values on [δ, δ−1] such that for any (t, x) ∈ C,
−
∫
C
∣∣A¯11u¯x1 − (A¯11u¯x1)C∣∣dx dt H(t, x), (4.14)
where
H(t, x) = Nν−1(M|u¯x1 |2)1/2 + Nν d+22 (M|u¯x′ |2)1/2
+ Nν d+22 [(μ−1 + (μ3γ0)1/(2β1))(M|u¯x1 |2β2)1/(2β2) + μ−2(M|g¯|2)1/2],
and N is a positive constant depending only on d , β1 and δ.
Proof. Let Q1 = Qr(t0, x0) be the smallest parabolic cylinder containing C and Q2 =
Qδ−2νr (t0, x0). By the triangle inequality and Hölder’s inequality, we have
−
∫
C
∣∣A¯11u¯x1 − (A¯11u¯x1)C∣∣dx dt N −
∫
Q1
∣∣A¯11u¯x1 − (A¯11u¯x1)Q1 ∣∣dx dt
N
(∣∣A¯11u¯x1 − (A¯11u¯x1)Q1 ∣∣2)1/2Q1 . (4.15)
We consider two cases separately.
i) Case δ−2νr < R. Let
A11
(
x1
)= −∫
Q′
δ−2νr (μ
−2t0,x′0)
a11
(
s, x1, y′
)
dy′ ds,
and let A¯11(t, x1, x′) = A11(μ−1x1). By Assumption 2.2 (γ0), it is easy to check that
−
∫
Q2
∣∣a¯11 − A¯11∣∣dx dt  μ3γ0. (4.16)
Now we proceed as in Lemma 4.3 with a¯11 replaced by A¯11 and
g1 = (A¯11 − a¯11)u¯x1 + μ−2g¯1 − μ−1∑
j>1
a¯j1u¯xj ,
gk = μ−2g¯k − μ−1a¯1ku¯x1 − μ−2
∑
j>1
a¯jku¯xj + u¯xk , k  2,
to get (after a shift of the origin)
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Nν−1
(|u¯x1 |2)1/2Q2 + Nν d+22 (|u¯x′ |2)1/2Q2 + Nν d+22 (|g|2)1/2Q2 . (4.17)
By the definition of g and Hölder’s inequality, we obtain
(∣∣A¯11u¯x1 − (A¯11u¯x1)Q1 ∣∣2)1/2Q1 Nν−1(|u¯x1 |2)1/2Q1 + Nν d+22 (|u¯x′ |2)1/2Q2
+ Nν d+22 [μ−1(|u¯x1 |2)1/2Q2
+ (∣∣A¯11 − a¯11∣∣)1/(2β1)
Q2
(|u¯x1 |2β2)1/(2β2)Q2 + μ−2(|g¯|2)1/2Q2 ].
This together with (4.15) and (4.16) proves (4.14).
ii) Case δ−2νr R. Define
A11
(
x1
)= −∫
Q′R
a11
(
s, x1, y′
)
dy′ ds,
and let A¯11(t, x) = A11(μ−1x1). As in the first case, we have (4.17) and
−
∫
QR
∣∣a¯11 − A¯11∣∣dx dt  μ3γ0. (4.18)
Since u¯ vanishes outside QR , it holds that
(∣∣(a¯11 − A¯11)u¯x1 ∣∣2)1/2Q2 = (∣∣χQR (a¯11 − A¯11)u¯x1 ∣∣2)1/2Q2
N
(∣∣a¯11 − A¯11∣∣)1/(2β1)
QR
(|u¯x1 |2β2)1/2β2Q2 . (4.19)
By the definition of g and Hölder’s inequality, we combine (4.15), (4.17)–(4.19) to get (4.14).
Bearing in mind Remark 2.4, the lemma is proved. 
Now we are ready to prove Theorem 4.1. Fix a β2 in Lemma 4.4 such that p > 2β2 > 2. We
set
U = δu¯x1 , V = δ−1|u¯x1 |,
and for each C ∈ Cn set UC := |A¯11u¯x1 | and H(t, x) as in Lemma 4.4. Since A¯11 takes value on
[δ, δ−1], we have |U |UC  V on C, and by Lemma 4.4 and the triangle’s inequality∫
C
∣∣UC − (UC)
C
∣∣dx dt  2∫
C
∣∣A¯11u¯x1 − (A¯11u¯x1)C∣∣dx dt  2
∫
C
H(t, x) dx dt.
Thanks to Theorem 3.8, we obtain
δp‖u¯x1‖p N‖H‖Lpδ1−p‖u¯x1‖p−1. (4.20)Lp Lp
H. Dong / Journal of Functional Analysis 258 (2010) 2145–2172 2161Since p > 2β2, we can use the Hardy–Littlewood maximal function theorem to get from (4.20)
that
‖u¯x1‖Lp N‖H‖Lp Nν−1‖u¯x1‖Lp + Nν
d+2
2 ‖u¯x′ ‖Lp
+ Nν d+22 [(μ−1 + (μ3γ0)1/(2β1))‖u¯x1‖Lp + μ−2‖g¯‖Lp ]. (4.21)
Now we first choose ν sufficiently large, then μ sufficiently large and finally γ0 sufficiently small
in (4.21) such that
Nν−1 + Nν d+22 (μ−1 + (μ3γ0)1/(2β1)) 1/2.
This together with (4.21) yields
‖u¯x1‖Lp N
(‖u¯x′ ‖Lp + ‖g¯‖Lp).
To finish the proof of Theorem 4.1, it suffices to go back to u and g by scaling.
5. Proof of Theorem 2.5
We shall prove Theorem 2.5 in this section. As is explained in Remark 2.9, to prove the
theorem we only need to establish (2.2) for u ∈ C∞0 .
We set
P¯ u = −ut +
(
aijuxi
)
xj
where a11 = a11(x1), and aij = aij (t, x1) when (i, j) = (1,1). First we need a Hölder estimate
of ux′ which enable us to obtain a sharp function estimate of ux′ .
Lemma 5.1. Let ν ∈ [2,∞), λ ∈ [0,∞) and r ∈ (0,∞). Assume u ∈ C∞loc and P¯ u − λu = 0
in Qνr . Then for some α ∈ (0,1) and N depending only on d and δ,
[ux′ ]Cα/2,α(Qr ) N(νr)−α
(|ux | + λ|u|)Qνr .
Proof. Because ux′ satisfies the same equation as u, the case λ = 0 thus follows immediately
from Corollary 3.4. For λ > 0, we use an idea of S. Agmon by considering u(t, x) cos(
√
λy)
instead of u; cf. Lemma 5.9 of [22]. The lemma is proved. 
Corollary 5.2. Let ν ∈ [2,∞), λ ∈ [0,∞) and r ∈ (0,∞). Assume u ∈ C∞loc and P¯ u − λu = 0
in Qνr . Then for the same α ∈ (0,1) as in Lemma 5.1 we have(∣∣ux′ − (ux′)Qr ∣∣2)Qr Nν−2α(|ux | + λ|u|)2Qνr ,
where N depends only on d and δ.
Proof. It follows immediately from Lemma 5.1 since in Qr∣∣ux′ − (ux′)Qr ∣∣ rα[ux′ ]Cα/2,α(Qr ). 
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and g ∈ L2,loc. Assume that P¯ u = divg in Qνr . Then there exists a constant N depending only
on d , δ such that,
(∣∣ux′ − (ux′)Qr ∣∣2)Qr Nν−2α(|ux |2)Qνr + Nνd+2(|g|2)Qνr .
Proof. The proof is similar to that of Lemma 4.3 by using Corollary 5.2 and Lemma 3.1; see
also Theorem 7.1 [22]. 
Lemma 5.4. Let b = bˆ = 0, c = 0, β1, β2 ∈ (1,∞), 1/β1 + 1/β2 = 1 and R ∈ (0,R0]. Assume
u ∈ H12,loc vanishing outside QR and Pu = divg, where g ∈ L2,loc. Then under Assumptions 2.1,
2.2 (γ0) and 2.3 (γ0) there exists a positive constant N depending only on d , β1 and δ such that
(∣∣ux′ − (ux′)Qr(t0,x0)∣∣2)Qr(t0,x0) Nν−2α(|ux |2)Qνr (t0,x0) + Nνd+2((|g|2)Qνr (t0,x0)
+ γ 1/β10
(|ux |2β2)1/β2Qνr (t0,x0)), (5.1)
for any r ∈ (0,∞), ν  4 and (t0, x0) ∈ Rd+1.
Proof. The estimate is derived from Theorem 5.3 by using the technique of freezing the coeffi-
cients; cf. the proof of Lemma 4.4, or Theorem 5.3 [21]. 
Proof of Theorem 2.5. Now we are in the position to prove Theorem 2.5 bearing in mind that
we may assume p > 2 and that we only have to show (2.2) for u ∈ C∞0 and T = ∞.
Fix a β2 such that p > 2β2 > 0. Let μ and γ0 be the constants in Theorem 4.1.
Step 1. First we suppose u ∈ C∞0 vanishes outside Qμ−1R0 ,
b = bˆ = 0, λ = c = 0, (5.2)
and
Pu = divg, g ∈ Lp.
Then by using (5.1), the Fefferman–Stein theorem on sharp functions, and the Hardy–Littlewood
maximal function theorem, we get
‖ux′ ‖Lp N
(
ν−α + ν(d+2)/2γ 1/(2β1)0
)‖ux‖Lp + Nν(d+2)/2‖g‖Lp . (5.3)
Due to Theorem 4.1 and (5.3), we get
‖ux‖Lp N
(
ν−α + ν(d+2)/2γ 1/(2β1)0
)‖ux‖Lp + Nν(d+2)/2‖g‖Lp,
where N is independent of γ0 and ν. By taking ν sufficiently large, and γ0 even smaller such that
N
(
ν−α + ν(d+2)/2γ 1/(2β1)) 1/2,0
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‖ux‖Lp N‖g‖Lp .
Step 2. We now remove the restriction (5.2). We assume
Pu − λu = divg + f, g,f ∈ Lp, (5.4)
and still u vanishing outside Qμ−1R0 . This case follows from the previous one by again using
Agmon’s idea; see, for example, Lemma 5.5 of [21]. In particular, we get
‖ut‖H−1p +
√
λ‖ux‖Lp + λ‖u‖Lp N
√
λ‖g‖Lp + λ‖f ‖Lp . (5.5)
Step 3. For general u ∈ C∞0 satisfying (5.4), we can use a partition of unity to obtain (5.5). To
get (2.2), it suffices to define
f = (1 − )−1(Pu − λu), gi = −(1 − )−1(Pu − λu)xi ,
and use boundedness of the operators (1 − )−1/2 and (1 − )−1/2Dxi in Lp . The theorem is
proved. 
A simple scaling argument gives the following corollary.
Corollary 5.5. Let p ∈ (1,∞), T ∈ (−∞,∞], u ∈ H1p(Rd+1T ) and f,g ∈ Lp(Rd+1T ). Assume
b = bˆ = 0, c = 0, a11 = a11(x1) and aij = aij (t, x1) for ij > 1. Then there exists a constant
N > 0, depending only on d , p and δ, such that under Assumption 2.1 we have
λ‖u‖
Lp(R
d+1
T )
+ √λ‖ux‖Lp(Rd+1T ) N
√
λ‖g‖
Lp(R
d+1
T )
+ N‖f ‖
Lp(R
d+1
T )
,
provided that λ 0 and Lu − λu = f + divg. In particular, when λ = 0 and f = 0, we have
‖ux‖Lp(Rd+1T ) N‖g‖Lp(Rd+1T ).
6. A mixed norm estimate of ux1
In order to prove the H1q,p solvability of (1.1), we need a mixed norm estimate of ux1 in terms
of ux′ , which is the objective of this section. Our estimate relies on the following lemma.
Lemma 6.1. Let p,q ∈ (1,∞), b = bˆ = 0 and c = 0. Then there exists a constant γ0 =
γ0(d,p, q, δ) > 0 such that under Assumptions 2.1, 2.2 (γ0) and 2.3 (γ0), for any r ∈ (0,R0]
and u ∈ H1q,loc satisfying Pu = 0 in Q2r we have ux ∈ Lp(Qr) and
(|ux |p)1/pQr N(|ux |q)1/qQ2r ,
where N depends only on d , p, q , δ.
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the only difference that the coefficients aij are assumed to be in VMOx in that paper. The proof of
Corollary 8.4 [22] uses the Lp solvability of equations with VMOx coefficients. Since the solv-
ability is already established with coefficients satisfying Assumptions 2.1, 2.2 (γ0) and 2.3 (γ0)
with a γ0 depending on d , p, q and δ, we can just reproduce the proof with almost no change.
For general R0 ∈ (0,1], we use a scaling (t, x) → (R20 t,R0x) and notice that the new coeffi-
cients satisfy Assumptions 2.2 (γ0) and 2.3 (γ0) with R0 replaced by 1. The lemma is proved. 
The next lemma is an analogue of Lemma 4.3.
Lemma 6.2. Let p ∈ (1,∞), r ∈ (0,∞), ν ∈ [64,∞) and a¯11 = a¯11(x1). Assume u¯ ∈ C∞0 and
Pu¯ = divg, where g ∈ Lp,loc and
Pu¯ = −u¯t +
(
a¯11u¯x1
)
x1 + d−1u¯.
Then under Assumption 2.1 there exists a constant N = N(d,p, δ) such that
(∣∣a¯11u¯x1 − (a¯11u¯x1)Qr ∣∣2)1/2Qr Nν−1(|u¯x1 |p)1/pQδ−2νr
+ Nν d+2p (|u¯x′ |p)1/pQ
δ−2νr
+ Nν d+2p (|g|p)1/p
Q
δ−2νr
. (6.1)
Proof. We proceed as in the proof of Lemma 4.3. Without loose of generality, we may assume
that a11 and g are infinitely differentiable.
Choose η ∈ C∞0 such that η ≡ 1 in Qδ−2νr/2 and η ≡ 0 outside the closure of Qδ−2νr ∪
(−Qδ−2νr ). Let w be a weak solution of Pw = div(ηg), and v = u¯ − w so that v is a weak
solution of Pv = div((1 − η)g). By the classical theory of parabolic equations, both v and w are
smooth. Define v(t, y1, y′) = v(t, φ−1(y1), y′).
First we estimate v. Since v satisfies the homogeneous equation in Qδ−2νr/2, from (4.5) and
Lemma 6.1 we get
(∣∣∣∣∣a¯11vx1 −
√
r2−|x′|2
−
∫
−
√
r2−|x′|2
a¯11vx1 dx
1
∣∣∣∣∣
2)1/2
Qr
Nν−1
(|vx |2)1/2Q
δ−2νr/4
Nν−1
(|vx |p)1/pQ
δ−2νr/2
. (6.2)
Observe that, by local estimates and Lemma 6.1, similar to (4.9) and (4.10) we have
(|vy′y1 |2)1/2Q
δ−1r
Nν−1r−1
(|vx |p)1/pQ
δ−2νr/2
+ Nν d+2p r−1(|vx′ |p)1/pQ
δ−2νr/2
, (6.3)
(|vty1 |2)1/2Q
δ−1r
Nν−1r−2
(|vx |p)1/pQ
δ−2νr/2
. (6.4)
Combining (6.2), (4.6), (6.3) and (6.4) together yields
(∣∣a¯11vx1 − (a¯11vx1)Q ∣∣2)1/2Q Nν−1(|vx |p)1/pQ + Nν d+2p (|vx′ |p)1/pQ . (6.5)r r δ−2νr/2 δ−2νr/2
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‖wx‖Lp(Rd+10 ) N‖ηg‖Lp(Rd+10 ) = N‖g‖Lp(Qδ−2νr ).
Therefore,
(|wx |p)1/pQr Nν d+2p (|g|p)1/pQδ−2νr , (6.6)(|wx |p)1/pQ
δ−2νr/2
N
(|g|p)1/p
Q
δ−2νr
. (6.7)
Putting (6.5)–(6.7) together, we conclude (6.1) in exactly the same way as in the proof of
Lemma 4.3. 
Now we prove a lemma which improves Lemma 4.4.
Lemma 6.3. Let p ∈ (1,∞), ν ∈ [256,∞), b = bˆ = 0 and c = 0. Assume u ∈ H12,loc andPu = divg, where g ∈ Lp,loc. Let γ1 ∈ (0, γ0] where γ0 = γ0(d,p,2p, δ) is taken from
Lemma 6.1. Then under Assumptions 2.1 and 2.2 (γ1) for any parabolic cylinder Qr(t0, x0)
with r ∈ (0,R0δ2ν−1) there exists a measurable function A¯11(x1) taking values on [δ, δ−1] such
that,
(|A¯11u¯x1 − (A¯11u¯x1)Q1)Q1 N(ν−1 + ν d+2p (μ−1 + (μ3γ ) 12p ))(|u¯x1 |p)1/pQ4
+ Nν d+2p (|u¯x′ |p)1/pQ4 + Nν d+2p μ−2(|g¯|p)1/pQ4 , (6.8)
where
Q1 = Qr(t0, x0), Q4 = Qδ−2νr (t0, x0),
and N is a positive constant depending only on d,p and δ.
Proof. As in the proof of Lemma 6.1, by a scaling we may assume R0 = 1. Recall (4.2), where
a¯ij = aij (μ−2t,μ−1x1, x′) and g are defined before Lemma 4.3. Define v,w as in the proof of
Lemma 4.3. Choose
A11
(
x1
)= −∫
Q′
δ−2νr (μ
−2t0,x′0)
a11
(
s, x1, y′
)
dy′ ds,
and let A¯11 = A¯11(x1) = A11(μ−1x1). We denote
Q2 = Qδ−2νr/4(t0, x0), Q3 = Qδ−2νr/2(t0, x0).
Then in Q3 we have
−vt +
(
A¯11vx1
)
x1 + d−1v = (gˆ)x1 ,
where gˆ = (A¯11 − a¯11)vx1 .
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(∣∣A¯11vx1 − (A¯11vx1)Q1 ∣∣2)1/2Q1 Nν−1(|vx1 |p)1/pQ2
+ Nν d+2p [(|vx′ |p)1/pQ2 + (|gˆ|p)1/pQ2 ]. (6.9)
We apply Hölder’s inequality and Lemma 6.1 to bound the last term in (6.9) by
(∣∣A¯11 − a¯11∣∣2p)1/(2p)
Q2
(|vx1 |2p)1/(2p)Q2 N(μ3γ1)1/(2p)(|vx1 |p)1/(p)Q3 . (6.10)
Here we also used an inequality like (4.16), and N only depends on d , p and δ.
To estimate w, we use Theorem 2.6 and get
‖wx‖Lp((t0−1,t0)×Rd ) N‖ηg‖Lp((t0−1,t0)×Rd ) = N‖g‖Lp(Q4).
Therefore,
(|wx |p)1/pQ1 Nν d+2p (|g|p)1/pQ4 , (6.11)(|wx |p)1/pQ2 N(|wx |p)1/pQ3 N(|g|p)1/pQ4 . (6.12)
As before, (6.9)–(6.12) lead to (6.8). 
Corollary 6.4. Under the same assumptions of Lemma 6.3, for any r ∈ (0,R0δ2ν−1), we have
−
∫
(−r2,0)
−
∫
(−r2,0)
∣∣∥∥u¯x1(t, ·)∥∥Lp(Rd ) − ∥∥u¯x1(s, ·)∥∥Lp(Rd )∣∣p dt ds
N
(
ν−p + νd+2(μ−p + (μ3γ1)1/2)) −
∫
(−δ−2νr2,0)
∥∥u¯x1(t, ·)∥∥pLp(Rd ) dt
+ Nνd+2 −
∫
(−δ−2νr2,0)
∥∥u¯x′(t, ·)∥∥pLp(Rd ) + μ−2p∥∥g¯(t, ·)∥∥pLp(Rd ) dt. (6.13)
Proof. By the triangle inequality, the left-hand side of (6.13) is less than
I := −
∫
(−r2,0)
−
∫
(−r2,0)
∫
Rd
∣∣u¯x1(t, x) − u¯x1(s, x)∣∣p dx dt ds
= −
∫
(−r2,0)
−
∫
(−r2,0)
∫
Rd
−
∫
Br(x)
∣∣u¯x1(t, y) − u¯x1(s, y)∣∣p dy dx dt ds.
For each parabolic cylinder Qr(0, x) we find A¯11,(x) as in Lemma 6.3, which takes values on
[δ, δ−1]. Therefore, I is less than
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∫
(−r2,0)
−
∫
(−r2,0)
∫
Rd
−
∫
Br (x)
∣∣A¯11,(x)(y1)u¯x1(t, y) − A¯11,(x)(y1)u¯x1(s, y)∣∣p dy dx dt ds
N
∫
Rd
(∣∣A¯11,(x)u¯x1 − (A¯11,(x)u¯x1)Qr(0,x)∣∣p)Qr(0,x) dx.
Due to Lemma 6.3, we get
I N
∫
Rd
(
ν−p + νd+2(μ−p + (μ3γ1)1/2))(|u¯x1 |p)Q
δ−2νr (0,x)
+ νd+2(|u¯x′ |p)Q
δ−2νr (0,x)
+ Nνd+2μ−2p(|g¯|p)
Q
δ−2νr (0,x)
dx. (6.14)
Note that the right-hand side of (6.14) is exactly the right-hand side of (6.13). The corollary is
proved. 
Now we state and prove the main result of this section.
Theorem 6.5. Let 1 < p < q < ∞, b = bˆ = 0 and c = 0. Assume u ∈ C∞0 and Pu = divg, where
g ∈ Lq,p . Let γ0 = γ0(d,p,2p, δ) be the constant from Lemma 6.1. Then we can find γ1 ∈ (0, γ0],
μ ∈ (1,∞) and R1 ∈ (0,R0] depending on d , δ, p and q such that under Assumptions 2.1
and 2.2 (γ1) there exists a constant N = N(d,p,q, δ,μ) such that
‖ux1‖Lq,p N
(‖ux′ ‖Lq,p + ‖g‖Lq,p), (6.15)
provided that u vanishes outside (−μ−2R41,0) × Rd .
Proof. Denote
U(t) = ∥∥u¯x1(t, ·)∥∥Lp(Rd ), V (t) = ∥∥u¯x′(t, ·)∥∥Lp(Rd ), G(t) = ∥∥g¯(t, ·)∥∥Lp(Rd ).
Let γ1 ∈ (0, γ0], μ ∈ (1,∞), R1 ∈ (0,R0] and ν ∈ [256,∞) be numbers to be chosen later.
Assume u vanishes outside (−μ−2R41,0) × Rd so that u¯ vanishes outside (−R41,0) × Rd . We
claim
U# N
((
R1δ
−2ν
)2(1−1/p) + ν−1 + ν d+2p (μ−1 + (μ3γ1)1/(2p)))(M(Up))1/p
+ Nν d+2p (M(V p))1/p + Nν d+2p μ−2(M(Gp))1/p. (6.16)
Indeed, fix a point t0 ∈ R and consider an interval (S,T ) ⊂ R containing t0. When T − S 
R21δ
4ν−2, by a shift of the origin we get from Corollary 6.4 that (U − (U)(S,T ))(S,T ) is less than
the right-hand side of (6.16) at t0. One the other hand, when T − S > R21δ4ν−2 we then have
(
U − (U)(S,T )
)
(S,T )
 2 −
∫
χ(−R41 ,0)
∣∣U(t)∣∣dt(S,T )
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(
−
∫
(S,T )
χ(−R41 ,0) dt
)1−1/p(
−
∫
(S,T )
∣∣U(t)∣∣p dt)1/p
N
(
R1δ
−2ν
)2(1−1/p)(
M
(
Up
)
(t0)
)1/p
.
By taking supremum over all intervals (S,T ) containing t0, we obtain (6.16) at point t0. Since
t0 ∈ R is arbitrary, the claim is proved.
Now we use the Fefferman–Stein theorem and the Hardy–Littlewood theorem (recall that
q > p) to get
‖U‖Lq(R) N
((
R1δ
−2ν
)2(1− 1
p
) + ν−1 + ν d+2p (μ−1 + (μ3γ1) 12p ))‖U‖Lq(R)
+ Nν d+2p ‖V ‖Lq(R) + Nμ−2ν
d+2
p ‖G‖Lq(R). (6.17)
To finish the proof of the theorem, we choose a large ν, then a large μ and small γ1 and R1
in (6.17) such that
N
((
R1δ
−2ν
)2(1−1/p) + ν−1 + ν d+2p (μ−1 + (μ3γ1)1/(2p))) 1/2. 
7. Proof of Theorem 2.7
We recall that, by the duality argument and a density argument, to prove Theorem 2.7 it
suffices to prove (2.3) for any u ∈ C∞0 and q > p.
As in Section 5, we define
P¯ u = −ut +
(
aijuxi
)
xj
,
where the coefficients a11 = a11(t), and aij = aij (t, x1) when (i, j) = (1,1). By using Corol-
lary 5.2 and the W 1p solvability of L¯ proved in Section 5, we get an analogue of Theorem 5.3.
Theorem 7.1. Let α be the constant in Lemma 3.3, p ∈ (1,∞), ν ∈ [4,∞), r ∈ (0,∞), u ∈
H1p,loc and g ∈ Lp,loc. Assume that P¯ u = divg in Qνr . Then there exists a constant N depending
only on d , δ, p such that,
(∣∣ux′ − (ux′)Qr ∣∣)Qr Nν−α(|ux |p)
1
p
Qνr
+ Nν d+2p (|g|p) 1pQνr .
The following lemma is an improvement of Lemma 5.4.
Lemma 7.2. Let α be the constant in Lemma 3.3, p ∈ (1,∞), b = bˆ = 0 and c = 0. Let γ1 ∈
(0, γ0], where γ0 = γ0(d,p,2p, δ) is taken from Lemma 6.1. Assume u ∈ H1p,loc and Pu = divg,
where g ∈ Lp,loc. Then under Assumptions 2.1, 2.2 (γ1) and 2.3 (γ1) there exists a positive
constant N depending only on d , δ and p such that
(∣∣ux′ − (ux′)Qr ∣∣)Qr N(ν−α + ν d+2p γ
1
2p
1
)(|ux |p) 1pQνr + Nν d+2p (|g|p)
1
p
Qνr
, (7.1)
for any ν ∈ [16,∞) and r ∈ (0,R0ν−1).
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there exists a unique solution w ∈ ˚H1p((−1,0) × Rd) of
Pw = div(χQνr g).
Let v = u − w so that
Pv = div((1 − χQνr )g).
Clearly, Pv = 0 in Qνr , and therefore
−vt +
(
Aij vxi
)
xj
= div(gˆ),
where
A11
(
x1
)= −∫
Q′νr
a11
(
s, x1, y′
)
dy′ ds,
Aij
(
t, x1
)= −∫
B ′νr
aij
(
t, x1, y′
)
dy′, (i, j) = (1,1),
and
gˆj = (Aij − aij )vxi , j = 1,2, . . . , d.
Bearing in mind Remark 2.4, {Aij } satisfies (2.1). By Theorem 7.1, we have
(∣∣vx′ − (vx′)Qr ∣∣)Qr Nν−α(|vx |p)
1
p
Qνr/4
+ Nν d+2p (|gˆ|p) 1pQνr/4
Nν−α
(|vx |p) 1pQνr/4 + Nν d+2p (∣∣Aij − aij ∣∣2p)
1
2p
Qνr/4
(|vx |2p) 12pQνr/4. (7.2)
Due to Lemma 6.1, we get from (7.2)
(∣∣vx′ − (vx′)Qr ∣∣)Qr N(ν−α + ν d+2p γ
1
2p
1
)(|vx |p) 1pQνr/2. (7.3)
To estimate w, we use Corollary 5.5 and get
‖wx‖Lp(Rd+10 ) N‖χQνr g‖Lp(Rd+10 ) = N‖g‖Lp(Qνr ).
Therefore,
(|wx |p)1/pQr Nν d+2p (|g|p)1/pQνr , (7.4)(|wx |p)1/pQνr/4  (|wx |p)1/pQνr/2 N(|g|p)1/pQνr . (7.5)
Combining (7.3)–(7.5) together gives (7.1). 
2170 H. Dong / Journal of Functional Analysis 258 (2010) 2145–2172The following corollary can be derived from Lemma 7.2 as Corollary 6.4 is derived from
Lemma 6.3.
Corollary 7.3. Under the assumptions of Lemma 7.2, for any ν ∈ [16,∞) and r ∈ (0,R0ν−1)
we have
−
∫
(−r2,0)
−
∫
(−r2,0)
∣∣∥∥ux′(t, ·)∥∥Lp(Rd ) − ∥∥ux′(s, ·)∥∥Lp(Rd )∣∣p dt ds
N
(
ν−αp + νd+2γ
1
2
1
) −∫
(−(νr)2,0)
∥∥ux(t, ·)∥∥pLp(Rd ) dt + Nνd+2 −
∫
(−(νr)2,0)
∥∥g(t, ·)∥∥p
Lp(Rd )
dt.
Theorem 7.4. Let 1 < p < q < ∞, b = bˆ = 0 and c = 0. Let γ0 = γ0(d,p,2p, δ) be the constant
from Lemma 6.1. Assume u ∈ C∞0 and Pu = divg, where g ∈ Lq,p . Then we can find γ1 ∈ (0, γ0],
R2 ∈ (0,R0] depending on d, δ,p, q such that under Assumptions 2.1–2.3 there exists a constant
N = N(d,p,q, δ) such that
‖ux‖Lq,p N‖g‖Lq,p ,
provided that u vanishes outside (−R42,0) × Rd .
Proof. Denote
U(t) = ∥∥ux′(t, ·)∥∥Lp(Rd ), V (t) = ∥∥ux(t, ·)∥∥Lp(Rd ), G(t) = ∥∥g(t, ·)∥∥Lp(Rd ).
Let γ1 be less than the constant of the same notation in Theorem 6.5. Let ν ∈ [16,∞) and
R2 ∈ (0,R0) be numbers to be chosen later. Assume u vanishes outside (−R42,0) × Rd . We
claim
U# N
(
(R2ν)
2(1− 1
p
) + ν−α + ν d+2p γ
1
2p
1
)(
M
(
V p
)) 1
p + Nν d+2p (M(Gp)) 1p . (7.6)
Indeed, fix a point t0 ∈ R and consider an interval (S,T ) ⊂ R containing t0. When T − S 
ν−2R22 , by a shift of the origin we get from Corollary 7.3 that (U − (U)(S,T ))(S,T ) is less than
the right-hand side of (7.6) at t0. When T − S > ν−2R22 , we then have
(
U − (U)(S,T )
)
(S,T )
 2 −
∫
(S,T )
χ(−R42 ,0)
∣∣U(t)∣∣dt
 2
(
−
∫
(S,T )
χ(−R42 ,0) dt
)1−1/p(
−
∫
(S,T )
∣∣U(t)∣∣p dt)1/p
N(R2ν)2(1−1/p)
(
M
(
Up
)
(t0)
)1/p
.
By taking supremum over all intervals (S,T ) containing t0, we obtain (7.6) at point t0. Since
t0 ∈ R is arbitrary, the claim is proved.
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Littlewood theorem that
‖ux′ ‖Lq,p N
(
(R2ν)
2(1− 1
p
) + ν−α + ν d+2p γ
1
2p
1
)‖ux‖Lq,p + Nν d+2p ‖g‖Lq,p . (7.7)
Take R2 to be less than μ−1/2R1 with μ and R1 in Theorem 6.5 so that Theorem 6.5 is applicable.
From (6.15) and (7.7) we then get
‖ux‖Lq,p N
(
(R2ν)
2(1− 1
p
) + ν−α + ν d+2p γ
1
2p
1
)‖ux‖Lq,p + Nν d+2p ‖g‖Lq,p . (7.8)
To complete the proof of Theorem 7.4, it suffices to take ν sufficiently large, then R2 small and
γ1 even smaller in (7.8) so that
N
(
(R2ν)
2(1− 1
p
) + ν−α + ν d+2p γ
1
2p
1
)
 1/2. 
Proof of Theorem 2.7. The proof is similar to that of Theorem 2.5 in Section 5 by using The-
orem 6.5 and Theorem 7.4 instead of Theorem 4.1 and Lemma 5.4. We leave the details to
interested readers. 
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