The severity of neuronal damages in comatose patients following anoxic brain injury can be probed by evoked auditory responses. However, it remains challenging to predict the return to full consciousness of post-anoxic coma of hospitalized patients. We presented here a method to predict the return to consciousness based on the analysis of periodic responses to auditory stimulations, recorded from surface cranial electrodes. The input data are event-related potentials (ERPs), recorded non-invasively with electro-encephalography (EEG). We extracted several novel features from the time series responses in a window of few hundreds of milliseconds from deviant and non-deviant auditory stimulations. We use these features to construct two-dimensional statistical maps, that show two separated clusters for recovered (conscience) and deceased patients, leading to a high classification success as tested by a cross-validation procedure. Finally, using Gaussian, K-neighborhood and SVM classifiers, we construct probabilistic maps to predict the outcome of post-anoxic coma. To conclude, statistics of deviant and non-deviant responses considered separately provide complementary and confirmatory predictions for the outcome of anoxic coma.
Introduction
Sudden death by cardiac arrest is a major public health problem, affecting 55 patients out of 100,000 with nearly 40,000 cases per year in France. When cardiac arrest happens in a hospital, the chances of survival at one year are about 30% but drops to 5% when cardiac arrest occurs outside a hospital. Among the survivors, 68% will have a moderate disability in the following year. To limit brain damage, patients with post-anoxic coma are now exposed to therapeutic hypothermia for 24 hours. An evaluation of the neurological damage is ideally performed 48 hours after the interruption of the sedative treatment to determine the neurological prognosis. It is a multimodal evaluation combining a clinical evaluation (Glasgow Scale, photomotor and pupillary reflexes) and electrophysiology, an evaluation of biological markers that can complete this series of examinations (NSE and S100b proteins to determine neuronal necrosis). Post-anoxic encephalopathy and its prognosis is also evaluated by electroencephalogram (EEG) [1] : the absence of a N20 response to somatosensory evoked potentials after stimulation of the median nerve has a specificity almost equal to 100% to predict the absence of awakening in the adult. However, the lack of response in intensive care unit (ICU) patients is difficult to assert due to the electrical environment that generates many artifacts that sometimes make it extremely difficult to interpret the low amplitude response of the evoked potential. In addition, the lack of response to this assessment predicts a poor prognosis. In general, from electrodes placed on the scalp, evoked potential responses (EPR) are recorded, reflecting the brain response to auditory stimulation. From the EPR, the MisMatch Negativity (MMN) signal is computed [2] as a negative potential between the potentials produced by regular and deviant sounds. The difference between the two responses points is expected to occur between 150 and 300ms [3] and represents the cerebral integration of sensory memory in response to infrequent and random changes in a continuous time series of sounds. Indeed, standard sounds differ from deviant sounds in their intensity and frequencies. The study of MMN is performed by averaging responses to different stimuli to reduce the impact of brain activity independent of the stimulus [4, 2, 1] . However, the analysis and recognition of the presence or absence of MMN is difficult in intensive care patients, as many artifacts and a drastic reduction in the amplitude of evoked potentials make them difficult to isolate. The results are not encouraging with the number of standard electrodes and resuscitation conditions, and the MMN prediction seems to have little positive and negative predictive value. Indeed, a considerable amount of information is lost by considering only these averages and calls for a different statistical approach for the diagnosis of the patient brain condition. Several complementary methods have been developed to quantify the predictive value of the MMN for comatose patients: some are based on t-test in time (100-200 ms) to check the presence of a detectable peak of the mismatch negativity, others are based on wavelet transform, multivariate, cross-correlation and probabilistic methods [4, 5, 6, 7, 8, 9, 10, 11] . Finally, we still missing a consensus about the quality of the existing features [12, 2, 13] to predict the outcome of post-anoxic coma.
We develop here an approach based on the statistical identification and classification of transient features, present in the EEG responses and a probabilistic classifier to predict the outcome of post-anoxic coma for hospitalized patients. The input data are eventrelated potentials (ERPs), recorded non-invasively with electro-encephalography (EEG). We change from the classical paradigm and study separately deviant and non-deviant responses using the new identified patterns, that are different from the mismatch negativity. For deviant responses, one novel feature is the local oscillation of the ERP signal. Moreover, we estimated the probability for comatose patients to return to consciousness. We use several classifiers that converge in predicting the outcome of post anoxic coma.
Finally, using deviant and nondeviant responses, our probabilistic classifiers allow to represent the empirical data into a two-dimensional map that we construct. These various maps can be upgraded when adding a new classified case, a procedure that increases the overall performance of the present probabilistic method.
Results

Pre-processing of deviant and non-deviant responses
To quantify the auditory evoked responses recorded from post-anoxic coma patient in intensive care, we focus on the non-deviant and deviant stimulation (Material and Method), stimulated every seconds. The signal was recorded from various electrodes (Fig. 1A) and there was one deviant for ten non-deviant sounds. We study each response to standard and to deviant stimulation separately (Fig. 1B-C and SI Fig. S1 ). For each of the response, we use the Cz-electrode only for the non-deviant stimulation and average over the main electrodes for the deviant response and then filtered the signal in a band [0.5-50]Hz (material and methods). Finally, we average over all stimulations, leading to a response in the time interval [0 − 1000]ms (non-deviant) and [0 − 500ms] (deviant). To classify each response separately, we identity different features that could characterize the responses in each cases ( Fig. 2 and Fig. 3 ).
Feature identification associated to deviant and non-deviant responses
For non-deviant responses, we subdivided the entire 20 minutes of recording into two time windows: the first 10 minutes (first period) and the period 10 − 20minutes (second period). We computed the variance (formula 5) and the correlation function (formula 6) of the response computed between the response in the first and second time period ( Fig.  2A-Right) . To test the ability of these two parameters to separate deceased from survival patients, we plotted the histogram of these two parameters for all patient in our data ( Fig. 2B) , showing that each individual feature could potentially be used for a robust classification (see below). For the deviant responses, the signal showed different characteristics and we thus decided to use different features: the first one consists in the number of extremums N E in the signal (Fig. 3A) and the second is the absolute value of the oscillation|∆V |, which represents the sum of the differences between the extrema (formula 8). The result of the classification is shown by histograms of the two parameters computed over the whole population (Fig.  3B) . At this stage, we conclude that we selected two different types of parameters to study deviant and non-deviant responses, but each of them taken individually is not sufficient to clearly separate survivors from deceased patients.
Survival map constructed from Bayesian statistics
Since each parameter taken individually for deviant and non deviant responses are not sufficient to obtain a clear separation between the population of deceased and surviving patients, we decided to combine them into a two-dimensional map (Fig. 4) . Interestingly, we found that this map allowed a clear separation and we quantified this separation using various a priori classifiers: for non-deviant responses, we use successively SVM, Gaussian and the K-neighbor classifiers [14] . The classification probability of a patient characterized by its coordinates is obtained by computing a score that measures the proximity to one of the two classes(Material and method section 4.6). Surprisingly, we found that survival patients aggregate into a bounded region(red) (Fig.  4A ) and well separated from the region associated to deceased patients. This partition between two distinct regions was present for all classifiers: SVM, Gaussian and k-neighbors, confirming that this partition was robust independently of the choice of the classifiers (see SI Fig. S5 , for other choices of k for the k-neighbor algorithm). Interestingly, in parallel we also tested our classification approach for deviant responses, using the associated features (number of extremum N E and oscillation |∆V |). We found a similar partition into two classes of deceased and survived patients when classifying the deviant responses with the same accuracy level in both maps (Fig. 4B ). To conclude, the present classification maps for deviant and non-deviant response show that the output of post-anoxic coma can be predicted (see table 2 ). To obtain a more accurate classifier, we used a different version of the K-neighbors classifier, where the weight depends on the distance between the point to classify and the K-nearest neighbors (see formula 14) . Finally, combining the probability computed in each map, we propose a decision probability which is the minimum of the two estimated probabilities.
Comparing two-dimensional maps with the Mismatch-Negativity classification
To test the predictive strength of the deviant and standard response classification, we compare it with the MMN obtained by subtracting the deviant from the standard response (SI Fig. S2 ) either from all data set or after randomization so that the total number of deviant and standard response are equal (SI Fig. S3 ). In both cases, we found that MMN had always a poor predictive value compared to the three classification approaches (SVM, Gaussian K-neighbors). We also confirmed this result using a cross-validation approach where we computed the confusion matrix 16 for the true positive T p (number of patients that survived and were correctly classified), true negative T n (number of patients that deceased and were correctly classified) and false positive F p (number of patients that survived and were incorrectly classified) and false negative F n (number of patients that deceased and were incorrectly classified). The results are shown in table 2-4-3. For SVM,
showing the classifier had 100% validation accuracy. We obtain such a quality for (γ, C) ∈ [0.5, 2.5]× [3, 30] . The confusion matrix computed for k-neighbors with distance-dependent weight is
This estimator introduces type I error with an exactitude of 0.90, a sensitivity of 0.83 and a specificity 0.91. This estimator is less performant compared to SVM. The sensibility remains high and could be improved with the increasing number of classified patients. Finally, the confusion matrix obtained from MMN is
showing an exactitude of 0.59, a sensitivity of 1 and a specificity of 0.48. Thus confirming a MMN remains an interesting indicator for survival classification, but has a very weak specificity. All scores are summarize in 
Discussion
We presented here an approach to predict from evoked auditory responses the output of anoxic coma. The method differs from previous ones which usually combine standard and deviant responses, that we considered separately. Average voltage topography analysis [9] already showed the difference in the two responses for control and coma patients. After we extracted here novel features from the time average responses, computed during the first 500ms, we constructed predictive maps in two dimensions. To evaluate the robustness of our method, we finally used three classifiers, showing similar maps classification results. Interestingly, the region of survival patients forms a bounded cluster, demonstrating that the EEGs of these patients have comparable and similar features. Finally, using cross-validation, we computed several classification scores, demonstrating that any of the three classification methods is more robust than the Mismatch negativity using logistic regression or single-trial topographic analysis [9] . At this stage, we conclude that survival probability maps allows us to predict the output of anoxic coma with a very good accuracy, sensitivity and specificity (tables 2-3). This approach that requires only a single electrode predicts and quantifies the survival rate based on a cohort but the prediction will improve as the number of classified patients increases.
Integrative value of the new features
Instead of using the MMN feature occurring in the range 150-300ms, we used here the cumulative oscillation of the ERP (∆V relation 8) in the range of 20-500ms after stimulation. This analysis of the evoked response integrates various individual amplitude responses such as N20 to P300, which result from reverberation of neuronal networks activity in the frontal and auditory cortex [1] . In particular, the persistent presence of the P300 wave and large fluctuations of coherent response reflects a coherent brain activity. Conversely, the absence of such response or of any fluctuations is interpreted as significant damages. To conclude the oscillation feature defined in Fig. 3 and used in Fig. 4 reflects well the cumulative response of the Brain to an evoked responses. The presence of the MMN was previously used to predict the outcome of anoxic coma [4, 7] . However, the MMN is not a specific marker because it is present in some comatose patients only [4] but is still used to predict a good outcome [15] . The probability maps reconstructed here from the MMN are much less fuzzy than the ones we obtained with the ERP responses (SI Fig. S4) , with a much less predictive value and we decided not to use them. Recently, MMN was observed in sedated critically ill patients and participate in predicting awakening, but is again not robust enough to be reliable [16] . However, combining multiple sound repetition detections, neuro-imaging methods could be used to probe converging cognitive functions for coma patient [17] . The present analysis that MMN should be replaced by the predictive maps obtained from standard and deviant sounds (Fig. 4) . The two classes of sounds are neither redundant nor independent and we used different features to generate classification maps.
Predictive methods
In the past decade, statistical methods based on classification such as logistic regression analysis and single trial topographical analysis [18] , Gaussian mixture model estimators [19] were used to classify various brain states, coma, but also performance during therapeutic hypothermia after re-warming to normal body temperature (normothermia) and within 24-48 hours from coma onset [9] .
In the present study, we analyzed a single data set that lead to two classification maps. We proposed that taken the minimum of deceased probabilities (relation 20) among several classifiers could be chosen as a safe predictor of the coma outcome. However, collecting multiple data within few hours or days could reveal changes that could have a higher predictive value. It has already been noticed that the progression of auditory discrimination over the first two days of coma is highly predictive for exit from coma [18] . The present method could generalize to account for these time dependent data set.
Finally, we have shown here that modern statistical approaches allow to convert a classification of survivors and deceased patients map into a predictive survival tool. These maps can be refined and upgraded by adding new cases and thus increase the performance of the probabilistic classifier. This approach could be applied to other predictive situations and generalize to other coma types.
Material and methods
Data acquisition
We collected the data under the auditive mismatch negativity (MMN) protocol CAPAC-ITY, between January 2013 and January 2016. It consists in a 20 minutes EEG session where the patient is subjected to an auditive stimulus each second. Stimuli are divided into two types: standard and deviant. Standard ones consist in a 20ms long sound at 500Hz while deviant stimuli are 30 ms long at 1000Hz. Both signal power is 65dB. Every second, one of the two stimuli is randomly selected with a probability 0.9 for standard ones and 0.1 for deviant ones. Signals were recorded in 30 patients between 2 and 5 days after cardiac arrest, regardless of sedation. Recordings were performed at electrode sites Fz, Cz, C3, C4, T3, T4 of the International 10-20 system for 20 minutes. Data were obtained following a standard procedure of regular repetitive auditory stimulations (80 dB intensity, 75ms duration and 800Hz frequency) corresponding to the standard curve of the MMN. These data were exported in the European Data Format (EDF), which is a simple and flexible format for storage of multichannel biological and physical signals, then anonymized through a specific software we designed. We focused first on one central electrode Cz and used different time windows (first few hundreds milliseconds) to study the signal fluctuation and correlation between these time windows over 20 minutes of recording. In the present approach a MMN is a negative peak obtained in the difference between deviant and standard response occuring in the time interval 150-300ms, following stimulation. We collected the periodic responses and calibrated all of them on the initial stimuli, so that no shift was introduced during averaging the responses.
Data pre-processing
We first focus on the evoked signal, corresponding to responses to standard periodic auditory stimuli, repeated every 1s (Fig. 1A green dot) . We isolated the CZ-electrode for the evoked response concerning non-deviant stimulations. We filtered the time series X(t) using a Butterworth bandpass filter (n = 4) in the frequency range 0.5-50Hz (Fig.  1B ) and obtain the output X f (t). Finally, we average the signal in the time interval [0 − 1]s, ensuring that auditory stimuli were produced at time t = nT (T=1s) leading to the response
where N is the number of periods (typically of the order 10 3 ). This preliminary procedure therefore allows to obtain an averaged response X p that highlights any possible deterministic feature present in the response (FIG 1C). 
EEG signal processing and identification of main variables
For the analysis of standard stimulation, we divided the 20 minutes recording into n parts (n=2 or 3) to compute temporal correlations.
Analysis of standard stimuli
We define now the main parameters we extracted to study the response to standard stimulations.
1. We compute the variance of the signal in the time interval [20 − 320]ms:
where t 2 = 320ms and t 1 = 20ms. This time interval corresponds to time scales of the neural networks involved in cognitive tasks. 
where < . > Represents this time average and m (X) is the average of the variable X.
We conclude that we use two parameter to represent the state of a patient: the variance s X , computed over the entire sample of 20 minutes and the correlation index r(X, Y ), computed in eq. 6.
Analysis of responses to deviant stimuli
Deviant stimuli are 1/10th of the entire responses. To define the signal of interest, we sum the signals from electrodes CZ, C3, C4 and FZ. We then filtered the resulting signal X d using a lowpass Butterworth filter (n=2) with a cut off frequency at 10Hz (Fig. 1) . Finally, we isolated responses on a window of 500ms and computed an average responses
The smooth signal is shown in Fig. 1C and we extracted two features:
1. The number N E of local extrema (minima and maxima) in the response attained at points e i .
The oscillation
which is the sum of the absolute value of the difference between two consecutive extrema of the average evoked response (see Fig. 3 ).
Two-dimensional representation
Based on the parameters we extracted in the previous subsections 4.3.1-4.4, we generated two-dimensional maps: for the map associated to non-deviant stimuli, each patient has coordinates P = (σ X , r(X, Y )), while for deviant stimuli, we use the coordinates P = (N E , |∆V |). In various plot, we normalized the coordinates in a population (X 1 , ..X n ) by:
where ⟨X i ⟩ is the average over the points X i and Var is the variance. We map all points for all patients as shown in fig. 4 , with the color code that deceased (resp. survived) patient are shown in blue (resp. red). We note that survived patients form cluster that will be the basis of the classification and prediction described below.
Classifiers to compute the Survival probability
To use the maps defined in subsection 4.5 as predictive tool, we use two statistical classifiers. Indeed, we wish to assign a survival probability to any point present or that could be added on the map based on the ensemble of previous data points already classified. Using the assumption that statistics associated to patients (features) are independent one from each other, we used a Bayesian classification.
SVM Classification
To classify the date, we use the standard SVM algorithm [20] which finds the hyperplane that best separates the two classes (deceased vs survived). The hyperplane maximizes the distance between itself and the closest points of each class, while all element of each class is located on each of the two sides [21] . If no such hyperplane is found, which is the case here, the dimension of the space where the data are embedded should be increased, a procedure known as kernelling [22] . In this higher dimensional space, the classes are well separated by a higher dimensional hyperplane. If the two classes are still not well separated, a penalty is inflicted for every misclassified data point [23] . Here, the kernel is the Radial Basis Function K(x, x ′ ) = exp(−γ||x − x ′ || 2 ), with γ = 1 and a penalty coefficient C = 10. We implemented the SVM using the Scikit Learn module [24, 25] .
Gaussian estimator
In case of a Gaussian estimator, we estimated the mean and the covariance matrix for the survival and deceased classes. The probability of each class is computed empirically using the maximum likelihood estimator (see appendix). We recall for an ensemble of n data S n = (x 1 , ..x n ) that are separated into two classes, C 1 and C 2 , the probability that a patient X belongs to one class, conditioned on the ensemble S n :
) , (10) where
are the mean and variance computed from each class C 1 and C 2 from S n . We used the fraction π = ns ns+n d =, for the number of survival n s and deceased patients n d . Formula 10 is derived in the appendix.
K-Nearest neighbors classifier
To classify the standard stimuli, we use the K-Nearest neighbors classifier. We computed the ratio for the probability of belonging to a class. For a given point X, the probability to belong to class C 1 ("Survival") given the distribution of point x is computed empirically as the number of surviving neighbors out of a total of K.
where k r is the number of neighbors that belongs to the class "Survival" among K closest points.
Weighted K-Nearest Neighbors
To classify deviant stimuli, we use a variant of the K-neighbors method by adding distancerelative weights to the points inside the dataset. The two classes labeled " Deceased" and "Survival" are defined as C 1 and C 2 respectively. The ensemble of points S n in dimension 2 are given by the coordinates x n = (N E,n , ∆V n ), extracted in subsection 4.4. To compute the classification probability, we define K−nearest neighborhood N K (x) for the point x as the K shortest points from x, computed from the Euclidean distance (between two points x n , x m ),
Finally, the conditional probability is
Cross-validation
We used a cross-validation approach to validate the classification algorithm: we excluded a patient at a time and computed the survival probability, based on the remaining elements in the data basis [26] . We then computed the survival probability using the three classifiers K-neighbors, SVM and the Gaussian estimators and compared the result to the true result. We followed the protocole: 1-a patient P i , i = 1..N is selected inside the data basis. 2-we trained the classification algorithm on the database of all patient
We evaluate the prediction of the model on the excluded patient, leading to a score s i . We recall that s i = 1 if the prediction is correct, otherwise s i = 0. We then replace the patient P i inside the data base and reiterate procedure until each patient has been exactly excluded once. The final score of the model is computed as
Finally, the confusion matrix defined as
for the true positive T p (number of patient that have survived and classified correctly), true negative T n (number of patient that have deceased classified correctly) and false positive F p (number of patient that have survived and classified incorrectly) and false negative F n (number of patient that have deceased and classified incorrectly). The success of classification is given by 1. the Accuracy (rate of patients correctly classified):
2. the Sensibility is the rate of survival patient correctly classified, defined empirically by
3. The Specificity is the rate of deceased patient correctly classified
This cross-validation shows that our classifier on deviant or non-deviant patient gave very accurate prediction with a worth rate > 90% success (for Gaussian) and not mistake 100% using k-neighbors for k = 3 and 97% success for n = 4, see table 2.
Combined probability
We propose to use for the predictive decisional probability p dec the minimum of the ones estimated for the deviant (relation 14) and non-deviant (relation 11) classifications. For a patient of coordinate x in each map has survival probability:
Iteration and changing k-neighbors k
The approach developed here is iterative and any new additional case enrich the data base and the classifications maps. For the K-neighbors approach, adding a point do not require any changes in the computation, although we expect that the number of neighbors will enter into the computation could diminish as the number of cases added in the map increases. For the Gaussian classification, the mean and the variance are recomputed following each new cases. 
Tables
Computing the Apriori estimators
We compute here the apriori Gaussian empirical estimators. In the framework of two classes for survival and deceased patients that we consider to be normally multidimensional distributed, we will first derive the estimator for a point x to be classified, based on the mean and variance, that we relate to the sample of the database of surviving patients. The computations use the Bayes'rule and we assume that each class can be distinguished by its mean and covariance matrix, which should a priori be different. The variable y represents the classification to one of the class, while x represents the position in the phase space. We assume the following apriori probability:
The parameter to be estimated are θ = (Π, µ 0 , µ 1 , Σ 0 , Σ 1 ). The data base S n is of size n. The log-likelihood estimator is
Splitting the sum with respect to the two classes represented by y = 1 for (p(y|θ) = Π) and y = 0 (p(y|θ) = 1 − Π), we get: 
Then:
The total number of points in class 1 is
We finally get:
The value of the different parameter are obtained at the extremum of the estimators. Thus,
leading to the empirical estimatorΠ = N n .
Differentiating with the mean, we get:
Similarly,μ
Finally,
dl(θ) dΣ
and we recall that 
Using that (comA) T = |A|A −1 for an invertible matrix, we get
Then, 
We conclude with the final apriori probability: )(39)
We use relation 39 to estimate the probability for a point x to below to a given class, after the parameters are estimated from the ensemble of data.
