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Abstract
We consider a subclass of planar graphs, slightly wider than the class of outerplanar graphs.
We prove that for this class of graphs there are innitely many minimal reducible bounds in
contrast with the class of outerplanar graphs, and describe all of them. c© 2000 Elsevier Science
B.V. All rights reserved.
In the last few years many types of partitions of the vertices of planar graphs
have been obtained but many unsolved graph-colouring problems remain [5].
Mihok [7] proposed a concept to compare dierent partition problems and decide on
the strength of the results obtained. He proved that outerplanar graphs have exactly
two types of partitions that are in some sense optimal, which are called the mini-
mal reducible bounds. For the class of planar graphs no minimal reducible bound is
known, and the problem of nding at least one such bound seems to be extremaly
dicult.
In this paper we consider a subclass of planar graphs, called 1-nonouterplanar graphs,
slightly wider than the class of outerplanar graphs. We prove (in Theorem 9 below) that
for this class of graphs, in contrast with the class of outerplanar graphs (see Theorem
1 below), there are an innite number of minimal reducible bounds. We describe all
of them.
We consider nite undirected graphs without loops or multiple edges. A graph G
has vertex-set V (G) and edge-set E(G), and H G means that H is a subgraph of G.
We say that G contains H whenever G contains a subgraph isomorphic to H .
In general, we follow the notation and terminology of [4].
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Let I denote the set of all mutually nonisomorphic graphs. If P I , then P will
also denote the property of being in P. We shall use the terms set of graphs and
property of graphs interchangeably.
A property P of graphs is hereditary if (H G and G 2 P) ) H 2 P, and additive
if the disjoint union H [ G 2 P whenever G 2 P and H 2 P. A hereditary property
P is uniquely determined by the set F(P) of forbidden subgraphs dened by
F(P) = fG 2 I : G 62 P but each proper subgraph of G belongs to Pg:
Let us denote by L the set of all additive hereditary properties of graphs. The
set L, partially ordered by set inclusion, forms a complete distributive lattice with set
intersection as the meet operation. Many well-known properties of graphs are hereditary
and additive. We list some of them, as in [2]. Let k; i be nonnegative integers.
O= fG 2 I : G is totally disconnectedg;
Ok = fG 2 I : each component of G has at most k + 1 verticesg;
Dk = fG 2 I : G is k-degenerateg;
Sk = fG 2 I : (G)6kg;
Tk = fG 2 I : G contains no subgraph homeomorphic to Kk+2 or
Kb(k+3)=2c;d(k+3)=2eg;
UCi = fG 2 I : each component of G contains at most one cycle of
length i and no cycle of any other lengthg;
UCki = fG 2 UCi: if G contains a cycle (of length i); then the minimum
degree in G of the vertices of this cycle is at most k + 2g:
It is well known that T2 and T3 are the sets of all outerplanar and planar graphs,
respectively, and D1 is the set of forests.
Let us dene also
rk =
(
G 2 I : each component of G belongs to UCk3 [
[
i>k+2
UC2i+1
)
:
For convenience, let r1 = UC3. In addition, let LF = D1 \S2, i.e., LF is the
property ‘to be a linear forest’.
If G is a plane graph let Int(G) denote the set of vertices of G not belonging to the
external face. If G is a connected planar graph, we dene int(G) to be the minimum
value of jInt(G)j, over all plane embeddings of G.
If G is a planar graph with r components H1; : : : ; Hr then we dene
int(G) = maxfint(Hi): 16i6rg:
If int(G)6k then G is said to be k-nonouterplanar. Let us denote this property by
NOPk , i.e., NOPk = fG 2T3: int(G)6kg.
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It easy to see that NOP0 =T2 and NOP1 =T3.
Let P1;P2; : : : ;Pn be any properties of graphs. A vertex (P1;P2; : : : ;Pn)-partition
(colouring) of a graph G is a partition (V1; V2; : : : ; Vn) of V (G) such that for each
i = 1; 2; : : : ; n the subgraph hViiG of G induced by the set Vi has property Pi. We
write P1 P2     Pn for the property of having a vertex (P1;P2; : : : ;Pn)-partition.
(For convenience, the empty set ; will be regarded as inducing a subgraph with every
property P.)
A property R2L is reducible if there exist P1, P2 2L, P1 6=R 6=P2; such that
R = P1  P2; otherwise R is irreducible. For basic results about reducible heredi-
tary properties, see [6]. In particular, if F(P) contains a bipartite graph, then P is
irreducible. Hence Sk ;Dk ;Tk are irreducible for each k>0.
For a given irreducible property P2L, a reducible property R2L is called a mini-
mal reducible bound for P if PR and for each reducible property R0R;P* R0.
The family of all minimal reducible bounds for P will be denoted by B(P).
Theorem 1 (Mihok [7]). B(T2) = fO D1;LF LFg.
Some reducible bounds for T3 are described in [7].
Lemma 2. Any graph G 2 T2 has an (O;O;O)-partition (V1; V2; V3) such that
hVi [ Vji 2 D1 for i; j = 1; 2; 3; i 6= j.
Proof. Without loss of generality, we assume that G is maximal outerplanar. Then G
is uniquely 3-colourable. This implies that the subgraph of G induced by the union of
any two colour classes is connected and bipartite of the smallest possible size, i.e., it
is a tree (for more details see [3]). This proves the lemma.
Corollary 3. Let G 2T2. Then
(1) for any vertex v 2 V (G) there is an (O;D1)-partition (V1; V2) of G such that
v 2 V1;
(2) for any two adjacent vertices u; v 2 V (G) there is an (O;D1)-partition (V1; V2)
of G such that u; v 2 V2.
We write G=uv = Gw to denote the graph obtained from G by contracting the edge
uv into a new vertex w.
Theorem 4. The property NOP1 is contained in each of
LF LF; O1 D1 and O  rk ; for k = 0; : : : ;1:
Proof. Let G 2 NOP1. Without loss of generality, we assume that G is connected
and maximal 1-nonouterplanar and is embedded in the plane with Int(G) = fvg. Let
v1; : : : ; vm be the neighbours of v in cyclic order round v and note that hv; v1; : : : ; vmiG
is a wheel.
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Claim 1. [1] G 2LF LF.
Claim 2. G 2 O1 D1.
Proof. Let Gw = G=vv1. Obviously, Gw is outerplanar. By Corollary 3 there is an
(O;D1)-partition (V 01 ; V
0
2) of Gw such that w 2 V 01. This implies that v2; : : : ; vm 2 V 02.
Dene V1 = (V 01 n fwg) [ fv; v1g; V2 = V 02. From this we have an (O1;D1)-partition
(V1; V2) of G and the claim follows.
Claim 3. G 2 O  rk , for k = 0; 1; : : : ;1.
Proof. Consider the following cases.
Case 1: degG v = m is even. Let Gw = G=vv1. By Corollary 3 there is an (O;D1)-
partition (V 01 ; V
0
2) of Gw such that v2 2 V 01. Then w 2 V 02, and vi 2 V 01 if and only if
i is even; in particular, vm 2 V 01. Dene V1 = V 01 and V2 = (V 02 n fwg) [ fv; v1g. Then
(V1; V2) is an (O;D1)-partition of G, and is therefore an (O;rk)-partition for each k.
Case 2: degG v = m is odd. Consider the graph G. Note that G is 2-connected (by
the maximality). If degG(vi) = 3 for every neighbour vi of v, then G is a wheel and
an (O;rk)-partition of G is easy to obtain.
Suppose that there is a neighbour of v, say v1, with degG v1>4. The maximality of
G implies that v2 or vm has degree greater than or equals 4, otherwise v1 would be
a cutvertex of G. Let degG vm>4. Then fv1; vmg is a cutset of G. Thus G − fv1; vmg
has two components H1; H2 and suppose v 2 V (H2). Let G1 = hV (H1)[fv1; vmgiG and
G2 = hV (H2) [ fv1; vmgiG − v1vm. Then Gi; i = 1; 2, are outerplanar graphs.
By Corollary 3, G1 has an (O;D1)-partition (U1; U2) such that v1; vm 2 U2.
Let m=2r+1, r>1. For k>r−1; G2 has an (O;D1)-partition (V1; V2) with v; v1 2 V2
and vi 2 V1 if and only if i is even. Thus U1 [ V1 is an independent set in G and
hU2 [ V2iG contains a unique cycle vv1vm, and v has degree r + 16k + 2 in hV2iG.
Hence hV2iG 2 UCk3 rk , and so (U1 [ V1; U2 [ V2) forms an (O;rk)-partition of G.
For k6r − 2, by Corollary 3, G2 has an (O;D1)-partition (V1; V2) with v 2 V1.
Therefore fv1; : : : ; vmgV2. Thus U1[V1 is an independent set in G and hU2[V2iG 2
UC2r+1 rk .
The above claims prove the theorem.
We shall prove in Theorem 9 that B(NOP1) contains precisely the properties listed
in Theorem 4. We rst need some lemmas.
Lemma 5 (Mihok and Semanisin [8]). Let P1;P2 2 L. If P1 * P2; then O P1 *
O P2.
Lemma 6 (Mihok [7]). Let P1;P2 be additive hereditary properties such that F(P1)
contains a path Pk on k>2 vertices and F(P2) contains a tree. Then there exists an
outerplanar graph G such that G 62 P1 P2.
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Lemma 7. Let P be any additive hereditary property. If UC03 * P; then
NOP1 * O P.
Proof. Let H 2 UC03 and H 62 P. We can assume that H is connected. If H is a tree,
then by Lemma 6 it follows that there exists G 2NOP1 such that G 62 O P. If H
contains a cycle C, then we construct a graph Gs;r as follows:
Let H0 =K1, let H1 =C3 be a cycle on 3 vertices, and let Hi consist of the disjoint
union of 3(2s)i−2 paths P2s for i= 2; : : : ; r+ 1, where s=(H) and r= diam(H). Let
the graph Gs;r be formed from the disjoint union of the graphs Hi; i= 0; 1; 2; : : : ; r+ 1,
by adding new edges joining the vertex of H0 to all vertices of H1 and each vertex
v2V (Hi) with all vertices of a component P2s of Hi+1; i = 1; : : : ; r, such that the
components chosen for dierent vertices of V (Hi) are mutually disjoint. The graph
Gs;r is clearly 1-nonouterplanar. We will prove that Gs;r 62 O  P. On the contrary,
suppose that (V1; V2) is an (O;P)-partition of Gs;r . The set V (H0) [ V (H1) contains
at most one vertex of V1 and hence at least three vertices of V2. Thus hV2iGs; r con-
tains a cycle of length 3. Moreover, at most s vertices from each component of Hi;
i = 2; : : : ; r + 1, belong to V1, but this implies that at least s such vertices belong to
V2. Hence H hV2iGs; r . Since H 62 P, then hV2iGs; r 62 P; a contradiction.
Lemma 8. Let P be any additive hereditary property. If there are two graphs G1; G2
such that G1 2 UCt3 and G2 2 UC2k+1 for some t > 0; k>t+1; and G1 62 P; G2 62 P;
then NOP1 * O P.
Proof. We can assume that G1; G2 are connected. If at least one of them is a tree, the
result follows from Lemma 6.
Assume that both G1 and G2 contain cycles C0 and C00, respectively. Let
s= maxf(G1); (G2)g; r = maxfdiam(G1); diam(G2)g.
Let H0 = K1 with V (H0) = fv0g, let H1 = C2k+1 be a cycle on 2k + 1 vertices, and
let Hi consist of the disjoint union of (2k + 1)(2s)i−2 paths P2s for i = 2; : : : ; r + 1:
For given k; s; r, let the graph Gk;s; r be formed from the disjoint union of the graphs
Hi; i = 0; 1; 2; : : : ; r; by adding new edges as described in the proof of Lemma 7.
To prove that Gk;s; r 62 O P let us assume (V1; V2) is an (O;P)-partition of Gk;s; r .
If v0 2V1, then V (H1)V2. It easy to see that G2 hV2iGk; s; r . Since G2 62 P, hence
hV2iGk; s; r 62 P; a contradiction.
If v0 2 V2. Clearly jV (H1) \ V1j6k and so jV (H1) \ V2j>k + 1. This implies that
hV2iGk; s; r contains a cycle of length 3 through v0, which has degree at least k+1>t+2
in hV2iGk; s; r ; and clearly at least s vertices of each component of Hi; i = 2; : : : ; r + 1,
belong to V2. Hence G1 hV2iGk; s; r , but G1 62 P, which implies that hV2iGk; s; r 62 P; a
contradiction.
Let B1 = fLF LF; O1 D1g [ fO  rk : k = 0; 1; : : : ;1g.
Theorem 9. B(NOP1) = B1.
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Fig. 1.
Proof. Firstly, we prove that any two dierent properties of the family B1 are incom-
parable, i.e., if P1;P2 are two dierent members of this family, then P1 6P2 and
P2 6P1. Let us consider three graphs Gi; i = 1; 2; 3, in Fig. 1.
It is not so hard to establish the following facts:
(i) G1 2LF LF but G1 62 O1 D1 and G1 62 O  rk for k = 0; 1; : : : ;1.
(ii) G2 2 O1 D1 but G2 62LF LF and G2 62 O  rk for k = 0; 1; : : : ;1.
(iii) G3 2 O  rk for k = 0; 1; : : : ;1 but G3 62LF LF and G3 62 O1 D1.
Lemma 5 implies that O  ri 6O  rj for i; j = 0; 1; : : : ;1; i 6= j.
By (i){(iii) the incomparability of these properties follows.
From Theorem 4 it follows that NOP1 is contained in every member of B1.
To prove that the properties described in the theorem are minimal reducible bounds
for NOP1 in L, let us consider any reducible bound P1  P2 for NOP1 i.e.,
NOP1 P1  P2. Now, it is enough to prove that LF  LFP1  P2
or O1 D1 P1 P2 or O  rk P1 P2.
We shall consider three cases:
Case 1: Pk 62 F(P1)[F(P2) for any k>2. Thus LFP1 and LFP2. Hence
LF LFP1 P2.
Case 2: Say Pk 2 F(P1) for some k>3. Then O1 P1 and, by Lemma 6, D1 P2.
Case 3: P2 2 F(P1), i.e., P1 = O. Lemma 7 implies that UC03 P2.
If UCt3 P2 for all t>1, then UC3 P2, hence O  r1P1 P2.
If UCt3 * P2 for some t>1, then choose t minimal with this property. Since
P1 =O, Lemma 8 (applied to P2) implies that UC2k+1 P2 for every k>t+ 1. Since
UCt−13 P2 it follows that rt−1 P2, and nally O  rt−1 P1 P2.
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