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Abstract
In this thesis, our overarching goal is to aggregate crowdsourced informa-
tion that is collected from computing systems based on social networks
and represented in information networks. Due to the autonomous nature
of such a social computing paradigm, the crowdsourced information is often
subject to low quality, contributed by susceptible information sources without
a reliant quality control scheme. Thus, to reveal the trustworthiness of
the involved information sources, we aim to explore the social dependency
behind the social networks where information contributors are prone to be
inuenced by each other. We explored the impact of such social dependency
between sources on the information trust, aggregation and quality in social
computing models. On the other hand, we will also investigate the structure
underlying information shared by sources to reveal their trustworthiness.
Our study will deepen our understanding of the patterns and behaviors of
information sources and their reliability from both social and information
aspects. Several closely related problems are investigated in this thesis:
(1) the source trustworthiness, which aims to distinguish the untrustworthy
sources from the trustworthy ones; (2) social signal processing, which aims
to aggregate the multi-source contributed information to recover the true
signals behind the problems such as the correct answers to a question and
the true labels for an image; (3) the social dependency, which reveals the
mutual inuences among dierent sources; and (4) the nature of information
structure, such as the information dependency underlying low-rank structure
and visual similarities. Our goal is to propose a unied probabilistic model
to explain the social and information phenomena behind these problems. In
this thesis, we designed several algorithms which are tested in several real
social and information network scenarios. Superior performances have been
achieved compared with many existing state-of-the-art technologies in the
areas.
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CHAPTER 1
INTRODUCTION
With the proliferation of ubiquitous networking technologies, users can easily
connect with each other on social and information networks where they can
transmit, share and spread their observations and knowledge in a timely fash-
ion. This opens unprecedented opportunity to integrate the crowdsourced
information collected from distributed data sources in order to complete col-
laborative tasks based on the social and information network infrastructures.
For example, users can turn to the online Q&A forums to seek the answers
to their questions by consulting the peer users who have expertise knowledge
in the relevant domains; the real-time update of social media platforms can
be fused to facilitate early warning of and ensure timely response to the
emergent social and natural events, outbreak of epidemics, and disastrous
accidents. Compared with many traditional information systems based on
the central databases and/or professional experts, the new information sys-
tems driven by the wisdom of the crowds are equipped with distributed data
sources connected by the social and information networks. Thus they can
provide decision makers and average users more aordable, up-to-date and
comprehensive information services in a wide range of knowledge domains.
However, due to the autonomous nature of social and information network-
s, no central mechanism exists to control the quality of information shared
by data sources. Accordingly, the crowdsourced information systems can
be negatively impacted by the low-quality data sources in the social and
information networks. Thus, to improve the decision-making quality of such
information systems, we propose to evaluate the information trust shared by
the crowds, and extract the high-quality information to build trustworthy
distributed databases upon the social networks. The scientic goal of this
research is to study how the social connectivity and dependency aect the
trustworthiness of distributed data sources. To answer this question, we
employ probabilistic models to explore the social groups which cluster the
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dependent users who are prone to be mutually inuenced. Such social groups
are linked with the well-studied concept community in the social network
analysis.
Besides the social connectivity structures, we also noted that the nature of
data connections underlying the information networks also play a vital role
in integrating the distributed databases. As a concrete example, we studied
the Multimedia Information Networks which connect the context and the
contextual information objects in a unied network structure. We explored
the underlying connections between these information objects, and developed
an information inference algorithm to infer a latent representation for the
multimedia documents in the networks. This results in a robust classier
for multimedia content by eliminating the noisy links in the information
networks.
Finally, we concentrate on heterogeneous networks with various types of
objects. In many cases, crowdsourced information often consists of hetero-
geneous information objects. Integration of such heterogenous networks,
especially discovering their cross-network structures, can provide useful clues
to decision makers. For this purpose, we developed an information transfer
algorithm to transfer the link structures between heterogeneous networks.
We will show how the structural transfer can reveal the underlying connec-
tions between networks.
In brief, the overall goal of the study is to reveal the impact of social
and information network structures on the information trust, inference and
transfer in the context of collective intelligence contributed by the crowds.
We wish to deepen our basic understanding of information sharing and
spreading patterns from the network point of view. This might eventually
lead to a robust collective computing model based on distributed crowd-
sourced information to enhance the intelligence power of decision makers
and general users.
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CHAPTER 2
INFORMATION TRUST
Collective intelligence, which aggregates the shared information from large
crowds, is often negatively impacted by unreliable information sources with
the low-quality data. This becomes a barrier to the eective use of col-
lective intelligence in a variety of applications. In order to address this
issue, we propose a probabilistic model to jointly assess the reliability of
sources and nd the true data. We observe that dierent sources are often
not independent of each other. Instead, sources are prone to be mutually
inuenced, which makes them dependent when sharing information with
each other. High dependency between sources makes collective intelligence
vulnerable to the overuse of redundant (and possibly incorrect) information
from the dependent sources. Thus, we reveal the latent group structure
among dependent sources, and aggregate the information at the group level
rather than from individual sources directly. This can prevent the collective
intelligence from being inappropriately dominated by dependent sources. We
will also explicitly reveal the reliability of groups, and minimize the negative
impacts of unreliable groups. Experimental results on real-world data sets
show the eectiveness of the proposed approach with respect to existing
algorithms.
2.1 Introduction
Collective intelligence aggregates contributions from multiple sources in order
to collect data for a variety of tasks. For example, voluntary participants
collaborate with each other to create a fairly extensive set of entries in
Wikipedia, or a crowd of paid persons may perform image and news article
annotations in Amazon Mechanical Turk. These crowdsourced tasks usually
involve multiple objects, such as Wikipedia entries and images to be anno-
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tated. The participating sources collaborate to claim their own observations,
such as facts and labels, on these objects. Our goal is to aggregate these
collective observations to infer the true values (e.g., the true fact and image
label) for the dierent objects [1], [2], [3].
We note that an important property of collective intelligence is that dif-
ferent sources are typically not independent of one another. For example,
in the same social community, people often inuence each other, where their
judgments and opinions are not independent. In addition, task participants
may obtain their data and knowledge from the same external information
source, and their contributed information will be dependent. Thus, it may
not be advisable to treat sources independently and directly aggregate the
information from individual sources, when the aggregation process is clearly
impacted by such dependencies. In this chapter, we will infer the source
dependency by revealing latent group structures among involved sources. De-
pendent sources will be grouped, and their reliability is analyzed at the group
level. The incorporation of such dependency analysis in group structures can
reduce the risk of overusing the observations made by the dependent sources
in the same group, especially when these observations are unreliable. This
helps prevent dependent sources from inappropriately dominating collective
intelligence especially when these sources are not reliable.
Moreover, we note that groups are not equally reliable, and they may
provide incorrect observations which conict with each other, either unin-
tentionally or maliciously. Thus, it is important to reveal the reliability of
each group, and minimize the negative impact of the unreliable groups. For
this purpose, we study the general reliability of each group, as well as its
specic reliability on each individual object. These two types of reliability
are closely related. General reliability measures the overall performance of a
group by aggregating each individual reliability over the entire set of objects.
On the other hand, although each object-specic reliability is distinct, it can
be better estimated with a prior that a generally reliable group is likely to
be reliable on an individual object and vice versa. Such a prior can reduce
the overtting risk of estimating each object-specic reliability, especially
considering that we need to determine the true value of each object at the
same time [4], [5].
The remainder of this chapter is organized as follows. We review the
related work in Section 2.2. Our problem and notations are formally dened
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in Section 2.3. The probabilistic model for the problem is developed in
Section 2.4, followed by a running example that illustrates the impact of
group dependency on the model in Section 2.5. Section 2.6 presents the
model inference and parameter estimation algorithms. Then Section 2.7
presents the application of the developed model to training classiers from
noisy crowdsourced data. We evaluate the model in Section 2.8 on real data
sets. Section 2.9 and Section 2.10 give the details of model inference and
parameter estimation, and Section 2.11 summarizes the chapter with the
conclusion.
2.2 Related Work
Aggregating crowdsourced knowledge and information has attracted a lot of
research eorts, and yields many insightful discoveries. For example, Yin
et al. [6] proposed an iterative truth nder algorithm by simultaneously
accessing the trustworthiness of each source and the correctness of claimed
facts. Bachrach et al. [5] developed a probabilistic graphical model by jointly
modeling the abilities of participants and the correct answers to questions in
an aptitude testing setting. The work in [1] developed a latent truth model
to infer the source quality and correct claims by modeling two types of false
positive and false negative errors of each source. All of these algorithms
estimate the performances of data sources and the impacts on the credibility
of their claimed facts.
However, sources are not independent of each other in real world. Instead,
their contributions are typically dependent. Yin et al. [6] noted this problem
and used a dampening factor to compensate for excessively high condence
due to the copied content between sources. But this method did not explicitly
model the dependency between sources, and how the dampening factor can
reduce the dependency eect is not clear. On the other hand, the relation
between the content claimed by sources, and a separate weighted voting
algorithm by considering the copied content between each other have been
studied in [7]. However, the accuracies are accessed independently on the
source level, which can make the accuracy of a data source overestimated if
many other dependent sources repeat the same false facts.
Moreover, existing models [7], [8], [9], [10] only consider the pairwise
5
relations between sources to their dependency, which completely ignores the
higher-order dependency among sources. In contrast, we explicitly group the
dependent sources to capture arbitrary orders of dependency among sources.
We nd that high-order dependency prevails in many real cases, and it is
more eective to model them directly rather than decomposing them into
separate pairwise relations. For example, sources which obtain the content
from the same resource will be assigned to the same group to reect the high
order dependency among them. This yields a more compact representation
to jointly assess the reliability of data sources and the correctness of the
facts claimed. Moreover, we will see based on the group-level dependency,
independent sources from dierent groups will play a more important role
than dependent ones in the same group in inferring the true facts. This is a
desired property which can properly aggregate collective knowledge in many
real-world tasks.
Modeling the group dependency can be analogized to the community dis-
covery in social networks. Community structure has been considered as a
more eective data structure to capture the social relations among people
than the links between pairs of persons [11]. With the similar spirit, the
groups can also be more eective than pairwise dependency, and provide
deeper insight into the property of high-order dependency among sources and
how such a property aects the aggregation of collective knowledge. However,
it is worth pointing out that the groups dened in our model dier from the
communities [12] in social networks. Communities are usually dened as a
set of people densely linked in social networks. However, two linked people
may not necessarily be inuenced by one another when they report the facts
and knowledge. Two close friends can express dierent opinions and claim
conicting truths. Therefore, we will directly investigate the data contributed
by sources to nd the group structure characterizing their mutual dependency
that directly aects the source reliability in our collective intelligence model.
Finally, our model is motivated to explore the objective facts and knowl-
edge. This is in contrast to the inference of individual's preference, which
aims to recommend products and services based on users' ratings and opin-
ions [13]. Instead, in this chapter we aim at aggregation of collective knowl-
edge to automatically extract the true facts, such as correct answers to
questions and true categories for web pages, which do not depend on the
variability of users' subjectivity.
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Figure 2.1: An example illustrating a set of ve sources with their
observations on four objects.
2.3 Problem Denitions
We formally dene the following Multi-Source Sensing (MSS) model which
abstracts the description of collective intelligence. Suppose that we have a
set S := fS1; S2;    ; SNg of N sources, and a set O := fO1; O2;    ; OMg
of M objects. Each object Om takes a value tm from a domain Xm which
describes one of its attributes. Each source Sn in S reports its observation
yn;m 2 Xm on an object Om. Then the goal of the MSS model is to infer the
true value tm of each object Om from the observations made by sources. We
introduce some notations, which will be used consistently in this chapter. We
will use n, m, l and k in the subscript to index sources, objects, groups and
values in an object domain, respectively. The variables y, t, u and r denote
the observations, true values, group reliability and object-specic reliability
respectively.
In this chapter, we are particularly interested in a categorical domain
Xm = f1;    ; Kmg with discrete values. For example, in many crowdsourc-
ing applications, we focus on the (binary-valued) assertion correctness in
a hypothesis test and (multi-valued) categories in a classication problem.
However, the MSS model can be extended to the continuous domain with
some eort by adopting the corresponding continuous distributions. Due to
the space limitation, we leave this extension in the full version of this chapter.
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Figure 2.1 illustrates an example, where ve sources make their observa-
tions on four objects. An object can be an image or a biological molecule, and
an annotator or a biochemical expert (as a source) may claim the category (as
the value) for each object. Alternatively, an object can be a book, and a book
seller web site (as a source) claims the identity of its authors (as the values).
In a broader sense, objects are even not concrete objects. They can refer to
any crowdsourced tasks, such as questions (e.g., \Is Peter a musician?") and
assertions (e.g., \George Washington was born on February 22, 1732." and
\an animal is present in an image,"), and the observations by sources are
the answers to the questions, or binary-valued positive or negative claims on
these assertions.
It is worth noting that each source does not need to claim the observations
on all objects in O. In many tasks, sources make claims only on small
subsets of objects of interest. Thus, for notational convenience, we denote
all claimed observations by y in bold, and use I = f(n;m)j9 yn;m 2 yg to
denote all the indices in y. We use the notations In; = fmj9 (n;m) 2 Ig and
I;m = fnj9 (n;m) 2 Ig to denote the subset of indices that are consistent
with the corresponding subscripts n and m.
Meanwhile, in order to model the dependency among sources, we assume
that there is a set of latent groups fG1; G2;    g, and each source Sn is
assigned to one group Ggn where gn 2 f1; 2;    g is a random variable
indicating its membership. For example, as illustrated in Figure 2.1, the
ve sources are inherently drawn from two latent groups, where each source
is linked to the corresponding group by dotted lines. Each latent group
contains a set of sources which are inuenced by each other and tend to make
similar observations on objects. The unseen variables of group membership
will be inferred mathematically from the underlying observations. Here,
we do not assume any prior knowledge on the number of groups. The
composition of these latent groups will be determined with the use of a
Bayesian nonparametric approach by stick-breaking construction [14], which
is presented in Section 2.4.
To minimize the negative impact of unreliable groups, we will explicitly
model the group-level reliability. Specically, for each group Gl, we dene
a group reliability score ul 2 [0; 1] in unit interval. This value measures the
general reliability of the group over the entire set of objects. A higher value
of ul indicates the greater reliability of the group.
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Meanwhile, we also specify the reliability rl;m 2 f0; 1g of each group Gl
on each particular object Om. When rl;m = 1, group Gl will have reliable
performance on Om, and otherwise it will be unreliable. The reason that
we distinguish between reliability ul and object-specic reliability rl;m is as
follows. While a generally reliable group with a larger value of ul, provides
very useful evidence about the members of the group on a generic basis, there
are likely to be natural variations within the group itself. Thus, in our model,
a group reliability ul only measures how likely it will be reliable on the object
set, and whether it will have a reliable performance on a particular object is
given by rl;m. In Section 2.4, we will clarify the relationship between general
reliability ul and object-specic reliability rl;m.
2.4 Multi-Source Sensing Model
In this section, we present a generative process for the multi-source sensing
problem. The output of this model will contain the following three aspects:
(1) the group membership which describes the dependency between sources
when claiming their observations on a set of objects; (2) the reliability ul
associated with each group and its specic reliability rl;m on each object; and
(3) the true values tm for each object. Our goal is to reveal the connections
between these three aspects, especially how the collective observations made
by sources can be explained by the latent groups and their reliability in a
unied probabilistic framework.
First we dene the following generative model for multi-source sensing
(MSS) process that follows, the details of which will be explained shortly.
1. Draw   GEM() (i.e., stick-breaking construction with concentra-
tion ).
2. For each source Sn,
2.1. Draw its group assignment gnj  Discrete().
3. For each object Om,
3.1. Draw its true value tm  Uniform(Xm).
4. For each group Gl,
9
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Figure 2.2: The graphical model for multi-source sensing. The three plates
represent group reliability ul with l = 1; 2;    , the true values tm for each
object Om with m = 1;    ;M , and the group assignment gn of each source
with n = 1;    ; N , respectively.
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4.1. Draw its group reliability ul  Beta(b1; b0).
5. For each pair of group Gl and object Om,
5.1. Draw reliability indicator rl;m  Bernoulli(ul), and
5.2. Draw the observation model parameter
l;mjrl;m; tm = z  Hrl;m(tm)
for group Gl on object Om.
6. For each (n;m) 2 I,
6.1. Draw observation yn;mjl;m; gn  F (gn;m).
Here, gnj  Discrete() denotes a discrete distribution, which generates the
value gn = l with probability l; H and F are a pair of conjugate distributions
which are determined by the type of data values on objects. For categorical
values, these are Dirichlet and multinomial distributions, respectively. Figure
2.2 illustrates the generative process in a graphical representation. We will
explain the details later.
In step 1, we adopt the stick-breaking construction GEM() (named after
Griths, Engen and McCloskey) with concentration parameter  2 R+ to
dene the prior distribution of assigning each source Sn to a latent group
Ggn [14]. Specically, in GEM(), a set of random variables  = f1; 2;    g
are independently drawn from the beta distribution i  Beta(1; ). They
dene the mixing weights  of the group membership component such that
p(gn = lj) = l = l
Ql 1
i=1 (1  i). By the aforementioned stick-breaking
process, we do not need the prior knowledge of the number of groups. This
number will be determined by capturing the degree of dependency between
sources.
Clearly, we can see that the parameter  in the above GEM construction
plays the vital role of determining a priori the degree of dependency between
sources. According to the GEM construction, we can verify that the prob-
ability of two sources Sn and Sm being assigned to the same group is given
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by the following:
P (gn = gm) =
+1X
l=1
E

P (gn = lj)P (gm = lj)
=
+1X
l=1
E
l
2l =
+1X
l=1
2
(1 + )(2 + )


2 + 
l 1
=
1
1 + 
(2.1)
It is evident that when  is smaller, sources are more likely to be assigned
to the same group where they are dependent and share the same observation
model. This will yield a higher degree of dependency between sources. As
 increases, the probability that any two sources belong to the same group
will decrease. In the extreme case, as ! +1, this probability approaches
zero. In this case, all sources will be assigned to distinctive groups, yielding
complete independence between sources. This shows that the model can
exibly capture the various degrees of dependency between sources by setting
an appropriate value of .
In step 3, we adopt the uniform distribution as the prior on the true value
tm of each object over its domain Xm. The uniform distribution sets an
unbiased prior so that true values will be completely determined a posteriori
given observations in the model inference. In Section 2.7, we will show how to
set a more informative prior when more knowledge about objects is available.
In step 4, we dene a Beta distribution Beta(b1; b0) on the group reliability
score ul, where b1 and b0 are the soft counts which specify whether a group
is reliable or not a priori, respectively. Then, in step 5.1, object-specic
reliability rl;m 2 f0; 1g is sampled from the Bernoulli distribution Bern(ul)
to specify the group reliability on a particular object Om. The higher the
general reliability ul, the more likely Gl is reliable on a particular object Om
with rl;m being sampled to be 1. This suggests that a generally more reliable
group is more likely to be reliable on a particular object. In this sense, the
general reliability serves as a prior to reduce the over-tting risk of estimating
object-specic reliability in the MSS model.
In step 5.2, the model parameter l;m for each group on a particular
object is drawn from the conjugate prior Hrl;m(tm), which depends on the
true value tm and the object-specic group reliability rl;m. Then, given the
group membership gn, each source Sn generates its observation yn;m according
to the corresponding group observation model F (gn;m) in step 6. In the
next subsection, we will detail the specication of Hrl;m(tm) and F (l;m) in
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categorical domain.
2.4.1 Group Observation Models
In this subsection, we discuss the specication of group observation distribu-
tion F (l;m) and its conjugate distribution Hrl;m(tm) for categorical values
on each object. Here the group observation model on each object depends
on two factors: (1) the specic reliability rl;m on this object, which aims
to reveal the dierences between reliable and unreliable observations on an
object, and (2) the true value tm for the object.
It is worth noting that although we distinguish each group observation
into reliable and unreliable cases in this subsection, it does not mean that
two groups are enough to capture the source dependency. These two cases
are used to model the performance at the object level. However, given more
objects, there are many possible combinations of these two cases on dierent
objects. This is why we need more groups to capture the source dependency
based on their observations on dierent objects. In the following, we will
discuss the group observation models on each object.
In categorical domains, for each group, we choose the multinomial dis-
tribution as its observation model to generate each observation yn;m for its
member sources on each object Om. Thus, step 6 in the generative process
of the MSS model becomes the following:
yn;mjl;m; gn  F (gn;m) = Multinomial(gn;m)
where l;m is the parameter of multinomial distribution for group Gl on
object Om. Here, all member sources in the same group share the same
observation model to capture their dependency.
The model parameter l;m is generated by the following:
l;mjrl;m; tm = z  Hrl;m(tm)

= Dir((rl;m);   | {z }
z 1
; (rl;m)
#
zth entry
;    ; (rl;m))
where Dir denotes Dirichlet distribution, and (rl;m) and (rl;m) are its soft
counts for sampling the false and true values under dierent settings of rl;m.
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If group Gl has reliable observations for object Om (i.e., rl;m = 1), it
should be more likely to sample the true value tm = z as its observation than
sampling any other false value. Thus, we should set a larger value for (rl;m)
than for (rl;m).
On the other hand, if group Gl has unreliable observations for object Om,
i.e., rl;m = 0, it should not be more likely to claim the true value for the object
than claiming the false values. Therefore, the group observation model should
have (0) no larger than (0), i.e., (0)  (0). Specically, the mathematical
model can distinguish between uninformative and malicious observations on
the target object:
I. Uninformative observation: When (0) = (0), sources in group Gl
make uninformative observations on object Om, since false values are
equally likely to be claimed as the true value. This can be caused when
these sources either carelessly claim their observations at random, or
lack the knowledge about the target object.
II. Malicious observation: When (0) < (0), it suggests that the group
Gl contains malicious sources which tend to claim false values for
objectOm. Compared with uninformative observations, these malicious
observations can even provide us with some information about the
target object by interpreting the observations in a reverse manner.
Actually, with (0) > (0), the model gives the unclaimed observation
larger weight to be evaluated as the true value.
In summary, depending on rl;m, the sources in groupGl make either reliable
(when rl;m = 1) or unreliable (when rl;m = 0) observations on a particular
object Om. Accordingly, the corresponding parameters 
(rl;m) and (rl;m) are
constrained in dierent ways. When rl;m = 1, we impose a strict inequality
(1) > (1) to enforce that group Gl is more likely to claim the true value. On
the contrary, when rl;m = 0, we have 
(0)  (0), representing that Gl will be
unreliable in terms of claiming the true value for Om. In Section 2.10, we will
see how these parameters can be estimated by maximizing the observation
likelihood of the MSS model subject to these constraints.
By putting together these dierent pieces, the MSS denes a complete
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distribution
p(y;g; r;u; t;j) =
MQ
m=1
p(tm)
L;MQ
l=1;m=1
p(uljb1; b0)p(rl;mjul)
p(l;mjrl;m; tm; (rl;m); (rl;m))

NQ
n=1
p(gnj)
Q
(n;m)2I
p(yn;mjgn; gn;m)
over g = fgng, r = frl;mg, u = fulg, t = ftmg,  = fl;mg and the source
observations y with model parameters  = f(0); (0); (1); (1); b1; b0; g. In
Section 2.10, we will present how to infer (1) the true values tm for each
object, (2) group assignment gn of each source, and (3) the general reliability
ul of each group and its specic reliability rl;m on each object from the MSS
model a posteriori given the observations y.
2.4.2 Multiple Attributes
In some cases, an object might have multiple attributes. There are many
such examples as follows.
 A person can have many attributes. For example, a person has a hobby
of playing piano and takes \software engineer" as a vocation. We can
consider hobby and vocation as two attributes for each person, and
dene their values on two dierent domain sets such as fplaying piano,
hiking, swimming, traveling    g and fsoftware engineer, stock trader,
university faculty,    g in MSS model, respectively.
 An image can be labeled as \tiger" as well as \forest". We can consider
the presence of these two nonexclusive labels as two dierent attributes,
and their values are Boolean fPresent, Not Presentg for an image. In
this way, we can allow an image has multiple labels simultaneously.
 A movie can have multiple actors/actresses. We can treat each ac-
tor/actress as an attribute, and use a binary value f1,0g to denote
whether an actor/actress participates in a particular movie or not.
We can see in these examples, our MSS model is more exible to handle
multiple attributes associated with each object. Moreover, we note that
dierent attributes often correlate with each other. For example, image labels
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Figure 2.3: (a) A running example with S dependent sources in the same
group and T independent sources. (b) Comparison of the likelihoods of two
hypotheses (in Y-axis) versus varying number T of independent sources (in
X-axis). The number of dependent sources in the group is xed to S = 20.
(c) The minimal number of independent sources (in Y-axis) to overturn the
claims made by varying number of dependent sources (in X-axis). The
results are obtained with (1) = 10; (1) = 5, and (0) = (0) = 10.
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\tiger" and \forest" often co-occur in an image, and some actors/actresses
may tend to co-star a movie. Exploring these attributes together can improve
the accuracy of inferring their true values.
2.5 Dependence vs. Independence: A Running
Example
In this section, we show a running example that demonstrates how group
reliability structure captures the dependency between sources when it infers
the true value for an object. In Figure 2.3(a), we show a group of S sources
and T independent sources. We consider an ideal case where the S sources
in the group make a unanimous claim of the value 0 for an object, while
the T independent sources unanimously claims the opposite value 1 for the
same object. While the dependent sources in the group and the independent
sources claim the dierent values in this example, we can investigate dierent
values of information contributed by these sources. Especially, we wonder
whether independent sources play more important roles than dependent ones
in nding the true value for each object in the MSS model.
For this purpose, we test the following two hypotheses:
 H0: The true value for the object is 0, versus
 H1: The true value for the object is 1.
To decide which hypothesis is true, we compare the observation likelihoods
given these two hypotheses in the MSS model. Figure 2.3(b) compares the
two likelihoods with varying number T of independent sources. The number
of dependent sources is xed to S = 20. We can see with more than T = 14
independent sources, H1 has a larger likelihood than H0. In this case, the
claims made by independent sources become more credible than those made
by dependent sources. This example shows fewer independent sources can
overturn the claim made by more dependent sources. This suggests that each
dependent source contains less information about the true claim as compared
with each independent source.
To make this point more clear, Figure 2.3(c) illustrates the minimum
number of independent sources to ensure p(yjH1) > p(yjH0) under a varying
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number of dependent sources S in the group. We can see that usually fewer
independent sources are needed to have its claim accepted compared with the
same number of dependent sources. This shows that independent sources are
more valuable than dependent sources in determining the true value for each
object. This is a desired property in our model, since we would like to de-
emphasize the excessive impacts of dependent sources in a group.
Of courses, in the real world, sources may not be ideally split into depen-
dent ones in a group, and completely independent ones. The independent
sources may not make unanimous claims as in this case. However, this
intuitive running example explains how the dependency encoded in group
structure will aect the inference of true value on an object, and illustrates
the independent claims are generally more valuable than dependent claims
in the MSS model.
2.6 Model Inference and Parameter Estimation
In this section, we present the inference and learning processes. We wish
to infer the tractable posterior p(g; r;u; t;jy) with a parametric family of
variational distributions in the factorized form:
q(g; r;u; t;) =
Q
n
q(gnj'n)
Q
l;m
q(rl;mj l;m)Q
l
q(uljl)
Q
m
q(tmjm)
Q
l;m
q(l;mjl;m)
with parameters 'n,  l;m, l, m and l;m for these factors. The distribution
and the parameter for each factor can be determined by the variational
approach [15]. Specically, we aim to maximize the lower bound of the
log likelihood log p(y), i.e.,
log p(y)  E
q
log p(g; r;u; t;;y)  E
q
(log q(g; r;u; t;))

= L(q)
This can obtain the optimal factorized distribution. The lower bound can
be maximized over one factor while the others are xed. This is an approach
which is similar to coordinate descent. In each iteration, all the factors
are updated sequentially over steps by nding the xed-point solutions until
convergence. The details of these updating steps are provided in Section 2.9.
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We analyze the computational complexity in one loop of updating all
factors. Suppose that we are given N sources, M objects, and obtain L
groups by the stick-breaking construction. We also denote by Kmax the max-
imum size of the domain sets among all objects. Then by investigating the
updating steps in Section 2.9, we can nd that the computational complexity
is O(NMLKmax) for one loop.
On the other hand, the model parameters  can be estimated by maxi-
mizing the observation likelihood. This can be done by the EM algorithm:
E-Step: Given the current parameters in , apply variational inference to
obtain the factorization q and their variational parameters;
M-Step: Given the factorization q, maximize the lower bound L(q) of
the log-likelihood and obtain a new model parameter . (Details of this
maximization step are given in Section 2.10.)
These two steps are iterated until convergence. We obtain the variational
approximation and the maximum likelihood parameter estimation results
simultaneously.
2.7 Classication Problems
We are often particularly interested in the classication problem where each
object takes a class as its value from a K-class domain X = f1; 2;    ; Kg.
Moreover, we might be able to access the feature representations for the
objects in O. For example, if the objects are genetic sequences or text
documents, we can extract their feature descriptors to describe the genetic
structure and document content. Therefore, we wish to impose a more
informative prior that aggregates these features into the prior distribution.
For this purpose, given a feature vector xm for an object, the prior on tm
becomes a conditional distribution on xm. For greater modeling exibility,
we choose a distribution for this prior. For example, we can choose an
exponential distribution p(tmjxm;W ):
Exp(W ) := p(tmjxm;W ) = 1
Z
exp
(
KX
k=1
 [[tm = k]] hwk;xi
)
(2.2)
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where each coecient vector is taken from the parameters W = fwkjk 2
Xg, hwk;xi denotes the inner product between two vectors, and Z is the
normalization factor to ensure that the exponential distribution in Eq. (2.2)
integrates to unit value.
Accordingly, the model inference in step 4 in Section 2.9 should be changed.
Each updated factor q(tm) in model inference becomes an exponential distri-
bution:
q(tmjm) := expf
KX
k=1
 [[tm = k]] m;kg (2.3)
with the parameter m dened as follows:
m;k = hwk;xi+
X
l
X
rl
q(rl)f((rl)   1)
 E
q(l;m)
ln l;m;k +
X
k0 6=k
((rl)   1) E
q(l;m)
ln l;m;k0g
The other updating steps for the model inference in Section 2.9 stay the
same.
Besides the inference, we need to learn the parameter W in p(tmjxm;W ).
Here, we adopt the variational EM (Expectation-Maximization) algorithm.
In each iteration, the E-step (expectation) involves computing the tractable
posterior distributions as in the inference step. Then, the maximization step
will update W by maximizing the expected log-likelihood over q as follows:
max
W
MX
m=1
Eq(tmjm) log p(tmjxm;W ) (2.4)
We can adopt any o-the-shelf optimization algorithms to solve the above
problem.
The learned parameterized model p(tmjx;W ), as a byproduct, is a classier
conditional on the input feature vector x. This provides us with a way
to train a robust classication model with the noisy crowdsourced labels,
compared with typical classiers trained with the clean labels. On the other
hand, the learned classier enhances the MSS model by providing a more
discriminative prior for the labeling information on objects through their
feature representations. This regularizes the true classes of objects in the
feature space, especially when the classes claimed by dierent sources on an
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object are too scarce or too inconsistent to make robust estimation of the true
classes. In this case, the imposed prior plays a nontrivial role in determining
the true class of the object.
2.8 Experimental Results
In this section, we compare our approach with other existing algorithms and
demonstrate its eectiveness for inferring source reliability together with the
true values of objects. The comparison is performed on a book author data
set from online book stores, and a user tagging data set from the online image
sharing web site Flickr.com.
2.8.1 Online Book Store Data Set
The rst data set is the book author data set prepared in [6]. The data set is
obtained by crawling 1; 263 computer science books on AbeBooks.com. For
each book, AbeBooks.com returns the book information extracted from a
set of online book stores. This data set contains a total of 877 book stores
(sources), and 24; 364 listings of books (objects) and their author lists (object
values) reported by these book stores. Note that each book has a dierent
categorical domain that contains all the authors claimed by sources. Our
goal is to predict the true authors for each book.
Author names are normalized by preserving the rst and last names, and
ignoring the middle name of each author. For evaluation purposes, the
authors of 100 books are manually collected from scanned book covers [6].
We compare the returned results of each model with the ground truth author
lists on this test set and report the accuracy.
We compare the proposed algorithm MSS with the following baselines: (1)
the naive voting algorithm which counts the top voted author list for each
book as the truth; (2) TruthFinder [6]; (3) Accu [7] which considers the
dependency between sources; (4) 2-Estimates as described in [3] with the
highest accuracy among all the models in [3].
Table 2.1 compares the results of the dierent algorithms on the book
author data set in terms of the accuracy. The MSS model achieves the best
accuracy among all the compared models. We note that the proposed MSS
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Table 2.1: Comparison of dierent algorithms on book author and Flickr
data set. On the book author data set, the algorithms are compared by
their accuracies. On the Flickr data set, the algorithms are compared by
their average precisions and recalls on 12 tags.
Model book author data set Flickr data set
accuracy precision recall
Voting[7] 0.71 0.8499 0.8511
2-Estimates[3] 0.73 0.8545 0.8602
TruthFinder[16] 0.83 0.8637 0.8649
Accu[7] 0.87 0.8731 0.8743
MSS 0.95 0.9176 0.9212
model is an unsupervised algorithm which does not involve any training data.
In other words, we do not use any true values in the MSS algorithm in order
to produce the reliability ranking as well as other true values. Even compared
with the accuracy of 0:91 of the Semi-Supervised Truth Finder (SSTF) [16]
using extra training data with known true values on some objects, the MSS
model still achieves the highest accuracy of 0:95.
Figure 2.4(a) illustrates the scatter plot between the predicted reliability
ul for each group and its test accuracy. From this gure, it is evident that
the group reliability obtained from the MSS model is a good predictor of the
true accuracy for each group.
Meanwhile, we also report three example groups in Table 2.2. It is evident
that within each group, the member sources have much consistent reliability
as they make dependent claims. Therefore, by accurately predicting reliabil-
ity level of groups, the proposed MSS model can appropriately aggregate the
contributions from dierent groups and gain the competitive accuracy.
Moreover, to compare the reliability of sources, we can dene the reliability
of each source Sn by the expected reliability score of its assigned groups as
follows:
Reliability(Sn) =
X
l
q(gn = l) E
q(uljl)
[ul]
where
E
q(uljl)
[ul] =
l;1
l;1 + l;2
Then, sources can be ranked based on such source reliability. In Table 2.3, we
rank the top-10 and bottom-10 book stores in this way. In order to show the
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Figure 2.4: Scatter plots on two data sets. The horizontal axis represents
the predicted group reliability by ul and the vertical axis represents the
average accuracy of the member sources on the test set. The slope of each
red line in the scatter is the correlation coecient which shows the
statistical correlation between ul and the average accuracy.
extent to which this ranking list is consistent with the real source reliability,
we provide the accuracy of these bookstores on test data sets. Note that
each individual bookstore may only claim on a subset of books in the test
set, and the accuracy is computed based on the claimed books. From Table
2.3, we can see that the obtained rank of data sources is consistent with the
rank of their accuracies on the test set. On the contrary, the accuracy of the
bottom-10 bookstores is much worse compared to that of the top-10 book
stores on the test set. This also partially explains the better performance of
the MSS model.
Since  inuences the dependency modeling between sources, we study the
sensitivity of the model accuracy versus  in Figure 2.5. We know that when
 = 0, all sources are completely dependent, and assigned to the same group.
At this point, the model has a much lower accuracy, since all sources are tied
to the same level of reliability within a single group. As  increases, the
accuracy achieves the peak at  = 5:0. After that point, it deteriorates as
the model gradually stops capturing the source dependency with increased
. This demonstrates the importance of modeling the source dependency,
and the capability of the MSS model in capturing such dependencies with .
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Figure 2.5: This gure illustrates the parametric sensitivity, i.e., model
accuracy versus dierent  on book author data set.
2.8.2 Flickr Image Tagging Data Set
We also evaluate the algorithm on a user tagging data set from an online
image sharing web site Flickr.com. This data set contains 13; 528 users
(data sources) who annotate 36; 280 images (data objects) with their own
tags. We consider 12 tags { \balloon," \bird," \box," \car," \cat," \child,"
\dog," \ower," \snow leopard," \waterfall," \guitar," and \pumpkin" for
evaluation purposes. Each tag is associated with a binary value 1/0 to
represent its presence or not in an image. This forms a multi-attribute model
with these 12 tags to nd whether they are present on each image. Dierent
from the book author data set, we apply the extended classication model in
Section 2.7, where the visual content of each image is represented by a 8; 000
dimensional hierarchical Gaussian [17] feature vector.
Figure 2.6 illustrates some image examples in this data set and the tags
annotated by users. It is evident that some images are wrongly tagged
by users. The MSS model aims to correct these errors and yield accurate
annotations on these images. To test accuracy, we manually annotate these
12 tags on a subset of 1; 816 images.
We follow the same experimental setup as on the book author data set. For
the sake of fair comparison, we adopt the variants in [18] to incorporate visual
features to enhance the original algorithms for comparison by inferring the
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(a) balloon
  
(b) snow leopard
  
(c) guitar
  
(d) pumpkin
Figure 2.6: Examples of image and the associated user tags in Flickr data
set. In each subgure the left image is correctly tagged by users, while the
right one is wrongly tagged.
Table 2.4: The rounds used before convergence and computing time for
each model.
Model
Bookstore User Tagging
Rounds Time(s) Rounds Time (s)
Voting 1 0.2 1 0.5
2-Estimates 29 21.2 32 628.1
TruthFinder 8 11.6 11 435.0
Accu 22 185.8 23 3339.7
MSS 9 10.3 12 366.2
true values based on object clusters in the feature space. It has shown better
accuracy compared with the original algorithms [18]. Table 2.1 shows the
average precision and recall on the 12 tags by the compared algorithms. We
can see that MSS still performs the best among these compared algorithms.
The Figure 2.4(b) illustrates the scatter plot between the predicted reliability
of each group and the average accuracy of its member sources on the test set.
It is evident that the obtained group reliability is still a good predictor of
the true accuracy with strong correlation coecient 0:8676. This guarantees
a competitive performance of the MSS model on this Flickr data set as on
the book author data set.
We also compare the computational time used by dierent algorithms in
Table 2.4. The experiments are conducted on a personal computer with
Intel Core i7-2600 3.40 GHz CPU, 8 GB physical memory and Windows 7
operating system. We can see that compared with most of other algorithms,
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MSS model can converge in fewer rounds with less computational cost.
2.9 Model Inference
In this section, we derive the variational inference for the proposed MSS
model, and give the detail steps to update the variational parameters in each
factor.
1: Update each factor q(l;mjl;m) for the group observation parameter l;m.
By variational approach, we can verify that the optimal q(l;mjl;m) has
the form
q(l;mjl;m) / expf E
q(rl;m);q(tm)
ln p(l;mjrl;m; tm)
+
X
n2I;m
E
q(gn)
ln p(yn;mjl;m; gn)g
/
Y
k2X
l;m;k
l;m;k 1
It still has Dirichlet distribution with the parameters
l;m;k =
X
n2I;m
q(gn = l) [[yn;m = k]]
+
X
rl;m2f0;1g
q(rl;m)[(
(rl;m)   1)q(tm = k)
+ ((rl;m)   1)(1  q(tm = k))] + 1
for each k 2 Xm, where  [[A]] is the indicator function which outputs 1 if A
holds, and 0 otherwise. Here we index the element in l;m and l;m by k
after the colon.
2: Update each factor q(uljl) for general group reliability ul.
We have
ln q(uljl) /
X
m
E
q(rl;m)
ln p(rl;mjul) + ln p(uljb1; b0)
= (
X
m
q1(rl;m) + b1   1) ln ul
+ (
X
m
q0(rl;m) + b0   1) ln(1  ul)
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where qi(rl;m) is short for q(rl;m = i) for i = 0; 1, respectively. It is evident
the posterior of ul still has beta distribution as Beta(l) with parameter
l = [
X
m
q1(rl;m) + b1;
X
m
q0(rl;m) + b0]
It is evident that the above updated parameter sums up the posterior relia-
bility q1(rl;m) and q0(rl;m) over all objects. This corresponds to the intuition
that the general reliability is the sum of the reliability on individual objects.
3: Update each factor q(rl;mj l;m) for the object-specic reliability
rl;m of group Gl on Om:
ln q(rl;mj l;m) / E
q(tm);q(l;m)
ln p(l;mjrl;m; tm)
+ E
q(ul)
ln p(rl;mjul)
(2.5)
Thus, we have
ln q(rl;mj l;m)
/
X
k2Xm
q(tm = k)[(
(rl;m)   1) E
q(l;m)
lnl;m;k
+ ((rl;m)   1)
X
j 6=k
E
q(l;m)
ln l;m;j]
+ rl;m E
q(ul)
lnul + (1  rl;m) E
q(ul)
ln(1  ul)
(2.6)
for rl;m 2 f0; 1g, respectively. Here we compute the expectation of the
logarithmic Dirichlet variable as
E
q(l;m)
ln l;m;k =  (l;m;k)   (
X
i
l;m;i)
with the digamma function  (); the expectation of the logarithmic Beta
variables
Eq(ul)lnul =  (l;1)   (l;1 + l;2)
and
Eq(ul)ln(1  ul) =  (l;2)   (l;1 + l;2)
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Finally, the updated values of q(rl;m) are normalized to be valid probabilities.
The last line of Eq. (2.6) reects how the general reliability ul aects the
estimation of the object-specic reliability. This embodies the idea that a
generally reliable group is likely to be reliable on a particular object and
vice versa. This can reduce the overtting risk of estimating rl;m especially
considering that q(tm) in the second line also needs to be estimated simulta-
neously in the MSS model as in the next step.
4: Update each factor q(tmjm) for the true value.
We have
ln q(tm = kjm) / ln p(tm = k)
+
X
l
X
rl;m2f0;1g
q(rl;m) E
q(l;m)
ln p(l;mjtm = k; rl;m)
This suggests that
ln q(tm = kjm)
/
X
l
X
rl;m
q(rl;m)f((rl;m)   1) E
q(l;m)
lnl;m;k
+
X
k0 6=k
((rl;m)   1) E
q(l;m)
ln l;m;k0g
All q(tm = k); k 2 Xm are normalized to ensure they are validate probabili-
ties.
5: Update each factor q(gnj'n) for the group assignment of each
source.
We can derive
ln q(gn = lj'n)
/ E
q()
ln p(gn = lj) +
X
m2In;
E
q(l;m)
ln p(yn;mjl;m; gn = l)
= E
q()
ln p(gn = lj) +
X
m2In;
E
q(l;m)
lnl;m;yn;m
This shows that q(gn = lj'n) is a multinomial distribution with its parameter
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as
'n;l = q(gn = lj'n) =
exp(Un;l)
1P
l=1
exp(Un;l)
(2.7)
where
Un;l = E
q()
ln p(gn = lj) +
P
m2In;
E
q(l;m)
lnl;m;yn;m
As in [19], we truncate after L groups: the posterior distribution q(i) after
the level L is set to be its prior p(i) from Beta(1; ); and all the expectations
E
q(l;m)
ln l;m;k after L are set to:
Eq(l;m) ln l;m;k = E
q(tm);p(rl;m)
f E[ln l;m;kjrl;m; tm] g
with the prior distribution p(rl;m) dened as Section 2.4 for all l > L,
respectively. The inner conditional expectation in the above is taken with
respect to the probability of l;m conditional on rl;m and tm. Similar to the
family of nested Dirichlet process mixture in [19], this will form a family of
nested priors indexed by L for the MSS model. Thus, we can compute the
innite sum in the denominator of Eq. (2.7) as:
1X
l=L+1
exp(Un;l) =
exp(Un;L+1)
1  exp( E
iBeta(1;)
ln(1  i))
6: Update q(i) in GEM construction.
Before the truncation level L, the posterior distribution q(i)  Beta(i;1; i;2)
is updated as
i;1 = 1 +
NX
n=1
q(gn = i); i;2 = +
NX
n=1
1X
j=i+1
q(gn = j)
2.10 Parameter Estimation
The model parameters  = f(0); (0); (1); (1); b1; b0; g can be estimated by
maximizing the log-likelihood logL(q) by the obtained factorization q with
the constraints (1) > (1) and (0)  (0). Since we require (1) > (1) strictly
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holds, we usually impose (1)  (1+ )(1) with a positive value of , i.e., (1)
is larger than (1) with a margin . This ensures the strict inequality and
improves numerical stability. In the algorithm, we set  = 0:5. Then, the
parameter estimation problem becomes the following:
? = argmax

L(q)
s:t:; 0  (0)  (0); (1)  (1 + ")(1)  0;
b1; b0;   0
This constrained optimization problem can be solved by many o-the-shelf
gradient-based constrained optimization solvers with the following gradients:
@L
@(r)
=
P
l;m;k2Xm
f ((r) + (Km   1)(r))   ((r))
+ (l;m;k)   (
P
i
l;m;i)g
@L
@(r)
=
P
k2Xm
f ((r) + (Km   1) (r))  (Km   1) ((r))
+
P
k0
 (l;m;k0)  (Km   1) (
P
i
l;m;i)g
for r 2 f0; 1g.
@L
@b1
=
X
l
 (b1 + b0)   (b1) +  (l;1)   (l;1 + l;2)
@L
@b0
=
X
l
 (b1 + b0)   (b0) +  (l;2)   (l;1 + l;2)
@L
@
=
X
i
 (1 + )   () +  (i;1 + i;2)   (i;2)
2.11 Conclusion
In this chapter, we propose an integrated true value inference and group
reliability approach. Dependent sources which are grouped together, and
their (general and specic) reliability is assessed at the group level. The true
data values are extracted from the reliable groups so that the risk of overusing
the observations from dependent sources can be minimized. The overall
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approach is described by a probabilistic multi-source sensing model, based
on which we jointly infer group reliability as well as the true values for objects
a posterior given the observations from sources. The key to the success of
this model is to capture the dependency between sources, and aggregate
the collective knowledge at the group granularity. We present experimental
results on two real data sets, which demonstrate the eectiveness of the
proposed model over other existing algorithms.
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CHAPTER 3
INFORMATION INFERENCE
Social media networks contain both content and context-specic information.
Most existing methods work with either of the two for the purpose of multi-
media mining and retrieval. In reality, both content and context information
are rich sources of information for mining, and the full power of mining and
processing algorithms can be realized only with the use of a combination of
the two. This chapter proposes a new algorithm, which mines both context
and content links in social media networks to discover the underlying latent
semantic space. This mapping of the multimedia objects into latent feature
vectors enables the use of any o-the-shelf multimedia retrieval algorithms.
Compared to the state-of-the-art latent methods in multimedia analysis, this
algorithm eectively solves the problem of sparse context links by mining the
geometric structure underlying the content links between multimedia objects.
Specically for multimedia annotation, we show that an eective algorithm
can be developed to directly construct annotation models by simultaneously
leveraging both context and content information based on latent structure
between correlated semantic concepts. We conduct experiments on the Flickr
data set which contains user tags linked with images. We illustrate the
advantages of our approach over the state-of-the-art multimedia retrieval
techniques.
3.1 Introduction
The development and popularity of Web 2.0 applications, has made it much
easier for millions of users to create and share their personal multimedia
objects (MOs) than ever before. Many image and video sharing websites have
become extremely popular, as is evidenced by their burgeoning membership.
Many such sites are built upon information and social network infrastructures
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Figure 3.1: Context and content links in multimedia information networks.
such as Flickr, Youtube and Facebook that connect millions of users with one
another. Users are able to share their multimedia objects with each other,
and also provide the ability to tag each other's objects. Such sites represent
a kind of rich multimedia information networks (MIN) [20] for social media
[21],[22], in which the objects are linked to one another in the site with
content links. By \content links," we refer to the visual and/or acoustic
similarities between objects in a content feature space (see Figure 3.1(a)).
At the same time, the sharing process of such sites naturally creates Context
Objects (COs), because of the rich information provided by the dierent
users directly or indirectly. Some examples of such context objects are tags
(e.g., user tag and geo-tags), related attributes (colors, textures, and even
categories from weakly labeled data) [23], and users who share MOs as well
as their queries connected to multimedia objects by click-through records
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(see Figure 3.1(b)). This helps create an even richer multimedia information
network with context links, which connect the multimedia objects with their
related context objects. For example, the multimedia objects clicked by users
in the same query session probably contain the same semantic meaning. It
is also the same for the multimedia objects which share the same user tags1
in multimedia information networks. It is often very useful for multimedia
retrieval by mining the semantics in these context links. In this chapter, we
dene a multimedia information network as an information network with two
kinds of semantic objects {multimedia objects and context objects. See Figure
3.2 for an example. The multimedia objects are connected in a relational
graph structure, with both content and context relationships. While content
relationships are directly useful for retrieval, the context relationships also
contain rich semantic information which should be leveraged for eective
retrieval.
In this chapter, we show that a compact latent space can be discovered to
summarize the semantic structure in multimedia information networks, which
can be seamlessly applied in the state-of-the-art multimedia information
retrieval systems (see Figure 3.2 for an example). Specically, this algorithm
maps each multimedia object into a latent feature vector that encodes the
information in both context and content information. Based on these laten-
t feature vectors, multimedia objects can be eectively classied, indexed
and retrieved in a vector space by many mature o-the-shelf vector-based
multimedia retrieval methods, like clustering, re-ranking [24] and Support
Vector Machine (SVM) [25] for multimedia retrieval. Thus, our approach
is a \general purpose technique," which can be leveraged to improve the
eectiveness of a wide variety of techniques.
The general approach of learning latent semantic space has been extensive-
ly studied in the eld of information retrieval. Popular techniques include
Latent Semantic Indexing (LSI) [26], Probabilistic Latent Semantic Indexing
(PLSI) [27] and Latent Dirichlet Allocation (LDA) [28]. These algorithms
have also been applied to multimedia domain for problems such as indexing
and retrieval [29], [30], [31] and [32]. For example, Bosch et al. [29] and
1In this chapter, we mainly concentrate on the context links associated with user tags.
While the results in this chapter are general enough to be applied to any kind of context
links, we mainly focus on tag links because of the richness of their semantic information
as compared to other kinds of context links.
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 Figure 3.2: Learning latent semantic space from context as well as content
links simultaneously
Monay et al. [30] learn latent feature vectors by LSI for natural scene images,
and the learned features can be used eectively with general purpose SVM
classiers. Some preliminary results have shown the eectiveness of these
algorithms, however, all these methods suer from the problem with sparse
context links, which we solve with the use of content links.
1. Sparse Context Links. These are the virtual links which are created
as a result of user feedback (e.g., tags), and may be represented as the
linkages between the multimedia objects and the contextual objects
such as tags. In the real-world contextual links, the number of user
tags attached to a multimedia object is usually quite small. In some
extreme cases, only few or even no tag may be attached to an object,
which often leads to sparse contextual links. In such cases, it is hard to
derive meaningful latent features for multimedia objects, because the
determination of the correlation structure in the latent space requires
a sucient number of such contextual objects to occur together.
A reasonable solution to this problem is to exploit the content links
between multimedia objects. In this chapter, we will show how the
content links can eectively complement the sparse contextual links
by incorporating acoustical and/or visual information to discover the
underlying latent semantic space.
2. Omitting Content Information in LSI Modeling of Context
Links. In this chapter, content links represent the content similarities
between multimedia objects, i.e., those visually and/or acoustically
similar objects are assumed to have strong content links between them.
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Content links contain important knowledge complementary to that
embedded in context links. However, to the best of our knowledge,
the existing latent space methods, LSI, PLSI and LDA, cannot seam-
lessly incorporate the content and context links in a unied framework.
Some attempts have been made to jointly model content and context
information to learn the latent space [30], [32]. They quantify the
multimedia objects into visual words, which are treated in the similar
way as some context objects by linking them to multimedia objects.
However, such approaches greatly increase the number of parameters
in the latent space model, and make it more prone to quantization-
induced noise and overtting due to the sparse context links.
In contrast, we will show that content and context links can be seam-
lessly modeled to learn the underlying latent space. The content infor-
mation does not have to be quantied into some discrete elements such
as visual words described in [30]. Instead, the content link structure will
be directly leveraged to discover latent features together with context
links.
Therefore, we propose an elegant mapping of multimedia information net-
works to the latent space, which can support an emerging paradigm of
multimedia retrieval which unies the information in context and content
links. In other words, the goal of this approach is to annotate the images
with some manually dened concepts, using visual and contextual features for
learning a latent space. Specically, by feeding the latent vectors into existing
classication models, it can be applied to multimedia annotation, which is
one of the most important problems in multimedia retrieval. Furthermore,
we show a more sophisticated algorithm, which can directly incorporate the
discriminant information in training an example for multimedia annotation
without using mapping as a pre-step. It jointly explores the context and
content information based on a latent structure in the semantic concept
space. Moreover, even given a new multimedia object with no context links,
this extended algorithm can still annotate it. This solves the out-of-sample
problem and greatly extends the applicability of the algorithm in multimedia
retrieval applications.
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3.1.1 Related Work
Analysis and inference with multi-modal data [33], [34], [35] have become one
of most important research topics in computer vision and pattern recognition
areas. Existing methods usually assume that in each data piece, there are
a number of complementary cues associated with each other. For example,
in a video clip, we observe a sequence of video frames as its visual cue, as
well as the incident audio track. In the multi-modal problem, the data in
dierent modalities is always associated with each other. In other words, one
data modality is always associated with its counterparts in another modal-
ities. Many representative works concentrate on this problem. SimpleMKL
[35] addresses the multi-modal problem by learning a linear combination
of multiple kernels with a weighted 2-norm formulation. Bekkerman and
Jeon [33] explore the multi-modal nature of multimedia collections within
the unsupervised learning framework. Guillaumin et al. [34] proposes to use
semi-supervised learning to explore both labeled and unlabeled images in
photo sharing websites while exploring the associated keywords in the text
modality. Competitive results show these multi-modal algorithms can gain
much better performance as compared with single modal algorithms.
However, in social media applications, content objects are not always
associated with context objects. For example, the new images in a test set
usually do not have any accompanying user tags. In this case, multi-modal
methods cannot be applied due to the missing context objects. We will
discover the missing links between context and content objects, which is one
of main problems we will address in this chapter. In social media, structured
multimedia information networks are the most natural data structure to
represent the interaction between content and context objects. This chapter
proposes a principled method to fuse the content and context objects in such
a social media network structure. Specially, we attempt to capture the links
in MIN by embedding the content objects into a latent space. Similar linear
embedding techniques like metric learning [36] have been proposed to reveal
the underlying space structure. However, it is nontrivial to extend these
embedding techniques to MIN. Perhaps, the most relevant work is proposed
by Blei et al. [28] who use a latent method for associating the annotated tags
with the local regions in images. Its limitation is that this method can only
assign existing user tags to images, but cannot handle the concepts beyond
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these tags.
The remainder of this chapter is organized as follows. Section 3.2 reviews
a set of state-of-the-art retrieval paradigms and unies both context and
content links in social media. In Section 3.3, we briey review the basic
ideas of latent methods which are closely related to the proposed method.
The proposed latent method is then detailed in Section 3.4. In Section 3.5,
we develop an advanced annotation model by exploring the context and
content information with the latent structure between the correlated semantic
concepts for annotation. Experimental results are presented in Section 3.6
on a real-world multimedia data set crawled from Flickr. Finally, conclusions
are made in Section 3.7.
3.2 Exisiting Retrieval Paradigms
In the following, we briey review some existing multimedia retrieval paradigm-
s, and discuss the advantages of unifying analyses of both context and content
links in social media. Based on whether context and/or content links are
used, multimedia retrieval has evolved from the Content-based Multimedia
Retrieval (CMR) [37] in the rst paradigm, to the context-based multimedia
retrieval (CxMR) in the second paradigm, and to the Context-and-Content-
based Multimedia Retrieval (C2MR) as the most recent paradigm.
3.2.1 Content-Based Multimedia Retrieval
The CMR approach attempts to model the high-level concepts from the low-
level concepts extracted from the multimedia objects. In a typical multimedia
retrieval system like QBIC [38] and Virage [39], the query is formulated by
some example multimedia objects and/or text-based keywords. Then, the
relevant multimedia objects are retrieved based on their content features.
The advantage of content-based multimedia retrieval (CMR) is that it is an
automatic retrieval approach. Once the concepts are modeled, no human
labels are required to maintain it. However, due to the technical limits of
articial intelligence and multimedia analysis, its accuracy is often too low to
output satisfactory retrieval results due to the semantic gap between low-level
content features and high-level semantics.
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3.2.2 Context-Based Multimedia Retrieval
With the development of Web 2.0 infrastructures, rich context links are often
connected to multimedia objects on the media-rich websites such as Flickr,
Youtube and Facebook. In contrast to pure content information, these links
provide extra semantic information to retrieve and index MOs in the web
environment. For a simple example, the images of \sea" and \sky" have
similar color features which are dicult to distinguish by similarity in content
feature space. However, by leveraging the user tags in their context links and
mapping them into a new latent space by LSI, PLSI and LDA, they can be
distinguished with the semantics in their context objects. Context-based
Multimedia Retrieval (CxMR) approaches have been widely used in many
practical multimedia search engines such as Google Images, which utilize
the context links such as surrounding text and user tags. Although the
information in the context links is useful in many cases, they are often sparse
and noisy. In some cases, it can lead to questionable performance, when the
context contains much more irrelevant information to the mining process.
This is often evident from the Google Image results when the images do not
match the corresponding search at all.
3.2.3 Context-and-Content Multimedia Retrieval
Unifying the information in both context and content links is an appealing
approach to solve the limits inherent in the two paradigms discussed above.
Context links provide high-level semantic information which can be eective
for resolving the ambiguity in the content feature space due to the semantic
gap inherent in a pure content-based approach. Similarly, content links
between multimedia objects can serve as regularization which can avoid
the overtting problem due to the sparse and noisy context links. The
combination of two techniques provides the solution to eective multimedia
retrieval in the rich Web 2.0 environment, which is so-called Multimedia
Retrieval 2.0. This approach formulates multimedia retrieval by unifying the
content and context-based approaches. As compared with the above existing
multimedia retrieval systems, the advantages of our algorithm include:
1. We propose a general-purpose scheme which is broadly applicable.
Many advanced vector-based retrieval systems can be seamlessly used
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with the proposed approach.
2. Context and content links are explored in a unifying framework. Hence,
the learned latent space ought to be more optimal than the other
methods which separately mine these two kinds of links in multimedia
information networks.
3. Specically, for the multimedia annotation problem, a more sophis-
ticated algorithm is developed by leveraging the assumption that the
semantic concepts for annotation are correlated and thus a latent struc-
ture exists in such a semantic concept space. Also, the context-and-
content links are simultaneously explored to optimize the annotation
performance.
3.3 Latent Semantic Indexing
In this section, we briey review latent semantic indexing, which is closely
related to the algorithms proposed in this chapter. In conventional methods
for LSI, we map MOs (multimedia objects) to latent feature vectors. Suppose
we have nMOs fd1; d2;    ; dng andm COs (context objects) fc1; c2;    ; cmg
such as user tags. The context links between these n MOs and the m COs
are denoted by an nm matrix A. The elements Ai;j 2 Rnm of this matrix
represent the weights of context links, e.g., Ai;j = 1 if the jth CO is assigned
to ith MO, or Ai;j = 0 otherwise. The goal of LSI is to construct a set of
feature vectors fX1; X2;    ; Xng in a latent semantic space Rk to represent
these multimedia objects. LSI performs a Singular Vector Decomposition
(SVD) on the matrix A as follows:
A = UV T (3.1)
Here, U and V are orthogonal matrices such that UTU = V TV = I, and
the diagonal matrix  has the singular values as its diagonal elements. By
retaining the largest k singular values in  and approximating others to be
zero, LSI creates an approximated diagonal matrix e with fewer singular
values. This diagonal matrix is used to approximate A as A^ = U eV T . Then
the matrix X = U e 2 Rnk yields a new feature representation, each row
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of which is a k-dimensional feature vector of one multimedia object, i.e.,
X =
h
X1 X2    Xn
iT
. The computational complexity of SVD on the
matrix A grows quadratically with the number of context objects. If the
content features extracted from MOs are quantied into description words
(e.g., visual words) as COs, the computational cost will increase rapidly. On
the other hand, as stated in Section 3.1, the link matrix A is usually quite
sparse with few context links. This may result in overtting of the latent
feature vectors, since the small number of context links may not reect the
underlying correlation structure in a robust way.
PLSI is another algorithm which models the latent space by context links.
Each multimedia object is associated with a set of latent topic variables
fh1; h2;    ; hkg with conditional probabilities P (hjjMO) ; 1  j  k. Simi-
larly, for the latent topic hl, the conditional probability of the context object
COj is denoted by P (COjjhl). The conditional probability of COj given
MOi can be expressed as a product of these values:
P (COjjMOi) =
kX
l=1
P (COjjhl)P (hljMOi) (3.2)
The probabilities P (hljMOi) ; P (COjjhl) ; 1  l  k can be estimated by
using Maximum Likelihood (ML) and standard EM algorithms. We can use
these to construct the latent feature vector X (MO) of the multimedia object
MO as follows:
X (MO) = [P (h1jMO) ; P (h2jMO) ;    ; P (hkjMO)]T (3.3)
PLSI has similar drawbacks as LSI, because it does not consider the content
links. Furthermore, the number of parameters in PLSI grows linearly with
the number n of MOs. This suggests that the model is prone to overtting
[28] due to the sparse context links. Some alternative PLSI algorithms have
been proposed for using context information during latent space discovery.
They quantize the content features into COs (e.g., visual words) and use some
extra conditional probabilities to model their relations with latent topics [32].
Although content information is used in such a model, it has many more
parameters which need to be estimated. This results in overtting.
LDA is another technique from this family of latent space methods. It
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assumes that the probability distributions of multimedia objects over latent
topics are generated from the same Dirichlet distribution [28]. This simpli-
ed assumption is key to avoiding the (large parameter) overtting issue of
PLSI. However, the simplifying assumption has the pitfall that the assumed
Dirichlet distribution over MOs may not reect their true distribution in the
multimedia corpus.
While most of these algorithms focus on learning the latent space solely
with context links, some eorts have been made to incorporate content
information [40]. In order to incorporate content information into context
analysis, it uses two separate matrices to factorize the content and context
links (in addition to the latent matrix for multimedia objects). However, it
does not consider the geometric structure of the distribution of multimedia
objects in the corpus. From a practical perspective, the extra latent matrix
for either content or context links is unnecessary in multimedia retrieval.
Instead, in this chapter, we will learn a shared latent space from content
and context links simultaneously, so that it can mine the link structure in
an integrated manner without introducing any additional model parameters.
Moreover, the proposed formulation has a better optimization topology, i.e.,
it is a global convex optimization problem so that better numerical stability
can be achieved.
We propose to model the geometric structure of MOs by their content links
to capture their distribution in the underlying latent space. In other words,
our intuitive assumption is that the MOs with stronger content links ought to
be closer to each other in the latent space. By this assumption, the content
links can be encoded into latent space together with context links.
3.4 Latent Space Modeling in Social Media
In this section, we propose methods for combining the content links with
context links in order to discover the latent semantic space for multimedia
objects.
First, we show that the latent semantic indexing problem is closely related
to low-rank matrix approximation [41], [42]. Due to the noises in the context
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Figure 3.3: Illustration of latent low-rank structure among the tag vectors.
links, a noise term " exist on the matrix A such that
A = H + " (3.4)
Here the matrix H denotes the noise-free context links, after the noise " has
been removed.
To derive H, some extra prior ought to be assumed on H. Inspired by LSI
with a low-rank approximation of A, we impose a low-rank prior to recover
H by minimizing the noisy term simultaneously as
min k"k2F + rank (H)
s:t:; A = H + "
(3.5)
where kkF is the Frobenius norm (i.e., the squared summation of all elements
in a matrix),  is the balancing parameter and rank() is the rank function.
There is an intuitive interpretation for the low-rank prior. Let Hi; 1  i 
n denote the row vectors of H, which is the associated noise-free tag vector
for the ith multimedia object. Each tag vector represents the occurrence of
the corresponding tag in the multimedia corpus. As illustrated in Figure
3.3, the tag vectors of synonyms should be the same (or within a positive
multiplier of one another), such as the tag vector HPerson and HHuman for
the synonym terms \person" and \human." Moreover, many tags do not
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independently occur in the corpus since they are semantically correlated.
For example, the tag \animal" often correlates with its subclasses such as
\cat" and \tiger." This indicates from the viewpoint of linear algebra, that
the tag vector of \animal" could be located in a latent subspace spanned by
those of its subclasses. Since the rank of matrix H is the maximum number
of independent row vectors, it follows from the above dependency among
tags, that H ought to have a low-rank structure. As revealed by the latent
methods, user tags can be generated by mixing a few latent topics. The topic
vectors that represent occurrences of the associated topics in the multimedia
corpus span a latent semantic space, which contains most of tag vectors.
Therefore, the rank of H should be no more than the maximum number
of independent topic vectors in the latent space. Hence we can impose a
low-rank prior to estimate the noise-free H from the observed noisy A.
It is NP-hard to directly solve the optimization problem of determining
the lowest-rank approximation [41]. Recently, nuclear norm is proposed as
a convex surrogate for matrix rank [43], [41]. Its convexity is an advantage
in being able to perform an eective optimization process. The norm is
computed as the sum of all the singular values of the matrix. Let kAk denote
the nuclear norm of A, then kAk =
P
i
i (A) where i (A) are singular values
of A. Then Eq. (3.5) can be rewritten as
min kA Hk2F +  kHk (3.6)
The relationship between the above formulation and LSI can be presented
more formally in the following result [41]:
Theorem 1. min
H
kA Hk2F +  kHk has a unique analytical solution as
H = Udiag
 
   
2

+

V T , where U , V and diag() form SVD for A as
A = Udiag()VT. Here diag() is a diagonal matrix with the singular values
in vector  such as its diagonal elements. (   
2
)+ is a component-wise
operation that (x)+ = max(0; x).
The dierence is that LSI directly selects the largest k singular values of
A but Eq. (3.6) subtracts

2
from each singular value and thresholds them
by 0.
Suppose the resulting H is of rank k, then the SVD of H has the form of
H = UkV
T where k is a k  k diagonal matrix. Similar with LSI, the
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row vectors of X = Uk can be used as the latent vector representations of
multimedia objects in latent space. It is also worth noting that minimizing
the rank of H gives a smaller k so that the obtained latent vector space
can have lower dimensionality, and then the storage and computation in this
space could be more ecient in practice.
However, Eq. (3.6) does not encode the content links, and the sparse
context links may not result in a reliable latent space to represent multimedia
objects. Suppose we are given a matrix Q of content links, where Qi;j can rep-
resent the similarity measurement between the ith MO and the jth MO. For
example, we can extract some low-level feature vectors ff1; f2;    ; fng from
the visual and/or acoustic content of MOs, then Qi;j could be represented as
follows:
Qi;j = exp
(
 kfi   fjk
2
2
)
(3.7)
The relationship above uses a Gaussian kernel with radius .
By linking all the multimedia objects with Q, they can be embedded into
a low-dimensional manifold structure [44], [45]. More specically, we assume
that the multimedia objects with stronger links ought to be closer to each other
in the latent semantic space. This assumption is analogous to the Laplace-
Beltrami operator on manifolds [44], and makes a smooth regularization on
the underlying geometric structure between multimedia objects in the latent
space. It can avoid the overtting problem induced by sparse context links,
and it can also incorporate the content links into modeling the latent space
geometry. Based on this assumption, we introduce the quantity 
 to measure
the smoothness of multimedia objects in the underlying latent space.

 (X) = 1
2
nP
i;j=1
Qi;jjjXi  Xjjj22
= 1
2
nP
i;j=1
Qi;j (Xi  Xj) (Xi  Xj)T
(3.8)
Here, k  k2 is l2 norm, and Xi and Xj are the ith and jth row of X. It
is easy to see that by minimizing the above regularization term, a pair of
multimedia objects with larger Qi;j will have closer feature vectors Xi and
Xj in the latent space. With some matrix operations, 
 (X) can be further
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simplied as follows:

 (X) = 1
2
nP
i;j=1
Qi;j
 
XiX
T
i  XiXTj  XjXTi +XjXTj

=
nP
i;j=1
Qi;jXiX
T
i  
nP
i;j=1
Qi;jXiX
T
j
= trace
 
XXTD
  trace  XXTQ
= trace
 
XXT (D  Q)
= trace
 
XT (D  Q)X = trace  XTLX
(3.9)
Here, D is a diagonal matrix with its elements as the sum of each row of Q,
and L = D  Q is the positive semi-denite Laplacian matrix. By using the
factorization H = XV T and V TV = I, we can simplify as follows:
trace
 
HTLH

= trace
 
V XTLXV T

= trace
 
XTLXV TV

= trace
 
XTLX
 (3.10)
Now we can formulate the new model to discover the latent semantic space
by plugging Eq. (3.10) into Eq. (3.6), which minimizes the following problem:
min
H
F (H) = kA Hk2F + trace
 
HTLH

+  kHk (3.11)
Here  is a balancing parameter. We note that the nuclear norm is convex,
and L is a positive semi-denite matrix. Therefore, the above optimization
problem has the desirable property that it is convex with a global optimum.
Note that when there are images without any associated context objects
(e.g., testing images with no user tags), the term of the least-square error in
Eq. (3.11) is computed on the images with context objects. It is the matrix
completion problem in [41]. In this case, the second term plays the role of
sharing and connecting the context knowledge between tagged and untagged
images by their visual similarities.
It is worth noting that no links are established between context objects in
Eq. (3.11). The reason we do not consider these links is that in order to link
the context objects (e.g., user tags), external knowledge is required to mea-
sure the similarity between them, such as WordNet and Google distance for
linking textual user tags. Although these links can provide extra information,
misleading knowledge may be introduced from the external resources, which
do not comply with the visual evidence. For example, there is domain gap
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between text and visual similarities, and two textual tags that are strongly
correlated in text documents may not co-occur in images. Thus in the
context of multimedia retrieval, we shall not incorporate context links in
the formulation.
In contrast to Eq. (3.6), Eq. (3.11) does not have a closed-form solution.
Fortunately, this problem can be solved by the proximal gradient method [46]
which uses a sequence of quadratic approximations of the objective function
in Eq. (3.11) in order to derive the optimal solution. We dene K (H) =
kA Hk2F +trace
 
HTLH

, and observe that F (H) = K (H)+ kHk2 is a
summation of the dierentiable function K and the nuclear norm. This helps
in dening the update step as well. GivenH 1 in the last step  1, it can be
updated by solving the following optimization problem which quadratically
approximates F (H) by Taylor expansion of K (H) at H 1 [46]:
H = argmin
H
K (H 1) + hrK (H 1) ; H  H 1i
+

2
kH  H 1k2F +  kHk
= argmin
H

2
kH  Gk2F +  kHk
+K (H 1)  1
2
krK (H 1)k2F
(3.12)
Note that the last two terms in the rightmost side of Eq. (3.12) do not depend
on H so they can be ignored when minimizing w.r.t. H . The values of G
and  in the above expression are dened as follows:
G = H 1   1

rK (H 1)
= H 1   2

 
H 1   A+ LTH 1
 (3.13)
 = 2max
 
I + LT

(3.14)
where the coecient  satises the Lipschitz condition such that
krRK (R) rTK (T )kF   kR  TkF
for any R; T , and max () denotes the largest singular value.
In each step, (3.12) provides an analytical solution to H , as illustrated in
Theorem 1. Algorithm 1 summarizes the optimization procedure.
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Algorithm 1 Proximal Gradient for Minimizing Eq. (3.11)
input A for the context links, Q for the content links, balance parameters
 and .
1 Initialize H0  0 and   1.
2 Set  2max
 
I + LT

.
repeat
2 Compute G in Eq. (3.13).
3 Set H  Udiag

   


+
VT which optimizes Eq. (3.12) by Theorem
1. Here Udiag ()VT gives the SVD of G .
4    + 1.
until Convergence or maximum iteration number achieves.
3.5 Annotation Model with Context and Content
Links
Multimedia annotation plays the critical role in multimedia retrieval, and it
aims at annotating semantic concepts to multimedia objects. As already
mentioned, once the latent feature vectors are learned, they can be fed
into some existing vector-based classiers to detect semantic concepts for
annotation. Instead of learning a latent space for multimedia objects as a pre-
step, we develop an alternative algorithm in this section that directly learns
the annotation model from training examples. Our method explores both
the context and content information based on the latent structure between
the correlated semantic concepts for annotation. Since it is a supervised
algorithm, we will refer to it as Supervised Context-and-Content Multimedia
Retrieval (S-C2MR) in this chapter (in contrast to the U-C2MR algorithm).
It is worth noting that even given a new multimedia object without any
associated context links, S-C2MR can still annotate it. In other words, S-
C2MR can readily handle the out-of-sample problem in the case of new
multimedia objects. This greatly extends the applicability of content and
context based multimedia annotation in many practical applications.
For a set of l semantic concepts, the goal of multimedia annotation is to
predict the labels of these concepts on the multimedia objects. A set of n
multimedia objects are used as the training data set to learn the annotation
model, on which the labels of l concepts are given. Let yi;u denote the training
label of the uth concept for the ith MO, where yi;u = +1 denotes the positive
label and yi;u =  1 denotes the negative label. Meanwhile, a set of d-
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dimensional raw feature vectors ff1; f2;    ; fng (e.g., the visual features for
images and audio-visual features for videos) are extracted from the training
set. To predict the labels, l linear classiers are to be learned, where Wu 2
Rd; u = 1; 2;    ; l are the coecient vectors for these linear classiers. Then,
~yi;u =W
T
u fi is the prediction score for the uth concept on the ith multimedia
objects. Stacking Wu into a d l matrix W = [W1;W2;    ;Wl], Yi = W T fi
is the l-dimensional label vectors for all the l concepts on the ith multimedia
object.
In the learning phase, we learn the model parameter W . The aim is to
ensure that the prediction scores given by W should match with the ground
truth labels on the training set as much as possible. Let mi;u = yi;u~yi;u =
yi;uW
T
u fi, then it should be as large as possible by the maximum margin
principle. We use the logistic loss function h(x) =
1

log (1 + exp( x))
to measure the margin with  controlling its shape, and the margin can be
maximized by minimizing the total logistic loss over all the training examples:
L (W ) =
nX
i=1
lX
u=1
h (mi;u) =
nX
i=1
lX
u=1
h
 
yi;uW
T
u fi

(3.15)
To incorporate the information from the context links, when learning W ,
we dene an n  n symmetric matrix S, where each entry Si;j counts the
number of context objects that the ith and the jth multimedia objects
share. Actually, S can be computed as S = AAT , and it summarizes the
information in the context links. Similar to the smoothness assumption on
the content links, it is also reasonable to assume that if two multimedia
objects share more context objects, they ought to be semantically similar and
the predicted label vectors on them should be as close as possible. Formally,
this smoothness condition can be obtained by minimizing the following:
  (W ) = 1
2
nP
i;j=1
Si;j kYi   Yjk22
= 1
2
nP
i;j=1
Si;j
W T fi  W T fj22
=W TF (J   S)F TW
=W TFKF TW
(3.16)
Here, F = [f1; f2;    ; fn] is the d  n data matrix with the raw feature
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vectors as its columns, J is a diagonal matrix whose element is the sum of
each corresponding row vector of S and K = J   S is the Laplacian matrix
for the context links in contrast to the Laplacian matrix L for the content
links in Eq. (3.9). The third equality in the above equation can be derived
in the similar manner to Eq. (3.9).
Similar to the tag vectors illustrated in Figure 3.3, the target semantic
concepts for annotation will not appear independently. The correlation
between these concepts implies that a linear dependency structure exists
among the predictions of these concepts on the multimedia objects. In other
words, these concepts form a low-dimensional latent space, in which these
concepts are (linearly) dependent on each other. Since each column vector of
W corresponds to the prediction coecients for the associated concept, the
linear dependent structure among concept predictions implies that W ought
to be of low rank. Combining Eq. (3.15) and Eq. (3.16) together with the
above latent assumption of concept space, we can solve W by minimizing
nX
i=1
lX
u=1
h
 
yi;uW
T
u fi

+ trace
 
W TFKF TW

+  kWk (3.17)
where  and  are the balancing parameters. Again, this optimization
problem can be solved by proximal gradient algorithm in the similar way
as in Section 3.4. In detail, let us denote
B (W ) =
nX
i=1
lX
u=1
h
 
yi;uW
T
u fi

+ trace
 
W TFKF TW

(3.18)
then given the xedW ( 1) at iteration  1, Eq. (3.17) can be quadratically
approximated by Taylor expanding B(W ) at W ( 1)
P
 
W;W ( 1)

= B
 
W ( 1)

+

rB  W ( 1) ;W  W ( 1)
+
2
W  W ( 1)2
F
+  kWk
= 
2
W  G()2
F
+  kWk
+B
 
W ( 1)
  1
2
rB  W ( 1)2
F
(3.19)
where
G() = W ( 1)   1

rB  W ( 1) (3.20)
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Here rB  W ( 1) is an l  n matrix which is the gradient of B (W ) at
W ( 1).
B (W ) consists of two terms, and we compute their gradients respectively.
Note that the rst term of logistic loss is always dierentiable, so we have
@
@Wu

nP
i=1
lP
u=1
h
 
yi;uW
T
u fi

=
nP
i=1
yi;uh
0

 
yi;uW
T
u fi

fi
(3.21)
where h0(z) =
 1
1 + ez
is the derivative of logistic loss function h at z. Denote
M is an n l matrix with each entry Mi;u = yi;uh0
 
yi;uW
T
u fi

, we have the
gradient w.r.t. W
r
 
nX
i=1
lX
u=1
h
 
yi;uW
T
u fi
!
= F M (3.22)
Therefore, the gradient of B (W ) is
rB (W ) = F M + 2FKF TW (3.23)
Then the new W () at iteration  can be solved by
W () = argmin
W
P
 
W;W ( 1)

= argmin
W

2
W  G()2
F
+  kWk
(3.24)
which has analytical solution according to Theorem 1. Note that as point-
ed out in [46], the convergence of the proximal gradient algorithm can be
accelerated by making an initial estimate of  (here, we initialize  by
max(rB(W ( 1))) in each iteration) and multiplying it by a constant fac-
tor  (= 0:7 in our case) until B
 
W ()

+ kW ()k  P
 
W ();W ( 1)

.
Algorithm 2 summarizes the optimization process.
In the inference phase, given the raw feature vector f of a new multimedia
object, its labels on l concepts can be predicted by ~y(f) = sign(W T f).
Finally, we distinguish the proposed supervised content-and-context mul-
timedia annotation algorithm from other latent models, including the one
proposed in Section 3.4. Previous latent methods, such as latent semantic
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Algorithm 2 Supervised Content-and-Context-Based Multimedia Annota-
tion
input Matrix S, balance parameters  and .
1 Initialize W (0)  0 and   1.
repeat
2 Compute the gradient of B (W ) at W ( 1) as Eq. (3.23).
3 Set G() = W ( 1)   1

rB  W ( 1).
4 Set W ()  Udiag

   


+
VT, where Udiag ()VT is the SVD of
G().
8    + 1.
until Convergence or maximum iteration number achieves.
analysis [26], probabilistic latent semantic analysis [27] and latent Dirichlet
allocation [28], are restricted to latent factor discovery. On the contrary,
in this section, the goal of our approach is to directly model the semantic
concepts from the content and context links while exploring their latent
semantic correlations.
3.6 Experiments
To evaluate the proposed latent space method and its application in Context-
and-Content-based Multimedia Retrieval (C2MR), we conduct experiments
on a public multimedia data set with a large number of images as multimedia
objects and noisy user tags as context objects. It is compared with the other
paradigms of multimedia retrieval algorithms, such as Content-based Multi-
media Retrieval (CMR) and Context-based Multimedia Retrieval (CxMR).
We evaluate these algorithms in multimedia annotation problem, and their
performances can be compared in quantity with the available labeling ground
truth in the data set.
3.6.1 Data Set
Experiments are conducted on a publicly available Flickr data set2. It con-
tains 55, 615 images which are crawled from the photo sharing website
Flickr.com. The crawled images are linked to 1; 000 user tags, which are
2http://lms.comp.nus.edu.sg/research/NUS-WIDE.htm
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 Figure 3.4: Examples of Flickr images and associated tags contributed by
community.
annotated by users registered in Flickr. The context links between images
and tags are quite sparse. In this data set, most of images only have fewer
than 10 tags, and the average number of tags per image is 7.3. Figure 3.4
illustrates some example of images and their associated user tags.
Beyond these images and user tags, 81 concepts are dened in the data set
for image annotation. Note that these 81 concepts are dierent from the user
tags, and their ground truth labels are manually collected by the data set
developer. In contrast, tags are annotated by amateur users in Flickr which
contains many irrelevant noise information. The whole data set is partitioned
into training set and test set for this annotation problem. The training set
contains 27,807 images and the remaining 27, 808 images are in the test set.
In the training set, the training labels are given for all 81 concepts to learn
prediction model. The annotation performances are then evaluated on test
set
Visual features extracted from the image corpus include the 64-D color
histogram and 73-D edge direction histogram. These two kinds of features
are concatenated together to form a 137-D vector feature [47]. Features are
normalized by subtracting each dimension of feature by its mean, and then
dividing the resulting feature by three times of the standard variation of this
dimension. After that, the feature vectors of all samples are normalized so
that the square sum of all the elements in each feature vector is one [47].
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3.6.2 Performance Evaluation
The goal of multimedia retrieval is to retrieve a list which is relevant to
the target concept. All the retrieved images are ranked according to their
prediction scores in a descent order. The relevant images are expected to
be ranked higher in the retrieved list. Therefore, to evaluate the ranking
performance, we adopt Average Precision (AP) to measure the retrieval
performance for each concept. Let R be the number of true positive images in
the test set and Rj be the number of the relevant images in the top j images
in the rank list. Let Ij = 1 if the jth image is relevant and 0 otherwise. Then
AP is dened as
1
R
X
j
Rj
j
Ij (3.25)
The AP corresponds to the area under a non-interpolated recall/precision
curve and it favors highly ranked relevant images. In the experiments,
AP is computed for each concept on the test set to measure the algorithm
performance.
3.6.3 Comparison between Three Paradigms
First, we compare the proposed algorithm with the other three paradigms of
multimedia retrieval algorithms. For the sake of fair comparison, the SVM
model is trained based on the learned latent space and/or visual features.
1. CMR - Content-based Multimedia Retrieval. Only visual features are
used to model the 81 concepts. No user tags are used in this algorithm.
In other words, we train SVM for each concept on visual features
and the resulting SVM is used to predict the classication scores for
retrieval. The Gaussian kernel is used in SVM for comparison.
2. CxMR - Context-based Multimedia Retrieval. First, a latent space
is learned solely from the context links between user tags and images
based on PLSI. Then the SVM model is trained for each concept based
on the obtained latent feature vectors to predict the scores. Next we
will compare it with an advanced LSI variant - CLMF (i.e., combining
Content and Link using Matrix Factorization [40]). We do not assume
that user tags are available in the test set, thus in this paradigm of
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(c) From \sign" to \zebra"
Figure 3.5: Comparison of dierent algorithms over 81 concepts on Flickr
data set in terms of AP. The gure can be enlarged in the electric version.
latent methods, the user tags are predicated by their nearest neighbors
in the training set.
3. C2MR - the proposed Context-and-Content-based Multimedia Retrieval.
C2MR contains two dierent types - Unsupervised C2MR and Super-
vised C2MR.
a. U-C2MR - Unsupervised C2MR. The algorithm in Section 3.4 is
applied to model the latent space, which maps the multimedia
objects into a latent space from both content and context links.
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Figure 3.6: Comparison of dierent algorithms on 81 concepts on the Flickr
data set in terms of MAP.
The parameters  and  in Eq. (3.10) are chosen from f0.2, 0.5,
1.0, 2.0g via a 5-folder cross-validation on training set in terms of
the resulting AP. Then, SVM is used to train classication models
from the learned latent space.
b. S-C2MR - Supervised C2MR. The algorithm in Section 3.5 is
developed for multimedia annotation. Dierent from U-C2MR, it
directly learns classier for the semantic concepts. The parameters
 and  in (3.17) are chosen from f0.2, 0.5, 1.0, 2.0g via a 5-folder
cross-validation on training set, and the shape parameter  for the
logistic loss is empirically set to be 1:0.
Figure 3.5 and Figure 3.6 illustrate the performances on all the compared
algorithms. From the results, we have the following observations.
Among CMR, CxMR and C2MR, the proposed C2MR, both supervised
and unsupervised versions, gain the best performances in terms of mean
average precision (MAP) over all the 81 concepts. As for U-C2MR, it
improves CMR by 246.8% and CxMR by 37.6%. Furthermore, S-C2MR
improves CMR by 264.2% and CxMR by 44.5%. Meanwhile, of all 81
concepts, the proposed content and context multimedia retrieval methods
(U-C2MR and S-C2MR) perform best on 58 concepts. On the remaining
concepts, their performances only slightly deteriorate compared to the other
algorithms.
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(a) CMR (b) CxMR
(c) U-C2MR
Figure 3.7: Illustration of dierent algorithms of mapping of multimedia
objects into a 2D latent space. The grey points correspond to the
multimedia objects in the corpus, and the red ones correspond to those of
\cat" images. (a) CMR: mapping multimedia objects into the 2D space by
applying principal component analysis to visual features of images; (b)
CxMR: mapping multimedia objects by PLSI into the 2D space; (c)
U-C2MR: mapping multimedia objects into the 2D space by the proposed
latent method in Section 3.4.
Comparing these three paradigms of multimedia retrieval methods, CMR
performs worst since no semantic information in the user tag is used. CxMR
performs much better than CMR, although the tag link is sparse and noisy.
By regularizing the tag links by content links, C2MR signicantly improves
CxMR here. This is because by mining the similarity information in content
links between MOs, visually similar Flickr images can implicitly \share" the
tag links between each other, which relieves the problem with sparse tag
links. On the other hand, the noise in tags can also be somewhat reduced
in a latent semantic space by embedding context links and visual geometric
structure in content links simultaneously.
Finally, we illustrate how dierent algorithms map multimedia objects
into a 2D latent space in Figure 3.7. It shows that the proposed method
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maps the multimedia objects with the same class (i.e., \cat" in this example)
close to each other so that they have consistent feature representation in
the underlying latent space. It gives an intuitive interpretation of better
performance of the proposed algorithm, since it often becomes much easier
to identify the region corresponding to a certain semantic class in the latent
space, where the objects of this class are mapped together.
3.6.4 Comparison with Related Algorithms
We also compare the proposed algorithm with the other closely related algo-
rithms.
1. Fusion { we combine the 137-D visual content features and the obtained
context features in CxMR. The combined features are used to train the
SVM model for each concept. There are the following two dierent
fusion strategies - early-fusion and late-fusion [48].
a. Early-Fusion: the two kinds of features are concatenated and
directly fed into SVM to train the model for each concept.
b. Late-Fusion: two SVM models are learned from visual and PLSI
features respectively to predict scores for each concept, and the
nal prediction scores are given by linearly combining them in a
late-fusion step.
2. SGSSL dn { sparse graph-based semi-supervised learning approach to-
gether with handling tag noises [49]. In this algorithm, a concept space
is explicitly constructed from the context links. Moreover, a sparse
graph is constructed by datum-wise one-vs-kNN reconstructions of all
samples, in which a training label renement strategy is proposed to
handle the noise in the user tags.
3. ML-DML { Multi-Label Distance Metric Learning [50]. This algorithm
learns a semantic distance metric between visual features from user
tags. Based on the learned distance, SVM is used to model each concept
with a Gaussian kernel by exponentiating the obtained negative multi-
label distance. Since it leverages user tags, it is compared with C2MR
in the following.
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4. CLMF { combining Content and Link using Matrix Factorization [40].
This algorithm combines the content and link analysis using matrix
factorization. It attempts to symmetrically factorize the context matrix
and asymmetrically factorize the content matrix. In this model, some
extra latent variables are used to model the context topics.
By comparison in Figure 3.6, C2MR shows it can more eectively model the
two links than the other fusion methods in terms of MAP. U-C2MR improves
Early-Fusion by 52.7%, Late-Fusion by 35.3%, SGSSL dn by 225.8%, and
ML-DML by 247.0% and CLMF by 15.6%. S-C2MR improves Early-Fusion
by 60.3%, Late-Fusion by 42.1%, SGSSL dn by 242.1% and ML-DML by
264.2% and CLMF by 21.4%.
In fusion methods, late-fusion outperforms early-fusion. It indicates that
simply concatenating context and content feature vectors together into a
higher-dimensional vector cannot eectively utilize the context and content
links. On the contrary, it is proven in the experiments that C2MR models a
more informative latent space from the content and context links.
Finally, the comparison between ML-DML, SGSSL dn and C2MR also
shows C2MR can better utilize the information in the links of multimedia
information networks. Although SGSSL dn attempts to handle the noisy
tags in context links, it does not solve the problem with sparse context links.
Moreover, the concept space in this approach constructed from user tags is
usually far from perfect due to the semantic gap. This makes it dicult to
further improve the performance of multimedia retrieval built on this concept
space. Although ML-DML also utilizes user tags to learn a discriminant
metric structure in visual feature space, it does not explore the geometric
structure in either content links as U-C2MR or the context links as S-C2MR.
Moreover, it does not look into the intrinsic latent space of either the tag
vectors as U-C2MR or the label vectors of semantic concepts as S-C2MR.
Although CLMF attempts to incorporate content information into context
analysis, it uses two matrices to separately factorize the context and content
links. On the contrary, the proposed model learns a shared latent matrix H
from content and context links simultaneously. Indeed, from the practical
perspective, one extra matrix for either content or context links is unnec-
essary in multimedia retrieval, and it needs extra training samples to learn
a satisfactory model. With more compact latent structure, the proposed
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Table 3.1: Comparison of computing time (in seconds) by latent methods
and the other related methods.
Algorithms Computing Time
Latent Methods CMR N/A
CxMR 8152.50 secs
CLMF 3045.31 secs
U-C2MR 2347.78 secs
S-C2MR 3749.48 secs
Other Methods SGSSL dn 22680.0 secs
ML-DML 349.57 secs
algorithm is more compact than CLMF with the shared latent matrix and
thus has better performance as shown in the experiment. Moreover, the
proposed model can reduce the noise-induced uncertainty by low-rank prior,
and the sparse context links are complemented by embedding multimedia
objects into their content linkage structure.
3.6.5 Comparison between U-C2MR and S-C2MR
Finally, we compare U-C2MR and S-C2MR. As shown in Figure 3.6, S-C2MR
performs slightly better than U-C2MR by 5% improvement. The reason is
that S-C2MR aims at directly learning the semantic concepts for annotation
in a unied framework and it utilizes extra discriminant information to learn
the corresponding model for the target concepts.
3.6.6 Computing Time
Experiments are conducted on a platform with Intel Xeon CPU 2.80GHz
and 8G physical memory. Table 3.1 illustrates the computing time of d-
ierent algorithms compared above. Since CMR is conducted directly on
low-level feature space without modeling the latent space, its computing
time is not listed. By comparison, both U-C2MR and S-C2MR are more
computationally ecient than CxMR and SGSSL dn, and have the similar
computation load with CLMF. On the other hand, although U-C2MR and
S-C2MR perform more slowly than ML-DML, they improve the performance
of ML-DML signicantly in terms of MAP.
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3.7 Conclusion
In this chapter, we propose an algorithm which discovers the latent semantic
space from both context and content links in multimedia information net-
works. The algorithms solve the problem with sparse context links by enrich-
ing the multimedia information networks with content links, and multimedia
objects are embedded into a geometric structure underlying their content
information. We extend the traditional latent semantic indexing algorithm
by low-rank approximation, in which the information from the content links is
seamlessly incorporated. The learned latent semantic space can be applied for
many applications, such as multimedia annotation and retrieval. Specically,
we develop a context-and-content-based multimedia annotation algorithm
which can learn the concept models from the context links and content
links simultaneously based on the intrinsic low-rank structure in the latent
concept space. For evaluation, we compare the proposed algorithm with other
multimedia retrieval paradigms with either content or context links on a real-
world Flickr data set. Other related algorithms in multimedia information
networks are compared as well. The results show that the proposed algorithm
is quite eective to integrate the content and context links for semantic
retrieval over all 81 concepts from Flickr data set.
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CHAPTER 4
INFORMATION TRANSFER
The problem of transfer learning has recently been of great interest in a
variety of machine learning applications. In this chapter, we examine a new
angle to the transfer learning problem, where we examine the problem of
distance function learning. Specically, we focus on the problem of how
our knowledge of distance functions in one domain can be transferred to a
new domain. A good semantic understanding of the feature space is critical
in providing the domain-specic understanding for setting up good distance
functions. Unfortunately, not all domains have feature representations which
are equally interpretable. For example, in some domains such as text, the
semantics of the feature representation are clear, as a result of which it is
easy for a domain expert to set up distance functions for specic kinds of
semantics. In the case of image data, the features are semantically harder to
interpret, and it is harder to set up distance functions, especially for partic-
ular semantic criteria. In this chapter, we focus on the problem of transfer
learning as a way to close the semantic gap between dierent domains, and
show how to use correspondence information between two domains in order
to set up distance functions for the semantically more challenging domain.
4.1 Introduction
The problem of transfer learning [51], [52], [53], [32], [54] has seen a revival in
recent years because of the tremendous amount of heterogeneous data which
is available in a wide variety of networks and content-based applications.
Dierent domains provide a dierent level of ease in data collection and
processing. Therefore, it is useful to somehow transfer the knowledge from
one domain to the other. For example, in cross-lingual learning, labeled
English text is widely available, whereas it is much harder to obtain labeled
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Chinese documents. Therefore, the focus of transfer learning in this example
is to use the natural correspondence between the feature spaces of the two
domains in order to create an automated learner for Chinese documents.
The focus of most transfer learning problems is on aspects which involve the
unavailability of sucient data for learning purposes. The transfer learning
model is used as a way to learn cases in which sucient data is not available
to create the classication model.
In this chapter, we examine a dierent angle to the transfer learning
problem, by exploring the varying semantic gap [55] in dierent feature
spaces. An understanding of the semantics of a feature space is critical in
setting up key operations in that space. One such example is the problem
of distance function design. Distance function design is a key problem for
many fundamental applications such as similarity search [56], [36], [57], [58],
[59], [60] and retrieval [50].
Distance functions can be set up much more easily in a feature space, when
the semantics of that space are easy to interpret. This is especially true for
applications in which the distance function needs to be designed with specic
criteria in mind. For example, in the text domain, a distance function which
is discriminatory between certain kinds of topics can be easily set up by
restricting the feature space to words which belong to the set of topics at
hand. On the other hand, this is much harder to achieve in a domain such as
image data in which the features cannot be naturally interpreted in terms of
the dierent criteria, and the distance function design is far more challenging.
In this chapter, we focus on the problem of transfer learning as a way to
link the dierent domains. As an example, we assume that the only input to
the process is a set of images with corresponding text in the learning phase.
We would like to explore this correspondence between the two domains in
order to set up a distance function which uses only the image features, even
in a dierent collection of images which do not have corresponding text.
We also note that in some cases, the metric information in original target
domain may be available in order to further improve the accuracy of the
transfer learning process.
The remainder of this chapter is organized as follows. In Section 4.2, we
formally dene the problem of transfer learning of distance functions across
heterogeneous domains. Section 4.3 formulates and solves the optimization
problem of learning the distance function through a transfer learning process.
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We relate the proposed method with existing work in the literature in Section
4.4. In Section 4.5, we present experiments on real-world data sets and show
the advantages of the proposed algorithm. Section 4.6 proves Theorem 2,
and the conclusions are presented in Section 4.7.
4.2 Problem Denition and Target Metric
Let Rs and Rt be the source and target feature spaces with dimensionalities
of s and t respectively. Each instance in the source space is represented by
a feature vector y 2 Rs, and the target instances are represented by feature
vectors x in the target space Rt. In order to transfer the metric structure
from source domain to target domain, we dene a random variable 1IRel(x;y)
to indicate the cross-domain relevance between a target instance x and a
source instance y. We dene a transfer function T (x;y) to measure the
probability of x and y being relevant to each other, over Rs  Rt as
T : Rs  Rt ! [0; 1]; (x;y) 7! T (x;y) (4.1)
Then the cross-domain relevance variable 1IRel(x;y) follows the Bernoulli
distribution B(T (x;y)) parameterized by the transfer function, i.e.,
p(1IRel(x;y) = 1) = T (x;y)
and
p(1IRel(x;y) = 0) = 1  T (x;y)
Additionally, to capture the metric structure in source domain, the source
space may use a particular kind of similarity function, which is the most
eective for processing in that domain. For example, the cosine similarity
function is likely to be quite eective in the text domain. We use a kernel
function k(y; ~y) in order to encode this metric structure in the source space,
which measures the similarity of y and ~y in the source space. Any Mercer
kernel which satises the positive semi-denite property [25] in source space
can be used here. In the meantime, we assume all the source instances are
sampled from a true distribution p(y). Then the kernel similarity together
with p(y) completely describes the metric structure between source instances.
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Figure 4.1: Illustration of computing the target image similarity from the
relevant text documents sampled from the cross-domain metric sampling
process. Although the pyramid (the left) and Luxor Temple (the right)
images look visually dierent, both of them are semantically related in the
context of text documents introducing Egyptian architecture.
Now given the kernel structure in source space, with the help of transfer
function T we can dene the metric structure in target space by exploring
the metric structure in source space. Specically, we depict the following
cross-domain metric sampling process to compute the similarity between the
target instances x and ~x:
1. Sampling a pair of source instances y and ~y from p(y).
2. Sampling 1IRel(x;y) s B(T (x;y)) and 1IRel(~x; ~y) s B(T (~x; ~y)) to decide
whether y and ~y are relevant to x and ~x, respectively.
3. If both are relevant, i.e., 1IRel(x;y)1IRel(~x; ~y) = 1, outputting k(y; ~y) as
the target similarity between x and ~x; otherwise, outputting 0 which means
that in terms of the sampled source instances y and ~y no evidence shows the
target instances x and ~x are similar.
Based on the above sampling process, we dene the target similarity as
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the expected output of the target similarity over p(y):
s (x; ~x)
, Ey;~ysp(y) [E [1IRel(x;y)  1IRel(~x; ~y)k(y; ~y)jy; ~y]]
= Ey;~ysp(y) [T (x;y)T (~x; ~y) k (y; ~y)]
=
R
 T (x;y)T (~x; ~y) k (y; ~y) p(y)p(~y)dyd~y
(4.2)
where  is the support of the distribution p(y). It computes the target simi-
larity metric by taking expectation of the source similarity k (y; ~y) transferred
by T with respect to p(y).
Figure 4.1 illustrates this idea by demonstrating how (target) image simi-
larity is computed from the relevant (source) text documents. The images are
linked to the relevant text documents by sampling the cross-domain relevance
variables. The transfer function is used to link the images to the relevant
text documents. Then the target similarity between images is obtained by
accumulating the similarities of the relevant text documents weighted by
the transfer function. If the two text documents are relevant to the target
images based on sampled relevance indicator variables, their similarity will be
accumulated for computing the image similarity; otherwise the text similarity
will be neglected since they describe irrelevant content to the images.
It can be proved that the above target similarity is a valid Mercer kernel
function, which is the positive semi-denite by the Mercer theorem:
Theorem 2. Given a positive semi-denite source kernel k, s(x; ~x) in Eq.
(4.2) is a valid Mercer kernel.
Proof. We show that s is a positive semi-denite kernel. For a set of nite
target instances fxi; 1  i  lg and corresponding coecients fi; 1  i  lg,
we have
lP
i;j=1
ijs (xi;xj) =
R

lP
i;j=1
ijT (xi;y)T (xj; ~y)
k (y; ~y) p(y)p(~y)dyd~y = R

(
lP
i=1
iT (xi;y) p(y))
(
lP
i=1
iT (xi; ~y) p(~y))k (y; ~y) dyd~y
=
R

(y)(~y)k (y; ~y) dyd~y  0
(4.3)
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where (y) =
mP
i=1
iT (xi;y) p(y) and the last inequality follows from the
semi-denite positivity of the kernel k. Thus s(x; ~x) is a valid Mercer kernel.
According to the denition of the Mercer kernel, there exists a function
(x) that maps each target instance x to (x) in an output feature space, in
which the inner product is implicitly given by s (x; ~x) = h(x); (~x);i. Hence,
the (squared) distance between two target instances can be computed as
dtgt (x; ~x) = h(x)  (~x); (x)  (~x)i
= s (x;x) + s (~x; ~x)  2s (x; ~x) (4.4)
This distance function formally satises the mathematical properties of a
metric, i.e., this distance metric in the target space is symmetric, non-
negative and satisfying the triangle inequality.
We dene the target similarity in terms of a population expectation w.r.t.
the true distribution p(y) in Eq. (4.2). However, in reality the underlying
p(y) is unknown beforehand. Alternatively, we can consider the empirical
version of the true target similarity. Given a set of source instances yi; 1 
i  n i.i.d. sampled from p(y), the empirical distribution is
pn(y) =
1
n
nX
i=1
[y   yi]
with the Dirac's delta function []. Substituting p(y) with pn(y), we obtain
the following empirical target similarity
sn(x; ~x)
=
R
 T (x;y)T (~x; ~y) k (y; ~y) pn(y)pn(~y)dyd~y
=
1
n2
nP
i;j=1
fT (x;yi)T (~x;yj) k (yi;yj)g
(4.5)
Note that in the cross-domain metric sampling process the pairs of source in-
stances are sampled independently. However, in sn(x; ~x) the pairs of (yi;yj)
are not statistically independent although the yi's are independently sampled
from p(y). The conventional analysis tools for i.i.d. samples do not apply in
this case, and instead we apply the McDiarmid inequality [61], [62] to bound
the dierence between the true and empirical target similarity. We show that
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sn(x; ~x) asymptotically converges to s(x; ~x) at rate O(
1p
n
):
Theorem 3. Given any two target instances x and ~x, with probability at
least 1  , we have
jsn (x; ~x)  s (x; ~x)j  1
n
j% (x; ~x)j+B
r
2
n
ln
2

(4.6)
where B is the upper bound of the kernel function, i.e., jk(y; z)j < B for any
y and z; and
% (x; ~x) = Eysp(y) [T (x;y)T (~x;y) k (y;y)]  s (x; ~x) (4.7)
Remark 1. Here, a bounded kernel function is a rather mild condition as
most of kernels have nite upper bound, e.g., the absolute value of the cosine
kernel is always less than one and the linear kernel is bounded as long as the
support  of p(y) is compact.
We leave the proof of the theorem in Section 4.6.
The empirical target similarity function sn can be rewritten in a compact
matrix form as
sn(x; ~x) =
nP
i;j=1
fT (x;yi)T (~x;yj) k (yi;yj)g
= vT (x)
T KvT (~x)
(4.8)
where K is an n  n kernel matrix with K = [k(yi;yj)]nn, and the corre-
sponding distance metric dtgt is
dtgt (x; ~x) = sn(x;x) + sn(~x; ~x)  2sn(x; ~x)
= (vT (x)  vT (~x))T K (vT (x)  vT (~x))
(4.9)
where vT () denes a mapping
vT : Rt ! Rn;x 7! vT (x) (4.10)
from the target space Rt to an n-dimensional vector space Rn:
vT (x) =
h
T (x;y1) T (x;y2)    T (x;yn)
iT
(4.11)
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These n source instances yi; 1  i  n can be seen as \landmark" instances
in the source space, and this mapping summarizes the relevance of the target
instance x to these landmark instances. It asymptotically captures the target
metric structure as n ! +1 by Theorem 3. Note that for ease of notation
we discard the constant factor 1
n2
in Eq. (4.5) here.
4.3 Transfer Learning of Distance Functions
The transfer function T (; ) plays the central role in connecting the metric
structures in target and source spaces as shown in Eqs. (4.5) and (4.9). To
learn the transfer function, two aspects can be explored to reveal the intrinsic
distance structure in the target space.
The most direct component which provides the connection between the
source and target domains is a set C = f(xk;yk)g of observed pairs of relevant
instances between the two domains. For example, this can be images and
their surrounding text; or the equivalent English translation to a Chinese
document. This provides the bridge needed for transfer learning of metrics
across heterogeneous spaces.
In the cross-domain metric sampling process, only source similarity is
sampled to compute the target similarity. On the other hand, a priori
information about the structure of the target distance is directly available in
the original target space. We refer to this as structural information about the
target space. The learned distance should inherit the metric structures of the
original target space as well. Specically, given a set of target instances, let
Qp;q denote the similarity between two instance xp and xq, 1  p; q  m in the
original target space. Then they can be utilized to make the target distance
Eq. (4.9) consistent with the metric structure of the original target space.
Moreover, aligning source and target metric structures also maximizes the
cross-domain correlations, which equivalently imposes a global consistency
prior to link the relevant instances in heterogeneous domains. We will reveal
this connection in the later.
Now we propose an algorithm in order to optimize the distance transfer
process between the two spaces. The optimization problem over the transfer
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function T is dened as follows:
min
T
L"(T; C) + 
2
mP
p;q=1
g (Qp;q; dtgt (xp;xq)) + 
 (T ) (4.12)
The expression in Eq. (4.12) measures the eectiveness of the distance
transfer process, with the corresponding balancing parameters  and .
 The rst term encodes how the source and target spaces are linked
by T in C. As aforementioned, the transfer function T measures the
probability of source and target instances being relevant to each other.
Based on this probabilistic explanation, we choose the negative logistic
loss to estimate the transfer function by maximizing the likelihood over
the pairs of the relevant instances in C:
L"(T; C)
=
P
C   log f(1  ")T (xk;yk) + "(1  T (xk;yk))g
(4.13)
Here we consider the noise in C, which ips a pair of irrelevant source
and target instances to a relevant one in C with probability " 2 [0; 1].
By minimizing the objective function in Eq. (4.12) alternately between
" and T in a coordinate descent manner, they can be simultaneously
inferred. When xing T , minimizing w.r.t. " is a standard convex
optimization problem. In Section 4.3.2, we will present the optimization
of T with xed ". Minimizing this term makes the output of the transfer
learning process consistent with observations of the paired source and
target samples, so that the transfer function has larger output on a pair
of target and source instances in C.
 The second term measures the consistency of the target distance with
the structural information about the original target metric space. We
choose the loss function g (Qp;q; dtgt (xp;xq)) = Qp;qdtgt (xp;xq) in this
chapter. If two target instances are similar according to Qp;q, their
target distances are minimized; otherwise, their distances will be max-
imized.
 The last term 
 (T ) regularizes learning of the transfer learning process,
which will be extended in Section 4.3.1 when establishing the transfer
function.
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We note that the expression in Eq. (4.12) contains several terms, the
most important of which correspond to the eects of the co-occurrence data
and auxiliary data in the eectiveness of the distance function. The relative
importance of co-occurrence data and auxiliary data in the objective function
are regulated by the balancing parameters  and . The expression discussed
above is an optimization problem designed to determine the best translator
function T . However, in order to determine this optimum function, we need
to further express it is the form of other simplied semantic topic space
matrices. This results in a closed-form description of the translator function,
whose parameters can be optimized. The decomposition of T into semantic
topic spaces will be discussed in the next section.
4.3.1 Designing the Transfer Function
The source and target spaces are quite dierent in terms of their feature
representation. To establish their connection, we must discover a common
structure which can link them together. It is possible to discover some
common factors to describe the heterogeneous instances simultaneously. For
example, a text document usually contains several topics which describe
dierent aspects of the underlying concepts at a higher level. In a web
page depicting bird, the related topics, such as the head, body and tail, are
described in its textual part. Meanwhile, there is a corresponding bird image
illustrating them. By aligning the topics of the text (i.e., the source instances)
and images (i.e., the target instances) in a space with several unspecied
topics, they can be semantically linked together by investigating their co-
occurrence data. For this purpose, we construct two transformation matrices
U and V to map the source and target instances into a common space
with r unspecied factors to link heterogeneous domains as follows. This
dimensionality is essentially the number of topics, because each dimension
in this space represents a latent topic for semantic correspondence. We will
show that the translator function can be expressed in terms of these topic
spaces, and therefore the key to nding an optimal translator function T is
to determine the optimal translation matrices U and V . The matrices U and
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V are dened as follows.
U 2 Rrs : Rs ! Rr;y 7! Uy;
V 2 Rrt : Rt ! Rr;x 7! V x (4.14)
Then, the transfer function T is a function of the source and target instances
as
T (x;y) = f (hV x; Uyi) = f  xTV TUy = f  xTSy (4.15)
where h; i denotes the inner product, and the matrix S is used to briey
denote V TU ; f is the activation function acting on xTSy. We choose the
logistic sigmoid function as f , i.e., f() =
1
1 + e 
. It is dierentiable and
real-valued in the interval [0; 1]. In this case, T (x;y) outputs the probability
that x and y are a pair of the relevant target and source instances.
We can use the conventional squared norm 
 (T ) =
1
2
 kUk2F + kV k2F 
to regularize the transfer function T on two transformations respectively,
where kkF is the Frobenius norm. However, since this 
 (T ) is not convex,
the global minima cannot be guaranteed by a solution. Fortunately, it is
possible to learn S directly by the trace norm as in [63], [64]. It is dened as
follows
kSk = inf
S=UTV
1
2
 kUk2F + kV k2F  (4.16)
The trace norm is a convex function of S, and can be computed as the sum
of its singular values. It is a surrogate of matrix rank [65], and minimizing
it can limit the dimensionality r of the latent factor space. In other words,
minimizing the trace norm results in the fewest topics to explain the corre-
spondence between text and images. This regularizes the transfer function by
the preference to a small size of intermediate topics to link heterogeneous
domains as stated in the information bottleneck method [66].
4.3.2 Implementation Details
We use the second term in Eq. (4.12) to leverage the similarity structure in
original target space. The loss function penalizes the large distance between
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similar instances. We can rewrite this term as
1
2
mP
p;q=1
g(Qp;q; dtgt(xp;xq)) =
1
2
mP
p;q=1
Qp;qdtgt (xp;xq)
=
mP
p;q=1
Qp;qvT (xp)
T KvT (xp)
 
mP
p;q=1
Qp;qvT (xp)
T KvT (xq)
= tr
 
(S)TK(S)D
  tr  (S)TK(S)Q
= tr
 
K(S)L(S)T

(4.17)
where (S) = [vT (x1) ;vT (x2) ;    ;vT (xm)] is an nm matrix dependent
on S, and tr denotes the trace operation of a matrix. D is a diagonal mm
matrix with each diagonal element being the corresponding row summation
of Q, and L = D   Q is the Laplacian matrix. Then the objective function
in Eq. (4.12) with xed " can be rewritten as
min
S

P
C
  log (1  ")f(xTk Syk) + "(1  f(xTk Syk))	
+tr
 
K(S)L(S)T

+ kSk
(4.18)
The objective function of Eq. (4.18) contains non-dierentiable trace norm
regularizer and a dierentiable part. In order to represent the objective
function of Eq. (4.18) more succinctly, we introduce the dierentiable part
F (S) as
F (S)
= 
P
C
  log (1  ")f(xTk Syk) + "(1  f(xTk Syk))	
+trace
 
K(S)L(S)T
 (4.19)
Then, the objective function of Eq. (4.19) can be rewritten as F (S)+ kSk.
For the dierentiable part F (S), its gradient rF (S) can be computed as
rF (S) = P
C

  (1  2")f
0(ak)
(1  ")f(ak) + "(1  f(ak))xky
T
k

+ 
(4.20)
where f 0 is the derivative of f , ak = xTk Syk, and   is the ts gradient matrix
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of tr
 
K(S)L(S)T

w.r.t. S, whose (u; v)th element can be computed as
 uv =
@tr
 
K(S)L(S)T

@Suv
= 2tr

(K(S)L)T
@(S)
@Suv

(4.21)
Here
@(S)
@Suv
is an nm matrix, and its (i; j)th element is

@(S)
@Suv

ij
= f 0(xTj Syi)XjuYiv; (4.22)
Denote X = [x1;x2;    ;xm]T and Y = [y1;y2;    ;yn]T are m t and n s
data matrices, then Xju and Yiv are the uth and vth dimensional features
in xj and yi, respectively. Combining Eqs. (4.21) and (4.22), with some
algebraic operations, the gradient matrix   can be rewritten in a compact
form as
 =XT (K(S)L H)T Y (4.23)
where  denotes the element-wise product of two matrices, and H is an nm
matrix with its elements as Hij = f
0(xTj Syi).
We apply the proximal gradient method [46] to minimize the loss function
with trace norm regularizer. In order to optimize this objective function, the
proximal gradient method quadratically approximates it by Taylor expansion
at current S and Lipschitz coecient  as follows
Q (S; S ) =

2
kS  Gk2F + kSk + F (S )
  1
2
krF (S )k2F
(4.24)
and
G = S    1rF (S ) (4.25)
Algorithm 3 summarizes the proximal gradient based method to optimize
the expression in Eq. (4.18). As shown, S can be updated by minimizing
Q (S; S ) with the xed S iteratively. This can be solved by singular value
thresholding [65] in line 4 in Algorithm 3. As pointed out in [46], the
convergence of the proximal gradient algorithm in loop 2-5 can be accelerated
by making an initial estimate of  and increasing it by a constant factor 
until F (S+1) + kS+1k  Q (S+1; S ).
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Algorithm 3 Proximal Gradient Solver for (4.18) with Fixed "
input Correspondence set C, source kernel matrix K, and Laplacian matrix L,
balancing parameters  and .
1 Initialize S  0 and   0.
repeat
repeat
2 Initialize  0.
3 Set G = S    1rF (S ).
4 Update S+1  Udiag

   


+
VT. Here Udiag ()VT gives the SVD of
G .
5 Set  
until F (S+1) + kS+1k  Q (S+1; S ).
6    + 1.
until Convergence or maximum iteration number achieves.
4.4 Related Work
Various methods have been proposed to learn distance metric by leveraging
the correspondence knowledge across heterogeneous domains [50], [54]. In
[50], multi-label distance metric learning (ML-DML) is proposed to learn a
distance metric on the target space from the observed occurrence between
source and target instances. It explores the semantic correlation of images
and the keywords in the associated text documents, and learns a Mahalonobis
metric in closed form. The problem of learning the distance metric in target
spaces can also be seen as a kind of transfer learning from heterogeneous data
in dierent feature spaces. The work in [32] proposes heterogeneous transfer
learning (HTL) algorithm, which uses both text and visual words as source
information to extract a new latent feature representation for each image,
which could be used to compute a new distance metric in the target image
space. However, both of these algorithms do not explore the problem of
transfer learning of distance metrics. As already mentioned, we assume the
metric structure has a smaller semantic gap between the low-level features
and high-level semantic concepts in the source space. The goal of this chapter
is to transfer this metric structure into the target space, which can result in
more eective distance functions in the target space. To the best of our
knowledge, the method in this chapter is one of the rst to demonstrate how
to \translate" distance structures across heterogeneous domains and show
the results for the case of a practical problem.
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Finally, we distinguish the proposed translator function from other latent
models. Previous latent methods, such as latent semantic analysis [26],
probabilistic latent semantic analysis [27] and latent Dirichlet allocation [28],
are restricted to latent factor discovery from the co-occurrence observations.
On the contrary, in this chapter, the goal of our approach is to establish the
correspondence between the underlying distance metrics in the source and
target space so that in the target space the obtained target feature space has
a tractable semantic gap. To the best of our knowledge, it is one of the rst
algorithms to address such a heterogeneous distance transfer problem.
4.5 Experiments
In this section, we compare the proposed distance metrics derived from the
transfer learning process to other natural distance metrics which are typically
used for a variety of applications. We will show that our approach provides
superior results to the other methods.
One challenge is to design a method for qualitative evaluation of the
distance metrics. Since distance metrics are inherently semantic functions
which are used as subroutines in the context of dierent kinds of applications,
it is natural to test the eectiveness of using dierent kinds of distance
functions on a particular application in order to measure its quality. For
example, one can test the eectiveness of a nearest neighbor classier with
the use of dierent kinds of distance metrics. The idea is that a distance
function which retains the most meaningful aspects of the feature space, and
adjusts for the most noisy aspects is most likely to work eectively within the
context of an application such as classication. In general, for unsupervised
problems such as clustering and distance function design, qualitative tests
on real data are generally intended to be designed in an evidentiary way, so
as to provide an understanding of the advantages of using a particular kind
of approach for distance function design.
4.5.1 Data Sets
In order to test our approach we needed paired image and text documents.
Furthermore, since we used classication as our base application, we also
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birds buildings cars cat dog
horses mountain plane train waterfall
Figure 4.2: Illustration of example images in the data set.
Table 4.1: The number of the crawled web pages by each query. By using
the category names as query keywords, the returned web pages are crawled.
The images in these web pages are also collected.
Category Crawled web pages Category Crawled web pages
birds 930 horses 654
buildings 9216 mountain 4153
cars 728 plane 1356
cat 229 train 457
dog 486 waterfall 22006
Table 4.2: The number of images in each category for performance
evaluation. For performance evaluation, all the images are manually
annotated with ground truth by human annotators for evaluation purpose.
Category Number
of positive
examples
Number of
negative
examples
Category Number
of positive
examples
Number of
negative
examples
birds 338 349 horses 263 268
buildings 2301 2388 mountain 927 1065
cars 120 125 plane 509 549
cat 67 72 train 52 53
dog 132 142 waterfall 5153 5737
needed some class labels on the images in order to test the eectiveness of
the distance function learning process. The data sets consist of the Corel
image data set and a collection of Flickr web pages. Figure 4.2 illustrate
some examples of images in the data set. We use 10 categories to evaluate
the eectiveness on the image classication task. To collect paired image and
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text collections for experiments, the names of these 10 categories are used as
query keywords to crawl web pages from the Flickr web site and Wikipedia.
Table 4.1 shows the number of crawled web pages for each category. Flickr
is an image sharing web site, where the users can share images with their
friends and other users, and make textual comments and tags on the shared
images. In each crawled web page, the images and the corresponding text
documents are used to establish correspondence between text and images.
The textual parts of the crawled web pages are used as source instances for
metric transfer, and the images are used as auxiliary images in the training
set.
For images, visual features are extracted in order to construct a multi-
dimensional representation. These include 500 dimensional bag-of-word fea-
ture representation quantized from SIFT descriptor. 2 similarity between
the target instances is used as Qp;q to provide metric information in the
original target space. For text documents, all the tokens are extracted and
stemmed, and the remaining term frequencies are used as textual features
in experiments. For each category, the images are manually annotated by
human annotators to collect the ground truth labels for evaluation purpose
as shown in Table 4.2. Nearly the same number of images are collected as
the negative examples. These images contain the objects of the dierent
categories. These categories are not exclusive which means one image can
be annotated with more than one category. Accordingly the following exper-
iments are conducted in such a multi-label case with binary labels for each
category.
4.5.2 Compared Algorithms
We use the following algorithms and baselines in order to test the eectiveness
of our distance-transfer process.
 As the baseline, we directly compute the Euclidean distance between
images based on their visual features. We refer to this metric as ED.
This method does not use any of the additional information available
in corresponding text in order to improve the quality of the distance
function.
 The Kernel Multi-Label Distance Metric Learning [50] algorithm com-
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putes the image distance from the co-occurrence between image and
text instances. We refer to this algorithm as KML-DML. The Gaussian
kernel on the image domain is used here.
 The Heterogeneous Transfer Learning [54] method is a classication
algorithm across heterogeneous spaces. Relational matrix between im-
ages and text documents is factorized to extract the implicit represen-
tation of target instances, based on which the distance function can be
set up. We refer to this method as HTL.
 Finally, we test the proposed method in this chapter with two kinds
of text similarity measures k. One uses the linear similarity of inner
product of text vectors and the other is the typical cosine similari-
ty between text vectors. They are two of the most eective kernel
similarities used for text corpus. We denote the distance translators
associated with these two text similarity measures by \DT-Lin" and
\DT-Cos", respectively. We refer to this method as DT, with specic
instantiations as DT-Lin and DT-Cos respectively.
The nearest neighbor (NN) classier is applied to classify the images based
on the above learned distances to compare their performance in classifying
the images. For each image category, ten positive examples and ten negative
images are randomly selected as labeled instances for the classiers, and the
remaining are used for testing. This process is repeated ve times. The error
rate and the associated standard deviation for each category is reported. We
also use a varying number of text documents as landmark source instances to
construct the distance, and compare the corresponding results with related
algorithms. All the parameters are tuned based on a twofold cross-validation
procedure on the selected training set, and the parameters with the best
performance are selected to train the models.
4.5.3 Results
Next, we present the error rates of the classiers with the use of this nearest
neighbor metric. Table 4.3 compares dierent algorithms in terms of their
classication error rates. In this case, we used 2; 000 associated images and
text documents in order to learn the distance metric in the image space.
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Table 4.3: Comparison of error rates and the deviations of the proposed
distance transfer algorithms (DT-Lin and DT-Cos) compared with the
other state-of-the-art transfer methods over ten categories. Our results in
bold achieve smaller error rates than the other existing algorithms.
Category ED KML-DML HTL
birds 0.26390.0012 0.24810.0008 0.26190.0015
buildings 0.28560.0002 0.26250.0004 0.27070.0021
cars 0.30270.0073 0.24140.0054 0.30650.0030
cat 0.27550.0043 0.33330.0040 0.25250.0038
dog 0.22520.0039 0.18020.0057 0.23430.0037
horses 0.26670.0019 0.30000.0015 0.25000.0021
mountain 0.31760.0010 0.29740.0008 0.30970.0003
plane 0.26670.0009 0.26330.0011 0.21330.0008
train 0.27160.0029 0.25930.0068 0.27160.0118
waterfall 0.26110.0008 0.24760.0015 0.24350.0009
Category DT-Lin DT-Cos
birds 0.24210.0010 0.25590.0011
buildings 0.21570.0000 0.21450.0004
cars 0.21070.0044 0.20310.0026
cat 0.31310.0084 0.29290.0053
dog 0.18020.0027 0.17120.0031
horses 0.25170.0014 0.24670.0018
mountain 0.29740.0005 0.29520.0005
plane 0.26330.0009 0.26170.0005
train 0.19240.0058 0.18520.0049
waterfall 0.24090.0002 0.24250.0001
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We will also compare the average error rates by using dierent numbers of
text documents. From this result, we can nd that among all ten categories,
the proposed distance transfer, both DT-Lin and DT-Cos, performs the best
on seven categories as compared with the existing methods, respectively.
Moreover, as illustrated in Figure 4.3, in terms of average rates, both DT-Lin
and DT-Cos gain a signicant improvement compared with other algorithms.
As stated in Section 4.2, the text documents play an important landmark
role of embedding the image instances by the distance transfer learning
process. With more landmark source instances, the empirical target metric
asymptotically converges to the true one. Therefore, it is instructive to
examine the eect of increasing the number of such landmarks. In Figure
4.3, we illustrate the eectiveness of dierent algorithms with varying number
of text documents. The number of documents is illustrated on the X-axis,
whereas the error rate is illustrated on the Y -axis. As we can see, the error
rates of the DT-Lin and DT-Cos algorithms are reduced with an increasing
number of documents in the source space since more information about source
metric structure is transferred to the target space. We also note that their
improvements are more signicant than other algorithms when more text
documents are involved. This suggests that there is a real gain in the quality
of the distance function through the process of transfer learning from text to
images.
4.5.4 Computing Time
Finally, we compare the computational eciency of the dierent algorithms
for learning the target distance metric. All the algorithms are conducted on
the same computing platform with 2.10 GHz Intel CPU and 3 GB physical
memory. Since the Euclidean metric is directly available without any learning
process, we omit its computing time here. Table 4.4 shows the computing
time with 2; 000 text documents for learning the distance. DT-Lin and DT-
Cos are much faster than HTL but slower than KML-DML, since KML-DML
has a closed-form solution when learning the metric and involves only one
matrix inversion operation [50].
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Figure 4.3: Average error rates of compared algorithms with varying
number of text documents as landmark source instances.
Table 4.4: Comparison of computing time (in seconds) of dierent
algorithms for learning the target distance metric.
Category Computing Time
ED N/A
KML-DML 562.52
HTL 4536.07
DT-Lin 678.93
DT-Cos 719.25
4.6 Proof of Convergence
Proof of Theorem 2
Here we prove the Theorem 2. We rst prove the following two lemmas.
Lemma 1.
Esn (x; ~x) = s (x; ~x) +
1
n
% (x; ~x)
where
% (x; ~x) = Ey [T (x;y)T (~x;y) k (y;y)]  s (x; ~x)
84
Proof.
Esn (x; ~x) = E
1
n2
nP
i;j=1
T (x;yi)T (x;yj) k (yi;yj)
=
1
n2
nP
i;j=1
E [T (x;yi)T (x;yj) k (yi;yj)]
=
1
n2
nP
i6=j;i;j=1
E [T (x;yi)T (x;yj) k (yi;yj)]
+
1
n2
nP
i=1
Eyi [T (x;yi)T (x;yi) k (yi;yi)]
=
n(n  1)
n2
s (x; ~x) +
1
n2
nP
i=1
Ey [T (x;y)T (x;y) k (y;y)]
= s (x; ~x) +
1
n
fEy [T (x;y)T (x;y) k (y;y)]  s (x; ~x)g
= s (x; ~x) +
1
n
% (x; ~x)
This lemma shows that Esn (x; ~x)! s (x; ~x) as n! +1.
Lemma 2. Let si;zn (x; ~x) be the empirical estimator of s with the ith source
instance yi replaced with z. Then we have
si;zn (x; ~x)  sn (x; ~x)  2Bn
where B is the upper bound of the kernel function, i.e., jk(y; z) < Bj for any
y; z.
Proof.
jsi;zn (x; ~x)  sn (x; ~x)j
= j 1
n2
nP
j=1
T (x; z)T (x;yj) k (z;yj)
  1
n2
nP
j=1
T (x;yi)T (x;yj) k (yi;yj)j
=
1
n2
j
nP
j=1
T (x;yj) fT (x; z) k (z;yj)
 T (x;yi) k (yi;yj)gj
 1
n2
nP
j=1
jT (x;yj)j fjT (x; z) k (z;yj)j
+ jT (x;yi) k (yi;yj)jg
 1
n2
nP
j=1
fjk (z;yj)j+ jk (yi;yj)jg
 1
n2
 2nB = 2B
n
85
The second inequality applies the fact that T (x;y)  1.
Now we revisit McDiarmid inequality [61] here.
Theorem 4. (McDiarmid Inequality) Given random variables fyi; 1  i 
ng, z, and a function F (y1;y2;    ;yn) which satises
sup
y1;y2; ;yn;z
jF (y1;y2;    ;yn)
 F (y1;y2;    ;yi 1; z;yi+1    ;yn)j  ci
then the following inequality holds
p (jF (y1;y2;    ;yn)  EF (y1;y2;    ;yn)j > ")
 2 exp

  2"
2Pn
i=1 c
2
i

Combining Lemma 1 and Lemma 2, applying McDiarmid inequality, we
obtain the following theorem
Theorem 5.
p
sn (x; ~x)  s (x; ~x) + 1n% (x; ~x)
 > "
 2 exp

  "
2n
2B2

Now we prove the Theorem 2 in the main draft. Let  = 2 exp

  "
2n
2B2

,
we have " = B
r
2
n
ln
2

. Then
p
sn (x; ~x)  s (x; ~x) + 1n% (x; ~x)
  "
= 1  p
sn (x; ~x)  s (x; ~x) + 1n% (x; ~x)
 > "
> 1  2 exp

  "
2n
2B2

= 1  
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Thus with probability at least 1  ,
jsn (x; ~x)  s (x; ~x)j   1n j% (x; ~x)j

sn (x; ~x)  s (x; ~x) + 1n% (x; ~x)
  " = Br 2n ln 2
That is,
jsn (x; ~x)  s (x; ~x)j  1
n
j% (x; ~x)j+B
r
2
n
ln
2

As n ! +1, sn (x; ~x) will converge in probability at rate O

1p
n

to
s (x; ~x).
4.7 Conclusion
In this chapter, we propose a transfer learning process for distance metrics,
which can eectively transfer the metric information in source domain to
learn an eective metric structure in the target domain. For this purpose,
as a bridge, we learn the distance transfer by exploring the correspondence
information between the source and target spaces. The distance metric in
the target space can then be constructed by embedding the target instances
into a new feature vector space by a set of landmarks in the source space.
The proposed method is compared with existing metric learning algorithms,
and the competitive results are achieved.
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