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nároků   na   testování   přenosových   parametrů   sítí.   Tato   práce   se   snaží   podat 
informace   o   testovacích   standardech   a   používaných   testovacích   metodách   pro 
testování   přenosových   parametrů   sítí.   Dále   uvádí   srovnání   existujících   volně 




Due  to a signifikant development of  computer networks  in  the  last   few years the 
demands  for  measurement  of  network  metrics   increased.  This  master´s   thesis   is 
dealing with standards for testing and test techniques used for the measurement of 
network metrics. Further it compares the existing free accessible measurement tools 






rychlostí   na   Internetu"   jsem   vypracoval   samostatně   pod   vedením   vedoucího 
diplomové práce a s použitím odborné literatury a dalších informačních zdrojů, které 
jsou všechny citovány v práci a uvedeny v seznamu literatury na konci práce.
Jako   autor   uvedené   diplomové   práce   dále   prohlašuji,   že   v   souvislosti 
s vytvořením   této   diplomové   práce   jsem   neporušil   autorská   práva   třetích   osob, 
zejména   jsem   nezasáhl   nedovoleným   způsobem   do   cizích   autorských   práv 


































































providerům  jejich   služby  na   základě   dohodnuté   přenosové   rychlosti.   Proto   je 





je vysoká pořizovací  cena, která brání   jejich většímu rozšíření.  Proto se v této 
práci budu zabývat softwarovými testovacími nástroji.
Nejprve   uvedu   přehled   doporučení   týkající   se   základních   přenosových 
parametrů   sítí.   Dále   popíši   techniky   používané   k  měření   a   určování   těchto 
parametrů a přehled volně dostupných testovacích utilit pro měření základních 
síťových metrik s popisem jejich funkcí. Tyto testovací utility v naprosté většině 
běží   pouze   v   unixových   operačních   systémech.   Proto   v   další   části   navrhnu 
webovou měřící aplikaci, která by měla zpřístupnit kvalitní měření i uživatelům 
jinných operačních systémů.
V   problematice,   kterou   se   tato   práce   zabývá,   se   vyskytuje   mnoho 
anglických termínů, které nemají vhodný český překlad. V této práci si nekladu 





síťových  prvků   nebo   sítí   jako   celku.  K   těmto  měřením  jsou  využívány   různé 





















měly být provedeny několikrát,  s  použitím různých velikostí  rámců.  Mezi tyto 
velikosti by měly být zařazeny rámce s minimální a maximální velikostí pro dané 
médium a dostatek velikostí mezi těmito hodnotami. Jako minimum dokument 
uvádí   pět   rozdílných   velikostí   rámců.  Doporučené   velikosti   rámců   pro   různé 
média lze nalézt v příloze standardu. Během testu by zařízení mělo zahazovat 
všechny rámce, které nejsou přeposílanými testovanými rámci a je nutné zajistit, 
aby   mezi   testovací   rámce   nebyly   započteny   rámce   obsahující   směrovací 























sekundu.   V grafu   by   měly   být   vyneseny   minimálně   dvě   křivky,   kdy   jedna 
zobrazuje   teoretickou   rychlost   média   při   různých   velikostech   rámců.   Druhá 
křivka zobrazuje výsledky testu. Další křivky mohou být použity pro zobrazení 
výsledků  různých testovacích toků.  V doprovodném textu ke grafu by měl  být 
specifikován použitý protokol, formát testovacího toku a typ média použitého při 
testu. Dále musí  zpráva obsahovat největší  změřenou rychlost,  velikost rámce 
u kterého   byla   změřena,   maximální   teoretickou   rychlost   média   pro   danou 






forward.  U   tohoto   zařízení   je   zpoždění   definováno   jako   časový   interval  mezi 
průchodem   posledního   bitu   vstupního   rámce   a   průchodem   prvního   bitu 
výstupního rámce. Pokud je rámec okamžitě přeposílán na výstupní rozhraní, jde 




Před provedením testu zpoždění   je nejprve nutné  zjistit propustnost pro 
rámce   dané   velikosti.   Poté   zašleme   tok   rámců   rychlostí   zjištěnou   v testu 
propustnosti. Tok by měl trvat minimálně 120 sekund a po 60 sekundách vložíme 
do   toku   označený   testovací   rámec.  Čas,   kdy   je   tento   rámec   zcela   odeslán 
zaznamenáme.   Zařízení   přijímající   testovací   tok  musí   být   schopno   rozpoznat 
tento rámec a zaznamenat čas jeho příchodu. Zpoždění je pak rozdíl těchto dvou 
časů. Tento test musí být opakován minimálně 20 krát a výslednou hodnotu poté 
určíme průměrem hodnot  dílčích   testů.  V testovací   zprávě  musí  být  obsažena 
definice zpoždění podle RFC 1242 [2], která byla užita pro tento test. Výsledky 




Ztrátovost   je   počet   rámců,   které   měly   být   odeslány,   ale   z důvodu 
nedostatku systémových prostředků k tomu nedošlo [2]. Tento údaj bývá většinou 
vyjádřen v procentech. 




















ztrátovost   v procentech.   V grafu  může   být   použito   více   křivek   pro   zobrazení 
ztrátovosti různých velikostí rámců.
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4 Metody měření přenosových rychlostí










Dostupná   šířka   pásma   je   částí   šířky   pásma,   která   není   momentálně 
využita   k   přenosu   dat.   Dostupná   šířka   pásma   je   důležitou   charakteristikou 
výkonu sítě a schopnosti zpracovávat nová data. 
Dosažitelná  propustnost pro jedno TCP spojení ­  Bulk­Transfer­Capacity 
(BTC)   je  důležitá  pro  koncového uživatele,  protože TCP  je  hlavní   transportní 
protokol v Internetu, který přenáší téměř 90% veškerého provozu [5]. 
První dvě metriky (šířka pásma, dostupná šířka pásma) jsou definovány 










šířka pásma první   linky  C1  v tomto příkladě  omezuje  end­to­end šířku pásma 
trasy   a  minimální   dostupná   šířka   pásma   třetí   linky  A3  omezuje   end­to­end 
dostupnou šířku pásma trasy. Jak zobrazuje obrázek, nejužší místo trasy nemusí 
být totožné s nejužší linkou. 
Důležitou   otázkou   je,   jak   změřit   tyto   parametry   síťových   linek   nebo 
end ­to­ end cest.  Správci   sítí   s administrátorským přístupem k routerům nebo 


















Při   tomto  měření   využíváme   poznatku,   že   k přenosu   paketu   rychlejší 
linkou   je   potřeba  kratší   čas,   než   linkou  pomalejší.   Přenosovou   rychlost   tedy 
můžeme spočítat   z velikosti  paketu,  doby   jeho  přenosu a  konstanty  zpoždění. 
Problém však nastává s určením konstanty zpoždění. Tu je v praxi nejjednodušší 
určit   jako   dobu   průchodu   paketu  minimální   velikosti.   Poté  můžeme   provést 














paketu.  Dalšího zpřesnění  můžeme dosáhnout  opakováním tohoto  měření   pro 
různé   velikosti   paketů.   Přenosovou   rychlost   pak   určíme   ze   směrnice   přímky 
proložené  minimálními hodnotami času průchodů  paketů  viz obr. 2. Tento typ 
měření však není příliš vhodný pro velmi rychlé linky, protože zde je rozdíl v době 




4.2 Packet Pair Dispersion





















provést.   Dalším  problémem   při   použití   této   techniky   je   zajištění   dostatečné 





4.3 Self-Loading Periodic Streams
Self­Loading Periodic Streams (SLoPS) měří  end­to­end dostupnou šířku 
pásma. Zdroj posílá několik stejně velkých paketů příjemci určitou rychlostí  R. 
Metoda  monitoruje   proměnnost   jednostranného   zpoždění   testovacích   paketů. 
Pokud   je   rychlost   zasílání  R  větší  než   dostupná  šířka pásma cesty  A,   proud 
paketů   způsobí   dočasné   přetížení   linky   a   jednostranné   zpoždění   testovacích 
paketů  začne stoupat.  V opačném případě,  když   je  rychlost  zasílání  paketů  R 
nižší než dostupná šířka pásma A, testovací pakety prochází linkou bez zvyšování 






Packet   tailgating   je   nová   metoda   pro   aktivní   měření   šířky   pásma 
přenosových   linek,   kterou   vyvinuli  Kevin  Lai   a  Mary  Baker   [14]   z   oddělení 





této   techniky   dosahují   uspokojivé   přesnosti   pouze   pro   velmi   krátké   cesty 
zahrnující jen několik málo uzlů. 
Packet   tailgating   pracuje   tak,   že   pro   každou   linku   zasílá   velký   paket 
s parametrem ttl nastaveným tak, aby expiroval v této lince následovaný velmi 
malým paketem,   který   je   ve   frontě   za   velkým paketem,   dokud   velký   paket 
23
neexpiruje.  Velký  paket  tak po určitou část cesty "brzdí"  malý  paket.  Poté   co 





Touto technikou lze také  měřit  vícekanálové   linky a to  tak,  že zašleme velký 
paket a za ním  c+1  malých paketů,  kde  c  je  počet kanálů,  čímž  se zajistí,  že 














5.1 Utility měřící š ířku pásma jednotlivých linek
Tyto utility obvykle využívají VPS testovací techniku pro každý uzel cesty. 
Minimální   šířka  pásma   z   takto   změřených  hodnot  mezi   jednotlivými  uzly   je 
potom šířkou pásma celé cesty. Pro běh těchto utilit je nutné superuživatelské 
oprávnění,   protože  potřebují   přístup  k   raw­IP   socketu,   aby  mohly   číst   ICMP 
zprávy. 
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Utilita Autor Měřená metrika Použitá metoda
Clink Downey Š ířka pásma od uzlu k uzlu Variable Packet Size
Pathchar Jacobson Š ířka pásma od uzlu k uzlu Variable Packet Size
Pchar Mah Š ířka pásma od uzlu k uzlu Variable Packet Size
Bprobe Carter End-to-End š ířka pásma Packet Pair Dispersion
Nettimer Lai End-to-End š ířka pásma Packet Pair Dispersion
Pathrate Dovorolis, Prasad End-to-End š ířka pásma Packet Pair Dispersion
Sprobe Saroiu End-to-End š ířka pásma Packet Pair Dispersion
Cprobe Carter End-to-End dostupná š ířka pásma Packet Train Dispersion
Pathload Jain, Dovrolis End-to-End dostupná š ířka pásma Self-Loading Periodic Streams
IGI Hu End-to-End dostupná š ířka pásma Self-Loading Periodic Streams
PathChirp Ribeiro End-to-End dostupná š ířka pásma Self-Loading Periodic Streams
Treno Mathis Bulk Transfer Capacity Emulovaný TCP přenos
Cap Allman Bulk Transfer Capacity Emulovaný TCP přenos
Ttcp Muuss Bulk Transfer Capacity TCP přenos
Ipref NLANR Bulk Transfer Capacity TCP přenos
Netpref NLANR Bulk Transfer Capacity TCP přenos
První   utilitou,   která   použila   VPS   testování   byl   Pathchar.   Tuto   utilitu 
podrobně popíši dále, protože jsem si ji vybral jako základ své webové aplikace 
pro měření přenosových rychlostí. Po uveřejnění práce Van Jacobsona [15] vznikl 
o   tuto   problematiku   širší   zájem   a   začaly   se   vyvíjet   další   utility,   pracující 
podobným způsobem (Clink, Pchar).




Původní   utilita   používá   specifických   SGI   utilit   k   získání   časových   razítek 
s vysokým   rozlišením   a   vysoké   priority   běhu.   Dále   bprobe   užívá   zajímavé 




odpovídá   ICMP–echo   pakety.   Bohužel   ICMP   odpovědi   jsou   často   limitovány 
k ochraně před DoS útoky, což negativně ovlivňuje přesnost měření. 
Nettimer   používá   techniku  VPS  nebo   techniku  packet   pair   dispersion. 
Ke zpracování   výsledků   měření   paketových   párů   používá   sofistikovanou 
statistickou techniku zvanou „kernel density estimation“. 
Pathrate provádí mnoho měření metodou packet pair dispersion s užitím 






SYN pakety).  Vzdálený  počítač   odpoví  TCP RST pakety.  To  dovolí   odesilateli 
určit šířku pásma metodou packet pair dispersion. Pokud na vzdáleném počítači 
běží  web  server  nebo  gnutella   server,   je   sprobe   schopen  určit   i  šířku pásma 
v opačném směru (od vzdáleného počítače ke zdroji) tím, že zahájí přenos souboru 
ze   vzdáleného   počítače   a   analyzuje   disperzi   paketových   párů   zasílaných 
protokolem TCP během zahájení spojení. 
5.3 Utility měřící dostupnou š ířku pásma
Cprobe byla  první  utilita,  která   se  pokouší  měřit  end­to­end dostupnou 
šířku pásma. K měření využívá řetězec osmi paketů maximální velikosti a měří 
disperzi mezi pakety v tomto řetězci. Avšak jak bylo dokázáno [10] [11], disperze 








5.4 Utility měřící propustnost TCP spojení
Treno   bylo   první   utilitou   k   měření   BTC   cesty.   Treno   nepracuje   se 
skutečným TCP přenosem, ale místo toho emuluje TCP zasíláním UDP paketů 
příjemci.   Tím   nutí   příjemce   odpovědět   ICMP   zprávou   port­unreachable. 
To umožňuje   trenu  pracovat   bez   přístupu  ke   vzdálenému konci   cesty.  Avšak 
stejně   jako u bprobe může fakt,  že ICMP odpovědi jsou limitovány, negativně 
ovlivnit přesnost. 
Cap   je   utilitou,   kterou   využívá   The   National   Internet   Measurement 
Infrastructure   (NIMI)   pro  měření   BTC   cest.  Cap   vyžaduje   přístup   k   oběma 








Pathchar   je   utilita,   kterou  vytvořil  Van  Jacobson  v Lawrence  Berkeley 
laboratory, která se pokouší určit charakteristiku jednotlivých linek v internetu 
měřením RTT paketů  zasílaných z jedné  stanice.  Alfa verzi  pathcharu lze pro 





chybový   paket   zpátky  k odesilateli.   Zdrojová   adresa   tohoto   chybového  paketu 
indikuje,  který   router   tento  paket  odeslal  a   tudíž  víme,  kde  paket  expiroval. 
Postupným zvyšováním TTL tak můžeme určit  adresu každého routru v cestě 
paketu.  Pathchar pracuje  tak,  že zasílá  série  testovacích paketů   s proměnnou 
hodnotou TTL a proměnnou hodnotou velikosti paketu. Pro každý testovací paket 
měří  čas,  dokud nepřijde  chybový   ICMP paket  a poté   z těchto  hodnot  pomocí 
statistiky určí  zpoždění  a šířku pásma každé   linky v cestě,   rozložení  čekacích 















V uzlu  n  paket   opět   čeká   ve   frontě  q2  dokud  není   zpracován  a  vygenerován 































pathchar to hruza.feec.vutbr.cz (147.229.71.16)
 can't find path mtu - using 1500 bytes.
 doing 32 probes at each of 45 sizes (64 to 1500 by 32)
 0 wg-vm-jpil (212.111.21.229)
 |   5.9 Mb/s,   1.02 ms (4.09 ms),  15% dropped
 1 shp2-vm-gw-21 (212.111.21.1)
 |    25 Mb/s,   1.04 ms (6.66 ms),  +q 2.52 ms (7.73 KB) *2
 2 R3-ge11-3-zl (212.111.3.5)
 |    95 Mb/s,   3.05 ms (12.9 ms),  +q 2.67 ms (31.7 KB) *2
 3 nix4-10ge.cesnet.cz (194.50.100.191)
 |    93 Mb/s,   1.86 ms (16.7 ms),  +q 2.42 ms (28.1 KB) *2
 4 r98-r106-li2.cesnet.cz (195.113.156.118)
 |   ?? b/s,   99 us (16.3 ms)
 5 hp-ant2.net.vutbr.cz (147.229.252.18)
 |    49 Mb/s,   35 us (16.7 ms),  +q 2.63 ms (16.0 KB) *2
 6 hp-ant.net.vutbr.cz (147.229.253.235)
 |    14 Mb/s,   15 us (17.6 ms),  +q 2.96 ms (5.07 KB) *2
 7 bd-jir.net.vutbr.cz (147.229.254.154)
 |   ?? b/s,   -77 us (17.0 ms)
 8 hruza.feec.vutbr.cz (147.229.71.16)















zahozeno více než   jedno procento paketů,   je  vypsán podíl  zahozených paketů. 
(Velkou ztrátu paketů  mohou způsobit ochrany prvků  proti DoS útoku. V tom 
případě je třeba zvětšit prodlevu mezi pakety pomocí parametru ­i.)
Pathchar   ke   své   činnosti   využívá   paketů   protokolu   ICMP   obzvlášť 









k dosažení  správného výsledku nezbytné  provádění  více testů.  Toho lze docílit 
pomocí parametrů ­ q, za kterým se uvede počet testů. 
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6 Návrh webové měřící aplikace








(velikost   testovacího   souboru   a   doba   jeho   přenosu)   pak   vypočtou   přenosovou 
rychlost. Poté opakují měření stejným způsobem v opačném směru.
V   této   práci   jsem   se   rozhodl   navrhnout   aplikaci,   která   bude   pracovat 










jak ukazuje  obr.  7.  Do pole  IP adresa  aplikace automaticky vyplní   IP adresu 
klienta. Pole MTU definuje maximální přenosovou jednotku. Defaultně aplikace 
doplní   hodnotu   1500 B   (tj.  MTU Ethernetu).  Pomocí   pole  počet   opakování  je 











6.2 Získání spolehlivých výsledků
K   získání   spolehlivých   výsledků   je   nezbytné   zvolit   pomocí   pole  počet  





















V   oblasti  měřících  metod   popsaných   v   této   práci   zůstává   stále  mnoho 
prostoru   pro   další   výzkum   protože   popisované   metody   pracují   nepřesně   při 
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