We perform a virial analysis of starless dense cores in three nearby star-forming regions : L1688 in Ophiuchus, NGC 1333 in Perseus, and B18 in Taurus. Our analysis takes advantage of comprehensive kinematic information for the dense gas in all of these regions made publicly available through the Green Bank Ammonia Survey Data Release 1, which used to estimate internal support against collapse. We combine this information with ancillary data used to estimate other important properties of the cores, including continuum data from the James Clerk Maxwell Telescope Gould Belt Survey for core identification, core masses, and core sizes. Additionally, we used Planck and Herschel -based column density maps for external cloud weight pressure, and Five College Radio Astronomy Observatory 13 CO observations for external turbulent pressure. Our self-consistent analysis suggests that many dense cores in all three star-forming regions are not bound by gravity alone, but rather require additional pressure confinement to remain bound. Unlike a recent, similar study in Orion A, we find that turbulent pressure represents a significant portion of the external pressure budget. Our broad conclusion emphasizing the importance of pressure confinement in dense core evolution, however, agrees with earlier work.
INTRODUCTION
Dense cores are the birthplaces of stars. Throughout our Galaxy, these relatively small but crucially important structures can be found inside much larger molecular clouds. Current telescope instrumentation allows us to perform cloud-wide observations of dense cores, providing an opportunity to characterize unbiased and complete dense core populations at a range of evolutionary stages. Our focus here is on simple kinematic and (column) density observations, NH 3 emission. A sample source identification using both Getsources and FellWalker on the GBS 850 µm maps is shown in Figure 9 , focused on Oph B in L1688. . Starless dense cores identified in L1688 in Ophiuchus using the Getsources algorithm. The background bluescale image shows integrated intensity emission from NH3 (1,1) emission as observed from the Green Bank Ammonia Survey . The ellipses correspond to the full extent of each core (2×FWHM),i.e., the Getsources-derived values used to compute the effective radius (see Section 2.1). Orange contours indicate cores that appear to be bound by a combination of gravity and pressure, while purple contours indicate cores that appear unbound in our analysis (see Section 4 for more details). Protostellar cores identified by Getsources are marked with yellow stars, and their extents are omitted from the figure. These objects are excluded from the virial analysis. Note that the sources found by Getsources, which use 450 µm and 850 µm continuum data, do not always align directly with NH3 integrated intensity peaks, hence the slight mismatch between some Getsources extents and NH3 integrated intensity peaks evident in the figure. The regions assigned to Oph A and Oph B are shown in white, and the "JCMT beam" label refers to the 14. 1 beam for the 850 µm continuum observations.
Measurements of the core size and total flux from Getsources are obtained for our virial analysis. We define the effective radius as the geometric mean of the full diameter of the major and minor axes of the elliptical Getsources cores, which we take to represent the full extent of the cores in our analysis. To account for the JCMT beam size, we furthermore deconvolve the core diameters by subtracting in quadrature the beam size of 14.1 at 850 µm (Dempsey et al. 2013 ). Deconvolution becomes highly uncertain for sources of sizes similar to the beam, so for cores with calculated deconvolved diameters of less than the JCMT beam size, we instead use a value of half of the beam as an upper limit to the true radius. These unresolved cores represent 19% of those detected.
We convert the total flux measured at 850 µm to a mass assuming the mean kinetic temperature for each core (see Section 2.3), using the equation ( Kirk et al. 2017; Hildebrand 1983) , where M is the core mass in M , S 850 is the total flux at 850 µm in Jy, T is the dust temperature in K, κ 850 is the dust opacity in cm 2 g −1 , and D is the distance to the cloud in pc. Following previous JCMT GBS studies (e.g., Kirk et al. 2017) , we assume κ 850 = 0.0125 cm 2 g −1 . Furthermore, we assume that the dust temperature is equal to the gas temperature estimated from the GAS NH 3 observations (see Section 2.3). Finally, we adopt new distance estimates where available. For L1688, we use the VLBI-based GOBELINS distance of 137 pc (Ortiz-León et al. 2017) , noting that this is nearly identical to previous values (e.g., Mamajek 2008) . For NGC 1333, we adopt a distance based on recent Gaia observations, which suggest a distance of 271 pc (Herczeg et al. 2017 ). This distance is somewhat larger than the standard 235 pc adopted by Hirota et al. (2008) , but also smaller than in another recent study combining Gaia and GOBELINS data (Ortiz-León et al. 2018) . For B18, we adopt a distance of 140 pc (Loinard et al. 2008) . The GOBELINS team recently published results for the Taurus molecular cloud (Galli et al. 2018) , however, none of the targets with measured distances appear to be associated with B18. We note that the GOBELINS results show that the Taurus molecular cloud has a large inclination relative to the plane of the sky, with line-of-sight distances ranging from 127 pc to 163 pc along its extent. Our distance estimate of 140 pc for B18 lies comfortably in the middle of the GOBELINS range.
The uncertainty in the core masses estimated using Eqn 1 is expected to be dominated by the assumed dust grain opacity: the distances and temperatures are typically accurate to 10% to 20% or better, and the flux calibration factor at 850 µm is also accurate to about 10% (Dempsey et al. 2013 ). The dust opacity at 850 µm could vary by a larger amount. For example, Chen et al. (2016) found that the slope of the dust emissivity spectral index (β) varies between 1.0 and 2.7 within the Perseus molecular cloud, while a constant value of 2 was used for our estimation of the dust opacity at 850 µm. Similarly, Chacon-Tanarro et al. (2019) found variations of roughly a factor of two in the opacity for the dense core L1544. Opacity values under a variety of conditions are provided by Ossenkopf & Henning (1994) . Within star-forming environments, these values can vary by up to an order of magnitude, but normally they do not vary by more than a factor of two. In addition to the formal errors associated with the mass estimation, the choice of the source identification method can also have a noticeable effect on both the total fluxes and sizes of objects identified. We explore the implications of adopting different source identification algorithms on our virial analysis in Appendix A.1.
Spitzer Observations
We use data from the Spitzer Space Telescope to search for protostars associated with each of the dense cores. For L1688 and NGC 1333, we use the young stellar object (YSO) catalogue from Dunham et al. (2015) . The Dunham et al. (2015) catalogue, however, does not include Taurus, so for B18, we use the catalogue of Rebull et al. (2010) . The observations used for the Dunham et al. (2015) catalogue are discussed extensively in terms of completeness by Evans et al. (2009) , who estimate 90% completeness down to 0.05 L , and 50% completeness down to 0.01 L for the highly crowded Serpens region, then assumed to be at a distance of 260 pc. Due to a combination of distance and crowdedness, Evans et al. (2009) presented the Serpens completeness as a lower limit for the remainder of the data set, including L1688 and NGC 1333. Therefore, the vast majority of protostars should be detected in both L1688 and NGC 1333. While a full completeness analysis of the Taurus protostars does not appear to be published, Luhman et al. (2009) used a comparison of Spitzer data and x-ray observations from the XMM-Newton Extended Survey of the Taurus molecular cloud (Güdel et al. 2007 ) to suggest that the YSO census is complete down to ∼0.02 M and therefore also covers nearly all of the protostars present.
We define as protostellar all dense cores which have peaks located less than 7.05 from the nearest protostar, i.e., within half the JCMT SCUBA-2 850 µm beam size. For our analysis, we exclude dense cores associated with any class of protostar or YSO. Especially for the more evolved protostars, we expect that most of the material associated with the YSO is on scales smaller than can be resolved with the JCMT or GBT (e.g., Sadavoy et al. 2018) , and hence a kinematic analysis on these larger scales could be misleading; our focus here is on the starless dense cores.
GAS Observations
The first results from GAS were recently published as "Data Release 1" (DR1) , which covered L1688 in Ophiuchus, B18 in Taurus, NGC 1333 in Perseus, and the northern section of Orion A (which is covered on its own in Kirk et al. 2017) . Observations were carried out using the K-Band Focal Plane Array (KFPA) on the Green Bank Telescope, using the On-The-Fly mapping mode with a typical noise level of 0.1 K in the main beam scale. The NH 3 (1,1) and (2,2) transitions (23.7 GHz) were observed with spectral resolution of 5.7 kHz (0.07 km s −1 ) and spatial resolution of 32 . Further information on the Green Bank Ammonia Survey is available in Friesen et al. (2017) , including information on data reduction and a general look at the properties of the data. The final GAS data products that are vital for this analysis are the property maps for kinetic temperature (T k ) and velocity dispersion (σ), which were both derived by fitting the ammonia (1,1) and (2,2) transitions simultaneously. Since sufficiently bright lines are required to attain reliable property data, the coverage of the T k and σ maps is less extensive than the total GAS fields, covering just under three quarters of identified cores in the L1688 and B18 GAS fields, and about 90% of the cores in the NGC 1333 field. We use the full extents derived from the JCMT Getsources extraction as pixel selection regions for the GAS data. While it is true that the large beam size of GBT compared to JCMT (32" vs 14.1") extends the area over which core emission appears, the same effect will make the edge of a core more contaminated by external emission, therefore suggesting that a better representation of the core's properties can be found by adopting the original Getsources extent, rather than a reconvolved core area. We note that we tested our analysis using both smaller and larger pixel selection radii for each core, and found similar results. All pixels that overlap with the core boundary are included, although core-overlapping pixels whose centers are not located within the core's extent are assigned a weighting of one quarter that of an interior pixel, to minimize the impacts of pixels tracing more turbulent gas bordering cores. This criterion for pixel selection is also employed for the column density ( § 2.4) and CO maps ( § 2.5).
Within this core extent, we calculate the weighted average of each kinematic property (e.g., total velocity dispersion), weighted by the uncertainty of that property. Pixels within core extents that did not have a value determined for the given property were excluded from the average. Any cores containing no informative pixels for any single property were dropped from the analysis entirely, leaving 74 cores in L1688, 51 in NGC 1333, and nine in B18. Thermal broadening of the NH 3 emission is much lower than that of the majority H 2 gas that dominates these regions, and therefore we calculate the total velocity dispersion expected using the standard formulation:
where k B is Boltzmann's constant, µ N H3 is the molecular weight of NH 3 (i.e. 17), m H is the mass of a hydrogen atom, and µ mn is the mean molecular weight of the gas, which we take to be 2.37, following Kauffmann et al. (2008) . In theory, the total velocity dispersion within each core could have one additional component that we have not yet considered, namely a variation in the centroid velocity of NH 3 across the core's area, due for instance to rotation or shear. Using the v lsr maps from GAS DR1 (Friesen et al. 2018) , we calculated the standard deviation in centroid velocity across each core (σ v lsr ) and found that it was on average an order of magnitude smaller than the averaged line widths. There were, however, a few cases in which the magnitude of σ v lsr was much larger (at least 40% of the line width), including six cores in NGC 1333, eight in L1688, and, most notably, four of the nine cores in B18. A visual inspection of this subset of cores revealed that some show clear centroid velocity gradients, which are typically attributed to rotation or shear , and are expected to contribute to the internal support term. A similar fraction of these high-σ v lsr cores, however, have centroid velocity variations driven by pixels exclusively near core edges, where very different v lsr values often appear. The most extreme σ v lsr value appears in a faint core in B18, where noisy edge pixels have greater influence in our uncertainty-weighted statistics. Many other cases show evidence of contamination from overlapping structures at different centroid velocities, such as two B18 cores with emission from nearby protostellar sources on their edges. Similar contamination effects are also evident in some NGC 1333 and L1688 cores. Since our visual checks reveal that most if not all cores have minimal σ v lsr components that can be confidently attributed to potential sources of internal core support, we omit this term from all further analysis. Figure 4 shows the distribution of the total velocity dispersions measured for the dense cores in each of the three clouds. The Ophiuchus A region within L1688 (in the Ophiuchus molecular cloud) is shown separately, as we notice very different kinematic properties there compared to the rest of the cloud. Oph A is notable for its proximity to the B star HD 147889 and other young, hot protostars (Pattle et al. 2015) , which are thought to raise the values of T k in the region, approaching ∼30-40 K in some places. Meanwhile, gas in the rest of L1688 has temperatures typically in the range of 10-20 K. The bimodality in the velocity dispersion distribution in Oph A is caused by the structure of the region, in which a dense central filament is surrounded by less dense outlying material. The lower line widths are usually associated with the central region, whereas the higher line widths generally correspond to outlying cores. Pattle et al. (2015) labelled this lower-density, high linewidth region surrounding central Oph A as Oph A', however for the sake of simplicity we present Oph A as a single region during our analysis. 
Column Density Maps
We also include total H 2 column density maps in our analysis to later estimate the pressure on the cores from the weight of surrounding cloud material. These maps are presented in Singh (in prep.) , in which a pixel-by-pixel fit to the spectral energy distribution of Herschel and Planck data is run to estimate the column density at 36 resolution.
CO Maps
Finally, we include 45 resolution 13 CO (1-0) data maps from the Five College Radio Astronomy Observatory (FCRAO), which cover a wide region around each of the three clouds.
13 CO typically traces gas with densities between 10 3 cm −3 and 10 4 cm −3 , as the line becomes optically thick at higher densities 1 . This density range makes 13 CO an ideal tracer for estimating the turbulent pressure of the medium surrounding the dense cores. The 13 CO observations of NGC 1333 and L1688 were obtained by the Co-Ordinated Molecular Probe Line Extinction Thermal Emission (COMPLETE) Survey of Star Forming Regions (Ridge et al. 2006) , while B18 was covered by the Taurus Molecular Cloud Survey (Narayanan et al. 2012) . A summary of the kinematic, virial, and Getsources-derived properties for all cores with complete data is provided in Tables 1 (L1688) , 2 (NGC 1333) and 3 (B18). Table 1 continued on next page 1 Note that due to the relatively high abundance of CO, it is often subthermally excited, and hence can often be easily detected below its formal critical density. a These core properties are based on our Getsources source extraction, which was performed on the JCMT GBS continuum maps. Only starless cores with coverage from GAS are listed. These columns display the core ID, location of the core centre, mass (estimated using Equation 1), and effective radius (geometric mean of the major and minor axes reported by Getsources)
b Observed velocity dispersion (σ) and kinetic temperature (T k ) are estimated using a weighted average of GAS kinematic data. We also report the error in the weighted mean and the weighted standard deviation, the latter being more reflective of the variation in GAS values across extent of the core.
c These virial parameters are derived according to the methods presented in Section 4.
d The virial ratio, which indicates whether or not the core is bound by the combined forces of gravity and pressure, is given by −(Ωg + Ωp,w + Ωp,t)/2Ω k . a These core properties are based on our Getsources source extraction, which was performed on the JCMT GBS continuum maps. Only starless cores with coverage from GAS, FCRAO, and the column density maps (Singh in prep.) are listed. These columns display the core ID, location of the core centre, mass (estimated using Equation 1), and effective radius (geometric mean of the major and minor axes reported by Getsources)
c These virial parameters are derived according to the methods presented in Section 4
d The virial ratio, which indicates whether or not the core is bound by the combined forces of gravity and pressure, is given by −(Ωg + Ωp,w + Ωp,t)/2Ω k . Table 3 . Dense Core Properties in B18 a These core properties are based on our Getsources source extraction, which was performed on the JCMT GBS continuum maps. Only starless cores with coverage from GAS, FCRAO, and the column density maps (Singh in prep.) are listed. These columns display the core ID, location of the core centre, mass (estimated using Equation 1), and effective radius (geometric mean of the major and minor axes reported by Getsources)
d The virial ratio, which indicates whether or not the core is bound by the combined forces of gravity and pressure, is given by −(Ωg + Ωp,w + Ωp,t)/2Ω k .
BASIC JEANS ANALYSIS
For the first portion of our analysis, we combine the information from the JCMT GBS on core masses and sizes with GAS data on core temperatures and velocity dispersions. Our results are shown in relation to previously-suggested size-line width relations in Figure 5 . Like many previous studies of cores (e.g., Goodman et al. 1998 ), we do not see the characteristic 'Larson's Law' (Larson 1981) where σ tot varies with R ef f to some power between 1/3 and 1/2 (Larson 1981; Solomon et al. 1987) . Using a least squares fitting algorithm, we find a weak negative trend that is approximated by σ tot ∝ R −0.34 . A similar trend is seen between column density and σ tot /R 0.5 , which does not match the relation presented in Heyer et al. (2009) . Often, the lack of correlation between σ tot and R ef f is interpreted as an indication of structures that have decoupled from the larger-scale turbulent cascade. In our case, however, the total velocity dispersions that we measure are often non-thermally dominated, with slightly over half of the cores having total line widths that are at least 50% larger than the thermal line width. In Section A.2, we investigate these large line widths further. There, we find evidence that the GAS data may be biased to larger line widths than should be attributed to dense core gas, in part due to crowding. We find typically much narrower line widths in B18, which has many more isolated dense cores. We next compute α, the virial parameter, following the standard method outlined in Bertoldi & McKee (1992) . It is valid for uniform, ellipsoidal clouds, and includes only internal turbulent motions and self-gravity:
where σ tot is the total velocity dispersion, R is the core radius, G is the gravitational constant, and M is the core mass. In Figure 6 , we show the virial parameter as a function of mass for each of the three regions. Like many existing studies, (e.g., Kirk et al. 2017; Keown et al. 2017; Kauffmann et al. 2008; Friesen et al. 2016) , our plot of M and α shows a clear linear negative trend in log-log space, which corresponds roughly to a power law relationship of α ∝ M −1.04±0.03 . A qualitatively similar slope is seen in the Cepheus-L1251 analysis in Keown et al. (2017) , but the Orion A analysis in Kirk et al. (2017) shows a slightly steeper trend. We also find that the mass at which cores transition from bound to unbound in B18 from this paper is very similar to that found in Cepheus-L1251 (Keown et al. 2017) , while the other two regions transition at a slightly higher mass, although all are near 1 M . At around 2 M , the transition mass in Orion A ) is slightly higher than all three regions studied in this paper, a difference primarily caused by the larger core velocity dispersions there.
VIRIAL ANALYSIS INCLUDING EXTERNAL PRESSURE
While it is perhaps surprising that such a large fraction of the dense cores surveyed appear to be gravitationally unbound in Section 3, we note that the full virial equation includes more than just terms for self-gravity and internal motions. A number of previous studies (e.g., Pattle et al. 2015; Kirk et al. 2017 ) have suggested that cores may be bound at least in part due to 'external pressure'. We add that to our analysis in the following sections, considering several sources of pressure. First, we follow Pattle et al. (2015) and introduce the formalism of energy density to represent better the full virial equation. The energy density from internal motions, self-gravity, and external pressure can be expressed as
respectively. Note that this formulation alone does not provide a complete virial analysis, as it excludes the magnetic field term. This point is discussed in Section 5.1. Also note that we have adopted a slightly different constant factor in Equation 5 than was used in Pattle et al. (2015) and Kirk et al. (2017) . The constant factor used in both of those analyses,
, is appropriate for sources with a Gaussian density distribution, while a factor of − 3 5 is appropriate for sources of constant density. While neither of these density distributions exactly describes the cores, the latter factor provides a closer approximation to sources with density distributions following the typical ρ ∝ R −1 profile of dense cores. We note that Sipilä et al. (2011) has run a similar calculation for the Bonnor-Ebert sphere, another popular model used to characterize dense cores. Figure B1 of Sipilä et al. (2011) shows that a factor of -0.6 to -0.73 is appropriate for Bonnor-Ebert sphere models ranging from the uniform sphere to the critical Bonnor-Ebert sphere. Kirk et al. (2017) found that dense cores in Orion A appear to be primarily confined due to the pressure from the weight of overlying molecular cloud material. Following this work, we estimate pressure from the weight of the surrounding cloud using (McKee 1989; Kirk et al. 2006) :
Cloud Weight Pressure
where P w is the pressure from cloud weight, Σ is the surface mass density (column density multiplied by mean particle mass) along the line of sight of the core, andΣ is the mean surface mass density across the entire cloud. This equation assumes that the large-scale structure of the molecular cloud is well approximated by a sphere, and that the density profile is similar to ρ ∝ r −k with k = 1. Somewhat more centrally concentrated density profiles in the range of k = 1−3 introduce a second positive term to these relationships, so in that case Equation 7 would provide a lower limit . Additional information on the derivation of this cloud weight pressure equation and relevant geometry can be found in Kirk et al. (2017) .
As in Kirk et al. (2017) , we apply aná Trous wavelet decomposition to the column density maps to estimate the contributions of cloud material versus core material. In our source extraction, cores are generally less than 0.1 pc across (comparable to the typical core sizes of 0.03-0.2 pc given in Bergin & Tafalla 2007; Di Francesco et al. 2007 ). For our main analysis, we conservatively assign scales of approximately 0.5 pc and above as belonging to the cloud. Theá Trous algorithm decomposes structures on scales of 2 N pixels, while the column density maps have a pixel scale of 14 per pixel. We therefore adopted a scale of 64 pixels for L1688 and B18, and a scale of 32 pixels for NGC 1333, corresponding to physical scales of approximately 0.6 pc in all three regions. The effects of choosing a different scale are discussed further explored in Appendix A.3. Aside from changing the magnitude of the cloud weight pressure term, the filter scale choice has a relatively small impact on the qualitative results of this paper, largely due to the relatively modest strength of cloud weight pressure in the regions studied.
For all three regions that we analyze, we find that the pressure attributed to cloud weight produces a relatively small virial term (Ω p,w ) relative to the findings of Kirk et al. (2017) in Orion A. This difference is likely attributable to the typical column density associated with each of these regions: Orion A is a Giant Molecular Cloud, with a mean column density ofN = 3.9 × 10 22 cm −2 over the area analyzed in Kirk et al. (2017) . Meanwhile, the mean column densities estimated for the three clouds that we analyze here areN = 4.6 × 10 21 cm −2 , 2.7 × 10 21 cm −2 , and 2.0 × 10 21 cm −2 for L1688, NGC 1333, and B18, respectively, i.e., roughly an order of magnitude smaller than Orion A. Since the pressure attributable to cloud weight is relatively small, it does not dominate the forces contributing to core confinement as seen in Orion A . We therefore estimate additional pressure sources before presenting the results of our virial analysis.
Turbulent Pressure
A separate form of pressure is exerted on each core by turbulent motions of the surrounding cloud. These motions can be traced by transitions from molecules that are common at lower densities, such as 13 CO, which will be used in this paper. Line widths are found by fitting a Gaussian distribution to the 13 CO lines, and the result is put into the following equation, which follows from the ideal gas law:
where n13 CO is the density of the gas that 13 CO is probing. Since 13 CO freezes out at densities above 10 5 cm −3 (Di , we conservatively select a less dense value of 3 × 10 3 cm −3 to represent the typical density of the ambient cloud. This value is somewhat lower than that of the 5 × 10 3 cm −3 employed in Kirk et al. (2017) , which reflects the lower mean densities in these clouds compared to Orion A, and the lower density gas traced by 13 CO compared to the C 18 O used in Kirk et al. (2017) . The resulting value for P t can be used in Equation 6 to generate a value for an external turbulent pressure term, Ω p,t . When this value is added to the cloud weight pressure term, a total external pressure term is generated. We discuss the implications of changing some of the assumptions made in computing the turbulent pressure term in Section A.4.
The result of a more complete virial analysis, including both pressure terms, is shown in Figure 7 . The vertical axis shows the ratio between the gravitational and pressure terms, which describes which of the two terms dominates the binding of cores. This ratio is plotted against the virial ratio, −(Ω g + Ω p,t + Ω p,w )/2Ω k . A virial ratio of one indicates virial equilibrium, while a ratio greater than one indicates that the core is bound. With the addition of turbulent and cloud weight pressure, 36% of cores in L1688, 27% of cores in NGC 1333, and 56% of B18's cores qualify as bound. Furthermore, over 75% of cores across all regions have a pressure term, Ω p , that is larger than the corresponding gravity term, Ω g , implying that external pressure dominates the binding of the dense cores. We also find that this pressure is dominated by turbulent pressure in both NGC 1333 and B18, with a median turbulent pressure term of roughly double the cloud weight pressure in both regions. L1688 has more equal contributions from the two pressure sources, with turbulent pressure contributing roughly 0.75 times that of the cloud weight to the total pressure term in L1688. This balance of pressures is in stark contrast to Orion A , which has a median cloud weight pressure term that is 15 times higher than the corresponding turbulent pressure term. Comparisons to the Kirk et al. (2017) results in Orion A are discussed more extensively in Section 5.3. More information comparing the relative strengths of forces binding cores can be found in Table 4 , which includes Orion A. In Appendix A, we examine the sources of uncertainty in our virial parameter estimates, including the dust-based core catalogue, the NH 3 -based core line widths, the large-scale cloud weight pressure, and the ambient turbulent pressure. Of particular note is our examination of the core line widths in Appendix A.2, where we find evidence that the NH 3 observations may be biased to larger values than should be attributed to the dense core gas. We discuss the implications of this conclusion in Section A.2.4.
DISCUSSION

Magnetic Fields
Magnetic fields constitute a potentially important additional factor in the virial state of cores, working internally to support cores against collapse from gravity and external pressure. Subsequently, a strong magnetic term could change our conclusions about the virial state of cores. The importance of magnetic fields in the binding of cores, however, is not clear. In L1688, Pattle et al. (2015) used magnetic field strength data from Crutcher et al. (1993) and Troland et al. (1996) to argue that the magnetic support term was small, with a ratio of Ω M to Ω k,N T (i.e., the ratio of the magnetic field to non-thermal kinetic energy terms) of only 0.11 on average.
The recent JCMT BISTRO survey (Ward-Thompson et al. 2017 ) provides polarization maps for many JCMT GBS clouds, including NGC 1333 and L1688, but not B18. These data allow updated magnetic field strength estimates to be made for various star forming regions. Using the Chandrasekhar-Fermi method (Chandrasekhar & Fermi 1953) , Soam et al. (2018) estimated the mean plane-of-the-sky magnetic field strength in Oph B2 to be 630±410 µG, while a similar study in Oph A (Kwon et al. 2018) found a slightly smaller plane-of-the-sky magnetic field strength of between 200 µG and 500 µG. Measurements were also recorded for Oph B1, but the magnetic field there was found to be disorganized on the cloud scale, so an overall estimate could not be produced (Soam et al. 2018) . Assuming that the magnetic field strengths are uniform across each separate region, these values would correspond to dramatically higher magnetic terms than those used in Pattle et al. (2015) , with a Ω M to Ω k,N T ratio of 1.9 on average in Oph A and 2.0 in Oph B2, which would certainly have a significant impact on the virial state of many cores in the sample. BISTRO-based estimates of magnetic field strength have only been made for a handful of regions (Pattle et al. 2017a; Soam et al. 2018; Kwon et al. 2018 ) so far. Additional research will be necessary to provide sufficiently detailed estimates in the regions of interest, which must also take regional variations into account in clouds as diverse as L1688. Therefore, since high-resolution estimates of the magnetic field are not available in all regions explored, we exclude the term for the sake of maintaining a self-consistent analysis across all regions. Our results for the fraction of bound cores are subsequently best interpreted as providing an upper limit to the bound fraction of cores, as any non-zero magnetic term would make cores appear less bound. Once more extensive and detailed studies on the magnetic field strength become available for many regions, future virial analyses should include this term, as the early BISTRO magnetic field strength estimates (e.g., Soam et al. 2018) suggest that the impact of magnetic fields may be significant.
Influence of Potential Overestimates to Core Velocity Dispersions
In Appendix A.2, we investigate the unusually large dense core velocity dispersions noted in Section 3. We find evidence suggesting that the observed NH 3 line widths may be larger than should be attributed solely to the dense core material. While corrections are not possible for each individual core, in Appendix A.2, we derive representative correction factors for the velocity dispersion of cores in each of the regions. Figure 8 shows the virial ratios after these -Ω G /(Ω P, w +Ω P, t ) Press. Dom.
Grav. Dom.
Bound Figure 8 . Confinement ratio versus total energy density for cores in all regions surveyed, with average ratios between our observations and N2D + and N2H + observations applied. See Figure 5 for the plotting conventions used.
correction factors have been applied. Using these approximate correction factors, the number of unbound cores is reduced to 55 of the total 134 cores. Higher resolution observations of a higher-density gas tracer for each core in the sample are needed to verify the true dense core velocity dispersions.
Larger Context, Role of Pressure
Our results present a primarily pressure-dominated view of cores in L1688, NGC 1333 and B18, a conclusion shared by many previous analyses of dense cores (e.g., Maruta et al. 2010; Barnes et al. 2011) . While virial analyses of dense cores have traditionally focused on comparisons between gravitational confinement and internal support, the importance of pressure has recently become a much more consistent theme. Bertoldi & McKee (1992) was among the first to consider this term, concluding that of their sample of cores in Ophiuchus, Orion, the Rosette, and Cepheus OB3, pressure, primarily rooted in cloud turbulence, is required to bind a significant population of mainly smaller cores. Later studies such as Maruta et al. (2010) built on this research by demonstrating that external pressure is consistently quite large relative to other forces in these systems, making it potentially critical to the virial state of cores. Maruta et al. (2010) also provided a virial analysis, confirming that in their sample of Ophiuchus cores, the external pressure term was more important than the gravitational term in most cases.
Many more recent papers have supported a similar narrative. An analysis of the CHaMP survey region (Barnes et al. 2011) , which focused on a diverse set of more distant clouds between 1.1 kpc and 6.8 kpc away, also showed generally small gravitational terms, with evidence suggesting that external pressure, mainly due to the turbulence of the surrounding cloud, may bind these cores in most cases. Studies making use of the JCMT GBS continuum data in both Ophiuchus and the Cepheus Flare region (Pattle et al. 2015 (Pattle et al. , 2017b ) also concluded that pressure is the dominant force in many cores, even more so in the Cepheus Flare region than Ophiuchus. Papers adopting newer core identification methods have reached similar conclusions. How-Huan Chen et al. (2018) concluded that most objects in their unique set of droplets were pressure dominated, while Seo et al. (2015) 's dendrogram analysis found that almost half of the gravitationally unbound cores identified by their survey can be bound with the consideration of this pressure term.
While pressure does appear to be important in many virial analyses, some studies identify cores whose binding is dominated by self-gravity. In the analysis of dendrogram leaves in Cepheus-L1251 presented by Keown et al. (2017) , and the B59 virial analysis by Redaelli et al. (2017) , for example, many of the cores appear to be dominated by selfgravity. Furthermore, in dendrogram analyses of Perseus-L1448 (Rosolowsky et al. 2008 ) and Serpens South (Friesen et al. 2016) , it is suggested that larger-scale structures may be more likely to be self-gravitating. Similarly, in our present analysis, we identified 13 cores bound by gravity alone, and these cores tended to be the most massive of the group.
We further conclude from our analysis that external turbulent pressure is dominant over cloud weight pressure in NGC 1333 and B18, while the two pressure terms share a similar level of importance in L1688. An interesting contrast can be made between our conclusions and those of Kirk et al. (2017) , which observed the much more massive Orion A cloud, using essentially the same data sets as this paper: Getsources catalogs derived from JCMT SCUBA-2 data, GAS DR1 data for internal kinetic properties, and cloud weight pressure estimates from column density maps derived using Planck and Herschel data (Lombardi et al. 2014 ). The paper concluded that cloud weight pressure is the dominant force in binding Orion A cores, contributing a binding term 15 times greater than the corresponding turbulent pressure term on average. This situation is primarily due to the high column density of the region. In our analysis, cloud weight pressure was either roughly the same size as or smaller than the turbulent pressure, ranging from a cloud weight pressure to turbulent pressure ratio of 1.33 in L1688 to roughly 0.5 in NGC 1333 and B18. Like in L1688, the turbulent pressure term derived in Orion A is also smaller relative to the internal kinetic energy term than it is in NGC 1333 and B18, suggesting that the strength of turbulent pressure may correlate loosely with the level of clustering in the parent cloud.
This small sample of observations provides evidence that cloud weight pressure may tend to dominate the pressure budget of cores in larger, more clustered systems, rather than turbulent pressure, which may dominate in sparser regions. It is difficult, however, to make definitive statements about these trends given the current sample size of clouds that have been analyzed in an identical manner. While some virial analyses do argue that cloud pressure (e.g., Lada et al. 2008; Kirk et al. 2017) or turbulent pressure (e.g., Barnes et al. 2011; Pattle et al. 2015) dominates, many analyses treat the different forms of pressure as a single combined force, and therefore our ability to compare these different pressure terms across a diverse array of regions is extremely limited. Virial analyses considering both sources of pressure on different star-forming regions will be critical to the development of our knowledge of the role that cloud weight and turbulent pressure have in a diverse range of star-forming environments. Future GAS observations, which cover numerous additional regions, will represent an important contribution to the study of these forces.
CONCLUSION
Through new surveys such as the Green Bank Ammonia Survey (GAS), large studies that provide uniform, high quality maps of dense gas emission across a range of star-forming environments are now a reality. This advancement enables us to compare systematically star formation properties on a cloud-by-cloud basis. Our analysis focuses on a simple core virial analysis using GAS DR1 data on Ophiuchus L1688, Perseus NGC 1333, and Taurus B18. We combined data to identify dense cores and estimate their self-gravity (using dust emission from the JCMT Gould Belt Survey), measure their thermal and non-thermal motions (using NH 3 data from GAS), and estimate their external binding pressures, including cloud weight (using column density estimates based on Herschel data) and cloud turbulent pressure (using FCRAO 13 CO data). We restricted our analysis to starless dense cores using various Spitzer protostar catalogues.
Traditionally, virial analyses of dense cores often neglect terms beyond self-gravity and thermal/non-thermal support. Following this simplified approach, we find that only a small fraction of the dense cores are bound. When binding pressure from the surrounding cloud material is included, our analysis shows that a significant fraction are bound: 36% in L1688, 27% in NGC 1333, and 55% in B18. Comparisons with other kinematic datasets suggest that at least some of our GAS NH 3 spectra may be biased to larger line widths than should be attributable solely to the dense core gas, e.g., due to crowding along the line of sight and / or the sensitivity of NH 3 (1,1) to lower density gas. We attempt to account for this potential bias, and find that almost 60% of cores across all three star-forming regions qualify as bound. With or without this correction, pressure dominates gravity in confining the dense cores. Unlike an earlier study in Orion A by Kirk et al. (2017) using similar methods, however, most of the pressure binding the cores in NGC 1333 and B18 appears to be induced by the turbulence of the surrounding medium, while L1688 has more equal quantities of turbulent and cloud weight pressure.
One complication that is becoming increasingly apparent in all virial analyses is the importance of how dense cores are defined. Our analysis uses the fairly simple and traditional method of defining dense cores based on their dust emission. Other methods recently explored by the GAS team include using dendrograms directly on the NH 3 map (Keown et al. 2017) as well as searching for coherent and quiescent zones within the NH 3 emission cube (How-Huan Chen et al. 2018 ). The detailed virial parameters of an individual core necessarily changes under each of these schemes, and a careful examination of the best method of identifying cores in the context of a virial analysis is clearly needed. Nonetheless, our over-arching conclusion that the pressure term is important appears to hold across all core identification methods. Furthermore, conclusions based on comparisons between clouds, or between a cloud and numerical simulations, should be less prone to variation than detailed conclusions about a single core identified under a variety of methods, as long as exact methodologies are replicated across the full analysis sample. RK, HK, and JDF thank the co-op student program at the National Research Council of Canada, which enabled this research to be conducted. The authors thank the JCMT GBS team for access to their catalogues prior to their publication, which were used to make the core catalogues for this analysis, and the GBT staff for their help with the many hours of observing needed for GAS. RK thanks Alvaro Hacar for a helpful discussion about N 2 H + data sets in Taurus Some of the quantities used in our virial analysis are difficult to measure definitively using observations, and therefore multiple competing methods have been used in literature. In this section we summarize the many sources of uncertainty introduced by varying our assumptions, and estimate the degree to which any such change would affect our conclusions.
A.1. Source-Finding Algorithms
The method used to identify dense cores has long been a point of discussion, and many different techniques have been used in past virial analyses. A common technique, which is applied in this paper, defines cores according to their extent in dust emission. As shown in Appendix A.1, there are many ways to extract sources in this manner, though they all conceptually work in the same way -by identifying peaks in the emission map and assigning an emission region to that peak. Cores can also be identified via gas emission, however. Since the total core mass can be more difficult to estimate using only a single gas tracer, gas data are often supplemented with dust continuum observations, which can be applied at the location of the identified structures to compute masses. Finally, hybrid approaches also exist, drawing from gas, dust, and temperature data. These approaches attempt to identify cores based on their expected properties, such as lower line widths, lower temperature, and higher dust intensity (e.g., How-Huan Chen et al. 2018) .
A recent study by Keown et al. (2017) highlights the importance of the core identification method on virial analyses. Using Cepheus-L1251 observations from GAS and Herschel, Keown et al. (2017) performed two complementary virial analyses. Dense cores were identified both in the GAS map using a dendrogram analysis technique (Rosolowsky et al. 2008) , and also in the Herschel dust map using Getsources. Remaining portions of the analysis were very similar to those of this paper: Herschel observations were used to estimate core masses, GAS NH 3 data was used to estimate core temperatures and non-thermal velocity dispersions, 13 CO observations were used to determine external turbulent pressure, and H 2 column density maps were used to determine cloud weight pressure. Keown et al. (2017) found that while most Herschel-identified cores appear pressure confined, similar to our results, the majority of the GAS-based dendrogram leaves were instead gravitationally bound. This result suggests that the core identification method may strongly influence the subsequent virial analysis. Other gas-based dendrogram virial analyses, such as Friesen et al. (2016) in Serpens South and Rosolowsky et al. (2008) in Perseus L1448, also tend to conclude that self-gravity plays a greater role than we find, but without a direct comparison using the same regions and datasets, it is not possible to attribute this difference to the core-identification method.
How-Huan Chen et al. (2018) uses a more complicated, hybrid technique for core identification to perform a virial analysis on L1688 and B18 GAS data, in which a very specific subset of dense cores, (referred to as "droplets" in that paper) are identified using their observed kinematic properties. Droplets are identified by dividing up contiguous intersections of regions with 10-σ integrated intensity emission and subsonic velocity dispersion into smaller regions with one peak each. These are then compared to Herschel column density and dust temperature maps, to ensure that each core contains a minimum in dust temperature and a maximum in column density. If an object satisfies these criteria and is resolved by the GAS beam (32 ), is it included. Hasenberger et al. (2018) also uses minima in dust temperatures in their identification of cores, so there is a slowly-expanding body of literature exploring the detection of coherent cores through their kinematic properties. Similar to our conclusions, How-Huan Chen et al. (2018) concludes that turbulent pressure dominates the binding of cores. An important difference, however, is that the techniques in How-Huan Chen et al. (2018) target a specific subset of dense cores, which resemble smaller variants of "coherent cores" (Goodman et al. 1998) , with much lower levels of non-thermal support than we estimate in our dense core sample. Due to the focus on cores of this variety, these methods are not applicable to as wide of a variety of sources as most other core identification methods.
At present, it is unclear which source identification technique or techniques is best for virial analyses and related studies. Fortunately, surveys such as GAS are allowing progress to be made in this regard. With a consistent dataset across a variety of clouds, GAS data allow for a multi-region analysis, highlighting similarities and differences in core populations that can be measured with any single core identification technique. Furthermore, the application of multiple core identification techniques across one or more regions in a consistent manner will provide a way to test and understand the biases and advantages of each technique.
As part this paper, we run our analysis on dense cores in all three regions using two different source-finding algorithms: Getsources and FellWalker. Here, we describe the implementation of both algorithms as well as the resulting core catalogues. An example comparison of the results of both source extraction methods is shown in Figure 9 , in one of the more crowded regions of our sample, Oph B. We note that well-separating emission in crowded areas is a known challenge (Pineda et al. 2009) , and that employing and comparing the results from multiple algorithms helps to reduce uncertainties in the potential biases associated with any single technique. We also compare these results to those from the Pattle et al. (2015) L1688 dense core catalog, which uses another separate source-finding algorithm called CuTEx.
A.1.1. Getsources Getsources, as described in Men'shchikov et al. (2012) , is a source extraction algorithm originally designed for Herschel Space Telescope observations, and can use multi-wavelength observations to perform a single extraction. Getsources is especially notable in that it corrects for significant background sources of flux, such as filamentary structure and larger-scale cloud structures. Using decompositions at different scales, it methodically subtracts the background structure, leaving behind just the core. Hypothetically, the subtraction of structure along the line of sight should make for more accurate flux estimates for any given core. For each of the three clouds, the full Getsources pipeline was run using the JCMT SCUBA-2 maps at 450 µm and 850 µm, using parameters recommended in the Getsources Quick Start Guide. Although the 850 µm maps typically have better signal-to-noise ratios, Getsources excels at multi-chromatic extractions, which use additional image frames to constrain better the significance of sources. The smaller beam size for the 450 µm observations also helps to separate overlapping cores in clustered regions, most notably in the centre of Oph A. In the initial output, B18 had 23 source detections labeled as 'reliable' by Getsources, while L1688 had 190 and NGC 1333 had 103. The relative detection numbers are consistent with expectations, as B18 is known to be a quiescent region with minimal active star formation, compared to the more active NGC 1333 cloud and even more active L1688 cloud. We visually inspected the resulting core catalogues and found that some likely spurious sources did arise from the extraction, and therefore additional culling of the catalogue was needed. We required that the Getsourcesdefined Global Goodness be greater than one (GOOD>1), the Global Significance be greater than ten (SIG_GLOB>10), the 850 µm detection have a significance of more than five (SIG_MONO02>5) and a ratio of peak flux to noise greater than one (FXP_BEST02/FXP_ERRO02>1). These conditions ensured that any remaining sources had both robust global characteristics and at least a 5-σ detection significance at 850 µm. The culled catalogs had around 25% fewer sources, leaving L1688 with 134 sources, NGC 1333 with 78, and B18 with 17. A visual inspection of the culled sources showed that most were very faint and very few (if any) were associated with significant emission. These culled Getsources catalogues were used in the analysis presented in the main body of this paper.
A.1.2. FellWalker
We repeated our main analysis using instead the FellWalker algorithm to identify cores. FellWalker is an algorithm which identifies significant peaks based on the number of pixels visited on all possible paths to the peak. FellWalker has a number of user-adjustable parameters. We kept most of these at the default recommended values, but changed several settings where testing suggested that the final core catalogue was improved, typically by providing cores that were better separated from surrounding filamentary structure. All of these non-default parameters are summarized in Table 5 . We applied the optional "Findback" function (Currie et al. 2014 ) which subtracts larger-scale background emission from the individual cores. Finally, we culled the resulting core catalogue to remove non-robust detections. First, we required that at least one third of the pixels in each core have values of greater than five times the local noise level. To rule out contamination by noise spikes, we also slightly smoothed the image (using a Gaussian smoothing kernel of σ=2 pixels) and required that at least one third of the pixels in the smoothed core have a value of greater than two times the local noise level. Roughly one third of cores were eliminated through the culls, leaving 38 in L1688, 37 in NGC 1333, and 12 in B18 We ran our virial analysis on the FellWalker catalogue, and show the results in Figure 13 . About 40% of the cores in L1688, 50% in NGC 1333, and over 80% of B18 cores are identified as bound by the combination of gravity and pressure, which are all higher than the values of 36%, 27%, and 56%, respectively, that we estimated in our main Getsources analysis. Furthermore, all cores except three have their binding dominated by pressure, not gravity, which, like in the Getsources results, underlines the importance of pressure in these cores. The fact that we find a higher fraction of bound cores using FellWalker, especially in NGC 1333 and B18, may be due to the nature of the FellWalker cores, which are often larger than those found by Getsources. Larger effective radii increase the area over which the pressure acts, therefore increasing the pressure terms.
Due to its ability to separate cores with closely spaced peaks using additional higher-resolution but noisier 450 µm data, Getsources detects significantly more cores in crowded regions compared to FellWalker. As can be seen in Figure 9 , FellWalker sometimes groups together visually distinct faint emission structures with nearby brighter features. Furthermore, since FellWalker does not model and subtract larger scale structures during core detection, it often has difficulty separating cores from bright, larger-scale structures. As such, in regions with complex emission structures, Getsources appears to perform better than FellWalker in separating nearby peaks from large-scale emission. While we conclude that Getsources is preferable to FellWalker for the purposes of our analysis, it is reassuring to see that the two algorithms provide qualitatively similar conclusions in a virial analysis.
A.1.3. Pattle et al. (2015) Catalog (CuTEx) CuTEx (Molinari et al. 2011 ) is a source finding algorithm that detects sources using the second derivative of a (single, monochromatic) flux map. The algorithm therefore excels at detecting sharp peaks in data, while it is prone to miss more diffuse, less peaked cores. Pattle et al. (2015) identified dense cores in the SCUBA-2 map of L1688 by running CuTEx, and then folded in N 2 H + (1-0) and C 18 O(2-1) observations to trace the core and cloud material respectively and subsequently run a full virial analysis. The characterization of the turbulent pressure term in Pattle (2015) therefore differs somewhat from that of this paper in their use of C 18 O (2-1), which traces denser gas than 13 CO (1-0) emission (Nishimura et al. 2015) . Subsequently, the surrounding cloud density estimate is also higher, at 10 5 cm −3 compared to our estimate of 3×10 3 cm −3 . Therefore, although the underlying methods behind Pattle et al. (2015) are quite similar to ours, the different choices for mean ambient cloud density and its corresponding dense tracer do not permit the same level of comparison as presented above for FellWalker cores.
Therefore, we instead performed a virial analysis on the Pattle et al. (2015) CuTEx core sample using exactly the same calculation methods employed earlier in the paper, including the use of our lower-density 13 CO observations, and typical cloud density assumption of 3 × 10 3 cm −3 . Using this method, we find that none of the cores are bound, clearly a significantly lower fraction compared to what was found in both the FellWalker (39%) and Getsources (36%) results
2 . This lack of bound cores in the CuTEx results is heavily impacted by the selection bias of the algorithm. When we examine the subset of Getsources cores that have matches in the CuTEx catalogue, we similarly find that an extremely low fraction, only 3%, are bound. This result suggests that CuTEx and Getsources differ primarily in the population of cores that are identified, and much less in the properties (mass, size) ascribed to the cores. Specifically, CuTEx excludes larger and fluffier cores, which tend to be the ones where pressure binding is strongest due to their larger surface area. We therefore conclude that the use of Getsources is more appropriate for our work because it identifies a more diverse range of cores.
A.2. Core Line Width Estimates
As noted in Section 3, the line widths measured by GAS for the dense cores are often significantly non-thermal, particularly in L1688 and NGC 1333. This basic observation runs contrary to most previously published studies, where dense cores are typically found to be thermally-dominated structures (e.g., Jijina et al. 1999; Kirk et al. 2007; Foster et al. 2009 ). The consequence of the large line widths in our subsequent analysis is to imply that the dense cores are mostly gravitationally unbound, and therefore significant pressure binding is required to prevent the cores from expanding. In this section, we use comparisons with other datasets to determine whether or not the GAS NH 3 data is biased towards systematically higher line widths than should be attributed to the dense cores. Specifically, there are two issues that we wish to test. First, due to the moderately low resolution of GAS (32 ), there may be cases where GAS measures emission from more than one dense structure along the line of sight, thus increasing the observed line width. Second, NH 3 is sensitive to gas at both high and moderate densities, and it may therefore be tracing not only the dense core but also the surrounding lower-density envelope, which is typically more turbulent. Outflows may also contaminate the NH 3 data, as outflows have been shown to host significantly more NH 3 emission compared to denser gas tracers (e.g., Tafalla & Bachiller 1995) . For each of the three regions analyzed, we compare the GAS data to available complementary data to establish whether either of these biases might be present, and estimate the degree to which they affect our results.
A.2.1. NGC 1333
N 2 H + is a frequently observed molecular tracer of dense cores, and subsequently, diverse N 2 H + data exist across the GAS DR1 regions. The N 2 H + (1-0) transition is not strictly a tracer of denser gas than NH 3 (1,1) ; the latter likely traces a larger range of densities than the former (see, e.g., the discussion in Kirk et al. 2017 ). Subsequently, NH 3 (1,1) JCMT Beam Grav. Dom.
Bound Figure 13 . The confinement ratio versus the total energy density for cores in all regions surveyed, using the FellWalker catalog. See Figure 5 for the plotting conventions used.
and N 2 H + (1-0) often have very similar emission profiles (Gaches et al. 2015; Johnstone et al. 2010) . Nonetheless, the effective critical density probed by N 2 H + (1-0) is higher than that of NH 3 (1,1) (Shirley 2015) , and therefore N 2 H + (1-0) is likely a tracer of higher-density gas in some conditions. Kirk et al. (2007) used the IRAM 30 m telescope to observe N 2 H + (1-0) in single pointings at the peaks of 157 dense core candidates across the Perseus molecular cloud. The angular resolution of 25 is similar to that of GAS (32 ). We identified 21 observations where the IRAM N 2 H + observed position was within one IRAM beam (25 ) of one of our cores. For our comparison of line widths, we separately examine cores located in the most clustered part of NGC 1333 and the remainder of the sample. Here, we define the clustered area as a 4 -wide square centered on J2000 (03:29:07, 31:14:42) , that roughly encapsulates the filament surrounding the protostar IRAS 4. Figure 14 shows a comparison of the total line widths measured with GAS NH 3 and IRAM N 2 H + , where the latter were calculated assuming the same gas temperature as observed with GAS.
We find that the ratio between the GAS NH 3 and IRAM N 2 H + line widths in the clustered centre of NGC 1333 is 1.12 ± 0.12 (mean and standard deviation), i.e., the NH 3 line width is typically 12% higher than the N 2 H + line width. The results outside of the central cluster on average agree quite closely between the two studies, with a ratio of 0.99 ± 0.08. Excluding one outlier, outside of the central cluster, no NH 3 line widths exceed the N 2 H + results by more than 2%. Using GAS line widths and kinetic temperatures taken directly at the location of the N 2 H + pointings rather than averaged over the core returns similar ratios, albeit with a notably wider spread in values, reaching ratios of nearly 1.5 at most, despite having a somewhat lower average. These relatively subtle differences under most circumstances are (Kirk et al. 2007 ) (left panel) and CARMA (Walsh et al. 2007 ) (right panel). In both panels, the vertical axis shows the ratio of the GAS line width to the corresponding N2H + measurement. Open squares correspond to cores in the clustered centre of NGC 1333, while closed diamonds represent cores in outlying regions. The dashed line represents where the two compared quantities would be equal.
consistent with the results in Johnstone et al. (2010) , which also compared pointed GBT NH 3 to pointed IRAM N 2 H + in the Perseus Molecular Cloud. The similarity between the pointed IRAM N 2 H + and current GAS core-averaged NH 3 also illustrates the similarity between pointed and core-averaged line width measurements.
We next compare our measurements with CARMA observations of N 2 H + (1-0) at 10 resolution from Walsh et al. (2007) . We require matched cores to have peak positions separated by less than the JCMT beam size (14. 1), finding a total of 23 matches, of which roughly half (12) lie within the central dense portion of NGC 1333. In the outskirts of NGC 1333, we find relatively small variations in the line width; the ratio of GAS to CARMA line widths is 1.14 ± 0.26, and only three cores matched here have GAS line widths that are more than 10% larger than their CARMA counterparts. In the central part of NGC 1333, the ratio between the GAS and CARMA line widths is much larger, at 1.49±0.27. Several of the cores have ratios of close to 2.
We additionally run a test within the GAS data itself. Friesen et al. (2017) ran a visual check of all GAS DR1 spectra, and found no more than 10% to 15% of the spectra in zones with more complex emission appeared to contain more than one velocity component. The hyperfine structure of NH 3 (1,1) emission can, nonetheless, make the identification of multiple velocity components difficult, particularly if the second component is much fainter. Chen et al. (in prep) recently pioneered a new technique for extracting such additional velocity components. In NGC 1333, Chen et al. (in prep) find that about 25% of the pixels which are bright enough to enable reliable line-fitting are better fit with two velocity components, where the second velocity component is typically associated with faint and broad emission. Dense cores identified using Getsources, which are generally found in more crowded regions, are much more likely than the rest of the cloud to have multiple components, with 68% of the dense cores containing pixels with a second velocity component within their extent. Assuming that the brightest of the two velocity components corresponds with the true dense core emission, we compare the line width measured by Chen et al. (in prep) with the single-component DR1 line width. For 50% of these comparisons, the two line width measurements agree within 10%, i.e., the second velocity component identified by Chen et al. (in prep) is so faint that it did not influence the single component fit used in DR1. Yet 27% of the sample has significant discrepancies of 25% or more (corresponding to a change in Ω k of at least 50%) between the original GAS DR1 and two-component line width results. In the most extreme case, the DR1 line width is almost double the brighter two-component velocity fit from Chen et al. (in prep) . These cores with discrepant line widths represent about 18% of the total population in NGC 1333, i.e., of the 68% of all cores best fit by multiple velocity components, 27% have significant discrepancies. This result suggests that, in a non-negligible number of cases, the NH 3 line widths derived for the cores based on the GAS DR1 fits are significantly influenced by the presence of multiple reservoirs of dense gas along the line of sight.
The Chen et al. (in prep) two-component line widths in the central filament of NGC 1333 are on average larger than those in the Walsh et al. (2007) CARMA data, which may be due to the presence of additional, unfit components. Slightly narrower line widths are found in the two-component GAS line widths compared to CARMA in outlying regions, which is somewhat unexpected, as these regions are not expected to contain much crowded emission. This difference, however, is small relative to the standard deviation of the line width distribution, so it can likely be explained by the significantly larger sample size available for the two-component comparison, which contains more cores in the marginally more crowded outer filaments of the cloud.
Through our two comparisons to other catalogs and additional check within GAS, we find that the line widths of cores in the outskirts of NGC 1333 are minimally affected by both the angular resolution and the dense gas tracer, while the most clustered cores often have noticeably elevated line widths in GAS. We find that the smallest line widths are found in the Walsh et al. (2007) CARMA N 2 H + observations for the central filament, and the Chen et al. (in prep) two-component fits for outlying regions. The average ratios between GAS DR1 line widths and these lowest-line width data sets (1.18 in outlying regions, 1.49 in the clustered centre) correspond to an Ω k term that is on average a factor of 1.4 larger in outlying regions and 2.2 in the clustered centre -significant effects. We applied these two ratios in line widths to the full population of isolated and clustered cores in NGC 1333 when re-calculating Ω k in Section A.2.4, thereby providing a rough correction to the biases that may be present in the GAS DR1 single-component fits used for our main analysis.
A.2.2. L1688 Punanova et al. (2016) used the IRAM 30 m telescope to observe N 2 D + (1-0) emission in L1688 with 32. 1 resolution. As the deuterated form of N 2 H + , N 2 D + distributions are regulated by enhanced deuterium fractionation towards the central regions of dense cores, where freeze-out happens more rapidly (Caselli et al. 2002) . This effect is reflected in the higher N 2 D + to N 2 H + ratios found in regions with higher H 2 densities (Pagani et al. 2007) . Therefore, N 2 D + (1-0) can be used to trace gas at typically higher densities than using NH 3 (1,1) emission. The Punanova et al. (2016) N 2 D + (1-0) data have a similar angular resolution to our GAS observations, allowing us to compare the two tracers on the same scale. We identify 24 cases where the GAS and IRAM core locations agree within 32 (i.e., the GAS resolution), and perform line width comparisons for those cores. Note that in Oph A, all cores that have N 2 D + observations lie in the central region, and therefore the higher-line width outlying cores are not included in any statistics discussed here
We find that the ratio of GAS NH 3 to the IRAM N 2 D + (1-0) line widths is 1.13 ± 0.09 in Oph A, 1.20 ± 0.37 in Oph B, and 1.02 ± 0.39 in outlying regions. These are very similar ratios to those seen in NGC 1333 for crowded versus isolated emission regions (see Section A.2.1). The ratio of line widths is larger in Oph B than in Oph A, which was unexpected given that Oph A appears to have more clustered emission, as evidenced by the numerous tightly-packed, often overlapping Getsources-identified cores found in the GBS maps for the region (see the Getsources contours in the upper right of Figure 1 ). It is possible that the mean density in Oph A is sufficiently high that lower-density contaminating features along the line of sight continue to contribute even in N 2 D + (1-0) emission. We also compare the GAS line widths to those measured in higher-resolution (16. 3 beam) N 2 D + (2-1) observations also published in Punanova et al. (2016) . Similar line width ratios to those listed above are found in both Oph A and the sparser regions of the cloud, while the ratio in Oph B increases significantly to 1.46±0.38. A visual comparison to the line widths found in slightly higher-resolution (13 ) N 2 H + observations of Oph A in Di Francesco et al. (2004) , indicate similar ratios to what is shown above. While the results in Oph B and outlying regions continue to reflect the results in NGC 1333, the Oph A ratios remain unexpectedly low. This may imply that even better angular resolution is required to resolve individual cores fully (as suggested in Punanova et al. 2016) , or it may simply reflect Oph A's warmer, more active nature. Recent studies using ALMA have also shown evidence of additional protostellar cores in Oph A (Kawabe et al. 2018; Friesen et al. 2014 Friesen et al. , 2018 , so our sample may be skewed towards larger line widths by the unintentional inclusion of protostellar cores and gas from any associated outflows.
Finally, we present an additional test to check for multiple velocity components, using the same two-component line-fitting techniques (Chen et al. in prep) discussed in Section A.2.1. Comparing the GAS DR1 NH 3 line width to the narrower component in the fit by Chen et al. (in prep) , we find ratios of 1.20 ± 0.20 in Oph A, 1.24 ± 0.16 in Oph B, and 1.12 ± 0.20 in the less-clustered regions. In Oph B, these line width ratios are less than those measured using the comparison with N 2 D + (2-1) emission, similar to our results in the NGC 1333 central filament. Oph A shows the opposite trend, with line width ratios larger when compared to the N 2 D + to NH 3 ratios. This result further suggests that even the Punanova et al. (2016) N 2 D + (2-1) observations are unable to disentangle tightly clustered gas a The line width ratios between GAS and other dense gas observations. 'Out' indicates the outlying portions of each region, while 'Cen' indicates the central portion. B18 is excluded, as no direct comparisons were possible there. The boldface entries indicate the corrective ratios applied in Section A.2.4.
b Comparison with a denser gas tracer at a similar resolution to GAS. For L1688, the denser tracer is N 2 D + (from Punanova et al. 2016) , and for NGC 1333 it is N 2 H + (from Walsh et al. 2007; Kirk et al. 2007 ).
c The ratios use the same dense gas tracer as above, but at 16. 3 in L1688 and 10 in NGC 1333.
d A comparison with the multiple velocity component fitting by Chen et al. (in prep) .
pockets along the line of sight, especially in Oph A. The two-component fitting also derives slightly thinner line widths (compared to the N 2 D + observations) in outlying regions. Like in NGC 1333, this is likely due to selection effects, since more of the outlying cores with data in the GAS two-component fits are in slightly more crowded regions compared to the Punanova et al. (2016) cores.
For each of Oph A, Oph B, and the outlying regions, we conservatively applied the largest ratio in line widths found above as a possible correction factor to the GAS measurements in Section A.2.4. These ratios are 1.20 in Oph A, 1.46 in Oph B, and 1.12 in the outlying regions.
A.2.3. B18
Unlike NGC 1333 and L1688, GAS observations show that B18 tends to be a thermally dominated environment; none of the cores have line widths exceeding 30% above the thermal value. With such relatively small line widths measured, any intrinsic bias toward larger widths must be necessarily much less than we found in the other regions. Nonetheless, we attempt to quantify the likely magnitude of such effects. We were unable to locate any large-scale N 2 H + or N 2 D + surveys of B18, so we cannot perform the same depth of comparisons as in the other regions. There are, however, studies employing NH 3 (1,1) and N 2 H + (1-0) in the adjacent L1495-B218 complex, which we will use as a proxy for B18. Seo et al. (2015) observed NH 3 (1,1) in L1495-B218 using the Green Bank Telescope under a similar set up to GAS. Seo et al. (2015) find that the line widths are thermally dominated, with an average dense core σ tot of 0.209 km/s, which is about 7% less than the average core line width that we measure in B18.
We compare the Seo et al. (2015) NH 3 (1,1) data to combined FCRAO and IRAM 30 m observations of N 2 H + (1-0) in L1495-B218 by Hacar et al. (2013) . All cores were mapped with FCRAO at 57 resolution, while regions where emission appeared more complex received IRAM follow-up at 25 resolution. For each NH 3 dense core in Seo et al. (2015) , we search for a matching N 2 H + line width fit within 31 , which were derived by Hacar et al. (2013) at 375 locations in L1495-B218. For the 46 matched cases identified, we find very similar line widths, with an average line width ratio (NH 3 to N 2 H + ) of 1.02 ± 0.08. Only one ratio was greater than 1.2. We therefore conclude that if B18 is indeed similar to L1495-B218, NH 3 (1,1) and N 2 H + (1-0) observations made at comparable resolutions are likely to have nearly identical line widths in B18. We therefore did not apply a corrective ratio to the revised B18 results in Section A.2.4.
We were unable to locate any higher-resolution surveys of B18 or L1495-B218 to test the influence of angular resolution on the line widths measured. We note, however, that with its sparse emission at higher densities, B18 is unlikely to have dense core measurements that are influenced by crowding along either the line of sight or in the plane of the sky.
A.2.4. Revised Virial Estimates
We next estimate the influence of the possible NH 3 -based core line width estimates discussed in the previous sections on our virial analysis. To do so, we multiply σ tot for each core by the ratio found between GAS data and reference data in the core's parent region as stated in the preceding subsections (see Table 6 ). We note that we did not use any core-specific correction ratios, as not all cores in our GAS analysis had other kinematic data available for a direct comparison. The resulting virial plot is shown in Figure 8 , and some important statistics are shown in Table 8 . After applying these ratios, we find that only about 40% of cores in both L1688 and NGC 1333 are identified as unbound, corresponding to a total of 55 of 134 cores across all three regions. Oph B and the clustered centre of NGC 1333 both show a majority of bound cores under this correction, despite containing all unbound cores in the original uncorrected result. A total of 19 cores remain identified as unbound Oph A, however. The relatively large fraction of apparently unbound cores in Oph A compared to the other clustered regions merits additional research, especially at higher resolution, to determine whether this difference is physical, perhaps relating to the somewhat warmer, active nature of the region (e.g., Friesen et al. 2017; Stamatellos et al. 2007 ), or just a side-effect of observational limitations. We emphasize that the above calculation provides a statistical correction to the potential over-estimate in the core line widths, and the results are not expected to be exactly correct for any individual core. Nonetheless, this estimated correction illustrates two important points. First, it suggests that many of the dense cores that we identify as being unbound in our analysis may in fact be classified as bounded by the combination of pressure and gravity, if we were instead using a higher density tracer observed at higher angular resolution. Second, our main conclusion, that pressure is the dominant factor in binding the cores, remains true even accounting for potential biases in the reported core line widths; in Figure 8 , the vast majority of the cores lie below the horizontal dotted line.
A.3. Cloud Weight Pressure and Filtering Scale
As discussed in Section 4.1, the binding of dense cores due to the weight of overlying cloud material is another factor in our virial calculation for the cores. The calculation of this parameter relies on several assumptions, including approximate spherical symmetry of the cloud, which are discussed in more detail in Kirk et al. (2017) . One assumption which is poorly constrained and might vary from cloud to cloud is the size scale of core versus cloud material. In our simple model, we associate the column density at any location with an effective cloud pressure, and must therefore take care to remove the contribution of the column density associated with the dense core itself beforehand. We separated the core and cloud material using a simple spatial filtering algorithm, theá Trous wavelet decomposition. In this scheme, the size scale dividing core and cloud must be represented as 2 N pixels. In our main analysis, we conservatively selected a scale of approximately 0.6 pc (64 pixels in L1688 and B18 and 32 pixels in NGC 1333) to represent the division between cores and the larger structures that they inhabit. Here, we examine the influence of that selection by re-running our analysis using a suite of different filtering scales. Table 7 shows the typical (mean) estimated cloud weight pressure for different assumptions about the filter scale. Increasing or decreasing the filter scale by a factor of two results in pressure estimates which vary by a similar factor, roughly two or less (<0.3 in logarithmic units), while not applying any filtering (i.e. attributing all material with the cloud) increases the cloud pressure by a factor of about 3 in L1688 and NGC 1333 and a factor of 6 in B18. The case of no filtering represents an extreme unphysical case, since the dense cores must have some material associated with them. Still, only L1688 seems to show significant changes in the virial ratio as a result of applying a somewhat higher or lower filtering scale choice, with a virial ratio that varies by up to 60% (0.2 in logarithmic units) under a doubling or halving of the filter scale. Both NGC 1333 and B18 show much more modest variations under these filter scale changes, with typical variations in derived core virial parameters of less than 25% (<0.1 in logarithmic units). As noted in Section 4.2, cloud weight pressure provides a minor contribution to the binding of the dense cores in both B18 and NGC 1333, hence its lack of impact on the virial ratios. Subsequently, since L1688 has a cloud weight pressure term with a magnitude that is more equal to the contribution from turbulent pressure, changes to the filter scale have a more significant impact.
A.4. Turbulent Pressure Estimates
The turbulent pressure estimate required several assumptions. Here we examine the likely range of uncertainty introduced into our final Ω p,t values as a result. In our main analysis in Section 4.2, we estimated the turbulent pressure using 13 CO(1-0) to measure the random motions in the medium surrounding each core, and assumed a representative density of 3 × 10 3 cm −3 . Both of these assumptions may cause us to over-estimate the true turbulent pressure. Indeed, the 13 CO emission may be tracing a much larger volume along the line of sight, and the mean density that this emission represents may be different than assumed.
We first present a likely under estimate of the turbulent pressure, to illustrate the maximum range of potential values. Previous research (e.g., Pineda et al. 2010; How-Huan Chen et al. 2018) suggests that the transition between quiescent dense cores and their turbulent surroundings can be observed directly in NH 3 (1,1) observations. As an initial, coarse approximation, we take the median value of all line widths in the GAS maps that are outside of all core boundaries, which yields a value of 0.37 km s −1 in L1688, 0.31 km s −1 in NGC 1333, and 0.18 km s −1 in B18. This result would suggest significantly lower turbulent pressure terms in all three regions. These small line widths, however, likely underestimate the true inter-core line width, as there are likely additional quiescent gas structures which have not been adequately captured by the GBS-based core catalogue.
For a more accurate estimate of the inter-core line width, we visually examine the GAS line width values surrounding a subset of more isolated cores, where the transition to coherence is clearer. We find line widths that are often upwards of 0.8 km s −1 in both NGC 1333 and L1688, significantly larger than the median line width estimates listed above, and critically, only about 20% smaller than the typical line widths found using 13 CO. This comparison suggests that our original estimate using the 13 CO line widths may not be substantially over-estimated. This suggestion is also in line with a comparison of the 13 CO line widths measured in L1688 and the C 18 O line widths presented in Pattle et al. (2015) . C 18 O also traces denser material than 13 CO, making it less susceptible to overestimating the turbulence in the local core environment. We find, however, that the C 18 O line widths are typically only 10% smaller than the 13 CO line widths. While these somewhat smaller line widths would imply a smaller effect from turbulent pressure, no major qualitative conclusions would be changed by a line width reduction of 20%. Even the importance of turbulent pressure relative to cloud weight pressure in NGC 1333 and B18 remains evident, as shown in Table 8 .
Finally, we examine the influence of the mean gas density that we assumed. We re-compute the turbulent pressure assuming instead mean densities of 10 3 cm −3 and 10 4 cm −3 , which are a factor of ∼3 lower and higher than the value used in our main analysis respectively. Assuming n13 CO ∼ 10 3 cm −3 decreases the turbulent pressure on each core by a factor of 3, which then increases the relative importance of the cloud weight pressure in binding the cores, with cloud weight pressure becoming the dominant source of binding in both L1688 and NGC 1333. Table 8 shows that for the most plausible range of assumptions in calculating the turbulent pressure and other quantities, our final conclusions are qualitatively unchanged: pressure plays a dominant role in binding the majority of dense cores in all three clouds. We emphasize that the relative importance of each virial term in the three clouds is even more robust, since the same datasets and analysis methods were applied to each of them. c This provides an extreme lower limit to the estimate of external turbulent pressure by applying the mean GAS NH 3 line widths outside of identified cores to trace the kinematics of the ambient cloud. See Section A.4 for details.
d This provides a rough approximation to possible overestimates resulting from our use of 13 CO rather than denser gas tracers in our estimate for Pt. See Section A.4 for details.
e The value used for n 13CO in the main analysis is 3 × 10 3 cm −3 . See Section A.4 for more information.
f The scale used in the main analysis is 0.6 pc. See Appendix A.3 for details.
