The empirical likelihood-based inference for varying coefficient models with missing covariates is investigated. An imputed empirical likelihood ratio function for the coefficient functions is proposed, and it is shown that iis limiting distribution is standard chi-squared. Then the corresponding confidence intervals for the regression coefficients are constructed. Some simulations show that the proposed procedure can attenuate the effect of the missing data, and performs well for the finite sample.
Introduction
In practice, missing data frequently occur in many application literatures, and the literatures on statistical analysis of data with missing values have been flourished in the past decade. Parametric regression models with missing data have been widely discussed (see [1, 2] ). In many practical situations, however, the parametric regression models are not flexible enough to capture the underlying relation between the response and the associate covariates. Hence, Wang [3] and Liang et al. [4] considered the statistical inferences for the partially linear model with missing covariates, which is a useful extension of the parametric regression model. In addition, the following varying coefficient model is another useful extension of the parametric regression model, which has more implements and stronger explanations than the parametric regression model. This paper aims to present an imputed empirical likelihood method for analyzing the varying coefficient model with covariate data missing at random.
Consider the following varying coefficient model
where Y is the response variable, X is the covariate vector, U is the scalar covariate, and
is a vector of unknown smooth functions. The error  has mean zero conditional on X and U. In this paper, we focus mainly on the case that the covariate X may be missing at random. That is, the available incomplete data with the sample size of n are denoted as
X is missing, otherwise 1 i   , and it satisfies that
where
. The supposition (2) is commonly used in the literature of missing data (see [2] [3] [4] [5] ). It is well known that, in the presence of missing data, the complete case analysis often generate a considerable bias and lose efficiency. Then, it is important to develop some new methods which can take the partially incomplete data into account.
In this paper, an imputed empirical likelihood procedure is proposed to study model (1) under missing covariates. The proposed method can use the information of the incomplete data efficiently, and the limiting distribution of the proposed empirical log-likelihood ratio function is shown to be standard chi-squared. Then the corresponding confidence intervals of the regression coefficients are constructed. Some simulations show that the proposed procedure can attenuate the effect of missing data, and performs well for finite sample.
Compared with the Wald-type confidence intervals, the empirical likelihood based confidence intervals possess several attractive features such as the circumvention of asymptotic variance estimation and the flexible shapes of the confidence intervals determined by data (see [6] ). This paper provides an additional positive result of the empirical likelihood inferences varying coefficient models with missing data, which extends the application literature of the empirical likelihood method.
if and only if is the true parameter. Hence using the empirical likelihood method proposed by [6] , an em- 
Then, we obtain the following estimated auxiliary random vector
Hence, an empirical log-likelihood ratio can be given by
For any given u, provided that zero is inside the convex hull of the points
exists. By using the Lagrange multiplier method to find the optimal , then
where  is a 1 p  vector given as the solution to
Next we will show that is asymptotically chisquare distributed when
is the true parameter for given u. To derive a theory for , the following assumptions will be required. 
In addition, to implement this estimation procedure, we need to choose the bandwidth h. One can select h by optimizing some data driven criteria, such as the classical criteria CV, GCV and BIC. For the facilitation of calculation, we suggest to choose the bandwidth based on the CV criteria. More specifically, we can estimate h by minimizing the following cross-validation score
where is the estimator of after deleting the ith subject. From our simulation experience, we found that such a choice of the bandwidth is workable. 
Proof. From the definition of in (3), it is easy to show that
Hence, using the central limit theorem, we have
where .
Similar to the proof of (2.14) in [6] , we can prove that
Then, invoking (9) and (10), and applying the Taylor expansion to (4), it is easy to show that
Furthermore, from (5) and invoking (9) and (10), we can prove that
Using (11)-(13), we obtain that
Invoking the proof of the Lemma 1 and using the law of large numbers, we obtain that
This together with (14) and Lemma 1 yields Theorem 1.
Simulation Studies
In this section, some Monte Carlo simulations are conducted to evaluate the finite sample performance of the proposed empirical likelihood method. The data are generated from the following model The average missing rates of these two cases are 0.15 and 0.25 respectively. For each case, we take 1000 simulation runs. In addition, the sample size is taken as n = 200.
For comparison, we consider two methods for constructing the confidence intervals: the imputed estimation method (IEL) proposed by this paper, and the naïve empirical likelihood method (NEL). The latter is neglecting the incomplete data information, and constructing the confidence intervals for the regression coefficients only based on the complete data. The averages of the confidence intervals with the nominal level 1 95%,    computed with 1000 simulation runs, are summarized in Figures 1 and 2 . Figures 1 and 2 , we can make the following observations:
(i) The confidence intervals based on the IEL method outperform those based on the NEL method, because lengths of the confidence intervals obtained by the IEL method are shorter than those obtained by the NEL method.
(ii) The performances of the confidence intervals based on the IEL method are similar for all levels of missing mechanisms. This implies that the imputed empirical likelihood procedure can attenuate the effect of missing data.
Conclusions and Discussions
We have proposed an imputed empirical likelihood procedure for varying coefficient models when some covariates are missing. The proposed method can attenuate the effect of missing data efficiently, and extends the imputation-based estimation method to the varying coefficient models with missing covariates. Simulation studies indicated that the proposed method was very effective in attenuating the effect of missing data and constructing the confidence intervals for the coefficient functions.
In this paper, although we assume that all components of the covariate are subject to missing, it is not essential. The proposed estimation method can easily extend the case that only some components of the covariate are measured with missing. In addition, one useful extension of the varying coefficient model is the varying coefficient partially linear model. For such model, Zhao and Xue [8] considered the statistical inferences for regression coefficients when the response with missing. Then, another interesting topic of further research is investigating the inferences for such varying coefficient partially linear models with missing covariates.
