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2 DUSA MCDUFF AND KATRIN WEHRHEIM
1. Introduction
Kuranishi structures were introduced to symplectic topology by Fukaya and Ono [FO],
and recently refined by Joyce [J], in order to extract homological data from compactified
moduli spaces of holomorphic maps in cases where geometric regularization approaches
such as perturbations of the almost complex structure do not yield a smooth structure
on the moduli space. These geometric methods generally cannot handle curves that
are nowhere injective. The first instance in which it was important to overcome these
limitations was the case of nowhere injective spheres, which are then multiply covered
and have nontrivial isotropy.1 Because of this, the development of virtual transversality
techniques in [FO], and the related work by Li and Tian [LiT], was focussed on dealing
with finite isotropy groups, while some topological and analytic issues were not resolved.
The goal of this paper is to explain these issues and provide the beginnings of a
framework for resolving them. To that end we focus on the most fundamental issues,
which are already present in applying virtual transversality techniques to moduli spaces
of holomorphic spheres without nodes or nontrivial isotropy. We give a general survey of
regularization techniques in symplectic topology in Section 2, pointing to some general
analytic issues in Sections 2.1 –2.4, and discussing the specific algebraic and topological
issues of the Kuranishi approach in Sections 2.5 and 2.6. In the main body of the paper
we provide an abstract framework of Kuranishi atlases which separates the analytic and
topological issues as outlined in the following.
The main analytic issue in each regularization approach is in the construction of transi-
tion maps for a given moduli space, where one has to deal with the lack of differentiability
of the reparametrization action on infinite dimensional function spaces discussed in Sec-
tion 3. When building a Kuranishi atlas on a moduli space, this issue also appears in
a sum construction for basic charts on overlaps, and has to be dealt with separately for
each specific moduli space. We explain the construction of basic Kuranishi charts, their
sums, and transition maps in the case of spherical Gromov–Witten moduli spaces in Sec-
tion 4, outlining the proof of a more precise version of the following in Proposition 4.1.4
and Theorem 4.3.1.
Theorem A. Let (M,ω, J) be a symplectic manifold with tame almost complex structure,
and let M(A, J) be the space of simple J-holomorphic maps S2 → M in class A with
one marked point, modulo reparametrization. If M(A, J) is compact (e.g. if A is “ω-
minimal”), then there exists an open cover M(A, J) = ⋃i=1,...,N Fi by “footprints” of
basic Kuranishi charts (Ki)i=1,...,N .
Moreover, for any tuple (Ki)i∈I of basic charts whose obstruction spaces Ei satisfy
a “transversality condition” we can construct transition data as follows. There exists a
“sum chart” KI with obstruction space
∏
i∈I Ei and footprint FI =
⋂
i∈I Fi ⊂M(A, J),
such that a restriction of each basic chart Ki|FI includes into KI by a coordinate change.
The notions of a Kuranishi chart, a restriction, and a coordinate change are defined in
detail in Section 5. Throughout, we simplify the discussion by assuming that all isotropy
groups are trivial. In that special case our definitions largely follow [FO, J], though
instead of working with germs, we define a Kuranishi atlas as a covering family of basic
charts together with transition data satisfying a cocycle condition involving an inclusion
1This is not the case for discs. For example a disc with boundary on the equator can wrap two and
a half times around the sphere. This holomorphic curve, called the lantern, has trivial isotropy.
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requirement on the domains of the coordinate changes. In addition to Theorem A, this
requires the construction of further coordinate changes satisfying the cocycle condition.
At this point one could already use ideas of [LiuT] to reduce the cover and construct
compatible transverse perturbations of the sections in each Kuranishi chart. However,
there is no guarantee that the perturbed zero set modulo transition maps is a closed
manifold, in particular Hausdorff. This is an essential requirement in the construction
of a virtual moduli cycle (VMC for short), which, as its name indicates, is a cycle in
an appropriate homology theory representing the virtual fundamental class (or VFC)
[X]virK of X. We remedy this situation in the main technical part of this paper by
constructing a virtual neighbourhood of the moduli space, with paracompact Hausdorff
topology, in which the perturbed zero set modulo transition maps is a closed subset.
The construction of this virtual neighbourhood requires a tameness property of the
domains of the coordinate changes, in particular a strong cocycle condition which requires
equality of domains. However, the coordinate changes arising from sum constructions as
in Theorem A can usually only be made to satisfy a weak cocycle condition on the overlap
of domains. On the other hand, these constructions naturally provide an additivity
property for the obstruction spaces. In Sections 6.2 and 6.4 we develop these notions,
proving in Propositions 6.3.4 and 6.4.17 that a suitable shrinking of such an additive weak
Kuranishi atlas induces a tame Kuranishi atlas that is well defined up to cobordism. We
can then “reduce” the Kuranishi atlas in order to facilitate the construction of sections.
As a result, in Section 7 we obtain a precise version of the following.2
Theorem B. Let K be an oriented, d-dimensional, weak, additive Kuranishi atlas with
trivial isotropy groups on a compact metrizable space X. Then K determines a cobordism
class of smooth, oriented, compact manifolds, and an element [X]virK in the Cˇech homology
group Hˇd(X;Q). Both depend only on the cobordism class of K.
Making our constructions applicable to general holomorphic curve moduli spaces will
require two generalizations of Theorem B, which we are working on in [McW1]. Firstly,
a groupoid version of the theory (extending ideas from [FO, J]), will allow for nontrivial
isotropy groups. Secondly, allowing the structure maps in the Kuranishi category to
be stratified smooth rather than smooth permits the construction of Kuranishi charts
using standard gluing analysis, as established e.g. in [McS]. With this framework in
place, we hope to extend Theorem A to giving a completely detailed construction of a
Kuranishi atlas for spherical Gromov–Witten invariants in [McW2], by combining the
ideas of finite dimensional reduction in [FO] with the explicit obstruction bundles in
[LiT] and the analytic results in [McS].
Organization: The following remarks together with Sections 2 and 3 provide a survey of
regularization techniques in symplectic topology and their pitfalls. Section 4 continues
this discussion for the specific example of Kuranishi atlases for genus zero Gromov–
Witten moduli spaces, and also outlines an approach to proving Theorem A. All of these
sections are essentially self-contained and can be read in any order. The main technical
parts of the paper, Sections 5, 6, and 7 , are independent of the previous sections, but
strongly build on each other towards a proof of Theorem B. Much of the work here
concerns the topological underpinnings of the theory. An introduction and outline for
these technical parts can be found in Sections 2.4 and 2.6.
2To see why we use rational, rather than integer, Cˇech homology see Remark 7.5.3.
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Since this project revisits fifteen year old, much used theories, let us explain some
motivations, relations to other work, and give an outlook for further development.
Background: In a 2009 talk at MSRI [W1], KW posed some basic questions on the
currently available abstract transversality approaches. DM, who had been uneasily aware
for some time of analytic problems with the approach of Liu–Tian [LiuT], the basis of her
expository article [Mc1], decided that now was the time to clarify the constructions once
and for all. The issue here is the lack of differentiability of the reparametrization action,
which enters if constructions are transferred between different infinite dimensional local
slices of the action, or if a differentiable Banach manifold structure on a quotient space of
maps by reparametrization is assumed. The same issue is present for Deligne–Mumford
type spaces of domains and maps, and is discussed in detail in Section 3. In studying
the construction of a virtual moduli cycle for Gromov–Witten invariants via a Kuranishi
atlas we soon encountered the same differentiability issue.
Extrapolating remarks by Aleksey Zinger and Kenji Fukaya, we next realized that
the geometric construction of obstruction spaces in [LiT] could be used to construct
smoothly compatible Kuranishi charts. However, in making these constructions explicit,
we needed to resolve ambiguities in the definition of a Kuranishi structure, concerning
the precise meaning of germ of coordinate changes and the cocycle condition, discussed
in Section 2.5. More generally, we found it difficult to find a definition of Kuranishi
structure that on the one hand clearly has a virtual fundamental class (a generalization
of Theorem B), and on the other hand arises from fairly simple analytic techniques for
holomorphic curves (a generalization of Theorem A). One issue that we will touch on
only briefly in Section 2.2 is the lack of smoothness of the standard gluing constructions,
which affects the smoothness of the Kuranishi charts near nodal or broken curves. A
more fundamental topological issue is the necessity to ensure that the zero set of a trans-
verse perturbation is not only smooth, but also remains compact as well as Hausdorff,
and does not acquire boundary in the regularization. These properties, as far as we are
aware nowhere previously addressed in the literature, are crucial for obtaining a global
triangulation and thus a fundamental homology class. Another topological issue is the
necessity of refining the cover by Kuranishi charts to a “good cover”, in which the uni-
directional transition maps allow for an iterative construction of perturbations. (These
topological issues will be discussed in Section 2.6.) So we decided to start from the very
basics and give a definition of Kuranishi atlas and a completely explicit construction of
a VFC in the simplest nontrivial case.
Relation to other Kuranishi notions: As this work was nearing completion, we
alerted Fukaya et al and Joyce to some of the issues we had uncovered, and the ensuing
discussion eventually resulted in [FOOO12] and some parts of [JD]. To clarify the relation
between these approaches and ours, we now use the language of atlases, which in fact is
more descriptive. While the previous definitions of Kuranishi structures in [FO, J] are
algebraically inconsistent as explained in Section 2.5, our approach is compatible with
the notions of [FOOO, FOOO12]. Indeed we show in Remark 6.1.16 how to construct
a Kuranishi structure in this sense from a weak Kuranishi atlas. Similarly, when there
is no isotropy there is a relation between the ideas behind a “good coordinate system”
and our notion of a reduction. However, as will be clear when [McW1] is completed, the
two approaches differ significantly when there is nontrivial isotropy. One can make an
analogy with the development of the theory of orbifolds: The approach of [FOOO12] is
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akin to Satake’s definition of a V -manifold, while our definitions are much closer to the
idea of describing an orbifold as the realization of an e´tale proper groupoid.
In our view, weak atlases in the sense of Definition 6.2.1 are the natural outcomes of
constructions of compatible finite dimensional reductions, and we see a clear abstract
path from an atlas to a VMC. Constructing a weak atlas involves checking only a finite
number of consistency conditions for the coordinate changes, while uncountably many
such conditions must be checked if one tries to construct a Kuranishi structure directly.
We will further compare our approach to that of Fukaya et al in Remark 6.1.16.
Another approach to constructing virtual fundamental classes from local finite di-
mensional reductions is proposed in [JD] using so-called “d-orbifolds” which have more
algebraic properties than Kuranishi structures. We cannot comment on the details of
this approach apart from noting that it does not offer a direct approach to regulariz-
ing moduli spaces, but instead seems to require special types of Kuranishi structures or
polyfold Fredholm sections as a starting point.3
Outlook: Based on our results in the present paper, we have a good idea of how to
generalize and apply these constructions to all genus zero Gromov–Witten moduli spaces.
We believe that Kuranishi atlases for other moduli spaces of closed holomorphic curves
can be constructed analogously, though each case would require a geometric construction
of local slices as well as obstruction bundles specific to the setup, and careful gluing
analysis. An alternative route is provided by the construction of Kuranishi structures
from a proper Fredholm section in a polyfold bundle, as announced in [Y]. In fact, this
approach would induce a smooth, rather than stratified smooth Kuranishi structure.
The case of moduli spaces with boundary given as the fiber product of other moduli
spaces, as required for the construction of A∞-structures, is beyond the scope of our
project. While finishing this manuscript, we learned that Jake Solomon [So] has been
developing an approach to dealing with boundaries and making “pull-push” construction
as required for chain level theories. Such a framework will need to generalize our notion
of Kuranishi cobordism on X × [0, 1] to underlying moduli spaces with a much less nat-
ural “boundary and corner stratification”, in particular facing a further complication in
the already highly nontrivial construction of relative perturbations in Proposition 7.3.7.
Moreover, it has to solve the additional task of constructing regularizations that respect
the fiber product structure on the boundary. This issue, also known as constructing co-
herent perturbations, has to be addressed separately in each specific geometric setting,
and requires a hierarchy of moduli spaces which permits one to construct the regular-
izations iteratively. In the construction of the Floer differential on a finitely generated
complex, such an iteration can be performed using an energy filtration thanks to the
algebraically simple gluing operation. In more ‘nonlinear’ algebraic settings, such as A∞
structures, one needs to artificially deform the gluing operation, e.g. when dealing with
homotopies of data [Se]. It seems to us that in such situations, especially when one needs
to understand the moduli space’s boundary and corners, it is more efficient to use the
polyfold theory of Hofer-Wysocki-Zehnder [HWZ1–4] since this gives a cleaner structure.
3 [JD, Thm.15.6] claims “virtual class maps” for d-orbifolds under an additional “(semi)effectiveness”
assumption, which in our understanding could only be obtained from the constructions of [JD, Thm.16.1]
under the assumption of obstruction spaces invariant under the isotropy action. However, this is almost
a case of equivariant transversality in which e.g. the polyfold setup should allow for a global finite
dimensional reduction as smooth section of an orbifold bundle along the lines of [Y].
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However, in the Gromov–Witten setting, the less technologically sophisticated approach
via Kuranishi atlases still has value for applications, specially in very geometric situa-
tions such as [McT], or in situations in which the symplectic situation is very close to
that in complex algebraic geometry such as in [Z2] or [Mc3].
Another fundamental issue surfaced when we tried to understand how Floer’s proof
of the Arnold conjecture is extended to general symplectic manifolds using abstract
regularization techniques. In the language of Kuranishi structures, it argues that a
Kuranishi space X of virtual dimension 0, on which S1 acts such that the fixed points
F ⊂ X are isolated solutions, allows for a perturbation whose zero set is given by the fixed
points. At that abstract level, the argument in both [FO] and [LiuT] is that (XrF )/S1
can be equipped with a Kuranishi structure of virtual dimension −1, which induces a
trivial fundamental cycle for XrF . However, they give no details of this construction.
It seems that any such pullback construction would require the S1-action to extend
to an ambient space XrF ⊂ B such that the Kuranishi structure for (XrF )/S1 has
domains in the quotient space B/S1. While polyfold theory offers a direct approach
to this question of equivariant transversality, we believe that any VMC approach will
require, as a starting point, the construction of a virtual neighbourhood as introduced
in the present paper. Such a VMC approach – which however we cannot comment on –
is now announced in [FOOO12].
Acknowledgements: We would like to thank Mohammed Abouzaid, Kenji Fukaya,
Tom Mrowka, Kaoru Ono, Yongbin Ruan, Dietmar Salamon, Bernd Siebert, Cliff Taubes,
Gang Tian, and Aleksey Zinger for encouragement and enlightening discussions about
this project. We moreover thank MSRI, IAS, and BIRS for hospitality.
2. Regularizations of holomorphic curve moduli spaces
One of the central technical problems in the theory of holomorphic curves, which
provides many of the modern tools in symplectic topology, is to construct algebraic
structures by extracting homological information from moduli spaces of holomorphic
curves in general compact symplectic manifolds (M,ω). We will refer to this technique
as regularization and note that it requires two distinct components. On the one hand,
some perturbation technique is used to achieve transversality, which gives the moduli
space a smooth structure that induces a count or chain. On the other hand some cobor-
dism technique is used to achieve invariance, i.e. independence of the resulting algebraic
structure from the choices involved in achieving transversality.
The aim of this section is to give an overview of the different regularization approaches
in the example of genus zero Gromov–Witten invariants
〈
α1, . . . , αk
〉
A
∈ Q. These are
defined as a generalized count of J-holomorphic genus 0 curves in class A ∈ H2(M ;Z)
that meet k representing cycles of the homology classes αi ∈ H∗(M). This number should
be independent of the choice of J in the contractible space of ω-compatible almost com-
plex structures, and of the cycles representing αi. For complex structures J one can work
in the algebraic setting, in which the curves are cut out by holomorphic functions on M ,
but general symplectic manifolds do not support an integrable J . For non-integrable J ,
the approach introduced by Gromov [G] is to view the (pseudo-)holomorphic curves as
maps to M satisfying the Cauchy–Riemann PDE, modulo reparametrizations by auto-
morphisms of the complex domain.
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To construct the Gromov–Witten moduli spaces of holomorphic curves, one starts out
with the typically noncompact quotient space
Mk(A, J) :=
{(
f : S2 →M, z ∈ (S2)kr∆) ∣∣ f∗[S2] = A, ∂Jf = 0}/PSL(2,C)
of equivalence classes of tuples (f, z), where f is a J-holomorphic map, the marked
points z = (z1, . . . zk) are pairwise disjoint, and the equivalence relation is given by the
reparametrization action γ · (f, z) = (f ◦γ, γ−1(z)) of the Mo¨bius group PSL(2,C). This
space is contained (but not necessarily dense) in the compact moduli space Mk(A, J)
formed by the equivalence classes of J-holomorphic genus 0 stable maps f : Σ → M in
class A with k pairwise disjoint marked points. There is a natural evaluation map
(2.0.1) ev :Mk(A, J)→Mk, [Σ, f, (z1, . . . , zk)] 7→
(
f(z1), . . . , f(zk)
)
,
and one expects the Gromov–Witten invariant〈
α1, . . . , αk
〉
A
:= ev∗[Mk(A, J)] ∩ (α1 × . . .× αk)
to be defined as intersection number of a homology class ev∗[Mk(A, J)] ∈ H∗(M ;Q) with
the class α1× . . .×αk. The construction of this homology class requires a regularization
ofMk(A, J). In the following Sections 2.1 - 2.4 we give a brief overview of the approaches
using geometric means or an abstract polyfold setup, and review the fundamental ideas
behind Kuranishi atlases. Sections 2.5 and 2.6 then discuss the algebraic and topological
issues in constructing a virtual fundamental class from a Kuranishi atlas.
2.1. Geometric regularization.
For some special classes of symplectic manifolds, the regularization of holomorphic
curve moduli spaces can be achieved by a choice of the almost complex structure J , or
more generally a perturbation of the Cauchy–Riemann equation ∂Jf = 0 that preserves
the symmetry under reparametrizations, and whose Hausdorff compactification is given
by nodal solutions. Note that these properties are generally not preserved by perturba-
tions of a nonlinear Fredholm operator such as ∂J , so this approach requires a class of
perturbations that preserves the geometric properties of ∂J .
The construction of Gromov–Witten invariants from a regularization of Mk(A, J)
most easily fits into this approach if A is a homology class on which ω(A) > 0 is minimal,
since then A cannot be represented by a multiply covered or nodal holomorphic sphere.
For short, we call such A ω-minimal. In this case Mk(A, J ′) is smooth for generic J ′,
and compact if k ≤ 3. More generally, this approach applies to all spherical Gromov–
Witten invariants in semipositive symplectic manifolds, since in this case it is possible
to compactify the image ev(Mk(A, J ′)) by adding codimension-2 strata. Full details
for this construction can be found in [McS]. The most general form of this geometric
regularization approach proceeds in the following steps.
Fredholm setup: Write the (not necessarily compact) moduli space M = σ−1(0)/Aut
as the quotient, by an appropriate reparametrization group Aut, of an equivariant smooth
Fredholm section σ : B̂ → Ê of a Banach vector bundle Ê → B̂. For example, M =
Mk(A, J) is cut out from B̂ = Wm,p(S2,M) by the Cauchy–Riemann operator σ = ∂J ,
which is equivariant with respect to Aut = PSL(2,C).
Geometric perturbations: Find a Banach manifold P ⊂ ΓAut(Ê) of equivariant sec-
tions for which the perturbed sections σ + p have the same compactness properties as
8 DUSA MCDUFF AND KATRIN WEHRHEIM
σ. For example, the contractible set J ` of compatible C`-smooth almost complex struc-
tures for ` ≥ m provides equivariant sections p = ∂J ′ − ∂J for all J ′ ∈ J `. Moreover,
J ′-holomorphic curves also have a Gromov compactification Mk(A, J ′).
Sard–Smale: Check transversality of the section (p, f)→ (σ+p)(f) to deduce that the
universal moduli space ⋃
p∈P {p} × (σ + p)−1(0) ⊂ P × B̂
is a differentiable Banach manifold. (In the example it is C`-differentiable.) Then the
regular values of the projection to P (guaranteed by the Sard–Smale theorem for suf-
ficiently high differentiability of the universal moduli space) provide a comeagre subset
Preg ⊂ P for which the perturbed sections σp := σ+p are transverse to the zero section.
For holomorphic curves and perturbations given by J `, this transversality holds if all
holomorphic maps are somewhere injective. For ω-minimal A this weak form of injec-
tivity is a consequence of unique continuation (cf. [McS, Chapter 2]), but for general
Gromov–Witten moduli spaces this step only applies to the subset M∗k(A, J) of simple
(i.e. not multiply covered) curves.
Quotient: For p ∈ Preg, the perturbed zero set σ−1p (0) ⊂ B̂ is a smooth manifold by the
implicit function theorem. If, moreover, the action of Aut on σ−1p (0) is smooth, free, and
properly discontinuous, then the moduli spaceMp := σ−1p (0)/Aut is a smooth manifold.
For holomorphic curves, the smoothness of the action can be achieved if all solutions of
∂J ′f = 0 are smooth. For that purpose one can use e.g. the Taubes’ trick to find regular
perturbations given by smooth J ′.
Compactification: For Gromov–Witten moduli spaces with A ω-minimal and k ≤ 3,
the previous steps already give Mk(A, J ′) the structure of a compact smooth mani-
fold. Thus the Gromov–Witten invariants can be defined using its fundamental class
[Mk(A, J ′)]. In the semipositive case, the previous steps giveM∗k(A, J ′) a smooth struc-
ture such that ev :M∗k(A, J ′)→M defines a pseudocycle. Indeed, its image is compact
up to ev
(Mk(A, J)rM∗k(A, J)) which is given by the images of nodal and multiply cov-
ered maps. Since the underlying simple curves are regular and of lower Fredholm index,
these additional sets are smooth and of codimension at least 2. A more general approach
for showing this pseudocycle property is to use gluing techiques, which also apply to
moduli spaces whose regularization is expected to have boundary.
Generally, one obtains a compactification Mp of the perturbed moduli space by con-
structing gluing maps into Mp, whose images cover the complement of a compact set,
and which are compatible on their overlaps. In the Gromov–Witten case the gluing
construction provides local homeomorphisms
((1,∞)× S1)N ×M∗Nk (A, J ′) ↪→ Mk(A, J ′)
to neighbourhoods of the strata M∗Nk (A, J ′) of simple stable curves with N nodes. The
Gromov compactification Mp = Mk∗(A, J ′) is then constructed by completing each
cylinder to a disc
(
(1,∞)×S1)∪{∞}, where we identify the added set {∞}×M∗Nk (A, J ′)
with the stratum M∗Nk (A, J ′) ⊂ Mk(A, J). Then Mk(A, J) is compact up to stable
maps containing multiply covered components.
Invariance: To prove that invariants extracted from the perturbed moduli space Mp
are well defined, one chooses P to be a connected neighbourhood of the zero section
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and constructs a cobordism between Mp0 and Mp1 for any regular pair p0, p1 ∈ Preg
by repeating the last five steps for the section [0, 1] × B̂ → Ê , (t, b) 7→ (σ + pt)(b) for
any smooth path (pt)t∈[0,1] ∈ P. In the semipositive Gromov–Witten example, the same
argument is applied to find a pseudochain with boundary ev(M∗k(A, J0))unionsqev(M∗k(A, J1)).
Remark 2.1.1. For Gromov-Witten theory, the evaluation map (2.0.1) generally does
not represent a well defined rational homology class in Mk. Although Mk(A, J) is
compact and has a well understood formal dimension d (given by the Fredholm index
of ∂J minus the dimension of the automorphism group), it need not be a manifold or
orbifold of dimension d for any J . Indeed it may contain subsets of dimension larger
than d consisting of stable maps with a component that is a multiple cover on which
c1(f
∗TS2) is negative. In the case of spherical Gromov–Witten theory on manifolds with
[ω] ∈ H2(M ;Q), it is possible to avoid this problem by first finding a consistent way to
“stabilize the domain” to obtain a global description of the moduli space that involves no
reparametrizations, and then allowing a richer class of perturbations; cf. [CM, I]. This
approach has recently been extended in [IP].
The main nontrivial steps in the geometric approach, which need to be performed in
careful detail for any given moduli space, are the following.
• Each setting requires a different, precise definition of a Banach space of perturbations.
Note in particular that spaces of maps with compact support in a given open set are
not compact. The proof of transversality of the universal section is very sensitive to
the specific geometric setting, and in the case of varying J requires each holomorphic
map to have suitable injectivity properties.
• The gluing analysis is a highly nontrivial Newton iteration scheme and should have
an abstract framework that does not seem to be available at present. In particular, it
requires surjective linearized operators, and so only applies after perturbation. More-
over, gluing of noncompact spaces requires uniform quadratic estimates, which do not
hold in general. Finally, injectivity of the gluing map does not follow from the Newton
iteration and needs to be checked in each geometric setting.
2.2. Approaches to abstract regularization.
In order to obtain a regularization scheme that is generally applicable to holomor-
phic curve moduli spaces, it seems to be necessary to work with abstract perturbations
f 7→ p(f) that need not be differential operators. Thus we recast the question more
abstractly into one of regularizing a compactification of the quotient of the zero set of a
Fredholm operator.4 From this abstract differential geometric perspective, the geometric
regularization scheme provides a highly nontrivial generalization of the well known finite
dimensional regularization based on Sard’s theorem, see e.g. [GP, ch.2].
Finite Dimensional Regularization Theorem: Let E → B be a finite dimensional
vector bundle, and let s : B → E be a smooth section such that s−1(0) ⊂ B is compact.
Then there exists a compactly supported, smooth perturbation section p : B → E such
that s+ p is transverse to the zero section, and hence (s+ p)−1(0) is a smooth manifold.
Moreover, [(s+ p)−1(0)] ∈ H∗(B,Z) is independent of the choice of such perturbations.
4 As pointed out by Aleksey Zinger, the “Gromov compactification” of a moduli space of holomorphic
curves in fact need not even be a compactification in the sense of containing the holomorphic curves with
smooth domains as dense subset. For example, it could contain an isolated nodal curve.
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Remark 2.2.1. • Using multisections, this theorem generalizes to equivariant sections
under a finite group action, yielding orbifolds as regularized spaces and thus a well
defined rational homology class [(s+ p)−1(0)] ∈ H∗(B,Q).
• For nontrivial Lie groups G acting by bundle maps on E, equivariance and transver-
sality are in general contradictory requirements on a section. Only if G acts smoothly,
freely, and properly on B and E, can one obtain G-equivariant transverse sections by
pulling back transverse sections of E/G→ B/G.
• Finite dimensional regularization also holds for noncompact zero sets s−1(0), but the
homological invariance of the zero set fails in the simplest examples.
• There have been several attempts to extend this theorem to the case of a Fredholm
section s : B̂ → Ê of a Banach (orbi)bundle. The paper by Lu–Tian [LuT] develops
some abstract analysis, which we have not studied in detail since it does not apply
to Gromov–Witten moduli spaces; see below. Similarly, Chen–Tian present in [CT,
§5] an idea of a “Fredholm system” that in its global form (even after replacing the
nonsensical properness assumption by compactness of the zero set) is irrelevant to
most Gromov–Witten moduli spaces, and when localized runs into the same problems
to do with smoothness of coordinate changes and lack of suitable cut off functions
that we discuss in detail in Remark 3.1.5 below.
Note here that no typical moduli space of holomorphic curves, nor even the moduli
spaces in gauge theory or Morse theory, has a currently available description as the zero
set of a Fredholm section in a Banach groupoid bundle. In the case of holomorphic curves
or Morse trajectories, the first obstacle to such a description is the differentiability failure
of the action of Aut on any Sobolev space of maps B̂ explained in Section 3.1. In gauge
theory, the action of the gauge group typically is smooth, but in all theories the typical
moduli spaces are compactified by gluing constructions, for which there is not even a
natural description as a zero set in a topological vector bundle.
In comparison, the geometric regularization approach works with a smooth section
σ : B̂ → Ê of a Banach bundle, which has a noncompact solution set σ−1(0) and is
equivariant under the action of a noncompact Lie group. From an abstract topological
perspective, the nontrivial achievement of this approach is that it produces equivariant
transverse perturbations and a well defined homology class by compactifying quotients
of perturbed spaces, rather than by directly perturbing the compactified moduli space.
Remark 2.2.2. Another notable analytic feature of the perturbations obtained by al-
tering J is that they preserve the compactness and Fredholm properties of the nonlinear
differential operator, despite changing it nonlinearly in highest order. Indeed, in local
coordinates, σ = ∂s + J∂t is a first order operator, and changing J to J
′ amounts to
adding another first order operator p = (J ′−J)∂t. This preserves the Fredholm operator
since it preserves ellipticity of the symbol. In general, one retains Fredholm properties
only with lower order perturbations, i.e. by adding a compact operator to the lineariza-
tion. For the Cauchy–Riemann operator, that would mean an operator involving no
derivatives, e.g. p(f) = X ◦ f given by a vector field. Note also that the compactness
properties of solution sets of nonlinear operators are generally not even preserved under
lower order perturbations that are supported in a neighbourhood of a compact solution
set, since in the infinite dimensional setting such neighbourhoods are never compact.
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This discussion shows that a regularization scheme for general holomorphic curve
moduli spaces needs to work with more abstract perturbations and directly on the com-
pactified moduli space – i.e. after quotienting and taking the Gromov compactification.
The following approaches are currently used in symplectic topology.
The global obstruction bundle approach as in [LiuT, Si, Mc1] aims to extend suc-
cessful techniques from algebraic geometry and gauge theory to the holomorphic curve
setting, by means of a weak orbifold structure on a suitably stratified Banach space
completion of the space of equivalence classes of smooth stable maps.
The Kuranishi approach, introduced by Fukaya-Ono [FO] and implicitly Li-Tian [LiT]
in the 1990s, aims to construct a virtual fundamental class from finite dimensional re-
ductions of the equivariant Fredholm problem and gluing maps near nodal curves.
The polyfold approach, developed by Hofer-Wysocki-Zehnder since 2000, aims to gen-
eralize the finite dimensional regularization theorem so that it applies directly to the
compactified moduli space, by expressing it as the zero set of a smooth section.
The first two approaches construct a virtual fundamental class [Mk(A, J)]vir and
are hence also referred to as virtual transversality. They have been used for concrete
calculations of Gromov–Witten invariants, e.g. [McT, Mc3, Z1] by building a VMC using
geometrically meaningful perturbations. The third approach is more functorial and
produces a VMC with significantly more structure, e.g. as a smooth orbifold in the case
of Gromov–Witten invariants [HWZ4]. This allows to define e.g. symplectic field theory
(SFT) invariants on chain level. The book [FOOO] uses the Kuranishi approach to a
similar end in the construction of chain level Lagrangian Floer theory. We will make
no further comments on chain level theories. Instead, let us compare how the different
approaches handle the fundamental analytic issues.
Dividing by the automorphism group: Unlike the smooth action of the (infinite di-
mensional) gauge group on Sobolev spaces of connections, the reparametrization groups
(though finite dimensional) do not act differentiably on any known Banach space comple-
tion of spaces of smooth maps (or pairs of domains and maps from them); see Section 3.
In the global obstruction bundle approach this causes a significant differentiability failure
in the relation between local charts in Liu–Tian [LiuT], and hence in the survey article
McDuff [Mc1] and subsequent papers such as Lu [GL]. For more details of the problems
here see Remark 3.1.5. This differentiability issue was not mentioned in [FO, LiT]. How-
ever, as we explain in detail in Section 4 below, it needs to be addressed when defining
charts that combine two or more basic charts since this must be done in the Fredholm
setting before passing to a finite dimensional reduction. We make this explicit in our
notion of “sum chart”, but the same construction is used implicitly in [FO, FOOO].
In this setting, it can be overcome by working with special obstruction bundles, as we
outline in Section 4.3. In the polyfold approach, this issue is resolved by replacing the
notion of smoothness in Banach spaces by a notion of scale-smoothness which applies to
the reparametrization action. To implement this, one must redevelop linear as well as
nonlinear functional analysis in the scale-smooth category.
Gromov compactification: Sequences of holomorphic maps can develop various kinds
of singularities: bubbling (energy concentration near a point), breaking (energy diverging
into a noncompact end of the domain – sometimes also induced by stretching in the
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domain), buildings (parts of the image diverging into a noncompact end of the target –
sometimes also induced by stretching the domain at a hypersurface). These limits are
described as tuples of maps from various domains, capturing the Hausdorff limit of the
images. In quotienting by reparametrizations, note that for the limit object this group
is a substantially larger product of various reparametrization groups.
In the geometric and virtual regularization approaches, charts near the singular limit
objects are constructed by gluing analysis, which involves a pregluing construction and
a Newton iteration. The pregluing creates from a tuple of holomorphic maps a single
map from a nonsingular domain, which solves the Cauchy–Riemann equation up to a
small error. The Newton iteration then requires quadratic estimates for the linearized
Cauchy–Riemann operator to find a unique exact solution nearby. In principle, the con-
struction of a continuous gluing map should always be possible along the lines of [McS],
though establishing the quadratic estimates is nontrivial in each setting. However, addi-
tional arguments specific to each setting are needed to prove surjectivity, injectivity, and
openness of the gluing map. Moreover, while homeomorphisms to their image suffice for
the geometric regularization approach, the virtual regularization approaches all require
stronger differentiability of the gluing map; e.g. smoothness in [FO, FOOO, J].
None of [LiT, LiuT, FO, FOOO] give all details for the construction of a gluing map.
In particular, [FO, FOOO] construct gluing maps with image in a space of maps, but
give few details on the induced map to the quotient space, even in the nonnodal case
as discussed in Remark 4.1.3. For closed nodal curves, [McS, Chapter 10] constructs
continuous gluing maps in full detail, but does not claim that the glued curves depend
differentiably on the gluing parameter a ∈ C as a → 0. By rescaling |a|, it is possible
to establish more differentiability for a→ 0. For example Ruan [R] uses local C1 gluing
maps. However, as pointed out by Chen–Li [CL], this C1 structure is not intrinsic, so
may not be preserved under coordinate changes. This problem was ignored in [FO], but
discussed in both in the appendix to [FOOO] and more recently in [FOOO12].
The polyfold approach reinterprets the pregluing construction as the chart map for
an ambient space B˜ which contains the compactified moduli space, essentially making
the quadratic estimates part of the definition of a Fredholm operator on this space. The
Newton iteration is replaced by an abstract implicit function theorem for transverse
Fredholm operators in this setting. The injectivity and surjectivity issues then only need
to be dealt with at the level of pregluing. Here injectivity fails dramatically but in a
way that can be reinterpreted in terms of a generalization of a Banach manifold chart,
where the usual model domain of an open subset in a Banach space is replaced by a
relatively open subset in the image of a scale-smooth retraction of a scale-Banach space.
This makes it necessary to redevelop differential geometry in the context of retractions
and scale-smoothness.
2.3. Regularization via polyfolds.
In the setting of holomorphic maps with trivial isotropy (but allowing for general
compactifications by e.g. nodal curves), the result of the entirely abstract development
of scale-smooth nonlinear functional analysis and retraction-based differential geometry
is the following direct generalization of the finite dimensional regularization theorem,
see [HWZ3]. The following is the relevant version for trivial isotropy, in which ambient
spaces have the structure of an M-polyfold — a generalization of the notion of Banach
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manifold, essentially given by charts in open subsets of images of retraction maps, and
scale-smooth transition maps between the ambient spaces of the retractions.
M-polyfold Regularization Theorem: Let E˜ → B˜ be a strong M-polyfold bundle, and
let s : B˜ → E˜ be a scale-smooth Fredholm section such that s−1(0) ⊂ B˜ is compact. Then
there exists a class of perturbation sections p : B˜ → E˜ supported near s−1(0) such that
s+ p is transverse to the zero section, and hence (s+ p)−1(0) carries the structure of a
smooth finite dimensional manifold. Moreover, [(s+ p)−1(0)] ∈ H∗(B˜,Z) is independent
of the choice of such perturbations.
For dealing with nontrivial, finite isotropies, [HWZ3] transfers this theory to a groupoid
setting to obtain a direct generalization of the orbifold version of the finite dimensional
regularization theorem. It is these groupoid-type ambient spaces B˜, whose object and
morphism spaces are M-polyfolds, that are called polyfolds. These abstract regulariza-
tion theorems should be compared with the definition of Kuranishi atlas and the abstract
construction of a virtual fundamental class for any Kuranishi atlas that will be outlined
in the following sections. While the language of polyfolds and the proof of the regular-
ization theorems in [HWZ1, HWZ2, HWZ3] is highly involved, it seems to be developed
in full detail and is readily quotable. A survey of the basic philosophy and language is
now available in [GFFW].
Just as in the construction of a Kuranishi atlas for a given holomorphic curve moduli
space discussed in Section 4 below, the application of the polyfold regularization approach
still requires a description of the compactified moduli space as the zero set of a Fredholm
section in a polyfold bundle. It is here that the polyfold approach promises the most
revolutionary advance in regularization techniques. Firstly, fiber products of moduli
spaces with polyfold descriptions are naturally described as zero sets of a Fredholm
section over a product of polyfolds. For example, one can obtain a polyfold setup for
the PSS morphism by combining the polyfold setup for SFT with a smooth structure
on Morse trajectory spaces, see [AFW]. Secondly, Hofer–Wysocki–Zehnder are currently
working on formalizing a “modular” approach to the polyfold axioms in such a way that
the analytic setup can be given locally in domain and target for every singularity type.
With that, the polyfold setup for a new moduli space that combines previously treated
singularities in a different way would merely require a Deligne–Mumford type theory for
the underlying spaces of domains and targets.
Remark 2.3.1. While the polyfold framework is a very powerful method for constructing
algebraic invariants from holomorphic curve moduli spaces, it also has some pitfalls in
geometric applications.
• Some caution is required with arguments involving the geometric properties of solu-
tions after regularization. The reason for this is that the perturbed solutions do not
solve a PDE but an abstract compact perturbation of the Cauchy–Riemann equation.
Essentially, one can only work with the fact that the perturbed solutions can be made
to lie arbitrarily close to the unperturbed solutions in any metric that is compatible
with the scale-topology (e.g. any Ck-metric in the case of closed curves).
• Despite reparametrizations acting scale-smoothly on spaces of maps, the question
of equivariant regularization for smooth, free, proper actions remains nontrivial due
to the interaction with retractions, i.e. gluing constructions. In the example of the
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S1-action on spaces of Floer trajectories for an autonomous Hamiltonian, the unregu-
larized compactified Floer trajectory spaces of virtual dimension 0 may contain broken
trajectories. The corresponding stratum of the quotient space,
M(p−, p+)/S1 ⊃
⋃
q
(M(p−, q)×M(q, p+))/S1,
is an S1-bundle over the fiber productM(p−, q)/S1×M(q, p+)/S1 of quotient spaces,
rather than the fiber product itself. Due to these difficulties, as yet, there is no
quotient theorem for polyfolds, and hence no understanding of when a description of
M as zero set of an S1-equivariant Fredholm section would induce a description of
M/S1 as zero set of a Fredholm section with smaller Fredholm index. Moreover, such
a quotient would not even immediately induce an equivariant regularization of the
Floer trajectory spaces compatible with gluing.
2.4. Regularization via Kuranishi atlases.
Continuing the notation of Section 2.1, the basic idea of regularization via Kuranishi
atlases is to describe the compactified moduli space M by local finite dimensional re-
ductions of the Aut-equivariant section σ : B̂ → Ê , and by gluing maps near the nodal
curves. There are different ways to formalize the construction. We will proceed via a
notion of Kuranishi atlas in the following steps.
Compactness: Equip the compactified moduli space M with a compact, metrizable
topology; namely as Gromov compactification of M = σ−1(0)/Aut.
Equivariant Fredholm setup: As in the geometric approach, a significant subset
M⊂M of the compactified moduli space is given as the zero set of a Fredholm section
modulo a finite dimensional Lie group,
M = σ
−1(0)
Aut
,
ÊAut 88

B̂Aut 88
σ
]]
One can now relax the assumption of Aut acting freely to the requirement that the
isotropy subgroup Γf := {γ ∈ Aut | γ · f = f} be finite for every solution f ∈ σ−1(0).
Finite dimensional reduction: Construct basic Kuranishi charts for every [f ] ∈M,
M ψf←−↩ s˜
−1
f (0)
Γf
,
E˜fΓf 44

UfΓf 66
s˜f
YY
which depend on a choice5 of representative f , and consist of the following data:
• the domain Uf is a finite dimensional smooth manifold (constructed from a local
slice of the Aut-action on a thickened solution space {g | ∂Jg ∈ Êf});
5 In practice the Kuranishi data will be constructed from many choices, including that of a represen-
tative. So we try to avoid false impressions by using the subscript f rather than [f ].
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• the obstruction bundle E˜f = Êf |Uf → Uf , a finite rank vector bundle (con-
structed from the cokernel of the linearized Cauchy–Riemann operator at f), which
is isomorphic E˜f ∼= Uf×Ef to a trivial bundle, whose fiber Ef we call the obstruc-
tion space;
• the section s˜f : Uf → E˜f (constructed from g 7→ ∂Jg), which induces a smooth
map sf : Uf → Ef in the trivialization;
• the isotropy group Γf acting on Uf and Ef such that s˜f is equivariant;
• the footprint map ψf : s˜−1f (0)/Γf → M, a homeomorphism to a neighbourhood
of [f ] ∈M (constructed from {g | ∂Jg = 0} 3 g 7→ [g]).
(See Section 4.1 for a detailed outline of this construction forM1(A, J) with Γf = {id}.)
Gluing: Construct basic Kuranishi charts covering MrM by combining finite dimen-
sional reductions with gluing analysis similar to the geometric approach.
Compatibility: Given a finite cover of M by the footprints of basic Kuranishi charts(
Ki = (Ui, Ei,Γi, si, ψi)
)
i=1,...,N
, construct transition data satisfying suitable compat-
ibility conditions. In the case of trivial isotropies Γi = {id}, any notion of com-
patibility will have to induce the following minimal transition data for any element
[g] ∈ imψi ∩ imψj ⊂M in an overlap of two footprints:
• a transition Kuranishi chart Kijg = (U ijg , Eijg , sijg , ψijg ) whose footprint imψijg ⊂
imψi ∩ imψj is a neighbourhood of [g] ∈M;
• coordinate changes Φi,ijg : Ki → Kijg and Φj,ijg : Kj → Kijg consisting of embed-
dings and linear injections
φ•,ijg : U• ⊃ V •,ijg ↪−→ U ijg , φ̂•,ijg : E• ↪−→ Eijg for • = i, j
which extend φ•,ijg |ψ−1• (imψijg ) = (ψ
ij
g )−1 ◦ ψ• to open subsets V •,ijg ⊂ U• such that
sijg ◦ φ•,ijg = φ̂•,ijg ◦ s• for • = i, j.
Further requirements on the domains, an index or “tangent bundle” condition, coordinate
changes between multiple overlaps, and cocycle conditions are discussed in Section 2.6.
Sections 3, 4 discuss the relevant smoothness issues. The collection of such data – basic
charts, transition charts and coordinate changes – will be called a Kuranishi atlas.
Abstract Regularization: For suitable transition data, (multivalued) perturbations
s′f : Uf → Ef of the sections in the Kuranishi charts (both basic charts and the transition
charts) should yield the following regularization theorem:
Any Kuranishi atlas K on a compact spaceM induces a virtual fundamental class [M]virK .
Invariance: Prove that [M]virK is independent of the different choices in the previous
steps, in particular the choice of local slices and obstruction bundles. This involves the
construction of a Kuranishi atlas forM× [0, 1] that restricts to two given choices K0 on
M×{0} and K1 onM×{1}. Then an abstract cobordism theory for Kuranishi atlases
should imply [M]virK0 = [M]virK1 .
The construction of a Kuranishi atlas for a given holomorphic curve moduli space
is explained in more detail in Section 4. The rest of the paper (Sections 5, 6 and 7)
then discusses the abstract regularization theorem underlying this approach. For that
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purpose we restrict to the case of trivial isotropy groups Γf = {id} in all Kuranishi
charts. This simplifies constructions in two ways. First, it guarantees the existence
of restrictions of Kuranishi charts to any open subset of the footprint. (In general,
restrictions of Kuranishi charts with nontrivial isotropy will only exist as generalized
Kuranishi charts whose domain is a groupoid.) Second, for trivial isotropy one can
construct the virtual fundamental class from the zero sets of perturbed sections sf +νf ≈
sf that are transverse, sf + νf t 0, rather than replacing each Γf -equivariant section sf
with a transverse multisection.
2.5. Algebraic issues in the use of germs for Kuranishi structures.
A natural approach, adopted in [FO, J] for formalizing the compatibility of Kuranishi
charts is to work with germs of charts and coordinate changes. Recent discussions have
led to an agreement that this approach has serious algebraic issues in making sense of a
cocycle condition for germs of coordinate changes, which we explain here. This issue is
rooted in the fact that only the footprints of Kuranishi charts have invariant meaning, so
that the coordinate changes between Kuranishi charts are fixed by the charts only on the
zero sets. Thus in the definition of a germ of charts the traditional equivalence of maps
with common restriction to a smaller domain is extended by equivalence of maps that
are intertwined by a diffeomorphism of the domains. This leads to an ambiguity in the
definition of germs of coordinate changes between germs of charts. As a result, germs of
coordinate changes are defined as conjugacy classes of coordinate changes with respect
to diffeomorphisms of the domains that fix the zero sets. However, in this setting the
composition of germs is ill defined, so there is no meaningful cocycle condition. Alter-
natively, one might want to view (charts, coordinate changes, equivalences of coordinate
changes) as a 2-category with ill-defined 2-composition. Either way, there is no general
procedure for extracting the data necessary for a construction of a VFC: a finite set of
charts and coordinate changes that satisfy the cocycle condition. In the following, we
spell out in complete detail the usual definitions of germs and point out the algebraic
issues that arise from the equivalence under conjugation.
To simplify notation let us (falsely) pretend that all obstruction spaces are finite rank
subspaces Ef ⊂ E of the same space and the linear maps φ̂ in the coordinate changes
are restrictions of the identity. We moreover assume that all isotropy groups are trivial
Γf = {id} and only consider germs of charts and coordinate changes at a fixed point
p ∈M. In the following all neighbourhoods are required to be open.
To the best of our understanding, [FO, J] define a germ of Kuranishi chart as follows.
• A Kuranishi chart consists of a neighbourhood U ⊂ Rk of 0 for some k ∈ N, a map
s : U → E ⊂ E with s(0) = 0, and an embedding ψ : s−1(0)→M with ψ(0) = p,
M ψ←−↩ s−1(0) ⊂ U s−→ E.
• Two Kuranishi charts (U1, s1, ψ1), (U2, s2, ψ2) are equivalent if the transition map
ψ−12 ◦ ψ1 : s−11 (0) ⊃ ψ−11 (imψ2) −→ ψ−12 (imψ1) ⊂ s−12 (0)
extends to a diffeomorphism θ : U ′1 → U ′2 between neighbourhoods U ′i ⊂ Ui of 0 that
intertwines the sections s1|U ′1 = s2|U ′2 ◦ θ.
• A germ of Kuranishi chart at p is an equivalence class of Kuranishi charts.
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4! Note that s1 = s2 ◦ θ does not necessarily determine the diffeomorphism θ except on
the (usually singular and not dense) zero set. Hence there may exist auto-equivalences,
i.e. a nontrivial diffeomorphism θ : U ′1 → U ′2 between restrictions U ′1, U ′2 ⊂ U of the
same Kuranishi chart (U, . . .), satisfying θ|s−1(0) = id and s = s ◦ θ.
Next, one needs to define the notion of a coordinate change between two germs of
Kuranishi charts [UI , sI , ψI ] and [UJ , sJ , ψJ ].
6 It is here that ambiguities in the compat-
ibility conditions appear, so we give what seems like the most natural definition, which
is at least closely related to [FO, J].
• A coordinate change (UIJ , φIJ) : (UI , sI , ψI)→ (UJ , sJ , ψJ) between Kuranishi charts
consists of a neighbourhood UIJ ⊂ UI of 0 and an embedding φIJ : UIJ ↪→ UJ that
extends the natural transition map and intertwines the sections,
φIJ |s−1J (0)∩UIJ = ψ
−1
J ◦ ψI , sJ |UIJ = sI ◦ φIJ .
• Let (UI,1, sI,1, ψI,1) ∼ (UI,2, sI,2, ψI,2) and (UJ,1, sJ,1, ψJ,1) ∼ (UJ,2, sJ,2, ψJ,2) be two
pairs of equivalent Kuranishi charts. Then two coordinate changes
(UIJ,1, φIJ,1) : (UI,1, sI,1, ψI,1)→ (UJ,1, sJ,1, ψJ,1)
and (UIJ,2, φIJ,2) : (UI,2, sI,2, ψI,2)→ (UJ,2, sJ,2, ψJ,2)
are equivalent if there exist diffeomorphisms θI : U
′
I,1 → U ′I,2 and θJ : U ′J,1 → U ′J,2
between smaller neighbourhoods of 0 as in the definition of equivalence of Kuranishi
charts (i.e. sI,1|U ′I,1 = sI,2|U ′I,2 ◦ θI and sJ,1|U ′J,1 = sJ,2|U ′J,2 ◦ θJ) that intertwine the
coordinate changes on a neighbourhood of 0,
θJ ◦ φIJ,1 = φIJ,2 ◦ θI .
• A germ of coordinate changes between germs of Kuranishi structures at p is an equiv-
alence class of coordinate changes.
4! As a special case, two coordinate changes φIJ , φ′IJ : (UI , . . .)→ (UJ , . . .) between the
same Kuranishi charts are equivalent if there exist auto-equivalences θI : U
′
I,1 → U ′I,2
and θJ : U
′
J,1 → U ′J,2 such that θJ ◦ φIJ = φ′IJ ◦ θI .
4! Given a germ of coordinate change [UIJ , φIJ ] : [UI , . . .]→ [UJ , . . .] and choices of rep-
resentatives (U ′I , . . .), (U
′
J , . . .) of the germs of charts, a representative of the coordinate
change now only exists between suitable restrictions (U ′′I ⊂ U ′I , . . .), (U ′′J ⊂ U ′J , . . .),
and even with fixed choice of restrictions may not be uniquely determined.
Finally, it remains to make sense of the cocycle condition for germs of coordinate changes.
At this point [FO, J] simply write equations such as [ΦJK ]◦ [ΦIJ ] = [ΦIK ] on the level of
conjugacy classes of maps, which do not make strict sense. The following is an attempt
to phrase the cocycle condition on the level of germs, but we will see that it falls short
of implying the existence of compatible choices of representatives that is required for the
construction of a VMC.
• Let [UI , sI , ψI ], [UJ , sJ , ψJ ], and [UK , sK , ψK ] be germs of Kuranishi charts. Then
we say that a triple of germs of coordinate changes [UIJ , φIJ ], [UJK , φJK ], [UIK , φIK ]
6 In the notation of the previous section, an example of a required coordinate change is one for index
sets I = {i}, J = {i, j}, where [UI , . . .] denotes the germ at [f ] induced by (Ui, . . .), and [UJ , . . .] denotes
the germ at [f ] induced by (U ijf , . . .).
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satisfies the cocycle condition if there exist representatives of the coordinate changes
between representatives (UI , . . .), (UJ , . . .), (UK , . . .) of the charts,
(UIJ , φIJ) : (UI , sI , ψI)→ (UJ , sJ , ψJ),
(UJK , φJK) : (UJ , sJ , ψJ)→ (UK , sK , ψK),
(UIK , φIK) : (UI , sI , ψI)→ (UK , sK , ψK),
such that on a neighbourhood of 0 we have
φJK ◦ φIJ = φIK .(2.5.1)
4! Note that the above cocycle condition for some choice of representatives does not imply
a cocycle condition for different choices of representatives. For example, suppose that
φIJ , φJK , φIK satisfy (2.5.1), and consider other representatives
φ′IJ = θJ ◦ φIJ ◦ θ−1I , φ′JK = ΘK ◦ φJK ◦Θ−1J
given by auto-equivalences θI , θJ ,ΘJ ,ΘK . Then these fit into a cocycle condition
φ′JK ◦ φ′IJ =
(
ΘK ◦ φJK ◦Θ−1J
) ◦ (θJ ◦ φIJ ◦ θ−1I ) = φ′IK ∈ [φIK ]
only if ΘJ = θJ and φ
′
IK = ΘK ◦φIK ◦θ−1I . That is, the choice of one representative in
the cocycle condition between three germs of coordinate changes essentially fixes the
choice of the other two representatives. This causes problems as soon as one considers
the compatibility of four or more coordinate changes.
Now suppose that a Kuranishi structure onM is given by germs of charts at each point
and germs of coordinate changes between each suitably close pair of points, satisfying a
cocycle condition. Then the fundamentally important first step towards the construction
of a VMC is the claim of [FO, Lemma 6.3] that any such Kuranishi structure has a
“good coordinate system”. The latter, though the definitions in [FO, FOOO] are slightly
ambiguous, is a finite cover ofM by partially ordered charts (where two charts should be
comparable iff the footprints intersect) with coordinate changes according to the partial
order, and satisfying a weak cocycle condition. In order to extract such a finite cover
from a tuple of germs of charts and germs of coordinate changes, one makes a choice of
representative in each equivalence class of charts and picks a finite subcover. The first
nontrivial step is to make sure that these representatives were chosen sufficiently small
for coordinate changes between them to exist in the given germs of coordinate changes.
The second crucial step is to make specific choices of representatives of the coordinate
changes such that the cocycle condition is satisfied. However, [FO, (6.19.4)] does not
address the need to choose specific, rather than just sufficiently small, representatives. In
order to reduce the number of constraints, this would require a rather special structure
of the overlaps of charts. In general, the choice of a representative for [φAB] would affect
the choice of representatives for [φCA] or [φAC ] for all C with dimUC ≤ dimUB, and
for [φBC ] or [φCB] when dimUC ≥ dimUA. These are algebraic issues, governed by the
intersection pattern of the charts.
One approach to solving these algebraic issues could be to replace the definition of
Kuranishi structure by that of a good coordinate system. However, we know of no direct
way to construct such ordered covers and explicit cocycle conditions for a given moduli
space M. We solve both problems by defining the notion of a Kuranishi atlas as a
weaker version of a good coordinate system — without a partial ordering on the charts,
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but satisfying an explicit cocycle condition — that can in practice be constructed. We
then construct a good coordinate system in Proposition 7.1.15 by an abstract refinement
of the Kuranishi atlas.
Remark 2.5.1. One potential attraction of the notion of germs of Kuranishi charts is
that for moduli spacesM arising from a Fredholm problem, there could be the notion of
a “natural germ” of charts at a point [f ] ∈M given by the finite dimensional reductions
at any representative f . However, the present definition of germ does not provide a
notion of equivalence between finite dimensional reductions with obstruction spaces of
different dimension. So the only natural choice would be to require obstruction spaces to
have minimal rank at f . But with such a choice it is not clear how to make compatible
choices of the needed coordinate changes. As we will see, given two different charts at
[f ] there is usually no natural choice of a coordinate change from one to another; the
natural maps arise by including each of them into a bigger chart (here called their sum).
Such a construction takes one quickly out of the class of minimal germs.
2.6. Topological issues in the construction of a virtual fundamental class.
After one has solved the analytic issues involved in constructing compatible basic
Kuranishi charts as defined in Section 2.4 for a given moduli space M, the further diffi-
culties in constructing the virtual fundamental class [M]virt are all essentially topological,
though their solution will impose further requirements on the construction of a Kuran-
ishi atlas. The basic idea for constructing a VMC is to make transverse perturbations
si + νi ≈ si of the section in each basic chart, such that the smooth zero sets modulo a
relation given by the transition maps provide a regularization of the moduli space
Mν :=
⊔
i=1,...,N
(si + νi)
−1(0)
/
∼
There are various notions of regularizations; the common features (in the case of trivial
isotropy and empty boundary) are thatMν should be a CW complex with a distinguished
homology class [Mν ] (e.g. arising from an orientation and triangulation), and that in
some sense this class should be independent of the choice of perturbation ν. For example,
[FO, FOOO] require that for any CW complex Y and continuous map f :M→ Y that
extends compatibly to the Kuranishi charts, the induced map f : Mν → Y is a cycle,
whose homology class is independent of the choice of ν and extension of f . The basic
issues in any regularization are that we need to make sense of the equivalence relation
and ensure that the zero set of a transverse perturbation is not just locally smooth (and
hence can be triangulated locally), but also that the transition data glues these local
charts to a compact Hausdorff space without boundary. These properties are crucial
for obtaining a global triangulation and thus well defined cycles. For simplicity we aim
here for the strongest version of regularization, giving Mν the structure of an oriented,
compact, smooth manifold, which is unique up to cobordism. That is, we wish to realize
Mν as an abstract compact manifold as follows. (We simplify here by deferring the
discussion of orientations to the end of this section.)
Definition 2.6.1. An abstract compact smooth manifold of dimension d consists of
(charts) a finite disjoint union
⊔
i=1,...,N
Vi of open subsets Vi ⊂ Rd,
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(transition data) for every pair i, j ∈ {1, . . . , N} an open subset Vij ⊂ Vi and a
smooth embedding φij : Vij ↪→ Vj such that Vji = φij(Vij) and Vii = Vi,
satisfying the cocycle condition
φjk ◦ φij = φik on φ−1ij (Vjk) ⊂ Vik ∀i, j, k ∈ {1, . . . , N},
and such that the induced topological space
(2.6.1)
⊔
i=1,...,N
Vi
/
∼ with x ∼ y :⇔ ∃ i, j : y = φij(x)
is Hausdorff and compact.
Note here that it is easy to construct examples of charts and transition data that
satisfy the cocycle condition but fail to induce a Hausdorff space, e.g. V1 = V2 = (0, 2)
with V12 = V21 = (0, 1) and φ12(x) = φ21(x) = x does not separate the points 1 ∈ V1
and 1 ∈ V2. However, if we rephrase the data of charts and transition maps in terms
of groupoids, then, as we now show, the Hausdorff property of the quotient is simply
equivalent to a properness condition. In this paper we take a groupoid to be a topological
category whose morphisms are invertible, whose spaces of objects and morphisms are
smooth manifolds, and whose structure maps (encoding source, target, composition,
identity, and inverse) are local diffeomorphisms. Such groupoids are often called e´tale.
For further details see e.g. [Mo, Mc2].
Remark 2.6.2. A collection of charts and transition data satisfying the cocycle condi-
tion as in Definition 2.6.1 induces a topological groupoid G, that is a category with
• the topological space of objects Obj = ObjG =
⊔
i=1,...,NVi induced by the charts,
• the topological space of morphisms Mor = MorG =
⊔
i,j=1,...,NVij induced by the
transition domains, with
- source map s : Mor→ Obj, (x ∈ Vij) 7→ (x ∈ Vi), and target map t : Mor→ Obj,
(x ∈ Vij) 7→ (φij(x) ∈ Vj) induced by the transition maps,
- composition Mort×sMor→ Mor,
(
(x ∈ Vij), (y ∈ Vjk)
) 7→ (x ∈ Vik) if φij(x) = y,
which is well defined by the cocycle condition,
- identities Obj → Mor, x 7→ x ∈ Vii ∼= Vi, and inverses Mor → Mor, (x ∈ Vij) 7→
(φij(x) ∈ Vji), again well defined by the cocycle condition.
Moreover, G has the following properties.
(nonsingular) For every x ∈ Obj the isotropy group Mor(x, x) = {idx} is trivial.
(smooth) The object and morphism spaces Obj and Mor are smooth manifolds.
(e´tale) All structure maps are local diffeomorphisms.
The quotient space (2.6.1) is now given as the realization of the groupoid G, that is
|G| := ObjG/ ∼ with x ∼ y ⇔ Mor(x, y) 6= ∅.
This realization is a compact manifold iff G has the following additional properties.
(proper) The product of the source and target map s×t : Mor→ Obj×Obj is proper,
i.e. preimages of compact sets are compact.
(compact) |G| is compact.
Now let (Ki = (Ui, Ei, si, ψi))i=1,...,N be a cover of a compact moduli space M by
basic Kuranishi charts with footprints Fi := ψi(s
−1
i (0)) ⊂ M. Our guiding idea is to
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make from these charts two categories, the base category called BK, formed from the
domains Ui, and the bundle category EK formed from the obstruction bundles. The
morphism spaces in both will arise from some type of transition maps between the basic
charts. The projections Ui × Ei → Ui and sections si should then induce a projection
functor piK : EK → BK and a section functor sK : BK → EK. Further, the footprint
maps ψi induce a surjection ψK : s−1K (0)→M from the zero set onto the moduli space.
This induces natural morphisms in the subcategory s−1K (0), given by
ψ−1j ◦ ψi : s−1i (0) ∩ ψ−1i (Fi ∩ Fj) −→ s−1j (0).
If we use only these morphisms and their lifts to s−1i (0)×{0} ⊂ Ui×Ei, then composition
in the categories BK,EK is well defined, piK, sK, ψK are functors, and |ψK| : |s−1K (0)| → M
is a homeomorphism, which identifies the unperturbed moduli spaceM with a subset of
the realization |BK|. However, these morphism spaces may be highly singular, so that
the structure maps are merely local homeomorphisms between topological spaces. This
structure is insufficient for a regularization by transverse perturbation of the section
sK, hence a Kuranishi atlas requires an extension of the transition maps ψ−1j ◦ ψi to
diffeomorphisms between submanifolds of the domains.
Recall here that the domains of the charts Ui may not have the same dimension, since
one can only expect the Kuranishi charts Ki to have constant index d = dimUi−dimEi.
Hence transition data is generally given by “transition charts” Kij and coordinate
changes Ki → Kij ← Kj which in particular involve embeddings from open subsets
U iji ⊂ Ui, U ijj ⊂ Uj into U ij . (Here we simplify the notion from Section 2.4 by assuming
that a single transition chart covers the overlap Fi∩Fj .) Now one could appeal to Sard’s
theorem to find a transverse perturbation in each basic chart,
ν = (νi : Ui → Ei)i=1,...,N with si + νi t 0 ∀i = 1, . . . , N,
and use this to regularize M∼= |s−1K (0)| = s
−1
K (0)/∼. Here the relation ∼ is given by mor-
phisms, so the regularization ought to be the realization |(sK + ν)−1(0)| = (sK+ν)−1(0)/∼
of a subcategory. Hence the perturbations νi need to be compatible with the morphisms,
i.e. transition maps. Given such compatible transverse perturbations, one obtains the
charts and transition data for an abstract manifold as in Definition 2.6.1, but still needs
to verify the cocycle condition, Hausdorffness, compactness, and an invariance property
to obtain a generalization of the finite dimensional regularization theorem on page 9 to
Kuranishi atlases along the following lines.
Kuranishi Regularization: Let sK : BK → EK be a Kuranishi section of index d
such that |s−1K (0)| is compact. Then there exists a class of smooth perturbation functors
ν : BK → EK such that the subcategory Zν := (sK + ν)−1(0) carries the structure of
an abstract compact smooth manifold of dimension d in the sense of Definition 2.6.1.
Moreover, [ |Zν | ] ∈ Hd(BK,Z) is independent of the choice of such perturbations.
However, in general there is no theorem of this precise form, since the topological
issues discussed below require various refinements of the perturbation construction.
Compatibility: In order to obtain well defined transition maps, i.e. a space of mor-
phisms in Zν with well defined composition, the perturbations νi clearly need to be com-
patible. Since (si+νi)
−1(0) and (sj+νj)−1(0) are not naturally identified via ψ−1j ◦ψi for
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ν 6≡ 0, this requires that one include in BK the choice of specific transition data between
the basic charts. Next, since the intersection of these embeddings φiji : U
ij
i → U ij and
φijj : U
ij
j → U ij in the “transition chart” Kij is not controlled, the direct transition map
(φijj )
−1 ◦φiji may not have a smooth extension that is defined on an open set. Therefore,
we do not want to consider such maps to be morphisms in BK since that would violate
the e´tale property. Instead, we include Kij into the set of charts, and ask that the push-
forward of each perturbation νi, νj extend to to a perturbation ν
ij . But now one must
consider triple composites, and so on.
The upshot is that, as well as the system of basic charts (Ki)i=1,...,N with footprints Fi,
one is led to consider a full collection of transition charts (KI)I⊂{1,...,N} with footprints
FI := ∩i∈IFi. To make a category, each of these “sum charts” should have a chosen
domain UI , which is a smooth manifold, and the objects in BK should be unionsqIUI . Further
the morphisms in the category should come from coordinate changes between these
charts, which in particular involve embeddings φIJ : UIJ → UJ of open subsets UIJ ⊂ UI .
Thus the space MorBK will be the disjoint union of the domains UIJ of these coordinate
changes over all relevant pairs I, J .7
For this to form a category, all composites must exist, which is equivalent to the
cocycle condition φJK ◦φIJ = φIK including the condition that domains be chosen such
that φ−1IJ (UJK) ⊂ UIK . However, natural constructions as in Section 4.3 only satisfy
the cocycle condition on the overlap φ−1IJ (UJK) ∩ UIK . Thus already the construction
of an equivalence relation from the transition data requires a refinement of the choice
of domains, which we achieve in Theorem 6.2.6 by iteratively choosing subsets of each
UI and UIJ . If we assume the cocycle condition, then BK satisfies all properties of a
nonsingular groupoid except
- we do not assume that inverses exist;
- the e´tale condition is relaxed to require that the structure maps are smooth
embeddings (as spelled out in Definition 5.1.2) rather than diffeomorphisms.
We write |K| for the realization Obj(BK)/∼ of BK, where ∼ is the equivalence relation
generated by the morphisms, and denote by piK : Obj(BK) → |K| the projection. We
show in Lemma 6.1.10 that the natural inclusion ιK :M→ |K| that is a homeomorphism
to its image. Therefore we think of |K| as a virtual neighbourhood of M.
This categorical framework and the resulting virtual neighbourhood of the moduli
space is new in the Kuranishi context. The approach of both [FO] (which [FOOO]
builds on though using different definitions) and [J] is to work with equivalence classes
of charts at every point. It runs into the algebraic difficulties discussed in Section 2.5.
Hausdorff property: For a category such as BK, it is no longer true that the properness
of s× t implies that its realization |K| is Hausdorff; cf. Example 6.1.13. Therefore, the
easiest way to ensure that the realization of the perturbed zero set |Zν | is Hausdorff is
to make |K| Hausdorff and check that the inclusion |Zν | → |K| is continuous.
7 See Definitions 6.1.3 and 6.1.5 for detailed definitions of the categories BK and EK along these lines.
It is worth noting here that we do not require the domains of charts to be open subsets of Euclidean
space. We could achieve this for the basic charts, since these can be arbitrarily small. However, for the
transition charts one may need to make a choice between having a single sum chart for each overlap and
having sum charts whose domains are topologically trivial. We construct the former in Theorem 4.3.1.
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The Hausdorff property (or more general properness conditions in the case of nontrivial
isotropy) are not addressed in [FO, FOOO, J]. Our attempts to deal with these require-
ments motivated the introduction of categories and a virtual neighbourhood. Given this
framework, most of Section 6 is devoted to finding a way to shrink the domains of the
charts to achieve not only the cocycle condition but also ensure that |K| is Hausdorff.
To this end we introduce the notion of tameness in Definition 6.2.7, which is a very
strong form of the cocycle condition that gives great control on the morphisms in BK,
cf. Lemma 6.2.12. We can achieve this if the original Kuranishi charts are additive, that
is the obstruction spaces Ei of the basic charts are suitably transverse. We then show in
Proposition 6.2.13 that the realization of a tame Kuranishi atlas is not only Hausdorff,
but also has the property that the natural maps UI → |K| are homeomorphisms to their
image. This means that we can construct a perturbation over |K| by working with its
pullbacks to each chart.
Compactness: Unfortunately, even when we can make |K| Hausdorff, it is almost never
locally compact or metrizable. In fact, a typical local model is the subset S of R2 formed
by the union of the line y = 0 with the half plane x > 0, with ιK(M) = {y = 0},
but given the topology as a quotient of the disjoint union {y = 0} unionsq {x > 0}. As we
show in Example 6.1.14, the quotient topology on S is not metrizable, and even in the
weaker subspace topology from R2 the zero set ιK(M) does not have a locally compact
neighbourhood in |K|. Therefore “sufficiently small” perturbations ν cannot guarantee
compactness of the perturbed zero set |Zν |. Instead, the challenge is to find subsets of
|K| containing ιK(M) that are compact and – while not open – are still large enough to
contain the zero sets of appropriately perturbed sections s+ ν.
Similar to the Hausdorff property, this compactness is asserted in [FO, FOOO, J] by
quoting an analogy to the construction of an Euler class of orbibundles. However, we
demonstrate in Examples 6.1.13 and 6.1.14 that nontrivial Kuranishi atlases (involv-
ing domains of different dimension) – unlike orbifolds – never provide locally compact
Hausdorff ambient spaces for the perturbation theory.
To solve the compactness issue, we introduce in Section 7.1 precompact subsets piK(C)
of |K| with these properties; cf. Proposition 7.2.7. In fact, for reasons explained below,
we are forced to consider nested pairs C ⊂ V ⊂ Obj(BK) of such subsets, where the
perturbation ν is defined over V so that the realization of its zero set is contained in
piK(C). One can think of piK(C) as a kind of neighbourhood of ιK(M), but, even though
C is an open subset of Obj(BK), the image piK(C) is not open in |K| because the different
components of Obj(BK) have different dimensions. For example, if |K| = S as above
then piK(C) could be the union of {y = 0, x < 2} with the set {x > 1, |y| < 1}. (In this
example, since M is not compact, we cannot expect piK(C) to be precompact, but its
closure is locally compact.)
Construction of sections: We aim to construct the perturbation ν by finding a com-
patible family of local perturbations νI in each chart KI . Thus, if basic charts Ki and
Kj have nontrivial overlap and we start by defining νi, the most naive approach is to try
to extend the partially defined perturbation νi ◦(φiji )−1 ◦φijj over Uj . But, as seen above,
the image of (φijj )
−1 ◦ φiji might be too singular to allow for an extension, and since φiji
and φijj have overlapping images in U
ij it does not help to rephrase this in terms of
finding an extension of the pushforwards of these sections to U ij . Thus one needs some
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notion of a “good coordinate system” on M such as in [FO], in which all compatibility
conditions between the perturbations are given by pushforwards with embeddings. That
is, two charts KI and KJ of a “good coordinate system” have either no overlap or all
morphisms are given by an embedding φIJ or φJI .
An approach towards extracting a “good coordinate system” from a Kuranishi atlas
is given in [FO] and built on by [FOOO, J] but does not address compatibility with
overlaps or the cocycle condition.
We achieve this ordering by constructing a reduction V ⊂ Obj(BK) in Proposi-
tion 7.1.11. This does not provide another Kuranishi atlas or collection of compatible
charts (though see Proposition 7.1.15), but merely is a subset of the domain spaces that
covers the unperturbed moduli space piK
(V ∩ s−1K (0)) = M and whose parts project to
disjoint subsets piK(V ∩ UI) ∩ piK(V ∩ UJ) = ∅ in the virtual neighbourhood |K| unless
there is a direct coordinate change between KI and KJ . Since the unidirectional coor-
dinate changes induce an ordering, this allows for an iterative approach to constructing
compatible perturbations νI . However, this construction in Proposition 7.3.5 is still very
delicate and requires great control over the perturbation ν since, to ensure compactness
of the zero set, we must construct it so that piK
(
(s + ν)−1(0)
)
lies in a precompact but
generally not open set piK(C). In particular, this construction requires a suitable metric
on piK(V), cf. Definition 6.2.4, which raises the additional difficulty of working with dif-
ferent topologies since – as explained above – the natural quotient topologies are almost
never metrizable.
Regularity of sections: In order to deduce the existence of transverse perturbations
in a single chart from Sard’s theorem, the section must be Ck, where k ≥ 1 is larger
than the index of the Kuranishi atlas. (This was overlooked in [FO] and comments of
[J].) For applications to pseudoholomorphic curve moduli spaces this means that either
a refined gluing theorem with controls of the derivatives must be proven, or a theory of
stratified smooth Kuranishi is needed, which we are developing in [McW1].
Moreover, when extending a transverse section (φIJ)∗(sI + νI) from the image of the
embedding φIJ to the rest of UJ , we must control its behavior in directions normal to the
submanifold imφIJ so that zeros of sI + νI : UI → EI in UIJ correspond to transverse
zeros of sJ + νJ : UJ → EJ . That is, the derivative d(sJ + νJ) must induce a surjective
map from the normal bundle of φIJ(UIJ) ⊂ UJ to EJ/φ̂IJ(EI). If this is to be satisfied at
the intersection of several embeddings to UJ , then the construction of transverse sections
necessitates a tangent bundle condition, which was introduced in [J] and then adopted
in [FOOO]. We reformulate it as an index condition relating the kernel and cokernels of
dsI and dsJ and can then extend transverse perturbations by requiring that dνJ = 0 in
the normal directions to all embeddings φIJ . (See the notion of admissible sections in
Definition 7.2.1.)
Uniqueness up to cobordism: Another crucial requirement on the perturbation con-
structions is that the resulting manifold (in the case of trivial isotropy) is unique modulo
cobordism. This requires considerable effort since it does not just pertain to nearby
sections of one bundle, but to sections constructed with respect to different metrics in
different shrinkings and reductions of the charts. Finally, in applications to pseudoholo-
morphic curve moduli spaces, a notion of equivalence between different Kuranishi atlases
is needed. Contrary to the finite dimensional charts for transverse moduli spaces, or the
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Banach manifold charts for ambient spaces of maps, two Kuranishi charts for the same
moduli space may not be directly compatible. Section 6.4 instead introduces a notion of
commensurability by a common extension. In the application to Gromov-Witten moduli
spaces [McW2], we expect to obtain this equivalence from an infinite dimensional index
condition relating the linearized Kuranishi section to the linearized Cauchy-Riemann
operator.
In order to prove invariance of the abstract VFC construction, however, we need to
work with a weaker notion of cobordism of Kuranishi atlases – a very special case of
Kuranishi atlas with boundary, namely for M× [0, 1]. As a result, we need to repeat
all shrinking, reduction, and perturbation constructions in Section 7 in a relative setting
to interpolate between fixed data for M× {0, 1}. Again, the rather general categorical
setting – rather than a base manifold with boundary – introduces unanticipated subtleties
into these constructions.
Orientability: The dimension condition dimUI − dimEI = dimUJ − dimEJ =: d
together with the fact that each sI+νI is transverse to 0 implies that the zero sets of sI+
νI and sJ +νJ both have dimension d, so that the embedding φIJ does restrict to a local
diffeomorphism between these local zero sets. Thus, if all the above conditions hold, then
the zero sets (sI+νI)
−1(0) and morphisms induced by the coordinate changes do form an
e´tale proper groupoid Zν . To give its realization |Zν | a well defined fundamental cycle,
it remains to orient the local zero sets compatibly, i.e. to pick compatible nonvanishing
sections of the determinant line bundles Λd
(
ker d(sI + νI)
)
. These should be induced
from a notion of orientation of the Kuranishi atlas, i.e. of sections of the unperturbed
determinant line bundles Λmax ker dsI ⊗
(
Λmaxcoker dsI
)∗
, which are compatible with
fiberwise isomorphisms induced by the embeddings φIJ : UIJ → UJ .
To construct this determinant line bundle det(sK) of the Kuranishi atlas in Propo-
sition 7.4.8, we have to compare trivializations of determinant line bundles that arise
from stabilizations by trivial bundles of different dimension. As recently pointed out by
Zinger [Z3], there are several ways to choose local trivializations that are compatible with
all necessary structure maps. We shall use one that is different from both the original
and the revised construction in [McS, Theorem A.2.2], since these lead to sign incom-
patibilities. Our construction, though, does seem to coincide with ordering conventions
in the construction of a canonical K-theory class on the space of linear operators be-
tween fixed finite dimensional spaces.8 Finally, we use intermediate determinant bundles
ΛmaxTUI ⊗
(
ΛmaxEI
)∗
in Proposition 7.4.13 to transfer an orientation of det(sK) to Zν .
Putting everything together, we finally conclude in Theorem 7.5.1 that every oriented
weak additive d-dimensional Kuranishi atlas K with trivial isotropy determines a unique
cobordism class of oriented d-dimensional compact manifolds, that is represented by the
zero sets of a suitable class of admissible sections. Theorem 7.5.4 interprets this result
in more intrinsic terms, defining a Cˇech homology class on M, which we call the virtual
fundamental class (VFC). This is a stronger notion than in [FO, FOOO], where a virtual
fundamental cycle is supposed to associate to any “strongly continuous map” f :M→ Y
a cycle in Y . On the other hand, our notion of VFC does not yet provide a “pull-push”
construction as needed for e.g. the construction of a chain level A∞ algebra in [FOOO]
8Thanks to Thomas Kragh for illuminating discussions on the topic of determinant bundles.
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by pullback of cycles via evaluation maps ev1, . . . , evk : M → L and push forward by
another evaluation ev0 :M→ L.
Finally, note that our definition of a Kuranishi atlas is designed to make it possible
both to construct them in applications, such as Gromov–Witten moduli spaces, and to
prove that they have natural virtual fundamental cycles. Its basic ingredients (charts,
coordinate changes) are closely related to those in [FO, FOOO, J], yet we already need
small variations. We make essential changes to almost all global notions and construc-
tions and compare our notion of Kuranishi atlas to the various notions of Kuranishi
structures in Remark 6.1.16.
Remark 2.6.3. This paper makes rather few references to Li–Tian [LiT] because that
deals mostly with gluing and isotropy; in other respects it is very sketchy. For example,
it does not mention any of the analytic details in Section 4 below. Its Theorem 1.1
constructs the oriented Euler class of a “generalized Fredholm bundle” [s : B˜ → E˜ ],
avoiding the Hausdorff question by assuming that there is a global finite dimensional
bundle B˜ × F that maps onto the local approximations. However, in the Gromov–
Witten situation this is essentially never the case (even if there is no gluing) since B˜ is a
quotient of the form B̂/G. Therefore, we must work in the situation described in [LiT,
Remark 3], and here they just say that the extension to this case is easy, without further
comment. Also, the proof that the structure described in Remark 3 actually exists even
in the simple Gromov–Witten case that we consider in Section 4 lacks almost all detail.
The only reference to this question is on page 79 in the course of the proof of Proposition
2.2 (page 38 in the arxiv preprint). Their idea is to build a global object from a covering
family of basic charts using sum charts (see condition (iv) at the beginning of Section 1)
and partitions of unity to extend sections. The paper [LiuT] explains this idea with much
more clarity, but unfortunately, because it does not pass to finite dimensional reductions,
it makes serious analytic errors; cf. Remark 3.1.5. As we point out in this remark, there
are also serious difficulties with using partitions of unity in this context that cannot be
easily circumvented by passing to finite dimensional reductions. Therefore at present it
is unclear to us whether this construction can be correctly carried out.
3. Differentiability issues in abstract regularization approaches
Any abstract regularization procedure for holomorphic curve moduli spaces needs to
deal with the fundamental analytic difficulty of the reparametrization action, which has
been often overlooked in symplectic topology. We thus explain in Section 3.1 the rele-
vant differentiability issues in the example of spherical curves with unstable domain. In
a nutshell, the reparametrization f 7→ f ◦ γ with a fixed diffeomorphism γ is smooth
on infinite dimensional function spaces, but the action (γ, f) 7→ f ◦ γ of any nondis-
crete family of diffeomorphisms fails even to be differentiable in any standard Banach
space topology. In geometric regularization techniques, this difficulty is overcome by
regularizing the space of parametrized holomorphic maps in such a way that it remains
invariant under reparametrizations. Then the reparametrization action only needs to be
considered on a finite dimensional manifold, where it is smooth. It has been the common
understanding that by stabilizing the domain or working in finite dimensional reductions
one can overcome this differentiability failure in more general situations. We will explain
in Section 3.2 that reparametrizations nevertheless need to be dealt with in establishing
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compatibility of constructions in local slices, in particular between charts near nodal
curves and local slices of regular curves. In particular, we will show the difficulties in
the global obstruction bundle approach in Section 3.1, and for the Kuranishi atlas ap-
proach will see explicitly in Section 4.2 that the action on infinite dimensional function
spaces needs to be dealt with when establishing compatibility of local finite dimensional
reductions. Finally, Section 3.3 explains additional smoothness issues in dealing with
evaluation maps.
3.1. Differentiability issues arising from reparametrizations.
The purpose of this section is to explain the implications of the fact that the action
of a nondiscrete automorphism group Aut(Σ) on a space of maps {f : Σ → M} by
reparametrization is not continuously differentiable in any known Banach metric. In
particular, the space
{f : Σ→M | f∗[Σ] 6= 0}/Aut(Σ),
of equivalence classes of (nonconstant) smooth maps from a fixed domain modulo repara-
metrization of the domain, has no known completion with differentiable Banach orbifold
structure. We discuss the issue in the concrete case of the moduli space M1(A, J) of
J-holomorphic spheres with one marked point.9 For the sake of simplicity let us assume
that the nonzero class A ∈ H2(M) is such that it excludes bubbling and multiply covered
curves a priori, so that no nodal solutions are involved and all isotropy groups are trivial.
In that case one can describe the moduli space
M1(A, J) :=
{
(z1, f) ∈ S2 × C∞(S2,M)
∣∣ f∗[S2] = A, ∂Jf = 0}/PSL(2,C)
∼= {f ∈ C∞(S2,M) ∣∣ f∗[S2] = A, ∂Jf = 0}/G∞
as the zero set of the section f 7→ ∂Jf in an appropriate bundle over the quotient
B̂/G∞ of B̂ :=
{
f ∈ C∞(S2,M) ∣∣ f∗[S2] = A}
by the reparametrization action f 7→ f ◦ γ of
G∞ := {γ ∈ PSL(2,C) | γ(∞) =∞}.
The quotient space B̂/G∞ inherits the structure of a Fre´chet manifold, but note that the
action on any Sobolev completion
Θ : G∞ ×W k,p(S2,M)→W k,p(S2,M), (γ, f) 7→ f ◦ γ(3.1.1)
does not even have directional derivatives at maps f0 ∈ W k,p(S2,M)rW k+1,p(S2,M)
since the differential10
DΘ(Id, f0) : TIdG∞ ×W k,p(S2, f∗0 TM) −→ W k,p(S2, f∗0 TM)(3.1.2)
(X, ξ) −→ ξ + df0 ◦X
9 In order to understand how any given abstract regularization technique deals with the differentia-
bility issues caused by reparametrizations, one can test it on the example of spheres with one marked
point. This is a realistic test case since since sphere bubbles will generally appear in any compactified
moduli space (before regularization).
10 Here the tangent space to the automorphism group TIdG∞ ⊂ Γ(TS2) is the finite dimensional
space of holomorphic (and hence smooth) vector fields X : S2 → TS2 that vanish at ∞ ∈ S2.
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is well defined only if df0 is of class W
k,p. In fact, even at smooth points f0 ∈ C∞(S2,M),
this “differential” only provides directional derivatives of (3.1.1), for which the rate of
linear approximation depends noncontinuously on the direction. Hence (3.1.1) is not
classically differentiable at any point.
Remark 3.1.1. To the best of our knowledge, the differentiability failure of (3.1.1)
persists in all other completions of C∞(S2,M) to a Banach manifold – e.g. using Ho¨lder
spaces. The restriction of (3.1.1) to C∞(S2,M) does have directional derivatives, and
the differential is continuous in the C∞ topology. Hence one could try to deal with (3.1.1)
as a smooth action on a Fre´chet manifold. Alternatively, one could equip C∞(S2,M)
with a (noncomplete) Banach metric. Then
Θ : G∞ × C∞(S2,M)→ C∞(S2,M)
has a bounded differential operator
DΘ(γ, f) : TγG∞ × C∞(S2, f∗TM)→ C∞(S2, γ∗f∗TM).
However, the differential fails to be continuous with respect to f ∈ C∞(S2,M) in the
Banach metric. Now continuous differentiability could be achieved by restricting to a
submanifold C ⊂ C∞(S2,M) on which the map f 7→ df is continuous. However, in e.g.
a Sobolev or Ho¨lder metric, the identity operator TC → TC would then be compact, so
that C would have to be finite dimensional.
Finally, one could observe that the action (3.1.1) is in fact C` when considered as a map
G∞×W k+`,p(S2,M)→W k,p(S2,M). This might be useful for fixing the differentiability
issues in the virtual regularization approaches with additional analytic arguments. In
fact, this is essentially the definition of scale-smoothness developed in [HWZ1] to deal
with reparametrizations directly in the infinite dimensional setting.
It has been the common understanding that virtual regularization techniques deal
with the differentiability failure of the reparametrization action by working in finite
dimensional reductions, in which the action is smooth. We will explain below for the
global obstruction bundle approach, and in Section 4.2 for the Kuranishi atlas approach,
that the action on infinite dimensional spaces nevertheless needs to be dealt with in
establishing compatibility of the local finite dimensional reductions. In fact, as we show
in Section 4, the existence of a consistent set of such finite dimensional reductions with
finite isotropy groups for a Fredholm section that is equivariant under a nondifferentiable
group action is highly nontrivial. For most holomorphic curve moduli spaces, even
the existence of not necessarily compatible reductions relies heavily on the fact that,
despite the differentiability failure, the action of the reparametrization groups generally
do have local slices. However, these do not result from a general slice construction for
Lie group actions on a Banach manifold, but from an explicit geometric construction
using transverse slicing conditions.
We now explain this construction, and subsequently show that it only defers the
differentiability failure to the transition maps (3.1.5) between different local slices.
In order to construct local slices for the action of G∞ on a Sobolev completion of B̂,
B̂k,p := {f ∈W k,p(S2,M) ∣∣ f∗[S2] = A},
we will assume (k − 1)p > 2 so that W k,p(S2) ⊂ C1(S2). Then any element of B̂k,p/G∞
can be represented as [f0], where the parametrization f0 ∈W k,p(S2,M) is chosen so that
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df0(t) is injective for t = 0, 1 ∈ S2 = C ∪ {∞}. With such a choice, a neighbourhood of
[f0] ∈ B̂k,p/G∞ can be parametrized by [expf0(ξ)], for ξ in a small ball in the subspace{
ξ ∈W k,p(S2, f∗0 TM) | ξ(t) ∈ im df0(t)⊥ for t = 0, 1
}
.
Moreover, the map ξ 7→ [expf0(ξ)] is injective up to an action of the finite isotropy
group
Gf0 = {γ ∈ G∞ | f0 ◦ γ = f0}.
In other words, for sufficiently small ε > 0, a Gf0-quotient of
(3.1.3) Bf0 :=
{
f ∈ B̂k,p ∣∣ dWk,p(f, f0) < ε, f(0) ∈ Q0f0 , f(1) ∈ Q1f0}
is a local slice for the action of G∞, where for some δ > 0
(3.1.4) Qtf0 =
{
expf0(t)(ξ)
∣∣ ξ ∈ im df0(t)⊥, |ξ| < δ} ⊂M
are codimension 2 submanifolds transverse to the image of f0 in two extra marked points
t = 0, 1. For simplicity we will in the following assume that the isotropy group Gf0 = {id}
is trivial, and that the submanifolds Qtf0 can be chosen so that f
−1
0 (Q
t
f0
) is unique for
t = 0, 1. Then, for sufficiently small ε > 0, the intersections im f t Qtf0 are unique and
transverse for all elements of Bf0 . This proves that Bf0 is a local slice to the action of
G∞ in the following sense.
Lemma 3.1.2. For every f0 ∈ B̂k,p such that df0(t) is injective for t = 0, 1 and Gf0 =
{id}, there exist ε, δ > 0 such that Bf0 → B̂k,p/G∞, f 7→ [f ] is a homeomorphism to its
image.
Remark 3.1.3. If f0 is pseudoholomorphic with closed domain, then trivial isotropy
implies somewhere injectivity, see [McS, Chapter 2.5]; however this is not true for general
smooth maps or other domains. Thus to prove Lemma 3.1.2 for general f0 with trivial
isotropy, we must deal with the case of non-unique intersections. In that case one obtains
unique transverse intersections for f ≈ f0 in a neighbourhood of the chosen points in
f−10 (Q
t
f0
) and can prove the same result. We defer the details to [McW2], where we also
prove an orbifold version of Lemma 3.1.2 in the case of nontrivial isotropy. In that case,
one must define the local action of the isotropy group with some care. However, it is
always defined by a formula such as (3.1.5), and so in general is no more differentiable
than the transition maps (3.1.5) below.
The topological embeddings Bf → B̂k,p/G∞ of the local slices provide a cover of
B̂k,p/G∞ by Banach manifold charts. The transition map between two such Banach
manifold charts centered at f0 and f1 is given in terms of the local slices by
(3.1.5) Γf0,f1 : Bf0,f1 := Bf0 ∩G∞Bf1 −→ Bf1 , f 7−→ f ◦ γf ,
where γf ∈ G∞ is uniquely determined by γf (t) ∈ f−1(Qtf1) for t = 0, 1 by our choice ofBf1 . Here the differentiability of the map
(3.1.6) W k,p(S2,M)→ G∞, f 7→ γf
is determined by that of the intersection points with the slicing conditions for t = 0, 1,
W k,p(S2,M)→ S2, f 7→ f−1(Qtf1).
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By the implicit function theorem, these maps are C`-differentiable if k > ` + 2/p such
that W k,p(S2) ⊂ C`(S2). However, the transition map also involves the action (3.1.1),
and thus is non-differentiable at some simple examples of f ∈W k,prW k+1,p, no matter
how we pick k, p.
Lemma 3.1.4. Let B ⊂ Bf0 be a finite dimensional submanifold of Bf0 with the W k,p-
topology, and assume that it lies in the subset of smooth maps, B ⊂ C∞(S2,M) ∩ Bf0.
Then the transition map (3.1.5) restricts to a smooth map
B ∩G∞Bf1 −→ Bf1 , f 7−→ Γf0,f1(f) = f ◦ γf .
Proof. Since B is finite dimensional, all norms on TB are equivalent. In particular, we
equip B with the W k,p-topology in which it is a submanifold of Bf0 . Then the embeddings
B → C`(S2,M) for all ` ∈ N are continuous and hence the above discussion shows that
the map B → G∞, f 7→ γf given by restriction of (3.1.6) is smooth. To prove smoothness
of Γf0,f1 |B∩G∞Bf1 it remains to establish smoothness of the restriction of the action Θ in
(3.1.1) to
ΘB : G∞ ×B −→ W k,p(S2,M), (γ, f) 7−→ f ◦ γ.
For that purpose first note that continuity in f ∈ B is elementary since, after embedding
M ↪→ RN , this is a linear map in f . Continuity in γ for fixed f ∈ C∞(S2,M) follows
from uniform bounds on the derivatives of f (and could also be extended to infinite
dimensional subspaces of W k,p(S2,M) by density of the smooth maps). This proves
continuity of ΘB.
Generalizing (3.1.2), with Tγ0G∞ ⊂ Γ(γ∗0TS2) the space of holomorphic (and hence
smooth) sections X : S2 → γ∗0TS2 that vanish at ∞ ∈ S2, the differential of ΘB is
DΘB(γ0, f0) : Tγ0G∞ × Tf0B −→ W k,p(S2, f∗0 TM)
(X, ξ) −→ ξ ◦ γ0 + df0 ◦X.
It exists and is a bounded operator at all (γ0, f0) ∈ G∞ × B since by assumption f0 is
smooth, so it remains to analyze the regularity of this operator family under variations
in G∞ × B. Denoting by L(E,F ) the space of bounded linear operators E → F , the
second term,
B → L(Tγ0G∞,W k,p(S2, f∗0 TM)), f0 7→ (df0)∗ given by (df0)∗X = df0 ◦X,
is smooth on the finite dimensional submanifoldB because C`(S2,RN )→W k,p(TS2,RN ),
f0 7→ df0 is a bounded linear map for sufficiently large `, and the C`-norm on B ⊂
C∞(S2,RN ) is equivalent to the W k,p-norm. The first term,
(3.1.7) G∞ → L
(
Tf0B,W
k,p(S2, f∗0 TM)
)
, γ0 7→ θγ0 given by θγ0(ξ) = ξ ◦ γ0,
is of the same type as ΘB, hence continuous by the above arguments.
This proves continuous differentiability of ΘB. Then continuous differentiability of
the first term (3.1.7) follows from the same general statement about differentiability of
reparametrization by G∞, and thus implies continuous differentiability of DΘB. Iterat-
ing this argument, we see that all derivatives of ΘB are continuous, and hence ΘB is
smooth, as claimed. Note however that this argument crucially depends on the finite
dimensionality of B to obtain continuity for the second term of DΘB. 
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An important observation here is that the Cauchy–Riemann operator
∂J : B̂k,p −→ Ê :=
⋃
f∈B̂k,pW
k−1,p(S2,Λ0,1f∗TM)
restricts to a smooth section ∂J : Bfi → Ê|Bfi in each local slice. The bundle map
Γ̂f0,f1 : Ê |Bf0,f1 −→ Ê|Bf1 , Êf 3 η 7−→ η ◦ dγ
−1
f ∈ Êf◦γf ,
intertwines the Cauchy–Riemann operators in different local slices,
Γ̂f0,f1 ◦ ∂J = ∂J ◦ Γf0,f1 .
However, general perturbations of the form ∂J + ν : Bf1 → Ê|Bf1 , where ν is a C1 section
of the bundle Ê |Bf1 , are not pulled back to C1 sections of Ê |Bf0,f1 by Γ̂f0,f1 since
(3.1.8) Γ̂−1f0,f1 ◦ ν ◦ Γf0,f1 : f 7−→ ν(f ◦ γf ) ◦ dγ−1f
does not depend differentiably on the points f in the base Bf0 . In equations (4.3.3) and
(4.3.4) we give a geometric construction of a special class of sections ν that do behave
well under this pullback.
Remark 3.1.5. The lack of differentiability in (3.1.5) and (3.1.8) poses a significant
problem in the global obstruction bundle approach to regularizing holomorphic curve
moduli spaces. This approach views the Cauchy–Riemann operator ∂J : B˜ → E˜ as a
section of a topological vector bundle over an ambient space B˜ of stable W k,p-maps
modulo reparametrization, with a W k,p-version of Gromov’s topology. It requires a
“partially smooth structure” on this space, in particular a smooth structure on each
stratum. For example, the open stratum in the present Gromov–Witten example is
B̂k,p/G∞ ⊂ B˜, for which smooth orbifold charts, isotropy actions, and transition maps
are explicitly claimed in [GL, Proposition 2.15] and implicitly in [LiuT]. The latter paper
does not even prove continuity of isotropy and transition maps, though an argument was
supplied by Liu for the 2003 revision of [Mc1, §6]. However, continuity does not suffice
to preserve the differentiability of perturbation sections in local trivializations of E˜ → B˜
under pullback by isotropy or transition maps.
Another serious problem with this approach is its use of cutoff functions to extend
sections defined on infinite dimensional local slices such as Bf0 to other local slices. Since
these cutoff sections are still intended to give Fredholm perturbations of ∂J , the cutoff
functions must be C1 and remain so under coordinate changes. The paper [LiuT] gives
no details here. A construction is given in [LuT, Appendix D], but this paper implicitly
assumes an invariant notion of smoothness on the strata of B˜. It is possible that one
can avoid these problems by first passing to a finite dimensional reduction as in [LiT].
However, as far as we are aware, details of such an approach have not been worked out.
If they were to be worked out, we would consider them more as an approach of Kuranishi
type than an approach using a global obstruction bundle.
The global obstruction bundle approach requires a smooth structure on the ambient
infinite dimensional spaces such as B̂k,p/G∞. One way to resolve this issue would be to
use the scale calculus of polyfold theory, in which the action (3.1.1) and the coordinate
changes (3.1.5) are scale-smooth, hence B̂k,p/G∞ has the structure of a scale-Banach
manifold – the simplest nontrivial example of a polyfold. It is conceivable that the
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constructions of [LiuT, Mc1] can be made rigorous by replacing Banach spaces with scale-
Banach spaces, smoothness with scale-smoothness, and all standard calculus results (e.g.
chain rule and implicit function theorem) with their correlates in scale calculus. It is
however also conceivable that the construction of a global obstruction bundle near nodal
holomorphic curves requires a compatibility of strata-wise smooth structures, along the
lines of a polyfold structure on B˜.
Siebert [Si, Theorem 5.1] also aims for a Banach orbifold structure on a space of
equivalence classes of maps. However, his notion is that of topological orbifold, i.e. with
continuous transition maps. Indeed, his construction of local slices uses a (problematic
for other reasons) averaged version of the slicing condition in (3.1.3); thus the transition
maps have the same form as (3.1.5), and hence fail differentiability.11
3.2. Differentiability issues in general holomorphic curve moduli spaces.
The purpose of this section is to explain that the differentiability issues discussed in the
previous section pertain to any holomorphic curve moduli space for which regularization
is a nontrivial question. The only exception to the differentiability issues are compactified
moduli spaces that can be expressed as subspace of tuples of maps and complex structures
on a fixed domain,
(3.2.1) M = {(f, j) ∈ C∞(Σ,M)× CΣ ∣∣ ∂j,Jf = 0},
where CΣ is a compact manifold of complex structures on a fixed smooth surface Σ. In
particular, this does not allow one to divide out by any equivalence relation of the type
(3.2.2) (f, j) ∼ (f ◦ φ, φ∗j) ∀φ ∈ Diff(Σ).
For moduli spaces of this form, regularization can be achieved by the simplest geometric
approach; namely choosing a generic domain-dependent almost complex structure J :
Σ → J (M,ω), with no further quotient or compactification needed. One rare example
of this setting is the 3-pointed spherical Gromov–Witten moduli space M3(A, J) for a
class A which excludes bubbling by energy arguments, since the parametrization can be
fixed by putting the marked points at 0, 1,∞ ∈ C ∪ {∞} ∼= S2, thus setting Σ = S2
and CΣ = {i} in (3.2.1). A similar setup exists for tori with 1 or disks with 3 marked
points in the absence of bubbling, but we are not aware of further meaningful examples.
Generally, the compactified holomorphic curve moduli spaces are of the form{
(Σ, z, f)
∣∣ (Σ, z) ∈ R, f : Σ→M,∂Jf = 0}/ ∼
with
(Σ, z, f) ∼ (Σ′, φ−1(z), f ◦ φ) ∀φ : Σ′ → Σ.
Here R is some space of Riemann surfaces Σ with a fixed number k ∈ N0 of pairwise dis-
tinct marked points z ∈ Σk, which contains regular as well as broken or nodal surfaces. In
important examples (Floer differentials and one point Gromov–Witten invariants arising
from disks or spheres) all domains (Σ, z) are unstable, i.e. have infinite automorphism
groups. If the regular domains are stable, unless bubbling is a priori excluded, R/∼
11 Instead, Siebert realized that differentiability does hold in all but finitely many directions. This
local classical differentiability can also be observed in all current applications of the polyfold approach.
Differing from this approach, the construction of a “localized Euler class” in [Si, Thm.1.21] requires a sec-
tion whose differential varies continuously in the operator norm, even in the nondifferentiable directions.
However, at least in the fairly standard analytic setup of e.g. [HWZ4, W2], this is not the case.
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is still not a Deligne–Mumford space since one has to allow nodal domains (Σ, z) with
unstable components to describe sphere or disk bubbles.
On the complement of nodal surfaces, these moduli spaces have local slices of the form
(3.2.1) with additional marked points z ∈ Σkr∆. In the case of unstable domains, the
slices are constructed by stabilizing the domain with additional marked points given by
intersections of the map with auxiliary hypersurfaces. In the case of stable domains,
the slices are constructed by pullback of the complex structures to a fixed domain Σ, or
fixing some of the marked points. In fact, stable spheres, tori, and disks have a single
slice covering the interior of the Deligne–Mumford space {(Σ, z) regular, stable}/∼ given
by fixing the surface and letting all but 3 resp. 1 marked point vary. Using such slices,
the differentiability issue of reparametrizations still appears in many guises:
(i) The transition maps between different local slices – arising from different choices
of fixed marked points or auxiliary hypersurfaces – are reparametrizations by
biholomorphisms that vary with the marked points or the maps. The same holds
for local slices arising from different reference surfaces, unless the two families of
diffeomorphisms to the reference surface are related by a fixed diffeomorphism,
and thus fit into a single slice.
(ii) A local chart for R near a nodal domain is constructed by gluing the components
of the nodal domain to obtain regular domains. Transferring maps from the
nodal domain to the nearby regular domains involves reparametrizations of the
maps that vary with the gluing parameters.
(iii) The transition map between a local chart near a nodal domain and a local slice of
regular domains is given by varying reparametrizations. This happens because
the local chart produces a family of Riemann surfaces that varies with gluing
parameters, whereas the local slice has a fixed reference surface.
(iv) Infinite automorphism groups act on unstable components of nodal domains.
The geometric regularization approach deals with issues (i), (iii), and (iv) by deal-
ing with the biholomorphisms between domains only after equivariant transversality is
achieved. This is possible only in restricted geometric settings; in particular it fails un-
less multiply covered spheres can be excluded in (iv). Similarly, the geometric approach
deals with issue (ii) by making gluing constructions only on finite dimensional spaces of
smooth solutions that are cut out transversely. We show in Remark 3.1.5 and Section 4.2
that these issues are highly nontrivial to deal with in abstract regularization approaches.
In the polyfold approach described in Section 2.3, it is solved by introducing the notion
of scale-smoothness for maps between scale-Banach spaces, in which the reparametriza-
tion action is smooth. The other approaches have no systematic way of dealing with a
symmetry group that acts nondifferentiably.
Remark 3.2.1. One notable partial solution of the differentiability issues is the construc-
tion of Cieliebak-Mohnke [CM] for Gromov–Witten moduli spaces in integral symplectic
manifolds.12 They use a fixed set of symplectic hypersurfaces to construct a global slice
to the equivalence relation (3.2.2). This reduces the differentiability issues to the gluing
analysis near nodal curves, where the construction of a pseudocycle does not require dif-
ferentiability. This method fits into the geometric approach as described in Section 2.1
12 Ionel lays the foundations for a related approach in [I].
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by working with a larger set of perturbations. The existence of suitable hypersurfaces is a
special geometric property of the symplectic manifold and the type of curves considered.
3.3. Smoothness issues arising from evaluation maps.
Another less dramatic differentiability issue in the regularization of holomorphic curve
moduli spaces arises from evaluating maps at varying marked points. This concerns
evaluation maps of the form
evi :
{(
Σ, z = (z1, . . . , zk), f
) ∣∣ . . .}/∼ −→ M, [Σ, z, f ] 7−→ f(zi)
in situations when they need to be regularized while the moduli space is being con-
structed, e.g. if they need to be transverse to submanifolds of M or are involved in its
definition via fiber products. In those cases, the evaluation map needs to be included
in the setup of a Fredholm section. However, on infinite dimensional function spaces
its regularity depends on the Banach norm on the function space. As a representative
example, the map
(3.3.1) ev : S2 × C∞(S2,M) −→ M, (z, f) 7−→ f(z)
is C` with respect to a Banach norm on C∞(S2,M) only if the corresponding Banach
space of functions, e.g. Ck(S2) or W k,p(S2), embeds continuously to C`(S2), e.g. if k ≥ `
resp. (k − `)p > 2. This can be seen from the explicit form of the differential
D(z0,f0)ev : Tz0S
2 × C∞(S2, f∗0 TM) −→ Tf0(z0)M, (Z, ξ) 7−→ df0(Z) + ξ(z0),
whose regularity is ruled by the regularity of df0. We will encounter this issue in the
construction of a smooth domain for a Kuranishi chart in Section 4.3, where the eval-
uation maps are used to express the slicing conditions that provide local slices to the
reparametrization group. There we are able to deal with the lack of smoothness of (3.3.1)
by first constructing a “thickened solution space”, which is a finite dimensional manifold
consisting of smooth maps and marked points that do not satisfy the slicing condition
yet. Then the slicing conditions can be phrased in terms of the evaluation restricted to
a finite dimensional submanifold of C∞(S2,M). This operator is smooth, but now it is
nontrivial to establish its transversality.
Lemma 3.3.1. Let B ⊂ W k,p(S2,M) be a finite dimensional submanifold, and assume
that it lies in the subset of smooth maps, B ⊂ C∞(S2,M). Then the evaluation map
(3.3.1) restricts to a smooth map
evB : S
2 ×B −→ M, (z, f) 7−→ f(z).
Proof. We will prove this by an iteration similar to the proof of Lemma 3.1.4, with Step
k asserting that maps of the type
(3.3.2) Ev : C× Ck(C,Rn) −→ Rn, (z, f) 7−→ f(z)
are Ck. In Step 0 this proves continuity of the evaluation (3.3.1) on Sobolev spaces
W k,p(S2,M) that continuously embed to C0(S2,M). In Step k this proves that evB is
Ck if we can check that the inclusion B ↪→ Ck(S2,M) is smooth if B is equipped with
the W k,p-topology. Indeed, embedding M ↪→ RN , this is the restriction of a linear map,
which is bounded (and hence smooth) since B is finite dimensional. Hence to prove
smoothness of evB it remains to perform the iteration.
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Continuity in Step 0 holds since we can estimate, given ε > 0,∣∣f(z)− f ′(z′)∣∣ ≤ 2‖f − g‖C0 + ∣∣g(z)− g(z′)∣∣+ ∣∣f(z′)− f ′(z′)∣∣
≤ 12ε+ ‖dg‖∞|z − z′|+ ‖f − f ′‖C0 ≤ ε,
where we pick g ∈ C1(C,Rn) sufficiently close to f , and then obtain the ε-estimate for
(f ′, z′) sufficiently close to (f, z).
To see that Step k implies Step k+ 1 we express the differential D(z0,f0) Ev : (Z, ξ) 7→
ξ(z0) + dz0f0(Z) as sum of two operator families. The first family,
C −→ L(Ck+1(C,Rn),Rn), z0 7−→ Ev(·, z0),
can be written as composition of C→ L(Ck(C,Rn),Rn), z0 7→ Ev(·, z0), which is Ck by
Step k, and the bounded linear operator L
(Ck(C,Rn),Rn) → L(Ck+1(C,Rn),Rn). The
second family,
C× Ck+1(C,Rn) −→ L(C,RN), (z0, f0) 7−→ dz0f0,
can be written as composition of the linear map
(3.3.3) C× Ck+1(C,Rn) −→ C× Ck(C, (C, L(C,Rn)), (z0, f0) 7−→ (z0, df0),
which is a bounded linear operator hence smooth, and the evaluation map
C× Ck(C, (C, L(C,Rn)) −→ L(C,Rn), (z0, η) 7−→ η(z0),
which is of the type (3.3.2) dealt with in Step k, hence also Ck by iteration assumption.
This proves that the differential of evaluation maps of type Ev : C×Ck+1(C,Rn)→ Rn is
Ck, i.e. th emaps are Ck+1, which finishes the iteration step and hence proof of smoothness
of evB.
Again note that this argument makes crucial use of the finite dimensionality of B to
obtain continuity of the embeddings B ↪→ Ck(S2,M) to prove that evB is Ck. Here the
increase in differentiability index k is necessary to obtain boundedness of (3.3.3) in the
iteration step. 
4. On the construction of compatible finite dimensional reductions
This section gives a general outline of the construction of a Kuranishi atlas on a
given moduli space of holomorphic curves, concentrating on the issues of dividing by the
reparametrization action and making charts compatible. We thus use the example of the
Gromov–Witten moduli space M1(A, J) of J-holomorphic curves of genus 0 with one
marked point, and assume that the nonzero class A ∈ H2(M) is such that it excludes
bubbling and multiply covered curves a priori. (For example, A could be ω-minimal as
assumed in Section 2.1.) This allows us to use the framework of smooth Kuranishi atlases
with trivial isotropy, that is developed in Sections 5–7 of this paper. The additional
difficulties of finite isotropy groups and nodal curves require a stratified smooth groupoid
setting and will be developed in [McW1, McW2]. We do not claim that this is a general
procedure for regularizing other moduli spaces of holomorphic curves, but it does provide
a guideline for similar constructions.
Recall that in this simplified setting the compactified Gomov–Witten moduli space
M1(A, J) :=
{
(z1 =∞, f) ∈ S2 × C∞(S2,M)
∣∣ f∗[S2] = A, ∂Jf = 0}/G∞
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is the solution space of the Cauchy–Riemann equation modulo reparametrization by
G∞ := {γ ∈ PSL(2,C) | γ(∞) =∞}.
We begin by discussing the construction of basic Kuranishi charts for M1(A, J) in Sec-
tion 4.1, where we find that an abstract approach runs into differentiability issues in
reducing to a local slice of the action of G∞. However, this can be overcome by using
the infinite dimensional local slices that are constructed geometrically in Section 3.1.
In Section 4.2 we discuss the compatibility of a pair of basic Kuranishi charts, showing
again that a sum chart and coordinate changes cannot be constructed abstractly (e.g.
from the given basic charts), but require specifically constructed obstruction bundles,
which transfer well under the action of G∞. Finally in Section 4.3 we give an outline of
the construction of a full Kuranishi atlas for M1(A, J).
4.1. Construction of basic Kuranishi charts.
The construction of basic Kuranishi charts for the Gromov–Witten moduli space
M1(A, J) requires local finite dimensional reductions of the Cauchy–Riemann opera-
tor
(4.1.1) ∂J : B̂k,p = W k,p(S2,M) −→ Ê :=
⋃
f∈B̂k,pW
k−1,p(S2,Λ0,1f∗TM),
and simultaneously a reduction of the noncompact Lie group G∞ to a finite isotropy
group; namely the trivial group in the case considered here. We begin by giving an
abstract construction of a finite dimensional reduction for an abstract equivariant Fred-
holm section. Note that by the previous discussion, holomorphic curve moduli spaces do
not exactly fall into this abstract setting. However, our purpose is to demonstrate the
need to deal with the reparametrization group in infinite dimensional settings.
Remark 4.1.1. To simplify the reading of the following sections, let us explain our
notational philosophy. We use curly letters for locally noncompact spaces and roman
letters for finite dimensional spaces. We also use the hat superscript to denote spaces on
which an automorphism group acts, or the slicing conditions are not (yet) applied. For
example, Bf0 ⊂ B̂k,p is an infinite dimensional local slice in a Banach manifold B̂k,p of
maps, the local thickened solution space Û is a finite dimensional submanifold of B̂, and
U ⊂ Û is the subset satisfying a slicing condition.
For bundles we again use curly letters if the fibers are infinite dimensional and ro-
man letters if they are finite dimensional, with hats indicating that the base is infinite
dimensional and tildes indicating that it is finite dimensional. For example, Ê → B̂k,p
is a bundle with infinite dimensional fibers over a Banach manifold, while Ê ⊂ Ê|B̂ has
finite dimensional fibers Ê|f over points f ∈ B̂ in an open subset B̂ ⊂ B̂k,p. We will
always write the fiber at a point as a restriction E˜|f , since we require subscripts for other
purposes. Namely, when constructing a finite dimensional reduction near a point f0, we
use f0 as subscript for the domains Uf0 and restrictions of the bundles E˜f0 = Ê|Uf0 .
Moreover, we denote by Ef0 a finite dimensional vector space isomorphic to the fibers
(E˜f0)|f of E˜f0 .
Finally, the symbol ≈ is used to mean “sufficiently close to”. Thus for γ ∈ G∞, the
set {γ ≈ id} is a neighbourhood of the identity.
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Lemma 4.1.2. Suppose that σ : B̂ → Ê is a smooth Fredholm section that is equivariant
under the smooth, free, proper action of a finite dimensional Lie group G. For any
f ∈ σ−1(0) let Ef ⊂ Ê|f be a finite rank complement of im Dfσ ⊂ Ê|f , and let Tf (Gf)⊥ ⊂
ker Dfσ be a complement of the tangent space of the G-orbit inside the kernel. There
exists a smooth map sf : Wf → Ef on a neighbourhood Wf ⊂ Tf (Gf)⊥ of 0 and a
homeomorphism ψf : s
−1
f (0)→ σ−1(0)/G to a neighbourhood of [f ].
Proof. Let Ê ⊂ Ê|V̂ be the trivial extension of Ef ⊂ Ê|f given by a local trivialization
Ê |V̂ ∼= V̂ × Ê|f over an open neighbourhood V̂ ⊂ B̂ of f . Then Π ◦ σ : V̂ → ÊV̂/Ê is a
smooth Fredholm operator that is transverse to the zero section. Thus by the implicit
function theorem the thickened solution space
Ûf := { g ∈ V̂ |σ(g) ∈ Ê } ⊂ B̂
is a submanifold of finite dimension ind Dfσ + rkEf . In particular, for small V̂, there is
an exponential map Tf Ûf ⊃ Ŵf → Ûf . More precisely, this is a diffeomorphism
expf : ker Dfσ ⊃ Ŵf
∼=−→ { g ∈ V̂ |σ(g) ∈ Ê } = Ûf
from a neighbourhood Ŵf ⊂ ker Dfσ of 0 with expf (0) = f and d0 expf : ker Dfσ → Tf B̂
the inclusion. Note here that we chose the minimal obstruction space Ef so that
Tf Ûf = (Dfσ)
−1(Ef ) = ker Df (Π ◦ σ) = ker Dfσ.
Via this exponential map we then obtain maps
ŝ : Ŵf → exp∗f Ê, ξ 7→ σ(expf (ξ)),
ψ̂ : ŝ−1(0)→ σ−1(0)/G, ξ 7→ [expf (ξ)]
such that the section ŝ is smooth and ψ̂ is continuous with image [V̂∩σ−1(0)]. Restricting
to the complement of the infinitesimal action, Wf := Ŵf ∩ Tf (Gf)⊥, and trivializing
exp∗f Ê ∼= Ŵf × Ef we obtain a smooth map sf and a continuous map ψf ,
sf := ŝ|Tf (Gf)⊥ : Wf → Ef ,
ψf := ψ̂f |Tf (Gf)⊥ : s−1f (0)→ σ−1(0)/G.
We need to check that ψf is injective i.e. that every orbit ofG in Ŵf intersects expf (s
−1
f (0))
at most once. We claim that this holds for V̂ sufficiently small. By contradiction sup-
pose s−1f (0) 3 ξi, ξ′i → 0, γi ∈ Gr{id} satisfy γi · expf (ξi) = expf (ξ′i). By conti-
nuity of expf this implies (γi · expf (ξi), expf (ξ′i)) → (f, f), and properness of the ac-
tion implies γi → γ∞ ∈ G for a subsequence. Since the action is also free, we have
γ∞ = id. This will constitute a contradiction once we have proven that the “local ac-
tion” {γ ≈ id} ×Wf → σ−1(0)/G is injective on a sufficiently small neighbourhood of
(id, 0). So far we have only used the differentiability of the G-action at a fixed point
f ∈ B̂ to define Tf (Gf). However, the proof of injectivity of the local action as well as
local surjectivity of ψf will rely heavily on the continuous differentiability of the G-action
G× B̂ → B̂. (Intuitively, the problem is that our slice is given by a condition involving
a derivative of the G action at f , and so is well behaved only if this derivative varies
continuously with f .)
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To finish the proof of the homeomorphism property of ψf we pick V̂ sufficiently small
such that Ûf is covered by a single submanifold chart (i.e. a chart for B̂ in a Banach space,
within which Ûf is mapped to a finite dimensional subspace). Then we can extend expf
to an exponential map on the ambient space, i.e. a diffeomorphism from a neighbourhood
Ŵf ⊂ Tf B̂ of Ŵf ,
Expf : Ŵf
∼=−→ V̂ with Expf |Ŵf = expf , d0Expf = idTf B̂.
Note that the existence of such an extension at least requires continuous differentiability
of Ûf resp. expf . Next, we also crucially use the continuous differentiability of the action
G× B̂ → B̂ to deduce that, for V̂ sufficiently small, by the implicit function theorem
(4.1.2) {γ ∈ G | γ ≈ id} × (Ŵf ∩ Tf (Gf)⊥) −→ B̂, (γ, ξ) 7−→ γ · Expf (ξ)
is a diffeomorphism to a neighbourhood of f ∈ B̂. The injectivity of (4.1.2) then implies
that γi · expf (ξi) 6= expf (ξ′i) for γi 6= id, which finishes the proof of injectivity of ψf .
More generally, the local diffeomorphism (4.1.2) implies that
Ψ : Ŵf ∩ Tf (Gf)⊥ → B̂/G, ξ 7→ [Expf (ξ)]
is a homeomorphism to a neighbourhood U ⊂ B̂/G of [f ] (which in general is a proper
subset of [V̂]). In particular, its image contains ψ̂f (ŝ−1f (0)) ∩ U = [σ−1(0)] ∩ U , and by
construction
Ψ
(Ŵf ∩ Tf (Gf)⊥) ∩ ψ̂f (ŝ−1f (0)) = ψ̂f(Ŵf ∩ Tf (Gf)⊥ ∩ ŝ−1f (0)) = ψf (s−1f (0)).
This finally implies that the restriction ψf = Ψ|s−1f (0) is a homeomorphism from s
−1
f (0)
to the neighbourhood U ∩ [σ−1(0)] ⊂ σ−1(0)/G of [f ], which completes the proof. 
Remark 4.1.3. The above proof translates the construction of basic Kuranishi charts
in [FO] in the absence of nodes and Deligne–Mumford parameters into a formal setup.
In [FO, 12.23] this construction is described in the presence of nodes, in which case the
construction of expf involves gluing analysis rather than just an exponential map. Then
the injectivity of ψf is analogous to the claim of [FO, 12.24], where an argument is only
given in the case of nontrivial Deligne–Mumford parameters. In the case of a remain-
ing nondiscrete automorphism group such as G∞, an abstract argument would have to
proceed along the lines of Lemma 4.1.2. However, the map (γ, ξ) 7→ γ ·expf (ξ) is continu-
ously differentiable only if expf is C1 (which excludes most current gluing constructions)
and has image in the smooth maps (which requires a very special construction of Ê).
Moreover, one would at least need im d0 expf (Tf (G∞f)⊥) + Tf (G∞f) to have maximal
rank. This is not necessarily satisfied even for smooth gluing constructions of expf since
e.g. d0 expf could have nontrivial kernel. (In fact, one obvious method for making the
gluing map smooth is to scale the gluing parameter such that d0 expf vanishes in that
direction at the node.) But note that this maximal rank does not seem to be sufficient
to achieve the homeomorphism property of ψf .
Even in the absence of nodes, [FO] construct the maps ŝ and ψ̂ on a “thickened Kuran-
ishi domain” analogous to Ŵf and thus need to make the same restriction to an “infini-
tesimal local slice” as in Lemma 4.1.2. Again, the argument for injectivity of ψf given in
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Lemma 4.1.2 does not apply due to the differentiability failure of the reparametrization
action of G = G∞ discussed in Section 3.1. One could apply the same argument to the
embedding obtained by restricting (4.1.2) to the finite dimensional subspace Ŵf , as long
as Ûf is contained in the smooth maps, and use the additional geometric information
that the action of G∞ restricts to a smooth map from any finite dimensional submanifold
consisting of smooth maps to B̂. (It does not restrict to a smooth action unless we find
a finite dimensional, G∞-invariant submanifold of B̂ consisting of smooth maps.)
Finally, the claim that ψf has open image in σ
−1(0)/G is analogous to [FO, 12.25],
which asserts that “ψ̂(ŝ−1(0) ∩ expf (Wf )) = ψ̂(ŝ−1(0)) by definition”.13 A natural ap-
proach to proving this would use G∞-invariance of Ûf . However, G∞-invariance of Ûf
requires G∞-equivariance of Ê, i.e. an equivariant extension of Ef to the infinite di-
mensional domain V̂. A general construction of such extensions does not exist due to
the differentiability failure of the G∞-action. And again, the arguments of Lemma 4.1.2
do not apply since they use a local diffeomorphism to the infinite dimensional quo-
tient space B̂/G. Now a finite dimensional version of these arguments would require
an embedding of a finite dimensional slice into a G∞-invariant, smooth target space
that contains a neighbourhood of f in the solution set σ−1(0). But there is no suitable
candidate for such a space. The unperturbed solution space σ−1(0) is G-invariant, so
contains {γ ≈ id} · expf (s−1f (0)), but may be highly singular, while the thickened solu-
tion space Ûf is smooth but generally not invariant under G∞, and so does not contain
{γ ≈ id} · expf (Wf ). Finally, some argument for the continuity of ψ−1f is needed, though
not mentioned in [FO]; in Lemma 4.1.2 this also requires differentiability of the G-action
on B̂.
In contrast to the differentiability failure of the reparametrization action discussed
above, note that the gauge action on spaces of connections is generally smooth. Hence
Lemma 4.1.2 applies in gauge theoretic settings, with an infinite dimensional group G,
and abstractly provides finite dimensional reductions or Kuranishi charts for the moduli
spaces. On the other hand, the differentiability issues in the construction of Kuranishi
charts (and in particular coordinate changes between them) can only be resolved by using
a geometrically explicit local slice Bf ⊂ B̂k,p as in (3.1.3). This is briefly mentioned in
various places throughout the literature, e.g. [FO, Appendix], but we could not find the
analytic details that will be given in the following.
More precisely, the construction of a Kuranishi chart near [f0] ∈M1(A, J) will depend
on the choice of
• a representative f0 ∈ [f0];
• hypersurfaces Q0 := Q0f0 , Q1 := Q1f0 ⊂ M as in (3.1.4), and εf0 > 0 inducing a
local slice
Bf0 :=
{
f ∈ B̂k,p ∣∣ dWk,p(f, f0) < εf0 , f(0) ∈ Q0f0 , f(1) ∈ Q1f0} ⊂ B̂k,p;
• an obstruction space Ef0 ⊂ Ê|f0 that covers the cokernel of the linearization at
f0 of the Cauchy-Riemann section (4.1.1), that is im Df0∂J + Ef0 = Ê |f0 ;
13 Arguments towards a weaker localized version are now proposed in [FOOO12, Prop.34.2].
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• an extension of Ef0 to a trivialized finite rank obstruction bundle V̂f0 × Ef0 ∼=
Êf0 ⊂ Ê|V̂f0 over a neighbourhood V̂f0 ⊂ B̂
k,p of the slice Bf0 .
With that we can construct the Kuranishi chart as a local finite dimensional reduction
of the Cauchy–Riemann operator ∂J : Bf0 → Ê|Bf0 in the slice to the action of G∞. Note
in the following that this construction requires the extension of the obstruction bundle
Êf0 to an open set of B̂k,p.
Proposition 4.1.4. For a sufficiently small slice Bf0, the subspace of generalized holo-
morphic maps with respect to the obstruction bundle Êf0 is a finite dimensional manifold
(4.1.3) Uf0 :=
{
f ∈ Bf0
∣∣ ∂Jf ∈ Êf0}.
Moreover, E˜f0 := Êf0 |Uf0 ∼= Uf0 × Ef0 forms the bundle of a Kuranishi chart, whose
smooth section and footprint map (a homeomorphism to a neighbourhood of [f0]) are
s˜f0 : Uf0 → Êf0 |Uf0 , f 7→ ∂Jf,
ψf0 : s˜
−1
f0
(0) =
{
f ∈ Bf0
∣∣ ∂Jf = 0} → M1(A, J), f 7→ [f ].
Proof. We combine the local slice conditions and the perturbed Cauchy–Riemann equa-
tion to express Uf0 as the zero set of
B̂k,p ⊃ {f ∣∣ dWk,p(f, f0) < εf0} −→ (Ê/Êf0)× (Tf0(0)Q0)⊥ × (Tf0(1)Q1)⊥,
f 7−→
(
[∂Jf ],Π
⊥
Q0(f(0)),Π
⊥
Q1(f(1))
)
,
with projections Π⊥Qt near f0(t) along Q
t to Tf0(t)(Q
t)⊥. Since the choice of Êf0 guaran-
tees that the linearized Cauchy-Riemann operator Df∂J maps onto Êf/Êf0 for f = f0,
and thus for nearby f ≈ f0, we obtain transversality of the full operator for sufficiently
small εf0 > 0 if the linearized operator at f0 maps the kernel of Df0∂J onto the second
and third factor. That is, we claim surjectivity of the map
Rf0 : ker Df0∂J 3 δf 7→
(
dΠ⊥Q0(δf(0)), dΠ
⊥
Q1(δf(1))
)
.
To check this, we can use the inclusion Tf0(G∞ · f0) ⊂ ker Df0∂J of a tangent space to
the orbit together with the surjectivity of the infinitesimal action on two points,
TidG∞ → T0S2 × T1S2, ξ 7→
(
ξ(0), ξ(1)
)
.
Combining these facts with (Tf0(t)Q
t)⊥ = im df0(t) we obtain transversality from
Rf0
(
Tf0(G∞ · f0)
)
=
(
dΠ⊥Q0 × dΠ⊥Q1
)(
im df0(0)× im df0(1)
)
.
This approach circumvents the differentiability failure of the G∞-action by working with
the explicit local slice Bf0 , which is analytically better behaved. Moreover, the home-
omorphism ψf0 is given by restriction of the local homeomorphism Bf0 → B̂k,p/G∞
from Lemma 3.1.2. Finally, we need to find a trivialization of the obstruction bundle
E˜f0 := Êf0 |Uf0 ∼= Uf0 × Ef0 . For that purpose we choose εf0 > 0 even smaller. The
effect of this on the bundle E˜f0 is a restriction to smaller neighbourhoods of f0. Thus for
sufficiently small εf0 > 0 the bundle over a smaller domain Uf0 can be trivialized. 
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A Kuranishi chart in the exact sense of Definition 5.1.1 can be obtained from the
trivialization E˜f0
∼= Uf0 × Ef0 . However, to emphasize the geometric meaning of our
constructions we continue to use the notation for Kuranishi charts given in Section 2.4
in terms of a bundle E˜f → Uf with section s˜.
4.2. Compatibility of Kuranishi charts.
As in Section 2.4 we oversimplify the formalism by saying that basic Kuranishi charts(
s˜fi : Ufi → E˜fi , ψfi : s˜−1fi (0) ↪→M1(A, J)
)
for i = 0, 1,
as constructed in the previous section from obstruction bundles Êi := Êfi over neigh-
bourhoods of local slices Bfi , are compatible if the following transition data exists for
every element in the overlap [g01] ∈ imψf0 ∩ imψf1 ⊂M1(A, J):
(i) a Kuranishi chart
(
s˜g01 : Ug01 → E˜g01 , ψg01 : s˜−1g01(0) ↪→M1(A, J)
)
whose footprint imψg01 ⊂ imψf0∩imψf1 is a neighbourhood of [g01] ∈M1(A, J);
(ii) for i = 0, 1 the transition map arising from the footprints,
φ|ψ−1fi (imψg01 ) := ψ
−1
g01 ◦ ψfi : s˜−1fi (0) ⊃ ψ−1fi (imψg01)
∼=−→ s˜−1g01(0)
extends to a coordinate change consisting of an open neighbourhood Vi ⊂ Ufi of
ψ−1fi (imψg01) and an embedding and linear injection in the trivialization E˜fi
∼=
Ufi × Efi that intertwine the sections s˜•,
φ : Ufi ⊃ Vi ↪−→ Ug01 , φ̂ : Efi −→ Eg01 .
For notational convenience we will continue to construct the Kuranishi charts such
that the domains have a canonical embedding U ↪→ Bk,p/G∞ (given by f 7→ [f ] from
a local slice B ⊂ Bk,p) which identifies the homeomorphism ψ : s−1(0) ↪→ M1(A, J)
with the identity onM1(A, J) ⊂ Bk,p/G∞. However, we will not use this ambient space
for other purposes, since it has no direct generalization in the case of nodal curves. In
particular, the new domain Ug01 cannot be constructed as an overlap of the domains Ufi
since only the intersection of the possibly highly singular footprints imψf0 ∩ imψf1 ⊂
M1(A, J) has invariant meaning. Indeed, because the bundles Ê0, Ê1 may be quite
different, the intersection [Uf0 ] ∩ [Uf1 ] ⊂ Bk,p/G∞ may only contain the intersection
of footprints. Moreover, the domains Uf0 , Uf1 ⊂ Bk,p have no relation to each other
beyond the fact that they are both spaces of perturbed solutions of the Cauchy–Riemann
equation in a local slice. Hence the Kuranishi chart (i) cannot be abstractly induced from
the basic Kuranishi charts but needs to be constructed as another finite dimensional
reduction of the Cauchy–Riemann operator. With such a chart given, the transition
map ψ−1g01 ◦ψfi between the zero sets is well defined, but its extension to a neighbourhood
of ψ−1fi (imψg01) ⊂ s˜−1fi (0) in the domain Ufi also needs to be constructed. In fact, the
need for this extension guides the construction of the chart.
For the rest of this section we will assume that the Kuranishi chart required in (i) can
be constructed in the same way as the basic charts in Section 4.1, and explain which
extra requirements are necessary to guarantee the existence of a coordinate change (ii).
The chart (i) will be determined by the following data:
• a representative g01 ∈ [g01];
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• hypersurfaces Q0g01 , Q1g01 ⊂M and εg01 > 0 inducing a local slice Bg01 ⊂ B̂k,p;
• a finite rank subspace Eg01 ⊂ Ê|g01 such that im Dg01∂J + Eg01 = Ê |g01 ;
• an extension to a trivialized finite rank subbundle V̂g01 × Eg01 ∼= Ê01 := Êg01 ⊂
Ê|V̂g01 over a neighbourhood V̂g01 ⊂ B̂
k,p of Bg01 .
The coordinate change (ii) requires the construction of the following for i = 0, 1
• open neighbourhoods Vi ⊂ Ufi of ψ−1fi (imψg01);
• embeddings φi : Vi ↪→ Ug01 and a bundle map φ̂i : E˜fi |Vi → E˜g01 covering φi and
constant on the fibers in a trivialization, such that
φ̂i ◦ s˜fi = s˜g01 ◦ φi, ψfi = ψg01 ◦ φi.
In the explicit construction, we have Vi ⊂ Ufi ⊂ Bfi and Ug01 ⊂ Bg01 both identified
with subsets of Bk,p/G∞, and in this identification the embedding φi : Vi ↪→ Ug01 is
required to restrict to the identity on imψg01 ⊂ imψfi . So the natural extension of φi
to a neighbourhood of ψ−1fi (imψg01) ⊂ Ufi should lift the identity on Bk,p/G∞. That is,
with the domains Vi ⊂ Ufi still to be determined, we fix φi to be the transition map
(3.1.5) between the local slices,
φi := Γfi,g01 |Vi : Vi → Bg01 , f 7→ f ◦ γ01f ,
where γ01f ∈ G∞ is determined by f ◦ γ01f ∈ Bg01 . Now in order for φi(Vi) to take values
in Ug01 we must have
(4.2.1) ∂Jf ∈ Êi|f =⇒ ∂Jf ◦ dγ01f ∈ Ê01|f◦γ01f ∀ f ∈ Vi.
In particular for all g ∈ s˜−1g01(0) we must have
(4.2.2) Ê0|g◦γ0g ◦ (dγ0g )−1 + Ê1|g◦γ1g ◦ (dγ1g )−1 ⊂ Ê01|g,
where γig ∈ G∞ is determined by g ◦ γig ∈ Bfi and Êi ⊂ Ê|V̂fi is the obstruction bundle
extending Efi . Note here that we at least have to construct Ê
01 → Bg01 as a smooth
obstruction bundle over an infinite dimensional slice, since this induces the smooth struc-
ture on the domain Ug01 = {g ∈ Bg01 | ∂Jg ∈ Ê01}. (In fact, the proof of Lemma 4.1.3
uses the obstruction bundle over an open set in B̂k,p.) However, we encounter several
obstacles in constructing Ê01 such that (4.2.2) is satisfied near g01 ∈ Bg01 .
1.) The left hand side of (4.2.2) involves the pullbacks of (0, 1)-forms by the transition
map Γg01,fi : Bg01 → Bfi between local slices. In fact, it is no surprise that the
reparametrizations enter crucially, since Ê0 and Ê1 are bundles over neighbourhoods
of the local slices Bf0 and Bf1 respectively, which may have no intersection in B̂k,p at
all, although they do have an open intersection in the quotient B̂k,p/G∞. Since the
transition maps are not continuously differentiable, the pullback bundles
Γ∗g01,fiÊ
i :=
⋃
g∈Bg01 Ê
i|g◦γig ◦ (dγig)−1
will not be differentiable in general. Thus we must find a special class of obstruction
bundles, on which the pullback by reparametrizations acts smoothly.
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2.) Even if the pullback bundles Γ∗g01,f0Ê
0 and Γ∗g01,f1Ê
1 are differentiable, their fibers
can have wildly varying intersections over Bg01 . Here the diameter of the local slice
can be chosen arbitrarily small, but it will always be locally noncompact. So it is
unclear whether there even exists a finite rank subbundle of Ê |Bg01 that contains both
pullback bundles. To ensure this we must assume transversality at g01,(
Ê0|g01◦(γ0g01 )−1 ◦ dγ
0
g01
) ∩ (Ê1|g01◦(γ1g01 )−1 ◦ dγ1g01) = {0}.
If the requirements in 1.) and 2.) are satisfied, then the sum of obstruction bundles
Ê01 := Γ∗g01,f0Ê
0 ⊕ Γ∗g01,f1Ê1
=
⋃
g∈Bg01
{
ν0 ◦ (dγ0g )−1 + ν1 ◦ (dγ1g )−1
∣∣ νi ∈ Êi|g◦γ01g }
is a smooth, finite rank subbundle of Ê over a local slice Bg01 of sufficiently small diameter
εg01 > 0. Under these assumptions, the constructions of Section 4.1 provide a Kuranishi
chart for a neighbourhood of [g01] ∈M1(A, J), which we also call sum chart since it is
given by a sum of obstruction bundles. Its domain and section are
s˜g01 : Ug01 := {g ∈ Bg01 | ∂Jg ∈ Ê01} → Ê01, g 7→ ∂Jg,
and the embedding Bg01 → B̂k,p/G∞ of the local slice restricts to a homeomorphism into
the moduli space,
ψg01 : s˜
−1
g01(0)→M1(A, J), g 7→ [g].
Moreover, we already fixed the embeddings φi = Γfi,g01 and can read off from (4.2.1) the
corresponding embedding of obstruction bundles
φ̂i : Ê
i|f → Ê01|f◦γf , ν 7→ ν ◦ dγf .
Since this should be a constant linear map Efi → Eg01 in some trivialization Ê01 ∼=
Ug01 × E01g01 , the trivialization map T 01(g) : Ê01|g → Eg01 must be given by
T 01(g) :
∑
i=0,1
νi ◦ (dγig)−1 7→
∑
i=0,1
(
T i(g01 ◦ γig01)−1 T i(g ◦ γig) νi
)
◦ (dγig01)−1
in terms of the trivializations T i(f) : Êi|f
∼=→ Efi of its factors. In fact, this shows exactly
what it means for the sum bundle Ê01 = Γ∗g01,f0Ê
0 ⊕ Γ∗g01,f1Ê1 to be smooth.
We now summarize the preceding discussion in the context of a tuple of N charts(
Ki = (Ufi , Efi , sfi , ψfi)
)
i=1,...,N
. Generalizing conditions (i) and (ii) at the begin-
ning of this section, we find that if these arise from obstruction bundles Êi → V̂fi
over neighbourhoods of local slices Bfi , the minimally necessary compatibility condi-
tions require us to construct for every index subset I ⊂ {1, . . . , N} and every element
[g0] ∈
⋂
i∈I imψi ⊂M1(A, J) in the overlap of footprints
(i) a sum chart KI,g0 with obstruction space EI,g0
∼= ∏i∈I Efi , whose footprint
imψI,g0 ⊂
⋂
i∈I imψfi is a neighbourhood of [g0];
(ii) coordinate changes
(
Ki → KI,g0
)
i∈I that extend the transition maps ψ
−1
I,g0
◦ψfi .
The construction of a virtual fundamental class [M1(A, J)]vir from a cover by compatible
basic Kuranishi charts
(
Ki
)
i=1,...,N
in addition requires fixed choices of the above transi-
tion data, and further coordinate changes KI,g0 → KJ,h0 satisfying a cocycle condition;
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see Section 2.6. The main difficulty is to ensure that the sum charts are well defined. The
details of their construction are dictated by the existence of coordinate changes from the
basic charts. This construction is so canonical that coordinate changes between different
sum charts exist essentially automatically, and satisfy the weak cocycle condition. By
the discussion in the case of two charts, the following conditions on the choice of basic
Kuranishi charts
(
Ki = (Ufi , Efi , sfi , ψfi)
)
i=1,...,N
ensure the existence of the sum charts
(i) and transition maps (ii).
Sum Condition I: For every i ∈ {1, . . . , N} let T i(f) : Êi|f
∼=→ Efi be induced by the
trivialization of the obstruction bundle. Then for every [g0] ∈ imψi ∩
⋂
j 6=i imψj and
representative g0 with sufficiently small local slice Bg0, the map
Bg0 × Efi −→ Ê
(g, νi) 7−→
(
T i(g ◦ γig) νi
) ◦ (dγig)−1
is required to be smooth, despite the differentiability failure of g 7→ g ◦ γig.
An approach for satisfying this condition will be given in the next section.
Sum Condition II: For every I ⊂ {1, . . . , N} and [g] ∈ ⋂i∈I imψi we must ensure
transversality of the vector spaces Êi|g◦(γig)−1 ◦ dγig =
(
T i(g ◦ (γig)−1)−1Efi
) ◦ dγig for
i ∈ I. That is, their sum needs to be a direct sum,∑
i∈I
Êi|g◦(γig)−1 ◦ dγig =
⊕
i∈I
Êi|g◦(γig)−1 ◦ dγig ⊂ Ê|g.
This means that, no matter how the obstruction bundles are constructed for each
chart, the choices for a tuple need to be made “transverse to each other” along the
entire intersection of the footprints before transition data can be constructed.
4.3. Sum construction for genus zero Gromov–Witten moduli spaces.
The purpose of this section is to explain the basic ideas of our project [McW2] of
constructing a Kuranishi atlas for the genus zero Gromov–Witten moduli spaces by
combining the geometric perturbations of [LiT] with the gluing analysis of [McS]. A
natural idea (suggested to us by e.g. Kenji Fukaya, see [FO, Appendix], and Cliff Taubes)
for dealing with the failure of differentiability in the pullback construction for obstruction
bundles is to introduce varying marked points so that the pullback by Γg01,fi no longer
depends on the infinite dimensional space of maps, instead depending on a finite number
of parameters. For the sum construction of two Kuranishi charts (Ufi , . . .)i=0,1 arising
from finite rank bundles Êi → V̂fi over neighbourhoods of local slices Bfi , let us for
simplicity of notation work in a slice Bg01 ⊂ Bf0 so that γ0g ≡ id. Thus we construct the
domain of the sum chart as
Ug01 =
{(
g, w
) ∈ Bg01 × (S2)2 ∣∣ ∂Jg ∈ Ê0 + Γ∗wÊ1, w = (w0, w1) ∈ D01, g(wt) ∈ Qtf1}.
Here D01 ⊂ (S2)2 is a neighbourhood of w01 := (w001, w101) with wt01 = g−101 (Qtf1), and
Γw : g 7→ g ◦ γw is the reparametrization with
(4.3.1) γw ∈ G∞ given by γw(t) = wt for t = 0, 1.
Observe that, with varying marked points, the map (g, w) 7→ g(w) still only has the
regularity of g, see Section 3.3. So the above Ug01 is not cut out by a single smooth
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Fredholm section. However, we may now consider the intermediate thickened solution
space
Ûg01 =
{
(g, w) ∈ Bg01 ×D01
∣∣ ∂Jg ∈ Ê0 + Γ∗wÊ1} ⊂ Bf0 × (S2)2,
where we have not yet imposed the slicing conditions at the points w. Then the domain
Ug01 = ev
−1(Q0f1 × Q1f1) is cut out by the slicing conditions, which use the evaluation
map on the finite dimensional thickened solution space:
ev : Ûg01 → (S2)2, (g, w0, w1) 7→ (g(w0), g(w1)).
To check that this map is transverse to Q0f1×Q1f1 at (g01, w001, w101), note that {0}×(TS2)2
is tangent to the thickened solution space at this point (crucially using the fact that the
solution space {g | ∂Jg = 0} is G∞-invariant so that there is an infinitesimal action at
g01). Moreover, at every point in the local slice g ∈ Bf1 we have im dtg t Tg(t)Qtf1 , in
particular at g01 ◦ γw01 with im dt(g01 ◦ γw01) = im dwt01g01. Moreover, the evaluation
map is smooth if we can ensure that the thickened solution space Ûg01 ⊂ C∞(S2,M) ×
(S2)2 contains only smooth functions. Continuing the list of conditions on the choice
of summable obstruction bundles from the previous section, this adds the following
regularity requirement.
Sum Condition III: The obstruction bundles Êi ⊂ Ê|V̂fi need to satisfy regularity,
∂Jg ∈
∑
i Γ
∗
wi
Êi =⇒ g ∈ C∞(S2,M).
By elliptic regularity for ∂J , this holds if Ê
i|
W `,p∩V̂fi
∈ W `,p ∩ Ê for all ` ∈ N, or in
terms of the trivializations T i(f) : Êif → Efi if the elements of Efi are smooth 1-forms
in Ê |fi and
f ∈W `,p =⇒ imT i(f) ⊂W `,p.
This means that sections of Êi are lower order, compact perturbations for ∂J , i.e. they
are sc+ in the language of scale calculus [HWZ1].
Finally, we need to ensure smoothness of the thickened solution space Ûg01 , which can
be viewed as the zero set of the section
Bg01 ×D01 −→ Ê/(Ê0 + Γ∗Ê1), (g, w) 7−→ ∂Jg.
Here the form of the summed obstruction bundle,
Γ∗Ê1 =
⋃
w∈(S2)2
Γ∗wÊ
1 −→ Bg01 ×D01,(
Γ∗Ê1
)|(g,w) = {ν ◦ dγ−1w ∣∣ γw(t) = wt, ν ∈ Ê1|g◦γw},
is dictated by fixing the natural embedding φ1 : Uf1 ∩ G∞Ug01 → Ug01 given by f 7→
(f◦γ−1f , γf (0), γf (1)), where f◦γ−1f ∈ Bg01 . Its inverse map is (g, w) 7→ g◦γw, which maps
to a neighbourhood of Bf1 . While the extension of Ê1 to a neighbourhood of Bf1 ⊂ B̂k,p
so far was mostly for convenience in the proof of Lemma 4.1.3, it now becomes crucial
for the construction of this “decoupled sum bundle”. In fact, as in that lemma, we will
also extend Êg01 = Ê
0 + Γ∗Ê1 to a neighbourhood V̂g01 of Bg01 to induce the smooth
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structure on Ûg01 . With this setup, Sum Condition I becomes smoothness of the map
involving the trivialization T 1(f) : Ê1(f)→ Ef1 ,
(4.3.2) V̂g01 ×D01 × Ef1 −→ Ê , (g, w, ν) 7−→
(
T 1(g ◦ γw) ν
) ◦ dγ−1w .
This still involves reparametrizations (g, γw) 7→ g ◦ γw, which are not differentiable in
any Sobolev topology on V̂g01 , since w ∈ D01 and thus γw is allowed to vary. Thus the
compatibility of Kuranishi atlases requires a very special form of the trivialization T 1,
i.e. very special obstruction bundles Êi.
Geometric construction of obstruction bundles: To solve the remaining differ-
entiability issue, we now follow the more geometric approach of [LiT] and construct
obstruction bundles by pulling back finite rank subspaces
(4.3.3) Ei ⊂ C∞(Hom0,1J (S2,M))
of the space of smooth sections of the bundle over S2 × M of (j, J)-antilinear maps
TS2 → TM . Given such a subspace and a neighbourhood V̂fi of a local slice, we hope
to obtain an obstruction bundle
(4.3.4) Êi :=
⋃
f∈V̂fi
{
ν|graph f
∣∣ ν ∈ Ei} ⊂ Ê|V̂fi
by restriction to the graphs ν|graph f ∈ Ê|f = W k−1,p(S2,Λ0,1f∗TM) given by
ν|graph f (z) = ν(z, f(z)) ∈ Hom0,1J (TzS2,Tf(z)M).
The disadvantage of this construction is that we need to assume injectivity of the map
Ei 3 ν 7→ ν|graph f ∈ Ê|f
for each f ∈ V̂fi to obtain fibers of constant rank. On the other hand, the inverse
trivialization of the obstruction bundle
(T i)−1 : V̂fi × Ei → Êi|f , (f, ν) 7→ ν|graph f
is now a smooth map, satisfying the regularity requirement in Sum Condition III, since
on the finite dimensional space Ei consisting of smooth sections the composition on the
domain with f ∈ V̂fi ⊂ W k,p(S2,M) is smooth. In fact, the pullback Γ∗Ê1 in (4.3.2)
now takes the special form, with γw from (4.3.1),
(g, w, ν) 7→ γ∗wν|graph g, γ∗wν(z, x) = ν(γ−1w (z), x) ◦ dzγ−1w .
This eliminates composition on the domain of infinite dimensional function spaces. In-
deed, we now have
γ∗wν|graph g(z) = ν(γ−1w (z), g(z)) ◦ dzγ−1w ,
whose derivatives in the directions of g and w take forms that, unlike (3.1.2), do not
involve derivatives of g. Moreover, we will later make use of the special transformation
of these obstruction bundles under the action of γ ∈ G∞,
(4.3.5) γ∗wν|graph g ◦ dγ = ν
(
γ−1w ◦ γ(·), g ◦ γ(·)
) ◦ dγ−1w ◦ dγ = (γ−1 ◦ γw)∗ν|graph g◦γ .
Thus we have replaced Sum Conditions I–III, including the highly nontrivial smoothness
requirement in the previous section, by the following requirement for the compatibility
of the geometrically constructed obstruction bundles.
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Sum Condition I′: For every i ∈ {1, . . . , N} the obstruction bundle Êi ⊂ Ê|V̂fi is given
by (4.3.4) from a subspace Ei ⊂ C∞(Hom0,1J (S2,M)) such that
Ei → Ê|f , ν 7→ ν|graph f is injective ∀ f ∈ V̂fi .
Sum Condition II′: For every I ⊂ {1, . . . , N}, [g] ∈ ⋂i∈I imψi with representative
g ∈ Bfi0 for some i0 ∈ I, and marked points wi ∈ Di0i ⊂ (S2)2 in neighbour-
hoods of (g−1(Qtfi))t=0,1 resp. Di0i0 = {(0, 1)}, we must ensure linear independence
of
{
γ∗wiν
i|graph g
∣∣ νi ∈ Ei} for i ∈ I. That is, their sum must be a direct sum∑
i∈I
{
γ∗wiν
i|graph g
∣∣ νi ∈ Ei} = ⊕
i∈I
{
γ∗wiν
i|graph g
∣∣ νi ∈ Ei} ⊂ Ê|g.
Satisfying these two conditions always requires making the choices of the obstruction
spaces Ei “suitably generic”. If they are satisfied, then they provide a construction of
sum charts and coordinate changes as we will state next. At this point, we can also
incorporate a further requirement from Section 2.6 into the compatibility condition (i)
for a tuple of charts (Ki)i=1,...,N by constructing a single sum chart KI,g0 = KI for
each I ⊂ {1, . . . , N}, whose footprint is the entire overlap of footprints FI := imψI =⋂
i∈I imψi. Moreover, we construct coordinate changes between any pair of tuples I, J ⊂
{1, . . . , N} with nonempty overlap FI ∩ FJ 6= ∅ that are, up to a choice of domains,
directly induced from the basic charts. Thus our construction naturally satisfies the
weak cocycle condition, i.e. equality on overlap of domains as in Section 2.6. Note here
that J ⊂ {1, . . . , N} has a very different meaning from the almost complex structure
which determines the Gromov–Witten moduli space M1(A, J). To avoid confusion, we
will sometimes abbreviate ∂ := ∂J .
For the construction of sum charts, we will moreover make the following simplifying
assumption that all intersections with the slicing hypersurfaces are unique. This can
be achieved in sufficiently small neighbourhoods of any holomorphic sphere with trivial
isotropy, see Remark 3.1.3.
Sum Condition IV′: For every i ∈ {1, . . . , N} we assume that the representative [fi],
slicing conditions Qtfi, size ε > 0 of local slice Bfi, and its neighbourhood V̂fi ⊂ B̂k,p
are chosen such that for all g ∈ V̂fi and t = 0, 1 the intersection g−1(Qtfi) =: {wti(g)}
is a unique point and transverse, i.e. im dwti(g)g t Twti(g)Q
t
fi
.
Then the same holds for g ∈ G∞V̂fi . Hence for any i0 ∈ I ⊂ {1, . . . , N} the local
slice Bfi0 embeds topologically (as a homeomorphism to its image, with inverse given
by the projection Bfi0 × (S2)2|I| → Bfi0 ) into a space of maps and marked points by
ιi0,I : Bfi0 ↪−→ B̂k,p × (S2)2|I|(4.3.6)
g 7−→ (g, w(g)), w(g) := (g−1(Qtfi))i∈I,t=0,1.
Note that the elements of im ιi0,I have the form
(
g, w(g) = (wi)i∈I
)
with wi0 = (0, 1). In
the following we denote by w = (wi)i∈I ∈ (S2)2|I| any tuple of wi = (w0i , w1i ) ∈ S2 × S2,
even if it is not determined by a map g. Then “∀i, t” will be shorthand for “∀i ∈ I, t ∈
{0, 1}”.
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Theorem 4.3.1. Suppose that the tuple of basic Kuranishi charts(
Ki = (Ufi , Efi , sfi , ψfi)
)
i=1,...,N
is constructed as in Proposition 4.1.4 from local slices Bfi and subspaces
Ei ⊂ C∞(Hom0,1J (S2,M)),
that induce obstruction bundles Êi over neighbourhoods V̂fi ⊂ B̂k,p of Bfi. Assume
moreover that this data satisfies Sum Conditions I′, II′, and IV′. Then for every index
subset I ⊂ {1, . . . , N} with nonempty overlap of footprints
FI :=
⋂
i∈I imψi 6= ∅
we obtain the following transition data.
(i) Corresponding to each choice of i0 ∈ I and sufficiently small open set
ŴI,i0 ⊂
(
B̂k,p × (S2)2|I|
)
∩ {(g, w) ∣∣wi0 = (0, 1)}
that covers a neighbourhood of the footprint FI in the sense that{
(g, w) ∈ ŴI,i0
∣∣ ∂Jg = 0, g(wti) ∈ Qtfi , ∀i, t} = ιi0,I(ψ−1i0 (FI))
there is a sum chart KI := KI,i0 with
• domain
UI :=
{(
g, w
) ∈ ŴI,i0 ∣∣ ∂Jg ∈∑i∈IΓ∗wiÊi, g(wti) ∈ Qtfi ∀i, t},
• obstruction space EI :=
∏
i∈IE
i,
• section sI : UI → EI , (g, w) 7→ (νi)i∈I given by
∂Jg =
∑
i∈I γ
∗
wi
νi|graph g,
• footprint map ψI : s−1I (0)
∼=→ FI , (g, w) 7→ [g].
(ii) For every I ⊂ J and choice of i0 ∈ I, j0 ∈ J as above, a coordinate change
Φ̂IJ : KI → KJ is given by
• a choice of domain VIJ ⊂ UI such that
VIJ ∩ s−1I (0) = ψ−1I (FJ), VIJ ⊂ ιi0,I
(
Γfj0 ,fi0
(
ι−1j0,J(UJ)
))
(4.3.7)
with the embeddings (4.3.6) and the reparametrization Γfj0 ,fi0 : Bfj0 → Bfi0
as in (3.1.5),
• embedding φIJ := ιj0,J ◦ Γfi0 ,fj0 ◦ ι−1i0,I , that is 14
φIJ : VIJ → UJ ,
(
g, w
) 7→ (Γfi0 ,fj0 (g) , (g−1(Qtfj ))j∈J,t=0,1 ),
• linear embedding φ̂IJ : EI ↪→ EJ given by the natural inclusion.
Moreover, any choice of i0 ∈ I and open sets ŴI,i0 for each FI 6= ∅, and domains VIJ for
each FI∩FJ 6= ∅ forms a weak Kuranishi atlas (KI , Φ̂IJ) in the sense of Definition 6.2.1;
in particular satisfying the weak cocycle condition
φJK ◦ φIJ = φIK on VIK ∩ φ−1IJ (VJK).
14 This map also equals φIJ
(
g, (wti)i∈I,t=0,1
)
=
(
g ◦ γ , (γ−1(wti))i∈I,t=0,1 ∪ (g−1(Qtfj ))j∈JrI,t=0,1
)
,
where γ = γwj0 = γg ∈ G∞ is determined by Γfi0 ,fj0 (g) = g ◦ γg or equivalently γwj0 (t) = w
t
j0 ∀t.
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Proof. The sum charts KI will be constructed as in Proposition 4.1.4. In fact, let us
begin by showing that the necessary choices of neighbourhoods in (i) always exist. Since
FI ⊂M1(A, J) is open and ψi0 is a homeomorphism to s−1i0 (0) ⊂ Ui0 ⊂ Bfi0 , there exists
an open set BI,i0 ⊂ Bfi0 such that BI,i0 ∩ s−1i0 (0) =
{
g ∈ BI,i0
∣∣ ∂Jg = 0} = ψ−1i0 (FI).
Next, since ιI,i0 is an embedding to B̂k,p ×
{
(wi) ∈ (S2)2|I|
∣∣wi0 = (0, 1)}, it contains
an open set ŴI,i0 such that ŴI,i0 ∩ im ιI,i0 = ιi0,I(BI,i0). Together, this implies the
requirement in (i). Note moreover that elements (g, w) ∈ im ιi0,I satisfy g(wti) ∈ Qtfi
and hence ŴI,i0 can be chosen such that g(wti) lies in a given neighbourhood of the
hypersurface Qtfi near fi(t) for any (g, w) ∈ ŴI,i0 .
Next, note that Sum Condition II′ is assumed to be satisfied for g ∈ ψ−1i0 (FI) ⊂ Bfi0 ,
and hence continues to hold for
(
g, (wi)
) ∈ ŴI,i0 in a sufficiently small neighbourhood
of ιi0,I(ψ
−1
i0
(FI)). Thus we obtain a well defined bundle
(4.3.8) ÊI → ŴI,i0 , ÊI |(g,w) :=
∑
i∈I
(
Γ∗wiÊ
i
)|g ⊂ Ê|g.
In order to construct a Kuranishi chart KI with footprint FI from ÊI along the lines
of Proposition 4.1.4, we need to express the domain UI as the zero set of a smooth
transverse Fredholm operator. Recall here from Section 3.3 that C∞(S2,M) × S2 3
(g, wti) 7→ g(wti) ∈ M is not smooth in any standard Banach norm. Hence we first
construct the thickened solution space
ÛI :=
{
(g, w) ∈ ŴI,i0
∣∣ ∂Jg ∈ ÊI |(g,w)},
which is the zero set of the smooth Fredholm operator
ŴI,i0 −→
⋃
(g,w)
Ê |g/
ÊI |(g,w), (g, w) 7−→ [∂Jg].
We can achieve transversality of this operator by choosing ŴI,i0 to be a sufficiently small
neighbourhood of ιi0,I(ψ
−1
i0
(FI)), since ∂J is transverse to Ê/Êi0 over ψ−1i0 (FI) ⊂ V̂fi0 ,
and for (g, w) ∈ ιi0,I(ψ−1i0 (FI)) we have Êi0 |g ⊂ ÊI |(g,w).
Finally, the domain UI ⊂ ÛI is the zero set of the map
ÛI −→
∏
i∈I
(
(Tfi(0)Q
0
fi
)⊥ × (Tfi(1)Q1fi)⊥
)
,(4.3.9)
(g, w) 7−→ ∏
i∈I
(
Π⊥Q0fi
(g(w0i )),Π
⊥
Q1fi
(g(w1i ))
)
,
which is well defined for sufficiently small choice of ŴI,i0 , such that the g(wti) lie in
the domain of definition of the projections Π⊥
Qtfi
. Moreover, this map is smooth, since
by the regularity in Sum Condition III (which is satisfied by construction) we have
ÛI ⊂ C∞(S2,M). To see that it is transverse, it suffices to consider any given point
(g, w) ∈ ιi0,I(ψ−1i0 (FI)), since transversality at these points persists in an open neigh-
bourhood, and then ŴI,i0 can be chosen sufficiently small to achieve transversality on
all of ÛI . At these points we understand some parts of the tangent space T(g,w)ÛI be-
cause {(f, v) ∈ ŴI,i0 | ∂Jf = 0} is a subset of ÛI which contains ιi0,I(ψ−1i0 (FI)). Hence we
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have
(
δg, (δwi)i∈I
) ∈ T(g,w)ÛI for any δg ∈ ker Dg∂J and δwi ∈ Twi(S2)2 with δwi0 = 0.
In particular, we have Tg(G∞g) × {0} ⊂ T(g,w)ÛI since {(f, v) ∈ ŴI,i0 | ∂Jf = 0} is
invariant under the action γ : (f, v) 7→ (f ◦ γ, v) of {γ ≈ id} ⊂ G∞, unlike the thick-
ened solution space ÛI itself. (Neither space is invariant under the more natural action
(f, v) 7→ (f ◦ γ, γ−1(v)) that will be important below, since at the moment wi0 is fixed.)
Now the i0 component of the linearized operator of (4.3.9) at any point simplifies,
since the marked points wti0 = t are fixed, to
(4.3.10) T(g,w)ÛI 3
(
δg, (δwi)i∈I
) 7→ (dΠ⊥Q0fi0 δg(0),dΠ⊥Q1fi0 δg(1)).
At points with ∂Jg = 0, its restriction to Tg(G∞g) × {0} ⊂ T(g,w)ÛI is surjective by
the same argument as in Proposition 4.1.4, which uses the fact that im dtg projects onto
(Tfi0 (t)Q
t
fi0
)⊥ by the construction of the local slice Bfi0 at g ≈ fi0 . Next, the j ∈ Ir{i0}
component of the linearized operator for fixed δg is
(4.3.11) T(g,w)ÛI 3
(
δg, (δwi)i∈I
) 7→ (dΠ⊥Qtfj (δg(wtj) + dwtjg(δwtj))
)
t=0,1
.
We claim that this is surjective for any given δg ⊂ Tg(G∞g) (given by the surjectivity
requirements for i0), just by variation of δwj . Indeed, for (g, w) ∈ ιi0,I(ψ−1i0 (FI)) we
have
(
δg, (δwi)i∈I
) ∈ T(g,w)ÛI for any δg ⊂ Tg(G∞g) and δwi ∈ Twi(S2)2. Moreover,
we have im dwtjg = im dt(g ◦ γwj ), which projects onto (Tfj(t)Qtfj )⊥ by the construction
of the local slice Bfj at g ◦ γwj ≈ fj . This proves surjectivity of (4.3.11) for j 6= i0 by
variation of δwj , and together with the surjectivity of(4.3.10) by variation of δg proves
transversality of (4.3.9) for sufficiently small ŴI,i0 .
Now that the domain UI is equipped with a smooth structure, we can construct a
Kuranishi atlas KI as in Proposition 4.1.4 by pulling back the smooth section
s˜I : UI → ÊI |UI , (g, w) 7→ ∂Jg
to the trivialization ÊI |UI ∼= UI × EI given by construction of the sum bundle. The
induced homeomorphism
ψI : s˜
−1
I (0)
∼=−→ FI ⊂ M1(A, J), (g, w) 7→ [g]
maps s˜−1I (0) ⊂ im ιi0,I to the desired footprint since we chose the neighbourhoods ŴI,i0
and BI,i0 := ι−1i0,I(ŴI,i0) ⊂ Bfi0 such that
ψI(s˜
−1
I (0)) = pr
(
ι−1i0,I(s˜
−1
I (0))
)
= pr
(
ι−1i0,I(ŴI,i0) ∩ ∂J
−1
(0)
)
= pr
(
ψ−1i0 (FI)
)
= FI ,
where pr : B̂k,p → B̂k,p/G∞ denotes the quotient. This finishes the construction for (i).
To construct the coordinate changes, we can now forget the marked points, which
were only a technical means to obtaining smooth sum charts. For that purpose fix a pair
i0 ∈ I and note that the forgetful map ΠI : B̂k,p × (S2)2|I| → B̂k,p is a left inverse to the
embedding ιi0,I : Bfi0 ↪→ B̂k,p × (S2)2|I| from (4.3.6), whose image contains the smooth
finite dimensional domain UI ⊂ C∞(S2,M)× (S2)2|I|. Hence it restricts to a topological
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embedding to a space of perturbed holomorphic maps in the slice,
ΠI |UI : UI −→ BI,i0 :=
{
g ∈ Bfi0
∣∣∃w ∈ (S2)2|I| : (g, w) ∈ UI}(4.3.12)
=
{
g ∈ BI,i0
∣∣ ∂Jg ∈ ÊI |(g,w(g))}.
In fact, this is a smooth embedding since the forgetful map is smooth and we can check
that the differential of the forgetful map ΠI |UI is injective. Indeed, its kernel at (g, w)
is the vertical part of the tangent space T(g,w)UI ∩
({0}×Tw(S2)2|I|), which in terms of
the linearized operators (4.3.11) is given by the kernel of
Tw(S
2)2|I| 3 (δwti)i∈I,t=0,1 7−→
(
dg(wti)Π
⊥
Qtfi
(
dwtig(δw
t
i)
))
i∈I,t=0,1
∈ ∏
i∈I,t=0,1
im dtfi.
This operator is injective (and hence surjective) since by Sum Condition IV′(
im dwtig
)
t
(
TwtiQ
t
fi
)
= ker dg(wti)Π
⊥
Qtfi
.
Thus ιi0,I : BI,i0 → UI is a diffeomorphism, and since it also intertwines the Cauchy–
Riemann operator on the domains and the projection to M1(A, J), this forms a map
Π̂I,i0 :=
(
ΠI |UI , idEI
)
: KI −→ KBI ,
from the sum chart KI =
(
UI ,
⋃
(g,w)∈UI ÊI |(g,w) , s˜I(g, w) = ∂Jg , ψI(g, w) = [g]
)
to
the Kuranishi chart
KBI :=
(
BI,i0 ,
⋃
g∈BI,i0 ÊI |(g,w(g)) , s˜(g) = ∂Jg , ψ(g) = [g]
)
.
(Here we indicated the obstruction bundles before trivialization to EI .) The inverse map
Π̂−1I,i0 :=
(
ιi0,I , idEI
)
is also a map between Kuranishi charts, and both are coordinate
changes since the index condition is automatically satisfied when φIJ and φ̂IJ are both
diffeomorphisms. Indeed, in this case, both target and domain in the tangent bundle
condition (5.2.1) are trivial.
Next, we will obtain further coordinate changes Φ̂Ii0j0 : (BI,i0 , . . .) → (BI,j0 , . . .) for
different choices of index i0, j0 ∈ I. Here the choices of neighbourhoods ŴI,• induce
neighbourhoods in the local slices BI,• ⊂ Bf• such that BI,• :=
{
g ∈ Bf•
∣∣ ∂Jg ∈
ÊI |(g,w(g))
}
. These domains are intertwined by the transition map between local slices
Γfi0 ,fj0 . Indeed, using the G∞-equivariance of the obstruction bundles (4.3.5), we have
∂Jg =
∑
i∈I γ
∗
wi(g)
νi|graph g =⇒ ∂J(g ◦ γ) =
∑
i∈I γ
∗
wi(g◦γ)ν
i|graph g◦γ ,
where γ−1◦γwi = γwi(g◦γ) since γ−1(γwi(t)) = γ−1(wti) = wti(g◦γ). Thus we obtain a well
defined map Γfi0 ,fj0 : BI,i0 ∩G∞BI,j0 → BI,j0 . It is a topological embedding with open
image, since its inverse is Γfj0 ,fi0 |BI,j0∩G∞BI,i0 . In fact, it is a local diffeomorphism since
both maps are smooth by Lemma 3.1.4. The above also shows that this diffeomorphism
intertwines the sections, given by the Cauchy–Riemann operator, and the footprint maps,
given by the projection g 7→ [g] ∈ M1(A, J). Since the index condition is automatic
as above, we obtain the required coordinate change by Φ̂Ii0j0 :=
(
Γfi0 ,fj0 , idEI
)
with
domain BI,i0 ∩G∞BI,j0 ⊂ BI,i0 .
With these preparations, a natural coordinate change for I ( J and any choice of
i0 ∈ I, j0 ∈ J arises from the composition of the above coordinate changes (all of
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which are local diffeomorphisms on the domains) with another natural coordinate change
Φ̂i0IJ : (BI,j0 , . . .)→ (BJ,j0 , . . .) given by the inclusion
φj0IJ := idBj0 : BI,j0 ∩ BJ,j0 ↪→ BJ,j0 .
Again, this naturally intertwines the sections and footprint maps with
s−1I (0) ∩BI,j0 ∩ BJ,j0 = ψ−1I (FJ).
To check the index condition for this embedding together with the linear embedding
φ̂j0IJ := idEI : EI ↪→ EJ we express the tangent spaces to both domains in terms of
the linearization of the Cauchy–Riemann operator on the local slice ∂ : Bj0 → Ê|Bj0 .
Comparing
TgBI,j0 = (Dg∂)
−1
(∑
i∈I(Γ
∗
wi(g)
Êi)|g
)
, TgBJ,j0 = (Dg∂)
−1
(∑
j∈J(Γ
∗
wj(g)
Êj)|g
)
as subsets of TgBfj0 , we can identify
TgBJ,j0
/
dgφ
j0
IJ
(
TgBI,j0
) = (Dg∂)−1 (∑j∈JrI(Γ∗wj(g)Êj)|g)/ker Dg∂
to see that the linearized section (given by the linearized Cauchy Riemann operator
together with the trivialization of obstruction bundles) satisfies the tangent bundle con-
dition (5.2.1)
Dg∂ :
TgBJ,j0
/
dgφ
j0
IJ
(
TgBI,j0
) ∼=−→ ∑j∈JrI(Γ∗wj(g)Êj)|g
∼= ÊJ |(g,(wj(g))j∈J )
/
ÊI |(g,(wi(g))i∈I).
Finally, we can compose the coordinate changes to
Φ̂IJ := Π̂
−1
J,j0
◦ Φ̂Ji0j0 ◦ Φ̂i0IJ ◦ Π̂I,i0 : KI → KJ .
By Lemma 5.2.4 this defines a coordinate change with the maximal domain
ιi0,I(BI,i0 ∩G∞BJ,j0) = ιi0,I
(
Γfj0 ,fi0
(
ι−1j0,J(UJ)
))
,
which we can restrict to any smaller choice of VIJ containing ψ
−1
I (FJ). The linear
embedding, after the fixed trivialization of the bundle, is the trivial embedding φ̂IJ :
EI ↪→ EJ , whereas the nonlinear embedding φIJ := ι−1i0,I ◦ Γfi0 ,fj0 ◦ ιj0,J : VIJ → UJ of
domains is given by the restriction to VIJ of the composition
UI
ιi0,I←−↩ BI,i0 ∩G∞BJ,j0
Γfi0 ,fj0−−−−−→∼= BI,j0 ∩ BJ,j0
idBj0
↪−→ BJ,j0
ιj0,J
↪−→ UJ .
This completes the proof of (ii). Finally, the cocycle condition on the level of the linear
embeddings φ̂IJ holds trivially, whereas the weak cocycle condition for the embeddings
between the domains follows, since ι−1j0,J ◦ ιj0,J = idBJ,j0 from the cocycle property of the
local slices,
Γfj0 ,fk0 ◦ Γfi0 ,fj0 = Γfi0 ,fk0 on Bfi0 ∩
(
G∞ · Bfj0
) ∩ (G∞ · Bfk0).
This completes the proof of Theorem 4.3.1. 
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Note that we crucially use the triviality of the isotropy groups, in particular in the
proof of the cocycle condition. Nontrivial isotropy groups cause additional indeterminacy,
which has to be dealt with in the abstract notion of Kuranishi atlases. The construction
of Kuranishi atlases with nontrivial isotropy groups for Gromov–Witten moduli spaces
will in fact require a sum construction already for the basic Kuranishi charts. We will
give a more detailed proof of Theorem 4.3.1 in [McW2], where we will also treat nodal
curves and deal with the case of isotropy or, more generally, nonunique intersections
with the hypersurfaces Qtfi . Further, we will show that Sum Conditions I
′ and II′ can
always be satisfied by perturbing and shrinking a given set of basic charts. Finally, in
the language of Section 2.6, note that the Kuranishi charts and transition data that we
construct only satisfy the weak cocycle condition. However, our obstruction bundles
are naturally additive. Therefore we obtain an additive weak Kuranishi atlas. As we
show in Theorem 6.2.6 and Section 7, this is precisely what we need to define the virtual
fundamental class [M1(A, J)]virt.
Remark 4.3.2. (i) The actual idea behind the choice of local slice conditions and the
introduction of further marked points is of course a stabilization of the domain in order
to obtain a theory over the Deligne–Mumford moduli space of stable genus zero Riemann
surfaces with marked points. So one might want to rewrite this approach invariantly and,
when summing two charts for example, work over the Deligne–Mumford moduli space
with five marked points instead of taking the points (∞, 0, 1, w0i , w1i ). When properly
handled, this approach does give a good framework for discussing coordinate changes.
However one does need to take care not to obscure the analytic problems by introducing
these further abstractions and notations. Moreover, this abstraction does not yield
another approach to constructing the coordinate changes. If there is a rigorous approach
using the Deligne–Mumford formalism, then in a local model near (∞, 0, 1, w001, w101), it
would take exactly the form discussed above.
(ii) The abstraction to equivalence classes of maps and marked points modulo automor-
phisms becomes crucial when one wants to extend the above approach to construct finite
dimensional reductions near nodal curves, because the Gromov compactification exactly
mirrors the construction of Deligne–Mumford space. While we will defer the details of
this construction to [McW2], let us note that the genus zero Deligne–Mumford spaces are
defined by equivalence classes of pairwise distinct marked points on the sphere. Hence
we will need to make sure that the marked points w0, w1 ∈ S2 that we read off from in-
tersection with the hypersurfaces Q0f1 , Q
1
f1
are disjoint from each other and from∞, 0, 1.
Thus, in order to be summable near nodal curves, the basic Kuranishi charts must be
constructed from local slices with pairwise disjoint slicing conditions Qtfi .
(iii) In view of Sum Condition II′ and the previous remark, one cannot expect any
two given basic Kuranishi charts to have summable obstruction bundles and hence be
compatible. This requires a perturbation of the basic Kuranishi charts, which is possible
only when dealing with a compactified solution space, since each perturbation may shrink
the image of a chart.
(iv) This discussion also shows that even a simple moduli space such as M1(A, J) does
not have a canonical Kuranishi atlas. Hence the construction of invariants from this space
also involves constructing a Kuranishi atlas on the product cobordismM1(A, J)× [0, 1]
intertwining any two Kuranishi atlases for M1(A, J) arising from different choices of
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basic charts and transition data. Note here that one could construct basic charts of the
“wrong dimension” by simply adding trivial finite dimensional factors to the abstract
domains or obstruction spaces. A natural and necessary condition for constructing a well
defined cobordism class of Kuranishi atlases with the “expected dimension” forM1(A, J)
is the following Fredholm index condition for charts pointed out to us by Dietmar
Salamon:
Each Kuranishi chart must in some sense identify the kernel ker dsfi and cokernel
(im dsfi)
⊥ of the finite dimensional reduction with the kernel modulo the infinitesimal
action ker dfi∂J/Tfi (G∞fi) and cokernel (im dfi∂J)
⊥ of the Cauchy–Riemann operator.
In fact, one might argue that this identification should be part of a Kuranishi atlas on
a moduli space. However, this would require giving the abstract footprint of a Kuranishi
atlas more structure than that of a compact metrizable topological space, in order to
keep track of the kernel and cokernel of the Fredholm operator that arises by linearization
from the PDE that defines the moduli space. Whether the index condition picks out a
unique cobordism class of Kuranishi atlases on X is an interesting open question.
(v) The Fredholm index condition for Kuranishi charts, once rigorously formulated,
should imply that any map between charts which satisfy the index condition should also
satisfy the index condition for coordinate changes in Definition 5.2.1 (a reformulation of
the tangent bundle condition introduced by Joyce). Conversely, a map between charts
that satisfies the index condition for coordinate changes should also preserve the Fred-
holm index condition for charts. More precisely, if Φ̂IJ : KI → KJ is a map satisfying the
index condition, and one of the charts KI or KJ satisfies the Fredholm index condition,
then both charts satisfy the Fredholm index condition (pending a rigorous definition of
the latter).
5. Kuranishi charts and coordinate changes with trivial isotropy
Throughout this chapter, X is assumed to be a compact and metrizable space. This
section defines Kuranishi charts with trivial isotropy for X and coordinate changes be-
tween them. The case of nontrivial isotropy is a fairly straightforward generalization
using the language of groupoids, but the purpose of this paper is to clarify fundamental
topological issues in the simplest example. Hence we assume throughout that the charts
have trivial isotropy and drop this qualifier from the wording. Our definitions are mo-
tivated by [FO]; an additional reference is [J]. Differing from both approaches, we work
exclusively with charts whose domain and section are fixed, rather than with germs of
charts as discussed in Section 2.5. We moreover restrict our attention to charts without
boundaries or corners. [FOOO, App. A] also dispenses with germs and uses essentially
the same basic definitions. However, our insistence on specifying the domain is new, as
are our notion of Kuranishi atlas and interpretation in terms of categories in Section 6
and our construction of the virtual fundamental class in Section 7.
5.1. Charts, maps, and restrictions.
Definition 5.1.1. Let F ⊂ X be a nonempty open subset. A Kuranishi chart for X
with footprint F is a tuple K = (U,E, s, ψ) consisting of
• the domain U , which is an open smooth k-dimensional manifold;
• the obstruction space E, which is a finite dimensional real vector space;
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• the section U → U ×E, x 7→ (x, s(x)) which is given by a smooth map s : U →
E;
• the footprint map ψ : s−1(0)→ X, which is a homeomorphism to the footprint
ψ(s−1(0)) = F .
The dimension of K is dim K := dimU − dimE.
More generally, one could work with an obstruction bundle over the domain, but
this complicates the notation and, by not fixing the trivialization, makes coordinate
changes less unique. In the application to holomorphic curve moduli spaces, there are
natural choices of trivialized obstruction bundles. The section s is then given by the
generalized Cauchy–Riemann operator, and elements in the footprint are J-holomorphic
maps modulo reparametrization.
Since we aim to define a regularization of X, the most important datum of a Kuranishi
chart is its footprint. So, as long as the footprint is unchanged, we can vary the domain
U and section s without changing the chart in any important way. Nevertheless, we will
always work with charts that have a fixed domain and section. In fact, our definition of a
map between Kuranishi charts crucially involves these domains. The following definition
is very general; the actual coordinate changes involved in a Kuranishi atlas will be a
combination of a restriction, as defined below, and a map that satisfies an extra index
condition.
Definition 5.1.2. A map Φ̂ : K → K′ between Kuranishi charts is a pair (φ, φ̂) con-
sisting of an embedding φ : U → U ′ and a linear injection φ̂ : E → E′ such that
(i) the embedding restricts to φ|s−1(0) = ψ′−1 ◦ ψ : s−1(0) → s′−1(0), the transition
map induced from the footprints in X;
(ii) the embedding intertwines the sections, s′ ◦ φ = φ̂ ◦ s, on the entire domain U .
That is, the following diagrams commute:
(5.1.1)
U × E φ×φ̂−→ U ′ × E′
↑ s ↑ s′
U
φ−→ U ′
s−1(0) φ−→ s′−1(0)
↓ ψ ↓ ψ′
X
Id−→ X.
The dimension of the obstruction space E typically varies as the footprint F ⊂ X
changes. Indeed, the maps φ, φ̂ need not be surjective. However, as we will see in
Definition 5.2.1, the maps allowed as coordinate changes are carefully controlled in the
normal direction. Since we only defined maps of Kuranishi charts that induce an inclusion
of footprints, we now need to define a notion of restriction of a Kuranishi chart to a
smaller subset of its footprint.
Definition 5.1.3. Let K be a Kuranishi chart and F ′ ⊂ F an open subset of the foot-
print. A restriction of K to F ′ is a Kuranishi chart of the form
K′ = K|U ′ :=
(
U ′ , E′ = E , s′ = s|U ′ , ψ′ = ψ|s′−1(0)
)
given by a choice of open subset U ′ ⊂ U of the domain such that U ′ ∩ s−1(0) = ψ−1(F ′).
In particular, K′ has footprint ψ′(s′−1(0)) = F ′.
The following lemma shows that we may easily restrict to any open subset of the
footprint. Moreover it provides a tool for restricting to precompact domains, which we
56 DUSA MCDUFF AND KATRIN WEHRHEIM
require for refinements of Kuranishi atlases in Sections 6.3 and 7.1. Here and throughout
we will use the notation V ′ < V to mean that the inclusion V ′ ↪→ V is precompact. That
is, clV (V
′) is compact, where clV (V ′) denotes the closure of V ′ in the relative topology
of V . If both V ′ and V are contained in a compact space X, then V ′ < V is equivalent
to the inclusion V ′ := clX(V ′) ⊂ V of the closure of V ′ with respect to the ambient
topology.
Lemma 5.1.4. Let K be a Kuranishi chart. Then for any open subset F ′ ⊂ F there
exists a restriction K′ to F ′ whose domain U ′ is such that U ′ ∩ s−1(0) = ψ−1(F ′). If
moreover F ′ < F is precompact, then U ′ can be chosen to be precompact.
Proof. Since F ′ ⊂ F is open and ψ : s−1(0) → F is a homeomorphism in the relative
topology of s−1(0) ⊂ U , there exists an open set V ⊂ U such that ψ−1(F ′) = U ′∩s−1(0).
If F ′ < F then we claim that U ′ ⊂ V can be chosen so that in addition its closure
intersects s−1(0) in ψ−1(F ′). To arrange this we define
U ′ :=
{
x ∈ V ∣∣ d(x, ψ−1(F ′)) < d(x, ψ−1(FrF ′))},
where d(x,A) := infa∈A d(x, a) denotes the distance between the point x and the subset
A ⊂ U with respect to any metric d on the finite dimensional manifold U . Then U ′
is an open subset of V . By construction, its intersection with s−1(0) = ψ−1(F ) is
V ∩ψ−1(F ′) = ψ−1(F ′). To see that U ′∩s−1(0) ⊂ ψ−1(F ′), consider a sequence xn ∈ U ′
that converges to x∞ ∈ ψ−1(F ). If x∞ ∈ ψ−1(FrF ′) then by definition of U ′ there are
points yn ∈ ψ−1(F ′) such that d(xn, yn) < d(xn, x∞). This implies d(xn, yn)→ 0, hence
we also get convergence yn → x∞, which proves x∞ ∈ ψ−1(F ′) = ψ−1(F ′), where the
last equality is by the homeomorphism property of ψ. Finally, the same homeomorphism
property implies the inclusion ψ−1(F ′) = ψ−1(F ′) ⊂ U ′∩s−1(0), and thus equality. This
proves the first statement. The second statement will hold if we show that when F is
precompact, we may choose V , and hence U ′ ⊂ V to be precompact in U . For that
purpose we use the homeomorphism property of ψ and relative closedness of s−1(0) ⊂ U
to deduce that ψ−1(F ′) ⊂ U is a precompact set in a finite dimensional manifold, hence
has a precompact open neighbourhood V < U . To see this, note that each point in
ψ−1(F ′) is the center of a precompact ball, by the Heine-Borel theorem; and a continuity
and compactness argument provides a finite covering of ψ−1(F ′) by precompact balls. 
5.2. Coordinate changes.
The following notion of coordinate change is key to the definition of Kuranishi atlases.
It involves a special kind of map from an intermediate chart that is obtained by restric-
tion. Here we begin using notation that will also appear in our definition of Kuranishi
atlases. For now, KI = (UI , EI , sI , ψI) and KJ = (UJ , EJ , sJ , ψJ) just denote different
Kuranishi charts for the same space X.
Definition 5.2.1. Let KI and KJ be Kuranishi charts such that FI ∩ FJ is nonempty.
A coordinate change from KI to KJ is a map Φ̂ : KI |UIJ → KJ , which satisfies the
index condition in (i),(ii) below, and whose domain is a restriction of KI to FI ∩ FJ .
That is, the domain of the coordinate change is an open subset UIJ ⊂ UI such that
ψI(s
−1
I (0) ∩ UIJ) = FI ∩ FJ .
(i) The embedding φ : UIJ → UJ underlying the map Φ̂ identifies the kernels,
duφ
(
ker dusI
)
= ker dφ(u)sJ ∀u ∈ UIJ ;
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Figure 5.2.1. A coordinate change in which dimUJ = dimUI +1. Both
UIJ and its image φ(UIJ) are shaded.
(ii) the linear embedding φ̂ : EI → EJ given by the map Φ̂ identifies the cokernels,
∀u ∈ UIJ : EI = im dusI ⊕ Cu,I =⇒ EJ = im dφ(u)sJ ⊕ φ̂(Cu,I).
Note that coordinate changes are in general unidirectional since the maps UIJ → UJ
and EIJ = EI → EJ are not assumed to have open images. Note also that the footprint
of the intermediate chart KI |UIJ is always the full intersection FI ∩ FJ . By abuse
of notation, we often denote a coordinate change by Φ̂ : KI → KJ , without specific
mention of its domain UIJ , even though it is really just a map from the restriction
KI |UIJ of the chart KI to FI ∩FJ . This should cause no confusion with Definition 5.1.2
since the symbol Φ̂ : KI → KJ can represent a map only in case FI ⊂ FJ , in which case
a map is the special case of a coordinate change with domain UIJ = UI . So in either
case, the symbol Φ̂ : KI → KJ means the choice of a domain UIJ ⊂ UI and a map
Φ̂ : KI |UIJ → KJ from the restriction of KI with domain UIJ .
The following lemma shows that the index condition is in fact equivalent to a tangent
bundle condition which was first introduced, in a weaker version, by [FO], and formalized
in the present version by [J]. We have chosen to present it as an index condition, since
that is closer to the basic motivating question of how to associate canonical (equivalence
classes of) Kuranishi atlases to moduli spaces described in terms of nonlinear Fredholm
operators; see Remark 4.3.2 (iv).
Lemma 5.2.2. The index condition is equivalent to the tangent bundle condition,
which requires isomorphisms for all v = φ(u) ∈ φ(UIJ),
(5.2.1) dvsJ :
TvUJ
/
duφ(TuUI)
∼=−→ EJ
/
φ̂(EI)
,
or equivalently at all (suppressed) base points as above
(5.2.2) EJ = im dsJ + im φ̂IJ and im dsJ ∩ im φ̂IJ = φ̂IJ(im dsI).
Moreover, the index condition implies that φ(UIJ) is an open subset of s
−1
J (φ̂(EI)), and
that the charts KI ,KJ have the same dimension.
Proof. We will suppress most base points in the notation. To see that the tangent
bundle condition (5.2.1) implies the index condition, first note that the compatibility
with sections, φ̂ ◦ dsI = dsJ ◦ dφ implies
φ̂(im dsI) ⊂ im dsJ , dφ
(
ker dsI
) ⊂ ker dsJ .
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Since φ and φ̂ are embeddings, this implies dimension differences d, d′ ≥ 0 in
dim im dsI + d = dim im dsJ , dim ker dsI + d
′ = dim ker dsJ .
The fact that (5.2.1) is an isomorphism implies that the Kuranishi charts have equal
dimensions, and hence
dimEJ − dimEI = dimUJ − dimUI
= dim ker dsJ + dim im dsJ − dim ker dsI − dim im dsI
= d+ d′.
Moreover, if we pick a representative space CI for the cokernel, i.e. EI = im dsI ⊕ CI ,
then then the surjectivity of dsJ in (5.2.1) gives
(5.2.3) EJ = im dsJ + φ̂(EI) = im dsJ +
(
φ̂(CI)⊕ φ̂(im dsI)
)
= im dsJ + φ̂(CI),
where
dim φ̂(CI) = dimEI − dim im dsI = dimEJ − dim im dsJ − d′.
Thus the sum (5.2.3) must be direct and d′ = 0, which implies the identification of
cokernels and kernels.
Conversely, to see that the index condition implies the tangent bundle condition let
again CI ⊂ EI be a complement of im dsI . Then compatibility of the sections sJ ◦ φ =
φ̂ ◦ sI implies
φ̂(EI) = φ̂(im dsI)⊕ φ̂(CI) = dsJ(im dφ)⊕ φ̂(CI).
Moreover, let Nu ⊂ TUJ be a complement of im duφ, then the identification of cokernels
takes the form
EJ = dsJ(Nu)⊕ dsJ(im dφ)⊕ φ̂(CI) = dsJ(Nu)⊕ φ̂(EI).
This shows that (5.2.1) is surjective, and for injectivity it remains to check injectivity of
dsJ |Nu . The latter holds since the identification of kernels implies ker dsJ ⊂ im dφ.
To check the equivalence of (5.2.2) and (5.2.1) note that the first condition in (5.2.2)
is the surjectivity of (5.2.1), while the injectivity is equivalent to im dsJ ∩ im φ̂IJ ⊂
dsJ(im dφIJ). The latter equals φ̂IJ(im dsI) by the compatibility sJ ◦ φIJ = φ̂IJ ◦ sI of
sections. So (5.2.2) implies (5.2.1), and for the converse it remains to check that (5.2.1)
implies equality of the above inclusion. This follows from a dimension count as in (5.2.3)
above.
Finally, to see that φ(UIJ) is an open subset of s
−1
J (φ̂(EI)), we may choose the com-
plements Nu above such that N :=
⋃
u∈UIJ Nu ⊂ TUJ |φ(UIJ ) is a normal bundle to
φ(UIJ). Then φ(UIJ) has a neighbourhood that is diffeomorphic to a neighbourhood
of the zero section in N , and we may pull back sJ to a smooth map N → EJ/φ̂(EI).
It satisfies the assumptions of the implicit function theorem on the zero section by
(5.2.1), and hence for a sufficiently small open neighbourhood U ⊂ N of φ(UIJ) we have
s−1J (φ̂(EI)) ∩ U = φ(UIJ). 
The next lemmas provide restrictions and compositions of coordinate changes.
Lemma 5.2.3. Let Φ̂ : KI |UIJ → KJ be a coordinate change from KI to KJ , and
let K′I = KI |U ′I , K′J = KJ |U ′J be restrictions of the Kuranishi charts to open subsets
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F ′I ⊂ FI , F ′J ⊂ FJ with F ′I ∩ F ′J 6= ∅. Then a restricted coordinate change from K′I
to K′J is given by
Φ̂|U ′IJ :=
(
φ|U ′IJ , φ̂
)
: K′I |U ′IJ → K
′
J
for any choice of open subset U ′IJ ⊂ UIJ of the domain such that
U ′IJ ⊂ U ′I ∩ φ−1(U ′J), ψI(s−1I (0) ∩ U ′IJ) = F ′I ∩ F ′J .
Proof. First note that restricted domains U ′IJ ⊂ UIJ always exist since we can choose
e.g. U ′IJ = U
′
I∩φ−1(U ′J), which is open in UIJ by the continuity of φ and has the required
footprint since
ψI
(
s−1I (0) ∩ U ′I
) ∩ ψI(s−1I (0) ∩ φ−1(U ′J)) = F ′I ∩ ψJ(s−1J (0) ∩ U ′J) = F ′I ∩ F ′J .
Next, K′I |U ′IJ = KI |U ′IJ is a restriction of K′I to F ′I∩F ′J since it has the required footprint
ψ′I(s
′
I
−1(0) ∩ U ′IJ) = ψI
(
s−1I (0) ∩ U ′IJ
)
= F ′I ∩ F ′J .
Finally, Φ̂′ := (φ|U ′IJ , φ̂) is a map since it satisfies the conditions of Definition 5.1.2,
(i) φ′|s′I−1(0) = φ|s−1I (0)∩U ′IJ = ψ
−1
J ◦ ψI |s−1I (0)∩U ′IJ = ψ
′
J
−1 ◦ ψ′I ;
(ii) s′J ◦ φ′ = sJ |U ′J ◦ φ|U ′IJ = φ̂ ◦ sIJ |U ′IJ = φ̂′ ◦ s′IJ .
This completes the proof since the index condition is preserved under restriction. 
Lemma 5.2.4. Let KI ,KJ ,KK be Kuranishi charts such that FI ∩ FK ⊂ FJ , and let
Φ̂IJ : KI → KJ and Φ̂JK : KJ → KK be coordinate changes. (That is, we are given
restrictions KI |UIJ to FI ∩ FJ and KJ |UJK to FJ ∩ FK and maps Φ̂IJ : KI |UIJ → KJ ,
Φ̂JK : KJ |UJK → KK satisfying the index condition.)
Then the following holds.
• The domain UIJK := φ−1IJ (UJK) ⊂ UI defines a restriction KI |UIJK to FI ∩FK .
• The compositions φIJK := φJK ◦ φIJ : UIJK → UK and φ̂JK ◦ φ̂IJ : EI → EK
define a map Φ̂IJK : KI |UIJK → KK in the sense of Definition 5.1.2.
• (φIJK , φ̂IJK) satisfy the index condition, so define a coordinate change.
We denote the induced composite coordinate change Φ̂IJK = (φIJK , φ̂IJK) by
Φ̂JK ◦ Φ̂IJ := Φ̂IJK : KI |UIJK → KK .
Proof. In order to check that
(
UIJK , EI , sI |UIJK , ψI |s−1I (0)∩UIJK
)
is the required restric-
tion, we need to verify that it has footprint FI∩FK . Indeed, ψI
(
s−1I (0)∩UIJK
)
= FI∩FK
holds since we may decompose ψI = ψJ ◦ φIJ on s−1I (0) ∩ UIJ with UIJK ⊂ UIJ , and
then combine the identities
φIJ(s
−1
I (0) ∩ UIJK) = φIJ(s−1IJ (0)) ∩ UJK ⊂ s−1J (0),
ψJ
(
φIJ(s
−1
IJ (0))
)
= ψI(s
−1
IJ (0)) = FI ∩ FJ ,
ψJ(s
−1
J (0) ∩ UJK) = FJ ∩ FK .
Finally, our assumption FI ∩ FK ⊂ FJ ensures that (FI ∩ FJ) ∩ (FJ ∩ FK) = FI ∩ FK .
This proves (i). To prove (ii) we check the conditions of Definition 5.1.2, noting that
injectivity and homomorphisms are preserved under composition.
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- On UIJK ∩ s−1I (0) we have
φIJK = φJK ◦ φIJ =
(
ψ−1K ◦ ψJ
) ◦ (ψ−1J ◦ ψI) = ψ−1K ◦ ψI .
- The sections are intertwined,
sK ◦ φIJK = sK ◦ φJK ◦ φIJ = φ̂JK ◦ sJ ◦ φIJ = φ̂JK ◦ φ̂IJ ◦ sI = φ̂IJK ◦ sIK .
Next, the index condition is preserved under composition by the following.
- The kernel identifications dφIJ
(
ker dsI
)
= ker dsJ and dφJK
(
ker dsJ
)
= ker dsK
imply
d
(
φJK ◦ φIJ
)(
ker dsI
)
=
(
dφJK ◦ dφIJ
)(
ker dsI
)
= ker dsK .
- Assuming EI = im dsI ⊕ CI , the cokernel identification of ΦIJ implies EJ =
im dsJ ⊕CJ with CJ = φ̂(CI), so that the cokernel identification of ΦJK implies
EK = im dsK ⊕ φ̂K(CJ) = im dsK ⊕ (φ̂K ◦ φ̂J)(CI).

Finally, we introduce two notions of equivalence between coordinate changes that may
not have the same domain, and show that they are compatible with composition.
Definition 5.2.5. Let Φ̂α : KI |UαIJ → KJ and Φ̂β : KI |UβIJ → KJ be coordinate
changes.
• We say the coordinate changes are equal on the overlap and write Φ̂α ≈ Φ̂β, if
the restrictions of Lemma 5.2.3 to U ′IJ := U
α
IJ ∩ UβIJ yield equal maps
Φ̂α|U ′IJ = Φ̂
β|U ′IJ .
• We say that Φ̂β extends Φ̂α and write Φ̂α ⊂ Φ̂β, if UαIJ ⊂ UβIJ and the restriction
of Lemma 5.2.3 yields equal maps
Φ̂β|UαIJ = Φ̂α.
Lemma 5.2.6. Let KI ,KJ ,KK be Kuranishi charts such that FI ∩ FK ⊂ FJ , and
suppose Φ̂αIJ ≈ Φ̂βIJ : KI → KJ and Φ̂αJK ≈ Φ̂βJK : KJ → KK are coordinate changes
that are equal on the overlap. Then their compositions as defined in Lemma 5.2.4 are
equal on the overlap, Φ̂αJK ◦ Φ̂αIJ ≈ Φ̂βJK ◦ Φ̂βIJ .
Moreover, if Φ̂αIJ ⊂ Φ̂βIJ and Φ̂αJK ⊂ Φ̂βJK are extensions, then Φ̂αJK ◦ Φ̂αIJ ⊂ Φ̂βJK ◦ Φ̂βIJ
is an extension as well.
Proof. The overlap of the domains of φαIJK = φ
α
JK ◦ φαIJ and φβIJK = φβJK ◦ φβIJ is
UαIJK ∩ UβIJK = (φαIJ)−1(UαJK) ∩ (φβIJ)−1(UβJK) ⊂ UαIJ ∩ UβIJ .
By assumption, the injective maps φαIJ and φ
β
IJ agree on all points in U
α
IJ ∩ UβIJ , and
hence also map UαIJK ∩UβIJK to UαJK ∩UβJK The first claim follows because on this latter
domain we have φαJK = φ
β
JK . To prove the second claim it remains to note that
UαIJK = (φ
α
IJ)
−1(UαJK) = (φ
β
IJ)
−1(UαJK) ⊂ (φβIJ)−1(UβJK) = UβIJK .

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6. Kuranishi atlases with trivial isotropy
With the preliminaries of Section 5 in hand, we can now define a notion of Kuranishi
atlas with trivial isotropy on a compact metrizable space X, which will be fixed through-
out this section. As before, we work exclusively in the case of trivial isotropy and hence
drop this qualifier from the wording. We first define the notions of Kuranishi atlas K
and Kuranishi neighborhood |K|, showing in Examples 6.1.13 and 6.1.11 that |K| need
not be Hausdorff and that the maps from the domains of the charts into |K| need not
be injective. Further, as in Example 6.1.14, |K| need not be metrizable or locally com-
pact. Moreover, in practice one can construct only weak Kuranishi atlases in the sense of
Definition 6.2.1, although they do often have the additivity property of Definition 6.2.2.
The main result of this section is Theorem 6.2.6 which states that given a weak additive
Kuranishi atlas one can construct a Kuranishi atlas K, whose neighborhood |K| is Haus-
dorff and has the injectivity property, and that moreover is well defined up to a natural
notion of cobordism. This theorem is proved in Sections 6.2, 6.3 and 6.4.
6.1. Covering families and transition data.
We begin by introducing the notion of a Kuranishi atlas. There are various ways that
one might try to define a “Kuranishi structure”, but in practice every such structure on
a compact moduli space of holomorphic curves is constructed from a covering family of
basic charts with certain compatibility conditions akin to our notion of Kuranishi atlas.
We express the compatibility in terms of a further collection of charts for overlaps, and
will discuss three different versions of a cocycle condition. We compare our definition
with others in Remark 6.1.16. The basic building blocks of our notion of Kuranishi
atlases are the following.
Definition 6.1.1. Let X be a compact metrizable space.
• A covering family of basic charts for X is a finite collection (Ki)i=1,...,N of
Kuranishi charts for X whose footprints cover X =
⋃N
i=1 Fi.
• Transition data for a covering family (Ki)i=1,...,N is a collection of Kuranishi charts
(KJ)J∈IK,|J |≥2 and coordinate changes (Φ̂IJ)I,J∈IK,I(J as follows:
(i) IK denotes the set of subsets I ⊂ {1, . . . , N} for which the intersection of foot-
prints is nonempty,
FI :=
⋂
i∈IFi 6= ∅ ;
(ii) KJ is a Kuranishi chart for X with footprint FJ =
⋂
i∈J Fi for each J ∈ IK with
|J | ≥ 2, and for one element sets J = {i} we denote K{i} := Ki;
(iii) Φ̂IJ is a coordinate change KI → KJ for every I, J ∈ IK with I ( J .
The transition data for a covering family automatically satisfies a cocycle condition
on the zero sets, where due to the footprint maps to X we have for I ⊂ J ⊂ K
φJK ◦ φIJ = ψ−1K ◦ ψJ ◦ ψ−1J ◦ ψI = ψ−1K ◦ ψI = φIK on s−1I (0) ∩ UIK .
Since there is no natural ambient topological space into which the entire domains of the
Kuranishi charts map, the cocycle condition on the complement of the zero sets has to be
added as axiom. For the linear embeddings between obstruction spaces, we will always
impose φ̂JK ◦ φ̂IJ = φ̂IK . However for the embeddings between domains of the charts
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there are three natural notions of cocycle condition with varying requirements on the
domains of the coordinate changes.
Definition 6.1.2. Let K = (KI , Φ̂IJ)I,J∈IK,I(J be a tuple of basic charts and transition
data. Then for any I, J,K ∈ IK with I ( J ( K we define the composed coordinate
change Φ̂JK ◦ Φ̂IJ : KI → KK as in Lemma 5.2.4 with domain φ−1IJ (UJK) ⊂ UI . We
then use the notions of Definition 5.2.5 to say that the triple of coordinate changes
Φ̂IJ , Φ̂JK , Φ̂IK satisfies the
• weak cocycle condition if Φ̂JK ◦ Φ̂IJ ≈ Φ̂IK , i.e. the coordinate changes are equal
on the overlap, in particular if
φJK ◦ φIJ = φIK on φ−1IJ (UJK) ∩ UIK ;
• cocycle condition if Φ̂JK ◦ Φ̂IJ ⊂ Φ̂IK , i.e. Φ̂IK extends the composed coordinate
change, in particular if
(6.1.1) φJK ◦ φIJ = φIK on φ−1IJ (UJK) ⊂ UIK ;
• strong cocycle condition if Φ̂JK ◦ Φ̂IJ = Φ̂IK are equal as coordinate changes, in
particular if
(6.1.2) φJK ◦ φIJ = φIK on φ−1IJ (UJK) = UIK .
The relevance of the these versions is that the weak cocycle condition can be achieved
in practice by constructions of finite dimensional reductions for holomorphic curve moduli
spaces, whereas the strong cocycle condition is needed for our construction of a virtual
moduli cycle in Section 7 from perturbations of the sections in the Kuranishi charts.
The cocycle condition is an intermediate notion which is too strong to be constructed
in practice and too weak to induce a VMC, but it does allow us to formulate Kuranishi
atlases categorically. This in turn gives rise, via a topological realization of a category,
to a virtual neighbourhood of X into which all Kuranishi domains map. In the following
we use the intermediate cocycle condition to develop these concepts.
Definition 6.1.3. A Kuranishi atlas of dimension d on a compact metrizable space
X is a tuple
K = (KI , Φ̂IJ)I,J∈IK,I(J
consisting of a covering family of basic charts (Ki)i=1,...,N of dimension d and transition
data (KJ)|J |≥2, (Φ̂IJ)I(J for (Ki) as in Definition 6.1.1, that satisfy the cocycle condition
Φ̂JK ◦ Φ̂IJ ⊂ Φ̂IK for every triple I, J,K ∈ IK with I ( J ( K.
Remark 6.1.4. We have assumed from the beginning that X is compact and metrizable.
Some version of compactness is essential in order for X to define a VMC, but one might
hope to weaken the metrizability assumption. However, for our charts to model open
subsets of X we require the footprint maps ψi : s
−1
i (0)→ X to be homeomorphisms onto
open subsets Fi ⊂ X. Hence any space X with a Kuranishi atlas is Hausdorff, and by
compactness has a finite covering by the footprints Fi. Since each of these are regular
and second countable, it follows that X must also be regular and second countable, and
hence metrizable. For details of these arguments, see Proposition 6.2.18 (iv).
It is useful to think of the domains and obstruction spaces of a Kuranishi atlas as
forming the following categories.
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Definition 6.1.5. Given a Kuranishi atlas K we define its domain category BK to
consist of the space of objects15
ObjBK :=
⋃
I∈IK
UI =
{
(I, x)
∣∣ I ∈ IK, x ∈ UI}
and the space of morphisms
MorBK :=
⋃
I,J∈IK,I⊂J
UIJ =
{
(I, J, x)
∣∣ I, J ∈ IK, I ⊂ J, x ∈ UIJ}.
Here we denote UII := UI for I = J , and for I ( J use the domain UIJ ⊂ UI of the
restriction KI |UIJ to FJ that is part of the coordinate change Φ̂IJ : KI |UIJ → KJ .
Source and target of these morphisms are given by
(I, J, x) ∈ MorBK
(
(I, x), (J, φIJ(x))
)
,
where φIJ : UIJ → UJ is the embedding given by Φ̂IJ , and we denote φII := idUI .
Composition is defined by (
I, J, x
) ◦ (J,K, y) := (I,K, x)
for any I ⊂ J ⊂ K and x ∈ UIJ , y ∈ UJK such that φIJ(x) = y.
The obstruction category EK is defined in complete analogy to BK to consist of
the spaces of objects ObjEK :=
⋃
I∈IK UI × EI and morphisms
MorEK :=
{
(I, J, x, e)
∣∣ I, J ∈ IK, I ⊂ J, x ∈ UIJ , e ∈ EI}.
We also express the further parts of a Kuranishi atlas in categorical terms:
• The obstruction category EK is a bundle over BK in the sense that there is a functor
prK : EK → BK that is given on objects and morphisms by projection (I, x, e) 7→ (I, x)
and (I, J, x, e) 7→ (I, J, x) with locally trivial fiber EI .
• The sections sI induce a smooth section of this bundle, i.e. a functor sK : BK → EK
which acts smoothly on the spaces of objects and morphisms, and whose composite
with the projection prK : EK → BK is the identity. More precisely, it is given by
(I, x) 7→ (I, x, sI(x)) on objects and by (I, J, x) 7→ (I, J, x, sI(x)) on morphisms.
• The zero sets of the sections ⋃I∈IK{I} × s−1I (0) ⊂ ObjBK form a very special strictly
full subcategory s−1K (0) of BK. Namely, BK splits into the subcategory s
−1
K (0) and
its complement (given by the full subcategory with objects {(I, x) | sI(x) 6= 0}) in the
sense that there are no morphisms of BK between the underlying sets of objects. (This
is since given any morphism (I, J, x) we have sI(x) = 0 if and only if sJ(φIJ(x)) =
φ̂IJ(sI(x)) = 0.)
• The footprint maps ψI give rise to a surjective functor ψK : s−1K (0)→ X to the category
X with object space X and trivial morphism spaces. It is given by (I, x) 7→ ψI(x) on
objects and by (I, J, x) 7→ idψI(x) on morphisms.
Lemma 6.1.6. The categories BK and EK are well defined.
15 When forming categories such as BK, we take always the space of objects to be the disjoint union
of the domains UI , even if we happen to have defined the sets UI as subsets of some larger space such as
R2 or a space of maps as in the Gromov–Witten case. Similarly, the morphism space is a disjoint union
of the UIJ even though UIJ ⊂ UI for all J ⊃ I.
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Proof. We must check that the composition of morphisms in BK is well defined and
associative. To see this, note that the composition
(
I, J, x
) ◦ (J,K, y) only needs to be
defined for x = φ−1IJ (y) ∈ φ−1IJ (UJK), i.e. for x ∈ UIJK in the domain of the composed
coordinate change ΦJK ◦ ΦIJ , which by axiom (d) is contained in the domain of ΦIK ,
and hence
(
I,K, x
)
is a well defined morphism. With this said, identity morphisms
are given by
(
I, I, x
)
for all x ∈ UII = UI , and the composition is associative since
for any I ⊂ J ⊂ K ⊂ L, and x ∈ UIJ , y ∈ UJK , z ∈ UKL the three morphisms(
I, J, x
)
,
(
J,K, y
)
,
(
K,L, z
)
are composable iff y = φIJ(x) and z = φJK(y). In that case
we have(
I, J, x
) ◦ ((J,K, y) ◦ (K,L, z))) = (I, J, x) ◦ (J, L, φIJ(x)) = (I, L, x)
and z = φJK(φIJ(x)) = φIK(x), hence((
I, J, x
) ◦ (J,K, y)) ◦ (K,L, z) = (I,K, x) ◦ (K,L, φIK(x)) = (I, L, x)

Remark 6.1.7. Because K has trivial isotropy, all sets of morphisms in BK between
fixed objects consist of at most one element. However, BK cannot be completed to
an e´tale groupoid16 since the inclusion of inverses of the coordinate changes, and their
compositions, may yield singular spaces of morphisms. Indeed, coordinate changes KI →
KK and KJ → KK with the same target chart are given by embeddings φIK : UIK → UK
and φJK : UJK → UK , whose images may not intersect transversely (for example,
often their intersection is contained only in the zero set s−1K (0)), yet this intersection
would be a component of the space of morphisms from UI to UJ . Moreover, since the
map φIJ : UIJ → UJ underlying a coordinate change could well have target of higher
dimension than its domain, the target map t : MorBK → ObjBK is not in general a
local diffeomorphism. However, the spaces of objects and morphisms in BK are smooth
manifolds, and all structure maps are smooth embeddings. Thus BK is in some ways
similar to the e´tale groupoids considered in [Mc2].
The categorical formulation of a Kuranishi atlas K allows us to construct a topological
space |K| which contains a homeomorphic copy ιK(X) ⊂ |K| of X and hence may be
viewed as a virtual neighbourhood of X.
Definition 6.1.8. Let K be a Kuranishi atlas for the compact space X. Then the Ku-
ranishi neighbourhood or virtual neighbourhood of X,
|K| := ObjBK/∼
is the topological realization17 of the category BK, that is the quotient of the object space
ObjBK by the equivalence relation generated by
MorBK
(
(I, x), (J, y)
) 6= ∅ =⇒ (I, x) ∼ (J, y).
16 The notion of e´tale groupoid is reviewed in Remark 2.6.2.
17 As is usual in the theory of e´tale groupoids we take the realization of the category BK to be
a quotient of its space of objects rather than the classifying space of the category BK (which is also
sometimes called the topological realization), cf. [ALR].
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We denote by piK : ObjBK → |K| the natural projection (I, x) 7→ [I, x], where [I, x] ∈ |K|
denotes the equivalence class containing (I, x). We moreover equip |K| with the quotient
topology, in which piK is continuous. Similarly, we define
|EK| := ObjEK/∼
to be the topological realization of the obstruction category EK. The natural projection
ObjEK → |EK| is still denoted piK.
Lemma 6.1.9. The functor prK : EK → BK induces a continuous map
|prK| : |EK| → |K|,
which we call the obstruction bundle of K, although its fibers generally do not have
the structure of a vector space.18 However, it has a continuous zero section
|0K| : |K| → |EK|, [I, x] 7→ [I, x, 0].
Moreover, the section sK : BK → EK descends to a continuous section
|sK| : |K| → |EK|.
These maps are sections in the sense that |prK| ◦ |sK| = |prK| ◦ |0K| = id|K|. Moreover,
there is a natural homeomorphism from the realization of the subcategory s−1K (0) to the
zero set of the section, with the relative topology induced from |K|,∣∣s−1K (0)∣∣ = s−1K (0)/∼s−1K (0) ∼=−→ |sK|−1(0) := {[I, x] ∣∣ sI(x) = 0} ⊂ |K|.
Proof. The zero section is induced by the functor 0K : K → EK given by the map
(I, x) 7→ (I, x, 0) on objects and (I, J, x) 7→ (I, J, x, 0) on morphisms. The existence
and continuity of |prK|, |0K|, and |sK| then follows from continuity of the maps induced
by prK, 0K, and sK on the object space and the following general fact: Any functor
f : A→ B, which is continuous on the object space, induces a continuous map between
the realizations (where these are given the quotient topology of each category). Indeed,
|f | : |A| → |B| is well defined since the functoriality of f ensures a ∼ a′ ⇒ f(a) ∼ f(a′).
Then by definition we have piB ◦ f = |f | ◦ piA with the projections piA : A → |A| and
piB : B → |B|. To prove continuity of |f | we need to check that for any open subset
U ⊂ |B| the preimage |f |−1(U) ⊂ |A| is open, i.e. by definition of the quotient topology,
pi−1A
(|f |−1(U)) ⊂ A is open. But pi−1A (|f |−1(U)) = f−1(pi−1B (U)), which is open by the
continuity of piB (by definition) and f (by assumption).
Next, recall that the equivalence relation ∼ on ObjBK that defines |K| is given by the
embeddings φIJ , their inverses, and compositions. Since these generators intertwine the
zero sets s−1I (0) and the footprint maps ψI : s
−1
I (0)→ FI , we have the useful observations
ψI(x) = ψJ(y) =⇒ (I, x) ∼ (J, y),(6.1.3)
(I, x) ∼ (J, y), sI(x) = 0 =⇒ sJ(y) = 0, ψI(x) = ψJ(y).(6.1.4)
In particular, (6.1.4) implies that the equivalence relation ∼ on ObjBK that defines
|K| = ObjBK/∼ restricted to the objects {(I, x) | sI(x) = 0} of the subcategory s−1K (0)
18 Proposition 6.2.14 shows that the fibers do have a natural linear structure when K satisfies a
natural additivity condition on its obstruction spaces as well as taming conditions on its domains. Both
conditions are necessary, see Example 6.1.12 and Remark 6.2.15.
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coincides with the equivalence relation ∼s−1K (0) generated by the morphisms of s
−1
K (0).
Hence the map
∣∣s−1K (0)∣∣ → |sK|−1(0), [(I, x)]s−1K (0) 7→ [(I, x)]K is a bijection. It also
is continuous because it is the realization of the functor s−1K (0) → BK given by the
continuous embedding of the object space.
To check that the inverse is continuous, consider an open subset Z ⊂∣∣s−1K (0)∣∣, that
is with open preimage pi−1K (Z) ⊂ {(I, x) | sI(x) = 0}. The latter is given the relative
topology induced from ObjBK , hence we have pi
−1
K (Z) = W ∩ {(I, x) | sI(x) = 0} for
some open subset W ⊂ ObjBK . Now we need to check that W can be chosen so that
W = pi−1K (piK(W)), i.e. piK(W) ⊂ |K| is open, and piK(W)∩ |sK|−1(0) = Z. For that pur-
pose note that each footprint ψI(pi
−1
K (Z)∩UI) ⊂ X is open since ψI is a homeomorphism
from s−1I (0) to an open subset of X and ZI := pi
−1
K (Z)∩UI ⊂ s−1I (0) is open by assump-
tion. Hence the finite union
⋃
I∈IK ψI(ZI) ⊂ X is open, thus has a closed complement,
so that each preimage CJ := ψ
−1
J
(
Xr
⋃
I ψI(ZI)
) ⊂ UJ is also closed by the homeo-
morphism property of the footprint map ψI . Moreover, by (6.1.3) and (6.1.4) the mor-
phisms in BK on the zero sets are determined by the footprint functors, so that we have
ψ−1J (ψI(ZI)) = pi
−1
K (piK(ZI)) ∩ UJ = pi−1K (Z ∩ piK(UI)) ∩ UJ for each I, J ∈ IK, and thus
CJ = s
−1
J (0)rpi
−1
K (Z). With that we obtain an open set W :=
⋃
I∈IK
(
UIrCI
) ⊂ ObjBK
such that piK(W) ⊂ |K| is open since W is invariant under the equivalence relation by
piK, namely
piK(W) =
⋃
I∈IKpiK(UI)r
(
piK(s−1I (0))rZ
)
= |K|r(|s−1K (0)|rZ)
so that its preimage is W and hence open, by the identity
pi−1K (piK(W)) =
⋃
I∈IKUI ∩ pi−1K
(|K|r(|s−1K (0)|rZ)) = ⋃I∈IKUIr(s−1I (0)rZ).
Finally, using the above, we check that piK(W) has the required intersection
piK(W) ∩ |sK|−1(0) =
(|K|r(|s−1K (0)|rZ)) ∩ |sK|−1(0) = Z.
This proves the homeomorphism between
∣∣s−1K (0)∣∣ and |sK|−1(0). 
The next lemma shows that the zero set
∣∣s−1K (0)∣∣ ∼= |sK|−1(0) is also naturally home-
omorphic to X, and hence X embeds into the virtual neighbourhood |K|.
Lemma 6.1.10. The footprint functor ψK : s−1K (0)→ X descends to a homeomorphism
|ψK| : |sK|−1(0)→ X. Its inverse is given by
ιK := |ψK|−1 : X −→ |sK|−1(0) ⊂ |K|, p 7→ [(I, ψ−1I (p))],
where [(I, ψ−1I (p))] is independent of I ∈ IK with p ∈ FI .
Proof. To begin, recall that ψK is a surjective functor from s−1K (0) to X with objects
X (i.e. the footprints FI = ψI(s
−1
I (0)) cover X). Hence the argument of Lemma 6.1.9
proves that |ψK| is well defined, surjective, and continuous when |ψK| is considered as a
map from the quotient space |s−1K (0)| (with its quotient topology rather than the relative
topology induced by |K|) to X.
The map |ψK| = ι−1K considered here is given by composing this realization of the
functor ψK with the natural homeomorphism
∣∣s−1K (0)∣∣ ∼=→ |sK|−1(0) from Lemma 6.1.9. So
it remains to check continuity of ιK with respect to the subspace topology on |sK|−1(0) ⊂
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|K|. For that purpose we need to consider an open subset V ⊂ |K|, that is pi−1K (V ) ⊂
ObjBK is open. Since ObjBK is a disjoint union that means pi
−1
K (V ) =
⋃
I∈IK{I} ×WI
is a union of open subsets WI ⊂ UI . So in the relative topology (WI ∩ s−1I (0)) ⊂ s−1I (0)
is open, as is its image under the homeomorphism ψI : s
−1
I (0)→ FI ⊂ X. Therefore
ι−1K (V ) = |ψK|(V ) = ψK
(
s−1K (0) ∩
⋃
I∈IK{I} ×WI
)
=
⋃
I∈IKψI(WI ∩ s−1I (0))
is open in X since it is a union of open subsets. This completes the proof. 
Note that the injectivity of ιK : X → |K| could be seen directly from the injectivity
property (6.1.4) of the equivalence relation ∼ on s−1K (0) ⊂ ObjBK . In particular, this
property implies injectivity of the projection of the zero sets in fixed charts, piK : s−1I (0)→
|K|. This injectivity however only holds on the zero set. On UIrs−1I (0), the projections
piK : UI → |K| need not be injective, as the following example shows.
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Figure 6.1.1. The lift pi−1(U1 ∩ U2) is shown as two light grey strips
in R × R, intersecting the dark grey region U3 in the two shaded sets
V 13 , V
2
3 . The domains U1, U2 ⊂ S1 × R lift injectively to the dashed sets.
The points x13 6= x23 ∈ U3 have the same image in |K| ⊂ S1 × R. In
Example 6.1.12 we will add another chart with domain V ∪ V 23 , where V
is barred.
Example 6.1.11 (Failure of Injectivity). The circle X = S1 = R/Z can be covered
by a single “global” Kuranishi chart K0 of dimension 1 with domain U0 = S
1 × R,
obstruction space E0 = R, section map s0 = prR, and footprint map ψi = prS1 . A
slightly more complicated Kuranishi atlas (involving transition charts but still no cocycle
conditions) can be obtained by the open cover S1 = F1 ∪ F2 ∪ F3 with Fi = ( i3 , i+23 ) ⊂
R/Z such that all pairwise intersections Fij := Fi ∩ Fj 6= ∅ are nonempty, but the
triple intersection F1 ∩ F2 ∩ F3 is empty. We obtain a covering family of basic charts
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Ki := K0|Ui
)
i=1,2,3
with these footprints by restricting K0 to the open domains Ui :=
Fi × (−1, 1) ⊂ S1 × R. Similarly, we obtain transition charts Kij := K0|Ui∩Uj and
coordinate changes Φ̂i,ij := Φ̂0,0|Ui∩Uj by restricting the identity map Φ̂0,0 = (idU0 , idE0) :
K0 → K0 to the overlap Uij := Ui∩Uj . These are well defined for any pair i, j ∈ {1, 2, 3}
(and satisfy all cocycle conditions), but for a Kuranishi atlas it suffices to restrict to
i < j. That is, the transition charts K12,K13,K23 and corresponding coordinate changes
Φ̂1,12, Φ̂2,12, Φ̂1,13, Φ̂3,13, Φ̂2,23, Φ̂3,23 form transition data, for which the cocycle condition
is vacuous. The realization of this Kuranishi atlas is |K| = U1 ∪ U2 ∪ U3 ⊂ S1 × R, and
the maps Ui → |K| are injective.
However, keeping the same basic charts K1,K2, and transition data for i, j ∈ {1, 2},
we may choose K3 to have the same form as K0 but with domain U3 ⊂ (0, 2)× R such
that the projection pi : R × R → S1 × R embeds U3 ∩ (R × {0}) = (1, 23) × {0} to
F3 × {0}. We can moreover choose U3 so large that the inverse image of U1 ∩ U2 meets
U3 in two components pi
−1(U1 ∩ U2) ∩ U3 = V 13 unionsq V 23 with pi(V 13 ) = pi(V 23 ), but there
are continuous lifts pi−1 : Ui ∩ pi(U3) → U3 with V i3 ⊂ pi−1(Ui); cf. Figure 6.1.1. These
intersections V i3 ⊂ U3 necessarily lie outside of the zero section s−13 (0) = F3×{0}, though
their closure might intersect it. Then it remains to construct transition data from Ki
for i = 1, 2 to K3. We choose the transition charts as restrictions Ki3 := K3|Ui3 of K3
to the domains Ui3 := pi
−1(U1) ∩ U3, with transition maps Φ̂3,i3 := Φ̂3,3|Ui3 . Finally,
we construct the transition maps Φ̂i,i3 : Ki|Ui,i3 → K3 for i = 1, 2 by the identity
φ̂i,i3 := idEi on the identical obstruction bundles Ei = E3 = E0 and the lift φi,i3 := pi
−1
on the domain Ui,i3 := U1 ∩ pi(U3).
This again defines a Kuranishi atlas with vacuous cocycle condition, but the map
piK : U3 → |K| is not injective. Indeed any point x13 ∈ V 13 ⊂ U3 is identified [x13] = [x23] ∈
|K| with the corresponding point x23 ∈ V 23 with pi(x13) = pi(x23) = y ∈ S1 × R. Indeed,
denoting by (ij, z) the point z considered as an element of Uij (which is just a simplified
version of the previous notation (I, x) for a point x ∈ UI), we have
(6.1.5) (3, x13) ∼ (13, x13) ∼ (1, y) ∼ (12, y) ∼ (2, y) ∼ (23, x23) ∼ (3, x23),
where each equivalence is induced by the relevant coordinate change. Since there are such
points x13 arbitrarily close to the zero set s
−1
3 (0) = F3×{0}, the projection piK : U3 → |K|
is not injective on any neighborhood of the zero set s−13 (0).
We next adapt the above example so that the fibers of the bundle prK : |EK| → |K|
also fail to have a linear structure. (Remark 6.2.15 describes another scenario where
linearity fails.)
Example 6.1.12 (Failure of Linearity). We can build on the construction of Exam-
ple 6.1.11 to obtain a Kuranishi atlas K′ of dimension 0 on S1 with four basic charts, in
which the fibers of prK′ are not even contractible. The first three basic charts and the
associated transition charts are obtained by replacing the obstruction space R with C.
That is, for I ∈ {1, 2, 3, 12, 13, 23}, we identify R ⊂ C to define the charts
K′I :=
(
U ′I := UI , E
′
I := C , s′I := sI , ψ′I := ψI
)
,
where (UI , EI = R, sI , ψI) are the charts of Example 6.1.11 which yield a noninjective
Kuranishi atlas. We also define coordinate changes by the same domains and nonlinear
embeddings as before, that is we set U ′i,ij := Ui,ij and φ
′
i,ij := φi,ij for i < j ∈ {1, 2, 3}.
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However, we now have a choice for the linear embeddings φ̂ ′i,ij since compatibility with
the sections only requires φ̂ ′i,ij |R = idR. We will take φ̂ ′i,ij = idC except for φ̂ ′2,23(α +
ιˆβ) := α + 2ιˆβ (where we denote the imaginary unit by ιˆ to prevent confusion with
the index i). As above the cocycle condition is trivially satisfied since there are no
triple intersections of footprints. Then with xi3 ∈ U ′3 as in Example 6.1.11 the chain of
equivalences (6.1.5) lifts to the obstruction space E′3 = C as
(6.1.6) (3, x13, α+ ιˆβ) ∼ (3, x23, α+ 2ιˆβ).
In order to also obtain the equivalences
(6.1.7) (3, x13, α+ ιˆβ) ∼ (3, x23, α+ ιˆβ)
we add another basic chart K′4 = K′3|U ′4 with domain indicated in Figure 6.1.1,
U ′4 := V ∪ V 23 , V := pi−1
(
F13 × R
) ∩ U ′3.
This chart has footprint F ′4 = F13, so it requires no compatibility with K′2, and for
I ⊂ {1, 3, 4} we always have F ′I = F13. We define the transition charts as restrictions
K′14 := K
′
1|pi(U ′4), K′34 = K′3|U ′4 , K134 := K3|V .
Then we obtain the coordinate changes Φ̂I,J for I ( J ⊂ {1, 3, 4} by setting φ̂ ′IJ := idC
and φ′IJ equal either to the identity or to pi
−1, as appropriate, on the domains
U ′1,14 := pi(U
′
4), U
′
4,14 = U
′
3,34 = U
′
4,34 := U
′
4,
U ′1,134 = U
′
14,134 := pi(V ), U
′
3,134 = U
′
4,134 = U
′
13,134 := V.
To see that the cocycle condition holds, note that we only need to check it for the triples
(i, 34, 134), i = 3, 4, (j, 14, 134), j = 1, 4, and (k, 13, 134), k = 1, 3, and in all of these
cases both φ′JK ◦ φ′IJ and φ′IK have equal domain, given by V or pi(V ). This provides
another chain of morphisms between the same objects as in (6.1.5),
(3, x23) ∼ (34, x23) ∼ (4, x23) ∼ (14, y) ∼ (1, y) ∼ (13, x13) ∼ (3, x13),
whose lift to the obstruction space is (6.1.7) since φ̂ ′IJ = idC for all coordinate changes
involved. Therefore, the fiber of |piK′ | : |EK′ | → |K′| over [3, x13] = [3, x23] is
|prK|−1([3, x13]) = C
/(
α+ιˆβ ∼ α+2ιˆβ
) ∼= R× S1,
which does not have the structure of a vector space, and in fact is not even contractible.
Finally, we give a simple example where |K| is not Hausdorff in any neighbourhood of
ιK(X) even though the map s× t : MorBK → ObjBK ×ObjBK is proper; cf. Section 2.6.
Example 6.1.13 (Failure of Hausdorff property). We construct a Kuranishi atlas for
X := R by starting with a basic chart whose footprint F1 = R already covers X,
K1 :=
(
U1 = R2 , E1 = R , s1(x, y) = y , ψ1(x, 0) = x
)
.
We then construct a second basic chart K2 := K1|U2 with footprint F2 = (0,∞) ⊂ R
and the transition chart K12 := K1|U12 as restrictions of K1 to the domains
U2 := {−y < x ≤ 0} ∪ {x > 0}, U12 := {x > 0}.
This induces coordinate changes Φ̂i,12 := Φ̂1,1|Ui,12 : Ki|Ui,12 → K12 for i = 1, 2 given
by restriction of the trivial coordinate change
(
φ1,1 = idR2 , φ̂1,1 = idR
)
to Ui,12 := U12.
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This defines a Kuranishi atlas since there are no compositions of coordinate changes for
which a cocycle condition needs to be checked. Moreover, s × t is proper because on
each of the finitely many connected components of MorBK the target map t restricts to
a homeomorphism to a connected component of ObjBK . (For example, t : MorBK ⊃
Ui,12 → U12 ⊂ ObjBK is the identity.)
On the other hand the images in |K| of the points (0, y) ∈ U1 and (0, y) ∈ U2 for y > 0
have no disjoint neighbourhoods since for every x > 0(
1, (x, y)
) ∼ (12, (x, y)) ∼ (2, (x, y)).
Therefore ιK(X) does not have a Hausdorff neighbourhood in |K|.
In Section 6.3 below we will achieve both the injectivity and the Hausdorff property by
a subtle shrinking of the domains of charts and coordinate changes. However, we are still
unable to make the Kuranishi neighbourhood |K| locally compact or even metrizable,
due to the following natural example.
Example 6.1.14 (Failure of metrizability and local compactness). For simplicity we
will give an example with noncompact X = R. (A similar example can be constructed
with X = S1.) We construct a Kuranishi atlas K on X by two basic charts, K1 = (U1 =
R, E1 = {0}, s = 0, ψ1 = id) and
K2 =
(
U2 = (0,∞)× R, E2 = R, s2(x, y) = y, ψ2(x, y) = x
)
,
one transition chart K12 = K2|U12 with domain U12 := U2, and the coordinate changes
Φ̂i,12 induced by the natural embeddings of the domains U1,12 := (0,∞) ↪→ (0,∞)×{0}
and U2,12 := U2 ↪→ U2. Then as a set |K| =
(
U1 unionsq U2 unionsq U12
)
/ ∼ can be identified with(
R×{0})∪ ((0,∞)×R) ⊂ R2. However, the quotient topology at (0, 0) ∈ |K| is strictly
stronger than the subspace topology. That is, for any O ⊂ R2 open the induced subset
O ∩ |K| ⊂ |K| is open, but some open subsets of |K| cannot be represented in this way.
In fact, for any ε > 0 and continuous function f : (0, ε)→ (0,∞), the set
Uf,ε :=
{
[x]
∣∣x ∈ U1, |x| < ε} ∪ {[(x, y)] ∣∣ (x, y) ∈ U2, |x| < ε, |y| < f(x)} ⊂ |K|
is open in the quotient topology. Moreover these sets form a basis for the neighbourhoods
of [(0, 0)] in the quotient topology. To see this, let V ⊂ |K| be open in the quotient
topology. Then, since pi−1K (V ) ∩ U1 is a neighbourhood of 0, there is ε > 0 so that
{(x, 0) | |x| < ε} ⊂ V . Further, define f : {x ∈ R | 0 < x < ε} → (0,∞) by f(x) :=
sup{δ |Bδ(x, 0) ⊂ V }, where Bδ(x, 0) is the open ball in R2 with radius δ. Then f(x) > 0
for all 0 < x < ε because pi−1K (V )∩U2 is a neighbourhood of (0, x). The triangle inequality
implies that f(x′) ≥ f(x)− |x′ − x| for all 0 < x, x′ < ε. Hence |f(x)− f(x′)| ≤ |x′ − x|,
so that f is continuous. Thus we have constructed a neighbourhood Uf,ε ⊂ |K| of [(0, 0)]
of the above type with Uf,ε ⊂ V .
We will use this to see that the point [(0, 0)] does not have a countable neighbourhood
basis in the quotient topology. Indeed, suppose by contradiction that (Uk)k∈N is such a
basis, then by the above we can iteratively find 1 > εk > 0 and fk : (0, εk) → (0,∞) so
that Ufk,εk ⊂ Uk∩Ufk−1, 12 εk−1 (with Uf0, 12 ε0 replaced by |K|). In particular, the inclusion
Ufk,εk ⊂ Ufk−1, 12 εk−1 implies εk < εk−1. Now there exists a continuous function g :
(0, 1)→ (0,∞) such that g(12εk) < fk(12εk) for all k ∈ N. Then the neighbourhood Ug,1
does not contain any of the Uk because Ug,1 ⊃ Uk ⊃ Ufk,εk implies that g(12εk) ≥ fk(12εk).
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This contradicts the assumption that (Uk)k∈N is a neighbourhood basis of [(0, 0)], hence
there exists no countable neighbourhood basis.
Note also that the point [(0, 0)] ∈ |K| has no compact neighbourhood with respect to
the subspace topology from R2, and hence neither with respect to the stronger quotient
topology on |K|.
Remark 6.1.15. For the Kuranishi atlas in Example 6.1.14 there exists an exhausting
sequence An ⊂ An+1 of closed subsets of ⋃I∈IK UI with the properties
• each piK(An) contains ιK(X);
• each piK(An) ⊂ |K| is metrizable and locally compact in the subspace topology;
• ⋃n∈NAn = ⋃I∈IK UI .
For example, we can take An to be the disjoint union of the closed sets
An1 = [−n, n] ⊂ U1, An2 := {(x, y) ∈ U2
∣∣x ≥ 1n , |y| ≤ n},
and any closed subset An12 ⊂ An2 . However, in the limit [(0, 0)] becomes a “bad point”
because its neighbourhoods have to involve open subsets of U2.
In fact, if we altered Example 6.1.14 to a Kuranishi atlas for the compact space
X = S1, then we could choose An compact, so that the subspace and quotient topologies
on piK(An) coincide by Proposition 6.2.18 (ii). We emphasize the subspace topology
above because that is the one inherited by (open) subsets of An. For example, the
quotient topology on piK(An), where An :=
⋃
I int(A
n
I ) has the same bad properties at
[( 1n , 0)] as the quotient topology on |K| has at [(0, 0)], while the subspace topology on
piK(An) is metrizable. We prove in Proposition 6.2.18 that a similar statement holds
for all K, though there we only consider a fixed set A since we have no need for an
exhaustion of the domains.
We end by comparing our choice of definition with the notions of Kuranishi structures
in the current literature.
Remark 6.1.16. (i) We defined the notion of a Kuranishi atlas so that it is relatively
easy to construct from an equivariant Fredholm section. The only condition that is dif-
ficult to satisfy is the cocycle condition since that involves making compatible choices
of all the domains UIJ . However, we show in Theorem 6.2.6 that, provided the obstruc-
tion bundles satisfy an additivity condition, one can always construct a Kuranishi atlas
from a tuple of charts and coordinate changes that satisfy the weak cocycle condition
in Definition 6.1.2, which is much easier to satisfy in practice. The additivity condition
is also naturally satisfied by the sum constructions for finite dimensional reductions of
holomorphic curve moduli spaces in e.g. [FO] and Section 4.
(ii) A Kuranishi structure in the sense of [FO, J] is given in terms of germs of charts
at every point of X and some set of coordinate changes. While this is a natural idea,
we were not able to find a meaningful notion of compatible coordinate changes; see the
discussion in Section 2.5. Recently, there seems to be a general understanding in the
field that explicit charts and coordinate changes are needed.
(iii) A Kuranishi structure in the sense of [FOOO, App. A] consists of a Kuranishi
chart Kp at every point p ∈ X and coordinate changes Kq|Uqp → Kp whenever q ∈ Fp,
and requires the weak cocycle condition. The idea from [FO] for constructing such a
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Kuranishi structure also starts with a finite covering family of basic charts (Ki). Then the
chart at p is obtained by a sum construction from the charts Ki with p ∈ Fi. We outline
in Section 4 how the analytic aspects of this sum construction can be made rigorous in
the case of genus zero Gromov–Witten moduli spaces. Moreover, the construction of the
sum charts and coordinate changes needs to be essentially canonical in order to achieve
even the weak cocycle condition.
In the case of trivial isotropy, an abstract weak Kuranishi atlas in the sense of Def-
inition 6.2.2 induces a Kuranishi structure in the sense of [FOOO, App. A] as follows.
Given a covering family of basic charts (Ki)i=1,...,N with footprints Fi and transition
data (KI , Φ̂IJ), choose a family of compact subsets Ci ⊂ Fi that also cover X. Then
for any p ∈ X one obtains a Kuranishi chart Kp by choosing a restriction of KIp to
Fp := ∩i∈IpFir ∪i/∈Ip Ci, where Ip := {i | p ∈ Ci}. This construction guarantees that for
q ∈ Fp we have Iq ⊂ Ip and thus can restrict the coordinate change Φ̂IqIp to a coordinate
change from Kq to Kp. The weak cocycle condition is preserved by these choices. Note
however that neither this notion of a Kuranishi structure nor a weak Kuranishi atlas is
sufficient for our approach to the construction of a VMC. (We start from a weak Kuran-
ishi atlas with extra additivity condition as in (i). This allows us to achieve the strong
cocycle condition and a tameness property by a shrinking procedure. The latter are
crucial to achieve compactness and Hausdorff properties of perturbed solution spaces.)
Essentially, Fukaya et al use the same approach for constructing a Kuranishi structure.
However, instead of formulating the notion of a (weak) atlas, they first work on the
level of the infinite family of charts (Kp)p∈X and only later rebuild a finite covering by
“orbifold charts” to form a “good coordinate system”. There is some justification for
this approach when there is isotropy, since in this case the notion of a weak Kuranishi
atlas, although very natural, involves some new ideas such as coverings involved in the
coordinate changes, see [McW1]. However, when there is no isotropy it seems cleaner
to work directly with the charts in the finite covering family rather than passing to the
uncountably many small charts Kp.
(iv) Some recent work uses the notion of “good coordinate system” from [FO, FOOO, J]
instead of a Kuranishi structure, which is introduced there as intermediate step in the
construction of a VMC. The early versions of this notion had serious problems since
the proof of existence (in [FO, Lemma 6.3]) is based on notions of germs and does not
address the cocycle condition. Moreover, it required a totally ordered set of charts but
does not clarify the relationship between order and overlaps. In its most recent version
in [FOOO12] (and in the case when there is no isotropy), a good coordinate system
requires a finite cover of X by a partially ordered set of charts (KI)I∈P and coordinate
changes KI → KJ for I ≤ J , where the order is compatible with the overlaps of the
footprints in the sense that FI ∩FJ 6= ∅ implies I ≤ J or J ≤ I. Moreover, a complicated
set of extra conditions must be satisfied to ensure that the resulting quotient space is
well behaved. The arguments for the existence of a good coordinate system are also very
complicated because they must deal with two problems at once: In the language used
here, the resulting type of atlas is in particular required to be both tame and reduced.
In our approach these questions are separated in order to clarify exactly what choices
and constructions are needed. Thus we first establish tameness and then tackle the
problem of reduction. In the case of trivial isotropy, after constructing a Kuranishi
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atlas K with additivity and the strong cocycle condition, we then refine the cover to
obtain data with the most important properties of a “good coordinate system” as in
[FOOO12]. More precisely, we construct in Proposition 7.1.15 a Kuranishi atlas KV ,
with basic charts KVI for I ∈ IK given by restriction of the charts in K to precompact
subsets of the domain, such that the overlaps of footprints are compatible with the
partial ordering by the inclusion relation on IK. We will show that the realization |KV |
injects continuously into |K| and inherits the Hausdorff property from |K| as well as
the homeomorphism property of the natural maps UVC → |KV | from the domain of each
Kuranishi chart in KV . Here the advantage of constructing KV via K is that K has fewer
basic charts and coordinate changes, each with large domain, which makes it relatively
easy to analyze the properties of its realization |K|. On the other hand, KV has smaller
domains but many more coordinate changes, which makes it hard to deduce properties
such as Hausdorffness directly. However, good topological properties transfer from K
to KV because its coordinate changes are given by restriction from K, hence are not
independent of each other. In fact, it turns out to be easier and perhaps more natural to
deal with an associated subcategory BK|V of BK, rather than with the Kuranishi atlas
KV itself; cf. Definition 7.1.2.
6.2. Additivity, Tameness and the Hausdorff property.
We begin by introducing the notion of an additive weak Kuranishi atlas, which can
be constructed in practice on compactified holomorphic curve moduli spaces, as outlined
in Theorem A and Section 4. In contrast, we then introduce tameness conditions for
Kuranishi atlases that imply the Hausdorff property of the Kuranishi neighbourhood.
Finally, we provide tools for refining Kuranishi atlases to achieve the tameness condition.
Definition 6.2.1. A weak Kuranishi atlas of dimension d is a covering family of
basic charts of dimension d with transition data K = (KI , Φ̂IJ)I,J∈IK,I(J as in Definition
6.1.1, that satisfy the weak cocycle condition Φ̂JK ◦ Φ̂IJ ≈ Φ̂IK for every triple I, J,K ∈
IK with I ( J ( K.
This weaker notion of Kuranishi atlas is crucial for two reasons. Firstly, in the appli-
cation to moduli spaces of holomorphic curves, it is not clear how to construct Kuranishi
atlases that satisfy the cocycle condition. Secondly, it is hard to preserve the cocycle
condition while manipulating Kuranishi atlases, for example by shrinking as we do below.
Note that if K is only a weak Kuranishi atlas then we cannot define its domain category
BK precisely as in Definition 6.1.5 since the given set of morphisms is not closed under
composition. We will deal with this by simply not considering this category unless K is
a Kuranishi atlas, i.e. satisfies the standard cocycle condition (6.1.1).
On the other hand, the constructions of transition data in practice, e.g. in Section 4,
use a sum construction for basic charts, which has the effect of adding the obstruction
bundles, and thus yields the following additivity property. Here we simplify the notation
by writing Φ̂iI := Φ̂{i}I for the coordinate change Ki = K{i} → KI where i ∈ I.
Definition 6.2.2. Let K be a weak Kuranishi atlas. We say that K is additive if for
each I ∈ IK the linear embeddings φ̂iI : Ei → EI induce an isomorphism∏
i∈I φ̂iI :
∏
i∈I Ei
∼=−→ EI , or equivalently EI =
⊕
i∈I φ̂iI(Ei).
In this case we abbreviate notation by s−1J (EI) := s
−1
J
(
φ̂IJ(EI)
)
and s−1J (E∅) := s
−1
J (0).
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The additivity property is useful since it extends the automatic control of transition
maps on the zero sets s−1J (0) to a weaker control on larger parts of the Kuranishi domains
UJ as follows.
Lemma 6.2.3. Let K be an additive weak Kuranishi atlas. Then for any H, I, J ∈ IK
with H, I ⊂ J we have
φ̂IJ(EI) ∩ φ̂HJ(EH) = φ̂(I∩H)J(E(I∩H)J),(6.2.1)
s−1J (EI) ∩ s−1J (EH) = s−1J (EI∩H).(6.2.2)
In particular, we deduce
(6.2.3) H ∪ I ⊂ J, I ∩H = ∅ =⇒ s−1J (EI) ∩ s−1J (EH) = s−1J (0).
Proof. Generally, for H, I ⊂ J we have a direct sum ⊕i∈I∪H φ̂iI(Ei) ⊂ EJ and hence
φ̂IJ(EI) ∩ φ̂HJ(EH) = φ̂IJ
(⊕
i∈I φ̂iI(Ei)
)
∩ φ̂HJ
(⊕
i∈H φ̂iH(Ei)
)
=
(⊕
i∈I φ̂iJ(Ei)
)
∩
(⊕
i∈H φ̂iJ(Ei)
)
=
⊕
i∈I∩H φ̂iJ(Ei) = φ̂(I∩H)J
(⊕
i∈I∩H φ̂i(I∩H)(Ei)
)
= φ̂(I∩H)J(EI∩H).
This proves (6.2.1). Applying s−1J to both sides and recalling our abbreviations then
implies (6.2.2). If moreover I ∩H = ∅ then EI∩H = E∅ = {0}, which implies (6.2.3). 
Before stating the main theorem, we introduce a notion of metrics on Kuranishi atlases
that will be useful in the construction of perturbations in Section 7.3.
Definition 6.2.4. A Kuranishi atlas K is said to be metrizable if there is a bounded
metric d on the set |K| such that for each I ∈ IK the pullback metric dI := (piK|UI )∗d
on UI induces the given topology on the manifold UI . In this situation we call d an
admissible metric on |K|. A metric Kuranishi atlas is a pair (K, d) consisting of
a metrizable Kuranishi atlas together with a choice of admissible metric d. For a metric
Kuranishi atlas, we denote the δ-neighbourhoods of subsets Q ⊂ |K| resp. A ⊂ UI for
δ > 0 by
Bδ(Q) :=
{
w ∈ |K| | ∃q ∈ Q : d(w, q) < δ},
BIδ (A) :=
{
x ∈ UI | ∃a ∈ A : dI(x, a) < δ
}
.
We next show that if d is an admissible metric on |K|, then the metric topology on
|K| is weaker (has fewer open sets) than the quotient topology, which generally is not
metrizable by Example 6.1.14.
Lemma 6.2.5. Suppose that d is an admissible metric on the virtual neighbourhood |K|
of a Kuranishi atlas K. Then the following holds.
(i) The identity id|K| : |K| → (|K|, d) is continuous as a map from the quotient
topology to the metric topology on |K|.
(ii) In particular, each set Bδ(Q) is open in the quotient topology on |K|, so that the
existence of an admissible metric implies that |K| is Hausdorff.
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(iii) The embeddings φIJ that are part of the coordinate changes for I ( J ∈ IK are
isometries when considered as maps (UIJ , dI)→ (UJ , dJ).
Proof. Since the neighbourhoods of the form Bδ(Q) define the metric topology, it suffices
to prove that these are also open in the quotient topology, i.e. that each subset UI ∩
pi−1K (Bδ(Q)) is open in UI . So consider x ∈ UI with piK(x) ∈ Bδ(Q). By hypothesis
there is q ∈ Q and ε > 0 such that d(piK(x), q) < δ − ε, and compatibility of metrics
and the triangle inequality then imply the inclusion piK(BIε (x)) ⊂ Bε(Q) ⊂ Bδ(Q). Thus
BIε (x) is a neighbourhood of x ∈ UI contained in UI ∩ pi−1K (Bδ(Q)). This proves the
openness required for (i) and (ii). Since every metric space is Hausdorff, |K| is therefore
Hausdorff in the quotient topology as stated in (ii). Claim (iii) is immediate from the
construction. 
One might hope to achieve the Hausdorff property by constructing an admissible
metric, but the existence of the latter is highly nontrivial. Instead, in a refinement
process that will take up the next two sections, we will first construct a Kuranishi
atlas whose virtual neighbourhood has the Hausdorff property, then prove metrizability
of certain subspaces, and finally obtain an admissible metric by pullback to a further
refined Kuranishi atlas. This process will prove the following theorem whose formulation
uses the notions of shrinking from Definition 6.3.2, tameness from Definition 6.2.7, and
cobordism from Definition 6.4.6. The formulation below is somewhat informal; more
precise statements may be found in the results quoted in its proof.
Theorem 6.2.6. Let K be an additive weak Kuranishi atlas on a compact metrizable
space X. Then an appropriate shrinking of K provides a metrizable tame Kuranishi atlas
K′ with domains (U ′I ⊂ UI)I∈IK′ such that the realizations |K′| and |EK′ | are Hausdorff
in the quotient topology. In addition, for each I ∈ IK′ = IK the projection maps piK′ :
U ′I → |K′| and piK′ : U ′I×EI → |EK′ | are homeomorphisms onto their images and fit into
a commutative diagram
U ′I × EI
piK′
↪−→ |EK′ |
↓ ↓|prK′ |
U ′I
piK′
↪−→ |K′|
where the horizontal maps intertwine the vector space structure on EI with a vector space
structure on the fibers of |prK′ |.
Moreover, any two such shrinkings are cobordant by a metrizable tame Kuranishi
cobordism whose realization also has the above Hausdorff, homeomorphism, and linearity
properties.
Proof. The key step is Proposition 6.3.4, which establishes the existence of a tame shrink-
ing. As we show in Proposition 6.3.7, the existence of a metric tame shrinking is an
easy consequence. Uniqueness up to metrizable tame cobordism is proven in Proposi-
tion 6.4.17. By Proposition 6.2.13, tameness implies the Hausdorff and homeomorphism
properties. The diagram commutes since it arises as the realization of commuting func-
tors to prK′ : EK′ → BK′ , and we prove the linearity property in Proposition 6.2.14.
Finally, the last statement follows from Lemma 6.4.11 where we show that the real-
ization of every tame Kuranishi cobordism has the Hausdorff, homeomorphism, and
linearity properties. 
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The Hausdorff property for the Kuranishi neighbourhood |K| will require the following
control of the domains of coordinate changes, which we will achieve in Section 6.3 by a
shrinking from an additive weak Kuranishi atlas.
Definition 6.2.7. A weak Kuranishi atlas is tame if it is additive, and for all I, J,K ∈
IK we have
UIJ ∩ UIK = UI(J∪K) ∀I ⊂ J,K;(6.2.4)
φIJ(UIK) = UJK ∩ s−1J
(
φ̂IJ(EI)
) ∀I ⊂ J ⊂ K.(6.2.5)
Here we allow equalities, using the notation UII := UI and φII := IdUI . Further, to
allow for the possibility that J ∪ K /∈ IK, we define UIL := ∅ for L ⊂ {1, . . . , N} with
L /∈ IK. Therefore (6.2.4) includes the condition
UIJ ∩ UIK 6= ∅ =⇒ FJ ∩ FK 6= ∅
( ⇐⇒ J ∪K ∈ IK ).
The first tameness condition (6.2.4) extends the identity for footprints ψ−1I (FJ) ∩
ψ−1I (FK) = ψ
−1
I (FJ∪K) to the domains of the transition maps in UI . In particular, with
J ⊂ K it implies nesting of the domains of the transition maps,
(6.2.6) UIK ⊂ UIJ ∀I ⊂ J ⊂ K.
The second tameness condition (6.2.5) extends the control of transition maps between
footprints and zero sets φIJ(ψ
−1
I (FK)) = ψ
−1
J (FK) = UJK ∩ s−1J (0) to the Kuranishi
domains. In particular, with J = K it controls the image of the transition maps,
(6.2.7) imφIJ := φIJ(UIJ) = s
−1
J (φ̂IJ(EI)) ∀I ⊂ J.
This implies that the image of φIJ is a closed subset of UJ , and is a much strengthened
form of the ”infinitesimal tameness” im dyφIJ = (dsJ)
−1(φ̂IJ(EI)) provided at the points
y ∈ imφIJ by Definition 5.2.1. The next lemma shows, somewhat generalized, that every
tame weak Kuranishi atlas in fact satisfies the strong cocycle condition, so in particular
is a Kuranishi atlas.
Lemma 6.2.8. Suppose that the weak Kuranishi atlas K satisfies the tameness conditions
(6.2.4), (6.2.5) for all I, J,K ∈ IK with |I| ≤ k. Then for all I ⊂ J ⊂ K with |I| ≤ k
the strong cocycle condition (6.1.2) is satisfied, i.e. φJK ◦ φIJ = φIK with equality of
domains
UIJ ∩ φ−1IJ (UJK) = UIK .
Proof. From the tameness conditions (6.2.4) and (6.2.7) we obtain for all I ⊂ J ⊂ K
with |I| ≤ k
φIJ(UIK) = UJK ∩ s−1J (φ̂IJ(EI)) = UJK ∩ φIJ(UIJ).
Applying φ−1IJ to both sides and using (6.2.6) implies equality of the domains. Then the
weak cocycle condition φJK ◦ φIJ = φIK on the overlap of domains is identical to the
strong cocycle condition. 
The above remarks do not use additivity. However, we formulated Definition 6.2.7 so
that tameness implies additivity, because the most useful consequences come by using
additivity. In particular, we obtain a limited transversality for the embeddings of the do-
mains involved in coordinate changes. This property is crucial to guarantee the existence
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of coherent (i.e. compatible with coordinate changes) perturbations of the canonical sec-
tion sK of a tame Kuranishi atlas. However, due to further technical complications, we
will not use it directly in the constructions of Section 7.3.
Lemma 6.2.9. If K is a tame Kuranishi atlas, then for any H, I, J ∈ IK with H ∩
I 6= ∅ and H ∪ I ⊂ J the two submanifolds imφHJ and imφIJ of imφ(H∪I)J intersect
transversally in imφ(H∩I)J .
Proof. We will make crucial use of tameness, which identifies
imφLJ = s
−1
J (EL) := s
−1
J
(
φ̂LJ(EL)
)
for L = H, I,H ∩ I,H ∪ I, with the preimages under sJ of the images of the linear
embeddings, im φ̂LJ = φ̂LJ(EL) ⊂ EJ . The inclusions s−1J
(
im φ̂LJ
) ⊂ s−1J (im φ̂(H∪I)J)
for L = H, I then follow from the linear cocycle condition φ̂LJ = φ̂(H∪I)J ◦φ̂L(H∪I), which
implies im φ̂LJ ⊂ im φ̂(H∪I)J . The intersection identity s−1J
(
im φ̂HJ
) ∩ s−1J (im φ̂IJ) =
s−1J
(
im φ̂(H∩I)J
)
follows by applying s−1J to the additivity property (6.2.1).
To prove the transversality of intersection, we use additivity and the linear cocycle
condition to obtain the decomposition
im φ̂(H∪I)J ∼= im φ̂HJ
/
im φ̂(H∩I)J
⊕ im φ̂(H∩I)J ⊕ im φ̂IJ
/
im φ̂(H∩I)J
.
Applying the isomorphism ds−1J to a complement of ker dsJ ⊂ TUJ , and adding this
kernel to the middle factor, this implies
ds−1J
(
im φ̂(H∪I)J
) ∼= ds−1J (im φ̂HJ)
ds−1J
(
im φ̂(H∩I)J
) ⊕ ds−1J (im φ̂(H∩I)J) ⊕ ds−1J (im φ̂IJ)
ds−1J
(
im φ̂(H∩I)J
) .
Since im φ̂(H∩I)J ⊂ im φ̂LJ for L = H, I this implies transversality
ds−1J
(
im φ̂(H∪I)J
)
= ds−1J
(
im φ̂HJ
)
+ ds−1J
(
im φ̂IJ
)
as claimed. 
We now show that the additivity and tameness conditions give us very useful control
over the equivalence relation∼ on ObjBK , given in Definition 6.1.8 by abstractly inverting
the morphisms. We reformulate it here with the help of a partial order given by the
morphisms – more precisely the embeddings φIJ that are part of the coordinate changes.
Definition 6.2.10. Let  denote the partial order on ObjBK given by
(I, x)  (J, y) :⇐⇒ MorBK((I, x), (J, y)) 6= ∅.
That is, we have (I, x)  (I, y) iff x ∈ UIJ and y = φIJ(x). Moreover, for any I, J ∈ IK
and a subset SI ⊂ UI we denote the subset of points in UJ that are equivalent to a point
in SI by
εJ(SI) := pi
−1
K (piK(SI)) ∩ UJ =
{
y ∈ UJ
∣∣ ∃x ∈ SI : (I, x) ∼ (J, y)} ⊂ UJ .
There is a similar partial order on ObjEK given by
(I, x, e)  (J, y, f) :⇐⇒ MorEK((I, x, e), (J, y, f)) 6= ∅.
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The notation εJ(SI) will obtain a more useful interpretation in Lemma 6.2.8 below.
The relation  on ObjEK is very similar to that on ObjBK . Indeed, (I, x, e)  (J, y, f)
implies (I, x)  (J, y). Conversely, if (I, x)  (J, y) then for every e ∈ EI there is a
unique f ∈ EJ such that (I, x, e)  (J, y, f). Thus to ease notation we mostly work with
the relation on ObjBK though any statement about this has an immediate analog for the
relation on ObjEK (and vice versa).
Lemma 6.2.11. The equivalence relation ∼ on ObjBK of Definition 6.1.8 is equivalently
defined by (I, x) ∼ (J, y) iff there is a finite tuple of objects (I0, x0), . . . , (Ik, xk) ∈ ObjBK
such that
(I, x) = (I0, x0)  (I1, x1)  (I2, x2)  . . . (Ik, xk) = (J, y)(6.2.8)
or (I, x) = (I0, x0)  (I1, x1)  (I2, x2)  . . . (Ik, xk) = (J, y).
Proof. The relation  is transitive by the cocycle condition 6.1.3 (d) and antisymmetric
since the transition maps are directed. In particular, we have (I, x)  (I, y) iff x = y.
The two definitions of ∼ are equivalent since, if (6.2.8) had consecutive morphisms
(I`−1, x`−1)  (I`, x`)  (I`+1, x`+1), these could be composed to a single morphism
(I`−1, x`−1)  (I`+1, x`+1) by the cocycle condition. Similarly, any consecutive mor-
phisms (I`−1, x`−1)  (I`, x`)  (I`+1, x`+1) can be composed to a single morphism
(I`−1, x`−1)  (I`+1, x`+1). 
When K is tame, the definition of ∼ in terms of  can be simplified, and thus has
good topological properties, as follows. Note that, because tame K are additive, we now
denote s−1J (EI) := s
−1
J (φ̂IJ(EI)) ⊂ UJ .
Lemma 6.2.12. Let K be a tame Kuranishi atlas.
(a) For (I, x), (J, y) ∈ ObjBK the following are equivalent.
(i) (I, x) ∼ (J, y);
(ii) there exists z ∈ UI∪J such that (I, x)  (I ∪ J, z)  (J, y);
(iii) there exists w ∈ UI∩J such that (I, x)  (I ∩ J,w)  (J, y).
(b) For (I, x, e), (J, y, f) ∈ ObjEK the following are equivalent.
(i) (I, x, e) ∼ (J, y, f);
(ii) (I, x) ∼ (J, y) and φ̂I(I∪J)(e) = g = φ̂J(I∪J)(f) for some g ∈ EI∪J ;
(iii) (I, x) ∼ (J, y) and φ̂−1(I∪J)I(e) = d = φ̂−1(I∩J)J(f) for some d ∈ EI∩J .
(c) piK : UI → |K| and piK : UI × EI → |EK| are injective for each I ∈ IK, that is
(I, x, e) ∼ (I, y, f) implies x = y and e = f . In particular, the elements z and
w in (a) resp. g and d in (b) are automatically unique.
(d) For any I, J ∈ IK and SI ⊂ UI we have
εJ(SI) = φ
−1
J(I∪J)
(
φI(I∪J)(SI)
)
= φ(I∩J)J
(
φ−1(I∩J)I(SI)
)
;
in particular
εJ(UI) := UJ ∩ pi−1K
(
piK(UI)
)
= UJ(I∪J) ∩ s−1J (EI∩J).
(e) If SI ⊂ UI is closed, then εJ(SI) ⊂ UJ is closed. In particular we have εJ(AI) ⊂
εJ(AI) for any subset AI ⊂ UI .
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Proof. We first prove the following intermediate results:
Claim 1: Suppose (I, x, e)  (K, z, g)  (J, y, f) for some (K, z, g) ∈ ObjEK, then there
exists w ∈ UI∩J and d ∈ EI∩J such that (I, x, e)  (I ∩ J,w, d)  (J, y, f).
Indeed, tameness (6.2.7) and additivity (6.2.2) imply
z ∈ φIK(UIK) ∩ φJK(UJK) = s−1K (EI) ∩ s−1K (EJ) = s−1K (EI∩J) = φ(I∩J)K(U(I∩J)K).
Therefore we have z = φ(I∩J)K(w) for some w ∈ U(I∩J)K . We also have z = φIK(x)
by assumption, and Lemma 6.2.8 implies that φ(I∩J)K(w) = φIK
(
φ(I∩J)I(w)
)
, so the
elements x and φ(I∩J)I(w) of UIK have the same image under φIK . Since the latter
is an embedding we deduce x = φ(I∩J)I(w). Similarly, y = φ(I∩J)J(w) follows from
φ(I∩J)K = φJK ◦ φ(I∩J)J . Moreover, we have φ̂IK(e) = g = φ̂JK(f) by assumption, so
g ∈ (φ̂IK(EI)) ∩ (φ̂JK(EJ)) = φ̂(I∩J)K(E(I∩J)K) by additivity (6.2.1). Now applying
φ̂−1(I∩J)K together with the cocycle conditions φ̂(I∩J)K = φ̂•K ◦ φ̂(I∩J)• for • = I, J we
obtain φ̂−1(I∩J)I(e) = φ̂
−1
(I∩J)J(f) = φ̂
−1
(I∩J)K(g) =: d.
Claim 2: Suppose (I, x, e)  (H,w, d)  (J, y, f) for some (H,w, d) ∈ ObjEK, then
there exists z ∈ UI∪J and g ∈ EI∪J such that (I, x, e)  (I ∪ J, z, g)  (J, y, f).
Indeed, (6.2.4) implies that w ∈ UH(I∪J) so that z := φH(I∪J)w ∈ UI∪J is defined. We
also have x = φHI(w) by assumption, which together with Lemma 6.2.8 implies
z = φH(I∪J)(w) = φ(I∪J)I
(
φHI(w)
)
= φ(I∪J)I(x).
Similarly, z = φ(I∪J)J(y) follows from y = φHJ(w) and the strong cocycle condition
(6.1.2), proved in Lemma 6.2.8. Moreover, we have e = φ̂HI(d) and f = φ̂HJ(d), so can
apply the cocycle conditions φ̂H(I∪J) = φ̂•(I∪J) ◦ φ̂H• for • = I, J to obtain
φ̂I(I∪J)(e) = φ̂J(I∪J)(f) = φ̂H(I∪J)(d) =: g.
Now to prove part (a), observe that Claims 1 and 2 imply the analogous statements
on ObjBK by picking the zero vector for each e, f, g, d. With that, (ii) ⇒ (iii) follows
from Claim 1, and (iii) ⇒ (i) holds by definition of the equivalence relation ∼. The
implication (i)⇒ (ii) is proven by noting as above that consecutive morphisms in (6.2.8)
in the same direction can be composed to a single morphism by the cocycle condition.
Combining this with Claim 1 and Claim 2 above, any tuple of morphisms (6.2.8) can
be replaced by two morphisms (I, x)  (H,w)  (J, y) or (I, x)  (K, z)  (J, y). We
then use once more Claim 2 or Claims 1 and 2 to deduce the existence of morphisms
(I, x)  (I ∪ J, z)  (J, y). This proves (a), and (b) is proven in complete analogy.
Next, part (c) is a consequence of (i)⇒(ii) since φII = IdUI and φ̂II = IdEI . The
formulas for εJ(SI) in (d) follow immediately from the equivalent definitions of ∼ in (a).
In case SI = UI we can moreover use (6.2.7) and (6.2.2) to obtain
εJ(UI) = φ
−1
J(I∪J)
(
s−1I∪J(EI)
)
= φ−1J(I∪J)
(
s−1I∪J(EI) ∩ s−1I∪J(EJ)
)
= φ−1J(I∪J)
(
s−1I∪J(EI∩J)
)
= UJ(I∪J) ∩ s−1J (EI∩J)
)
.
If in addition SI ⊂ UI is closed, then εJ(SI) = φ(I∩J)J
(
φ−1(I∩J)I(SI)
) ⊂ imφ(I∩J)J is
closed since the transition maps are homeomorphisms to their images. The tameness
80 DUSA MCDUFF AND KATRIN WEHRHEIM
assumption (6.2.7) ensures that imφ(I∩J)J ⊂ UJ is closed, and hence εJ(SI) ⊂ UJ is
closed. Now for any subset AI ⊂ UI we have εJ(AI) contained in the closed subset
εJ(AI) ⊂ UJ , hence by definition the closure εJ(AI) ⊂ UJ is contained in εJ(AI). This
finishes the proof of (e). 
With these preparations we show in the following propositions that the additivity
and tameness conditions imply the Hausdorff, homeomorphism, and linearity properties
claimed in Theorem 6.2.6.
Proposition 6.2.13. Suppose that the Kuranishi atlas K is tame. Then |K| and |EK|
are Hausdorff, and for each I ∈ IK the quotient maps piK|UI : UI → |K| and piK|UI×EI :
UI × EI → |EK| are homeomorphisms onto their image.
Proof. The claims for K follow from that for |EK| since |K| can be identified with the
zero section of the bundle pr : |EK| → |K|, which is a closed subset. However, to avoid
carrying along unnecessary notation, we first prove the statement for |K|, and then sketch
the necessary extensions of the argument for |EK|.
Since each component of ObjBK =
⋃
I∈IK UI is Hausdorff and locally compact, its
quotient |K| = ObjBK/∼ is Hausdorff exactly if the equivalence relation ∼ is closed.
Since IK is finite, it suffices to consider sequences UI 3 xν → x∞ and UJ 3 yν → y∞ of
equivalent objects (I, xν) ∼ (J, yν) for all ν ∈ N and check that (I, x∞) ∼ (J, y∞). For
that purpose denote H := I ∩ J , then by Lemma 6.2.12(a) there is a sequence wν ∈ UH
such that xν = φHI(w
ν) and yν = φHJ(w
ν). Now it follows from the tameness condition
(6.2.7) that x∞ lies in the relatively closed subset φHI(UHI) = s−1I (EH) ⊂ UI , and
since φHI is a homeomorphism to its image we deduce convergence w
ν → w∞ ∈ UHI
to a preimage of x∞ = φHI(w∞). Then by continuity of the transition map we obtain
φHJ(w
∞) = y∞, so that (I, x∞) ∼ (J, y∞) as claimed. Thus |K| is Hausdorff.
To show that piK|UI is a homeomorphism onto its image, first recall that it is injective
by Lemma 6.2.12 (c). It is moreover continuous since |K| is equipped with the quotient
topology. Hence it remains to show that piK|UI is an open map to its image, i.e. for any
given open subset SI ⊂ UI we must find an open subsetW ⊂ |K| such thatW∩piK(UI) =
piK(SI). Since |K| is given the quotient topology,W is open precisely if pi−1K (W)∩UJ ⊂ UJ
is open for each J ∈ IK. Equivalently, we could find open subsets WJ ⊂ UJ such that
WI = SI and
pi−1K
(
piK
(⋃
J∈IKWJ
))
=
⋃
J∈IKWJ ,
since then W := piK
(⋃
J∈IKWJ
) ⊂ |K| is the required open set. To construct these sets
we order IK = {I1, I2, . . . , IN} in any way such that I1 = I. Then we will iteratively
define open sets WI` ⊂ UI` and not necessarily open sets
W` := piK
(⋃`
k=1WIk
) ⊂ |K|
such that
(6.2.9) pi−1K (W`) ∩ UIk = WIk ∀ k = 1, . . . , `.
Obviously, we also need to begin with WI1 := SI , which is given as open. Then W1 =
piK(WI1) satisfies (6.2.9) for ` = 1 as we check with the help of Lemma 6.2.12 (c),
pi−1K (W1) ∩ UI1 = pi−1K (piK(WI1)) ∩ UI1 = εI1(WI1) = WI1 .
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Next, suppose that the open sets WI1 , . . . ,WI` are defined and satisfy (6.2.9). Then we
define
WI`+1 := UI`+1 r
⋃
n≤` εI`+1(UInrWIn)
by removing those points from the domain UI`+1 that would violate (6.2.9). This defines
an open subset WI`+1 ⊂ UI`+1 since by previous constructions WIn is open, so UInrWIn ⊂
UIn is closed, and by Lemma 6.2.12 (d) this implies closedness of εI`+1(UInrWIn). To
verify (6.2.9) with ` replaced by `+ 1 first note that for k = 1, . . . , ` we have
pi−1K
(
piK(WI`+1)
) ∩ UIk = εIk(WI`+1) ⊂ εIk(UI`+1r εI`+1(UIkrWIk)) ⊂WIk
since the complicated expression consists of those x ∈ UIk for which there exists y ∈ UI`+1
with x ∼ y and y 6∼ z for any z ∈ UIkrWIk , which implies x ∈WIk . Conversely, we have
pi−1K (W`) ∩ UI`+1 ⊂WI`+1
since for every n ≤ ` the intersection pi−1K (W`) ∩ εI`+1(UInrWIn) is empty. Indeed,
otherwise there exist x ∈ UI`+1 and y ∈ UInrWIn with x ∼ y, and on the other hand
piK(x) ∈ W`. However, this implies y ∈ pi−1K (W`) in contradiction to (6.2.9). Using these
two inclusions we can now finish the proof by verifying the iteration of (6.2.9),
pi−1K (W`+1) ∩ UIk =
(
pi−1K (W`) ∩ UIk
) ∪ (pi−1K (piK(WI`+1)) ∩ UIk) = WIk
holds for k = 1, . . . , `, and for k = `+ 1 we have
pi−1K (W`+1) ∩ UI`+1 =
(
pi−1K (W`) ∩ UI`+1
) ∪ (pi−1K (piK(WI`+1)) ∩ UI`+1) = WI`+1 .
This completes the proof of the statements about |K|. The analogous statements for
|EK| hold by using part (b) of Lemma 6.2.12 instead of part (a). 
Proposition 6.2.14. Let K be a tame Kuranishi atlas. Then there exists a unique linear
structure on the fibers of |prK| : |EK| → |K| such that for every I ∈ IK the embedding
piK : UI × EI → |EK| is linear on the fibers.
Proof. For fixed p ∈ |K| denote the union of index sets for which p ∈ piK(UI) by
Ip :=
⋃
I∈IK,p∈piK(UI)
I ⊂ {1, . . . , N}.
To see that Ip ∈ IK we repeatedly use the observation that Lemma 6.2.12 (a) implies
p ∈ piK(UI) ∩ piK(UJ) ⇒ (I, pi−1K (p) ∩ UI) ∼ (J, pi−1K (p) ∩ UJ) ⇒ I ∪ J ∈ IK.
Moreover, xp := pi
−1
K (p) ∩ UIp is unique by Lemma 6.2.12 (c). Next, any element in
the fiber [I, x, e] ∈ |prK|−1(p) is represented by some vector over (I, x) ∈ pi−1K (p), so
we have I ⊂ Ip and φIIp(x) = xp, and hence (I, x, e) ∼ (Ip, xp, φ̂IIp(e)). Thus piK :
{xp}×EIp → |prK|−1(p) is surjective, and by Lemma 6.2.12 (c) also injective. Thus the
requirement of linearity for this bijection induces a unique linear structure on the fiber
|prK|−1(p). To see that this is compatible with the injections piK : {x}×EI → |prK|−1(p)
for (I, x) ∼ (Ip, xp) note again that I ⊂ Ip since Ip was defined to be maximal, and hence
by Lemma 6.2.12 (b) (ii) the embedding factors as piK|{x}×EI = piK|{xp}×EIp ◦ φ̂IIp , where
φ̂IIp is linear by definition of coordinate changes. Thus piK|{x}×EI is linear as well. 
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Remark 6.2.15. It is tempting to think that additivity alone is enough to imply that
the fibers of |prK| : |EK| → |K| are vector spaces. However, if the first tameness condition
(6.2.4) fails because there is x ∈ (UIJ ∩UIK)rUI(J∪K), then both EJ and EK embed into
the fiber |prK|−1([I, x])), but may not be summable, since such sums are well defined by
additivity only in EJ∪K .
We end this section with further topological properties of the Kuranishi neighbourhood
of a tame Kuranishi atlas that will be useful when constructing an admissible metric in
Section 6.3 and eventually the virtual fundamental class in Section 7. For that purpose
we need to be careful in differentiating between the quotient and subspace topology on
subsets of the Kuranishi neighbourhood, as follows.
Definition 6.2.16. For any subset A ⊂ ObjBK of the union of domains of a Kuranishi
atlas K, we denote by
‖A‖ := piK(A) ⊂ |K|, |A| := piK(A) ∼= A/∼
the set piK(A) equipped with its subspace topology induced from the inclusion piK(A) ⊂ |K|
resp. its quotient topology induced from the inclusion A ⊂ ObjBK and the equivalence
relation ∼ on ObjBK (which is generated by all morphisms in BK, not just those between
elements of A).
Remark 6.2.17. In many cases we will be able to identify different topologies on subsets
of the Kuranishi neighbourhood |K| by appealing to the following elementary nesting
uniqueness of compact Hausdorff topologies:
Let f : X → Y be a continuous bijection from a compact topological space X to a
Hausdorff space Y . Then f is in fact a homeomorphism. Indeed, it suffices to see that f
is a closed map, i.e. maps closed sets to closed sets, since that implies continuity of f−1.
But any closed subset of X is also compact, and its image in Y under the continuous
map f is also compact, hence closed since Y is Hausdorff.
In particular, if Z is a set with nested compact Hausdorff topologies T1 ⊂ T2, then
idZ : (Z, T2)→ (Z, T1) is a continuous bijection, hence homeomorphism, i.e. T1 = T2.
Proposition 6.2.18. Let K be a tame Kuranishi atlas.
(i) For any subset A ⊂ ObjBK the identity map idpiK(A) : |A| → ‖A‖ is continuous.
(ii) If A < ObjBK is precompact, then both |A| and ‖A‖ are compact. In fact,
the quotient and subspace topologies on piK(A) coincide, that is |A| = ‖A‖ as
topological spaces.
(iii) If A < A′ ⊂ ObjBK, then piK(A) = piK(A) and piK(A) < piK(A′) in the topologi-
cal space |K|.
(iv) If A < ObjBK is precompact, then ‖A‖ = |A| is metrizable; in particular this
implies that ‖A‖ is metrizable.
Proof. To prove (i) recall that openness of U ⊂ piK(A) in the subspace topology implies
the existence of an open subset W ⊂ |K| with W ∩ piK(A) = U . Then we have A ∩
pi−1K (U) = A∩ pi−1K (W), where pi−1K (W) ⊂
⋃
I∈IK UI is open by definition of the quotient
topology on |K|. However, that exactly implies openness of A∩pi−1K (U) ⊂ A and thus of
U in the quotient topology. This proves continuity.
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The compactness assertions in (ii) follow from the compactness of A together with
the fact that both piK : A → |K| and piK : A → A/∼ are continuous maps. Moreover,
‖A‖ is Hausdorff because its topology is induced by the Hausdorff topology on |K|.
Therefore the identity map |A| → ‖A‖ is a continuous bijection from a compact space
to a Hausdorff space, and hence a homeomorphism by Remark 6.2.17, which proves the
equality of topologies.
In (iii), the continuity of piK implies piK(A) ⊂ piK(A) for the closure in |K|. On the other
hand, the compactness ofA implies that piK(A) is compact by (ii), in particular it is closed
and contains piK(A), hence also contains piK(A). This proves equality piK(A) = piK(A).
The last claim of (iii) then holds because piK(A) = piK(A) ⊂ piK(A′), and piK(A) is
compact by (ii).
To prove the metrizability in (iv), we will use Urysohn’s metrization theorem, which
says that any regular and second countable topological space is metrizable. Here ‖A‖ ⊂
|K| is regular (i.e. points and closed sets have disjoint neighbourhoods) since it is a
compact subset of a Hausdorff space. So it remains to establish second countability, i.e.
to find a countable base for the topology, namely a countable collection of open sets,
such that any other open set can be written as a union of part of the collection.
For that purpose first recall that each UI is a manifold, so is second countable by
definition. This property is inherited by the subsets AI ⊂ UI for I ∈ IK, and by their
images piK(AI) ⊂ |K| via the homeomorphisms piK|UI of Proposition 6.2.13. Moreover,
each piK(AI) is compact since it is the image under the continuous map piK of the closed
subset AI = A∩UI of the compact set A. So, in order to prove second countability of the
finite union ‖A‖ = ⋃I∈IK piK(AI) iteratively, it remains to establish second countability
for a union of two compact second countable subsets, as follows.
Claim: Let B,C ⊂ Y be compact subsets of a Hausdorff space Y such that B,C are
second countable in their subspace topologies. Then B ∪ C is second countable in the
subspace topology.
To prove this claim, let (V Bi )i∈N resp. (V
C
i )i∈N be countable neighbourhood bases for
B and C. Then (V Bi ∩ (BrC))i∈N resp. (V Ci ∩ (CrB))i∈N are countable neighbourhood
bases for the open subsets BrC ⊂ B resp. CrB ⊂ C. To finish the construction of a
countable neighborhood basis for B ∪ C it then suffices to find a countable collection of
open sets Wj ⊂ B ∪ C with the property
(6.2.10) R ⊂ B ∪ C open =⇒ R ∩ (B ∩ C) ⊂ ⋃
Wj⊂R
Wj .
For then R will be the union of these Wj together with all the sets V
B
i rC and V Ci rB
that are contained in R.
To construct the Wj , choose metrics d
B, dC on B,C respectively (which are guaranteed
by Urysohn’s metrization theorem). SinceB∩C is compact, the restrictions of the metrics
to this intersection are equivalent, i.e. there is κ > 1 such that
1
κd
B(x, y) ≤ dC(x, y) ≤ κ dB(x, y) ∀ x, y ∈ B ∩ C.
For any subset S ⊂ B and ε > 0 denote the ε-neighbourhood of S in B by
NBε (S) :=
{
y ∈ B ∣∣ infs∈SdB(y, s) < ε}
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and similarly define NCε (T ) for T ⊂ C. These are open sets by the triangle inequality.
Moreover, the triangle inequality for dC together with the above equivalence of metrics
gives the following nesting of neighbourhoods for all S ⊂ B ∩ C and ε, δ > 0,
(6.2.11) NCε
(NBδ (S) ∩ C) ⊂ NCκδ+ε(S).
Now for any S ⊂ B ∩ C and ε > 0 we define an ε-neighbourhood in B ∪ C by
Wε(S) := NBε (S) ∪
(
NCε
(NBε (S) ∩ C)) r (BrNBε (S))) ⊂ B ∪ C.
Note here that S = S∩B ⊂ NBε (S) already implies the inclusion S ⊂Wε(S). Moreover,
the definition is made to satisfy the nesting property
(6.2.12) T ⊂ S =⇒ Wε(T ) ⊂Wε(S).
To see that Wε(S) ⊂ B ∪ C is open, it suffices to check relative openness of the inter-
sections with B and C, since then both BrWε(S) and CrWε(S) are compact in the
relative topology, so is their union (BrWε(S)) ∪ (CrWε(S)) = (B ∪ C)rWε(S), and
hence Wε(S) ⊂ B∪C is the complement of a closed subset. Indeed, Wε(S)∩B = NBε (S)
is open since the ε-neighbourhoods were constructed open, and we use the inclusion
T ⊂ NCε (T ) for T = NBε (S) ∩ C to express
Wε(S) ∩ C = NCε
(NBε (S) ∩ C)) r (BrNBε (S))
as complement of a closed set in an open set. This shows openness of Wε(S) ∩ C and
hence of Wε(S). Moreover, the equivalence of metrics gives for any S ⊂ B ∩ C
Wε(S) ∩ C ⊂ NCε
(NBε (S) ∩ C)) ⊂ NCε (NCκε(S) ∩ C)) ⊂ NC(κ+1)ε(S).
Next, recall that compact metrizable spaces are separable. Since we can equip B ∩ C
with either metric dB or dC , we obtain a dense sequence (xn)n∈N ⊂ B ∩ C. Now we
claim that the countable collection
(Wj)j∈N =
(
W1/m(xn)
)
m,n∈N
satisfies (6.2.10). To see this, we must check that for every r ∈ R ∩ (B ∩ C) there is
m,n ∈ N with r ∈W1/m(xn). For that purpose first choose ε > 0 so that NBε (r) ⊂ R∩B
and NCε (r) ⊂ R ∩ C. Then choose m ∈ N so that m > (2κ + 1)/ε, and choose xn ∈
NB1/m(r). Then we use (6.2.12) and the equivalence of metrics to obtain the inclusion
W1/m(xn) ⊂ W1/m
(NB1/m(r))
⊂ NB1/m
(NB1/m(r)) ∪ NC1/m(NB1/m(NB1/m(r)) ∩ C)
⊂ NB2/m(r) ∪ NC(2κ+1)/m(r) ⊂ NBε (r) ∪ NCε (r) ⊂ R
as required. This proves (6.2.10) and hence the claim, which finishes the proof of (iv).
In particular, ‖A‖ is metrizable in the subspace topology, by restriction of a metric on
piK(A) ⊂ |K|. 
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6.3. Shrinkings and tameness.
The purpose of this section is to prove Theorem 6.2.6 and Proposition 6.3.7 by giving
a general construction of a metric, tame Kuranishi atlas starting from an additive, weak
Kuranishi atlas. The construction will be a suitable shrinking of the footprints along
with the domains of charts and transition maps, as follows.
Definition 6.3.1. Let (Fi)i=1,...,N be an open cover of a compact space X. We say that
(F ′i )i=1,...,N is a shrinking of (Fi) if F
′
i < Fi are precompact open subsets, which cover
X =
⋃
i=1,...,N F
′
i , and are such that for all subsets I ⊂ {1, . . . , N} we have
(6.3.1) FI :=
⋂
i∈IFi 6= ∅ =⇒ F ′I :=
⋂
i∈IF
′
i 6= ∅.
Recall here that precompactness V ′ < V is defined as the relative closure of V ′ in V
being compact. If V is contained in a compact space X, then V ′ < V is equivalent to
the closure V ′ in the ambient space being contained in V .
Definition 6.3.2. Let K = (KI , Φ̂IJ)I,J∈IK,I(J be a weak Kuranishi atlas. We say that
a weak Kuranishi atlas K′ = (K′I , Φ̂′IJ)I,J∈IK′ ,I(J is a shrinking of K if
(i) the footprint cover (F ′i )i=1,...,N ′ is a shrinking of the cover (Fi)i=1,...,N , in par-
ticular the numbers N = N ′ of basic charts agree, and so do the index sets
IK′ = IK;
(ii) for each I ∈ IK the chart K′I is the restriction of KI to a precompact domain
U ′I ⊂ UI as in Definition 5.1.3;
(iii) for each I, J ∈ IK with I ( J the coordinate change Φ̂′IJ is the restriction of
Φ̂IJ to the open subset U
′
IJ := φ
−1
IJ (U
′
J) ∩ U ′I as in Lemma 5.2.3.
Remark 6.3.3. (i) Note that any shrinking of an additive weak Kuranishi atlas preserves
the weak cocycle condition (since it only requires equality on overlaps) and also the
additivity condition. Moreover, a shrinking is determined by the choice of domains
U ′I < UI and so can be considered as the restriction of K to the subset
⋃
I∈IK U
′
I ⊂ ObjBK .
However, for a shrinking to satisfy a stronger form of the cocycle condition (such as
tameness) the domains U ′IJ := φ
−1
IJ (U
′
J) ∩ U ′I of the coordinate changes must satisfy
appropriate compatibility conditions, so that the domains U ′I can no longer be chosen
independently of each other. Since the relevant conditions are expressed in terms of
the U ′IJ , we will find that the construction of a tame shrinking in Proposition 6.3.4 can
be achieved by iterative choice of these sets U ′IJ . These will form shrinkings in each
step, though we prove it only up to the level of the iteration. Our construction is made
possible only because of the additivity conditions on K.
(ii) Given two tame shrinkings K0 and K1 of the same weak Kuranishi atlas, one might
hope to obtain a “common refinement” K01 by intersection U01IJ := U0IJ ∩ U1IJ of the
domains. This could in particular simplify the proof of compatibility of the Kuranishi
atlases K0,K1 in Proposition 6.4.17. However, for this to be a valid approach the foot-
print covers (F 0i )i=1,...,N and (F
1
i )i=1,...,N would have to be comparable in the sense that
their intersections still cover X =
⋃
i=1,...,N (F
0
i ∩ F 1i ) and have the same index set, i.e.
F 0I ∩F 1I 6= ∅ for all I ∈ IK. Once this is satisfied, one can check that K01 defines another
tame shrinking of K.
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We can now prove the main result of this section. Note that by the above remark, the
main challenge is to achieve the tameness conditions (6.2.4), (6.2.5).
Proposition 6.3.4. Every additive weak Kuranishi atlas K has a shrinking K′ that is a
tame Kuranishi atlas – for short called a tame shrinking.
Proof. Since X is compact and metrizable and the footprint open cover (Fi) is finite, it
has a shrinking (F ′i ) in the sense of Definition 6.3.1. In particular we can ensure that
F ′I 6= ∅ whenever FI 6= ∅ by choosing δ > 0 so that every nonempty FI contains some
ball Bδ(xI) and then choosing the F
′
i to contain Bδ/2(xI) for each I 3 i (i.e. FI ⊂ Fi).
Then we obtain F ′I 6= ∅ for all I ∈ IK since Bδ/2(xI) ⊂
⋂
i∈I Fi = F
′
I .
In another preliminary step we now find precompact open subsets U
(0)
I < UI and open
sets U
(0)
IJ ⊂ UIJ ∩ U (0)I for all I, J ∈ IK such that
(6.3.2) U
(0)
I ∩ s−1I (0) = ψ−1I (F ′I), U (0)IJ ∩ s−1I (0) = ψ−1I (F ′I ∩ F ′J).
The restricted domains U
(0)
I are provided by Lemma 5.1.4. Next, we may take
(6.3.3) U
(0)
IJ := UIJ ∩ U (0)I ∩ φ−1IJ (U (0)J ),
which is open because U
(0)
J is open and φIJ is continuous. It has the required footprint
U
(0)
IJ ∩ s−1I (0) = UIJ ∩ ψ−1I (F ′I) ∩ φ−1IJ
(
ψ−1J (F
′
J)
)
= ψ−1I (F
′
I ∩ F ′J) = ψ−1I (F ′J).
Therefore, this defines an additive weak Kuranishi atlas with footprints F ′I , which satisfies
the conditions of Definition 6.3.2 and so is a shrinking of K.
We will construct the required shrinking K′ by choosing possibly smaller domains
U ′I ⊂ U (0)I and U ′IJ ⊂ U (0)IJ but will preserve the footprints F ′I . We will also arrange
U ′IJ = U
′
I ∩φ−1IJ (U ′J), so that K′ is a shrinking of the original K. Since K′ is automatically
additive, we just need to make sure that it satisfies the tameness conditions (6.2.4)
and (6.2.5). By Lemma 6.2.8 it will then satisfy the cocycle condition and hence will be
a Kuranishi atlas. We will construct the domains U ′I , U
′
IJ by a finite iteration, starting
with U
(0)
I , U
(0)
IJ . Here we streamline the notation by setting U
(k)
I := U
(k)
II and extend the
notation to all pairs of subsets I ⊂ J ⊂ {1, . . . , N} by setting U (k)IJ = ∅ if J /∈ IK. (Note
that J ∈ IK and I ⊂ J implies I ∈ IK.) Then in the k-th step we will construct open
subsets U
(k)
IJ ⊂ U (k−1)IJ for all I ⊂ J ⊂ {1, . . . , N} such that the following holds.
(i) The zero set conditions U
(k)
IJ ∩ s−1I (0) = ψ−1I (F ′J) hold for all I ⊂ J .
(ii) The first tameness condition (6.2.4) holds for all I ⊂ J,K with |I| ≤ k, that is
U
(k)
IJ ∩ U (k)IK = U (k)I(J∪K).
In particular, we have U
(k)
IK ⊂ U (k)IJ for I ⊂ J ⊂ K with |I| ≤ k.
(iii) The second tameness condition (6.2.5) holds for all I ⊂ J ⊂ K with |I| ≤ k,
that is
φIJ(U
(k)
IK ) = U
(k)
JK ∩ s−1J (EI).
In particular we have φIJ(U
(k)
IJ ) = U
(k)
J ∩ s−1J (EI) for all I ⊂ J with |I| ≤ k.
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Note that after the k-th step, the domains U
(k)
IJ form a shrinking “up to order k” in
the sense that
(6.3.4) U
(k)
IJ = U
(k)
I ∩ φ−1IJ (U (k)J ) ∀ |I| ≤ k, I ( J.
Indeed, for any such pair I ( J , property (iii) with J = K implies
φIJ(U
(k)
IJ ) = U
(k)
J ∩ s−1J (EI) = U (k)J ∩ imφIJ ,
where the second equality is due to the first implying U
(k)
J ∩ s−1J (EI) ⊂ imφIJ , and
imφIJ ⊂ s−1J (EI), which follows from sJ ◦ φIJ = φ̂IJ ◦ sI . Since φIJ is injective, this
implies U
(k)
IJ = φ
−1
IJ (U
(k)
J ). Now (6.3.4) follows since (ii) with K = I implies U
(k)
IJ ⊂
U
(k)
II = U
(k)
I .
Thus, when the iteration is complete, that is when k = M := maxI∈IK |I|, then K′
is a shrinking of K. Moreover, the tameness conditions hold on K′ by (ii) and (iii),
and Lemma 6.2.8 implies that K′ satisfies the strong cocycle condition. Hence K′ is the
desired tame Kuranishi atlas. So it remains to implement the iteration.
Our above choice of the domains U
(0)
IJ completes the 0-th step since conditions (ii)
(iii) are vacuous. Now suppose that the (k − 1)-th step is complete for some k ≥ 1.
Then we define U
(k)
IJ := U
(k−1)
IJ for all I ⊂ J with |I| ≤ k − 1. For |I| = k we also set
U
(k)
II := U
(k−1)
II . This ensures that (i) and (ii) continue to hold for |I| < k. In order to
preserve (iii) for triples H ⊂ I ⊂ J with |H| < k we then require that the intersection
U
(k)
IJ ∩ s−1I (EH) = U (k−1)IJ ∩ s−1I (EH) is fixed. In case H = ∅, this is condition (i), and
since U
(k)
IJ ⊂ U (k−1)IJ it can generally be phrased as inclusion (i′) below. With that it
remains to construct the open sets U
(k)
IJ ⊂ U (k−1)IJ as follows.
(i′) For all H ( I ⊂ J with |H| < k and |I| ≥ k we have U (k−1)IJ ∩ s−1I (EH) ⊂ U (k)IJ .
Here we include H = ∅, in which case the condition says that U (k−1)IJ ∩ s−1I (0) ⊂
U
(k)
IJ (which implies U
(k)
IJ ∩ s−1I (0) = ψ−1I (F ′J), as explained above).
(ii′) For all I ⊂ J,K with |I| = k we have U (k)IJ ∩ U (k)IK = U (k)I(J∪K).
(iii′) For all I ( J ⊂ K with |I| = k we have φIJ(U (k)IK ) = U (k)JK ∩ s−1J (EI).
Here we also used the fact that (iii) is automatically satisfied for I = J and so stated
(iii′) only for J ) I. By construction, the domains U (k)II for |I| = k already satisfy (i′),
so we may now do this iteration step in two stages:
Step A will construct U
(k)
IK for |I| = k and I ( K satisfying (i′),(ii′) and
(iii′′) U (k)IK ⊂ φ−1IJ (U (k−1)JK ) for all I ( J ⊂ K .
Step B will construct U
(k)
JK for |J | > k and J ⊂ K satisfying (i′) and (iii′).
Step A: We will accomplish this construction by applying Lemma 6.3.5 below for fixed
I with |I| = k to the complete metric space U := UI , its precompact open subset
U ′ := U (k)II , the relatively closed subset
Z :=
⋃
H(I
(
U
(k−1)
II ∩ s−1I (EH)
)
=
⋃
H(I
φHI
(
U
(k−1)
HI
) ⊂ U ′
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and the relatively open subsets for all i ∈ {1, . . . , N}rI
Zi := U
(k−1)
I(I∪{i}) ∩ Z =
⋃
H(I
(
U
(k−1)
I(I∪{i}) ∩ s−1I (EH)
)
=
⋃
H(I
φHI
(
U
(k−1)
H(I∪{i})
)
.
Here, by slight abuse of language, we define φ∅I
(
U
(k−1)
∅J
)
:= U
(k−1)
IJ ∩ s−1I (0). Note that
Z ⊂ U ′ is relatively closed since U (k−1)II = U (k)II = U ′, and Zi ⊂ Z is relatively open since
U
(k−1)
I(I∪{i}) ⊂ U ′ is open. Also the above identities for Z and Zi in terms of φHI follow
from (iii) for the triples H ⊂ I ⊂ I and H ⊂ I ⊂ I ∪ {i} with |H| < |I| = k.
To understand the choice of these subsets, note that in case k = 1 with I = {i0} the
set Z is given by H = ∅ and U (0)II = U (0)i0 < Ui0 , hence Z = U
(0)
i0
∩ s−1i0 (0) = ψ−1i0 (F ′i0) is
the preimage of the shrunk footprint and for i 6= i0 we have Zi = ψ−1i0 (F ′i0 ∩ F ′i ). When
k ≥ 1, the index sets K ⊂ {1, . . . , N} containing I as proper subset are in one-to-one
correspondence with the nonempty index sets K ′ ⊂ {1, . . . , N}rI via K = I ∪K ′ and
give rise to the relatively open sets
ZK′ :=
⋂
i∈K′
Zi = Z ∩
⋂
i∈K′
U
(k−1)
I(I∪{i}) = Z ∩ U
(k−1)
IK .
Here we used (ii) for |H| < k. We may also use the identity Zi =
⋃
H(I . . . together with
(ii) and (iii) for |H| < k to identify these sets with
(6.3.5)
ZK′ =
⋃
H(I
φHI
( ⋂
i∈K′
U
(k−1)
H(I∪{i})
)
=
⋃
H(I
φHI
(
U
(k−1)
H(I∪K′)
)
=
⋃
H(I
(
U
(k−1)
IK ∩ s−1I (EH)
)
,
which explains their usefulness: If we construct the new domains such that ZK′ ⊂ U (k)IK ,
then this implies the inclusion U
(k−1)
IK ∩ s−1I (EH) ⊂ ZK′ ⊂ U (k)IK required by (i′).
Finally, in order to achieve the inclusion condition U
(k)
IK ⊂ φ−1IJ (U (k−1)JK ) of (iii′′), we fix
the open subsets WK′ for all I ( K = I ∪K ′ as
(6.3.6) WK′ :=
⋂
I⊂J⊂K
(
φ−1IJ (U
(k−1)
JK ) ∩ U (k−1)IJ
) ⊂ U ′.
If we require U
(k)
IK ⊂ WK′ then this ensures (iii′′) as well as U (k)IK ⊂ U (k−1)IK . The latter
follows from the inclusion WK′ ⊂ U (k−1)IK , which holds by definition (6.3.6) with J = K.
Now if we can ensure that WK′ ∩ Z = ZK′ , then Lemma 6.3.5 provides choices of open
subsets U
(k)
IK ⊂ U ′ satisfying (ii′) and the inclusions ZK′ ⊂ U (k)IK ⊂WK′ . The latter imply
(i′) and the desired inclusion (iii′′), as discussed above.
Hence it remains to check that the sets WK′ in (6.3.6) do satisfy the conditions WK′ ∩
Z = ZK′ . To verify this, first note that WK′ is contained in U
(k−1)
IJ for all J ⊃ I, in
particular for J = K, and hence
WK′ ∩ Z ⊂ U (k−1)IK ∩ Z = ZK′ .
It remains to check ZK′ ⊂ WK′ . By (6.3.6) and the expression for ZK′ in the middle
of (6.3.5), it suffices to show that for all H ( I ⊂ J ⊂ K
φHI
(
U
(k−1)
HK
) ⊂ φ−1IJ (U (k−1)JK ) ∩ U (k−1)IJ .
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But, (ii) for H ⊂ J ⊂ K and (iii) for H ⊂ I ⊂ J imply
φHI(U
(k−1)
HK ) ⊂ φHI(U (k−1)HJ ) ⊂ U (k−1)IJ ,
so it remains to check that φHI
(
U
(k−1)
HK
) ⊂ φ−1IJ (U (k−1)JK ). For that purpose we will use
the weak cocycle condition φ−1IJ ◦ φHJ = φHI on UHJ ∩ φHI(UIJ). Note that U (k−1)HK
lies in this domain since, by (ii) for |H| < k, it is a subset of U (k−1)HJ , which by (iii) for
H ⊂ I ⊂ J is contained in φ−1HI(UIJ). This proves the first equality in
φHI
(
U
(k−1)
HK
)
= φ−1IJ
(
φHJ
(
U
(k−1)
HK
)) ⊂ φ−1IJ (U (k−1)JK ),
and the last inclusion holds by (iii) for H ⊂ J ⊂ K. This finishes Step A.
Step B: The crucial requirement on the construction of the open sets U
(k)
JK ⊂ U (k−1)JK for
|J | ≥ k + 1 and J ⊂ K is (iii′), that is
U
(k)
JK ∩ s−1J (EI) = φIJ(U (k)IK )
for all I ( J with |I| = k. Here U (k)IK is fixed by Step A and satisfies φIJ(U (k)IK ) ⊂
U
(k−1)
JK ∩ s−1J (EI) by (iii′′), where the second part of the inclusion is automatic by φIJ
mapping to s−1J (EI). Hence the maximal subsets U
(k)
JK ⊂ U (k−1)JK satisfying (iii′) are
(6.3.7) U
(k)
JK := U
(k−1)
JK r
⋃
I⊂J,|I|=k
(
s−1J (EI)rφIJ(U
(k)
IJ )
)
.
It remains to check that these subsets are open and satisfy (i′). Here U (k)JK is open since
s−1J (EI) ⊂ UJ is closed and φIJ(U (k)IJ ) ⊂ s−1J (EI) is relatively open by the index condition
in Definition 5.2.1. Finally, condition (i′), namely
U
(k−1)
JK ∩ s−1J (EH) ⊂ U (k)JK ,
follows from the following inclusions for all H ( I ( J ⊂ K with |I| = k. On the one
hand we have U
(k−1)
JK ∩ s−1J (EH) ⊂ s−1J (EI) from the additivity of K; on the other hand
(iii) for |H| < k together with the weak cocycle condition on U (k−1)HK ⊂ UHJ ∩ φ−1HI(UIJ)
and (i′) for |I| = k imply
U
(k−1)
JK ∩ s−1J (EH) = φHJ(U (k−1)HK ) = φIJ
(
φHI(U
(k−1)
HK )
)
= φIJ
(
U
(k−1)
IK ∩ s−1I (EH)
) ⊂ φIJ(U (k)IJ ).
Hence no points of U
(k−1)
JK ∩ s−1J (EH) are removed from U (k−1)JK when we construct U (k)JK .
This finishes Step B and hence the k-th iteration step.
Since the order of I ∈ IK is bounded |I| ≤ N by the number of basic Kuranishi charts,
this iteration provides a complete construction of the shrinking domains after at most
N steps. In fact, we obtain U ′I = U
(|I|−1)
II and U
′
IJ = U
(|I|)
IJ since the iteration does not
alter these domains in later steps. 
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Lemma 6.3.5. Let U be a complete metric space, U ′ ⊂ U a precompact open set, and
Z ⊂ U ′ a relatively closed subset. Suppose we are given a finite collection of relatively
open subsets Zi ⊂ Z for i = 1, . . . , N and open subsets WK ⊂ U ′ with
WK ∩ Z = ZK :=
⋂
i∈KZi
for all index sets K ⊂ {1, . . . , N}. Then there exist open subsets UK ⊂WK with UK∩Z =
ZK and UJ ∩ UK = UJ∪K for all J,K ⊂ {1, . . . , N}.
Proof. Let us first introduce a general construction of an open set Uf ⊂ U ′ associated to
any lower semi-continuous function f : Z → [0,∞), where Z ⊂ U denotes the closure in
U . By assumption, Z is compact, hence the distance function Z → [0,∞), z 7→ d(x, z)
for fixed x ∈ U ′ achieves its minumum on a nonempty compact set Mx ⊂ Z. Hence we
have
d(x, Z) := inf
z∈Z
d(x, z) = d(x, Z) = min
z∈Z
d(x, z) = min
z∈Mx
d(x, z)
for the distance between x and the set Z, or equivalently the closure Z.
Claim: For any lower semi-continuous function f : Z → [0,∞) the set
Uf :=
{
x ∈ U ′ ∣∣ d(x, Z) < inf f |Mx} ⊂ U ′
is open (in U ′ or equivalently in U) and satisfies
(6.3.8) Uf ∩ Z = supp f ∩ Z =
{
z ∈ Z ∣∣ f(z) > 0}.
Proof of Claim. For x ∈ Z we have d(x, Z) = 0 and Mx = {x}, so d(x, Z) < inf f |Mx is
equivalent to 0 < f(x). We prove openness of Uf ⊂ U ′ by checking closedness of U ′rUf .
Thus, we consider a convergent sequence U ′ 3 xi → x∞ ∈ U ′ with d(xi, Z) ≥ inf f |Mxi
and aim to prove d(x∞, Z) ≥ inf f |Mx∞ . Since f is lower semi-continuous and each Mxi
is compact, we may choose a sequence zi ∈ Z with zi ∈ Mxi and f(zi) = inf f |Mxi .
(Indeed, for fixed i any minimizing sequence zνi ∈ Mxi with limν→∞ f(zνi ) = inf f |Mxi
has a convergent subsequence zνi → zi ∈ Mxi and the limit satisfies f(zi) ≤ lim f(zνi ) =
inf f |Mxi , hence f(zi) = inf f |Mxi .) Since Z is compact, we may moreover choose a
subsequence, again denoted by (xi) and (zi), such that zi → z∞ ∈ Z converges. Then
by continuity of the distance functions we deduce z∞ ∈Mx∞ from
d(x∞, z∞) = lim d(xi, zi) = lim d(xi, Z) = d(x∞, Z),
and finally the lower semi-continuity of f implies the claim
d(x∞, Z) = lim d(xi, Z) ≥ lim f(zi) ≥ f(z∞) ≥ inf f |Mx∞ .
We now use this general construction to define the sets UK :=
⋂
i∈K Ufi as intersections
of the subsets Ufi ⊂ U ′ arising from functions fi : Z → [0,∞) defined by
fi(z) := min
{
d(z, U ′rWJ)
∣∣ J ⊂ {1, . . . , N} : i ∈ J, d(z, ZrZi) = d(z, ZrZJ)}.
To check that fi is indeed lower semi-continuous, consider a sequence zν → z∞ ∈ Z.
Then fi(zν) = d(zν , U
′rWJν ) for some index sets Jν with i ∈ Jν and d(zν , ZrZi) =
d(zν , ZrZJν ). Since the set of all index sets is finite, we may choose a subsequence,
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again denoted (zν), for which J
ν = J is constant. Then in the limit we also have
d(z∞, ZrZi) = d(z∞, ZrZJ) and hence
fi(z∞) ≤ d(z∞, U ′rWJ) = lim d(zν , U ′rWJ) = lim fi(zν).
Thus fi is lower semi-continuous. Therefore, the above Claim implies that each Ufi is
open, and hence also that each UK is open as the finite intersection of open sets.
The intersection property holds by construction:
UJ ∩ UK =
⋂
i∈J
Ufi ∩
⋂
i∈K
Ufi =
⋂
i∈J∪K
Ufi = UJ∪K .
To obtain UK ∩Z =
⋂
i∈K
(
Ufi ∩Z
)
= ZK it suffices to verify that Ufi ∩Z = Zi. In view
of (6.3.8), and unravelling the meaning of fi(z) > 0 for z ∈ Z, that means we have to
prove the following equivalence for z ∈ Z,
z ∈ Zi ⇐⇒ d(z, U ′rWJ) > 0 ∀J ⊂ {1, . . . N} : i ∈ J, d(z, ZrZi) = d(z, ZrZJ).
Assuming the right hand side, we may choose J = {i} to obtain d(z, U ′rW{i}) > 0, and
hence, since U ′rW{i} is closed, z ∈ Zr(U ′rW{i}) = Zi. On the other hand, z ∈ Zi
implies d(z, ZrZi) > 0 since z ∈ Z and ZrZi ⊂ Z is relatively closed. So for any J
with d(z, ZrZi) = d(z, ZrZJ) we obtain d(z, ZrZJ) > 0. Hence z ∈ ZJ ⊂WJ , so that
d(z, U ′rWJ) > 0. This proves the desired equivalence, and hence UK ∩ Z =
⋂
i∈K Zi =
ZK .
Finally, we need to check that UK ⊂WK . Unravelling the construction, note that UK
is the set of all x ∈ U ′ that satisfy
(6.3.9) d(x, Z) < d(z, U ′rWJ)
for all z ∈ Mx and all J ⊂ {1, . . . , N} such that there exists i ∈ J ∩ K satisfying
d(z, ZrZi) = d(z, ZrZJ). Now suppose by contradiction that there exists a point
x ∈ UKrWK , and pick z ∈ Mx. Then d(x, Z) = d(x, z) ≥ d(z, U ′rWK) since x ∈
U ′rWK . This contradicts (6.3.9) with J = K. On the other hand, the condition
d(z, ZrZi) = d(z, ZrZJ) for J = K is always satisfied for some i ∈ K since we have
d(z, ZrZK) = minj∈K d(z, ZrZj). This provides the contradiction and hence proves
UK ⊂WK . 
This lemma completes the proof that every weak additive K has a tame shrinking. We
will return to these ideas in Section 6.4 when discussing cobordisms. We end this section
by Proposition 6.3.7, which constructs admissible metrics on certain tame shrinkings by
pullback with the map in the following lemma.
Lemma 6.3.6. Let K′ be a tame shrinking of a tame Kuranishi atlas K. Then the
natural map ι : |K′| → |K| induced by the inclusion of domains ιI : U ′I → UI is injective.
Proof. We write UI , UIJ for the domains of the charts and coordinate changes of K and
U ′I , U
′
IJ for those of K′, so that U ′I ⊂ UI , U ′IJ ⊂ UIJ for all I, J ∈ IK = IK′ . Suppose
that piK(I, x) = piK(J, y) where x ∈ U ′I , y ∈ U ′J . Then we must show that piK′(I, x) =
piK′(J, y). Since K is tame, Lemma 6.2.12 (a) implies that there is w ∈ UI∩J such that
φ(I∩J)I(w) is defined and equal to x. Hence x ∈ s−1I (EI∩J)∩U ′I = φ(I∩J)I(U ′(I∩J)I) by the
tameness equation (6.2.7) for K′. Therefore w ∈ U ′(I∩J)I . Similarly, because φ(I∩J)J(w)
is defined and equal to y, we have w ∈ U ′(I∩J)J . Then by definition of piK′ we deduce
piK′(I, x) = piK′(I ∩ J,w) = piK′(J, y). 
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In order to construct metric tame Kuranishi atlases, we will find it useful to consider
tame shrinkings Ksh of a weak Kuranishi atlas K that are obtained as shrinkings of an
intermediate tame shrinking K′ of K. For short we will call such Ksh a preshrunk tame
shrinking of K.
Proposition 6.3.7. Let K be an additive weak Kuranishi atlas. Then every preshrunk
tame shrinking of K is metrizable. In particular, K has a metrizable tame shrinking.
Proof. First use Proposition 6.3.4 to construct a tame shrinking K′ of K with domains
(U ′I ⊂ UI)I∈IK , and then use this result again to construct a tame shrinking Ksh of K′
with domains (U shI < U
′
I)I∈IK . We claim that Ksh is metrizable.
For that purpose we apply Proposition 6.2.18 (iv) to the precompact subset A :=⋃
I∈IK U
sh
I of ObjBK′ to obtain a metric d
′ on piK′(A) that induces the relative topology on
the subset piK′(A) of |K′|, that is
(
piK′(A), d′
)
= ‖A‖. Further, since piK′(A) is compact,
the metric d′ must be bounded. Now, by Lemma 6.3.6 the natural map ι : |Ksh| → |K′|
is injective, with image piKsh(A), so that the pullback d := ι∗d′ is a bounded metric
on |Ksh| that is compatible with the relative topology induced by |K′|; in other words
ι :
(|Ksh|, d )→ ‖A‖ is an isometry.
Next, note that the pullback metric dI on U
sh
I does give the usual topology since
piKsh : U shI → piKsh(U shI ) ⊂
(|Ksh|, d) is a homeomorphism to its image. Indeed, by
Lemma 6.3.6 it can also be written as piKsh |UshI = ι
−1 ◦ piK′ ◦ ιI with the embedding ιI :
U shI → U ′I . The latter is a homeomorphism to its image, as is piK′ : U ′I → piK′(U ′I) ⊂ |K′|
by Proposition 6.2.13, and ι−1 by the definition of the metric topology on |Ksh|. 
6.4. Cobordisms of Kuranishi atlases.
Since there are many choices involved in constructing a Kuranishi atlas, and holo-
morphic curve moduli spaces in addition depend on the choice of an almost complex
structure, it is important to have suitable notions of equivalence. Since we are only in-
terested here in constructing the VMC as cobordism class, resp. the VFC as a homology
class, a notion of uniqueness up to cobordism will suffice for our purposes, and should
e.g. arise from paths of almost complex structures. We will defer this general notion
of cobordism to [McW1] and concentrate here on developing tools for constructing well
defined VMC/VFC for a fixed compact moduli space. This requires several types of
results. Within the abstract theory, we firstly need to prove the uniqueness part of The-
orem 6.2.6, saying that metric tame shrinkings of additive weak Kuranishi atlases are
unique up to a suitable notion of cobordism, which will be the content of this section.
Secondly, we prove in Theorems 7.5.1 and 7.5.4 that cobordant Kuranishi atlases induce
the same VMC/VFC.
On the other hand, for any given holomorphic curve moduli space, we need to construct
Kuranishi atlases that are canonical up to a suitable notion of equivalence. Here the
most natural notion of equivalence would be along the lines of Morita equivalence, cf.
Remark 6.4.18. However, our constructions of Kuranishi atlases for a fixed Gromov–
Witten moduli space in [McW2] will depend on choices (in particular slicing conditions
and obstruction spaces for the basic charts) only up to the following simpler notion of
commensurability, in the sense that any two choices will yield Kuranishi atlases that
are both commensurate to a third. Finally, we require another abstract result to imply
that commensurate Kuranishi atlases induce the same VFC. In this section we hence
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fix a compact metrizable space X and introduce the notions of commensurability and
cobordism of Kuranishi atlases on X.
Definition 6.4.1. Two (weak) Kuranishi atlases K0,K1 on the same compact space X
are commensurate if there exists a common extension K01. This means that K01 is a
(weak) Kuranishi atlas on X with basic charts (Kαi )(α,i)∈N 01, where
N 01 := N 0 unionsqN 1; Nα := {(α, i) ∣∣ 0 ≤ i ≤ Nα},
and transition data (K01I , Φ̂
01
IJ)I⊂N 01,I(J such that K
01
I = K
0
I and Φ̂
01
IJ = Φ̂
α
IJ whenever
I, J ⊂ Nα for fixed α = 0 or α = 1.
Moreover, if K0,K1 are additive, we say they are additively commensurate if there
exists a common extension K01 that in addition is additive.
We will see that commensurability is stronger than cobordism, but note that it does
not satisfy transitivity, hence is not an equivalence relation. In order to define the
notion of cobordism such that it is transitive, we will need a special form of charts and
coordinate changes at the boundary that allows for gluing of cobordisms. Here, in order
to avoid having to deal with general Kuranishi atlases with boundary, we restrict our
work to a notion of cobordism of Kuranishi atlases on the same space X, which involves
Kuranishi atlases on the space X × [0, 1], whose “boundary” X × {0, 1} has a natural
collar structure. We deal with this boundary by requiring all charts and coordinate
changes in a sufficiently small collar to be of product form as introduced below. These
notions of collars and product forms will also be used for introducing a more general
notion of “cobordism with Kuranishi atlas” in [McW1].
Definition 6.4.2. • Let Kα = (Uα, Eα, sα, ψα) be a Kuranishi chart on X, and let
A ⊂ [0, 1] be a relatively open interval. Then we define the product chart for X×[0, 1]
with footprint FαI ×A as
Kα ×A := (Uα ×A,Eα, sα ◦ prUα , ψα × idA).
• A Kuranishi chart with collared boundary on X × [0, 1] is a tuple K =
(U,E, s, ψ) of domain, obstruction space, section, and footprint map as in Defini-
tion 5.1.1, with the following boundary variations and collar form requirement:
(i) The footprint F = ψ(s−1(0)) ⊂ X × [0, 1] intersects the boundary X × {0, 1}.
(ii) The domain U is a smooth manifold whose boundary splits into two parts ∂U =
∂0U unionsq ∂1U such that ∂αU is nonempty iff F intersects X × {α}.
(iii) If ∂αU 6= ∅ then there is a relatively open neighbourhood Aα ⊂ [0, 1] of α and an
embedding ια : ∂αU ×Aα ↪→ U onto a neighbourhood of ∂αU ⊂ U such that(
∂αU ×Aα , E , s ◦ ια , ψ ◦ ια ) = ∂αK×Aα
is the product of Aα with some Kuranishi chart ∂αK for X with footprint F ⊂ X
such that (X ×Aα) ∩ F = F ×Aα.
• For any Kuranishi chart with collared boundary K on X × [0, 1] we call the uniquely
determined Kuranishi charts ∂αK for X the restrictions of K to the boundary
for α = 0, 1.
We now define a coordinate change between charts on X× [0, 1] that may have bound-
ary. Because in a Kuranishi atlas there is a coordinate change KI → KJ only when
FI ⊃ FJ , we will restrict to this case here. (Definition 5.2.1 considered a more general
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scenario.) In other words, we need not consider coordinate changes from a chart without
boundary to a chart with boundary.
Definition 6.4.3. • Let Φ̂αIJ : KαI → KαJ be a coordinate change between Kuranishi
charts for X, and let AI , AJ ⊂ [0, 1] be relatively open intervals. Then the product
coordinate change Φ̂αIJ × idAI∩AJ : KαI ×AI → KαJ ×AJ is given by
φαIJ × idAI∩AJ : UαIJ × (AI ∩AJ) → UαJ ×AJ , φ̂αIJ : EαI → EαJ .
• Let KI ,KJ be Kuranishi charts on X × [0, 1] such that only KI or both KI ,KJ
have collared boundary. Then a coordinate change with collared boundary
Φ̂IJ : KI → KJ is a tuple Φ̂IJ = (UIJ , φIJ , φ̂IJ) of domain and embeddings as in
Definition 5.2.1, with the following boundary variations and collar form requirement:
(i) The domain is a relatively open subset UIJ ⊂ UI with boundary components
∂αUIJ := UIJ ∩ ∂αUI ;
(ii) If FJ ∩ (X × {α}) 6= ∅ for α = 0 or 1, there is a relatively open neighbourhood
Bα ⊂ [0, 1] of α such that
(ιαI )
−1(UIJ) ∩
(
∂αUI ×Bα
)
= ∂αUIJ ×Bα,
(ιαJ )
−1(imφIJ) ∩
(
∂αUJ ×Bα
)
= φIJ(∂
αUIJ)×Bα,
and (
∂αUIJ ×Bα , (ιαJ )−1 ◦ φIJ ◦ ιαI , φ̂IJ
)
= ∂αΦ̂IJ × idBα ,
where ∂αΦ̂IJ : ∂
αKI → ∂αKJ is a coordinate change.
(iii) If ∂αFJ = ∅ but ∂αFI 6= ∅ for α = 0 or 1 there is a neighbourhood Bα ⊂ [0, 1] of
α such that
UIJ ∩ ιαI
(
∂αUI ×Bα
)
= ∅.
• For any coordinate change with collared boundary Φ̂IJ on X × [0, 1] we call the
uniquely determined coordinate changes ∂αΦ̂IJ for X the restrictions of Φ̂IJ to
the boundary for α = 0, 1.
Definition 6.4.4. A (weak) Kuranishi cobordism on X × [0, 1] is a tuple
K[0,1] = (K[0,1]I , Φ̂[0,1]IJ )I,J∈IK[0,1]
of basic charts and transition data as in Definition 6.1.3 resp. 6.2.1, with the following
boundary variations and collar form requirements:
• The charts of K[0,1] are either Kuranishi charts with collared boundary or standard
Kuranishi charts whose footprints are precompactly contained in X × (0, 1).
• The coordinate changes Φ̂[0,1]IJ : K[0,1]I → K[0,1]J are either standard coordinate changes
on X × (0, 1) between pairs of standard charts, or coordinate changes with collared
boundary between pairs of charts, of which at least the first has collared boundary.
Moreover, we call K[0,1] additive resp. tame if it satisfies the additivity condition of
Definition 6.2.2, resp. the additivity and tameness conditions of Definition 6.2.7.
Remark 6.4.5. Any (weak) Kuranishi cobordismK[0,1] induces by restriction two (weak)
Kuranishi atlases ∂αK[0,1] on X for α = 0, 1 with
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• basic charts ∂αKi given by restriction of basic charts of K[0,1] with Fi∩X×{α} 6=
∅;
• index set I∂αK[0,1] = {I ∈ IK[0,1] |FI ∩X × {α} 6= ∅};
• transition charts ∂αKI given by restriction of transition charts of K[0,1];
• coordinate changes ∂αΦ̂IJ given by restriction of coordinate changes of K[0,1].
If K[0,1] is additive or tame, then so are the restrictions ∂αK[0,1]. Finally, K[0,1] provides
a cobordism from ∂0K[0,1] to ∂1K[0,1] in the sense of the following Definition 6.4.6.
With this language in hand, we can now introduce the cobordism relation between
Kuranishi atlases. While such notions exist (and generally are equivalence relations) for
all flavours of (additive/weak/tame) Kuranishi atlases, we restrict ourselves here to the
cobordism relation under which the VMC/VFC will be well defined, namely additive
cobordism for weak atlases. In contrast, it will be important to prove the existence of
many kinds of cobordisms as in Propositions 6.4.17 and 7.1.11.
Definition 6.4.6. Two additive weak Kuranishi atlases K0,K1 on X are additively
cobordant if there exists an additive weak Kuranishi cobordism K[0,1] from K0 to K1.
That is, K[0,1] is an additive weak Kuranishi cobordism on X × [0, 1], which restricts to
∂0K[0,1] = K0 on X × {0} and to ∂1K[0,1] = K1 on X × {1}. More precisely, there are
injections ια : IKα ↪→ IK[0,1] for α = 0, 1 such that im ια = I∂αK and for all I, J ∈ IKα
we have
KαI = ∂
αK
[0,1]
ια(I), Φ̂
α
IJ = ∂
αΦ̂
[0,1]
ια(I)ια(J).
In the following we will usually identify the index sets IKα of cobordant Kuranishi
atlases with the restricted index set I∂αK in the cobordism index set IK[0,1] , so that
IK0 , IK1 ⊂ IK[0,1] are the not necessarily disjoint subsets of charts whose footprints
intersect X × {0} resp. X × {1}.
Example 6.4.7. Let K = (KI , Φ̂IJ)I,J∈IK be an additive weak Kuranishi atlas on X.
Then the product Kuranishi cobordism K× [0, 1] from K to K is the weak Kuranishi
cobordism on X × [0, 1] consisting of the product charts KI × [0, 1] and the product
coordinate changes Φ̂IJ × id[0,1] for I, J ∈ IK. Note that K × [0, 1] inherits additivity
from K. Similarly, if K is tame, then so is K × [0, 1].
If |K| is a Kuranishi atlas, so that the Kuranishi neighbourhood |K| is defined, then
there is a natural bijection from the quotient |K× [0, 1]| to the product |K|× [0, 1]. This
map is continuous. However, it is not clear that it is always a homeomorphism.19 Further,
when we come to put metrics on the product K × [0, 1] we will certainly sometimes
consider metrics that define a topology on |K× [0, 1]| that is not a product. Nevertheless
we will often denote the realization of K × [0, 1] as |K| × [0, 1] with the understanding
that this is an equivalence of sets, not of topological spaces.
In order to discuss further the collar structure near the boundary of Kuranishi cobor-
disms, we denote for 1 ≥ ε > 0 the collar neighbourhoods of 0, 1 ∈ [0, 1] by
(6.4.1) A0ε := [0, ε) and A
1
ε := (1− ε, 1].
We will see that the footprints of the Kuranishi charts in a Kuranishi cobordism are
collared in the following sense.
19At this time, we have neither a proof nor a counter example. We hope to resolve this question, but
none of the following depends on this.
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Definition 6.4.8. We say that an open subset F ⊂ X × [0, 1] is collared if there is
ε > 0 such that for α ∈ {0, 1} we have
F ∩ (X ×Aαε ) 6= ∅ ⇐⇒ F ∩ (X ×Aαε ) = ∂αF ×Aαε .
Here we denote by
∂αF := prX
(
F ∩ (X × {α}))
the image of the intersection with the “boundary component” X×{α} under its projection
to X, noting that this is just a convenient notation, not a topological boundary.
Remark 6.4.9. Since the index set IK[0,1] in Definition 6.4.4 is finite, there exists a
uniform collar width ε > 0 such that all collar embeddings ιαI are defined on A
α = Aαε ,
all coordinate changes are of collar form on Bα = Aαε , and all charts without collared
boundary have footprint contained in X × (ε, 1 − ε). In particular, all footprints are
collared in the sense of Definition 6.4.8.
Remark 6.4.10. Let K[0,1] be a Kuranishi cobordism from K0 to K1. Its associated
categories BK[0,1] ,EK[0,1] with projection, section, and footprint functor, as well as their
realizations |K[0,1]|, |EK[0,1] | are defined as for Kuranishi atlases without boundary in
Section 6.1. We will see that these also have collared boundaries with ε > 0 from
Remark 6.4.9 (i).
• We can think of the virtual neighbourhood |K[0,1]| of X× [0, 1] as a “cobordism” from
|K0| to |K1| in the following sense: There are natural functors BKα × Aαε → BK[0,1]
given by the inclusions ιαI : U
α
I ×Aαε ↪→ U [0,1]I on objects and ιαI : UαIJ ×Aαε ↪→ U [0,1]IJ on
morphisms, where Aαε is defined in (6.4.1). The axioms on the interaction of the coor-
dinate changes with the collar neighbourhoods then imply that the functors map to full
subcategories that split BK[0,1] in the sense that there are no morphisms between any
other object and this subcategory. Hence they induce “collar neighbourhoods” of the
“boundaries” |Kα| on the topological realization |K[0,1]|, i.e. topological embeddings
ρ0 : |K0| × [0, ε) ↪−→ |K[0,1]|, ρ1 : |K1| × (1− ε, 1] ↪−→ |K[0,1]|
such that for all 0 < ε′ < ε at α = 0 (and similarly for α = 1) we have
∂
(|K[0,1]|rρ0(|K0| × [0, ε′))) = ρ0(|K0| × {ε′}).
However, recall from Example 6.4.7 that the topology on the collars |K| × Aαε is the
quotient topology from |K × Aαε | which may not be the product topology. In view of
this remark, we shall write
∂α|K[0,1]| := ρα(|Kα| × {α}) ⊂ |K[0,1]|
for the α-boundary of the Kuranishi cobordism neighbourhood |K[0,1]|, which is home-
omorphic to the Kuranishi neighbourhood |Kα| of the boundary ∂αK[0,1] via ρα(·, α).
• The obstruction bundle “with boundary” |prK[0,1] | : |EK[0,1] | → |K[0,1]| can also be
thought of as a “cobordism” between the obstruction bundles |prKα | : |EKα | → |Kα|
in the sense that ρα ∗|EK[0,1] | = |EKα | ×Aαε .
• The embeddings ρα extend the natural map between footprints
|sK[0,1] |−1(0)
ιK[0,1]←−−−− X ×Aαε ιK
α×id−−−−→ |sKα |−1(0)×Aαε .
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• The footprint functor to X × [0, 1] for K[0,1] induces a continuous surjection
pr[0,1] ◦ ψK[0,1] : s−1K[0,1](0) → X × [0, 1] → [0, 1].
In general we do not assume that this extends to a functor BK[0,1] → [0, 1]. However,
all the Kuranishi cobordisms that we construct explicitly do have this property.
Lemma 6.4.11. Let K[0,1] be a tame Kuranishi cobordism. Then its realization |K[0,1]|
has the Hausdorff, homeomorphism, and linearity properties stated in Theorem 6.2.6.
Proof. These properties are proven by precisely the same arguments as in Proposi-
tion 6.2.13 and Proposition 6.2.14. The fact that some charts have collared boundaries
is irrelevant in this context. 
We now turn to the question of constructing additive cobordisms. As we saw, ad-
ditivity is an essential hypothesis in Proposition 6.2.13, which establishes that |K| has
the Hausdorff and homeomorphism properties. However, note that when manipulating
charts other than by shrinking the domains, one may easily destroy this property. For
example, when constructing cobordisms one must guard against taking two products of
the same basic chart, e.g. Ki× [0, 13) and Ki×(14 , 12). The natural transition chart for the
overlap of footprints Fi × (14 , 13) is Ki × (14 , 13), but it fails additivity since Ei 6∼= Ei ×Ei
unless the obstruction space is trivial. This means that in the following we have to
construct cobordisms with great care.
Lemma 6.4.12. (i) Additive cobordism is an equivalence relation on the set of ad-
ditive weak Kuranishi atlases on a fixed compact space X.
(ii) Any two commensurate additive weak Kuranishi atlases are additively cobordant.
Proof. Given an additive weak Kuranishi atlas K on X, the product atlas K × [0, 1] on
X × [0, 1] of Example 6.4.7 is an additive weak Kuranishi cobordism from K to K. This
shows that the cobordism relation is reflexive.
Next, suppose that K[0,1] is an additive weak Kuranishi cobordism from K0 to K1
as in Definition 6.4.6. We may compose every footprint map ψ
[0,1]
I′ with the reflection
X× [0, 1]→ X× [0, 1], (x, t) 7→ (x, 1− t) to define another additive weak Kuranishi atlas
for X × [0, 1], which restricts to K1 near X × {0} and to K0 near X × {1}, thus proving
that the cobordism relation is symmetric.
Similarly, given an additive weak Kuranishi cobordisms from K1 to K2, we may com-
pose the footprint maps with the shift X × [0, 1] → X × [1, 2], (x, t) 7→ (x, 1 + t) to
construct an additive weak Kuranishi atlas with boundary K[1,2] for X × [1, 2], which
restricts to K1 on X × {1} and to K2 on X × {2}. We may concatenate this with any
Kuranishi cobordism K[0,1] from K0 to K1 to obtain a Kuranishi atlas with boundary
K[0,2] on X × [0, 2], which restricts to K0 near X × {0} and to K2 near X × {2}. More
precisely, we define K[0,2] as follows.
• The index set IK[0,2] := I[0,1) unionsq IK1 unionsq I(1,2] is given by I[0,1) := I[0,1]rι1(IK1),
I(1,2] := I[1,2]rι1(IK1).
• The charts are K[0,2]I := K[0,1]I for I ∈ I[0,1), and K[0,2]I := K[1,2]I for I ∈ I(1,2]. For
I ∈ IK1 denote by I01 = ι1(I) ∈ IK[0,1] , I12 = ι1(I) ∈ IK[1,2] the labels of the charts
that restrict to KI . In particular, this implies ∂
1U
[0,1]
I01
= U1I = ∂
1U
[1,2]
I12
. Then define
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the glued chart (possibly with collared boundary at X × {0} or X × {2})
K
[0,2]
I := K
[0,1]
I01
∪
U1I
K
[1,2]
I12
:=
U [0,1]
I01
∪
U1I
U
[1,2]
I12
, E1I ,
 s
[0,1]
I01
, ψ
[0,1]
I01
on U
[0,1]
I01
s
[1,2]
I12
, ψ
[1,2]
I12
on U
[1,2]
I12

 .
Here the domain is the boundary connected sum
U
[0,2]
I := U
[0,1]
I01
∪
U1I
U
[1,2]
I12
:= U
[0,1]
I01
unionsq U [1,2]
I12
/
ι1
I01
(x,1)∼ι1
I12
(x,1) ∀x∈U1I
.
Due to the collar requirements, this domain inherits a smooth structure with an em-
bedded product U1I × (1−ε, 1+ε) for some ε > 0. Moreover the sections and footprint
maps fit smoothly since their pullbacks to this product agree on U1I × {1}. Finally,
the bundles are identical E
[0,1]
I01
= E1I = E
[1,2]
I12
.
• The coordinate changes are Φ̂[0,2]IJ := Φ̂[0,1]IJ for I, J ∈ I[0,1), and Φ̂[0,2]IJ := K[1,2]IJ for
I, J ∈ I(1,2], and the following.
- For I, J ∈ IK1 the coordinate charts corresponding to I01, J01 ∈ IK[0,1] , I12, J12 ∈
IK[1,2] fit together to give a glued coordinate change (possibly with collared bound-
ary at X × {0} or X × {2})
Φ̂
[0,2]
IJ :=
U [0,1]
I01J01
∪
U1IJ
U
[1,2]
I12J12
,
φ
[0,1]
I01
on U
[0,1]
I01J01
φ
[1,2]
I12
on U
[1,2]
I12J12
 , φ̂1IJ
 .
Here the embeddings of domains fit smoothly since as before their pullbacks to
the product U1IJ × (1− ε, 1 + ε) ⊂ U [0,2]IJ agree on U1IJ ×{1}. Moreover, the linear
embeddings are identical φ̂
[0,1]
I01J01
= φ̂1IJ = φ̂
[1,2]
I12J12
.
- For J ∈ I[0,1) and I ∈ IK1 corresponding to I01 ∈ IK[0,1] with I01 ( J the
coordinate change Φ̂
[0,2]
IJ := Φ̂
[0,1]
I01J
is well defined with domain U
[0,1]
I01J
⊂ U [0,2]IJ ;
similarly for J ∈ I(1,2], I ∈ IK1 .
Note that we need not construct coordinate changes from I ∈ I[0,1) (or I ∈ I(1,2]) to
J ∈ IK1 since in these cases FJ is not a subset of FI . Now we may define the basic charts
in K[0,2] to consist of the basic charts in I[0,1) and I(1,2] whose footprints are disjoint from
X ×{1}, together with one glued chart for each basic chart in IK1 (which is constructed
from a pair of charts in K[0,1] and K[1,2] with matching collared boundaries). The further
charts and coordinate changes constructed above then cover exactly the overlaps of the
new basic charts, since the charts from I[0,1) have no overlap with those arising from
I(1,2]. The weak cocycle condition for charts or coordinate changes in I[0,1) unionsq I(1,2] then
follows directly from the corresponding property of K[0,1] and K[1,2]. Furthermore, for
I ∈ IK1 the glued chart K[0,2]I = K[0,1]I01 ∪
K1I
K
[1,2]
I12
has restrictions (up to natural pullbacks)
K
[0,2]
I |int(U [0,1]
I01
)
= K
[0,1]
I01
|
int(U
[0,1]
I01
)
, K
[0,2]
I |int(U [1,2]
I12
)
= K
[1,2]
I12
|
int(U
[1,2]
I12
)
,
K
[0,2]
I |U1I×(1−ε,1+ε) = K
1
I × (1− ε, 1 + ε).
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The cocycle condition for any tuple of coordinate changes can be checked separately for
these restrictions (which cover the entire domain of K
[0,2]
I ) and hence follow from the
corresponding property of K[0,1], K[1,2], and K1.
Similarly, the additivity condition for the charts in I[0,1) or I(1,2] follows directly from
the additivity of K[0,1] or K[1,2]. However, the additivity for a chart K[0,2]I with I ∈ IK1
is a little more subtle in that it requires additivity of the obstruction bundle E02I with
respect to all basic charts K
[0,2]
i whose footprint contains F
[0,2]
I = F
[0,1]
I01
∪F [1,2]
I12
. However,
note that these are exactly the glued basic charts corresponding to the basic charts K1i
whose footprint contains F 1I . So additivity follows from additivity for K
1
I ,
E
[0,2]
I = E
1
I =
⊕
F 1i ⊃F 1I
φ̂1iI(E
1
i ) =
⊕
F
[0,2]
i ⊃F [0,2]I
φ̂
[0,2]
iI (E
[0,2]
i ).
Thus K[0,2] is an additive weak Kuranishi cobordism with restrictions
∂0K[0,2] = ∂1K[0,1] = K0, ∂2K[0,2] = ∂2K[1,2] = K2.
Here we write ∂2 for the restriction over X × {2} defined analogously to ∂0, ∂1. Finally,
we compose the footprint maps of K[0,2] with the rescaling X×[0, 2]→ X×[0, 1], (x, t) 7→
(x, 12 t) to obtain an additive weak Kuranishi cobordism from K0 to K2.
To prove (ii) consider additive weak Kuranishi atlases K0,K1 and a common additive
weak extension K01. Then an additive weak Kuranishi cobordism K[0,1] from K0 to K1
is given by
• index set IK[0,1] := IK01 =
{
I ⊂ N 01 ∣∣⋂i∈IF 01i 6= ∅};
• charts K[0,1]I := K01I ×AI with AI = [0, 23) for I ⊂ N 0, AI = (13 , 1] for I ⊂ N 1,
and AI = (
1
3 ,
2
3) otherwise;
• coordinate changes Φ̂[0,1]IJ := Φ̂01IJ × (AI ∩AJ).
This proves (ii) since additivity and weak cocycle conditions follow from the correspond-
ing properties of K01. In particular, note that additivity makes use of the fact that K[0,1]
has the same index set as the additive Kuranishi atlas K01. 
The final task in this section is to construct tame cobordisms between different tame
shrinkings in order to establish the uniqueness claimed in Theorem 6.2.6. It will also
be useful to have suitable metrics on these cobordisms, since they are used in the con-
struction of perturbations. We therefore begin by discussing the notion of metric tame
Kuranishi cobordism. One difficulty here is that we are dealing with an arbitrary dis-
tance function, not a length metric such as a Riemannian metric. Hence we must prove
various elementary results that would be clear in the Riemannian case.
Definition 6.4.13. A metric tame Kuranishi cobordism on X × [0, 1] is a tame
Kuranishi cobordism K[0,1] equipped with a metric d[0,1] on ∣∣K[0,1]∣∣ that satisfies the ad-
missibility conditions of Definition 6.2.4 and has a metric collar as follows:
There is ε > 0 such that for α = 0, 1 with Kα := ∂αK[0,1] the collaring maps ρα :
|Kα| × Aαε →
∣∣K[0,1]∣∣ of Remark 6.4.10 are defined and pull back d[0,1] to the product
metric
(6.4.2) (ρα)∗d[0,1]
(
(x, t), (x′, t′)
)
= dα(x, x′) + |t′ − t| on |Kα| ×Aαε ,
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where the metric dα on |Kα| = |∂αK[0,1]| is given by pullback of the restriction of d[0,1]
to ∂α|K[0,1]| = ρα(|Kα| × {α}), which we denote by
dα := d[0,1]||∂αK[0,1]| := ρα(·, α)∗d[0,1].
In addition, we require for all y ∈ |K[0,1]|rρα(|Kα| ×Aαε )
(6.4.3) d[0,1]
(
y, ρα(x, α+ t)
) ≥ ε− |t| ∀ (x, α+ t) ∈ |Kα| ×Aαε .
More generally, we call a metric on
∣∣K[0,1]∣∣ admissible if it satisfies the conditions
of Definition 6.2.4, and ε-collared if it satisfies (6.4.2) and (6.4.3).
Condition (6.4.3) controls the distance between points ρα(x, α + t) in the collar and
points y outside of the collar. In particular, if δ < ε − |t|, then the δ-ball around
ρα(x, α+ t) is contained in the ε-collar, while the δ-ball around y does not intersect the
|t|-collar ρα(|Kα| ×Aα|t|).
Example 6.4.14. (i) Any admissible metric d on |K| for a Kuranishi atlas K induces
an admissible collared metric d+ dR on |K × [0, 1]| ∼= |K| × [0, 1], given by(
d+ dR
)(
(x, t), (x′, t′)
)
= d(x, x′) + |t′ − t|.
For short, we call d+ dR a product metric.
(ii) Let d be an admissible collared metric on |K| for a general Kuranishi cobordism K,
and let b be an upper bound of dα := d
∣∣
|∂αK| for α = 0, 1. Then we claim that for any
κ > b the truncated metric min(d, κ) given by (x, y) 7→ min(d(x, y), κ) is an admissible
ε′-collared metric for ε′ := min(ε, κ− b). Indeed, the metric min(d, κ) is also admissible
because it induces the same topology on each UI as d. Further, the product form on the
collar is preserved since
(6.4.4) |t− t′| < κ− b =⇒ dα(x, x′) + |t− t′| ≤ b+ |t− t′| < κ,
and (6.4.3) holds since for (x, α+ t) ∈ |∂αK| ×Aαε′ we have
d
(
y, ρα(x, α+t)
) ≥ {ε− |t| ≥ ε′ − |t| if y ∈ |K|rρα(|∂αK| ×Aαε ),|t′ − t| ≥ ε′ − |t| if y = ρα(x′, α+ t′) ∈ ρα(|∂αK| × (AαεrAαε′))
by (6.4.3) for d resp. the product form of the metric on the ε-collar, and moreover
κ > κ− b− t ≥ ε′ − t. Finally, the restrictions of this truncated metric are by κ > b
min(d, κ)
∣∣
|∂αK| = min(d
α, κ) = dα for α = 0, 1.
(iii) Let (K, d) be a metric tame Kuranishi cobordism with collar width ε > 0. Then for
any 0 < δ < ε the δ-neighbourhood of the inclusion of the Kuranishi space X × [0, 1],
(6.4.5) Wδ := Bδ
(
ιK(X × [0, 1])
)
=
{
y ∈ |K| ∣∣ ∃z ∈ ιK(X × [0, 1]) : d(y, z) < ε}
has collar form with collars of width ε− δ, that is
Wδ ∩ ρα
(|∂αK| ×Aαε−δ) = ρα(Bδ(ι∂αK(X))×Aαε−δ).
This holds because (6.4.3) implies that Bδ
(
ιK
(
X × ([0, 1]rAαε )
))
does not intersect the
collar ρα
(
∂αK × Aαε−δ
)
, and on the other hand Bδ
(
ιK
(
X × Aαε
)) ∩ ρα(|∂αK| × Aαε ) has
product form because the metric in the collar is a product metric.
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Recall that an admissible metric d on the virtual neighbourhood |K| of a Kuranishi
cobordism has the property that its pullback to each chart UI defines the given topology
on that manifold. However, even if the metric is also collared, this implies little else
about the induced topology on |K|. For example, if we consider a product cobordism
K×[0, 1], then an admissible (collared) metric d on |K×[0, 1]| need not define the product
topology on |K× [0, 1]| ∼= |K|× [0, 1]; all we know is that the pullback metrics dI on each
domain UI× [0, 1] give the product topology. The next lemma gives useful techniques for
converting such a metric to one of product form in the collar, and for proving uniqueness
of admissible metrics up to cobordism. Here, as in Lemma 6.4.12, we will consider
product Kuranishi atlases K × A for various intervals A ⊂ R, that is with domain
category ObjBK × A. Their virtual neighbourhoods |K × A| are canonically identified
with |K|×A by Remark 6.4.10, and hence have continuous injections |K|×B ↪→ |K×A|
for any B ⊂ A with respect to the quotient topologies on the realizations of the categories
ObjK resp. ObjK × A. However, for admissible metrics on |K| and |K × A|, we do not
require these injections to remain continuous.
Proposition 6.4.15. Let K be a metrizable tame Kuranishi atlas.
(i) Given any admissible metric d on |K×[0, 1]| and ε > 0, there is another admissi-
ble metric D on |K×[0, 1]| that restricts to d on |K|×[ε, 1−ε] and restricts to the
product dα+dR on |K|×Aαε , where dα is the restriction of d to |K|×{α} ∼= |K|.
Moreover, D is ε-collared in the sense of (6.4.3).
(ii) Let d1 be an admissible metric on |K|, and suppose for A = [0, 1], [1, 2] that dA
are admissible metrics on |K × A| that for some κ > 0 restrict on |K| × ([1 −
κ, 1 + κ] ∩ A) to the product metric d1 + dR. Then there exists an admissible
κ
2 -collared metric D on |K × [0, 2]| whose boundary restrictions are
D
∣∣
|K|×{0} = min(d[0,1]
∣∣
|K|×{0},
κ
2 ) and D
∣∣
|K|×{2} = min(d[1,2]
∣∣
|K|×{2},
κ
2 ).
(iii) Suppose that d and d′ are admissible metrics on |K|, where d′ is bounded by 1.
Then, for any 0 < ε < 14 , there is an admissible ε-collared metric D on |K×[0, 1]|
that restricts to d+ dR on |K| × [0, ε] and to d+ d′ + dR on |K| × [1− ε, 1].
(iv) If d0 and d1 are any two admissible metrics on |K|, then there exists an admis-
sible collared metric D on |K × [0, 1]| with restrictions D||K×{α}| = dα at the
boundaries ∂α|K × [0, 1]| = |K| × {α} ∼= |K| for α = 0, 1.
(v) Finally, suppose that K[0,1] is a Kuranishi cobordism and d is an admissible (not
necessarily collared) metric on |K[0,1]|. Then there exists an admissible collared
metric D on |K[0,1]| with D||∂αK[0,1]| = d||∂αK[0,1]| for α = 0, 1.
Proof. The metric required by (i) can be obtained by first rescaling the given admissible
metric to |K|×[ε, 1−ε], and then making collaring constructions to extend it to |K|×[ε, 1]
and then to |K|× [0, 1]. We will moreover see that the collar width ε plays no special role
other than complicating the notation. So it suffices to consider a given admissible metric
d on |K| × [0, 1] and extend it by a collaring construction to a metric D on |K| × [0, 2]
that restricts to d1 + dR on |K|× [1, 2] with the metric d1 := d||K|×{1} on |K|× {1} ∼= |K|
and satisfying (6.4.3) with ε = 1, that is D(y, (x, 2− t)) ≥ 1− t for y ∈ |K| × [0, 1] and
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0 ≤ t < 1. This metric can be constructed by symmetric extension of
(6.4.6) D
(
(x, t), (x′, t′)
)
:=
 d
(
(x, t), (x′, t′)
)
if t, t′ ≤ 1,
d1(x, x
′) + |t− t′|, if t, t′ ≥ 1,
d
(
(x, t), (x′, 1)
)
+ |t′ − 1| if t ≤ 1 ≤ t′.
This is well defined, positive definite, and symmetric. The triangle inequality
(6.4.7) D
(
(x, t), (x′′, t′′)
) ≤ D((x, t), (x′, t′))+D((x′, t′), (x′′, t′′))
directly follows from the construction in case t, t′, t′′ ≤ 1 or t, t′, t′′ ≥ 1. In the case
t′ ≤ 1 < t, t′′ it follows from the triangle inequalities for both d and dR,
D
(
(x, t), (x′′, t′′)
)
= d
(
(x, 1), (x′′, 1)
)
+ |t′′ − t|
≤ d((x, 1), (x′, t′))+ d((x′, t′), (x′′, 1))+ |t− 1|+ |t′′ − 1|
= D
(
(x, t), (x′, t′)
)
+D
(
(x′, t′), (x′′, t′′)
)
.
Similarly, if t ≤ 1 < t′, t′′ we have
D
(
(x, t), (x′′, t′′)
)
= d
(
(x, t), (x′′, 1)
)
+ |t′′ − 1|
≤ d((x, t), (x′, 1))+ d((x′, 1), (x′′, 1))+ |t′ − 1|+ |t′′ − t′|
= D
(
(x, t), (x′, t′)
)
+D
(
(x′, t′), (x′′, t′′)
)
.
In the case t, t′′ ≤ 1 < t′ the triangle inequality for d implies that for D,
D
(
(x, t), (x′′, t′′)
)
= d
(
(x, t), (x′′, t′′)
)
≤ d((x, t), (x′, 1))+ d((x′, 1), (x′′, t′′))+ 2|t′ − 1|
= D
(
(x, t), (x′, t′)
)
+D
(
(x′, t′), (x′′, t′′)
)
.
Finally, for t′, t′′ ≤ 1 < t we have
D
(
(x, t), (x′′, t′′)
)
= d
(
(x, 1), (x′′, t′′)
)
+ |t− 1|
≤ d((x, 1), (x′, t′))+ d((x′, t′), (x′′, t′′))+ |t− 1|
= D
(
(x, t), (x′, t′)
)
+D
(
(x′, t′), (x′′, t′′)
)
.
This proves that D is a well defined metric on |K|× [0, 2]. Boundedness follows from that
of d. We next check that the topology given by the pullbacks DI of D to UI × [0, 2] is
the standard product topology. Since d pulls back to the product topology on UI × [0, 1]
by hypothesis, as does d1 + dR on UI × [1, 2], the topology given by DI restricts to the
product topology on both UI × [0, 1] and on UI × [1, 2]. On the other hand, the product
topology on UI × [0, 2] is the quotient topology obtained from the product topologies on
the disjoint union UI × [0, 1] unionsq UI × [1, 2] by identifying the two copies of UI × {1}.
Since this is precisely the topology given by DI , the metric D is admissible as claimed.
Finally, the collaring requirement (6.4.3) holds since for y = (x, t) ∈ |K| × [0, 1] and
(x′, 2− t) ∈ |K|× (1, 2] we have D(y, (x′, 2− t)) = d(y, (x′, 1))+ |2− t− 1| ≥ 1− t. This
completes the proof of (i).
To prove (ii), we first replace each metric dA by min(dA,
κ
2 ) so that the metrics dA and
d1 are bounded by
κ
2 . We next replace each dA by the metric D
′
A constructed as in (i)
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that restricts to dA on |K|×
(
Ar[1−κ, 1+κ]), and to d1 +dR on |K|×([1−κ, 1+κ]∩A),
and for A = [0, 1] (and similarly for A = [1, 2]) satisfies
D′A
(
(x, t), (x′, t′)
)
= dA
(
(x, t), (x, 1− κ))+ |t′ − (1− κ)| ∀ t ≤ 1− κ ≤ t′ ≤ 1.
Next we set DA := min(D
′
A, κ), which by Example 6.4.14 is still
κ
2 -collared. Finally, we
claim that
D
(
(x, t), (x′, t′)
)
:=

DA
(
(x, t), (x′, t′)
)
if t, t′ ∈ A,
min
(
d1(x, x
′) + |t− t′| , κ ) if t, t′ ∈ [1− κ, 1 + κ],
κ otherwise
is the required metric on |K × [0, 2]|. Indeed, D is well defined since DA restricts to
min(d1 + dR, κ) on |K|×
(
[1−κ, 1 +κ]∩A) by construction. Further D has the required
restrictions, and is symmetric, positive definite, and bounded by κ. To see that it
satisfies the triangle inequality (6.4.7) we need only check triples with D
(
(x, t), (x′, t′)
)
+
D
(
(x′, t′), (x′′, t′′)
)
< κ, and (by symmetry) t ≤ t′′. The proof of (i) shows that D satisfies
(6.4.7) whenever t, t′, t′′ ≤ 1+κ or t, t′, t′′ ≥ 1−κ. Otherwise at least one of t, t′, t′′ is less
than 1−κ while another is larger than 1+κ. This means that the points in at least one of
the pairs {t, t′}, {t, t′′}, and {t′, t′′} lie in different components of the complement of the
interval [1−κ, 1+κ], and thus the corresponding points in |K× [0, 2]| have distance κ. In
particular, (6.4.7) holds by the upper bound on D except in the second case. Assuming
w.l.o.g. t ≤ t′′, this reduces our considerations to the case t < 1 − κ ≤ t′ ≤ 1 + κ < t′′
when either |t′ − (1 − κ)| ≥ κ or |t′ − (1 + κ)| ≥ κ, and thus D((x, t), (x′, t′)) ≥ κ or
D
(
(x′, t′), (x′′, t′′)
) ≥ κ, which again proves (6.4.7). Thus in all cases D satisfies the
triangle inequality, and so is a metric as claimed. Further, D is admissible because, by
(i) its pullback induces the product topology on each UI × [0, 1 + κ] and UI × [1− κ, 2],
and hence on UI × [0, 2]. This proves (ii).
To prove (iii), we choose a smooth nondecreasing function β : [0, 1]→ [0, 1] such that
β|[0,ε] = 0, β|[1−ε,1] = 1, and the derivative is bounded by supβ′ < 2. (At this point we
need to know that (1− ε)− ε > 12 , which holds by assumption ε < 14 .) For r ∈ [0, 1] we
then obtain a metric dr on |K| by
dr(x, x
′) := d(x, x′) + β(r)d′(x, x′)
and note that dr(x, x
′) ≤ ds(x, x′) whenever r ≤ s. Moreover, each dr is admissible on
|K| since their pullback to the charts are analogous sums, and the sum of two metrics
that induce the same topology also induces this topology. Now we claim that
D
(
(x, t), (x′, t′)
)
= dmin(t,t′)(x, x
′) + |t− t′|
provides the required metric D on |K × [0, 1]|. This is evidently symmetric and positive
definite, and by symmetry it suffices to check the triangle inequality (6.4.7) for t ≤ t′′.
In the case t′ < t ≤ t′′ we use 0 ≤ β(t)− β(t′) ≤ 2(t− t′) and d′ ≤ 1 to obtain
D
(
(x, t), (x′, t′)
)
+D
(
(x′, t′), (x′′, t′′)
)
= d(x, x′) + d(x′, x′′) + β(t′)d′(x, x′) + β(t′)d′(x′, x′′) + |t− t′|+ |t′ − t′′|
≥ d(x, x′′) + β(t′)d′(x, x′′) + 2|t− t′|
≥ d(x, x′′) + β(t)d′(x, x′′) = D((x, t), (x′′, t′′)).
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In the other cases t ≤ t′ ≤ t′′ resp. t ≤ t′′ ≤ t′, we can use the monotonicity β(t′) ≥ β(t)
resp. β(t′′) ≥ β(t) to check (6.4.7). Therefore D is a metric on the product virtual
neighbourhood. It is admissible because each dr is admissible on |K| so that the pullback
metric on each set UI × [0, 1] induces the product topology. Finally it is ε-collared by
construction. In particular, it satisfies (6.4.3) due to the term |t− t′| in its formula. This
proves (iii).
To prove (iv), let C > 0 be a common upper bound for d0 and d1 and set κ := 16 . By
(iii) there is a κ-collared metric d[0,1] on |K| × [0, 1] that equals κ3C d0 + dR on |K| × [0, κ]
and κ3C (d
0 + d1) + dR on |K| × [1− κ, 1]. Similarly, there is a κ-collared metric d[1,2] on
|K|× [1, 2] that equals κ3C (d0 +d1)+dR on |K|× [1, 1+κ] and κ3C d1 +dR on |K|× [2−κ, 2].
These satisfy the assumptions of (ii), so that we obtain a collared metric D′ on |K|× [0, 2]
that restricts to min{ κ3C d0 +dR, κ2} = κ3C d0 +dR on |K|× [0, κ6 ] since κ3C d0 ≤ κ3 . Similarly,
it restricts to min{ κ3C d1 + dR, κ2} = κ3C d′ + dR on |K| × [2− κ6 , 2]. Moreover, D′ satisfies
(6.4.3) with ε = κ = 16 by (iii). Now define D on |K| × [0, 1] to be the pullback of 3Cκ D′
by a rescaling map (x, t) 7→ (x, β(t)) with β(t) = κt3C for t near 0 and β(t) = 2 − κ(1−t)3C
for t near 1. Then D restricts to d0 + dR near |K| × {0} and to d1 + dR near |K| × {1},
and is collared by construction. Hence it provides the required metric tame cobordism
(K × [0, 1], D) from (K, d0) to (K, d1).
To prove (v) let 2ε > 0 be the collar width of K := K[0,1]. Then we first push forward
the metric d on |K| by the bijection
F : |K| ∼=7−→ |K|r
(
ρ0
(|∂0K| × [0, ε)) ∪ ρ1(|∂1K| × (1− ε, ε]))
given by F : ρ0(x, t) 7→ ρ0(x, ε + 12 t) and F : ρ1(x, 1 − t) 7→ ρ1(x, 1 − ε − 12 t) for
t ∈ [0, 2ε), and the identity on the complement of the 2ε-collars. The push forward
F∗d is admissible since F pulls back to homeomorphisms supported in the collars of the
domains UI of K. Next, let us denote dα := d||∂αK|, such that d0 equals to the restriction
(F∗d)|ρ0(|∂0K|×{ε}), pulled back via ρ0(·, ε), and similar for d1 via ρ1(·, 1 − ε). Then we
apply the same collaring construction as in (i) to extend F∗d to an admissible collared
metric on |K| given by symmetric extension of
D
(
y, y′
)
:=

d
(
y, y′
)
if y, y′ ∈ imF,
ρα∗ (dα + dR)(y, y′) if y, y′ ∈ ρα
(|∂αK| ×Aαε ),
d
(
y, ρα(x′, ε)
)
+ |ε− t′| if y ∈ imF, y′ = ρ0(x′, t′),
d
(
y, ρ1(x′, 1− ε))+ |1− ε− t′| if y ∈ imF, y′ = ρ1(x′, t′),
d
(
ρ0(x, ε), ρ1(x′, 1− ε)) if y = ρ0(x, t), y′ = ρ1(x′, t′).
+|ε− t|+ |1− ε− t′|
Viewing this as a two stage extension to ρα
(|∂αK| × Aαε ) for α = 0, 1, the proof of the
triangle inequality and admissibility is the same as in (i), and the restrictions are ρα∗dα
on ρα
(|∂αK| × {α}), as required. This finishes the proof. 
We are now in a position to prove the uniqueness part of Theorem 6.2.6, namely that
different tame shrinkings of the same additive weak Kuranishi atlas are cobordant. This
is a crucial ingredient in establishing that the virtual fundamental class associated to a
given Kuranishi atlas is well defined. Since in practice one only associates a well defined
cobordism class of Kuranishi atlases to a given moduli space, we need the full generality
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of the following result. For this, we must revisit the construction of shrinkings in the
proof of Proposition 6.3.4.
Remark 6.4.16. In the case of shrinkings K0,K1 of a fixed Kuranishi atlas K there
is an easier construction of a cobordism in one special case: If the shrinkings of the
footprint covers (FαI ) are compatible in the sense that their intersection (F
0
I ∩ F 1I ) is
also a shrinking (i.e. covers X and has the same index set of nonempty intersections of
footprints), then by Remark 6.3.3 the intersection of domains U0IJ ∩U1IJ defines another
shrinking of K. Thus one obtains an additive tame shrinking of the product Kuranishi
cobordism K × [0, 1] by
U
[0,1]
IJ :=
(
U0IJ × [0, 13)
) ∪ ((U0IJ ∩ U1IJ)× [13 , 23 ]) ∪ (U1IJ × (23 , 1]).
Proposition 6.4.17. Let K[0,1] be an additive weak Kuranishi cobordism on X × [0, 1],
and let K0sh,K1sh be preshrunk tame shrinkings of ∂0K[0,1] and ∂1K[0,1], that are hence
metrizable as in Proposition 6.3.7. Then there is a preshrunk tame shrinking of K[0,1]
that provides a metrizable tame Kuranishi cobordism from K0sh to K1sh.
Proof. As in the proof of Proposition 6.3.7 we first construct a tame shrinking between
any pair of tame shrinkings K0,K1 of ∂0K[0,1] and ∂1K[0,1]. We will use this first to
obtain a tame shrinking K′ of K[0,1] with ∂αK′ = Kα (the tame shrinkings of which Kαsh
are precompact shrinkings), and then to obtain a precompact tame shrinking K[0,1]sh of K′
with ∂αK[0,1]sh = Kαsh. This Kuranishi cobordism K[0,1]sh supports an admissible metric dsh
by the same argument as in Proposition 6.3.7. Finally we may arrange that it is collared
by Proposition 6.4.15 (v). Hence it remains to carry out the first construction.
We write the index set as the union IK[0,1] = I0 ∪I(0,1) ∪I1 of Iα := I∂αK[0,1] ⊂ IK[0,1]
and I(0,1) := IK[0,1]r(I0 ∪ I1). Since the footprint of a chart K[0,1] might intersect both
X × {0} and X × {1}, the sets I0 and I1 may not be disjoint, though they are both
disjoint from I(0,1), which indexes the charts with precompact footprint in X × (0, 1).
We will denote the charts of the Kuranishi cobordism K[0,1] by KI = (UI , . . .), while
KαI = (U
α
I , . . .) = ∂
αKI |UαI denotes the charts of the shrinking Kα of ∂αK[0,1] with
domains UαIJ ⊂ ∂αUIJ . Recall moreover that by definition of a shrinking the index sets
IKα = I∂αK = Iα coincide. We suppose that the charts and coordinate changes of K[0,1]
have uniform collar width 5ε > 0 as in Remark 6.4.9. Then the footprints have induced
5ε-collars
(X ×Aα5ε) ∩ FI = ∂αFI ×Aα5ε with ∂αFI = prX
(
FI ∩ (X × {α})
)
.
By construction of the shrinkings Kα of ∂αK[0,1], we have precompact inclusions FαI <
∂αFI . Now one can form a 3ε-collared shrinking (F
′
i < Fi)i=1,...,N of the cover of X×[0, 1]
by the footprints of the basic charts by first choosing an arbitrary shrinking (F ′′i ) as
in Definition 6.3.1, and then adding 3ε-collars to the boundary charts. Namely, for
i ∈ I0 ∪ I1 we define
F ′i :=
(
F ′′i ∪
(
Fαi ×Aα4ε
))
r
((
XrFαi
)×Aα3ε).
By construction, these sets still cover X × Aα4ε, together with F ′i := F ′′i for i ∈ I(0,1)
cover X × (3ε, 1 − 3ε), and hence cover all of X × [0, 1]. Moreover, each F ′i is open
with 3ε-collar F ′i ∩
(
X × Aα3ε
)
= Fαi × Aα3ε and has compact closure in Fi because F ′′i
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does by construction and Fαi × Aα4ε < ∂αFi × Aα5ε ⊂ Fi. Next, the induced footprints
F ′I =
⋂
i∈I F
′
i also have 3ε-collars, and FI 6= ∅ implies F ′I 6= ∅ since either FI ∩ Aα5ε 6= ∅
so that ∅ 6= FαI × Aα4ε ⊂ F ′I , or FI ⊂ X × (5ε, 1 − 5ε) so that ∅ 6= F ′′I ⊂ F ′I . Hence
(F ′i )i=1,...,N is a shrinking of the footprint cover with 3ε-collars.
We now carry through the proof of Proposition 6.3.4, in the k-th step choosing domains
U
(k)
IJ ⊂ U (k−1)IJ ⊂ UIJ for I, J ∈ IK[0,1] satisfying the conditions (i′), (ii′),(iii′) as well as
the following collar requirement which ensures that the resulting shrinking of K[0,1] is a
Kuranishi cobordism between the given tame atlases K0 and K1:
(6.4.8) (ιαI )
−1(U (k)IJ ) = UαIJ ×Aαε ∀ α ∈ {0, 1}, I ⊂ J ∈ Iα.
For k = 0 we first must choose precompact sets U
(0)
I < UI satisfying the zero set condition
(6.3.2), namely U
(0)
I ∩ s−1I (0) = ψ−1I (F ′I). For that purpose we apply Lemma 5.1.4 to
F ′I ∩ (X × (2ε, 1− 2ε)) < ψI
(
s−1I (0)r
⋃
α=0,1
ιαI (∂
αUI ×Aαε )
)
to find
U ′I < UI r
⋃
α
ιαI (∂
αUI ×Aαε ) with U ′I ∩ s−1I (0) = ψ−1I
(
F ′I ∩ (X × (2ε, 1− 2ε)
)
.
Then we add the image under ιαI of the precompact subsets U
α
I ×Aα3ε < ∂αUI×Aα4ε ⊂ UI ,
which have footprint FαI ×Aα3ε = F ′I ∩ (X ×Aα3ε), to obtain the required domains
U
(0)
I := U
′
I ∪
⋃
α=0,1
ιαI (U
α
I ×Aα3ε) < UI
with boundary ∂αU
(0)
I = U
α
I and collar width ε. Next, the domains U
(0)
IJ for I ( J are
determined by (6.3.3) and satisfy (6.4.8) since both UIJ and U
(0)
I , U
(0)
J have ε-collars,
and φIJ has product form on the collar. For I ∈ I(0,1) these constructions also apply,
and reproduce the construction without boundary, if we denote im ιαI := ∅ and recall
that the footprints are contained in X × (5ε, 1 − 5ε). In the following we will use the
same conventions and hence need not mention I(0,1) separately.
Now in each iterative step for k ≥ 1 there are two adjustments of the domains. First,
in Step A the domains U
(k)
IK ⊂ WK′ for |I| = k are chosen using Lemma 6.3.5, where
WK′ is given by (6.3.6). In order to give these sets ε-collars, we denote the sets provided
by Lemma 6.3.5 by V
(k)
IK ⊂WK′ and define
(6.4.9) U
(k)
IK := V
(k)
IK ∪ U0,1,εIK with U0,1,εIK := ι0I
(
U0IK ×A0ε) ∪ ι1I
(
U1IK ×A1ε).
This set is open and satisfies (6.4.8) because V
(k)
IK is a subset of U
(k−1)
IK , which by induction
hypothesis has the required ε-collar. We now show that (6.4.9) satisfies the requirements
of Step A.
(i′) holds since U (k−1)IJ ∩
(
sI
)−1
(EH) ⊂ V (k)IJ ⊂ U (k)IJ , where the first inclusion holds by
construction of V
(k)
IJ .
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(ii′) holds since V (k)IJ ∩V (k)IK = V (k)I(J∪K) by construction and U0,1,εIJ ∩U0,1,εIK = U0,1,εI(J∪K) by
the tameness of the collars, so
U
(k)
IJ ∩ U (k)IK =
(
V
(k)
IJ ∩ V (k)IK
) ∪ (U0,1,εIJ ∩ V (k)IK ) ∪ (V (k)IJ ∩ U0,1,εIK ) ∪ (U0,1,εIJ ∩ U0,1,εIK )
= V
(k)
I(J∪K) ∪ U0,1,εI(J∪K) = U
(k)
I(J∪K).
Here the two mixed intersections are subsets of the collar U0,1,εIJ ∩U0,1,εIK due to V (k)I• ⊂
U
(k−1)
I• .
(iii′′) holds since V (k)IK ⊂ (φIJ)−1(V (k−1)JK ) by construction and U0,1,εIK ⊂ (φ[0,1]IJ )−1(U0,1,εJK )
by the tameness of the shrinkings U0• , U1• .
This completes Step A. In Step B the domains U
(k)
JK for |J | > k are constructed by
(6.3.7), namely
U
(k)
JK := U
(k−1)
JK r
⋃
I⊂J,|I|=k
(
s−1J (EI)rφIJ(U
(k)
IJ )
)
.
We must check that this removes no points in the collars, i.e.
ιαJ (U
α
JK ×Aαε ) ∩ s−1J (EI) ⊂ φIJ(U (k)IJ ).
But in this collar sJ and φIJ have product form induced from the corresponding maps
in the Kuranishi atlases Kα, where tameness implies UαJK ∩ (sαJ )−1(EI) = φαIJ(UαIJ).
Since the U
(k)
IJ already have ε-collar by construction, this guarantees the above inclusion.
Thus, with these modifications, the k-th step in the proof of Proposition 6.3.4 carries
through. After a finite number of iterations, we find a tame shrinking K′ of K[0,1] with
given restrictions ∂αK[0,1] = Kα for α = 0, 1. This completes the proof. 
Remark 6.4.18. In some sense, the “correct” notion of equivalence between Kuranishi
atlases should generalize that of Morita equivalence for groupoids. In other words, one
should develop an appropriate notion of “refinement” of a Kuranishi atlas (e.g. by re-
placing each chart by a tuple of charts obtained by restriction to a finite cover of its
footprint) and then should say that two Kuranishi atlases K,K′ on X are equivalent if
there is a diagram
K′ ←− K′′ −→ K,
where K′′ is a “refinement” of K, and an arrow K1 → K2 means (at a minimum) that
there are functors BK1 → BK2 and EK1 → EK2 , which commute with the section functors
sKα : BKα → BKα and the footprint functors ψKα : s−1Kα(0) → X. We do not pursue
this formal line of reasoning here. However, it will be useful to develop the notion of
a particular kind of refinement (called a reduction) in order to construct sections; see
Proposition 7.1.15.
7. From Kuranishi atlases to the Virtual Fundamental Class
In this section we assume that K is an oriented, tame Kuranishi atlas (as throughout
with trivial isotropy, and with the notion of orientation to be defined) of dimension d
on a compact metrizable space X, and construct the virtual moduli cycle (VMC) and
virtual fundamental class (VFC).
As a preliminary step, Section 7.1 provides reductions of the cover of the Kuranishi
neighbourhood |K| by the images of the domains piK(UI). The goal here is to obtain a
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cover by a partially ordered set of Kuranishi charts, with coordinate changes governed
by the partial order. This will allow for an iterative construction of perturbations. In
Section 7.2 we introduce the notion of transverse perturbations in a reduction, and
– assuming their existence – construct the VMC as a closed manifold up to compact
cobordism, so far unoriented, from the associated perturbed zero sets. One difficulty
here is to ensure compactness of the zero set despite the fact that ιK(X) ⊂ |K| may
not have a precompact neighbourhood. Transverse perturbations are then constructed
in Section 7.3, and orientations will be established in Section 7.4. Finally, we construct
the virtual fundamental cycle in Section 7.5.
7.1. Reductions and Covers.
The cover of X by the footprints (FI)I∈IK of all the Kuranishi charts (both the basic
charts and those that are part of the transitional data) is closed under intersection. This
makes it easy to express compatibility of the charts, since the overlap of footprints of
any two charts KI and KJ is covered by another chart KI∪J . However, this yields so
many compatibility conditions that a construction of compatible perturbations in the
Kuranishi charts may not be possible. For example, a choice of perturbation in the chart
KI also fixes the perturbation in each chart KJ over φ
−1
J(I∪J)
(
imφI(I∪J)
) ⊂ UJ , whenever
I ∪J ⊂ IK. Since we do not assume transversality of the coordinate changes, this subset
of UJ need not be a submanifold, and hence the perturbation may not extend smoothly
to UJ . We will avoid these difficulties, and also make a first step towards compactness, by
reducing the domains of the Kuranishi charts to precompact subsets VI < UI such that
all compatibility conditions between KI |VI and KJ |VJ are given by direct coordinate
changes Φ̂IJ or Φ̂JI . The left diagram in Figure 7.1.1 illustrates a typical family of
sets VI for I ⊂ {1, 2, 3} with the appropriate intersection properties. As we explain in
Remark 7.1.1 this reduction process is analogous to replacing the star cover of a simplicial
set by the star cover of its first barycentric subdivision. This method was used in the
current context by Liu–Tian [LiuT].
Remark 7.1.1. In algebraic topology it is often useful to consider the nerve N := N (U)
of an open cover U := (Fi)i=1,...,N of a space X, namely the simplicial complex with one
vertex for each open subset Fi and a k-simplex for each nonempty intersection of k + 1
subsets.20 We denote its set of simplices by
IU :=
{
I ⊂ {1, . . . , N} ∣∣ ∩i∈I Fi 6= ∅}.
This combinatorial object is often identified with its realization, the topological space
|N | :=
∐
I∈IU{I} ×∆|I|−1
/
∼
where ∼ is the equivalence relation under which the |I| codimension 1 faces of the simplex
{I} × ∆|I|−1 are identified with {Ir{i}} × ∆|I|−2 for i ∈ I. The realization |N | has a
20 A simplicial complex is defined in [H, §2.1] as a finite set of vertices (or 0-simplices) V and a
subset of the power set I ⊂ 2V , whose (k + 1)-element sets are called k-simplices for k ≥ 0. The only
requirements are that any subset τ ( σ of a simplex σ ∈ I is also a simplex τ ∈ I, and that each simplex
is linearly ordered, compatible with a partial order on V . In our case the ordering is provided by the
linear order on V = {1, . . . , N}. Then the j-th face of a k-simplex σ := {i0, . . . , ik}, where i0 < · · · < ik,
is given by the subset of σ obtained by omitting its j-th vertex ij . This provides the order in which faces
are identified when constructing the realization of the simplicial complex.
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13V
23V
123V
12V
3V 1V
2V
123
12
13
2
23
13
Figure 7.1.1. The right diagram shows the first barycentric subdivision
of the triangle with vertices 1, 2, 3. It has three new vertices labelled ij
at the barycenters of the three edges and one vertex labelled 123 at the
barycenter of the triangle. The left is a schematic picture of a reduction
of the cover as in Lemma 7.1.7. The black sets are examples of multiple
intersections of the new cover, which correspond to the simplices in the
barycentric subdivision. E.g. V2 ∩ V23 ∩ V123 corresponds to the triangle
with vertices 2, 23, 123, whereas V1∩V123 corresponds to the edge between
1 and 123.
natural open cover by the stars St(v) of its vertices v, where St(v) is the union of all
(open) simplices whose closures contain v. Notice that the nerve of the star cover of |N |
can be identified with N .
Next, let N1 := N1(U) be the first barycentric subdivision of N . That is, N1 is a
simplicial complex with one vertex vI at the barycenter of each simplex I ∈ IU and a k
simplex for each chain I0 ( I1 ( . . . ( Ik of simplices I0, . . . , Ik ∈ IU . This linear order
on each simplex is induced from the partial order on the set of vertices IU given by the
inclusion relation for subsets of {1, . . . , N}. Further, the star St(vI) of the vertex vI in
N1 is the union of all simplices given by chains that contain I as one of its elements.
Hence two stars St(vI), St(vJ) have nonempty intersection if and only if I ⊂ J or J ⊂ I,
because this is a necessary and sufficient condition for there to be a chain containing
both I and J . For example in the right hand diagram in Figure 7.1.1 the stars of the
vertices v12 and v13 are disjoint, as are the stars of v1 and v2. As before the nerve of
the star cover of |N1| can be identified with N1 itself. In particular, each nonempty
intersection of sets in the star cover of |N1| corresponds to a simplex in |N1|, namely to
a chain I0 ⊂ . . . ⊂ Ik in the poset IU . Therefore the indexing set for this cover is the set
C of chains in IU ; cf. Hatcher [H, p.119ff].
Now suppose that U = (Fi)i=1,...,N is the footprint cover provided by the basic charts
of a tame Kuranishi atlas. Then IU = IK is the index set of the Kuranishi atlas. Hence
K consists of one basic chart for each vertex of the nerve N (U) and one transition chart
KI for each simplex in N (U). We are aiming to construct from the original cover (Fi) of
X a reduced cover (ZI)I∈IU of X whose pattern of intersections mimics that of the star
cover of |N1(U)|. In particular, we will require ZI ∩ZJ = ∅ unless I ⊂ J or J ⊂ I. Next,
we will aim to construct corresponding subsets VI ⊂ UI with VI ∩ s−1I (0) = ψ−1I (ZI) and
piK(VI) ∩ piK(VJ) = ∅ unless I ⊂ J or J ⊂ I. We will see in Proposition 7.1.15 that such
a reduction gives rise to a Kuranishi atlas KV that has one basic chart for each vertex in
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N1(U), i.e. for each element in IK, and one transition chart for each simplex in N1(U),
i.e. for each chain C of elements in the poset IK.
We will prove the existence of the following type of reduction in Proposition 7.1.11
below. As always, we denote the closure of a set Z ⊂ X by Z.
Definition 7.1.2. A reduction of a tame Kuranishi atlas K is an open subset V =⋃
I∈IK VI ⊂ ObjBK i.e. a tuple of (possibly empty) open subsets VI ⊂ UI , satisfying the
following conditions:
(i) VI < UI for all I ∈ IK, and if VI 6= ∅ then VI ∩ s−1I (0) 6= ∅;
(ii) if piK(VI) ∩ piK(VJ) 6= ∅ then I ⊂ J or J ⊂ I;
(iii) the zero set ιK(X) = |sK|−1(0) is contained in piK(V) =
⋃
I∈IK piK(VI).
Given a reduction V, we define the reduced domain category BK|V and the reduced
obstruction category EK|V to be the full subcategories of BK and EK with objects⋃
I∈IK VI resp.
⋃
I∈IK VI × EI , and denote by s|V : BK|V → EK|V the section given by
restriction of sK.
Uniqueness of the VFC will be based on the following relative notion of reduction.
Definition 7.1.3. Let K be a tame Kuranishi cobordism. Then a cobordism reduc-
tion of K is an open subset V = ⋃I∈IK VI ⊂ ObjBK that satisfies the conditions of
Definition 7.1.2 and, in the notation of Section 6.4, has the following collar form:
(iv) For each α ∈ {0, 1} and I ∈ I∂αK ⊂ IK there exists ε > 0 and a subset ∂αVI ⊂
∂αUI such that ∂
αVI 6= ∅ iff VI ∩ ψ−1I
(
∂αFI × {α}
) 6= ∅, and
(ιαI )
−1(VI) ∩ (∂αUI ×Aαε ) = ∂αVI ×Aαε .
We call ∂αV := ⋃I∈I∂0K ∂αVI ⊂ ObjB∂αK the restriction of V to ∂αK.
Remark 7.1.4. The restrictions ∂αV of a reduction V of a Kuranishi cobordism K are
reductions of the restricted Kuranishi atlases ∂αK for α = 0, 1. In particular condition
(i) holds because part (iv) of Definition 7.1.3 implies that if ∂αVI 6= ∅ then ∂αVI ∩
ψ−1I
(
∂αFI
) 6= ∅
The notions of reductions make sense for general Kuranishi atlases and cobordisms,
however we will throughout assume additivity and tameness. In some ways, the closest
we come in this paper to constructing a “good cover” in the sense of [FO, J] is the
category BK|V . However, it is not a Kuranishi atlas. For completeness, we show in
Proposition 7.1.15 that there is an associated Kuranishi atlas KV together with a faithful
functor ιV : BKV → BK|V that induces an injection |KV | → piK(V) ⊂ |K|. Since the extra
structure in KV has no real purpose for us, we use the simpler category BK|V instead.
Its realization |BK|V | also injects into |K|, with image |V| = piK(V) by a special case of
the following result. In particular, this identifies the quotient topologies |V| ∼= |BK|V |
given by piK resp. generated by the morphisms of BK|V . Here, as before, we define the
realization |C| of a category C to be the quotient ObjC/∼, where ∼ is the equivalence
relation generated by the morphisms in C.
Lemma 7.1.5. Let K be a tame Kuranishi atlas with reduction V, and suppose that C is
a full subcategory of the reduced domain category BK|V . Then the map |C| → |K|, induced
by the inclusion of object spaces, is a continuous injection. In particular, the realization
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|C| is homeomorphic to its image |ObjC| = piK(ObjC) with the quotient topology in the
sense of Definition 6.2.16.
Proof. The map |C| → |K| is well defined because (I, x) ∼C (J, y) implies (I, x) ∼BK
(J, y) since the morphisms in C are a subset of those in BK. In order for |C| → |K|
to be injective we need to check the converse implication, that is we consider objects
(I, x), (J, y) ∈ ObjC, identify them with points x ∈ VI and y ∈ VJ , and assume
piK(I, x) = piK(J, y). Then we have I ⊂ J or J ⊂ I by Definition 7.1.2 (ii), so that
Lemma 6.2.12 (a) implies either y = φIJ(x) or x = φJI(y). Since C is a full subcategory
of BK|V and hence of BK, the corresponding morphism (I, J, x) (or (J, I, y)) belongs
to C. Hence (I, x) ∼BK (J, y) implies (I, x) ∼C (J, y), so that |C| → |K| is injec-
tive. In fact, this shows that the relations ∼BK and ∼C agree on ObjC ⊂ ObjBK , and
thus |C| → |piK(ObjC)| is a homeomorphism with respect to the quotient topology on
piK(ObjC). Finally, Proposition 6.2.18 (i) asserts that the identity map |piK(ObjC)| →
‖piK(ObjC)‖ ⊂ |K| is continuous from this quotient topology to the relative topology
induced by |K|, which finishes the proof. 
Example 7.1.6. The inclusion |C| ↪→ |K| does not hold for arbitrary full subcategories
of BK. For example, the full subcategory C with objects
⋃
i=1,...,N Ui (the union of the
domains of the basic charts) has only identity morphisms, so that |C| = ObjC equals
|K| only if there are no transition charts.
In order to prove the existence and uniqueness up to cobordism of reductions, we start
by analyzing the induced footprint cover of X. Since the induced vicinity contains the
zero set ιK(X), the further conditions on reductions imply that the reduced footprints
ZI = ψI(VI∩s−1I (0)) form a reduction of the footprint cover X =
⋃
i=1,...,N Fi in the sense
of the following lemma. This lemma makes the first step towards existence of reductions
by showing how to reduce the footprint cover. We will use the fact that every compact
Hausdorff space is a shrinking space in the sense that every open cover has a precompact
shrinking – in the sense of Definition 6.3.1 without requiring condition (6.3.1).
Lemma 7.1.7. For any finite open cover of a compact Hausdorff space X =
⋃
i=1,...,N Fi
there exists a cover reduction
(
ZI
)
I⊂{1,...,N} in the following sense: The ZI ⊂ X are
(possibly empty) open subsets satisfying
(i) ZI < FI :=
⋂
i∈I Fi for all I;
(ii) if ZI ∩ ZJ 6= ∅ then I ⊂ J or J ⊂ I;
(iii) X =
⋃
I ZI .
Proof. Since X is compact Hausdorff, we may choose precompact open subsets F 0i < Fi
that still cover X. Next, any choice of precompactly nested sets
(7.1.1) F 0i < G
1
i < F
1
i < G
2
i < . . . < F
N
i = Fi
yields further open covers X =
⋃
i=1,...,N F
n
i and X =
⋃
i=1,...,N G
n
i for n = 1, . . . , N .
Now we claim that the required cover reduction can be constructed by
(7.1.2) ZI :=
(⋂
i∈IG
|I|
i
)
r
⋃
j /∈IF
|I|
j .
To prove this we will use the following notation: Given any open cover X =
⋃
i=1,...,N Hi
of X, we denote the intersections of the covering sets by HI :=
⋂
i∈I Hi for all I ⊂
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{1, . . . , N}. This convention will apply to define F kI resp. GkI from the F ki resp. Gki , but
it does not apply to the sets ZI constructed above, since in particular the Zi generally
do not cover X. With this notation we have
ZI := G
|I|
I r
⋃
j /∈IF
|I|
j for all I ⊂ {1, . . . , N}.
These sets are open since they are the complement of a finite union of closed sets in the
open set G
|I|
I . The precompact inclusion ZI < FI in (i) holds since G
|I|
I < FI .
To prove the covering in (iii) let x ∈ X be given. Then we claim that x ∈ ZIx for
Ix :=
⋃
I⊂{1,...,N},x∈G|I|I
I ⊂ {1, . . . , N}.
Indeed, we have x ∈ G|Ix|Ix since i ∈ Ix implies x ∈ G
|I|
i for some |I| ≤ |Ix|, and hence
x ∈ G|Ix|i since G|I|i ⊂ G|Ix|i . On the other hand, for all j /∈ Ix we have x /∈ G|Ix|+1Ix∪j by
definition. However, x ∈ G|Ix|+1Ix by the nesting of the covers, so for every j /∈ Ix we
obtain x ∈ XrG|Ix|+1j , which is a subset of XrF |Ix|j . This proves x ∈ ZIx and hence (iii).
To prove the intersection property (ii), suppose to the contrary that x ∈ ZI ∩ ZJ
where |I| ≤ |J | but IrJ 6= ∅. Then given i ∈ IrJ , we have x ∈ ZI ⊂ G|I|I ⊂ F |J |i
since |I| ≤ |J |, which contradicts x ∈ ZJ ⊂ XrF |J |i . Thus the sets ZI form a cover
reduction. 
To construct cobordism reductions with given boundary restrictions we need the fol-
lowing notion of collared cobordism of cover reductions.
Definition 7.1.8. Given a finite open cover X =
⋃
i=1,...,N Fi of a compact Hausdorff
space, we say that two cover reductions (Z0I )I⊂{1,...,N}, (Z
1
I )I⊂{1,...,N} are collared
cobordant if there exists a family of open subsets ZI < FI × [0, 1] satisfying conditions
(i),(ii),(iii) in Lemma 7.1.7 for the cover X×[0, 1] = ⋃i=1,...,N Fi×[0, 1], and in addition
are collared in the sense of Definition 6.4.8, namely:
(iv) There is ε > 0 such that ZI ∩
(
X × Aαε
)
= ZαI × Aαε for all I ⊂ {1, . . . , N} and
α = 0, 1.
Lemma 7.1.9. The relation of collared cobordism for cover reductions is reflexive, sym-
metric, and transitive.
Proof. The proof is similar to (but much easier than) that of Lemma 6.4.12. 
With these preparations we can prove uniqueness of cover reductions up to collared
cobordism, and also provide reductions for footprint covers of Kuranishi cobordisms.
Lemma 7.1.10. (i) Any cover X × [0, 1] = ⋃i=1,...,N Fi by collared open sets Fi ⊂
X × [0, 1] has a cover reduction (ZI)I⊂{1,...,N ′} by collared sets ZI ⊂ X × [0, 1].
(ii) Any two cover reductions (Z0I )I⊂{1,...,N}, (Z
1
I )I⊂{1,...,N} of an open cover X =⋃
i=1,...,N Fi are collared cobordant.
Proof. To prove (i) first note that any finite open cover X × [0, 1] = ⋃i=1,...,N Fi by
sets with collar form near the boundary ∂αF × Aε can be shrunk to sets F ′i < Fi that
also have collar form near the boundary. Indeed, taking a common ε > 0, one can first
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choose a shrinking Fαi < ∂
αFi of the covers of the “boundary components” X×{α} and
a general shrinking F ′′i < Fi, then the required shrinking is given by
(7.1.3) F ′i := F
0
i × [0, ε2) ∪ F 1i × (1− ε2 , 1] ∪ F ′′i ∩X × ( ε4 , 1− ε4).
Hence we may choose nested covers F 0i . . . F
k
i < G
k+1
i < . . . Fi as in (7.1.1) of X × [0, 1]
that have collar form near the boundary. Then the sets (ZI) defined by intersections
in (7.1.2) also have collar form near the boundary, and the arguments of Lemma 7.1.7
prove (i).
To prove (ii), we first transfer to the standard form constructed in Lemma 7.1.7.
Claim A: Any cover reduction (ZI) of a finite open cover X =
⋃
i Fi is collared cobordant
to a cover reduction constructed from nested covers F 0i . . . F
k
i < G
k+1
i < . . . Fi by (7.1.2).
To prove this claim, choose a shrinking Z0I < ZI such that X =
⋃
I Z
0
I . Then these
covers induce precompactly nested open covers
F 0i :=
⋃
i∈IZ
0
I < F
′
i :=
⋃
i∈IZI < Fi =
⋃
i∈IFI .
As in (7.1.1) we can choose interpolating sets
F 0i < . . . F
k
i < G
k+1
i < . . . < F
2N
i = F
′
i ,
and let
(
Z ′I := G
|I|
I r
⋃
j /∈I F
|I|
j
)
be the resulting cover reduction of F ′i and hence of Fi.
We claim that the union (Z ′′I := Z
0
I ∪ Z ′I) is a cover reduction of (Fi) as well. Since
Z0I < ZI < FI we only have to check the mixed terms in the intersection axiom (iii) in
Lemma 7.1.7, i.e. we need to verify(
JrI 6= ∅, IrJ 6= ∅
)
=⇒
(
(Z0I ∪ Z ′I) ∩ (Z0J ∪ Z ′J) = ∅
)
.
Indeed, for j ∈ JrI we obtain Z0J ⊂ F 0j < F |I|j ⊂ XrZ ′I so that Z0J∩Z ′I = ∅. Conversely,
Z0I ∩ Z ′J = ∅ follows from the existence of i ∈ IrJ . Now we have a chain of inclusions
between cover reductions of (Fi), namely Z
0
I ⊂ ZI , Z0I ⊂ Z ′′I , and Z ′I ⊂ Z ′′I . We claim
that this induces collared cobordisms (Z0I ) ∼ (ZI), (Z0I ) ∼ (Z ′′I ), and (Z ′I) ∼ (Z ′′I ), so
that Lemma 7.1.9 implies that (ZI) is collared cobordant to (Z
′
I), which is constructed
by (7.1.2). To check this last claim, consider any two cover reductions Z ′I ⊂ Z ′′I of (Fi)
and note that a collared cobordism is given by(
Z ′I × [0, 23)
) ∪ (Z ′′I × (13 , 1]) ⊂ X × [0, 1].
Indeed, these open subsets are collared and form a cover reduction since each of (Z ′I), (Z
′′
I )
satisfies the axioms (i),(ii), and the mixed intersection in (iii) is(
Z ′I × [0, 23 ]
)
∩
(
Z ′′J × [13 , 1]
)
⊂
(
Z ′I ∩ Z ′′J
)
× [13 , 23 ],
which is empty unless I ⊂ J or J ⊂ I. This proves Claim A.
Now to prove (ii) it suffices to consider cover reductions (ZαI ) that are constructed
from nested covers F 0,αi . . . F
k,α
i < G
k+1,α
i < . . . ∂
αFi as in (7.1.1). We extend these to
nested covers of the product cover X × [0, 1] = ⋃i Fi × [0, 1] by choosing constants
1
3 = ε2N < . . . < ε0 <
1
2 < δ0 < . . . < δ2N =
2
3 ,
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and then setting
F ki : =
(
F k,0i × [0, δ2k)
)
∪
(
F k,1i × (ε2k, 1]
)
< Fi × [0, 1],
Gki : =
(
Gk,0i × [0, δ2k−1)
)
∪
(
Gk,1i × (ε2k−1, 1]
)
< Fi × [0, 1].
Since these sets satisfy the nested property in (7.1.1) and have collar form near the
boundary given by the nested covers Gk,αi < F
k,α
i , the cover reduction (ZI) defined in
(7.1.2) is a collared cobordism between the reductions (Z0I ) and (Z
1
I ). 
We now prove existence and uniqueness of reductions.
Proposition 7.1.11. (a) Every tame Kuranishi atlas K has a reduction V.
(b) Every tame Kuranishi cobordism K[0,1] has a cobordism reduction V [0,1].
(c) Let V0,V1 be reductions of a tame Kuranishi atlas K. Then there exists a cobor-
dism reduction V of K × [0, 1] such that ∂αV = Vα for α = 0, 1.
Proof. For (a) we begin by using Lemma 7.1.7 to find a cover reduction (ZI)I⊂{1,...,N}
of the footprint cover X =
⋃
i=1,...,N Fi. Since ZI ⊂ FI = ∅ for I /∈ IK, we can index
the potentially nonempty sets in this cover reduction by (ZI)I∈IK . Then Lemma 5.1.4
provides precompact open sets WI < UI for each I ∈ IK with ZI 6= ∅, satisfying
(7.1.4) WI ∩ s−1I (0) = ψ−1I (ZI), WI ∩ s−1I (0) = ψ−1I (ZI).
The set V = (WI)I∈IK now satisfies condition (iii) in Definition 7.1.2, namely
⋃
I piK(WI)
contains
⋃
I piK
(
ψ−1I (ZI)
)
, which covers ιK(X). We will construct the reduction by choos-
ing VI ⊂ WI so that (ii) is satisfied, while the intersection with the zero set does not
change, i.e.
(7.1.5) VI ∩ s−1I (0) = ψ−1I (ZI),
which guarantees (iii). Further, condition (i) holds automatically since VI ⊂WI , and we
define VI := ∅ when ZI = ∅. To begin the construction of the VI , define
C(I) := {J ∈ IK | I ⊂ J or J ⊂ I},
and for each J /∈ C(I) define
YIJ := WI ∩ pi−1K (piK(WJ)) = WI ∩ εI(WJ),
and note that εI(WJ) ⊂ UJ is closed by Lemma 6.2.12 (d). Now if J /∈ C(I), then using
ψ−1I (ZI) = s
−1
I (0) ∩WI we obtain
ψ−1I (ZI) ∩ YIJ ⊂ ψ−1I (ZI) ∩ s−1I (0) ∩ εI(WJ)
= ψ−1I (ZI) ∩ εI
(
s−1J (0) ∩WJ
)
= ψ−1I (ZI) ∩ εI
(
ψ−1J (ZJ)
)
= ψ−1I (ZI) ∩ ψ−1I (ZJ) = ∅,
where the first equality holds because s is compatible with the coordinate changes.
The inclusion YIJ ⊂ WI < UI moreover ensures that YIJ is compact, so has a nonzero
Hausdorff distance from the closed set ψ−1I (ZI). Thus we can find closed neighbourhoods
N (YIJ) ⊂ UI of YIJ for each J /∈ C(I) such that
N (YIJ) ∩ ψ−1I (ZI) = ∅.
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We now claim that we obtain a reduction by removing these neighbourhoods,
(7.1.6) VI := WI r
⋃
J /∈C(I)N (YIJ).
Indeed, each VI ⊂WI is open, and VI ∩ s−1I (0) = ψ−1I (ZI) r
⋃
J /∈C(I)N (YIJ) = ψ−1I (ZI)
by construction of N (YIJ). Moreover, because VI ⊂WI for all I, we have for all J /∈ C(I)
VI ∩ pi−1K (piK(VJ)) ⊂ VI ∩WI ∩ pi−1K (piK(WJ)) ⊂ VI ∩ YIJ = ∅.
This completes the proof of a).
To prove (b) we use Lemma 7.1.10 (i) to obtain a collared cover reduction (ZI)I∈IK[0,1]
of the footprint cover of K[0,1], which is collared by Remark 6.4.9. Then the arguments
for a) also show that K[0,1] has a reduction (V ′I )I∈IK[0,1] . It remains to adjust it to achieve
collar form near the boundary as in Definition 7.1.2 (iv). For that purpose note that the
footprint of the reduction is given by the cover reduction, that is (7.1.5) provides the
identity
V ′I ∩ s−1I (0) = ψ−1I (ZI) ∀I ∈ IK[0,1] .
In particular, if ∂αZI 6= ∅ then ∂αV ′I 6= ∅, though the converse may not hold. Now
choose ε > 0 less or equal to half the collar width of K[0,1] in Remark 6.4.9 and so that
condition (iv) in Definition 7.1.8 holds with Aα2ε for the footprint reduction (ZI)I∈IK[0,1] ,
in particular
(7.1.7) ψ−1I (ZI) ∩ ιαI
(
∂αUI ×Aα2ε
)
= ψ−1I (∂
αZI ×Aα2ε) ∀α ∈ {0, 1}, I ∈ IKα .
Then we set VI := V
′
I for interior charts I ∈ IK[0,1]r(IK0 ∪ IK1). If I ∈ IKα for α = 0 or
α = 1 (or both) we define V αI ⊂ ∂αUαI so that, with ε0 := ε and ε1 := 1− ε,
ιαI
(
V αI × {εα}
)
=
{
V ′I ∩ ιαI
(
∂αUI × {εα}
)
if ∂αZI 6= ∅,
∅ if ∂αZI = ∅.
Since (∂αZI)I∈IKα is a cover reduction of the footprint cover of Kα, and
ψ−1I (ZI) ∩ ιαI
(
∂αUI × {εα}
)
= ψ−1I (∂
αZI × {εα}),
this defines reductions (V αI )I∈IKα of Kα. With that, we obtain collared subsets of UI for
each I ∈ IK0 ∪ IK1 by
(7.1.8) VI :=
(
V ′I r
⋃
α=0,1
ιαI
(
∂αUI ×Aαε
)) ∪ ⋃
α=0,1
ιαI
(
V αI ×Aαε
) ⊂ UI .
These are open subsets of UI because, firstly, each ∂
αUI×Aαε is a relatively closed subset
of the domain of the embedding ιαI . Secondly, each point in the boundary of ι
α
I
(
V αI ×
Aαε
) ⊂ UI is of the form ιαI (x, εα) and, since the collar width is 2ε, has neighbourhoods
ιαI
(Nx × (εα − ε, εα + ε)) ⊂ VI for any neighbourhood Nx ⊂ V αI of x. Moreover, VI has
the same footprint as V ′I , since adjustment only happens on the collars ι
α
I (∂
αUI × Aαε ),
where the footprint is of product form, thus preserved by the construction. Therefore
the sets (VI)I∈K[0,1] satisfy conditions (i) and (iii) in Definition 7.1.2. They also satisfy
(ii) because, in the notation of Remark 6.4.10, we can check this separately in the
collars ρα(|Kα|×Aαε ) of |K[0,1]| (where it holds because (V αI ) is a reduction) and in their
complements (where it holds because (V ′I ) is a reduction).
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Finally, condition (iv) in Definition 7.1.3 holds by construction, namely (ιαI )
−1(VI) ∩(
∂αUI ×Aαε
)
= V αI ×Aαε , and the condition
(
∂αVI 6= ∅ ⇒ VI ∩ψ−1I
(
∂αFI ×{α}
) 6= ∅ )
holds since ∂αVI = V
α
I 6= ∅ implies ∂αZI 6= ∅ by definition of V αI . This completes the
proof of (b).
To prove (c) we will use transitivity for cobordism reductions of the product cobordism
K × [0, 1]. More precisely, just as in the proof of Lemma 6.4.12, we can adjoin and
rescale cobordism reductions within K× [0, 1]. In particular, given cobordism reductions
V [0,1] ⊂ ObjBK × [0, 1] and V [1,2] ⊂ ObjBK × [1, 2] with identical collars ∂1V [0,1] =
∂1V [1,2] near ObjBK × {1}, we define a Kuranishi atlas K × [0, 2] with domain category
ObjBK × [0, 2] as in that lemma. Then, extrapolating notation to the reduction V
[0,2]
I :=
V
[0,1]
I01
∪ V [1,2]
I12
⊂ UI × [0, 2] for I ∈ IK1 defines a cobordism reduction V [0,2] of K × [0, 2]
with ∂0V [0,2] = ∂0V [0,1] and ∂2V [0,2] = ∂2V [1,2]. Just as in the proof of additivity in
Lemma 6.4.12, the resulting sets satisfy the separation condition (ii) of Definition 7.1.2
because the reductions V [0,1],V [1,2], and V1 = ∂1V [0,1] = ∂1V [1,2] do. Now given two
cobordism reductions V and V ′ of K × [0, 1] with ∂1V = ∂0V we can shift V ′ in the
domains to ObjBK×[1, 2], glue it to V as above, and rescale the result back to a reduction
V ′′ ⊂ ObjBK × [0, 1] with ∂0V ′′ = ∂0V and ∂1V ′′ = ∂1V ′. Similarly, we can apply the
isomorphism on ObjBK × [0, 1] that reverses the inverval [0, 1] to turn any cobordism
reduction V of K× [0, 1] into a cobordism reduction V ′ with ∂0V ′ = ∂1V and ∂1V ′ = ∂0V.
Based on this, we will prove (c) in several stages.
Step 1: The result holds if V0 ⊂ V1 and V 0I ∩ s−1I (0) = V 1I ∩ s−1I (0) for all I ∈ IK.
In this case the footprints ZI := ψI
(
V αI ∩s−1I (0)
)
are the same for α = 0, 1 by assumption.
Hence the sets for I ∈ IK
VI :=
(
V 0I × [0, 23)
) ∪ (V 1I × (13 , 1]) ⊂ UI × [0, 1]
form the required cobordism reduction. In particular, they satisfy the intersection condi-
tion (ii) over the interval (13 ,
2
3) because V
0
I ⊂ V 1I for all I. Their footprints are ZI× [0, 1]
and so cover X × [0, 1], and they satisfy the collar form requirement (iv) because VI 6= ∅
iff V 1I 6= ∅, and the latter implies ZI 6= ∅ by condition (i) for V1.
Step 2: The result holds if all footprints coincide, i.e. V 0I ∩ s−1I (0) = V 1I ∩ s−1I (0).
Note that V01 := ⋃I∈IK V 0I ∩ V 1I is another reduction of K since it has the common
footprints ZI as above, thus covers ιK(X). So Step 1 for V01 ⊂ Vα (together with
reflexivity for α = 0) provides cobordism reductions V and V ′ of K×[0, 1] with ∂0V = V0,
∂1V = V01 = ∂0V ′, and ∂1V ′ = V1. Now transitivity provides the required reduction
with boundaries V0,V1.
Step 3: The result holds for all reductions V0,V1 ⊂ ObjBK.
First use Lemma 7.1.10 (ii) to obtain a family of collared sets ZI < FI × [0, 1] for I ∈ IK
that form a cover reduction of X × [0, 1] = ⋃i=1,...,N Fi × [0, 1] and restrict to the cover
reductions ∂αZI = ψI(V
α
I ∩ s−1I (0)) induced by the reductions Vα for α = 0, 1. Next, as
in the proof of (b), we construct a cobordism reduction V ′ of K × [0, 1] with footprints
ZI . Its restrictions ∂
αV ′ are reductions of Kα with the same footprint ∂αZI as Vα for
α = 0, 1. Now Step 2 provides further cobordism reductions V and V ′′ with V0 = ∂0V,
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∂1V = ∂0V ′, ∂1V ′ = ∂0V ′′, and ∂1V ′′ = V1, so that another transitivity construction
provides the required cobordism reduction with boundaries V0,V1. 
Finally, we need to construct nested pairs of reductions C < V, where either C or V is
given. Since these will be used extensively in the construction of perturbations towards
the VMC, we introduce this notion formally.
Definition 7.1.12. Let K be a Kuranishi atlas (or cobordism). Then we call a pair
of subsets C,V ⊂ ObjBK a nested (cobordism) reduction if both are (cobordism)
reductions of K and C < V.
In our later constructions, the roles of V and C will be quite different: we will de-
fine the perturbation ν on the domains of V, while C will provide a precompact set
piK(C) ⊂ |K| that will contain the perturbed zero set piK
(
(sV + ν)−1(0)
)
. As explained
in Proposition 6.2.18, the subset piK(C) ⊂ |K| has two different topologies, its quotient
topology and the subspace topology. If (K, d) is metric, there might conceivably be
a third topology, namely that induced by restriction of the metric. Although we will
not use this explicitly, let us show that the metric topology on piK(C) agrees with the
subspace topology, so that we only have two different topologies in play.
Lemma 7.1.13. Let C be a reduction of a metric tame Kuranishi atlas (K, d). Then the
metric topology on piK(C) equals the subspace topology.
Proof. Since every reduction C ⊂ ObjBK is precompact, the continuity of piK : ObjBK →|K| (to |K| with its quotient topology) and of id|K| : |K| → (|K|, d) from Lemma 6.2.5
imply that piK(C) ⊂ |K| is compact in both topologies. Thus the identity map idpiK(C) :
|K| ⊃ piK(C)→
(
piK(C), d
)
is a continuous bijection from the compact space piK(C) with
the subspace topology to the Hausdorff space
(
piK(C), d
)
with the induced metric. But
this implies that idpiK(C) is a homeomorphism, see Remark 6.2.17, and hence restricts to
a homeomorphism idpiK(C) : |K| ⊃ piK(C) →
(
piK(C), d
)
. Thus, the relative and metric
topologies on piK(C) agree. 
Lemma 7.1.14. Let V be a (cobordism) reduction of a metric Kuranishi atlas (or cobor-
dism) K.
(i) There exists δ > 0 such that V < ⋃I∈IK BIδ (VI) is a nested (cobordism) reduc-
tion, and moreover
Bδ(piK(VI)) ∩Bδ(piK(VJ)) 6= ∅ =⇒ I ⊂ J or J ⊂ I.
(ii) If V is a reduction of a Kuranishi atlas K, then there exists a nested reduction
C < V.
(iii) If V is a cobordism reduction of the Kuranishi cobordism K, and if Cα < ∂αV for
α = 0, 1 are nested cobordism reductions of the boundary restrictions ∂αK, then
there is a nested cobordism reduction C < V such that ∂αC = Cα for α = 0, 1.
Proof. To prove (i) for a Kuranishi atlas K we need to find δ > 0 so that
a) BIδ (VI) < UI for all I ∈ IK;
b) if Bδ(piK(VI)) ∩Bδ(piK(VJ) 6= ∅ then I ⊂ J or J ⊂ I.
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The latter is a strengthened version of the separation condition (ii) in Definition 7.1.2,
due to the inclusion piK(BIδ (W )) ⊂ Bδ(piK(W )) by compatibility of the metrics for any
W ⊂ UI . The other conditions BIδ (VI) ∩ s−1I (0) 6= ∅ and ιK(X) ⊂ piK(A) for a reduction
A := ⋃I∈IK BIδ (VI) < ObjBK then follow directly from the inclusion V ⊂ A, and the
latter is precompact since each component VI < B
I
δ (VI) is precompact. In order to
obtain cobordism reductions from this construction, recall that, by definition of a metric
Kuranishi cobordism, it carries a product metric in the collar neighbourhoods ιαI (∂
αUI×
Aαε ) ⊂ UI of the boundary, which ensures that for δ < ε2 the δ-neighbourhood of a collared
set (i.e. with (ιαI )
−1(VI) = ∂αVI×Aαε ) is collared. More precisely, with B∂
αI
δ (W ) ⊂ ∂αUI
denoting neighbourhoods in the corresponding domain of ∂αK we have
BIδ (VI) ∩ ιαI
(
∂αUI ×Aαε
2
)
= ιαI
(
B∂
αI
δ (∂
αVI)×Aαε
2
)
.
So it remains to find δ > 0 satisfying a) and b). Property a) for sufficiently small δ > 0
follows from the precompactness VI < UI in Definition 7.1.2 (i) and a covering argument
based on the fact that, in the locally compact manifold UI , every p ∈ VI has a compact
neighbourhood BIδp(p) for some δp > 0. To check b) recall that by Definition 7.1.2 the
subsets piK(VI) and piK(VJ) of |K| are disjoint unless I ⊂ J or J ⊂ I. Since each
piK|UI maps continuously to the quotient topology on |K|, and the identity to the metric
topology is continuous by Lemma 6.2.5, the piK(VI) are also compact subsets of the
metric space |(K, d)|. Hence b) is satisfied if we choose δ > 0 less than half the distance
between each disjoint pair piK(VI), piK(VJ).
For (ii) choose any shrinking (Z ′I)I∈IK of the footprint cover
(
ZI = ψI(VI∩s−1I (0))
)
I∈IK
of V as in Definition 6.3.1. By Lemma 5.1.4 there are open subsets CI < VI such that
CI ∩ s−1I (0) = ψ−1I (Z ′I). This guarantees ιK(X) ⊂ piK(C), and since the (VI) satisfy the
separation condition (ii) in Definition 7.1.2, so do the sets (CI). The same construction
works if K is a cobordism, but we also require that C be collared. For this we must start
with a collared shrinking (Z ′I)I∈IK of the footprint cover
(
ZI = ψI(VI ∩ s−1I (0)
)
I∈IK of
the cobordism reduction V, which exists by Lemma 7.1.10 (i). Then we choose C ′I < VI
such that C ′I ∩ s−1I (0) = ψ−1I (Z ′I) as above. Finally we adjust each C ′I to be a product
in the collar by the method described in (7.1.8).
To prove (iii), we proceed as above, starting with a collared shrinking (Z ′I)I∈IK of the
footprint cover
(
ZI = ψI(VI∩s−1I (0)
)
I∈IK of the cobordism reduction V that extends the
shrinkings at α = 0, 1 determined by the reductions Cα. This exists by the construction
(7.1.3) in the proof of Lemma 7.1.10. Then choose collared open subsets C ′I < VI as
above with C ′I ∩ s−1I (0) = ψ−1I (Z ′I) for all I. Finally, let 2ε > 0 be less than the collar
width of the sets VI , Z
′
I , and C
′
I , then we adjust C
′
I in these collars so that they have
the needed restrictions by setting
CI :=
(
C ′IrιαI (∂αVI × [0, 2ε]
)
∪
(
ιαI
(
CαI × [0, 2ε) ∪ ∂α(C ′I)× (ε, 2ε]
))
.
Note that because Cα and ∂αC′ are both contained in ∂αV, their union is also a reduction.
The proof of openness is the same as for (7.1.8). 
We end this subsection by showing that a reduction V of a tame Kuranishi atlas K
canonically induces a (generally neither additive nor tame) Kuranishi atlas KV whose
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realization |KV | maps bijectively to piK(V). This result is not used in the construction
of the VMC or VFC.
Proposition 7.1.15. Let V be a reduction of a tame Kuranishi atlas K. Then there exists
a canonical Kuranishi atlas KV which satisfies the strong cocycle condition. Moreover,
there exists a canonical faithful functor ιV : BKV → BK which induces a continuous
injection |KV | → |K| with image piK(V).
Proof. To begin the construction of KV , note first that by condition (i) in Definition 7.1.2
the footprint ZI := ψI
(
VI ∩ s−1I (0)
)
is nonempty whenever VI 6= ∅. Further by (iii) the
sets (ZI)I∈IK cover X. Hence we can use the tuple of nontrivial reduced Kuranishi charts
(KI |VI )I∈IK,VI 6=∅ as the covering family of basic charts in KV . Then the index set of the
new Kuranishi atlas is
(7.1.9) IKV =
{
C ⊂ IK
∣∣ZC := ⋂I∈CZI 6= ∅}.
By Definition 7.1.2 (ii), each such subset C ⊂ IK that indexes basic charts with
⋂
I∈C ZI 6=
∅ can be totally ordered into a chain I1 ( I2 . . . ( In of elements in IK; cf. Figure 7.1.1
and Remark 7.1.1. Therefore IKV can be identified with the set C ⊂ 2IK of linearly
ordered chains C ⊂ IK such that ZC 6= ∅. For C =
(
IC1 ( IC2 . . . ( ICnC =: I
C
max
) ∈ IKV
we define the transition chart by restriction of the chart for the maximal element ICmax
to the intersection of the domains of the chain:
(7.1.10) KVC := KICmax
∣∣
VC
with VC :=
⋂
1≤k≤nC
φICk ICmax
(
VICk
∩ UICk ICmax
) ⊂ VICmax .
By Lemma 6.2.12 (a), this domain satisfies piK(VC) =
⋂
I∈C piK(VI) and hence can be
expressed as
(7.1.11) VC =
⋂
I∈C εICmax(VI) = UICmax ∩ pi−1K
(⋂
I∈C piK(VI)
)
.
Next, coordinate changes are required only between C,D ∈ IKV with C ⊂ D so that
ZC ⊃ ZD 6= ∅ and, by the above, piK(VC) ⊂ piK(VD). Since the inclusion C ⊂ D implies
the inclusion of maximal elements ICmax ⊂ IDmax, we can define the coordinate change as
the restriction
Φ̂VCD := Φ̂ICmaxIDmax
∣∣
UVCD
: KVC = KICmax
∣∣
VC
−→ KVD = KIDmax
∣∣
VD
in the sense of Lemma 5.2.3 with maximal domain
(7.1.12) UVCD := VC ∩ (φICmaxIDmax)−1(VD) = VC ∩ pi−1K (piK(VD)).
Using (7.1.11) and the fact that C ⊂ D we can also rewrite this domain as
(7.1.13) UVCD = UICmax ∩ pi−1K
(⋂
I∈DpiK(VI)
)
= UICmax ∩ pi−1K
(
piK(VD)
)
.
Hence, again using Lemma 6.2.12 (a), the domain of the composed coordinate change
Φ̂DE ◦ Φ̂CD for C ⊂ D ⊂ E is
UVCD ∩ (φVICmaxIDmax)
−1(UVDE) = UICmax ∩ pi−1K (piK(VD)) ∩ (φVICmaxIDmax)−1(pi−1K (piK(VE)))
= UICmax ∩ pi−1K
(
piK(VD) ∩ piK(VE)
)
= UICmax ∩ pi−1K
(
piK(VE)
)
,
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which equals the domain of Φ̂CE . Now the strong cocycle condition for KV follows from
the strong cocycle condition for K, which holds by Lemma 6.2.8. In particular, KV is a
Kuranishi atlas.
Next, the inclusions VC ↪→ UICmax induce a continuous map on the object spaces
ιV : ObjBKV =
⋃
C∈IKV VC −→
⋃
I∈IKUI = ObjBK .
Since VC ⊂ VICmax for all C, this map has image
⋃
I∈IK VI . It is generally not injective.
However, because the coordinate changes in KV are restrictions of those in K, this map
on object spaces extends to a functor ιV : BKV → BK. This shows that the induced map
|ιV | : |KV | → |K| is continuous with image piK(V). Moreover, the functor ιV is faithful,
i.e. for each (C, x), (D, y) ∈ ObjBKV the map
MorKV
(
(C, x), (D, y)
) −→ MorK(ιV(C, x), ιV(D, y))
is injective. To prove that |ιV | is injective we need to show for x ∈ VC , y ∈ VD that
(ICmax, x) ∼K (IDmax, y) =⇒ (C, x) ∼KV (D, y).
To see this, note that by assumption and (7.1.11) we have piK(VI) 3 piK(x) = piK(y) ∈
piK(VJ) for all I ∈ C and J ∈ D. In particular, for each ICk ∈ C, ID` ∈ D the inter-
section piK(VICk ) ∩ piK(VID` ) is nonempty. Hence, by Definition 7.1.2 (ii), the elements
IC1 , . . . , I
C
max, I
D
1 , . . . , I
D
max of IK can be ordered into a chain E := C ∨D (after remov-
ing repeated elements) with maximal element IEmax = I
C
max or I
E
max = I
D
max, and such
that piK(x) = piK(y) ∈
⋂
I∈C∨D piK(VI) = piK(VC∨D). In particular, VC∨D is nonempty,
so we have E = C ∨ D ∈ IKV and x ∈ VC ∩ pi−1K (VE) ⊂ UICmaxIEmax lies in the domain
of φVC(C∨D) = φICmaxIEmax , whereas y ∈ VD ∩ pi−1K (VE) ⊂ UIDmaxIEmax lies in the domain of
φVD(C∨D) = φIDmaxIEmax . Now Lemma 6.2.12 (a) for I
C
max ⊂ IEmax and IDmax ⊂ IEmax im-
plies φVC(C∨D)(x) = φ
V
D(C∨D)(y). This proves (C, x) ∼KV (D, y) as required, and thus
completes the proof. 
Remark 7.1.16. The resulting Kuranishi atlas KV is far from additive. In fact, the
above proof shows that KV has the property that for any two charts KVC ,KVD with
intersecting footprints ZC ∩ ZD 6= ∅, we must have ICmax ⊂ IDmax or IDmax ⊂ ICmax, though
possibly neither C ⊂ D nor D ⊂ C. Assuming w.l.o.g. that ICmax ⊂ IDmax, there is a direct
coordinate change
Φ̂ICmaxIDmax |VC∩pi−1K (piK(VD)) : K
V
C = KICmax
∣∣
VC
−→ KVD = KIDmax
∣∣
VD
.
It embeds one of the obstruction bundles as a summand of the other; in this case
EC =ICmax ↪→ Φ̂ICmaxIDmax(EC) ⊂ ED = EIDmax . Such a coordinate change is not explic-
itly included in the Kuranishi atlas KV unless C ⊂ D. It does however appear, as in
Lemma 6.2.12, as the composite of a coordinate change KVC → KVC∨D with the inverse
of a coordinate change KVD → KVC∨D. In this respect the subcategory BK|V has much
simpler structure, since the components VI of its space of objects correspond to chains
C = (I) with just one element.
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7.2. Perturbed zero sets.
Throughout this section, K is a fixed tame Kuranishi atlas on a compact metrizable
space X or a Kuranishi cobordism on X × [0, 1]. We begin by introducing sections
in a reduction and an infinitesimal version of an admissibility condition for sections in
[FOOO, A.1.21].21
Definition 7.2.1. A reduced section of K is a smooth functor ν : BK|V → EK|V
between the reduced domain and obstruction categories of some reduction V of K, such
that prK ◦ ν is the identity functor. That is, ν = (νI)I∈IK is given by a family of smooth
maps νI : VI → EI such that for each I ( J we have a commuting diagram
(7.2.1) VI ∩ φ−1IJ (VJ)
φIJ

νI // EI
φ̂IJ

VJ
νJ // EJ .
We say that a reduced section ν is an admissible perturbation of sK|V if
(7.2.2) dyνJ(TyVJ) ⊂ im φ̂IJ ∀ I ( J, y ∈ VJ ∩ φIJ(VI ∩ UIJ).
Remark 7.2.2. (i) Each reduced section ν : BK|V → EK|V induces a continuous map
|ν| : |V| → |EK| such that |prK| ◦ |ν| = id, where |prK| is as in Theorem 6.2.6. Each such
map has the further property that |ν|∣∣
piK(VI)
takes values in piK(UI × EI).
(ii) More generally, a section σ of K is a functor BK → EK that satisfies the condi-
tions of Definition 7.2.1 with V replaced by ObjBK . But these compatibility condi-
tions are now much more onerous. For example, except in the most trivial cases, the
set V12 ∩
⋂
i=1,2 φi,12(Ui,12rVi) is nonempty, so that there is x ∈ V12 with piK(x) ∈(
piK(U1) ∪ piK(U2)
)
r
(
piK(V1) ∪ piK(V2)
)
. A reduced section ν could take any value
ν12(x) ∈ E12 ∼= φ̂1,12(E1) ⊕ φ̂2,12(E2). On the other hand, a section σ of K would have
σ(x) ∈ ⋂i=1,2 φ̂i,12(Ei) = {0} since the compatibility conditions imply that ν12|imφi,12
takes values in φ̂i,12(Ei). We cannot achieve transversality under such conditions, which
explains why we consider reduced sections.
Note that the zero section 0K, given by UI → 0 ∈ EI , restricts to an admissible
perturbation 0V : BK|V → EK|V in the sense of the above definition. Similarly, the
canonical section s := sK of the Kuranishi atlas restricts to a section s|V : BK|V → EK|V
of any reduction. However, the canonical section is generally not admissible. In fact, as
we saw in Lemma 5.2.2, for all y ∈ VJ ∩ φIJ(VI ∩ UIJ) the map
pr⊥EI ◦ dysJ : TyUJ
/
Ty(φIJ(UIJ))
−→ EJ
/
φ̂IJ(EI)
is an isomorphism by the index condition (5.2.1), while for an admissible section it is
identically zero. So for any reduction V and admissible perturbation ν, the sum
s+ ν := (sI |VI + νI)I∈IK : BK|V → EK|V
21 In fact, even the canonical section (sI) may not satisfy an identity sJ = φ̂IJ(sI)⊕ idEJ/φ̂IJ (EI ) in
a tubular neighbourhood of φIJ(UIJ) ⊂ UJ identified with UIJ × EJ/φ̂IJ(EI) in the way described in
[FOOO, A.1.21]. (The new definition used in [FOOO12] is closer to ours.)
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is a reduced section that satisfies the index condition
pr⊥EI◦dy(sJ+νJ) : TyUJ
/
Ty(φIJ(UIJ))
∼=−→ EJ
/
φ̂IJ(EI)
∀ y ∈ VJ∩φIJ(VI∩UIJ).
We use this in the following lemma to show that transversality of the sections in Kuran-
ishi charts is preserved under coordinate changes. However, admissibility only becomes
essential in the discussion of orientations; cf. Proposition 7.4.12.
Lemma 7.2.3. Let V be a reduction of K, and ν an admissible perturbation of sK|V . If
z ∈ VI and w ∈ VJ map to the same point in the virtual neighbourhood piK(z) = piK(w) ∈
|K|, then z is a transverse zero of sI |VI + νI if and only if w is a transverse zero of
sJ |VJ + νJ .
Proof. Note that, since the equivalence relation ∼ on ObjBK is generated by  and its
inverse , it suffices to suppose that (I, z)  (J,w), i.e. w = φIJ(z). Now sJ(w) =
φ̂IJ(sI(z)) = 0 iff sI(z) = 0 since φ̂IJ is injective. Next, z is a transverse zero of s|V + ν
exactly if dz(sI + νI) : TzUI → EI is surjective. On the other hand, we have splittings
TwUJ ∼= im dzφIJ ⊕ TwUJim dzφIJ and EJ ∼= φ̂IJ(EI) ⊕
EJ
φ̂IJ (EI)
with respect to which the
differential at w has product form
(7.2.3) dw(sJ + νJ) ∼=
(
φ̂IJ ◦ dz(sI + νI) ◦ (dzφIJ)−1 , dwsJ
)
,
by the admissibility condition on νJ . Here the second factor is an isomorphism by
the index condition (5.2.1). Since φ̂IJ and (dzφIJ)
−1 are isomorphisms on the relevant
domains, this proves equivalence of the transversality statements. 
Definition 7.2.4. A transverse perturbation of sK|V is a reduced section ν : BK|V →
EK|V whose sum with the canonical section s|V is transverse to the zero section 0V , that
is sI |VI + νI t 0 for all I ∈ IK.
Given a transverse perturbation ν, we define the perturbed zero set |Zν | to be the
realization of the full subcategory Zν of BK with object space
(s+ ν)−1(0) :=
⋃
I∈IK(sI |VI + νI)−1(0) ⊂ ObjBK .
That is, we equip
|Zν | :=
∣∣(s+ ν)−1(0)∣∣ = ⋃I∈IK(sI |VI + νI)−1(0)/∼
with the quotient topology generated by the morphisms of BK|V . By Lemma 7.1.5 this is
equivalent to the quotient topology induced by piK, and the inclusion (s+ ν)−1(0) ⊂ V =
ObjBK|V induces a continuous injection, which we denote by
(7.2.4) iν : |Zν | −→ |K|.
To see that the above is well defined, recall that the canonical section restricts to a
reduced section s|V : BK|V → EK|V , so that the sum s|V + ν is a reduced section as well,
with a well defined zero set (s + ν)−1(0). Moreover, since Zν is the realization of a full
subcategory of BK|V , Lemma 7.1.5 asserts that the map iν is a continuous injection to
|K|, and moreover a homoeomorphism from |Zν | to piK
(
(s + ν)−1(0)
)
= |(s + ν)−1(0)|
with respect to the quotient topology in the sense of Definition 6.2.16. In particular, the
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continuous injection to the Hausdorff space |K| implies Hausdorffness of |Zν |. However,
the image of iν is piK
(
(s+ ν)−1(0)
)
with the relative topology induced by |K|, that is
iν(|Zν |) = ‖(s+ ν)−1(0)‖.
So the perturbed zero set is equipped with two Hausdorff topologies – the quotient
topology on |Zν | ∼= |(s + ν)−1(0)| and the relative topology on ‖(s + ν)−1(0)‖ ⊂ |K|.
It remains to achieve local smoothness and compactness in one of the topologies. We
will see below that local smoothness follows from transversality of the perturbation,
though only in the topology of |Zν |, which may contain smaller neighbourhoods than
‖(s + ν)−1(0)‖. On the other hand, compactness of ‖(s + ν)−1(0)‖ is easier to obtain
than that of |Zν |, which may have more open covers. For the first, one could use the
fact that ‖(s + ν)−1(0)‖ ⊂ ‖V‖ is precompact in |K| by Proposition 6.2.18 (iii), so it
would suffice to deduce closedness of ‖(s + ν)−1(0)‖ ⊂ |K|. This would follow if the
continuous map |s+ν| : ‖V‖ → |EK|V | had a continuous extension to |K| with no further
zeros. However, such an extension may not exist. In fact, generally ‖V‖ ⊂ |K| fails to be
open, ιK(X) ⊂ |K| does not have any precompact neighbourhoods (see Example 6.1.14),
and even those assumptions would not guarantee the existence of an extension. So
compactness of either ‖(s + ν)−1(0)‖ or |Zν | will not hold in general without further
hypotheses on the perturbation that force its zero set to be “away from the boundary”
of ‖V‖ in some appropriate sense. For that purpose we introduce the following extra
assumption on the perturbed section that will directly imply compactness of |Zν |.
Definition 7.2.5. A reduced section ν : BK|V → EK|V is said to be precompact if its
domain is part of a nested reduction C < V such that piK
(
(s+ ν)−1(0)
) ⊂ piK(C).
The smoothness properties follow more directly from transversality of the pertur-
bation. The next lemma shows that for transverse perturbations the object space⋃
I(sI |VI + νI)−1(0) ⊂
⋃
I VI of Zν is a smooth submanifold of dimension d := dimK,
and that the morphisms spaces are given by local diffeomorphisms. Hence the category
Zν can be extended to a groupoid by adding the inverses to the space of morphisms.
Lemma 7.2.6. Let ν : BK|V → EK|V be a transverse perturbation of sK|V . Then the
domains of the perturbed zero set (sI |VI + νI)−1(0) ⊂ VI are submanifolds for all I ∈ IK;
and for I ⊂ J the map φIJ induces a diffeomorphism from VJ ∩ UIJ ∩ (sI |VI + νI)−1(0)
to an open subset of (sJ |VJ + νJ)−1(0).
Proof. The submanifold structure of (sI |VI+νI)−1(0) ⊂ UI follows from the transversality
and the implicit function theorem, with the dimension given by the index d := dimUI −
dimEI . For I ⊂ J the embedding φIJ : UIJ → UJ then restricts to a smooth embedding
(7.2.5) φIJ : UIJ ∩ (sI |VI + νI)−1(0)→ (sJ |VJ + νJ)−1(0)
by the functoriality of the perturbed sections. Since this restriction of φIJ to this solution
set is an embedding from an open subset of a d-dimensional manifold into a d-dimensional
manifold, it has open image and is a diffeomorphism to this image. 
Assuming for now that precompact transverse perturbations exist (as we will show in
Proposition 7.3.5), we can now deduce smoothness and compactness of the perturbed
zero set.
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Proposition 7.2.7. Let K be a tame d-dimensional Kuranishi atlas with a reduction
V < K, and suppose that ν : BK|V → EK|V is a precompact transverse perturbation.
Then |Zν | = |(s + ν)−1(0)| is a smooth closed d-dimensional manifold. Moreover, its
quotient topology agrees with the subspace topology on ‖(s+ ν)−1(0)‖ ⊂ |K|.
Proof. By Lemma 7.2.6, the realization |Zν | is made from the (disjoint) union
⋃
I
(
sI |VI +
νI)
−1(0)
)
of d-dimensional manifolds via an equivalence relation given by the smooth
local diffeomorphisms (7.2.5). From this we can deduce that |Zν | is second countable
(i.e. its topology has a countable basis of neighbourhoods). Indeed, a basis is given by
the projection of countable bases of each manifold (sI |VI +νI)−1(0) to the quotient. The
images are open in the quotient space since the relation between different components
of (s+ ν)−1(0) is given by local diffeomorphisms, taking open sets to open sets. In other
words: The preimage of an open set in |Zν | is a disjoint union of open subsets of (sI |VI +
νI)
−1(0). This can be used to express any open set as a union of the basis elements. It
also shows that |Zν | is locally smooth, since any choice of lift x ∈ (sI |VI + νI)−1(0) of a
given point [x] ∈ |Zν | lies in some chart N ↪→ Rd, where N ⊂ (sI |VI + νI)−1(0) is open;
thus as above [N ] ⊂ |Zν | is open and provides a local homeomorphism to Rd near [x].
Moreover, as noted above, the continuous injection |Zν | → |K| from Lemma 7.1.5
transfers the Hausdorffness of |K| from Proposition 6.2.13 to the realization |Zν |. Thus
|Zν | is a second countable Hausdorff space that is locally homeomorphic to a d-manifold.
Hence it is a d-manifold, where we understand all manifolds to have empty boundary
since the charts are to open sets in Rd.
In order to prove compactness, it now suffices to prove sequential compactness, since
every manifold is metrizable. (In fact, second countability suffices for the equivalence
of compactness and sequential compactness, see [K, Theorem 5.5].) For that purpose
recall that ν is assumed to be precompact, in particular there exists a precompact subset
C < V so that
(7.2.6) (sI |VI + νI)−1(0) ⊂ pi−1K
(
piK(C)
) ∩ VI ∀I ∈ IK.
Now to prove sequential compactness, consider a sequence (pk)k∈N ⊂ |Zν |. In the fol-
lowing we will index all subsequences by k ∈ N as well. By finiteness of IK there is a
subsequence of (pk) that has lifts in (sI |VI + νI)−1(0) for a fixed I ∈ IK. In fact, by
(7.2.6), and using the language of Definition 6.2.10, the subsequence lies in
VI ∩ pi−1K
(
piK(C)
)
= VI ∩
⋃
J∈IKεI(CJ) ⊂ UI .
Here εI(CJ) = ∅ unless I ⊂ J or J ⊂ I, due to the intersection property (ii) of Defini-
tion 7.1.2 and the inclusion CJ ⊂ VJ . So we can choose another subsequence and lifts
(xk)k∈N ⊂ VI with piK(xk) = pk such that either
(xk)k∈N ⊂ VI ∩ φ−1IJ (CJ) or (xk)k∈N ⊂ VI ∩ φJI(CJ ∩ UJI)
for some I ⊂ J or some J ⊂ I. In the first case, compatibility of the perturbations
(7.2.1) implies that there are other lifts φIJ(xk) ∈ (sJ |VJ + νJ)−1(0) ∩ CJ , which by
precompactness CJ < VJ have a convergent subsequence φIJ(xk) → y∞ ∈ (sJ |VJ +
νJ)
−1(0). Thus we have found a limit point in the perturbed zero set pk = piK(φIJ(xk))→
piK(y∞) ∈ |Zν |, as required for sequential compactness.
In the second case we use the relative closeness of φJI(UJI) = s
−1
J (EI) ⊂ UI and the
precompactness VI < UI to find a convergent subsequence xk → x∞ ∈ VI ∩ φJI(UJI).
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Since φJI is a homeomorphism to its image, this implies convergence of the preimages
yk := φ
−1
JI (xk) → φ−1JI (x∞) =: y∞ ∈ UJI . By construction and compatibility of the
perturbations (7.2.1), this subsequence (yk) of lifts of piK(yk) = pk moreover lies in
(sJ |VJ +νJ)−1(0)∩CJ . Now precompactness of CJ < VJ implies y∞ ∈ VJ , and continuity
of the section implies y∞ ∈ (sJ |VJ + νJ)−1(0). Thus we again have a limit point pk =
piK(yk) → piK(y∞) ∈ |Zν |. This proves that the perturbed zero set |Zν | is sequentially
compact, and hence compact. Therefore it is a closed manifold, as claimed.
Finally, the map (7.2.4) now is a continuous bijection between the compact space |Zν |
and the Hausdorff space ‖(s+ ν)−1(0)‖ ⊂ |K| with the relative topology induced by |K|.
As such it is automatically a homeomorphism |Zν | ∼= ‖(s+ ν)−1(0)‖, see Remark 6.2.17

We now extend these results to a tame Kuranishi cobordism K[0,1] from K0 to K1
with cobordism reduction V. Recall from Definition 7.1.3 that V induces reductions
∂αV := ⋃I∈IKα ∂αVI ⊂ ObjBKα of Kα for α = 0, 1, where we identify the index setIKα ∼= ια(IKα) with a subset of IK[0,1] .
Definition 7.2.8. A reduced cobordism section of sK[0,1] |V is a reduced section
ν : BK[0,1] |V → EK[0,1] |V as in Definition 7.2.1 that in addition has product form in a
collar neighbourhood of the boundary. That is, for α = 0, 1 and I ∈ IKα ⊂ IK[0,1] there
is ε > 0 and a map ναI : ∂
αVI → EI such that
νI
(
ιαI (x, t)
)
= ναI (x) ∀x ∈ ∂αVI , t ∈ Aαε .
A precompact, transverse cobordism perturbation of sK[0,1] |V is a reduced cobor-
dism section ν as above that satisfies the transversality condition s|VI + νI t 0 on the
interior of the domains VI , and whose domain is part of a nested cobordism reduction
C < V such that piK
(
(s + ν)−1(0)
) ⊂ piK(C). We moreover call such ν admissible if it
satisfies (7.2.2).
The collar form ensures that the transversality of the perturbation extends to the
boundary of the domains, as follows.
Lemma 7.2.9. If ν : BK[0,1] |V → EK[0,1] |V is a precompact, transverse cobordism pertur-
bation of sK[0,1] |V , then the restrictions ν|∂αV :=
(
ναI
)
I∈IKα for α = 0, 1 are precompact,
transverse perturbations of the restricted canonical sections sKα |∂αV . If in addition ν is
admissible, then so are the restrictions ν|∂αV .
Moreover, each perturbed section s|VI + νI : VI → EI for I ∈ IK0 ∪ IK1 ⊂ IK[0,1] is
transverse to 0 as a map on a domain with boundary. That is, the kernel of its differential
is transverse to the boundary ∂VI =
⋃
α=0,1 ι
α
I (∂
αVI × {α}).
Proof. Precompactness transfers to the restriction since the restrictions of the nested
cobordism reduction are nested reductions ∂αC < ∂αV for α = 0, 1. Similarly, admissi-
bility transfers immediately by pullback of (7.2.2) to the boundaries via ιαI : ∂
αVI×{α} →
VI . Transversality in a collar neighbourhood of the boundary ι
α
I (∂
αV×Aαε ) ⊂ VI is equiv-
alent to transversality of the restriction s|∂αVI+ναI t 0 since d
(
νI◦ιαI
)
= 0dt+dναI . More-
over, transversality of s|VI + νI : VI → EI at the boundary of VI , as a map on a domain
with boundary, is equivalent under pullback with the embeddings ιαI to transversality of
f :=
(
s|VI +νI
)◦ιαI : ∂αVI×Aαε → EI . For the latter, the kernel ker ds,xf = ker dxναI ×R
is indeed transverse to the boundary Tx∂
αVI × {α} in Tx∂αVI × R. 
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With that, we can show that precompact transverse perturbations of the Kuranishi
cobordism induce smooth cobordisms (up to orientations) between the perturbed zero
sets of the restricted perturbations.
Lemma 7.2.10. Let ν : BK[0,1] |V [0,1] → EK[0,1] |V [0,1] be a precompact, transverse cobor-
dism perturbation. Then |Zν |, defined as in Definition 7.2.4, is a compact manifold
whose boundary ∂|Zν | is diffeomorphic to the disjoint union of |Zν0 | and |Zν1 |, where
να := ν|∂αV are the restricted transverse perturbations of sKα |∂αV for α = 0, 1.
Proof. The topological properties of |Zν | follow from the arguments in Proposition 7.2.7,
and smoothness of the zero sets follows as in Lemma 7.2.6. However, the zero sets (sI |VI+
νI)
−1(0) for I ∈ IKα ⊂ IK[0,1] are now submanifolds with boundary, by the implicit
function theorem on the interior of VI together with the smooth product structure on
the collar neighbourhoods ιαI (∂
αVI × Aαε ) of the boundary. The latter follows from the
smoothness of (sI |∂αVI + ναI )−1(0) from Lemma 7.2.6 and the embedding
(sI |VI + νI)−1(0) ∩ ιαI (∂αVI × {α}) = ιαI
(
(sI |∂αVI + ναI )−1(0)× {α}
)
.
This gives (s+ ν)−1(0) the structure of a compact manifold with two disjoint boundary
components for α = 0, 1 given by
∂α
(
(s+ ν)−1(0)
)
=
⋃
I∈IKα
ιαI
(
(sI |∂αVI + ναI )−1(0)× {α}
)
,
which are diffeomorphic via ∂αV 3 (I, x) 7→ ιαI (x, α) to the submanifolds (s+να)−1(0) ⊂
∂αV given by the restricted perturbations να = (ναI )I∈IKα . By the collar form of the
coordinate changes in K[0,1] this induces fully faithful functors jα from Zνα to the full
subcategories of Zν with objects ∂
α
(
(s+ ν)−1(0)
)
.
Moreover, as in Lemma 7.2.6, the morphisms are given by restrictions of the embed-
dings φIJ , which are in fact local diffeomorphisms, and hence can be inverted to give
Zν the structure of a groupoid. Again using the collar form of the coordinate changes,
there are no morphisms between ∂α
(
(s + ν)−1(0)
)
and its complement in (s + ν)−1(0),
so the realization |Zν | inherits the structure of a compact manifold with boundary
∂|Zν | =
⋃
α=0,1 ∂
α|Zν | with two disjoint boundary components
∂α|Zν | := ∂α|K[0,1]| ∩ |Zν | =
∣∣∣⋃I∈IKα ιαI ((sI |∂αVI + ναI )−1(0)× {α})∣∣∣.
Since the fully faithful functors jα are diffeomorphisms between the object spaces, they
then descend to diffeomorphisms to the boundary components,
|jα| : |Zνα | =
∣∣∣⋃I∈IKα (sαI + ναI )−1(0)∣∣∣ ∼=−→ ∂α|Zν |.
Thus |Zν | is a (not yet oriented) cobordism between |Zν0 | and |Zν1 |, as claimed. 
7.3. Construction of perturbations.
In this section, we let (K, d) be a metric tame Kuranishi atlas (or cobordism) and
V a (cobordism) reduction, and construct precompact transverse (cobordism) perturba-
tions of the canonical section sK|V . In fact, we will construct a transverse perturbation
with perturbed zero set contained in piK(C) for any given nested (cobordism) reduction
C < V. This will be accomplished by an intricate construction that depends on the choice
of two suitable constants δ, σ > 0 depending on C < V. Consequently, the corresponding
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uniqueness statement requires not only the construction of transverse cobordism pertur-
bations ν of sK|V in a nested cobordism reduction C < V, and with given restrictions
ν|∂αV , but also an understanding of the dependence on the choice of constants δ, σ > 0.
We begin by describing the setup, which will be used to construct perturbations for both
Kuranishi atlases and Kuranishi cobordisms. It is important to have this in place before
describing the iterative constructions because, firstly, the iteration depends on the above
choice of constants, and secondly, even the statements about uniqueness and existence
of perturbations in cobordisms need to take this intricate setup into consideration.
First, we construct compatible norms on the obstruction spaces by using the additivity
isomorphisms given by Definition 6.2.2,
(7.3.1)
∏
i∈I φ̂iI :
∏
i∈I Ei
∼=−→ EI = ⊕i∈I φ̂iI(Ei),
which gives a unique decomposition of any map fI : dom(fI) → EI into components(
f iI : dom(fI) → φ̂iI(Ei)
)
i∈I determined by fI =
∑
i∈I f
i
I . Now we choose norms ‖ · ‖
on the basic obstruction spaces Ei for i = 1, . . . N , and extend them to all obstruction
spaces EI by
‖e‖ =
∥∥∥∑i∈I φ̂iI(ei)∥∥∥ := max
i∈I
‖ei‖ ∀e =
∑
i∈I φ̂iI(ei) ∈ EI .
Here we chose the maximum norm on the Cartesian product since this guarantees esti-
mates of the components ‖ei‖ ≤ ‖e‖. This construction guarantees that each embedding
φ̂IJ : (EI , ‖ · ‖) → (EJ , ‖ · ‖) is an isometry by the cocycle condition φ̂IJ ◦ φ̂iI = φ̂iJ .
Moreover, we will throughout use the supremum norm for functions, that is for any
fI : dom(fI)→ (EI , ‖ · ‖) we denote∥∥fI∥∥ := sup
x∈dom(fI)
∥∥fI(x)∥∥ = sup
x∈dom(fI)
max
i∈I
∥∥f iI(x)∥∥ =: max
i∈I
∥∥f iI∥∥.
Next, recall from Lemma 6.2.5 (which holds in complete analogy for metric Kuran-
ishi cobordisms) that the metric d on |K| induces metrics dI on each domain UI such
that the coordinate changes φIJ : (UIJ , dI) → (UJ , dJ) are isometries. Moreover,
Lemma 7.1.14 (i) provides δ > 0 so that B2δ(VI) < UI for all I ∈ IK, and B2δ(piK(VI))∩
B2δ(piK(VJ)) = ∅ unless I ⊂ J or J ⊂ I, and hence the precompact neighbourhoods
(7.3.2) V kI := B
I
2−kδ(VI) < UI for k ≥ 0
form further (cobordism) reductions, all of which contain V. Here we chose separation
distance 2δ so that compatibility of the metrics ensures the strengthened version of the
separation condition (ii) in Definition 7.1.2 for I 6⊂ J and J 6⊂ I,
(7.3.3) Bδ
(
piK(V kI )
) ∩Bδ(piK(V kJ )) ⊂ Bδ+2−kδ(piK(VI)) ∩Bδ+2−kδ(piK(VJ)) = ∅.
In case I ( J , Lemma 6.2.12 then gives the identities
V kI ∩ pi−1K (piK(V kJ )) = V kI ∩ φ−1IJ (V kJ ),
V kJ ∩ pi−1K (piK(V kI )) = V kJ ∩ φIJ(V kI ∩ UIJ) =: NkJI(7.3.4)
for the sets on which we will require compatibility of the perturbations νI and νJ . The
analogous identities hold for any combinations of the nested precompact open sets
CI < VI < . . . V
k′
I < V
k
I . . . < V
0
I ,
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where k′ > k > 0 are any positive reals. For the sets NkJI ⊂ UJ introduced in (7.3.4)
above, note that by the compatibility of metrics we have inclusions for any H ( J ,
piK(BJδ (N
k
JH)) ⊂ Bδ
(
piK(NkJH)
) ⊂ Bδ(piK(φHJ(V kH ∩ UHJ))) ⊂ Bδ(piK(V kH)).
So (7.3.3) together with the injectivity of piK|UJ implies for any H, I ( J
(7.3.5) BJδ (N
k
JH) ∩BJδ (NkJI) 6= ∅ =⇒ H ⊂ I or I ⊂ H.
Moreover, we have precompact inclusions for any k′ > k ≥ 0
(7.3.6) Nk
′
JI = V
k′
J ∩ φIJ(V k
′
I ∩ UIJ) < V kJ ∩ φIJ(V kI ∩ UIJ) = NkJI ,
since φIJ is an embedding to the relatively closed subset s
−1
J (EI) ⊂ UJ and thus
φIJ(V k
′
I ∩ UIJ) = φIJ
(
V k
′
I ∩ UIJ
) ⊂ φIJ(V kI ∩ UIJ). Next, we abbreviate
NkJ :=
⋃
J)IN
k
JI ⊂ V kJ ,
and will call the union N
|J |
J the core of V
|J |
J , since it is the part of this set on which we
will prescribe νJ in an iteration by a compatibility condition with the νI for I ( J . In
this iteration we will be working with quarter integers between 0 and
M := MK := max
I∈IK
|I|,
and need to introduce another constant η0 > 0 that controls the intersection with
imφIJ = φIJ(UIJ) for all I ( J as in Figure 7.3.1,
(7.3.7) imφIJ ∩ BJ
2−k−
1
2 η0
(
N
k+ 3
4
JI
) ⊂ Nk+ 12JI ∀ k ∈ {0, 1, . . . ,M}.
Since φIJ is an isometric embedding, this inclusion holds whenever 2
−k− 1
2 η0 + 2
−k− 3
4 δ ≤
2−k−
1
2 δ for all k. To minimize the number of choices in the construction of perturbations,
we may thus simply fix η0 in terms of δ by
(7.3.8) η0 := (1− 2− 14 )δ.
Then we also have 2−kη0 + 2−k−
1
2 δ < 2−kδ, which provides the inclusions
(7.3.9) BIηk
(
V
k+ 1
2
I
)
⊂ V kI for k ≥ 0, ηk := 2−kη0.
Continuing the preparations, let a nested (cobordism) reduction C < V be given. Then
we denote the open subset contained in UJ ∩ pi−1K (piK(C)) for J ∈ IK by
(7.3.10) C˜J :=
⋃
K⊃J φ
−1
JK(CK) ⊂ UJ .
The assumption ιK(X) ⊂ piK(C) implies s−1J (0) ⊂ pi−1K (piK(C)), and so by (7.3.4) the zero
set s−1J (0) is contained in C˜J ∪
⋃
I(JφIJ(CI ∩ UIJ), the union of an open set C˜J and a
set in which the perturbed zero sets will be controlled by earlier iteration steps.
Definition 7.3.1. Given a reduction V of a metric Kuranishi atlas (or cobordism) (K, d),
we set δV > 0 to be the maximal constant such that any 2δ < 2δV satisfies the reduction
properties of Lemma 7.1.14, that is
B2δ(VI) < UI ∀I ∈ IK,(7.3.11)
B2δ(piK(VI)) ∩B2δ(piK(VJ)) 6= ∅ =⇒ I ⊂ J or J ⊂ I.(7.3.12)
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Figure 7.3.1. This figure illustrates the nested sets V k+1J < V
k
k and
Nλ
′
JI < N
λ
JI ⊂ im (φIJ) ∩ V kJ for k + 1 > λ′ = k + 34 > λ = k + 12 > k, the
shaded neighbourhood BJη (N
λ′
JI) for η = 2
−λη0, and the inclusion given
by (7.3.7).
Given a nested reduction C < V of a metric Kuranishi atlas (K, d) and 0 < δ < δV , we
set η|J |− 1
2
:= 2−|J |+
1
2 η0 = 2
−|J |+ 1
2 (1− 2− 14 )δ and
σ(δ,V, C) := min
J∈IK
inf
{ ∥∥sJ(x)∥∥ ∣∣∣ x ∈ V |J |J r (C˜J ∪⋃I(JBJη|J|− 12 (N |J |− 14JI )
)}
.
In this language, the previous development of setup in this section shows that for any
metric Kuranishi atlas or cobordism (K, d) we have δV > 0. We note some further prop-
erties of these constants. Note first that there is no general relation between σ(δ,V, C)
and σ(δ′,V, C) for 0 < δ′ < δ < δV since both V |J |J and BJη|J|− 12
(
N
|J |− 1
4
JI
)
grow with
growing δ, and hence the domains of the infimum are not nested in either way.
Lemma 7.3.2. (i) Let C < V be a nested reduction of a metric Kuranishi atlas or
cobordism, and let δ < δV , then we have σ(δ,V, C) > 0.
(ii) For any reduction V of a metric Kuranishi atlas we have δV = δV×[0,1].
(iii) Given a metric Kuranishi cobordism (K, d) we equip the Kuranishi atlases ∂αK
for α = 0, 1 with the restricted metrics d
∣∣
|∂αK|. Then for any cobordism reduction
V we have δ∂αV ≥ δV for α = 0, 1.
(iv) In the setting of (iii), let ε > 0 be the collar width of (K, d). Then the neighbour-
hood of radius r < ε of any ε-collared set W ⊂ UI (i.e. with W∩ιαI (∂αUI×Aαε ) =
ιαI (∂
αW ×Aαε )) is (ε− r)-collared,
(7.3.13) BIr (W ) ∩ ιαI
(
∂αUI ×Aαε−r
)
= ιαI
(
BI,αr (∂
αW )×Aαε−r
)
,
with ∂αBIr (W ) = B
I,α
r (∂αW ), where we denote by B
I,α
r the neighbourhoods in
∂αUI induced by pullback of the metric dI with ι
α
I : ∂
αUI × {α} → UI .
(v) If in (iv) the collared sets W ⊂ UI are obtained as products with [0, 1] in a
product Kuranishi cobordism K = K′ × [0, 1], then (7.3.13) holds for any r > 0
with ε− r replaced by 1.
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Proof. To check statement (i) it suffices to fix J ∈ IK and consider the continuous
function ‖sJ‖ over the compact set V |J |J r
(
C˜J ∪
⋃
I(JB
J
η|J|− 12
(
N
|J |− 1
4
JI
))
. We claim that
its infimum is positive since the domain is disjoint from s−1J (0). Indeed, the reduction
property ιK(X) ⊂ piK(C) implies s−1J (0) ⊂ C˜J ∪
⋃
I(J φIJ(CI ∩ UIJ), the intersections
V
|J |
J ∩ φIJ(CI ∩ UIJ) are contained in NkJI for any k < |J | since V |J |J < V kJ and CI <
VI ⊂ V kI , and we have NkJI ⊂ BJη|J|− 12
(
N
|J |− 1
4
JI
)
for k ≥ −|J |+ 12 .
Statement (ii) holds since all sets and metrics involved are of product form.
Statement (iii) follows by pullback with ιαI |∂αUI×{α} since the 2−kδ-neighbourhood
(∂αVI)
k of the boundary ∂αVI within ∂
αUI is always contained in the boundary ∂
αV kI
of the 2−kδ-neighbourhood of the domain VI .
To check (iv) note in particular the product forms (ιαI )
−1(VI) = ∂αVI × Aαε and
(ιαI )
∗dI = dαI + dR on the ε-collars, where d
α
I denotes the metric on ∂
αUI induced from
the restriction of the metric on |K| to |∂αK|. Then for any ∂αW ⊂ ∂αUI the product
form of the metric implies product form of the r-neighbourhoods
BIr
(
ιαI (∂
αW ×Aαε )
) ∩ im ιαI = ιαI (BI,αr (∂αW )×Aαε ).
Moreover, for any W ′ ⊂ UIrim ιαI and r < ε, the collaring condition (6.4.3) on the
metric implies that
(7.3.14) BIr (W
′) ∩ ιαI (∂αUI ×Aαε−r) = ∅.
The identity (7.3.13) now follows from applying the above identities with W ′ = Wrim ιαI .
In the product case (v), the complement of the (closed) collars is empty, so there is
no need for the second identity and hence for the restriction r < ε. 
In the case of a metric tame Kuranishi atlas we will construct transverse perturbations
ν =
(
νI : VI → EI
)
I∈IK by an iteration which constructs and controls each νI over the
larger set V
|I|
I . In order to prove uniqueness of the VMC, we will moreover need to
interpolate between any two such perturbations by a similar iteration. We will use the
following definition to keep track of the refined properties of the sections in this iteration.
Definition 7.3.3. Given a nested reduction C < V of a metric tame Kuranishi atlas
(K, d) and constants 0 < δ < δV and 0 < σ ≤ σ(δ,V, C), we say that a perturbation ν
of sK|V is (V, C, δ, σ)-adapted if the sections νI : VI → EI extend to sections over V |I|I
(also denoted νI) so that the following conditions hold for every k = 1, . . . ,M with
MK := max
I∈IK
|I|, ηk := 2−kη0 = 2−k(1− 2−
1
4 )δ.
a) The perturbations are compatible in the sense that the commuting diagrams in
Definition 7.2.1 hold on
⋃
|I|≤k V
k
I , that is
νI ◦ φHI |V kH∩φ−1HI(V kI ) = φ̂HI ◦ νH |V kH∩φ−1HI(V kI ) for all H ( I, |I| ≤ k.
b) The perturbed sections are transverse, that is (sI |V kI + νI) t 0 for each |I| ≤ k.
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c) The perturbations are strongly admissible with radius ηk, that is for all H ( I
and |I| ≤ k we have
νI(B
I
ηk
(NkIH)
) ⊂ φ̂HI(EH) with NkIH = V kI ∩ φHI(V kH ∩ UHI).
In particular, the perturbations are admissible along the core NkI , that is we have
im dxνI ⊂ im φ̂HI at all x ∈ NkIH .
d) The perturbed zero sets are contained in pi−1K
(
piK(C)
)
; more precisely
(sI |V kI + νI)
−1(0) ⊂ V kI ∩ pi−1K
(
piK(C)
) ∀|I| ≤ k,
or equivalently sI + νI 6= 0 on V kI rpi−1K
(
piK(C)
)
.
e) The perturbations are small, that is supx∈V kI ‖νI(x)‖ < σ for |I| ≤ k.
Given a metric Kuranishi atlas (K, d), we say that a perturbation ν is adapted if it
is a (V, C, δ, σ)-adapted perturbation ν of sK|V for some choice of nested reduction C < V
and constants 0 < δ < δV and 0 < σ ≤ σ(δ,V, C).
Next, we note some simple properties of these notions; in particular the fact that
adapted perturbations are automatically admissible, precompact, and transverse.
Lemma 7.3.4. (i) Any (V, C, δ, σ)-adapted perturbation ν of sK|V is an admissible,
precompact, transverse perturbation with piK((s+ ν)−1(0)) ⊂ piK(C).
(ii) If ν is a (V, C, δ, σ)-adapted perturbation, then it is also (V, C, δ′, σ′)-adapted for
any δ′ ≤ δ and σ′ ∈ [σ, σ(δ′,V, C)).
Proof. To check statement (i), first note that ν is an admissible reduced section in the
sense of Definition 7.2.1 by c) and d), and is transverse by b). Restriction of a) im-
plies that it satisfies the zero set condition sI + νI 6= 0 on VIrpi−1K (piK(C)), and hence
piK((s + ν)−1(0)) ⊂ piK(C), which in particular implies precompactness in the sense of
Definition 7.2.5.
Statement (ii) holds because the domains in a)-e) for δ′ are included in those for δ,
and σ only appears in the inequality of e). 
Using these notions, we now prove a refined version of the existence of admissible,
precompact, transverse perturbations in every metric tame Kuranishi atlas.
Proposition 7.3.5. Let (K, d) be metric tame Kuranishi atlas with nested reduction
C < V. Then for any 0 < δ < δV and 0 < σ ≤ σ(δ,V, C) there exists a (V, C, δ, σ)-adapted
perturbation ν of sK|V . In particular, ν is admissible, precompact, and transverse, and
its perturbed zero set |Zν | = |(s + ν)−1(0)| is compact with piK
(
(s + ν)−1(0)
)
contained
in piK(C).
Proof. We will construct νI : V
|I|
I → EI by an iteration over k = 0, . . . ,M = maxI∈IK |I|,
where in step k we will define νI : V
k
I → EI for all |I| = k that, together with the
νI |V kI for |I| < k obtained by restriction from earlier steps, satisfy conditions a)-e) of
Definition 7.3.3. Restriction to VI ⊂ V |I|I then yields a (V, C, δ, σ)-adapted perturbation ν
of sK|V , which by Lemma 7.3.4 (i) is automatically an admissible, precompact, transverse
perturbation with piK((s+ ν)−1(0)) ⊂ piK(C). Compactness of |(s+ ν)−1(0)| then follows
from Proposition 7.2.7. So it remains to perform the iteration.
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For k = 0 the conditions a)-e) are trivially satisfied since there are no index sets
I ∈ IK with |I| ≤ 0. Now suppose that
(
νI : V
k
I → EI
)
I∈IK,|I|≤k are constructed such
that a)-e) hold. In the next step we can then construct νJ independently for each J ∈ IK
with |J | = k + 1, since for any two such J, J ′ we have piK(V k+1J ) ∩ piK(V k+1J ′ ) = ∅ unless
J = J ′ by (7.3.3), and so the constructions for J 6= J ′ are not related by the commuting
diagrams in condition a).
Construction for fixed |J| = k + 1: We begin by noting that a) requires for all I ( J
(7.3.15) νJ |Nk+1JI = νJ |V k+1J ∩φIJ (V k+1I ∩UIJ ) = φ̂IJ ◦ νI ◦ φ
−1
IJ .
To see that these conditions are compatible, we note that for H 6= I ( J with φHJ(V kH ∩
UIJ) ∩ φIJ(V kI ∩ UIJ) 6= ∅ property (7.3.5) implies H ( I or I ( H. Assuming w.l.o.g.
the first, we obtain compatibility from the strong cocycle condition (6.1.2) and property
a) for H ( I,
φ̂HJ ◦ νH ◦ φ−1HJ |V kJ ∩φIJ (V kI ∩UIJ )∩φHJ (V kH∩UHJ )
= φ̂IJ ◦
(
φ̂HI ◦ νH
)|φ−1HJ (V kJ )∩φ−1HI(V kI )∩V kH ◦ φ−1HI ◦ φ−1IJ
= φ̂IJ ◦
(
νI ◦ φHI
) ◦ φ−1HI ◦ φ−1IJ = φ̂IJ ◦ νI ◦ φ−1IJ .
Here we checked compatibility on the domains NkJI , thus defining a map
(7.3.16) µJ : N
k
J =
⋃
I(JN
k
JI −→ EJ , µJ |NkJI := φ̂IJ ◦ νI ◦ φ
−1
IJ .
Note moreover that by the compatible construction of norms on the obstruction spaces
we have
‖µJ‖ := sup
y∈NkJ
‖µJ(y)‖ ≤ sup
I(J
sup
x∈V kI
‖νI(x)‖ < σ.
The construction of νJ on V
k+1
J then has three more steps.
• Construction of extension: We construct an extension of the restriction of
µJ from (7.3.16) to the enlarged core N
k+ 1
2
J . More precisely, we construct a
smooth map ν˜J : V
k
J → EJ that satisfies
(7.3.17) ν˜J |
N
k+12
J
= µJ |
N
k+12
J
, ‖ν˜J‖ ≤ ‖µJ‖ < σ,
and the strong admissibility condition on a larger domain than required in c),
(7.3.18) ν˜J
(
BJη
k+12
(
N
k+ 1
2
JI
)) ⊂ φ̂IJ(EI) ∀ I ( J.
In case k = 1 we achieve the analogous by setting ν˜J := 0.
• Zero set condition: We show that (7.3.18) and the control over ‖ν˜J‖ imply
the strengthened control of d) over the zero set of sJ + ν˜J , in particular(
sJ |V k+1J + ν˜J
)−1
(0) r BJη
k+12
(
N
k+ 3
4
J
) ⊂ C˜J .
In case k = 1 this applies with the open set C˜J = CJ ⊂ UJ .
• Transversality: We make a final perturbation νt to obtain transversality for
sJ + ν˜J + νt, while preserving conditions a),c),d), and then set νJ := ν˜J + νt.
Moreover, taking ‖νt‖ < σ − ‖ν˜J‖ ensures e).
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Construction of extensions: To construct ν˜J in case k ≥ 2 it suffices, in the notation
of (7.3.1), to extend each component µjJ for fixed j ∈ J . For that purpose we iteratively
construct smooth maps µ˜j` : W` → φ̂jJ(Ej) on the open sets
(7.3.19) W` :=
⋃
I(J,|I|≤`B
J
r`
(N
k+ 1
2
JI ) = B
J
r`
(⋃
I(J,|I|≤`N
k+ 1
2
JI
) ⊂ UJ
with the radii r` := ηk− `+1k+1(ηk− ηk+ 12 ), that satisfy the extended compatibility, admis-
sibility, and smallness conditions
(E:i) µ˜j` |
N
k+12
JI
= µjJ |
N
k+12
JI
for all I ( J with |I| ≤ ` and j ∈ I;
(E:ii) µ˜j` |
BJr`
(N
k+12
JI )
= 0 for all I ( J with |I| ≤ ` and j /∈ I;
(E:iii)
∥∥µ˜j`∥∥ ≤ ‖µjJ‖.
Note here that the radii form a nested sequence ηk = r−1 > r0 > r1 . . . > rk = ηk+ 1
2
and
that when ` = k the function µ˜jk will satisfy (E:i),(E:ii) for all I ( J , and is defined on
Wk = B
J
η
k+12
(N
k+ 1
2
J ) = N
k+ 1
2
J . So, after this iteration, we can define ν˜J := β
∑
j∈J µ˜
j
k,
where β : UJ → [0, 1] is a smooth cutoff function with β|
N
k+12
J
≡ 1 and suppβ ⊂
BJη
k+12
(N
k+ 1
2
J ), so that ν˜J extends trivially to UJrWk. This has the required bound by
(E:iii), satisfies (7.3.18) since ν˜jJ |
BJη
k+12
(N
k+12
JI )
≡ 0 for all j /∈ I by (E:ii). Finally, it has
the required values on N
k+ 1
2
J =
⋃
I(J N
k+ 1
2
JI since for each I ( J the conditions (E:i),
(E:ii) on N
k+ 1
2
JI together with the fact µJ(N
k+ 1
2
JI ) ⊂ φ̂IJ(EI) guarantee
ν˜J |
N
k+12
JI
=
∑
j∈J µ˜
j
k|
N
k+12
JI
=
∑
j∈I µ
j
k|
N
k+12
JI
= µJ |
N
k+12
JI
.
So it remains to perform the iteration over `, in which we now drop j from the notation.
For ` = 0 the conditions are vacuous since W0 = ∅. Now suppose that the construction
is given on W`. Then we cover W`+1 by the open sets
B′L := W`+1 ∩BJr`−1(N
k+ 1
2
JL ) for L ( J, |L| = `+ 1,
whose closures are pairwise disjoint by (7.3.5) with r`−1 < δ, and an open set C`+1 ⊂ UJ
covering the complement,
C`+1 := W`+1 r
⋃
|L|=`+1 BJr`(N
k+ 1
2
JL ) < W` r
⋃
|L|=`+1 BJr`+1(N
k+ 1
2
JL ) =: C`,
which has a useful precompact inclusion into C`, as defined above, by r`+1 < r`. This
decomposition is chosen so that each BJr`+1(N
k+ 1
2
JL ) for |L| = `+1 (on which the conditions
(E:i),(E:ii) for I = L are nontrivial) has disjoint closure from C`+1 (a compact subset
of the domain of µ˜`). Now pick a precompactly nested open set C`+1 < C
′ < C`,
in particular with C ′ ∩ BJr`+1(N
k+ 1
2
JL ) = ∅ for all |L| = ` + 1. Then we will obtain a
smooth map µ˜`+1 : W`+1 → φ̂jJ(Ej) by setting µ˜`+1|C`+1 := µ˜`|C`+1 and separately
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constructing smooth maps µ˜`+1 : B
′
L → φ̂jJ(Ej) for each |L| = `+ 1 such that µ˜`+1 = µ˜`
on B′L ∩ C ′. Indeed, this ensures equality of all derivatives on the intersection of the
closures B′L ∩ C`+1, since this set is contained in B′L ∩ C ′, which is a subset of B′L ∩ C ′
because C ′ is open, and by construction we will have µ˜`+1 = µ˜` with all derivatives on
B′L ∩ C ′. So it remains to construct the extension µ˜`+1|B′L for a fixed L ( J . For that
purpose note that the subset on which this is prescribed as µ˜`, can be simplified by the
separation property (7.3.5),
(7.3.20) B′L ∩ C ′ ⊂
(
BJr`−1(N
k+ 1
2
JL )rBJr`+1(N
k+ 1
2
JL )
)
∩ ⋃I(LBJr`(Nk+ 12JI ) ⊂ W`.
To ensure (E:i) and (E:ii) for |I| ≤ `+1 first note that µ˜`+1|C`+1 inherits these properties
from µ˜` because C`+1 is disjoint from B
J
r`+1
(N
k+ 1
2
JI ) for all |I| = `+ 1. It remains to fix
L ⊂ J with |L| = ` + 1 and construct the map µ˜`+1 : B′L → φ̂jJ(Ej) as extension of
µ˜`|B′L∩C′ so that it satisfies properties (E:i)–(E:iii) for all |I| ≤ `+ 1.
In case j /∈ L we have µ˜`|B′L∩C′ = 0 by iteration hypothesis (E:ii) for each I ( J . So
we obtain a smooth extension by µ˜`+1 := 0, which satisfies (E:ii) and (E:iii), whereas
(E:i) is not relevant.
In case j ∈ L the conditions (E:i),(E:ii) only require consideration of I ( L since
otherwise B′L ∩ BJr`(N
k+ 1
2
JI ) = ∅ by (7.3.5). So we need to construct a bounded smooth
map µ˜`+1 : B
′
L = W`+1 ∩BJr`−1(N
k+ 1
2
JL )→ φ̂jJ(Ej) that satisfies
(i) µ˜`+1|
N
k+12
JL
= µjJ |
N
k+12
JL
;
(i′) µ˜`+1|
N
k+12
JI
= µjJ |
N
k+12
JI
for all I ( L with j ∈ I;
(ii) µ˜`+1|
BJr`+1
(N
k+12
JI )
= 0 for all I ( L with j /∈ I;
(iii)
∥∥µ˜`+1∥∥ ≤ ‖µjJ‖;
(iv) µ˜`+1|B′L∩C′ = µ˜`|B′L∩C′ .
Because every open cover of B′L has a locally finite subcovering, such extensions can be
patched together by partitions of unity. Hence it suffices, for the given j ∈ L ( J , to
construct smooth maps µ˜z : B
J
rz(z) → Φ̂jJ(Ej) on some balls of positive radius rz > 0
around each fixed z ∈ B′L, that satisfy the above requirements.
• For z ∈W`rNk+
1
2
JL we find rz > 0 such that B
J
rz(z) ⊂W`rN
k+ 1
2
JL lies in the domain of
µ˜` and the complement of N
k+ 1
2
JL , so that µ˜z := µ˜`|BJrz (z) is well defined and satisfies all
conditions with ‖µ˜z‖ ≤ ‖µ˜`‖.
• For z ∈ B′Lr
(
W`∪Nk+
1
2
JL
)
, we claim that there is rz > 0 such that B
J
rz(z) is disjoint from
the closed subsets
⋃
I⊂LN
k+ 1
2
JI and C
′ ⊂ C` ⊂W`. This holds because
⋃
I(LN
k+ 1
2
JI ⊂W`
by (7.3.19). Then µ˜z := 0 satisfies all conditions since its domain is in the complement
of the domains on which (i), (i′), and (iv) are relevant.
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• Finally, for z ∈ Nk+
1
2
JL recall that N
k+ 1
2
JL < N
k
JL is a compact subset of the smooth
submanifold NkJL = V
k
J ∩φLJ(V kL ∩ULJ) ⊂ AJ . So we can choose rz > 0 such that BJrz(z)
lies in a submanifold chart for NkJL. Then we define µ˜z by extending µ
j
J |BJrz (z)∩NkJL to
be constant in the normal directions. This guarantees (i) and ‖µ˜z‖ ≤ ‖µjJ‖, and we will
choose rz sufficiently small to satisfy the further conditions. First, N
k
JL is disjoint from
C` = C
′, so we can ensure that BJrz(z) lies in the complement of C
′, and hence condition
(iv) does not apply. To address (i′) and (ii) recall that for every I ( L the strong
cocycle condition of Lemma 6.2.8 implies that N
k+ 1
2
JI ⊂ imφIJ = φLJ(ULJ ∩ imφIL) is a
submanifold of imφLJ , and by assumption z lies in the open subset N
k
JL ⊂ imφLJ .
In case j ∈ I and z ∈ Nk+
1
2
JI ∩N
k+ 1
2
JL , we can thus choose rz sufficiently small to ensure
that BJrz(z) ∩N
k+ 1
2
JI is contained in the open neighbourhood N
k
JL ⊂ imφLJ of z. Then
µ˜z satisfies (i
′) by µ˜z = µ
j
J on B
J
rz(z) ∩N
k+ 1
2
JI .
In case j /∈ I condition (ii) requires µ˜z to vanish on BJrz(z) ∩ BJr`+1(N
k+ 1
2
JI ). Here we
have r`+1 ≤ r1 < ηk, so if z /∈ BJηk(N
k+ 1
2
JI ), then we can make this intersection empty by
choice of rz. It remains to consider the case z ∈ BJηk(N
k+ 1
2
JI ) ∩N
k+ 1
2
JL , where I ⊂ L ⊂ J
as above. We pick xJ ∈ Nk+
1
2
JI with dJ(z, xJ) ≤ ηk, then we have xJ = φIJ(xI) for some
xI ∈ V k+
1
2
I ∩ UIJ . By tameness we also have xI ∈ UIL, and compatibility of the metrics
then implies d(zL, xL) = d(z, xJ) ≤ ηk for xL := φIL(xI) and zL := φ−1LJ(z) ∈ V
k+ 1
2
L . This
shows that xL lies in both φIL(V
k+ 1
2
I ∩UIJ) and Bηk(V
k+ 1
2
L ), where the latter is a subset
of V kL by (7.3.9), and hence we deduce xL ∈ NkLI . From that we obtain νjL|BLηk (xL) = 0
by the induction hypothesis d), i.e. νL(B
L
ηk
(NkLI)
) ⊂ φ̂IL(EI). This implies that the
function µjJ of (7.3.16) vanishes on
φLJ(B
L
ηk
(xL) ∩ ULJ) = BJηk(xJ) ∩ φLJ(ULJ)
Since dJ(z, xJ) ≤ r`+1 < ηk this set contains z, and thus BJrz(z) ∩ φLJ(ULJ) for rz > 0
sufficiently small. With that we have µjJ |BJrz (z)∩NkJL = 0 and hence µ˜z = 0, so that (ii) is
satisfied. This completes the construction of µ˜z in this last case, and hence of µ˜`+1, and
thus by iteration finishes the construction of the extension ν˜J .
Zero set condition: For the extended perturbation constructed above, we have
∥∥ν˜J∥∥ ≤
‖µJ‖ ≤ supI(J supx∈V kI ‖νI(x)‖ < σ by induction hypothesis e). We first consider the
part of the perturbed zero set near the core, and then look at the “new part”. By
(7.3.18), the zero set near the core (sJ + ν˜J)
−1(0)∩BJη
k+12
(
N
k+ 3
4
JI
)
consists of points with
sJ(x) = −ν˜J(x) ∈ φ̂IJ(EI), so must lie within s−1J
(
φ̂IJ(EI)
)
= φIJ(UIJ). Hence (7.3.7)
implies for all I ( J the inclusion
(7.3.21) (sJ + ν˜J)
−1(0) ∩ BJη
k+12
(
N
k+ 3
4
JI
) ⊂ Nk+ 12JI .
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Thus the inductive hypothesis d) together with the compatibility condition ν˜J = µJ on
N
k+ 1
2
JI ⊂ φIJ(V kI ) from (7.3.17), with µJ given by (7.3.16), imply that sJ + ν˜J 6= 0 on
N
k+ 1
2
JI rpi
−1
K (piK(C)). Therefore
(sJ + ν˜J)
−1(0) ∩ BJη
k+12
(
N
k+ 3
4
JI
) ⊂ pi−1K (piK(C)).
Next, by Definition 7.3.1 we have
σ < σ(δ,V, C) ≤ ‖sJ(x)‖ ∀x ∈ V k+1J r
(
C˜J ∪
⋃
I(JB
J
η
k+12
(
N
k+ 3
4
JI
))
.
Thus if x is in the complement in V k+1J of the neighbourhoods B
J
η
k+12
(
N
k+ 3
4
JI
)
which cover
the core, then either x ∈ C˜J or ‖sJ(x)‖ ≥ σJ,ηk+1 > ‖ν˜J(x)‖. In particular, we obtain
the inclusion
(7.3.22)
(
sJ |
V k+1J
+ ν˜J
)−1
(0) r
⋃
I(JB
J
η
k+12
(
N
k+ 3
4
JI
) ⊂ C˜J .
From this we can deduce a slightly stronger version of a) at level k + 1, namely
(sJ |
V k+1J
+ ν˜J)
−1(0) ⊂ pi−1K (piK(C)) ∀ |J | ≤ k + 1.
Indeed, the zero set of (s + ν˜J)|
V k+1J
consists of an “old part” given by (7.3.21), which
lies in the enlarged core N
k+ 1
2
J , where by the above arguments we have sJ + ν˜J 6= 0 on
N
k+ 1
2
JI rpi
−1
K (piK(C)). The “new part” given by (7.3.22) is in fact contained in the open
part C˜J ⊂ UJ of pi−1K (piK(C)).
Transversality: Since the perturbation ν˜J was constructed to be strongly admissi-
ble and hence admissible, the induction hypothesis b) together with Lemma 7.2.3 and
(7.3.17) imply that the transversality condition is already satisfied on the enlarged core,
(sJ + ν˜J)|
N
k+12
J
t 0. In addition, (7.3.21) also implies that the perturbed section sJ + ν˜J
has no zeros on BJη
k+12
(
N
k+ 3
4
JI
)
rNk+
1
2
JI , so that we have transversality
(sJ + ν˜J)|
BJη
k+12
(N
k+34
J )
t 0
on a neighbourhood B := BJη
k+12
(N
k+ 3
4
J ) =
⋃
I(J B
J
η
k+12
(N
k+ 3
4
JI ) of the core N := N
k+1
J =⋃
I(J N
k+1
JI , on which compatibility c) requires νJ |N = ν˜J |N . In fact, B also precom-
pactly contains the neighbourhood B′ := BJηk+1(N
k+1
J ) of N , so that strong admissibility
c) can be satisfied by requiring νJ |B′ = ν˜J |B′ .
To sum up, the smooth map ν˜J : V
k+1
J → EJ fully satisfies the compatibility a), strong
admissibility c), and strengthened zero set condition d). Moreover, sJ + ν˜J extends to
a smooth map on the compact closure V k+1J ⊂ UJ , where it satisfies transversality
(sJ + ν˜J)|B t 0 on the open set B ⊂ V k+1J and the zero set condition from (7.3.22),
(sJ + ν˜J)
−1(0) ∩ (V k+1J rB) ⊂ O := V k+1J ∩ C˜J .
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The latter can be phrased as ‖sJ+ν˜J‖ > 0 on (V k+1J rB)rO, which is compact since O is
relatively open in V k+1J . Since z 7→ ‖sJ(z)+ν˜J(z)‖ is continuous, it remains nonvanishing
on WrO for some relatively open neighbourhood W ⊂ V k+1J of V k+1J rB. This extends
the zero set condition to (sJ + ν˜J)
−1(0) ∩W ⊂ O. We can moreover choose W disjoint
from the neighbourhood of the core B′ < B. Now we wish to find a smooth perturbation
νt : V
k+1
J → EJ supported in W that satisfies the following:
(T:i) it provides transversality (sJ + ν˜J + νt)|W t 0;
(T:ii) the perturbed zero set satisfies the inclusion (sJ + ν˜J + νt)−1(0) ∩W ⊂ O;
(T:iii) the perturbation is small: ‖νt‖ < σ − ‖ν˜J‖.
To see that this exists, note that for νt = 0 transversality holds outside the compact
subset V k+1J rB of W . Hence by the Transversality Extension theorem in [GP, Chap-
ter 2.3] we can fix a nested open precompact subset V k+1J rB ⊂ P < W and achieve
transversality everywhere on W by adding an arbitrarily small perturbation supported in
P . This immediately provides (T:i). Moreover, since ‖sJ + ν˜J‖ has a positive maximum
on the compact set PrO, we can choose νt sufficiently small to satisfy (T:ii) and (T:iii).
Setting
νJ := ν˜J + νt : V
k+1
J → EJ
then finishes the construction since the choice of νt ensures the zero set inclusion a) and
transversality b) on W ; the previous constructions for νJ |V k+1J rW = ν˜J |V k+1J rW ensure
a), b), and d) on V k+1J rW ⊃ B′, and compatibility c) on the core N ⊂ B′ ⊂ V k+1J rW ;
and we achieve smallness e) by the triangle inequality
‖ν˜J + νt‖ ≤ ‖ν˜J‖+ σ − ‖ν˜J‖ ≤ ‖µJ‖ ≤ max
I(J
‖νI‖ < σ.
This completes the iterative step and hence completes construction of the required
(V, C, δ, σ)-adapted section. The last claim follows from Proposition 7.2.7. 
In order to prove uniqueness up to cobordism of the VMC, we moreover need to
construct transverse cobordism perturbations with prescribed boundary values as in
Definition 7.2.8. We will perform this construction by an iteration as in Proposition 7.3.5,
with adjusted domains V kJ obtained by replacing δ with
1
2δ. This is necessary since as
before the construction of νJ will proceed by extending the given perturbations from
previous steps, µJ , and now also the given boundary values ν
α
J , and then restricting to a
precompact subset. However, the (V, C, δ, σ)-adapted boundary values ναJ on ∂αVJ only
extend to admissible, precompact, transverse perturbations in a collar of V
|J |
J . Hence
the construction of νJ by precompact restriction does not allow to define it on the whole
of this collar. Instead, we do achieve this construction by restriction to V
|J |+1
J < V
|J |
J ,
which by (7.3.2) is the analog of V
|J |
J when δ is replaced by
1
2δ. This means that, firstly,
we have to adjust the smallness condition for the iterative construction of perturbations
by introducing a variation of the constant σ(δ,V, C) of Definition 7.3.3. Secondly, we
need a further smallness condition on adapted perturbations if we wish to extend these
to a Kuranishi cobordism. Fortunately, the latter construction will only be used on
product Kuranishi cobordisms, which leads to the following definitions.
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Definition 7.3.6. (i) Let (K, d) be a metric tame Kuranishi cobordism with nested
cobordism reduction C < V, and let 0 < δ < min{ε, δV}, where ε is the collar
width of (K, d) and the reductions C,V. Then we set
σ′(δ,V, C) := min
J∈IK
inf
{ ∥∥sJ(x)∥∥ ∣∣∣ x ∈ V |J |+1J r (C˜J ∪⋃I(JBJη|J|+12 (N |J |+ 34JI )
)}
,
σrel(δ,V, C) := min
{
σ(δ, ∂0V, ∂0C), σ(δ, ∂1V, ∂1C), σ′(δ,V, C)}.
(ii) Given a metric Kuranishi atlas (K, d), we say that a perturbation ν is strongly
adapted if it is a (V, C, δ, σ)-adapted perturbation ν of sK|V for some choice of
nested reduction C < V and constants 0 < δ < δV and
0 < σ ≤ σrel(δ,V × [0, 1], C × [0, 1]) = min
{
σ(δ,V, C), σ′(δ,V × [0, 1], C × [0, 1])}.
Recalling the definition of σ(δ,V, C), and the product structure of all sets and maps
involved in the definition of σ′(δ,V × [0, 1], C × [0, 1]), we may rewrite the condition on
σ > 0 in the definition of strong adaptivity as
σ <
∥∥sJ(x)∥∥ ∀ x ∈ V kJ r (C˜J ∪⋃I(JBJηk− 12 (Nk− 14JI )
)}
, J ∈ IK, k ∈ {|J |, |J |+ 1}.
Although the construction of transverse cobordism perturbations with fixed boundary
values in part (ii) of the following Proposition will be used only on product cobordisms,
we state it here in generality, since we use it to construct transverse cobordism pertur-
bations without fixed boundary values in part (i).
Proposition 7.3.7. Let (K, d) be a metric tame Kuranishi cobordism with nested cobor-
dism reduction C < V, let 0 < δ < min{ε, δV}, where ε is the collar width of (K, d) and
the reductions C,V. Then we have σrel(δ,V, C) > 0 and the following holds.
(i) Given any 0 < σ ≤ σrel(δ,V, C), there exists an admissible, precompact, trans-
verse cobordism perturbation ν of sK|V with piK
(
(s + ν)−1(0)
) ⊂ piK(C), whose
restrictions ν|∂αV for α = 0, 1 are (∂αV, ∂αC, δ, σ)-adapted perturbations of
s∂αK|∂αV .
(ii) Given any perturbations να of s∂αK|∂αV for α = 0, 1 that are (∂αV, ∂αC, δ, σ)-
adapted with σ ≤ σrel(δ,V, C), the perturbation ν of sK|V in (i) can be constructed
to have boundary values ν|∂αV = να for α = 0, 1.
(iii) In the case of a product cobordism K × [0, 1] with product metric and product
reductions C × [0, 1] < V × [0, 1], both (i) and (ii) hold without requiring δ to be
bounded in terms of the collar width.
Proof. The positivity σrel(δ,V, C) > 0 follows from σ(δ, ∂αV, ∂αC) > 0 by Lemma 7.3.2 (i),
and σ′ > 0 by the arguments of Lemma 7.3.2 (i) applied to the shifted domains.
Next, we reduce (i) for given 0 < σ ≤ σrel(δ,V, C) to (ii). For that purpose recall
that δ < δ∂αV by Lemma 7.3.2 (iii) and σ ≤ σ(δ, ∂αV, ∂αC) by definition of σrel(δ,V, C).
Hence Proposition 7.3.5 provides (∂αV, ∂αC, δ, σ)-adapted perturbations να of s∂αK|∂αV
for α = 0, 1. Now (ii) provides a cobordism perturbation ν with the given restrictions
ν|∂αV = να, which are (∂αV, ∂αC, δ, σ)-adapted by construction. So (i) follows from (ii).
To prove (ii) recall that, by assumption, the given perturbations να of s∂αK|∂αV for
α = 0, 1 extend to ναI : (∂
αVI)
|I| → EI for all I ∈ I∂αK which satisfy conditions a)-e) of
Definition 7.3.3 with the given constant σ. Here by Lemma 7.3.2 (iv) the domains of ναI
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are (∂αVI)
|I| = ∂αV |I|I , and these are the boundaries of the reductions V
k
I which have
collars
V kI ∩ ιαI
(
∂αUI ×Aαε−2−kδ
)
= ιαI
(
∂αV kI ×Aαε−2−kδ
)
,
where the requirement 2−kδ < ε of Lemma 7.3.2 for k > 0 is ensured by the assumption
δ < ε. In the case of a product cobordism with product reduction this holds for any
δ > 0 with ε− 2−kδ replaced by ε := 1. The same collar form holds for CI < VI , and
hence for any set such as NkJI or C˜I constructed from these. Now δ < ε also ensures
2−kε ≤ ε− 2−kδ for k ≥ 1, so that we may denote the 2−kε-collar of V kI by
NkI,α := ι
α
I
(
∂αV kI ×Aα2−kε
) ⊂ V kI
and note the precompact inclusion Nk
′
I,α < N
k
I,α for k
′ > k.
We will now construct the required cobordism perturbation ν by an iteration as
in Proposition 7.3.5 with adjusted domains obtained by replacing δ with 12δ. This is
necessary since the given boundary value ναJ by assumption only extends to a map
ναJ : V
|J |
J → EJ , but as before the construction of νJ will proceed by restriction to a
precompact subset of the domain of an extension ν˜J , where this agrees both with the
push forward of previously defined (νI)I(J and with the given boundary perturbations
ναJ in collar neighbourhoods. We achieve this by restriction to V
|J |+1
J < V
|J |
J . That is,
in the k-th step we construct νJ : V
k+1
J → EJ for each |J | = k that, together with the
νI |V k+1I for |I| < k obtained by restriction from earlier steps, satisfies the following.
a) The perturbation is compatible with coordinate changes and collars, that is
νJ |Nk+1JI = φ̂IJ ◦ νI ◦ φ
−1
IJ |Nk+1JI on N
k+1
JI = V
k+1
J ∩ φIJ(V k+1I ∩ UIJ)
for all I ( J , and for each α ∈ {0, 1} with J ∈ I∂αK we have
νJ |Nk+1J,α = (ι
α
J )
∗ναJ on N
k+1
J,α = ι
α
J
(
∂αV k+1J ×Aα2−k−1ε
)
,
where we abuse notation by defining (ιαJ )
∗ναJ : ι
α
J (x, t) 7→ ναJ (x).
b) The perturbed section is transverse, that is (sJ |V k+1J + νJ) t 0.
c) The perturbation is strongly admissible with radius ηk+1 = 2
−k−1(1− 2− 14 ),
νJ(B
J
ηk+1
(Nk+1JI )
) ⊂ φ̂IJ(EI) ∀ I ( J.
d) The perturbed zero set is contained in pi−1K
(
piK(C)
)
; more precisely
(sJ |V k+1J + νJ)
−1(0) ⊂ V k+1J ∩ pi−1K
(
piK(C)
)
.
e) The perturbation is small, that is supx∈V k+1J ‖νJ(x)‖ < σ.
The final perturbation ν = (νI |VI )I∈IK of sK|V then has product form on collars of
width 2−MKε and thus is a cobordism perturbation, whose boundary restrictions are the
given να by construction. Moreover, ν will be admissible by c), transverse by b), and
precompact by d) with piK((s + ν)−1(0)) ⊂ piK(C). Compactness of |(s + ν)−1(0)| then
follows from Lemma 7.2.10.
For k = 0, there are no indices |J | = 0 to be considered. Now suppose that (νI :
V
|I|+1
I → EI
)
I∈IK,|I|<k are constructed such that a)-e) hold. Then for the iteration step
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it suffices as before to construct νJ for a fixed J ∈ IK with |J | = k. In the following three
construction steps we then unify the cases of J ∈ I∂αK for none, one, or both indices α
by interpreting the collars NkJ,α as empty sets unless J ∈ I∂αK.
Construction of extension for fixed |J | = k: For each k ≥ 1 we will construct an
extension of a restriction of
µJ : N
k
J ∪NkJ,0 ∪NkJ,1 −→ EJ , µJ |NkJI := φ̂IJ ◦ νI ◦ φ
−1
IJ , µJ |NkJ,α := (ι
α
J )
∗ναJ ,
where NkJ,α = ι
α
J
(
∂αV kJ ×Aα2−kε
)
is a collar of V kJ . More precisely, we construct a smooth
map ν˜J : V
k
J → EJ that satisfies
(7.3.23) ν˜J |N
k+12
= µJ |N
k+12
on Nk+ 1
2
:= N
k+ 1
2
J ∪N
k+ 1
2
J,0 ∪N
k+ 1
2
J,1 ,
the bound ‖ν˜J‖ ≤ ‖µJ‖ < σ, and the strong admissibility condition
(7.3.24) ν˜J
(
BJη
k+12
(
N
k+ 1
2
JI
)) ⊂ φ̂IJ(EI) ∀ I ( J.
We proceed as in Proposition 7.3.5 for fixed j ∈ J by iteratively constructing smooth
maps µ˜j` : W` → φ̂jJ(Ej) for ` = 0, . . . , k − 1 on the adjusted open sets
(7.3.25) W` := N
k`
J,0 ∪ Nk`J,1 ∪
⋃
I(J,|I|≤`B
J
r`
(N
k+ 1
2
JI )
with r` := ηk − `+1k (ηk − ηk+ 13 ) and k` := k +
`+1
3k , that satisfy the conditions
(E:i) µ˜j` |
N
k+12
JI
= µjJ |
N
k+12
JI
for all I ( J with |I| ≤ ` and j ∈ I;
(E:ii) µ˜j` |
BJr`
(N
k+12
JI )
= 0 for all I ( J with |I| ≤ ` and j /∈ I;
(E:iii)
∥∥µ˜j`∥∥ ≤ ‖µjJ‖;
(E:iv) µ˜j` = (ι
α
J )
∗να,jJ on N
k`
J,α = ι
α
J
(
∂αV k`J ×Aα2−k`ε
)
for α ∈ {0, 1} with J ∈ I∂αK.
These requirements make sense because ηk+ 1
2
< r` < ηk and B
J
ηk
(N
k+ 1
2
J ) ⊂ V kJ by (7.3.9),
so that the domain in (E:ii) is included in V kJ and is larger than that in (7.3.24). After
this iteration, we then obtain the extension ν˜J := β
∑
j∈J µ˜
j
k−1 by multiplication with a
smooth cutoff function β : V kJ → [0, 1] with β|Nk+12 ≡ 1 and suppβ ⊂ N
k+ 1
3
J,0 ∪ N
k+ 1
3
J,1 ∪
BJη
k+13
(N
k+ 1
2
J ), where the latter contains the closure of Nk+ 1
2
= N
k+ 1
2
J,0 ∪ N
k+ 1
2
J,1 ∪ N
k+ 1
2
J
in V kJ , so that ν˜J extends trivially to V
k
J rWk−1.
For the start of iteration at ` = 0, the domain is W0 = N
k0
J,0 ∪ Nk0J,1 with k0 = k+ 13k .
Conditions (E:i) and (E:ii) are vacuous since there are no index sets with |I| ≤ 0, and we
can satisfy (E:iii) and (E:iv), by setting µ˜j0(ι
α(x, t)) := να,jJ (x). Next, if the construction
is given on W`, then we cover W`+1 by the open sets B
′
L := W`+1 ∩ BJr`−1(N
k+ 1
2
JL ) for
L ( J , |L| = ` + 1 and C`+1 ⊂ W` given below, and pick an open subset C ′ ⊂ V kJ such
that
C`+1 := W`+1 r
⋃
|L|=`+1 BJr`(N
k+ 1
2
JL ) < C
′ < W` r
⋃
|L|=`+1 BJr`+1(N
k+ 1
2
JL ) =: C`.
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As before, this guarantees that C ′ and BJr`+1(N
k+ 1
2
JL ) have disjoint closures for all |L| =
` + 1. Then we set µ˜`+1|C`+1 := µ˜`|C`+1 , which inherits properties (E:i)–(E:iv) from
µ˜` because C`+1 is still disjoint from B
J
r`+1
(N
k+ 1
2
JL ) for any |I| = ` + 1, and we have
N
k`+1
J,α ⊂ Nk`J,α. So it remains to construct µ˜`+1 : B′L → φ̂jJ(Ej) for a fixed L ⊂ J ,
|L| = `+ 1 such that µ˜`+1 = µ˜` on B′L ∩ C ′.
In case j /∈ L condition (E:iv) prescribes µ˜j` = (ιαJ )∗να,jJ on the intersection
B′L ∩Nk`+1J,α ⊂ ιαJ
(
BJ,αr`−1(∂
αN
k+ 1
2
JL )×Aα2−k`+1ε
))
.
Because r`−1 < ηk, strong admissibility for ναJ on B
J,α
ηk (∂
αNkJL) implies that (ι
α
J )
∗να,jJ = 0
on this intersection. Moreover, B′L ∩ C ′ again is a subset of
⋃
I(LB
J
r`
(N
k+ 1
2
JI ), where we
have µ˜`|B′L∩C′ = 0 by iteration hypothesis (E:ii) for each I ( J . Thus µ˜`+1 := 0 satisfies
all extension properties (E:i)–(E:iv) in this case.
In case j ∈ L we may again patch together extensions by partitions of unity, so that
it suffices to construct smooth maps µ˜z : B
J
rz(z) → Φ̂jJ(Ej) on balls of positive radius
rz > 0 around each fixed z ∈ B′L, that satisfy
(i) µ˜z = µ
j
J on B
J
rz(z) ∩N
k+ 1
2
JI for all I ⊂ L with j ∈ I (including I = L);
(ii) µ˜z = 0 on B
J
rz(z) ∩BJr`+1(N
k+ 1
2
JI ) for all I ( L with j /∈ I;
(iii)
∥∥µ˜z∥∥ ≤ ‖µjJ‖;
(iv) µ˜z = (ι
α
J )
∗να,jJ on B
J
rz(z) ∩N
k`+1
J,α for α ∈ {0, 1} with J ∈ I∂αK;
(v) µ˜z = µ˜` on B
J
rz(z) ∩B′L ∩ C ′.
For z ∈ V kJ rNk`+1J,α , this is accomplished by the same constructions as in Proposi-
tion 7.3.5 by choosing rz > 0 such that B
J
rz(z) ∩ N
k`+1
J,α = ∅. For z ∈ Nk`+1J,α ⊂ Nk`J,α we
choose rz > 0 such that B
J
rz(z) ⊂ Nk`J,α. Then µ˜z := µ˜`|BJrz (z) satisfies (v) by construction
and (i)-(iv) by iteration hypothesis.
Zero set condition: For the extended perturbation constructed above, we have
∥∥ν˜J∥∥ ≤
max{maxI(J ‖νI‖, ‖ν0J‖, ‖ν1J‖} < σ by induction hypothesis e). From (7.3.24) and (7.3.7)
we then obtain as in Proposition 7.3.5
(7.3.26) (sJ |V kJ + ν˜J)
−1(0) ∩ BJη
k+12
(
N
k+ 3
4
JI
) ⊂ Nk+ 12JI .
Next, recall that we allowed only σ > 0 such that
σ ≤ inf
{ ∥∥sJ(x)∥∥ ∣∣∣ x ∈ V |J |+1J r (C˜J ∪⋃I(JBJη|J|+12 (N |J |+ 34JI )
)}
.
Hence the same arguments as in the proof of Proposition 7.3.5 provide the inclusion
(7.3.27)
(
sJ |
V k+1J
+ ν˜J
)−1
(0) r
⋃
I(JB
J
η
k+12
(
N
k+ 3
4
JI
) ⊂ C˜J .
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Together with the induction hypothesis on ν˜J = µJ = φ̂IJ ◦νI ◦φ−1IJ on N
k+ 1
2
JI this implies
the zero set condition (sJ |
V k+1J
+ ν˜J)
−1(0) ⊂ pi−1K (piK(C)).
Transversality: Admissibility together with induction hypothesis b) imply transversal-
ity (sJ + ν˜J)|
N
k+12
J
t 0 on the enlarged core. Together transversality of ναJ and (7.3.26)
we obtain transversality on the open set
(sJ + ν˜J)|B t 0, B := BJη
k+12
(N
k+ 3
4
J ) ∪N
k+ 1
2
0,J ∪N
k+ 1
2
1,J ⊂ V kJ .
Now B precompactly contains the neighbourhood B′ := BJηk+1(N
k+1
J ) ∪Nk+10,J ∪Nk+11,J ⊂
V kJ of the core and collar N := N
k+1
J ∪ Nk+10,J ∪ Nk+11,J , so that compatibility with the
coordinate changes and collars in a) and strong admissibility in d) can be satisfied by
requiring νJ |B′ = ν˜J |B′ . In this abstract setting, we can finish the iterative step word by
word as in Proposition 7.3.5. This completes the construction of the required perturba-
tion in case (ii) and thus finishes the proof. 
7.4. Orientations.
This section develops the theory of orientations of Kuranishi atlases. We use the
method of determinant line bundles as in e.g. [McS, App.A.2]. but encountered compat-
ibility issues of sign conventions in the literature, e.g. all editions of [McS]. We resolve
these by using a different set of conventions most closely related to K-theory and thank
Thomas Kragh for helpful discussions. As shown in the recent work of [Z3], these conven-
tions are consistent with some important naturality properties, a fact which may prove
useful in the future development of Kuranishi atlases.
While the relevant bundles and sections could just be described as tuples of bundles
and sections over the domains of the Kuranishi charts, related by lifts of the coordinate
changes, we take this opportunity to develop a general framework of vector bundles over
Kuranishi atlases, which now no longer are assumed to be additive or tame.
Definition 7.4.1. A vector bundle Λ =
(
ΛI , φ˜IJ
)
I,J∈IK over a weak Kuranishi at-
las K is a collection (ΛI → UI)I∈IK of vector bundles together with lifts
(
φ˜IJ : ΛI |UIJ →
ΛJ
)
I(J of the coordinate changes φIJ , that are linear isomorphisms on each fiber and
satisfy the weak cocycle condition φ˜IK = φ˜JK ◦ φ˜IJ on φ−1IJ (UJK) ∩ UIK for all triples
I ⊂ J ⊂ K.
A section of a bundle Λ over K is a collection of smooth sections σ = (σI : UI →
ΛI
)
I∈IK that are compatible with the bundle maps φ˜IJ . In particular, for a vector bundle
Λ with section σ there are commutative diagrams for each I ⊂ J ,
ΛI |UIJ

φ˜IJ // ΛJ

UIJ
φIJ // UJ
ΛI |UIJ
φ˜IJ // ΛJ
UIJ
σI
OO
φIJ // UJ .
σJ
OO
The following notion of a product bundle will be the first example of a bundle over a
Kuranishi cobordism.
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Definition 7.4.2. If Λ =
(
ΛI , φ˜IJ
)
I,J∈IK is a bundle over K and A ⊂ [0, 1] is an interval,
then the product bundle Λ × A over K × A is the tuple (ΛI × A, φ˜IJ × idA)I,J∈IK.
Here and in the following we denote by ΛI ×A→ UI ×A the pullback bundle under the
projection UI ×A→ UI .
Definition 7.4.3. A vector bundle over a weak Kuranishi cobordism K is a
collection Λ =
(
ΛI , φ˜IJ
)
I,J∈IK of vector bundles and bundle maps as in Definition 7.4.1,
together with a choice of isomorphism from its restriction to a collar of the boundary to
a product bundle. More precisely, this requires for α = 0, 1 the choice of a restricted
vector bundle Λ|∂αK =
(
ΛαI → ∂αUI , φ˜αIJ
)
I,J∈I∂αK over ∂
αK, and, for some ε > 0 less
than the collar width of K, a choice of lifts of the embeddings ιαI for I ∈ I∂αK to bundle
isomorphisms ι˜αI : Λ
α
I × Aαε → ΛI |im ιαI such that, with A := Aαε , the following diagrams
commute
ΛαI ×A

ι˜αI // ΛI |im ιαI

∂αUI ×A
ιαI // im ιαI ⊂ UI
ΛαI |∂αUIJ ×A
ι˜αI //
φ˜αIJ×idA

ΛI |ιαI (∂αUIJ×A)
φ˜IJ

ΛαJ ×A
ι˜αJ // ΛJ |im ιαJ
A section of a vector bundle Λ over a Kuranishi cobordism as above is a compatible
collection
(
σI : UI → ΛI
)
I∈IK of sections as in Definition 7.4.1 that in addition have
product form in the collar. That is we require that for each α = 0, 1 there is a restricted
section σ|∂αK = (σαI : ∂αUI → ΛαI )I∈I∂αK of Λ|∂αK such that for ε > 0 sufficiently small
we have (ι˜αI )
∗σI = σαI × idAαε .
In Definition 7.4.1 we implicitly worked with an isomorphism (ι˜αI )I∈I∂αK , which satis-
fies all but the product structure requirements of the following notion of isomorphisms
on Kuranishi cobordisms.
Definition 7.4.4. An isomorphism Ψ : Λ → Λ′ between vector bundles over K is a
collection (ΨI : ΛI → Λ′I)I∈IK of bundle isomorphisms covering the identity on UI , that
intertwine the transition maps, i.e. φ˜′IJ ◦ΨI |UIJ = ΨJ ◦ φ˜IJ |UIJ for all I ⊂ J .
If K is a Kuranishi cobordism then we additionally require Ψ to have product form in
the collar. That is we require that for each α = 0, 1 there is a restricted isomorphism
Ψ|∂αK = (ΨαI : ΛαI → Λ′Iα)I∈I∂αK from Λ|∂αK to Λ′|∂αK such that for ε > 0 sufficiently
small we have ι˜′I
α ◦ (ΨαI × idA) = ΨI ◦ ι˜αI on ∂αUI ×Aαε .
Remark 7.4.5. In the newly available language, Definition 7.4.3 of a bundle on a Ku-
ranishi cobordism requires isomorphisms (without product structure on the collar) for
α = 0, 1 from the product bundle Λ|∂αK × Aαε to the ε-collar restriction (ιαε )∗Λ :=(
(ιαI )
∗ΛI , (ιαJ )
∗ ◦ φ˜IJ ◦ (ιαI )∗
)
I,J∈I∂αK , given by the collection of pullback bundles and
isomorphisms under the embeddings ιαI : ∂
αUI ×Aαε → UI .
Note that, although the compatibility conditions are the same, the canonical section
sK = (sI : UI → EI)I∈IK of a Kuranishi atlas does not form a section of a vector bundle
since the obstruction spaces EI are in general not of the same dimension, hence no bundle
isomorphisms φ˜IJ as above exist. Nevertheless, we will see that, there is a natural bundle
associated with the section sK, namely its determinant line bundle, and that this line
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bundle is isomorphic to a bundle constructed by combining the determinant lines of the
obstruction spaces EI and the domains UI .
Here and in the following we will exclusively work with finite dimensional vector
spaces. First recall that the determinant line of a vector space V is its maximal exterior
power Λmax V := ∧dimV V , with ∧0 {0} := R. More generally, the determinant line of
a linear map D : V →W is defined to be
det(D) := Λmax kerD ⊗ (Λmax (W/imD))∗.
In order to construct isomorphisms between determinant lines, we will need to fix various
conventions, in particular pertaining to the ordering of factors in their domains and tar-
gets. We begin by noting that every isomorphism F : Y → Z between finite dimensional
vector spaces induces an isomorphism
(7.4.1) ΛF : Λ
max Y
∼=−→ Λmax Z, y1 ∧ . . . ∧ yk 7→ F (y1) ∧ . . . ∧ F (yk).
For example, if I ( J and x ∈ UIJ , it follows from the index condition in Definition 5.2.1
that the map for x ∈ UIJ
(7.4.2) ΛIJ(x) := ΛdxφIJ ⊗
(
Λ
[φ̂−1IJ ]
)∗
: det(dxsI)→ det(dφIJ (x)sJ)
is an isomorphism, induced by the isomorphisms dφIJ : ker dsI → ker dsJ and [φ̂IJ ] :
EI/im dsI → EJ/im dsJ . With this, we can define the determinant bundle det(sK) of a
Kuranishi atlas. A second, isomorphic, determinant line bundle det(K) with fibers
Λmax TxUI ⊗
(
ΛmaxEI
)∗
will be constructed in Proposition 7.4.12.
Definition 7.4.6. The determinant line bundle of a weak Kuranishi atlas (or cobor-
dism) K is the vector bundle det(sK) given by the line bundles
det(dsI) :=
⋃
x∈UI
det(dxsI) → UI for I ∈ IK,
and the isomorphisms ΛIJ(x) in (7.4.2) for I ( J and x ∈ UIJ .
To show that det(sK) is well defined, in particular that x 7→ ΛIJ(x) is smooth, we
introduce some further natural22 isomorphisms and fix various ordering conventions.
• For any subspace V ′ ⊂ V the splitting isomorphism
(7.4.3) Λmax V ∼= Λmax V ′ ⊗ Λmax (V/V ′)
is given by completing a basis v1, . . . , vk of V
′ to a basis v1, . . . , vn of V and mapping
v1 ∧ . . . ∧ vn 7→ (v1 ∧ . . . ∧ vk)⊗ ([vk+1] ∧ . . . ∧ [vn]).
• For each isomorphism F : Y ∼=→ Z the contraction isomorphism
(7.4.4) cF : Λ
max Y ⊗ (Λmax Z)∗ ∼=−→ R,
is given by the map
(
y1 ∧ . . . ∧ yk
)⊗ η 7→ η(F (y1) ∧ . . . ∧ F (yk)).
22 Here a “natural” isomorphism is one that is functorial, i.e. it commutes with the action on both
sides induced by a vector space isomorphism.
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• For any space V we use the duality isomorphism
(7.4.5) Λmax V ∗
∼=−→ (Λmax V )∗, v∗1 ∧ · · · ∧ v∗n 7−→ (v1 ∧ · · · ∧ vn)∗,
which corresponds to the natural pairing
Λmax V ⊗ Λmax V ∗ ∼=−→ R, (v1 ∧ · · · ∧ vn)⊗ (η1 ∧ · · · ∧ ηn) 7→ n∏
i=1
ηi(vi)
via the general identification (which in the case of line bundles A,B maps η 6= 0 to a
nonzero homomorphism, i.e. an isomorphism)
(7.4.6) Hom(A⊗B,R) ∼=−→ Hom(B,A∗), H 7−→ ( b 7→ H(· ⊗ b) ).
Next, we combine the above isomorphisms to obtain a more elaborate contraction iso-
morphism.
Lemma 7.4.7. Every linear map F : V → W together with an isomorphism φ : K →
kerF induces an isomorphism
CφF : Λ
max V ⊗ (ΛmaxW )∗ ∼=−→ ΛmaxK ⊗ (Λmax (W/F (V )))∗(7.4.7)
given by
(v1 ∧ . . . vn)⊗ (w1 ∧ . . . wm)∗ 7−→
(
φ−1(v1) ∧ . . . φ−1(vk)
)⊗ ([w1] ∧ . . . [wm−n+k])∗,
where v1, . . . , vn is a basis for V with span(v1, . . . , vk) = kerF , and w1, . . . , wm is a basis
for W whose last n− k vectors are wm−n+i = F (vi) for i = k + 1, . . . , n.
In particular, for every linear map D : V → W we may pick φ as the inclusion
K = kerD ↪→ V to obtain an isomorphism
CD : Λ
max V ⊗ (ΛmaxW )∗ ∼=−→ det(D).
Proof. We will construct CφF by composition of several isomorphisms. As a first step let
F (V )⊥ ⊂ W ∗ be the annihilator of F (V ) in W ∗, then the splitting isomorphism (7.4.3)
identifies ΛmaxW ∗ with Λmax (F (V )⊥) ⊗ Λmax (W ∗/F (V )⊥). Next, we apply (7.4.1) to
the isomorphisms F (V )⊥
∼=→ (W/F (V ))∗ and W ∗/F (V )⊥ ∼=→ F (V )∗, and apply the duality
isomorphism (7.4.5) in all factors to obtain the isomorphism
SW :
(
ΛmaxW
)∗ ∼=−→ (Λmax (W/F (V )))∗ ⊗ (Λmax F (V ))∗
given by (w1 ∧ . . . ∧ wm)∗ 7→ ([w1] ∧ . . . ∧ [w`])∗ ⊗ (w`+1 ∧ . . . ∧ wm)∗ for any basis
w1, . . . , wm of W whose last elements w`+i for i = 1, . . . ,m− ` = n− k span F (V ). On
the other hand, we apply the splitting isomorphism (7.4.3) for kerF ⊂ V and (7.4.1) for
φ−1 : kerF → K to obtain an isomorphism
SV : Λ
max V
∼=−→ ΛmaxK ⊗ Λmax (V/φ(K))
given by v1 ∧ . . . ∧ vn 7→ (φ−1(v1) ∧ . . . ∧ φ−1(vk)) ⊗ ([vk+1] ∧ . . . ∧ [vn]) for any basis
v1, . . . , vn of V such that v1, . . . , vk spans kerF . Finally, note that F descends to an
isomorphism [F ] : V/φ(K)
∼=→ F (V ), so we wish to apply the contraction isomorphism
c[F ] : Λ
max
(
V/φ(K)
)⊗ (Λmax F (V ))∗ → R
146 DUSA MCDUFF AND KATRIN WEHRHEIM
from (7.4.4). Since these factors do not appear adjacent after applying SV ⊗SW , we com-
pose SW with an additional reordering isomorphism – noting that we do not introduce
signs in switching factors here
R : A⊗B ∼=−→ B ⊗A, a⊗ b 7−→ b⊗ a.
Finally, using the natural identification ΛmaxK ⊗ R ⊗ (Λmax (W/F (V )))∗ ∼= ΛmaxK ⊗(
Λmax
(
W/F (V )
))∗
we obtain an isomorphism(
idΛmaxK ⊗ c[F ] ⊗ id(Λmax (W/F (V )))∗
) ◦ (SV ⊗ (R ◦ SW )).
To see that it coincides with CφF as described in the statement, note that – using the
bases as above – it maps (v1 ∧ . . .∧ vn)⊗ (w1 ∧ . . .∧wm)∗ to (φ−1(v1)∧ . . .∧ φ−1(vk))⊗
([w1]∧ . . .∧ [w`])∗ multiplied with the factor (w`+1 ∧ . . .∧wm)∗
(
F (vk+1)∧ . . .∧ F (vn)
)
,
and that the latter equals 1 if we choose w`+i = F (vi) for i = 1, . . . , n − k. Note here
that the existence of an isomorphism F implies m − ` = n − k, so that m − n = ` + k,
and hence wm−n+(k+i) = w`+i. 
Proposition 7.4.8. For any weak Kuranishi atlas, det(sK) is a well defined line bundle
over K. Further, if K is a weak Kuranishi cobordism, then det(sK) can be given product
form on the collar of K with restrictions det(sK)|∂αK = det(s∂αK) for α = 0, 1. The
required bundle isomorphisms from the product det(s∂αK) × Aαε to the collar restriction
(ιαε )
∗ det(sK) are given in (7.4.13).
Proof. To see that det(sK) is a line bundle over K, we first note that each topological
bundle det(dsI) is a smooth line bundle, since it has compatible local trivializations
det(dsI) ∼= Λmax ker(dsI ⊕ RI) induced from constant linear injections RI : RN → EI
which locally cover the cokernel, see e.g. [McS, Appendix A.2]. There are various natural
ways to define these maps; the crucial choice is the sign in equation (7.4.7). 23
At each point x ∈ UI we will use the contraction map CφxFx of Lemma 7.4.7 for the
linear map Fx and isomorphism to its kernel φx, where
Fx : ker(dxsI ⊕RI) → imRI ⊂ EI , (v, r) 7→ dxsI(v),
φx : K := ker dxsI → ker(dxsI ⊕RI) ⊂ TxUI ⊕ RN , k 7→ (k, 0).
Note here that ker(dxsI ⊕ RI) =
{
(v, r) ∈ TxUI ⊕ RN
∣∣dxsI(v) = −RI(r)}, so that Fx
indeed maps to imRI with Fx(v, r) = −RI(r), and its image is imFx = im dxsI ∩ imRI .
If we restrict x to an open set O ⊂ UI on which dxsI ⊕ RI is surjective, then the
inclusion imRI ↪→ EI induces an isomorphism
ιx : imRI/im dxsI∩imRI
∼=−→ EI/im dxsI .
Indeed, ιx is surjective since EI = im dxsI + imRI and injective by construction. Hence
(7.4.1) together with dualization defines an isomorphism Λ∗ιx :
(
Λmax EI/im dxsI
)∗ →
23 See [Z3] for a discussion of the different conventions. Changing the sign in (7.4.7) for example by
the factor (−1)n−k affects the local trivializations (and hence the topology of the determinant bundle)
because (7.4.7) is applied below to the family of operators Fx, x ∈ UI , the dimension of whose kernels
varies with x.
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imRI/im dxsI∩imRI
)∗
, which we invert and compose with the contraction isomorphism
of Lemma 7.4.7 to obtain isomorphisms
TI,x :=
(
idΛmax ker dxsI ⊗ (Λ∗ιx)−1
) ◦ CφxFx : Λmax ker(dxsI ⊕RI)⊗ (Λmax imRI)∗
∼=−→ Λmax ker dxsI ⊗
(
Λmax
(
EI/im dxsI
))∗
.(7.4.8)
Precomposing this with the isomorphism R ∼= ΛmaxRN
ΛRI∼= Λmax imRI from (7.4.1), we
obtain a trivialization of det(dsI)|O given by isomorphisms
T̂I,x : Λ
max ker(dxsI ⊕RI)
∼=−→ det(dxsI)
v1 ∧ . . . ∧ vn 7−→ (v1 ∧ . . . vk)⊗
(
[RI(e1)] ∧ . . . [RI(eN−n+k)]
)∗
,(7.4.9)
where vi = (vi, ri) is a basis of ker(dxsI⊕RI) such that v1, . . . , vk span ker dxsI (and hence
r1 = . . . = rk = 0), and e1, . . . , eN is a positively ordered normalized basis of RN (that is
e1∧ . . . eN = 1 ∈ R ∼= ΛmaxRN ) such that RI(eN−n+i) = dxsI(vi) for i = k+1, . . . , n. In
particular, the last n−k vectors span im dxsI ∩ imRI ⊂ EI , and thus the first N −n+k
vectors [RI(e1)], . . . , [RI(eN−n+k)] span the cokernel EI/im dxsI
∼= imRI/im dxsI∩imRI .
Next, we show that these trivializations do not depend on the choice of injection
RI : RN → EI . Indeed, given another injection R′I : RN
′ → EI that also maps onto the
cokernel of dsI , we can choose a third injection R
′′
I : RN
′′ → EI that is surjective, and
compare it to both of RI , R
′
I . Hence it suffices to consider the following two cases:
• N = N ′ and RI = R′I ◦ ι for a bijection ι : RN
∼=→ RN ′ ;
• N < N ′ and RI = R′I ◦ pr for the canonical projection pr : RN
′ → RN × {0} ∼= RN .
In the second case denote by ι : RN → RN × {0} ⊂ RN ′ the canonical injection, then
in both cases we have RI = R
′
I ◦ ι, and thus id× ι induces an injection ker(dsI ⊕RI)→
ker(dsI ⊕R′I) so that there is a well defined quotient bundle ker(dsI⊕R
′
I)/ker(dsI⊕RI)→ UI .
In case N < N ′ we claim that an appropriately scaled choice of local trivialization for
this quotient over an open set O ⊂ UI , on which both trivializations of det(dsI)|O are
defined, induces a bundle isomorphism Ψ : Λmax ker(dsI⊕RI)|O → Λmax ker(dsI⊕R′I)|O
that is compatible with the trivializations T̂I and T̂
′
I : Λ
max ker(dsI⊕R′I)|O → det(dsI)|O
constructed as in (7.4.9), that is T̂I = T̂
′
I ◦Ψ.
To define Ψ, let n := dim ker(dsI⊕RI) and fix a trivialization of the quotient, that is a
family of smooth sections
(
vΨi = (v
Ψ
i , r
Ψ
i )
)
i=n+1,...,n′ of ker(dsI⊕R′I)|O with n′ := n+N ′−
N , that induces a basis for the quotient space at each point x ∈ O. Here we may want to
rescale vΨn+1 by a nonzero real, as discussed below. Then for fixed x ∈ O, any choice of
basis (vi)i=1,...,n of ker(dxsI⊕RI) induces a basis (id×ι)(v1), . . . , (id×ι)(vn), vΨn+1, . . . , vΨn′
of ker(dxsI ⊕R′I), and we define Ψ by
Ψx : v1 ∧ · · · ∧ vn 7→ (id× ι)(v1) ∧ · · · ∧ (id× ι)(vn) ∧ vΨn+1(x) ∧ . . . ∧ vΨn′(x),
which varies smoothly with x ∈ O. It remains to show that, for appropriate choice
of the sections vΨi , we have T̂I,x = T̂
′
I,x ◦ Ψx for any fixed x ∈ O. For that purpose
we express the trivializations T̂I,x and T̂
′
I,x as in (7.4.9). This construction begins by
choosing a basis (vi)i=1,...,n of ker(dxsI⊕RI), where the first k elements vi = (vi, 0) span
ker dxsI × {0}. A compatible choice of basis (v′i)i=1,...,n′ for ker(dxsI ⊕ R′I) is given by
148 DUSA MCDUFF AND KATRIN WEHRHEIM
v′i := (id×ι)(vi) for i = 1, . . . , n, and v′i := vΨi for i = n+1, . . . , n′. Note here that v′i = vi
for i = 1, . . . , k. Next, one chooses a positively ordered normalized basis e1, . . . , eN of
RN such that RI(eN−n+i) = dxsI(vi) for i = k + 1, . . . , n. Then the first N − n + k
vectors [RI(e1)], . . . , [RI(eN−n+k)] coincide with [R′I(ι(e1))], . . . , [R
′
I(ι(eN ′−n′+k))] and
span the cokernel EI/im dxsI , and the last n − k vectors span im dxsI ∩ imRI ⊂ EI . So
we obtain a corresponding basis e′1, . . . , e′N ′ of R
N ′ by taking e′i = ι(ei) for i = 1, . . . , N
and e′N+i = (R
′
I)
−1(dxsI(vΨn+i(x)) for i = 1, . . . , N ′ −N = n′ − n. To obtain the correct
definition of T̂ ′I,x, we then rescale v
Ψ
n′ by the reciprocal of
λ(x) := ι(e1) ∧ . . . ∧ ι(eN ) ∧ (R′I)−1
(
dxsI(v
Ψ
n+1(x))
) ∧ . . . ∧ (R′I)−1(dxsI(vΨn′(x)))
∈ ΛmaxRN ′ ∼= R,
such that e′1, . . . , e′N ′−1, λ(x)
−1e′N ′ becomes positively ordered and normalized. Note
here that λ : O → R is a smooth nonvanishing function of x, depending only on the
sections vΨn+1(x), . . . , v
Ψ
n′(x) since ι(ei) = (ei, 0) are a positively ordered normalized basis
of RN × {0} ⊂ RN ′ for all x ∈ O. Thus vΨn+1(x), . . . , λ(x)−1vΨn′(x) defines a smooth
trivialization of the quotient bundle ker(dsI⊕R′I)/ker(dsI⊕RI) → O, for which the induced
map Ψ now provides the claimed compatibility. Indeed, we have by construction(
T̂ ′I,x ◦Ψx
)(
v1 ∧ · · · ∧ vn
)
= (v1 ∧ · · · ∧ vk)⊗
(
[R′I(e
′
1)] ∧ · · · ∧ [R′I(e′N ′−n′+k)]
)∗
= (v1 ∧ · · · ∧ vk)⊗
(
[RI(e1)] ∧ · · · ∧ [RI(eN−n+k)]
)∗
= T̂I,x
(
v1 ∧ · · · ∧ vn
)
.(7.4.10)
In case N = N ′ we define an isomorphism Ψ as above, which however does not depend
on any choice of vectors vΨi . Then in the above calculation of T̂I,x and T̂
′
I,x, the factor
λ = ι(e1) ∧ . . . ∧ ι(eN ) is constant (equal to the determinant of ι = (R′I)−1 ◦ RI), and
hence λ−1Ψ intertwines the trivializations T̂I and T̂ ′I . This completes the proof that
the local trivializations of det(dsI) do not depend on the choice of RI . In particular,
det(dsI) is a smooth line bundle over UI for each I ∈ IK.
To complete the proof that det(sK) is a vector bundle we must check that the lifts ΛIJ
given in (7.4.2) of the coordinate changes ΦIJ are smooth bundle isomorphisms. Since
the ΛIJ(x) are constructed to be fiberwise isomorphisms, and the weak cocycle condition
for the coordinate changes transfers directly to these bundle maps, the nontrivial step
is to check that ΛIJ(x) varies smoothly with x ∈ UIJ . For that purpose note that any
trivialization T̂I near a given point x0 ∈ UIJ using a choice of RI as above, induces
a trivialization T̂J of det(dsJ) near φIJ(x0) ∈ UJ using the injection RJ := φ̂IJ ◦ RI ,
since by the index condition φ̂IJ identifies the cokernels. We claim that these local
trivializations transform ΛIJ(x) into the isomorphisms ΛdxφIJ⊕idRN of (7.4.1) induced
by the smooth family of isomorphisms
dxφIJ ⊕ idRN : ker(dxsI ⊕RI)
∼=−→ ker(dφIJ (x)sJ ⊕ (φ̂IJ ◦RI)).
Note here that these embeddings are surjective since for (v, z) ∈ TUJ × RN with
dsJ(v) = −φ̂IJ(RI(z)) the tangent bundle condition im dsJ ∩ im φ̂IJ = dsJ(im dφIJ)
from Lemma 5.2.2, the partial index condition ker dsJ ⊂ im dφIJ , and injectivity of φ̂IJ
imply v ∈ im dsI with dsI(v) = −RI(z). Moreover, dxφIJ varies smoothly with x ∈ UIJ ,
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and hence ΛdxφIJ⊕idRN varies smoothly with x ≈ x0. So to prove smoothness of ΛIJ near
x0 it suffices to prove the transformation as claimed, i.e. at fixed x ∈ UIJ
(7.4.11) T̂J,φIJ (x) ◦ ΛdxφIJ⊕idRN = ΛIJ(x) ◦ T̂I,x.
For that purpose we may simply compare the explicit maps given in (7.4.9). So let
vi = (vi, ri) be a basis of ker(dxsI ⊕ RI) such that v1, . . . , vk span ker dxsI . Then,
correspondingly, v′i =
(
dxφIJ ⊕ idRN
)
(vi) ia a basis of ker(dφIJ (x)sJ ⊕ RJ) such that
v′i = dxφIJ(vi) for i = 1, . . . , k span ker dφIJ (x)sJ . Next, let e1, . . . , eN be a positively
ordered normalized basis of RN such that RI(eN−n+i) = dxsI(vi) for i = k + 1, . . . , n.
Then, correspondingly, we have
RJ(eN−n+i) = φ̂IJ
(
RI(eN−n+i)
)
= φ̂IJ
(
dxsI(vi)
)
= dφIJ (x)sJ
(
dxφIJ(vi)
)
= dsJ(v
′
i).
Using these bases in (7.4.9) we can now verify (7.4.11),(
ΛIJ(x) ◦ T̂I,x
)(
v1 ∧ . . . ∧ vn
)
= ΛIJ(x)
(
(v1 ∧ . . . ∧ vk)⊗
(
[RI(e1)] ∧ . . . ∧ [RI(eN−n+k)]
)∗)
=
(
dxφIJ(v1) ∧ . . . ∧ dxφIJ(vk)
)⊗ ([φ̂IJ(RI(e1))] ∧ . . . ∧ [φ̂IJ(RI(eN−n+k))])∗)
= (v′1 ∧ . . . ∧ v′k)⊗
(
[RJ(e1)] ∧ . . . ∧ [RJ(eN−n+k)]
)∗)
= T̂J,φIJ (x)
)(
v′1 ∧ . . . ∧ v′n
)
=
(
T̂φIJ (x) ◦
(
dφIJ(x)⊕ idRN
))(
v1 ∧ . . . ∧ vn
)
.
This finishes the construction of det(sK) for a weak Kuranishi atlas K.
In the case of a weak Kuranishi cobordism K, we moreover have to construct bundle
isomorphisms from collar restrictions to the product bundles det(s∂αK) × Aαε to prove
that det(sK) is a line bundle in the sense of Definition 7.4.1 with the claimed restrictions.
That is, we have to construct bundle isomorphisms ι˜αI : det(ds
α
I ) × Aαε → det(dsI)|im ιαI
for α = 0, 1, I ∈ I∂αK, and ε > 0 less than the collar width of K, and check the identities
ΛIJ ◦ ι˜αI = ι˜αJ ◦
(
ΛαIJ × idAαε
)
.
For that purpose recall that (sI ◦ ιαI )(x, t) = sαI (x) for (x, t) ∈ ∂αUI × Aαε , so that we
have a trivial identification idEI : im dxs
α
I → im dιαI (x,t)sI of the images and an isomor-
phism d(x,t)ι
α
I : ker dxs
α
I × R → ker dιαI (x,t)sI . The latter gives rise to an isomorphism
given by wedging with the canonical positively oriented unit vector 1 ∈ R = TtAαε ,
(7.4.12) ∧1 : Λmax ker dxsαI → Λmax
(
ker dxs
α
I × R
)
, η 7→ 1 ∧ η.
Here and throughout we identify vectors ηi ∈ ker dsαI with (ηi, 0) ∈ ker dsαI × R and
also abbreviate 1 := (0, 1) ∈ ker dsαI × R. This map now composes with the induced
isomorphism Λd(x,t)ιαI from (7.4.1) and can be combined with the identity on the cokernel
factor to obtain fiberwise isomorphisms
(7.4.13) ι˜αI (x, t) :=
(
Λd(x,t)ιαI ◦ ∧1
)⊗ (ΛidEI )∗ : det(dxsαI )×Aαε → det(dιαI (x,t)sI).
These isomorphisms vary smoothly with (x, t) ∈ ∂αUI × Aαε since the compatible lo-
cal trivializations Λmax ker(dsαI ⊕ RI) → det(dsαI ) and Λmax ker(dsI ⊕ RI) → det(dsI)
transform ι˜αI (x, t) to Λd(x,t)ιαI ⊕idRN ◦ ∧1. Moreover, (x, t) → ι˜αI (x, t) lifts ιαI and thus
defines the required bundle isomorphism ι˜αI : det(ds
α
I ) × Aαε → det(dsI)|im ιαI for each
I ∈ I∂αK. Finally, the isomorphisms (7.4.13) intertwine ΛIJ = ΛdφIJ ⊗
(
Λ
[φ̂IJ ]−1
)∗
and
ΛαIJ = ΛdφαIJ ⊗
(
Λ
[φ̂IJ ]−1
)∗
by the product form of the coordinate changes φIJ ◦ ιαI =
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ιαJ ◦ (φαIJ × idAαε ), and because dιαI (x,t)φIJ maps d(x,t)ιαI (1) to d(φαIJ (x),t)ιαJ (1), both of
which are wedged on by (7.4.13) from the left hand side. (For an example of a detailed
calculation see the end of the proof of Proposition 7.4.13.) This finishes the proof. 
We next use the determinant bundle det(sK) to define the notion of an orientation of
a Kuranishi atlas.
Definition 7.4.9. A weak Kuranishi atlas or Kuranishi cobordism K is orientable if
there exists a nonvanishing section σ of the bundle det(sK) (i.e. with σ−1I (0) = ∅ for all
I ∈ IK). An orientation of K is a choice of nonvanishing section σ of det(sK). An
oriented Kuranishi atlas or cobordism is a pair (K, σ) consisting of a Kuranishi
atlas or cobordism and an orientation σ of K.
For an oriented Kuranishi cobordism (K, σ), the induced orientation of the bound-
ary ∂αK for α = 0 resp. α = 1 is the orientation of ∂αK,
∂ασ :=
((
(ι˜αI )
−1 ◦ σI ◦ ιαI
)∣∣
∂αUI×{α}
)
I∈I∂αK
given by the isomorphism (ι˜αI )I∈I∂αK in (7.4.13) between a collar neighbourhood of the
boundary in K and the product Kuranishi atlas ∂αK×Aαε , followed by restriction to the
boundary ∂αK = ∂α(∂αK ×Aαε ), where we identify ∂αUI × {α} ∼= ∂αUI .
With that, we say that two oriented weak Kuranishi atlases (K0, σ0) and (K1, σ1) are
oriented cobordant if there exists a weak Kuranishi cobordism K[0,1] from K0 to K1
and a section σ of det(sK[0,1]) such that ∂
ασ = σα for α = 0, 1.
Remark 7.4.10. Here we have defined the induced orientation on the boundary ∂αK
of a cobordism so that it is completed to an orientation of the collar by adding the
positive unit vector 1 along Aαε ⊂ R rather than the more usual outward normal vector.
Further, although we write the collar as UαI × Aαε , formula (7.4.12) above shows that if
η1, . . . , ηn is a positively ordered basis for TxU
α
I then 1, η1, . . . , ηn is a positively ordered
basis for Tx(U
α
I ×Aαε ). While the first convention merely simplifies notation, the second
is necessary for compatibility checks in Proposition 7.4.8 as well as Proposition 7.4.13 (i)
below; cf. the proof of (7.4.19) below. The alternative convention of adding the normal
vector as last vector leads to sign ambiguities between det(sK) and the determinant line
bundle det(s|V + ν) for a perturbation, since the dimensions of the kernels of dsI and
dsI + νI need not be the same.
Lemma 7.4.11. Let (K, σ) be an oriented weak Kuranishi atlas or cobordism.
(i) The orientation σ induces a canonical orientation σ|K′ := (σI |U ′I )I∈IK′ on each
shrinking K′ of K with domains (U ′I ⊂ UI)I∈IK′ .
(ii) In the case of a Kuranishi cobordism K, the restrictions to boundary and shrink-
ing commute, that is (σ|K′)|∂αK′ = (σ|∂αK)|∂αK′.
(iii) In the case of a weak Kuranishi atlas K, the orientation σ on K induces an
orientation σ[0,1] on K× [0, 1], which induces the given orientation ∂ασ[0,1] = σ
of the boundaries ∂α(K × [0, 1]) = K for α = 0, 1.
Proof. By definition, det(sK′) is the line bundle overK′ consisting of the bundles det(ds′I) =
det(dsI)|U ′I and the transition maps Λ′IJ = ΛIJ |U ′IJ . The restricted sections σI |U ′I of
det(ds′I) are hence compatible with the transition maps Λ
′
IJ and have product form
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near the boundary in the case of a cobordism. Since they are nonvanishing, they de-
fine an orientation of K′. Commutation of restrictions holds since both (σ|K′)|∂αK′ and
(σ|∂αK)|∂αK′ are given by σI |∂αU ′I with ∂αU ′I = ∂αUI ∩ U ′I .
For part (iii) we consider an oriented, additive, weak Kuranishi atlas (K, σ) and begin
by constructing an induced orientation of the product cobordism K × [0, 1]. For that
purpose we use the bundle isomorphisms
ι˜I := ∧1 ⊗ (ΛidEI )
∗ : det(dsI)× [0, 1] → det(ds′I)
with s′I(x, t) = sI(x), covering ιI = idUI×[0,1]. These coincide with the maps defined
in (7.4.13) for the interval [0, 1] instead of Aαε , so the proof of Proposition 7.4.8 shows
that they provide an isomorphism ι˜ from the product bundle det(sK) × [0, 1] to the
determinant bundle of the product det(sK×[0,1]). Now an orientation σ of K determines
an orientation σ[0,1] := ι˜∗σ of the product K×[0, 1] given by (ι˜∗σ)I(x, t) = ι˜I(x, t)
(
σI(x)
)
.
Further, using ι˜α := ι˜ to define the collar structure on det(sK×[0,1]), the restrictions to
both boundaries are ∂α(ι˜∗σ) = σ since ι˜−1I ◦ (ι˜∗σ)I ◦ ιαI |UI×{α} = σI . 
The arguments of Proposition 7.4.8 equally apply for any reduction V of a Kuranishi
atlas K and an admissible perturbation ν to define a line bundle det(s|V + ν) over V
(or more accurately over the Kuranishi atlas KV defined in Proposition 7.1.15). Instead
of setting up a direct comparison between the bundles det(s|V + ν) for different ν, we
will work with a “more universal” determinant bundle det(K) over K. This will allow
us to obtain compatible orientations of the determinant bundles over the perturbed zero
set det(s|V + ν)|(s+ν)−1(0) for different transverse perturbations ν. We will construct
the bundle det(K) from the determinant bundles of the zero sections in each chart.
However, since the zero section 0K does not satisfy the index condition, we need to
construct different transition maps for det(K), which will now depend on the section sK.
For this purpose, we again use contraction isomorphisms from Lemma 7.4.7. On the one
hand, this provides families of isomorphisms
(7.4.14) CdxsI : Λ
max TxUI ⊗
(
ΛmaxEI
)∗ ∼=−→ det(dxsI) for x ∈ UI .
In fact, as we will see in the proof of Proposition 7.4.12 below, these maps are essentially
the special cases of TI,x in (7.4.8) in which RI is surjective. On the other hand, recall
that the tangent bundle condition (5.2.1) implies that dsJ restricts to an isomorphism
TyUJ/dxφIJ (TxUI)
∼=→ EJ/̂φIJ (EI) for y = φIJ(x). Therefore, if we choose a smooth nor-
mal bundle NIJ =
⋃
x∈UIJ NIJ,x ⊂ φ∗IJTUJ to the submanifold imφIJ ⊂ UJ , then the
subspaces dysJ(NIJ,x) (where we always denote y := φIJ(x) and vary x ∈ UIJ) form
a smooth family of subspaces of EJ that are complements to φ̂IJ(EI). Hence letting
prNIJ (x) : EJ → dysJ(NIJ,x) ⊂ EJ be the smooth family of projections with kernel
φ̂IJ(EI), we obtain a smooth family of linear maps
Fx := prNIJ (x) ◦ dysJ : TyUJ −→ EJ for x ∈ UIJ , y = φIJ(x)
with images imFx = dysJ(NIJ,x), and isomorphisms to their kernel
φx := dxφIJ : TxUI
∼=−→ kerFx = dxφIJ(TxUI) ⊂ TyUJ .
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By Lemma 7.4.7 these induce isomorphisms
CφxFx : Λ
max TφIJ (x)UJ ⊗
(
ΛmaxEJ
)∗ ∼=−→ Λmax TxUI ⊗ (Λmax (EJ/imFx))∗.
We may combine this with the dual of the isomorphism Λmax
(
EJ/dysJ (NIJ,x)
) ∼= ΛmaxEI
induced via (7.4.1) by pr⊥NIJ (x) ◦ φ̂IJ : EI → EJ/dysJ (NIJ,x) to obtain isomorphisms
CIJ(x) : Λ
max TφIJ (x)UJ ⊗
(
ΛmaxEJ
)∗ ∼=−→ Λmax TxUI ⊗ (ΛmaxEI)∗(7.4.15)
for x ∈ UIJ , given by CIJ(x) :=
(
idΛmax TxUI ⊗ Λ∗(pr⊥NIJ (x)◦φ̂IJ )−1
) ◦ CφxFx .
Proposition 7.4.12. (i) Let K be a weak Kuranishi atlas. Then there is a well
defined line bundle det(K) over K given by the line bundles ΛKI := Λmax TUI ⊗(
ΛmaxEI
)∗ → UI for I ∈ IK and the transition maps C−1IJ : ΛKI |UIJ → ΛKJ |imφIJ
from (7.4.15) for I ( J . In particular, the latter isomorphisms are independent
of the choice of normal bundle NIJ .
Furthermore, the contractions CdsI : Λ
K
I → det(dsI) from (7.4.14) define an
isomorphism ΨsK :=
(
CdsI
)
I∈IK from det(K) to det(sK).
(ii) If K is a weak Kuranishi cobordism, then the determinant bundle det(K) defined
as in (i) can be given a product structure on the collar such that its boundary
restrictions are det(K)|∂αK = det(∂αK) for α = 0, 1.
Further, the isomorphism ΨsK : det(K)→ det(sK) defined as in (i) has prod-
uct structure on the collar with restrictions ΨsK |∂αK = Ψs∂αK for α = 0, 1.
Proof. To begin, note that each ΛKI = Λ
max TUI ⊗
(
ΛmaxEI
)∗
is a smooth line bundle
over UI , since it inherits local trivializations from the tangent bundle TUI → UI .
Next, we will show that the isomorphisms CdxsI from (7.4.14) are smooth in this
trivialization, where det(dsI) is trivialized via the maps T̂I,x as in Proposition 7.4.8
using an isomorphism RI : RN → EI . For that purpose we introduce the isomorphisms
Gx : TxUI → ker(dxsI ⊕RI), v 7→
(
v,−R−1I (dxsI(v)
)
,
and claim that the associated maps on determinant lines fit into a commutative diagram
with CdxsI and the version of the trivialization TI,x from (7.4.8)
(7.4.16) Λmax TxUI ⊗
(
ΛmaxEI
)∗
ΛGx⊗id

CdxsI // det(dxsI)
id

Λmax ker(dxsI ⊕RI)⊗
(
ΛmaxEI
)∗ TI,x // det(dxsI).
Here the trivialization T̂I,x of det(dxsI) is given by precomposing TI,x with the x-
independent isomorphism Λ∗
R−1I
:
(
ΛmaxRN
)∗ → (ΛmaxEI)∗ in the second factor. Since
Gx varies smoothly with x in any trivialization of TU , this will prove that CdsI is smooth
with respect to the given trivializations.
To prove (7.4.16) we use the explicit formulas from Lemma 7.4.7 and (7.4.9) at a fixed
x ∈ UI . So let v1, . . . , vn be a basis for TxUI with span(v1, . . . , vk) = ker dxsI , and
let w1, . . . , wN be a basis for EI with wN−n+i = dxsI(vi) for i = k + 1, . . . , n. Then
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vi := Gx(vi) =
(
vi,−R−1I (dxsI(vi)
)
is a corresponding basis of ker(dxsI ⊕ RI). In this
setting we can verify (7.4.16),
CdxsI
(
(v1 ∧ . . . vn)⊗ (w1 ∧ . . . wN )∗
)
=
(
v1 ∧ . . . vk
)⊗ ([w1] ∧ . . . [wN−n+k])∗
= TI,x
(
(v1 ∧ . . . vn)⊗ (w1 ∧ . . . wN )∗
)
= TI,x
(
ΛGx(v1 ∧ . . . vn)⊗ (w1 ∧ . . . wN )∗
)
.
This proves the smoothness of the isomorphisms CdsI so that we can define preliminary
transition maps
(7.4.17) φ˜IJ := C
−1
dsJ
◦ ΛIJ ◦ CdsI : ΛKI |UIJ → ΛKJ for I ( J ∈ IK
by the transition maps (7.4.2) of det(sK) and the isomorphisms (7.4.14). These define a
line bundle ΛK :=
(
ΛKI , φ˜IJ
)
I,J∈IK since the weak cocycle condition follows directly from
that for the ΛIJ . Moreover, this automatically makes the family of bundle isomorphisms
ΨK :=
(
CdsI
)
I∈IK an isomorphism from Λ
K to det(sK). It remains to see that ΛK =
det(K) and ΨK = ΨsK , i.e. we claim equality of transition maps φ˜IJ = C−1IJ . This also
shows that C−1IJ and thus det(K) is independent of the choice of normal bundle NIJ in
(7.4.15). So to finish the proof of (i), it suffices to establish the following commuting
diagram at a fixed x ∈ UIJ with y = φIJ(x),
(7.4.18) Λmax TxUI ⊗
(
ΛmaxEI
)∗ CdxsI // det(dxsI)
ΛIJ (x)

Λmax TyUJ ⊗
(
ΛmaxEJ
)∗ CdysJ //CIJ (x)
OO
det(dysJ).
Using (7.4.16), for surjective maps RI : RN → EI and RJ : RN ′ → EJ , and the
compatibility of the trivialization T̂J,y with R
′
J := T̂
′
J,y arising from φ̂IJ : RN → EJ , we
can expand this diagram to
Λmax TxUI ⊗
(
ΛmaxEI
)∗ ΛGx⊗id// Λmax ker(dxsI ⊕RI)⊗ (ΛmaxEI)∗ TI,x //
ΛdxφIJ⊕idRN ⊗(Λ
∗
R′
J
−1◦Λ∗RI )

det(dxsI)
ΛIJ (x)

Λmax ker(dysJ ⊕R′J)⊗
(
Λmax imR′J
)∗
Ψy⊗(Λ∗
R−1
J
◦Λ∗
R′
J
)

T ′J,y // det(dysJ)
Λmax TyUJ ⊗
(
ΛmaxEJ
)∗
CIJ (x)
OO
ΛGy⊗id// Λmax ker(dysJ ⊕RJ)⊗
(
ΛmaxEJ
)∗ TJ,y // det(dysJ).
id
OO
Here the upper right square commutes by (7.4.11). To make the lower right square
precise, and in particular to choose suitable RJ , we note that EJ = dysJ + imR
′
J and
dysJ(TyimφIJ) ⊂ φ̂IJ(EI) = imR′J , so that given any normalized basis e1, . . . , eN ∈ RN
we can complete the corresponding vectors R′J(ei) to a basis for EJ by adding the vectors
dysJ(v
Ψ
N+1), . . . ,dysJ(v
Ψ
N ′), where v
Ψ
N+1, . . . , v
Ψ
N ′ ∈ NIJ,x is a basis of the normal space
NIJ,x ⊂ TyUJ to TyimφIJ that was used to define CIJ(x). Thus R′J extends to a smooth
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family of bijections
RJ := RJ,x : RN × RN ′−N
∼=−→ φ̂IJ(EI)⊕ dsy(NIJ,x) = EJ ,
(r; rN+1, . . . , rN ′) 7−→ φ̂IJ
(
RI(r)
)
+
∑N ′
i=N+1ri · dysJ(vΨi ).
We may choose the vectors vΨi so that the ei := R
−1
J
(
dysJ(v
Ψ
i )
)
for i = N + 1, . . . N ′
extend e1, . . . eN ∈ RN ∼= RN × {0} to a normalized basis of RN ′ . Further, the vectors
vΨi :=
(
vΨi ,−ei
)
span the complement of the embedding ι : ker(dysJ⊕R′J) ↪→ ker(dysJ⊕
RJ), (v, r) 7→ (v, r, 0). Hence (7.4.10) (with λ(x) = 1) shows that the isomorphism
Ψy : Λ
max ker(dysJ ⊕R′J)
∼=−→ Λmax ker(dysJ ⊕RJ),
v1 ∧ . . . ∧ vn 7−→ ι(v1) ∧ . . . ι(vn) ∧ vΨN+1 ∧ . . . vΨN ′
intertwines the trivializations T ′J,y and TJ,y, that is the lower right square in the above
diagram commutes.
Now to prove that the entire diagram commutes it remains to identify CIJ(x) with
the map given by composition of the other isomorphisms, which is the tensor product
of Λ∗
R−1I
◦Λ∗RJ (composed via ΛmaxRN ∼= R ∼= ΛmaxRN
′
) on the obstruction spaces with
the inverse of
Λmax TxUI
∼=−→ Λmax TyUJ
v1 ∧ . . . ∧ vn 7−→ dxφIJ(v1) ∧ . . . dxφIJ(vn) ∧ vΨN+1 ∧ . . . vΨN ′ .
Here we used the fact that ι ◦ (dxφIJ ⊕ idRN ) ◦Gx = Gy ◦dxφIJ and vΨi = Gy(vΨi ). Note
moreover that we chose the vectors vΨi ∈ TyUJ to span the complement of im dxφIJ , and
hence dxφIJ(v1), . . . ,dxφIJ(vn), v
Ψ
N+1, . . . , v
Ψ
N ′ forms a basis of TyUJ . Moreover, note
that wi = RJ(ei) is a basis for EJ whose last N
′ − N vectors are wi = dysJ(vΨi ) ∈
dysJ(NIJ,x) for i = N + 1, . . . , N
′. In these bases the explicit formulas (7.4.15) and
(7.4.7) give
CIJ(x) :
(
dxφIJ(v1) ∧ . . . dxφIJ(vn) ∧ vΨN+1 ∧ . . . vΨN ′
)⊗ (RJ(e1) ∧ . . . RJ(eN ′))∗
7→ (v1 ∧ . . . vn)⊗ Λ∗(pr⊥NIJ ◦φ̂IJ )−1
(
[φ̂IJ(RI(e1))] ∧ . . . [φ̂IJ(RI(eN ))]
)∗
= (v1 ∧ . . . vn)⊗
(
RI(e1) ∧ . . . RI(eN )
)∗
.
Here in the second factor we have ΛR−1I
(
RI(e1) ∧ . . . RI(eN )
)
= 1 ∈ ΛmaxRN and
ΛR−1J
(
RJ(e1) ∧ . . . RJ(eN ′)
)
= 1 ∈ ΛmaxRN ′ , so this proves that (7.4.18) commutes.
For part (ii) the same arguments apply to define a bundle det(K) and isomorphism
ΨsK , for which it remains to establish the product structure on a collar. However, we may
use the isomorphisms CdsI : Λ
K
I → det(dsI) and CdsI |∂αUI : Λ
∂αK
I → det(dsI |∂αUI ) to pull
back the isomorphisms ι˜αI : det(dsI)|im ιαI → det(dsI |∂αUI ) × Aαε from Proposition 7.4.8
to isomorphisms(
CdsI |∂αUI × idAαε
)−1 ◦ ι˜αI ◦ CdsI : ΛKI |im ιαI ∼=−→ Λ∂αKI ×Aαε .
This provides the product structure for det(K), and moreover this construction was made
such that ΨsK has product form in the same collar, and the restrictions are, as claimed,
given by pullback of the restrictions of det(sK). This completes the proof. 
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Proposition 7.4.13. (i) Let (K, σ) be an oriented, tame Kuranishi atlas with re-
duction V, and let ν be an admissible, precompact, transverse perturbation of
sK|V . Then the zero set |Zν | is an oriented closed manifold.
(ii) Let (K[0,1], σ) be an oriented, tame Kuranishi cobordism with reduction V and
admissible, precompact, transverse perturbation ν. Then the corresponding zero
set |Zν | is an oriented cobordism from |Zν0 | to |Zν1 | for να := ν|∂αV , with
boundary orientations induced as in (i) by σα := ∂ασ.
Proof. We first show that the local zero sets ZI := (s|VI + ν)−1(0) ⊂ VI have a natural
orientation. By Lemma 7.2.6 they are submanifolds, and by transversality we have
im (dzsI + dzνI) = EI for each z ∈ ZI , and thus Λmax EI/im (dzsI+dzνI) = Λmax {0} = R,
so that we have a natural isomorphism between the orientation bundle of ZI and the
restriction of the determinant line bundle
Λmax TZI =
⋃
z∈ZIΛ
max ker(dzsI + dzνI)
∼= ⋃z∈ZIΛmax ker(dzsI + dzνI)⊗ R = det(sI |VI + νI)|ZI .
Combining this with Proposition 7.4.12 and Lemma 7.4.7 we obtain isomorphisms
CνI (z) := Cd(sI+νI) ◦ C−1dsI : det(dsI)|z −→ Λmax TzZI for z ∈ ZI .
To see that these are smooth, recall that smoothness of CdsI was proven in Proposi-
tion 7.4.12. The same arguments apply to Cd(sI+νI). Further, for I ( J and z ∈ ZI ∩UIJ
these isomorphisms are intertwined by the transition maps
ΛIJ(z) = ΛdzφIJ ⊗
(
Λ
φ̂−1IJ
)∗
: det(dzsI)→ det(dφIJ (z)sJ)
and ΛdzφIJ : Λ
max TzZI → Λmax TφIJ (z)ZJ . To see this, one combines the commuting
diagram (7.4.18) with the analogous diagram over ZI ∩ UIJ
Λmax TUI ⊗
(
ΛmaxEI
)∗ Cd(sI+νI ) // det(d(sI + νI)) = Λmax TZI ⊗ R
ΛIJ=ΛdφIJ⊗idR

Λmax TUJ ⊗
(
ΛmaxEJ
)∗ Cd(sJ+νJ ) //CIJ
OO
det(d(sJ + νJ)) = Λ
max TZJ ⊗ R.
The latter diagram commutes by the arguments in Proposition 7.4.12 applied to s•+ ν•
because dsJ and d(sJ + νJ) induce the same map CIJ(z) for z ∈ ZI ∩ UIJ . Indeed, the
admissibility of ν implies that im dφIJ (z)νJ ⊂ φ̂IJ(EI) so that Fz = prNIJ (z)◦dφIJ (z)sJ =
prNIJ (z)◦dφIJ (z)(sJ +νJ) in the construction of CIJ(z). Now the orientation
(
σI : UI →
det(dsI)
)
I∈IK of K induces nonvanishing sections σ
ν
I := C
ν
I ◦ σI : ZI → Λmax TZI which,
by the above discussion and the compatibility ΛIJ◦σI = σJ are related by ΛdφIJ◦σνI = σνJ ,
i.e. the orientations σνI in the charts of |Zν | are compatible with the transition maps
φIJ |ZI∩UIJ . Hence this determines an orientation of |Zν |. This proves (i).
For a Kuranishi cobordism, the above constructions provide an orientation |σν | :
|Zν | → Λmax T|Zν | on the manifold with boundary |Zν |. Moreover, Lemma 7.2.10 pro-
vides diffeomorphisms to the boundary components for α = 0, 1
|jα| : |Zνα | =
∣∣∣ ⋃
I∈IKα
(sI + ν
α
I )
−1(0)
∣∣∣ ∼=−→ ∂α|Zν | ⊂ ∂|Zν |,
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which in the charts are given by jαI := ι
α
I (·, α) : ZαI → ZI . The latter lift to isomorphisms
of determinant line bundles
j˜αI := ΛdιαI ◦ ∧1 : Λmax TZαI
∼=−→ Λmax TZI |im ιαI ,
given by the same expression as the restriction to ZαI × {α} of the map (7.4.13) on
det(dsαI )× Aαε in the case of trivial cokernel. These are the expressions in the charts of
an isomorphism of determinant line bundles
|j˜α| := Λd|ια| ◦ ∧1 : Λmax T|Zνα |
∼=−→ Λmax T|Zν |
∣∣
|jα|(|Zνα |),
which consists of the isomorphism induced by the collar neighbourhood embedding
|ια| : |Zνα | × Aαε → |Zν | given by ιαε |ZαI ×Aαε in the charts together with the canonical
isomorphism between the determinant line bundle of the boundary and the boundary
restriction of the determinant line bundle of the collar neighbourhood,
∧1 : Λmax T|Zνα | → Λmax T
(|Zνα | ×Aαε )∣∣|Zνα |×{α} = (Λmax T|Zνα |)×R, η 7→ 1∧ η.
Here, as before, we identify vectors ηi ∈ T|Zνα | with (ηi, 0) ∈ T|Zνα | × R and ab-
breviate 1 := (0, 1) ∈ T|Zνα | × R. The latter corresponds to the exterior normal
d|ι1|(0, 1) ∈ T|Zν |
∣∣
∂1|Zν | and the interior normal d|ι0|(0, 1) ∈ T|Zν |
∣∣
∂0|Zν |. Hence the
boundary orientations24 ∂α|σν | : |Zνα | → Λmax T|Zνα | induced from |σν | on the two
components for α = 0, 1 differ by a sign,
∂0|σν | := − |j˜0|−1 ◦ |σν | ◦ |j0|, ∂1|σν | := |j˜1|−1 ◦ |σν | ◦ |j1|.
On the other hand, the restricted orientations σα := ∂ασ of Kα also induce orientations
|σνα | of the boundary components |Zνα | by the construction in (i). Now to prove the claim
that |Zν | is an oriented cobordism from
(|Zν0 |, |σν0 |) to (|Zν1 |, |σν1 |), it remains to check
that ∂0|σν | = −|σν0 | and ∂1|σν | = |σν1 |. This is equivalent to |σνα | = |j˜α|−1 ◦ |σν | ◦ |jα|
for both α = 0, 1. So, recalling the construction of ∂ασI = (ι˜
α
I )
−1 ◦ σI ◦ ιαI
∣∣
ZαI ×{α}
and
σνI = CνI ◦σI
∣∣
ZI
in local charts, we must show the following identity over ZαI ×{α} ∼= ZαI
for all I ∈ I∂αK
(7.4.19) Cd(sαI +ν
α
I )
◦ C−1dsαI ◦
(
(ι˜αI )
−1 ◦ σI ◦ ιαI
)
= (j˜αI )
−1 ◦ (Cd(sI+νI) ◦ C−1dsI ◦ σI) ◦ jαI .
We will check this at a fixed point z ∈ ZαI in two steps. We first show that the contraction
isomorphisms CdsαI (z) and CdsI (ι
α
I (z, α)) intertwine the collar isomorphism ι˜
α
I =
(
ΛdιαI ◦
∧1
)⊗ (ΛidEI )∗ from det(dsαI ) to det(dsI) with the analogous collar isomorphism
I˜αI :=
(
ΛdιαI ◦ ∧1
)⊗ (ΛidEI )∗ : Λmax T∂αUI ⊗ (ΛmaxEI)∗ → Λmax TUI ⊗ (ΛmaxEI)∗.
Indeed, we can use the product form of sI in terms of s
α
I to check the corresponding
identity of maps Λmax T∂αUI ⊗
(
ΛmaxEI
)∗∣∣
ZαI
→ det(dsI)
∣∣
ιαI (Z
α
I )
at a fixed vector of the
24 Here, contrary to the special choice for Kuranishi cobordisms discussed in Remark 7.4.10, we use
a more standard orientation convention for manifolds with boundary. Namely, a positively ordered basis
η1, . . . , ηk for the tangent space to the boundary is extended to a positively ordered basis ηout, η1, . . . , ηk
for the whole manifold by adjoining an outward unit vector ηout as its first element.
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form
(
ηker ∧ η⊥
)⊗ (ζcoker ∧ ζim ) with ηker ∈ Λmax ker dsαI and ζim ∈ (Λmax im dsαI )∗:(
ι˜αI ◦ CdsαI
)((
ηker ∧ η⊥
)⊗ (ζcoker ∧ ζim ))
= ι˜αI
(
cdsαI
(
η⊥, ζim
) · ηker ⊗ ζcoker)
= cdsαI
(
η⊥, ζim
) · ΛdιαI (1 ∧ ηker)⊗ ζcoker
= cdsI
(
ΛdιαI (η⊥), ζim
) · ΛdιαI (1 ∧ ηker)⊗ ζcoker
= CdsI
((
ΛdιαI (1 ∧ ηker
) ∧ ΛdιαI (η⊥))⊗ (ζcoker ∧ ζim ))
= CdsI
(
ΛdιαI
(
1 ∧ ηker ∧ η⊥
)⊗ (ζcoker ∧ ζim ))
=
(
CdsI ◦ I˜αI
)((
ηker ∧ η⊥
)⊗ (ζcoker ∧ ζim )).
Secondly we check that the contraction isomorphisms for the surjective maps dιαI (z,α)(sI+
νI) and dz(s
α
I +ν
α
I ) intertwine I˜
α
I (z) with the boundary isomorphism j˜
α
I = ΛdιαI ◦∧1 from
Λmax TzZ
α
I to Λ
max TιαI (z,α)ZI . For that purpose we also use the product form of νI in
terms of ναI to check the corresponding identity of maps Λ
max TUI⊗
(
ΛmaxEI
)∗∣∣
ιαI (Z
α
I )
→
Λmax TZαI at a fixed vector of the form
(
Λdιαε (1 ∧ ηker) ∧ Λdιαε (η⊥)
) ⊗ ζ with ηker ∈
Λmax ker d(sαI + ν
α
I ):(
(j˜αI )
−1 ◦ Cd(sI+νI)
)((
Λdιαε (1 ∧ ηker) ∧ Λdιαε (η⊥)
)⊗ ζ)
= cd(sI+νI)
(
Λdιαε (η⊥), ζ
) · (j˜αI )−1(Λdιαε (1 ∧ ηker))
= cd(sαI +ν
α
I )
(
η⊥, ζ
) · ηker
= Cd(sαI +ν
α
I )
((
ηker ∧ η⊥
)⊗ ζ)
=
(
Cd(sαI +ν
α
I )
◦ (I˜αI )−1)((Λdιαε (1 ∧ ηker) ∧ Λdιαε (η⊥))⊗ ζ).
This proves (7.4.19) and hence finishes the proof. 
7.5. Construction of Virtual Moduli Cycle and Fundamental Class.
We are finally in a position to prove Theorem B. We begin with its first part, which
defines the virtual moduli cycle (VMC) as a cobordism class of closed oriented manifolds.
After a discussion of Cˇech homology, we then construct the virtual fundamental class
(VFC) as Cˇech homology class.
Theorem 7.5.1. Let X be a compact metrizable space.
(i) Let K be an oriented, additive weak Kuranishi atlas of dimension D on X. Then
there exists a preshrunk tame shrinking Ksh of K, an admissible metric on |Ksh|,
a reduction V of Ksh, and a strongly adapted, admissible, precompact, transverse
perturbation ν of sKsh |V .
(ii) For any choice of data as in (i), the perturbed zero set |Zν | is an oriented compact
manifold (without boundary) of dimension D.
(iii) Let K0,K1 be two oriented, additive weak Kuranishi atlases on X that are ori-
ented, additively cobordant. Then, for any choices of strongly adapted perturba-
tions να as in (i) for α = 0, 1, the perturbed zero sets are cobordant (as oriented
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closed manifolds),
|Zν0 | ∼ |Zν1 |.
Proof. Proposition 6.3.4 provides a shrinking K′ of K, which is a tame Kuranishi atlas.
Then Proposition 6.3.7, again using this theorem, provides a precompact tame shrinking
Ksh of K′, in other words a preshrunk shrinking of K, and equips it with an admissible
metric. The orientation of K then induces an orientation of Ksh by Lemma 7.4.11.
Moreover, Proposition 7.1.11 (a) provides a reduction V of Ksh, and by Lemma 7.1.14
we find another reduction C with precompact inclusion C < V, i.e. a nested reduction.
Then we may apply Proposition 7.3.5 with σ = σrel(δ,V × [0, 1], C × [0, 1]) to obtain a
strongly adapted, admissible, transverse perturbation ν with piK
(
(s+ ν)−1(0)
) ⊂ piK(C).
This proves (i).
Part (ii) holds in this setting since Proposition 7.2.7 shows that |Zν | is a smooth closed
D-dimensional manifold, which is oriented by Proposition 7.4.13 (i).
To prove (iii) we will use transitivity of the cobordism relation for oriented closed
manifolds to prove increasing independence of choices in the following Steps 1–4.
Step 1: For a fixed oriented, metric, tame Kuranishi atlas (K, d), nested reductions
C < V, and 0 < δ < δV , 0 < σ ≤ σrel(δ,V × [0, 1], C × [0, 1]), the cobordism class of |Zν |
is independent of the choice of (V, C, δ, σ)-adapted perturbation ν.
To prove this we fix (K, d), C < V, δ, and σ, consider two (V, C, δ, σ)-adapted per-
turbations ν0, ν1, and need to find an oriented cobordism |Zν0 | ∼ |Zν1 |. For that pur-
pose we apply Proposition 7.3.7 (ii) to the Kuranishi cobordism K × [0, 1] with product
metric and nested product reductions C × [0, 1] < V × [0, 1] to obtain an admissible,
precompact, transverse cobordism perturbation ν01 of sK×[0,1]|V×[0,1] with boundary re-
strictions ν01|V×{α} = να for α = 0, 1. Here we use the fact that δV×[0,1] = δV > δ by
Lemma 7.3.2 (ii). Moreover, by Lemma 7.4.11 (iii) the orientation of K induces an orien-
tation of K×[0, 1], whose restriction to the boundaries ∂α(K×[0, 1]) = K equals the given
orientation on K. Finally, Lemma 7.2.10 together with Proposition 7.4.13 (ii) imply that
|Zν01 | is the required oriented cobordism from |Zν01|V×{0} | = |Zν0 | to |Zν01|V×{1} | = |Zν1 |.
Step 2: For a fixed oriented, metric, tame Kuranishi atlas (K, d) and nested reductions
C < V, the cobordism class of |Zν | is independent of the choice of strongly adapted
perturbation ν with respect to C < V.
To prove this we fix (K, d) and C < V and consider two (V, C, δα, σα)-adapted per-
turbations να for 0 < δα < δV , 0 < σα ≤ σrel(δα,V × [0, 1], C × [0, 1]), and α = 0, 1.
Then we need to find an oriented cobordism |Zν0 | ∼ |Zν1 |. To do this, first note that
we evidently have δ := max(δ0, δ1) < δV = δV×[0,1] by Lemma 7.3.2 (ii) with respect to
the product metric on |K| × [0, 1]. Next, we have δ = δα for some α ∈ {0, 1} and hence
σrel(δ,V× [0, 1], C× [0, 1]) = σrel(δα,V× [0, 1], C× [0, 1]) ≥ σα ≥ min(σ0, σ1). Now choose
σ ≤ min{σ0, σ1, σrel(δ,V × [0, 1], C × [0, 1])}. Then Proposition 7.3.7 (i) provides an
admissible, precompact, transverse cobordism perturbation ν01 of sK×[0,1]|V×[0,1], whose
restrictions ν01|V×{α} for α = 0, 1 are (V, C, δ, σ)-adapted perturbations of sK|V . Since
δα ≤ δ and σ ≤ σα ≤ σrel(δα,V × [0, 1], C × [0, 1]), they are also (V, C, δα, σα)-adapted.
Then, as in Step 1, the perturbed zero set |Zν01 | is an oriented cobordism from |Zν01|V×{0} |
to |Zν01|V×{1} |. Moreover, for fixed α ∈ {0, 1} both the restriction ν01|V×{α} and the
given perturbation να are (V, C, δα, σα)-adapted, so that Step 1 provides cobordisms
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|Zν0 | ∼ |Zν01|V×{0} | and |Zν01|V×{1} | ∼ |Zν1 |. By transitivity of the cobordism relation
this proves |Zν0 | ∼ |Zν1 | as claimed.
Step 3: For a fixed oriented, tame Kuranishi atlas K, the cobordism class of |Zν | is
independent of the choice of admissible metric and strongly adapted perturbation ν.
To prove this we fix K and consider two (Vα, Cα, δα, σα)-adapted perturbations να
with respect to nested reductions Cα < Vα and constants 0 < δα < δV , 0 < σα ≤
σrel(δ
α,V × [0, 1], C × [0, 1]) for α = 0, 1. To find an oriented cobordism |Zν0 | ∼ |Zν1 | we
begin by using Proposition 6.4.15 (iv) to find an admissible metric d on |K × [0, 1]| with
d||K|=|∂α(K×[0,1])| = dα. Next, we use Proposition 7.1.11 (c) and Lemma 7.1.14 to find a
nested cobordism reduction C < V of K× [0, 1] with ∂αC = Cα and ∂αV = Vα. If we now
pick any 0 < δ < δV smaller than the collar width of d, V, and C, then we automatically
have δ < δVα Lemma 7.3.2 (iii). Then for any 0 < σ ≤ σrel(δ,V, C) Proposition 7.3.7 (i)
provides an admissible, precompact, transverse cobordism perturbation ν01 of sK×[0,1]|V
whose restrictions ν01|∂αV for α = 0, 1 are (Vα, Cα, δ, σ)-adapted perturbations of sK|Vα .
As in Step 1, the perturbed zero set |Zν01 | is an oriented cobordism from |Zν01|∂0V | to|Zν01|∂1V |. Moreover, we may pick σ such that σ ≤ σrel(δ,Vα × [0, 1], Cα × [0, 1]) for
α = 0, 1, then each ν01|∂αV is strongly adapted with respect to dα and Cα < Vα. Then
Step 2 applies for α = 0 as well as α = 1 to provide cobordisms |Zν0 | ∼ |Zν01 |∂0V | and
|Zν01 |∂1V | ∼ |Zν1 |, which proves the claim by transitivity.
Step 4: Let K01 be an oriented, additive, weak Kuranishi cobordism, and for α = 0, 1
let να be strongly adapted perturbations of some preshrunk tame shrinking Kαsh of ∂αK01
with respect to some choice of admissible metric on |∂αK01|. Then there is an oriented
cobordism of compact manifolds |Zν0 | ∼ |Zν1 |.
This is proven along the lines of (i) and (ii) by first using Proposition 6.4.17 to find
a preshrunk tame shrinking Ksh of K with ∂αKsh = Kαsh, and an admissible metric d on
|Ksh|. If we equip Ksh with the orientation induced by K, then by Lemma 7.4.11 the in-
duced boundary orientation on ∂αKsh = Kαsh agrees with that induced by shrinking from
Kα. Next, Proposition 7.1.11 (c) provides a reduction V of Ksh, and by Lemma 7.1.14 (ii)
we find a nested cobordism reduction C < V. Now we may apply Proposition 7.3.7 (i)
with
σ = min
{
σrel(δ, ∂
0V × [0, 1], ∂0C × [0, 1]), σrel(δ, ∂1V × [0, 1], ∂1C × [0, 1]), σrel(δ,V, C)
}
to find an admissible, precompact, transverse cobordism perturbation ν01 of sKsh |V ,
whose restrictions ν01|∂αV for α = 0, 1 are (∂αV, ∂αC, δ, σ)-adapted perturbations of
sKαsh |∂αV . In particular, these are strongly adapted by the choice of σ. Also, as in the
previous steps, |Zν01 | is an oriented cobordism from |Zν|∂0V | to |Zν|∂1V |. Finally, Step 3
applies to the fixed oriented, tame Kuranishi atlases Kαsh for fixed α ∈ {0, 1} to provide
cobordisms |Zν0 | ∼ |Zν01 |∂0V | and |Zν01 |∂1V | ∼ |Zν1 |. By transitivity, this finishes the
proof of Theorem 7.5.1. 
One possible definition of the virtual fundamental class (VFC) is as the cobordism
class of the zero set |Zν | constructed in the previous theorem. If we think of this as an
abstract manifold and hence as representing an element in the D-dimensional oriented
cobordism ring, it contains rather little information. These notions are barely sufficient
for the basic constructions of e.g. Floer differentials ∂F from counts of moduli spaces
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with D = 0, and proofs of algebraic relations such as ∂F ◦ ∂F = 0 by cobordisms with
D = 1. However in the case of interest to us, in which X =Mg,k(A, J) is the Gromov–
Witten moduli space of J-holomorphic curves of genus g, homology class A, and with
k ≥ 1 marked points, we explained in Section 4 how to construct the domains UI of
the Kuranishi charts for X to have elements that are k-pointed stable maps to (M,ω),
so that there are evaluation maps evI : UI → Mk. Further, the coordinate changes
can be made compatible with these evaluation maps, and Kuranishi cobordisms can be
constructed so that the evaluation maps extend over them. Hence, after shrinking to a
tame Kuranishi atlas (or cobordism) Ksh, there is a continuous evaluation map
ev : |Ksh| →Mk
both for the fixed tame shrinking used to define |Zν | and for any shrinking of a weak
Kuranishi cobordism compatible with evaluation maps. Therefore, for any admissible,
precompact, transverse perturbation ν, the map ev : |Zν | → Mk can be considered
as a cycle (the virtual moduli cycle VMC) in the singular homology HD(M
k) of Mk,
or even as a cycle in the bordism theory of Mk. Similarly, in this case a possible
definition of the VFC is as the corresponding singular homology (or bordism) class in
Mk. Finally, we will explain how to interpret the VFC more intrinsically as an element
in the rational Cˇech homology HˇD(X;Q) of the compact metrizable space X, i.e. in
the Gromov-Witten example the moduli space itself. As a first step, we associate to
every oriented, metric, tame Kuranishi atlas a D-dimensional homology class in any
open neighbourhood W ⊂ |K| of ιK(X) within the virtual neighbourhood.
For that purpose recall from (7.2.4) that for any precompact, transverse perturbation
ν of sK|V , the inclusion (s + ν)−1(0) ⊂ V = ObjBK|V induces a continuous injection
iν : |Zν | → |K|, which we now compose with the continuous bijection |K| → (|K|, d) from
Lemma 6.2.5 to obtain a continuous injection
(7.5.1) ιν : |Zν | −→
(|K|, d).
Since |Zν | is compact and the restriction of the metric topology to the image ιν(|Zν |) ⊂
(|K|, d) is Hausdorff, this map is in fact a homeomorphism to its image; see Remark 6.2.17,
and compare with Proposition 7.2.7 which notes that iν : |Zν | → |K| is a homeo-
morphism to its image. If moreover |Zν | is oriented, then it has a fundamental class[|Zν |] ∈ HD(|Zν |). Now we obtain a homology class by push forward into any appropri-
ate subset of (|K|, d),
[ιν ] := (ιν)∗
[|Zν |] ∈ HD(W) for ιν(|Zν |) ⊂ W ⊂ (|K|, d).
Analogously, any precompact, transverse perturbation ν01 of a metric, tame Kuranishi
cobordism
(K01, d01) gives rise to a topological embedding
(7.5.2) ιν01 : |Zν01 | −→
(|K01|, d01).
Now by Lemma 7.2.10 the boundary of the cobordism |Zν01 | has two disjoint (but not
necessarily connected) components
∂|Zν01 | = ∂0|Zν01 | ∪ ∂1|Zν01 |, ∂α|Zν01 | := ∂α|K01| ∩ |Zν01 |.
In fact, we also showed there that the embeddings Jα := ρα(·, α) : |∂αK01| → ∂α|K01| ⊂
|K01| restrict to diffeomorphisms
Jα||Zνα | = |jα| : |Zνα | −→ ∂α|Zν01 | with ιν01 ◦ |jα| = Jα ◦ ινα ,
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where να := ν01|∂αK01 are the restricted perturbations of the Kuranishi atlases ∂αK01.
Moreover, Proposition 7.4.13 (ii) asserts that the boundary orientations on ∂α|Zν01 |
(which are induced by the orientation of |Zν01 | arising from the orientation of K01)
are related to the orientations of |Zνα | (which are induced by the orientation of ∂αK01
obtained by restriction from the orientation of K01) by
|j0| : |Zν0 |−
∼=−→ ∂0|Zν01 | and |j1| : |Zν1 |
∼=−→ ∂1|Zν01 |.
In terms of the fundamental classes this yields the identity
|j1|∗
[|Zν1 |]− |j0|∗[|Zν0 |] = [∂1|Zν01 |]+ [∂0|Zν01 |]
=
[
∂|Zν01 |
]
= δ
[|Zν01 |] ∈ HD(∂|Zν01 |)
for the boundary map δ : HD+1(
[|Zν01 |], ∂[|Zν01 |]) → HD(∂|Zν01 |) that is part of the
long exact sequence for ∂|Zν01 | ⊂ |Zν01 |. Inclusion to |Zν01 | now provides, by exactness
of this sequence, |j1|∗
[|Zν1 |] − |j0|∗[|Zν0 |] = 0 ∈ HD(|Zν01 |). Finally, we can push this
forward with ιν01 to HD(|K01|) and use the fact that ιν01 ◦ |jα| = Jα ◦ ινα to obtain
0 = (ιν01)∗|j1|∗
[|Zν1 |]− (ιν01)∗|j0|∗[|Zν0 |]
= |J1|∗(ιν1)∗
[|Zν1 |]− |J0|∗(ιν0)∗[|Zν0 |] = |J1|∗[ιν1]− |J0|∗[ιν0].
The same holds in HD(W01) for any subsetW01 ⊂
(|K01|, d01) that contains ιν01(|Zν01 |),
that is
(7.5.3) J0∗ [ιν0 ] = J
1
∗ [ιν1 ] ∈ HD(W [0,1]) when ιν01(|Zν01 |) ⊂ W01 ⊂ |K01|.
This will be crucial for proving independence of the VFC from choices.
In the case of a product cobordism K01 = K×[0, 1] with product metric we can identify
|K01| ∼= |K| × [0, 1] so that (7.5.2) also induces a cycle
(7.5.4) pr|K| ◦ ιν01 : |Zν01 | −→ (|K|, d),
whose boundary restrictions are ινα ◦ |jα|−1, so that the above argument directly gives
(7.5.5) [ιν0 ] = [ιν1 ] ∈ HD(W) when ιν01(|Zν01 |) ⊂ W × [0, 1].
Now we can associate a well define virtual fundamental class to any choice of open
neighbourhood W of X in the virtual neighbourhood induced by a fixed tame Kuranishi
atlas.
Lemma 7.5.2. Let (K, d) be an oriented, metric, tame Kuranishi atlas and let W ⊂ |K|
be an open subset with respect to the metric topology such that ιK(X) ⊂ W. Then
there exists a strongly adapted perturbation ν in a suitable reduction of K such that
piK((s + ν)−1(0)) ⊂ W. More precisely, there exists ν adapted with respect to a nested
reduction C < V such that piK(C) ⊂ W. For any such perturbation, the inclusion of the
perturbed zero set ιν : |Zν | ↪→W ⊂ (|K|, d) defines a singular homology class
A
(K,d)
W :=
[
ιν : |Zν | → W
] ∈ HD(W)
that is independent of the choice of reductions and perturbation.
Proof. To see that the required perturbations exist, choose any nested reduction C < V
of K. Then we obtain a further precompact open set
CW := C ∩ pi−1Ksh(W) < V
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which, after discarding components CI ∩ pi−1Ksh(Wk) that have empty intersection with
s−1I (0), forms another nested reduction since ιK(X) ⊂ piK(C)∩W. Now Proposition 7.3.5
guarantees the existence of a (V, C, δ, σ)-adapted perturbation ν for sufficiently small
δ, σ > 0, and by choice of σ we can ensure that ν is also strongly adapted. By Proposi-
tion 7.2.7 and Proposition 7.4.13 (i) its perturbed zero set is an oriented manifold |Zν |.
Moreover, the image of ιν : |Zν | → (|K|, d) is piK
(
(s+ ν)−1(0)
) ⊂ piK(C) ⊂ W, so that by
the discussion above ιν : |Zν | → W defines a cycle
[
ιν
] ∈ HD(W).
To prove independence of the choices, we need to show that
[
ιν0
]
=
[
ιν1
]
for any given
(Vα, Cα, δα, σα)-adapted perturbation να of sK|Vα with piK(Cα) ⊂ W, by adapting Steps
1–3 in the proof of Theorem 7.5.1 so that the cycles ιν01 : |Zν01 | → |K × [0, 1]| given
by (7.5.2) for the respective cobordism perturbations ν01 of sK×[0,1]|V [0,1] take values in
W× [0, 1] ⊂ |K× [0, 1]|. Note that here we use the product metric on |K| × [0, 1] so that
W × [0, 1] is open. Then in each step the composite map pr|K| ◦ ιν01 : |Zν01 | → |K| takes
values in W, so that (7.5.5) applies to give [ιν01|
∂0V[0,1]
]
=
[
ιν01|
∂1V[0,1]
] ∈ HD(W). By
transitivity of equality in HD(W), Steps 1–3 then prove
[
ιν0
]
=
[
ιν1
]
.
In Steps 1 and 2, the required inclusion is automatic since the perturbations are
constructed so that |(s+ ν01)−1(0)| ⊂ piK×[0,1](C × [0, 1]) ⊂ W × [0, 1], where the second
inclusion follows from piK(C) ⊂ W. In Step 3, we have a fixed metric d0 = d1 = d but
are given nested reductions Cα < Vα for α = 0, 1 with piK(Cα) ⊂ W. Then we first
equip |K × [0, 1]| ∼= |K| × [0, 1] with the product metric and choose a nested cobordism
reduction C[0,1] < V [0,1] such that ∂αC[0,1] = Cα and ∂αV [0,1] = Vα, and then replace C[0,1]
by C′ := C[0,1] ∩ pi−1K×[0,1](W × [0, 1]), discarding components C ′I with C ′I ∩ s−1I (0) = ∅.
Note that this construction preserves the collar boundary ∂αC′ = ∂αC[0,1] = Cα since
piK(Cα) ⊂ W. In fact, C′ < V [0,1] is another nested cobordism reduction since ιK×[0,1](X×
[0, 1]) ⊂ W × [0, 1]. Using the nested reduction C′ < V [0,1] in choosing the cobordism
perturbation ν then ensures that ιν : |Zν | → |K × [0, 1]| = |K| × [0, 1] takes values in
piK×[0,1](C′) ⊂ W × [0, 1], as required to finish the proof. 
To construct the VFC as a homology class in ιK(X) for tame Kuranishi atlases, and
later in X, we use rational Cˇech homology, rather than integral Cˇech or singular homol-
ogy, because it has the following continuity property.
Remark 7.5.3. Let X be a compact subset of a metric space Y , and let (Wk ⊂ Y )k∈N be
a sequence of open subsets that is nested, Wk ⊂ Wk−1, such that X =
⋂
k∈NWk. Then
the system of maps Hˇn(X;Q)→ Hˇn(Wk+1;Q)→ Hˇn(Wk;Q) induces an isomorphism
Hˇn(X;Q)
∼=−→ lim← Hˇn(Wk;Q).
To see that singular homology does not have this property, let X ⊂ R2 be the union
of the line segment {0} × [−1, 1], the graph {(x, sin pix ) | 0 < x ≤ 1}, and an embedded
curve joining (0, 1) to (1, 0) that is otherwise disjoint from the line segment and graph.
Then Hsing1 (X;Q) = 0 since it is the abelianization of the trivial fundamental group.
However, X has arbitrarily small neighbourhoods U ⊂ R2 with Hsing1 (U ;Q) = Q.
Note that we cannot work with integral Cˇech homology since it does not even satisfy
the exactness axiom (long exact sequence for a pair), because of problems with the
inverse limit operation; see the discussion of Cˇech cohomology in Hatcher [H], and [H,
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Proposition 3F.5] for properties of inverse limits. However, rational Cˇech homology does
satisfy the exactness axiom, and because it is dual to Cˇech cohomology has the above
stated continuity property by [Sp, Ch.6 Exercises D].
Further, rational Cˇech homology equals rational singular homology for finite simplicial
complexes. Hence the fundamental class of a closed oriented n-manifold M can be
considered as an element [M ] ∈ Hˇn(M ;Q) in rational Cˇech homology and therefore
pushes forward under a continuous map f : M → X to a well defined element f∗([M ]) ∈
Hˇn(X;Q). Note finally that if one wants an integral theory with this continuity property,
the correct theory to use is the Steenrod homology theory developed in [Mi].
Using this continuity property of rational Cˇech homology, we can finish the proof of
Theorem B.
Theorem 7.5.4. Let K be an oriented, additive weak Kuranishi atlas of dimension D
on a compact, metrizable space X.
(i) Let Ksh be a preshrunk tame shrinking of K and d an admissible metric on |Ksh|.
Then there exists a nested sequence of open sets Wk+1 ⊂ Wk ⊂
(|Ksh|, d) such
that
⋂
k∈NWk = ιKsh(X). Moreover, for any such sequence there is a sequence
νk of strongly adapted perturbations of sKsh with respect to nested reductions
Ck < Vk such that piK(Ck) ⊂ Wk for all k. Then the embeddings
ινk : |Zνk | ↪→ Wk ⊂
(|Ksh|, d)
induce a Cˇech homology class
lim←
[
ινk
] ∈ HˇD(ιKsh(X);Q),
for the subspace ιKsh(X) = |sKsh |−1(0) of the metric space
(|Ksh|, d).
(ii) The bijection |ψKsh | = ι−1Ksh : ιKsh(X) → X from Lemma 6.1.10 is a homeomor-
phism with respect to the metric topology on ιKsh(X) so that we can define the
virtual fundamental class of X as the pushforward
[X]virK := |ψKsh |∗
(
lim← [ ινk ]
) ∈ HˇD(X;Q).
It is independent of the choice of shrinkings, metric, nested open sets, reductions,
and perturbations in (i), and in fact depends on the weak Kuranishi atlas K on
X only up to oriented, additive cobordism.
Proof. The existence of shrinkings and metric is guaranteed by Theorem 7.5.1 (i). We
then obtain nested open sets converging to ιKsh(X) by e.g. taking the
1
k -neighbourhoodsWk = B 1
k
(ιKsh(X)). Given any such nested open sets (Wk)k∈N, the existence of adapted
perturbations νk with respect to some nested reductions Ck < Vk with piKsh(Ck) ⊂ Wk
is proven in Lemma 7.5.2. The latter also shows that the embeddings ινk : |Zνk | → Wk
define homology classes A
(Ksh,d)
Wk = [ινk ] ∈ HD(Wk), which are independent of the choice
of reductions Ck < Vk and adapted perturbations νk. In particular, the push forward
HD(Wk+1) → HD(Wk) by inclusion Ik+1 : Wk+1 → Wk maps A(Ksh,d)Wk+1 = [ινk+1 ] to
A
(Ksh,d)
Wk since any adapted perturbation νk+1 with respect to a nested reduction Ck+1 <
Vk+1 with Ck+1 ⊂ pi−1Ksh(Wk+1) can also be used as adapted perturbation νk := νk+1.
Then we obtain ινk = Ik+1 ◦ ινk+1 , and hence A(Ksh,d)Wk = [ινk ] = (Ik+1)∗[ινk+1 ]. This
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shows that the homology classes A
(Ksh,d)
Wk form an inverse system and thus have a well
defined inverse limit, completing the proof of (i),
A
(Ksh,d)
(Wk)k∈N := lim←
[
ινk
] ∈ HˇD(ιKsh(X);Q).
This defines A
(Ksh,d)
(Wk)k∈N as Cˇech homology class in the topological space
(
ιKsh(X), d
)
.
Towards proving (ii), recall first that |ψKsh | : ιKsh(X) → X is a homeomorphism
with respect to the relative topology induced from the inclusion ιKsh(X) ⊂ |Ksh| by
Lemma 6.1.10. That the latter is equivalent to the metric topology on ιKsh(X) follows
as in Remark 6.2.17 from the continuity of the identity map |Ksh| →
(|Ksh|, d) (see
Lemma 6.2.5), which restricts to a continuous bijection from the compact set ιKsh(X) ⊂
|Ksh| to the Hausdorff space
(
ιKsh(X), d
)
, and thus is a homeomorphism. To establish the
independence of choices, we then argue as in Steps 2–4 in the proof of Theorem 7.5.1 (iii),
with Lemma 7.5.2 playing the role of Step 1.
Step 2: Let (K, d) be an oriented, metric, tame Kuranishi atlas, and let (Wαk )k∈N for
α = 0, 1 be two nested sequences of open sets Wαk+1 ⊂ Wαk ⊂
(|K|, d) whose intersection
is
⋂
k∈NWαk = ιK(X). Then we have A(K,d)(W0k)k∈N = A
(K,d)
(W1k)k∈N
, and hence
A(K,d) := A(K,d)(Wk)k∈N ∈ HˇD
(
ιK(X);Q
)
,
given by any choice of nested open sets (Wk)k∈N converging to ιK(X), is a well defined
Cˇech homology class.
To see this note that the intersection Wk := W0k ∩W1k is another nested sequence of
open sets with
⋂
k∈NWk = ιK(X). We may choose a sequence of adapted perturbations
νk with respect to nested reductions Ck < Vk with piK(Ck) ⊂ Wk to define A(K,d)Wk = [ινk ].
The perturbations νk then also fit the requirements for the larger open sets Wαk and
hence the inclusions Iαk : Wk →Wαk push A(K,d)Wk = [ινk ] ∈ HD(Wk) forward to A
(K,d)
Wαk =
[Iαk ◦ ινk ] ∈ HD(Wαk ). Hence, by the definition of the inverse limit, we have equality
A
(K,d)
(W0k)k∈N
= A
(K,d)
(Wk)k∈N = A
(K,d)
(W1k)k∈N
∈ HˇD
(
ιK(X);Q
)
.
Step 3: Let K be an oriented, metrizable, tame Kuranishi atlas with two admissible
metrics d0, d1. Then we have A(K,d0) = A(K,d1), and hence
[X]virK := |ψK|∗A(Ksh,d) ∈ HˇD
(
X;Q
)
,
given by any choice of metric, is a well defined Cˇech homology class.
As in Step 3 of Theorem 7.5.1, we find an admissible collared metric d on |K × [0, 1]|
with d||K|×{α} = dα. Next, we proceed exactly as in the following Step 4 in the special
case Ksh = K× [0, 1] and K0sh = K1sh = K to find strongly admissible perturbations ναk of
(|K|, dα) that define the Cˇech homology classes A(K,dα) = lim←
[
ιναk
] ∈ HˇD(ιK(X)) and
satisfy the identity
J0∗
(
lim←
[
ιν0k
])
= J1∗
(
lim←
[
ιν1k
]) ∈ HˇD(ιKsh(X × [0, 1]))
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with the topological embeddings Jα = ρα(·, α) : (|K|, dα) → (|Ksh|, d). To proceed we
claim that the push forwards by Jα restrict to the same isomorphism
(7.5.6)
(
J0
∣∣
ιK(X)
)
∗ =
(
J1
∣∣
ιK(X)
)
∗ : HˇD(ιK(X)) −→ HˇD(ιK×[0,1](X × [0, 1]))
on the compact set ιK(X), on which the two metric topologies induced by d0, d1 are
the same, since they both agree with the relative topology from ιK(X) ⊂ |K|. Indeed,
the restrictions Jα
∣∣
ιK(X)
for α = 0, 1 are homotopic via the continuous family of maps
J t : ιK(X)→ ιKsh(X × [0, 1]) that arises from the continuous family of maps25 It : X →
X × [0, 1], x 7→ (x, t) by composition with the embeddings ιK and ιKsh , i.e.
J t : ιK(X)
|ψK| // X I
t
// X × [0, 1] ιKsh // ιKsh(X × [0, 1]).
These maps are continuous because ιK = |ψK|−1 and similarly ιKsh are homeomorphisms
to their image with respect to the metric topology by the argument at the beginning of
the proof of (ii). Moreover, each J t is a homotopy equivalence because, up to homeo-
morphisms, it equals to the homotopy equivalence It. This proves (7.5.6), which we can
then use to deduce the claimed identity
A(K,d
0) = lim←
[
ιν0k
]
= lim←
[
ιν1k
]
= A(K,d
1) ∈ HˇD(ιK(X)).
Step 4: Let K01 be an oriented, additive, weak Kuranishi cobordism, and let Kαsh be
preshrunk tame shrinkings of ∂αK01 for α = 0, 1. Then we have
[X]virK0sh = [X]
vir
K1sh .
As in Step 4 of Theorem 7.5.1, we find a preshrunk tame shrinking Ksh of K01 with
∂αKsh = Kαsh, and an admissible collared metric d on |Ksh|. We denote its restrictions to
|Kαsh| by dα := d||∂αKsh|.
Next, we proceed as in Lemma 7.5.2 by choosing a nested cobordism reduction C < V
of Ksh and constructing nested cobordism reductions Ck < V by
Ck := C ∩ pi−1Ksh
(W01k ) < V with W01k := B 1
k
(ιKsh(X × [0, 1])
) ⊂ |Ksh|,
in addition discarding components Ck ∩ VI that have empty intersection with s−1I (0).
Indeed, each W01k and hence Ck is collared by Example 6.4.14, with boundaries given
by the 1k -neighbourhoods ∂
αW01k = Bd
α
1
k
(ιKαsh(X)
) ⊂ |Kαsh| with respect to the metrics
dα on |Kαsh|. With that, Proposition 7.3.7 (i) guarantees the existence of admissible,
precompact, transverse cobordism perturbations ν01k with |(s + ν01k )−1(0)| ⊂ W01k , and
with boundary restrictions ναk := ν
01
k |∂αV that are strongly admissible perturbations of
(Kαsh, dα) for α = 0, 1. Note here that these boundary restrictions satisfy the requirements
of (i) since
⋂
k∈N ∂
αW01k = ιKαsh(X), thus they define the Cˇech homology classes
A(K
α
sh,d
α) = lim←
[
ιναk
] ∈ HˇD(ιKαsh(X);Q).
25 We pointed out after Example 6.4.14 that the metric topology on |K× [0, 1]| may not be a product
topology in the canonical identification with |K| × [0, 1]. In fact, the metrics d0 and d1 may well induce
different topologies on |K|. We avoid these issues by homotoping maps to X × [0, 1], which always has
the product topology by Lemma 6.1.10 and the remarks just before Step 2.
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On the other hand, the homology classes Jα∗
[
ιναk
]
also form two inverse systems in
HD(|Ksh|), and as in (7.5.3) the chains ιν(01)k : |Zν(01)k | → W
01
k induce identities in the
singular homology of W01k ,
J0∗
[
ιν0k
]
= J1∗
[
ιν1k
] ∈ HD(W01k ),
with the topological embeddings Jα = ρα(·, α) : (|Kαsh|, dα)→ (|Ksh|, d). Thus taking the
inverse limit – which commutes with push forward – we obtain
J0∗
(
lim←
[
ιν0k
])
= J1∗
(
lim←
[
ιν1k
]) ∈ HˇD(ιKsh(X × [0, 1])).
So further push forward with the inverse |ψKsh | of the homeomorphism ιKsh implies(|ψKsh | ◦ J0)∗ (lim← [ιν0k]) = (|ψKsh | ◦ J1)∗ (lim← [ιν1k]) ∈ HˇD(X × [0, 1]),
where the homeomorphism |ψKsh | is related to the analogous |ψKαsh | : ιKαsh(X) → X by
Jα and the embedding Iα : X → X × {α} by
|ψKsh | ◦ Jα
∣∣
ιKsh (X)
= Iα ◦ |ψKαsh |.
Now I0∗ = I1∗ : HˇD(X) → HˇD(X × [0, 1]) are the same isomorphisms, because the two
maps I0, I1 are both homotopy equivalences and homotopic to each other. Hence the
equality of I0∗ |ψK0sh |∗ lim←
[
ιν0k
]
= I1∗ |ψK1sh |∗ lim←
[
ιν1k
]
in HˇD(X × [0, 1]) implies as claimed
[X]virK0sh = |ψK0sh |∗
(
lim←
[
ιν0k
])
= |ψK1sh |∗
(
lim←
[
ιν1k
])
= [X]virK1sh .
This proves Step 4.
Finally, Step 4 implies uniqueness of the virtual fundamental cycle [X]virK ∈ HˇD(X) for
an oriented, additive weak Kuranishi atlas K, since for any two choices of preshrunk tame
shrinkings Kαsh of K we can apply Step 4 to K01 = K × [0, 1] to obtain [X]virK0sh = [X]
vir
K1sh
.
Moreover, given cobordant oriented, additive, weak Kuranishi atlases K0,K1 there exists
by assumption an oriented, additive, weak Kuranishi cobordism K01 with ∂αK01 = Kα.
If we pick any preshrunk tame shrinkings Kαsh of Kα to define [X]virKα = [X]virKαsh , then Step
4 implies the claimed uniqueness under cobordism,
[X]virK0 = [X]
vir
K0sh = [X]
vir
K1sh = [X]
vir
K1 .
This completes the proof of Theorem 7.5.4. 
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Appendix A. Some comments on recent discussions
Unfortunately, the topic of regularization and Kuranishi structures has recently ap-
peared more like a “political mine field” than a research question in need of clarification.
We are working on taking the non-mathematical parts of this discussion offline since
that seems much more appropriate to us. At this point in time, however, we still feel
the need to clarify some impressions given by [FOOO12], and will thus comment briefly
on the recent discussions.
• In connection with talks at IAS, Princeton in March 2012 — as our work was nearing
completion — the second author raised some basic questions (see below) in a small
online discussion group including the cited authors. The purpose of these questions
was to pinpoint some foundational issues in the work of Fukaya–Ono [FO] and the
subsequent work of Fukaya–Oh–Ohta–Ono [FOOO] and Joyce [J]. During this dis-
cussion, and with our feedback on various versions, Fukaya et al developed a revision
of their approach which can now be found in the mathematical parts of [FOOO12].
Our manuscript was sent to the group at several stages prior to posting on the arxiv.
However, we only learned from the arxiv about [FOOO12] and its criticism as well as
portrayal of the discussion. We suggest that – should these private email communica-
tions be of scientific interest – then a complete transcript ought to be released, with
permission of all authors.
• In [FOOO12], the authors have reworked many of the details of the foundations of
their approach to Kuranishi structures. In particular, as in [FOOO], they no longer
use germs. They also made significant changes to the definition of a good coordinate
system in order to deal with issues mentioned in Section 2.6 and give a much more
detailed construction of the VMC. (Here [FO] only gives a brief analogy with the
construction for orbifold bundles, in which e.g. the allowed size of perturbation 10 is
not shown to be positive, and Hausdorffness resp. compactness are not addressed. Note
however, that the Kuranishi setting does not immediately induce an ambient space,
let alone a locally compact Hausdorff space.) We have read [FOOO12] and its earlier
versions to some extent and could imagine that their definitions are now adequate to
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prove the results concerning the topic of this paper, i.e. smooth Kuranishi structures
with trivial isotropy. However their discussion of some foundational issues, for example
the role of reductions, shrinkings and cobordisms, and the different topologies on the
Kuranishi quotient neighbourhood, are still so convoluted or inexplicit that we were
unable to verify all proofs. Similar comments apply to the construction of sum charts
for Gromov-Witten moduli spaces. The further issues raised by our questions were
discussed in much less detail in the email group. In particular, we cannot comment
on the issues of smoothness of gluing and S1-equivariant regularization. More to the
point, we feel that it is not our place to referee [FOOO12]. Instead, there should be a
wider engagement with these issues in the community.
• We have not removed criticisms of the arguments in [FO, FOOO], since for many
years these have been the only available references on this topic (and still are the
only published sources). So we think it important to give a coherent account of the
construction in the simplest possible case, showing where arguments have been lacking
and how one might hope to fill them.
• There are still some significant differences between the notion of a Kuranishi structure
in [FOOO12] and ours. To clarify these, we have changed the name of the object we
construct, calling it a “Kuranishi atlas” instead of a Kuranishi structure. We have
also added some explanatory remarks to the beginning of this paper (cf. the para-
graph in Section 1 called “Relation to other Kuranishi notions”) and have rewritten
Remark 6.1.16. We will comment more on this in [McW1], once we have extended our
definitions to the case with isotropy, since in this case the approaches diverge further.
We believe that comparisons of the ease of the different approaches only make sense
once their rigor is established and hope that a refereeing process for all Kuranishi type
approaches can do the latter.
• Finally, we will provide the list of questions that we posed initially, since we hope that
these may serve as guiding questions for anyone who wishes to evaluate the literature
for themselves.
1.) Please clarify, with all details, the definition of a Kuranishi structure. And could
you confirm that a special case of your work proves the following?
(i) The Gromov-Witten moduli space M1(J,A) of J-holomorphic curves of genus
0, fixed homology class A, with 1 marked point has a Kuranishi structure.
(ii) For any compact space X with Kuranishi structure and continuous map f :
X → M to a manifold M (which suitably extends to the Kuranishi structure),
there is a well defined f∗[X]vir ∈ H∗(M).
2.) The following seeks to clarify certain parts in the definition of Kuranishi structures
and the construction of a cycle.
(i) What is the precise definition of a germ of coordinate change?
(ii) What is the precise compatibility condition for this germ with respect to different
choices of representatives of the germs of Kuranishi charts?
(iii) What is the precise meaning of the cocycle condition?
(iv) What is the precise definition of a good coordinate system?
(v) How is it constructed from a given Kuranishi structure?
(vi) Why does this construction satisfy the cocycle condition?
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3.) Let X be a compact space with Kuranishi structure and good coordinate system.
Suppose that in each chart the isotropy group Γp = {id} is trivial and sνp : Up → Ep
is a transverse section. What further conditions on the sνp do you need (and how do
you achieve them) in order to ensure that the perturbed zero set Xν = ∪p(sνp)−1(0)/ ∼
carries a global triangulation, in particular
(i) Xν is compact,
(ii) Xν is Hausdorff,
(iii) Xν is closed, i.e. if Xν =
⋃
n ∆n is a triangulation then
∑
n f(∂∆n) = ∅.
4.) For the Gromov-Witten moduli space M1(J,A) of J-holomorphic curves of genus 0
with 1 marked point, suppose that A ∈ H2(M) is primitive so that M1(J,A) contains
no nodal or multiply covered curves.
(i) Given two Kuranishi charts (Up, Ep,Γp = {id}, . . .) and (Uq, Eq,Γq = {id}, . . .)
with overlap at [r] ∈ M1(J,A), how exactly is a sum chart (Ur, Er, . . .) with
Er ' Ep × Eq constructed?
(ii) How are the embeddings Up ⊃ Upr ↪→ Ur and Uq ⊃ Uqr ↪→ Ur constructed?
(iii) How is the cocycle condition proven for triples of such embeddings?
5.) How is equality of Floer and Morse differential for the Arnold conjecture proven?
(i) Is there an abstract construction along the following lines: Given a compact
topological space X with continuous, proper, free S1-action, and a Kuranishi
structure for X/S1 of virtual dimension −1, there is a Kuranishi structure for
X with [X]vir = 0.
(ii) How would such an abstract construction proceed?
(iii) Let X be a space of Hamiltonian Floer trajectories between critical points of
index difference 1, in which breaking occurs (due to lack of transversality). How
is a Kuranishi structure for X/S1 constructed?
(iv) If the Floer differential is constructed by these means, why is it chain homotopy
equivalent to the Floer differential for a non-autonomous Hamiltonian?
