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IQN: AN INCREMENTAL QUASI-NEWTON METHOD
WITH LOCAL SUPERLINEAR CONVERGENCE RATE∗
ARYAN MOKHTARI† , MARK EISEN† , AND ALEJANDRO RIBEIRO†
Abstract. The problem of minimizing an objective that can be written as the sum of a set of n
smooth and strongly convex functions is challenging because the cost of evaluating the function and
its derivatives is proportional to the number of elements in the sum. The Incremental Quasi-Newton
(IQN) method proposed here belongs to the family of stochastic and incremental methods that have
a cost per iteration independent of n. IQN iterations are a stochastic version of BFGS iterations that
use memory to reduce the variance of stochastic approximations. The method is shown to exhibit
local superlinear convergence. The convergence properties of IQN bridge a gap between deterministic
and stochastic quasi-Newton methods. Deterministic quasi-Newton methods exploit the possibility of
approximating the Newton step using objective gradient differences. They are appealing because they
have a smaller computational cost per iteration relative to Newton’s method and achieve a superlinear
convergence rate under customary regularity assumptions. Stochastic quasi-Newton methods utilize
stochastic gradient differences in lieu of actual gradient differences. This makes their computational
cost per iteration independent of the number of objective functions n. However, existing stochastic
quasi-Newton methods have sublinear or linear convergence at best. IQN is the first stochastic quasi-
Newton method proven to converge superlinearly in a local neighborhood of the optimal solution.
IQN differs from state-of-the-art incremental quasi-Newton methods in three aspects: (i) The use of
aggregated information of variables, gradients, and quasi-Newton Hessian approximation matrices to
reduce the noise of gradient and Hessian approximations. (ii) The approximation of each individual
function by its Taylor’s expansion in which the linear and quadratic terms are evaluated with respect
to the same iterate. (iii) The use of a cyclic scheme to update the functions in lieu of a random
selection routine. We use these fundamental properties of IQN to establish its local superlinear
convergence rate. The presented numerical experiments match our theoretical results and justify the
advantage of IQN relative to other incremental methods.
Key words. Large-scale optimization, stochastic optimization, quasi-Newton methods, incre-
mental methods, superlinear convergence
AMS subject classifications. 90C06, 90C25, 90C30, 90C52
1. Introduction. We study large scale optimization problems with objective
functions expressed as the sum of a set of components which arise often in applica-
tion domains such as machine learning [3, 2, 30, 8], control [5, 7, 15], and wireless
communications [27, 23, 24]. Formally, we consider a variable x ∈ Rp and a function
f which is defined as the average of n smooth and strongly convex functions labelled
fi : Rp → R for i = 1, . . . , n. We refer to individual functions fi as sample functions
and to the total number of functions n as the sample size. Our goal is to find the
optimal argument x∗ that solves the strongly convex program
(1) x∗ := argmin
x∈Rp
f(x) := argmin
x∈Rp
1
n
n∑
i=1
fi(x).
We restrict attention to cases where the component functions fi are strongly convex
and their gradients are Lipschitz continuous. We further focus in problems where n
is large enough so as to warrant application of stochastic or iterative methods. Our
goal is to propose an iterative quasi-Newton method to solve (1) which is shown to
exhibit a local superlinear convergence rate. This is achieved while performing local
iterations with a cost of order O(p2) independent of the number of samples n.
∗This work was supported by ONR N00014-12-1-0997.
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Setting temporarily aside the complications related to the number of component
functions, the minimization of f in (1) can be carried out using iterative descent algo-
rithms. A simple solution is to use gradient descent (GD) which iteratively descends
along gradient directions ∇f(x) = (1/n)∑ni=1∇fi(x). GD incurs a per iteration
computational cost of order O(np) and is known to converge at a linear rate towards
x∗ under the hypotheses we have placed on f . Whether the linear convergence rate
of GD is acceptable depends on the desired accuracy and on the condition number
of f which, when large, can make the convergence constant close to one. As one or
both of these properties often limit the applicability of GD, classical alternatives to
improve convergence rates have been developed. Newton’s method adapts to the cur-
vature of the objective by computing Hessian inverses and converges at a quadratic
rate in a local neighborhood of the optimal argument irrespective of the problem’s
condition number. To achieve this quadratic convergence rate, we must evaluate and
invert Hessians resulting in a per iteration cost of order O(np2 + p3). Quasi-Newton
methods build on the idea of approximating the Newton step using first-order infor-
mation of the objective function and exhibit local superlinear convergence [4, 22, 12].
An important feature of quasi-Newton methods is that they have a per iteration cost
of order O(np+ p2), where the term O(np) corresponds to the cost of gradient com-
putation and the cost O(p2) indicates the computational complexity of updating the
approximate Hessian inverse matrix.
The combination of a local superlinear convergence rate and the smaller compu-
tational cost per iteration relative to Newton – a reduction by a factor of p operations
per iteration – make quasi-Newton methods an appealing choice. In the context
of optimization problems having the form in (1), quasi-Newton methods also have
the advantage that curvature is estimated using gradient evaluations. To see why
this is meaningful we must recall that the customary approach to avoid the O(np)
computational cost of GD iterations is to replace gradients ∇f(x) by their stochas-
tic approximations ∇fi(x), which can be evaluated with a cost of order O(p). One
can then think of using stochastic versions of these gradients to develop stochastic
quasi-Newton methods with per iterations cost of order O(p + p2). This idea was
demonstrated to be feasible in [29] which introduces a stochastic (online) version of
the BFGS quasi-Newton method as well as a stochastic version of its limited memory
variant. Although [29] provides numerical experiments illustrating significant im-
provements in convergence times relative to stochastic (S) GD, theoretical guarantees
are not established.
The issue of proving convergence of stochastic quasi-Newton methods is tackled
in [18] and [19]. In [18] the authors show that stochastic BFGS may not be convergent
because the Hessian approximation matrices can become close to singular. A regular-
ized stochastic BFGS (RES) method is proposed by changing the proximity condition
of BFGS to ensure that the eigenvalues of the Hessian inverse approximation are uni-
formly bounded. Enforcing this property yields a provably convergent algorithm. In
[19] the authors show that the limited memory version of stochastic (online) BFGS
proposed in [29] is almost surely convergent and has a sublinear convergence rate in
expectation. This is achieved without using regularizations. An alternative provably
convergent stochastic quasi-Newton method is proposed in [6]. This method differs
from those in [29, 18, 19] in that it collects (stochastic) second order information to
estimate the objective’s curvature. This is in contrast to estimating curvature using
the difference of two consecutive stochastic gradients.
Although the methods in [29, 18, 19, 6] are successful in expanding the application
of quasi-Newton methods to stochastic settings, their convergence rate is sublinear.
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This is not better than the convergence rate of SGD and, as is also the case in SGD,
is a consequence of the stochastic approximation noise which necessitates the use of
diminishing stepsizes. The stochastic quasi-Newton methods in [16, 20] resolve this
issue by using the variance reduction technique proposed in [13]. The fundamental
idea of the work in [13] is to reduce the noise of the stochastic gradient approximation
by computing the exact gradient in an outer loop to use it in an inner loop for gradient
approximation. The methods in [16, 20], which incorporate the variance reduction
scheme presented in [13] into the update of quasi-Newton methods, are successful in
achieving a linear convergence rate.
At this point, we must remark on an interesting mismatch. The convergence rate
of SGD is sublinear, and the convergence rate of deterministic GD is linear. The use
of variance reduction techniques in SGD recovers the linear convergence rate of GD,
[13]. On the other hand, the convergence rate of stochastic quasi-Newton methods is
sublinear, and the convergence rate of deterministic quasi-Newton methods is super-
linear. The use of variance reduction in stochastic quasi-Newton methods achieves
linear convergence but does not recover a superlinear rate. Hence, a fundamental
question remains unanswered: Is it possible to design an incremental quasi-Newton
method that recovers the superlinear convergence rate of deterministic quasi-Newton
algorithms? In this paper, we show that the answer to this open problem is positive
by proposing an incremental quasi-Newton method (IQN) with a local superlinear
convergence rate. This is the first quasi-Newton method to achieve superlinear con-
vergence while having a per iteration cost independent of the number of functions n
– the cost per iteration is of order O(p2).
There are three major differences between the IQN method and state-of-the-art
incremental (stochastic) quasi-Newton methods that lead to the former’s superlinear
convergence rate. First, the proposed IQN method uses the aggregated information
of variables, gradients, and Hessian approximation matrices to reduce the noise of ap-
proximation for both gradients and Hessian approximation matrices. This is different
to the variance-reduced stochastic quasi-Newton methods in [16, 20] that attempt to
reduce only the noise of gradient approximations. Second, in IQN the index of the up-
dated function is chosen in a cyclic fashion, rather than the random selection scheme
used in the incremental methods in [29, 18, 19, 6]. The cyclic routine in IQN allows
to bound the error at each iteration as a function of the errors of the last n iterates,
something that is not possible when using a random scheme. To explain the third and
most important difference we point out that the form of quasi-Newton updates is the
solution of a local second order Taylor approximation of the objective. It is possible
to understand stochastic quasi-Newton methods as an analogous approximation of
individual sample functions. However, it turns out that the state-of-the-art stochas-
tic quasi-methods evaluate the linear and quadratic terms of the Taylor’s expansion
at different points yielding and inconsistent approximation (Remark 7). The IQN
method utilizes a consistent Taylor series which yields a more involved update which
we nonetheless show can be implemented with the same computational cost. These
three properties together lead to an incremental quasi-Newton method with a local
superlinear convergence rate.
We start the paper by recapping the BFGS quasi-Newton method and the Dennis-
More´ condition which is sufficient and necessary to prove superlinear convergence rate
of the BFGS method (Section 2). Then, we present the proposed Incremental Quasi-
Newton method (IQN) as an incremental aggregated version of the traditional BFGS
method (Section 3). We first explain the difference between the Taylor’s expansion
used in IQN and state-of-the-art incremental (stochastic) quasi-Newton methods. Fur-
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ther, we explain the mechanism for aggregation of the functions information and the
scheme for updating the stored information. Moreover, we present an efficient imple-
mentation of the proposed IQN method with a computational complexity of the order
O(p2) (Section 3.1). The convergence analysis of the IQN method is then presented
(Section 4). We use the classic analysis of quasi-Newton methods to show that in a
local neighborhood of the optimal solution the sequence of variables converges to the
optimal argument x∗ linearly after each pass over the set of functions (Lemma 3). We
use this result to show that for each component function fi the Dennis-More´ condition
holds (Proposition 4). However, this condition is not sufficient to prove superlinear
convergence of the sequence of errors ‖xt−x∗‖, since it does not guarantee the Dennis-
More´ condition for the global objective f . To overcome this issue we introduce a novel
convergence analysis approach which exploits the local linear convergence of IQN to
present a more general version of the Dennis-More´ condition for each component func-
tion fi (Lemma 5). We exploit this result to establish superlinear convergence of the
iterates generated by IQN (Theorem 6). In Section 6, we present numerical simula-
tion results, comparing the performance of IQN to that of first-order incremental and
stochastic methods. We test the performance on a set of large-scale regression prob-
lems and observe strong numerical gain in total computation time relative to existing
methods.
1.1. Notation. Vectors are written as lowercase x ∈ Rp and matrices as up-
percase A ∈ Rp×p. We use ‖x‖ and ‖A‖ to denote the Euclidean norm of vector x
and matrix A, respectively. Given a positive definite matrix M, the weighted matrix
norm ‖A‖M is defined as ‖A‖M := ‖MAM‖F, where ‖.‖F is the Frobenius norm.
Given a function f its gradient and Hessian at point x are denoted as ∇f(x) and
∇2f(x), respectively.
2. BFGS Quasi-Newton Method. Consider the problem in (1) for relatively
large n. In a conventional optimization setting, this can be solved using a quasi-
Newton method that iteratively updates a variable xt for t = 0, 1, . . . based on the
general recursive expression
xt+1 = xt − ηt(Bt)−1∇f(xt),(2)
where ηt is a scalar stepsize and Bt is a positive definite matrix that approximates the
exact Hessian of the objective function ∇2f(xt). The stepsize ηt is evaluated based
on a line search routine for the global convergence of quasi-Newton methods. Our
focus in this paper, however, is on the local convergence of quasi-Newton methods,
which requires the unit stepsize ηt = 1. Therefore, throughout the paper we assume
that the variable xt is close to the optimal solution x∗ – we will formalize the notion
of being close to the optimal solution – and the stepsize is ηt = 1.
The goal of quasi-Newton methods is to compute the Hessian approximation ma-
trix Bt and its inverse (Bt)
−1
by using only the first-order information, i.e., gradients,
of the objective. Their use is widespread due to the many applications in which the
Hessian information required in Newton’s method is either unavailable or computa-
tionally intensive. There are various approaches to approximate the Hessian, but
the common feature among quasi-Newton methods is that the Hessian approxima-
tion must satisfy the secant condition. To be more precise, consider st and yt as the
variable and gradient variations, explicitly defined as
st := xt+1 − xt, yt := ∇f(xt+1)−∇f(xt).(3)
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Then, given the variable variation st and gradient variation yt, the Hessian approxi-
mation matrix in all quasi-Newton methods must satisfy the secant condition
(4) Bt+1st = yt.
This condition is fundamental in quasi-Newton methods because the exact Hessian
∇2f(xt) satisfies this equality when the iterates xt+1 and xt are close to each other.
If we consider the matrix Bt+1 as the unknown matrix, the system of equations in (4)
does not have a unique solution. Different quasi-Newton methods enforce different
conditions on the matrix Bt+1 to come up with a unique update. This extra condition
is typically a proximity condition that ensures that Bt+1 is close to the previous
Hessian approximation matrix Bt [4, 22, 12]. In particular, the Broyden-Fletcher-
Goldfarb-Shanno (BFGS) method defines the update of Hessian approximation matrix
as
Bt+1 = Bt +
ytyt
T
ytT st
− B
tstst
T
Bt
stTBtst
.(5)
The BFGS method is popular not only for its strong numerical performance relative to
the gradient descent method, but also because it is shown to exhibit a superlinear con-
vergence rate [4], thereby providing a theoretical guarantee of superior performance.
In fact, it can be shown that, the BFGS update satisfies the condition
lim
t→∞
‖(Bt −∇2f(x∗))st‖
‖st‖ = 0,(6)
known as the Dennis-More´ condition, which is both necessary and sufficient for su-
perlinear convergence [12]. This result solidifies quasi-Newton methods as a strong
alternative to first order methods when exact second-order information is unavailable.
However, implementation of the BFGS method is not feasible when the number of
functions n is large, due to its high computational complexity on the order O(np+p2).
In the following section, we propose a novel incremental BFGS method that has the
computational complexity of O(p2) per iteration and converges at a superlinear rate.
3. IQN: Incremental aggregated BFGS. We propose an incremental aggre-
gated BFGS algorithm, which we call the Incremental Quasi-Newton (IQN) method.
The IQN method is incremental in that, at each iteration, only the information as-
sociated with a single function fi is updated. The particular function is chosen by
cyclicly iterating through the n functions. The IQN method is aggregated in that the
aggregate of the most recently observed information of all functions f1, . . . , fn is used
to compute the updated variable xt+1.
In the proposed method, we consider zt1, . . . , z
t
n as the copies of the variable x at
time t associated with the functions f1, . . . , fn, respectively. Likewise, define ∇fi(zti)
as the gradient corresponding to the i-th function. Further, consider Bti as a positive
definite matrix which approximates the i-th component Hessian ∇2fi(xt). We refer
to zti, ∇fi(zti), and Bti as the information corresponding to the i-th function fi at
step t. Note that the functions’ information is stored in a shared memory as shown in
Fig. 1. To introduce the IQN method, we first explain the mechanism for computing
the updated variable xt+1 using the stored information {zti,∇fi(zti),Bti}ni=1. Then,
we elaborate on the scheme for updating the information of the functions.
To derive the full variable update, consider the second order approximation of
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zt1 z
t
it z
t
n
xt+1
zt+11 z
t+1
it z
t+1
n
Bt1 B
t
it B
t
n
BFGS
Bt+11 B
t+1
it B
t+1
n
∇f t1 ∇f tit ∇f tn
∇fit (xt+1)
∇f t+11 ∇f t+1it ∇f t+1n
Fig. 1. The updating scheme for variables, gradients, and Hessian approximation matrices of
function fit at step t. The red arrows indicate the terms used in the update of B
t+1
it
using the BFGS
update in (15). The black arrows show the updates of all variables and gradients. The terms zt+1it
and ∇f t+1it are updated as xt+1 and ∇fit (xt+1), respectively. All others z
t+1
j and ∇f t+1j are set
as ztj and ∇f tj , respectively.
the objective function fi(x) centered around its current iterate z
t
i,
fi(x) ≈ fi(zti) +∇fi(zti)T (x− zti) +
1
2
(x− zti)T∇2fi(zti)(x− zti).(7)
As in traditional quasi-Newton methods, we replace the i-th Hessian ∇2fi(zti) by
Bti. Using the approximation matrices in place of Hessians, the complete (aggregate)
function f(x) can be approximated with
f(x) ≈ 1
n
n∑
i=1
[
fi(z
t
i) +∇fi(zti)T (x− zti) +
1
2
(x− zti)TBti(x− zti)
]
.(8)
Note that the right hand side of (8) is a quadratic approximation of the function f
based on the available information at step t. Hence, the updated iterate xt+1 can be
defined as the minimizer of the quadratic program in (8), explicitly given by
xt+1 =
(
1
n
n∑
i=1
Bti
)−1 [
1
n
n∑
i=1
Btiz
t
i −
1
n
n∑
i=1
∇fi(zti)
]
.(9)
First note that the update in (9) shows that the updated variable xt+1 is a
function of the stored information of all functions f1, . . . , fn. Furthermore, we use
the aggregated information of variables, gradients, and the quasi-Newton Hessian
approximations to evaluate the updated variable. This is done to vanish the noise in
approximating both gradients and Hessians as the sequence approaches the optimal
argument.
Remark 1. Given the BFGS Hessian approximation matrices {Bti}ni=1 and gradi-
ents {∇fi(zti)}ni=1, one may consider an update more akin to traditional descent-based
methods, i.e.
xt+1 = xt −
(
1
n
n∑
i=1
Bti
)−1
1
n
n∑
i=1
∇fi(zti).(10)
To evaluate the advantage of the proposed update for IQN in (9) relative to the update
in (10), we proceed to study the Taylor’s expansion that leads to the update in (10).
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It can be shown that the update in (10) is the outcome of the following approximation
f(x) ≈ 1
n
n∑
i=1
[
fi(z
t
i) +∇fi(zti)T (x− zti) +
1
2
(x− xt)TBti(x− xt)
]
.(11)
Observe that the linear term in (11) is centered at zti, while the quadratic term is
approximated near the iterate xt. This inconsistency in the Taylor’s expansion of
each function fi leads to an inaccurate second-order approximation, and subsequently
a slower incremental quasi-Newton method.
Thus far we have discussed the procedure to compute the updated variable xt+1
given the local iterates, gradients, and Hessian approximations at time t. Now, it
remains to show how we update the local information of functions f1, . . . , fn using the
variable xt+1. In each iteration of the IQN method, we update the local information
of only a single function, chosen in a cyclic manner. Defining it to be the index of the
function selected at time t, we update the local variables zt+1it , ∇fit(zt+1i ), and Bt+1i
using the updated variable xt+1 while all other local variables remain unchanged. In
particular, the variables zi are updated as
zt+1it = x
t+1, zt+1i = z
t
i for all i 6= it.(12)
Observe in the update in (12) that the variable associated with the function fit is set to
be the updated variable xt+1 while the other iterates are simply kept as their previous
value. Likewise, we update the table of gradients accordingly with the gradient of fit
evaluated at the new variable xt+1. The rest of gradients stored in the memory will
stay unchanged, i.e.,
∇fit(zt+1i ) = ∇fit(xt+1), ∇fi(zt+1i ) = ∇fi(zti) for all i 6= it.(13)
To update the curvature information, it would be ideal to compute the Hessian
∇2fit(xt+1) and update the curvature information following the schemes for variables
in (12) and gradients in (13). However, our focus is on the applications that the
computation of the Hessian is either impossible or computationally expensive. Hence,
to the update curvature approximation matrix Btit corresponding to the function fit ,
we use the steps of BFGS in (5). To do so, we define variable and gradient variations
associated with each individual function fi as
sti := z
t+1
i − zti, yti := ∇fi(zt+1i )−∇fi(zti),(14)
respectively. The Hessian approximation Btit corresponding to the function fit can
be computed using the update of BFGS as
Bt+1i = B
t
i +
ytiy
tT
i
ytTi s
t
i
− B
t
is
t
is
tT
i B
t
i
stTi B
t
is
t
i
, for i = it.(15)
Again, the Hessian approximation matrices for all other functions remain unchanged,
i.e., Bt+1i = B
t
i for i 6= it. The system of updates in (12)-(15) explains the mechanism
of updating the information of the function fit at step t. Notice that to update the
Hessian approximation matrix for the it-th function there is no need to store the
variations in (14), since the old variables zti and ∇fi(zti) are available in memory and
the updated versions zt+1i = x
t+1 and ∇fi(zt+1i ) = ∇fi(xt+1) are evaluated at step
t; see Fig. 1 for more details.
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Because of the cyclic update scheme, the set of iterates {zt1, zt2, . . . , ztn} is equal to
the set {xt,xt−1, . . . ,xt−n+1}, and, therefore, the set of variables used in the update
of IQN is the set of the last n iterates. The update of IQN in (9) incorporates the
information of all the functions f1, . . . , fn to compute the updated variable x
t+1;
however, it uses delayed variables, gradients, and Hessian approximations rather than
the the updated variable xt+1 for all functions as in classic quasi-Newton methods.
The use of delay allows IQN to update the information of a single function at each
iteration, thus reducing the computational complexity relative to classic quasi-Newton
methods.
Although the update in (9) is helpful in understanding the rationale behind the
IQN method, it cannot be implemented at a low computation cost, since it requires
computation of the sums
∑n
i=1 B
t
i,
∑n
i=1 B
t
iz
t
i, and
∑n
i=1∇fi(zti) as well as comput-
ing the inversion (
∑n
i=1 B
t
i)
−1. In the following section, we introduce an efficient
implementation of the IQN method that has the computational complexity of O(p2).
3.1. Efficient implementation of IQN. To see that the updating scheme in
(9) requires evaluation of only a single gradient and Hessian approximation matrix
per iteration, consider writing the update as
xt+1 = (B˜t)−1
(
ut − gt) ,(16)
where we define B˜t :=
∑n
i=1 B
t
i as the aggregate Hessian approximation, u
t :=∑n
i=1 B
t
iz
t
i as the aggregate Hessian-variable product, and g
t :=
∑n
i=1∇fi(zti) as
the aggregate gradient. Then, given that at step t only a single index it is updated,
we can evaluate these variables for step t+ 1 as
B˜t+1 = B˜t +
(
Bt+1it −Btit
)
,(17)
ut+1 = ut +
(
Bt+1it z
t+1
it
−Btitztit
)
,(18)
gt+1 = gt +
(∇fit(zt+1it )−∇fit(ztit)) .(19)
Thus, only Bt+1it and ∇fit(zt+1it ) are required to be computed at step t.
Although the updates in (17)-(19) have low computational complexity, the update
in (16) requires computing (B˜t)−1 which has a computational complexity of O(p3).
This inversion can be avoided by simplifying the update in (17) as
B˜t+1 = B˜t +
ytity
tT
it
ytTi s
it
t
− B
t
it
stits
tT
it
Btit
stTit B
t
it
stit
.(20)
To derive the expression in (20) we have substituted the difference Bt+1it − Btit by
its rank two expression in (15). Given the matrix (B˜t)−1, by applying the Sherman-
Morrison formula twice to the update in (20) we can compute (B˜t+1)−1 as
(B˜t+1)−1 = Ut +
Ut(Btits
t
it
)(Btits
t
it
)TUt
stit
T
Btits
t
it
− (Btitstit)TUt(Btitstit)
,(21)
where the matrix Ut is evaluated as
Ut = (B˜t)−1 − (B˜
t)−1ytity
tT
it
(B˜t)−1
ytTit s
t
it
+ ytTit (B˜
t)−1ytit
.(22)
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Algorithm 1 Incremental Quasi-Newton (IQN) method
Require: x0,{∇fi(x0)}ni=1, {B0i }ni=1
1: Set z01 = · · · = z0n = x0
2: Set (B˜0)
−1
= (
∑n
i=1B
0
i )
−1, u0 =
∑n
i=1B
0
ix
0, g0 =
∑n
i=1∇fi(x0)
3: for t = 0, 1, 2, . . . do
4: Set it = (t mod n) + 1
5: Compute xt+1 = (B˜t)−1
(
ut − gt) [cf. (16)]
6: Compute st+1it , y
t+1
it
[cf. (14)], and Bt+1it [cf. (15)]
7: Update ut+1 [cf. (18)], gt+1 [cf. (19)], and (B˜t+1)−1 [cf. (21), (22)]
8: Update the functions’ information tables as in (12), (13), and (15)
9: end for
The computational complexity of the updates in (21) and (22) is of the order O(p2)
rather than the O(p3) cost of computing the inverse directly. Therefore, the over-
all cost of IQN is of the order O(p2) which is substantially lower than O(np2) of
deterministic quasi-Newton methods.
The complete IQN algorithm is outlined in Algorithm 1. Beginning with initial
variable x0 and gradient and Hessian estimates ∇fi(x0) and B0i for all i, each variable
copy z0i is set to x
0 in Step 1 and initial values are set for u0, g0 and (B˜0)−1 in Step
2. For all t, in Step 4 the index it of the next function to update is selected cyclically.
The variable xt+1 is computed according to the update in (16) in Step 5. In Step 6,
the variable st+1it and gradient y
t+1
it
variations are evaluated as in (14) to compute
the BFGS matrix Bt+1it from the update in (15). This information, as well as the
updated variable and its gradient, are used in Step 7 to update ut+1 and gt+1 as
in (18) and (19), respectively. The inverse matrix (B˜t+1)−1 is also computed by
following the expressions in (21) and (22). Finally in Step 8, we update the variable,
gradient, and Hessian approximation tables based on the policies in (12), (13), and
(15), respectively.
4. Convergence Analysis. In this section, we study the convergence rate of
the proposed IQN method. We first establish its local linear convergence rate, then
demonstrate limit properties of the Hessian approximations, and finally show that in
a region local to the optimal point the sequence of residuals converges at a superlinear
rate. To prove these results we make two main assumptions, both of which are
standard in the analysis of quasi-Newton methods.
Assumption 1. There exist positive constants 0 < µ ≤ L such that, for all i and
x, xˆ ∈ Rp, we can write
(23) µ‖x− xˆ‖2 ≤ (∇fi(x)−∇fi(xˆ))T (x− xˆ) ≤ L‖x− xˆ‖2.
Assumption 2. There exists a positive constant 0 < L˜ such that, for all i and
x, xˆ ∈ Rp, we can write
(24) ‖∇2fi(x)−∇2fi(xˆ)‖ ≤ L˜‖x− xˆ‖.
The lower bound in (23) implies that the functions fi are strongly convex with
constant µ, and the upper bound shows that the gradients ∇fi are Lipschitz contin-
uous with parameter L.
The condition in Assumption 2, states that the Hessians∇2fi are Lipschitz contin-
uous with constant L˜. This assumption is commonly made in the analyses of Newton’s
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method [21] and quasi-Newton algorithms [4, 22, 12]. According to Lemma 3.1 in [4],
Lipschitz continuity of the Hessians with constant L˜ implies that for i = 1, . . . , n and
arbitrary vectors x, x˜, xˆ ∈ Rp we can write
(25)
∥∥∇2fi(x˜)(x− xˆ)− (∇fi(x)−∇fi(xˆ))∥∥ ≤ L˜‖x− xˆ‖max {‖x− x˜‖, ‖xˆ− x˜‖} .
We use the inequality in (25) in the process of proving the convergence of IQN.
The goal of BFGS quasi-Newton methods is to approximate the objective function
Hessian using the first-order information. Likewise, in the incremental BFGS method,
we aim to show that the Hessian approximation matrices for all functions f1, . . . , fn
are close to the exact Hessian. In the following lemma, we study the difference between
the i-th optimal Hessian ∇2fi(x∗) and its approximation Bti over time.
Lemma 1. Consider the proposed IQN method in (9). Further, let i be the index
of the updated function at step t, i.e., i = it. Define the residual sequence for function
fi as σ
t
i := max{‖zt+1i − x∗‖, ‖zti − x∗‖} and set M = ∇2fi(x∗)−1/2. If Assumptions
1 and 2 hold and the condition σti < m/(3L˜) is satisfied then∥∥Bt+1i −∇2fi(x∗)∥∥M ≤ [(1− αθti2)1/2 + α3σti] ∥∥Bti −∇2fi(x∗)∥∥M + α4σti ,(26)
where α, α3, and α4 are some positive bounded constants and
θti =
‖M(Bti −∇2fi(x∗))sti‖
‖Bti −∇2fi(x∗)‖M‖M−1sti‖
for Bti 6= ∇2fi(x∗), θti = 0 for Bti = ∇2fi(x∗).
(27)
Proof. See Appendix A.
The result in (26) establishes an upper bound for the weighted norm ‖Bt+1i −
∇2fi(x∗)‖M with respect to its previous value ‖Bti − ∇2fi(x∗)‖M and the sequence
σti := max{‖zt+1i − x∗‖, ‖zti − x∗‖}, when the variables are in a neighborhood of
the optimal solution such that σti < m/(3L˜). Indeed, the result in (26) holds only
for the index i = it and for the rest of indices we have ‖Bt+1i − ∇2fi(x∗)‖M =
‖Bti−∇2fi(x∗)‖M simply by definition of the cyclic update. Note that if the residual
sequence σti associated with fi approaches zero, we can simplify (26) as
‖Bt+1i −∇2fi(x∗)‖M . (1− αθti
2
)1/2‖Bti −∇2fi(x∗)‖M.(28)
The equation in (28) implies that if θti is always strictly larger than zero, the sequence
‖Bt+1i −∇2fi(x∗)‖M approaches zero. If not, then the sequence θti converges to zero
which implies the Dennis-More´ condition from (6), i.e.
(29) lim
t→∞
‖(Bti −∇2fi(x∗))sti‖
‖sti‖
= 0.
Therefore, under both conditions the result in (29) holds. This is true since the limit
limt→∞ ‖Bt+1i −∇2fi(x∗)‖M = 0 yields the result in (29).
Based on this intuition, we proceed to show that the sequence σti converges to
zero for all i = 1, . . . , n. To do so, we show that the sequence ‖zti − x∗‖ is linearly
convergent for all i = 1, . . . , n. To achieve this goal we first prove an upper bound for
the error ‖xt+1 − x∗‖ of IQN in the following lemma.
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Lemma 2. Consider the proposed IQN method in (9). If the conditions in As-
sumptions 1 and 2 hold, then the sequence of iterates generated by IQN satisfies
‖xt+1 − x∗‖ ≤ L˜Γ
t
n
n∑
i=1
∥∥zti − x∗∥∥2 + Γtn
n∑
i=1
∥∥(Bti −∇2fi(x∗)) (zti − x∗)∥∥ ,(30)
where Γt := ‖((1/n)∑ni=1 Bti)−1‖.
Proof. See Appendix B.
Lemma 2 shows that the residual ‖xt+1 − x∗‖ is bounded above by a sum of
quadratic and linear terms of the last n residuals. This can eventually lead to a
superlinear convergence rate by establishing the linear term converges to zero at a
fast rate, leaving us with an upper bound of quadratic terms only. First, however, we
establish a local linear convergence rate in the proceeding theorem to show that the
sequence σti converges to zero.
Lemma 3. Consider the proposed IQN method in (9). If Assumptions 1 and 2
hold, then, for any r ∈ (0, 1) there are positive constants (r) and δ(r) such that
if ‖x0 − x∗‖ < (r) and ‖B0i − ∇2fi(x∗)‖M < δ(r) for M = ∇2fi(x∗)−1/2 and
i = 1, 2, . . . , n, the sequence of iterates generated by IQN satisfies
(31) ‖xt − x∗‖ ≤ r[ t−1n ]+1‖x0 − x∗‖.
Moreover, the sequences of norms {‖Bti‖} and {‖(Bti)−1‖} are uniformly bounded.
Proof. See Appendix C.
The result in Lemma 3 shows that the sequence of iterates generated by IQN has
a local linear convergence rate after each pass over all functions. Consequently, we
obtain that the i-th residual sequence σti is linearly convergent for all i. Note that
Lemma 3 can be considered as an extension of Theorem 3.2 in [4] for incremental
settings. Following the arguments in (28) and (29), we use the summability of the
sequence σti along with the result in Lemma 1 to prove Dennis-More´ condition for all
functions fi.
Proposition 4. Consider the proposed IQN method in (9). Assume that the
hypotheses in Lemmata 1 and 3 are satisfied. Then, for all i = 1, . . . , n it holds,
(32) lim
t→∞
‖(Bti −∇2fi(x∗))sti‖
‖sti‖
= 0.
Proof. See Appendix D.
The statement in Proposition 4 indicates that for each function fi the Dennis-
More´ condition holds. In the tradition quasi-Newton methods the Dennis-More´ con-
dition is sufficient to show that the method is superlinearly convergent. However,
the same argument does not hold for the proposed IQN method, since we can’t re-
cover the Dennis-More´ condition for the global objective function f from the result
in Proposition 4. In other words, the result in (32) does not imply the limit in (6)
required in the superlinear convergence analysis of quasi-Newton methods. There-
fore, here we pursue a different approach and seek to prove that the linear terms
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(Bti −∇2fi(x∗))(zti − x∗) in (30) converge to zero at a superlinear rate, i.e., for all i
we can write limt→∞‖(Bti −∇2fi(x∗))(zti − x∗)‖/‖zti − x∗‖ = 0. If we establish this
result, it follows from the result in Lemma 2 that the sequence of residuals ‖xt − x∗‖
converges to zero superlinearly.
We continue the analysis of the proposed IQN method by establishing a general-
ized limit property that follows from the Dennis-More´ criterion in (6). In the following
lemma, we leverage the local linear convergence of the iterates xt to show that that
the vector zti − x∗ lies in the null space of Bti −∇2fi(x∗) as t approaches infinity.
Lemma 5. Consider the proposed IQN method in (9). Assume that the hypotheses
in Lemmata 1 and 3 are satisfied. As t approaches infinity, the following holds for all
i,
(33) lim
t→∞
‖(Bti −∇2fi(x∗))(zti − x∗)‖
‖zti − x∗‖
= 0.
Proof. See Appendix E.
The result in Lemma 5 can thus be used in conjunction with Lemma 2 to show
that the residual ‖xt+1 − x∗‖ is bounded by a sum of quadratic terms of previous
residuals and a term that converges to zero superlinearly. This result leads us to the
following result, namely the local superlinear convergence of the sequence of residuals
with respect to the average sequence, stated in the following theorem.
Theorem 6. Consider the proposed IQN method in (9). Suppose that the condi-
tions in the hypotheses of Lemmata 1 and 3 are valid. Then, the sequence of residuals
‖xt − x∗‖ satisfies
(34) lim
t→∞
‖xt − x∗‖
1
n (‖xt−1 − x∗‖+ · · ·+ ‖xt−n − x∗‖)
= 0.
Proof. See Appendix F.
The result in (34) shows a mean-superlinear convergence rate for the sequence of
iterates generated by IQN. To be more precise, it shows that the ratio that captures
the error at step t divided by the average of last n errors converges to zero. This is
not equivalent to the classic Q-superlinear convergence for full-batch quasi-Newton
methods, i.e., limt→∞ ‖xt+1−x∗‖/‖xt−x∗‖ = 0. Although Q-superlinear convergence
of the residuals ‖xt−x∗‖ is not provable, we can show that there exists a subsequence
of the sequence ‖xt−x∗‖ that converges to zero superlinearly. In addition, there exists
a superlinearly convergent sequence that is an upper bound for the original sequence
of errors ‖xt − x∗‖. We formalize these results in the following theorem.
Theorem 7. Consider the proposed IQN method in (9). Suppose that the condi-
tions in the hypotheses of Lemmata 1 and 3 are valid. Then, there exists a subsequence
of ‖xt − x∗‖ that converges to zero superlinearly. Moreover, there exists a sequence
ζt such that ‖xt − x∗‖ ≤ ζt for all t ≥ 0, and the sequence ζt converges to zero at a
superlinear rate, i.e.,
(35) lim
t→∞
ζt+1
ζt
= 0.
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Proof. See Appendix G.
The first result in Theorem 7 states that although the whole sequence ‖xt − x∗‖
is not necessarily superlinearly convergent, there exists a subsequence of the sequence
‖xt − x∗‖ that converges at a superlinear rate. The second claim in Theorem 7
establishes R-superlinear convergence rate of the whole sequence ‖xt − x∗‖. In other
words, it guarantees that ‖xt − x∗‖ is upper bounded by a superlinearly convergent
sequence.
5. Related Works. Various methods have been studied in the literature to
improve the performance of traditional full-batch optimization algorithms. The most
famous method for reducing the computational complexity of gradient descent (GD)
is stochastic gradient descent (SGD), which uses the gradient of a single randomly
chosen function to approximate the full-gradient [2]. Incremental gradient descent
method (IGD) is similar to SGD except the function is chosen in a cyclic routine [1].
Both SGD and IGD suffer from slow sublinear convergence rate because of the noise
of gradient approximation. The incremental aggregated methods, which use memory
to aggregate the gradients of all n functions, are successful in reducing the noise of
gradient approximation to achieve linear convergence rate [26, 28, 9, 13]. The work
in [26] suggests a random selection of functions which leads to stochastic average
gradient method (SAG), while the works in [1, 11, 17] use a cyclic scheme.
Moving beyond first order information, there have been stochastic quasi-Newton
methods to approximate Hessian information [29, 18, 19, 20, 10]. All of these stochas-
tic quasi-Newton methods reduce computational cost of quasi-Newton methods by
updating only a randomly chosen single or small subset of gradients at each itera-
tion. However, they are not able to recover the superlinear convergence rate of quasi-
Newton methods [4, 22, 12]. The incremental Newton method (NIM) in [25] is the
only incremental method shown to have a superlinear convergence rate; however, the
Hessian function is not always available or computationally feasible. Moreover, the
implementation of NIM requires computation of the incremental aggregated Hessian
inverse which has the computational complexity of the order O(p3).
6. Numerical Results. We proceed by simulating the performance of IQN on a
variety of machine learning problems on both artificial and real datasets. We compare
the performance of IQN against a collection of well known first order stochastic and
incremental algorithms—namely SAG, SAGA, and IAG. To begin, we look at a simple
quadratic program, also equivalent to the solution of linear least squares estimation
problem. Consider the objective function to be minimized,
x∗ = argmin
x∈Rp
f(x) := argmin
x∈Rp
1
n
n∑
i=1
1
2
xTAix + b
T
i x.(36)
We generate Ai ∈ Rp×p as a random positive definite matrix and bi ∈ Rp as a random
vector for all i. In particular we set the matrices Ai := diag{ai} and generate random
vectors ai with the first p/2 elements chosen from [1, 10
ξ/2] and last p/2 elements
chosen from [10−ξ/2, 1]. The parameter ξ is used to manually set the condition number
for the quadratic program in (36), ranging from ξ = 1 (i.e. small condition number
102) and ξ = 2 (i.e. large condition number 104). The vectors bi are chosen uniformly
and randomly from the box [0, 103]p. The variable dimension is set to be p = 10 and
number of functions n = 1000. Given that we focus on local convergence, we use a
constant step size of η = 1 for the proposed IQN method while choosing the largest
step size allowable by the other methods to converge.
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Fig. 2. Convergence results of proposed IQN method in comparison to SAG, SAGA, and IAG.
In the left image, we present a sample convergence path of the normalized error on the quadratic
program with a small condition number. In the right image, we show the convergence path for the
quadratic program with a large condition number. In all cases, IQN provides significant improvement
over first order methods, with the difference increasing for larger condition number.
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Fig. 3. Convergence results for a sample convergence path for the logistic regression problem
on classifying handwritten digits. IQN substantially outperforms the first order methods.
In Figure 2 we present a simulation of the convergence path of the normalized
error ‖xt − x∗‖/‖x0 − x∗‖ for the quadratic program. In the the left image, we show
a sample simulation path for all methods on the quadratic problem with a small
condition number. Step sizes of η = 5 × 10−5, η = 10−4 and η = 10−6 were used
for SAG, SAGA, and IAG, respectively. These step sizes are tuned to compare the
best performance of these methods with IQN. The proposed method reaches a error
of 10−10 after 10 passes through the data. Alternatively, SAGA achieves the same
error of 10−5 after 30 passes, while SAG and IAG do not reach 10−5 after 40 passes.
In the right image of Figure 2, we repeat the same simulation but with larger
condition number. In this case, SAG uses stepsize η = 2× 10−4 while others remain
the same. Observe that while the performance of IQN does not degrade with larger
condition number, the first order methods all suffer large degradation. SAG, SAGA,
and IAG reach after 40 passes a normalized error of 6.5 × 10−3, 5.5 × 10−2, and
9.6 × 10−1, respectively. It can be seen that IQN significantly outperforms the first
order method for both condition number sizes, with the outperformance increasing
for larger condition number. This is an expected result, as first order methods often
do not perform well for ill conditioned problems.
6.1. Logistic regression. We proceed to numerically evaluate the performance
of IQN relative to existing methods on the classification of handwritten digits in the
MNIST database [14]. In particular, we solve the binary logistic regression problem.
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A logistic regression takes as inputs n training feature vectors ui ∈ Rp with associated
labels vi ∈ {−1, 1} and outputs a linear classifier x to predict the label of unknown
feature vectors. For the digit classification problem, each feature vector ui represents
a vectorized image and label vi its label as one of two digits. We evaluate for any
training sample i the probability of a label vi = 1 given image ui as P (v = 1|u) =
1/(1 + exp(−uTx)). The classifier x is chosen to be the vector which maximizes the
log likelihood across all n samples. Given n images ui with associated labels vi, the
optimization problem for logistic regression is written as
x∗ = argmin
x∈Rp
f(x) := argmin
x∈Rp
λ
2
‖x‖2 + 1
n
n∑
i=1
log[1 + exp(−viuTi x)],(37)
where the first term is a regularization term parametrized by λ ≥ 0.
For our simulations we select from the MNIST dataset n = 1000 images with
dimension p = 784 labelled as one of the digits “0” or “8’ and fix the regularization
parameter as λ = 1/n and stepsize η = 0.01 for all first order methods. In Figure 3
we present the convergence path of IQN relative to existing methods in terms of the
norm of the gradient. As in the case of the quadratic program, the IQN performs all
gradient-based methods. IQN reaches a gradient magnitude of 4.8 × 10−8 after 60
passes through the data while the SAGA reaches only a magnitude of 7.4× 10−5 (all
other methods perform even worse). Further note that while the first order methods
begin to level out after 60 passes, the IQN method continues to descend. These results
demonstrate the effectiveness of IQN on a practical machine learning problem with
real world data.
Appendix A. Proof of Lemma 1. To prove the claim in Lemma 1, we first
prove the the following lemma which is based on the result in [4, Lemma 5.2].
Lemma 8. Consider the proposed IQN method in (9). Let M be a nonsingular
symmetric matrix such that
(38) ‖Myti −M−1sti‖ ≤ β‖M−1sti‖,
for some β ∈ [0, 1/3] and vectors sti and yti in Rp with sti 6= 0. Consider i as the index
of the updated function at step t, i.e., i = it, and let B
t
i be symmetric and computed
according to the update in (15). Then, there exist positive constants α, α1, and α2
such that, for any symmetric A ∈ Rp×p we have,
‖Bt+ni −A‖M ≤
[
(1− αθ2)1/2 + α1 ‖My
t
i −M−1sti‖
‖M−1sti‖
]
‖Bti −A‖M + α2
‖yti −Asti‖
‖M−1sti‖
,
(39)
where α = (1 − 2β)/(1 − β2) ∈ [3/8, 1], α1 = 2.5(1 − β)−1, α2 = 2(1 + 2√p)‖M‖F,
and
θ =
‖M(Bti −A)sti‖
‖Bti −A‖M‖M−1sti‖
for Bti 6= A, θ = 0 for Bti = A.(40)
Proof. First note that the Hessian approximation Bt+ni is equal to B
t+1
i if the
function fi is updated at step t. Considering this observation and the result of Lemma
5.2. in [4] the claim in (39) follows.
The result in Lemma 8 provides an upper bound for the difference between the
Hessian approximation matrix Bt+ni and any positive definite matrix A with respect
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to the difference between the previous Hessian approximation Bti and the matrix
A. The interesting choice for the arbitrary matrix A is the Hessian of the i-th
function at the optimal argument, i.e., A = ∇2fi(x∗), which allows us to capture the
difference between the sequence of Hessian approximation matrices for function fi
and the Hessian ∇2fi(x∗) at the optimal argument. We proceed to use the result in
Lemma 8 for M = ∇2fi(x∗)−1/2 and A = ∇2fi(x∗) to prove the claim in (26). To do
so, we first need to show that the condition in (38) is satisfied. Note that according
to the condition in Assumptions 1 and 2 we can write
‖yti −∇2fi(x∗)sti‖
‖∇2fi(x∗)1/2sti‖
≤ L˜‖s
t
i‖max{‖zti − x∗‖, ‖zt+1i − x∗‖}√
m‖sti‖
=
L˜√
m
σti(41)
This observation implies that the left hand side of the condition in (38) for M =
∇2fi(x∗)−1/2 is bounded above by
‖Myti −M−1sti‖
‖M−1sti‖
≤ ‖∇
2fi(x
∗)−1/2‖‖yti −∇2fi(x∗)sti‖
‖∇2fi(x∗)1/2sti‖
≤ L˜
m
σti(42)
Thus, the condition in (38) is satisfied since L˜σti/m < 1/3. Replacing the upper
bounds in (41) and (42) into the expression in (39) implies the claim in (26) with
β =
L˜
m
σti , α =
1− 2β
1− β2 , α3 =
5L˜
2m(1− β) , α4 =
2(1 + 2
√
p)L˜√
m
‖∇2fi(x∗)− 12 ‖F,(43)
and the proof is complete.
Appendix B. Proof of Lemma 2. Start by subtracting x∗ from both sides
of (9) to obtain
xt+1 − x∗ =
(
1
n
n∑
i=1
Bti
)−1(
1
n
n∑
i=1
Btiz
t
i −
1
n
n∑
i=1
∇fi(zti)−
1
n
n∑
i=1
Btix
∗
)
.(44)
As the gradient of f at the optimal point is the vector zero, i.e., (1/n)
∑n
i=1∇fi(x∗) =
0, we can subtract (1/n)
∑n
i=1∇fi(x∗) from the right hand side of (44) and rearrange
terms to obtain
(45) xt+1−x∗ =
(
1
n
n∑
i=1
Bti
)−1(
1
n
n∑
i=1
Bti
(
zti − x∗
)− 1
n
n∑
i=1
(∇fi(zti)−∇fi(x∗))
)
.
The expression in (45) relates the residual at time t + 1 to the previous n residuals
and the Hessian approximations Bti. To analyze this further, we can replace the
Hessian approximations Bti with the actual Hessians ∇2fi(x∗) and the approximation
difference∇2fi(x∗)−Bti. To do so, we add and subtract (1/n)
∑n
i=1∇2fi(x∗) (zti − x∗)
to the right hand side of (45) and rearrange terms to obtain
xt+1 − x∗ =
(
1
n
n∑
i=1
Bti
)−1(
1
n
n∑
i=1
[∇2fi(x∗) (zti − x∗)− (∇fi(zti)−∇fi(x∗))]
)
+
(
1
n
n∑
i=1
Bti
)−1(
1
n
n∑
i=1
[
Bti −∇2fi(x∗)
] (
zti − x∗
))
.(46)
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We proceed to take the norms of both sides and use the triangle inequality to obtain
an upper bound on the norm of the residual ‖xt+1 − x∗‖,
‖xt+1 − x∗‖ ≤
∥∥∥∥∥∥
(
1
n
n∑
i=1
Bti
)−1∥∥∥∥∥∥ 1n
n∑
i=1
∥∥∇2fi(x∗) (zti − x∗)− (∇fi(zti)−∇fi(x∗))∥∥
+
∥∥∥∥∥∥
(
1
n
n∑
i=1
Bti
)−1∥∥∥∥∥∥ 1n
n∑
i=1
∥∥[Bti −∇2fi(x∗)] (zti − x∗)∥∥ .(47)
To obtain the quadratic term in (30) from the first term in (47), we use the Lipschitz
continuity of the Hessians ∇2fi which leads to the inequality
‖∇2fi(x∗)
(
zti − x∗
)− (∇fi(zti)−∇fi(x∗)) ‖ ≤ L˜∥∥zti − x∗∥∥2 .(48)
Replacing the expression ‖∇2fi(x∗) (zti − x∗) − (∇fi(zti)−∇fi(x∗)) ‖ in (47) by the
upper bound in (48), the claim in (30) follows.
Appendix C. Proof of Lemma 3. In this proof we use some steps in the proof
of [4, Theorem 3.2]. To start we use the fact that in a finite-dimensional vector space
there always exists a constant η > 0 such that ‖A‖ ≤ η‖A‖M. Consider γ = 1/m is
an upper bound for the norm ‖∇2f(x∗)−1‖. Assume that (r) =  and δ(r) = δ are
chosen such that
(49) (2α3δ + α4)

1− r ≤ δ and γ(1 + r)[L˜+ 2ηδ] ≤ r.
Based on the assumption that ‖B0i −∇2fi(x∗)‖M ≤ δ we can derive the upper bound
‖B0i − ∇2fi(x∗)‖ ≤ ηδ. This observation along with the inequality ‖∇2fi(x∗)‖ ≤ L
implies that ‖B0i ‖ ≤ ηδ + L. Therefore, we obtain ‖(1/n)
∑n
i=1 B
0
i ‖ ≤ ηδ + L. The
second inequality in (49) implies that 2γ(1 + r)ηδ ≤ r. Based on this observation and
the inequalities ‖B0i −∇2fi(x∗)‖ ≤ ηδ < 2ηδ and γ ≥ ‖∇2fi(x∗)−1‖, we obtain from
Banach Lemma that ‖(B0i )−1‖ ≤ (1+r)γ. Following the same argument for the matrix
((1/n)
∑n
i=1 B
0
i )
−1 with the inequalities ‖(1/n)∑ni=1 B0i − (1/n)∑ni=1∇2fi(x∗)‖ ≤
(1/n)
∑n
i=1 ‖B0i −∇2fi(x∗)‖ ≤ ηδ and ‖∇2f(x∗)−1‖ ≤ γ we obtain that∥∥∥∥∥∥
(
1
n
n∑
i=1
B0i
)−1∥∥∥∥∥∥ ≤ (1 + r)γ.(50)
This upper bound in conjunction with the result in (30) yields
‖x1 − x∗‖ ≤ (1 + r)γ
[
L˜
n
n∑
i=1
∥∥z0i − x∗∥∥2 + 1n
n∑
i=1
∥∥[B0i −∇2fi(x∗)] (z0i − x∗)∥∥
]
= (1 + r)γ
[
L˜
∥∥x0 − x∗∥∥2+ 1
n
n∑
i=1
∥∥[B0i −∇2fi(x∗)] (x0 − x∗)∥∥
]
.(51)
Considering the assumptions that ‖x0−x∗‖ ≤  and ‖B0i −∇2fi(x∗)‖ ≤ ηδ < 2ηδ we
can write
‖x1 − x∗‖ ≤ (1 + r)γ[L˜+ 2ηδ]‖x0 − x∗‖
≤ r‖x0 − x∗‖,(52)
18 ARYAN MOKHTARI, MARK EISEN, AND ALEJANDRO RIBEIRO
where the second inequality follows from the second condition in (49). Without loss
of generality, assume that i0 = 1. Then, based on the result in (26) we obtain∥∥B11 −∇2f1(x∗)∥∥M ≤ [(1− αθ012)1/2 + α3σ01] ∥∥B01 −∇2f1(x∗)∥∥M + α4σ01
≤ (1 + α3)δ + α4
≤ δ + 2α3δ + α4 ≤ 2δ.(53)
We proceed to the next iteration which leads to the inequality
‖x2 − x∗‖ ≤ (1 + r)γ
[
L˜
n
n∑
i=1
∥∥zti − x∗∥∥2 + 1n
n∑
i=1
∥∥[Bti −∇2fi(x∗)] (zti − x∗)∥∥
]
≤ (1 + r)γ
[
L˜+ 2ηδ
](n− 1
n
‖x0 − x∗‖+ 1
n
‖x1 − x∗‖
)
≤ r
(
n− 1
n
‖x0 − x∗‖+ 1
n
‖x1 − x∗‖
)
≤ r‖x0 − x∗‖.(54)
And since the updated index is i1 = 2 we obtain∥∥B22 −∇2f2(x∗)∥∥M ≤ [(1− αθ022)1/2 + α3σ02] ∥∥B02 −∇2f2(x∗)∥∥M + α4σ02
≤ (1 + α3)δ + α4
≤ δ + 2α3δ + α4 ≤ 2δ.(55)
With the same argument we can show that all
∥∥Btt −∇2ft(x∗)∥∥M ≤ 2δ and ‖xt −
x∗‖ ≤ , for all iterates t = 1, . . . , n. Moreover, we have ‖xt − x∗‖ ≤ r‖x0 − x∗‖ for
t = 1, . . . , n.
Now we use the results for iterates t = 1, . . . , n as the base of our induction
argument. To be more precise, let’s assume that for iterates t = jn+1, jn+2, . . . , jn+
n we know that the residuals are bounded above by ‖xt−x∗‖ ≤ rj+1‖x0−x∗‖ and the
Hessian approximation matrices Bti satisfy the inequalities ‖Bti − ∇2fi(x∗)‖ ≤ 2ηδ.
Our goal is to show that for iterates t = (j + 1)n + 1, (j + 1)n + 2, . . . , (j + 1)n + n
the inequalities ‖xt − x∗‖ ≤ rj+2‖x0 − x∗‖ and ‖Bti −∇2fi(x∗)‖ ≤ 2ηδ hold.
Based on the inequalities ‖Bti −∇2fi(x∗)‖ ≤ 2ηδ and ‖∇2fi(x∗)−1‖ ≤ γ we can
show that for all t = jn+ 1, jn+ 2, . . . , jn+ n we have∥∥∥∥∥∥
(
1
n
n∑
i=1
Bti
)−1∥∥∥∥∥∥ ≤ (1 + r)γ.(56)
Using (56) and the inequality in (26) for the iterate t = (j + 1)n+ 1, we obtain
‖x(j+1)n+1 − x∗‖ ≤ (1 + r)γ L˜
n
n∑
i=1
∥∥∥z(j+1)ni − x∗∥∥∥2
+ (1 + r)γ
1
n
n∑
i=1
∥∥∥[B(j+1)ni −∇2fi(x∗)] (z(j+1)ni − x∗)∥∥∥ .(57)
Since the variables are updated in a cyclic fashion the set of variables {z(j+1)ni }i=ni=1
is equal to the set {x(j+1)n−i}i=n−1i=0 . By considering this relation and replacing the
IQN: AN INCREMENTAL QUASI-NEWTON METHOD 19
norms ‖[B(j+1)ni −∇2fi(x∗)](z(j+1)ni −x∗)‖ by their upper bounds 2ηδ‖z(j+1)ni −x∗‖
we can simplify the right hand side of (57) as
‖x(j+1)n+1 − x∗‖ ≤ (1 + r)γ
[
L˜
n
n∑
i=1
∥∥xjn+i − x∗∥∥2 + 2ηδ
n
n∑
i=1
∥∥xjn+i − x∗∥∥] .(58)
Since ‖xjn+i − x∗‖ ≤  for all j = 1, . . . , n, we obtain
‖x(j+1)n+1 − x∗‖ ≤ (1 + r)γ
[
L˜+ 2ηδ
]( 1
n
n∑
i=1
∥∥xjn+i − x∗∥∥) .(59)
According to the second inequality in (49) and the assumption that for iterates t =
jn + 1, jn + 2, . . . , jn + n we know that ‖xt − x∗‖ ≤ rj+1‖x0 − x∗‖, we can replace
the right hand side of (59) by the following upper bound
‖x(j+1)n+1 − x∗‖ ≤ rj+2‖x0 − x∗‖.(60)
Now we show that the updated Hessian approximation B
(j+1)n+1
it
for t = (j+ 1)n+ 1
satisfies the inequality ‖B(j+1)n+1it − ∇2fit(x∗)‖M ≤ 2δ. According to the result in
(26), we can write∥∥∥B(j+1)n+1it −∇2fit(x∗)∥∥∥M − ∥∥∥Bjn+1it −∇2fit(x∗)∥∥∥M
≤ α3σjn+1it
∥∥∥Bjn+1it −∇2fit(x∗)∥∥∥M + α4σjn+1it .(61)
Now observe that σjn+1it = max{‖x(j+1)n+1 − x∗‖, ‖xjn+1 − x∗‖} is bounded above
by rj+1‖x0−x∗‖. Applying this substitution into (61) and considering the conditions
‖Bjn+1it −∇2fit(x∗)‖M ≤ 2δ and ‖x0 − x∗‖ ≤  lead to the inequality∥∥∥B(j+1)n+1it −∇2fit(x∗)∥∥∥M − ∥∥∥Bjn+1it −∇2fit(x∗)∥∥∥M ≤ rj+1(2δα3 + α4).(62)
By writing the expression in (62) for previous iterations and using a recursive logic
we obtain that∥∥∥B(j+1)n+1it −∇2fit(x∗)∥∥∥M − ∥∥B0it −∇2fit(x∗)∥∥M ≤ (2δα3 + α4) 11− r .(63)
Based on the first inequality in (49), the right hand side of (63) is bounded above by
δ. Moreover, the norm ‖B0it − ∇2fit(x∗)‖M is also upper bounded by δ. These two
bounds imply that ∥∥∥B(j+1)n+1it −∇2fit(x∗)∥∥∥M ≤ 2δ,(64)
and consequently ‖B(j+1)n+1it − ∇2fit(x∗)‖ ≤ 2ηδ. By following the steps from (57)
to (64), we can show for all iterates t = (j+ 1)n+ 1, (j+ 1)n+ 2, . . . , (j+ 1)n+n the
inequalities ‖xt−x∗‖ ≤ rj+2‖x0−x∗‖ and ‖Bti−∇2fi(x∗)‖ ≤ 2ηδ hold. The induction
proof is complete and (31) holds. Moreover, the inequality ‖Bti − ∇2fi(x∗)‖ ≤ 2ηδ
holds for all i and steps t. Hence, the norms ‖Bti‖ and ‖(Bti)−1‖, and consequently
‖(1/n)∑ni=1 Bti‖ and ‖((1/n)∑ni=1 Bti)−1‖ are uniformly bounded.
Appendix D. Proof of Proposition 4. According to the result in Lemma 3,
we can show that the sequence of errors σti = max{‖zt+1i −x∗‖, ‖zti−x∗‖} is summable
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for all i. To do so, consider the sum of the sequence σti which is upper bounded by
∞∑
t=0
σti =
∞∑
t=0
max{‖zt+1i − x∗‖, ‖zti − x∗‖} ≤
∞∑
t=0
‖zt+1i − x∗‖+
∞∑
t=0
‖zti − x∗‖(65)
Note that the last time that the index i is chosen before time t should be in the set
{t− 1, . . . , t− n}. This observation in association with the result in (31) implies that
∞∑
t=0
σti ≤ 2
∞∑
t=0
r[
t−n−1
n ]+1‖x0 − x∗‖ = 2
∞∑
t=0
r[
t−1
n ]‖x0 − x∗‖(66)
Simplifying the sum in the right hand side of (66) yields
∞∑
t=0
σti ≤
2‖x0 − x∗‖
r
+ 2n‖x0 − x∗‖
∞∑
t=0
rt <∞.(67)
Thus, the sequence σti is summable for all i = 1, . . . , n. To complete the proof we use
the following result from Lemma 3.3 in [12].
Lemma 9. Let {φt} and {δt} be sequences of nonnegative numbers such that
(68) φt+1 ≤ (1 + δt)φt + δt and
∞∑
k=1
δt <∞.
Then, the sequence {φt} converges.
Considering the results in Lemmata 1 and 9, and the fact that σti is summable as
shown in(67), we obtain that the sequence
∥∥Bti −∇2fi(x∗)∥∥M for M := ∇2fi(x∗)−1/2
is convergent and the following limit exists
(69) lim
k→∞
‖∇2fi(x∗)−1/2 Bti ∇2fi(x∗)−1/2 − I‖F = l
where l is a nonnegative constant. Moreover, following the proof of Theorem 3.4 in
[12] we can show that
α(θti)
2‖Bti −∇2fi(x∗)‖M ≤ ‖Bti −∇2fi(x∗)‖M − ‖Bt+1i −∇2fi(x∗)‖M
+ σti(α3‖Bti −∇2fi(x∗)‖M + α4),(70)
and, therefore, summing both sides implies,
∞∑
t=0
(θti)
2‖Bti −∇2fi(x∗)‖M <∞(71)
Replacing θti in (71) by its definition in (27) results in
∞∑
t=0
‖M(Bti −∇2fi(x∗))sti‖2
‖Bti −∇2fi(x∗)‖M‖M−1sti‖2
<∞(72)
Since the norm ‖Bti−∇2fi(x∗)‖M is upper bounded and the eigenvalues of the matrix
M = ∇2fi(x∗)−1/2 are uniformly lower and upper bounded, we conclude from the
result in (72) that
lim
t→∞
‖(Bti −∇2fi(x∗))sti‖2
‖sti‖2
= 0,(73)
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which yields the claim in (32).
Appendix E. Proof of Lemma 5. Consider the sets of variable variations
S1 = {st+nτi }τ=Tτ=0 and S2 = {st+nτi }τ=∞τ=0 . It is trivial to show that zti − x∗ is in the
span of the set S2, since the sequences of variables xt and zti converge to x∗ and we
can write x∗ − zti =
∑∞
τ=0 s
t+nτ
i . We proceed to show that the vector z
t
i − x∗ is also
in the span of the set S1 when T is sufficiently large. To do so, we use a contradiction
argument. Let’s assume that the vector zti −x∗ does not lie in the span of the set S1,
and, therefore, it can be decomposed as the sum of two non-zero vectors given by
(74) zti − x∗ = vt‖ + vt⊥,
where vt‖ lies in the span of S1 and vt⊥ is orthogonal to the span of S1. Since we assume
that zti−x∗ does not lie in the span of S1, we obtain that zt+nTi −x∗ also does not lie in
this span, since zt+nTi −x∗ can be written as the sum zt+nTi −x∗ = zti−x∗+
∑T
τ=0 s
t+nτ
i .
These observations imply that we can also decompose the vector zt+nTi − x∗ as
(75) zt+nTi − x∗ = vt+nT‖ + vt+nT⊥ ,
where vt+nT‖ lies in the span of S1 and vt+nT⊥ is orthogonal to the span of S1. More-
over, we obtain that vt+nT⊥ is equal to v
t
⊥, i.e.,
(76) vt+nT⊥ = v
t
⊥.
This is true since zt+nTi − x∗ can be written as the sum of zti − x∗ and a group of
vectors that lie in the span of S1. We assume that the norm ‖vt+nT⊥ ‖ = ‖vt⊥‖ = 
where  > 0 is a strictly positive constant. According to the linear convergence of the
sequence ‖xt − x∗‖ in Lemma 3 we know that
(77) ‖zt+nTi − x∗‖ ≤ r[
t+nT−1
n ]+1‖x0 − x∗‖ ≤ rT ‖x0 − x∗‖
If we pick large enough T such that rT ‖x0−x∗‖ < , then we obtain ‖zt+nTi −x∗‖ < 
which contradicts the assumption ‖vt⊥‖ = . Thus, we obtain that the vector zti − x∗
is also in the span of set S1.
Since the vector zti − x∗ is in the span of S1, we can write the normalized vec-
tor (zti − x∗)/‖zti − x∗‖ as a linear combination of the set of normalized vectors
{st+nτi /‖st+nτi ‖}τ=Tτ=0 . This property allows to write
lim
t→∞
‖(Bti −∇2fi(x∗))(zti − x∗)‖
‖zti − x∗‖
= lim
t→∞
∥∥∥∥(Bti −∇2fi(x∗)) (zti − x∗)‖zti − x∗‖
∥∥∥∥
= lim
t→∞
∥∥∥∥∥(Bti −∇2fi(x∗))
T∑
τ=0
aτ
st+nτi
‖st+nτi ‖
∥∥∥∥∥ ,(78)
where aτ is coefficient of the vector s
t+nτ
i when we write (z
t
i − x∗)/‖zti − x∗‖ as the
linear combination of the normalized vectors {st+nτi /‖st+nτi ‖}τ=Tτ=0 . Now since the
index of the difference Bti − ∇2fi(x∗) does not match with the descent directions
sti + nτ . We add and subtract the term B
t+nτ
i to the expression B
t
i −∇2fi(x∗) and
use the triangle inequality to write
lim
t→∞
‖(Bti −∇2fi(x∗))(zti − x∗)‖
‖zti − x∗‖
≤ lim
t→∞
∥∥∥∥∥
T∑
τ=0
aτ
(Bt+nτi −∇2fi(x∗))st+nτi
‖st+nτi ‖
∥∥∥∥∥+
∥∥∥∥∥
T∑
τ=0
aτ
(Bti −Bt+nτi )st+nτi
‖st+nτi ‖
∥∥∥∥∥ .(79)
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We first simplify the first limit in the right hand side of (79). Using the Cauchy-
Schwarz inequality and the result in Proposition 4 we can write
lim
t→∞
∥∥∥∥∥
T∑
τ=0
aτ
(Bt+nτi −∇2fi(x∗))st+nτi
‖st+nτi ‖
∥∥∥∥∥ ≤ limt→∞
T∑
τ=0
aτ
∥∥∥∥ (Bt+nτi −∇2fi(x∗))st+nτi‖st+nτi ‖
∥∥∥∥
=
T∑
τ=0
aτ lim
t→∞
∥∥∥∥ (Bt+nτi −∇2fi(x∗))st+nτi‖st+nτi ‖
∥∥∥∥ = 0.(80)
Based on the results in (79) and (80), to prove the claim in (33) it remains to show
lim
t→∞
∥∥∥∥∥
T∑
τ=0
aτ
(Bti −Bt+nτi )st+nτi
‖st+nτi ‖
∥∥∥∥∥ = 0.(81)
To reach this goal, we first study the limit of the difference between two consec-
utive update Hessian approximation matrices limt→∞ ‖Bti −Bt+ni ‖. Note that if we
set A = Bti in (39), we obtain that
‖Bt+ni −Bti‖M ≤ α2
‖yti −Btisti‖
‖M−1sti‖
.(82)
where M = (∇2fi(x∗))−1/2. By adding and subtracting the term ∇2fi(x∗)sti and
using the result in (32), we can show that the difference ‖Bt+ni − Bti‖M approaches
zero asymptotically. In particular,
lim
t→∞ ‖B
t+n
i −Bti‖M ≤ α2 limt→∞
‖yti −Btisti‖
‖M−1sti‖
≤ α2 lim
t→∞
‖yti −∇2fi(x∗)sti‖
‖M−1sti‖
+ α2 lim
t→∞
‖(∇2fi(x∗)−Bti)sti‖
‖M−1sti‖
.(83)
Since ‖yti −∇2fi(x∗)sti‖ is bounded above by L˜‖sti‖max{‖zti −x∗‖, ‖zt+1i −x∗‖} and
the eigenvalues of the matrix M are uniformly bounded we obtain that the first limit
in the right hand side of (83) converges to zero. Further, the result in (32) shows that
the second limit in the right hand side of (83) also converges to zero. Therefore,
lim
t→∞ ‖B
t+n
i −Bti‖M = 0.(84)
Following the same argument we can show that for any two consecutive Hessian ap-
proximation matrices the difference approaches zero asymptotically. Thus, we obtain
lim
t→∞
∥∥Bti −Bt+nτi ∥∥M ≤ limt→∞
∥∥∥∥∥
τ−1∑
u=0
(
Bt+nui −Bt+n(u+1)i
)∥∥∥∥∥
M
≤
τ−1∑
u=0
lim
t→∞
∥∥∥Bt+nui −Bt+n(u+1)i ∥∥∥
M
= 0.(85)
Observing the result in (85) we can show that
lim
t→∞
∥∥∥∥∥
T∑
τ=0
aτ
(Bti −Bt+nτi )st+nτi
‖st+nτi ‖
∥∥∥∥∥ ≤
T∑
τ=0
aτ lim
t→∞
∥∥∥∥ (Bti −Bt+nτi )st+nτi‖st+nτi ‖
∥∥∥∥
≤
T∑
τ=0
aτ lim
t→∞
∥∥Bti −Bt+nτi ∥∥ = 0.(86)
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Therefore, the result in (81) holds. The claim in (33) follows by combining the results
in (79), (80), and (81).
Appendix F. Proof of Theorem 6. The result in Lemma 2 implies
‖xt+1 − x∗‖ ≤ L˜Γ
t
n
n∑
i=1
∥∥zti − x∗∥∥2 + Γtn
n∑
i=1
∥∥(Bti −∇2fi(x∗)) (zti − x∗)∥∥ .(87)
Divide both sides of (87) by (1/n)
∑n
i=1 ‖zti − x∗‖ to obtain
(88)
‖xt+1 − x∗‖
1
n
∑n
i=1 ‖zti − x∗‖
≤ L˜Γt
n∑
i=1
‖zti − x∗‖2∑n
i=1 ‖zti − x∗‖
+ Γt
n∑
i=1
∥∥(Bti −∇2fi(x∗)) (zti − x∗)∥∥∑n
i=1 ‖zti − x∗‖
Since the error ‖zti − x∗‖ is a lower bound for the sum of errors
∑n
i=1 ‖zti − x∗‖, we
can replace ‖zti − x∗‖ for
∑n
i=1 ‖zti − x∗‖ into (88) which implies
‖xt+1 − x∗‖
1
n
∑n
i=1 ‖zti − x∗‖
≤ L˜Γt
n∑
i=1
‖zti − x∗‖2
‖zti − x∗‖
+ Γt
n∑
i=1
∥∥(Bti −∇2fi(x∗)) (zti − x∗)∥∥
‖zti − x∗‖
= L˜Γt
n∑
i=1
∥∥zti − x∗∥∥+ Γt n∑
i=1
∥∥(Bti −∇2fi(x∗)) (zti − x∗)∥∥
‖zti − x∗‖
.(89)
Since Γt is bounded above, computing the limit of both sides in (89) yields
lim
t→∞
‖xt+1 − x∗‖
1
n
∑n
i=1 ‖zti − x∗‖
= 0.(90)
The result in (90) in association with the simplification for the sum
∑n
i=1 ‖zti − x∗‖ =∑n−1
i=0
∥∥xt−i − x∗∥∥ leads to the claim in (34).
Appendix G. Proof of Theorem 7. Consider the definition of the sequence
x˜t = argmaxu∈{tn,...,tn+n−1}{‖xu − x∗‖} which is a subsequence of the sequence
{xt}∞t=0. Our goal is to show this subsequence converges superlinearly to x∗, i.e.,
limt→∞
‖x˜t+1−x∗‖
‖x˜t−x∗‖ = 0. To do so, first note that the result in Theorem 6 implies that
lim
t→∞
‖xt − x∗‖
max{‖xt−1 − x∗‖, . . . , ‖xt−n − x∗‖} = 0,(91)
which follows from the inequality max{‖xt−1−x∗‖, . . . , ‖xt−n−x∗‖} ≥ (1/n)(‖xt−1−
x∗‖ + · · · + ‖xt−n − x∗‖). Based on the limit in (91), there exists a large enough t0
such that for all t ≥ t0 the following inequality holds,
‖xt − x∗‖ < max{‖xt−1 − x∗‖, . . . , ‖xt−n − x∗‖}.(92)
Combining the inequality in (92) with the inequalities ‖xt−i − x∗‖ ≤ max{‖xt−1 −
x∗‖, . . . , ‖xt−n − x∗‖} for i = 1, . . . , n− 1 yields
max{‖xt − x∗‖, . . . , ‖xt−n+1 − x∗‖} ≤ max{‖xt−1 − x∗‖, . . . , ‖xt−n − x∗‖},(93)
and consequently we can generalize this result to obtain
max{‖xt−x∗‖, . . . , ‖xt−n+1−x∗‖} ≤ max{‖xt−τ−x∗‖, . . . , ‖xt−τ−n+1−x∗‖},(94)
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for any positive integer τ such that t− τ ≥ t0.
We use the result in (94) to build a superlinearly convergent subsequence of the
residuals sequence ‖xt − x∗‖. If we define xtn+u∗t as the iterate that has the largest
error among the iterates in the t+ 1-th pass, i.e.,
xtn+u
∗
t = argmax
u∈{tn,...,tn+n−1}
{‖xu − x∗‖},(95)
then it follows that x˜t = xtn+u
∗
t , where u∗t ∈ {0, 1, . . . , n− 1}. Moreover, we obtain
‖x˜t+1 − x∗‖
‖x˜t − x∗‖ =
‖x(t+1)n+u∗t+1 − x∗‖
max{‖xtn − x∗‖, . . . , ‖xtn+n−1 − x∗‖}
≤ ‖x
tn+n+u∗t+1 − x∗‖
max{‖xtn+u∗t+1−1 − x∗‖, . . . , ‖xtn+n+u∗t+1−1 − x∗‖} .(96)
The equality follows from the definition of the iterate x˜t and the definition in (95),
and the inequality holds because of the result in (94). Considering the result in
(91), computing the limit of both sides leads to the conclusion that the sequence
‖x˜t−x∗‖ is superlinearly convergent. In other words, we obtain that the subsequence
{‖xtn+u∗t − x∗‖}t=∞t=0 superlinearly converges to zero.
Let’s define the sequence qt such that qkn = · · · = qkn+n−1 = ‖x˜k − x∗‖ for
k = 0, 1, 2, . . . , which means that the value of the sequence qt is fixed for each pass
and is equal to the max error of the corresponding pass. Therefore, it is trivial to
show that qt is always larger than or equal to ‖xt − x∗‖, i.e., ‖xt − x∗‖ ≤ qt for all
t ≥ 0. Now define the sequence ζt such that ζt = qt for t = 0, . . . , n− 1, and for t ≥ n
ζkn+i = qkn−1
(
qkn+n−1
qkn−1
) i+1
n
, for i = 0, . . . , n− 1, k ≥ 1.(97)
According to this definition we can verify that ζt is an upper bound for the se-
quence qt and, consequently, an upper bound for the sequence of errors ‖xt − x∗‖.
Based on the definition of the sequence ζt in (97), the ratio ζt+1/ζt is given by
(qb t+1n cn+n−1/qb t+1n cn−1)1/n. This simplification in association with the definitions
of the sequences ‖xt − x∗‖ and ‖x˜t − x∗‖ implies that
lim
t→∞
ζt+1
ζt
= lim
t→∞
(
qb t+1n cn+n−1
qb t+1n cn−1
) 1
n
= lim
t→∞
(
‖x˜b t+1n c − x∗‖
‖x˜b t+1n c−1 − x∗‖
) 1
n
= 0,(98)
which leads to the claim in (35).
REFERENCES
[1] D. Blatt, A. O. Hero, and H. Gauchman, A convergent incremental gradient method with
a constant step size, SIAM Journal on Optimization, 18 (2007), pp. 29–51.
[2] L. Bottou, Large-scale machine learning with stochastic gradient descent, In Proceedings of
COMPSTAT’2010, (2010), pp. 177–186.
[3] L. Bottou and Y. L. Cun, On-line learning for very large datasets, in Applied Stochastic
Models in Business and Industry, vol. 21, pp. 137-151, 2005.
[4] C. G. Broyden, J. E. D. Jr., Wang, and J. J. More, On the local and superlinear convergence
of quasi-newton methods, IMA J. Appl. Math, 12 (1973), pp. 223–245.
[5] F. Bullo, J. Cortes, and S. Martinez, Distributed control of robotic networks: a mathemat-
ical approach to motion coordination algorithms, Princeton University Press, 2009.
IQN: AN INCREMENTAL QUASI-NEWTON METHOD 25
[6] R. H. Byrd, S. Hansen, J. Nocedal, and Y. Singer, A stochastic quasi-Newton method for
large-scale optimization, SIAM Journal on Optimization, 26 (2016), pp. 1008–1031.
[7] Y. Cao, W. Yu, W. Ren, and G. Chen, An overview of recent progress in the study of dis-
tributed multi-agent coordination, IEEE Transactions on Industrial Informatics, 9 (2013),
pp. 427–438.
[8] V. Cevher, S. Becker, and M. Schmidt, Convex optimization for big data: Scalable, ran-
domized, and parallel algorithms for big data analytics, IEEE Signal Processing Magazine,
31 (2014), pp. 32–43.
[9] A. Defazio, F. R. Bach, and S. Lacoste-Julien, SAGA: A fast incremental gradient method
with support for non-strongly convex composite objectives, in Advances in Neural Informa-
tion Processing Systems 27, Montreal, Quebec, Canada, 2014, pp. 1646–1654.
[10] R. M. Gower, D. Goldfarb, and P. Richta´rik, Stochastic block BFGS: Squeezing more
curvature out of data, arXiv preprint arXiv:1603.09649, (2016).
[11] M. Gu¨rbu¨zbalaban, A. Ozdaglar, and P. Parrilo, On the convergence rate of incremental
aggregated gradient algorithms, arXiv preprint arXiv:1506.02081, (2015).
[12] J. J. E. Dennis and J. J. More, A characterization of superlinear convergence and its appli-
cation to quasi-Newton methods, Mathematics of computation, 28 (1974), pp. 549–560.
[13] R. Johnson and T. Zhang, Accelerating stochastic gradient descent using predictive variance
reduction, in Advances in Neural Information Processing Systems 26, Lake Tahoe, Nevada,
United States, 2013, pp. 315–323.
[14] Y. LeCun, C. Cortes, and C. J. Burges, MNIST handwritten digit database, AT&T Labs
[Online]. Available: http://yann. lecun. com/exdb/mnist, (2010).
[15] C. G. Lopes and A. H. Sayed, Diffusion least-mean squares over adaptive networks: For-
mulation and performance analysis, IEEE Transactions on Signal Processing, 56 (2008),
pp. 3122–3136.
[16] A. Lucchi, B. McWilliams, and T. Hofmann, A variance reduced stochastic Newton method,
arXiv preprint arXiv:1503.08316, (2015).
[17] A. Mokhtari, M. Gu¨rbu¨zbalaban, and A. Ribeiro, Surpassing gradient descent provably: A
cyclic incremental method with linear convergence rate, arXiv preprint arXiv:1611.00347,
(2016).
[18] A. Mokhtari and A. Ribeiro, RES: Regularized stochastic BFGS algorithm, IEEE Transac-
tions on Signal Processing, 62 (2014), pp. 6089–6104.
[19] A. Mokhtari and A. Ribeiro, Global convergence of online limited memory BFGS, Journal
of Machine Learning Research, 16 (2015), pp. 3151–3181.
[20] P. Moritz, R. Nishihara, and M. I. Jordan, A linearly-convergent stochastic L-BFGS al-
gorithm, in Proceedings of the 19th International Conference on Artificial Intelligence and
Statistics, AISTATS 2016, Cadiz, Spain, May 9-11, 2016, 2016, pp. 249–258.
[21] Y. Nesterov, Introductory lectures on convex optimization: A basic course, vol. 87, Springer
Science & Business Media, 2013.
[22] M. J. D. Powell, Some global convergence properties of a variable metric algorithm for min-
imization without exact line search, Academic Press, London, UK, 2 ed., 1971.
[23] A. Ribeiro, Ergodic stochastic optimization algorithms for wireless communication and net-
working, IEEE Transactions on Signal Processing, 58 (2010), pp. 6369–6386.
[24] A. Ribeiro, Optimal resource allocation in wireless communication and networking, EURASIP
Journal on Wireless Communications and Networking, 2012 (2012), pp. 1–19.
[25] A. Rodomanov and D. Kropotov, A superlinearly-convergent proximal newton-type method
for the optimization of finite sums, in Proceedings of The 33rd International Conference
on Machine Learning, 2016, pp. 2597–2605.
[26] N. L. Roux, M. W. Schmidt, and F. R. Bach, A stochastic gradient method with an exponen-
tial convergence rate for finite training sets, in Advances in Neural Information Processing
Systems 25, Lake Tahoe, Nevada, United States., 2012, pp. 2672–2680.
[27] I. Schizas, A. Ribeiro, and G. Giannakis, Consensus in ad hoc wsns with noisy links - part i:
Distributed estimation of deterministic signals, IEEE Transactions on Signal Processing,
56 (2008), pp. 350–364.
[28] M. Schmidt, N. Le Roux, and F. Bach, Minimizing finite sums with the stochastic average
gradient, Mathematical Programming, (2016), pp. 1–30.
[29] N. N. Schraudolph, J. Yu, and S. Gu¨nter, A stochastic quasi-Newton method for online
convex optimization, in Proceedings of the Eleventh International Conference on Artificial
Intelligence and Statistics, AISTATS 2007, pp. 436–443.
[30] S. Shalev-Shwartz and N. Srebro, SVM optimization: inverse dependence on training
set size, in Machine Learning, Proceedings of the Twenty-Fifth International Conference
(ICML 2008), Helsinki, Finland, 2008, pp. 928–935.
