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Abstract
A parametric expression for causal natural direct and indirect effects is derived for the set-
ting of a binary outcome with a binary mediator. The proposed effect decomposition does not
require the outcome to be rare and generalizes the existing ones, allowing for interactions be-
tween both the exposure and the mediator and confounding covariates. Further, it outlines the
relationship between the causal effects and the correspondent pathway-specific logistic regres-
sion parameters, in parallel with results derived under the rare outcome assumption. Formulae
for standard errors, obtained via the delta method, are also given. A simulation study is im-
plemented which compares these estimators to a number of competing ones. An empirical
application to data coming from a microfinance experiment performed in Bosnia and Herze-
govina is illustrated as an example.
1 Introduction
Mediation analysis has the general purpose to understand to what extent the overall effect of a
treatment/exposure (X) on an outcome (Y ) is due to the presence of an intermediate variable (W ),
called mediator, influenced by the treatment and affecting the outcome in turn. Mediation analysis
has been developed both for associational (Judd and Kenny, 1981; Baron and Kenny, 1986) and
causal frameworks (Robins and Greenland, 1992; Pearl, 2001); see also Geneletti (2007) for an
alternative approach without counterfactuals.
In a non causal framework, the first notable contribution to mediation is, for the linear case,
due to Cochran (1938). As is well-known, Cochran’s formula decomposes the total effect of X on
Y into the sum of products of pathway specific regression parameters, thereby opening the way to
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path analysis (Bollen, 1989). Unfortunately, this one-to-one mapping between effects and regres-
sion coefficients is lost when even minimal deviations from linearity, like the presence of an XW
interaction term in the model for Y , are introduced. Nevertheless, a number of decompositions have
been proposed where the total effect can still be written as a sum of terms with a clear interpretation;
see Cox (2007) for quantile regression and Stanghellini and Doretti (2019) and Lupparelli (2018)
for logistic and log-linear regression.
In a causal framework, formal definitions of total, controlled direct and natural direct and in-
direct effects were first introduced by Pearl (2001); see also Pearl (2009) for a comprehensive
overview. In Pearl’s approach, effect decompositions typically work on an additive scale: in partic-
ular, natural direct and indirect effects are defined in a way such that their sum equals the total causal
effect. For binary outcomes, ratio scales have also been recently investigated in the literature. In
particular, VanderWeele and Vansteelandt (2010) and Valeri and VanderWeele (2013) have defined
causal effects on the odds ratio scale in a way such that the relationship between the total effect and
natural effects is no longer additive but multiplicative. Under certain assumptions, natural effects
can be identified and estimated from observational data with a class of methods known as the me-
diation formula (Pearl, 2010). However, like in the associational case, the parametric expressions
of the mediation formula lack the aforementioned one-to-one mapping with regression coefficients,
unless the basic linear case is considered. Nevertheless, such formulations are appealing since they
highlight the role of path-specific coefficients in a rather intuitive way, allowing - as a by-product -
to isolate the controlled direct effect as a component of the natural direct effect.
It is important to bear in mind that VanderWeele and Vansteelandt (2010) and Valeri and Vander-
Weele (2013) base their parametric identification of natural effect odds ratios on the assumption that
the outcome is rare within all the strata formed by X and W , i.e., that P (Y = 1 | X = x,W = w)
is small for every (x,w) configuration (Samoilenko et al., 2018; Samoilenko and Lefebvre, 2018;
VanderWeele et al., 2018). This allows them to use the logarithmic function in place of the logistic
function, corresponding in practice to approximate effects on the odds ratio scale to effects on the
risk ratio scale. When the outcome is not (conditionally) rare, such an approximation is no longer
valid, thereby representing a serious limitation in many empirical data analyses.
In this paper, we focus on a setting with a binary outcome and a binary mediator, both mod-
elled via logistic regression. We provide a novel parametric expression for the natural direct and
indirect effects, on the odds ratio scale, that does not rely on the rare outcome assumption. Like
the approaches developed under the rare outcome assumption, our formulation allows to appreciate
the role pathway-specific coefficients play in natural effects, isolating the controlled direct effect in
the natural effect formula. Furthermore, it is more compact and less complex than those already
introduced in the literature, where parametric expressions are plugged in place of the probabilities
appearing in the mediation formula (Gaynor et al., 2018; Samoilenko et al., 2018).
Our framework accounts for the possible presence of any kind of confounders, that is, exposure-
outcome, mediator-outcome or exposure-mediator confounders. Therefore, the proposed formulae
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can be used to estimate causal effects in the presence of observational data, provided that all rele-
vant confounders are measured without error. Furthermore, they handle every possible interaction
in regression models, including those between the exposure (as well as the mediator) and the con-
founding covariates. These interactions were not previously considered by either exact or approx-
imate approaches; see VanderWeele and Vansteelandt (2010) and Valeri and VanderWeele (2013)
for a related discussion. We also derive compact formulae to compute, via the delta method, the ap-
proximate standard errors of the exact natural effect estimators. The availability of these formulae
is likely to boost the use of exact estimators in place of approximate estimators in applications.
The paper is structured as follows. In Section 2, we outline the general theory leading to the
natural effect decomposition, reporting the parametric formulae for the natural direct and indirect
effects on the odds ratio scale. In Section 3, we present evidence from a simulation study comparing
- for different levels of rareness of the outcome - the estimators deriving from the exact formulae
to those of Valeri and VanderWeele (2013), which rely on the rare outcome assumption. In the
simulation study, the performance of estimators obtained from natural effect models (Vansteelandt
et al., 2012; Steen et al., 2017) is also considered. This class of models directly specifies a regression
model for the potential outcome probabilities, allowing the estimation of causal natural effects via
imputation or weighting procedures and without the need of the rare outcome assumption. However,
it does not directly express natural effects as a function of the regression coefficients. In Section 4,
we discuss an application to data gathered from a randomized microcredit experiment performed in
Bosnia and Herzegovina (Augsburg et al., 2015), where a plausible mediation scheme arises which
was not considered in previous analyses. Finally, in Section 5 some concluding remarks are offered.
2 Parametric effect decomposition
2.1 Notation and assumptions
We denote the binary outcome by Y , the binary mediator by W and the treatment/exposure, which
can be of any nature, byX . We take a potential outcome approach (Rubin, 1974) and let Yx andWx
be, respectively, the random variables representing the outcome and the mediator had the exposure
been set, possibly contrary to the fact, to level x. Further, Yxw indicates the value of the outcome if
X had been set to x and W to w.
In line with the classical causal mediation framework, we make the standard assumptions
needed to identify causal direct and indirect effects. Among these there are the so-called consistency
and composition assumptions. Consistency states that, in the subgroup of units with X = x, the
observed variables Y and W equal the potential outcome variables Yx and Wx respectively (Van-
derWeele, 2009). In the mediation framework, consistency also requires that, for units with X = x
and W = w, Y is equal to the potential outcome Yxw (VanderWeele and Vansteelandt, 2009). On
the other hand, composition requires that Yx = YxWx , i.e., that the potential outcome associated
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Figure 1: Causal mediation setting with exposure-outcome (T ), mediator-outcome (S) and
exposure-mediator (V ) confounders.
to the intervention X = x be equal to the potential outcome associated to setting X to x and the
mediator to Wx, which is the value it would have naturally attained under X = x (VanderWeele
and Vansteelandt, 2009).
A number of assumptions concerning confounding are also required which are graphically sum-
marized in Figure 1. Specifically, we assume a set of covariates C = (T, S, V ) suffices to remove
the exposure-outcome (T ), the mediator-outcome (S) and the exposure- mediator (V ) confound-
ing. In the language of conditional independence (Dawid, 1979), this corresponds to the condi-
tional independence statements Yxw ⊥⊥ X | T , Yxw ⊥⊥ W | (X,S) and Wx ⊥⊥ X | V , which
have to hold for every level x and w. Another necessary assumption, sometimes termed cross-
world independence (Steen and Vansteelandt, 2018), is encoded by the conditional independence
statement Yxw ⊥⊥ Wx? | C (for all x, x? and w), meaning in practice that none of the vari-
ables tackling the mediator-outcome confounding can be affected by the treatment (which would
correspond to an arrow from X to S in Figure 1). Such an effect would compromize the identi-
fication of natural effects (Valeri and VanderWeele, 2013; VanderWeele and Vansteelandt, 2010),
unless alternative methods to handle variables that are simultaneously confounders and mediators
are introduced (Daniel et al., 2011, 2013, 2015). In what follows, to simplify formulae we will
use the condensed notation Z = (T, S). Without loss of generality, we can think of Z and V
as of univariate random variables. This is equivalent to assume that one covariate addresses both
the exposure-outcome and the mediator-outcome confounding and another covariate manages the
exposure-mediator confounding. Results for the case of multiple Z and V follow in a straightfor-
ward way; see Appendix A.
In this framework, with reference to a situation where the exposure is changed from a reference
level x? to another level x, VanderWeele and Vansteelandt (2010) introduced the definitions of
4
causal effects on the odds ratio scale. Specifically, the controlled direct effect is defined as
ORCDEx,x?|c(w) =
P (Yxw = 1 | c)/P (Yxw = 0 | c)
P (Yx?w = 1 | c)/P (Yx?w = 0 | c) .
Moreover, the natural direct effect is defined as
ORNDEx,x?|c =
P (YxWx? = 1 | C = c)/P (YxWx? = 0 | C = c)
P (Yx?Wx? = 1 | C = c)/P (Yx?Wx? = 0 | C = c)
, (1)
whereas the natural indirect effect is
ORNIEx,x?|c =
P (YxWx = 1 | C = c)/P (YxWx = 0 | C = c)
P (YxWx? = 1 | C = c)/P (YxWx? = 0 | C = c)
, (2)
so that the causal total effect
ORTEx,x?|c =
P (Yx = 1 | C = c)/P (Yx = 0 | C = c)
P (Yx? = 1 | C = c)/P (Yx? = 0 | C = c)
can be decomposed in the multiplicative fashion
ORTEx,x?|c = OR
NDE
x,x?|c × ORNIEx,x?|c
or, as it is often presented, in an additive fashion on the logarithmic scale. A subset of the assump-
tions listed above allows to identify the controlled direct effect and the total effect by the conditional
associational odds ratios
ORx,x?|w,c =
P (Y = 1 | X = x,W = w,C = c)/P (Y = 0 | X = x,W = w,C = c)
P (Y = 1 | X = x?,W = w,C = c)/P (Y = 0 | X = x?,W = w,C = c)
and
ORx,x?|c =
P (Y = 1 | X = x,C = c)/P (Y = 0 | X = x,C = c)
P (Y = 1 | X = x?, C = c)/P (Y = 0 | X = x?, C = c)
(VanderWeele and Vansteelandt, 2010).
2.2 Parametric formulae for causal natural effects
As mentioned in the Introduction, the natural effects ORNDEx,x?|c and OR
NIE
x,x?|c can be explicitly related
to their pathway-associate coefficients of the logistic regression models for Y and W , that can be
easily estimated from observational data. To better fix the idea, we first present results for the case
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of absence of covariates, i.e. forC = ∅. Then, the more general case will be addressed. Specifically,
in the absence of covariates we can formulate the two models as
log
P (Y = 1 | X = x,W = w)
P (Y = 0 | X = x,W = w) = β0 + βxx+ βww + βxwxw (3)
and
log
P (W = 1 | X = x)
P (W = 0 | X = x) = γ0 + γxx. (4)
Let Ax,x? be
Ax,x? =
exp(βw + βxwx) exp(γ0 + γxx
?){1 + exp(β0 + βxx)}+ 1 + exp{β0 + βw + (βx + βxw)x}
exp(γ0 + γxx?){1 + exp(β0 + βxx)}+ 1 + exp{β0 + βw + (βx + βxw)x} .
(5)
Combining the assumptions above, it follows from Stanghellini and Doretti (2019) that
log ORTEx,x? = βx(x− x?) + log
Ax,x
Ax?,x?
, (6)
where, letting W¯ = 1−W , Ax,x is the inverse of the risk ratios of W¯ for varying Y when X = x,
that is,
Ax,x =
P (W¯ = 1 | Y = 0, X = x)
P (W¯ = 1 | Y = 1, X = x) . (7)
Here, we show that a decomposition for the causal total effect on the odds ratio scale is given
by
log ORNDEx,x? = βx(x− x?) + log
Ax,x?
Ax?,x?
(8)
and
log ORNIEx,x? = log
Ax,x
Ax,x?
, (9)
whose sum immediately returns (6). The mathematical derivations leading to (8) and (9) are given
in Appendix A.
The approach above extends the one by Valeri and VanderWeele (2013) developed under the
rare outcome assumptions. Like in their case, it is possible to express the natural direct effect as
the product between the controlled direct effect ORCDEx,x?|c(0) and a residual term. The former is
known to be parametrically identified, without the need to invoke the rare outcome assumption, by
exp{βx(x − x?)} (Valeri and VanderWeele, 2013). The latter reduces to the residual term of the
natural direct effect in Valeri and VanderWeele (2013, p. 150) if P (Y = 1 | X = x,W = w) - or,
equivalently, the exponentiated linear predictor exp(β0 + βxx+ βww+ βxwxw) - tends to zero for
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every (x,w) configuration (notice that this rationale holds if exp(βw + βxwx) does not approach
zero, so that the limit is not in an undetermined form). Clearly, it also holds that (9) tends to the
natural indirect effect in Valeri and VanderWeele (2013, p. 150).
The parametric formulae (8) and (9) also link natural effects to their pathway-specific regression
coefficients in an explicit way. Although the general expression of the A terms involves the whole
set of parameters, it is easy to observe that log(Ax,x?/Ax?,x?) = 0 if βx = 0 = βxw, whereas
log(Ax,x/Ax,x?) = 0 if γx = 0. Furthermore, if βw = 0 = βxw, then Ax,x? is equal to 1 for
every combination of x and x?. As a consequence, natural effects vanish whenever the associated
coefficients are null. It is useful to bear in mind that such a clear correspondence between model
parameters and direct/indirect effects does not hold with associational (non-causal) effects. In par-
ticular, for non-linear models it is known that the condition γx = 0 does not guarantee the marginal
and conditional effects ofX on Y be equal (Cox and Wermuth, 2003). For logistic regression, this is
related to the well-known fact that odds ratios are non-collapsible association measures (Greenland
et al. 1999; see also Stanghellini and Doretti 2019).
The extension of the above setting to the parametric inclusion of covariates C is immediate. In
detail, if Equations (3) and (4) are modified to account for these additional covariates and for all
their possible interactions, i.e., to
log
P (Y = 1 | X = x,W = w,Z = z)
P (Y = 0 | X = x,W = w,Z = z) = β0+βxx+βww+βzz+βxwxw+βxzxz+βwzwz+βxwzxwz
(10)
and
log
P (W = 1 | X = x, V = v)
P (W = 0 | X = x, V = v) = γ0 + γxx+ γvv + γxvxv, (11)
then natural effects become conditional on the covariate configuration C = c and can be written as
log ORNDEx,x?|c = (βx + βxzz)(x− x?) + log
Ax,x?|c
Ax?,x?|c
(12)
and
log ORNIEx,x?|c = log
Ax,x|c
Ax,x?|c
, (13)
where, denoting the exponentiated linear predictors by the compact forms
ey(x,w, z) = exp(β0 + βxx+ βww + βzz + βxwxw + βxzxz + βwzwz + βxwzxwz)
ew(x, v) = exp(γ0 + γxx+ γvv + γxvxv),
the conditional version of (5) is given by
Ax,x?|c =
exp(βw + βxwx+ βwzz + βxwzxz)ew(x
?, v){1 + ey(x, 0, z)}+ 1 + ey(x, 1, z)
ew(x?, v){1 + ey(x, 0, z)}+ 1 + ey(x, 1, z) .
(14)
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Setting Prevalence β0 βx βw βxw γ0 γx ORNDE1,0 OR
NIE
1,0 OR
TE
1,0
1 20% -1.30 0.10 -0.08 -0.02 1 0.60 1.0893 0.9898 1.0782
40% -0.45 1.0892 0.9999 1.0782
60% 0.45 1.0890 0.9900 1.0781
2 20% -2.10 0.80 0.70 -0.10 -0.50 0.60 2.0971 1.0926 2.2914
40% -1.10 2.0988 1.0918 2.2915
60% -0.20 2.1145 1.0903 2.3055
Table 1: Simulation study: true parameter values (up to the fourth digit) for the two settings.
The proof follows immediately from the one of the previous case and is also reported in Ap-
pendix A.
Clearly, all these decompositions allow the consistent estimation of causal natural effects by
simply plugging-in the parameter estimates of logistic regression models in the formulae above.
Approximate standard errors for the estimates eˆ = (OˆR
NDE
x,x?|c, OˆR
NIE
x,x?|c)′ can be obtained via the
delta method (Oehlert, 1992). Explicit formulae for the first-order approximate variance-covariance
matrix V (eˆ), obtained with such a method, are reported in Appendix B.
3 Simulation study
In this section, we present the results of a simulation study conducted to compare the exact natural
effect estimators to the approximate ones of Valeri and VanderWeele (2013), which are based on the
rare outcome assumption, and to the natural effect model estimators (Vansteelandt et al., 2012). As
for the latter, we consider results obtained with both the imputation and weighting methods, which
can be implemented using the medflex R package; see Steen et al. (2017). The behavior of the
estimated standard errors is also analyzed. We consider a simplified context with no covariates and
an exposure X that can be either binary or continuous. In the former case, we generate X from a
Bernoulli distribution with probability P (X = 1) = 0.5, whereas in the latter case X is sampled
from a Normal distribution withE(X) = 0.5 and V (X) = 1. Because of the absence of covariates,
the data generating process for Y and W can be represented by Equations (3) and (4).
Two settings characterized by different magnitudes of the regression coefficients are built. For
each setting, we adopt a scheme similar to the one of Gaynor et al. (2018) and govern the outcome
rareness by varying the intercept β0. Specifically, we set three different values of β0 in order to
obtain, in combination with other parameters, a marginal probability P (Y = 1) approximately
equal to 20%, 40% and 60%. In what follows, we borrow from the epidemiological terminology
and refer to P (Y = 1) as to the outcome prevalence. Parameters are defined in a way such that all
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the conditional prevalences P (Y = 1 | X = x,W = w) are close to the marginal one (we recall
that the rare outcome assumption has to hold conditionally to the levels ofX andW ; see Section 1).
The true parameter values for the two settings, together with the true casual effects associated to
them, are reported in Table 1. Finally, three sample sizes (n = 250, 500, 1000) are considered, so
that an overall total of 2 × 2 × 3 × 3 = 36 simulation scenarios is obtained. For each scenario,
1000 datasets are generated and the estimates of the three causal parameters ORNDE1,0 , OR
NIE
1,0 and
ORTE1,0, together with their standard errors, are computed. The standard errors of the approximate
estimators are obtained with the delta method as well, as illustrated in the web appendix of Valeri
and VanderWeele (2013), whereas for the weighting and imputation approaches robust standard
errors are returned in the output of medflex.
Figure 2 contains a summary of the simulation results for the second parameter setting and the
case of continuous X . It depicts a 3 × 3 panel where rows vary with the sample size and columns
with the causal estimand. Each plot in the panel compares the relative root mean squared error
(RRMSE) of the four estimators for the three prevalence levels. Black dots represent exact esti-
mators, while blues squares, red asterisks and green triangles denote approximate, imputation and
weighting estimators respectively. For the natural direct effect and the total effect, the exact and
imputation methods almost always (slightly) outperform the approximate and the weighting estima-
tors in terms of RRMSE, with more pronounced differences for lower sample sizes. As expected,
the gap between approximate and exact estimators increases with the prevalence. Nevertheless, the
performance of approximate estimators does not monotonically worsen as the prevalence increases.
As a matter of fact, we always observe a performance improvement moving from a 20% to a 40%
prevalence, and a worsening from 40% to 60%. In a setting with a continuous mediator, an anal-
ogous behavior was spotted, for relatively small magnitudes of the regression coefficients, in the
simulation study implemented by VanderWeele and Vansteelandt (2010). This might not be the
case for higher parameter magnitudes. For the natural indirect effect, a mild predominance of the
weighting and imputation estimators is observed, though, given also the different scale in the plots,
one can conclude the estimator performances are essentially equivalent overall.
Figure 3 shows the same plot as Figure 2 for the binary exposure case. Here, results are almost
identical for all the estimators, with the exception of the approximate one which has a worse perfor-
mance for the natural direct effect and the total effect. These findings are in line with those obtained
by Samoilenko et al. (2018), though their setting is different in that the rare outcome assumption is
violated for some exposure/mediator strata but not marginally. With regard to the prevalence and
the sample size, the same patterns as in Figure 2 are observed. It is worth to highlight that in this
binary exposure setting the exact and imputation approaches produce the same estimates (up to the
fifteenth digit) in every replication, possibly due to the fact that model (3), whose estimate is used
as an input in both models, is a saturated one.
For both kinds of exposure, results for the first parameter setting (not shown) are substantially
equivalent to those reported above. This is also the case for the coverage rates of 95% confidence
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intervals, which are all close to the 95% nominal level. Finally, a comparison involving variance
estimators is also made. To this end, we have built a series of plots like the one in Figure 4. These
plots contain a 3 × 3 panel similar to those in Figures 2 and 3, but with rows varying with the
prevalence level rather than the sample size. Each quadrant reports the empirical cumulative den-
sity function (ECDF) of the standard errors of the four estimators, computed at every iteration. The
black line represents the ECDF of the exact estimator standard errors, whereas the blue, red and
green lines denote the approximate, imputation and weighting method respectively. Specifically,
Figure 4 reports results for the second parameter setting, the n = 1000 sample size and the contin-
uous exposure. For such a case, it is possible to observe that variance estimates for the weighting
estimator tend to be higher for natural direct effects and the total effects. The same scheme occurs
for the standard errors of the approximate estimator, especially at higher prevalences, with regard
to total effects only. As for natural indirect effects, the exact and approximate estimators appear to
have slightly higher standard errors, although also in this case differences in the plot scales must
be accounted for. The plots referring to the other simulation scenarios show minor and unsystem-
atic differences, which lead to conclude that the behavior of these variability estimators is almost
equivalent for every estimation method.
4 Application to Bosnian microcredit data
Microcredit, as the main tool of microfinance, makes credit accessible to those individuals, often
termed “unbankables”, that are considered too risky and financially unreliable to access regular
loans granted by financial institutions. The main purpose of microcredit is the enhancement of
the overall “bankability” - that is, the capability to attract loans from banks or other microfinance
institutions (MFIs) - of the financially disadvantaged individuals. We here offer an empirical ap-
plication of the derived analytical results to the microcredit experiment implemented in Bosnia and
Herzegovina by Augsburg et al. (2015); see also Banerjee et al. (2015) for details about the more
general project involving similar experiments in other countries. This study was performed during
the period 2009-2010 and was addressed to a particular segment of unbankable people formed by
the potential clients of a well-established MFI of the country.
The main goal of the experiment was to evaluate the impact of randomly allocated microcre-
dit loans not only on client’s bankability but also on a number of other socioeconomic outcomes
including self-employment, business ownership, income, time worked, consumption and savings.
At baseline, clients were selected to take part to the experiment and enrolled in a pre-intervention
survey in order to collect main information concerning them and their household. Then, they were
randomly assigned to the exposure (access to the microloan) or control group. After 14 months,
the research team conducted a follow-up survey on the same respondents recruited at baseline. In
total, 995 respondents were interviewed at the two waves. In the experiment description contained
in Augsburg et al. (2015), non-compliance issues appear to be absent, but a 17% loss to follow-
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Figure 2: Simulation results for setting 2, continuousX: relative root mean squared error (RRMSE)
as a function of the outcome prevalence for the three estimands and the three sample sizes (• exact
estimators,  approximate estimators, ∗ imputation,4 weighting).
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Figure 3: Simulation results for setting 2, binary X: relative root mean squared error (RRMSE) as
a function of the outcome prevalence for the three estimands and the three sample sizes (• exact
estimators,  approximate estimators, ∗ imputation,4 weighting).
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Figure 4: Simulation results for setting 2, continuous X , n = 1000: empirical cumulative density
function of estimated standard errors (— exact estimators, — approximate estimators, — imputa-
tion, — weighting).
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Business Ownership
Other Loans from MFIs
S
Figure 5: Causal mediation setting for the Bosnian microcredit study.
up was registered. However, the reasons leading to client dropout, together with formal analyses
reported in the paper, do not induce to think that a non-ignorable missigness mechanism (Molen-
berghs et al., 2008) occurred. The average microloan amount was equal to 1’653 Bosnian marks
(BAM, with an exchange rate at baseline of US$1 to BAM 1.634) with an average maturity of 57
weeks.
Since individuals were free to use money from the loan for business activities as well as for
household consumption, a positive effect of the financing policy on many of the above-mentioned
socioeconomic indicators was found (Augsburg et al., 2015). However, some of these measures
can be reasonably thought of not only as final outcomes, but also as determinants of client’s future
credit attractiveness, lending themselves to the role of possible mediators of the overall effect of
microcredit on bankability. In particular, Banerjee et al. (2015) acknowledge, though without any
formal analysis, business ownership as the main candidate as a mediator variable. In line with their
hypothesis, we apply the derived decomposition of causal natural effects in order to try and validate
such a mediation scheme. Specifically, we make use of the notation of Section 2 and denote by
X the binary exposure taking value 1 if the client gets the microcredit financing at baseline and 0
otherwise, by Y the binary outcome taking value 1 for clients who have access to at least one new
credit line from an MFI at follow-up, and by W the binary mediator with value 1 for units owning a
personal business and 0 otherwise, which is also measured at follow-up. Notice that individuals with
Y = 1 might have received loans also from other traditional institutions like banks. A graphical
representation of the setting under investigation is shown in Figure 5.
From Figure 5, it is possible to note that no exposure-outcome and exposure-mediator con-
founders are included in the analysis since the exposure assignment is randomized. On the contrary,
a set of possible mediator-outcome confounders S needs to be determined. Some preliminary re-
search combined with subject matter considerations led to include in S client’s age (A), educational
level (U ) and number of active loans (L). In particular, age is measured in years while educational
level is coded as a binary variable taking value 1 for individuals with at least a university degree and
0 otherwise. All these covariates are measured at baseline and can be considered as pre-treatment
variables. This should ensure that the cross-world independence assumption (see Section 2) holds,
since none of the variables in S is causally affected by the exposure (VanderWeele and Vanstee-
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Y ∼ β0 + βxX + βwW + βxwXW + βaA+ βuU + βlL
Estimate Std. Error 95% Conf. Interval p-value
β0 -1.542 0.290 -2.118 -0.981 0.000
βx 1.903 0.213 1.492 2.327 0.000
βw 0.758 0.211 0.349 1.175 0.000
βxw 0.137 0.296 -0.444 0.718 0.643
βa 0.008 0.006 -0.004 0.020 0.214
βu -1.001 0.363 -1.729 -0.299 0.006
βl 0.185 0.085 0.020 0.355 0.029
W ∼ γ0 + γxX
Estimate Std. Error 95% Conf. Interval p-value
γ0 0.027 0.095 -0.159 0.213 0.776
γx 0.262 0.128 0.011 0.513 0.041
Table 2: Results from the fitted logistic models for the outcome and the mediator.
landt, 2009; Steen and Vansteelandt, 2018). In the sample, age ranges from 17 to 70 years, with
an average of 37.81 years and a median of 37 years. The first and third quartiles are 28 and 47
years respectively. Further, only 5% of sample units own a university degree, while only 4% have
three or more active loans at baseline. All the sample marginal probabilities for X , W and Y are
close to 0.5. In detail, we have P (X = 1) = 0.55, P (W = 1) = 0.54 and P (Y = 1) = 0.57.
Furthermore, we have P (Y = 1 | X = 0,W = 0) = 0.24, P (Y = 1 | X = 1,W = 0) = 0.67,
P (Y = 1 | X = 0,W = 1) = 0.41 and P (Y = 1 | X = 1,W = 1) = 0.84, in contrast with the
rare outcome assumption, which is clearly violated also conditionally on the covariates S.
Table 2 contains the output of the fitted logistic regression models for the outcome and the
mediator, whereas Table 3 shows the estimates, together with their variability measures, of the
causal effects obtained from these model parameters. The effects refer to individuals with median
age and all the most relevant patterns of the other covariates. The asymptotic standard errors and
confidence intervals are constructed using the delta method as illustrated in Appendix B. As in
standard analyses on odds ratios, the 95% confidence intervals are first built on the logarithmic scale
and then exponentiated. Also, the p-values refer to tests where the null hypotheses are formulated
on the logarithmic scale, that is, that log-odds ratios are equal to zero. In the outcome model, the
presence of interaction terms involving the confounders was explored, but none of these effects
resulted statistically significant or, to the best of our judgment, worth to be added to the model.
Table 2 shows that all the estimated coefficients related to the mediation pathways X →W →
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Y and X → Y are positive and statistically significant, with the exception of the interaction βˆxw,
which is positive but not significant (p-value 0.643). However, it is possible to notice a relevant
difference in the coefficient magnitudes. Indeed, βˆw and γˆx are much smaller than βˆx, suggesting
that the natural direct effect is the dominant component of the total effect. This is confirmed by the
results in Table 3 which are rather stable across the covariate patterns examined. Specifically, the
estimated natural direct effects always lie between 6.646 and 6.796, whereas all the estimates of
natural indirect effects are very close to 1.059 (digits from the fourth onwards are not reported in
the table).
All the 95% confidence intervals for the direct effects are far away from 1, corresponding to
highly significant natural direct effects. On the contrary, all the 95% confidence intervals for the
indirect effects barely contain 1, corresponding to p-values around 6%. The low magnitude of
the natural indirect effects might be due to the relatively limited temporal distance occurring be-
tween the baseline and the follow-up measurement occasions. Indeed, also from the original study
by Augsburg et al. (2015) it seems that a 14-month period may be not long enough to register any
relevant effect of microcredit on business ownership. We have also replicated these results starting
from an alternative outcome model where the XW interaction is removed. In this model, the main
effects modify to βˆx = 1.974 (s.e. 0.149) and βˆw = 0.828 (s.e. 0.149), while the other param-
eters do not sensibly change. The causal odds ratios resulting from this model are substantially
equivalent to the previous ones.
We can conclude that the estimated causal odds ratios for the total effects lie around 7.10, a value
slightly greater than, but essentially in line with, the marginal outcome/exposure odds ratio (6.885,
s.e. 0.985 with the delta method). Since access to microloans is randomly assigned, such a marginal
odds ratio also has a causal interpretation, though not in a mediation setting. A sensible comparison
between these results has to account for the fact that the two approaches generating them rely
on different parametric assumptions since logistic models are generally not collapsible (Lin et al.,
1998).
As a sensitivity analysis, we have also recomputed the effect estimates after widening the set
of observed confounders with some other potentially relevant variables excluded in the first place
like income, value of family assets, gender and marital status. Also these results are in line with the
values in Table 3. Though this tends to confirm the validity of our causal estimates, like in every
empirical study the absence of unobserved confounding cannot be guaranteed with certainty, and
results have to be interpreted with caution.
5 Conclusions
We have focussed on causal mediation for binary outcomes, deriving a novel parametric decompo-
sition of natural direct and indirect effects, on the odds ratio scale, for settings where the mediator
is a binary random variable. The proposed formulae are exact in the sense that they do not require
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A = 37, U = 0, L = 0 A = 37, U = 1, L = 0
Est. SE 95% CI p-value Est. SE 95% CI p-value
ORNDE1,0|c 6.652 0.953 5.024 8.809 0.000 6.796 0.988 5.112 9.036 0.000
ORNIE1,0|c 1.059 0.033 0.997 1.125 0.063 1.059 0.033 0.997 1.125 0.063
ORTE1,0|c 7.046 1.022 5.302 9.364 0.000 7.197 1.071 5.376 9.635 0.000
A = 37, U = 0, L = 1 A = 37, U = 1, L = 1
Est. SE 95% CI p-value Est. SE 95% CI p-value
ORNDE1,0|c 6.646 0.954 5.017 8.806 0.000 6.757 0.976 5.091 8.969 0.000
ORNIE1,0|c 1.059 0.033 0.997 1.125 0.062 1.059 0.033 0.997 1.125 0.063
ORTE1,0|c 7.039 1.022 5.296 9.356 0.000 7.157 1.057 5.358 9.559 0.000
A = 37, U = 0, L = 2 A = 37, U = 1, L = 2
Est. SE 95% CI p-value Est. SE 95% CI p-value
ORNDE1,0|c 6.647 0.957 5.012 8.815 0.000 6.723 0.967 5.072 8.913 0.000
ORNIE1,0|c 1.059 0.033 0.997 1.125 0.062 1.059 0.033 0.997 1.125 0.063
ORTE1,0|c 7.040 1.024 5.294 9.361 0.000 7.121 1.045 5.341 9.494 0.000
Table 3: Estimates, standard errors (SEs), 95% confidence intervals (CIs) and p-values of the causal
odds ratios for the mediation scheme of Figure 5.
the rare outcome assumption. Furthermore, they are written in order to distinctly maintain the link
between natural effects and their pathway-correspondent coefficients of the logistic regression mod-
els assumed to govern the data generating process of the outcome and the mediator. In particular,
in line with VanderWeele and Vansteelandt (2010) and Valeri and VanderWeele (2013), we have
isolated the controlled direct effect as part of the natural direct effect. We have also formalized
the expressions of the approximate standard errors of the causal effect estimators, obtained via the
delta method. The formulae for both the causal effects and the standard errors generalize the ex-
isting ones, especially with regard to the presence of parametric interactions between the exposure
(and the mediator) and the confounders in the logistic models.
Through a simulation study, we have compared these exact estimators to the approximated
ones of Valeri and VanderWeele (2013), which rely on the rare outcome assumption, and to those
obtained from natural effect models (Vansteelandt et al., 2012; Steen et al., 2017). In a basic frame-
work with no covariates and an exposure that could be either binary or continuous, we have built
a number of scenarios by combining different parameter magnitudes, outcome prevalences and
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sample sizes. We have recorded the performance of the above mentioned estimators and of their
variances. Results have shown that exact estimators slightly overcome approximate estimators and
are essentially equivalent to natural effect estimators.
As an illustration, we have applied the derived formulae to a dataset coming from a microcredit
experiment performed in Bosnia and Herzegovina (Augsburg et al., 2015), where it is plausible to
think that the effect of randomly allocated microloans on client’s bankability (i.e., the capability
to obtain loans from financial institutions) at a 14-month follow up might be mediated by whether
or not the client owns an active business. The causal effects estimated for the microcredit data
are conditional on client’s age, educational level and number of active loans at baseline, that is,
on the patterns of the mediator-outcome confounder variables we have identified by combining
empirical analyses and subject matter knowledge. Nevertheless, the results we have obtained are
rather stable across these patterns. Specifically, all the total causal effect odds ratios lie around 7.10,
but only a small (and barely significant) part of such total effects appears to be mediated by business
ownership.
The counterfactual approach to mediation analysis requires strong assumptions about confound-
ing which might be difficult to meet in practice. Therefore, it would be interesting to adapt to the
present context the existing methods of sensitivity analysis with respect to unobserved confound-
ing. In particular, the interval identification method introduced by (Lindmark et al., 2018) for probit
regression could be adapted to logistic models. Other promising extensions involve the case of mul-
tiple mediators, for which associational decompositions have been recently derived (Stanghellini
and Doretti, 2019) that could help identify causal effects.
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A Mathematical derivation of ORNDEx,x? and OR
NIE
x,x?
Given the standard causal inference assumptions of Section 2, the two natural effects can be non-
parametrically identified by using Pearl’s mediation formula (Pearl, 2001, 2010). For a binary
mediator, the expression identifying the natural direct effect is
ORNDEx,x? =
Q1︷ ︸︸ ︷∑
w
P (Y = 1 | X = x,W = w)P (W = w | X = x?)/
∑
w
P (Y = 0 | X = x,W = w)P (W = w | X = x?)∑
w
P (Y = 1 | X = x?,W = w)P (W = w | X = x?)/
∑
w
P (Y = 0 | X = x?,W = w)P (W = w | X = x?)︸ ︷︷ ︸
Q2
Given the parametric models assumed, the numerator of the expression above can be written as
Q1 =
P (Y = 1 | X = x,W = 1)P (W = 1 | X = x?) + P (Y = 1 | X = x,W = 0)P (W = 0 | X = x?)
P (Y = 0 | X = x,W = 1)P (W = 1 | X = x?) + P (Y = 0 | X = x,W = 0)P (W = 0 | X = x?)
=
exp{β0+βw+(βx+βxw)x}
1+exp{β0+βw+(βx+βxw)x} ×
exp(γ0+γxx
?)
1+exp(γ0+γxx?)
+ exp(β0+βxx)
1+exp(β0+βxx)
× 1
1+exp(γ0+γxx?)
1
1+exp{β0+βw+(βx+βxw)x} ×
exp(γ0+γxx?)
1+exp(γ0+γxx?)
+ 1
1+exp(β0+βxx)
× 1
1+exp(γ0+γxx?)
=
exp{β0 + βw + (βx + βwx)x} exp(γ0 + γxx?){1 + exp(β0 + βxx)}+ exp(β0 + βxx)[1 + exp{β0 + βw + (βx + βxw)x}]
exp(γ0 + γxx?){1 + exp(β0 + βxx)}+ 1 + exp{β0 + βw + (βx + βxw)x}
= exp(β0 + βxx)Ax,x? .
For the denominator, an analogous calculation leads to Q2 = exp(β0 + βxx?)Ax?,x? and therefore
to log ORNDEx,x? = logQ1 − logQ2 = βx(x− x?) + log(Ax,x?/Ax?,x?), which proves Equation (8).
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Derivations for the natural indirect effect are similar since we have
ORNIEx,x? =
Q3︷ ︸︸ ︷∑
w
P (Y = 1 | X = x,W = w)P (W = w | X = x)/
∑
w
P (Y = 0 | X = x,W = w)P (W = w | X = x)∑
w
P (Y = 1 | X = x,W = w)P (W = w | X = x?)/
∑
w
P (Y = 0 | X = x,W = w)P (W = w | X = x?)︸ ︷︷ ︸
Q1
,
with Q3 = exp(β0 +βxx)Ax,x, leading to log ORNIEx,x? = logQ3− logQ1 = log(Ax,x/Ax,x?), that
is, Equation (9).
To prove that Ax,x equals the inverse risk ratio term in (7), let
gy(x) = y(βw + βxwx) + log
(
1 + exp(β0 + βxx)
1 + exp(β0 + βxx+ βw + βxwx)
)
+ γ0 + γxx
be the parametric expression for log P (W=1|Y=y,X=x)P (W=0|Y=y,X=x) given by Stanghellini and Doretti (2019).
Then, it is straightforward to prove that
Ax,x =
1 + exp{g1(x)}
1 + exp{g0(x)} ,
with the right-hand side term being indeed the probability ratio in (7).
The algebraic developments above remain unchanged once confounding-removing covariates
C are added, provided that linear predictors are suitably modified. Specifically, the conditional
versions of Q1, Q2 and Q3 become
Q1|c = ey(x, 0, z)Ax,x?|c
Q2|c = ey(x?, 0, z)Ax?,x?|c
Q3|c = ey(x, 0, z)Ax,x|c,
where ey(x,w, z) and Ax,x?|c are as in Section 2. The derivation of Equations (12) and (13) is
then immediate. Notice that this approach can be immediately generalized to account for multiple
confounders; it suffices to replace z with z = (z1, . . . , zp)′ and v with v = (v1, . . . , vq)′ in the
formulas above, substituting every product involving z and v with the corresponding row-column
product (for instance, βzz is replaced by β′zz with βz = (βz1 , . . . , βzp)′ and so on).
B Variance-covariance matrix of estimated causal natural effects
Denoting by β = (β0, βx, βz, βxz, βw, βxw, βwz, βxwz)′ and γ = (γ0, γx, γv, γxv)′ the two vectors
of model parameters and by Σβˆ and Σγˆ the variance-covariance matrices of their estimators βˆ
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and γˆ, the first-order approximate variance-covariance matrix of eˆ = (OˆR
NDE
x,x?|c, OˆR
NIE
x,x?|c)′ can be
obtained as V (eˆ) = EDΣD′E′, where E = diag(e),
Σ =
(
Σβˆ 0
0 Σγˆ
)
andD is the matrix of derivativesD = ∂ log e/∂θ′, with θ = (β′,γ ′)′ denoting the whole param-
eter vector. To obtain D, it is convenient to compute the row vector dx,x?|c = ∂Ax,x?|c/∂θ′ first.
To this end, it is worth to write Ax,x?|c as
Ax,x?|c =
p1p2p3 + p4
p2p3 + p4
,
with p1 = exp(βw + βxwx + βwzz + βxwzxz), p2 = ew(x?, v), p3 = 1 + ey(x, 0, z) and p4 =
1 + ey(x, 1, z). Under this notation, the three key derivatives to compute are
dβ0(x, x
? | c) = ∂Ax,x?|c
∂β0
=
{p1p2(p3 − 1) + p4 − 1}(p2p3 + p4)− (p1p2p3 + p4){p2(p3 − 1) + p4 − 1}
(p2p3 + p4)2
dβw(x, x
? | c) = ∂Ax,x?|c
∂βw
=
(p1p2p3 + p4 − 1)(p2p3 + p4)− (p1p2p3 + p4)(p4 − 1)
(p2p3 + p4)2
dγ0(x, x
? | c) = ∂Ax,x?|c
∂γ0
=
(p1p2p3)(p2p3 + p4)− (p1p2p3 + p4)(p2p3)
(p2p3 + p4)2
,
while the others can be written as functions thereof. Specifically, a compact form for dx,x?|c is
given by
dx,x?|c = [(dβ0(x, x
? | c), dβw(x, x? | c))⊗ d(x, z) , dγ0(x, x? | c)d(x?, v)],
where ⊗ denotes the Kronecker product and, letting I2 be a diagonal matrix of order 2, d(a, b) is
the row vector returned by the vector-matrix multiplication d(a, b) = (1 , a)[(1 , b)⊗I2]. The vec-
tors dx,x|c and dx?,x?|c can be calculated applying the same formulas above to Ax,x|c and Ax?,x?|c
respectively. Then, the matrixD can be obtained as
D =
(
d1 + d2
d3
)
,
where
d2 = dx,x?/Ax,x? − dx?,x?/Ax?,x?
d3 = dx,x/Ax,x − dx,x?/Ax,x? ,
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while d1 is a row vector of the same length of θ with all its components set to zero but the ones in
the positions of βx and βxz , worth x− x? and z(x− x?) respectively. Again, extension to multiple
confounders is immediate provided that β and γ are extended as follows:
β = (β0, βx, βz1 , . . . , βzp , βxz1 , . . . , βxzp , βw, βxw, βwz1 , . . . , βwzp , βxwz1 , . . . , βxwzp)
′
γ = (γ0, γx, γv1 , . . . , γvq , γxv1 , . . . , γxvp)
′.
Given the multiplicative nature of the effect decomposition on the odds ratio scale, the delta method
can be further applied to compute the approximate variance of the estimated causal total effect as
V (OˆR
TE
x,x?|c) = e¯
′V (eˆ)e¯,
where e¯ = (ORNIEx,x?,|c,OR
NDE
x,x?,|c)
′, which is e with its two components exchanged. Clearly, in
finite-sample analyses one has plug in the estimates βˆ and γˆ in the formulas above to obtain the
estimated variances/covariances.
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