The Internet of Things (IOT) has been widely applied in many fields, while the IOT data are always large volume, update frequently and inherently multi-dimensional, these characteristics bring big challenges to the traditional DBMSs. The traditional DBMSs have rich functionality and can deal with multi-attributes access efficiently, they can not scale good enough to deal with large volume data and can not support high insert throughput. The cloud-based database systems have good scalability, but they don't support multidimensional access natively.In order to deal with the large volume of IOT data, we propose an update and query efficient index framework (UQE-Index) based on key-value store that can support high insert throughput and provide efficient multi-dimensional query simultaneously.We implemented a prototype based on HBase and did comprehensive experiments to test our solution's scalability and efficiency.
INTRODUCTION
With the development of RFID, sensor, GPS and other related techniques, "Internet of Things"(IOT) has been widely applied in many applications successfully and plays Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. an important role in intelligent transportation system (ITS), environment monitoring system etc.
The IOT data is usually in large volume,update frequently and multi-dimensional, these characteristics bring us big challenges for massive IOT data management. For Instance, in the intelligent transportation system of a big city, supposing that there are one million GPS enabled vehicles, the vehicles emit one record every 30 seconds or 60 seconds, each record contains ID,CompanyID, VehicleSimID, GPSTime, GPSLongitude, GPSLatitude and other related attributes, each reord is 100 Bytes, then the total size of the data one day will be 100B * 10 6 /min * 60/h * 24/day ≈ 144G. So the database management system driving the IOT applications should be able to deal with so large volume data and can support millions of data insert per minute.
The relational database management systems have been empowered with rich functionality by using K-d tree and R-tree indexes to support efficient multi-dimensional access, but RDBMS can't scale up well to deal with huge volume data and support millions of insert per minute. Key-value stores, such as BigTable [1] can support millions of updates per minute while providing fault tolerance and high availability, but they can't provide rich functionality and don't support multi-dimensional access natively. They can support efficient point and range queries on rowkey, but it has to scan the whole table for the queries on non-rowkeys. Although the MapReduce framework can be used to enhance concurrency and improve the query performance, full scan is still wasteful, especially for the high selective query.
In order to support both high insert throughput and efficient multi-dimensional query, we proposed an update and query efficient index framework (UQE-Index) based on the Key-value store, the Key-value store is used to store the data and to support high inset throughput, while the index is used to support efficient multi-dimensional query. The cost of the index creation and maintenance will be very high if we put the traditional index structures into Key-value store directly, so we consider the data as current data and historical data, and index them at different granularities, such solution can effectively reduce the index update times and decrease the index maintenance cost. We implemented a prototype based on HBase and performed comprehensive experiments to test the performance of our solution. The main contributions of the paper are as follows:
1. We proposed an update and query efficient index framework based on Key-value store that can support both multi-dimensional query and high inset throughput.
2. We proposed a dynamic data partition strategy that can make sure that the data is evenly distributed into each region in HBase and the data that is close in time and space dimension is usually stored in the same regions.
3. We implemented a prototype based on HBase and performed detailed evaluations using uniform and skewed distribution data set.
The rest of the paper is organized as follows. In section 2 we review the related works. Section 3 describes the index framework and system architecture. Section 4 and 5 describe the data partition strategy and index implementation details. Section 6 gives the multi-dimensional range query algorithm. In section 7 we perform comprehensive experiments on our prototype. Section 8 concludes the paper.
RELATED WORK
The index techniques for cloud data management have been well studied in many literatures. Wu et al. [7] are the pioneers who began to do some research about the index for cloud data management. They firstly proposed a two level index framework in the cloud environment. According to the framework, the data is divided into several partitions and these partitions are distributed into different storage nodes, each local index is built on the local data node, and the global index is built by selecting portion of the local index nodes. In order to improve the query efficiency and eliminate the bottleneck of the centralized index paradigm, the computer nodes are organized into overlay networks such as CAN [5] . Based on the above index framework, Wang et al. [6] , Ding et al. [2] and Zhang et al. [8] proposed other different index solutions respectively. Wang et al. [6] built one R-tree to index the local data on each compute node, and organized the compute nodes into a CAN overlay network, the global index was constructed by selecting portion of the local R-tree index nodes to publish into the CAN overlay network. Zhang et al. [8] used the K-d tree for local data, and in the global index level he adopted the centralized index scheme by using R-tree to organize the portion of the local K-d tree nodes. Ding et al. [2] used MX-CIF quad tree as the local index and Chord overlay network as the global index.
Secondary index is another kind of index techniques for cloud data management. IHBase [3] is an open source project that provides transactional and indexing extension for HBase. CCIndex [9] is another kind of secondary index solutions based on Key-value store proposed by Zhou et al., in [9] , one secondary index table was built for each indexed column. And in order to reduce the random read, the detailed information of each record was pushed into the secondary index table, so that the random read can be changed into sequential read. The author also proposed some optimization methods to support multi-dimensional query. CCIndex is easily to be implemented, but it has several drawbacks. Firstly it needs much more additional storage space when there are many indexed columns; secondly CCIndex does not support adding or removing index after the table was created.
MD-HBase was proposed by Shohi et al. [4] . In [4] the authors transformed the data from multi-dimensional space into one dimension by using linearization techniques such as Z-ordering and used the z-order value as the rowkey. In order to reduce the false positive scan during the query, the author divided the space into subspaces by using K-d tree and Quad-tree, and then constructed the index layer using the longest common prefix naming scheme.
3. SYSTEM OVERVIEW 3.1 System Architecture Figure 1 displays the system architecture containing client, index cluster and HBase cluster. The client is mainly responsible for data inserting and sending query requests; HBase cluster acts as two roles, one is used to store the data, the other one is to index the historical data for each region in HBase; Index cluster is mainly responsible for indexing the time intervals, partitioning the space and indexing the subspaces. The data insert procedure is as the follows: when the new data arrives, it will be sent to HBase cluster and index cluster simultaneously, the HBase cluster is used to store the data into regions, and the index cluster is used to index the current data at a coarse granularity (time interval and subspace), such that we can separate the index creation and maintenance from data storage, and the index creation has little burden on the insert performance. After the current time ends, the index cluster will send a request to the HBase cluster to build local index for the data in each region at record level. When dealing with query, the first step is to get the related regions that the desired data resides by filtering through index cluster, and then getting the data from the HBase cluster according to the desired regions. Figure 2 displays the index framework of UQE-Index, it contains three levels, the first two levels are time interval index and subspace index, they are coarse grained index and responsible for indexing the current data; the third level is local index that is a fine grained index and is used to index the historical data. The details are as the follows: Firstly we divide the time dimension into several time intervals, and these time intervals are indexed using B + -tree; Secondly, for the data in a specific current time interval,we divide them into several subspaces in space dimension dynamically using KD Tree or Quad Tree.The data of each subspace is stored into one region in HBase. Thirdly, when the current time interval ends, the following data starts from a new time interval, and the historical data that has been stored in HBase will not change any more, so for the historical data, we can build local index in batch using R-tree or Grid index. According to our UQE-Index approach, for the current data, we just index the time intervals and the subspaces, do not index the data itself, the index update times can be reduced effectively during the data inserting, so UQE-Index solution can support high update rates. 
Index Framework

Z-ordering Based Space Partitioning
In HBase the data is partitioned into several parts according to its rowkey, and in each region the rowkey is sequential. Based on this feature, we need to design a suitable rowkey generation scheme according to the spatio-temporal characteristics, and the rowkey must make sure that the data is generated randomly and distributed evenly in space dimension. So we adopted linearization technique (such as Z-ordering) to translate the multi-dimensional data into one dimension, the z-order value can be used as the rowkey to organize the data. The z-order value is computed as the following: Z t i = Z loc + i * N , Zt i is the global z-order value in the i th time interval; Z loc is the local z-order value; i displays the i th time interval; N is equal to the square of the z-order rank. For example, as shown in Figure 3 , the local z-order code of the grayer region should be 6, and the global z-order code can be computed as Z t i = Z loc +1 * (4 * 4) = 6+16 = 22.
Z-order value can preserve the locality to some extent, but the data that is nearby according to the z-order code is perhaps not adjacent to each other in the original space, so if we query the data directly based on the range of the z-order value, we have to scan many false positive regions. Just as depicted in Figure 3 , supposing that the green rectangle is the query range, the possible results are 2,3,8 and 9, while if we directly execute a range query based on the z-order value of the rectangle, we have to scan 2 to 9, actually 4 to 7 are false positives. So in order to eliminate the false positives, we adopt the bucket PR KD Tree to divide the subspaces based on the z-order value, and make sure that the z-order value is continuous in each subspace. For instance, during time interval [t0, t1), the space is divided into four subspaces, and the z-order value range are [0, 3], [4, 5] , [6, 7] , [8, 15] , each subspace corresponds to one region in HBase. If the volume of one subspace exceeds the predefined threshold, the subspace should be divided again, and the corresponding region in HBase has to split. 
Pre-splitting for the Subspaces
When dividing the data in spatial dimension using KD Tree or Quad Tree, if the volume of the data in one subspace exceeds the predefined value, the subspace should be divided again according to the partitioning strategy, at the same time, the region corresponding to the subspace also needs to be split and the data should be transferred accordingly. The dynamic partition strategy can guarantee the uniformity of the data distribution, but during the procedure of dividing the subspace and splitting the region, the related data has to be transferred and distributed again, it will cause additional cost and will affect the insert performance. In order to reduce such cost, we can divide the subspace at predefined level beforehand using the pre-splitting method, the details are described in Figure 4 . We can use Quad Tree or KD Tree to divide the data into several subspaces, each subspace corresponds to one region in HBase, so we can pre-create some regions according to the subspaces, so at the beginning, the data will be directly distributed into some specific region based on the range of the rowkey and the region will not split. Until the volume of a subspace is over the threshold value, the region needs to split again.
INDEX IMPLEMENTATION DETAILS
B + -tree Index for Time Intervals
Because the spatial distribution of the IOT data is changing with the time increasing, we divide the data into several time intervals (Time Interval Set)
is close at left and open at right, and these intervals are not overlapped with each other. In order to improve the query performance at the time dimension, we use B + -tree to index these time intervals. Each leaf node of the B + -tree points to one R-tree, which is used to index the subspaces for the specific time interval. All the data that lies in [ti−1, ti) are just indexed one time in time dimension.
R-tree Index for Subspaces
For the current data,we use Quad Tree to divide them into several subspaces, while after the current time interval ends, the data will not change any more, and the subspaces generated from the Quad Tree are not overlapped with each other, so we can use R-tree to index the subspaces. Each subspace is indexed only one time, so the index update times in space dimension is not very frequent. Each subspace corresponds to one region in HBase, when indexing the subspace, we also need to record the abstract information of the region, such as:< [x min, xmax), [ymin, ymax) 
Local Index for Data inside Region
We can build a local index for each historical region which is used to index every record in order to improve the query performance inside the region. Both R-tree index and grid index can be used as the local index structure. When querying from a region, firstly we can get the desired rowkeys by querying the corresponding local index, then obtain the actual data from HBase using the rowkeys.Because the volume of each region can't exceed the predefined threshold, we can consider the data as three dimensional data that comprised of time stamp, latitude and longitude, and then use R-tree to index the data. R-tree is a high balanced tree, so it just needs several times I/O to finish the query. On the other hand, the data distribution in each subspace is relative even after dividing the space using kd-tree or quad tree, for such kind of data, grid index can provide good query performance. In many cases, one specific query can be finished through two times I/O most, one is to get the grid directory and the other is to get the concrete data.
RANGE QUERY PROCESSING
Given a spatio-temporal range query Q(Et, Es), Et and E s are time range and space range respectively. Firstly we can get the time intervals by querying time interval index for E t(line:3); for each time interval, we can get the related regions that the query spatial range contains through the R-tree index for E s(line: 4-6); line 7-19 is responsible for getting the desired data from the candidate regions: if the range of one region is subset of the query range (E t, Es), we can scan the region directly(line 8-9); otherwise if the overlap degree between (E t, Es) and the range of a region is over the predefined threshold, we also need to scan the whole region and filter the data using the query conditions(line10-15); otherwise we can get the desired rowkeys through the local index for the region, finally get the desired records form HBase using the rowkeys (line 17).
EXPERIMENT EVALUATION
In this section we performance comprehensive evaluations of our prototype which is implemented based on HBase-0.20.6 and Hadoop-0.20.2, we have made some modifications about the internal functions of HBase. There are 16 computer nodes in the cluster which are connected with 1Gbit Ethernet switch, the configuration is: CPU: Q9650 3.00GHz, memory: 4GB, disk:500GB, os: 64bit Ubuntu9.10 server.
We evaluated the performance of our index solution using uniform and skewed distribution data sets, we generate 200 million records for each data set. Each record has nine attributes including ID,CompanyID, VehicleSimID, GPSTime, GPSLongitude, GPSLatitude, ConstantString and so on. For uniform distribution data set,GPSLongitude and GPSLatitude are uniformly distributed in the range [1, 10000] , while for skewed distribution data set they are generated following zipf like distribution, and the skew factor is set as 0.5. The GPSTime is the system time when the data is generated, ConstantString is used to tune the record size, and other attributes are generated randomly.
Performance of Insert Throughput
In this section we evaluate the performance of insert. Figure 5 describes the insert throughput of the system for uniform and skewed data, the system can reach 30000 records/s for the uniform data and 20000 records/s for the skewed data. The insert performance for the uniform data is better than that of the skewed data, because we divide the data in space dimension using KD-tree, if the volume of a given subspace exceeds the predefined threshold, the subspace has to be divided into two child subspaces, at the same time, the data in the original subspace also needs to be re-distributed into corresponding child subspace. For the skewed data, the subspaces are divided more frequently, so the cost will be higher and the performance of insert will be decreased. Figure 5 -(c) shows that the performance of UQE-Index is much better than that of EMINC, in EMINC, every record needs to be indexed in KD-Tree, so the index creation cost will bring heavy burden on the insert performance. Because we pre-split the regions in advance, the system will have higher concurrency, the performance of UQE-Index is comparable to that of Z-order. 
Performance of Range Queries
In this section, we evaluate the performance of the range queries of UQE-Index,EMINC [8] and Z-order methods. Figure 6 -(a) and (b) display the scalability of UQE-Index for the range queries with different selectivity. The UQEIndex has good scalability both for uniform and skewed distribution data set, while response time for skewed data set is much higher than that for uniform data set, because more regions need to be scanned for skewed data set. Figure 6 -(c) and (d) compare the performance of range queries among UQE-Index, EMINC and Z-order, UQE-Index has the best performance. For the queries with high selectivity, the performance of Z-order is the worst,because Z-order doesn't have any index structure, it needs to scan many false positive regions. As the selectivity decreases, the response time of UQE-Index and EMINC also increase, but UQE-Index still has the lowest response time. 
CONCLUSIONS AND FUTURE WORK
In this paper, We proposed an update and query efficient index framework (UQE-Index) based on the Key-value store to deal with massive IOT data. We also implemented a prototype based on HBase, and comprehensive experiment evaluations have been done to analyze our solution's efficiency and scalability. In the future, we will extend our works to support other query, e.g., KNN query and Skyline query. 
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