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I. INTRODUCTION 
Suppose a biological process is modelled by a system of differential 
equations 
= f^(t,x^, x^) i = 1,2,—,n (1.1a) 
where the prime here and henceforth denotes differentiation with respect 
to t and the x^ represent populations of certain distinct interacting 
species varying with time t. Such a mathematical model is clearly valid 
only if any solution (x^(t) ,... ,x^(t)) with initial values xyftg) = 
Xj 2 0 at t = t^ satsifies x^(t) >_ 0, j = 1, — ,n for all t > t^ in 
some interval about t^. Thus conditions necessary and sufficient for 
such behavior of solutions of (1.1a) are of interest. 
More generally, let us consider the ordinary differential equation 
x' = f(t,x) (1.1b) 
where x and f(t,x) have values in some Ba.nach space X. for MCX, 
we say M is flow or positively invariant if for any real t^ and every 
solution x(t) with x(tg)EM, there exists a=a(tQ) such that x(t)eM for 
tc[tg,tQ+a]. Henceforth to be consistent, the term "positive invariance" 
will be used instead of "flow invariance". For the case when X = r", 
real Euclidean n-space, and f is continuous on RxM, a necessary and 
sufficient condition for the positive invariance of M was studied by 
Nagumo [18], Yorke [27], Brezis [2], Bony [1], Crandall [4]. Martin 
[14,15] and Vblkmann [24] consider the case when X is not necessarily 
2 
finite dimensional-
In this dissertation, we are concerned with systems of first order 
delay differential equations 
x'(t) = f(t,x^) (1.2) 
where x^(s) = x(t+s), seig, Iq  an interval of the form [-r,0], r > 0, 
or (-°°,0]. Here the derivatives with respect to the "time" t of the 
solutions may depend on the values of these solutions for t all the 
way back to -=». The solutions are essentially functions on intervals 
of the form to a Banach space X. Our basic purpose is to obtain 
necessary and sufficient conditions such.that, given a closed subsèt of 
this space X, a solution with values in this set for t £ t^ will have 
values in the set for all t > t^ for which it is defined. 
There are examples even in showing that even for finite 
dimensional systems the invariance problems for delay equations is 
substantially different from the invariance problem for nondelay equa­
tions. When the space X is and the delay is finite, a necessary 
and sufficient condition is given in Seifert [21]. In this dissertation, 
a necessary and sufficient condition is given for the case when X is a 
Banach space and the delay is possibly infinite. 
Other inner product conditions using so-called outer-normals at 
the boundary of M can be used to yield conditions for the positive 
invariance of M in an inner product space. Extensions of these inner 
product conditions can be made in case X is a normed linear space, but 
not an inner product space; in place of inner products, "separating" 
3 
linear fimctions in the conjugate space X* of X are used. Finally, 
necessary and sufficient conditions for the positive invariance 
of a closed set for the mild solutions of 
x'(t) = Ax(t) + f(t,x^) (1.3) 
are given; here A is a closed linear operator on D(A)cx into A, and 
D(A) is dense in X. Here another complication in dealing with (1.3) 
arises since A may be an unbounded operator on a subset of X. 
The first application deals with an infinite system of Volterra 
integral equations of convolution type.. 
rt 
x^(t) = ^i^i'(t-s)x.(s)ds + g\(t), i = 1,2,... (1.4) 
By considering the positive invariance of a positive cone 
in = {xe2^: x^ ^  0, i = 1,2,...}, sufficient conditions are given 
for the positivity of solutions. Here we say that a solution x(t) is 
positive if x^(t) >^0 for i = 1,2,— . 
In the second application we consider a special case of (1.3) 
which arises from a heat equation with delay. We show that the 
positive invariance of a certain closed set 0 will iirply the existence 
of certain solutions of this heat equation. We obtain the positive 
invariance of this set 0 by a method other than the standard ones 
involving subtangential or inner product conditions. It seems that 
the positive invariance problem for Volterra integral equations can 
perhaps best be handled by this other method. 
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II. PRELIMINARY MATERIAL 
Let us first consider an ordinary differential equation 
x'(t) = f(t,x(t)) (2.1) 
where % and f(t,x.) have values in some Banach space X. 
Definition 2.1. Let McX. M is flow or positively invariant for (2.1) 
if for any real t^ and every solution x(t) of (2.1) with x(tQ)€M, there 
exists a = a(tQ) such that x(t)EM for tcrt^/t^+a]. 
Clearly, if M is open, it will be positively invariant for (2.1) 
if and only if the Cauchy initial value problem for (2.1) has a solu­
tion. So we henceforth suppose M to be closed. 
If X = r", real Euclidean n-space, and if f is continuous on RxM, 
a necessary and sufficient condition for the positive invariance of M 
was first given by Nagumo [18]. 
Theorem 2.1. (Nagumo) Let MCR^ be a closed set and let f be con­
tinuous . As s ume 
-1 lim h dist(x+hf (t,x) ,M) = 0 for each (t,x)eRxM» where (2.2) 
h-»0+ 
dist(x,M) = inf{|x-y|: y EM}. 
Then for each x^EM, there exists ô = ô(Xq )>0 and a solution x(.): [0,6)->-M 
of (2.1) with x(0)=Xq. 
The condition (2.2) is sometimes called the subtangential condi­
tion which roughly states that at a boundary point x M, the vector f(t, x) 
5 
is either tangent to M or points into the interior of M. 
For X not necessarily finite dimensional, Martin [13, 14] 
utilized the same subtangential condition to establish the existence 
of G-approximate solutions for (2.1). These E-approximate solutions 
resemble the classical Cauchy-Euler polygonal approximate solutions 
which are constructed for finite dimensional ordinary differential 
equations, and are defined as below in [13]. 
Definition 2.2. Assume f is a continuous function from a closed set 
MCX into X. Let £>0 and (j) be a function from [0,T] into X, then (j) 
is said to be an e-approximate solution to 
x' (t) = f(x(t) ) ,x(0) = zeM and te[0,T] (2.2a) 
if each of the following is satisfied: 
(a) 4) is continuous, i})(0)=z and $(T)€M; 
(b) if te[0,T], there is a a(t)€[0,t] such that t-a(t)<e and 
<()(a(t))eM; 
(c) there is a countable subset C of [0,T] such that if 
t€[0,T]-C then $'(t) exists and i(J>'(t)-f(<j)(a(t) ) [££; and 
ft 
(d) (j)' is integrable and (j>(t) = z + $'(s)ds for all te[0,T]. 
Jo 
A necessary and sufficient condition for the existence of an 
e^-approximate solution to the initial value problem 
x'(t) = f(x(t)), x(0)=Xq  
is given in the following theorem (see Martin [13]). 
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Theorem 2,2. Let f: dom f^X be continuous, and suppose that dom f is 
closed. Then the following are equivalent. 
(a) lim inf h dist(x+hf(x) , M) = 0 for all x6M = dom f 
h-K)+ 
(b) the initial value problem 
x'(t) = f(x) , x(0) = Xq  (2.3) 
has an e-approximate solution for each £>0 and each x^cM. 
Unfortunately y in the case in which f; M-»-X, where X is an 
arbitrary Banach space, the existence of approximate solution to (2.3) 
does not necessarily imply the existence of solutions (see Cellina 
[3] or Lasota and Yorke [12]). 
We shall next consider delay differential equations. The fol­
lowing notations will be used. 
C([a,b],X) is the Banach space of continuous functions mapping 
the interval [a,b] into X with the topology of uniform convergence. 
CB is the set of functions on (-",0] to X which are continuous 
and bounded on that interval. CB is a Banach space with norm defined 
by I 1 <{>1 I = sup{ I (f)(s) I : s £ 0} for (|)eCB. 
CB(M) is the set of (J)eCB such that 4>(0)eôM, the boundary of M, 
and <j) ( s) CM for s£0. 
If for t^cR, X is a function on (-<»,t^) to X continuous and 
bounded on that interval, then for each t<t^, we define x^eCB by x^(s) = 
x(t+s) for s<0. 
Let f be a function on R x CB to X and t^ER be fixed. If there 
7 
exists a T>0, T«=°, and a function x on (-oo,t„+T) to X such that x.CCB 
— u t 
for t<tQ+T, and sudi that the derivative x'(t) of x(t) exists on 
[tgftg+T], is continuous there, and satisfies the delay differential 
equation 
x' (t) = f (t,x^) (2.4) 
there, we say x is a solution of (2.4) on this interval. The initial 
value problem for (2.4) is, given (t^,(}>)CRxCB, to find a solution x of 
(2.4) such that x^ = ({)- We interpret x'(tQ) to be the right hand 
derivative at t^ of x. 
For the case when the ^ ace X is and the delay is finite, let 
C = C([-r,0],R^) and f be a function from RxC to R. The following 
results may be found in Hale [7]. 
Lemma 2.3. If xeC( [A-r, A+a], r"^) , then x^ is a continuous function 
of t for t in [A, A+a]. 
Theorem 2.3. Suppose D is an open set in RxC and f: D+r" is con­
tinuous. If (A,(j>)eD, then there is a solution of (2.1) passing 
through (A,4») -
However, the above results may not hold for the case when the 
delay is infinite. In fact, Seifert [22] gives an example showing that 
even if f is continuous in t and globally Lipschitzian in (j), the initial 
value problem 
x'(t) = f(t,x ), X = é (2.5) 
^ ^0 
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may not have a solution in the sense defined above. 
We' will refer to the following hypotheses quite often later: 
(HI): For any function x continuous and bounded in any interval 
(-OO/TP, T«», f(t,x^) is continuous on that interval. 
(H2) : f is locally Lipschitzian in (j), i.e., given (t^,<j)^)eRxCB, 
there exists K^>0 and 5q >0 such that 
|f (t,(J>)-f (t,ij;) 1 <K^1 I I for 
it-tpIlÔQ, 1 IIÔq, g: <|), #CB. 
(H3) : f is jointly continuous in t and (j) in the sense that 
lim f(t ,x^ ) = f(t,x ) whenever lim t =t and 
V-Ho ^ V V-w ^ 
lim I Ix^ -x^||= 0 with t, t ,t2,...e[t^,!] and 
T 2 3^ ,X f...GCB. 
1 ^2 
If the delay is finite, (H3) implies (HI) by Lemma 3.1. When X 
is a Barach space and if the delay is possibly infinite, (2.5) has a 
unique solution if (Hi) and (H2) hold (see Driver [5]). 
Definition 2.2. M is positively invariant for (2.4) if for any real t^ 
and every solution x(t) of (2.4) with x = <j)eCB and #(s)€M for s£0, there 
0 
exists a = a(tQ,(})) > 0 such that x(t)eM for teEt^jt^+a]. 
The following hypothesis is actually a natural adaptation of 
Nagumo's subtangential condition (2.2) to the delay case (see Seifert 
[22 ] ) .  
For (t,4>)eRxCB(M) , 
lim h ^ dist((j>(0)+hf (t,4))/M) = 0 (2.6) 
h->0+ 
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Unfortunately, (2.6) does not imply the positive invariance of M for 
x'(t) = f(t,x^). The following example will illustrate this fact. 
Let X = R^, and M = {x:x ^  0}u{n n = 1,2,...}. 
Define f{t,(j>) = -$(-1) if #(-1) < 0 and 
f(t,*) =0 if *(-1) > 0. 
Let (J)(s)eM for ^0. Then either $(s) ^ 0 for s < 0 or there exists an 
-1 integer n ^  1 such that (J)(s) = n for s < 0. In the second case (2.6) 
holds trivially. In the first case if #(0) < 0, (2.6) also holds trivial­
ly. Thus we need only to consider , the case when #(0) = 0. First we 
claim that lim h ^  inf{|-h$(-l)-n ^|: n = 1,2,—} =0. To see this, 
first note N(h) ^  (ph) <_N(h) + 1 if N(h) = [^] . So N(h) ^ ph 2 
(N(h)+1) hence 
1(h) = inf{|ph - ^ I: n = 1,2,...} < ph-(N(h)+l)~^ 
< N(h)"^-(N(h)+l)~^ = (N(h) (N{h)+1)"^ 
Thus, h ^ I(h)_<h~\{h) (N(h)+1)~^£ pN(h) As h-K)^, N(h)-w and thus 
h ^ I(h)-K). It follows that (2.6) holds in all cases. However, M is 
not positively invariant for x'(t) = f(t,x^) ; if <fCCB is such that 
(j)(s)eM for s_<0, <})(0) = 0 and <})(-l)<0, then if x(t) is a solution of 
x'(t) = f(t,x^) for t^O with x(s) = <j>(s) , s<0, x'(0) must exist at 
least as a right hand derivative,, and x'(0)>0. So x(t) must leave M 
as t increases from 0. 
2 
Examples of connected sets M and delay equations in R exist 
which also show that (2.6) fails to be a condition sufficient for the 
10 
positive invariance of M for such equations even if M is connected. 
However Seifert 121] has shown that for convex sets M and suitably 
restricted functions f, (2.6) does turn out to be necessary and suf­
ficient for the positive invariance of M for x'(t) = f(t,x^). To state 
this theorem by Seifert, we shall first introduce the following no­
tation and hypotheses. 
Let a(t) be a function continuous on R to R such that a(t) ^  0, 
for teR. If (t, (j)) cRxCB, we denote by $(.,a(t)) the function on 
-a(t) ^  s 0 to R^ defined by (j)(s,a(t)) = 4)(s) , s€[-a(t) ,0]. The 
following smoothness conditions on f = F will be used: 
(H5) If (})eCB, then F(t, (j)( • ,a(t) ) is continuous for t£R. 
(H6) Given (t^,<j>^) £RxCB, there exists L>0 and 5Q>0 such that 
|F(t,*(',a(t))-P(t,^(.,a(t))) 1_<l1 for 
11*"'*'! 11*"*I la(t) ° 
sup{|0(s)-$(s)|:-a(t)<s<o} 
Theorem 2.4. Let F satisfy (H5), (H6), and M be convex as well as 
closed. Then M is positively invariant with respect to 
x'(t) = F(t,x^(.,a(t)) (2.7) 
if and only if (2.6) holds with f = F. 
The class of delay differential equations of the type (2.7) in­
cludes Volterra integrodifferential equations and is loosely speaking 
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characterized by the condition that the dependence of f on 4» does not 
extend to the values ^ has all the way back to -«>. For example, if 
we are interested in solutions for t^O of the Volterra integrodif-
ferential equation 
ft 
x'(t) = I G(t,s,x(s))ds + h(t) 
JO 
fO 
= I G(t,t+s/x(t+s1 ) ds + h(t) 
•'-t 
we can choose a(t) = t, t^O, a(t) = 0, t<0, and have the form of (2.7). 
When X is an inner product space, the invariance problem for delay 
differential equations can be studied in terms of an inner product 
condition, vAiich in the zero delay case is due to Bony [1]. 
Let X be a complete inner product ^ace with inner product of x 
1/2 
and y in X denoted by <x,y>, and |x| = <x,x> . We will need the 
following hypotheses on M. 
(Nq ) : M is a distance set, i.e., there exists a neighborhood 
N(M) of M such that for each xeN(M), x^M, there exists a 
y(x)eÔM, the boundary of M, such that 
dist(x,M) = Ix-y(x) | . 
(N^): Let (N^) hold; then for each x^efiM and y(x) as in (N^), 
lim (x-y(x))|x-y(x) | ^  = nCx^) exists. 
x^ 
o 
x^ 
We remark that if X = R^, any closed set MCX is easily seen to 
be a distance set. The following theorems are due to Seifert [22,23]. 
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Theorem 2.5. Let (N^) hold, and suppose that if (}>£CB is such that 
(!)(t)€N(M) for txO and ({)(0)^M, then for some y(x) as in (N^) , 
<f(t,4')/ (15(0)-y ($(0) ) > ^ 0 for all t€R. Ihen M is positively in­
variant for (2.4). 
Theorem 2.6. Let M be convex and satisfy (N^). If 
<f(t,$), n($(0))> < 0 for all (t,(j))CRxCB (M) , then M is positively in­
variant for (2.4). 
Other inner product conditions for the positive invariance of a 
closed set M under the convexity or other conditions on M, or under 
the smoothness condition on f can also be found in Seifert [22]. 
In the case when X is a normed linear space but not an inner product 
space, sufficient conditions can be made by using separating linear func­
tions in the conjugate space X* of X. 
Definition 2.2. If K and L are convex subsets of X, a member x* of 
X* is said to separate K and L if there is a number BCR such that 
Re x*(x)£B for xeK and Re x*(x)>6 if xCL. 
The following "separation theorem" can be found in Kelley and Namioka 
[9]. We shall also denote d(z,K) = dist(z,K)=inf{|z-y|: yEK}. 
Theorem 2.7. Suppose that K and L are disjoint convex subsets of the 
normed linear space X and that the interior of K is nonenç)ty. Then 
there is a nonzero member x* of X* that separates K and L. 
The following theorem (see Martin [16]) will be used later. 
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Theorem 2.8. Suppose that K is a convex subset of the normed space X 
and that z is a member of X such that d{z;K) >0. Then there is a member 
ip^ of X* with = 1 and Re lj;^(z-y)^d(z;K) for all yéK. 
Henceforth, X be a Banach space. 
Definition 2.3. A family T = {T(t) ;t^0} of bounded linear mappings 
from X into X is said to be a strongly continuous linear semigroup if 
(a) T(0) = I and T(t+s) = T(t)T(s) for all t, s^O; and, 
(b) the map t»T(t) x is continuous from tO,«>) into X for each 
xex. 
Let A be a closed linear operator on D(A)^x into X, where D(A) 
is dense in X. It is well-known that if there exists a function u(t) 
on some interval [0,a] to D(A) satisfying u'(t) = Au(t), u(0) = u^€D(A), 
which is unique for each u^eD(A) , then u(t) = T(t)u^ for te[0,a] where 
{T(t):t^p} is a strongly continuous semigroup of bounded linear 
operators from X into X; cf., for example, the book by Krein [11]. 
Let f(t,u) be a function on IxX to X, la real open interval and 
let tyEl. For each u'^èD(A) , A as above, we consider the so-called 
abstract Cauchy problem of finding a solution u(t) of 
u'(t) = Au(t) + f(t,u{t)), uftg) = u° (2.8) 
on some interval [tg,t^+ajci. it is known that under certain condi­
tions on f, such solutions, if they exist, satisfy 
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u(t) = T(t-t.)u^ + T(t-x)f(s,u(s) ) ds, < t < t + a (2.9) 
0 . u — — 0 % 
A is called the infinitesimal generator of tT(t):t>0}. A natural 
question is whether under certain additional conditions solutions of 
(2.9) for u^eD(A) are also solutions of (2.8). For recent work on this 
question, see Webb [26]. Martin [15] and Pavel [19] have studied the 
positive invariance problem for (2.8) and (2.9) under different hy­
potheses on the semigroups {T(t):t_>0}. In Chapter II, we shall give a 
necessary and sufficient condition for the positive invariance of closed 
sets for the delay equation 
t 
u(t) = T(t-tQ)u^ + T(t-s)f(s,u ) ds 
% 
where u^(s) = u(t+s) , SGI^, Iq  is an interval of the form [-r,0], r>0 
or (-«>,0], and f(t,<j)) is as defined before in (2.4). 
15 
III. MAIN RESULTS 
A. Invariance for Delay Differential 
Equations in a Banach Space 
Let X be a Banach space and M be a closed subset of X. We shall 
consider the delay differential equation 
x'(t) = f(t, x^) (3.1) 
where x^{s) = x(t+s) , s^O. Denote CB(M) = {<j>eCB:({>(s) CM, ^(0) eÔM, s^O}. 
The following theorem is in a sense an extension of the results in 
Seifert [21] where finite dimensional systems and equations of finite 
delay are being considered. The proof of the theorem involves basically 
the same method used by Nagumo [18] and Seifert [21]. However, the 
fact that X is an arbitrary Banach space and the presence of a pos­
sibly infinite time delay require some nontrivial modification. 
Theorem 3.1. Assume (HI), (H2) and (H3) hold and M is a closed and 
convex subset of X. Then M is positively invarieint with respect to 
(3.1) if and only if 
lim h"^ dist((|)(0) + hf(t,^),M)= 0 (3.2) 
h-K) 
for (t,<j>)eRxCB(M) . 
Proof of the sufficient part. Assume (3.2) holds. Let 5q  be as in 
(H2) ; let K and T be positive numbers such that T<Sq and KT<1- Let 
(tQ,(})*^)€RxCB(M) and define 
15 
X°(t) = t<tQ 
= (i>°(0), tQ<t<tQ+T 
Let = {x(.) : (-oOft^+Tl-KX; |x(t) -x^(t) 1<K for tQ<t£tQ+T and 
x(t) = x^(t) for t<t-}. Let ie }°° be a sequence of numbers in 
— o n n=l 
(0,1) such that as n-»<». Our objective is to construct a sequence 
of e -approximate solutions %" and then to show that the sequence of 
these solutions {x : n=l,2, } tends strongly to a solution of (3.1) 
as n-Ho. Henceforth, we shall denote x "by x". 
For each fixed e >0, we shall first indicate the construction of 
n 
a e -approximate solution which is by induction. Assume x^ is 
n 
constructed on [t^ft^^^^] and x"(t) = x^(t) for t^t^. Inductively choose 
t? ->t^ and define x" on [t?,t?,,] as follows: If t? = t„+T, let 
1+1— 1 1 1+1 1 0 
t?,_=t.+T. If t?<t +T, choose ô?e[0,e ] such that 
1+1 u 1 u in
t^ + 0^ £ t^ + T and 
5"e 
d(x''(t") + S'?f(t",x'');M) 
1 1 1 z 
^i 
Note that (3.2) ensures ô">0. Define ^ ^^=t^+5^ and, by (3.2), let 
x"(t?_^^) be a member of M such that 
I n. n, j.n^,.n n, n.rn ^ , ^n 
X ' (t.) + ôVf(tV,x") - x^t"' ) I < e„5V, i.e. 1 lit" 1+1 — n 1 
i 
x"(t? )-x''(t") 
i — ^  
i+l'^i 
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Now define on by 
x"(t) = *"(t") + — — (t-t") (3.2b) 
W=i 
By (HI), we can denote = sup{|f(t,x")|;te[t^/t^+T]>. Henceforth, 
denote \=x"(t^), x.^^ = , ^ +1=^1+1'and whenever 
there is no ambiguity. 
For using (3.2a) and (3.2b), we have 
-Xgl _< IXi+i-Xjl + * • • • *  K"*ol 
It is clearly no loss of generality to assume that T was chosen 
sufficiently small such that T(M^+1) <K. 
Thus x^eS.1^ where = t. By (Hi), there exists a 
i+1 
t! .e(t.,t. -] such that 
1+1 1 1+1 
|f(t,x")-f(t^,x]^ ) I < ^  for ^ ^^i'^i+l' (3.2c) 
Let t. _ be the maximal t'. ,e(t.,t. _ ] such that (3.2c) holds. 
1+1 1+1 1 1+1 
In such a way we have chosen a t.,.>t. such that 
1+1— 1 
<"= Wi'o * ^ 
(2): I f (t,x") - f(t_. ,x^ Hi" for t€[t ,t ] 
1 
t -t. 
(3): d(x.+(t. _-t.)f(t.,x^ ),M) < ^ ^ 
1 i+x 1 1 t^ — ^ n 
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*i+l~*i 
Note that (3) holds as a result of (3.2a) and the fact that — = 
i+l" i 
*i+l~*i -
as X., X. X.are on the same line segment. Moreover, 
— ^ 1 i+i 1+1 
^i+r^i 
x^_^^€M by the convexity condition of M. 
Next, we want to show that there exists a choice of (t^,Xj) , 
j = 1,2, N, N+1 (where each x^ is chosen as before) such that 
If t <t +x, X eM, then there exists t e(t ,t-+T] and a 
NO N^ N+1 0 O 
corresponding such that and the above conditions 
(1) , (2) and (3) hold. This shows that t 5 sup{t^j- = tg + T, the 
supremum taken over all possible choices of t^t^+T. Thus there 
exists a sequence {(t^jx^)}, j = 0,1,2,... such that (tj,Xj)-»-(t,x) as 
j-*o, 0<tj^^-tj<E^, xeM and (1), (2), (3) holds for j = 0,1,2,... . 
Note that x'^eS^^ ; j = 0,1,2,— where Tj=tj-tQ. Now define in terms 
of this sequence {(tj,Xj)} a function on (-a,t] as in (3.2b) for 
t<t and 3c^(t) = X. It follows that there exists a (t*,x*) such that 
(1), (2) and (3) hold with t^ = t, xy = x, x^=x", tj^^=t*, Xj^^=x*eM 
and |t*-t| < £^. As f(t,ï^) is continuous at t (by Hi)), it follows 
that there exists a k such that t*-tj^<e^, and - f(t^,x" )| < 
^ ' K 
and |f(t,x^) - f(t,.,5? ) 1 n te[t^,t*]. The above assertion 
K 
follows if we now take k = N, t^^^=t* and x^^^=x*. 
Note that x^ is defined on (-<»,t„ ,1 where t >t +T. Clearly, 
N+1 N+X*^ U 
and, by relabelling indices, we can take t^ = t^+T. 
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It now remains to show the sequence of these e^-approximation 
solution {x^: n = 1,2,...} tends strongly to a solution of (3.1). 
We shall first state a lemma which is to be proven later. 
Lemma 3.1. The -approximate solutions {x^: n = 1,2,—} has a 
common interval of existence (which we shall again denote as 
[t^ftg+T] without loss of generality.) 
Our purpose is to show that the sequence of these E^-approximate 
solutions x" is uniformly Cauchy on [t^ftg+T]. Let 
{t^; i = 1,2,...,N(n)} and {t?: i = 1,2...,H(m)} denote the partition 
of [t^,t_+T] as in the construction of the E -approximate solution 
0 0 n 
x^(t) and the e -approximate solution x™(t) respectively. 
m 
By (2), for t"^^)A(t^,t^^^) , we have 
if(t,x^ -f(t;,x^^)i <1 
i 
and 
: t-;-
] 
Thus for tC[t^,tg+T], we have, except on a finite subset of 
[to,tQ+T], 
[x^'(t)-f(t,x")I < |x"'(t)-f(t^,x\) 
^i 
+ If(t?,x"^) - f(t,x^) I 
i+l ^i ^i 
+ lf(t^,x\)-f(t,xj I 1 
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Similarly, Ix"* (t)-f(t,x™)l < C + —. Now consider for 
' t — mm 
x"(t)-x"^(t) = 
'^0 
(x^ (s)-x"' (s)ds 
= I [(x" (s)-f(s,x^)) + (f(s,x")-f (s,x^ ) 
J s s s 
^0 
+ f (s,x^-x™ (s) Ids 
Thus, 
i 'V ÏÏ + =^1 I V+T-^h-tI I + V 
'0 0 
It follows that 
sup{|x^(t)-x^(t) I : te[tQ,tQ+T]} < (E^+E^+ ^  + ^ )T 
_ i i  n  m  I  ,  
^ "*tQ+T"*tQ+T''  
Since x"(t) = x™(t) for t_<tQ, we actually have 
sup{ I x" ( t) ( t) I : te [tg, tg+T] } = sup{ I x'^ ( s) -x"^( s) 1 : S<tQ+T} 
= I I 
Bi«s, (1-K^T) I I 1 i + ^)T. Recall K^T<1 
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thus x"; n = 1,2,— is unifornily Cauchy on [tQ,tQ+T]. Since X is a 
Banach space, CB is also a Banach space and thus lim x (t) = x(t) for 
k-x» 
t€[tQ,tQ+T] for some x^€CB. As in Seifert [21], we can show that x(t) 
a solution to (3.1) with x =(j). Besides x(t) is the unique solution 
(refer to Driver [5])- As x (t)eM for t^t^+T for each n and M 
is closed, x(t)eM for such t. 
Finally, we also have x(t)CM for as long as it exists for if 
x(t)€M for t<t_+T, but for some sequence {T }, T >T , T -XT as n-»», 
—  0 1  n n l n l  
we have xftg+T^j^M, then repeating the above argument with t^ re­
placed by t +T and (j)*^ by x — would clearly lead to a contradiction. 
0 1 tQ+T^ 
To complete the proof of the sufficient part of the theorem, 
it only remains to prove Lemma 3.1. 
Proof of Lemma 3.1. 
Denote E = n = 1,2,3,...}c: [0,1] where ... and 
as K-KO. 
For each n, let the raximal interval of existence of x^ be 
(-a>,t ) . Denote t* = inf t . We want to show t*>t . 
n>l ^ ° 
Suppose not. There is a c with 0<c^Q where 6^ is as in (H2)), 
and for each positive integer K, there exists a t^, such that 
and for some e eE, we have |x ^ (t)-x^(t) |<c for t<t but 
"k 0 > !* (t»)I = c. 
It follows that I I x'^ - x^ I I < c for K = 1,2,.. .; and by (HI) and (H2) 
^ - n 
there exists a M^>0 (independent of K) such that jf(t,x^ j|<^ for 
te[tgft^] for K = 1,2,... (see Driver [5]). Thus, 
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|x I ^ 1* I 
t„ . t 
K , 
X (s) ds < 
K , ,n 
( f(s,x ) 1 + e + —)ds 
"K "K 
I.e., 
1 
c < [M +e + —] (t -t ) for K = 1,2,... . 
- 1 KO 
This leads to a contradiction-as K-x». The lemma is thus proven. 
The proof of the necessity part of Theorem 3.1. 
If M is positively invariant with respect to (3.1), then for any 
(tQ,<j))€RxCB(M) we have 
x(tQ+h) = 0(0) + hf(t,(J)) + hÔ€M 
fo^ all h>0 and sufficiently small. Here 6 = ô(h,tQ,$) and 5-*G as 
h^o"*" and x is a solution of (3.1) such that x = <1>. But then 
^0 
h ^|(j)(0) + hf(t,<t)) - xftg+h) I = IÔI ->• 0 as h-X)^ 
Thus (3.2) holds. The proof of Theorem 3.1 is now conplete. 
B. Invariance for Delay Differential Equations 
in a Normed Linear Space 
When X is an inner product space and Mcx is a distance set, 
Seifert [22] gives a sufficient condition for the positive invariance 
of M for (2.5). We shall state Theorem 2.5 again for easy reference. 
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Theorem 2.5. Let (Nq) hold, and suppose that if cf)eCB is such that 
d)(t)eN(M) for tj<0, and (p(Oy^, then for some y(x) as in (N^) 
<f(t,#), (|)(0)-y((j)(0))>£ 0 for all tCR (2.5a) 
Then M is positively invariant for (2.5). 
Loosely speaking. Theorem 2.5 is based on the observation that 
if the distance from a solution x(t) of (3.1) to the set M is non-
increasing in time whenever x(t)cM, then M is positively invariant 
for (3.1). As shown in Theorem 3.2 that follows, this type of result 
is independent of X being an inner product space. 
Let X be a normed linear space and let f: RxCB-»X. 
x'(t) = f(t,x^) for tg ^  t < T. (3.3) 
Theorem 3.2. Let (Nq) hold, f satisfy (HI), and suppose that if 4)eCB 
is such that <j)(t)eN(M) for tj<0, and <j>(0)^, then for some y(x) as in 
Wo' ' 
lim h ^ dist(y((|)(0) ) + hf(t,$),M) = 0 for all t€[tQ,T] (3.4) 
h-K) 
Then M is positively invariant for (3.3) 
Proof. Suppose (3.4) holds 
Since dist(#(0)+hf(t,$),M) < dist(y(#(0))+hf(t,$),M) + dist(<j){0) ,M) , 
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we have 
h"l[dist(*(0)+hf(t,*),M) - dist(4)(0) ,M)] 
^ h ^[dist(y(<j)(0)+hf(t,4>) ,M] for h>0 
Taking limit as h-K)"^ and by (3.4) , we get 
lim inf h ^ [dist(^(0)+hf (t, (}>) ,M) - dist($(0),M)] £ 0 (3..5) 
h-H) 
whenever (j)(s)€N(M) for s<0 and 4i(0)eM. 
Define p(t) = dist(x(t) ,M) for teEt^/T). Then by (HI), (3.5) 
impies D^p{t)<^0 whenever p(t)>0. Since p(tQ)=0 it is immediate that 
p(t)=0. Hence M is positively invariant for (3.3) -
Corollary 3.2. When X is a real inner product space, then (3.4) 
implies condition (2.5a). 
Proof. Suppose contrariwise that there exists a (|)(0)^M and a 
tC[tQ,T) such that <f(t,$), ({>(0)-y((t)(0) ) > >0 but 
lim h ^dist(y(<j>(0)+hf(t,(j)) ,M) = 0 for te[t ,T). For the convenience 
of notation, denote f = f(t,4>) and N = ^(0)-y(<p(0) ) . Thus there exists 
positive constants ct, 6 such that <2,N> >. Ci>0 for |z-f| ^ Ô. We claim 
that y (<j)(0) ) + hz € S(4)(0),|n1) for |z-f|^S, 0<h<h = —— j . Here 
(If 1+5) 
S(x,r) denotes a closed ball centered at x and with radius r. To 
prove the claim, consider 
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In 1^ - |y(*(0)) + hz - *(0) 
= <N,N> -<y (<j>(0) )-(J)(0)+hz, y(<j){0)) - (j)(0)+h2> 
= <N,N> - <-N+hz, -N+hz> 
= <N,N> - [<N,N> - 2h<N,z> + h^<z,z>] 
= 2h<N,z> - h^<z,z> ^  0 
since h<z,z> ^  h(|f|+Ô)^ as |z-f|^ô 
= 2a _< 2 <2,N> 
Thus the ball with center at y((j>(0))+hf and radius h6 is contained in 
S(d)(0) , |4)(0)-y(^(0) I ) . It follows that dist(y((j)(0) )+hf ,M) hô for 
0_^£h. This contradicts (3.4). Hence the corollary is proven. 
Theorem 2.6 (see Seifert [23]), also has a natural analogy in a 
normed linear space X. Let M be a convex subset of X, and X* be the 
conjugate space of X. We shall make use of the following hypothesis 
about certain perturbation of the solution. 
(P): If x(t) is a solution of x'(t) = f(t,x^) on [t^/t^+T] such 
that x^ = (JieCB, then there is a £Q>0 such that for each positive 
e<eQ, there exists a solution y(t,e) of y'(t) = F(t,y^,e) defined on 
[t.,t_+T] such that y = ({> and for which lim F(t,y ,e) = f(t,y ), 
° " ^0 E-*0+ 
and lim^y(t,e) = x(t) uniformly for t^Ct^rt^+T]. 
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For each x^eôM, define 
N(Xq) = ip is  a weak star sequential limit point of 
as 3^m} where is as in Theorem 2.8. 
By Banach-Alaoglu Theorem, a bounded sequence in x* has a weak* 
convergent subsequence. Thus N(Xq) is nonempty since 
[4)^1 = 1 for each x^M. We remark here that the set N(Xq) , whenever 
nonempty, actually plays the role of the set of outer-normals of 
XQ6ôM when X is an inner product space. The following theorem will 
illustrate this fact. We shall first assume M to be convex. 
Theorem 3.2. Assume (P) holds and 0;SN(Xq) for each x^i^ëM. Then M is 
positively invariant for x'(t) = f(t,x^) if for 0<e<eQ (e^ is as 
in (P)), i|;(F(t, (j),£) ) < 0 whenever (t, (j))6RxCB(M) and i|;6N(4>(0) ) . 
Proof. Suppose contrariwise that M is not positively invariant for 
x'(t) = f(t,x^). Then there is a solution x(t) and number t^ and 
t^>tQ such that x^6CB{M) and x(t^)^M. Then by (P) , there exists 
£^>0 and a solution y(t,e^) with y(s,e^) = x(s) for s<tQ for which 
y(ti,ei)^M. Thus M is not positively invariant for 
y'(t) = F(t,y^,e^) (3.6) 
However if i{)(F(t,((),e^) ) < 0 whenever (t,<j))6RxCB(M) and $eN($(0)), 
then M must be positively invariant for (3.6) . To see this, assume 
contrariwise that y(t,e^)6M for t^ct^ and for k = 1,2,— 
where t, k 0 
I l  
Henceforth we denote y(t^,e^) by y^ for simplicity. Then by 
Theorem 2.8, for each k, there exists eX* such that jlp | = 1 and 
^k 
^y - dist(y%yM) > 0 
and hence 
i) (-——) > 0 for all k ^  1. (3.7) 
^k 0 
^k ^ 0 ^1 
We shall also denote , -—— and F(t ,y ,e ) by ip , F, and F 
^k V o w tg 1 k K 
respectively. 
Since is a bounded sequence in X*, it has a weak* convergent 
subsequence } 
j 
i.e., lim T p  (x) = \ p ( x )  f o r  each xeX 
j-w j 
El 
Since F^ -)-F in norm, as k-w, 
(^k ) - )| < l^k (^k) - 4^ (F 
j j j 
e e  
+ (F ) - i,';(F "•} I 
j 
e, E E 
- ll^k I + 1\ (F "•) - l l j(F •") 1 
j j 
The right-hand side of the above inequality tends to 0 as 
since |ij;, | =1 for each j. 
j 
Then by (3.7) we have ^ (F(tQ,y^^ ,E^)) ^ 0. This contradicts the 
hypothesis and the proof of -die theorem is now complete. 
The following corollary is clear from Theorem 3.2. 
28 
Corollary 3.2. Assmne O^ÎN(Xq) for each Xq€ÔM. Then M is positively 
invariant for x'(t) = f(t,x^) if lp(f(t,(p)) < 0 whenever (t/(}))eRxCB(M) 
and ij;cN((j)(0)) . (Again M is assumed to be convex.) 
Observe that the above corollary is a generalization of Theorem 
2.6 in the inner product space (see Seifert [23]). 
We remark that the condition N(XQ)-{0}7^(j) for each x^SÔM is in fact 
quite a strong condition on the closed set M. In fact many closed 
sets in Banach space whose positive invariance we are interested do 
not satisfy the above condition. For example even for the case when 
the positive cone = {xeZ^: x^^Of i = 1,2,...} is a closed 
convex set (with empty interior) that does not satisfy the condition 
0/éN(XQ) for every x^efiM = M. From this viewpoint and for those closed 
sets as above, the subtangential condition approach to the invariance 
problem using (3.2)as in Theorem 3.1, has its advantages over the 
inner product condition approach (as in Theorem 2.6) or the "separating 
linear functional" approach (as in Theorem 3.2). 
C. On an Abstract Cauchy Problem 
With Delay 
Let X be a Banach space and M be a closed subset of X. Define 
CBL = CHL(a) = {(i>eCB: ] (j)(t^)-<j>( t^) 1 < Llt^-t^l 
for t^ £ a, i = 1,2} 
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For NCX, CBL(N) = {#CBL: 4>(s)eN, *(0)eÔN, s<0} 
As we have pointed out in Chapter II, if xec( [-r,tQ+T],X) and 
V €CB, then x is continuous in t (see Lemma 2.3). However, if 
0 
xECB ( (-0°, t^+T] ,X) and cCB, x^ may not be continuous in t. It is 
exactly because of this fact that the above set CBL is defined. It 
is not hard to see that if x eCBL, then x is continuous in t. 
0 
Consider the abstract Cauchy problem with delay 
u'(t) = Au(t) + f(t,u ), u = (J)eCBL (3.8) 
where A is the generator of a strongly continuous semigroup of bounded 
linear operators {S(t) : t^O} on X. We also assume <j)(0)eD(A) , the 
domain of A, and there exist positive numbers and T* such that 
[S(t) I |<Mj^ for te[0,T*]. 
The integral equation associated with (3.8) is 
u(t) = SCt-t^iurt^) + S(t-s) f(s,u ) ds (3.9) 
'o 
where 
u = (J)€CBL 
^0 
A solution of (3.9) is sometimes called the mild solution of (3.8) . 
Remark 1. If f(t,u^) is continuous in t, then a (strong) solution of 
(3.8) is also a mild solution of (3.8), 
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Proof. Suppose u(t) is a solution of (3.8) on [t^^T], then for te[t^ 
and for each seCt^/t), consider 
•f-S(t-s)u(s) =S(t-x)u'(s) + [-f-SCt-s) ]u(s) 
ds ds . 
= S(t-s) [Au(s)+f(s,u^) 1 - AS(t-s)u(s) 
= S(t-s)Au(s) + S(t-s) f (s,u^) - AS(t-s)u(s) 
= S (t-s) f (s,u ) 
s 
Integrating from t^ to t ,  we get 
u(t) - S(t-tQ)u(tQ) = S(t-s)f(s,u ) ds 
^0 
I.e., 
u(t) = S(t-t )u(t_) + S(t-s) f(s,u ) ds 
0 0 J s 
0 
Thus u(t) is also a solution if (3.9). 
Lemma 3.2. If f satisfies (HI), (H2) and (H3), then (3.9) has a 
unique solution u(t) on [t^^tg+T] for some T>0. 
Proof. Let T be a positive number such that 2TMj^K^<l and M^T<Ôq. 
Recall and 6^ are as in (HI); is a positive number such that 
l|s(t)ll<^ for tC[0,T*l. 
Let u^(t) = ({((t-tg) for t<tQ 
= S(t-tQ)#(0) for tQ<t£tQ+T 
Let b be a positive number such that M^T<b^Q. Define 
= {u: (-«>, tg+T]-^X: |u(t)-uP(t] for tQ<t<tQ+T 
and u(t) = u^(t) for t^t^J" 
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By virtue of (Hi), f(t,u^) is continuous in t for each uGS^^ and 
for t<tQ+T. Hence it follows easily that for u€S^^ and tEEt^jt^+T], 
[f(t,u^) 1^^ for some constant K^>0 (see Driver [5]) . Also observe 
that if u,veSj^^, then for te[tg,t^+T], we have 
I|u^-v^|I = sup{lu(s)-v(s) I : tQ<s<tQ+T} £ 2b. 
Now define the mapping T on by 
(Tu) (t) = u°(t) for t<tQ 
f t  
= S(t-tQ)U°(tQ) + S(t-s)f(s,Ug)ds for tQ£t<tq+T 
^0 
T maps into since for u, vGS^^, we have 
ft 
-0 
|-1 
< 
|Tu(t)-Tv(t) 1 _< j |s(t-s) [f(s,Ug)-f(s,Vg)]|ds 
Mj^I^ 1 ! Ug-vjl ds < ( 2b) T < b 
0 
Also note that if u^eCBL for tcEt^/t^+T], then S(t-s)f(s,u^) 
is continuous in se[t^,t] by virtue of (HI) and the strong continuity 
of S(t) , t>0. 
Define the sequence {u"^} by setting = Tu^ ^  for n=l, 2,... . 
Then for teEt^jt^+Tl, 
I u^ ( t) -u° ( t) I _< Ij S(t-s) f (s,Ug) ds I _< M^K^(t-tQ) 
^0 
A straightforward induction calculation now shows that for te Et^,t^+T], 
(t-t^)* 
|u"(t)-u*"l(t) 1 < (M^) 
31a 
Setting t=tQ+T in this estimate we find that {u^ } is a Cauchy 
0+T 
sequence in Thus, 
lim +T = +T ®*ists and ues 
n-^  0 0 
For n>l, we now compute for telt^/tQ+T], 
|Tu(t)-u(t)| _< |tu(t)-Tu^(t) I + |u^^^(t)-u(t)| 
- ^ 1^  1111 + 11 11 
which tends to 0 as n tends to «>. Therefore, Tu = u, i.e., 
u(t) = u^(t) for t<tQ 
-tgju (t^) + j S(t-tQ) f (s,u^ = S(t- „) „ 1 ^ ) ds for tQ£t<tQ+T 
0 
To establish the uniqueness assertion suppose v(t) satisfies 
(3-9). Then for teCt^ft^+T] 
ft 
|v(t)-u(t)I ^  I S(t-s)[f(s,v )-f(s,u )]ds| 
< I |v^-u^| I 
Ihus 
since 
1-M^K^T > 0, we have v(t) = u(t) on [tQ,tQ+T] 
31b 
Theorem 3.3. If f satisfies (HI) , (H2) and (H3) , then M is positively-
invariant with respect to the mild solution of (3.8) if and only 
if 
there exists r>0 such that 
lim h~^ dist(S(h)4(0)+hf(t,0),M) = 0 (3.9a) 
h^+ 
for t€[0,<») and $eCBL(N(M,r) ) with (})(0)eM. 
Here N(M,r) denotes {xCX; d(x,M)<r}. 
Lemma 3.3. The condition (3.9a) is equivalent to the following 
condition 
there exists a positive number r such that 
^t+h 
lim h"^[dist(S(h)4(0)) + S(t+h-s)f(t,*)ds,M)] =0 
h-»-0+ Jt 
for (t,(j))€R^ xCBL(N(M,r)) with cj)(0)eM. (3.9b) 
Proof. This follows froin ld(x,M)-d(y,M) | _< |x-y| for x, 
yex and the fact that 
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ft+h 
h lhf(t, <{>)- S ( t+h-s) f ( t, (j)) ds I 
t 
ft+h 
= h IJ (f(t, 4))-S(t+h-s)f(t, ({)))dsl 
_ rt+h 
^ h I (I-S (t+h-s))f(t,c|)) I ds which tends to 0 as h-K) . 
•'t 
Proof of the necessity part of Theorem 3.3. We need only to show 
(3.9a) is necessary for the existence of a local solution u: [t^, tQ+T]-»-M 
to (3.9) . 
Let (j)(0)eM and te [t^, t^+T]. Suppose (3.9) has a solution u^, for 
t'_>t such that u^=<})eCBL. Thus, for t£t'<tQ+T, 
ft* 
u (t') =S(t'-t) x +  S(t'-s) f(s,u ;ds, t<t'<tn+T 
J t  ®  -  -  0  
Denote t'=t+h. Since u(t') = u(t+h)eM, we have 
dist(S(h) u(t)+hf (t,u^) ,M) £ |s(h)u(t)+hf(t,u^)-u(t+h)| 
rt+h 
= ]S(h) u(t)+hf (t,u^)-S(h) u(t) -
It follows that 
S(t+h-s) f (s,u )ds 
t 
-7 _irt+h 
h dist(S(h) u(t)+hf (t,u^) ,M) £ | f (t,u^) -h j S(t+h-s) f (s,u^) ds| 
By taking the limit as h-K)^, the result follows by virtue of (Hi). 
Hence the necessity part of Theorem 3.3 is shown. 
The proof of the sufficiency part of Theorem 3.3 is somewhat more 
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complicated; we shall first prove Proposition 3.3 and Proposition 3.4. 
The hypotheses of Theorem 3.3 will be assumed in the following proposi­
tions . 
Proposition 3.1. Let n = 1,2,—} be a sequence of numbers in 
(0,1) such that lim e =0. Then there exists a N, such that for 
n-»» ^ n 
n^N^, (3.9) has an approximate solution u (t) from [t^rt^+T] 
into N(M,r) in the following sense: there is a partition 
{t^= i = 0,1,2 N(n)( with but ^^>t^+T 
such that u"(t.) = u , u'^(t?)6M for i = 1,2,.,. ,N(n)+l, and 
0 ^^o 1 
S(t-s)f(a (s) , u'^ . . ) ds I < (t-t )e for 
^ n On 
t„<t<t-+T where a (s)^= t? for se[t?,t" ,) and a (t.+T) = t_+T. 
0 0 n 1 1 1+1 n 0 0 
|u"(t)-S(t-tQ)uQ -
Proof. For simplicity of notation, denote N(n) , t^, u'^(t^) by N, 
t^ and u. respectively. We shall prove the proposition in two steps. 
In the first step, we shall show the construction of u^ and also show 
that u^(t) actually "stays inside" N(M,r) for tcEt^ftg+T]. In the 
second step, we show that there exists a choice of (tj,uJ, 
j = 1,2, ,N,N+1 where is constructed as in the first step such 
Let (tQ,4)°)€RxCBL(M) and 0^ be as in (H2) . Let T and b be positive 
numbers each less than min{ÔQ,T*}. Recall T* is the positive number 
such that ||s(t)|| <_M^,for te[0,T*]. Define the function 
u^: (-<»,tQ+T]->-X by 
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Let 
u°(t) = <j>°(t-tQ), t < tg 
= 4)°(0), tQ<t<tQ+T 
= {u; (-û',tQ+Tl-*X: |u(t) -u°(t) for tQ<t<tQ+T and 
u(t) = u°(t) for t<tQ} 
First note that if we have || <_ 6^ for tg^t^tg+T. 
By (Hi), If(t,u^) I <_ for some constant k^. Then for any 
and t€ [tg,tg+T], 
lf(t,u^)| £ jf(t,u^)-f(t,u°) 1 + lf(t,u°)l 
iK^llV^t" + *1 -%Lfo+Kl = K 
Without loss of generality, assume that K>1 and T is chosen small 
enough to ensure ] (S (t) ~I) u( t^) | ^  y for 0<t^, M^KT < y and 
K T(2M +1)<1 where K is as in (H2). 
L X L 
Let n be fixed. We now indicate the construction of a e -
n 
approximate solution u" which is by induction. Inductively define 
t.^, and u^ on [t.,t. ] in the following manner: If t. = t +T, 
i+1 1 i+i 1 u 
let t. - = t.+T and if t.<t„+T, choose ô.e(0,'e ) such that 
1+1 0 1 0 in
(a) t? + 6. < t.+T 
1 1 — u 
(b) 1 (s(6 .)-i)u. 1 < 
' 1 i' — n 
(c) dist(S(ô.)u. +1 S(t.+6 .-s) f (t. ,u )ds,M)£—— 
1 1 1  1 1  I C .  6  
1 
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•Ehe condition (3.9b) ensures ô^>0; and (c) ensures the existence of a 
€M such that 
|S(5i)Ui + 
ft.+ 6. 
Denote 
T |t,+5, 
Pi = -
1 
S(t.+6.-s)f(t.,u. )ds) 
t .  1 1  I t .  1 1 
Note that ip.i < e . Let t., = t.+6. 
' i' — n 1+1 1 1 
Define for te[t^,t^^^]. 
u"(t) = S(t-t^)u_ + S(t-s)f(t.,u )ds + (t-t.)p. (3.10) 
t^ ^ ^i 1 
First note u"'(t^) = u^eM and u'^(tj^^^) = Recall first indien 
u^eCBL, u^ is continuous in t. Hence by (Hi) and (H3), we can assume, 
without loss of generality, that 6^ = t_^^-t^>0 is chosen sufficiently 
small to ensure 
(d) |f(t,u )-f(t.,u ) I < £ for te[t.,t. -]. We remark here 
t  I t ,  R  X  
1 
that the condition (d) is the reason that we assume (j> is in CBL 
instead of CB- However, CBL could be replaced by CB if we restrict 
ourselves to the consideration of finite delay. 
Observe that u^ defined by (3.10) can be written in the form 
i-1 ft 
u (t) = S(t-t )u + Z ^ S(t-s)f(t.,u )ds 
j=0 Jt. ^ 
ft ^ i-1 
+ I S(t-s)f(t. ,u )ds + Z (t. -t.)S(t-t. )p. 
Jt. 1 j=0 ^ J J ^ 
+ (t-t.)p. for t.<t<t. 
11 1 1 i+1 
(3.11) 
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For simplicity of notations we define the step function a^ as 
follows: a (s) = t. if s£[t.,t. -), a (t.+T) = t_+T. Thus 
n 1 1 1+1 n 0 0 
u'^Ca (s)) = u"(t.) = u? for all se[t.,t. _). Define also the 
n XI 1 1+1 
function g by 
n 
i-1 
g (t) = Z (t -t.)S(t-t )p. + (t-t.)p., for t.<t<t. . 
n ]+l ] ]+l 1 11 1 1+1 ]-u 
First note 19^(^)1 £ (t-t^) [M^+l]e^. Clearly is continuous in 
its domain. Now u" in (3.11) can be written in the more concise form as 
u^(t^ = S(t-t.)u + 
0 o 
S(t-s)f(a (s),u )ds + g (t) (3.12) 
tg *n(s) " 
By induction we shall prove that for n sufficiently large, u'^eSj^^ ,T^=t^-tQ and 
n 
dist(u^(t),M)<r for te[t^,t^^^], i = 0,1,2,... . First note u^ES^^ , 
T^=t^-tQ since for tcEt^jt^]. 
ù"(t) = S(t-tQ)u°(tQ) + J S(t-s) f (tQ,u^ )ds + (t-t^lpQ, thus 
|u'^(t)-u°(tQ) i < 1 (S(t-tQ)-I)u°(tQ) 1 + M^K(t^-tQ) + (t^-tq^E^ 
^Y + Y + Y = b for n sufficiently large, say n>N', such 
that Te < 
n — 3 
Now assume u^ES, , T. = t.-t., want to show u^€S,„ . Let 
bTj ] ] 0 bTj+^ 
N >N' be such that for n>N_, T(M,+1)e < 
1 — 1 1 n — 3 
Then for te[tj,tj^^]. 
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|u"(t)-U°(tQ) 1 < |(S(t_tQ)-l)U°(tQ) 
f^j+1 
|S(t-s)f(a (s),u . . ) |ds + I-'-
+ Ig^^t) 1 < l(S(t^tQ)-I)u°(tQ) 
+ MlK(t.+i-tg)+(t.+i-to)(Mi+l)C^ 
<T + T + %= b since I (S ( t) -I) u(t ) | < ^  
— 3 3 3 0 —3 
for 0^t<T and M KT < Tn is shows that u^eS. _ 
<• *^j+l 
Thus by induction u^eS^^ , K = 1,2,— if i^N^. 
Now consider for te[t^,t^^^], i = 0,1,2,... 
dist(u"(t) ,M) _< (u"(t)-u^| 
rt 
<_ ls(t-t.) u.-u. I + js(t-s)f (t. ,u. ) jds + | (t-t.)p. I 
1 1 
< I + ) Ids +!(t-0 |p^ 
1 |(S(t-t.)-i)u.)| + 
< r for sufficiently large n, say n^N^. Here without loss of generality 
we assume This completes the first step of our proof of the 
proposition. In the next step, we want to show that there is a choice 
of a sequence (tj,Uj), j = 1,2, ,N,N+1 such that t^<tQ+T and 
If t^<t^+T, then there is a tQ+^€(tQ,tQ+T] and a cor­
responding such that 
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S (t , --s) f (t ,u ) ds 
N+1 --•-N'-tjj-
and 
<=' i='VrV"n * 
- "n+II 1 ^n'VrV 
(d) |f(t,u^)-£(t^,u^ I I 1 Cn for 
N 
This shows that t = sup{t^} = t^+T, the supremum taken over all 
possible choices of t <t-+T. We shall show that for n>N,, there 
N— 0 — 1 
exists a sequence {(t.,u?)}. ^  _ where u'^ on [t.,t_.], 3 3 3 3 D"*"-!-
j = 0,1,2,— satisfies (a), (b), (c) and (d) with j=N such that 
(tj,Uj)^<t,u) as j^. 
As each t.<t_+T, clearly t.-»-t for some t. To see lim u.=u 
exists, we shall show {uu} is a Cauchy sequence. 
Let j>i, consider 
l"j-"il 1 |s(t^-tQ) [S(t^-t^)-Ili^! 
i-1 
^ ' = "=3-V-« V I ' WV 
+ VM 1+ V|(S(t 
m=i m in=0 
m=i 
< M^|(S(tj-t.)-I)uQ| + M^KCti-tç) |s(t -t.)-ll 
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1  ]  1  n i O '  ]  1  '  n  ]  1  
< [M, [u-1 + M,KT + £ T]IS(t.-t.)-l| + [M^K+£ ](t.-t.) 
—  I ' O '  1  n  '  ]  1  1  n  ]  1  
Let £>0 be arbitrary and let be a natural number large enough 
such that t^-t^ < £/2(M^K+£^) and 1 S(tj-t J-I[<£/2 [M^ [u^ | 
+ M,KT + T£ ] if j > i > K . Then ju.-u. |<£ if j > i > K ; thus 
1 n — — £ ' ] 1 ' — — £ 
lim u. = u exists and we have (t.,u.)-»-(t,u) as j-*». 
j-w ] ^ 3 
Define in terms of this sequence {(t^^u^) j = 0,1,2,...} a 
function u on (-o°, t] as follows; We define u using (3.10) for t<t 
and u(t) = u. By (3.9b) and using the same argument as given before, 
there is a (t^,u^) such that (a) t^> t, u^eM, 
(b) IS(t^-t)u + 
'^1 — — —, E^^t^-t) 
_ S(t^-s)f(t,u^)ds - u^|< 2 and 
t. 
(c) |S(t^-t)u-u|<£^/2 and (d) | f(t,u^) -f (t,i:^) | £for t£[t,t^] 
Since f(t,u^) is continuous at t and S(t) is strongly continuous, 
it follows that there is a KeN such that the conditions (a)-(d) above 
hold with t replaced by t^. If we now take K=N, t^^^=t^ and 
n 
u^^^=u^, our above assertion follows. Clearly, u ' 
N+1 
Since this function is defined on (-™,t^+T] in particular. By relabel­
ling indices, we can take t^ = t^+T. This completes the proof of 
Proposition 3.1. 
40 
Proposition 3.2. Assume n>m ^ (where is in Proposition 3.1), and 
u^ and u" are the £ - and £ -approximate solutions respectively. 
n m 
•Bien for |£(a___(s) )-f (a^(s) ) | 
Proof. Let se[tQ,tQ+T]. Without loss of generality, assume 
sG[t?,t? ,]A[t",t"? ,] for seme i and j. We shall consider two dif-
1 1+1 ] 3+1 
ferent cases. In the first case, assume t?€[t^,t^^^]. By property 
(d) of the e -approximate solution, we have |f(a (s),u" . ) 
n In â \ S) 
m 
-f(a (s),u" , ») 1 = I f (tT,u" )-f(t",u'^ ) |<£ . In the second case, 
n a (s) ' ' i m ] ^  n 
11 ^ ^ j 
consider tT^[t^, t'?^. ]. Then we have t?e [t?, t™ ] and by the property ] ]+l ] 1 1+1 
(d) of the £ -approximate solution u™, we have 
IQ 
( s , ' - f ' " â  ( s ) ' I  ^  
m n 
Then 
(s)'I - (s)(s)' 
m n mm 
+ |f(a,„(s),u^  ,^ ,)-£(a^ (s),u^  
m n 
+ |f<a„(s),u® ,^,)-£(a^(sl,u° 
n n 
,  I  n  m  I I .  .  _  , 1  n  m  i  
- ^  ' I "tQ+T~\Q+T ' ' ^n L ' ' ^tg+T'^tg+T ' 
Uius in either case, the following is true: 
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(S)'I 
m n 0 0 
Proof of Theorem 3.3. Our objective now is to show the sequence of 
e^-approximate solutions {u":n= ...} is uniformly Cauchy for 
ts [tg, tg+T], and u^ tends to a solution of (3.9) as n-*». 
Consider for t^t^t^+T and n^m^N^, 
|u"(t)-u^(t) I _< |s(t-s) [f(a^(s) ,u^ -f (a^(s) ,u^ ^^j)l|ds 
JtQ n ^ m 
t +T 
to n m 
< I  ° Mj,[|£(aJs),u^ (s,I-((3.(3),*% (g,)| 
'to t> m 
+ |£(a„(s),u° ,^,)-£(a___(s),u" ,3))|lds 
m m 
< j ° M^|£(a^(s),u^ )-£(a___(s),u° ,3,) Ids + V||u" ^ | 
tg n m ou 
•f T(M^+l) (e^+s^) 
(by Proposition 3.2) 
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Recall for teEtgftg+T], 
|lu^-u™ll = sup{|u"(s)-u"'(s) I : t £s<t} since =u™ =(j)^ 
^ ^ 0 0 
Then it follows, by taking suprecitira over [t^ft^+T], that 
I 11 V'^V" 1 I 
+ T[M^+l]e^ + T[2M^+l]e^ 
m 
i.e. 
[1-K^T(2M^+1)] I |uj +^1 I i T(M^+1)£^ + T(2M^+l)e^ 
Recall 1-K^T(2M^+1) > 0; it thus follows that {u": n=N^/N^+l,...i 
is uniformly Cauchy for teCtgrtg+T]. Since X is a Banach space, 
CB is also a Banach space. Thus lim ||u^-u || = 0 uniformly for 
n-^  
tc [t^ftg+T], for some function u^€CB. By the way the set CBL is 
defined/ it is clear that CBL is closed in CB. Also, every e^-approximate 
solution u^ we have u^ = ^^eCBL, and thus u^eCBL for te [t^^, t^+T]. 
This then iitçlies that the limit function u^ is in CBL. 
Next ccnsider 
t t 
S(t-s)f(s,u )dsI S(t-s) f (a^(s) ,u^ (s)^^~ 
^0 t. to 
t.+T 
|f(a (s),u . . )-f(s,u ) |ds 
tQ " an(s) = 
ft +T 
< M I ^ (|f(a (s),u" . .)-fCs,u^) j + |f{s,u^)-f(s,u_) |)ds 
JL ! n & I s j s s s 
'o " 
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By (HI) and the fact that u as n-*», we have 
ft 
lim I S(t-s)f(a^(s) 
ft 
n-Ko J t n 0 
S(t-s) f (s,Ug) ds 
It follows that if we let n-*® in (3.12), then u is a solution to (3-9) . 
Besides for seEt^/t^+T], 
u(s)eM for sG[tg,tg+T]. By replacing t^ by t^+T and repeating the 
whole argument again, we can eventually show that u(s)€M for as long as 
it exists. 
Remark. It is not hard to see that if S(t) is compact for t>0, then 
the theorem still holds when CBL is replaced by CB. 
|u"Xa^(d))-u(s)| £ iu^(a^(s) )-u(a^(s) ) [ + |u(a^(s) )-u(s) I 
which tends to 0 as n-*». 
By (H2) and Lemma 3.2,(3.9) has a unique solution. Since 
u"(an(s))€M by the construction of u'^ and M is closed, it follows that 
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IV. APPLICATIONS 
A. Positivity of Solutions for an Infinite System of 
Volterra Integral Equations of Convolution Type 
Consider the following infinite system 
ft 
x^(t) = 
'0 j 
satisfying the following conditions. 
(1) Z Za?.(t) < for t > 0, i.e., 
i i 
Z(I I a.(t)I I )^ for t > 0 
^ ' 1 2 — 
Za_j(t-s)Xj(s)ds + g^(t), i = 1,2,... (4.1) 
where 
a^(t) = (a^^(t) , a_^(t),...) and Ija^Ct)!!^ = (Za^j(t))^^^ 
(2) S g?(t) < 00 for t ^  0 
i 
We shall denote x(t) = col(x^(t), Xgft),...), q(t) = 
col (g^ (t) ,g2{t) ,...) and A(t-s) = (.a^^ (t-â) ) i=l,2,... ; j=l, 2,... . 
Then (4.1) can be concisely written as an equation in 2^ as before. 
x(t) = f A(t-s) x(s) ds + g(t) (4.2) 
JO 
We say a solution x(t) of (4.2) is positive if x^(t) ^  0, i = 1,2,3,... 
for t ^  0. In that case we denote x(t) 0. The following theorem 
gives a sufficient condition for the positivi^ of solutions for (4.2) . 
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•rheorem 4.1. Assume the following conditions hold for (4.1) . 
(a) For each i, g^{0)^0 and g^(t) is continuous and nondecreasing 
for t^O. 
(b) a^j(t) is nondecreasing for t^O for all i and j. 
(c) a^j(0)^0 for all i, j such that i?^j. 
Then there exists a T>0 such that if x(t) is a solution of (4.1) 
on [0,T], then x(t)>0 for t€[0,T]. Further if a. . (t) is continuous 
— 1] 
for t^O for all i and j, then x(t)^0 for t^O. 
The following corollary could be regarded as an application of 
Theorem 4.1 in R^. The direct proof of the coirollary is considerably 
simpler than that of Theorem 4.1 because of the finite dimensionality 
of r". 
Corollary 4.1. Consider 
x(t) = I A(t-s) x(s) ds + g(t), 0£t<<» (4.3) 
Jo 
where (a) A(t) is a nxn matrix with nondecreasing entries; and 
a^j(O) > 0 if i^g. 
(b) g(t) = col(g^(t), g^(t),...,g^(t)) with g^(t) continuous 
and nondecreasing for t>0. Also g^(0)^0 for all i. 
Then there exists a T>0 such that x(t)^0 for te[0,T]. Further 
x(t)>0 for tX) if a. .(t) is also continuous for t>0 for all i and j. 
1 ft+h 
We shall first define for each h€(0,l], A^(t) = ^  j A(u)du and 
ft+h ^ 
g^(t) g(u)du for t>0. Let A^(t) and g^(t) respectively denote 
(a^j(t))^ j and g^(t)=col(g^(t),g2(t),...). It is clear that if (a) and 
(b) in Theorem 4.1 hold, a^j(t)-*a^j(t) a.e. and g^(t)-+g^(t) as h+0 for 
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each t^O. A^(t) and g^(t) are sometimes called "the moving averages" 
of the functions A(t) and g(t) respectively. Note that A^(t) and 
g (t) are differentiable with respect to t even though A(t) and 
n 
g(t) may not be differentiable. The following lemma shows that as 
h-K)^, A^(t) and g^(t) converge to A(t) and g(t) respectively not 
only in the Z^-norm for t£[0,T] but also in the [0,T]-norm. 
Lemma 4.1. For each he(0,1], 
(a) |]a^(S)-A(S) i ia n d  | | g ^ ( s ) - g ( s )  |  | a s  h - K ) ^  f o r  e a c h  
fixed s>0; and 
(b) I t\-A| 1L^[O,T]"^ 1 IL^[0,T] ° Here 
|A(t)||2=(Z Za^j(t))^/^ and i 1^1 ^| !a(s) | |2ds. 
Proof. (a) The proof is given in Hille and Phillips [8, p. 88]. 
fS+h 
(b) Given e>0, by the mono tonicity of g(s) , 0 ^  j g(u)du 
.s+h ® 
- Q(s)h £ g(s+h)h - g(s)h for each s^O. Thus | | | g(u)du 
-a(s)h| I2 £ 1 |g(s+h)h - g(s)hl 1^/ i.e. 1 Igjj(s)-g(s) ] 1^ 1 l'g(s+h) -
g(s) 112-
Since ||g(s+h)-g(s)||^EL^[0,T] and gj^(s)->g(s) for all s€[0,T], 
by the Dominated Convergence Theorem for Bochner integral (see Hille 
and Phillips [8]). 
fT 
lim I |g^(s)-g(s) I |,ds = 0 
0 
Thus 1 IV'^11L1[O,T]'^ 
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Similarly we can show | |A^-A| lyljQ as h+O^. 
Lemma 4.2. If condition (a) in Theorem 4.1 holds (i.e., for each i, 
g.(0)>0 and g.(t) is continuous and nondecreasing for t>0), then both 
1 — 1 — 
g(t) and g, (t) are continuous in t€[0,T] with respect to the &.-norm. 
n ^ 
Proof. We shall first show the continuity of g(t) at an arbitrarily 
fixed t^ such that 0<t^<T. 
Given e>0, let 0^>0 be such that and t^+6^cr. Then 
since g(t)€&2 t>0, there exists a positive number N = N(E,6^) 
such that 
°° 2 2 
Z (g.(t +6 )-g.(t )) £ e /2 
i=N+l ^ 
Z (g.(t )-g.(t -6 ))^ £ e^/2 
i=N+l 1 J. J-
Next choose 6_>0 such that 6.<6, and for It-t I<6,, we have 
1 —  1 — 1  '  1 — 1  
|g\(t)-g^(t^) I £ e^/2N for i = 1,2,...,N 
By the nondecreasing property of g^(t) with respect to t, we actually 
have for |t-t^| £ 5^, 
2 N 2 ? 
I |g(t)-g(t ) ] 1 = Z (g.(t)-g.(t )) + E (g.(t)-g (t )) 
^ i=l 1 ^ i=N+l ^ 
2 2 2 
< £ /2 + £ /2 = e 
Hence g(t) is continuous at t^ with respect to the j^^-norm. By 
a slight modification of the above argument, it is easy to see that 
g(t) is also right continuous at t=0 and left continuous at t=T. 
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Next, we shall show the continuity of g, (t) at an arbitrarily 
h 
fixed t^ such that 0<t2<T. 
Given e>0, let be a positive number such that t^-ô^>0 and 
t^+(S^£T. Let 5 = min{6^j | |g(T+h)-g(0) | j^^he}. We shall show that for 
|t-t^| £ 5 then | I I 2 — Without loss of generality 
let t^t^f then 
1 ft.+h 
'''2 " h" J g{u)du - g(u)dull. 
^ ft+h rt 
'' g(u)du -
t,+h t. 
g(u)du| I2 1 |g(t+h) (t-t^) 
1 1 
- g(t^)(t-t^)II2 
<^|lg(t+h) - g(t^)1I^Ct-t^) < E. 
Again with slight modification of the above argument, we can show 
that g (t) is right continuous at t =0 and left continuous at t =T. 
* h 1 X 
The next lemma is, in a certain sense, an analogue of Dini's 
Theorem in the &2"Space. 
Lemma 4.3. Let I = [a,b] and f; be the function f(t) = (f^(t), 
2 i 
f (t), ) where each component f^ (t) is continuous and nondecreasing 
(-t+h 
for t>0, and f^(a)^0. Define for each he(0,1], j f(s)ds 
for tel. Then ||f^-f||g = sup{ | | fj^(t)-f (t) ll^: tgl}-»- 0 as h-K)^. 
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Proof. Recall first by Lemma 4.1, | |fj^(t)-f(t) | as h-K)^ for tel. 
. rt+h . 
For each te[a,b], let v (h) = r- ( f^{u)du. Then 
t ^ it 
i' 1 i 1 i (h) = ^ ^(t+h) - ^  I f (u)du 
h t 
1.1. r":*" < 
i,.. . . . . . _ , . _. _i. 
= —[— I [f^(t+h)-f^(u) ]du]> 0 
This shows that f, (t) is nonde créa s inq in h for each i. Since f, (t)>0 
n h — 
for te[a,b] for h>0 and i = 1,2,—, it follows that | | f^ (t) | | g 2. 
1 |f^(t) I I2 if hj > h^ for each tc[a,b] . 
Now suppose contrariwise that f^ does not tend to f in the sup-
norm on [a,b]. Then there exists a positive Eg such that = 
k 
sup I |fj^(t)-f (t) 11 for some subsequence {h^} where h^>h^>.. .>0 and 
Let {t^: k = 1,2,—} be the sequence in I such that ||f^(t^) -
f(t^) 1 I2 ~ > Eg. Since {t^} is bounded, it has a limit point y. 
Let t^ -»y as j-*». since | |fj^(y)-f(y) | as h-»0^ (by Lemma 4.1 (a)), 
j 
there exists a N>0 such that 
1 If^ (y)-f(y) I I2 < ^  if .m>N. (4.4) 
la 
If m<k , h >h^ and | \ f ,  (t )-f(t ) | [ > 
D m Kj 2 -
I'^h > Eg. If j^, then 
k. j j 
(tk.'-f'tk.'llz <y)-f(y)|l2 
m ] ] m 
since 
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m ] m ] 
m j j m 
m j j m 
But, by Lemma 4.2, | (t^ )-f^ (yillg 0 
m j m 
I |f(t^ )-f(y) I 0 as j-x». It thus follows that as j-*®, we have 
j 
I |f^ (y)-f(y)I I 2  2 S q* 
m 
This leads to a contradiction with (4.4) . Thus I If,-f I I ^ 0 as h-*0^. 
n s 
Proof of Theorem 4.1. Define K; C([0,2T],&2) ^ C( [0, 2T], by 
ft 
Kx(t) = I A(t-s)x(s)ds where T is chosen sufficiently small to have 
2T •'0 
I |A(s) I Lds £ y < •7- It is easy to see that K is a contraction ' 
R (in the sup-norm topology). Next define K^x(t) = j A^(t-s)x(s)ds 
for 0£t<T. To show K^: C([0,T],&2) C( [0,Tl ,5,2^ is a contraction, 
[H fT 
it suffices to show [ [|A, (s)||_ds £ £ <1. Consider ||A^(s)||_ds £ 
rT 
I |A(S) j I ds + j I ÎÂ, (s)-A(s) I I _ds. By Lemma 4.1 (b) , there exists a 
° ° rT g, 
positive number 6, such that for 0<h<ô, we have J ||A^{S)-A(S)||gds £ j 
^T 
and this | |K^| | = J | IAJ^(s) | [ 2ds £ ^  ^ < 1» If we define 
ip: C([0,T],22) "*• C([0,T],&2) by #x(t) = Kx(t) + g(t) , then it follows 
easily that ip is also a contraction. This actually implies that 
• C  
x(t) = A(t-s)x(s)ds + g(t) 
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has a unique solution, call it x(t), on [0,T]. In a similar way, we 
can show 
ft 
x(t) = j Aj^(t-s)x(s)ds + g^(t) (4.4a) 
has a unique solution, call it x^(t) , on [0,T]. 
Besides for t€[0,T] 
i |x(t)-x^(t) I I2 1 I |K^Xj^(t)-Kx(t) I I2 + 1 lgj^(t)-g{t) 1 I2 
- ' II2 + I |K^x(t) -Kx(t) II2 + I |gjj(t)-g(t) I I2 
1  11\ 1 1  I \ \ - ^ \ I g  +  I I I  | x |  I 3  +  I l 9 ^ - g |  I 3  
Here || ]|^ is the sup-norm on [0,T]. Thus, 
[1-1 11] I|x^-x| Ig 1 l|K^-K||'l|x||g + llg^-gllg 
Note here that as h-K)"^, | |K^-K| | -»• 0 since | |a^-A| j^l^g by Lemma 
4.1(b) . Besides by Lemma 4.3, | |g^^-g| |g ^ 0 as h-K)^. Hence, 
I |xj^-x| I g + 0 as h-K)"*". 
Our objective now is to show that (t) ^  0 on [0,T] for 0<h<5. 
Note that this will in turn imply x(t) ^  0 on [0,T]. Henceforth, 
we assume h is such that 0<h<0. 
Consider x.(t) = I Za^.(t-s)x.(s)ds + g^(t), i = 1,2,... . Then 
^ Jo j 1 
x! (t) = Ea^.(0)x.(t) + f Za^. (t-s) x. (s)ds + g^ (t) - Denote f^(t,^) = 
^ j D Jo j 1] ] ^ 1 
Za^.(0)(J).(0) + ^ Za^ . (s)<j). (-s) ds + g^ (t) j ID J Jo j ^ 
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Clearly, we have 
|f^(t,(}))-f^(t,Tj^) I _< I 1 (})-Tj^ 1 1 for 4), #CB (4.5) 
where 
6^ = [(Za^ (0))l/2 + 
j ij 
(Za^'. (s))^/2as] 
0 j 
Before continuing with the proof of Theorem 4.1, we shall first 
prove the following lemmas. 
Lemma 4.4. If 3^ = (6^, ' then Be^^ if the hypotheses of Theorem 
4.1 hold. 
Proof. First observe 
,h I I h 
I|a^ (s)1 ! ds 
0 
= I|a.(0)ll2 + 
Denote 
0(0) = (I|aJ(0)I I 2, IIa2(0) | 
Y(s) = (l|aj'(s)| i2, 
B^ = (B^, By...) 
Then 
h F 
B = a(0) + Y(s)ds 
•'0 
h 2 
Clearly a(0)€& since Z||a.(0)|[ = I Za. . (0) 
^ il ^ i j 
= I 1 A^(0) 1 I2 < °° 
for sufficiently small h. Here we use Lemma 4.1(a), i.e.. 
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I IA'(0)-A(0) I 0 as h-K)^, and the hypothesis that | |A(0) | |^ < «». 
Moreover, To see this, consider 
Z I |a^ (s) I =-^ E| |a. (s+h)-a (s) 11^ 
i ^ ^h i^ ^ ^ 
= ^ 1 |A(s+h) -A(s) I < 00 since | |A(t) | | ^ for t^O 
h 
T 
But then this implies that QY(s)dsei-2 since 
T fT 
I I I  y ( s ) d s | | 2  £ j  lly C s i l l g d s  <  
(Here the inequality is the result of Theorem 3.7.6 in Hille and 
Phillips [8]. 
Hence thus proving Lemma 4.4. 
It is easy to see that Lemma 4.4 actually implies that f^ is 
Lipschitzian in (j), i.e. 
1 If^(t,(j))-f^(t,il^) I I 111 for <{), #CB where the (4.6) 
Lipschitz constant L^ is in fact |[B^l(g-
The objective of the next lemma is to show the positive invariance 
of the positive cone = {xeil2' *^^0, i = 1,2,...} for 
x^ft) = f^(t,x^) + 3^e i = 1,2,... and £>0 (4.7) 
Recall first CB (b"^) = {çeCB: ({>(s)€b"^, sj<0}. 
Lemma 4.5. Assuming the hypotheses of Theorem 4.1, if f^(t,$) ^ 0 
whenever (j)(s)eCB(B^) and (j)^(O) =0, then 
lim a"ldist(*(O)+6[f^(t,40+6E],B+) = 0 (4.8) 
6->0+ 
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for all (|)€CB (B*). 
Proof. It suffices to show there exists a ô>0 such that + 
0(f^(t,<|))+3j^e) ^ 0 for k = 1, 2 , . . .  .  
If <J)^(0) = 0, it is clear that <j>^(0) + 6(f^(t,(J))+3^e) ^  0 
for any 6>0 since by hypothesis, f^(t,<j)) ^0. 
Let N be a positive integer chosen sufficiently large such that 
if i>N and $^(0)>0, there exists a ifiECB (B^) such that | |<|)-Tp| | ^  E and 
= 0 .  
Since ^^(0) =0 and t|CCB(B^) , we have f^(t,ij^) ^0 by hypothesis. 
It easily follows that 
0 < f^(t,# < f^(t,(|>) + gjE 
since by (4.5), |f^Xt,^)-f^(t,$)| ^ 8^e. Thus, 
4^(0) + ô[f^(t,(j))+B^e] > 0 
On the other hand, if $^(0) > 0 for i<N, there exists a 6>0 
sufficiently small such that 
4u(0) + 0[fJ(t,4))+3^e] > 0 for i = 1,2,...,N. 
We have shown (4.8) holds for all ())€CB{B^) ; thus the proof of Lemma 
4.5 is complete. 
We shall continue with the proof of Theorem 4.1. 
In our case we shall consider 
f^(t,(l)) = Za^ (0)<j> (0) + f Za^! .(s)(J).(-s)ds + g^'(t) 
1 J IJ J JQ J ^3 3 
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Clearly under given hypothesis on A(s) and g(s), we have 
4:'°' 
•h 
a..(u)du 2 0 for all i,j such that i^j; 
0 
and 
a^.(s) = ^ [a. .(s+h)-a. .(s) ] > 0 
1] h 1] 1] — 
g^ (t) = i[g^(t+h)-g^(t) ] 2 0 
Thus, f^(t,(j)) 2 0 whenever <j)(s)eCB(B^) and (j)^(O) = 0 ; by Lemma 4.5, 
C4.8) holds. It is now easy to see that f^ satisfies all the 
hypotheses in Theorem 3.1. Hence, is positively invariant for (4.7). 
Let x(t,e) and x(t) be the solutions to the following initial 
value problems respectively. 
x* (t) = f^(t,x ) + 3e, X = (jieCB 
• ^0 
and 
x'(t) = f^(t,x ), X = ({«CB (4.9) 
0 
Let T be sufficiently small such that TL^<1 where L^ is as in (4.6) . 
TSien for [t^, t^+T], 
rt +T 
I |x(t,e)-x(t) I I2 _< I |f^(s,xg)-f(s,x^) I l^ds + llBellgT 
^0 
Then 
E 
'0 
As e-K)"*", 1 l$e| I2 0 and thus | |x^ +x~^t +t' ' 
+ 0 0 
We shall next show that B is also positively invariant for (4.9) . 
Svçjpose contrariwise that there exists a ( t^, (()) CRxCB (B^) and a solution 
x(t) of (4.9), such that x^ =(j> and x(t^)|gB^ for some t^>tQ. In that 
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case, there exists a £>0 and a solution x(t,e) of (4.7) with x = <j) 
^ 0 
such that x(t^,E)jfB since we have shown | |x^ +T~*t +^11 ^ 0 
This contradicts the positive invariance of for (4.7). 
We have thus shown that if x^(t) is the solution of (4.4a) on 
[0,T], x^(t) ^0 for t£[0,T]. As we have remarked earlier, this 
implies that if x(t) is the solution of (4.3) on [0,T], then x(t) ^ 0 
on [0,T]. 
If a^j(t) is also continuous for t ^ 0, for all i and j, consider 
the "translated problem" for (4.3)(see Miller [17]). 
fT rt 
A(t+T-s) x(s) ds + A(t-s)y(s)ds for te[0,T]. 
A(t+T-s)x(s) ds for te[0,T]. It is easy to see 
0 
that G(t) is again continuous and nondecreasing for t ^  0. Besides, 
fT 
y(t) = g(t+T) + 
Let G(t) = g(t+T) + 
qA(T-s)x(s)ds = x(T) 2 0- Hence the same argument can 
ft 
G(0) = g(T) + 
be repeated for 
y(t) = G(t) + j A(t-s)y(s)ds on [0,T] 
J O  
to show y(t) ^ 0 on [0,T]. 
By repeating the argument, since T can be chosen independently of 
g and G we can show if x(t) is the solution of (4.1), then x(t)^0. 
The proof of Theorem 4.1 is now complete. 
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B. On a Certain Solution of a Heat 
Equation With Delay 
It is the purpose of this section to illustrate by a special case 
of 
arising from a heat equation with delay that a more direct but rather 
restricted method yields the positive invariance for the corresponding 
but the general methods mentioned above do not very readily. More 
precisely, we try to show that the left side of our (4.11) delay equation 
maps a closed subset M of a Banach ^ace X of functions into itself 
via a contraction, and that the resulting fixed point, also in M, 
represents a unqiue solution with values in the closed subset M of 
X. It seems that in many cases this is a simple yet effective 
approach to the positive invariance problem for more general Volterra 
integral equations. 
In our special case, we define an invariant closed set M which 
will then enable us to define certain solutions of our heat equation. 
The heat equation with delay that we shall consider is the fol­
lowing scalar equation with associated boundary and initial conditions: 
u'(t) = Au(t) + f(t,u ), u =4> 
^ ^0 
(4.10) 
0 
(4.11) 
ft 
(1) u^(t,x) = u^^(t, x) + K(x, t,s)u(s,x) ds, t^tg 
u(t,0) = u(t,lT) = 0 
u{t,x) = u*^ (t,x) for t^tg; 
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here is fixed, and the given functions satisfy the following condi­
tions: 
(2a) (i) K(x,t,s) = Z K.(t,s)sin jx with 
j ] 
(ii) K.(t,s) ^  0, j = 1,2,3,..., and 
(iii) Z K^(t,s) < B^e'^GftHs) 
j ] 
where a and B are positive constants and t^s, 0<x<Tr; and 
(2b) (i) u^(t,x) = Z a?(t)sin jx, t<tQ, with Z(a?(t))^ 
j ^ j ^ 
bounded on the interval, and 
(ii) a?(t ) > a? _(t ), and a?(t)>0 for t<t , j = 1,2,3,.. j 0 — j+2 0 j — — 0 
Here and henceforth Z denotes sum on j from 1 to », and all functions 
j 
are assumed continuous on the intervals on which they are defined. 
Putting u(t,x) = Za.(t)sin jx, using (2a) (i), multiplying both 
2 : ' 
sides of (1) by (—) sin kx, and integrating over x from 0 to ir, we have 
- Za'.(t) 
TT . ] 
^ 2 2 
sin jx sin kx dx = — Za.(t) | (-j sin jx) sin kx dx 
0 ^ j ] Jo 
*-L 
IT 
Z Z K.{t,s)a (s)sin jx sin mx sin kx ds dx 
0 i m : 
By writing sin jx sin mx = •j(cos ( j-m) x-cos( j+m) x), we easily obtain 
2 
a'(t) = -k a, (t) + 1 'ZK . (t,s)a. (s) ds, K = 1, 2 , . . . ,  t>t (4 
k k j k] ] 
where 
K. . (t,s) = (l-(-l)^)X.(t,s)/%k, and 
K] ] 
a^(t) = a^(t) for t^t^ 
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Integrating (4.12) from t^ to t, we get 
2 .  . 2 ,  
-k (t-t.) t -k (t-u) 
a^(t) . e + 
u 
Sk }_^ j kj(u,s)a^(s)ds du 
"0 
for t^Q, K = 1,2,..., with a^(t) = a^(t) for t^tg. (4.13) 
We remark here that Equations (4.12) and (4-13) can be written in 
the forms of (4.10) and (4.11) if we let 
2 
S ( t) — dxâç (g f G , #..fG f * # # ) (4«14) 
2 
A = -diag(l,4,...,k ,...) 
rt r 
-00 ] 
where 
f.(t,u^) = I Zk .(t,s)a.(s)ds, K = 1,2,... (4.15) 
k t J_« 4 k] ] 
u(t) = (a^(t) ,a2(t) ,—) . 
Note that A is an unbounded operator and its domain is a proper subset 
of 2^. This in a sense is the basic cause of the difficulty of con­
sidering (4.12) and is the reason we consider (4.13) for our basic results 
viiich follow: 
Proposition 4.1. Let (2a)(iii) and (2b)(i) hold then if T = a/B, there 
exists a unique solution a(t) = (a^(t), a^[t.) ,.. of (4.13) on 
[to,tQ+T]. 
Proof. Let CB^ be the set of functions a(t) on (-^ft^+T] to 
continuous and bounded there and such that a(t) = a^(t) for t<t_. 
— u 
Clearly, CBq is a Banach space with norm ||a|| = svç>{| |a(t) | | 
t<tQ+T}. 
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Define the mapping 0 on CBq by 
(0a)^(t) = e 
t -k^(t-u) 
-k (t-tg) 
u 
EK, (u,s)a.{s)ds du 
j j ] 
(4.16) 
for teCt^/t^+T], while ($a)^(t) = a^(t) for t<tQ, k = 1,2,.. 
It is easy to see that $ maps CB into CB-. 
From (4.16) we have for A,B CBq, 
($(a-b) ), (t) = I e r -k^(t-u) 
r" 
I  ZK, . (u, s) (a . (s)-b . (s) ) ds ^ K] ] ] du -00 J 
Here we denote A(t) = col (aj^ (t) ,a2(t),...), B(t) = col(b^(t) ,b2(t),...), 
and K(u,s) = (X^j(u,s)) k = 1,2,... . It is easy to check that (4.16) 
gives 
ft fu 
j — 1, 2 , . . .  
-c
I 1 $A-$B I I _< [ I |K(u, s) ! I ^ds du] i ! A-b! 
J t ^ —CO 
However for te[tQ,tQ+T] 
ft fu 
j I I |k(u,s) 1 Igds du = 
' t J —CO 
0 
t ,U 
KZ (l2ti)VK=,„,s)lV2asdu 
3 
-00 j k IT k 
ft r u 2 1/2 
[Z K.(u,s)] ds du (using the easily obtained estimate 
-00 k 
z  ' 1 - < 1 ,  
k TT k 
ft u 
^ ) J  
4:! 
B^Cu s)^g (by (2a) (iii)) 
e-"^du=|(t-to) I|T = 1 
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Thus 0 is in fact a contraction on the Banach space {CB^, || ||}. 
Ihe fixed point of $ is the solution of (4.13) as asserted. 
From the Riesz-Fisher theorem, it follows that the series 
Zaj(t)sin jx, where a(t) = (a^(t), a2(t),.-.) is the solution of (4.13) 
j 
of Proposition 1, is for each fixed t<tQ+T the Fourier series of a 
function u(t,x), xe[0,w]. However, since this series may not even 
converge for all such t and x, its practical value in approximating a 
"solution" of (1) is somewhat limited. It is to assure us of the 
convergence of this series that the additional hypotheses in (2a) 
and (2b) are needed. 
We first define 
L(u(t,x)) = u^(t,x)-u^(t, x) -
ft 
K(x,t,s)u(s,x) ds (4.17) 
for any real-valued function u(t,x) continuous on (-*,tg+T]x[0,n] 
for which it exists. 
Let u^(t,x), n = 1,2,... be a sequence of such functions such 
that 
(i) lim u (t,x) = u(t,x) exists, 
n-^ o  ^
(ii) u (t,x) = u^(t,x) for t<t_ and 
n n — 0 
u (t,0) = u (t,Tr) = 0 for t<t_+T, n = 1,2,—, and 
" rir " 
(iii) lim [L(u (t,x))] dx = 0 
n-*» •'O " 
2 
We call such a u(t,x) an (L) -approximate solution of (1) with 
a p p r o x i m a t i o n s  u ^ ( t , x ) ,  n  =  1 , 2 , . . .  .  
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Theorem 4.2. Let (2a) and (2b)hold and T = a/B as in Proposition 4.1. 
2 
Then there exists an (L) -approximate solution of (1) on [tQ,tQ+T]x[0,7r] 
vAiich is for fixed t continuous in x for 0<x<n, and with approximations 
n 
u (t,x) = Z a.(t)sin jx, where a(t) = (a (t),a_(t) ,...) is the 
n j^l 3 12 
unique solution of (4.13) of Proposition 4.1. 
Proof. In what follows ae#^ has components a^, k = 1,2,... , 
Define 
={aeCBQ: a^(t) 2 ® teCt^rt^+T], k = 1,2,...} 
Note that from the hypotheses on a^(t) and the definition of CBq, 
a^(t) >0, k = 1,2, for all t^t^+T whenever aeSi. 
We first show that the mapping 0 used in the proof of Proposition 
(4.1) maps 0 into since it is also a contraction, we will then have a 
unique solution a(t) of (4.13) in Î2. But $0c 0 follows easily from the 
facts that for aeî2, k = 1,2,..., j = 1,2,..., we have 
-k^(t-t ) -(k+2)^(t-t ) 
-(k+2)^(t-U) 
e K (u,s) > e K. ,_ .(u,s), t>u>d; 
kj — K+2,] 
recall that K (u, s) = (l-(-t'.l) ^ )K. {u,s)/7rk 
k: ] 
We now consider 
n 
u (t,x) = Z a. (t)sin jx 
" j=l ^ 
n/2 n/2 
= Z a (t)sin(2k-l)X + Z a (t)sin 2kx, if n is even 
k=l k=l 
(n+1) /2 (n-1) /2 
= Z a (t)sin(2k-l)X + Z a„ (t)sin 2kx if n is 
k=l k=l odd 
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By a well-known result from advanced calculus, usually referred to as 
Abel's convergence test, each of the two partial sums converges for 
fixed te [tg,tg+T] uniformly for x in each interval of the form 
[e,TT-e], 0<e<ir; hence u (t,x)-m(t,x) as n^ for (t,x)e [t., t_+x]x [0,17] 
n u u 
where in fact u(t,x) is continuous in x on (0,7r) . 
2 
To show that u(t,x) is an (L) -approximate solution of (4.13) and 
complete the proof, we first observe that a^(t) satisfies (.4.12) for 
k = 1,2,... . Using this, a straightforward calculation yields 
ir 
(2/tt) 1 L(u (t,x))sin kx dx 
0 " 
ft n 
= a,'(t) + K^a, (t) - I Z K . (t,s)a. (s) ds 
k ^ J-co j=i^] ] 
00 
Z  K. .(t,x)a. (s)ds 
• 1 3 
(4.18) 
J -co j=n+l 
By Parseval's theorem, 
rT: 2 
(2/1T) I [L{u (t,x))] dx 
Jo " 
œ . .k t » 2 
= Z [ ; ^ f Z K.(t,s)a.(s)ds] (4.19) 
k=i J-co i=n+i : : 
|t «> - 2 2 
£l Z K. (t,x)a. (s) dsl 1 Z K.(t,s)ds; 
J-co j=n+l ^ ^ j=n+l ^ 
here ||a|| is as defined as in the proof of Proposition (4.1) since 
aEBCg, and satisfies (2a)(iii), the Lebesaue dominated convergence 
theorem shows that the right side of (4.19) tends to zero as n^. This 
2 
shows that u(t,x) is an (L) -approximate solution and completes the 
proof of the theorem. 
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We remark that replacing t^ by tg+T and using the solution alreac^ 
obtained on t^t^+T as initial function, we can easily see that the 
same procedure as used in Proposition 1 and the theorem shows that the 
solution can be extended to [t^+x, tQ+2T]; here the estimate in (2a) 
(iii) is important. Thus the solution of (4:13) exists.on [tQ,<») , as 
2 
does the (L) -approximate solution of our theorem. 
We also remark that (2a)(iii) can obviously be replaced by weaker 
but more conrolicated conditions and our results will still hold. 
Remarks. To see how our results can be formulated as an invariance 
problem as discussed in the introduction, define the closed subset 
M of ^2 be 
M = {ae&g: a^ _> a^^^ >0, k = 1,2,—} 
With S(t) and f(t,u^) as given in (4.14) and (4.15) respectively, we 
note that the conclusion of our theorem would follow if M were posi­
tively invariant for 
ft 
u(t) = S(t-tQ)u(tQ) + J s(t-s) f (s,u^) ds, t 2 tg, 
^0 
u(t) = u^(t), t£tg (4.20) 
However, our theorem is actually a stronger result; we do not need to 
assume u^(t)€M for t<tg; only u^(tQ)eM and the coirponents of u^(t) are 
all nonnegative for IXt^ are required in our theorem. This in fact 
suggests that for the delay case, it might be better to define positive 
invariance not for closed subsets of the "state" space B, but for closed 
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subsets of a space of initial functions on 1^, the delay interval. 
For example, to get our theorem as an invariance result in terms of 
such a definition, we would use the set consisting of the set of 
&^-valued function a(t) continuous and bounded on (-«>,0] such that 
a^(t)>0, t£0, k = 1,2,... and ^ = 1,2,... . is a 
closed subset in the space CB of 2^-valued functions continuous and 
bounded on (-«>,0] with supremum norm. Solutions of (4.20) are to be re-
regarded as functions u^ on txh^ to CB, an idea suggested for delay 
equations by Krasovskii [10] and Hale [6]. This also bears on the 
fact that there is a formulation of the (4.10) with delay as another 
(4.14) without delay where the Banach space is now a space of functions 
on the delay interval to B (in our case, the space CB); of [25]. 
Finally, as has already been remarked, only the exponential esti­
mate in (2a)(iii) is required to obtain the existence of a solution of 
(4.13) on [tQ,t^+T] and it is easy to see that properties (ii) and (iii) 
2 
of the (L) -approximation u^(t,x) arising from such a solution hold. 
However, to get these approximations to converge pointwise on 
[tjj, tQ+T]x[0,ir], one needs additional conditions as in (2a) and (2b). 
It is also clear that the one-dimensional aspect of x in our heat 
equation is crucial; it does not seem that our method can be readily, 
or without substantial complications, be adapted to the case of higher-
dimensional X if we wish to get pointwise convergence of our 
approximations. 
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