and facile realization in many previous reports [27]-[35]. Nevertheless, the global convergent characteristic of PSO cannot be ensure to obtain. For conquering the drawback of PSO, quantum-behaved particle swarm optimization (QPSO) is presented [36] - [39] , and this method has attracted more and more attention lately [40]- [44] . The QPSO has been confirmed the truth of its global convergence in accordance with the explanation from [37] .

Abstract-This paper presents a quantum-behaved particle swarm optimization (QPSO) with a multiple updating (MU) for solving the power economic dispatch problem (PEDP) of generators with multiple fuel options (MFOs). The QPSO assists the proposed method efficaciously find and precisely search. The MU helps the proposed method prevent deforming the augmented Lagrange function (ALF) and caused difficultly in searching optimal solution. The proposed approach combines the QPSO and the MU that has benefits of adopting a widespread area of punishment parameters and a small-size population. The proposed algorithm has been demonstrated on a practical ten generating units system; every one unit is composed of two or three fuel changes. The entire fuel price got by the proposed QPSO-MU has been competed with former studies for validating its efficacy. Compared achievements clearly express that the presented method is an effective alternative for resolving PEDP of units with MFOs in the realistic operations of power system. Index Terms-Augmented Lagrange Function; Economic Dispatch; MFOs, Particle Swarm Optimization.
I. INTRODUCTION
Generally, power economic dispatch problem (PEDP) decides the best electricity productivities for all power generators, which will reduce the entire charge while the system both of demand and constraints have been contented [1] , [2] . PEDP is an integration problem due to its huge size, a nonlinear objective function, and a big amount of system constraints. Traditional methods of lambda iterative skill and quadratic programming provide better outcomes, but when the searching area is nonlinear characteristic and has convex feature they become more complex with a sluggish convergency and don't guarantee to find the best answer.
In practical operations of power system, some fired generators, which are provided with diverse fuels like natural gas, oil and coal. Functions of fuel price are always discontinuous and segmented as piecewise quadratic cost functions for MFOs. The PEDP of generators having MFOs is to reduce entire fired cost between available fired sources for each generator meeting loading and generation ranges. The PEDP is a nonconvex and complex optimal issue because it involves segmented values at each limit constituting numerous local optima. Consequently, traditional approaches are usually hard to handle the PEDP. A traditional method [3] linearized segments of cost function to resolve the PEDP of generators having MFOs. A numerical method (HM) [4] retained the supposition of piecewise quadratic price curves and resolve the PEDP with MFOs. Nevertheless, the computation of HM was still exponentially growing time complexities for bigger systems with nonconvex constraints. The Hopfield neural network (HNN) [5] was also ingenious to punishment factors correlative with system constraints. The enhanced Lagrangian neural network (ELANN) [6] had speedy computational efficacy because a momentum skill was used in learning procedure of ELANN. Nevertheless, approaches of HNN and ELANN needed a big iterative loops for convergency of the best answer, and they usually expressed oscillation in the transient procedure. The Adaptive Hopfield neural network (AHNN) [7] , [8] always adjusts the gradient and biases of neurons within the convergent procedure to promote the computational property.
Some deductive optimal skills have been utilized to resolve the PEDP with MFOs system, too. The genetic algorithm (GA) [9] , [10] , evolutionary programming (EP) [11] , [12] , differential evolution (DE) [13] , particle swarm optimization (PSO) [14] , a combination of the EP, tabu search and quadratic programming (ETQ) [15] , the hybrid real coded genetic algorithm (HRCGA) [16] , and the hybrid integer coded differential evolution-dynamic programming (HICDEDP) [17] . Nevertheless, methods mentioned above are usually tardy because of combining single techniques.
In the near future, various algorithms also have been presented to solve PEDP of units with MFOs. Such as a synergic predator-prey optimization (SPPO) [18] , an integrated of modified shuffled frog leaping algorithm (MSFLA) and global-best harmony search algorithm (GHS), MSFLA-GHS [19] , augmented Lagrange Hopfield network initialized using quadratic programming (QP-ALHN) [20] , improved particle swarm optimization (IPSO) [21] , enhanced augmented Lagrange Hopfield network (EALHN) [22] , composite cost function (CCF) [23] , and chaotic improved honey bee mating optimization (CIHBMO) [24] .
PSO has been diffusely used in power optimal problems. Even if this method can bring about high-quality answers with less calculation iterations and steady convergency contrast to other algorithms [25] , it appears to be ingenious to tuning of certain weightings or factors. PSO exploited from Kennedy et al. [26] , its developing was based on observations of animals' societal actions, such as bird flocking, fish schooling, and swarm concept. PSO has shown its simplicity II. SYSTEM FORMULATION The objective function of PEDP is mainly to decide the best loading for all online dispatching generators, which reduces the entire fired price while approving of system constraints. It can be described below.
A. Fuel Cost
Generally, fuel cost function of every power generating unit is denoted by a sole quadratic cost function. Herein, because of MFOs, this price function is piecewise and quadratic. Accordingly, the PEDP of generators having MFOs with piecewise quadratic price functions are expressed as [5]  
Where Fj(Pj) represents fuel price of generating unit j. Pj expresses power output of generating unit j. ajk, bjk and cjk indicate cost coefficients of unit j for using fuel kind k. n is entire amount of generating units.
B. System Balance Constraint
The entire generation must be match to the summation of system demand and transmission loss [1] 
Where PD is the entire system demand and PL is the transmission loss.
C. Capacity Limit Constraints
The power productivity of every generating unit j should be between its minimum j P with maximum j P , and it can be displayed as [1] ) 4 (
III. THE PROPOSED ALGORITHM

A. PSO
The PSO [25] , [26] is an iterative algorithm based on the searching action of a swarm particles in a multidimensional search area. In PSO, the velocity and the position of each particle are updated. In the light of the fitness of the updated individuals, the personal best position of each particle and the global best position in all the particles are updated. Regarding the update of the velocities in the PSO, a particle is affect by its personal best position and the global best position. Thus, the PSO finds the global optimum by regulating the trajectory of each particle toward its personal best position and the global best position. Nevertheless, it still remain drawbacks of converging to local optimal answers. In PSO with m individuals, each individual is treated as a volume-less particle in the n-dimensional space, with the position vector and velocity vector of particle i at the tth generation expressed as xi(t) = [xi,1(t), xi,2(t), …, xi,n(t)] and vi(t) = [vi,1(t), vi,2(t), …, vi,n(t)]. The particle shifts in accordance with the following equations [25] :
, n, where c1 and c2 are called acceleration coefficients, and w is the inertia weight. Vector pbeseti,j(t) = [pbesti,1(t), pbesti,2(t), …, pbesti,n(t)] is the best former position of particle i called personal best (pbest) position, and vector gbest(t) = [gbest1(t), gbest2(t), …, gbestn(t)] is the position of the best particle between all the particles in the population and called global best (gbest) position.
B. QPSO
A major drawback of PSO is not guaranteed to be global convergency [25] , and PSO is susceptible to trap into local optima even if it converges quickly. Trajectory analysis illustrates the fact that convergence of the PSO algorithm may be realized if every particle converges to its local attractor Pi,j(t), defined at the coordinates [45] :
the random numbers r1,j(t) and r2,j(t) in Eq. (5) . Because the acceleration coefficients c1 and c2 in the PSO are usually formulated to be equal, i.e. c1 = c2, ) (t j  will be a sequence of uniformly distributed random number within (0, 1), that is ) (t j  /U(0, 1). In the QPSO, it is assumed that every single particle is spin-less one with quantum behavior. Therefore, state of the particle is characterized by wave function w, where |w| 2 is the probability density function of its position. We suppose that, at the tth generation, particle i moves in ndimensional area with a d potential well at Pi,j(t) on the jth dimension (1 < j < n) to ensure the convergency. Using the Monte Carlo method, the particle shifts in the light of later iterative equations [36] - [38] :
Where r3 and r4 are values generated in accordance with a uniform probability distribution within range (0, 1), and C is called mean best position defined as the average value of the 
A factor αin Eq. (8) is called contraction-expansion (CE) coefficient, which can be tuned to control the convergent rate of the particle. Previous achievements have demonstrated that the factor α have to be set as α< 1.782, thus, convergency or boundedness of the particle could be ensured [38] . Generally, it can guide the QPSO to a favorable property on the whole to change the value of a linearly between 
C. MU
Michalewicz and Schoenauer [46] investigateed and emulated many constraint-handling methods employed in evolutionary algorithms. Within these methods, the punishment function technique is one of the highly prevalently applied to mange system constraints, and the objective function involves a punishment function that is constituted of the squared or absolute constraint violation terms. Powell [47] indenoted that traditional optimal approaches comprise a punishment function have some disadvantages that become extremely severe when punishments are big. Moreove, big punishments illconditioned the punishment function so that finding a better answer is hard. Nevertheless, if the punishments are too small, the constraint violation does not dedicate a big cost to the punishment function. Hence, how to choose suitable punishments is not inessential. Thus, the MU [48] is presented to manage this constrained optimization problem. This algorithm can surmount the ill-conditioned characteristic of the objective function. Thinking about a nonlinear optimiztion system with general constraints as follows:
Where x stands a nC-dimensional variables, and hk (x) and gk (x) respectively express constraints of equality and inequality. The punishment terms as well as Lagrange function are integrated in the augmented Lagrange function (ALF) [47] as follows: , f(x) . Therefore, small punishment can be used in the MU. Nevertheless, the appearance of adumbration of La is modified by punishments while the system constraints of PEDP have nonlinear characteristics, illustrating that big punishments also bring about certain difficulties in computation process. Adaptive punishments of the MU are used to moderate difficulties mentioned above. Many detailed information of the MU have demonstrated in previous research of [48] . Fig. 1 has shown the flow diagram of the proposed QPSO-MU, which has two iterative of outer and inner loops. The ALF is employed to find a smallest value in the inner loop with the given punishments and multipliers, which are then updated in the outer loop to yielding an upper limit of La. When both inner and outer iterative loops turned into enoughly big, the ALF function will be converging on a saddle-point of the dual problem [46] . The suggested QPSO-MU has merits of an efficient search the optimal answer of economic dispatch in the inner loop and the MU validly manages constraints of EEDP system in outer loop. 
D. The proposed QPSO-MU
IV. SYSTEM SIMULATIONS
In this chapter, the proposed method has been tested on a realistic 10-unit power system for solving the PEDP of units with MFOs. The cost coefficients together with the smallest and biggest generating capacity limits for every fuel option and load demand 2700MW of this test system are the same as [4] . The MU algorithm was used in QPSO to manage system constraints of the inequality and equality. The computational program was executed on a desktop computer (Intel(R) Core(TM) i7-3770 CPU @ 3.4 GHz with 8G Ram) using FORTRAN-90 program. Setting parameters employed in this test illustrate as the following; the population dimension m is fixed as 20 for the proposed QPSO-MU. The iteration numbers of outer loop and inner loop are set to (outer, inner) as (10, 500). Contraction-expansion (CE) coefficientαin (8) is set to 1.5.
The implementation of the proposed algorithm for this test system can be described as follows: 
The optimization of PEDP of units having MFOs is formed by the objective function (1), the power balance constraint of (3) and the capacity limit constraints of (4). Thus, the optimal cost problem composes of one objective function with ten variable parameters and one equality equation for the power balance constraint. This minimum cost problem consists of one objective function with ten variable parameters, (P1~ P10), one equality constraint, (h1), and twenty inequality constraints, (g1~ g20), for the PEDP of units with MFOs. The sum of constraint violations (SCV) is defined in (16) to inspect effect of the constraint feasibility at the final solution. Table I lists ten optimal results of this practical test system. Results obtained from a synergic predator-prey optimization (SPPO) [18] , an integrated of modified shuffled frog leaping algorithm (MSFLA) and global-best harmony search algorithm (GHS), MSFLA-GHS [19] , QP-ALHN [20] , improved particle swarm optimization (IPSO) [21] , enhanced augmented Lagrange Hopfield network (EALHN) [22] , composite cost function (CCF) [23] , chaotic improved honey bee mating optimization (CIHBMO) [24] , adaptive Hopfield neural network (AHNN) [7] , numerical approach (HM) [4] and the proposed QPSO-MU, are shown in this Table clearly . Although results obtained from SPPO [18] , SFLA-GHS [19] , QP-ALHN [20] , IPSO [21] , EALHN [22] , CCF [23] and CIHBMO [24] have the less cost than the proposed QPSO-MU. However, such solutions are infeasible ones, because of insufficient or excess demand. The SCV indicates that these outputs are infeasible solutions. As seen from the best solution of QPSO-MU with an exact total power (TP) listed in Table I , the TP is 2700.0000 MW. By investigating results presented in Table I , it is observed that the best total cost (TC) utilizing QPSO-MU is 623.8140 $/h, which is much less than the best results previously reported in AHNN [7] and HM [4] . Therefore, the result obtained from the proposed QPSO-MU is an optimal and feasible solution. In this Table, all methods have the same fuel type (FT) used for the dispatching generators of this test system. Table II shows comparisons of the TC and average CPU time (CPU_AV) obtained from former approaches and the proposed QPSO-MU for this realistic test system. According to the CPU_AV of different methods listed in the Table II , the proposed QPSO-MU is faster than most of the compared algorithms, but slightly slower than EALHN [22] . Consequently, the QPSO-MU is both providing the precise entire power and spending the less CPU_AV than most methods for the PEDP of units with MFOs. 
V. CONCLUSION
The QPSO-MU for solving the PEDP of units with MFOs has been presented herein. The QPSO helps the proposed method efficiently search and refined exploit. The MU assists the presented algorithm both of preventing out of shape of the ALF and leading to difficulty of solution finding. The presented approach combines the QPSO with the MU that possess benfits of taking a large area of punishment parameters and a small population. A practical 10-G system is used to compare the proposed QPSO-MU with previous methods. Simulation results show that the proposed algorithm is superior to previous approaches in solution quality for solving the PEDP of units with MFOs. Contributions of this paper are the QPSO precisely finds the optimal answers in the economic dispatch procedure, and the MU validly handles in system constraints management of power system. 
