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A 
Channel capacity of a discrete channel is evaluated for a number of 
tactical situations involving an opponent; i.e., a j ammer whose goal is 
the maximization oferror probability and a communicator whose goal 
is the minimization of error probability. The communicator selects 
the decoding rule and selects the code in a random fashion while the 
jammer selects the channel from a given fixed set of discrete memory- 
less channels. The capacity is evaluated and is shown to be independ- 
ent of whether (1) the jammer is required to select he channels to be 
identical for each use, or (2) the jammer can select each channel differ- 
ently but independent of the past history of the channel inputs and 
outputs, or (8) the jammer can select each channel as a function of the 
past history of channel inputs and outputs. In addition, the capacity 
is shown to be the same regardless of whether the communicator is 
aware of the particular sequence of channels elected by the jammer, 
or the jammer is aware of the decoding rule and the probability meas- 
ure used by the communicator for selecting codes. 
discrete con~lmunication channel ~4t, h input  a lphabet  
i=  [1,2 . . .  ~1 
and output  a lphabet  
k = [1 ,2 . . .  K] 
is avai lable for use once per unit of t ime. The channel is selected for each 
use by  an unfl{endly opponent ;  i.e., a jammer,  to beone of a set So of dis- 
crete memoryless channels. Thus, for each use, the channel is described 
by  some transi t ion probabi l i ty  matr ix  [p(k/i)] called a state in the set 
S0, where p(k/ i )  is the probabi l i ty  of receiving the symbol  "k"  when 
the symbol  " i"  is t ransmit ted.  Since it is assumed that  the channels 
can be selected in any fashion from the set So , one possible selection 
* Operated with support from the U. S. Air Force. 
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mechanism is a probabilistic one; i.e., if [pl(k/i)] and [p2(k/i)l are in 
So and 
0__<X__<l, 
then [Xpl(k/i) -t- (1 - X)p2(k/i)] can be selected by the jammer and 
is thus in So. Without loss of generality, the set So can thus be assumed 
to be a convex set. 
A code word of length n is a sequence of n input letters. A block code 
b of length n with M messages i a mapping from the M integers 1, 2, 
• .. M into a set of code words. We consider the situation in which 
the M messages are selected equiprobably by a source. The rate in 
natural units per channel use is defined by 
R -- l l nM.  
n 
A decoding system d for such a code is a mapping 1 from all sequences 
of n channel output symbols into the integers from 1 to M. If we desig- 
nate any particular sequence of n channel states by the symbol s, then 
for each b, d and s we can, in principal, evaluate the resulting error 
probability P~[b, d; s]. The communicator wishes to minimize error 
probability by adjusting b and d, while the jammer wishes to maximize 
error probability by adjusting s. 
The communicator, wishing to minimize his losses, desires to choose 
P~ and d by the solution to 
rain max P,[PB,d;s] l=  1,2,3.  
Pb,d s 
s in S l 
With this error probability we associate the capacity Cj, ;  i.e., the 
capacity of the "well-informed jammer" channel where the jammer is 
restricted to set St.  
The converse situation exists when the communicator knows the 
jammer's trategy. The communicator wants to choose PB and d ac- 
cording to the solution of 
min P,[P~, d; s]. 
P B,d 
The jammer, wishing to cause the most degradation i  error probability, 
desires to choose s according to 
max min Pe[PB , d; s] l = 1, 2, 3. 
P B,d 
i n  B l 
In  general, the mapping d is a function of the code b. 
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TABLE 1 
RELAT IONSHIPS  BETWEEN VARIOUS ERROR PROBABIL IT IES  OF INTEREST 
Jammer strategy 
restricted to S~ 
Relationship 
Jammer strategy 
restricted to S~ 
Relationship 
Jammer strategy 
restricted to S~ 
Well-informed jammer Relation- Well-informed 
ship communicator 
2> min 
P l~,d 
max'P~[Pm d; s] 
s in ~l 
Ni 
min 
P B,d 
max'N[Pm d; s] 
s in S2 
All 
m JR 
P B,d 
max.~?-~[Pm d; s] 
8 in  S3 
> 
> 
max 
s in 81 
ra in  " -~[Ps ,  d; S] 
P B,d 
All 
max 
g 
s in ~q2 
rain "P~[Pm d; s] 
P B,d 
All 
1TIaX 
s in Sa 
Inin.P~[Pm d; s] 
P B,d 
With this error probability we associate the capacity Cc~ ; i.e., the ca- 
pacity of the "well-informed communicator" channel when the jammer 
is restricted to set Sz. 
The various error probabilities and their relationships are presented 
in Table 1. The inequalities between the rows of Table 1 are a direct 
consequence of the fact that set $8 contains et $2 and that set $2 
contains SI • The inequalities between columns follow from the fact that 
P~[P. , d; s] ~ max P~[P. , d; s] l=  1,2 ,3 .  
s 
The relationships between the various capacities in Table 2 follow di- 
rectly from those of Table 1. 
We shall allow the communicator a technique more general than 
merely selecting once and for all its code and decoding rule. In particu- 
lar, we shall allow the communicator the flexibility of choosing the code 
in a random fashion according to some probability measure P, (b)  
independent for each block of n uses of the channel 2.The measure of 
2 The decoder is assumed cognizant of the particular code in use. 
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TABLE 2 
RELATIONSHIPS BETWE~IN vARIoUS CttANN]~L CAPACITIES OF INTEREST 
Well-informed Well-informed 
jammer Relationship communicator 
Jammer strategy restricted to $1 
Relationship 
Jammer strategy restricted to $2 
Relationship 
Jammer strategy restricted to S~ 
Cot N Ce~ 
VII Xdl 
Vll VII 
Cs, < Cc, 
performance now becomes the average rror probability 
"~[P~, d; s] = ~_, P~(b)Pe[b, d; s]. 
b 
The communication problem is a zero sum, two-person game between 
a communicator whose goal is to minimize the average rror probability 
by proper adjustment ofP~ and d and a jammer whose goal is to maxi- 
mize the average rror probability by proper adjustment ofs. 
In the sequel we consider three different restrictions on the jammer's 
selection of strategies: 
(1) The jammer selects each of the n channels of s to be identical. 
We designate he set of such n-state-sequences, s, by S1 • 
(2) The jammer selects each of the n channels of s independent of
the past history of the cha~lel inputs and outputs. We designate 
the set of such n-state-sequences, s, by S~. 
(3) The jammer selects each of the n channels of s as a function of 
the past history of channel inputs and outputs. We designate the set 
of such n-state-sequences, s, by $3 • 
We define capacity as the maximum rate at which error probability 
approaches zero as n approaches infinity. We shall be concerned with 
evaluating capacity for each of the above three restrictions on the 
jammer for the two distinct actical situations spelled out below. 
If the jammer knows the communicator's strategy, the iammer wants 
to choose s according to the solution of 
max ~[P~,  d; s] l --- 1, 2, 3. 
a in  S I 
Blackwell, Brieman and Thomasian 1960) have evaluated capacity 
for the "well-informed jammer" chalmel for each of the three classes 
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of jammer strategies. They have shown that 3 
Cj~ = C~ = Cj, = max 
{p(1)} 
min 
[p (~/ / ) l  
[ r (k l i ) ]  i ns  o 
• ~ p(i)p(k/i) In p(k/i) ~_ C, 
i,k q(k) 
where 
q(k) = ~ p(k/i)p(i) 
i 
and {p(i)} is a~ probability vector; i.e., 
p(i) > 0 
and 
(1) 
Since 
Thus, 
max ~ p(i)p@/i) In p(k/i) 
C c 1 .-~ mm 
[p(k / i ) ]  
[p (k / i ) ]  i ns  0 
max ~ p(i)p(k/i) ]n p(k/i) . 
p(i)p(k/i) In p(k/i) 
is a convex downward-continuous f nction of the transition probability 
3 In this expression we define 0 In 0 = 0. 
is 
I 
p(i) = 1. 
i~1 
We shall demonstrate that the capacity of the "well-informed com- 
municator" channel is ~lso given by Eq. (1). From the relationships 
of Table 2, it is sufficient o prove that 
Cc, = C. 
For any particular sequence in $1 of n identical channels [p(k/i)] in 
So, it is clear that the capacity associated with 
rain P . [P . ,  d; s] 
P B,d 
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matrix [p(k/i)] and since it is a convex upward-continuous f nction 
of the probability vector {p(i)}, we can apply the general min-max 
theorem of games 4 to show that 
Col = C. 
It therefore follows that 
EXAMPLE. From the assumption that channels can be selected in any 
fashion by an unfriendly opponent from a given set of channels, it fol- 
lowed without loss of generality that the set of channels can be assumed 
to be a convex set. We investigate an example which illustrates the im- 
portance of this assumption. 
Let So be the (convex) set of transition probability matrices of th 
[p(X)] = 
form 
where 
- i  -l- ~ int-k I--% I--X 
4 4 4 4 
I--X I--% I+% l-bk 
4 4 4 4 
2 -k  2-}, % X 
4 4 ~ 
X i~ 2--~ 2--k 
O~X__<I 
and p(t~/i) is the element in the ith row and the kth column. 
Let $1' be the (nonconvex) set consisting of the two transition prob- 
ability matrices [p(0)] and [p(1)]. Blackwell, Breiman and Thomasian 
(1959) have evaluated Cel and Cz~ for this channel. For this nonconvex 
set $1' they obtained 
Cel = log 2 
and 
C J1 = ½log2. 
4 See, for example, Karlin (1959) p. 28. 
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We now compute the value of C for the (convex) set So. To lower 
bound C we select 
p(1) = p(2) = p(3) = p(4) = 
and minimize the mutual information by var3dng ~. From the convexity 
of the mutual information and the symmetry in ~, it is easy to show 
that the minimization occurs when 
1. 
thus 
C => ~log3-1og2.  
To overbound C we first select 
X=½ 
and then optimize the mutual information over {p (i)}. From symmetry 
and convexity it follows that the optimum value occurs when 
p(1)  = p(2)  = p(3)  - p (4 )  = 
and that 
C =< ~log3-1og2.  
We therefore conclude that 
C =-~log3-1og2.  
From the above example it follows that convexity of the set of channel 
transition probability matrices is a necessary condition. 
SUMMARY. We have considered the problem of evaluating the channel 
capacity of a discrete channel for a number of tactical situations involv- 
ing a jammer whose goal is to maximize rror probability and a communi- 
cator whose goal is to minimize rror probability. The channel for each 
use has as input alphabet the integers 
i=  (1 ,2 . . .1 )  
and as output alphabet the integers 
]¢= (1 ,2 . . .  K) 
and is described by some transition probability matrix [p(k./i)]. The 
jammer can select for each channel use any particular discrete memory- 
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less channel [p(k/i)] from a given set So of such transition probability 
matrices. As has been shown, the set S0 can be assumed without loss of 
generality to be a convex set. The communicator can select a decoding 
rule and can select in a random fashion the coding rule. 
It has been demonstrated that the channel capacity is given by 
C = max mln ~ p(i)p(k/i) In p(k/i) 
ip(k/i)] in S o 
(2a) 
min max ~ p(i)p(k/i) in p(k/i) 
[p(k/i)] inS{} 
where 
q(k) = ~ p(i)p(k/i) (2b) 
i 
and {p(i)} is a probability vector. The capacity is given by Eq. (2) 
irrespective of whether (1) the jammer is required to select all channels 
identical, or (2) the jammer can select each channel differently but in- 
dependent of past history of the channel inputs and outputs, or (3) the 
jammer is permitted to select each channel as a function of the past 
history of channel inputs and outputs. The capacity is given by Eq. (2), 
regardless of whether the communicator is aware of the particular se- 
quence of channels elected by the jammer or, conversely, whether the 
jammer is aware of the decoding rule and probability measure used by 
the communication for selecting codes. Techniques for designing coding 
and decoding equipment which insure an error probability approaching 
zero exponentially with block length n for rates R, less than capacity C, 
have been devised by the author (1967). 
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