25 twelve independent stands that varied in stand density and L. We expected that cover 26 photography and fullframe fisheye photography would provide better estimates of L than circular fisheye photography owing to their superior image resolution, 1 and that fullframe 2 fisheye photography would provide better estimates of the leaf angle distribution and 3 clumping index than circular fisheye photography. We also expected that converting the 4 gamma of images from the Nikon Coolpix 4500 back to 1.0 from 2.2 would decrease the 5 calculated gap fraction and provide more accurate estimates of L. 11 2) to compare leaf area of individual trees from destructive sampling against estimates using 12 the equations developed by . The empirically derived equations, developed in 13 mature jarrah forest rather than young regrowth, use measurements of tree diameter and 14 crown attributes, and provide a tool to estimate L that is intermediate in effort between full 15 destructive harvesting and indirect photographic methods. Acacias and Superphosphate No. 1 fertiliser was applied at 500 kg ha-1. Plots se 1 lected for this 2 study were also treated with a 200g tablet of diammonium phosphate per tree. 12 Karri Rd because of poor site access. Prior to felling, D of each tree was remeasured, and 13 bark depth, crown dimensions (tree height, crown depth and crown width) and subjective 14 crown assessments (objective density, Grimes density, Grimes crown size and fruiting status) 15 were made as described by . Crown area (CA) was calculated from crown 16 width (CW) and crown depth (CD) as CA = CW×CD, and crown volume (CV) was calculated 17 assuming that the crown was shaped like an ellipsoid, CV = π/12×CW2×CD.
18
19 After each tree was felled, its total height and the height to the base of the live crown were 20 remeasured, and the tree's branches were removed. Individual stems of trees that forked 21 below 1.3 m height were treated as separate trees. Any branches with a diameter larger than 22 15 mm were stripped of smaller branches so that all branches had a diameter less than 15 mm. 23 On the basis of a visual assessment of their diameter, the branches were separated into three 24 groups (large, medium and small) and weighed. A subsample of branches from each group 25 (more than 30 % of the total mass) were immediately reweighed and stripped of leaves. The 26 area of leaves from each subsample was measured with a calibrated leaf area meter. The ratio 8of leaf area to fresh branch mass of the sample branches was used to calculate 1 the leaf area of 2 all the branches in that size class. These were summed for each sample tree to estimate its 3 total leaf area. The ratio method of estimating individual tree leaf areas has the advantage that 4 the estimate of tree leaf area is constrained by the known total canopy mass (Snowden, 1986 ), 5 and the error in the estimation of the ratio of leaf area to total branch mass is small if at least 6 30 % of branches are sampled (Snowden, 1986 ).
7
8 Plots of tree leaf area versus D were noticeably curvilinear and heteroscedascic. We tested 9 both square root and logarithmic transformations of the data. For logarithmic regressions 10 both the dependent and independent variable were natural log transformed, but only the 11 dependent variable leaf area was square root transformed because this was adequate to 12 achieve linear, homoscedascic relationships of leaf area to D in this case. The smallest tree 13 was removed from statistical analyses of the natural log transformed data because of the large 14 influence that it had on these regressions. This tree had D less than 7 cm, a leaf area of 0.2 m2 15 and was less than 3.5 m tall. Analysis of covariance was used to test whether the slope and 16 intercept of regressions differed between different treatments (tree spacings), and was 17 calculated using the ordinary least squares method. 18 19 It has been suggested that standardized or reduced major axis regression (RMA) is preferable 20 to ordinary least squares regression for calculating regressions between different components 21 of biomass because of the structural nature of the relationships. However, we judged that 22 ordinary least squares regression was more appropriate because 1) the X-axis variable, D, is 23 generally measured much more accurately than leaf area; McArdle (1988) suggested that 24 ordinary least squares regression was preferred unless the error in the independent variable 25 was more than one-third of that of the dependent variable; and 2) the purpose was to derive an 26 equation to predict leaf area from measurements of tree diameter that contain measurement 9 error (Warton et al., 2006) . All regressions of leaf area versus D were corrected 1 for bias using 2 Snowden's (1991) bias correction factor, which was then applied to all trees in each stand and 3 their leaf areas summed to obtain L of each stand.
5 2.3. Photographic methods and image analysis
6 All digital photographs were collected as FINE JPEG images with maximum resolution 7 (3,871,488 pixels total) using a Nikon Coolpix 4500 camera. Cover images (Macfarlane et 8 al., 2006) were collected during the afternoon on a grid in each plot. Nine images were 9 collected from the 1×1 and 2×2 m plots, twelve images from the 2×4 m plots and 16 from the 10 4×4 m plots. The camera, without fisheye converter, was set to F2 lens, automatic exposure, 11 Aperture-Priority mode and minimum aperture (f/9.6). The lens was pointed directly upwards 12 and the camera lens was levelled using a bubble level fixed to an aluminium plate fitted 13 between the camera tripod mount and tripod. 23 In PhotoShop images were analysed in colour; large, between-canopy gaps were visually 24 selected by the operator using the "Wand" tool and the number of pixels recorded from the 25 Histogram. All sky pixels (those with similar colour and luminance characteristics to the 26 large gaps) were selected using the Select Similar command and the total sky pixels recorded.
10
In WinSCANOPY the blue channel of the sharpened (medium) RGB 1 images was analysed.
2 Sky pixels were separated from canopy pixels using a threshold brightness value that was 3 automatically determined by algorithms within the software. WinSCANOPY separated large 4 gaps from small gaps based on their area; gaps larger than 50,000 pixels (1.3 % of the total 5 image area) were arbitrarily classified as large gaps. This threshold gap size was selected 6 based on experience from image analyses using the PhotoShop method. Both the PhotoShop 7 and WinSCANOPY derived data were used to calculate foliage cover (ff), crown cover (fc), 8 crown porosity (Φ, eq. 1), plant area index (Lt, eq. 2) and zenithal clumping index (Ω(0), eq. 11 In WinSCANOPY all calculations were performed automatically, while for data derived from 12 PhotoShop calculations were performed using Microsoft Excel. 12 WinSCANOPY uses a single global threshold that is automatically determined by the 13 software's own algorithms. As for cover image analysis, we also generated a set of images 14 that were back-corrected to a gamma function of 1.0 using IrfanView 3.95. Both the original 15 and corrected images were analysed using WinSCANOPY to test the effect of gamma 16 correction on estimates of L using the single threshold method. 14 based on the root mean-squared error (RMSE). Methods with a small RMSE were then 15 compared using RMA regression because we judged that the measurement errors were similar 16 in both approaches (McArdle, 1988) and the purpose was to test whether the true slope of the 17 relation was equal to one, rather than to predict Y from X (Warton et al., 2006 (Table 1) . Tree height 22 ranged from 9 to 14 m in the 2×2, 2×4 and 4×4 spaced stands, but was only 3 to 10 m in the 23 1×1 m stands. One-way ANOVA and Tukey's test indicated that the stands with the widest 24 spaced trees had a smaller L than the other three treatments (P < 0.05), which did not differ. L 25 did not differ statistically between pits (one-way ANOVA).
