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In the last two decades, increasingly precise measure-
ments have established that the cuprate high tempera-
ture superconductors exhibit numerous ordering tenden-
cies. In addition to the “big two” – Ne´el antiferromag-
netism and d-wave superconductivity (SC) – there are
a variety of other orders that have been observed, espe-
cially in the enigmatic pseudogap regime of the phase
diagram. The term “pseudogap” denotes a suppression
of the density of states between a doping dependent
crossover temperature, T ∗(p), and the (lower) SC tran-
sition temperature, Tc(p). Thus, for doping less than
p∗ ≈ 0.19 (above which T ∗(p) vanishes), the pseudo-
gap is the “normal state” out of which superconductivity
emerges.
Mukhopadhyay et al1, in a paper in the current issue
of PNAS, venture a bold proposition as to the micro-
scopic origin of the pseudogap on the basis of a care-
ful examination of high resolution scanning tunneling
spectroscopy (STS) on the material Bi2Sr2CaCu2O8+x
(Bi-2212). They focus on two distinct forms of or-
der: charge density wave (CDW), the breaking of lat-
tice translation symmetry; and nematicity, the break-
ing of lattice rotational symmetry. Both of these or-
dering tendencies have been identified across all families
of hole-doped cuprates.By measuring tunneling conduc-
tance with atomic resolution over a large field of view,
performing a Fourier transform, and analyzing data from
distinct regions of momentum space, Mukhopadhyay et
al identify energies ∆∗, EDmax, and E
N
max that charac-
terize the pseudogap, CDW, and nematicity respectively.
Measured on samples whose doping spans regime, these
energies are, within experimental error, identical.
On the basis of this remarkable result, the authors ar-
gue that the pseudogap is a consequence of the tendency
towards a unidirectional density wave that, if long range
ordered, would break both translation and rotation sym-
metry. In the presence of disorder, translation symmetry
breaking cannot occur (unless the CDW is commensu-
rately locked to the lattice). However,a phase with “ves-
tigial” nematic order, i.e. rotational symmetry breaking,
survives to a critical disorder strength.2,3 The transition
temperature for this nematic order would then provide a
sharp definition for T ∗. In brief, the proposition is:
The pseudogap is due to density wave correlations ren-
dered short-range by disorder. These short-range correla-
tions produce a phase with vestigial nematic order, whose
transition temperature determines T ∗.
While the arguments leading to this conclusion are
highly suggestive, there are a number of important sub-
tleties and challenges that still remain to be addressed.
In the remainder of this commentary, we discuss some of
the most significant – not as a critique but as a road map
for further investigation.
I. HOW DEFINITIVE IS THE
SPECTROSCOPIC EVIDENCE?
To establish the link between CDW and nematic or-
ders and the pseudogap, the authors compare three sep-
arate spectroscopic measurements. Each relies on data
from non-overlapping regimes of Fourier space: the CDW
spectrum, DZ(Q, E) from near the ordering vectors Q =
QDx ≈ (0.25, 0) and Q = Q
D
y ≈ (0, 0.25), the nematic
NZ(E) from the reciprocal lattice vectors of the crys-
tal Q = QBx = (1, 0) and Q = Q
B
y = (0, 1) , and the
averaged (Q = 0) density of states ρ(E). However, all
are based on single-particle spectra, and so to some ex-
tent are sensitive to the density of states. We thus have
to ask whether the observed coincidence of the maxima
in the CDW and nematic spectra with ∆⋆ might be less
meaningful than it seems. We do not know a quantitative
way to address this issue. However, while the drop of all
three of these quantities with decreasing E for E < ∆⋆
might be simply a density of states effect, both NZ(E)
and DZ(Q, E) drop much more rapidly with increasing
E > ∆⋆ than does ρ(E). This makes it difficult to avoid
the conclusion that these orders are tied to the pseudo-
gap.
II. OTHER ORDERS:
Just as nematic order can serve as an avatar for
CDW order, there may be other ordering tendencies for
which the presence of one can serve as indirect evidence
of another. Indeed, the authors note that the CDW
could be a subsidiary order, reflecting a primary ten-
dency toward a pair density wave (PDW). While recent
experiments4,5make the “PDW as mother of all orders”
proposition less likely, the notion that the pseudogap in-
volves local SC pairing is both theoretically plausible and
supported by a variety of experiments6–11. Moreover, at
very low doping, the pseudogap is associated with the
growth of the AF correlation length beyond a few lat-
2tice constants9,12–15, although the AF correlation length
is less than a lattice constant in the pseudogap regime
of near-optimally doped YBa2Cu3O7−x (YBCO) and Bi-
221216. Accordingly, the pseudogap may not have just
one cause. That said, we applaud the authors for the
clarity of their conjecture; “all of the above” is an unsatis-
fying (though possibly technically correct) answer to the
question of the pseudogap. Indeed, exploring the valid-
ity of the proposed unifying perspective should stimulate
future experiments. For instance, the suggested relation
between nematicity and T ∗ implies that uniaxial strain
should be a fruitful knob to turn.
In the context of the authors’ proposal that the pseu-
dogap is due to density wave fluctuations, it important
to bear in mind that ascribing a spectroscopic pseudo-
gap to fluctuations of an order parameter is an inher-
ently imprecise notion. A system illustrating this point6
is a one dimensional system with a Luther-Emery liquid
ground state. At high temperatures, the system behaves
as a Luttinger liquid, with gapless charge and spin ex-
citations. At a crossover temperature T ⋆, a spin gap
opens. For T < T ⋆, both CDW and SC correlations
grow strongly. An array of such systems weakly coupled
together will order at some temperature To ≪ T
∗, but
whether as a SC or CDW state depends on a variety of de-
tails. This is a solved problem without a straightforward
intuitive understanding Viewing the spin gap (essentially
a pseudogap) as due to CDW fluctuations is reasonable,
but an equally good case exists for SC fluctuations. And
neither perspective fully captures the underlying physics.
III. AMBIGUITY CONCERNING THE ~Q = ~0
ORDER:
The T ⋆ line in the central phase diagram presented
by Mukhopadhyay et al shows points at which various
probes have provided evidence for the uniform (Q = 0)
breaking of a symmetry. (Several other studies merit in-
clusion here, such as Refs.17–19). These experiments pro-
vide evidence that numerous symmetries are broken at T ∗
(a logical possibility, though one requiring fine tuning). If
so, the authors’ proposal that T ∗ is a nematic transition
is incomplete. Of course, it may eventually turn out that
all these experiments are detecting the same transition,
one of primarily nematic character.
IV. IS T ∗ UNIQUE?
For the most part, the experimental studies of local
CDW order have identified an onset temperature, Tcdw,
that is lower than T ∗, and generally decreases with de-
creasing p < 1/8 while T ∗ increases. (See, for exam-
ple, Ref.20,21). Mukhopadhyay et al address this, quite
reasonably, by noting that the onset of CDW order is
never sharp, so that it may merely mark the temperature
at which a signal becomes detectable above background,
and hence may not be physically meaningful.
On the other hand, more than one analysis of the
crossover phenomena observed in the pseudogap regime
has identified a distinct crossover temperature T ∗∗ ≈
Tcdw < T
∗ (e.g., see Refs.22 and23). In addition to the
CDW onset, several relatively well defined and physically
significant experimental signals follow T ∗∗ rather than
T ∗, such as the onset of an unusual Nernst effect and
weak diamagnetism, as well as a maximum in the NMR
relaxation rate 1/T1T – phenomena often associated with
the growth of SC correlations. Such observations suggest
that T ∗∗ may be a physically meaningful temperature
scale and not just a detection threshold.
Even if true, this may be an unimportant subtlety of
the crossover physics: Given that there is no long range
order of either magnetism or SC, and that no sharp tran-
sition to a density wave ordered state is likely to survive
in the presence of disorder, identifying T ∗ with a nematic
transition might offer the only precise way to characterize
the pseudogap regime. Even if this is the case, identify-
ing the extent of significant SC fluctuations above Tc is
an important issue in its own right, whether or not it is
entirely correlated with T ∗.
V. MATERIAL SPECIFIC DIFFERENCES
One of the appeals of the present proposal is its uni-
versality. Because the building blocks of the high Tc
cuprates are similar nearly square Cu-O planes, it is gen-
erally accepted that the essential physics is the same for
all “families” of these materials. However, many prop-
erties, including some directly relevant to the authors’
proposal, differ substantially between families , and an
overarching understand may require incorporating this
diversity. Specifically:
A: The CDW signal central to the present discussion
(measured by STS on Bi-2212 in zero magnetic field)has
a pronounced d-wave form factor. However, X-ray scat-
tering studies of the 214 family of cuprates such as
La2−xSrxCuO2(LSCO) indicate a predominantly s-wave
form factor in these materials24, while in in YBCO the
evidence is currently inconclusive25. Moreover, the field-
induced CDW order seen in STS in the vortex cores of Bi-
221226 also has a dominantly s-wave form factor. These
form factors do not correspond to order parameter sym-
metries, as the CDW ordering vector itself breaks the
point group symmetry. Thus, it is possible that these
differences in form factor are not essential pieces of the
physics. Alternatively, it may be that multiple distinct
types of CDW order are present, possibly with the s-wave
form factor component in vortex cores being generated
as the second harmonic of a PDW27.
B: The CDW wavelength is not universal. The sign of its
doping dependence varies among families, and its value
3ranges from roughly three lattice constants (as in YBCO)
to four (as in Bi-2212). The CDW may even be commen-
surate in some materials29, in principle permitting long
range order. C: Spin density wave (SDW) order is often
observed, and its interplay with CDW strongly depends
on the material. For instance, in LSCO the CDW and
SDW orders are mutually commensurate and appear to
cooperate: wherever CDW is observed, SDW appears at
a lower temperature. In contrast, in YBCO, the SDW
and CDW are mutually incommensurate, and apparently
compete so ferociously that they never coexist.
D: The proposed scenario involves a significant role for
quenched disorder in producing a vestigial nematic phase.
In practice, all the cuprates (with the possible excep-
tion of Y2Ba4Cu8O16) form non-stoichiometric crystals,
so some disorder is unavoidable. However, the charac-
ter of the disorder varies between families of materials.
This might give rise to material specific aspects to the
coupling between disorder and CDW order.
These complexities should not be barriers to a single
synthetic perspective, but may be crucial when applying
this perspective to individual materials.
VI. IS THE CDW ORDER “STRONG”
ENOUGH?
Since CDW order has been observed by many differ-
ent experimental probes, its presence in the pseudogap
regime is uncontroversial. It also has been established
from numerical studies that it is one of the leading or-
dering tendencies of paradigmatic models studied in this
context, such as the Hubbard30 and t−J31 models. More-
over, the CDW order is strong enough to significantly
suppress Tc under certain circumstances
32.
However, CDW order does not appear as strongly as
in more conventional CDW materials, such as the rare-
earth tritellurides, RTe3
33. In comparison with RTe3, the
CDW ordering peaks observed in hard X-ray diffraction
studies of the cuprates are several orders of magnitude
weaker, and signatures of band reconstruction in angle-
resolved photoemission (ARPES) are, at best, much more
subtle34. Thus, there is a question whether the CDW
order in the cuprates is “strong” enough to account for
the pseudo-gap.
It is not clear, even in principle, how to quantify this
issue. In contrast to the above evidence of weakness,
the modulations in the local density of states observed
in STM are large–order one effects.Moreover, estimates
from NMR35 yield charge density variations of order 0.03
e per Cu atom, which is substantial.
VII. PERSPECTIVE:
High temperature superconductivity was discovered in
the cuprates more than thirty years ago. Initially, it was
thought that it would admit an elegant “solution” - al-
though there was considerable disagreement about whose
proposed solution that would be. Since then, through a
combination of remarkable advances in material perfec-
tion, experimental probes , and computational methods,
we have uncovered a plethora of phenomena of interest in
their own right, and which reveal the complexity of the
problems at hand. Perhaps the most significant aspect of
the Mukhopadhyay et al paper is that it refocuses atten-
tion on the big questions. We have raised above a number
of issues to be reconciled with their proposition. How-
ever, in such a complex system, the failure of a theory
to account for some observed behaviors – so long as they
are in some sense “inessential”–is a shortcoming that is
expected and should be tolerated36.
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