Abstract. The acquisition of intra-subject data from multiple images is routinely performed to provide complementary information where a single image is not sufficient. However, these images are not always coregistered since they are acquired with different scanners, affected by subject's movements during scans, and consist of different image attributes, e.g. image resolution, field of view (FOV) and intensity distributions. In this study, we propose a coupled registration-segmentation framework that simultaneously registers and segments intra-subject images with different image attributes. The proposed coupled framework is demonstrated with the processing of multiple level of detail (LOD) MRI acquisitions of the hip joint structures, which yield efficient and automated approaches to analyze soft tissues (from high-resolution MRI) in conjunction with the entire hip joint structures (from low resolution MRI).
Introduction
The acquisition of intra-subject data from multiple images is routinely performed to provide complementary information where a single image is not sufficient. As an example, the acquisition of MRI images of the hip joint at multiple levels of detail (LOD) is often used to identify bone changes and soft tissue abnormalities, which might explain the development of arthritis. In this protocol, exemplified in Fig. 2 , a low resolution MRI that covers a large field of view (FOV) is acquired to image the whole hip joint structures (i.e. entire femur bone), whereas a high resolution MRI with limited FOV and centered at the hip joint is acquired to reveal the fine details of the soft tissues. Similarly, the use of multiple images of joints acquired in different postures was demonstrated to be an effective approach for biomechanical motion analysis, which required these images to be aligned (e.g., [1] ). From these examples, there is a crucial need for image registration where multiple acquisitions are not always co-registered. In addition, the segmentation of the structures of interest (SOIs), shared among the acquisitions, is commonly required for quantitative correspondence.
The ability for concurrent segmentation and registration has been demonstrated to be a powerful method in recent years. A seminal paper by Yezzi et al. [2] presented a variational framework for simultaneous segmentation and registration using deformable models, and gave birth to a variety of methods [3] [4] [5] [6] [7] with extensions such as the support for more than 2 images or non-rigid transforms. In other studies, voxel-based approaches, formulated as a maximum a posteriori (MAP) estimation problem were proposed [8, 9] . Atlas-based methods [5, 9] were also presented, but were limited to data with atlas availability. Further, atlas-based methods generally involved non-rigid transforms, and were thus not appropriate to e.g. a rigid structure imaged in different positions.
In this paper, we propose a coupled registration-segmentation framework based on deformable models for intra-subject images acquired with different protocols. The framework is able to handle intra-subject images characterized by varying FOV in which SOIs can be partially visible and thus have a limited correspondence which seriously complicates their direct registration. Further, our framework is atlas-free, does not limit the number of images or SOIs, and does not restrict the nature or evolution strategies of the deformable models. Its effectiveness is demonstrated in the registration-segmentation of femurs in intrasubject MRIs acquired at multiple LODs (hereon referred to as "multiple LOD MRIs"). Our coupled framework will simultaneously segment and register the multiple LOD MRIs, and thus enable an efficient and automated approach to the analysis of (pathological) soft tissues from images of the joint (high-resolution) in conjunction with the entire hip structure (low-resolution).
Coupled Registration-Segmentation

Framework Overview
In this work we propose to segment and register the same SOIs in N images
For the sake of brevity, we only present our methodology in case of a single SOI, while the proposed approach can be easily extended to multiple SOIs. We assume that the segmentation is achieved by using N deformable models (DM) represented by shapes S 1 , . . . , S N , composed of a same number n of points x i j :
No restrictions are made on the nature of the DM (e.g., curves [4] , simplex meshes [10] ), except that their shapes must share the same number of points and be in point correspondence. Similarly, DMs can adopt any type of evolution strategies (e.g., Gradient flow [2] , Newtonian law equations [11] ) as long as they can be expressed as an update operator Ψ (S i ), which returns new state of the shape at each evolution step.
The registration consists in computing the mappings g i←j to transform S j to S i . Similarly to [7] , instead of computing the N 2 possible mappings g i←j , we estimate the mappings g i that transform a common shapeS to each shape S i . In case of linear transforms and shapes in point correspondence, we propose to express these mappings g i by using a generalized Procrustes alignment (GPA) [12] . During this procedure, mean shapeS = {x 1 , . . . ,x n } and mapping g i estimates are iteratively updated. The mappings are estimated in a least square sense: An overview of the steps involved in our coupled registration-segmentation framework is depicted in Fig. 1 , in which segmentation and registration are used in an interleaved manner. The steps are repeated until segmentations convergence. First shapes S i are updated given the segmentation update operator Ψ . Then the resulting shapes Ψ (S i ) are aligned with the GPA. The final stage performs a linear "blending" at the point level between shapes Ψ (S i ) and the back-transformed mean shapes g i (S) to get new shapes S ′i :
Parameter λ ∈ [0, 1] is used as a stiffness coefficient, which expresses the degree of constraint applied by the registration to the segmentation. Theoretically, if shapes only differ by a linear transform λ should be set to 1. However, in practice it is better to slightly relax λ at the beginning of the segmentation. This provides more freedom to the segmentation, especially when the shapes are not initialized closely enough and they need to be significantly deformed. In this paper, we linearly increases λ from 0.7 to 1.
Weighting Procedure
A major issue with the aforementioned step is that all shape points are equally treated in the registration. If these points are invalid from a segmentation viewpoint (e.g. point not lying on organ boundary or out of the image FOV), they will corrupt the registration. As a result, bad estimates of the meanS and mappings g i will be computed. Hence we apply a simple yet efficient solution that uses a weighted GPA. Given weights w In this paper, we express the weight w i j as the sum of "reliability" terms 
Coupled MRI Bone Registration-Segmentation
Our experiments are related to the hip joint image analysis to detect abnormal bone shape (changes) that may yield the formation of arthritis [13] . We further suggest that the automated alignment of multiple LOD MRIs, together with its segmentation will better support clinical diagnosis and biomechanical studies. We adopted our previous MRI bone segmentation approach [11] , which uses DMs that are semi-automatically initialized and driven by dynamic law equations. The evolution is coupled with shape priors expressed as multi-resolution statistical shape models (SSM). Convergence is obtained when shapes variations between two evolution steps are small with respect to a chosen threshold. Image forces used in the DM evolution are based on gradient directions and on the normalized cross correlation ratio N CC(q , respectively. By giving higher weights to a shape point whose IP is similar to the other shapes' IPs, robust estimates of the mean shape and alignment transforms are obtained. This provides thus an effective way to express point reliability. The NCC is invariant to linear intensity changes, thus being useful for our MRIs acquired with different protocols.
Results
Fifteen volunteers were scanned based on Sec. 3 imaging protocols. For each subject, multiple LOD MRIs (TF and VB) were processed with our proposed coupled registration-segmentation framework. For comparative analysis, the VB was also segmented using the same deformable model as in the coupled approach. This is referred to as a single segmentation. The VB image was segmented instead of the TF in order to have a more reliable and objective estimate since in [11] images with small FOV were not used. For quantitative analysis, the Dice's similarity coefficient (DSC) was used to compare the automated femur segmentation results with that of manual delineations (as the ground truths) defined by experienced researchers under the supervision of a radiologist. A DSC of 1.0 was given to segmentation results having identical overlap to the ground truth. In the first experiment, multiple LODs of VB and TF were used, in which the subjects' leg exhibited low flexion/abduction/adduction amplitudes (i.e. close to the "neutral" position) as shown in Fig. 2a) and b) . The result of our coupled approach is shown in Fig. 2c) and d) , where both LOD MRIs have been automatically aligned (superimposed together) and segmented, respectively. Here, we can see that the alignment appears to be satisfactory and the segmentation shape correctly contours the bone in both VB and TF MRIs. The surrounding soft tissues, i.e. muscles, were slightly misaligned, although visibly accurate. This was expected since the alignment was based on a rigid mapping of the femur bone and thus did not take into account the soft tissue deformations. In Fig. 2e) , the segmentation result using only the VB is presented. Visual differences to the coupled approach results are very subtle. Although the improvements with the coupled approach are small for the entire femur segmentation (≈1% increase in DSC), the coupled approach is markedly more accurate in the segmentation of the finer details that were only available in the TF (Fig. 3) . A distance error (in mm) was calculated between the ground truth and the segmentation results for both the single (Fig. 3d ) and the coupled (Fig. 3e) approaches, averaged among all the subjects, and finally mapped on an arbitrary reference shape. These distance errors better reveal that the finer information from the TF contributed to a better segmentation (e.g., fine details of the fovea capitis). In this first experiment, the position of the leg was neutral for both the VB and the TF MRIs. However, in clinical practice, it often happens that stronger alignment differences between the image acquisitions are observed due to patient movement between the scans. Large leg rotation patterns make the alignment more challenging and locally affect the intensity distribution around the bones. In order to analyze the capability of our coupled framework in the presence of large movement between the scans, we gathered 15 additional datasets of the same subjects performing large leg rotation patterns during the TF acquisition, as shown in Fig. 4 . These figures illustrate the strong misalignment that needed to be recovered between the bone extracted in the VB and the TF MRIs. As shown in Fig. 4 , the registration of the femur performed well, where we can clearly see the shape outline of the femur between the VB and the TF. Similarly to the previous experiments (Fig. 2) , the quantitative measures of the femur segmentation were almost identical (DSC of 0.917±0.03 and 0.924±0.01 for single and coupled approaches respectively). This suggests that our framework is robust in regards to the mis-alignment orientation of the LOD MRIs as long as these MRIs share a common SOI. We conducted further tests to evaluate our coupled approach in the case where more than two LOD MRIs were available. When our framework was applied to multiple LOD MRIs consisting of a VB and two TF (neutral and large movement), all three images were successfully aligned and the segmentation accuracy was in line with all the other experiments (alone and coupled DSC results of 0.917±0.03 and 0.929±0.01, respectively).
Discussion and Conclusion
This study presented a framework for simultaneous registration and segmentation of intra-subject multi-modal images. We exemplified our framework with the application to multiple LOD MRIs. The experimental results demonstrated that our framework was able to robustly align the multiple LOD MRIs that were different in resolution and FOV. At the same time, the combined information in the multiple LOD MRIs was exploited in the segmentation, thus improving the results when compared to the segmentation using a single MRI. We measured our segmentation results to those derived from manual delineation and found the results to be highly accurate. Since the accuracy of the registration is dependent on the segmentation in our coupled approach, we suggest that our registration is equally accurate. With our coupled registration-segmentation framework, high and low resolution images of the hip joint structures were simultaneously aligned and segmented, thus offering quantitative correspondence for use in e.g. clinical diagnosis and biomechanical analysis. Current effort is put in automating the initialization of the DMs. Our future work will involve the evaluation of our coupled framework to a wider variety of imaging modalities as well as the extension to non-rigid transforms.
