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Abstract
We introduce the probabilistic class SBP. This class emerges from BPP by keeping the promise of a probability gap but decreas-
ing the probability limit from 1/2 to exponentially small values. We show that SBP is in the polynomial-time hierarchy, between
MA and AM on the one hand and between BPP and BPPpath on the other hand. We provide evidence that SBP does not coincide
with these and other known complexity classes. In particular, in a suitable relativized world SBP is not contained in ΣP2 . In the
same world, BPPpath is not contained in ΣP2 , which solves an open question raised by Han, Hemaspaandra, and Thierauf. We
study the question of whether SBP has many-one complete sets. We relate this question to the existence of uniform enumerations
and construct an oracle relative to which SBP and AM do not have many-one complete sets. We introduce the operator SB· and
prove that, for any class C with certain properties, BP · ∃ · C contains every class defined by applying an operator sequence over
{U·,∃·,BP·,SB·} to C.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The use of randomness is a possible extension of conventional deterministic Turing machines. The origins of this
idea go back to the work of de Leeuw et al. [11]. In the 1970s, Rabin [38] and Solovay and Strassen [44] developed
fast probabilistic algorithms for testing primality and other problems. These algorithms find the correct answer with
high probability. Even though at that time no deterministic polynomial-time algorithm for primality test was known,
probabilistic algorithms provided a feasible way to perform primality tests in practice. This was new: problems that
are not known to be solvable in deterministic polynomial time could be handled in practice.
Probabilistic Turing machines, introduced by Gill [20,21], formalize probabilistic algorithms. A Turing machine is
called probabilistic if each step additionally depends on the outcome of an unbiased coin toss. Such machines accept
an input if and only if the probability of acceptance is greater than a certain value, the probability limit. Mostly it
is assumed a constant, and for convenience 1/2 is chosen. The restriction to polynomial-time computations leads to
the class PP, the class of languages recognizable by polynomial-time probabilistic Turing machines. However, PP
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rithms for primality test do not need such a fine distinction. A suitable restriction of PP that covers these probabilistic
algorithms is BPP, the class of languages recognizable by bounded-error probabilistic polynomial-time Turing ma-
chines [20,21]. For such machines one additionally demands a probability gap. This means that the probability of
acceptance must never belong to some interval around the probability limit (e.g., [1/4,3/4] for probability limit 1/2).
The existence of the gap allows probability amplification [43]: the size of the probability gap, i.e., the size of the
forbidden interval, can be increased to any fixed value arbitrarily close to 1. Thus, a probabilistic computation in this
sense almost always results in the correct answer. Recently, Agrawal, Kayal, and Saxena showed that primality can
be tested deterministically in polynomial time [1], but BPP is still considered an important complexity class, and the
probabilistic algorithms are still used in practice.
1.1. The class SBP
Consider a possible definition of BPP choosing the probability limit 1/2 and a suitable probability gap ε > 0. This
means that the probability of acceptance of any BPP computation must never belong to the interval [1/2− ε,1/2+ ε].
What happens if we lower the probability limit? It is known that the class of languages acceptable by such machines
is still BPP if the probability limit is decreased by a polynomial factor. However, this changes if we decrease it by
an exponential factor. The class of languages accepted by such machines is denoted by SBP, which stands for small
bounded-error probability. More formally, a language is in SBP if there are a polynomial p, a constant ε > 0 and a
probabilistic polynomial-time Turing machine such that on each input x the probability of acceptance does not belong
to the interval [2−p(|x|) − ε,2−p(|x|) + ε] and x is accepted if and only if the probability of acceptance is greater than
2−p(|x|). We will show that SBP admits a kind of probability amplification, but not as strong as in the case of BPP.
Many of our results rely on this property.
To relate SBP to known complexity classes, we prove inclusion relationships. By counting arguments, we show
that Babai’s first Arthur–Merlin class MA [3] is contained in SBP. Applying techniques by Lautemann [34] and Sipser
[43] we show that SBP is contained in Babai’s second Arthur–Merlin class AM. So, SBP is between MA and AM and
therefore, contained in ΠP2 [3].
1.2. Another approach to SBP
We introduced SBP as a generalization of BPP. But SBP also appears in another context. When we dispense with
the probability gap in the definition of BPP we obtain the class PP. PP can also be defined via GapP functions, so the
following statements are equivalent to saying that L ∈ PP [13].
(1) There is a nondeterministic polynomial-time machine M with x ∈ L ↔ accM(x) > rejM(x).
(2) There exist f ∈ #P and g ∈ FP such that x ∈ L ↔ f (x) > g(x).
(3) There exist f,g ∈ #P such that x ∈ L ↔ f (x) > g(x).
Interestingly, this equivalence disappears when demanding probability gaps. By this we mean that there must be some
ε > 0 such that, e.g., either accM(x) > (1 + ε) · rejM(x) or accM(x) < (1 − ε) · rejM(x). Probability gaps for the
statements (2) and (3) are defined analogously. We observe that the modified statement (1) describes just BPP. At the
end of Section 3, we will see that the modified version of statement (3) meets exactly BPPpath, which was introduced
by Han, Hemaspaandra, and Thierauf [25]. In contrast to BPP this is the class of languages accepted by unbalanced
nondeterministic polynomial-time machines such that in case of acceptance, 2/3 of the paths accept, while in case of
rejection, 2/3 of the paths reject (cf. Definition 14). But what about statement (2) when demanding the probability
gap? We will see that SBP can be characterized by the following equivalence: L ∈ SBP if and only if there exist a
probability gap ε > 0, a probability limit g ∈ FP and an f ∈ #P such that
x ∈ L → f (x) > (1 + ε) · g(x) and
x /∈ L → f (x) < (1 − ε) · g(x).
This shows that our modification of statement (2) yields SBP. So when starting from three equivalent characterizations
of PP and when introducing a probability gap then the equivalence disappears and one meets the three classes BPP,
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BPP ⊆ SBP ⊆ BPPpath.
1.3. Properties of SBP
Another context where SBP raises interesting questions aims at SBP’s relationship to gap-definable counting
classes, in particular to the class AWPP, introduced by Fenner et al. [14,15]. For languages in AWPP, the accep-
tance behavior can be expressed in terms of GapP functions (cf. Definition 30). Starting from a new characterization
of AWPP [16] we show that the #P counterpart of AWPP is contained in SBP. On the basis of collapse consequences
for the polynomial-time hierarchy and on the basis of oracle constructions we give evidence that SBP does not coin-
cide with known complexity classes, like BPP, BPPpath, MA, AM and AWPP. A summary of all considered oracle
separations can be found in Fig. 2.
When looking at the inclusion SBP ⊆ ΠP2 one might expect that SBP ⊆ ΣP2 holds as well. We show that this is
not true in a suitable relativized world. Since SBP ⊆ BPPpath holds relativizably the constructed oracle shows that
BPPpath ⊆ ΣP2 in some relativized world. This solves an open question by Han, Hemaspaandra, and Thierauf [25]
which aimed at the relation of BPPpath to RNP and ΣP2 . Moreover, with respect to this oracle, SBP is not closed under
complementation.
1.4. Complete sets for promise classes
Classes like BPP and SBP share an important property stressing their difference to classes like P and NP: BPP
and SBP are promise classes. Usual (nonpromise) complexity classes are defined via machines, that can be enumer-
ated recursively. Such an enumeration gives a way to construct complete problems. However, for BPP and SBP we
additionally assume that all computations respect the probability gap. Because of such assumptions, we do not know
recursive enumerations for most of the known promise classes. As a consequence, we cannot easily construct complete
sets. So, for promise classes it is always a challenging question whether complete problems exist. NP∩SPARSE is one
of the rare examples of a promise class that has complete sets although only with respect to Turing reducibility [27].
For most of the promise classes we do not expect complete problems to exist.
In case of SBP we do not expect complete sets. This problem can be linked to the existence of certain enumerations
of SBP. We will consider two notions of enumerations, based on methods by Buhrman et al. [9] and Hartmanis and
Hemachandra [26]. The first method establishes a weak enumeration of SBP, the second method yields a strong
enumeration if and only if SBP has many-one complete sets. We will show that there is an oracle relative to which
SBP does not have many-one complete sets. So, relative to this oracle, SBP cannot be enumerated in the strong sense.
This result even shows that, relative to the constructed oracle, AM does not have sets that are many-one hard for BPP.
Hemaspaandra, Jain, and Vereshchagin studied a similar question. The authors showed that IP ∩ coIP contains no
set that is Turing-hard for ZPP relative to some oracle [28]. However, AM ⊆ IP ∩ coIP does not hold relative to all
oracles [19]. So, the cited result is not applicable.
1.5. A new operator
Schöning defined the operator BP· by extracting the essential ingredients of BPP [41]. Similarly, we will capture
the intrinsic properties of SBP and define the operator SB·. Operators are an interesting means to define different
complexity classes sharing common properties and they provide a kind of uniform approach to defining complexity
classes.
We will show that the classes resulting from application of SB· to complexity classes fulfilling basic closure prop-
erties admit probability amplification in the sense of SBP. We will prove closure properties of classes defined with
this and other operators and study their inclusion structure. Our main result in this part shows that BP · ∃ · C contains
all complexity classes that can be defined by arbitrary application of the operators U·, ∃·, BP·, and SB· in any order
and (finite) number to a complexity class C, if C fulfills some basic properties.
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In Section 3 we introduce SBP formally, show different characterizations for this class and prove that it permits
amplification and that it is closed under union. In Section 4, we show that BP · UP ∪ MA ⊆ SBP ⊆ BPPpath ∩ AM
holds. We study the relationship between further complexity classes and SBP. In particular, we show that the #P
counterpart of AWPP is in SBP. In Section 5, we introduce the operator SB· and show a number of relationships with
other known operators. We will show that, in a certain sense, SB· is not stronger than the combination BP · ∃·. In
Section 6 we consider the question whether SBP coincides with some known complexity class. We will construct a
relativized world where SBP is not contained in ΣP2 . As a consequence, we obtain that BPPpath ⊆ ΣP2 with respect
to this oracle. In the last section we study the question of whether SBP has many-one complete sets and consider the
relationship to enumerability of SBP. We will show that, relative to some oracle, AM does not contain sets that are
many-one hard for BPP. Hence, in the same world SBP does not have many-one complete sets.
2. Preliminaries
We fix the alphabet Σ df= {0,1}. If not mentioned otherwise, every set we talk about in this paper is nontrivial,
i.e., neither is it the empty set nor is it the full set. Furthermore, a complexity class always contains a nontrivial
set. For two words x, y ∈ Σ∗, xy and x · y denote the concatenation of x and y. The injective function 〈·,·〉 maps
two words to one word in the following way. For two words x, y ∈ Σ∗, x = x1 . . . xk , y = y1 . . . y, k,   0, let
〈x, y〉 df= 0x1 · . . . · 0xk1y1 · . . . · 1y. Thus, the length of 〈x, y〉 is twice the length of xy. Similarly, we extend this
pairing function to higher arities such that |〈x1, . . . , xk〉| = k · |x1 · · ·xk|. For every n ∈ Σ∗, let id(n) df= n. For a
nondeterministic polynomial-time Turing machine M , let accM(x) and rejM(x) denote the numbers of accepting and
rejecting paths of M on input x, respectively. Let
totalM(x)
df= accM(x)+ rejM(x)
denote the total number of paths. Throughout the paper, if not stated otherwise, variables are natural numbers and
polynomials have natural coefficients. For two functions f and g, let f + g denote the sum of f and g, i.e.,
[f + g](x) = f (x) + g(x), and let f (g) denote [f (g)](x) = f (g(x)); similarly f − g and f · g are defined. By
f > g we mean that f (x) > g(x) for all x ∈Σ∗. The characteristic function of a set B is denoted by cB .
2.1. Probabilistic computations
A probabilistic Turing machine is like a Turing machine that chooses applicable operations randomly. So, for ex-
ample, a program of a probabilistic machine could in one step assign to a variable x the value 3 with probability 1/3
and the value 17 with probability 2/3. In consequence, the result of a computation of such a machine, since it may
depend on several random decisions, is randomized. For instance, a probabilistic machine may return 0 with proba-
bility 1/10 and 1 with probability 9/10. We will only consider a special type of probabilistic machines, namely those
that make a random decision between two alternatives in every step, and each alternative is chosen with a probability
of 1/2. Besides that, our main interest is in balanced machines, i.e., machines that, for an input of length n, always
make the same number of random decisions. Henceforth, if we talk of probabilistic machines, we mean balanced
machines, unless we explicitly announce them to be unbalanced (as needed in the definition of BPPpath). If such a
machine stops after n steps, the probability that it has made one concrete series of random choices is exactly 2−n.
Hence, the probability of a specific result x of such a machine is k · 2−n where k is the number of series of random
choices that lead to the output x. Let M be a probabilistic machine (that may be unbalanced). For an x ∈ Σ∗, we
denote by probM(x) the probability that M accepts x.
Another equivalent model of probabilistic machines is that of machines where computation paths are split nonde-
terministically into two in each step. We require the computation paths of the machine to have the same length and
say that the probability that the machine outputs x is the number of paths that output x divided by all paths of the
machine. We express the correspondence between the probability of acceptance and the number of accepting paths
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f :N→N, and all x ∈ Σ∗:
count=fB (x1, . . . , xn) =def #
{
y: |y| = f (|x1 · · ·xn|) and 〈x1, . . . , xn, y〉 ∈ B}.
As a rule, we will use this notation for n= 1. If B ∈ P and f is a polynomial then count=fB ∈ #P.
Proposition 1. For every function h :Σ∗ → [0,1] the following statements are equivalent:
(1) There exist a polynomial q and a probabilistic machine M that runs exactly q(|x|) steps on input x such that
probM(x) = h(x) for all x ∈Σ∗.
(2) There exist a polynomial q and B ∈ P such that count=qB (x) = h(x) · 2q(|x|) for all x ∈ Σ∗.
Proof. The claim follows immediately from the definition of probabilistic machines. 
2.2. Reducibilities
All reducibilities in this paper are polynomial-time computable. A set B is polynomial-time many-one reducible
to a set A, B Pm A, if there is a function f ∈ FP such that for all x ∈ Σ∗, x ∈ B ↔ f (x) ∈ A. Ladner, Lynch, and
Selman [33] introduced further polynomial-time bounded reducibilities. For any two reducibilities a and b , they
defined a to be stronger than b if for any two computable sets A and B , Aa B implies Ab B . If we denote the
set of all sets that are a-reducible to some set in C by Ra(C), then C is closed under a if and only if Ra(C) = C.
Definition 2. Let A and B be two sets. A is conjunctive reducible to B , A Pc B , if and only if there is some func-
tion f ∈ FP such that for all x ∈Σ∗ there is a positive integer k such that
x ∈A ↔ f (x) = 〈x1, . . . , xk〉 and
k∧
i=1
cB(xi)= 1.
A is disjunctive reducible to B , APd B , if and only if there is some function f ∈ FP such that for all x ∈ Σ∗ there is
a positive integer k such that
x ∈A ↔ f (x) = 〈x1, . . . , xk〉 and
k∨
i=1
cB(xi)= 1.
A is majority reducible to B , APmaj B , if and only if there is some function f ∈ FP such that for all x ∈ Σ∗ there is
a positive integer k such that
x ∈A ↔ f (x) = 〈x1, . . . , xk〉 and
k∑
i=1
cB(xi) >
k
2
.
For example, P is closed under all three of the reducibilities defined above. Without loss of generality, we always
assume that the number of questions computed by f is given by some polynomial s, i.e., f (x) = 〈x1, . . . , xk〉 and
k = s(|x|) for every x ∈ Σ∗. Moreover, we assume that the questions are of equal length, even |x1| = · · · = |xk| =
r(|x|) for some polynomial r . Finally, if A is majority reducible to B via some reducing function f ∈ FP, there is
always g ∈ FP that majority reduces A to B with an odd number of questions: We can fix a word w /∈ B and define
g(x)
df= 〈x1, . . . , xk,w〉 where f (x) = 〈x1, . . . , xk〉 for x ∈ Σ∗ and k even. Therefore, we will henceforth assume that
all functions used in majority reductions calculate an odd number of values. Observe that Pm is stronger than Pc , Pd
[33] and Pmaj, and Pc itself is stronger than Pmaj which can be seen by a construction that repeatedly questions w.
We can define bounded variants of the reducibilities defined above: For a k  1 we say that A is k-conjunctive
reducible to B , denoted by A Pkc B , if the number of questions computed by the reducing function f is bounded
by k. As we have seen in previous discussions, this is equivalent to the notion where we require f to compute exactly
k questions. We will show that, for two natural numbers k1 and k2 greater than 1, a complexity class C is closed
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if for every reducing function f there is k such that f is a k-conjunctive reduction function. To prove that C is closed
under Pbc , it is sufficient to show that C is closed under P2c .
Lemma 3. A complexity class C is closed under Pbc if and only if C is closed under P2c .
Proof. Let A be some set and B ∈ C, let APbc B via function f ∈ FP. There is a natural k such that APkc B via f .
We assume that k is some power of 2 and k > 2. We show that A P
k′c B
′ for k′ = k/2 and some set B ′ ∈ C. Let
B ′ df= {x1x2: x1 ∈ B ∧ x2 ∈ B ∧ |x1| = |x2|}. B ′ 2-conjunctive reduces to some set in C, hence B ′ ∈ C. Let f ′(x) df=
〈x1x2, . . . , xk−1xk〉 if f (x) = 〈x1, . . . , xk〉 for every x ∈ Σ∗. Therefore, A is bounded conjunctive reducible to B ′
via f ′. Repeated application of this construction shows that A is 2-conjunctive reducible to some set in C. 
2.3. Operator classes and the Arthur–Merlin hierarchy
We repeat some results about operators and start with the operator ∃·. In connection with the operator ∀·, both
operators applied alternatingly to P yield a characterization of the classes ΣPk and Π
P
k of the polynomial-time hierarchy
[45,48].
Definition 4. Let C be a complexity class and let A be some set. A ∈ ∃ · C if and only if there are B ∈ C and a
polynomial q such that, for all x ∈ Σ∗, x ∈A ↔ count=qB (x) 1.
Observe that NP = ∃ · P. Furthermore, ∃ · ∃ · P = ∃ · P = NP, which can be generalized as we will see later. A slight
modification of the definition of ∃· leads to the related operator U·.
Definition 5. Let C be a complexity class. A ∈ U · C if and only if there are B ∈ C and a polynomial q such that, for
all x ∈Σ∗, count=qB (x) 1 and x ∈A↔ count=qB (x) = 1.
Clearly, U · P = UP.
Lemma 6. If C is closed under Pm, then C ⊆ U · C ⊆ ∃ · C.
Hartmanis and Hemachandra [26] give evidence that not all sets in NP belong to UP. In fact, it is very unlikely
that any NP-complete set is in UP. We cannot decide whether a nondeterministic polynomial-time Turing machine
behaves in the sense of UP. We can only trust the promise that a given machine behaves in the right way. Therefore,
classes like UP are called promise classes. U ·C is a promise class, and the promise is the limited number of accepting
computation paths.
Another kind of complexity classes are probabilistic classes. The main idea is to equip each probabilistic compu-
tation with two probability values. If an input should be accepted, the probability that it is actually accepted by the
computation is bounded below by one of the values. If it is to be rejected, a small number of computation paths can
err, which means that the probability to find a path with the wrong result is bounded above by the second probability
value. For further discussions on this concept, we refer to [21]. Gill introduced several probabilistic complexity classes
such as PP or BPP. Schöning derived the operator BP· from BPP [41].
Definition 7. Let C be a complexity class and let A be some set. A ∈ BP · C if and only if there are B ∈ C, a polyno-
mial q , and ε ∈ (0,1/2) such that, for every x ∈Σ∗,
x ∈A → count=qB (x) >
(
1
2
+ ε
)
· 2q(|x|) and
x /∈A → count=qB (x) <
(
1
2
− ε
)
· 2q(|x|).
One of the most important facts about the BP· operator is that it allows amplification.
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B ∈ C and a polynomial q such that, for all x ∈Σ∗,
x ∈A → count=qB (x) >
(
1 − 2−p(|x|)) · 2q(|x|) and
x /∈A → count=qB (x) < 2−p(|x|) · 2q(|x|).
Furthermore, in many cases, BP · C contains C.
Lemma 9. [41] If C is closed under Pm, then C ⊆ BP · C.
The operators ∃·, U·, and BP· are monotonic with respect to inclusion. This means that for an operator O and
complexity classes C and D, C ⊆D implies OC ⊆ OD. If C is a complexity class closed under Pm, then U · C, ∃ · C,
and BP · C are closed under Pm. We draw the following observation from Lemmas 6 and 9 and from the monotonicity
of the operators.
Lemma 10. If C is closed under Pm, then ∃ · C ⊆ ∃ · BP · C and BP · C ⊆ ∃ · BP · C.
In connection with operators, we are interested in the question whether the closure of some complexity class with
respect to a specified reducibility entails the same closure after application of an operator.
Lemma 11. If C is closed under Pc , then U · C is closed under Pc .
Proof. Let A be some set, let B ∈ U · C via some set C ∈ C and a polynomial q such that A Pc B in virtue of
some function f ∈ FP. Let f (x) = 〈x1, . . . , xk〉, k = s(|x|), and |x1| = · · · = |xk| = r(|x|) for all x ∈ Σ∗ and some
polynomials r and s. We define D df= {〈x, y〉: 〈x, y〉 ∈ C ∧ |y| = q(|x|)} and
C′ df=
{
〈x, y1 · . . . · yk〉: f (x) = 〈x1, . . . , xk〉 ∧
∧
1ik
(〈xi, yi〉 ∈ D)}.
Obviously, D Pm C and C′ Pc D, therefore C′ ∈ C. Let q ′ df= s · q(r). There is at most one word y of length q ′(|x|)
for every x ∈ Σ∗ such that 〈x, y〉 ∈ C′, and exactly one, if x ∈A. Therefore, A ∈ U · C. 
It is an open question whether UP is closed under Pmaj, if C is closed under Pmaj. Equivalently, which closure
properties of a class C are required such that U · C is closed under Pmaj?
Lemma 12. Let C be a complexity class. If C is closed under Pm, then U · U · C = U · C and ∃ · ∃ · C = ∃ · C. If C is
closed under Pmaj, then BP · BP · C = BP · C.
Proof. The proofs of the cases U· and ∃· follow the same scheme. Let A ∈ U · U · C via some set B ∈ C and polyno-
mials p1 and p2. For every x ∈Σ∗,
x ∈A ↔ ∣∣{y: |y| = p1(|x|)∧ count=p2B (〈x, y〉) 1}∣∣ 1.
Let B ′ df= {〈x, y1y2〉: 〈〈x, y1〉, y2〉 ∈ B ∧ |y1| = p1(|x|) ∧ |y2| = p2(|〈x, y1〉|)}. Since B ′ Pm B , we have B ′ ∈ C. Let
q = p1 + p2(2 · (id + p1)). If x /∈ A, then count=qB ′ (x) = 0; otherwise, count=qB ′ (x)  1. To show ∃ · ∃ · C = ∃ · C, it
suffices to replace U· by ∃·. The statement for BP· follows by amplification [41]. 
It is an interesting question whether BP · BP · UP ⊆ BP · UP. In other words, does the successive application of BP·
to UP produce an infinite hierarchy?
Note that P is closed under majority reducibility.
Definition 13. BPP df= BP · P.
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For a balanced nondeterministic computation each computation path has the same probability so we can determine
whether or not an input x is accepted by counting the number of accepting paths and dividing the result by the total
number of paths of the machine. In an unbalanced machine we have shorter paths and longer paths and the shorter a
path is the more probable the machine will choose this path. It is easy to see that the above definition of BPP could
be given equivalently using unbalanced probabilistic machines as follows: A set A is in BPP if there is an unbalanced
probabilistic machine M that runs at most p steps, where p is a polynomial, and ε > 0 such that
x ∈A → probM(x) >
1
2
+ ε and
x /∈A → probM(x) <
1
2
− ε.
Since we talk about probability, in this definition we implicitly weight the paths of the machine in such a way that
short paths have higher probabilities. If we do not weight the paths and just count their number we meet the following
complexity class which was introduced by Han, Hemaspaandra, and Thierauf.
Definition 14. [25] A set A is in BPPpath if there exist a nondeterministic polynomial-time Turing machine M and
ε > 0 such that, for all x ∈Σ∗,
x ∈A → accM(x) >
(
1
2
+ ε
)
· totalM(x) and
x /∈A → accM(x) <
(
1
2
− ε
)
· totalM(x).
Theorem 15. [25] PNP[log] ⊆ BPPpath ⊆ PP.
Babai [3] introduced the Arthur–Merlin hierarchy. The classes of the hierarchy consist of sets that can be decided
by an Arthur–Merlin game that works as follows: The “board” the game takes place on is a set B from P that is
known to both players, Arthur and Merlin. On an input x, Arthur and Merlin alternatingly make moves, where move i
consists of outputting a string yi of length polynomial in x. Each player can remember all moves. The game ends after
n moves and Merlin wins if and only if (x, y1, . . . , yn) ∈ B . Besides that, we require Merlin to always make optimal
moves and Arthur to always make arbitrary moves. We say a set L can be decided by an Arthur–Merlin game if there
is B ∈ P such that for all inputs x: If x belongs to L then the probability that Merlin wins is greater than 1/2 plus
some constant, if x is not from L then the probability that Arthur wins has to be greater than 1/2 plus some constant.
Depending on who of the two makes the first move, and how many moves the game lasts, we can sort sets in M,
A, MA, AM, MAM, and so on, thus forming the Arthur–Merlin hierarchy. It is easy to see that A = BPP and that
M = NP. Babai showed that MA ⊆ AM and that the Arthur–Merlin hierarchy collapses to AM. Now we give a formal
definition of the classes MA and AM.
Definition 16. [3] The set L is in MA if there are polynomials p,q , a set B ∈ P, and ε > 0 such that, for all x ∈ Σ∗,
x ∈ L → ∃y
(
|y| = p(|x|)∧ count=qB (x, y) >
(
1
2
+ ε
)
· 2q(|xy|)
)
and
x /∈ L → ∀y
(
|y| = p(|x|)→ count=qB (x, y) <
(
1
2
− ε
)
· 2q(|xy|)
)
.
The set L is in AM if there are polynomials p,q , a set B ∈ P, and ε > 0 such that, for all x ∈Σ∗:
x ∈ L → #{y: |y| = q(|x|), ∃z(|z| = p(|x|), 〈x, y, z〉 ∈ B)}> (1
2
+ ε
)
2q(|x|),
x /∈ L → #{y: |y| = q(|x|), ∃z(|z| = p(|x|), 〈x, y, z〉 ∈ B)}< (1
2
− ε
)
2q(|x|).
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oracle A such that MAA = ∃ · BPPA [14]. AM and MA can be amplified:
Proposition 17. L ∈ MA if and only if there exists a polynomial p such that for every polynomial r > 1 there exists a
set B ∈ P and a polynomial q such that, for all x ∈Σ∗,
x ∈ L → ∃y(|y| = p(|x|)∧ count=qB (x, y) > (1 − 2−r(|xy|)) · 2q(|xy|)) and
x /∈ L → ∀y(|y| = p(|x|)→ count=qB (x, y) < 2−r(|xy|) · 2q(|xy|)).
L ∈ AM if and only if for every polynomial r > 1 there are a set B ∈ NP and a polynomial p such that, for all x ∈ Σ∗,
x ∈ L → count=pB (x) >
(
1 − 2−r(|x|)) · 2p(|x|),
x /∈ L → count=pB (x) < 2−r(|x|) · 2p(|x|).
3. The class SBP
The complexity class BPP can be defined as the set of all languages that can be accepted by probabilistic
polynomial-time Turing machines where the acceptance probability does not belong to some interval around 1/2.
Here, 1/2 signifies that the correct answer of a computation is the more probable one. What happens if one changes
that value of 1/2? Another constant value still leads to BPP. Even a value depending polynomially on the input length
only yields BPP. We decrease the value even more rapidly and find a new class. This class shall be denoted by SBP,
which stands for small bounded-error probabilistic ( polynomial-time) computation. Even though we regard SBP as a
probabilistic class, we will define it in a rather counting class-like style. This approach is only of technical advantage.
Definition 18. A set A is in SBP if and only if there exist a set B ∈ P, polynomials p and q , and ε > 0 such that, for
all x ∈Σ∗,
x ∈A → count=qB > (1 + ε) ·
2q(|x|)
2p(|x|)
,
x /∈A → count=qB < (1 − ε) ·
2q(|x|)
2p(|x|)
.
We say that B is in SBP via (B,q,p, ε).
In important property of SBP, that is also known for BPP, MA, and AM, is probability amplification. In case of
SBP, we cannot expect an amplification as strong as in the case of BPP, which leads to computations that output the
correct answer with extremely high probability. In the present case, we can reduce the probability of the wrong answer
considerably, if the input has to be rejected.
Definition 19. A set A⊆ Σ∗ has the SBP-amplification property if and only if for every polynomial r > 0 there exist
B ∈ P and polynomials q and s such that, for all x ∈ Σ∗,
x ∈A → count=qB (x) > 2r(|x|) ·
2q(|x|)
2s(|x|)
,
x /∈A → count=qB (x) <
1
2r(|x|)
· 2
q(|x|)
2s(|x|)
.
We say that (B,q, s) witnesses the property for a chosen polynomial r .
Proposition 20 (Amplification). A ∈ SBP if and only if A has the SBP-amplification property.
Proof. If a set A has the SBP-amplification property, choose r(n) df= 1, and let (B,q, s) be its witness. Then, A ∈ SBP
via (B,q, s,1/2).
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Let
B ′ df= {〈x, y1 · . . . · yk〉: k df= a · r(|x|), |yi | = q(|x|), and 〈x, yi〉 ∈ B for 1 i  k}.
Observe B ′ ∈ P. Let q ′ df= a · r · q and p′ df= a · r · p. For x ∈Σ∗, n df= |x|, we obtain:
x ∈A ⇒ count=q ′
B ′ (x) =
(
count=qB (x)
)a·r(n)
>
(
(1 + ε) · 2
q(n)
2p(n)
)a·r(n)
 2r(n) · 2
q ′(n)
2p′(n)
,
x /∈A ⇒ count=q ′
B ′ (x) =
(
count=qB (x)
)a·r(n)
<
(
(1 − ε) · 2
q(n)
2p(n)
)a·r(n)
 1
2r(n)
· 2
q ′(n)
2p′(n)
. 
There are numerous different characterizations of SBP, that mostly rely on its amplification property.
Proposition 21. The following statements are equivalent for every A ⊆ Σ∗.
(1) A ∈ SBP.
(2) There exist polynomials p,q , some ε > 0 and a probabilistic machine M running exactly q(|x|) steps on input x
such that, for all x ∈ Σ∗,
x ∈A → probM(x) > (1 + ε) · 2−p(|x|),
x /∈A → probM(x) < (1 − ε) · 2−p(|x|).
(3) There exist f ∈ #P and a polynomial q such that, for all x ∈ Σ∗,
x ∈A → f (x) > (1 + ε) · 2q(|x|),
x /∈A → f (x) < (1 − ε) · 2q(|x|).
(4) There exist f ∈ #P, g ∈ FP, and ε > 0 such that, for all x ∈Σ∗,
x ∈A → f (x) > (1 + ε) · g(x),
x /∈A → f (x) < (1 − ε) · g(x).
(5) For every polynomial r > 0 there exist B ∈ P and polynomials s, t such that, for all x ∈Σ∗,
x ∈A → count=tB (x) > 2r(|x|) ·
2t (|x|)
2s(|x|)
,
x /∈A → count=tB (x) <
2t (|x|)
2s(|x|)
.
(6) For every h ∈ FP with h > 1 there exist f ∈ #P, g ∈ FP such that, for all x ∈ Σ∗,
x ∈A → f (x) > h(x) · g(x),
x /∈A → f (x) < g(x).
Proof. The equivalence of Statements 1, 2, and 3 is evident from the definition of SBP, probabilistic machines, #P,
and Proposition 1. If Statement 3 holds, then Statement 4 also holds.
We show that Statement 4 implies Statement 3. Note that we can assume ε < 1. Since f ∈ #P there exist some
B ∈ P and a polynomial p > 0 such that, for all x ∈Σ∗, f (x) = count=pB (x). Let, for all x ∈ Σ∗,
g′(x) df=
{1 if g(x) = 0,
g(x) otherwise,
f ′(x) df=
{2 if g(x) = 0,
f (x) otherwise.
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g′(x) = 2. Hence,
x ∈A → f ′(x) > (1 + ε) · g′(x),
x /∈A → f ′(x) < (1 − ε) · g′(x).
Choose a polynomial q such that 2q(n) · ε/2 > 2p(n) for all n 0. Define h(x) df= 2q(|x|)/g′(x) · f ′(x), and note that
h ∈ #P. Now, the following implications hold:
x ∈A ⇒ f
′(x)
g′(x)
> (1 + ε)
⇒ h(x) > 2q(|x|) f
′(x)
g′(x)
− f ′(x) > 2q(|x|)(1 + ε)− 2p(|x|) >
(
1 + ε
2
)
2q(|x|),
x /∈A ⇒ f
′(x)
g′(x)
< (1 − ε)
⇒ h(x) 2q(|x|) f
′(x)
g′(x)
< (1 − ε)2q(|x|) <
(
1 − ε
2
)
2q(|x|).
So, A satisfies Statement 3.
By Proposition 20, Statement 1 implies Statement 5. Note that for every h ∈ FP there is a polynomial r such
that 2r(n)  h(n), so Statement 6 follows directly from Statement 5. It remains to show that Statement 6 implies
Statement 4. Let h(x) df= 3, and we obtain:
x ∈A ⇒ f (x) > 3 · g(x) =
(
1 + 1
2
)
· 2g(x),
x /∈A ⇒ f (x) < g(x) =
(
1 − 1
2
)
· 2g(x). 
If we generalize the characterization of SBP that is given in Proposition 21(4) by using, instead of a #P-function
and an FP-function, two #P-functions we obtain a larger class that, as we will see later, coincides with BPPpath.
Closure properties of complexity classes are another point of interest. It is known that BPP is closed under union,
intersection, and complement. We cannot show SBP to be likewise robust: We will see that there is an oracle relative
to which SBP = coSBP. Besides that it remains open whether or not SBP is closed under intersection (we even do not
know whether there is an oracle relative to which SBP is not closed under intersection). However, we can prove that
SBP is closed under union:
Proposition 22. SBP is closed under ∪.
Proof. By Proposition 21(6), for A1,A2 ∈ SBP there exist f1, f2 ∈ #P and g1, g2 ∈ FP such that
x ∈A1 → f1(x) > 4 · g1(x),
x /∈A1 → f1(x) < g1(x),
x ∈A2 → f2(x) > 4 · g2(x),
x /∈A2 → f2(x) < g2(x).
Multiplication yields
x ∈A1 ⇒ f1(x)g2(x) > 4 · g1(x)g2(x),
x /∈A1 ⇒ f1(x)g2(x) < g1(x)g2(x),
x ∈A2 ⇒ f2(x)g1(x) > 4 · g1(x)g2(x),
x /∈A2 ⇒ f2(x)g1(x) < g1(x)g2(x).
Let ε df= 1/3, f df= f1 · g2 + f2 · g1 and g df= 3 · g1 · g2. Hence,
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x /∈A1 ∪A2 ⇒ f (x) < (1 − ε) · g(x).
Obviously f ∈ #P and g ∈ FP and therefore A1 ∪A2 ∈ SBP by Proposition 21(4). 
4. SBP in the world of complexity classes
In this section we want to examine the relationship of SBP with known complexity classes. We will show that SBP
is in the second level of the polynomial-time hierarchy. In particular, we will show that it fits in the Arthur–Merlin
hierarchy between MA and AM. We will also show that only a slight modification of a characterization of SBP (the
one given in Proposition 21(4)) leads to the class BPPpath. Finally, we will consider gap-definable counting classes,
define a new class and show that it is contained in SBP.
First, we show that SBP is bounded below and above by MA and AM, respectively.
Theorem 23. MA ⊆ SBP.
Proof. Let L ∈ MA. By Proposition 17, there exist a polynomial p such that for s(n) df= n+ 2 there exist a set B ∈ P
and a polynomial q such that
x ∈ L → ∃y(|y| = p(|x|) and count=qB (x, y) > (1 − 2−s(|xy|)) · 2q(|xy|))
x /∈ L → ∀y(|y| = p(|x|)→ count=qB (x, y) < 2−s(|xy|) · 2q(|xy|)).
Let ε df= 1/2, q ′ df= p + q(id + p), p′ df= p + 1 and
B ′ df= {〈x, y〉: y = y1y2, |y1| = p(|x|), y2 = q(|xy1|), and 〈x, y1, y2〉 ∈ B}.
Then the following holds:
x ∈ L ⇒ count=q ′
B ′ (x) >
(
1 − 2−s(|x|+p(|x|))) · 2q(|x|+p(|x|))
= (1 − 2−2−|x|−p(|x|)) · 2q ′(|x|)−p(|x|)
 3
4
· 2q ′(|x|)−p(|x|) = (1 + ε) · 2q ′(|x|)−p′(|x|),
x /∈ L ⇒ count=q ′
B ′ (x) < 2
p(|x|) · 2−s(|x|+p(|x|)) · 2q(|x|+p(|x|))
= 2−2−|x|−p(|x|) · 2q ′(|x|)
 1
4
· 2q ′(|x|)−p(|x|) = (1 − ε) · 2q ′(|x|)−p′(|x|).
Since B ′ ∈ P, L ∈ SBP due to Proposition 21. 
To show that SBP is a subset of AM we need the following definitions: A linear hash function h :Σm → Σk
is given by a Boolean (k,m)-matrix M . A string x = x1 · · ·xm is mapped to a string y = y1 · · ·yk if and only if
y = M · xT (here we mean the inner product modulo 2). We adopt notations from [32] and define for a set X ⊆ Σm
and a family of hash functions H = {h1, . . . , hl} the predicate Collision as
Collision(X,H) df⇐⇒ (∃x ∈ X)(∃y1, . . . , yl ∈X \ {x})(∀i ∈ [1, l])[hi(x) = hi(yi)].
If Collision(X,H) is true then we say that X has a collision with respect to H . The set of all families H = {h1, . . . , hl}
of l linear hash functions from Σm to Σk is denoted by H(l,m, k). Starting from ideas by Carter and Wegman [10],
Sipser proved the following theorems about linear hash functions.
Theorem 24. [43, Coding Lemma] Let k,m 1, and let X ⊆ Σm be a set of cardinality at most 2k−1. If we choose a
hash family H uniformly at random from H(k,m, k), then the probability that X has a collision with respect to H is
at most 1/2.
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slightly more elements, then collisions occur with probability 1.
Theorem 25. [43] Let k,m 1. For any hash family H from H(k,m, k) and any set X ⊆ Σm of cardinality k · 2k , X
has a collision with respect to H .
Theorem 26. SBP ⊆ BP · NP.
Proof. Let L ∈ SBP. By Proposition 20 there exist B ∈ P and polynomials p and q such that, for all x ∈ Σ∗,
x ∈ L → count=qB (x) > 2|x|+1 ·
2q(|x|)
2p(|x|)
,
x /∈ L → count=qB (x) <
2q(|x|)
2p(|x|)
.
Let
D
df= {〈x,H 〉: x ∈Σ∗, H ∈H(k,m, k) and Collision(X,H) where
• k df= q(|x|)− p(|x|)+ 1,
• m df= q(|x|),
• X df= {y: |y| = q(|x|) and 〈x, y〉 ∈ B}}. (1)
Note that H can be represented by a word over Σ of length polynomial in |x|. Since B ∈ P, we observe that D ∈ NP.
Set D verifies whether all y with 〈x, y〉 ∈ B are hashed by the functions of H without leading to a collision in the
defined sense. Let x be such that 2|x| > q(|x|) − p(|x|) + 1. Let k, m, and X be defined as in (1). We consider two
cases:
• x ∈ L. Then |X| 2q(|x|)−p(|x|)+|x|+1 = 2k+|x| > k · 2k . From Theorem 25 it follows that Collision(X,H) is true
for all H ∈H(k,m, k).
• x /∈ L. Then |X| 2q(|x|)−p(|x|) = 2k−1 and from Theorem 24 it follows that
#{H : H ∈H(k,m, k) and Collision(X,H)}
#{H ∈H(k,m, k)} 
1
2
.
Since D ∈ NP this shows that L ∈ BP · NP. 
Corollary 27. ∃ · BPP = NPBPP ⊆ MA ⊆ SBP ⊆ AM = BP · NP.
Proof. ∃ · BPP = NPBPP follows immediately by the selflowness of BPP [30,50], and the remaining claims follow
from the definitions of MA and AM and from Theorems 23 and 26. 
In Proposition 21(4) we characterized SBP using a #P-function and an FP-function. What would happen if we
defined a class in a similar way by using two #P-functions? We show that this leads exactly to BPPpath.
Proposition 28. L ∈ BPPpath if and only if there exist f,g ∈ #P and ε > 0 such that, for all x ∈Σ∗,
x ∈ L → f (x) > (1 + ε) · g(x),
x /∈ L → f (x) < (1 − ε) · g(x).
Proof. Let L ∈ BPPpath and choose M and ε as in Definition 14. The following is easy to see:
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(
accM(x)+ rejM(x)
)
→ accM(x) > (1 + 2ε) · rejM(x),
x /∈ L → 2 · accM(x) < (1 − 2ε)
(
accM(x)+ rejM(x)
)
→ accM(x) < (1 − 2ε) · rejM(x).
Since the functions accM and rejM are in #P, this shows that the proposition holds from left to right.
Now assume that we are given a language L satisfying the right-hand side of the proposition. Note that with-
out loss of generality we may assume ε < 1. Since f,g ∈ #P there exist nondeterministic polynomial-time Turing
machines N1, N2 with accN1(x) = f (x) and accN2(x) = g(x) for all x ∈ Σ∗. Let p be a polynomial bounding the
computation time of both machines N1 and N2. Choose a polynomial q large enough such that ε4 2
q(n) > 2p(n)+1 for
all n 0.
Let M denote a nondeterministic polynomial-time Turing machine working as follows on input x: M simulates N1
and N2 on input x in parallel. At the end of a simulated rejecting path, M produces one accepting and one rejecting
path. At the end of a simulated accepting path of N1, M produces 2q(|x|) accepting paths, at the end of a simulated
accepting path of N2, M produces 2q(|x|) rejecting paths. Note that M simulates at most 2p(|x|)+1 paths of N1 and N2.
We can bound accM and rejM as follows:
f (x) · 2q(|x|)  accM(x) f (x) · 2q(|x|) + 2p(|x|)+1, (2)
g(x) · 2q(|x|)  rejM(x) g(x) · 2q(|x|) + 2p(|x|)+1. (3)
If x ∈ L then f (x) > (1 + ε) · g(x) and therefore f (x) 1. Since ε < 1 we have 1/(1 + ε) 1 − ε/2, and therefore
g(x) < (1 − ε/2) · f (x). So we obtain:
rejM(x) g(x) · 2q(|x|) + 2p(|x|)+1
<
(
1 − ε
2
)
· f (x) · 2q(|x|) + 2p(|x|)+1

(
1 − ε
4
)
· f (x) · 2q(|x|) − ε
4
· 2q(|x|) + 2p(|x|)+1
<
(
1 − ε
4
)
· f (x) · 2q(|x|) 
(
1 − ε
4
)
· accM(x).
Observe that rejM(x) < 12 · totalM(x). It follows:
rejM(x)+
(
1 − ε
4
)
· rejM(x) <
(
1 − ε
4
)(
accM(x)+ rejM(x)
)
⇒ 2 · rejM(x) <
(
1 − ε
8
)
· totalM(x)
⇒ rejM(x) <
(
1
2
− ε
16
)
· totalM(x)
⇒ accM(x)
(
1
2
+ ε
16
)
· totalM(x).
Similarly, from x /∈ L and f (x) < (1 − ε) · g(x), it follows that accM(x) < (1 − ε/4) · rejM(x) and accM(x) <
1/2 · totalM(x). Then, we obtain:
x /∈ L → accM(x) <
(
1
2
− ε
16
)
· totalM(x).
This shows L ∈ BPPpath and the implication from right to left follows. 
Corollary 29. BPP ⊆ SBP ⊆ BPPpath.
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In the early 1990s, several researchers introduced and studied complexity classes that are low for PP, i.e., classes
of sets that used as oracles do not increase the power of PP. One of these classes, which was introduced by Fenner et
al. [14,15], is AWPP. The function class GapP, introduced by Fenner, Fortnow, and Kurtz [13], is the closure of #P
under subtraction.
Definition 30. L ∈ AWPP if and only if there exist f ∈ GapP, a polynomial p, and ε > 0 such that, for all x ∈ Σ∗,
x ∈ L →
(
1
2
+ ε
)
· 2p(|x|) < f (x) 2p(|x|),
x /∈ L → 0 f (x) <
(
1
2
− ε
)
· 2p(|x|).
Fenner recently showed that AWPP permits amplification as it is known from BPP [16]. Further classes being low
for PP are SPP [13,23,37] (the GapP counterpart of UP), WPP [13], and APP [35,36]. All these classes are defined
using functions from the class GapP.
Theorem 31. [13–16] UP ⊆ Few ⊆ SPP ⊆ WPP ⊆ AWPP ⊆ APP ⊆ PP.
We introduce a new class by replacing GapP by #P in AWPP’s definition.
Definition 32. The class WAPP (weak almost-wide PP) consists of all languages L ⊆ Σ∗ for which there exist f ∈ #P,
a polynomial p, and ε > 0 such that, for all x ∈Σ∗,
x ∈ L →
(
1
2
+ ε
)
· 2p(|x|) < f (x) 2p(|x|),
x /∈ L → 0 f (x) <
(
1
2
− ε
)
· 2p(|x|).
Proposition 33. WAPP ⊆ AWPP.
Proof. This is an immediate consequence of #P ⊆ GapP. 
It is not known whether AWPP is in the polynomial-time hierarchy. There is a relativized world where AWPP ⊆ PH
[17]. However, in spite of the very similar definitions of AWPP and WAPP we can show that WAPP ⊆ PH. More
precisely, WAPP can be located between the classes BP · UP and SBP.
Proposition 34. BP · UP ⊆ WAPP ⊆ SBP.
Proof. Let L ∈ BP · UP, i.e., there exist f ∈ #P, a polynomial p, and ε > 0 such that, for all x, y ∈ Σ∗, f (x, y) 1,
and for all x ∈ Σ∗,
x ∈ L → #{y ∈ Σp(|x|): f (x, y) = 1}> (1
2
+ ε
)
· 2p(|x|),
x /∈ L → #{y ∈ Σp(|x|): f (x, y) = 1}< (1
2
− ε
)
· 2p(|x|).
Let g(x) df= #{y ∈ Σp(|x|): f (x, y) = 1} and note g ∈ #P since f (x, y)  1. It follows that L ∈ WAPP. The second
inclusion follows from Proposition 21(3). 
AWPP has interesting connections to quantum computing: The quantum class BQP (bounded-error quantum
polynomial-time—think of this as the class of problems that can be solved efficiently by quantum computers) is
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contained in AWPP [18] and is therefore low for PP. Bernstein and Vazirani [7] showed that BPP is a lower bound
for BQP, which gives BPP ⊆ BQP ⊆ AWPP. Up to now this is the best classification of BQP with respect to tradi-
tional complexity classes. In particular, we have no evidence whether BQP is in the polynomial-time hierarchy. In
this connection Green and Pruim [22] constructed a relativized world relative to which the class EQP (exact quantum
polynomial-time) is not contained in PNP. So, in this world, BQP ⊆ PNP since EQP ⊆ BQP holds relativizably.
Figure 1 summarizes inclusions between the classes we have encountered so far.
5. A generalization of SBP
The main properties of the definition of SBP are the small probability limit for accepting paths and the existence
of a probability gap combined with a deterministic polynomial-time computation. We want to generalize this notion
and translate it to other complexity classes. A uniform and widely used model to do this is by means of operators. Our
operator will be called SB· reminiscent of Schöning’s BP·.
Definition 35. Let C be a complexity class. For every set A, A ∈ SB · C if and only if there exist B ∈ C, polynomials p
and q , and ε ∈ (0,1) such that, for all x ∈ Σ∗,
x ∈A → count=qB (x) > (1 + ε) · 2p(|x|) and
x /∈A → count=qB (x) < (1 − ε) · 2p(|x|).
We say that A is in SB · C via (B,q,p, ε).
We verify that SB · P = SBP by Proposition 21. This proposition shows that SBP can be characterized equivalently
in different ways. We could utilize one of the other characterizations to define SB·, but we would not necessarily
obtain an operator of the same power. The reason is that amplification was used to prove some of the equivalences in
Proposition 21—a technique that is not applicable in general.
We observe that SB· is monotonic with respect to inclusion. Before we look closer into the power that SB· provides,
we show basics about the choice of both the polynomials p and q .
Lemma 36. Let C be a complexity class, and let A ∈ SB · C via (B,q,p, ε).
(1) BP · C ⊆ SB · C, and if C is closed under Pm, then ∃ · C ⊆ SB · C.
(2) If C is closed under P , p is constant, and q is unbounded, then A ∈ ∃ · C.bc
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(4) If C is closed under Pmaj, p < q , and q is constant, then A ∈ C.
(5) If C is closed under Pm, then there are B ′ ∈ C and polynomials p′ and q ′ where p′ > 0 such that A ∈ SB · C via
(B ′, q ′,p′, ε).
Proof. (1) Let A ∈ BP · C via B ∈ C, polynomial p, and ε ∈ (0,1). Hence, A ∈ SB · C via (B,p,p − 1,2ε). Let
A ∈ ∃ · C via set B ∈ C and polynomial p. Let B ′ df= 0B ∪ 1B . B ′ many-one reduces to B and is therefore contained in
C. Hence, A ∈ SB · C via (B ′,p + 1,0, ε) for any ε ∈ (0,1).
(2) Fix some x ∈ Σ∗, and let k df= 2p(|x|). Let
B ′ df=
{
〈x, y1 · . . . · yk〉:
k∧
i=1
(
〈x, yi〉 ∈ B ∧ |yi | = q
(|x|)∧ ∧
1j<i
yi = yj
)}
.
Obviously, B ′ Pbc B , and therefore B ′ ∈ C. For any x ∈Σ∗ that is not from A, there are less than k words z ∈Σq(|x|)
such that 〈x, z〉 ∈ B . Hence, there is no y ∈ Σk·q(|x|) such that 〈x, y〉 ∈ B ′. Otherwise, if x ∈ A, there are at least k
different z ∈ Σq(|x|) with 〈x, z〉 ∈ B , which means that there is at least one y ∈ Σk·q(|x|) such that 〈x, y〉 ∈ B ′. Hence,
A ∈ ∃ · C.
(3) Since 2q(|x|) < (1 + ε) · 2p(|x|) for every ε ∈ (0,1) and every x ∈ Σ∗ of length  n0, A does not contain any
word of length at least n0. Hence it is finite.
(4) Observe that p must also be constant. Let w ∈ B , x ∈ Σ∗, p df= p(|x|), and q df= q(|x|). Our reducing function f
computes the following sequence of questions. If q > p + 1, let k df= 2q − 2p+1 − 1; otherwise let k df= 1. Let
f (x)
df= 〈〈x,0q 〉, 〈x,0q−11〉, . . . , 〈x,1q−10〉, 〈x,1q 〉︸ ︷︷ ︸
2q
,w, . . . ,w︸ ︷︷ ︸
k
〉
.
If q = p + 1 and x ∈ A, then more than half of the computed queries 〈x, z〉, z ∈ Σq , are contained in B , and the
number of queries that are accepted is at least 2 plus the number of queries that are not accepted. Hence, more than
half of the queries computed by f on input x are accepted. If x /∈ A, then more than half of the queries of f (x) are
rejected, so that we obtain APmaj B in this case. Similar arguments hold in case of q > p + 1.
(5) Let B ′ df= {〈x, ay〉: a ∈ {0,1} ∧ 〈x, y〉 ∈ B ∧ |y| = q(|x|)}. Let q ′ df= q + 1 and p′ df= p + 1. 
By Lemma 36 we can assume henceforth that p < q .
In Section 3 we proved that amplification is possible for SBP. If a complexity class C fulfills some closure require-
ment, SB · C permits similar amplification.
Lemma 37 (Amplification 1). Let C be a complexity class closed under Pc . Let A ∈ SB · C. For every polynomial r
there exist some set B ′ ∈ C and polynomials p′ and q ′ such that, for all x ∈Σ∗,
x ∈A → count=q ′
B ′ (x) 2
r(|x|) · 2p′(|x|) and
x /∈A → count=q ′
B ′ (x) 2
p′(|x|).
Proof. The proof is similar to the proof of Proposition 20. Conclude B ′ ∈ C by the closure of C under Pc . 
In some cases it suffices to amplify the acceptance probability by only a constant factor. For these cases we can
formulate a similar amplification lemma for classes that are closed under the stronger bounded conjunctive reduction.
Lemma 38 (Amplification 2). Let C be a complexity class closed underPbc . Let A ∈ SB ·C. For every natural number a
there exist some set B ∈ C and polynomials p and q such that, for every x ∈Σ∗,
x ∈A → count=qB (x) > a · 2p(|x|) and
x /∈A → count=qB (x) < 2p(|x|).
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is constant for all x ∈ Σ∗. 
5.1. Closure properties
Let C be a complexity class, and let O· be an operator. If C is closed under some reducibility , it is an interesting
question whether this closure translates to O · C. Another question of the same flavor is whether closure of C under
reducibilitya entails closure ofO ·C under reducibilityb . In this subsection, we consider these questions for some
selected reducibilities and operators.
Lemma 39. If C is closed under Pm, then SB · C is closed under Pm.
Proof. Let A be some set, B ∈ SB · C such that A Pm B via function f ∈ FP. Let r be a polynomial such that
|f (x)| = r(|x|) for every x ∈Σ∗. We have to show that A ∈ SB · C. Let B ∈ SB · C via (C,q,p, ε). Let
C′ df= {〈x, y〉: 〈f (x), y〉 ∈ C and |y| = q(r(|x|))}.
C′ Pm C, hence C′ ∈ C. Let q ′ df= q(r). Since count=q
′
C′ (x) = count=qC (f (x)), for all x ∈ Σ∗, A ∈ SB · C. 
A result similar to Lemma 39 holds for U·, ∃·, and BP·. This means that for a complexity class C closed under
Pm, U · C, ∃ · C, and BP · C are all closed under Pm. In fact, the proof of Lemma 39 states the closure under Pm for
all complexity classes whose acceptance behavior depends only on the number of accepting paths of a computation.
Unfortunately, it is not clear whether there are other reducibilities such that the closure of a complexity class C under
such a reducibility entails the same closure for SB · C. In particular, if SBP were closed under Pc this would imply its
seclusion under ∩. But this remains an open problem. For U·, ∃·, and BP· again, the statement of Lemma 39 is even
true if we replace Pm by Pc .
We have seen in Proposition 22 that SBP is closed under ∪. A related result can be shown for complexity classes
that are definable by application of SB·.
Lemma 40. If C is closed under Pc and Pd , then SB · C is closed under Pd .
Proof. Let A ⊆ Σ∗ and B ∈ SB ·C be such that APd B via function f ∈ FP. There are polynomials r and s such that,
for every x ∈ Σ∗, f (x) = 〈x1, . . . , xk〉, k = s(|x|), and |x1| = · · · = |xk| = r(|x|). We assume s to be nondecreasing.
If A is finite, then A conjunctive reduces to some set in C. Let A be infinite. If r is constant, f generates queries from
a finite set of words, and therefore A conjunctive reduces to some set in C. Let r be unbounded. Applying Lemma 37,
let B ∈ SB · C via set C ∈ C and polynomials p and q such that, for all x ∈Σ∗,
x ∈ B → count=qC (x) 2s(|x|)+2 · 2p(|x|) and
x /∈ B → count=qC (x) 2p(|x|).
By Lemma 36, there is n0 such that for all n > n0, p(n) < q(n). Let
C′ df=
{
〈x, y1 · . . . · yk〉: k = s
(|x|), f (x) = 〈x1, . . . , xk〉, |y1| = · · · = |yk| = q(r(|x|))
and
∨
i∈{1,...,k}
〈xi, yi〉 ∈ C
}∖{〈x, y〉: r(|x|) n0, x /∈ A, and |y| = s(|x|) · q(r(|x|))}.
C′ disjunctive reduces to some set in C. If x ∈ Σ∗ is not contained in A and r(|x|)  n0, then there is no y such
that 〈x, y〉 ∈ C′. Let q ′ df= s · q(r). For x ∈ Σ∗, we have to count the number of words y of length q ′(|x|) such
that 〈x, y〉 ∈ C′. Let k df= s(|x|) and  df= q(r(|x|)). Let x ∈ A and r(|x|) > n0, f (x) = 〈x1, . . . , xk〉. Then there is
i ∈ {1, . . . , k} such that xi ∈ B , i.e., there are 2s(r(|x|))+2 ·2p(r(|x|)) words y ∈Σ such that 〈xi, y〉 ∈ C. Hence, for every
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such words. If x /∈A, the number of these words is at most
2k· − (2 − 2p(r(|x|)))k = k∑
i=1
−(−1)i ·
(
k
i
)
· 2i·p(r(|x|)) · 2(k−i)·.
For every x ∈Σ∗, r(|x|) > n0, and every i ∈ {1, . . . , k} it holds that 2i·p(r(|x|)) ·2(k−i)·  2p(r(|x|)) ·2(k−1)·. Replacing
the term −(−1)i by 1 this shows that the sum is bounded above by 2k · 2p(r(|x|)) · 2(k−1)·. Let p′ df= s + 1 + p(r) +
(s−1) · q(r). Hence A ∈ SB · C via (C′, q ′,p′, ε) for some ε ∈ (0,1). 
Instead of demanding closure of C under Pc and Pd , we can loosen the requirements to closure of C under
Pbc and Pbd . Applying Lemma 38, the rest of the proof would show that SB · C is closed under Pbd as well. The
class BH(NP), the Boolean closure of NP, is closed under bounded truth-table reducibility [31]. So we can conclude
that SB · BH(NP) is closed under Pbd . Furthermore, ΘP2 , the truth-table closure of NP, is closed under truth-table
reducibility [47]. Hence SB ·ΘP2 is closed under Pd .
Lemma 41. If C is closed under Pc , then ∃ · C is closed under Pmaj.
Proof. Let A be majority reducible to some B ∈ ∃ · C via reduction function f ∈ FP. There are polynomials s and r
such that, for every x ∈ Σ∗,
f (x) = 〈y1, . . . , yk〉, k = s
(|x|) and |y1| = · · · = |yk| = r(|x|).
Remember that for every n, s(n) is odd. Let B ∈ ∃ · C via some set C ∈ C and polynomial p. Let
C′ df=
{
〈x,ϕ · z1 · . . . · z〉: f (x) = 〈y1, . . . , yk〉, k df= s
(|x|),  df= k + 1
2
,∧
1i
(〈yϕ(i), zi〉 ∈ C ∧ |zi | = p(r(|x|))), and
ϕ: {1, . . . , } → {1, . . . , k} is injective
}
.
For simplicity, we say that the representation of ϕ is of length logk · . Obviously, C′ conjunctive reduces to C. Let
p
df= 12 (s + 1) · (log s + p(r)). We obtain A ∈ ∃ · C via C′ and p′. 
Schöning proved the following amplification lemma.
Lemma 42. [41] Let C be a complexity class closed under Pmaj. For every set A ∈ BP · C and every polynomial r
there are B ∈ C and a polynomial q such that, for every x ∈Σ∗,
#
{
y ∈Σq(|x|): 〈x, y〉 ∈ B ↔ x ∈A}> (1 − 1
2r(|x|)
)
· 2q(|x|).
The following lemma is well known. For completeness we include its proof.
Lemma 43. If C is closed under Pmaj, then BP · C is closed under Pmaj.
Proof. Let A ⊆ Σ∗ and B ∈ BP · C such that APmaj B . There are a function f ∈ FP and polynomials s and r such
that, for all x ∈ Σ∗, f (x) = 〈y1, . . . , y2s(|x|)+1〉, where |y1| = · · · = |y2s(|x|)+1| = r(|x|), and x ∈ A ↔ #{i: yi ∈ B}
p(|x|)+ 1. By Lemma 42, there are C ∈ C and a polynomial q such that, for all x ∈Σ∗,
x ∈ B → count=qC (x) >
(
1 − 1
8s(|x|)
)
· 2q(|x|),
x /∈ B → count=qC (x) <
1 · 2q(|x|).8s(|x|)
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Overview over the obtained inclusion properties
C is closed under Result Obtained in
Pc C ⊆ BP · C ⊆ BP · U · C ⊆ SB · C ⊆ BP · ∃ · C 44
Pc SB · ∃ · C = BP · ∃ · C 45
Pc ∃ · SB · C = SB · C 46
Pc ∃ · BP · C ⊆ SB · C 47
Pc U · SB · C = SB · U · C = SB · C 48
Pmaj SB · BP · C = SB · C 49
Pc SB · SB · . . . · SB · C = SB · SB · C = BP · ∃ · C 50
Pc BP · SB · C = BP · ∃ · C 51
Let q ′ df= q(r) and
C′ df= {〈x, z〉: |z| = q ′(|x|) and #{i: f (x) = 〈y1, . . . , y2s(|x|)+1〉 ∧ 〈yi, z〉 ∈ C} p(|x|)+ 1}.
C′ majority reduces to C. Let n0 such that r(n) r(n+ 1) for all n n0. Let x ∈ Σ∗, n df= |x|, n n0. We obtain
x ∈A ⇒ count=q ′
C′ (x) > 2
q ′(n) − s(n)+ 1
8s(r(n))
· 2q ′(n) 
(
1
2
+ 1
4
)
· 2q ′(n),
x /∈A ⇒ count=q ′
C′ (x) <
s(n)
8s(r(n))
· 2q ′(n) 
(
1
2
− 1
4
)
· 2q ′(n).
Hence, A is in BP · C. 
5.2. Inclusion properties
In this subsection, we want to investigate the power of SB· in connection with the operators ∃·, BP·, U·, and SB·
itself. We show that not all combinations of operators will lead to new complexity classes. In fact, SB· is powerful
enough to assimilate some operators to its left or right. Table 1 summarizes our results.
Before we combine SB· with further operators we first show that the power of SB· applied to some kind of complex-
ity class C can be approximated by other operators The special case of SB · C = SBP is already known to lie between
BP · UP and AM (Proposition 34 and Theorem 26). This result can be generalized. Recall the proof of Theorem 26.
Proposition 44. If C is closed under Pc , then C ⊆ BP · C ⊆ BP · U · C ⊆ SB · C ⊆ BP · ∃ · C.
Proof. The first inclusion is due to Lemma 9, the second inclusion is immediate by the monotony of BP· and Lemma 6.
For the third inclusion, let A ∈ BP · U · C via set B ∈ U · C, polynomial q , and ε ∈ (0,1/2). Let B ∈ U · C via set C ∈ C
and polynomial p. Let
C′ df= {〈x, yz〉: |y| = q(|x|) and |z| = p(∣∣〈x, y〉∣∣) and 〈〈x, y〉, z〉 ∈ C}.
C′ many-one reduces to C and therefore is in C. Let q ′ df= q + p(2 · (id + q)). Then, A ∈ SB · C via (C′, q ′, q − 1, ε).
For the fourth inclusion, let A ∈ SB · C. By Lemma 37, there are B ∈ C and polynomials p and q such that, for all
x ∈ Σ∗,
x ∈A → count=qB (x) 2|x|+1 · 2p(|x|) and
x /∈A → count=qB (x) 2p(|x|).
Let Px
df= {y: |y| = q(|x|) and 〈x, y〉 ∈ B} for every x ∈Σ∗. Note that |Px | = count=qB (x). Let
D
df= {〈x,H 〉: k df= p(|x|)+ 1 and H ∈H(k, q(|x|), k) and Collision(Px,H)}.
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If x ∈A then |Px | 2|x|+k . So, we can apply Sipser’s Theorems 24 and 25 and obtain, for all x ∈Σ∗,
x ∈A ⇒ count=rD (x) 2r(|x|),
x /∈A ⇒ count=rD (x)
1
2
· 2r(|x|),
where r is a suitable polynomial. To achieve the error-bound requirements of BP·, we use D′ instead of D where D′
is defined as
D′ df= {〈x,HH ′〉: 〈x,H 〉, 〈x,H ′〉 ∈ D}.
Since D′ conjunctive reduces to D,D′ ∈ C. Let r ′ df= 2r . Then, for all x ∈Σ∗,
x ∈A ⇒ count=r ′D′ (x) 2r
′(|x|) and
x /∈A ⇒ count=r ′D′ (x)
1
4
· 2r ′(|x|).
It follows that A ∈ BP · ∃ · C. 
Corollary 45. If C is closed under Pc , then SB · ∃ · C = BP · ∃ · C.
Proof. By Lemma 41, ∃ · C is closed under Pc . Applying Proposition 44 to ∃ · C, we obtain BP · ∃ · C ⊆ SB · ∃ · C ⊆
BP · ∃ · ∃ · C. By Lemma 12, BP · ∃ · ∃ · C = BP · ∃ · C. 
This corollary is the starting point of an investigation of the operators ∃·, BP·, and SB·. Let Q be a word of length k
over the alphabet {∃·,BP·,SB·}. The ith letter of Q is denoted by Qi . Let C be a complexity class. We define
QC df= Q1
(
. . .Qk−1(QkC) . . .
)
.
Can we determine, only by looking at the quantifier prefix Q, the shortest prefix Q′ such that QC = Q′C? We will
show that this is indeed the case. A similar result is known in the context of Arthur–Merlin games. In fact, if C = P
and Q only contains the operators ∃· and BP·, QP is an Arthur–Merlin class and is always contained in AM.
Proposition 46. If C is closed under Pc , then ∃ · SB · C = SB · C.
Proof. By Lemmas 6 and 39, SB · C ⊆ ∃ · SB · C. Let A ∈ ∃ · SB · C via set B ∈ SB · C and polynomial q1. We apply
Lemma 37 to B . There are set C ∈ C and polynomials p and q2 such that, for every x ∈ Σ∗,
x ∈A → ∃z(|z| = q1(|x|) and count=q2C (〈x, z〉) 2q1(|x|)+2 · 2p(|x|)) and
x /∈A → ∀z(|z| = q1(|x|)→ count=q2C (〈x, z〉) 2p(|x|)).
Let
C′ df= {〈x, zy〉: |z| = q1(|x|) and |y| = q2(∣∣〈x, z〉∣∣) and 〈〈x, z〉, y〉 ∈ C}.
Obviously, C′ many-one reduces to C. Let r df= q1 +q2(2 · (id+q1)). For all x /∈ A, it holds that count=rC′ (x) 2q1(|x|) ·
2p(|x|), since there are only 2q1(|x|) possible words of length q1(|x|). On the other hand, if x ∈ A, then count=rC′ (x)
2q1(|x|)+2 · 2p(|x|). Setting p′ df= q1 + p + 1, we conclude that A ∈ SB · C via (C′, r,p′, ε) for any ε ∈ (0,1). 
The proof of Proposition 46 shows a slightly stronger result than stated. If x ∈ A, then we demand the existence of
only one y ∈ Σ∗ of defined length such that the condition is true. For all the other words y′ = y of the same length,
we do not need to restrict the number of accepting paths of the computation deciding whether 〈x, y′〉 ∈ B . The proof
states that even this seemingly slightly more powerful model is contained in SB · C. In case of C = P, we would obtain
a new class ∃ · SBP∗ that may be more powerful than ∃ · SBP, similar to the relation of ∃ · BPP to MA. Note that
Fenner et al. showed that there is an oracle that separates ∃ · BPP and MA [14]. The proof of Proposition 46 shows
that ∃ · SBP∗ ⊆ SBP.
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Proof. ∃ · BP · C ⊆ ∃ · SB · C = SB · C. 
As a byproduct, we obtain the well-known inclusion ∃ · BP · C ⊆ BP · ∃ · C for any complexity class C that is closed
under Pc .
For the operator U·, we show that it cannot bring new power to SB· at all, neither to its left nor its right-hand side.
The proof uses the fact that the number of accepting paths of a computation is bounded for sets in U · C. Remember
that, if C is closed under Pc , then U · C is also closed under Pc .
Proposition 48. If C is closed under Pc , then U · SB · C = SB · U · C = SB · C.
Proof. By Lemmas 39, 6, and Proposition 46, we obtain U · SB · C = SB · C. By Lemma 6 and the monotony of SB·,
it holds that SB · C ⊆ SB · U · C.
Let A ∈ SB · U · C. We show A ∈ SB · C. By amplification, we obtain set B ∈ U · C and polynomials p and q1 such
that, for all x ∈ Σ∗,
x ∈A → count=q1B (x) 4 · 2p(|x|) and
x /∈A → count=q1qB (x) 2p(|x|).
Let B ∈ U · C via set C ∈ C and a polynomial q2. Let
C′ df= {〈x, y1y2〉: |y1| = q1(|x|) and |y2| = q2(∣∣〈x, y1〉∣∣) and 〈〈x, y1〉, y2〉 ∈ C}.
Let q df= q1 + q2(2 · (id + q1)). We obtain
x ∈A ⇒ count=q
C′ (x) 4 · 2p(|x|) and
x /∈A ⇒ count=q
C′ (x) 2
p(|x|).
This shows A ∈ SB · C via (C′, q,p + 1, ε) for any ε ∈ (0,1). 
Proposition 49. If C is closed under Pmaj, then SB · BP · C = SB · C.
Proof. Obviously, SB · C ⊆ SB · BP · C. Let A ∈ SB · BP · C. BP · C is closed under Pmaj by Lemma 43, and we can
apply Lemma 38 to A. So, there are set B ∈ BP · C and polynomials p and q such that, for all x ∈ Σ∗,
x ∈A → count=qB (x) 16 · 2p(|x|) and
x /∈A → count=qB (x) 2p(|x|).
By Lemma 36, we can assume p(n) > 0 for all n ∈ N. Let t be some monotonic polynomial such that, for all n ∈ N,
t (n) > p(n) + q(n). By Lemma 42, there are set C ∈ C and polynomial q ′ such that, for all x, y ∈ Σ∗ where |y| =
q(|x|),
〈x, y〉 ∈ B → count=q ′C
(〈x, y〉) (1 − 1
2t (|〈x,y〉|)
)
· 2q ′(|〈x,y〉|) and
〈x, y〉 /∈ B → count=q ′C
(〈x, y〉) 1
2t (|〈x,y〉|)
· 2q ′(|〈x,y〉|).
Let
C′ df= {〈x, yz〉: |y| = q(|x|) and |z| = q ′(∣∣〈x, y〉∣∣) and 〈〈x, y〉, z〉 ∈ C}.
We have to count the number of accepting paths at the end of the computation on input x ∈Σ∗. Let r df= q ′(2 · (id+q))
and s df= q + r and n df= |x|. We remark that in the following equations, both bounds are less tight than they would be
if we used the precise values (we use t (n) instead of t (2 · (n+ q(n)))):
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(
1 − 1
2t (n)
)
2r(n)+4 >
(
2p(n) − 1)2r(n)+4
> 6 · 2p(n)+r(n) =
(
1 + 1
2
)
2p(n)+r(n)+2,
x /∈A ⇒ count=sC′ (x) 2p(n)+r(n) +
(
2q(n) − 2p(n))2r(n)
2t (n)
= 2r(n)
[
2p(n) + 2
q(n) − 2p(n)
2t (n)
]
< 2r(n)
(
2p(n) + 1)
 2p(n)+r(n)+1 =
(
1 − 1
2
)
2p(n)+r(n)+2.
Hence, A is in SB · C. 
Corollary 50. If C is closed under Pc , then SB · . . . · SB · C = SB · SB · C = BP · ∃ · C.
Proof. We first prove the easy case SB · SB · C = BP · ∃ · C. It holds that ∃ · C ⊆ SB · C ⊆ BP · ∃ · C. We apply SB· on
every class, which preserves the inclusion structure by monotony: SB · ∃ · C ⊆ SB · SB · C ⊆ SB · BP · ∃ · C. Remember
that ∃ · C is closed under Pmaj by Lemma 41. We obtain
BP · ∃ · C ⊆ SB · ∃ · C ⊆ SB · SB · C ⊆ SB · BP · ∃ · C ⊆ SB · ∃ · C ⊆ BP · ∃ · C.
Furthermore, SB · SB · SB · C ⊆ SB · BP · ∃ · C ⊆ BP · ∃ · C. The statement follows by induction. 
Proposition 51. If C is closed under Pc , then BP · SB · C = BP · ∃ · C.
Proof. ∃ · C is closed under Pmaj by Lemma 41. So BP · BP · ∃ · C = BP · ∃ · C by Lemma 12. By Lemma 36 and
Proposition 44, we know ∃ · C ⊆ SB · C ⊆ BP · ∃ · C. Applying the BP·-operator on each class yields BP · ∃ · C ⊆
BP · SB · C ⊆ BP · BP · ∃ · C = BP · ∃ · C. 
5.3. Collapse of a hierarchy
This subsection summarizes the computational power of complexity classes that are defined by means of the four
operators that have been used in this paper. We see that the computational power of any class defined by application
of U·, ∃·, BP·, and SB· in any order and number does not exceed the simple combination BP · ∃·.
Theorem 52. Let C be a complexity class that is closed under Pc . Let Q be a word over the alphabet {∃·,BP·,SB·}.
If Q contains one of the four words BP · ∃·, SB · ∃·, BP · SB·, or SB · SB· as a factor, then QC = BP · ∃ · C.
Proof. Let Q be a word over {∃·,BP·,SB·}, and let it contain one of the specified words. Then, BP · ∃ ·C ⊆ QC. If C is
not closed underPmaj, replace C by ∃ ·C. From right to left we replace every occurrence of SB· by the subword BP · ∃·,
and each such replacement yields a superclass of the previous one. By Propositions 44, 46 and Lemma 36, we replace
∃·BP· by BP ·∃· at the rightmost occurrence and always obtain superclasses. Now, only BP· and ∃· appear, and every ∃·
appears to the right of every BP·. The rightmost letter is ∃·. By Lemmas 41 and 12, we obtain that QC ⊆ BP · ∃ ·C. 
Corollary 53. Let C be closed under Pc . If Q is a word over the alphabet {U·,∃·,BP·,SB·}, then QC ⊆ BP · ∃ · C.
Proof. From right to left replace every occurrence of U· by ∃·, and we obtain a superclass Q′C of QC. Now, BP ·∃·Q′C
is a superclass of Q′C and contained in BP · ∃ · C by Theorem 52. 
6. SBP is different from known complexity classes
In Section 4 we showed that SBP contains the classes MA and BP · UP and is contained in the classes AM and
BPPpath. However, we did not provide evidence that SBP differs from any of these classes. In this section, we will
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and can hence be considered a new complexity class.
The results of this section are mostly of the form that an oracle exists relative to which two complexity classes are
different. In a few cases we can show that certain complexity class inclusions entail collapses of hierarchies. Even
though oracle constructions do not answer absolute questions for complexity class separations they show at least that
a separation (or inclusion) proof must be difficult in a certain sense. Our first result bases on a collapse result by
Boppana, Håstad and Zachos.
Theorem 54. [8] If coNP ⊆ AM then ΣP2 = ΠP2 .
Corollary 55. If BPP = SBP or SBP = BPPpath then ΣP2 = ΠP2 .
Proof. Follows by Theorems 15, 23, and 54. 
We will first derive oracle separations through known oracles. In the second part of this section we will construct a
new oracle that separates SBP from ΣP2 . This shows that BPPpath is not contained in Σ
P
2 relative to this oracle, which
solves an open question by Han, Hemaspaandra, and Thierauf [25].
Theorem 56.
(1) There exists an oracle relative to which the polynomial-time hierarchy is infinite [49].
(2) There exists an oracle A such that AMA ∩ coAMA ⊆ PPA [46].
(3) There exists an oracle A such that PNPA ⊆ PPA [5].
(4) There exists an oracle relative to which SPP strictly contains an infinite polynomial-time hierarchy [17].
Corollary 57.
(1) There exists an oracle A such that BPPA = SBPA and SBPA = BPPApath.
(2) There exists an oracle A such that AMA ∩ coAMA ⊆ SBPA.
(3) There exists an oracle A such that ΣPA2 ⊆ BPPApath.
(4) There exists an oracle A such that coNPA ⊆ SBPA.
Proof. Follows from Corollaries 55 and 29 and Theorems 15, 54 and 56. 
Theorem 58. [35] PPAPP = PP.
Proposition 59.
(1) There exists an oracle A such that NPA ⊆ APPA.
(2) There exists an oracle A such that SPPA ⊆ AMA.
Proof. (1) Let A be the oracle from Theorem 56 such that PNPA ⊆ PPA. Assume that NPA ⊆ APPA. Since Theorem 58
holds relativizably, it follows that PNPA ⊆ PPNPA ⊆ PPA, which contradicts the choice of A.
(2) Let A be the oracle from Theorem 56 such that SPP strictly contains an infinite polynomial-time hierarchy. If
SPPA ⊆ AMA then ΣP2 A ⊆ ΠP2 A, which contradicts the choice of A. 
The complexity class RP is a probabilistic class. A set A is in RP if there is a probabilistic polynomial-time Turing
machine that rejects inputs with probability 1 and accepts with probability greater than 1/2. This class was introduced
by Gill as VPP [20,21]. Note that RP is a subclass of BPP and that an amplification lemma holds for RP that is
stronger than the amplification lemma for BPP. We will consider the class of all complements of sets in RP, denoted
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of BP · UP ⊆ SBP, is not contained in ΣP2 relative to some oracle.
Definition 60. Let C be a complexity class and let A be a set. A ∈ R · C if there are B ∈ C, a polynomial p, and
ε ∈ (0,1) such that, for all x ∈ Σ∗,
x ∈A → count=pB (x) = 2p(|x|),
x /∈A → count=pB (x) < (1 − ε) · 2p(|x|).
Note that R· permits amplification in a similar way as stated by Proposition 20 and Lemma 37 if it is applied to
complexity classes that are closed under conjunctive reducibility.
Theorem 61. There exists an oracle A such that R · UPA ⊆ ∃ · ∀ · PA.
Before we prove the theorem let us summarize immediate consequences.
Corollary 62.
(1) There exists an oracle A such that SBPA ⊆ ΣPA2 .
(2) There exists an oracle A such that BPPApath ⊆ ΣP
A
2 .
(3) There exists an oracle A such that SBPA is not closed under complementation.
The corollaries above show that inclusions of SBP with complexity classes treated in this paper can only be shown
by nonrelativizable proof techniques. We have seen that SBP and APP (respectively, AWPP) are incomparable under
relativizing proof techniques. These oracle results give evidence that also in the real world SBP does not coincide with
known complexity classes. A summary of inclusions and separations concerning SBP is given in Fig. 2 below.
Before we prove Theorem 61 we want to mention that Santha constructed a similar oracle relative to which AM
was not contained in ΣP2 [40]. A careful examination of his proof shows that the construction can be used to establish
Theorem 61. Our proof extends ideas from Baker and Selman by including redundant encoding of strings [4].
The language that we will construct and that we will show to be in R · UPA but not in ΣPA2 will consist of
well-selected words over {0}. The length of these words are given by the following sequence (ai)i0. Let a0 df= 12,
ai+1
df= 2ai , and ki df= 14ai for i  0.
Lemma 63. For all i  0, (ai)i < 2ki < 34 · ki+1.
Proof. Note that ai  3 for all i  0. The claim obviously holds for i  2. Let it be true for i  2. It holds that
2ki+1 = 2 14 ·2ai = 22ai−2 < 22ai−4 < 34 · ki+2. Furthermore, (ai+1)i+1 = (2ai )i+1. The claim holds if and only if (i + 1) ·
ai < (ai)
2 < 2ai−2, and this holds by assumption. 
Proof of Theorem 61. Our oracle A will be defined as the union of oracle stages Ai , i  1, that are constructed
iteratively. Let A[k, j ] df=⋃kij Ai denote an interval of oracle stages. For every B ⊆ Σ∗ and every i  1 we define
the following conditions:
C1(B, i) df= for every x with |x| = ki there exists at most one y such that |y| = 3ki and xy ∈ B;
C2(B, i) df= ∣∣B ∩Σai ∣∣= 2ki or ∣∣B ∩Σai ∣∣ 1
2
· 2ki .
Every Ai , i  1, will contain only words of length ai , and it will fulfill C1(Ai, i) and C2(Ai, i) simultaneously. For
B ⊆ Σ∗, let
W(B)
df= {0ai : i  1, ∀x ∈Σki exists exactly one y ∈Σ3ki such that xy ∈ B}.
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which shows the theorem.
Let Ti
df= (Mi, ri , si), i  1, be an enumeration of all triples (M, r, s) where M is a deterministic polynomial-time
oracle machine and r and s are polynomials. Without loss of generality, we may assume that ri(n) ni and that for
a t (n) ni the computation of MBi on input 〈x, y, z〉 halts in t (|x|) steps for every oracle B and every x, y, z ∈ Σ∗,|x|  1, |y| = ri(|x|), |z| = si(|x|). Oracle stage Ai is constructed to diagonalize against triple Ti in the following
sense: We interpret Ti as a “∃ ·∀ ·P” machine that can give the correct answer with respect to the question 0ai ∈W(A),
i.e.:
0ai ∈ W (A[1, i]) ⇔ ∃y∀z(|y| = ri(ai) and |z| = si(ai) → 〈0ai , y, z〉 ∈ (MA[1,i]i )).
Our goal to destroy this equivalence defines Condition C3. For B ∈Σ∗ and i  1, let
C3(B, i) df= (0ai /∈ W(B) ⇔ ∃y∀z(|y| = ri(ai) and |z| = si(ai) → 〈0ai , y, z〉 ∈ (MBi ))).
Let C(B, i) df= C1(B, i)∧ C2(B, i)∧ C3(B, i).
Claim 64. There exist oracle stages A1,A2,A3, . . . such that Ai ⊆ Σai and C(A[1, i], i) for all i  1.
We prove this claim later. Assume that W(A) ∈ ∃ · ∀ · PA. Then, there exists Ti = (Mi, ri , si) that accepts W(A).
Then 0ai ∈W(A) ⇔ 0ai ∈W(A[1, i]), since Mi on input 0ai cannot ask for words of length at least ai+1 by Lemma 63
and the definition of Ti . However, due to Condition C3, there is a y with |y| = ri(a) such that for all z with |z| =
si(ai) M
A
i accepts 〈0ai , y, z〉 if and only if 0ai /∈ W(A). This contradicts our assumption and concludes the proof of
Theorem 61. 
For proving Claim 64 we need a fundamental result about prime numbers.
Theorem 65 (Bertrand’s postulate). For all n 1 there is a prime number p such that n < p  2n.
The first proof of this postulate was given by Chebychev; later a number of further proofs were given by, e.g.,
Ramanujan [39] and Erdös [12]. Ingham showed that there is a prime number between consecutive cubic numbers
[29]; the similar statement for square numbers is still open.
Proof of Claim 64. Suppose there is a smallest number n  1 such that oracle stages A1, . . . ,An−1 exist where
Ai ⊆ Σai and C(A[1, i], i) for all i ∈ {1, . . . , n−1} but there does not exist A′ ⊆ Σan such that C(A[1, n−1] ∪A′, n).
Let α df= 3kn, β df= 2kn , and ψ df= α·β4 . Note that β2 = 12 · 2kn . We will show that we can encode an arbitrary numberN ∈
[0,2ψ) with less than ψ bits. Let (M, r, s) df= Tn = (Mn, rn, sn). Choose a prime number p ∈ (2α−1,2α], which is
possible by Bertrand’s postulate. Each N ∈ [0,2ψ) can be represented as a β2 -digit number with digits from [0,2α−1)
since 2ψ = 2(α/2)·(β/2) < (2α−1)β/2. These digits can be considered as elements of the finite field GF(p). So, each N
can be thought of as a β2 -dimensional vector zN ∈ GF(p)β/2.
We want to redundantly encode vector zN into a vector yN ∈ GF(p)β such that zN can be determined from
knowing only (an arbitrary) half of the components of yN . We define matrix M over GF(p), which can be considered
a generalization of a Vandermonde matrix:
M
df=
⎛
⎜⎜⎜⎜⎝
11 12 13 · · · 1β/2
21 22 23 · · · 2β/2
...
...
...
. . .
...
β1 β2 β3 · · · ββ/2
⎞
⎟⎟⎟⎟⎠ .
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obtains a quadratic matrix that is invertible in GF(p). So, if for two numbers N1,N2 ∈ [0,2ψ), yN1 and yN2 coincide
in β/2 components, then zN1 = zN2 . Let
AN
df= {w1w2: |w1| = kn and |w2| = 3kn and w2 is the binary representation of the w1th component of yN }.
Fact 66. For every N1,N2 ∈ [0,2ψ): |AN1 ∩AN2 | β/2 ⇒N1 =N2.
Note that AN ⊆ Σan , and C1(A[1, n−1] ∪ AN , n) and C2(A[1, n−1] ∪ AN , n) hold. Then, by our assumption,
C3(A[1, n−1]∪AN , n) does not hold. Hence, and since 0an ∈ W(A[1, n−1]∪AN ), there exists y, |y| = r(an), such
that for all z, |z| = s(an),〈
0an, y, z
〉 ∈ (MA[1,n−1]∪AN ).
For each N ∈ [0,2ψ), let yN be the lexicographically smallest witness y of this condition. We will see that, even
though yN is only of length polynomial in an, it contains much information aboutN . We will proceed as follows: We
use certain subsets B ⊆ A[1, n− 1] ∪AN as oracle and look for words z such that the computation MB(0an, yN , z)
rejects. Each of these computations asks for at least one word in AN . If we repeat these considerations for several z
then this reveals many different words from AN . A single such word is characterized by its position in the computa-
tion MB(0an, yN , z) which can be described in O(log2 an) bits. So, only a few bits are needed to encode the words z,
and with these words at hand we are able to reconstruct AN and therefore also N .
For every N ∈ [0,2ψ), Q ⊆ Σan and z ∈ Σs(an), let (Q,N , z) be the sequence (w1, . . . ,wj ) of oracle queries that
are asked during the computation of MA[1,n−1]∪Q on 〈0an, yN , z〉. For convenience we will use (Q,N , z) also in the
sense of a set. Consider the following algorithm ApproxA for N ∈ [0,2ψ).
(1) Q := ∅
(2) for i := 1 to β/2
(3) choose the smallest z ∈Σs(an) such that MA[1,n−1]∪Q(0an, yN , z) rejects
(4) add the smallest element from (Q,N , z)∩ (AN \Q) to Q
(5) next i
(4) return Q
ApproxA computes a subset of AN—we consider Q an approximation of AN . The following two claims ensure
that steps 66 and 66 of ApproxA(N ) can always be carried out.
Claim 67. The choice of z in step 66 is always possible.
Suppose that, in some step i ∈ {1, . . . , β/2}, MA[1,n−1]∪Q accepts 〈0an, yN , z〉 for every z, |z| = s(an). Observe
that C1(A[1, n−1] ∪ Q,n) and C2(A[1, n−1] ∪ Q,n) hold. Note that 0an /∈ W(A[1, n−1] ∪ Q), since |Q| < β . So
C3(A[1, n−1] ∪Q,n) holds, which contradicts the assumption of Claim 64.
Claim 68. The choice of w in step 66 is always possible.
By the choice of yN and by Claim 67 the following holds for each value of Q that is possible in step 66:
• (∀z ∈Σs(an))[(0an , yN , z) ∈ L(MA[1,n−1]∪AN )],
• (∃z ∈Σs(an))[(0an, yN , z) /∈ L(MA[1,n−1]∪Q)] (note here that #Q β/2),
• Q⊆ AN .
If z is a witness of the second condition then 〈0an, yN , z〉 ∈ L(MA[1,n−1]∪AN )\L(MA[1,n−1]∪Q). This means that there
is at least one oracle query q such that q ∈ AN \Q and q is asked during the computation MA[1,n−1]∪Q(0an, yN , z),
i.e., (Q,N , z)∩ (AN \Q) = ∅. This proves Claim 68.
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representation of N . Further, remember that MB for every oracle B halts after (an)n steps on input 〈0an, y, z〉 for all
y, z, |y| = r(an) and |z| = s(an). Let m df= log(an)n = n · an−1. Consider ApproxA(N ) for an arbitrary N ∈ [0,2ψ),
and assume that we are in the ith iteration (given by the value of i). In step 66 the algorithm chooses a word from
(Q,N , z) = (w1, . . . ,wj ); let it be wk . Note that j < (an)n. Then, k has a binary m-digit representation, that we want
to denote by wN ,i . Now, let
Code(N ) df= yN ·wN ,1 ·wN ,2 ·wN ,3 · . . . ·wN ,β/2.
Note that we can simulate ApproxA(N ) only by knowing Code(N ) and without knowing N and AN , hence obtain
Q without the help of N and AN . We denote this procedure by ApproxA(Code(N )).
Claim 69. For N1,N2 ∈ [0,2ψ), if Code(N1)= Code(N2) then N1 =N2.
If Code(N1) = Code(N2) then Q df= ApproxA(Code(N1)) = ApproxA(Code(N2)). Since |Q| = β/2, N1 =N2
due to Fact 66.
To establish the contradiction, we estimate the length of Code(N ). First, remember that n · an−1 < (an−1)2 < 34kn
(Lemma 63). We obtain:∣∣Code(N )∣∣= |yN | + β2 m< (an)n + β · n · an−1 < β · (1 + n · an−1) < α · β4 = ψ.
The number of code words is < 2ψ , and there exist different numbers N1,N2 ∈ [0,2ψ) such that Code(N1) =
Code(N2). This contradicts Claim 69. 
Fig. 2. Inclusions and oracle separations in the context of SBP. • inclusions hold upwards; • C → D means C ⊆ D in some relativized world;
• C↔D is an abbreviation for C→D and D→ C.
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set B ∈ C and polynomial p such that x ∈ L ↔ count=pB (x) = 1 for all x ∈ Σ∗. Note that the proof of Theorem 61
shows that W(A) ∈ ∀ · ∃! · PA. This yields the following corollary, which could be interesting in connection with leaf
languages.
Corollary 70. There exists an oracle A such that ∀ · ∃! · PA ⊆ ΣP2 A.
7. Complete sets for SBP
Usual complexity classes are defined via machines. When considering promise classes, one additionally makes
assumptions about the computation process of these machines. For example, for UP, we use the resources of a non-
deterministic polynomial-time Turing machine, and additionally we assume that for all inputs there is at most one
accepting path. Machines respecting certain resource bounds can be enumerated recursively. This enumeration gives
a way to construct complete problems. For example,{
0i10t1x: the ith NP-machine accepts x within t steps
}
is a many-one complete set for NP. Because of the additional assumption about the computation process, for most of
the known promise classes recursive enumerations are not known. As a consequence, we cannot construct complete
sets in this way.
In this section we study the question of whether SBP has many-one complete sets. This question is related to
whether SBP is recursively enumerable. We will show that SBP allows an enumeration in a weak sense (the enumer-
ation does not tell us its probability gap). In contrast, we show that SBP is enumerable in a stronger sense if and only
if SBP has many-one complete sets. We finish this section with the construction of an oracle relative to which SBP
does not have many-one hard sets for BPP. Hemaspaandra, Jain, Vereshchagin constructed an oracle relative to which
IP ∩ coIP has no Turing-hard set for ZPP [28]. It is not clear whether, relative to this oracle, AM is contained in coIP.
Fix enumerations {fi}i0 of all FP-functions and {gj }j0 of all #P-functions. Let Fi be a deterministic polynomial-
time Turing machine that computes fi in time ni + i and let Gj be a nondeterministic polynomial-time Turing machine
that computes gj in time nj + j .
7.1. Uniform enumerations
Definition 71. An SBP-machine is a triple (i, j, n) of natural numbers where n 2 such that, for all x ∈Σ∗,
gj (x) >
(
1 + 1
n
)
· fi(x) or gj (x) <
(
1 − 1
n
)
· fi(x).
LSBP(i, j, n)
df= {x ∈ Σ∗: gj (x) > fi(x)} denotes the language accepted by SBP-machine (i, j, n).
Proposition 72. A language belongs to SBP if and only if it is accepted by an SBP-machine.
Proof. Follows from SBP’s characterization via FP- and #P-functions in Proposition 21. 
For promise classes like UP it is clear how to define the notion of uniform enumeration. Since the promise is “one
accepting path,” we only need an enumeration of machines. However, for classes like BPP, NP ∩ SPARSE, and SBP,
there is some freedom in the definition. Here the promise (i.e., census function for NP ∩ SPARSE and probability gap
for BPP and SBP) varies. Should the enumeration tell us just machines or both, machines and promises? We consider
both notions and start with the stronger one.
Definition 73. We call SBP uniformly enumerable if there is a recursive function h :N→N3 such that
(1) for every i ∈N, h(i) is an SBP-machine (i.e., LSBP(h) ⊆ SBP),
(2) for all sets A ∈ SBP there exists i ∈N such that LSBP(h(i)) = A (i.e., SBP ⊆ LSBP(h)).
Function h uniformly enumerates SBP.
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that we defined “uniform enumeration for SBP” in their sense.
Lemma 74. SBP is uniformly enumerable if and only if for every 0 < ε < 1/2 there is a recursive function hε :N→N2
such that the following holds:
(1) for every n ∈N and every x ∈Σ∗, gj (x) > (1 + ε) · fi(x) or gj (x) < (1 − ε) · fi(x) where hε(n)= (i, j),
(2) for every A ∈ SBP there exists n ∈N, hε(n) = (i, j), such that x ∈ A↔ gj (x) > fi(x).
Proof. Let h be an enumeration function for SBP, and let ε ∈ (0,1/2). Let hε simulate h. If h(x) = (i, j, n) for
n > 1/ε, then hε amplifies this machine and outputs the amplified machine (i′, j ′); otherwise, hε(x)
df= (i, j). The
required amplification is possible by Proposition 20. Conversely, let h df= hε be the enumeration function for ε df= 1/3,
and, for all m ∈N, let h′(m) df= (i, j,3) where h(m) = (i, j). Then, h′ uniformly enumerates SBP. 
Hartmanis and Hemachandra [26] showed that UP is uniformly enumerable if and only if UP has many-one com-
plete sets. The same technique shows similar results for NP ∩ coNP, BPP, and BQP [9]. We apply this technique to
SBP. It is interesting that this technique does not show a similar result for NP∩SPARSE [9]. Intuitively, NP∩SPARSE
is quite close to complexity classes that have no promise, since its promise aims at the accepted language and not at
the computation process. As it was shown by Hartmanis and Yesha [27], NP ∩ SPARSE has a Turing-complete set.
Theorem 75. SBP is uniformly enumerable if and only if SBP has many-one complete sets.
Proof. “⇒” Let h = h1/2 uniformly enumerate SBP as given by Lemma 74, and let H be a deterministic Turing
machine computing h. We define a set that we will prove to be Pm-complete for SBP. For all x,w ∈ Σ∗, n, i, j ∈N,
let
P
(
x,0n, i, j,w
) df= |w|i+j + i + j  n, H(x) halts within n steps, and h(x) = (i, j,2).
Note that P can be tested in time polynomial in the length of 〈x,0n, i, j,w〉. Let
L
df= {〈x,0n, i, j,w〉: P(x,0n, i, j,w) and gj (w) fi(w)}.
(1) L ∈ SBP. For all z ∈ Σ∗, let
f (z)
df=
{
fi(w) if z = 〈x,0n, i, j,w〉 and P(x,0n, i, j,w),
1 otherwise,
g(z)
df=
{
gj (w) if z = 〈x,0n, i, j,w〉 and P(x,0n, i, j,w),
1 otherwise.
Assume we are given some z = 〈x,0n, i, j,w〉 such that P(x,0n, i, j,w). Observe that f ∈ FP and g ∈ #P. Further-
more, for all z ∈ Σ∗, z ∈ L ⇔ g(z) f (z). Assume that there exists z such that(
1 − 1
2
)
· f (z) g(z)
(
1 + 1
2
)
· f (z).
Then, z = 〈x,0n, i, j,w〉 and P(x,0n, i, j,w). Hence, f (z) = fi(w) and g(z) = gj (w), which contradicts (i, j,2)
being an SBP-machine. So, L is in SBP.
(2) L is Pm-hard for SBP. Let L′ ∈ SBP. There exists an x such that h(x) = (i, j,2) and the SBP-machine (i, j,2)
accepts L′. Let t be the computation time of H(x), and let
s(w)
df= 〈x,0max{t,|w|i+j+i+j}, i, j,w〉.
Since in this definition x, t , i, and j are constant, s ∈ FP. From the definition of L it follows that L′ Pm L via reduction
function s.
“⇐” Let L be an SBP-complete set accepted by SBP-machine (i, j,2). For k  0, let h(k) df= (i′, j ′,2) where i′
is the index of fi ◦ fk ∈ FP and j ′ is the index of gj ◦ fk ∈ #P. Since these indices can be determined effectively, h
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polynomial-time reduction function fk . Then, for every x ∈Σ∗,
x ∈A ⇔ gj
(
fk(x)
)
> fi
(
fk(x)
)
,
and gj ◦ fk and fi ◦ fk are enumerated by h. 
In Section 7.2 we will construct an oracle relative to which SBP does not have many-one complete sets. Relative
to this oracle, SBP is not uniformly enumerable. Hence, we do not expect SBP to be uniformly enumerable. However,
SBP is uniformly enumerable in the following weaker sense. We do not require the output of the size of the probability
gap (i.e., parameter n in Definition 71). Buhrman et al. considered a similar weak enumeration for NP ∩ SPARSE [9].
Definition 76. We call SBP uniformly enumerable without gap if there is a recursive function h :N→N2 such that
(1) for every k ∈N there is n 2 such that (i, j, n) is an SBP-machine where h(k) = (i, j),
(2) for all sets A ∈ SBP there exist k ∈N and n 2 such that LSBP(i, j, n) = A where h(k) = (i, j).
Theorem 77. SBP is uniformly enumerable without gap.
Proof. For every i, j ∈N, let
f (i,j)(x)
df=
{2fi(x)+ 1 if fi(x) > 0,
1 otherwise,
g(i,j)(x)
df=
{
2gj (x) if ∀y(|y| > log log |x| ∨ gj (y) /∈ [ 12fi(y), 32fi(y)]),
0 otherwise.
Note that the conditions in the definition of g(i,j) can be tested in deterministic time polynomial in the input length |x|.
Hence, f (i,j) ∈ FP and g(i,j) ∈ #P. Furthermore, f (x) = g(x) for all x ∈ Σ∗. Let c be an enumeration of N2. Our
enumeration h works as follows. On input n ∈N, determine the indices i′ and j ′ of f c(n) and gc(n), respectively, and
output (i′, j ′). It remains to show that h is indeed a function that uniformly enumerates SBP without gap.
Let h(k) = (i, j) for k ∈N. Suppose that (i, j,2) is not an SBP-machine. Let
n
df= 2 + max{gj (x): x ∈Σ∗}∪ {fi(x): x ∈ Σ∗ and gj (x) > 0}.
Observe that n is well defined since there is only a finite number of x ∈ Σ∗ such that gj (x) > 0 by assumption. Hence,
fi and gj define a finite set, and LSBP(i, j, n) = A.
Let A ∈ SBP and (i, j) ∈N2 such that LSBP(i, j,2) = A. Then, for all x ∈ Σ∗,
x ∈A ⇒ gj (x) > 32fi(x)
⇒ g(i,j)(x) = 2gj (x) 32 · 2fi(x)+ 2 >
3
2
f (i,j)(x),
x /∈A ⇒ gj (x) < 12fi(x)
⇒ g(i,j)(x) = 2gj (x) < 12 · 2fi(x)+ 1 =
1
2
f (i,j)(x).
By definition of h, there is k ∈N such that h(k) = (i′, j ′) and i′ is the index of f (i,j) and j ′ is the index of g(i,j). 
The definition of h of the last proof is based on a “trick,” which was used by Buhrman et al. to obtain a weak
enumeration for NP ∩ SPARSE [9]. In that case, every machine that accepts a finite language is a valid machine.
However, in case of SBP this does not hold since, if fi(x) = gj (x), (i, j, n) for every n  2 is not a valid SBP-
machine. That is why g(i,j) outputs only even while f (i,j) outputs only odd numbers.
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This subsection gives evidence that SBP does not have many-one complete sets. Similar results are known for
other promise classes. Sipser proved that R and NP ∩ coNP do not have many-one complete sets relative to oracles
[42]. By Gurevich [24], it follows that NP ∩ coNP has no Turing-complete sets in a relativized world. Hartmanis and
Hemachandra showed that relative to oracles, UP and BPP do not have many-one complete sets [26]. Ambos-Spies
showed that there is an oracle relative to which BPP does not have Turing-complete sets [2]. Hemaspaandra, Jain, and
Vereshchagin improved these results and showed that there is an oracle relative to which there is no set in IP ∩ coIP
that is Turing-hard for ZPP [28]. Note that it is not clear whether, relative to this oracle, AM is contained in coIP, since
there exist oracles such that NP and therefore AM are not in coIP [19]. We will show that, relative to some oracle,
AM does not contain a set that is Pm-hard for BPP.
Lemma 78. Let M be a nondeterministic polynomial-time oracle Turing machine with running time p, and let q be a
polynomial. Let n 1, O ⊆ Σ<n, and F ⊆ Σn such that |F | 2n−3. For every X ⊆ Σ∗, let B(X) df= L(MO∪X). For
every x ∈ Σ∗ where p(2 · (|x| + q(|x|))) 2n−4, there exists X ⊆ Σn \ F such that one of the following holds:
(i) |X| 14 · 2n and count=qB(X)(x) > 34 · 2q(|x|),
(ii) |X| 34 · 2n and count=qB(X)(x) < 14 · 2q(|x|),
(iii) count=q
B(X)
(x) ∈ [ 14 · 2q(|x|), 34 · 2q(|x|)].
Proof. Assume there exists x such that for all X ⊆ Σn \ F , the statements (i), (ii), and (iii) do not hold. Let m df=
2p(2 · (|x| + q(|x|))). Choose X ⊆ Σn \ F of minimal cardinality such that count=qB(X)(x) > 34 · 2q(|x|). Then, |X| >
1
4 · 2n. Choose mutually different x0, x1, . . . , xm ∈ X. Since X is minimal, count=qB(X\{xi })(x) < 14 · 2q(|x|) for every
i ∈ {0, . . . ,m}. Hence, for every i  m, for at least half of all y ∈ Σq(|x|) it holds that MO∪X accepts 〈x, y〉 and xi
is queried on all accepting paths. By the pigeonhole principle, there is y ∈ Σq(|x|) such that MO∪X accepts 〈x, y〉
and every accepting path asks more than p(2 · (|x| + q(|y|))) queries, which is not possible in p(2 · (|x| + q(|y|)))
computation steps. 
We fix an enumeration of all polynomials and an enumeration of all nondeterministic polynomial-time oracle
Turing machines. Let c : N→ N2 be any enumeration of N2. Let O ⊆ Σ∗. By Proposition 17 we can assume that
every A ∈ AMO is accepted with probability gap 1/4, i.e., r = 2 in Proposition 17. Let (i, j) ∈N2 such that qi is the
ith polynomial and L(MOj ) is the language accepted by the j th Turing machine relative to oracle O and q
df= qi and
B
df= L(MOj ). Let
LAM(O, i, j)
df=
{
x ∈Σ∗: count=qB (x) >
3
4
· 2q(|x|)
}
,
and we will call (i, j) an AM-oracle-calculation.
Theorem 79. There exists an oracle relative to which AM does not contain Pm-hard sets for BPP.
Proof. Let c′ :N→N3 be an enumeration of all triples (i, j, k) where (i, j) is an AM-oracle-calculation and k stands
for the kth FP-oracle-function fk , i.e., fk is computed by an oracle Turing machine querying an oracle set. For every
Z ⊆ Σ∗ and every i, j ∈N, let
W(Z, i, j)
df=
{
0n: n is a power of the 〈i, j 〉th prime and ∣∣Z ∩Σn∣∣ 1
2
· 2n
}
,
where we interpret 〈i, j 〉 is a natural number in binary representation. We use W(Z, i, j) as witness language. We
construct our oracle in stages and each stage diagonalizes against a triple enumerated by c′. Let O be our oracle
constructed, and let (i, j, k) be the next triple to be considered (for the first triple, let O df= ∅). Let q df= qi and M df= Mj .
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be a power of the 〈i, j 〉th prime number where we choose n large enough such that O ⊆ Σ<n and such that adding
words of length n to O does not effect diagonalizations made in previous steps, i.e., such that r(n)  2n−3 and
p(2 · (|x| + q(|x|))) 2n−4.
Let x df= fOk (0n), and let F denote the set of queries of length n that are asked during the computation fOk (0n). We
apply Lemma 78 and obtain X ⊆ Σn \ F such that (i) or (ii) or (iii) holds. Let O := O ∪ X be the new oracle set.
Proceed with the next triple in our list. We obtain O .
Assume that there exists a set A ∈ AMO such that A is Pm-hard for BPPO . There must be an AMO -oracle-
calculation (i, j) that accepts A. Let q df= qi and B df= L(MOj ), and let p be the running time of MOj . If there exists
k′  0 such that in the diagonalization against triple (i, j, k′), statement (iii) of Lemma 78 holds, then (i, j) is not
an AM-oracle-calculation. So, for all k′  0, during the diagonalization against triple (i, j, k′), either statement (i)
or statement (ii) of Lemma 78 holds. It follows that, for all n where n is a power of the 〈i, j 〉th prime number,
either |O ∩ Σn| 14 2n or |O ∩ Σn| 34 2n. Hence W(O, i, j) ∈ BPPO . Since A is Pm-hard for BPPO , there exists
k such that W(O, i, j) Pm A via fOk . However, by the construction of O and Lemma 78, 0n ∈ W(O, i, j) ⇔ x =
fOk (0n) /∈ A. 
Corollary 80. There exists an oracle relative to which neither SBP nor AM have many-one complete sets.
8. Conclusions and open questions
We have seen that with the definition of SBP one meets a complexity class which is located between MA and
AM on the one hand and between BP · UP and BPPpath on the other hand. By means of collapse consequences and
oracle separations we obtained evidence that SBP does not coincide with these classes. In particular, we know that
SBP is closed under union, and in some relativized world it is not closed under complementation. For intersection this
question is open, i.e., neither we can prove that SBP is closed under intersection, nor we can construct an oracle relative
to which this does not hold. Note that in contrast to GapP, it is not known whether #P is closed under subtraction. So,
the methods showing that PP is closed under intersection [6] cannot directly be transferred to SBP. We showed that
SBP permits amplification, which can be considered a kind of robustness.
An open question addresses the separation of SBP from MA and AM. Can one extend the oracle separations
to collapse consequences? Note that Theorem 54 shows that such an extension is possible for the separations from
BPP and BPPpath. In addition it would be nice to find an unlikely consequence of the assumption SBP ⊆ ΣP2 (cf.
Corollary 62 for the respective oracle separation).
We do not know whether there is a natural set in SBP that is not contained in MA. We leave this as an open
question. A candidate for such a set could be the graph nonisomorphism problem, that is known to be in AM, but not
known to be in MA.
It seems (at least when looking at the definitions) that the classes BPPpath and AM do not have much in com-
mon. However, SBP is contained in both classes. So it would be desirable to know more about the intersection
BPPpath ∩ AM. Is it equal to SBP? If so, since BPPpath and AM are closed under intersection, this would imply
that also SBP is closed under intersection. If BPPpath ∩ AM does not coincide with SBP it would be possible that it
coincides at least with SBPs closure under intersection.
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