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Abstract
This work presents the finite-time blow-up of solutions to the equation
ut t −∆u = a−k |u|p,
in the Minkowski space. We extend the previous result of Belchev, Kepka and Zhou [E. Belchev, M. Kepka, Z. Zhou, Finite-time
blow-up of solutions to semilinear wave equations, J. Funct. Anal. 190 (1) (2002) 233–254] comprehensively. Due to a modification
of the so-called method of conformal compactification used by Belchev, Kepka and Zhou, we show that the solutions blow up in
finite time with more relaxed initial data and extended index p.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
We consider a semilinear wave equation{
ut t −∆u = a−k |u|p,
u(0, x) = u0(x), ut (0, x) = u1(x), (1.1)
for (t, x) = (t, x1, x2, . . . , xN ) ∈ R× RN , N ≥ 2, in the Minkowski spaceM0, with the Minkowski metric
g = dt2 − dx2 = dt2 −
N∑
i=1
dx2i .
Here k = sp − N+32 , s = N−12 , p > 1 and
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a =
(
t2 +
(
1− t
2 − |x |2
4
))−1/2
.
Hence, for any fixed time t > 0, a−k →∞ when |x | → ∞ as long as p < 1+ 4N−1 .
Recently, by using a modification of the method of conformal compactification, which based on an idea of
Penrose [4], developed by Christodoulou [3] and Baez, Segal and Zhou [1], Belchev, Kepka and Zhou [2] proved
the following finite-time blow-up result for (1.1):
Theorem 1.1 ([2]). Let 1 < p < 1+ 2N , u0, u1 ∈ C∞0 (RN ), 0 6≡ u0, u1 ≥ 0. Then the corresponding solution u(t, x)
to (1.1) blows up in finite time.
The proof of Theorem 1.1 is strongly reliant on the conditions 1 < p < 1+ 2N and u0, u1 are positive. Hence natural
questions are: ‘How about other cases?’ and ‘Say u0 and u1 may change signs; can we extend the power p to a
larger region?’ The purpose of this work is to answer the above questions partially. In Section 2, we write down the
conformal map and transform the equations into the Einstein universe and introduce our main theorems, while proofs
are given in Section 3.
To make this work short and concise, we do not go into the detailed background and other aspects of the equation.
For other aspects, we refer the reader to the paper of Belchev, Kepka and Zhou [2], and references therein.
2. Main results
Let us recall the conformal map C used in [2] first.
Present a point (t, x) ∈ M0 as (t, r, ω), where r = |x | and ω = x|x | ∈ SN−1, while a point (T, Y1, Y2, . . . , YN+1)
belonging to the Einstein universe E = R× SN , with the metric
g˜ = dT 2 − dS2,
where dS2 is the canonical metric on SN , is written as (T, ρ, ω), where ρ ∈ [0, pi) is the distance on SN from the
north pole. The map C :M0 → E is defined by
C(t, r, ω) = (T, ρ, ω),
where
sin T = at, cos T = a
(
1− t
2 − r2
4
)
, T ∈ (−pi, pi);
sin ρ = ar, cos ρ = a
(
1+ t
2 − r2
4
)
, ρ ∈ [0, pi);
with the angular variable ω ∈ SN−1 unchanged and
a =
(
t2 +
(
1− t
2 − r2
4
))−1/2
.
Then we can get the following equation ((3.3) and (3.4) in [2]):{(
˜+ s2
)
v = |v|p,
v(0, .) = R2/(p−1)a−s0 u0 ◦ C−1, vT (0, .) = R(p+1)/(p−1)a−(s+1)0 u1 ◦ C−1,
(2.1)
where ˜ is the d’Alembertian relative to the metric g˜, u and v are related by u = R−2/(p−1)asv, R > 0 and
a0 = cos2(ρ/2).
Now we consider Eq. (2.1) instead. Before we state our main theorems, we introduce the following equation and
notation.
Let v be a solution of Eq. (2.1); just as in [2], we define the function
F(T ) = F(v(T )) =
∫
SN
v(T, .)dS.
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By using Eq. (2.1) and the Divergence Theorem, it follows that
F ′′(T )+ s2F(T ) =
∫
SN
|v(T, .)|pdS,
and then by Ho¨lder’s inequality, we have
F ′′(T ) ≥
(
C0|F |p−1 − s2
)
|F |, (2.2)
where C0 only depends on the measure of SN and p, with
F(0) = F(u0) = R
2
p−1−N
∫
RN
(
1+ |x |
2
4R2
)−(N+1)/2
u0(x)dx, (2.3)
F ′(0) = F ′(u1) = R
p+1
p−1−N
∫
RN
(
1+ |x |
2
4R2
)−(N−1)/2
u1(x)dx . (2.4)
The first theorem is as follows.
Theorem 2.1. Let p > 1, u0, u1 ∈ C∞0 (RN ) satisfying
F(u0) >
(
s2
C0
) 1
p−1
and F ′(u1) ≥ 0. (2.5)
Then the corresponding solution to (1.1) blows up in finite time.
It is easy to find that condition (2.5) can be satisfied by the following special alternative condition:
1 < p < 1+ 2
N
, 0 6≡ u0 ≥ 0, and u1 ≥ 0. (2.6)
Indeed, from the representation (2.3) of F(u0), it follows that
F(u0) ≥ R
2
p−1−N
∫
RN
(
1+ |x |
2
4
)−(N+1)/2
u0(x)dx for R ≥ 1.
Hence, if 1 < p < 1 + 2N , i.e., 2p−1 − N > 0, we have limR→∞ F(0) = ∞. So (2.5) holds for sufficiently large R.
Hence condition (2.6) is a special case of (2.5).
Note that condition (2.6) is more relaxed than the condition in Theorem 1.1, since we do not need u1 6≡ 0. So we
recover Theorem 1.1 again under a slightly weaker condition.
The second theorem reads
Theorem 2.2. Let p > 1, u0, u1 ∈ C∞0 (RN ) satisfying
F(u0) ≥ 0, and F ′(u1) > A ,
√
p − 1
p + 1
(
s
C1/(p+1)0
)(p+1)/(p−1)
. (2.7)
Then the lifespan of the corresponding solution u(t, x) to (1.1) is finite.
One can check that condition (2.5) can be satisfied by the following special alternative condition:
1 < p < 1+ 2
N − 1 , u0 ≥ 0, and 0 6≡ u1 ≥ 0. (2.8)
From the represent of F(u1), (2.4), it follows that
F ′(u1) ≥ R
p+1
p−1−N
∫
RN
(
1+ |x |
2
4
)−(N−1)/2
u1(x)dx for R ≥ 1.
So if 1 < p < 1+ 2N−1 , i.e., p+1p−1 − N > 0, we have limR→∞ F ′(u1) = ∞. So (2.7) holds for sufficiently large R.
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More precisely, we write it as a corollary for the special data.
Corollary 2.3. Let 1 < p < 1+ 2N−1 , u0, u1 ∈ C∞0 (RN ) satisfying u0 ≥ 0 and 0 6≡ u1 ≥ 0. Then the corresponding
solution to (1.1) blows up in finite time.
This corollary improves the result of [2].
The last theorem deals with the case where F ′(u1) < 0.
Theorem 2.4. Let p > 1, u0, u1 ∈ C∞0 (RN ) satisfying
F(u0) >
(
s2
C0
)1/(p−1)
, F ′(u1) < 0, and G(0) ≤ A
2
2
, (2.9)
where A is defined in (2.7) and
G(0) = 1
2
(
F ′(u1)
)2 − C0
p + 1 F
p+1(u0)+ s
2
2
F2(u0).
Then the corresponding solution blows up in finite time.
It is obvious that there is a large class of initial data u0 and u1 which satisfy (2.9). For example, 1 < p < 1+ 2N , u0
is positive and large enough and u1 is negative and small.
3. Proofs
Before we prove our theorems, we start with the following lemma for an ordinary differential inequality.
Lemma 3.1. Suppose that Ψ(t) is a twice continuously differentiable function satisfying{
Ψ ′′(t) ≥ C0Ψ1+α(t), t > 0,C0 > 0, α > 0,
Ψ(0) > 0, Ψ ′(0) > 0. (3.1)
Then Ψ(t) blows up in finite time. Moreover the blow-up time can be estimated explicitly (see (3.3)).
Proof. Although an analogous form was proved by the second author in [5], we give a brief proof here. Set
Φ′(t) = δΦ1+α/2(t), Φ(0) = Ψ(0), (3.2)
where δ is a constant to be determined later. Then the solution of (3.2) is
Φ(t) =
(
Ψ(0)−α/2 − δα
2
t
)−2/α
.
It is obvious that Φ(t) is increasing and it goes to infinity as t tends to
T0 = 2
δα
Ψ(0)−α/2. (3.3)
On the other hand, by direct computation,
Φ′′(t) = δ2
(
1+ α
2
)
Φ1+α(t) and Φ′(0) = δΨ1+α/2(0).
Suppose we choose δ sufficiently small that
δ2(1+ α/2) ≤ C0 and δΨ1+α/2(0) < Ψ ′(0).
Then Φ(t) satisfies
Φ′′(t) ≤ C0Φ1+α(t), Φ(0) = Ψ(0), Φ′(0) < Ψ ′(0). (3.4)
By applying the maximum principle on (3.1) and (3.4), we get Ψ ′(t) > Φ′(t), and thus Ψ(t) > Φ(t), for t > 0. So
Ψ(t) blows up in finite time. 
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Proof of Theorem 2.1. Just as in [2], it suffices to prove that the lifespan of F(T ) is finite.
By a contradiction argument, suppose F(T ) exists globally. Thanks to the continuity property of the ordinary
differential equation, it follows that
F(T ) >
(
s2
C0
) 1
p−1
and F ′(T ) > 0 on (0, T0), (3.5)
for sufficiently small T0. Thus, from Eq. (2.2), F ′′(T ) > 0 on (0, T0). And consequently, we have F ′(T0) > 0 and
F(T0) > F(0). Then (3.5) holds on (T0, T1) for T1 − T0 > 0 small. Actually, from the equation, we have F ′(T ) > 0
and F ′′(T ) > 0 for all T > 0. Therefore,
F(T ) > F(T0)+ F ′(T0)(T − T0), for any T > T0 > 0.
This implies that
F(T )→∞, as T →∞.
Hence, there exists T1 such that
F(T ) ≥
(
2s2
C0
)1/(p−1)
for any T ≥ T1.
Then (2.2) reduces to
F ′′(T ) ≥ C0
2
F p(T ), for T ≥ T1. (3.6)
Applying Lemma 3.1 on (3.6) yields the finite-time blow-up. This contradicts the global existence assumption.
The proof is complete. 
Proof of Theorem 2.2. Suppose the solution F(T ) to (2.3) exists globally. Let
G(T ) = 1
2
(
F ′(T )
)2 − C0
p + 1 F
p+1(T )+ s
2
2
F2(T ). (3.7)
Then
G ′(T ) = F ′(T )
(
F ′′(T )− C0F p(T )+ s2F(T )
)
. (3.8)
By the continuity property, for T0 small, from (3.8), we have
F(T ) > 0, F ′(T ) > 0, G ′(T ) ≥ 0, for 0 < T < T0. (3.9)
If there exists some T1 ∈ [0, T0] such that F(T1) > (s2/C0)1/(p−1), then the finite-time blow-up follows from
Theorem 2.1. So we suppose F(T ) ≤ (s2/C0)1/(p−1) on [0, T0].
Consider the function
g(τ ) = C0
p + 1τ
p+1 − s
2
2
τ 2.
It is easy to get the property of g(τ ) as follows:
g ∈
[
0,− A
2
2
]
, decreasing on
[
0,
(
s2/C0
)1/(p−1)]
,
g ∈
[
− A
2
2
,∞
]
, increasing on
[(
s2/C0
)1/(p−1)
,∞
]
.
(3.10)
Since G(T ) is an increasing function, then from (3.10),
G(T ) ≥ G(0) = 1
2
(
F ′(u1)
)2 − C0
p + 1 F
p+1(u0)+ s
2
2
F2(u0) ≥ 12
(
F ′(u1)
)2
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So we get
1
2
(
F ′(T )
)2
>
1
2
(
F ′(u1)
)2 − A2
2
>
1
2
(
F ′(u1)− A
)2
Then by the continuity property, (3.9) holds for a bigger interval, say [0, T1], T1 > T0. Actually, by the above process,
we get that (3.9) holds for all T > 0, and thus
F ′(T ) > F ′(u1)− A > 0 for all T > 0.
Hence, there must exist a T2 such that F(T ) > (s2/C0)1/(p−1), and then Theorem 2.1 tells us that the solution blows
up in finite time. 
Proof of Theorem 2.4. Suppose the solution F(T ) exists globally. Then by the continuity property, there exists a
small T0 such that
F(T ) >
(
s2
C0
)1/(p−1)
, F ′(T ) < 0, and F ′′(T ) > 0
hold for all 0 < T ≤ T0. Now let
T1 = sup
{
T : F(T ) >
(
s2
C0
)1/(p−1)
and F ′(T ) < 0
}
.
Case 1, T1 < ∞. If F ′(T1) = 0, F(T1) > (s2/C0)1/(p−1), due to Theorem 2.1, and then the solution blows up in
finite time. So we always have F ′(T1) < 0 and F(T1) = (s2/C0)1/(p−1). From (3.8) and the property of g(τ ) (see
(3.10)), we have
G(0) ≥ G(T1) > g(τ )|τ=(s2/C0)1/(p−1) =
A2
2
.
This contradicts the condition (2.9).
Case 2, T1 = ∞. So limT→∞ F(T ) = (s2/C0)1/(p−1). By the decreasing property of G(T ), we can also get the
inequality G(0) > A
2
2 .
The proof is complete. 
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