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Abstract 
The article describes a stereoscopic camera system based on a pair of separate cameras. The cameras are stationary and tilted together. 
The value of their tilting angle is derived in regards to their utilization of the chip area. By optimizing tilting we can maximally utilize the 
chip area, without the unused parts. It can increase the size of the cropped image of both left and right images as well as their resolution. 
The results were tested and verified on a real stereoscopic system used for an exploratory mobile robot. 
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1. Introduction 
Stereovision - also called stereoscopic or 3-D imaging - is any technique capable of recording three-dimensional visual 
information or creating the illusion of depth in an image. Stereoscopy is the enhancement of the illusion of depth in a photo, 
movie, or other two-dimensional images by presenting a slightly different image to each eye, and thereby adding the first of 
these cues (stereopsis) as well. For getting pairs of stereoscopic images there exist some basic methods. 
The first one is based on a pair of cameras, which are tilting against each other. It is a necessary condition in order to 
cross the camera’s optics axes on the object of interest (OI) and due to it, cameras must be capable of tilting.  The principle 
is that the centre of the image of an actual scene must be projected into the centres of both image sensors. The disadvantage 
of this solution is the necessity of a mechanical positioning device, and an increase in size, weight, price and a decrease in 
reliability. An example is presented in [7].  
The second method uses a one image sensor and optics.  A part of the identical optic system is composed of a camera 
lens and it divides an image into two parts. Every image is projected on the left/ right part of a common image sensor. The 
disadvantage is the portrait image form – in practice it needs an additional cropping, a mostly bad aperture (suitable only for 
good light conditions), constant focus, a large depth of sharpness, etc. This method was earlier mainly used for taking static 
3D images - not for video. An example of this system is described in [9]. 
Another system is based on a pair of parallel cameras, respectively a lens with parallel optic axes. Image sensors are 
moveable and must be positioned in such a way that the centres´ image of an actual scene have to be projected into the 
centres of both image sensors – see [10]. The disadvantage of this system is the use of special cameras and optics systems 
and very fine mechanics. 
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The fourth one uses the solid tilt of a pair of cameras. The mutual tilt of cameras must respect that a camera’s optic axes 
must cross on the OI. The advantage is simplicity and usage of all  the image sensors area. The disadvantage of this method 
is that OI must lie at the constant distance from the cameras. A similar principle of a pair of tilting cameras is based on  John 
Cameron’s invention and is described in [8]. 
The method of capturing stereovision is similar to the previous one. It consists of a pair of solid tilted cameras too. It is 
possible to change the distance of an object of interest as well as the convergence angle. The value of this solution is that 
only part of image sensor area is used and a decrease of resolution in a horizontal direction. The advantage of this system is 
the capability to take stereovision images (video) with various distances from the object of interest (various convergence 
angles). The disadvantage – in case of non-optimal tilt – is a significant decrease of the horizontal resolution. A detailed 
description of this system is presented [11]. 
2. Parallel camera configuration 
First, we will suppose a parallel camera configuration for stereovision without the possibility of their reciprocal tilting. In 
all cases, when OI does not lie on optic axes (see axis o in Fig. 2), it is projected outside of image sensor centre – see point 
B in Fig. 2. In cases, when OI lies on optic axe o, the OI is projected in the centre of the image sensor – see the position of 
the dashed sensor in Fig. 2. Due to it, it is necessary to use only part of the image sensor and to move with it – see the detail 
in Chyba! Nenalezen zdroj odkazĤ.. In the same way it is possible to derive it for the right camera too. The final images 
will have the size in axis y identical with the resolution of the image sensor (the number of rows is identical). The resolution 
in axis x (number of columns) will be equal to the cropped image width and will be always smaller than the resolution of the 
original chip.  The next consideration supposes the position of OI on central axis m of stereoscopic system. Axis m lies in 
the middle of both cameras and is perpendicular to the camera’s plane – see Fig. 5. 
Fig. 1. Image sensor (blue) and moveable cropped image (green). Where x – the size of x axis of image sensor, v – the size of the cropped image 
The cross ratio p of the size (H) of the chip (x) and its width of cropped image (v) or – more practically – the ratio of 
their pixels in axis x: 
v
xp =
                                                                                         (1)
Let us derive the minimal distance g between the camera’s plane and OI lying in the middle of them on  axis m at 
selected cross ratio p. 
The determination of the distance between a chip and its cropped part centre e: 
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Fig. 2. The detail of left camera optics in parallel configuration 
The distance b: from the P1-P2-f and P3-P2-B triangles – see Fig. 2 it is possible to express the ȕ angles and compare 
them with each other: 
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The distance b between the image sensor and optical centre: 
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The resultant distance g between a camera’s plane and OI lying at axis m is: 
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3. An example 
We assume the real configuration of the stereovision system based on a pair of DKF21BU04 cameras with USB of the 
Imaging Source producer [5]. The system consists of two cameras with a type  of 1/4“ Sony ICX098BQ image sensor [1] 
and  T 0412 FICS-3 lens  [3] with basic parameters:
                                              Table 1. The parameters of the used stereovision system 
An example of a column heading Column A (t) 
3,6(H) x 2,6 (V) mm, 
unit cell size 5.6ȝm (H) × 5.6ȝm (V), 
sensor size (active) 
aspect ratio 4:3 
resolution 640(H) x 480(V) 
distance between cameras 2s=90mm 
fix focal length f=4 mm 
MOD (Minimal Object Distance) 200 mm 
Fig. 3. The implemented stereovision system based on DKF21BU04 cameras with a T 0412 FICS-3 lens. (There is a laser distance sensor in the middle of 
of the cameras.) 
4. Substituting: 
Number of pixels (axe x) of cropped image  v = 340 (specified in our case)  
OI is in the middle of the cameras on axis m  s = G
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The calculated shortest distance to OI from the camera’s plane with regard to the pre-specified size of cropped image v
(ratio p=2) is cca 200 mm. Whereas the used lens have MOD = 200mm, the result is acceptable – it lies in the lens focusing 
area. In other words, the described system is capable of working on an image field with OI situated in the middle of the 
optical axis of both cameras from a distance of 0,2 m to infinity. The minimal distance between the camera’s plane and OI 
(lying on axis m) is restricted by: 
1. the parameter MOD of the used lens, 
2. the size of cropped image v, which must have a reasonable value.  
Let us derive the size of cropped image v – respectively ratio p  - in the case g=MOD (OI is lying on the MOD)   
It is valid:  
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and too: 
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By substitution (9) into (10): 
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From (2) expression p and substitututing e from (11): 
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Let us evaluate the configuration MOD =200 mm, f=4mm and s=45mm. The result will be the appropriate size of 
cropped image v (and ratio p). 
Substituting into (12): 
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Size of cropped image v :  
[ ]mm,
,
,
p
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or more practically in pixels: 
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,
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For the given parameters of lens: MOD=200mm, focusing length f=4 mm, chip size x=3,6mm and the distance between 
cameras 2s=90 mm, the system is able to visualize OI placed in the middle of both cameras from the MOD to an infinite 
distance. The size of the cropped image is 314 columns. In real conditions, the size of the cropped image will be set to 320 
pixels and it increases the minimal OI distance.  
From the above result it is evident that the size of the cropped image is only 49% (1,76mm) of the original (3,6mm). In 
the case, when the OI lies at infinity – see Fig. 4, the right part of the left chip (and in a similar way for the right chip) will 
be never used†  – the hatching part in Fig. 4. Here it means about 0,92 mm (by substitution into (11)), which means about 
26% of the chip area.  
Fig. 4. OI lying at infinity 
5. Tilt camera configuration  
In the case of putting an accent on the maximal usage of the chip area, it is possible to achieve by tilting both cameras 
together. From the right part of Fig. 5 it is visible that the tilt of the camera is half of angle between optical axis o of the not 
tilted camera (lens) and the line between the centre of the lens and OI lying in the middle of both cameras on the MOD 
distance – see Fig. 5. This angle is İ. At first glance it is evident that there is a significantly positive ratio of the chip size 
and cropped image – see the green cropped image of the blue highlighted chip and green cropped image of the red 
highlighted chip. The positions of crop rectangles also utilize the full chip area. 
The size of tilt angle İ is: 
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For example, we suppose the lens T 0412 FICS-3 (see [3]) and system based on Tab. 1. 
After substitution: 
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Fig. 5. Tilted camera – only the left camera is illustrated. In the left – before tilting, in the right after tilting 
From Fig. 5 it is possible to derive: 
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as well as: 
( ) εε
ε
ε coscos tgsag
tgsa
g
⋅+=→
⋅+
=
                                                   (19)
Is valid – derived from (9) and (19): 
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and next: 
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And after substituting (18)(19)(20) into (21) we get: 
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By substituting the real values (properties) of the given system: (a=MOD) 
( ) [ ]mmtge 45,075,199
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Ratio p - by modification (12) and  by substitution: 
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The size of cropped image v then will be:  
[ ]mm,
,
,
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or more practically in pixels: 
[ ]pixelv 480
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≅=
The result presents that the size of the cropped image is about 75% of the chip area. Comparing with the result achieved 
by parallel cameras it reaches a 50% rising crop rectangle of the chip size and increasing the resolution. The original 
resolution (parallel cameras) was 320x480 pixels. Now, with a camera tilted at angle İ the resolution is 480x480 pixels. At 
the same time, the full chip area is used – see Fig. 6.  

Fig. 6. OI lying at infinity with a tilted camera 
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In the case OI at infinity f = b is valid – the surface of the image chip is at distance f from the centre of the lens optical 
system. Let us check the changes:   
First we recalculate distance e (see Fig. 6):   
[ ]mmtgtgfe 44,034,6.4 =⋅=⋅= $ε
By substitution into (23) we get ratio p: 
[ ]−= 32,1p
The cropped image area v is: 
[ ]mmv 72,2
32,1
6,3
≅=
or more clearly in pixels of the  x axis: 
[ ]pixelv 485
32,1
640
≅=
In the situation when OI lies at infinity, the recalculated size of the cropped image – it is now more closely towards the 
optical centre (the distance equals f ) – 485 pixels compared to 480 pixels in the x axis for OI lying at MOD. 
In practice, these 5 columns of pixels (for example 2 from the left and 3 from the right border of the cropped image) will 
not compile, and 3 columns of chip will not be used. The calculation of the angle of camera tilt can be derived from a value 
of higher complexity for the full use of the chip area.  
In the similar way, we can derive the equations for the size of the tilting angle of cameras equipped by a special lens 
focusing not from MOD to infinity, but from MOD to MAX. For example, lens H0514-MP [4] can focus from 0,1 to 0,9 m, 
which means MOD=100mm and MAX=0,9m. Its focus a distance f=5mm and is intended for a 1/2“ chip. 
6. Conclusion 
Part of stereoscopic camera systems is based on a pair of cameras. They can be composed in a parallel way or they can be 
tilted to each other by angle İ.  By optimizing the tilting we can maximally utilize the chip area, without the unused parts 
and increase the size of the cropped image of both the left and right images as well as their resolution. The equations 
derived above, together with the examples present in detailed way the procedure for optimizing camera tilting. The results 
were verified on a real stereovision system (see Fig. 3) and they confirm – see Table below- the positive effect of the 
optimised tilting of cameras. In the case of the parallel cameras the size of the cropped image is cca 320(H) x 480(V) pixels 
and the efficiency of chip area utilization is about 74%. In the case of an optimized tilt   İ = 6,34° the resolution is higher - 
the  size of  the cropped image is cca 480(H) x 480(V) pixels and the efficiency of chip area utilization is cca 100%.  
                    Table 2. The influence of tilting on the efficiency of the chip area and cropped image resolution 
lens Chip [mm] / 
[pixels] 
f[mm] MOD [mm] MAX [mm] tilt İ [°] cropped 
image 
[%]/[pixels] 
Efficiency 
[%] 
0 49 / 320x480 74 T 0412 
FICS-3 
3,6 x 2,7 
640x480 
4 200 Inf. 
6,34 75 / 480x480 100 
According to the derived equation for optimal camera tilting, a stereoscopic system for a mobile robot surveyor was 
developed. The stereoscopic system is mounted on a robot´s arm (see Fig. 7) and the output video signal – after processing – 
is displaying in a 3D VR helmet[13].  
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Fig. 7. Application of the stereoscopic system on a mobile robot (inspection of the armoured carrier  - NATO days, Ostrava, Czech Republic 2010) 
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