Abstract
Introduction
Software Reuse has been proposed as a solution to the software crisis since McIlroy [17] . The basic idea is that software developers use reusable components found in software repositories to reduce the amount of code that has to be written and so increase productivity. The success of a repository depends on the number of components it contains; if a repository has too few components, then a developer is unlikely to get much benefit from it. However repositories with many components face a different problemhow a developer finds the particular component she needs, or, failing to find something relevant, how to be sure that this is because there is nothing relevant in the repository. In this paper, we present an approach to dealing with the problem of efficiently locating components in a large repository. The approach uses latent semantic indexing [1] and is provided as a plug-in to the Eclipse Integrated Development Environment.
The Java Standard API [19] makes a large number of useful classes available to a Java programmer. To some extent it is beginning to suffer from its success in that it is sometimes difficult to find relevant components. The standard mechanism for finding components in the API is to browse the web-based documentation provided by the JavaDoc mechanism. This documentation is organised as a set of web pages, roughly one per class, in a hierarchy that corresponds to the Java package structure of the classes. The package structure tends to group related classes, and so the developer can find relevant classes by using the structure to guide her browsing.
When the API consisted of 200 or so classes in its first release in 1996, the browsing mechanism was an acceptable approach because it was feasible to look at every class. However the most recent release (5.0) has approximately 3200 classes and there are many other APIs now available to developers. It is now less feasible to look at every class, and so developers must rely on the package organisation to guide their searches. However this structure is becoming unwieldy, and it is also not always organised as expected.
Our plan is to use indexing to improve the efficiency of finding relevant classes in the Java API. The question then is how to index and how to present the index to the developer. We have developed a tool called Prophecy. Prophecy uses two tactics to provide more efficient access to the Java API. We use latent semantic indexing (often referred to as latent semantic analysis) to do the indexing. This is a free-text indexing and retrieval mechanism that involves statistical probability and correlation between terms in documents to reduce the semantic distance between words [1] .
Prophecy is provided as a plug-in to the Eclipse Integrated Development Environment. Developers can describe the desired functionality in a comment in the source code, and Prophecy will provide a candidate list of classes from the Java API.
The rest of this paper is organised as follows. We be-gin by exploring in more detail the issues relating to Software Reuse that are relevant to our research, and discuss the specific problem we are addressing in more detail. In section 3, we provide an overview of latent semantic indexing. Section 4 presents Prophecy. We then describe studies we carried out investigating the effectiveness of Prophecy in section 5. We discuss our results in section 6, and finally present our conclusions in section 7.
Software Repositories
The notion of software reuse has been widely discussed since 1968, when McIlroy promoted the idea of off-theshelf reusable components that have been fully tested and are ready to be reused without further testing [17] . Since then, considerable research has been devoted to the subject. Even though software reuse has been widely believed to be a technique with great potential to increase software productivity as well as quality, it is still struggling to become standard practise [18] .
Many approaches to reuse have been developed and explored. Most involve a software repository, a repository of software entities (often referred to as components) that can be considered for reuse in any development project [13] . Software repositories have tool support for managing components, allowing components to be added, updated, or removed, usually subject to some form of quality control. In particular, they provide tool support to allow a software developer to find, assess, and retrieve components for reuse.
Research in the software repository area has focused on such topics as: tools for identifying and constructing components [3] , tools providing access to components [16] , and tools to find relevant components [10, 11] . It is this last topic that is most relevant to our work. As discussed in the introduction, the larger the repository, the more likely there will be a component to suit a developer's needs, but the harder it will be to actually find that component.
There are a number of kinds of indexing schemes a repository system might use. These can be classified as uncontrolled vocabulary and controlled vocabulary. Controlled vocabulary systems restrict the terms available to do the indexing and to those making the queries. Examples of controlled vocabulary include hierarchical structures similar to the Dewey Decimal system, or predefined lists of properties or facets a component might have. As we will discuss below, this kind of indexing usually requires human intervention, making it expensive, and even so cannot always provide good quality.
Uncontrolled vocabulary places minimal restrictions on the terms available for indexing and retrieval. The indexing process is often automated by software based on documents that are available rather than employing human indexers, and so potentially it is much cheaper to create than controlled vocabulary systems. Prophecy uses an uncontrolled vocabulary index system using the API Specification, or "JavaDoc" pages.
Indexing the Java Standard API
The Java Standard API is an extensive set of Java classes available to any Java developer. It is not a software repository as usually defined in the software reuse research community because it does not have the tool support normally associated with software repositories. It does have one characteristic of many repositories. The components are organised in a hierarchical fashion allowing developers to browse the set of available components. Developers can make reasonable guesses based on the hierarchy as to the location of what they are looking for.
Browsing a repository can be effective when all of its contents are in the "obvious" place. Even if they aren't, if the number of components is relatively small, or its content is already reasonably well known to the developer then it is still possible to look at the whole repository to find something. As the size of the repository gets bigger, however, not only is exhaustive search not practical, but it also becomes harder to organise its contents in a hierarchical manner so that everything is in the "obvious" place, as there can be a number of different hierarchical organisations that might work. For example, in the Java API, it is not obvious where one would find something to format double as a string (it is neither in the Double class nor the String class). The goal of our research is to provide a search mechanism to the Java API, to allow developers to find relevant components more efficiently than through the use of browsing.
The usual approach to developing a reuse repository is to develop a tool set that manages the repository that includes the place where the components are stored, and means for adding, deleting, searching and retrieving of the components. Since the Java API comes already packaged in a Java distribution, repackaging it is both redundant and also interferes with the normal use of Java. An alternative would be to store meta data about the Java classes in the repository rather than the classes themselves, but this raises the question of how to capture and represent the data.
The key observation on which our work is based in that we already have useful information about the classes in the Java API, namely their JavaDoc pages. We would like to extract what we need from these pages. This changes the problem to more that of an information retrieval problem. We index the JavaDoc pages so that queries for components become queries for particular documents. The conventional approach of retrieving textual information from a repository is lexical matching (often known as keyword matching) between the terms in a user query and the terms used to index documents. Ring Doughnut Tyre Wheel Circle
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Figure 1. The Vocabulary Problem
Issues with performance in conventional free-text retrieval techniques can be broken down into two causes: synonymy and polysemy. Synonymy in a general sense is describing that there are words with a similar or same meaning. For example, "hot" might be considered synonymous with "spicy", "warm", "eager" and "attractive". Polysemy refers to the fact that one word can have multiple meanings. For example, the word "plant" can mean vegetation or machinery. The use of words to describe the desired component is based on different contexts, knowledge, needs, or linguistic habits of programmers. Programmers can therefore describe the same component differently. Furnas et al. measure the probability of two people choosing same keyword for a single well-known object as less than 20% [5] .
Henninger showed the graphic shown in figure 1 to a group of students and asked them to name it as they would for a retrieval system [10] . Some of the responses are shown, and none of those given are keywords that appear in the description of the component one would use from the Java API to create the figure (also shown).
There are three major factors why conventional indexing and retrieval methods fail to overcome the problems due to synonymy and polysemy [4] . The first factor is the way index terms are identified incompletely. The terms used to describe or index documents are an abstraction that only contains a portion of the terms. The second factor is the lack of an automatic method to overcome the problem of polysemy. Approaches such as human intermediaries acting as translators, or using controlled vocabulary to solve the problem are too expensive and not very effective. The third factor is to do with the way conventional indexing and retrieval systems work. In such systems every term is treated independently. The systems omit the fact that there are correlations between terms that frequently appear together, and they are weighted as equally as ones that are rarely found together.
This problem prohibits the user from using compound terms or long free text queries effectively in expanding or limiting a search [4] . Therefore, a suitable free-text indexing and retrieval mechanism for the purpose of this research has to include the semantic aspect of free-text information.
Others have addressed this problem. The closest to our work is by Ye [21, 23] . He developed CodeBroker, which provides retrieval of methods from the Java API. It uses latent semantic analysis (LSA) to provide free-text indexing, and augments the retrieval process by using signature matching to extract the more suitable components identified by the LSA process. CodeBroker is developed for Emacs. The questions we address in our work are: how effective is LSA ? in particular, how well does it work without augmentation? and is the method level the most effective level for component retrieval?
Similar work was carried out by Jensen [12] , also based on Ye's work. Jensen obtained similar results to ours with respect to the quality of retrieval, however unlike our work, his system was not integrated with an IDE.
Latent Semantic Indexing
As described above, there is a strong motivation to allow programmers to search for reusable components through a description comprising keywords or normal text. However, simple free-text indexing and retrieval methods perform poorly with search terms requiring almost exact word matches to be effective.
Latent Semantic Indexing (LSI) [1] is a free-text indexing and retrieval mechanism that involves statistical probability and correlation between terms in documents. The basic idea is that a particular concept is described not just with a unique word, but with a distribution of words focused around the concept. If indexing and retrieval are based around matching concept distributions then the reliance on matching against a particular word is removed from the process. This approach should reduce the effect of synonyms as the match is not on a single word (which may have synonyms), but a distribution of words around that topic. This approach should also reduce the impact of polysemy as the distribution of words will differ for each unique meaning (e.g., for machine plant versus the organic plant). While a full description of LSI is beyond the scope of this paper a brief introduction to the technique is presented below.
LSI is based on the Vector Space Model (VSM), which is a technique commonly used in traditional Information Retrieval (IR) [9] . VSM represents a document as a vector of multiple dimensions, where each element of the vector represents the presence, or otherwise, of a keyword of interest to the domain. A query comprising free-text or keywords can similarly be represented as a multi-dimensional vector. If a query contains the same keywords as a given document, then the vectors for the document and query will be identical. Queries that have terms that are not in the document will have vectors that are further away from the document's vector. This means that the closeness of a query to a set of documents can be ranked according to the angle between the documents' vectors and that of the query. Those with the smallest angle are considered to be the closest match to the query. In the VSM it is usual to choose a particular angle as the cut-off between relevant documents and non-relevant documents when ranking them.
VSM requires an enormous vector space for most real problems, with the size driven by the number of keywords for the domain versus the number of documents to index. This vector is typically sparse and it is possible to apply statistical techniques to reduce the vector size while maintaining the most important relationships between terms in the documents. LSI assumes there are latent semantic relationships between terms and documents, and the relationships can be revealed by statistically analysing the overall word usage patterns across the whole document collection. LSI uses Singular Value Decomposition (SVD) [7] to reduce the term-document space, essentially merging dimensions. Since each dimension corresponds to a term in a document, the effect is as if the higher level concepts corresponding to the merged dimensions have been identified. Since SVD produces lower-dimension vectors that still retain many characteristics of the original vector, the argument is that the terms that are merged are mainly those that have a semantic relationship.
The accuracy of VSM and SVD is contingent on careful choice of the parameters around which these methods are based. The number of keywords and their spread across the domain of interest are vital to the later retrieval results. Weighting schemes for keywords can also vary the results significantly. Local schemes look at the number of occurrences of a particular keyword in a document as a measure of its importance whereas global schemes provide weighting factors for each keyword up-front. When performing the SVD analysis the choice of the 'k' factor, representing the number of dimensions to be reduced down to, has a marked effect on the maintained dependencies. In order that the 'correct' values are derived during SVD, a 'training set' of documents is usually established to provide a fair coverage of terms and concepts for the domain.
As an example of how LSI works, suppose we are searching for information in a LSI indexed database containing Java programming articles. If there are enough articles that contain all three words "String", "append", and "Stringbuffer", the LSI algorithm will reveal the correlation between these three terms in the article collection. A search query of "Append String" will find a set of articles containing these two terms, as well as articles that contain just the word "Stringbuffer".
Prophecy

Usage
As mentioned earlier, Prophecy is a plug-in to the Eclipse IDE [20] . The interface has been designed to be consistent with the overall Eclipse design and to be as minimalistic as possible.
There are four issues to consider when displaying retrieved reusable components: what information to present, how much to present, where to present it, and when to present it. Prophecy shows the class name and the beginning of the class description, since this is usually enough for developers to identify the relevancy of a class to the current requirements. The number of candidates to present is dependent on how the user has customised the IDE, but is typically 10. This information is presented in the Results View (a view is a standard concept in the Eclipse IDE) and located where other common views are found in the IDE (see figure 2) . Programmers can also view the complete API specification of any chosen class, and the specification will be displayed in Browser View (figure 3).
Queries are made to the Java API by giving the requirements for the component as a Java multi-line comment. As the comment is completed (by typing * /) Prophecy passes the content of the comment to the search subsystem. The results of the search are then immediately presented in the Results View. Figure 2 shows an example of this. Highlighted in the central panel is the query being made. Upon the completion of comment "change the file name", the candidate Java classes are shown in the Result View in the panel at the bottom. Developers can access the complete set of results using the arrows on the top right hand side corner of Result View.
Prophecy in fact provides two search mechanisms. As well as one based on LSI, it also provides one based on Google [8] . The user can choose which of the mechanisms is used for the search. As well as providing an alternate search mechanism, it also allows us to make comparisons between conventional lexical keyword matching retrieval techniques and those based on LSI. We discuss this further in section 5.
As mentioned above, the intent of the design of Prophecy's user interface was to be consistent and minimalistic. This is achieved by incorporating the query mechanism into the code development activity, rather than having a separate dialog or similar mechanism. The results are provided in a non-obtrusive fashion, in that the focus is not changed and users are not forced to acknowledge them before doing anything else (as with pop-up dialogs for example). The results remain until the next comment is completed, providing context for the current development.
In the event that the class name and start of the descrip-
Figure 2. Queries made in comments (centre-right panel) yield a list of candidates (bottom-right panel).
tion is insufficient to identify the required component, the full API specification can be accessed. The Browser view is exactly the same as any web browsers that render HTML files except that it is implemented as an Eclipse view plugin rather than used as an external program. The benefit of having a fully integrated environment is to prevent programmers from shifting their focus "too far away" from their current tasks. As shown in Figure 3 , having the API specification displayed in the same environment allows programmers to immediately reflect what they've comprehended in the specification to the current task in the JavaEditor.
Design and Implementation
Prophecy involves several Eclipse plug-ins and utilises existing Eclipse interface components. The general software architecture of the Prophecy system is shown in figure  4 . Prophecy consists of three subsystems: Eclipse, General Text Parser (GTP) and Google Web API.
Eclipse is a platform-independent open-source software framework written in Java. A major application of the framework is to provide an Integrated Development Environment (IDE) for Java (hereafter referred to as the Eclipse IDE). The Eclipse framework has a plug-in architecture. Three plug-ins (Result View, Browser View, and JavaEditor) have been created for Prophecy General Text Parser (GTP) [6] is an existing implementation of LSI, and in this research GTP is adopted and slightly modified to construct the component repository and perform query matching described in section 3. GTP is an integrated software package for creating data structures and the encoding needed for information retrieval models. The functionality implemented in GTP includes parsing ASCII files, creating term-by-document matrix with options of several local and global weighting schemes, producing kdimensional space via matrix decompositions of the SVD, and performing query matching which returns a cosineranked list of documents. GTP is implemented in both C++ and Java, with the Java version used for Prophecy. GTP was developed and tested on a Linux platform, and so some minor modifications were made to make it run under Windows platform. GTP is also used to index the Java API specifications to create the Java Class Component Repository shown in figure 4 . We explored several indexing schemes, as discussed in section 5.
Google Web APIs [8] is an open-source Java package that enables developers to incorporate Google web search as a resource in their applications. Google Web APIs provides a programming interface to send query requests to Google's index and retrieve web pages in a structured data format that is easy for further processing. JavaEditor is a part of the Java development environment provided with the Eclipse deployment. It includes a scanner that continuously scans the input to the editor to provide for formatting and colouring code, providing completions, and so on. This has been modified so that, on completion of a multi-line comment, it will send the contents of the comment to the designated search system, as discussed above.
Indexing for Prophecy
In order to be used in Prophecy the Java API had to be indexed. Initially the API was preprocessed to generate a set of keywords for the LSI process (approximately 11,000 keywords were identified) and to create a document set to index. We tried two different types of document sets; one where each document consisted of all the text (ignoring markup tags and images) for a class, similar to what is presented in the Java API web pages, and the other where 
Evaluation Study
In this section we present a study we conducted to determine the effectiveness of our use of LSI. We tried several corpora as a training set for LSI (see table 1 ) and compared the results with those produced using Google. As mentioned earlier, the effectiveness of LSI depends on the number of dimensions that are reduced, the weighting that is used, and the training documents that are used. Our goal was to determine a solution that is computationally feasible and that yields acceptable retrieval results to support programmers finding reusable components.
LSI Configuration
As discussed earlier, the effectiveness of LSI depends in particular on the amount of dimension reduction that is done, that is, the value of k. Finding the value of k is still an open research problem, with the value often determined by empirical testing [2] . Furthermore, the best value varies depending on the number of unique terms and documents in the corpus. As this was not the goal of our work, we choose to use the configuration used by Ye [22] . This also had the advantage of allowing us to compare our results with Ye's.
Ye's value of 328 was used, although this is outside the range of 100 to 300 often recommended [14] for LSI (the value is often constrained for reasons of computational feasibility rather than retrieval accuracy). In this implementation no global weighting scheme was applied to the keywords but log-based local weighting was incorporated (weighting keywords with multiple occurrences higher than those with a single occurrence).
Query type
We considered two kinds of search query -free-text queries, which were the main target of our research, and keyword queries. Keyword queries were considered because experienced programmers might use these as shortcuts. They also allowed for a fairer comparison with Google, as discussed below.
We used 15 free-text queries, which included 8 from Ye's work (see table 2 ). The queries were chosen to be representative of the kind of free-text query a developer might make in the midst of writing code, and no attempt was made to "sanitise" them. From the free-text queries we created 18 keyword queries, with 3 free-text queries generating 2 queries each (table 3).
Corpora
For the training set, we considered the two document sets discussed earlier (one document per class versus one per method) and nothing else, and then those document sets with extra documents added. The extra documents were: the Java 2 SDK 5.0 documentation, the Java virtual machine specification 2.0, the Java language specification 2.0 and a Java textbook. Table 2 . Ranking of relevant components retrieved from corpus C1 and C2 using free-text query.
In total, there are 4 corpora being examined (see Table  1 ): J2SE class documents, J2SE class documents and extra training documents, J2SE method documents, J2SE method documents and extra training documents. As can be seen in Table 1 , the training documents approximately double the size of the vocabularies of C1 and C3.
Results
We show the results only for C1 and C2 due to space limitations. Tables 2 and 3 show the results for free-text and keyword search respectively. The rank is the position of the "desired component" in the list provided by the retrieval method, so smaller is better. For this document set, the desired component was considered to have been the best ranked method belonging to the same class. The best ranked method is not necessarily the one that could be reused for the task described by the query, but it takes programmers to the same class containing the desired method in Java API.
We also carried out the same queries using Google, by modifying the query to include +"Standard E. 5.0" +site:java.sun.com which then restricted the search to to the web pages of the Java API for J2SE 5.0 on the Java official website. The results are summarised below, with the full results available from [15] , although these results must be viewed with some caution as the Google API does not appear to use the same data as the google.com website.
Analysis
There are a number of points of interest in the results shown above. The first is that despite the fact that the queries were taken without careful wording, a number of the free-text queries performed quite well. That said, quite a number of queries did not perform so well. If we assume that 10 candidates are displayed at a time in the Prophecy Results View, then not quite half of the queries would have the desired component appearing in the first page, and going two more pages would only add 3 more. For some it is unlikely the developer would be patient enough to page through to them.
Next is the comparison with keyword queries. In fact most performed worse than the free-text queries they were derived from, with several performing significantly worse.
Finally there are the very poor results with the C2 corpus, with all queries performing spectacularly poorly.
Not surprisingly, Google did not perform so well with free-text search, often not returning any documents, as those Table 3 . Ranking of relevant Java components retrieved from corpus C1 and C2 using keyword query queries often used terms that didn't appear in any documents. Google did perform somewhat better than LSI for keyword search, with 12 queries having their desired component ranked in the first 10 and another 4 in the second 10 However 4 queries returned no results at all. We also tried synonym search with mixed results. In some cases it performed slightly better, and in others slightly worse.
Evaluation
There are a number of complications to determining just how good Prophecy is. Measuring the effectiveness of an information retrieval method is usually done with recall (what proportion of relevant documents are retrieved) and precision (what proportion of the retrieved documents are relevant). The similarity value computed by LSI between query and document is a continuous value and so there is no obvious point at which a document is "not similar enough" to retrieve. Others (e.g., Ye [21] ) set a specific threshold (either in similarity value or absolute number to retrieve). With Prophecy, it effectively returns everything, meaning recall is always 1 and precision is always very small. For this reason we have reported rank. This makes it difficult to compare to Ye's results, who provides recall and precision values. The values he reports are (for example), 100% recall gives about 13% precision.
Another point of difference is that in the results reported in tables 2 and 3, the "desired components" are classes not methods, whereas Ye reported results on a per-method basis. We also carried out the studies where the documents contained individual methods (C3 and C4), but the results were uniformly poor (see [15] for details). This is perhaps not surprising. Documents of longer length generally have more semantic content and higher term frequency of semantically important keywords compared with shorter documents in the same corpus. However it does not explain why Ye's results appear so much better than ours.
We worked with Java SDK 5.0, whereas Ye worked with an earlier version. We also used a different set of extra training documents than Ye did (for example he included Linux on-line manuals) with a total 78,475 documents and 10,988 different terms. The expectation is that adding more training documents will reduce the semantic distance between terms used to mean the same thing and so improve performance. However our results (C2 versus C1) strongly suggest that this is not the case. It is difficult to determine what caused such poor performance. Perhaps the increase in the number of terms (roughly double that of C1) introduced too much noise, or perhaps the k value used was inappropriate for the C3 corpus. Again, our results are not consistent with Ye's. It is possible we should have tuned the LSI better, however in fact we had the best results with the values provided by Ye.
Conclusions
We have presented Prophecy, a tool that provides software repository support for the Java Standard API in Eclipse. Prophecy's user interface is intended to be consistent with the Eclipse look and feel and minimalistic in terms of how much it controls the user's focus.
We have tried to reproduce Ye's results from CodeBroker, but have not been able to do so, although we believe the results we have do suggest that Prophecy could be an effective tool with better tuning of the indexing. However the effort required to get good behaviour raises questions as to the effectiveness of LSI in this context.
Ultimately, the question we really want to answer is whether using Prophecy with LSI is faster than other means of finding appropriate components from the Java Standard API, such as just using a web browser and Google. For this, we need to perform empirical studies, which will be the subject of future work.
