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Introduction
In [2], we dened the notion of an anization of a nite-dimensional irreducible
representation V of the quantum group U
q
(g), where g is a nite-dimensional com-
plex simple Lie algebra and q 2 C

is transcendental. An anization of V is an
irreducible representation
^





as a representation of U
q
(g), contains V with multiplicity one, and is such that all
other irreducible components of
^
V are strictly smaller than V , with respect to a
certain natural partial order on the set of isomorphism classes of nite-dimensional
representations of U
q
(g). In general, a given representation V has nitely many
anizations up to U
q
(g)-isomorphism (always at least one), and it is natural to
look for the minimal one(s). We refer the reader to the introduction to [2] for a
discussion of the signicance of the notion of an anization.
In [2], we show that, if g has rank 2, every V has a unique minimal anization. In
this paper, we consider the case when g is a simply-laced algebra of arbitrary rank.
If g is of type A, there is again a unique minimal anization (this result is, in fact,
contained in [4]). But, if g is of type D or E, and if the highest weight of V is not
too singular, we show that V has precisely three minimal anizations. In all cases,
the minimal anization(s) are described precisely in terms of the parametrization




g) given in [3] (in the sl
2
case), in [5] (in the sl
n
case), and in [6] (in the general case).
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21 Quantum ane algebras and their representations
In this section, we collect the results about quantum ane algebras which we shall
need later.
Let g be a nite{dimensional complex simple Lie algebra with Cartan subalgebra

















= f 2 P j (i)  0 for all i 2 Ig.
Let R (resp. R
+
) be the set of roots (resp. positive roots) of g. Let 
i
(i 2 I) be
the simple roots and let  be the highest root. Dene a non-degenerate symmetric





























. Dene a partial order
 on P by    i    2 Q
+
.
Let q 2 C






































Proposition 1.1. There is a Hopf algebra U
q
(g) over C which is generated as an























































































= 0; i 6= j:
The comultiplication , counit , and antipode S of U
q








































































for all i 2 I. 
The Cartan involution ! of U
q















, for all i 2 I.
Let
^








be the extended Cartan matrix of g, i.e.





























g) is a Hopf algebra with comultiplication, counit and













r 2 Z), k
1
i
(i 2 I), h
i;r
(i 2 I, r 2 Znf0g) and c
1=2





































































































































































= 0; i 6= j;
for all sequences of integers r
1
; : : : ; r
m





group on m letters, and the 

i;r


















































corresponding to  is expressed in terms of the simple root vectors x
+
i




















]    ]]
for some  2 C























































































4where  2 C




















See [1], [5] and [7] for further details.


















































) be the subalgebra of
U
q
(g) generated by the x

i
(resp. by the k
1
i
) for all i 2 I.


























See [5] or [8] for details.





Proposition 1.4. (a) For all t 2 C
































































































g), with the Cartan involution ! of U
q
(g).
A representation W of U
q









wg; ( 2 P ):
If W

6= 0, then  is a weight of W . A vector w 2 W





:w = 0 for all i 2 I, and W is a highest weight representation with highest
weight  if W = U
q
(g):w for some highest weight vector w 2 W

. Lowest weight







For a proof of the following proposition, see [5] or [8].




(b) Every nite{dimensional irreducible representation of U
q
(g) can be obtained
from a type 1 representation by twisting with an automorphism of U
q
(g).
(c) Every nite{dimensional irreducible representation of U
q
(g) of type 1 is both
highest and lowest weight. Assigning to such a representation its highest weight
denes a bijection between the set of isomorphism classes of nite{dimensional





(d) The nite{dimensional irreducible representation V () of U
q
(g) of highest
weight  2 P
+
has the same character as the irreducible representation of g of the
same highest weight.
(e) The multiplicity m

(V ()
V ()) of V () in the tensor product V ()
V (),
where ; ;  2 P
+
, is the same as in the tensor product of the irreducible repre-
sentations of g of the same highest weight (this statement makes sense in view of
parts (a) and (c)). 




g) is of type 1 if c
1=2
acts as the identity on V , and
if V is of type 1 as a representation of U
q














for some complex numbers 

i;r
. A type 1 representation V is a highest weight




g):v, for some highest weight vector v, and the pair























g) are called `pseudo-highest weight'.) Lowest weight vectors




g) are dened similarly.











with constant term 1, such that deg(P
i




















g) of type 1 is both
highest and lowest weight.




g) of type 1










































in the sense that the left- and right-hand terms are the Laurent expansions of the
middle term about 0 and 1, respectively. Assigning to V the I-tuple P denes





g) of type 1 and P.




be highest weight vectors of



























6where the complex numbers 	

i;r







are related to P
i
in (5). In particular, if P








Q) is isomorphic to a quotient of the subrepresentation of V (P)
V (Q)
generated by the tensor product of the highest weight vectors. 





of V is given by an
I-tuple P as in part (c), we shall often abuse notation by saying that V has highest
weight P.
We shall need the following result from [2].




g)! End(V ) be a nite-dimensional irreducible represen-




. For any t 2 C







































some P 2 P

. Two anizations of  are equivalent if they are isomorphic as
representations of U
q
(g); we denote by [V ] the equivalence class of V . Let Q

be
the set of equivalence classes of anizations of .
The following result is proved in [2].
Proposition 1.8. If  2 P
+
and [V ], [W ] 2 Q










(ii) there exists  >  with m

(V ) < m

(W ).
Then,  is a partial order on Q

. 
An anization V of  is minimal if [V ] is a minimal element of Q

for the partial
order , i.e. if [W ] 2 Q

and [W ]  [V ] implies that [V ] = [W ]. It is proved in [2]
that Q

is a nite set, so minimal anizations certainly exist.
2 Diagram subalgebras
In this section, g is any nite{dimensional complex simple Lie algebra.




) be the Hopf
subalgebra of U
q
(g) dened by the generators and relations in 1.1 for which all the










g) dened by the
generators and relations in 1.2 for which all the indices i; j 2 J . Let P
J
be the







the set of positive roots, etc. If  2 P , let 
J
be




2 P is an I{tuple of




























g) in general. However, we do have















































































u for all j 2 Ig: 
The proof of this lemma can be deduced in a straightforward manner from [1].
Fix a non-empty connected subset J  I. Let  2 P
+
, P 2 P

, and let M be




g) with highest weight P and highest weight



















Similarly, let  2 P
+
, Q 2 P






























Indeed, it is obvious that the left-hand side of (2) is contained in the right-hand




























































) by using 
J















































































for i 2 J ,




acts as the identity on M and N , it suces to






































, since both terms involved
























































. Then, the weight of the




. On the other









But this is impossible, since 
0








. Hence, the left-hand side of
(3) is zero. 
Lemma 2.3. Let ; 6= J  I dene a connected subdiagram of the Dynkin diagram





















) with highest weight P
J
.























is obviously preserved by the action of k
i
for all i 2 I, it follows
by 1.3 and 1.6(b) that we can choose 0 6= w 2 W \ V (P)




















2 C and all i 2 J , r 2Z. Since  2   Q
+
J
, we see that (1) actually
holds for all i 2 I, r 2 Z. Let W
+











satisfying (4) and (5) for xed 

i;r
. The relations in 1.2









operators on V (P), and so on W
+




satisfying both (4) and
(5) for all i 2 I, r 2 Z. This means that w
0
must be a scalar multiple of v
P
, and so




and the lemma is established. 
Lemma 2.4. Let ; 6= J  I dene a connected subdiagram of the Dynkin diagram
of g. Let  2 P
+
, P 2 P

, and  2    Q
+
J




































:v = 0 for all i 2 Ig:




































































u for all i 2 Ig:
Since   2 Q
+
J




















 M for all i 2 I, it suces to
prove that every U
q
















, and  2  Q
+
J
by 1.3(b). This implies that  = , since restriction to J






:v = 0 for all i 2 InJ is now clear, and the converse is
proved. 
The assumption that J is connected in 2.3 and 2.4 guaranteed that g
J
was

















). The next two lemmas describe some consequences of restricting
to disconnected subdiagrams.




 I be non{empty subsets for which a
ij









= ;). Let  2 P
+

















Proof. By 1.3, every vector in V (P)





































; : : : ; r
k
2 Z, k  1. Since a
ij













if i 2 J
1
, j 2 J
2




's with i 2 J
2
occur to the right of all x
 
i;r











= 0 if i 2 J
2
, r 2 Z, so an expression of type (7) vanishes
unless i
1
; : : : ; i
k
all belong to J
1
. 
If ; 6= J  I,  2 P , let 
J





(i) if i 2 J ,
0 if i =2 J .




2 P, let P
J
2 P have i
th
component equal to P
i
if i 2 J ,













are such that a
ij
= 0 if i 2 J
1





, P 2 P

, and let  2 P
+
be of the form



















































































































































) (the proof in the other













, say. We may assume, without loss
of generality, that the w
0
t





=  for all t, it






















. For weight reasons,





































































































If g is of type A
n




=  1 if ji   jj = 1,
and a
ij
= 0 otherwise. The following result describes the minimal anizations of
, for all  2 P
+
, in this case.
By the q-segment of length r 2 N and centre a 2 C










Theorem 3.1. Let g = sl
n+1




has a unique minimal
element. Moreover, this element is represented by V (P), for P 2 P

, if and only
if, for all i 2 I such that (i) > 0, the roots of P
i
form the q{segment with centre
a
i




, and length (i), where either

















In both cases, V (P)

=
V () as representations of U
q
(g).
Proof. By Theorem 2.9 in [4], if P 2 P






) if and only if the conditions in 3.1 hold. It is obvious that [V (P)]
is then the unique minimal element of Q

. 
As an immediate consequence, we have
Corollary 3.2. Let g = sl
n+1
(C ), and let ; 6= J  I dene a connected subdiagram
of the Dynkin diagram of g (which is therefore of type A
jJj
). Let  2 P
+
and P 2 P

be such that V (P) is a minimal anization of . Then:
(a) V (P
J





) is a minimal anization of 
J
. 
The following result is of crucial importance in the next section.
Proposition 3.3. Let g = sl
n+1
(C ), let  2 P
+
, and let P 2 P

be such that
(a) V (P) is not a minimal anization of , and
(b) V (P
Infig
) is a minimal anization of 
Infig
, for i = 1; n.
Then, m
 
(V (P)) > 0:
Proof. As a representation of U
q
(g), we have, by 1.5(a),
























































































































, the algebra of operators on V (P)






































must have non{zero component, with respect to the




6= 0. Then, 
t




















= 0 or 1, and at least one r
i
= 0. If r
1
= 0 (resp. r
n
= 0), applying












which vanishes by 3.1 because V (P
J
) is a minimal anization of 
J
by 3.2(b). But
this is impossible, since m
 
t
(V (P)) > 0.
Thus, r
i
= 0 for some 1 < i < n. Let
J
1
= f1; 2; : : : ; i   1g; J
2
= fi + 1; i + 2; : : : ; ng:




























































) and V (P
J
2
) are minimal anizations, so, by 3.1, we have r
j
= 0 for all
j < i and for all j > i. But then 
t
= 0, a contradiction. 
We isolate the result in the sl
2
case; this was proved in [4].
Proposition 3.4. Let g = sl
2
(C ). For any r 2 N, Q
r
1
has a unique minimal
element. This element is represented by V (P ), where P is any polynomial of degree
r whose roots form a q{segment. If [W ] 2 Q
r
1





4 The main reduction
In this section, we continue to assume that g is an arbitrary nite-dimensional com-
plex simple Lie algebra. We show (see Proposition 4.2) that minimal anizations
remain minimal on restriction to certain `admissible' subdiagrams of the Dynkin
13
diagram of g. To explain the meaning of `admissible', suppose temporarily that g is
of type D or E. Let i
0
2 I be the unique node of the Dynkin diagram of g which is
















g is of type A, for r = 1; 2; 3,








= 0 if i 2 I
r
, j 2 I
s







are uniquely determined, up to a permutation.
Denition 4.1. Let J be a non{empty subset of I. If g is not of type D or E, J
is admissible i J is of type A. If g is of type D or E, then J is admissible i the
following two conditions are satised:




g for some r = 1; 2; 3, and
(ii) J is connected (or, equivalently, J is of type A).
Proposition 4.2. Let J  I be admissible, let  2 P
+







If V (P) is a minimal anization of , then V (P
J
) is a minimal anization of 
J
.
Remark. This result is denitely false if J is not admissible, as will become clear
in Theorem 6.1.
Proof of 4.2. The proof proceeds by induction on jJ j. If jJ j = 1, we must prove, in





Assume rst that i is linked to exactly one other node in I, and suppose for
a contradiction that the roots of P
i









), and whose roots
do form a q
i
-segment. Let Q be the I{tuple which is equal to P except in the
i
th
place, where it equals Q
i
. We prove that [V (Q)]  [V (P)], giving the desired
contradiction to the minimality of V (P).
Note that, by taking  =    
i
, J = fig in 2.4, and using 2.3 and the second




(V (P)) > 0; m
 
i
(V (Q)) = 0:
Thus, [V (P)] 6= [V (Q)]. To prove that [V (Q)]  [V (P)], we must prove that, for










 0, since otherwise m

(V (P)) = m

(V (Q)) = 0. Suppose rst that s
i
> 0. We
have just shown that, if  =    
i
, then 1.8(i) holds, while if  <    
i
, then
1.8(ii) holds with  =   
i
. On the other hand, if s
i
= 0, then applying 2.4 with
















and so 1.8(i) holds (note that Infig is connected because of our assumption on i).
Suppose now that node i is linked to two other nodes, and asssume for a contra-
diction that the roots of P
i
do not form a q
i





 I such that
14
(a) I = J
1











= 0 if j 2 J
1










be such that V (P
0






















if j 2 J
1
[ fig.
We claim that [V (Q)]  [V (P)], giving a contradiction as before.
As in the rst part of the proof, we see that [V (Q)] 6= [V (P)] and that, in
proving that [V (Q)]  [V (P)], we need only consider weights  2 P of the form









 0 for all j 2 I, s
i
= 0, and m

(V (Q)) > 0. We
show that, for such ,
m

(V (Q)) = m

(V (P));
establishing 1.8(i) and proving our claim.
We make use of the following lemma, which will also be needed later.
Lemma 4.3. Let i 2 I be such that
I = J
1
q fig q J
2
(disjoint union), where J
1
is of type A, J
2
is connected, and a
jk





. Let  2 P
+
, Q 2 P

, and assume that V (Q
J
1













 0 for all j, and
s
i
= 0. If m

(V (Q)) > 0, then s
j
= 0 for all j 2 J
1





Assuming this lemma for the moment, we see that, if m

















We have now proved 4.2 when jJ j = 1. For the inductive step, assume that
jJ j = r > 1 and suppose that the result is known when jJ j < r. Proceeding by
contradiction, we suppose that V (P
J





 I and a node j
0
2 J as follows:
(i) if J contains an element j that is linked to exactly one other element in I,
choose j
0
= j and J
0
= ;;
(ii) otherwise, choose J
0





) is connected, and let j
0
be the unique element of J that is connected to
an element of J
0
.
See the diagrams on the next page.




) is a minimal anization. Hence, by
3.1, we may choose P
0
j










that, if we dene the (J [ J
0
























then V (R) is a minimal anization of 
J[J
0






















We prove that [V (Q)]  [V (P)], giving the usual contradiction.
Note rst that, by 3.2, V (Q
J
) is a minimal anization of 
J
, but by assumption,
V (P
J







































(V (Q)) = 0:
Hence, [V (P)] 6= [V (Q)].
To prove that [V (Q)]  [V (P)]; we need only consider, as usual, weights  such
that m





















, then 1.8(ii) holds with





. Hence, we may assume that s
j
1
= 0 for some j
1
2 J . Dene a
subset J
00
of J as follows:
(i) J
00






























g). Note that J
1
is of type A and J
2
is











usual from 2.3 and 2.4 that
m





thus completing the proof of the inductive step. 
All that remains is to give the






















































) is a U
q





















) is a U
q


















) is a minimal anization of 
J
1
, 3.1 implies that s
j
= 0 for all j 2 J
1





5 Twisting with the Cartan involution
In this section, g is an arbitrary nite-dimensional complex simple Lie algebra. If








g) ! End(V ),
say, we denote by !^





















where f 2 V













g) is the antipode. It is clear that, if








(V ) are both irreducible
17
representations as well. The purpose of this section is to give the dening polyno-
mials of !^

(V ) and V

in terms of the dening polynomials of V . We need this
result in the next section to prove the uniqueness of certain minimal anizations.
Let w
0
be the longest element of the Weyl group of g, and let i ! i be the





















for all  2 P
+
, where ! is the Cartan involution of U
q
(g).
Proposition 5.1. Let  2 P
+














































Then, there exists t 2 C





























































Proof. We rst prove that it suces to establish the proposition in the case when
 is fundamental. We do this for part (b); the proof for part (a) is similar (see also
[2], where the corresponding result was proved for rank two algebras).. By 1.6(d),











which contains the tensor product of the highest weight vectors (the tensor product




















(this follows from Proposition 3.3 in [2]). Hence, V (P)

is the












containing the tensor product of the highest weight vectors. Thus, by 1.6(d), it




The proof of 5.1 in the fundamental case is a consequence of the following lemma.
18
Lemma 5.2. Suppose that a
ij























































































































Assuming this lemma, 5.1(a) is proved as follows. Using the notation introduced




































. Identifying the two representations above, we thus have
!^























(M)) = 1 by the discussion pre-





































































































from which 5.1(a) follows for fundamental representations.






























By standard properties of duals, M




































































from which 5.1(b) follows. 
Proof of 5.2(a). It suces to prove that, if a
ij




























































and it easy to see that the last multiplicity is one.
It suces to prove (11) when g is of rank 2. For, if J = fi; jg  I, then, by the



























If g is of type A
2












, this was proved in [2], Proposition 5.4(i). 
Proof of 5.2(b), (c). Taking J = fi; jg we see that, by Proposition 2.2, it suces
to prove this result in the rank two case. If g
J
is of type A
2
, both parts (b) and
(c) are established in the proof of Lemma 4.1 in [4].




, then i = i for i = 1; 2. Part (b) was established






















































































and combining with (12) gives the desired result.
6 The simply{laced case






 I, and i
0
2 I,


















g is of type A, and
(iv) I
r
() is maximal with respect to properties (i){(iii).
Note that I
r
() may be empty.
The following theorem is the main result of this paper.
20
Theorem 6.1. Let g be of type D or E. Let  2 P
+







for some r 2 f1; 2; 3g, then Q

has a unique minimal element.
This element is represented by V (P), where P 2 P
















minimal elements. In fact, if P 2 P

, then [V (P)] is minimal if and only if
there exists r; s 2 f1; 2; 3g, r 6= s, such that V (P
InI
r











Remarks. 1. Note that, for any r 2 f1; 2; 3g, InI
r
is of type A, so we know from




2. It might be helpful to illustrate this theorem diagrammatically. First, if g is
of type A,  2 P
+






, and if the roots of P
i
form a q-segment with
centre a
i
for all i 2 I, then we draw an arrow above the Dynkin diagram of g
or
according as the a
i
satisfy condition (a) or condition (b) in 3.1, respectively. If g is
of type D or E, the theorem says that, under the hypotheses of 6.1(a), the minimal
element of Q

is given by the diagram








for all r. Then, if V (P) is minimal,






{segment, and obviously P
i
= 1 if i 6= i
0
. By
1.7, V (P) is unique up to twisting with an automorphism 
t




particular, the element [V (P)] 2 Q

is unique and part (a) is proved in this case.




for exactly two values of r, say r = 1; 2, without

















g such that (i) >




{segment with centre a
i















] it follows that the
equivalence class of V (P) is uniquely determined.
For the remainder of the proof of 6.1(a), and also for the proof of 6.1(b), we















() is of type A.

















































) is minimal for r = 1; 2; 3.
















































(V (P)) = 0.









be such that m
 





(b) if j 2 I
r
is such that s
j




g is the connected subset of
type A which has j and i
0
as its `end' nodes, then s
i





() then either s
j









Proof of 6.2. (i) The equivalence (a) , (b) is obvious from 3.1. The equivalence
(b) , (c) follows from 2.4 and 3.3.
22
(ii) Suppose that m


















) is minimal of type A, it





































= 0 for all i 2 I
r
, r = 1; 2; 3. Hence,  = 0, contradicting our assumption.
This proves (a).
Let j 2 I
r
be such that s
j




g be the type A subset which
has j and i
0
as its `end' nodes. Suppose that s
i
= 0 for some i 2 J , say i = j
0
. We
























, s 2 J
00
. Applying 2.6, 2.4 and 3.1 again gives that s
i





6= 0. This proves (b).
Part (c) now follows by considering separately the cases s
i
r













, r = 2; 3.
Suppose for a contradiction that V (P
InI
1
















(V (P)) > 0:




























We prove that [V (Q)]  [V (P)], contradicting the minimality of [V (P)].















(V (Q)) = 0:
Suppose that  2 P
+
is such that m














> 0 and s
i
3














. Equations (13) and (14) now show that condition

















 0 and s
i
3





























so 1.8(i) is satised. If s
i
2
= 0 and s
i
3

















































) form a q
i
























for some t 2 C

(here, !^ and 
t








This proves our assertion.




is a minimal anization of 
InI
1




Choose Q 2 P

such that V (Q) is minimal and [V (Q)]  [V (P)]. By the rst part
of the proof, V (Q
InI
1
) is minimal. By 3.1, there exists  2 C

such that either
(i) for all i 2 InI
1

















(ii) for all i 2 InI
1





















= 1 for i 2 I
1




















for some t 2 C

. But, in both cases, [V (P)] = [V (Q)], so [V (P)] is minimal.
This completes the proof of 6.1(a).




for all r, that V (P) is a minimal
anization of , but that neither V (P
InI
2
) nor V (P
InI
3
) is minimal. By 3.1 and
4.2, it follows that V (P
InI
1
) is not minimal either (this is clear from the diagrams
















(V (P)) > 0
for all r 6= s in f1; 2; 3g. By 3.1 again, there exists Q 2 P













. Notice that then V (Q
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(V (Q)) = 0; r = 1; 2
By (15), [V (Q)] 6= [V (P)] and we prove next that [V (P)]  [V (Q)].
Suppose that  =   , where  2 Q
+
is such that m














> 0, then 6.2(ii)(a), together with equations (15)
and (16), shows that 1.8(ii) holds with


























(). By 6.2(ii)(b),  2 Q
+
J





, we get from 2.4 that
m
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6.2(ii)(b),  2 Q
+
J
. The same argument used in this case in 6.1(a) shows that, for

































(V (Q)), so 1.8(i) is satised.













) and V (P
InI
s
) are both minimalg:
Note that, by 1.7, 3.1 and 5.1, if P;Q 2 P

r;s




and t 2 f1; 2; 3gnfr; sg, then, by 3.1, V (P
InI
t

















































(V (P)) = 0:





, then the [V (P
r;s
)], for r < s in f1; 2; 3g, are distinct
elements of Q

. We prove that all three elements are minimal. For this, it suces
to show that none of them is strictly less than the other two.
Suppose, for example, that [V (P
1;2







































there exists  2 Q
+
































The proof of Theorem 6.1 is complete. 
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