We analyse the time-stepping stability for the 3-D acoustic wave equation, discretized on tetrahedral meshes. Two types of methods are considered: mass-lumped continuous finite elements and the symmetric interior-penalty discontinuous Galerkin method. Combining the spatial discretization with the leap-frog time-stepping scheme, which is second-order accurate and conditionally stable, leads to a fully explicit scheme. We provide estimates of its stability limit for simple cases, namely, the reference element with Neumann boundary conditions, its distorted version of arbitrary shape, the unit cube that can be partitioned into six tetrahedra with periodic boundary conditions and its distortions. The Courant-Friedrichs-Lewy stability limit contains an element diameter for which we considered different options. The one based on the sum of the eigenvalues of the spatial operator for the first-degree mass-lumped element gives the best results. It resembles the diameter of the inscribed sphere but is slightly easier to compute. The stability estimates show that the mass-lumped continuous and the discontinuous Galerkin finite elements of degree 2 have comparable stability conditions, whereas the masslumped elements of degree one and three allow for larger time steps.
I N T RO D U C T I O N
Solving the 3-D wave equation remains a challenging problem in geophysical applications, especially for seismic imaging of the subsurface. Traditionally, the wave equation is discretized with finitedifference methods. However, their accuracy deteriorates in complex geological settings with sharp contrasts in the medium and with topography. Finite elements on tetrahedral meshes are more flexible and accurate if the mesh follows the geometry of the interfaces and of the topography.
We focus on two types of methods: the continuous mass-lumped (CML) finite elements and the symmetric interior-penalty discontinuous Galerkin (SIPDG) method, since both allow for explicit time stepping. Accurate estimates of the Courant-Friedrichs-Lewy (CFL) number are required for efficiency, in particular if local time stepping is used (Grote & Mitkova 2010; Minisini et al. 2013) .
Because mass lumping of standard finite elements leads to a degradation of the accuracy, except for the standard linear element, polynomials of higher degree have to be added in the interior of the element. In 2-D, elements up to degree six have been constructed for triangles (Mulder 2013) . For 3-D, tetrahedral elements of degree two (Mulder 1996) and three (Chin-Joe-Kong et al. 1999) are known. By borrowing nodes from higher-degree elements on the faces and in the interior, the mass matrix is made diagonal while preserving the accuracy of the spatial discretization.
The interior-penalty discontinuous Galerkin (IPDG) methods allow for the approximating functions to be discontinuous at the element interfaces. However, to impose continuity, additional terms called fluxes have to be included (Wheeler 1978; Darlow 1980; Arnold 1982; Oden et al. 1998; Rivière et al. 1999 Rivière et al. , 2002 Dawson et al. 2004; Grote et al. 2006; Epshteyn & Rivière 2007; Rivière 2008; Minisini et al. 2013) . The discontinuous representation leads to a local mass matrix that can be easily inverted. Here, we will only consider the symmetric variant, SIPDG. Other versions are the incomplete (IIPDG) and non-symmetric (NIPDG) ones.
Combining the spatial discretization with the leap-frog timeintegration scheme, which is second-order accurate and conditionally stable, leads to a fully explicit method. Accuracy was discussed elsewhere (Grote et al. 2006; Grote & Schötzau 2009; Minisini et al. 2012) . Here, we will focus on the time-stepping stability for CML and SIPDG finite elements.
An analysis of the convergence properties of SIPDG has been presented by Epshteyn & Rivière (2007) and Grote & Schötzau (2009) , while Ainsworth et al. (2006) and De Basabe & Sen (2010) investigated the dispersive properties and stability for 2-D problems on Cartesian meshes. The last authors also considered IIPDG and NIPDG. Agut et al. (2011) carried out stability analysis of the SIPDG method on triangles.
Ideally, the stability condition is split into a problem-independent CFL-number (Courant et al. 1928) and properties that are related to the mesh and velocity model. We will examine several choices for the diameter of an element in an attempt to minimize the variation of the CFL-number with respect to variations in the mesh. In order to estimate the CFL-number for CML and SIPDG tetrahedral finite elements, we consider a set of simplified problems: the reference element with Neumann boundary conditions, its distorted version of arbitrary shape, the unit cube that can be partitioned into six tetrahedra with periodic boundary conditions, and its distortions. For SIPDG, we also consider the reference element and its distortions with zero values for the solution in neighbouring elements. The estimates for the CFL-number are obtained by numerical optimization for these examples. They represent a necessary but perhaps not sufficient condition for stability.
The paper is organized as follows. Section 2 reviews the finiteelement discretization in space and time for the CML as well as the SIPDG finite-element method. Section 3 describes the Fourier stability analysis and suggests several choices for the element diameter. Section 4 contains the stability estimates for the reference element and the six tetrahedra with periodic boundary conditions including their distorted versions. We also consider the dependence on the penalty parameter for the SIPDG method. Section 5 summarizes the conclusions.
F I N I T E E L E M E N T S D I S C R E T I Z AT I O N
This section reviews the discretizations of the acoustic wave equation with the CML finite elements and the IPDG methods.
The scalar wave equation for constant-density acoustics in a bounded 3-D domain, ⊂ R 3 reads:
where c(x) is the velocity, u(x, t) the pressure at time t and position x = (x, y, z) ∈ and s(x, t) the source term. The initial conditions are u 0 (x) and u 1 (x). The external boundary of the domain is denoted by e and consists of subsets D and N with Dirichlet or Neumann boundary conditions, respectively. We have e = D ∪ N , D ∩ N = ∅ and n is the unit outward vector normal to e . For simplicity, we have prescribed homogeneous boundary conditions, but the formulation can be extended to other types of boundary conditions, for instance periodic or absorbing, without major difficulties.
The weak formulation of the acoustic wave equation is obtained by multiplying eq. (1) by a test function, integrating over the domain and applying Gauss's divergence theorem. For the continuous finite elements, this leads to
The exterior boundary of is denoted by e .
Next, the domain is partitioned into tetrahedral elements E m , such that h = m E m . We introduce a finite-dimensional subspace V h ⊂V described by the basis
, N being the number of nodes in the discretization. We choose Lagrangian basis functions of polynomial degree M, such that the approximating polynomials are equal to 1 on one node of the discretization and 0 on the other nodes. To preserve the spatial accuracy after mass lumping, polynomials of higher degree M f that vanish on the edges have to be added to the faces, increasing the number of nodes on the faces (Fried & Malkus 1975; Tordjman 1995; Cohen et al. 2001) . Similarly, additional polynomials of higher degree M i that vanish on faces need to be included in the interior, leading to a larger number of nodes in the interior. For details, we refer to papers by Mulder (1996) and Chin-Joe- Kong et al. (1999) . We introduce the approximation
where u j is the value of the unknown in node j of the discretization. Substitution of this approximation for each u and v into the weak formulation and imposing stationarity in the v i yields
with spatial operator L = M −1 K, where
are the elements of the mass matrix and the stiffness matrix, respectively. These are assembled from their local counterparts per element that obey a similar expression. We assume that c(x) is constant per element. The vector u contains the unknowns of the problem, the degrees of freedom, and s contains the elements of the discrete source term,
The mass matrix is replaced by a diagonal one using the masslumping technique. Eq. (2) is called the semi-discrete form because it has been discretized in space through the substitution of the basis functions but the second time derivative still remains.
The discontinuous Galerkin method is a generalization of the FEM that allows the approximating function to be discontinuous at the elements interfaces. The continuity is then enforced weakly by some extra terms. For the discontinuous Galerkin interior penalty scheme, the weak formulation is given by
for all test functions v that are chosen as Lagrange polynomials up to degree M per element. Here, n denotes the outward normal and consists of internal and external boundaries of the domain . The term with the normal in (3), called flux term, is given by
If u + is the solution inside the element, E + , and u − lives on one of the neighbouring elements, E − , then [u] := u + n + + u − n − denotes the jump across the element boundary and {∇u} := 1 2 (∇u + + ∇u − ) is the average. The same applies for the function v. The parameter assumes the values 1, 0 or −1, depending on the particular formulation of the IPDG (Arnold et al. 2002) . In particular, = 1 leads at Delft University of Technology on March 3, 2014 http://gji.oxfordjournals.org/ Downloaded from to the non-symmetric variant (NIPDG; Rivière et al. 1999 Rivière et al. , 2002 , = 0 to the incomplete version (IIPDG; Dawson et al. 2004 ) and the symmetric variant (SIPDG) has = −1 (Darlow 1980; Grote et al. 2006) . The third integral in the expression (4) for the fluxes is introduced to enforce the coercivity of the spatial operator, which is required for existence and uniqueness of the solution; see the paper by Grote et al. (2006) for details. The penalty parameter γ is defined on each interior face as γ = C/η F , where C is a positive parameter and η F has different definitions in the literature. Whatever its definition, the coercivity is assured for C ≥ C 0 > 0 (Grote et al. 2006; Epshteyn & Rivière 2007) . Shahbazi (2005) 
, where d i, E is the diameter of the inscribed sphere in the element E, while Grote et al. (2006) 
with h E the diameter of the element. If the elements are squares, h is the length of the diagonal. The paper does not give its definition for triangles. Ainsworth et al. (2006) chooses η F as length of the edge of a square for a 2-D problem and sets C = 1 2 (M + 1)(M + 2), where M is the polynomial degree used for the discretization. De Basabe et al. (2008) use the same definition. Epshteyn & Rivière (2007) determine a lower bound for the penalty constant that guarantees coercivity. In the Appendix, we derive a sharper, element-wise estimate
per element E. We will also consider the time-stepping stability limit as a function of α = γ E /γ 0, E . The discretization of the weak formulation (3) is similar to that of the continuous finite elements. The spatial operator becomes
where M and K are the mass and stiffness matrix, respectively, and F takes the flux contributions into account.
To obtain a fully discrete problem, we use the standard secondorder discretization for the second derivative in time, known as the leap-frog scheme. Then,
where L is a spatial discretization operator. Here, u n contains the degrees of freedom or unknowns on the nodes at time t n = t 0 + n t (n = 0, 1, . . . ).
M E T H O D
The stability analysis of the time-stepping scheme requires an estimate of the spectral radius of the spatial operator for a given problem. To get an indication of typical values, we consider either a single element or a cube filled with six tetrahedra and periodic boundary conditions. For the last, a spatial Fourier transform is used. In the analysis, the source term, s, is set to zero and a unit velocity c = 1 is adopted. The corresponding spatial operator will be denoted byL, to distinguish it from the operator L with variable c(x).
The classic van Neumann stability analysis (Charney et al. 1950 ) for finite-difference schemes employs Fourier transforms in time and space. Instead of applying a Fourier transform in time, we consider the second-order difference equation u n + 1 − 2u n + u n − 1 = − t 2 a u n with given initial conditions u −1 and u 0 , time step t and spatial operator replaced by scalar multiplication with some positive constant a. For n > 1, the solution obeys
where U n (ζ ), ζ ∈ [−1, 1], denotes a Chebyshev polynomial of the second kind, with U −1 (ζ ) = 0. Since the extrema occur at the endpoints and equal U n ( ± 1) = (n + 1)( ± 1) n , we can have linear growth with n. This is formally allowed, as for instance u = ct with constant c obeys d 2 u/dt 2 = 0 for a = 0. For values of ζ outside the interval [−1, 1], the Chebyshev polynomials have power-law growth with n, so stability requires |ζ | ≤ 1. Next, we generalize from a scalar a and u to a spatial operator L acting on a vector u. Stability then leads to the requirement
where ρ(L) denotes the spectral radius of the operator L. The second requirement, that L be non-negative with real eigenvalues, is guaranteed for CML by construction (Mulder 1996; Chin-Joe-Kong et al. 1999) and for SIPDG by the coercivity and the symmetry of L.
For problems of realistic size, the computation of the spectral radius is too costly. One way to obtain an estimate is by Geršgorin's circle theorem (1931) , which states that for a square matrix A, its eigenvalues λ obey |λ − a k, k | ≤ m = k |a k, m |. From this, it follows that |λ| ≤ max k m |a k, m |, so the spectral radius ρ(A) is bounded by the largest row sum of absolute values of A. Potentially sharper estimates can be obtained by considering special cases for which the spectral radius can be computed and that are sufficiently generic to assume a more general validity. We will take that approach by considering the reference element and its distortions as well as the unit cube with six tetrahedra and periodic boundary conditions, without and with distortions.
Since this spectral radius contains information about the mesh, the question is how to express the stability condition into a meshindependent constant CFL and mesh-dependent properties. A scaling argument suggests an expression of the form
involving the ratio of some diameter d m and the velocity c m per element and the minimum is taken over all elements E m ∈ h . Ideally, the number σ m should be independent of m and be equal to a constant number CFL. This Courant-Friedrichs-Lewy number (Courant et al. 1928) can then be taken as CFL = min m σ m , leading to a stability bound
, using the spectral radius ρ of the spatial operatorL for a constant unit velocity and the largest diameter d max over all elements for a specific case. We have not been able to find a choice for the diameter d in (9) that produces a value of σ that is independent of the mesh and the velocity model, but some choices are better than others. As an example, consider the single reference element with vertices (0, 0, 0), (1, 0, 0), (0, 1, 0) and (0, 0, 1). If this is discretized with a degree-1 CML finite element with homogeneous Neumann boundary conditions for a unit velocity, the stiffness matrix K and lumped mass matrix M become
Following Shewchuk (2002) , we can consider a version of this element on an arbitrary tetrahedron and compute the eigenvalues of 
One of those is zero and the other three are the roots of
with
where A k is the area of face F k , j the length of edge j, and J 0 = 6V with V the volume of the tetrahedron. Note that β = 3 i=1 λ i is the sum and δ = 3 i=1 λ i the product of the non-zero eigenvalues. By symmetry of the spatial operator, all eigenvalues are non-negative, so 0 ≤ λ i ≤ β. We will consider the following four choices for a diameter d:
√ β, based on the sum of the eigenvalues mentioned
To see which of these choices produces a nearly constant σ , we first consider the same case as before, but let the reference element have a varying height. Then, the four vertices are (0, 0, 0), (1, 0, 0), (0, 1, 0) and (0, 0, h). In this case, J 0 = h and
The coefficients in (10) are β = 16 + 8/h 2 , γ = 48 + 96/h 2 , and δ = 256/h 2 , leading to eigenvalues 4 and 2 h −2 (2 + 3 h 2 ± √ 4 − 4h 2 + 9h 4 ), apart from the zero eigenvalue. For stability, we can define
where d(h) can be one of the four choices mentioned above. By definition, σ (h) = 1 for d(h) = d e . Fig. 1 
displays σ (h) for the other three choices of d(h).
Clearly, d b is the second best in the sense that it has the smallest variation with h, namely √ 3/2 or about 22 per cent.
The idea of the stability analysis described in this paper is to estimate the spectral radius of the spatial discretization operator, in our case the CML finite-element operator and the SIPDG operator. One way to obtain estimates is by considering a single reference element and distorted version of it. These can be obtained by the coordinate transform ⎛
where p 2 > 0 and q 3 > 0. Other shapes follow by symmetry. tion code will be able to construct tetrahedra with this property. We then estimated the smallest and largest occurring value of
In case of the CML finite elements, the spectral radius of the spatial operator λ max depends on five distortion parameters p 1 , p 2 , q 1 , q 2 , q 3 . In case of the SIPDG operator, the spectral radius additionally depends on the interior penalty γ , enlarging the optimization problem (12) by one dimension.
Fourier or plane-wave analysis of the spatial operator is a natural approach in a finite-difference setting with a regular Cartesian grid. The method is also applicable to finite elements if a regular Cartesian grid is used, packed with tetrahedra. Here, we select a cube divided into six tetrahedra as shown on Fig. 2 . Note that this cube also contains the reference element with a diameter of the inscribed sphere 1 − 1/ √ 3 = 0.423. The diameters of the inscribed sphere for the six tetrahedra in the cube are either 0.360 or 0.423. As with the single tetrahedron, we can consider distorted versions by using the coordinate transform (11). The following cases will be considered:
(i) reference element with homogeneous Neumann boundary conditions (CML) or zero values in neighbouring elements (SIPDG);
(ii) distorted versions of the reference element; (iii) unit cube containing six tetrahedra with periodic boundary conditions;
(iv) distorted versions of the latter.
For the single reference element and its distorted version, λ max = ρ(L) is the largest eigenvalue of the operator with unit velocity. With periodic boundaries, the spectral radius of the Fourier symbolL (ξ 1 , ξ 2 , ξ 3 ) of the spatial operator with unit velocity is
where the ξ k are normalized wavenumbers, specified later in Section 3.1, and ρ{ˆL(ξ 1 , ξ 2 , ξ 3 )} the spectral radius of the Fourier symbol of operator in the wavenumber domain for unit velocity, c = 1. We used the Nelder-Mead (1965) method for finding the extremum of the optimization problem (12). Since this method is not guaranteed to converge to the global minimum or maximum, several runs with random starting values were performed. In this way, we increased the chance of reaching the global extremum. Next, we will review periodicity for the CML and the SIPDG elements separately.
Periodic mass-lumped continuous finite elements
We consider the four geometries described above. The construction of the matrices is straight-forward for the reference element and its distorted versions. Imposing periodic boundary conditions for the six tetrahedra requires additional calculations.
To build the matrixL = M −1 K with unit velocity and periodic boundary conditions, we assembled the matrices M and K for a configuration of 3 3 = 27 unit cubes on the domain [−1, 2] 3 . Let N denote set of degrees of freedom in the central unit cube [0, 1) 3 . We arrange the numerical solution of (7) with zero source term s on the N nodes in a single vector u. The subset of the matrixL that has N rows corresponding to the nodes inside [0, 1) 3 acts on this vector as well as on the degrees of freedom in neighbouring cubes.
To simplify the notation, we introduce a shift operator T. In the 1-D case with only x as coordinate, this shift operator is defined by
where integer s and x the spacing, in this case of unit length. The shift operator enables straightforward expression of the values on the interval [−1, 2) into those inside [0, 1) in the periodic case for a unit interval, as sketched in Fig. 3 . Basically, T +1 is a shift to the right over a distance x and T −1 to the left over the same distance, whereas T 0 is the identity operator. The Fourier symbol of T s iŝ where k is the wavenumber in the x-coordinate. We define ξ = k x with ξ ∈ ( − π , π ]. Then,
To determine the spatial operatorL for the interval [−1, 2], we can sort the solution vector u in a part u L related to the interval [−1, 0), a part u C for the central interval [0, 1) and a part u R for the interval [1, 2) on the right. We then can select the subset of rows from L that correspond to [0, 1) and call that L. Then, Lu = Lu L + Lu C + Lu R and we can set up L L by taking the columns of L that correspond to u L , L C by taking those corresponding to u C and L R as those corresponding to u R . This results in Lu = ( Fig. 3 . The discrete Fourier symbolˆL of the periodic spatial operatorL becomeŝL
The generalization to three dimensions is straightforward. For the analysis, we have assembled the global mass and stiffness matrix for the 27 cubes with 27 × 6 tetrahedra in distorted form and computed the spatial operator. To determine the shift operators, the distorted coordinates were mapped back to the unit cubes and its neighbours. We selected the rows of L that correspond to the central cube [0, 1) 3 . For the columns, the node positions readily provided the shifts s j for each of the coordinates x j , j = 1, 2, 3. The component of L was then multiplied byT s j j and added to the corresponding component for the node in the central cube to obtainL(ξ 1 , ξ 2 , ξ 3 ).
For mass-lumped elements of degree M = 1 and the unit cube, this approach produceŝ
In this case,ˆL(ξ 1 , ξ 2 , ξ 3 ) is a scalar. For higher degrees, it becomes a matrix. At the lowest degree M = 1, we obtain 0 ≤ˆL(ξ 1 , ξ 2 , ξ 3 ) ≤ 6 + 3 √ 6 = 13.35, where the minimum occurs at (ξ 1 , ξ 2 , ξ 3 ) = 0, among others, and the maximum at ξ 1 = −2 arcsin ( 
1.341, CFL e = (2/3)( √ 2 + 2)( √ 6 − 2) = 1.011 and CFL l = 2/9( √ 6 − 2) = 0.316. The shortest edge length, d l , resulted in extremely large variations of the estimates over all distortions, so we will only consider the other measures in the following. 
Periodic discontinuous Galerkin finite elements
To estimate the spectral radius of the SIPDG spatial operator, we performed stability analysis on the reference element and its distorted versions as well as the unit cube with six tetrahedra and periodic boundary conditions, as shown on Fig. 4 , and its distortions. As with the CML elements, the last two cases require additional computations for each set of wavenumbers.
For the unit cube with six tetrahedra, the stiffness matrix of the spatial operator including fluxes is given by ⎛
where each line of the matrix represents an element and the subscript of the fluxes from neighbouring tetrahedra identifies the number of the face (Fig. 5) . Empty entries correspond to blocks that contain zeros. The mass matrix is a block-diagonal matrix consisting of local mass matrices.
In order to add periodic boundary conditions, we use shift operators similar to those introduced for the CML elements. The components of the periodic spatial operator are then given byT
where the index j denotes x j -dimension (j = 1, 2, 3), F − m denotes a face adjacent to neighbouring elements outside the unit cube, s has the integer values of −1 and 1, meaning a shift to the left or to the right, respectively. The Fourier symbol of the periodic spatial operator is then computed aŝL
The spectral radius ρ(ˆL) is the largest eigenvalue of the Fourier symbol of the spatial operator,ˆL, over all sets of scaled wavenumbers {ξ 1 , ξ 2 , ξ 3 } and can again be found by a numerical maximization algorithm. Table 1 lists the values of σ for the CML reference element as well as the smallest and largest values obtained for a single distorted element for three choices of the diameter. For d e , we observe no variation for the CML element of degree 1, by definition. For higher-order elements however, the smallest variation appears to be obtained for d b . Note that the CML element of degree 3 has a more favourable stability limit for type 2 than for type 1. These types are as defined by Chin-Joe- Kong et al. (1999) , who found two mass-lumped elements of degree 3 augmented with polynomials of degree 5 on the faces and degree 6 in the interior, leading to a total of 50 nodes per element. The two types differ in the positions of the nodes and the corresponding integration weights. The results for M = 1 can be found analytically. For d i , the minimum value is 1/ √ 2 for a flat degenerate element, which will not be reached numerically because of the diameter constraint. We have (3 + √ 3)/4 for the reference element and a maximum value of √ 3, reached for the equilateral tetrahedron. For d b , the results are 1, √ 3/2, and √ 3. For d e , σ = 1 by definition. Table 2 shows similar results but for the cube containing six tetrahedra with periodic boundary conditions. The results for the unit cube lie between the smallest and largest values obtained for the distorted cases. An estimate of CFL can be obtained by choosing the smallest value of σ in these two tables. These are underlined.
R E S U LT S

Estimated CFL numbers
For the SIPDG method, we first consider a single element with Neumann boundary conditions. In that case, all fluxes are zero. This can be considered as an extreme case and does not involve the penalty terms, so the same result would be obtained for IIPDG and NIPDG as well as the classic choice of finite elements that requires inversion of the full mass matrix. Table 3 lists the values of σ for a single distorted element for each of the three choices of the diameter. Note that for degree M = 1, the results are different 
, the smallest and largest occurrence of σ is listed, with the value for the undistorted reference element in between. The ratio of largest to smallest is given in brackets. from those in Table 1 , since we use the full mass matrix instead of the lumped one. This property was exploited by Marfurt (1984) to reduce numerical dispersion by taking a weighted average of the consistent and lumped mass matrices. Next, we consider SIPDG with γ = γ 0 , as defined in eq. (5). We assumed that the solution was zero in neighbouring elements and only the fluxes from the interior, F + , were included in the computed spectral radii. For the reference case, the matrices were assembled on a mesh with five elements, the central one being the reference element and the other four its mirror image in each face. Its distorted versions were obtained by the coordinate transformation given earlier. Table 4 shows the corresponding values for σ . Table 5 lists the results for the cube containing six tetrahedra and periodic boundary conditions, without and with distortions. The assumption of zerovalued neighbours in Table 5 provides values closer to the periodic result in Table 5 than the Neumann boundary conditions in Table 3 . The worst-case results are underlined and can serve as an estimate for CFL.
M
Contrary to CML, the choice of diameter, d b , provides a similar variation as d i over all distortions considered, but both are consirable smaller that the range observed for d e .
Compared to the CML elements, the value of CFL for the SIPDG method is smaller by about a quarter for degree 1. For degree 2, the value for SIPDG is about 40 per cent larger than that of SIPDG. The same is true for degree 3 and CML type 1, whereas CML degree 3 type 2 has CFL about two times larger than SIPDG. The degree 4 CML element is unknown at present.
The reader should bear in mind that, since the results in the tables were obtained by numerical optimization, there is chance that the global extrema were missed.
Dependence on the penalty parameter
So far, the penalty parameter γ was taken per element as γ 0 = M(M + 2)/d i . We also considered σ as a function of α = γ /γ 0 . Fig. 6 shows the smallest and largest values of σ (α), as well as those for the reference element, for SIPDG in case of a distorted cube with six tetrahedra and periodic boundary conditions. As before, CFL can be taken as the smallest value of σ for a given α. As mentioned before, the estimates for σ are based on the spectral radius, the largest eigenvalue, of the spatial operator. Its smallest eigenvalue should be zero, but in some cases becomes negative because the coercivity bound is violated for some α ≤ 1, meaning that the spatial discretization becomes unstable. In that case, the curves are truncated at the smallest value of α that still results in a smallest non-negative eigenvalue. The results in Fig. 6 are represented on a log-log scale. The lines are close to linear, meaning that σ follows a power law in α. When we determined linear fits to the logarithmic values, we found a power of −0.5 within less than 5 per cent. Turning this into the assumption that σ (α) ∼ √ α 0 /α, we then derived α 0 for the various cases. The results are listed in Table 6 . The last row lists the result of fitting α 0 as function of M(M + 2) on a log-log scale. These result can be used for implementation in a simulation code, with an estimated error of around 5 per cent for α ≥ 1 and 1 ≤ M ≤ 4.
Higher-order time stepping
Higher-order time stepping can be obtained by the CauchyKovalewski or Lax-Wendroff procedure (Lax & Wendroff 1960) that substitutes higher time-derivatives with spatial derivatives using the partial differential equation. This approach is also known as the modified equation approach (Shubin & Bell 1987 ) or Dablain's scheme (Dablain 1986 ). The idea is to replace higher-order time derivatives in the Taylor series expansion of the time stepping scheme by spatial derivatives. For an even time-stepping order M t , the truncated Taylor series in the absence of source terms is
which can be evaluated by repeated application of the spatial operator. The maximum allowable time step is increased by a factor √ σ t relative to M t = 2, which can be found in a paper by Gilbert & Joly (2008) and is listed for some choice of M t in Table 7 for completeness, correcting errors in Chen (2009) and Sen (2010) . Note that the alternating values of √ σ t approach π/2 or π for large M t .
C O N C L U S I O N S
Estimates of the time-stepping stability constant were considered for the continuous mass-lumped and symmetric interior-penalty DG finite elements. They were obtained by numerical optimization for a set of example problems and represent a necessary condition for stability. There may be extreme cases where smaller values of the CFL-number are required, but we have not encountered those so far in various numerical simulations. Different choices of the measure of element size were suggested such as the diameter of the inscribed sphere, the length of the shortest edge and measures based on the spectral properties of the spatial operator for the lowestdegree mass-lumped finite element on a single tetrahedron with natural boundary conditions. Based on each measure, the values of the CFL-number were computed for both methods on the reference element as well as a single tetrahedral element of arbitrary shape. Also, the unit cube packed with six tetrahedra and periodic boundary at Delft University of Technology on March 3, 2014
http://gji.oxfordjournals.org/ Downloaded from conditions was considered. For the SIPDG method, we examined variations of the penalty parameter. We found that the smallest variation of CFL appears to be obtained for the measure based on the sum of the eigenvalues for the above-mentioned lowest-degree mass-lumped element, both for the higher-order CML elements as well as for the SIPDG elements. This measure resembles the expression for the diameter of the inscribed sphere but has a slightly lower computational cost. The first-degree mass-lumped elements have a much larger CFL, allowing for a larger time step than required for SIPDG. The CFL for elements of second degree are comparable. Of the two variants of the third degree mass-lumped element, the second allows for a larger time step than the cubic SIPDG element. Since mass-lumped elements of degree 4 and higher are presently unknown, only stability results for SIPDG were given. The general trend for SIPDG is that CFL becomes smaller for higher-order elements.
a sharp estimate of a lower bound γ 0 is desirable. Epshteyn & Rivière (2007) provide a lower bound for SIPDG that guarantees coercivity. Here, we will derive alternative, sharper bounds, following their paper. The first one is based on dropping the estimate in eq. (56) of that paper and just use the expression on its left-hand side. The second one replaces the estimate per face by one per element. For simplicity, we will assume zero Neumann boundary conditions, which produce zero flux terms on the boundary of the domain.
We start with the first, based on eq. (56) of the paper mentioned above:
We have used the expression for the diameter of the inscribed sphere, d i = 6 V / 4 k=1 A k , of a tetrahedral element E with volume V and boundary ∂E consisting of four faces with areas A k . The inequality (A4) will be applied to ∇v instead of v, requiring M = M − 1. Epshteyn & Rivière (2007) employ this estimate for one face at the time, replacing the full boundary ∂E by only a single face, thereby sacrificing sharpness. To avoid this, we will use (A4) directly by going to an element-wise formulation of the fluxes in the discrete scheme rather than one per face.
Let the discretization of the stiffness term, − v u d , be given by
Here,
and u and v are now expanded into piecewise polynomial basis functions of degree M. We earlier made the assumption of zero Neumann boundary conditions for simplicity. This allows us to ignore the faces on the boundary e of the domain. We would like to replace the summation over the individual faces by a summation over faces per element, taking the element E + as reference, for instance. If we set γ F(E + ,E − ) = 1 2
In the last expression, the superscript + that denotes the element under consideration has been dropped whereas the superscript − referring to the neighbouring elements has been retained. The inner summation involves all four faces, F k . Note that interior faces are visited twice in this way, from E = E + and from E = E − . We can do the same with 
