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RESU/·IO
Neste trabalho, analisa-se o comportamento da distribuição
da função de autocorrelação do quadrado dos reslduos utilizada para
a checagem do dia9nostico de modelos AR representativos de series
temporai s.
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AR Li me Series 110del s Using Squared-Residual Autocorrelations.
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In this paper, is analised the behaviour of the distribution
of squared-resldual autocorrelations functions residuals used for
diagnostic checking of AR models representative of time series.
I NTRODUÇAQ
A necessidade de model i zação (ZEITOUN, 1971) do mundo real
tem estimulado, de forma intensa, o desenvolvimento de novos meto
dos, cada vez mais potentes, capazes de descrever com maior grau de
adequação as inter-relaçoes entre as variáveis.
Dentre os muitos exemplos de novos métodos quantitativos
criados recentemente para simular a realidade e fazer previsões so
bre o futuro, destaca-se a l'1etodoloqia que os Professores George E.
P. Box e Gwilym ~1. Jenkins desenvolveram para anal isar o c omp o r t a
mento de variáveis atraves de séries de tempo.
Essa metodologia foi desenvolvida no decorrer dos anos
sessenta e divulgada no ano de 1970, na obra intitulada "Time Series
Analysis: Fo r e c a s t i nq and Control" (BOX & JEf~KINS, 1976).
O fundamento do trabalho elaborado por esses dois autores
estã assentado na possibilidade de alguns modelos lineares que se
apresentam rotencialmente capazes de descrever, com relativa prec~
são e de forma parcimoniosa, o comportamento do processo estocãsti
co gerador da série temporal em anãlise, proporcionando, por canse
guinte, previsões de valores futuros.
Nessa metodologia a estrategia para a construção de mode
los e baseada em um ciclo interativo, no qual a escolha da estrutura
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do modelo é baseada nos prõprios dados, através da anãlise das fUB
ções de autocorrelação (BOX & JENKINS, 1976).
GRANGER & ANDERSON (1978) introduziram uma nova proposta
para o estudo da ultima etapa, do ciclo iterativo de Box-Jenkins,
checagem de diagnõstico de modelos de previsão, baseada no uso da
função de autocorrelação dos quadrados dos reslduos, tendo em vista
que mui tas ser i es em que "Portmanteu Test" mostrava que os re sl duo s
eram independentes, ao se analisar a serie te~poral do quadrado dos
residuos, esses apresentavam-se autocorrelacionados.
Neste trabalho, analisou-se várias s ê r í es temporais re
presentadas por processos do tipo Auto-Regressivo (AR) em que os re
slduos não apresentaram-se autocorre1acionados, mas o quadrado dos
residuos apresentaram-se corre1acionados entre si.
MODELO AUTO-REGRESSIVO
Neste trabalho, estudou-se somente os modelos usados para
descrever séries temporais estacionárias, chamados por BOX & JENKINS
(1976), de modelos Au tov r eq re ss tv os de ordem p, ou seja, AR (p). O
processo auto-regressivo pode ser representado sob a forma explicl
ta da seguinte maneira:
(1 )
onde:
sendo 1 -
- <I>1B -
o nlve1 em torno do qual oscila o processo, <I>(B)
- <I>BP, o operador auto-regressivo de ordeQ p.
p
O modelo AR possui p + 2 parámetros desconhecidos, ou
ja, <1>1' ..• , <l>p;E(Zt) e Var(at), variáncia da série temporal
residuos at, que deverão ser estimados a partir dos dados.
se
dos
A CHECAGEM DO DIAGNOSTICO
Após o modelo ter sido identificado e seus parâmetros efi
cientemente estimados, chega-se ã ultima etapa do processo de mode
lagem, denominada de checagem do diagnõstico, que consiste em averi
guar a adequação do modelo utilizado para ajustar os dados observa
dos na vida real.
Essa etapa apresenta-se importante, pois, se a verificação
mostrar alguma evidência de que o modelo ajustado e inadequado para
descrever os valores reais da serie temporal em estudo, e necessá
rio que ela prõpria (a etapa da verificação) aponte as causas da
inadequação e sugira as modificações apropriadas.
Um procedimento bastante util i zado no processo de checa
gem do diagnóstico estã baseado na anãlise dos residuos. Esse prQ
cesso de checagem, em geral, envolve dois estãgios. Em primeiro lu
qar , a função de autocorre1ação para a série gerada pelo modelo deve
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ser comparada com a função de autocorre1ação da serie de dados real
mente observados. Se as duas funções de autocorre1ação, se aprese~
tarem bastante distintas entre si, pode-se imaginar que o modelo
especificado necessita de uma melhor identificação. Por outro lado,
se as duas funções de autocorre1ação apresentarem comportamentos s~
me1hantes, então se passa para o segundo e s tâp í o , que é uma analise
quantitativa dos residuos gerados pelo modelo identificado.
A analise dos reslduos esta baseada no fato de testar-se
se realmente os residuos formam um processo de ruido branco. Funda
mentalmente, busca-se testar se os reslduos nao estao corre1aciona
dos entre si.
Assim, se o modelo está bem especificado, espera-se que
os ãt sejam não corre1acionados entre si, e que a função de autocor
relação dos residuos
n
L ãt ât_kt= k+ 1
( 2)
se aproxime de zero para deslocamentos k > 1.
O teste de independencia dos residuos, sugerido por BOX &
JErjKINS, e o desenvolvido por BOX & JENKINS (1970) a partir das con2
tatações de ANDERSON (1942) para as funções de autocorre1ação. Esse
teste comprova que, se o modelo esta corretamente especificado, en
tao, para grandes deslocamentos de "k", os coeficientes de autocor
relação ~a(k) estão não corre1acionados entre si, e estão norma1men
te distribuidos com media zero e variância l/n, onde n é o numero
de observações da serie temporal atO
O teste proposto por BOX & JENKINS (1976), conhecido como
"Portmanteau te s t "; assume que, se o modelo fixado e correto, então
a estatlstica:
(3 )
tem aproximadamente uma distribuição de Qui-quadrado, com (m-p ) graus
de liberdade, e n=N-d, com a condição de M e n serem suficientemen
te grande. DAVIES, TRIGGS & HEWBOLD (1977) e LJUNG & BOX (1978) in
troduziram uma modificação na estatlstica Qa
M
Q: = n(n+2) E ra (k)/(n-k)
k=l
(4 )
para ser utilizada em pequenas amostras, com d i s t r t bu i ç à o aprox ima
da do Qui-quadrado com (M-p) graus de 1 iberdade.
GRANGER" ANDRESON (1978), ao encontrarem séries temporais
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em que o quadrado dos residuos apareciam autocorrelacionados, ainda
que os residuos não sugeriram a util ização da função de autocorrela
ção do quadrado dos residuos.
Assim, supondo que N observações Zl' ... , ZN para uma se
rie temporal são geradas por um AR(p) e que os reslduos at são ind~
pendentes e identicamente distribuidos, o teste de dignificância p~
ra a função de autocorrelação do quadrado dos residuos ê dado pela
segu inte es ta ti s tica:
(5 )
que segue uma distribuição de Qui-quadrado com (M) graus de liberda
de, onde M ê o numero de lags utilizado.
APLICAÇAO NA ANALISE DE MODELOS AR
r mostrado nesta seção a aplicação da distribuição da fu~
çao de autocorrelação do quadrado dos reslduos a diversos modelos
AR, fazendo-se uma comparação com a di stri buição da função de auto
correlação residual.
Na tabela 1, apresenta-se os resultados de Q~ e i de Q~~ p~
ra oito (8) séries eco nóm ices gerada r pelo processo AR (1), ou seja:
Zt = 4> Zt_l + a t
ond e:
t 1, ... , 50
M num er o de 1ag s utilizado 20
TABELA 1. RESULTADOS DE Q* E DE Q~;a
<j> Q* Q**a aa
-0,15606 28,686 24,431
0,02823 20, 938 33,022
0,02412 24,679 32, 053
-0,16251 22,741 33,102
0,23341 23,251 32,841
0,25044 27 ,924 36,403
0,35346 16,351 31,510
0,07937 29,060 34,320
Q95%, 19 = 30,14 Q95%, 20 = 31,40
Como a estatlstica tabelada para um intervalo de confian
ça de 95% e 19 graus de liberdade ê 30,14, pode-se verificar que p~
la distribuição da função de autocorrelação residual todos os modelos
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são corretos, enquanto pela distribuiçio da funçio de autocorre1a
ção dos residuos, todos os modelos devem ser melhorados, pois nio
representam adequadam~nte os dados observados, para um intervalo de
confiança de 95% e 20 graus de liberdade.
CONCLUSIIO
Mostrou-se, neste traba1 ho , uma ap1 icaçio especifica da
distribuiçio da função de autocorre1açio do quadrado dos reslduos,
a modelos de séries temporais gerados por processos AR (1), poden
do-se observar que essa distribuiçio representa mais um método ro
busto para a checagem do diagnóstico de modelos construidos para re
presentar dados reais observados.
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