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Introduction
We are interested in estimation of the memory parameter in a so-called perturbed fractional process, z t = y t + w t ;
(1)
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y Please address correspondence to: Frank S. Nielsen, School of Economics and Management, Aarhus University, Universitetsparken building 1322, 8000 Aarhus C, Denmark; phone: +45 8942 5419; e-mail: fnielsen@creates.au.dk i.e. a signal-plus-noise model where the signal process y t is a long memory process with memory parameter d which is perturbed by the additive noise term w t . These processes are a version of the random walk plus noise or local level unobserved components model, e.g. Harvey (1989) , except the signal is a long memory process rather than a random walk. They have found extensive use in modeling the long memory characteristics of many observed time series, in particular …nancial volatility.
Another motivation for the perturbed fractional process is the version of the long memory stochastic volatility (LMSV) model for …nancial returns proposed by Bollerslev & Jubinski (1999) ,
where r t denotes the return, y t is the (long memory component of) log-volatility of the returns, x t is a short-memory process, and y t , x t , and u t are independent to satisfy the requirement that E (r t ) = 0. This generalizes the usual LMSV model introduced by Breidt, Crato & de Lima (1998) and Harvey (1998) ,
by arguing that allowing for di¤erent short-lived news impacts, while imposing a common long memory component, may provide a better characterization of the joint volume-volatility relationship in the context of the Mixture of Distributions Hypothesis, which asserts that stock returns and trading volumes are jointly dependent on the same underlying latent information arrival process. The formulation in (2) allows the volatility to be a¤ected by both long and short-lived news impacts, which is also consistent with the …ndings of Liesenfeld (2001) . It therefore seems natural that an estimator of the memory in log r 2 t should be able to incorporate both (2) and (3). The LMSV models (2) and (3) imply that a logarithmic transformation of the squared returns series, log r 2 t , becomes a long memory signal-plus-noise process (1) where the signal y t corresponds to (the long memory component of) the log-volatility of the original returns series and w t is an additive noise term. In the context of the LMSV model (3), w t is usually assumed to be i:i:d:, but to allow for short-memory persistence in w t as implied by (2) we will not make that restriction here. In general, when w t is not assumed to be i:i:d:, z t is referred to as a perturbed fractional process. 1 For reviews of fractionally integrated processes and some applications, see Baillie (1996) , Henry & Za¤aroni (2003) , or Robinson (2003) . In particular, long memory in volatility has received considerable interest recently. 2 If we assume that the log-volatility process fy t g and the noise process fw t g are independent, the spectral density of z t can be written as
where f y ( ) = 2d y ( ) is the spectrum of the signal y t , w ( ) is the spectrum of the noise term w t , and d is the degree of long memory in y t (or equivalently in z t ).
The assumption of independence between the processes fy t g and fw t g rules out the so-called leverage e¤ect. This assumption is common in the random walk plus noise unobserved components models, and has also been imposed by Breidt et al. (1998) , Deo & Hurvich (2001) , and Arteche (2004) , among others, in the LMSV model. To accommodate the leverage e¤ect, we could allow contemporaneous correlation, while the return process remains a martingale di¤erence sequence by replacing y t with y t 1 in (3). An additional assumption of distributional symmetry around (0; 0) would imply that the spectral density decomposition in (4) holds, see Harvey, Ruiz & Shephard (1994) . Alternatively, the model could be modi…ed along the lines of model (P2) of Hurvich, Moulines & Soulier (2005) .
In semiparametric spectral estimation of long memory models, the spectrum (4) is typically approximated using the periodogram of the data near the zero frequency, i.e. for frequencies up to m = 2 m=n only, where n is the sample size and m is a user-chosen bandwidth number which tends to in…nity slower than n such that m ! 0. Although the popular log-periodogram regression estimator of Geweke & Porter-Hudak (1983) and Robinson (1995b) and the local Whittle (LW) estimator of Künsch (1987) and Robinson (1995a) both preserve consistency and asymptotic normality when applied to perturbed fractional processes, as shown recently by Deo & Hurvich (2001) and Arteche (2004) , these estimators can be severely biased since they do not take the perturbation into account. Indeed, for non-perturbed processes (where w ( ) = 0) the bias of the standard semiparametric frequency domain estimators is of order O( 2 m ), whereas the leading bias term when w ( ) 6 = 0 is of order O( 2d m ) (in both cases assuming su¢ cient smoothness of the spectral density). As shown in Deo & Hurvich (2001) and Arteche (2004) , this bias is typically negative and can be very large (note that d < 1). Therefore, estimating long memory in perturbed time series can be challenging, and calls for an estimator which explicitly accounts for the perturbation. Sun & Phillips (2003) , Hurvich & Ray (2003) , Hurvich et al. (2005) , and Arteche (2006) , among others, have proposed such estimators with y ( ) and w ( ) locally approximated by constants as ! 0, see section 2 below. On the other hand, we propose an estimator where we allow the logarithms of both the spectrum of the short-memory component of the signal and the spectrum of the perturbation, i.e. log y ( ) and log w ( ), to be approximated by polynomials h y ( y ; ) and h w ( w ; ) of (…nite and even) orders 2R y and 2R w near the zero frequency, thereby obtaining a bias reduction depending on the smoothness of y ( ) and w ( ) near the origin. The approach taken here in modeling the short-run dynamics by a polynomial was introduced by Andrews & Sun (2004) for non-perturbed processes, but is novel in the context of perturbed fractional processes. To maintain generality, y ( ) and w ( ) are only characterized by regularity conditions near frequency zero instead of imposing speci…c functional forms.
The LMSV model (3) often assumes that the noise term is i:i:d: in which case w ( ) = 2 w =(2 ) is a constant. This case is of independent interest and is considered in simulations and in an empirical study in Frederiksen & Nielsen (2008) . In that paper y ( ) itself is approximated by a polynomial and w ( ) by a constant as ! 0 thus focusing on exactly the LMSV model (3). However, the theory for their estimator is developed in the present paper. 3 Thus, to allow serial dependence in the noise as in (2) above we include both polynomials, h y ( y ; ) and h w ( w ; ), and call the resulting estimator the local polynomial Whittle with noise (LPWN) estimator. Furthermore, empirical studies have typically found that the noise term has much higher (long-run) variance than the short-memory component of the signal. Indeed, Breidt et al. (1998) and Hurvich & Ray (2003) …nd that the noise term may be as much as 10 or 20 times as variable as the short-memory component of the signal. Thus, careful modeling of the noise term is important and this consideration has lead us to approximate the log-spectrum of the noise term by a polynomial instead of a constant as ! 0.
Our results show that introducing h y ( y ; ) and h w ( w ; ) in ‡ates the asymptotic variance of the long memory estimator,d, by a multiplicative constant which depends on the true long memory parameter, d, and decreases when d increases. However, we obtain a reduction in the order of magnitude of the bias if y ( ) and w ( ) are su¢ ciently smooth near frequency zero. We show that the estimator is consistent for d 2 (0; 1), asymptotically normal for d 2 (0; 3=4), and if y ( ) and w ( ) are in…nitely smooth near frequency zero, the rate of convergence can become arbitrary close to the parametric rate, n 1=2 . This constitutes a rate of convergence improvement relative to Sun & Phillips (2003) , Hurvich & Ray (2003) , and Hurvich et al. (2005) who are only able to obtain a semiparametric rate of convergence, m 1=2 , which is much slower than the parametric rate due to their requirement that m 1+2 =n 2 ! 0 for some 2 (0; 2].
We present the results of a Monte Carlo study which illustrates the usefulness of the proposed LPWN estimator. Compared to standard estimators, such as Hurvich & Ray's (2003) local Whittle with noise (LWN) estimator, the LPWN estimator is able to achieve considerable bias reductions in practice, especially in cases with short-run dynamics in both the signal and noise components. We also include an empirical application to daily log-squared returns series of the 30 DJIA stocks where the LPWN estimator indicates stronger persistence in volatility than the standard estimators, and for most of the stocks produce estimates of d in the nonstationary region.
The remainder of the paper is organized as follows. In the next section we discuss semiparametric spectral estimation of long memory for perturbed processes and formally de…ne the proposed local Whittle estimator. In section 3 we establish consistency and asymptotic normality of the estimator. Section 4 investigates the …nite sample performance in simulations, and section 5 presents the empirical study. Section 6 concludes. The proofs of our theorems are gathered in the appendix.
Local Whittle estimation of perturbed fractional processes
Semiparametric frequency-domain estimators for non-perturbed fractional processes are essentially based on the local approximation
where G = y (0) > 0 is a constant and the symbol " "means that the ratio of the left-and righthand sides tends to one in the limit. Thus, the estimators enjoy robustness to short-run dynamics, since they use only information from periodogram ordinates in the vicinity of the origin. The local Whittle (LW) estimation method of Künsch (1987) and Robinson (1995a) has become popular because of its likelihood interpretation, nice asymptotic properties, and mild assumptions.
It is de…ned as the minimizer of the (negative) local Whittle likelihood function
where m = m(n) is a bandwidth number which tends to in…nity as n ! 1 but at a slower rate than n, j = 2 j=n are the Fourier frequencies, and I z ( ) = (2 n) 1 j P n t=1 z t e it j 2 is the periodogram of z t . Note that the estimator is invariant to a non-zero mean since j = 0 is left out of the minimization. Concentrating (6) with respect to G, the estimator of d iŝ
It was shown by Robinson (1995a) 
and later by Velasco (1999) that the range of consistency is d 2 ( 1=2; 1] and the range of asymptotic normality is d 2 ( 1=2; 3=4).
To reduce the asymptotic bias of the LW estimator, Andrews & Sun (2004) suggested to replace the constant, log G, in (6) by the polynomial log G P R r=1 r 2r j . That is, to model the logarithm of the spectral density of the short-memory component by a polynomial instead of a constant in the vicinity of the origin. This leads to the following (negative) local Whittle likelihood function,
where is a compact and convex set in R R . As shown by Andrews & Sun (2004) , this method does, however, increase the asymptotic variance ofd in (7) by a multiplicative constant.
For non-perturbed fractional processes, the asymptotic bias ofd LW andd LP W is of order O( minfs;2g m ) and O( minfs;2+2Rg m ), respectively, where s is a measure of the smoothness of the spectral density near frequency zero, see below. However, for perturbed fractional processes the bias is of order O( minfs;2dg m ) and, as shown by e.g. Hurvich & Ray (2003) and Arteche (2004) , this bias is typically negative and can be very severe.
For perturbed fractional processes we have the spectral representation (4), which implies f z ( ) G 2d + G as ! 0, where the constant = w (0)= y (0) > 0 is the long-run noise-tosignal ratio. There are two main consequences: …rst, the extra additive term needs to be taken into account to avoid serious asymptotic bias as mentioned above, and second the rate of convergence of the estimators is reduced if the extra term is not modeled. The latter follows because the choice of bandwidth parameter is severely constrained for perturbed fractional processes when the perturbation term in (4) is not modeled. Thus, for non-perturbed processes (with s 2) the bandwidth requirement is typically m = o(n 4=5 ), whereas for perturbed processes it is m = o(n 2d=(1+2d) ) (apart from logarithmic terms). Since d 1 and the estimator is p m consistent this is a serious constraint.
To allow for (moderate) nonstationarity in volatility we generalize (1) as
, this approach allows z t = y t + w t to possibly be nonstationary with memory parameter d 2 (0; 1). Velasco (1999) , Hurvich & Ray (2003) , and Hurvich et al. (2005) also assume this type of process. Since f P t s=1 x s g is nonstationary z t does not have a spectral density if d 2 [1=2; 1) but it has a pseudo spectral density, see e.g. Hurvich & Ray (1995) and Velasco (1999) . Thus, we may de…ne
where we maintain the assumption of independence between fy t g and fw t g.
We propose to approximate the logarithms of y ( ) and w ( ) by
respectively, where G > 0 and h a ( a ; ) = P Ra r=1 a;r 2r ; a = y; w. 4 If R a = 0 we set h a ( a ; ) = 0.
Note that the parameter is the long-run noise-to-signal ratio because y (0) ' G and w (0) ' G such that w (0)= y (0) = , and thus we assume > 0. De…ning also the function h(d; ; ) = exp(h y ( y ; )) + 2d exp(h w ( w ; ));
with = ( 0 y ; ; 0 w ) 0 , we approximate (9) or equivalently (4) locally near the zero frequency by f z ( ) = 2d exp(log y ( )) + exp(log w ( )) ' G 2d h(d; ; ); which yields the (concentrated) local Whittle log-likelihood
Thus, we propose to minimize (11) over the admissible set D ,
where is a compact and convex set in R Ry (0; 1) R Rw , and
This de…nes the LPWN estimator. Note that h(d; ; ) = 1 is the standard local Whittle speci…cation in (6), which does not explicitly account for the perturbation. For R y = R w = 0 we get h(d; ; ) = 1 + 2d , where y ( ) and w ( ) in (4) are both modeled locally by constants, which is the LWN estimator of Hurvich & Ray (2003) and Hurvich et al. (2005) (parameterization (P1)). Thus, our model parameterization includes the standard LW estimator and the LWN estimator as special cases. Furthermore, the model with R w = 0, where the noise is modeled by a constant near the zero frequency, is analyzed empirically and in simulations by Frederiksen & Nielsen (2008) , using the asymptotic theory provided here.
Asymptotic properties
In this section we …rst introduce the assumptions needed to establish consistency and asymptotic normality of the proposed estimator for the perturbed fractional process, and consequently we present the main results in two theorems. In the following, true values of the parameters are denoted by subscript zero and bxc denotes the integer part of a real number x. We also de…ne a function ( ) to be smooth of order s at = 0 if, in a neighborhood of = 0, ( ) is bsc times continuously di¤erentiable with bsc derivative, (bsc) , satisfying j (bsc) ( ) (bsc) (0) j C j j s bsc for some constant C < 1.
A1 The noise process fw t g is independent of the signal process fy t g. 
A3 The functions y ( ) and w ( ) are smooth of orders s y and s w at = 0, where s y > 2R y , s w > 2R w , and s y ; s w 1.
Assumption A1 is the independence assumption used above to write the spectral density of z t as the sum of the (pseudo) spectral densities of y t and w t . Assumption A3 is a smoothness condition on the functions y ( ) and w ( ) similar to that applied by Andrews & Sun (2004) . Note that Assumption A3 holds for all s y < 1 when, e.g., y t is a …nite order ARFIMA process, and for all s w < 1 when, e.g., w t is a …nite order ARMA process. Under Assumption A3 we establish the following Taylor series expansions of log y ( ) and log w ( ) around = 0 (recall that odd order derivatives of even functions are zero at frequency zero), where the true values G 0 and 0 = ( 0 0y ; 0 ; 0 0w ) 0 are thus G 0 = y (0), ( 0a ) r = 1 (2r)! @ 2r @ 2r log a ( )j =0 ; r = 1; : : : ; R a ; a = y; w, and 0 = w (0)= y (0). Hence, de…ning the function
A4 (a) The signal y t has zero mean and admits an in…nite order moving average representation y t = P 1 j=0 yj " t j (stationary case) or y t = x t = P 1 j=0 yj " t j (nonstationary case), where P 1 j=0 2 yj < 1 and " t satis…es, for all t, E ( " t j F t 1 ) = 0, E " 2 t F t 1 = 1, E " 3 t F t 1 = "3 < 1, and E " 4 t F t 1 = "4 < 1 almost surely, where F t 1 is the -…eld generated by f" s ; s < tg.
(b) There exists a random variable " with E(" 2 ) < 1 such that for all > 0 and some K > 0, P (j" t j > ) < KP (j"j > ).
(c) For y ( ) = P 1 k=0 yk e ik , the derivative satis…es @ @ y ( ) = O j y ( ) j= as ! 0.
A5 (a) The noise w t has zero mean and admits an in…nite order moving average representation
(b) There exists a random variable with E( 2 ) < 1 such that for all > 0 and some K > 0, P (j t j > ) < KP (j j > ).
(c) For w ( ) = P 1 k=0 wk e ik , the derivative satis…es @ @ w ( ) = O (j w ( ) j= ) as ! 0.
We assume that the signal process y t has zero mean. Since our estimator is a function of the periodogram at nonzero frequencies only, this is without loss of generality in the stationary case. In the nonstationary case the zero mean assumption implies that z t is free of linear trends which does entail a loss of generality in that case. Importantly, Assumptions A4 and A5 allow for non-Gaussian processes. Note that Assumptions A1-A4 plus the assumption that w t is white noise with …nite fourth moment imply the assumptions needed on y t and w t to prove consistency and asymptotic normality (if, in addition, d 2 < 3=4) of the LWN estimator of Hurvich & Ray (2003) . It follows from Theorems 1 and 2 below that their results for the LWN estimator are also valid for our more general assumptions on w t in Assumption A5.
A6
is a compact and convex subset of R Ry (0; 1) R Rw and 0 is in the interior of .
We are now ready to prove consistency of our estimator. Some assumptions could be relaxed somewhat to prove this theorem, see e.g. Hurvich et al. (2005) , but for simplicity we have preferred to list only one set of assumptions which will be used also for the proof of asymptotic normality below. The proofs of both theorems are given in the appendix.
Theorem 1 If Assumptions A1-A6 hold and the bandwidth m = m (n) is such that
Note that the theorem proves consistency only for the estimator of the memory parameter (at logarithmic rate). There is no proof of consistency for the estimators of the polynomial parameters . The strategy of proof in Hurvich et al. (2005) would require next a separate proof of consistency of the polynomial parameters. However, we follow instead the method of proof in Andrews & Sun (2004) which does not require an intermediate result on the consistency of^ . Thus, we give next the joint asymptotic normality 5 ofd and^ . Let 1fAg be the indicator function of the event A.
where ' a = min fs a ; 2 + 2R a g ; a = y; w. Thend and^ are both consistent and (1 + 2d 0 + 2k) 2 for k = 0; : : : ; R w ; Ry and Rw = Rw (d 0 ; 0 ) are the R y R y and (R w + 1) (R w + 1) matrices
for i; k = 1; : : : ; R y ;
(1 + 2d 0 + 2k + 2i) (1 + 2d 0 + 2i) (1 + 2k) for i = 0; : : : R w ; k = 1; : : : ; R y :
First of all, we note that by setting R y = R w = 0 we obtain as a special case the results for the LWN estimator of Hurvich & Ray (2003) . Secondly, the leading (R y + 1) (R y + 1) submatrix of Ry;Rw is the same as that obtained by Andrews & Sun (2004) . Third, we note that the asymptotic variance of p m(d d 0 ) is free of the parameters 0 , including the noise-to-signal ratio 6 0 , but it depends on d 0 . In fact, the use of the polynomials h y ( y ; ) and h w ( w ; ) increases the asymptotic variance ofd by a multiplicative constant compared to the LWN estimator of Hurvich & Ray (2003) . For example, by use of the partitioned matrix inverse formula we note that the (1,1) element of 1 0;0 , i.e. the asymptotic variance of the LWN estimator, with d 0 = 0:4 is approximately 1.27, and the corresponding elements of 1 1;0 , 1 0;1 , and 1 1;1 are approximately 2.85, 2.33, and 5.24, respectively. Andrews & Sun (2004) obtain a similar result for their LPW estimator in a non-perturbed model. In particular, the variance of the LPWN estimator with R y = 1; R w = 0 is 2.25 times that of the LWN estimator, which is exactly the same multiplicative constant found by Andrews & Sun (2004) .
The …rst condition in (16) guarantees that all the elements of the scaling matrix B n diverge as n ! 1, which is a minimal condition for consistency. The second condition restricts the expansion rate of the bandwidth to control bias and ensures that the estimator uses only information from periodogram ordinates su¢ ciently near the zero frequency. Alternatively, we can view the bandwidth conditions in (16) separately for the signal process and the noise process. In this way we would write the conditions as m 1+4Ry n 4Ry ! 1;
It is now easy to see that the bandwidth conditions for both the signal process and the noise process are always compatible because s y > 2R y and s w > 2R w , respectively, by Assumption A3.
Note that the second condition in (16) implies that if y ( ) and w ( ) are in…nitely smooth near frequency zero, i.e. if they are smooth of any orders s y < 1 and s w < 1, then any (R y ; R w ) can be chosen and the estimator is n 1=2 consistent for all > 0. Hence, in that case, the rate of convergence is arbitrarily close to the parametric rate. Thus, the condition (16) allows the bandwidth m to be much larger than for the LWN estimator and the standard LW estimator, which require that (assuming s y 2; s w 2) m 5 n 4 ! 0 and m 4d 0 +1 n 4d 0 ! 0, respectively, see Hurvich & Ray (2003) and Arteche (2004) . Therefore, Theorem 2 provides an improvement in the rate of convergence relative to existing estimators of the memory parameter for perturbed fractional processes. This comes at the cost of an increase in the asymptotic variance by a multiplicative constant, but that is clearly more than o¤-set by the faster rate of convergence, at least asymptotically. For example, in the empirically relevant case of d 0 = 0:4, which is a typical value of d 0 for …nancial volatility series, the LW estimator is at most n 0:31 -consistent and the LWN estimator is at most n 0:4 -consistent, whereas our estimator can be arbitrarily close to n 0:5 -consistent if the spectral density is su¢ ciently smooth near the zero frequency.
As in Andrews & Sun (2004) we could calculate the asymptotic bias which is of order O((m=n) ' y + (m=n) 2d 0 +' w ), see the proof of Lemma 1(e) in the appendix. This is in contrast to the orders O((m=n) 2 ) and O((m=n) 2d 0 ) (assuming su¢ cient smoothness) for the LWN and LW estimators, respectively, see Hurvich & Ray (2003) and Arteche (2004) . Thus, as in Andrews & Sun (2004) for the pure long memory case, the order of magnitude of the asymptotic bias is smaller when modeling the (smooth) spectral density of the short-memory component locally by a polynomial instead of a constant. From the derived asymptotic bias an adaptive procedure to select R y ; R w ; and m could be derived in the same manner as in Andrews & Sun (2004) . Then R y ; R w ; and m would adapt to the smoothness of y ( ) and w ( ) and therefore depend on s a 2 [s l a ; s u a ], where 1 s l a s u a < 1 for a = y; w.
Finally, with the asymptotic distribution in Theorem 2, it is possible to conduct inference also on . In particular, it is possible to test for the existence of the short-run components, possibly as a prior tool to select the most e¢ cient estimator. However, note that the rate of convergence of the polynomial parameters is p m 2r m (for y;r ) and p m 2d 0 +2r m (for w;r ) which can be quite slow.
Finite sample comparison
In this section we present simulation results to examine the …nite sample bias and root mean squared error (RMSE) performance of our LPWN estimator. The LPWN estimator is implemented with (R y ; R w ) equal to (1; 0), (0; 1), and (1; 1), denoted LPWN(R y; R w ), and is compared with the LWN estimator. From Hurvich & Ray (2003) we know that the LWN estimator is superior to the LW estimator in terms of bias and RMSE in the context of the standard LMSV model. Furthermore, Hurvich et al. (2005) show that the polynomial log-periodogram regression estimator of Andrews & Guggenberger (2003) su¤ers from severe bias in the case of perturbed fractional processes and the LPW estimator is expected to perform similarly. Therefore, to conserve space we only present the results for the LWN and LPWN estimators. Results for the LW estimator are available from the authors upon request.
Monte Carlo setup
We simulate model (1), i.e.
where fy t g is the signal process and fw t g is the perturbation process. We model fw t g as an ARMA process and fy t g as an ARFIMA process, and consider …ve di¤erent DGPs for these processes. The setup for fy t g and fw t g is
with parameter con…gurations We remark that in all the models the noise-to-signal ratio is given as
For each Monte Carlo DGP we generated 10; 000 time series with a sample size of 2048, 4096, or 8192. 7 For all estimators we set the bandwidth as m = an 0:8 , where a 2 f3=4; 1; 5=4g. The parameter of interest, d, is set equal to 0:4. For the noise-to-signal ratio, we choose nsr 2 f5; 10; 15g, and the variance 2 " is set as a function of ( y ; y ; w ; w ) such that the nsr has the desired value. The values of d, nsr, ( y ; y ), ( w ; w ), and the sample sizes are chosen to re ‡ect empirical …ndings on long memory in volatility (see the references in the introduction for some examples). The chosen parameter values for the short-run contamination in the signal and the noise are also inspired by the results from the empirical (parametric) analysis of the DJIA stocks in section 5 below.
The signal fy t g was generated by the circulant embedding method as described in Davies & Harte (1987) , see also Beran (1994, pp. 215-217) . Numerical optimization was carried out in Ox using the SQP constrained optimization algorithm, see Doornik (2006) . We used D = [0:01; 0:99] and constrained the long-run noise-to-signal ratio to be in the interval [10 6 ; 10 6 ]. The initial values were set as follows. For the LWN estimator we used d = 0:25 and = 1. As starting value for the LPWN estimators we used the LWN estimate of (d; ) if it was in the interior of the set [0:01; 0:99] [0:01; 100], c.f. Assumption A2. Otherwise, the starting value of (d; ) was set equal to (0:25; 1). 8 As starting values for the polynomial parameters we used 0.
Monte Carlo results
Tables 1-5 display the results of the simulation study and show how the two di¤erent sources of bias, i.e. the additive noise term and the contamination from the short-memory dynamics in both the signal and the noise, a¤ect the estimators.
[ Table 1 about here]
In the case where there is no contamination by short-run dynamics in the signal or noise, i.e. Model I with results displayed in Table 1 , the bias is small for all estimators. The theoretical in ‡ation of the variances from h ( ; d; ) is also noticeable in the RMSEs. Additionally, the RMSE decreases as either the sample size or bandwidth increase.
[ Table 2 about here]
In Table 2 we consider model II, i.e. the signal is an ARFIMA process with y ; y = (0:8; 0) and the noise is serially uncorrelated. Here we would presume that the LPWN(1,0) and LPWN(1,1) estimators are the better choices, at least for higher bandwidths. We see that we are able to obtain a reduction in bias relative to the LWN estimator. Overall, the two LPWN estimators modeling the short-run part of the signal with a polynomial, i.e. LPWN(1,0) and LPWN(1,1), outperform the LWN estimator in terms of bias, and for nsr = 5 the LPWN(1,0) estimator is mostly also superior in terms of RMSE. When nsr is 10 or higher, the noise component appears to be the most important term and modeling the signal with a polynomial does not improve the RMSE compared to the LWN estimator.
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[ Table 3 about here]
We consider next Model III, i.e. where there is MA contamination in the additive noise term, with results presented in Table 3 . The results for the LPWN(0,1) and LPWN(1,1) estimators are similar to those in Table 1 . That is, there is essentially no bias in those estimators. On the other hand, there is rather severe negative bias in the LWN estimator. Indeed, for the two higher bandwidth choices in Panels B and C the LPWN(0,1) (and sometimes the LPWN(1,1) ) estimators generally have the lowest RMSE compared to the LWN.
[ Table 4 about here] Table 4 contains results for Model IV, where there is AR contamination in the additive noise term. The LWN estimator now su¤ers from moderate positive bias and the LPWN(0,1) estimator is, as expected, able to almost eliminate this bias and is nearly unbiased in most cases. Similarly to Table 3 , the LPWN(0,1) estimator clearly outperforms the other estimators in terms of RMSE for the two higher bandwidth choices in Panels B and C.
[ Table 5 about here]
Results for Model V where y ; y = (0:8; 0) and ( w ; w ) = ( 0:8; 0) are shown in Table  5 . The LWN estimator su¤ers from severe positive bias, and its RMSE is also higher than for the previous models. On the other hand, the LPWN estimators have relatively low biases, and in particular the LPWN(1,1) estimator appears essentially unbiased. When compared in terms of RMSE the LPWN estimators are clearly superior as well. Thus, we have a considerable reduction in bias for all LPWN estimators compared to the LWN estimator, and we also have quite a remarkable reduction in RMSE.
To sum up, the Monte Carlo study shows the usefulness of estimators that explicitly take the short-run dynamics in the perturbation into account, i.e. the LPWN estimators where (R y ; R w ) = (0; 1) and (R y ; R w ) = (1; 1), although the LPWN estimator with (R y ; R w ) = (1; 0) also performs well. All three estimators generally have much smaller biases than the LWN estimator and are fairly robust to the persistence in the perturbation and to the contamination from short-memory dynamics in the signal.
Long memory in DJIA stock volatility
This section analyzes the long memory in daily log-squared returns series of the 30 DJIA stocks corrected for the e¤ects of stock splits and dividends from 1 January 1990 to 31 March 2008, for a sample of n = 4753. To avoid the problem of taking logarithm of zero we based the analysis on adjusted log-squared returns using the method of Fuller (1996, pp. 495-496) , i.e. we analyze
where = 0:02 n P n t=1 r 2 t . We estimate the long memory in logr 2 t using the proposed LPWN estimator. We implement the estimator with (R y ; R w ) equal to (1; 0), (0; 1), and (1; 1), and with starting values as in the Monte Carlo study above. For comparison we also report the standard LW, LPW, and LWN estimates. For all estimators we set the bandwidth as m = an 0:8 , where a 2 f3=4; 1; 5=4g. Table 6 presents the results for the LW, LPW, and LWN estimators. As expected from theory, the LW and LPW estimators appear downward biased and are decreasing in the bandwidth. For the LWN estimator the memory estimates of some of the stocks are in the stationary region, but for the most part they are in the nonstationary region.
[ Table 7 about here]
In Table 7 we present the results for the three variants of the LPWN estimator, i.e. for (R y ; R w ) equal to (1; 0), (0; 1), and (1; 1). First of all, as expected from theory and the simulations above, it is clear that this estimator does not su¤er from the downward bias that increases with bandwidth as is present in the LW and LPW estimators. Second, we note that the three di¤erent implementations of the estimator agree with each other for most stocks and bandwidth choices. Thirdly, the LPWN estimates are similar to the LWN estimates, although the LPWN(0,1) and LPWN(1,1) estimates are slightly higher on average.
To emphasize the importance of the polynomial approximation of the signal process fy t g and the pertubation process fw t g, we also …tted an extended parametric LMSV-ARFIMA(1,d,1)-(1,1) model, where the extension is that the noise is modeled by an ARMA process. That is, we model the periodogram of logr 2 t using the Whittle likelihood framework of Fox & Taqqu (1986) and Breidt et al. (1998) , where the …tted model has spectral density :
In Table 8 the resulting estimates are reported, where we have removed insigni…cant ARMA terms from both the signal and the noise.
[Insert Table 8 about here]
The estimated values of d from the parametric results are in line with those from the LWN and LPWN estimators in Tables 6 and 7 . Furthermore, there is signi…cant (at 10% level) short-run dynamics in the signal (19 out of 30 cases), in the noise (16 out of 30 cases), and in both the signal and noise (13 out of 30 cases). The estimated (long-run) nsr can be calculated from the parameter estimates as in (20), and for most of the stocks it is in the vicinity of 10 30, although there are cases where the nsr is very high because 2 " is very small. Taking the high nsr's and signi…cant short-run dynamics in both the signal and the noise into consideration stresses the importance of the LPWN estimators.
Concluding remarks
In this paper we have proposed a semiparametric local polynomial Whittle with noise estimator of the degree of long memory, d, in fractionally integrated time series perturbed by additive shortrun noise. The estimator models the log-spectrum of the the short-memory component of the signal and that of the perturbation by …nite even polynomials instead of constants near the zero frequency. This is shown to yield a bias reduction depending on the smoothness of the spectra. However, including the polynomials in ‡ates the asymptotic variance ofd by a multiplicative constant which depends on the true long memory parameter, d.
We have shown that the estimator is consistent for d 2 (0; 1), asymptotically normal for d 2 (0; 3=4), and if the spectral density is su¢ ciently smooth near frequency zero the rate of convergence becomes arbitrary close to the parametric rate, p n. Our Monte Carlo study shows that the proposed local polynomial Whittle with noise estimator is able to achieve considerable bias reductions in practice compared to standard (e.g., local Whittle with noise) estimators, especially in cases with short-run dynamics in both the signal and noise components. In an empirical investigation of the 30 DJIA stocks the local polynomial Whittle with noise estimator indicated stronger persistence in volatility than standard estimators, and for most of the stocks produced estimates of d in the nonstationary region.
Appendix A: Proof of Theorem 1
This proof follows the proofs of Theorem 3.1 and Lemma C.2 of Hurvich et al. (2005) . As in their proofs, to show consistency ofd we need to separately prove that lim n!1 P (d 2 D 1 ) = 0 and
. Then the proof that (d d 0 )1fd 2 D 2 g P ! 0 proceeds as in Hurvich et al. (2005 Hurvich et al. ( , pp. 1303 Hurvich et al. ( -1305 by showing that
uniformly on (d; ) 2 D 2 and that To show (22) we apply Proposition A.1 of Hurvich et al. (2005) , which holds here since our Assumptions A1-A6 imply their Assumptions (H1)-(H3) with the exception that we allow serially correlated peturbation terms. It is, however, easily shown that replacing their Assumption (H2) with our Assumption A5, their Proposition A.1 still holds. The only other change is that the term (k=n) min( ;d 0 ) in their eq. (F.15) should be replaced by (k=n) min(' y ;' w ) due to the more accurate approximation of f z ( ) o¤ered by the included polynomials in our function h(d; ; ) in (10), see also Lemma 3 below. Thus, from their Proposition A.1, letting
; then for K 2 (0; 1) and all k 2 f1; : : : ; m 1g, we need to show that jc k c k+1 j Km k 2 and jc m j Km 1 uniformly on (d; ) 2 D 2 , which implies (22). Note that, uniformly on (d; ) 2 D 2 , we have that P m j=1 j 2(d d 0 ) j (d; ) Cm 2(d d 0 )+1 and jk 2(d d 0 ) k (d; ) (k + 1) 2(d d 0 ) k+1 (d; )j Ck 2(d d 0 ) 1 using the mean value theorem and Lemma 2, see also Hurvich et al. (2005 Hurvich et al. ( , p. 1305 . It follows that
Cm 1 ;
which proves (22). The proof that lim n!1 P (d 2 D 1 ) = 0 follows exactly as in Hurvich et al. (2005 Hurvich et al. ( , pp. 1305 Hurvich et al. ( -1306 since their Proposition A.1 holds in our case as well. Henced 
Appendix B: Proof of Theorem 2
For the proof of Theorem 2 we need the score and Hessian (both multiplied by m) of (11):
, h aj ( a ) = h a ( a ; j ); a = y; w, and D n ( ) = fd 2 D : (log n) 5 jd d 0 j < g for > 0. Note that X j is the vector of partial derivatives of log( 2d j h j (d; )). Also de…ne
We next state a lemma adapted from Andrews & Sun (2004) , henceforth abbreviated AS. The proof is given in the next section.
Lemma 1 Under the assumptions of Theorem 2 we have, as n ! 1,
1) ; k = 1; 2; for all sequences of constants f n g n 1 for which n = o (1) ;
Since the LPWN likelihood (11) is a continuous function on a compact set the LPWN estimator exists. From Lemma 1 we know by Lemma 1 of AS that there exists a solution to the …rst order conditions with probability tending to one, and that the solution satis…es the result in Theorem 2. If the (negative) likelihood function is strictly convex and twice di¤erentiable then the solution to the …rst order conditions is unique and minimizes (11) and hence equals the LPWN estimator.
Thus, all that remains is to show that the Hessian is positive de…nite which proves convexity. The positive de…niteness of H 1n follows as in eq. (5.1) of AS. Compared to AS we have the additional term H 2n , for which we know that B 1 n H 2n (d; )B 1 n = o P (1) uniformly on (d; ) 2 D n ( n ) by Lemma 1(b)-(d) and the triangle inequality. Sinced 2 D n ( n ) with probability tending to one by Theorem 1, this shows that H n is positive de…nite with probability tending to one, which concludes the proof.
Appendix C: Proof of Lemma 1
We now turn to the proof of Lemma 1, which follows the method of proof for Lemma 2 of AS, with modi…cations to allow d 1=2 (following Velasco (1999) ) and to accommodate the additive noise term in the spectral density (see Lemma 3), and with an additional proof for each of (b), (c), and (d) of negligibility of the term H 2n .
C.1 Proof of (a)
This follows by approximating sums by integrals, see Lemma 2 of Andrews & Guggenberger (2003) .
C.2 Proof of (b), …rst statement
The proof roughly follows that of Lemma 2(b) in AS. Corresponding to their (A.6), de…nẽ (1 + k 1 ; 1 + k 2 ) :G 2 0;0;0;0;0 G 0;0;0;0;0G0;k 1 +k 2 ;0;2;0 G 0;k 1 ;0;1;0G0;k 2 ;0;1;0 ;
(1 + k; 2 + R y + i) :G 2 0;0;0;0;0 G 0;0;0;0;0G0;k+i+d;1fi 1g;1;1 G 0;k;0;1;0G0;i+d;1fi 1g;0;1 ;
(2 + R y + i 1 ; 2 + R y + i 2 ) :G 2 0;0;0;0;0 G 0;0;0;0;0G0;i 1 +i 2 +2d;1fi 1 1g+1fi 2 1g;0;2 G 0;i 1 +d;1fi 1 1g;0;1G0;i 2 +d;1fi 2 1g;0;1 ; for k; k 1 ; k 2 = 1; : : : ; R y and i; i 1 ; i 2 = 0; : : : ; R w . The corresponding elements of B 1 n J n B 1 n are given by the same expressions withG a;b;c;c 1 ;c 2 replaced by J a;b;c . To prove the …rst statement of Lemma 1(b) it su¢ ces to show that (since b is a function of d, we distinguish between b and b 0 )
Note that, because B 1 n J n B 1 n = O((log m) 2 ),~ a;b 0 ;c;c 1 ;c 2 = o P ((log m) 2 ) would be su¢ cient to prove part (b) for H 1n , but we show the stronger version since it will be useful in the proof of part (c).
In view of Lemma 3 below, the proof of (A.9) in AS pp. 598-599 works also for our eq. (24), where we …nd that (with k;n (d) de…ned in Lemma 3) 
in the stationary case and
in the nonstationary case. By (16) and d 0 < d 2 < 3=4, clearly a;b 0 ;c = o P ((log m) 2 ) in both cases.
To prove (25) we writeG a;b 0 ;c;c 1 ; 
C.3 Proof of (e)
We now prove part (e) since it will be useful in the proof of the remaining statements. By (24) and (25) with a = b = c = c 1 = c 2 = 0 we get thatĜ (d 0 ; 0 ) P ! G 0 , so that, apart from smaller order terms,
where g j (d; ) = g (d; ; j ) andX j = (X 1;j ;X 0 2;j ;X 0 3;j ) 0 with
for k = 1; : : : ; R y and i = 0; : : : ; R w , andX 0;j isX j evaluated at (d 0 ; 0 ). As in AS p. 601 we write the right-hand side of (26) as T 1;n + T 2;n + T 3;n + T 4;n , where
Then we show that T 3;n d ! N 0; Ry;Rw while T i;n = o P (1) for i = 1; 2; 4. Clearly the proof for T 3;n of AS works here as well. We just have to verify that m 1 P m which follows from part (a) of the lemma.
To show the result for T 1;n we use summation by parts: 2d 0 ) ) in the nonstationary case. Since d 0 belongs to the interior of the parameter space it follows that T 1;n = o P (1).
To prove the result for T 2;n we use Robinson's (1995b) Theorem 2, i.e., that EI y ( j ) =f y ( j ) = 1 + O(j 1 (log j)) uniformly in j = 1; : : : ; m in the stationary case, as well as Velasco's (1999) Theorem 1, EI y ( j ) =f y ( j ) = 1 + O(j 2d 0 2 (log j)) uniformly in j = 1; : : : ; m in the nonstationary case. Note that, as in AS, the remainder terms are di¤erent from those of Robinson (1995b) and Velasco (1999) because of the normalization by f y ( j ) rather than by G 0 2d 0 j . Thus, as in the proof of Lemma 3 we can write
By the same reasoning and by independence of fy t g and fw t g, the second to last term is O P ( d 0 j j 1 (log j)) in the stationary case and O P ( d 0 j j 2d 0 2 (log j)) in the nonstationary case (see also the proof of Lemma 3 below and the second to last equation on p. 108 of Velasco (1999) ). We thus obtain the bounds EI z ( j ) =f z ( j ) 1 = O(j 1 (log j)) for the stationary case and EI z ( j ) =f z ( j ) 1 = O(j 2d 0 2 (log j)) for the nonstationary case, for all j = 1; : : : ; m.
We also have that f z ( j ) =g j (d 0 ; 0 ) 1 = O((j=n) ' y + (j=n) 2d 0 +' w ) for all j = 1; : : : ; m by (14).
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Therefore, in the stationary case, T 2;n can be bounded similarly to (A.24) of AS,
using also that jX 0;j 1 m P m k=1X 0;k j = O(log m) uniformly in j = 1; : : : ; m. In the nonstationary case we …nd in the same way that
In both the stationary and nonstationary cases,
The proof for T 4;n follows from summation by parts and the approximation f z ( j ) =g j (d 0 ; 0 ) 1 = O((j=n) ' y + (j=n) 2d 0 +' w ) for all j = 1; : : : ; m, which implies that
Condition (16) shows that this is o P (1).
C.4 Proof of (b), second statement
The matrix B 1 n H 2n (d; )B 1 n is symmetric and has (i; l)'th and (l; i)'th elements
j exp(h wj ( w ))(2 log j ) h j (d; ) ; i = 1; : : : ; R y + 1; l = 1;
! X 1j (X j ) i ; i = R y + 2; : : : ; R + 2; l = 1;
! (X j ) i ((X j ) l + (j=m) 2(l 1) ); i; l = 2; : : : ; R y + 1;
! (X j ) i ((X j ) l + (j=m) 2(l Ry 2) ); i; l = R y + 2; : : : ; R + 2;
! (X j ) i (X j ) l ; i = 2; : : : ; R y + 1; l = R y + 2; : : : ; R + 2;
with R = R y + R w . To prove the second statement of Lemma 1(b) we have to show that these are all negligible when evaluated at (d 0 ; 0 ). It su¢ ces to prove the result for the generic term
where q j (d 0 ; 0 ) depends on j but is at most of order O (log n) 2 and satis…es q j+1 (d 0 ; 0 ) q j (d 0 ; 0 ) = O(j 1 (log n)) uniformly in j = 1; : : : ; m. Summation by parts on V n (d 0 ; 0 ) yieldŝ
where the …rst equality follows from part (e) of the lemma.
C.5 Proof of (c)
First we prove the result for H 1n , where we need to show that
for a; c; c 1 ; c 2 = 0; 1; 2 and b = 0; 1; : : : ; 2R y ; d; d + 1; : : : ; d + R w + R y ; 2d; 2d + 1; : : : ; 2d + 2R w . Again, showing that the di¤erence is o P ((log m) 2 ) informly in 2 would be su¢ cient to prove part (c) for H 1n , but the stronger version listed in the above equation will be useful in the proof for H 2n . By the triangle inequality and (25) it su¢ ces to show that
(28) The …rst term on the left-hand side of (28) is can be bounded in exactly the same way as (25), and the result follows using Lemma 2(i)-(ii). The second term on the left-hand side of (28) is
noting that all the terms inside the summation on the right-hand side of the …rst equality are positive. From Lemma 2(ii),(iv) andĜ a;b 0 ;c (d 0 ; 0 ) = O P ((log m) a ), it follows that the second term on the left-hand side of (28) is O P ((log m) a (1 + o(1)) 1 2d 0 m ), which proves (28). Next we prove the result for H 2n . Again, it su¢ ces to show the result for the generic term V n (d; ) de…ned in (27), i.e. we must show that sup 2 jV n (d 0 ; ) V n (d 0 ; 0 )j = o P (1). By (24) and (28) we have that
and sup 2 jV n (d 0 ; ) V n (d 0 ; 0 )j is, apart from a term that is negligible uniformly in ,
By the triangle inequality, (30) is bounded by
Note that, by inspection of the de…nition of q j (d; ) in (27) and application of Lemma 2(i)-(ii), it holds that sup 2 ;j=1;:::;m
such that (32) is
: Applying summation by parts to (33) we get the bound
The …rst term is
by (28), Lemma 2(i)-(ii), and sup 2 q m (d 0 ; ) = O((log n) 2 ). The second term is
Thus both terms of (33) are o P (1) by (16) 
Along the same lines we rewrite (31) as
and, using the de…nition ofĜ a;b;c (d; ), this is equal to
where the second term is easily seen to be o P ((log n) 4 (m=n) 2d 0 ) = o P (1). By (34), the …rst term is
This is o P (1) which proves part (c).
C.6 Proof of (d)
Again, we …rst prove the result for H 1n which follows if sup d2Dn( n ); 2 
we need to show that, for all a; c; c 1 ; c 2 = 0; 1; 2 and b = 0; 1; : : : ; The result for Z 3;a;b 0 ;c;c 1 ;c 2 ( n ) follows from part (c) of the lemma since it does not depend on d.
For Z 2;a;b;c ( n ) we …nd that
(2 log j ) a :
By Lemma 2(iii), the …rst term of Z 2;a;b;c ( n ) is bounded by
The second term of Z 2;a;b;c ( n ) is bounded by
and using Lemma 2(iii),(v) we …nd that (36) is
Thus, applying also Lemma 2(ii), (37) is
which is o P n 2d 0 (log m) 2 because n = o (1) and a 2.
:
Using the arguments applied to (25) and using Lemma 2(i),(iii), the result for Z 1;a;b;c;c 1 ;c 2 ( n ) follows.
We proceed to show that sup d2Dn( n ); 2 B 1 n kH 2n (d; ) H 2n (d 0 ; )k B 1 n = o P (1) or equivalently that sup d2Dn( n ); 2 jV n (d; ) V n (d 0 ; )j = o P (1). Since we have shown (35) we have that G(d; ) P ! G uniformly in d 2 D n ( n ) and 2 , so we need to show that the following is o P (1) :
By the triangle inequality we get the bounds
and
The required results for (40) and (43) follow using the mean value theorem as in (37), whereas the results for (41) and (44) follow as in (36). For (42) and (45) we note that, by inspection of the de…nition of q j (d; ) in (27), c.f. (34), it su¢ ces to prove the result for
Inserting this into (42) ((45) follows in the same way) we get the bound
27 which we can handle similarly to (36) and (37), respectively.
Appendix D: Auxiliary lemmas
We now state two useful lemmas, which are used in the proofs of the main theorems. The …rst is stated without proof and gathers some properties of the function h j (d; ) , which all follow by compactness of and the expansion exp(x) = 1 + x + x 2 2! + : : :.
Lemma 2 Let h aj ( a ) = P Ra r=1 a;r 2r ; a = y; w, h j (d; ) = exp (h yj ( y )) + 2d j exp (h wj ( w )), 0 < d 1 < d 2 < 1, and let be compact. Then, as n ! 1,
The next lemma provides approximations of the periodogram of z t by that of " t , following well known results from, e.g., Robinson (1995a) , Velasco (1999) , AS, and Hurvich et al. (2005) .
Lemma 3 Let Assumptions A1-A6 hold. Then, as n ! 1 and for all k = 1; : : : ; m,
where k;n (d) = k 1=3 (log k) 2=3 + k 1=2 n 1=4 in the stationary case, and in the nonstationary case
(46) In the stationary case the second term on the right-hand side of (46) is O P (k 1=3 (log k) 2=3 + k ' y +1 n ' y +k 1=2 n 1=4 ) by (A.13)(i) of AS, and in the nonstationary case it is O P (k 1=(5 4d 0 ) (log k) 2=(5 4d 0 ) + k ' y +1 n ' y + k 2d 0 1 (log k) + n 1=2 k (1+d 0 )=2 (log n) 5=4 + n 1=4 k d 0 (log k) 1=2 ) by slight modi…cation of Lemma 1 of Velasco (1999) to account for the better approximation of f y ( j ) due to the polynomial ing j (d 0 ; 0 ) (the required modi…cation is the same as that used by AS to modify (4.8) of Robinson (1995a) to obtain their (A.13)(i)). The …rst term on the right-hand side of (46) is
Re (I yw ( j )) p G 0 0 exp(h wj ( 0w ))g j (d 0 ; 0 ) (48)
where I ab ( ) = 1 2 n P n t=1 P n s=1 a t b s e i(s t) denotes the cross-periodogram between the two series a t and b t . Using summation by parts on (47) we …nd that
which is O P ((k=n) 2d 0 (k 1=3 (log k) 2=3 + k ' y +1 n ' y + k 1=2 n 1=4 + k 1=2 )) in the stationary case whereas it is O P ((k=n) 2d 0 (k 1=(5 4d 0 ) (log k) 2=(5 4d 0 ) + k ' y +1 n ' y + k 2d 0 1 (log k) + n 1=2 k (1+d 0 )=2 (log n) 5=4 + n 1=4 k d 0 (log k) 1=2 + k 1=2 )) in the nonstationary case, by the same methods as applied previously and using also (4.9) of Robinson (1995a) and that jg j (d 0 ; 0 )=g j (d 0 ; 0 ) 1j C(j=n) 2d 0 . Next, (49) is easily seen to be O P ((j=n) 2d 0 ) because EjI w ( j )j = O P (1) uniformly in j = 1; : : : ; m. Since fy t g and fw t g are independent (48) is O P ((j=n) d 0 (j 1 (log j) + (j=n) min(' y ;' w ) )) in the stationary case by Theorem 2 of Robinson (1995b) , yielding a contribution to (46) of O P ((k=n) d 0 ((log k) + k 1+min(' y ;' w ) n min(' y ;' w ) )). In the nonstationary case we use Theorem 1 of Velasco (1999) which shows that Re(I yw ( j ))jg j (d 0 ; 0 ) j 1=2 jG 0 0 exp(h wj ( 0w ))j 1=2 = O P ((j 2d 0 2 (log j)+(j=n) min(' y ;' w ) )), yielding a contribution to (46) of O P ((k=n) d 0 (k d 0 (log k) + k 1+min(' y ;' w ) n min(' y ;' w ) ) (Velasco's result has to be modi…ed to accommodate multivariate time series, but the modi…cation is simple by comparing e.g. his equation (A.1) with equation (4.3) of Robinson (1995b) , see also the second to last equation on p. 108 of Velasco (1999) ). The di¤erence in the remainder terms relative to Robinson (1995b) and Velasco (1999) is due to the di¤erent remainder term in the approximation of f y ( j ) byg j (d 0 ; 0 ) due to the polynomial ing j (d 0 ; 0 ). To prove the second result we write
By (A.21) of AS, (51) is O P (k 1=3 (log k) 2=3 + k ' y +1=2 n ' y + k 1=2 n 1=4 ) in the stationary case, and by (slight modi…cation of) Lemma 1 of Velasco (1999) , (51) is O P (k 1=(5 4d 0 ) (log k) 2=(5 4d 0 ) + k ' y +1=2 n ' y + k 2d 0 1 (log k) + n 1=2 k (1+d 0 )=2 (log n) 5=4 + n 1=4 k d 0 (log k) 1=2 ) in the nonstationary case. For eq. (50) we write
using also that G 0 0 exp(h wj ( 0w )) = g j (d 0 ; 0 ) g j (d 0 ; 0 ). Using summation by parts the contribution from the last term of (55) is G 0 0 times
(2 I ( j ) 1) = k 1 X j=1 exp(h wj ( 0w ))g j+1 (d 0 ; 0 ) exp(h wj+1 ( 0w ))g j (d 0 ; 0 ) g j (d 0 ; 0 ) g j+1 (d 0 ; 0 ) O P (j 1=2 ) + exp(h wk ( 0w )) g k (d 0 ; 0 ) O P (k 1=2 ) = O P 0 @ k 1 X j=1 j 2d 0 1=2 n 2d 0 1 A + O P (k 1=2+2d 0 n 2d 0 ) = O P (k 1=2+2d 0 n 2d 0 ); using (4.9) of Robinson (1995a) for the second equality. The …rst term of (55) is handled in exactly the same way yielding the same contribution. For the term (53) we can split it up in the same way as (54) and the last term of (55), and the contribution is the same. Using summation by parts on (52) its contribution to (50) is
which is O P (k=n) 2d 0 (k 1=3 (log k) 2=3 + k ' y +1=2 n ' y + k 1=2 n 1=4 ) in the stationary case using (A.21) of AS. In the nonstationary case we use Lemma 1 of Velasco (1999) and get that the contribution of (52) to (50) is O P ((k=n) 2d 0 (k 1=(5 4d 0 ) (log k) 2=(5 4d 0 ) + k ' y +1=2 n ' y + k 2d 0 1 (log k) + n 1=2 k (1+d 0 )=2 (log n) 5=4 + n 1=4 k d 0 (log k) 1=2 )):
Finally the term (54) is handled in exactly the same way as the stationary case of (52) yielding the contribution O P (k=n) 2d 0 (k 1=3 (log k) 2=3 + k ' w +1=2 n ' w + k 1=2 n 1=4 ) to (50). 
