Abstract. Nowadays, a large amount of text documents are produced on a daily basis, so we need efficient and effective access to their content. News articles, blogs and technical reports are often lengthy, so the reader needs a quick overview of the underlying content. To that end we present graph-based models for keyword extraction, in order to compare the Bag of Words model with the Graph of Words model in the keyword extraction problem. We compare their performance in two publicly available datasets using the evaluation measures Precision@10, mean Average Precision and Jaccard coefficient. The methods we have selected for comparison are grouped into two main categories. On the one hand, centrality measures on the formulated Graph-of-Words (GoW) are able to rank all words in a document from the most central to the less central, according to their score in the GoW representation. On the other hand, community detection algorithms on the GoW provide the largest community that contains the key nodes (words) in the GoW. We selected these methods as the most prominent methods to identify central nodes in a GoW model. We conclude that term-frequency scores (BoW model) are useful only in the case of less structured text, while in more structured text documents, the order of words plays a key role and graph-based models are superior to the term-frequency scores per document.
Introduction
Textual information is all around us (smartphones, WWW, social media, etc.), involving large streams of information with content that needs to be accessed quickly. At the level of a single document, reading lengthy text documents is a time consuming process that needs to be assisted by a keyword extraction mechanism, in order to provide the reader a quick overview of the main topics of the text document. Keyword extraction needs to be an automatic process, assisted by efficient and effective text representations that exploit graph models.
The methods that have been used for keyword extraction on the graph of words are grouped into two main categories. Firstly, centrality measures and more general centrality-based scores (transitivity, coreness) are employed, being able to rank all words in a document from the most central to the less central, according to their score in the GoW representation. Secondly, community detection algorithms on the GoW provide the largest community that contains the key nodes (words) in the GoW. Graph-based keyword extraction methods are reported in [1] .
Betweenness centrality has been used in the context of keyword extraction [1] , as well as the closeness centrality [2] , the degree centrality [3] , Eigenvector centrality [4] and PageRank [5] . In addition, eccentricity [6] and coreness, transitivity (known also as clustering coefficient) and Term-Frequency (TF) scores have been examined in keyword extraction [3] .
The largest community of the graph of words may also be extracted to provide a group of words as the most representative ones in the text document. This approach have been discussed in [7] , where the extraction of the key-community of words is done using the edge betweenness modularity maximization method.
The purpose of this paper is to review unsupervised graph-based models and to compare them in two public annotated collections. We propose and examine alternative centrality-based methods to extract keywords from the Graph of Words (GoW) model, which is an extension of the Bag of Words (BoW) representation model. Our paper is structured as follows. In Section 2 we present the BoW and GoW text representation models and in Section 3 we additionally provide centrality measures and community detection approaches for the extraction of keywords from text documents, when they are combined with a graph of words. In Section 4 we examine which method performs better in public datasets and finally in Section 5 we conclude our paper.
BoW and GoW models
We describe and apply the GoW model in the keyword extraction problem and we compare its performance with the BoW model, as obtained from the most frequent terms in a document.
BoW model
The Bag-of-words (BoW) model is a text representation which have been used in Natural Language Processing (NLP) and in Information Retrieval (IR). In this model, text is represented as a bag which contains all text's words, free from grammar and word order. Word's multiplicity is the number of occurrences of a word in a document, known also as term frequency (tf):
where n wd is the number of occurrences of word w in document d and n d is the number of words in document d.
Term frequency (tf) scores are weighted by the inverse document frequency, to put less weight in words that appear in many documents. The tfidf scores are defined as:
where N is the total number of documents in the database and n w is the number of occurrences of word w in the whole database.
GoW model
Graph of words (GoW) is the representation of a text document as an unweighted graph [8] , where its nodes represent terms (words). Given a window of N successive words in a document, all terms in the window are mutually linked and each edge represents the co-occurrence of a pair of terms in the window set. Links on the graph representation of a text document are provided by bi-grams and/or tri-grams, according to the size of the considered window of N = 2 or N = 3 respectively. Contrary to the BoW representation, the GoW model exploits n-grams to formulate the graph of words and, moreover, keeps the complex structure of the interdependencies among all n-grams. Using for example only the word frequency in a text (unigrams), the model will not reveal the fact that after a name follows a verb in the text, but the n-grams keep this information, as shown in Figure 1 .
Keyword extraction using the GoW model and centrality measures
We examine the performance of the following centrality measures in the keyword extraction problem, as recent centrality measures that have been introduced in Statistical Mechanics [9] or Security Informatics [10] , namely Mapping Entropy and Mapping Entropy Betweenness (MEB), respectively. Let G be the graph of words, where N (n k ) denotes the neighborhood of the node n k . We also propose a novel centrality measure, motivated by Mapping Entropy [9] and MEB [10] , as follows:
where CC i is the closeness centrality of node n i . Hence, the proposed centrality measure is called Mapping Entropy Closeness (MEC). The community detection approach for keyword extraction [7] , is based on the maximization of modularity. In the following experiments (Section 4) we moreover examine the performance of the largest detected community of words, in the GoW representation, as extracted by one of the following approaches:
-Fast greedy (modularity maximization) [11] -Infomap (codelength minimization) [12, 12] -Label Propagation [13] -Louvain (modularity maximization) [14] -Walktrap (random walks) [15] The results are presented in the following section.
Experimental comparison
In this section we examine which mode is more suitable to the keyword extraction problem, in two diverse public datasets. We involve all methods that have been discussed in Section 2 in our experimental comparison, which is done under the evaluation measures Precision at 10 (P@10) and Average Precision, which are popular in IR tasks. Moreover, the Jaccard index is able to measure the similarity between the ground-truth list of keywords and the keywords that are extracted by each method.
Dataset description
The datasets we have selected for comparison are, firstly, the Fao780 3 dataset which contains 779 documents and the CiteULike180 4 dataset with 183 text documents, tagged by 152 taggers. The CiteULike dataset has 183 publications crawled from CiteULike, and keywords assigned by different CiteULike users who saved these publications. The other dataset, FAO780, has 779 FAO publications with Agrovoc terms from official documents of the Food and Agriculture Organization of the United Nations (FAO). 
Settings
Firstly, we remove punctuation and we transform all letters to lowercase. Numbers are also removed, as well as the English stopwords, which are common words that are repeated (e.g. "the", "a", "and") without adding meaning to the document, known as the SMART 5 stopwords list. Moreover, we stem each word, i.e. we remove the ending of the word, so as to keep only the word's stem. Afterwards, we construct the graph of words, which has as nodes the words of our document. Two nodes take link if a word follows the other, i.e. any two terms of a bi-gram (N = 2) are connected. We also examine the performance of the keyword extraction problem, by linking the terms of tri-grams (N = 3). In all datasets, we keep the top-20 keywords for each selected centrality score (Betweenness, Closeness, Degree, Eigenvector, Page Rank, Mapping Entropy, MEB, MEC, Coreness, Transitivity, Eccentricity) and for the top-20 most frequent terms (TF scores). In the case of the most informative community of the constructed graph of words, we use five prominent community detection algorithms (Fast greedy, Infomap, Label Prop, Louvain and Walktrap).
Results
The GoW model is superior to the BoW representation, in the case of structured text, as shown in Table 1 and in Table 2 for a window of size N = 2 and N = 3, respectively. FAO documents have more unstructured text than CiteULike documents, where we present two sample text documents from these datasets in Figure 2 . In the case of structured text (CiteULike), we observe that the GoW representation performs better than the simple statistical term frequency scores. On the other hand, in the FAO dataset, term frequency scores count the most frequent words and are able to identify the most critical words in each document. In structured text, the order of words is very important because links are added between a word and its N successive words.
Given the GoW representation, we observe that when N = 3 the results are better than the case of N = 2, where N is the number of successive words that are linked. However, the linking of more words than N = 3 successive words, makes the graph of words almost complete, so centralities become identical and the graph has only one community (all the graph). Among the centrality measures, closeness centrality performs better than the other measures. In the case of N = 2, Mapping Entropy Betweenness centrality has larger Jaccard index than all other methods. Among the community detection approaches, the Infomap communities contain the most important words on average and therefore obtain higher Jaccard, Average Precision and P@10.
Community detection approaches are not superior to centrality scores, in all cases examined. Our proposed Mapping Entropy Closeness (MEC) centrality measure is the second most performing keyword extraction approach, in the case of Jaccard index, following the Mapping Entropy Betweenness (MEB) scores.
Conclusion
We used graph-based models to extract keywords from text documents. We examined the performance of 17 keyword extraction techniques based on centrality measures and community detection approaches on the graph of words. We observed that in the case of structured text the GoW representation performs better than the simple statistical term frequency scores. On the other hand, term frequency scores were able to identify the most critical words in each document where text is less structured. We also proposed the Mapping Entropy Closeness (MEC) centrality measure which is the second most performing keyword extraction approach, in the case of Jaccard index, following the Mapping Entropy Betweenness (MEB) scores. Centrality scores outperform community detection approaches in keyword extraction in all datasets examined.
