In this paper, we analyze the verification of K-step opacity in discrete event systems that are modeled as (possibly non-deterministic) finite automata with partial observation on their transitions. A system is K-step opaque if the entrance of the system state within the last K observations to a set of secret states remains opaque to an intruder who has complete knowledge of the system model and observes system activity through some projection map. We establish that the verification of K-step opacity is NP-hard. We also investigate the role of delay K in K-step opacity and show that there exists a delay K * such that K-step opacity and K ′ -step opacity become equivalent for K ′ > K ≥ K * .
I. INTRODUCTION
Motivated by the increased reliance of many applications on shared cyber-infrastructures (ranging from defense and banking to health care and power distribution systems), various notions of security and privacy have received considerable attention from researchers. The notion of opacity focuses on characterizing the information flow from the system to the intruder [1] , [2] and aims at determining whether a given system's secret behavior (i.e., a subset of the behavior of the system that is considered critical and is usually represented by a predicate) is kept opaque to outsiders [3] , [4] . More specifically, this requires that the intruder (modeled as a passive observer of the system's behavior) never be able to establish the truth of the predicate.
In our work in [4] , [5] , [6] , we consider a scenario where we are given a discrete event system (DES) that can be modeled as a (possibly non-deterministic) finite automaton with partial observation on its transitions; assuming that the initial state of the system is (partially) unknown, we define the secret behavior of the system as the evolution of the system's state to a subset of secret states S. The intruder is assumed to have full knowledge of the system model and be able to track the observable transitions in the system via the observation of the associated labels. In [4] , we extend this notion of opacity to K-step opacity (for K ≥ 0) by requiring that the entrance of the system state to the set of secret states S at any time during the past K observations remains opaque to the intruder. Examples to motivate the study of state-based notions of opacity are provided in [6] .
In this paper, we establish that the verification of Kstep opacity is an NP-hard problem. We also investigate the impact of delay on the amount of information that can flow to the intruder and show that there exists a delay K * (which we characterize exactly) after which K-step opacity and K ′ -step opacity become equivalent (for K ′ > K ≥ K * ). Apart from our own work in [4] , [5] , [6] , the work in this paper is also related to some of the existing security work in the area of DESs. In particular, [7] focuses on finite state Petri nets and defines opacity with respect to state-based predicates; our work in [4] , [5] and in this paper essentially studies and solves this problem for the case of finite automata and introduces the notion of K-step opacity (not present in either [3] or [7] ). The authors of [8] follow a language-based approach with multiple observers of varying observation capabilities (modeled through different observable transitions) and require that no observer be able to establish with certainty that the actual trajectory of the system belongs to the secret language that is assigned to it. Assuming that all events are observable, sufficient conditions for the existence of a finite state controller that can enforce opacity are then obtained. In contrast to [8] , opacity in our framework assumes that the states of the system can be partitioned into secret and non-secret ones; this statebased formulation is what enables us to use various state estimators to verify opacity. Related to our work here is also the work in [9] where the authors partition the event set into public level and private level events, and consider the verification of intransitive non-interference, a property that captures the allowed information flow (e.g., the occurrence of certain events) from private level events to public level events through a downgrading process. Our model of the intruder's capability (in terms of observability power) is different from [9] which makes the two frameworks hard to compare. However, in the sequel, we show that for the case when there is no downgrading process, the notion of noninterference can be translated to an instance of 0-step opacity. Note that, in general, one cannot formulate the notion of Kstep opacity for K > 0 in the framework of [9] .
II. PRELIMINARIES AND BACKGROUND

A. Non-Deterministic Finite Automata
Let Σ be an alphabet and denote by Σ * the set of all finitelength strings of elements of Σ, including the empty string ǫ. For any string t, |t| denotes the length of t. A language L ⊆ Σ * is a subset of finite-length strings from Σ * . A language is finite if it contains only a finite number of strings. We say a language L is finite of length K if the length of the strings in L is at most K. For a string ω, ω denotes the prefix-closure of ω and is defined asω = {t ∈ Σ * | ∃s ∈ Σ * : ts = ω}. The prefix closure L of language L is the set of all prefix closures of all strings in L. A language is prefix-closed if L = L. The post-string ω/s of ω after s ∈ω is defined as ω/s = {t ∈ Σ * | st = ω} [10] . A DES is modeled as a (possibly non-deterministic) finite automaton G = (X, Σ, δ, X 0 , X m ), where X = {0, 1, . . . , N − 1} is the set of states, Σ is the set of events, X 0 ⊆ X is the set of possible initial states, δ : X × Σ → 2 X (where 2 X is the power set of X) is the possibly nondeterministic state transition function, and X m ⊆ X is the set of marked states. The function δ can be extended from the domain X × Σ to the domain X × Σ * in the routine recursive manner: δ(i, ts) := j∈δ(i,t) δ(j, s), for t ∈ Σ and s ∈ Σ * with δ(i, ǫ) :
In general, only a subset Σ obs of the events can be observed. Typically, one assumes that Σ can be partitioned into two sets, the set of observable events Σ obs and the set of unobservable events Σ uo (so that Σ obs ∩ Σ uo = ∅ and Σ obs ∪ Σ uo = Σ). The natural projection P : Σ * → Σ * obs can be used to map any trace executed in the system to the sequence of observations associated with it. This projection is defined recursively as P (ts) = P (t)P (s), t ∈ Σ, s ∈ Σ * , with P (t) = t if t ∈ Σ obs and P (t) = ǫ if t ∈ Σ uo ∪ {ǫ} [10] .
Upon observing some string (sequence of observations) s ∈ Σ * obs , the state of the system might not be identifiable uniquely due to the lack of knowledge of the initial state and the partial observation of events. We denote the set of states that the system might reside in given that s was observed as the (current) state estimate.
Given a (possibly non-deterministic) finite automaton G = (X, Σ, δ, X 0 ), we define X K (K ≥ 2) as the set of K-tuples of states of DES G, i.e.,
Note that a 2-dimensional state mapping is simply a state mapping as introduced in [6] . The set of states included as the first (last) component in a Kdimensional state mapping m is called the set of starting (ending) states of m. We index the set of starting states for K-dimensional state mapping m by m(K − 1) and the set of ending states by m(0). We also denote by m(k), 0 < k < K −1, the set of intermediate states in the K-tuple. We define the shift operator : 2
We can map any observation of finite but arbitrary length in DES G to a state mapping by using the mapping M :
* , P (t) = s, j ∈ δ(i, t)}, which we call the s-induced state mapping. The 2-tuple (i, j) ∈ M (s), implies that there exists a sequence of events that starts from i and ends in j, and produces observation s. Finally, for any Z ⊆ X and K ≥ 2, we define the operator
. . , i)|i ∈ Z} where the tuples involve K identical elements.
B. Brief Review of Complexity Theory
We now briefly review necessary results and definitions from complexity theory (see [11] for further details). A problem is a parameterized question to be answered. An instance of a problem is obtained by specifying particular values for all the problem parameters. A decision problem is one whose answer, depending on the instance, is either "yes" or "no". An algorithm solves a problem if it produces a correct answer when applied to any instance of the problem. In the sequel, we only consider decision problems.
The class of decision problems that can be solved by a polynomial-time algorithm is called P. NP stands for the class of decision problems that are "verifiable" by a polynomialtime algorithm [11] . A decision problem is NP-hard if any other decision problem in NP can be reduced to this problem using a polynomial-time algorithm. If a decision problem is NP-hard and is in NP, then it is called NP-complete.
One of the first problems proved to be NP-complete is the non-tautology (NT) problem introduced in [12] . In order to describe this problem formally, we introduce some notation. Let U = {u 1 , u 2 , . . . , u M } be a set of Boolean variables (i.e., variables that take value in {0, 1}). A truth assignment for U is a function T : U → {0, 1}. If T (u) = 1 we say that u is true under T . If u is a variable in U , u and ¬u (negated u) are literals over U . A Boolean expression is built from a set of Boolean variables U , conjunction (logical AND) ∧, disjunction (logical OR) ∨, logical negation ¬, and parentheses for grouping. A phrase p is a conjunction of literals. A Boolean expression E is considered to be in (L, P )-disjunctive normal form ((L, P )-DNF) if it is a disjunction of P phrases {p 1 , . . . , p P } each with at most L literals. E can also be represented as {p 1 , . . . , p P }. We assume that for each variable u, at most one of the literals u or ¬u appears in every phrase.
Definition 1 (Non-Tautology (NT) Problem): Given a set of variables U = {u 1 , . . . , u M } and a Boolean expression E = {p 1 , . . . , p P } in (L, P )-DNF, for L, P > 0, does there exist a truth assignment T for U that makes E false? The authors of [12] prove that this problem is NP-complete for M > 1 and P > 2. After this, many authors used this result to prove NP-hardness of many problems by reducing WeA06.5 the NT problem to an instance of the problem of interest via a polynomial-time algorithm. One of these problems is the problem of language equivalence for non-deterministic automata with finite languages (EQ).
Definition 2 (Language Equivalence (EQ) Problem):
The authors of [13] prove that the EQ problem is NPcomplete for |Σ| > 1. In Section IV-B, we define the EQ-CLOSED problem as a special case of the EQ problem when X m = X and show that EQ-CLOSED is also NP-complete for |Σ| > 1.
III. PROBLEM FORMULATION The notion of K-step opacity [4] is suitable for cases where there is a bounded delay, after which one does not care if the outside observer can infer information about behavior that was previously considered secret (e.g., because the secret transaction has completed or because the intrusion will be detected).
Definition 3 (K-Step Opacity): Given a (possibly nondeterministic) finite automaton G = (X, Σ, δ, X 0 ), a projection map P with respect to the set of observable events Σ obs (Σ obs ⊆ Σ), and a set of secret states S ⊆ X, automaton G is K-step opaque (for some K ≥ 0) with respect to S and P (or (S, P, K)-opaque), if for all t ∈ Σ * , t ′ ∈t, and i ∈ X 0 ,
The notion of non-interference is defined assuming that the set of events Σ can be partitioned into a finite number of security levels [9] . When there are only two levels of security, i.e., public events Σ P u and private events Σ P r (so that Σ = Σ P u ∪ Σ P r and Σ P u ∩ Σ P r = ∅), noninterference requires that a user who only observes public events cannot determine the occurrence of private events [9] . More specifically, in a non-interferent system G, for every string in L(G) containing private events, there exists another string in L(G) with the same substring of public events and without private events. The notion of non-interference for this scenario can be translated to an instance of 0-step opacity as follows. We first obtain the product [10]Ĝ = G × H where the deterministic automaton H is depicted in Figure 1 a. This product essentially splits and annotates the states of G with label P r if they are reachable via a sequence of events that contains at least one private event, and with label P u, otherwise. If we define the set of secret states S to be the set of states inĜ with label P r, i.e., S = {(x, P r)|x ∈ X}, then it is not hard to show that G is non-interferent if and only ifĜ is (S, P, 0)-opaque where the projection map P is with respect to the set of observable events Σ obs = Σ P u .
Remark 2: In the framework considered in [8] , the set of strings L(G) in the system is partitioned into secret strings E and non-secret strings L(G) − E, and the system is opaque if cannot be translated to a version of language-based opacity as studied in [8] because in the framework we consider here, each string in the system can be treated both as secret (when it visited secret states during the past K observations) and non-secret (when it did not visit any secret state during the past K observations). To clarify this issue consider the DES G in Figure 1 -b and assume that X 0 = {0}, S = {1, 6}, and Σ obs = {α}. In order to characterize 2-step opacity using the framework of [8] , one might be tempted to define this language as the set of all strings that can be generated by the system and visit a secret state within the past 2 observations. Hence, E = {α, αδ uo , αδ uo α, δ uo αα} which implies that L(G)−E = {ǫ, δ uo , δ uo α}. It is not hard to see that P (E) P (L(G) − E) although the system is 2-step opaque.
IV. VERIFICATION OF K -STEP OPACITY
A. Verification of K-Step Opacity using State Estimators K-step opacity is a predicate defined for states which have been visited a fixed number of observations in the past. Existing state estimation techniques cannot verify these properties since they are not tracking the trajectory of the states. For this reason, our work in [4] , [5] , [6] introduces K-delay state estimators which are capable of capturing the estimate of the states the system was possibly in when it generated the K th to last output (i.e., the state of the system K observations ago) following a sequence of observations s = α 0 α 1 . . . α n (n ≥ K).
Definition 4 (K-Delayed State Estimate):
Given a (possibly non-deterministic) finite automaton G = (X, Σ, δ, X 0 ) and a projection map P with respect to the set of observable events Σ obs (Σ obs ⊆ Σ), the K-delayed state estimate after observing string
Note that Definition 4 implies that if s ∈ Σ * obs is not a valid sequence of observations in G thenX |s|−K (s) = ∅. Also, by conventionX |s|−K (s) is taken to beX 0 (s) for |s| < K. A K-delay state estimator is a (deterministic) finite automaton which reconstructs the k-delayed state estimates (0 ≤ k ≤ K) associated with a given sequence of observations s. In our earlier work in [4] , we construct a K-delay state estimator (which we call observation-based KDE) that captures the k-delayed state estimates (0 ≤ k ≤ K) by remembering the sequence of the last K observations. In this paper, we introduce a novel K-delay state estimator which captures the k-delayed state estimates (0 ≤ k ≤ K) by storing the possible sequences of the last (K +1)-visited states via (K + 1)-dimensional state mappings associated with its states.
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The KDE utilizes (K + 1)-dimensional state mappings to capture the K-delayed state estimates as follows: each state of the KDE is associated with a unique (K + 1)-dimensional state mapping, with the initial state of the KDE m 0 associated with the (K + 1)-dimensional state mapping X 0 ⊙ K+1 X 0 . When observation α ∈ Σ obs is made, this initial (K + 1)-dimensional state mapping m 0 is shifted with the induced state mapping M (α) corresponding to the observation α, resulting in a (K + 1)-dimensional state mapping m 1 corresponding to the next state of the state estimator, i.e., m 1 = m 0 M (α). For subsequent observations, the current state of the KDE transitions into the state associated with the (K + 1)-dimensional state mapping m ′ that can be obtained by shifting of the previous (K + 1)-dimensional state mapping m with the state mapping M (β) induced by the new observation β, i.e., m ′ = m M (β). Using the structure of (K + 1)-dimensional state mappings and the shift operator, we can see that a sequence of observations corresponds to a sequence of (K + 1)-dimensional state mappings; at a given time step, the set of starting states m(K) of the associated (K + 1)-dimensional state mapping m corresponds to K-delayed state estimates, the set of ending states m(0) represents zero-delayed state estimates, and the set of intermediate states m(k), 1 < k < K, represents k-delayed state estimates. In this manner, we can build a structure which at any time, following a given sequence of observations, maintains information about the 0-delayed, 1-delayed, . . ., and K-delayed state estimates through the (K + 1)-dimensional state mappings associated with each of its states.
Definition 5: [K-Delay State Estimator (KDE)] Given a (possibly non-deterministic) finite automaton G = (X, Σ, δ, X 0 ) and a projection map P with respect to the set of observable events Σ obs (Σ obs ⊆ Σ), we define the K-delay state estimator as the deterministic automaton G K,obs = AC(2 X (K+1) , Σ obs , δ K,obs , X K,0 ) with state set 2 X (K+1) , event set Σ obs , initial state X K,0 = X 0 ⊙ K+1 X 0 , and state transition function δ K,obs : 2
the set of states reachable from the initial state X K,0 under δ K,obs , then G K,obs = (X K,obs , Σ obs , δ K,obs , X K,0 ). The above KDE can be shown to indeed capture the kdelayed state estimates correctly [4] and to have no more states than the observation-based KDE in [4] . This latter property is established in [5] and implies that in order to construct k-delayed state estimates (0 ≤ k ≤ K), it is more space-efficient to store the set of sequences of the last K visited states (that are generated by the last K observations) instead of storing the sequence of the last K observations. In [4] , we showed that a DES system is K-step opaque if and only if all k-delayed state estimates (0 ≤ k ≤ K) contain at least one element outside the set of secret states S. Thus, DES G is K-step opaque if and only if for all m ∈ X K,obs : Example 1: Consider the DES G in Figure 1 -c with Σ obs = {α, β}. For this system, the 2-delay state estimator is represented in Figure 2 along with the 3-dimensional state mappings m 0 , m 1 , . . . , m 10 needed in the construction 1 . The initial state of the system is X 0 = X and the 2-delay state estimator initial state captures this in m 0 via a 3-dimensional state mapping that maps each system state to itself as X ⊙ 3 X = {(0, 0, 0), (1, 1, 1), (2, 2, 2), (3, 3, 3) , (4, 4, 4)}≡ m 0 . Starting from the initial state, assume that we observe α. The state mapping M (α) induced by observing α is {(0, 2), (0, 3), (2, 2), (4, 4)} which implies that α can be observed only from states 0, 2, and 4; moreover, if the initial state was 0, the current state can be any of the states in {2, 3}; if the initial state was 2, the current state could only be 2; similarly, if the initial state was 4, the current state would be 4. Following observation α, the next state in the 2-delay state estimator m ′ can be constructed as m Using the above approach for all possible observations (from each state), the 2-delay state estimator construction can be completed as shown in Figure 2 . Note that we have not included the state that corresponds to the all empty state mapping (and any transitions from/to it) to avoid cluttering the diagram. Using the K-delay state estimator we can verify K-step opacity: for example, we can easily establish that DES G in Figure 1 -c is not ({0}, P, 2)-opaque due to the existence of state m 4 (or m 6 ) in the 2-delay state estimator depicted in Figure 2 . If the system generates the sequence of observations αβ (or ββ), then (since the only state from which αβ or ββ can be observed is state 0) we can conclude with certainty that the system was in state 0 two steps ago. This violates the 2-step opacity requirement since state 0 is a secret state.
Remark 3: The system in Figure 1 -b is 2-step opaque with respect to S = {1, 6}, however, upon observing αα, the intruder is certain that, regardless of the state sequence that has occurred, the system has visited a secret state within the last 2 observations (although one cannot determine exactly when this happened). This system can be considered as insecure if the attacker is only interested in determining whether the system has reached secret states at any point during the last K observations. This type of violation does not occur if and only if in the K-delay state estimator associated with the system, for all non-empty m ∈ X K,obs , there exists a
Clearly, the number of states of the KDE is bounded by 2 N K+1 . In [4] , we showed that the state complexity of the corresponding observation-based KDE is O((|Σ obs | + 1) K × 2 N ) and since the number of states of the KDE introduced in this paper is upper bounded by the number of the states of the observation-based KDE [5] , the state complexity of the KDE studied in this paper is also O((|Σ obs | + 1) K × 2 N ). This, in turn, implies that the space and time complexity of verifying K-step opacity using the KDE introduced in this paper is also O((|Σ obs | + 1) K × 2 N ). This exponential complexity is not desirable for implementation purposes; as we show in the following section, however, it is unlikely that any algorithm can verify this property in polynomial time.
B. Verification of K-
Step Opacity is NP-Hard for |Σ obs | > 1
In order to characterize the complexity class of the K-step opacity verification (KSTEP) problem, we first prove that the EQ-CLOSED problem is NP-complete for |Σ| > 1.
Theorem 1: The EQ-CLOSED problem is NP-complete for |Σ| > 1.
Proof: In order to show that the EQ-CLOSED problem is NP-hard, we use an approach similar to the one used in [13] and reduce the NT problem with M > 1 and P > 2 (where M is the number of Boolean variables and P is the number of phrases) to an instance of the EQ-CLOSED problem with |Σ| > 1 via a polynomial-time algorithm. Note that in the construction introduced in [13] , the languages of the obtained automata are not necessarily prefix-closed; here, we extend this construction to guarantee that the resulting languages are all prefix-closed.
Given the Boolean expression E = {p 1 , . . . , p P } in (L, P )-DNF (i.e., an expression which consists of the disjunction of P phrases with maximum number L of literals in each phrase) defined over the set of variables U = {u 1 , . . . , u M }, we construct the non-deterministic finite automaton G = (X, Σ, δ, X 0 ) with state set X = (U ∪ {u f }) × {1, . . . , P }, event set Σ = {0, 1}, set of initial states X 0 = {u 1 } × {1, . . . , P }, and state transition function δ : X × Σ → X defined as follows:
It is not hard to see that for E to be a tautology, it is necessary and sufficient that L(G) = {ǫ} M k=1 Σ k where M is the number of Boolean variables. Therefore, checking whether E is a tautology with M = |U | > 1 reduces to an instance of EQ-CLOSED with |Σ| > 1. Also, note that this reduction can be done in polynomial time in the size of E (i.e., in the total number of literals summed over all phrases). This proves that EQ-CLOSED is NP-hard for |Σ| > 1.
The EQ-CLOSED problem is a special case of the EQ problem, and therefore is in NP (since the EQ problem is in NP). This completes the proof. Note that Theorem 1 also proves that the verification of language containment (LC) for non-deterministic automata with finite languages is NP-complete (since verifying
Next, we reduce the LC problem to an instance of K-step opacity. The proof is omitted due to space limitations.
Theorem 2: Given two non-deterministic automata 2 G 1 = (X 1 , Σ, δ 1 , X 1,0 ) and G 2 = (X 2 , Σ, δ 2 , X 2,0 ) with finite languages of length K and |Σ| > 1, define the nondeterministic automaton G = (X, Σ, δ, X 0 ) with the state set X = X 1∪ X 2 , set of initial states X 0 = X 1,0∪ X 2,0 , and state transition function δ :
if and only if G is (S, P, K)-opaque where S ≡ X 1,0 and projection map P is with respect to the set of observable events Σ obs = Σ.
The time complexity of constructing G is N with N 1 = |X 1 | and N 2 = |X 2 |, which is polynomial in the number of states of G 1 and G 2 . Therefore, Theorem 2 proves that deciding whether the (possibly non-deterministic) finite automaton is K-step opaque is NP-hard for |Σ obs | > 1.
ROLE OF DELAY IN K -STEP OPACITY
In this section, we show that for
step opacity and K ′ -step opacity are equivalent. Note that K-step opacity does not in general imply K ′ -step opacity for K ′ > K. The idea behind the proof is the following: fix a point in the system's state trajectory. In the K-step opacity problem we are interested in finding how much we can say regarding the membership of the state, at that fixed point in time, within the set of secret states, even after we make K additional observations. We can gain insight to this question by considering the estimate of the state at this fixed point as the initial uncertainty for an initial-state estimation problem. In [6] , we studied the problem of initial-state estimation for a (possibly non-deterministic) finite automaton which, given a sequence of observations s = α 0 α 1 . . . α n and a set of possible initial states X 0 (i.e., initial uncertainty), requires enumeration of all states that belong to X 0 , and which could have generated this sequence of observations s. We call these states the initial state estimateX 0 (s) associated with the sequence of observations s. In [6] , we showed that 
The above result (whose proof is omitted in the interest of space) can be used to show that K ′ -step opacity is equivalent to K-step opacity for
We prove this by
Theorem 4: For a (possibly non-deterministic) finite automaton G = (X, Σ, δ, X 0 ), K-step opacity is equivalent to K * -step opacity for K > K * = 2
Proof: (K-step opacity ⇒ K * -step opacity) Recall that DES is K-step opaque if and only if for all m ∈ X K,obs , (1) holds. Consider the (K + 1)-dimensional state mapping m and the (K * + 1)-dimensional state mapping m ′ associated with the states reached in G K,obs and G K * ,obs via s. Observe that m(k) = m ′ (k), 0 ≤ k ≤ 2 N 2 − 1; since both m(k) and m ′ (k) denote the k-delayed state estimate due to observation s, they are identical sets of states. Therefore, (1) implies that ∀m ∈ X K * ,obs : m(k) ∩ 2 S = ∅ or m(k) = ∅, 0 ≤ k ≤ K * , which implies that K * -step opacity holds. (K * -step opacity ⇒ K-step opacity) We need to show (1). From Theorem 3 we have: for any (K +1)-dimensional state mapping m associated with states of G K,obs reached via a string s with |s| ≥ 2 V. CONCLUSION In this paper, we analyze the computational complexity of the K-step opacity verification problem for a given (possibly non-deterministic) automaton and establish that it is an NPhard problem. We also show that for any
(where N is the number of states of the given automaton), K-step opacity and K ′ -step opacity become equivalent. In our future work, we are interested in studying the complexity required in order for an intruder to compute an attack that violates opacity in a given system (assuming that the intruder has partial control of the system). We are also interested in studying scenarios under which a tighter bound K * exists (such that K-step opacity and K ′ -step opacity for K ′ > K ≥ K * become equivalent). Finally, another direction for future research is to obtain simplifying assumptions under which the K-step opacity verification becomes easier (e.g. belongs in P).
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