It is well-known that the partition function can consistently be factorized from the canonical equilibrium distribution obtained through the maximization of the Shannon entropy. We show that such a normalized and factorized equilibrium distribution is warranted if and only if the entropy measure I{(p)} has an additive slope i.e. ∂I{(p)}/∂pi when the ordinary linear averaging scheme is used. Therefore, we conclude that the maximum entropy principle of Jaynes should not be used for the justification of the partition functions and the concomitant thermodynamic observables for generalized entropies with non-additive slope subject to linear constraints. Finally, Tsallis and Rényi entropies are shown not to yield such factorized canonical-like distributions.
I. INTRODUCTION
The Maximum Entropy (MaxEnt) principle introduced by Jaynes is an information-theoretical approach [1] , based on the maximization of the entropy measure I({p}) subject to some relevant constraints. MaxEnt picks the probability distribution with the highest entropy I({p}) from among all the distributions compatible with the given constraints. Then, the obtained distribution is regarded as the best one to describe the available information of the system. To this aim, Jaynes, using the information-theoretic Shannon measure, showed how the equilibrium distributions of the statistical mechanics can be obtained through MaxEnt approach [1] , establishing a connection between information theory and statistical mechanics.
Later on, the MaxEnt principle has also been the usual tool for the generalized entropies such as the Tsallis [2] and Rényi [3] entropies. These generalized entropies yielded the inverse-power law distributions through the maximization procedure [4] [5] [6] [7] . Hence, the MaxEnt approach has mainly been considered as the justification of the equilibrium distributions of these generalized entropies. This led to the numerous applications of these generalized entropies with the aim of a novel non-equilibrium statistical mechanics [8] [9] [10] [11] [12] [13] [14] [15] [16] . Moreover, different approaches equivalent to MaxEnt have been developed as well, to derive the equilibrium distributions [17] [18] [19] [20] . However, the applications and a great deal of progress withstanding, we note that there are still some important issues concerning generalized entropies such as the validity of the third law [21] , discrete-continuum transition [22] , Lesche stability [23] [24] [25] and incompatibility with the Bayesian updating procedure [26] .
Note however that the equilibrium distributions obtained from the MaxEnt principle through the Shannon measure can always be written as a normalized and factorized expression mimicking the ordinary canonical equilibrium distribution exp(−βε i )/ k exp(−βε k ). If this would not be the case, one cannot attribute the normalization factor as the partition function, and therefore cannot secure the foundation of the thermodynamic observables, since the partition function is in general essential to the calculation of the thermodynamic observables.
In this work, we investigate whether this essential feature of factorization holds as it does in the case of Shannon entropy. In Section II, we show that the necessary and sufficient condition for a structurally normalized and factorized equilibrium distribution is the entropy measure I({p}) used in the MaxEnt approach to have an additive slope ∂I({p})/∂p i . The Shannon, Tsallis and Rényi entropies are then investigated both theoretically and numerically in Section III. The concluding remarks are finally presented.
II. MAXENT AND THE ADDITIVE SLOPE: GENERAL FORMALISM
The MaxEnt approach of Jaynes is based on the Lagrange multipliers method, which yields n mathematically independent variables {p 1 , . . . , p n } =: {p} by subjecting the entropy measure I({p}) to some set of suitable constraints. Then, accordingly, one determines the possible maxima of the aforementioned measure. The notation := is used for the mathematical definitions.
In order to obtain the canonical distribution, the usual constraints are the normalization and the mean value on a set {ε i }, Hence, the normalization constraint
Since α ⋆ is just the Lagrange multiplier apart from some constants (see below Eq. (4)), it is independent of the summation index so that one has
which immediately yields
Substituting then α ⋆ above into Eq. (11), we finally see that p ⋆ i can be written as P
In order to proceed with the proof in the converse direction, we first show that the multiplicativity of the inverse function f −1 (x) is the same as the additivity of the function f (x). To do so, we assume that the multiplicativity of the inverse function holds in accordance with Eq. (8) . Then, we apply the function f on both sides of Eq. (8) by also substituting
which represents the additivity of the function f . This point can be further clarified by considering the ordinary (natural) logarithm as a function i.e., f (x) = ln(x) for example. The logarithmic function is additive, since ln(x 1 x 2 x 3 ) = ln(x 1 ) + ln(x 2 ) + ln(x 3 ) as a particular case of Eq. (13) for m = 3. Its inverse, the exponential function
To prove the converse direction of our statement, namely if p
The substitution of the above equation into Eq. (16) yields
Therefore, Eq. (15) reduces to Eq. (12) only if the function f (x) is additive. Finally, one might consider overcoming the aforementioned obstacle of factorization by modifying the Lagrange multiplier related to the mean energy constraint as β → αζβ, but by keeping the linear averaging procedure intact. Note that the parameter ζ can have explicit dependence on the particular deformation parameters of the generalized entropy under scrutiny. Through this modification, one then obtains p
The
so that lim ζ→0 p
⋆ εi . In other words, the limit ζ → 0 is required for the distribution to yield ordinary exponential as a limiting case. On the other hand, to recover the ordinary Shannon functional in the maximization procedure, one should have αζ → 1, since only then one has the ordinary internal energy Lagrange multiplier β. The two limits ζ → 0 and αζ → 1 necessary to recover the ordinary Boltzmann-Gibbs-Shannon case contradict one another unless the limit α → ∞ is realized. However, the limit α → ∞ is untenable, since it implies that the ordinary canonical partition function is zero independent of the micro-states. This point can be explicitly illustrated by inspecting the maximization functional Φ in the seminal paper of Tsallis [2] which reads
where I T ({p i }) is the Tsallis entropy and ζ = 1 − q. To obtain the ordinary canonical distribution one uses the limit ζ → 0 (i.e., q → 1) so that one simultaneously has to have αζ → 1 (i.e., α (1 − q) → 1). However, this limit instead becomes αζ → 0 (i.e. α (1 − q) → 0) as q → 1, implying that the ordinary canonical distribution in the limit q → 1 is obtained at the expense of a micro-canonical maximization (note that the third term on the right hand side of Eq. (21) becomes zero, leaving only the normalization constraint when q → 1). The only way out is that one can have α → ∞ as q → 1, which renders the partition function of the ordinary canonical distribution zero in general which is nonsensical.
III. SHANNON, TSALLIS AND RÉNYI ENTROPIES
We now consider Shannon, Tsallis and Rényi entropy measures below
respectively. The deformed q-logarithm is defined as ln q (x) := (x 1−q − 1)/(1 − q). It is well-known that Shannon and Rényi entropies are additive whereas the Tsallis entropy is non-additive regarding the probabilistic independence.
Having maximized them in accordance with
where the q-exponential is defined as exp q ( 
The MaxEnt probability p q DR and verifies our analytically obtained relation
one cannot warrant structurally the normalization of p ⋆ i , since the Lagrange multiplier related to the normalization constraint cannot be separated due to the non-multiplicativity of f −1 (x). An immediate consequence of this observation is related to the partition functions. When one has the factorized normalized structure p
as a result of the MaxEnt principle, the denominator k f −1 (x k ) plays the role of the partition function from which all the thermodynamic observables follow. However, since an entropy measure undergoing the MaxEnt procedure cannot yield such a factorizable normalized structure if it has a non-additive slope, one cannot obtain the partition function and all related observables in a consistent manner.
We also numerically tested and verified our theoretical analysis for the Shannon, Rényi and Tsallis entropies. As can be seen in Figs. 1 and 2 , the only factorizable normalized structure stems from the Shannon entropy, since its slope is additive. The Rényi and Tsallis entropies yield this same result only when their deformation index q becomes unity, thereby reducing to the Shannon measure.
There seems to be at least two main routes to follow if one wants to obtain factorized generalized equilibrium distributions: the first route is to modify the Lagrange multipliers which leads to contradiction as we have already shown. The second route is to consider different averaging schemes such as the escort averaging procedure for example. This second possibility requires a very detailed and non-trivial discussion by itself so that it will be presented elsewhere. A word of caution is also in order: one might consider that the concomitant Legendre structure is preserved even for generalized entropies with non-additive slope such as Tsallis entropy, for example. Our work does not deny this fact, since we are here interested in whether the partition function used in the assessment of the Legendre structure is indeed a partition function factorized from the normalized optimal distribution obtained through the MaxEnt. Whether one has the factorized and normalized optimal distribution apparently precedes the issue of the preservation of the Legendre structure.
It is finally worth noting that for obtaining the canonical partition function, the current criterion sets more bounds on the respective entropy measures compatible with the MaxEnt procedure than the Shore and Johnson axioms [30, 31] , since these axioms do not limit the use of the Rényi entropy in the context of MaxEnt [32] whereas the criterion of the additive slope does.
