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We study the light-cone velocity for global quenches in the non-interacting XY chain starting from
a class of initial states that are eigenstates of the local z-component of the spin. We point out how
translation invariance of the initial state can affect the maximal speed at which correlations spread.
As a consequence the light-cone velocity can be state-dependent also for non-interacting systems:
a new effect of which we provide clear numerical evidence and analytic predictions. Analogous
considerations, based on numerical results, are drawn for the evolution of the entanglement entropy.
I. INTRODUCTION
In a seminal contribution Lieb and Robinson1 proved
that in a non-relativistic quantum spin system, the oper-
ator norm of the commutator between two local observ-
ables Aˆ(x, t) and Bˆ(y, 0) is exponentially small as long
as |x−y| ≥ vLRt, for some vLR > 02–4. The bound reads
||[Aˆ(x, t), Bˆ(y, 0)]|| ≤ c||Aˆ||||Bˆ||e−(|x−y|−vLRt)/ξ, (1)
where ||Oˆ|| is the aforementioned operator norm of the
observable Oˆ; c and ξ are constants. The Lieb-Robinson
theorem holds in any dimension and for a translation
invariant Hamiltonian with interactions decaying suffi-
ciently fast (exponentially or superexponentially) with
the distance. The parameter vLR is called Lieb-Robinson
velocity and depends only on the Hamiltonian1–4 driving
the time evolution; in particular it is state-independent5.
The existence of a finite vLR implies that information
cannot propagate arbitrary fast1. The Lieb-Robinson re-
sult represents nowadays a powerful tool to prove rigor-
ous bounds for correlation and entanglement growth6. It
is relevant for estimating the computational complexity,
or simulability, of a system6,7 and provides a link between
the presence of a gap and short length correlations4,8,9.
Moreover, formidable experimental10–14 and theoreti-
cal (for an overview15–18) progress in many-body quan-
tum dynamics, have further underlined its striking phys-
ical implications. Among them, the emergence of light-
cone effects in correlation functions of time-evolved local
observables for systems that are not manifestly Lorentz
invariant, like quantum spin chains19–23,25–29. For in-
stance, the Lieb-Robinson theorem has been invoked to
explain the ballistic spreading of correlation functions
in paradigmatic condensed matter models such as the
XXZ spin chain30 or the Hubbard model31 after a global
quench; see also32 for a pedagogical survey. Similar
considerations apply to the linear growth of the entan-
glement entropies33–41. Quantitative predictions on the
spreading of correlations and the entanglement entropy
are also of clear experimental interest; see42–45 for exper-
imental verifications of light-cone effects in many-body
systems. A complementary physical interpretation of
these emergent phenomena is based on the idea46,47 that
in a quench problem the initial state acts as a source
of pairs of entangled quasi-particles. The quasi-particles
have opposite momenta and move ballistically; see48–50
for applications to integrable models. Recently it has
also been pointed out that light-cone effects can be re-
covered from field theoretical arguments without relaying
on particular properties of the post-quench quasi-particle
dynamics51.
It is important to stress that the Lieb-Robinson theo-
rem proves the existence of a maximal velocity for cor-
relations to develop. However the observed propagation
velocity is actually state-dependent and non-trivially pre-
dictable. In other words, it is not directly related to
vLR that rather furnishes an upper bound. For one-
dimensional spin chains, a state-dependent light-cone ve-
locity was noticed first in30. In a context of integrabil-
ity, it was pointed out how the dispersions of the quasi-
particles in the stationary state52 (the so-called General-
ized Gibbs Ensemble53,54) was initial state dependent. A
prediction for their velocities was then proposed and nu-
merically tested. This idea has lead to many subsequent
crucial developments in the field48,49,55–57. In the simpler
setting of a non-interacting model, where quasi-particles
are characterized by a dispersion relation εk there is a
maximum group velocity vg allowed by the dispersion.
To our best knowledge, in all the examples considered in
the literature so-far (for example 21–23,59,60) correlations
were found to spread with a light-cone velocity given by
vg independently of the initial state. In this paper we
point out for the first time that even if the dispersion of
the quasi-particles after the quench is not affected by the
initial state, its symmetries and in particular translation
invariance can introduce additional selection rules on the
momenta of the quasi-particles. As a consequence the
light-cone velocity can be state-dependent and smaller
than vg also in a non-interacting model
The paper is organized as follows. In Sec. II and
Sec. III we introduce the XY spin chain and discuss a spe-
cial class of initial states for which time-evolution of local
observables can be calculated easily. In Sec. IV and VI we
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2analyze the propagation velocity both for physical two-
point correlation functions and the entanglement entropy.
In Sec. V we show how fermionic correlation functions at
the edge of the light-cone can be approximated by com-
binations of Airy functions. Similar statements were also
made in24,25 for related many-body quench problems. Af-
ter the conclusions in Sec. VII, one appendix completes
the paper.
II. XY CHAIN: NOTATIONS AND INITIAL
STATES
In this section, we briefly remind the XY chain, its
fermionic representation and we then introduce the ini-
tial states discussed in the rest of the paper. The Hamil-
tonian of the XY-chain58 is
HXY =− J
L∑
l=1
[
(
1 + γ
2
)σxl σ
x
l+1 + (
1− γ
2
)σyl σ
y
l+1
]
− Jh
L∑
l=1
σzl , (2)
where the σαl (α = x, y, z) are Pauli matrices and J, γ, h
are real parameters; in particular J > 0 and convention-
ally h is called magnetic field. The XY model reduces to
the Ising spin chain for γ = 1 and it is the XX chain when
γ = 0. We will also choose periodic boundary conditions
for the spins, i.e. σαl = σ
α
l+L. Introducing canonical spin-
less fermions through the Jordan-Wigner transformation,
c†l =
∏
n<l σ
z
nσ
+
l , (2) becomes
HXY = J
L∑
l=1
(c†l cl+1 + γc
†
l c
†
l+1 +h.c.)−Jh
L∑
l=1
(2c†l cl− 1)
(3)
where c†L+1 = −N c†1. Here N = ±1 is the eigenvalue of
operator
∏L
l=1 σ
z
l that is conserved fermion parity. The
above Hamiltonian can be written as
HXY = c
†Ac +
1
2
c†Bc† +
1
2
cBT c− 1
2
TrA, (4)
with appropriate real matrices A and B that are symmet-
ric and antisymmetric, respectively. In the sector with an
even number of fermions (N = 1), the so-called Neveau-
Schwartz sector, the Hamiltonian can be diagonalized in
Fourier space by a unitary Bogoliubov transformation.
In particular, there are no subtleties related to the ap-
pearance of a zero-mode. Writing (3) in the Fourier space
and then Bogolubov transformation leads to
HXY =
L∑
k=1
εk(b
†
kbk −
1
2
). (5)
The canonical Bogoliubov fermions b’s have the following
dispersion relation and group velocities
εk = 2J
√
(cosφk − h)2 + γ2 sin2 φk, (6)
vk = 2J sinφk
γ2 cosφk − cosφk + h√
(cosφk − h)2 + γ2 sin2 φk
, (7)
where φk =
2pi
L (k − 12 ) and k = 1, ..., L . We will assume
L even from now on. The diagonalization procedure will
be also briefly revisited in Sec. III.
In this paper, we are interested to study the time evo-
lution of such a system from initial states that are eigen-
states of the local σzj operators. For example, the initial
state |ψ0〉 can be a state with all spins pointing up (no
fermions) or down (one fermion per lattice site); other
possibilities can be the Ne´el state | ↓↑↓↑ ... ↓↑〉 and alike.
Moreover, all the states that we study have a periodic
pattern in real space with a fixed number of spin up. We
label our crystalline initial states |ψ0〉 as (r, s), where r is
the spin up (fermion) density and s is the number of spin
up in the unit cell of the crystal. For example, the Ne´el
state is labeled by ( 12 , 1) and the state | ↓↓↑↑↓↓ ... ↓↓↑↑〉
will be ( 12 , 2). It is also convenient to define p ≡ sr that
for simplicity we restrict to be a positive integer (i.e. s is
a multiple of r). Although the class of initial state con-
sidered is not comprehensive, it turns out to be enough
for the upcoming discussion.
III. EVOLUTION OF THE CORRELATION
FUNCTIONS
Light-cone effects can be studied, monitoring the con-
nected correlation function of the z-component of the
spin Sz = σz/2,
∆ln(t) = 〈Szl (t)Szn(t)〉 − 〈Szl (t)〉〈Szn(t)〉. (8)
For our initial states, (8) is zero at time t = 0; however,
according to1, after a certain time which depends on |l−
n|, it starts to change significantly.
For instance30, such a time can be chosen as the first
inflection point τ . Varying |l − n| in Eq. (8), one can
numerically evaluate τ and provide a prediction for the
speed vmax at which information spreads in the system
determining the ratio |l−n|2τ . We will call vmax the light-
cone velocity. According to a quasi-particle picture of the
quench dynamics21–23,46–49,59,60, for a translation invari-
ant Hamiltonian the initial state |ψ0〉 acts as a source
of pairs of entangled quasi-particles with opposite mo-
menta. In absence of interactions, the quasi-particles
move ballistically with a group velocity fixed by their
dispersion relation. Within this framework, τ is state-
independent and vmax = vg where vg > 0 is the maxi-
mum over the k’s of Eq. (7) We will actually show that
vg is rather an upper bound for the observed vmax, which
can indeed be dependent on the symmetries of the initial
3Generic Quadratic Hamiltonian
T11, T12, T21 and T22 are complex matrices.
T21 = (T12)
∗
T22 = (T11)
∗
(T11)
T = T11
(T22)
T = T22
T22T12 + T21T22 = 0
TABLE I. Properties of the four L × L blocks of the matrix
T for a quadratic Hamiltonian (4). The notation is obvious
and time dependence is omitted here.
state. Finally note that in absence of interactions, the
light-cone velocity is independent on finite size effects as
long as L |l − n|.
To study the time-evolution of the correlation function
(8), first, we need to analyze the propagators
Fln(t) = 〈ψ0|c†l (t)c†n(t)|ψ0〉, (9)
Cln(t) = 〈ψ0|cl(t)c†n(t)|ψ0〉, (10)
where |ψ0〉 is a state of the type introduced in Sec. II. If
there is no ambiguity, we will drop it from the expectation
values. From Eqs. (9)-(10) and the Wick theorem, which
applies to our states61, it follows
∆ln(t) = |Fln(t)|2 − |Cln(t)|2. (11)
Note that as L×L matrices whose matrix elements are
given in Eqs. (9)-(10), F and C satisfy FT = −F and
C† = C.
It is straightforward to show that for a fermionic model
with a quadratic Hamiltonian as in Eq. (4) one has,
(
c(t)
c†(t)
)
= e
−it
(
A B
-B -A
)
︸ ︷︷ ︸
T (t)
(
c(0)
c†(0)
)
(12)
where c = {c1, c2, ..., cL} and c† = {c†1, c†2, ..., c†L} are
vectors of length L; i.e. T is a 2L×2L matrix. Exploiting
the properties of the four L × L blocks of the matrix T
collected in Tab. III, Eq. (12) can be written as,(
c(t)
c†(t)
)
=
(
T∗22(t) T12(t)
T∗12(t) T22(t)
)(
c(0)
c†(0)
)
. (13)
Finally, after some easy algebra, explicit expression for
the time-evolved matrices F and C can be computed and
read respectively (time dependence is dropped from the
T ’s)
F(t) =T∗12F
†(0)T†12 + T
∗
12C(0)T22 + T22T
†
12
−T22CT (0)T†12 + T22F(0)T22, (14)
C(t) =T∗22F
†(0)T†12 + T
∗
22C(0)T22 + T12T
†
12
−T12CT (0)T†12 + T12F(0)T22. (15)
Eqs. (14)-(15) are valid in principle for any free fermionic
systems with Hamiltonian (4); however, they have much
simpler forms in the XY chain for our particular choice
of initial states as we now discuss.
In the periodic XY chain, it turns out [A,B] = 0; these
matrices are indeed trivially diagonalized by the unitary
transformation with elements Ulk =
1√
L
e−ilφk and φk
given, for N = 1, below Eq. (7). Consequently, the four
blocks of T are mutually commuting and this leads to
further simplifications. In particular, it is easy to verify
that
T11 = cos[t
√
A2 −B2]− iA√
A2 −B2
sin[t
√
A2 −B2],
(16)
T12 =
−iB√
A2 −B2
sin[t
√
A2 −B2]. (17)
The other two blocks can be found observing that T22 =
T∗11 and T21 = −T12. The eigenvalues of the matrices
A and B are
λAk = 2J(−h+ cosφk), (18)
λBk = −2iJγ sinφk. (19)
From Eqs. (18)-(19) and comparing with Eq. (6), it fol-
lows εk =
√
(λAk )
2 − (λBk )2. Recalling then Eqs.(16)-(17)
we finally obtain
λT11k = [λ
T22
k ]
∗ = cos(tεk)− iλ
A
k
k
sin(tεk) (20)
λT12k = −λT21k = −i
λBk
εk
sin(tεk). (21)
The time-evolved matrices F(t) and C(t) can now be
calculated for the class of representative initial states |ψ0〉
introduced in Sec. II. A trivial case is |ψ0〉 = | ↓↓ . . . ↓↓〉,
i.e. a state without fermions; here F(0) = 0 and C(0) =
1. Then using unitarity of the matrix T we obtain
[F(t)]ln =
1
L
L∑
k=1
λT22k λ
T12
k e
−iφk(l−n) (22)
[C(t)]ln = δln − 1
L
L∑
k=1
(λT12k )
2e−iφk(l−n). (23)
According to Eqs. (20)-(23), the time evolution of ∆ln(t)
in Eq. (8) is described by the ballistic spreading of quasi-
particles with dispersion relation εk as in (6). As it can
be also easily checked numerically, correlations spread at
the maximum group velocity vg obtained from (7), in
agreement with a standard quasi-particle interpretation.
For the initial states labeled by (1/p, 1), the matrix
C(0) has elements
[C(0)]ln = δln
1− 1
p
p−1∑
j=0
e−2pii
lj
p
 , (24)
4whereas F(0) = 0. From the expressions in Eqs. (14)-
(15) and inserting the unitary matrix U that diagonalize
simultaneously all four blocks of T we derive
[F(t)]ln =
1
L
L∑
k=1
λ
T∗12
k λ
T22
k e
−iφk(l−n)
− 1
Lp
p−1∑
j=0
e−
2piinj
p
L∑
k=1
λ
T∗12
k λ
T22
−Ljp +k
e−iφk(l−n)
+
1
Lp
p−1∑
j=0
e−
2piinj
p
L∑
k=1
λT22k λ
T12
−Ljp +k
e−iφk(l−n), (25)
and
[C(t)]ln =
1
L
L∑
k=1
|λT22k |2e−iφk(l−n)
− 1
Lp
p−1∑
j=0
e−
2piinj
p
L∑
k=1
λ
T∗22
k λ
T22
−Ljp +k
e−iφk(l−n)
+
1
Lp
p−1∑
j=0
e−
2piinj
p
L∑
k=1
λT12k λ
T12
−Ljp +k
e−iφk(l−n). (26)
It should be noticed that for p = 2 the terms in the
first lines of Eqs. (25)-(26) are canceled by the j = 0
contribution in the sum. The latter observation follows
from
λ
T∗22
k λ
T22
−k + (λ
T12
k )
2 = 1, (27)
that is a consequence of the unitarity of the matrix T and
it will be useful in our analysis of the light-cone velocities.
In the next section, we will pass to study Eqs. (25)-(26)
in details.
A similar study of the Eq. (8) can be also carried out
for the initial states labeled by (s/p, s) where C(0) has
matrix elements
[C(0)]ln = δln
1− 1
p
p−1∑
j=0
s−1∑
l′=0
e−2pii
(l+l′)j
p
 ; (28)
we will also briefly investigate such a possibility.
IV. LIGHT-CONE VELOCITIES FOR THE
SIGNAL ∆ln(t)
In this section we extract the light-cone velocity vmax
for the connected two-point correlation function (8) in
the XY chain. We divide our presentation in three sub-
sections. We first focus on XX chain (γ = h = 0), where
an exhaustive classification can be performed and then
study quenches from the Ne´el state (p = 2) where also
a complete picture emerges. Finally in the last subsec-
tion we examine quenches from states with p > 2 where
the calculation of the light-cone velocities is considerably
more involved and show an example for the Ising chain.
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FIG. 1. (color online) On the right panel ∆ln(t) for the XX
chain (γ = h = 0) and J = −1 with different initial states;
here we have L = 144 and |l − n| = 60. Vertical bars in
correspondence of |l−n|
2vmax
. On the left panel we plotted the
numerically estimated inflection points τ of the signals as a
function of the distances |l−n|. The points align on a straight
line with slope given in Eq. (32).
A. Free fermions (J = −1, γ = 0)
We consider preliminary the simple case of the XX
chain (γ = h = 0 and J = −1) where the fermion number
is conserved and B (and F) vanishes. Then the matrix C
for the initial states labeled by (1/p, 1) can be rewritten
as
Cln = δln− 1
Lp
p−1∑
j=0
e−
2piinj
p
L∑
k=1
e
−i
[
φk(l−n)+
(
εk−εLj
p
−k
)
t
]
,
(29)
where εk = −2 cosφk and φk = 2pikL (k = 1, . . . , L). No-
tice also that vg = 2. For the sake of determining the
light-cone velocity, the last exponential in Eq. (29) im-
plies that
εeffk,j(p) ≡
1
2
(
εk − εLj
p −k
)
, (30)
can be interpreted as an effective dispersion relation for
the signal. The effective dispersion originates from the
discrete translational symmetry of p lattice sites of the
initial state that allows multiplets of quasi-particles to be
produced with momenta k and Ljp − k, j = 1, . . . , p (i.e.
relaxing the condition of having only pairs with opposite
momentum). An effective group velocity can be defined
from Eq. (30) as
veffk,j(p) = sinφk − sin
(
φk − 2pij
p
)
; (31)
5whose maximum value (over j and k) is then the light-
cone velocity
vmax =

2 when p is even,
2 cos
(
pi
2p
)
when p is odd.
(32)
Eq. (32) predicts quantitatively the light-cone velocity of
the signal (8) for the free fermion case. Note that the ef-
fective maximum group velocity occurs when j = p2 and
j = p−12 for even and odd p, respectively. In particular,
from Eq. (32) follows that the actual light-cone velocity is
state-dependent and cannot be faster than the maximum
group velocity vg. The prediction in Eq. (32) is in agree-
ment with a numerical estimation of vmax, obtained from
the inflection points of the correlations ∆ln; see Fig. 1
for examples with states labeled by (1/2, 1), (1/3, 1) and
(1/2, 2). It is also interesting to observe that the absolute
minimum visible in the second and third panel in Fig. 1 is
a finite size effect, indeed the envelope of |∆ln(t)| is mono-
tonically decreasing in the limit L → ∞ after reaching
the first maximum.
A similar analysis for the initial states (s/p, s), shows
that
Cln = δln − 1
Lp
p−1∑
j=0
Ajs e
− 2piinjp
L∑
k=1
e−i[φk(l−n)+2tε
eff
k,j(p)]
(33)
where Ajs =
∑s−1
q=0 e
− 2piijqp . It is clear that as long as
Ajs 6= 0 for the values of j corresponding to the effective
maximum group velocity, Eq. (32) remains valid. How-
ever, one can verify that Ajs is actually zero in some
cases. For example, for the state labeled by (1/2, 2), we
have A22 = 0 and therefore the light-cone velocity is ob-
tained from the maximum over of Eq. (31) at j = 1 and
p = 4; namely vmax =
√
2. This is nicely confirmed in
Fig. 1 (green curves).
B. Arbitrary values of γ and h: Quenches from the
Ne´el state (p = 2)
We start our analysis of the light-cone velocity for arbi-
trary values of γ and h in the XY chain from the neatest
case of a quench from the Ne´el state; i.e. p = 2 according
to the notations of Sec. II. First observe that, for arbi-
trary values of γ and h, each term in the sum over j in
Eqs. (25)-(26) is associated to a time propagation with
an effective dispersion
effk,j,±(p) =
1
2
(
εk ± εLj
p −k
)
, j = 0, . . . , p− 1, (34)
where it is understood that for j = 0 we get back Eq. (6).
Moreover, also the first line in Eqs. (25)-(26) contains
a state-independent contribution whose time evolution
expands over the usual dispersion. Therefore as long as
γ 6= 0, one should expect a state-independent light-cone
0 2 4 6 8 10 12
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∆ l
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-0.012
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12
τ
( γ = 1 , h = 0.75 )
 ( γ = 0.5  ,  h = 1 )
 ( γ = 0.5 ,  h = 0.5 )
FIG. 2. (color online) On the right panel, ∆ln(t) for the
XY chain and J = 1 starting from the state (1/2, 1) with
vertical bars in correspondence of |l−n|
2vmax
; here L = 96 and
|l − n| = 12. On the left panel we plotted the numerically
estimated inflection points τ of the signals as a function of
the distances |l− n|. The points align on a straight line with
slope obtained from Eq. (35).
velocity vmax = vg (the maximum group velocity) for all
the functions (9)-(10). However, as we already noticed
at the end of Sec. III, for p = 2 a propagation with the
maximum group velocity vg is forbidden by Eq. (27). For
arbitrary values of the parameters γ and h, the effective
maximum group velocity (i.e. the light-cone velocity) can
be then obtained from Eq. (34) as
vmax = max
j 6=0,±,k
dεeffk,j 6=0,±(p)
dk
. (35)
Actually if p = 2, only j = 1 is allowed in the for-
mula above and as an immediate consequence vmax < vg;
Eq. (35) predicts the light-cone velocity of the signal (8)
after a a quench from the Ne´el state in the XY chain.
The physical interpretation is similar to the free
fermion case: here the initial state allows only pairs of
quasi-particles to propagate with momenta k and L2 − k.
Notice also that the velocities of the pair are now differ-
ent since |vk| 6= |vL
2 −k| for vk as in Eq. (7); this asymme-
try diminishes the light-cone velocity. In the Ising chain
(γ = 1) vmax is obtained selecting the negative sign in
Eq. (35), and φk as close as possible to
pi
2 . The explicit
value is
vmax =
2Jh√
1 + h2
. (36)
Similarly, in the regions of the parameters h = 1 and
γ < γ∗, one finds
vmax =
2J√
1 + γ2
; (37)
where γ∗ is the solution of γ∗ = 1√
1+(γ∗)2
. In general,
there is not a closed formula for vmax; see however the
6first and second panel in Fig. 6 for numerical estimations
based on Eq. (35). In Fig. 2, we plot ∆ln(t) for different
values of γ and h for quenches from the initial configu-
ration (1/2, 1). The light-cone velocities estimated from
the inflection points are in agreement with Eqs. (36)-(37)
and more generally with Eq. (35).
C. Arbitrary values of γ and h: Quenches from
states with p > 2
For p > 2, the determination of vmax is considerably
more involved and we cannot provide explicit formulas
covering all the cases. To understand the source of new
subtleties let us focus first on the critical Ising chain.
Since for p > 2 the terms in the first line of Eqs. (25)-
(26) are not canceled, we should expect that the C and F
matrix elements will propagate with a state-independent
velocity vg. This is indeed correct, see for instance the
red and blue curves in the two panels of Fig. 3 with ini-
tial states p = 3 and p = 4. However, when combined
into ∆ln, the two signals almost exactly cancel around
the first maximum, leaving a light-cone velocity slower
than vg. The latter can be still calculated as in case
p = 2 from Eq. (35). See the green curve in Fig. 3 for an
illustration. This result holds also for any h ≤ 1 (ferro-
magnetic phase) as we support analytically in the Sec. V.
For h > 1 (paramagnetic phase), the same Sec. V shows
instead that the correlation function ∆ln propagates with
the maximum group velocity vg. Summarizing for p > 2,
in the Ising chain the signal in Eq. (8) propagates with a
light cone velocity given by Eq. (35) for h ≤ 1 and by the
maximum group velocity vg for h > 1. This difference
in the light-cone velocity between the two phases is hard
to spot numerically, since the state-independent term is
of order 1/h2 and the difference between Eq. (35) and vg
drops to zero fast as h increases.
We studied the correlation function ∆ln for several dif-
ferent values of the parameters γ and h. For the initial
states ( 1p , 1) with p > 2 we found numerically, similarly
to the Ising chain, vmax always to be given by Eq. (35) or
vg. However a clear pattern does not emerge from the nu-
merical analysis and to distinguish between the two cases
one should resort to the method described in Sec. V. For
the configuration (1/2, 2) with p = 4 again the terms
that are independent from the initial states cancel out
explicitly. For instance in the Ising chain the light-cone
velocity is
vmax =
√
2Jh√
1−√2h+ h2
; (38)
a result that can be verified numerically from the inflec-
tion points. Similar arguments are also valid for all the
configurations with (s/p, s).
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FIG. 3. (color online) |Cln|2, |Fln|2, and ∆ln(t) for the XY
chain with J = 1, γ = 1 and h = 1 (critical Ising chain). The
continuous vertical lines intersecting the red and blue curves
are indicating the inflection points τ . The dashed vertical
line is in correspondence of the inflection point of ∆ln (green
curve). It can be seen that |Fln| and |Cln| propagates faster
than ∆ln. Here L = 144 and |l − n| = 60.
V. AIRY SCALING OF CORRELATION
FUNCTIONS IN INFINITE VOLUME
In this section we describe how it is possible to ob-
tain accurate approximations of the free fermionic corre-
lation functions near the edge of the light cone in terms
of combinations of Airy functions. The appearance of the
Airy function at the boundary of the light-cone is not a
novelty in the quench context, see24,25 and also63,64. It
is actually a direct consequence of stationary phase ap-
proximation in presence of coalescing stationary points;
for more details and possible sources of violation of this
approximation, see the comments below Eq. (54).
We start by determining the infinite volume limit
(L → ∞) of the fermionic propagator and recast the
results in Sec. III directly in Fourier space. We consider
then fermionic operators cl and c
†
n with {c†l , cn} = δln,
{cl, cn} = {c†l , c†n} = 0 defined for any l, n ∈ Z. The
7convention for the Fourier transforms are
cl =
∫ pi
−pi
dk√
2pi
eiklc(k), c(k) =
1√
2pi
∑
l∈Z
e−iklcl, (39)
from which follows that {c†(k), c(k′)} = δ(k − k′) and
{c(k), c(k′)} = {c†(k), c†(k′)} = 0. To be definite we only
consider initial configurations labeled by the pair (1/p, 1).
In the XY chain, the time evolved operators c(−k, t) and
c†(k, t) are linearly related to the correspondent opera-
tors at time zero. Indeed the Bogoliubov rotation that
diagonalizes the XY chain is58
(
b†(k)
b(−k)
)
=
R(k)︷ ︸︸ ︷(
cos(θ(k)/2) −i sin(θ(k)/2)
−i sin(θ(k)/2) cos(θ(k)/2)
)(
c†(k)
c(−k)
)
(40)
with cos θ(k) = 2J(cos(k)−h/J)ε(k) , sin θ(k) =
2Jγ sin(k)
ε(k) and
ε(k) = 2J
√
(cos(k)− h/J)2 + γ2 sin2(k). The Bogoli-
ubov fermions b(k) and b†(−k) have simple time evolu-
tion
(
b†(k, t)
b(−k, t)
)
=
U(k,t)︷ ︸︸ ︷(
eiε(k)t 0
0 e−iε(k)t
)(
b†(k)
b(−k),
)
(41)
and therefore we obtain
(
c†(k, t)
c(−k, t)
)
=
T˜ (k,t)︷ ︸︸ ︷
R†(k)U(k, t)R(k)
(
c†(k)
c(−k)
)
. (42)
The matrix elements of T˜ are
T˜11(k, t) = cos(ε(k)t) + i cos(θ(k)) sin(ε(k)t) (43)
T˜12(k, t) = sin(ε(k)t) sin(θ(k)). (44)
and T˜11(k, t) = [T˜
∗
22(k, t)], T˜21(k, t) = −T˜12(k, t). From
unitarity it follows moreover |T˜11|2+T˜ 212 = 1 and T˜ ∗11T˜12+
T˜ ∗21T˜22 = 0. Fermionic correlation functions are double
integrals in Fourier space. For instance let us denote by
fα a fermionic operator with f+ ≡ c and f− ≡ c†, from
the definition of the Fourier transform (39) we have
〈fαl (t)fβn (t)〉 =
∫ ∫
dkdk′
2pi
eiαkl+iβk
′n〈fα(k, t)fβ(k′, t)〉,
(45)
with integrals in the domain k, k′ ∈ [−pi, pi]. The time
evolution of the matrix element in (45) is obtained from
Eq. (42) as a linear combination of four matrix elements
of the same type at time t = 0. Among those four the
only non-trivial on the class of initial states we are con-
sidering is g(k, k′) = 〈c†(k)c(k′)〉. Notice indeed that
〈c†(k)c†(k′)〉 = 〈c†(k)c†(k′)〉 = 0 and 〈c(k)c†(k′)〉 can be
obtained from the anticommutation relations. For our
initial state ( 1p , 1) the function g is given by
g(k, k′) =
1
2pi
∑
n∈Z
einp(k−k
′) =
1
p
p−1∑
j=0
δ
(
k − k′ − 2pij
p
)
.
(46)
It is then straightforward to derive integral representa-
tions for the correlators Fln(t) and Cln(t) that we write
as
Fln(t) =
p−1∑
j=0
F jln(t) and Cln(t) =
p−1∑
j=0
Cjln(t). (47)
Explicit expressions for the functions F jln(t) and C
j
ln(t)
are
F 0ln(t) =
∫
dk
2pi
e−ik(l−n)
[
T˜12(k, t)T˜11(−k, t)+
1
p
(T˜11(k, t)T˜12(−k, t)− T˜12(k, t)T˜11(−k, t))
]
, (48)
F j 6=0ln (t) =
e−
2piinj
p
p
∫
dk
2pi
e−ik(l−n)
[
T˜11(k, t)×
×T˜12
(
−k + 2pij
p
, t
)
− T˜12(k, t)T˜11
(
−k + 2pij
p
, t
)]
;
(49)
and analogously
C0ln(t) =
∫
dk
2pi
eik(l−n)
[
T˜22(−k, t)T˜11(k, t)
(
1− 1
p
)
+
1
p
T˜12(k, t)
2
]
, (50)
Cj 6=0ln (t) =
e−
2piinj
p
p
∫
dk
2pi
eik(l−n)
[
T˜21(−k, t)×
×T˜12
(
k +
2pij
p
, t
)
−T˜22(−k, t)T˜11
(
k +
2pij
p
, t
)]
. (51)
Notice that the integrals in Eqs. (48) and (50) are of
course the L→∞ limit of Eqs. (25)-(26). Each function
F jln(t) and C
j
ln(t) describes a time propagation with a
velocity that can be derived from the effective dispersion
relation
εeffj,±(k, p) =
1
2
[
ε(k)± ε
(
−k + 2pij
p
)]
, j = 0, . . . , p− 1,
(52)
that is Eq. (34) in the limit L → ∞. As in Sec. III, the
prediction of the light-cone velocity follows from calcu-
lating the maximum effective group velocities obtained
from Eq. (52). In particular, it can be easily verified (see
Eqs. (48) and (50) in particular) that for p = 2, the max-
imum effective group velocity is always smaller than vg
obtained from Eq. (7).
8As shown in Fig. 3, the numerics indicates that a can-
cellation of the fastest j = 0 contributions in Eq. (52) ap-
pears also for p 6= 2 in the critical Ising chain. This obser-
vation extends to the whole ferromagnetic phase h ≤ 1.
It can be understood analytically comparing the behav-
iors near their inflection points of |F 0ln(t)| and |C0ln(t)| in
(47) and showing that they are the same. At the edge
of the light-cone those functions can indeed be approx-
imated by an Airy function with increasing accuracy as
t→∞ as we now discuss.
Consider an integral of the form
I(x, t) =
∫ pi
−pi
dk
2pi
H(k)e2itε(k)−ikx (53)
where we assume x > 0 and H(k) a function with sup-
port into [−pi, pi]. We consider the asymptotic of such
an integral for large t, keeping fixed the ratio x/t. The
boundary of the light-cone is identified by the condition
that the solution kmax of the stationary phase equation
ε′(kmax) =
x
2t
, (54)
corresponds to a point of maximum of the function ε′(k).
There are then two possibilities: either ε′′(kmax) = 0 or
ε′′(kmax) 6= 0. The latter case can happen for instance
if kmax lies at the boundary of the integration domain.
The Airy scaling is obtained when ε′′(kmax) = 0 and in
a Taylor expansion of the phase near k = kmax the third
order term is not zero (for instance25,63,64). If H(kmax) 6=
0, it is easy to obtain the following approximation of the
integral I(x, t) near the boundary of the light-cone
I(x, t) ' e
2itε(kmax)−ikmaxxH(kmax)
[−tε′′′(kmax)]1/3 Ai(−X), (55)
being X = 2ε
′(kmax)t−x
[−tε′′′(kmax)]1/3 and Ai(x) =
∫∞
−∞
dq
2pi e
iqx+ iq
3
3 .
It should be noticed that (55) is determined in the limit
t → ∞ but it gives a fairly good approximation of the
integral as long as
|2ε′(kmax)t− x|  [−tε′′′(kmax)]1/3. (56)
Let us now pass to illustrate a concrete application of
Eq. (55) to the Ising chain where we fixed J = 1/2 and
γ = 1. The functions F 0ln(t) and C
0
x(t) can be written as
F 0ln(t) = H0 +
∑
σ=±
∫ pi
−pi
dk
2pi
Hσ(k)e
2iσε(k)t−ik(l−n), (57)
C0ln(t) = K0 +
∑
σ=±
∫ pi
−pi
dk
2pi
Kσ(k)e
2iσε(k)t−ik(l−n); (58)
where H± and K± are obtained expanding the integrands
in (48) and (50) and we also used C0ln(t) = C
0
nl(t). The
constant terms H0 and K0 can be also determined ex-
plicitly from the residue theorem and they are given by
H0 = K0 = −h
x−2(h2 − 1)(p− 2)
8p
, h ≤ 1; (59)
H0 = −K0 = −h
−x+2(h2 − 1)(p− 2)
8p
, h > 1, (60)
where we defined x ≡ (l− n) ≥ 2. They are then vanish-
ing at h = 1 or are exponentially small with the distance
x when h 6= 1. Since we will consider only large values of
x, it turns out that they are negligible.
We focus first on the case h < 1. Here we have
kmax = arccos(h), ε
′(kmax) ≡ vg = h, ε′′(kmax) = 0,
ε′′′(kmax) = −h; using (55) we obtain for t → ∞ the
light-cone approximations
F 0ln(t) '
2H+(kmax) cos[2thφ(h)]
(ht)1/3
Ai(X) (61)
C0ln(t) '
2K+(kmax) cos[2thφ(h)]
(ht)1/3
Ai(X). (62)
where φ(h) =
√
1/h2 − 1 − arccos(h). It turns out
that H+(kmax) = H−(−kmax) = −iK+(kmax) =
−iK−(−kmax) and
H+(kmax) = −ip− 2
4p
, (63)
Therefore |F 0ln|2 and |C0ln|2 have the same approximation
in terms of an Airy function and they cancel out when
calculating ∆ln.
We now pass to discuss the case h > 1. Here we have
kmax = arccos(1/h), ε
′(kmax) ≡ vg = 1, ε′′(kmax) =
0, ε′′′(kmax) = −1. A similar expansion gives the ap-
proximations
F 0ln(t) '
e2itφ(h
−1)H+(kmax) + e
−2itφ(h−1)H−(−kmax)
t1/3
Ai(X)
(64)
C0ln(t) '
2K+(kmax) cos[2tφ(h
−1)]
t1/3
Ai(X), (65)
where now K+(kmax) = K−(−kmax) and
H±(±kmax) = −i (h∓
√
h2 − 1)(p− 2)
4h2p
(66)
K+(kmax) =
p− 2
4h2p
. (67)
There is no more a cancellation of the two terms as for
h < 1. The absence of a clear peak at τ = l−n2 (l n) in
the observable ∆ln(t) that emerges in the numerics can
be however understood as a combination of three effects.
For large h  1, the values at the inclination point of
|F 0ln|2 and |C0ln|2 are suppressed by a factor 1/h2 and
1/h4 respectively and moreover the difference between
Eq. (35) and vg is small. On the other hand, as h→ 1, an
exact cancellation between |F 0ln| and |C0ln| must happen.
For h = 1, the two distinct stationary points ±kmax
actually merge at k = 0 and the asymptotic expansion
involves only one term. One has vg = 1 and ε
′′(0+) = 0,
ε′′′(0+) = −1/4; leading to the final result
F 0ln(t) ' −i
p− 2
2p(2t)1/3
Ai(X), C0ln(t) = −iF 0ln(τ), (68)
9that once again shows the cancellation of the fastest par-
ticle contribution for arbitrary values of p. Although the
argument applies for large t, we believe that it furnishes
a satisfactory explanation of the numerical results pre-
sented in Fig. 3. Finally notice that the limits h→ 1±, al-
though producing the same result, do not commute with
the asymptotic expansion.
Analogous approximations could be calculated for all
the functions F jln(t) and C
j
ln(t) with the same technique.
As a last example, we demonstrate the validity of the
Airy-approximation, through the neatest example of a
quench from the Ne´el state (p = 2) in the critical Ising
chain. In this case the integrals F 0ln(t) and C
0
ln(t) vanish
for any time. For t→∞ and x/t finite, being x ≡ l−n >
0; we obtain
(4t)2/3∆ln(t) ' −Ai2(−X), t 1. (69)
In (69), X = 2vmaxt−x
[−te′′′(kmax)]1/3 ∈ R, kmax = pi/2 and ac-
cording to (52)
e(k) ≡ εeff1,−(k, 2) =
1
2
[ε(k)− ε(−k + pi)] (70)
vmax = max
k∈[−pi,pi]
de(k)
dk
=
1√
2
. (71)
The value of vmax is of course the same as in Eq. (35)
taking J = 1/2. A comparison of the stationary phase
approximation in Eq. (69) with a numerical evaluation of
the correlation function ∆ln(t) is presented in Fig. 4. It
is finally worth to remark that for X = 0 (i.e. t = |l−n|2vmax ),
Eq. (69) is within the 10% from the exact value already
for t = 50. Notice also that Ai′′(0) = 0 which explains
why for large times the inflection point of the signal is
close to |l−n|2vmax .
VI. EVOLUTION OF THE ENTANGLEMENT
ENTROPY
In this final section before the conclusions, we present
numerical results for the time evolution of the entan-
glement entropy of a subsystem of size l for the differ-
ent initial states discussed in Sec. II. Based on a quasi-
particle picture46,47, we expect the entanglement entropy,
denoted by S(t), to grow linearly in time up to τs which is
approximately l2vg . After τs, which we will call the sat-
uration time, the entanglement entropy converges48 to
the von Neumann entropy of the stationary state 52,65.
In the numerics τs is obtained as the earliest time where
the second derivative of the signal changes.
One can calculate the entanglement entropy from the
correlation functions as follows62
S = −Tr
[
1 + Γ
2
ln
(
1 + Γ
2
)]
, (72)
where Γ is a 2l × 2l block matrix which can be written
−2 −1 0 1 2 3 4−0.3
−0.2
−0.1
0
X
FIG. 4. The continuous blue curve is the function −Ai2(−X).
The points represent numerical evaluations of (4t)2/3∆ln(t)
for a quench from the Ne´el state (p = 2) in the critical Ising
chain (h = γ = 1 and J = 1/2). Here |l − n| = 2vmaxt −
[−te′′′(kmax)]1/3X and t = 500.
as
Γmn =
〈(
axm
aym
)
(axn a
y
n)
〉
− δmn12×2
=
(
〈axmaxn〉 − δmn 〈axmayn〉
〈aymaxn〉 〈aymayn〉 − δmn
)
. (73)
Here axm = c
†
m+cm and a
y
m = i(cm−c†m) and the indexes
m,n belong to the one-dimensional subsystem of size l.
One can easily find all the different elements of the matrix
Γ as,
Γ11 = F + F
† +C −CT , (74)
Γ12 = i(1−C −CT − F + F †), (75)
Γ21 = −i(1−C −CT + F − F †), (76)
Γ22 = −F − F † +C −CT . (77)
At this stage we have all the ingredients to build the
matrix Γ and consequently to calculate the entanglement
entropy from Eq. (72). In fact, one can calculate the
entanglement from
S = −
l∑
j=1
[
1 + νj
2
ln
(
1 + νj
2
)
+
1− νj
2
ln
(
1− νj
2
)]
,
(78)
where νj ’s are the positive eigenvalues of the matrix Γ.
Let us now pass to summarize the numerical results
illustrated in Fig. 5a and Fig. 5b. Firstly, it is evident
that, as long as p > 1 and γ 6= 0, vg does not necessarily
play a role into the time evolution of the entanglement
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(a)
(b)
FIG. 5. (color online) The evolution of the entanglement en-
tropy in the XY chain with system size L = 600 and l = 72.
The vertical dashed lines are in correspondence of t = l
2vmax
,
being vmax the light-cone velocity for the correlation functions
obtained in Sec. IV. (a) S(t) at γ = 2 and h = 1.5. The blue
curve corresponds to time evolution from p = 1 (i.e. a fully
polarized initial state) and the green one to p = 3. Both are
compatible with τs =
l
2vmax
, notice that for p = 1 vmax = vg.
The red curve corresponds instead to p = 2 and shows that in
such a case the saturation time is larger than l
2vmax
. (b) S(t)
in the free fermion case γ = h = 0 and J = −1, here the sat-
uration time is in agreement with the conjecture τs =
l
2vmax
.
entropy. See Fig. 5a and compare the blue curve, corre-
sponding to S(t) for p = 1 (i.e. a fully polarized initial
state |ψ0〉 = | ↑↑ . . . ↑〉) with the green that refers instead
to p = 3; in both cases γ = 2 and h = 1.5. It is clear that
starting from an initial state with p 6= 1, the saturation
time is state-dependent and larger than l2vg .
Mimicing the original interpretation in46,47, it is
tempting to conjecture that τs could be approximated
instead by l2vmax , with vmax the light-cone velocity ex-
tracted from the correlation functions in Sec. III. This
natural conjecture can be readily verified, for instance,
in the free fermion case γ = h = 0 and J = −1. In
Fig. 5b we report numerical simulations at γ = h = 0 and
J = −1 for S(t) starting different initial states. From top
to bottom the configurations that label the selected ini-
tial states are (1/p, 1), with p = 2, 3 and (1/2, 2). In the
free fermion case the saturation time is then fully com-
patible with the conjecture τs =
l
2vmax
and vmax given in
Eq. (32) and below Eq. (33). In particular, the agree-
ment for the configuration ( 12 , 2) is remarkable because
the result vmax =
√
2 was derived in Sec. IV A by using
A22 = 0.
We have done a similar analysis for several different
values of γ and h to check whether the conjecture for τs
holds more generally in the XY chain. The final answer
is negative as can be understood again from Fig. 5a, ana-
lyzing in particular the red and green curves. The green
curve describes S(t) for p = 3 (h = 1.5 and γ = 2)
where vmax is obtained from Eq. (35) and shows that
the saturation time is again compatible with l2vmax . The
red curve describes instead S(t) for p = 2 (h = 1.5 and
γ = 2) and according to the analysis in Sec. III, the
light-cone velocity vmax is again given by Eq. (35). How-
ever the entanglement entropy displays a saturation time
larger than l2vmax . At present we do not have an analyti-
cal understanding of this effect. However, our numerical
simulations indicate that vmax sets a lower bound on the
saturation time and actually τs ≥ l2vmax .
VII. CONCLUSIONS
In this paper we have analyzed the influence of the ini-
tial state on the maximum speed at which correlations
can propagate, according to the Lieb-Robinson bound.
We investigated the XY chain and global quenches from
a class of initial states that are factorized in the local z-
component of the spin and have a crystalline structure.
We demonstrated explicitly that momentum conserva-
tion in the crystal leads to a state-dependent light-cone
velocity vmax that rules how fast correlations spread. For
instance, see Sec. IV B below Eq. (35), pairs of quasi-
particles can travel after the quench with momenta that
are no more opposite. This effect slows down the signal
propagation.
We have given, and checked numerically, analytical
predictions for the light-cone velocities for several val-
ues of the parameters γ, h and p; concrete examples are
given in Eq. (32) and Eq. (35). We also discussed an
approximation of the fermionic correlations functions in
infinite volume that shows, in agreement with previous
results in24,25, that the behaviour at the light-cone edge
can be characterized by integer powers of t−1/3. In par-
ticular this is the case when the light-cone velocity is a
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maximum with vanishing second derivative (and non-zero
third derivative) of the effective dispersion. The degree
of universality of the t−1/3-scaling and in particular its
dependence on the initial state, however, have been not
clarified yet66–70.
We have then studied numerically the evolution of the
entanglement entropy and showed that the choice of the
initial state affects also the saturation time. When com-
pleting this paper, a preprint71 appeared that analyzes
entanglement dynamics in the XX chain (γ = 0) for the
class of initial states here labeled as (1/p, 1). In partic-
ular an interesting semiclassical interpretation in terms
of entangled p-plets of quasi-particles is proposed. Our
calculations in Sec. III for the light-cone velocity in the
XX chain are in agreement with such a quasi-particle pic-
ture. It will be important to investigate how this can be
adapted to determine the light-cone velocity vmax and the
linear growth of the entanglement entropy also for γ 6= 0.
Our analysis suggests that these observables are not eas-
ily predictable on the whole parameters space, therefore
a generalized quasi-particle picture will be likely initial
state dependent. Finally, it will be relevant to study the
effect of the initial state on Loschmidt echo and finite
size effects72,73.
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Appendix A: Light-cone velocities for p = 2
As we discussed in the main part of the paper differ-
ent initial states can induce different effective maximum
group velocities. A fully translation invariant initial state
with all the spins up or down (p = 1) leads to a propaga-
tion with velocity vg, the maximum of Eq. (7). However,
for state (1/2, 1) vmax is fixed by Eq. (35) and can be
easily found numerically. In Fig. 6 we plot the light-cone
velocities for p = 2 obtained in this way and compare
them against vg. The figure clearly shows that for small
values of γ and h the difference between the two are neg-
ligible. A difference (denoted as d in Fig. 6) between the
light-cone velocity and vg is instead more pronounced
close to h = 1. This will be the best condition to test the
effects studied in this paper.
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