Book reports  by unknown
An International Journal 
computers & 
mathematics 
with applications 
PERGAMON Computers and Mathematics with Applications 43 (2002) 1195-1202 
www.elsevier.com/locate/camwa 
BOOK REPORTS 
The Book Reports section is a regular feature of Computers & Mathematics with Applications. 
It is an unconventional section. The Editors decided to break with the longstanding custom of 
publishing either lengthy and discursive reviews of a few books, or just a brief listing of titles. 
Instead, we decided to publish every important material detail concerning those books submitted 
to us by publishers, which we judge to be of potential interest to our readers. Hence, breaking 
with custom, we also publish a complete table of contents for each such book, but no review 
of it as such. We welcome our readers’ comments concerning this enterprise. Publishers should 
submit books intended for review to the Editor-in-Chief, 
Professor Ervin Y. Rodin 
Campus Box 1040 
Washington University in St. Louis 
One Brookings Drive 
St Louis, MO 63130, U.S.A. 
089%1221/02/$ - see front matter @ 2002 Elsevier Science Ltd. All rights reserved. 
PII: SO898-1221(01)00355-S 
Typeset by d&i-TEX 
1196 BOOK REPORTS 
Advances in Neural Information Processins Svstems 13: Proceedinqs of the 2000 Conference. Edited by Todd K. 
Leen, Thomas G. Dietterich and Volker Tresp. The MIT Press, Cambridge, MA. (2001). 1106 pages. $65.00. 
Contents: 
Preface. NIPS committees. Reviewers. Part I. Cognitive science. Who does what? A novel algorithm to deter- 
mine function localization (Ranit Aharonov-Barki, Isaac Meilijson and Eytan Ruppin). A productive, systematic 
framework for the representation of visual structure (Shimon Edelman and Nathan Intrator). The interplay 
of symbolic and subsymbolic processes in anagram problem solving (David B. Grimes and Michael C. Mozer). 
Hippocampally-dependent consolidation in a hierarchical model of neocortex (Szabolcs KQli and Peter Dayan). 
Position variance, recurrence and perceptual learning (Zhaoping Li and Peter Dayan). The use of MDL to select 
among computational models of cognition (In J. Myung, Mark A. Pitt, Shaobo Zhang and Vijay Balasubrama- 
nian). Active inference in concept learning (Jonathan D. Nelson and Javier R. Movellan). The early word catches 
the weights (Mark A. Smith, Garrison W. Cottrell and Karen L. Anderson). Structure learning in human causal 
induction (Joshua B. Tenenbaum and Thomas L. Griffiths). Adaptive object representation with hierarchically- 
distributed inemory sites (Bosco S. Tjan). 
Part II. Neuroscience. What can a single neuron compute? (Blaise Agiiera y Arcas, Adrienne L. Fairhall and 
William Bialek). Dendritic compartmentalization could underlie competition and attentional biasing of simulta- 
neous visual stimuli (Kevin A. Archie and Bartlett W. Mel). Place cells and spatial navigation based on 2D visual 
feature extraction, path integration, and reinforcement learning (Angelo Arleo, Fabrizio Smeraldi, Stbphane Hug 
and Wulfram Gerstner). Modelling spatial recall, mental imagery and neglect (Suzanna Becker and Neil Burgess). 
Stability and noise in biochemical switches (William Bialek). Temporally dependent plasticity: An informa- 
tion theoretic account (Gal Chechik and Naftali Tishby). A new model of spatial representation in multimodal 
brain areaS (Sophie Deneve, Jean-Rene Duhamel and Alexandre Pouget). Multiple timescales of adaptation in a 
neural code (Adrienne L. Fairhall, Geoffrey D. Lewen, William Bialek and Robert R. de Ruyter van Steveninck). 
Dopamine bonuses (Sham Kakade and Peter Dayan). Finding the key to a synapse (Thomas Natschlgger and Wolf- 
gang Maass). Processing of time series by neural circuits with biologically realistic synaptic dynamics (Thomas 
Natschllger, Wolfgang Maass, Eduardo D. Sontag and Anthony Zador). Spike-timing-dependent learning for 
oscillatory networks (Silvia Scarpetta, Zhaoping Li and John Hertz). Universality and individuality in a neu- 
ral code (Elad Schneidman, Naama Brenner, Naftali Tishby, Robert R. deRuyter vansteveninck and William 
Bialek). Natural sound statistics and divisive normalization in the auditory system (Odelia Schwartz and Eero P. 
Simoncelli). Development of hybrid systems: Interfacing a silicon neuron to a leech heart interneuron (Mario F. 
Simoni, Gennady S. Cymbalyuk, Michael Q. Sorensen, Ronald L. Calabrese and Stephen P. DeWeerth). Whence 
sparseness? (Carl van Vreeswijk). 
Part III. Theory. Efficient learning of linear perceptrons (Shai Ben-David and Hans Ulrich Simon). Algorithmic 
stability and generalization performance (Olivier Bousquet and Andre Elisseeff). Competition and arbors in ocular 
dominance (Peter Dayan). From margin to sparsity (Thore Graepel, Ralf Herbrich and Robert C. Williamson). 
Permitted and forbidden sets in symmetric threshold-linear networks (Richard H.R. Hahnloser and H. Sebastian 
Seung). A PAC-Bayesian margin bound for linear classifiers: Why SVMs work (Ralf Herbrich and Thore Graepel). 
On reversing Jensen’s inequality (Tony Jebara and Alex Pentland). Second order approximations for probability 
models (Hilbert J. Kappen and Wim Wiegerinck). Some new bounds on the generalization error of combined 
classifiers (Vladimir Koltchinskii, Dmitriy Panchenko and Fernando Lozano). Sparsity of data representation of 
optimal kernel machine and leave-one-out estimator (Adam Kowalczyk). Foundations for a circuit complexity 
theory of sensory processing (Robert A. Legenstein and Wolfgang Maass). A tighter bound for graphical models 
(Martijn A.R. Leisink and Hilbert J. Kappen). Learning curves for Gaussian processes regression: A framework for 
good approximations (D&the Malzahn and Manfred Opper). Weak learners and improved rates of convergence 
in boosting (Shie Mannor and Ron Meir). Learning continuous distributions: Simulations with field theoretic 
priors (Ilya Nemenman and William Bialek). Occam’s razor (Carl Edward Rasmussen and Zoubin Ghahramani). 
The kernel trick for distances (Bernhard SchBlkopf). Regularization with dot-product kernels (Alex J. Smola, 
Zoltdn L. 6vBri and Robert C. Williamson). Analysis of bit error probability of direct-sequence CDMA multiuser 
demodulators (Toshiyuki Tanaka). Error-correcting codes on a Bethe-like lattice (Renato Vicente, David Saad 
and Yoshiyuki Kabsshima). Algebraic information geometry for learning machines with singularities (Sumio 
Watanabe). Computing with finite and infinite networks (Ole Winther). Stagewise processing in error-correcting 
codes and image restoration (K.Y. Michael Wong and Hidetoshi Nishimori). Learning winner-take-all competition 
between groups of neurons in lateral inhibitory networks (Xiaohui Xie, Richard H.R. Hahnloser and H. Sebastian 
Seung). Convergence of large margin separable linear classification (Tong Zhang). 
Part IV. Algorithms and architecture. A support vector method for clustering (Asa Ben-Hur, David Horn, 
Hava T. Siegelmann and Vladimir Vapnik). A variational mean-field theory for sigmoidal belief networks (Chiran- 
jib Bhattacharyya and S. Sathiya Keerthi). Direct classification with indirect data (Timothy X. Brown). Model 
complexity, goodness of fit and diminishing returns (Igor V. Cadez and Padhraic Smyth). A linear programming 
approach to novelty detection (Colin Campbell and Kristin P. Bennett). Overfitting in neural nets: Backpropa- 
gation, conjugate gradient, and early stopping (Rich Caruana, Steve Lawrence and Lee Giles). Incremental and 
decremental support vector machine learning (Gert Cauwengerghs and Tomaso Poggio). Vicinal risk minimization 
(Olivier Chapelle, Jason Weston, L&n Bottou and Vladimir Vapnik). Gaussianization (Scott Saobing Chen and 
Ramesh A. Gopinath). The missing link-A probabilistic model of document content and hypertext connectivity 
(David Cohn and Thomas Hofmann). Improved output coding for classification using continuous relaxation (Koby 
Crammer and Yoram Singer). Sparse representation for Gaussian process models (Lehel Csatd and Manfred Op- 
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per), Explaining away in weight space (Peter Dayan and Sham Kakade). An adaptive metric machine for pattern 
cla.ssihcation (Carlotta Domeniconi, Jing Peng and Dimitrios Gunopulos). High-temperature expansions for learn- 
ing models of nonnegative data (Oliver B. Downs). Incorporating second-order functional knowledge for better 
option pricing (Charles Dugas, Yoshua Bengio, Francois Belisle, Claude Nadeau and Rene Garcia). Discovering 
hidden variables: A structure-based approach (Gal Elidan, Noam Lotner, Nir Friedman and Daphne Koller). Ac- 
cumulator networks: Suitors of local probability propagation (Brendan J. Frey and Anitha Kannan). Sequentially 
fitting “inclusive” trees for inference in noisy-OR networks (Brendan J. Frey, Relu Patrsscu, Tommi S. Jaakkola 
and Jodi Moran). A new approximate maximal margin classification algorithm (Claudio Gentile). Propagation al- 
gorithms for variational Bayesian learning (Zoubin Ghahramani and Matthew J. Beal). The kernel Gibbs sampler 
(Thore Grsepel and Ralf Herbrich). ‘N-body’ problems in statistical learning (Alexander G. Gray and Andrew W. 
Moore). Large scale Bayes point machines (Ralf Herbrich and Thore Graepel). Beyond maximum likelihood and 
density estimation: A sample-based criterion for unsupervised learning of complex models (Sepp Hochreiter and 
Michael C. Mozer). Ensemble learning and linear response theory for ICA (Pedro A.d.F.R. Hejen-Sorensen, Ole 
Winther and Lars Kai Hansen). Generalizable singular value decomposition for ill-posed datasets (Ulrik Kjems, 
Lars Kai Hansen and Stephen C. Strother). Algorithms for non-negative matrix factorization (Daniel D. Lee and 
H. Sebastian Seung). Text classification using string kernels (Huma Lodhi, John Shawe-Taylor, Nello Cristianini 
and Chris Watkins). Constrained independent component analysis (Wei Lu and Jagath C. Rajapakse). Active 
support vector machine classification (Olvi L. Mangssarian and David R. Musicant). The unscented particle 
filter (Rudolph vander Merwe, Arnaud Doucet, Nando deFreitas and Eric Wan). A mathematical programming 
approach to the kernel Fisher algorithm (Sebastian Mika, Gunnar Ratsch and Klaus-Robert Miller). Automatic 
choice of dimensionality for PCA (Thomas A. Minka). On iterative Krylov-dogleg trust-region steps for solving 
neural networks nonlinear least squares problems (Eiji Mizutani and James W. Demmel). An information maxi- 
mization approach to overcomplete and recurrent representations (Oren Shriki, Haim Sompolinsky and Daniel D. 
Lee). Sparse greedy Gaussian process regression (Alex J. Smola and Peter Bartlett). Kernel expansions with 
unlabeled examples (Martin Szummer and Tommi S. Jaakkola). Sparse kernel principal component analysis 
(Michael E. Tipping). Data clustering by Markovian relaxation and the information bottleneck method (Naftali 
Tishby and Noam Slonim). Active learning for parameter estimation in Bayesian networks (Simon Tong and 
Daphne Koller). Mixtures of Gaussian processes (Volker ‘Presp). Tree-based modeling and estimation of Gaussian 
processes on graphs with cycles (Martin J. Wainwright, Erik B. Sudderth and Alan S. Willsky). Feature selection 
for SVMs (Jason Weston, Sayan Mukherjee, Olivier Chapelle, Massimiliano Pontil, Tomaso Poggio and Vladimir 
Vapnik). On a connection between kernel PCA and metric multidimensional scaling (Christopher K.I. Williams). 
Using the Nystrijm method to speed up kernel machines (Christopher K.I. Williams and Matthias Seeger). Gener- 
alized belief propagation (Jonathan S. Yedidia, William T. Freeman and Yair Weiss). A gradient-based boosting 
algorithm for regression problems (Richard S. Zemel and Toniann Pita.&). Regularized Winnow methods (Tong 
Zhang). 
Part V. Implementation. A silicon primitive for competitive learning (David Hsu, Miguel Figueroa and Chris 
Diorio). Smart vision chip fabricated using three dimensional integration technology (Hiroyuki Kurino, M. Naka- 
gawa, Kang Wook Lee, Tomonori Nakamura, Yuusuke Yamada, Ki Tae Park and Mitsumasa Koyanagi). Homeo- 
stasis in a silicon integrate and fire neuron (Shih-Chii Liu and Bradley A. Minch). Fast training of support vector 
classifiers (Fernando Perez-Cruz, Pedro L. Alarcon-Diana, Angel Navia-VLquez and Antonio Art&-Rodriquez). 
Four-legged walking gait control using a neuromorphic chip interfaced to a support vector learning algorithm 
(Susanne Still, Bernhard Scholkopf, Klaus Hepp and Rodney J. Douglas). 
Part IV. Speech, handwriting and signal processing. New approaches towards robust and adaptive speech 
recognition (invited paper) (Her+ Bourlard, Samy Bengio and Katrin Weber). Speech denoising and derever- 
beration using probabilistic models (Hagai Attias, John C. Platt, Alex Acero and Li Deng). Combining ICA 
and top-down attention for robust speech recognition (Un-Min Bse and Soo-Young Lee). Learning joint statis- 
tical models for audio-visual fusion and segregation (John W. Fisher III, Trevor Darrell, William T. Freeman 
and Paul Viola). Factored semi-tied covariance matrices (Mark J.F. Gales). Higher-order statistical properties 
arising from the non-stationarity of natural signals (Lucas Parra, Clay Spence and Paul Sajda). One microphone 
source separation (Sam T. Roweis). Minimum Bayes error feature selection for continuous speech recognition 
(George Saon and Mukund Padmanabhan). Periodic component analysis: An eigenvalue method for representing 
periodic structure in speech (Lawrence K. Saul and Jont B. Allen). FaceSync: A linear operator for measuring 
synchronization of video facial images and audio tracks (Malcolm Slaney and Michele Covell). Noise suppression 
based on neurophysiologically-motivated SNR estimation for robust speech recognition (Jiirgen Tchorz, Michael 
Kleinschmidt and Birger Kollmeier). 
Part VII. Visual processing. Shape context: A new descriptor for shape matching and object recognition (Serge 
Belongie, Jitendra Malik and Jan Puzicha). Emergence of movement sensitive neurons’ properties by learning 
a sparse code for natural moving images (Rafal Bogacz, Malcolm W. Brown and Christophe Giraud-Carrier). 
The Manhattan world assumption: Regularities in scene statistics which enable Bayesian inference (James M. 
Coughlan and Allen L. Yuille). Feature correspondence: A Markov chain Monte Carlo approach (Frank Dellaert, 
Steven M. Seitz, Sebastian Thrun and Charles Thorpe). Keeping flexible active contours on track using metropolis 
updates (Trausti T. Kristjansson and Brendan J. Frey). Color opponency constitutes a sparse representation for 
the chromatic structure of natural scenes (Te-Won Lee, Thomas Wachtler and Terrence J. Sejnowski). Learning 
segmentation by random walks (Marina Meila and Jianbo Shi). Partially observable SDE models for image 
sequence recognition tasks (Javier R. Movellan, Paul Mineiro and Ruth J. Williams). Learning sparse image 
codes using a wavelet pyramid architecture (Bruno A. Olshausen, Phil Sallee and Michael S. Lewicki). Learning 
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and tracking cyclic human motion (Dirk Ormoneit, Hedvig Sidenbladh, Michael .I. Black and Trevor Hastie). 
Redundancy and dimensionality reduction in sparse-distributed representations of natural objects in terms of their 
local features (Penio S. Penev). Rate-coded restricted Boltzmann machines for face recognition (Yee Whye Teh 
and Geoffrey E. Hinton). Divisive and subtractive mask effects: Linking psychophysics and biophysics (Barbara 
Zenger and Christof Koch). 
Part VIII. Applications. From mixtures of mixtures to adaptive transform coding (Cynthia Archer and Todd K. 
Leen). A neural probabilistic language model (Yoshua Bengio, Rkjean Ducharme and Pascal Vincent). A com- 
parison of image processing techniques for visual speech recognition applications (Michael S. Gray, Terrence J. 
Sejnowski and Javier R. Movellan). Support vector novelty detection applied to jet engine vibration spectra (Paul 
Hayton, Bernhard SchBlkopf, Lionel Tarassenko and Paul Anuzis). Recognizing hand-written digits using hier- 
archical products of experts (Guy Mayraz and Geoffrey E. Hinton). Sex with support vector machines (Baback 
Moghaddam and Ming-Hsuan Yang). Probabilistic semantic video indexing (Milind R. Naphade, Igor Kozintsev 
and Thomas Huang). Interactive parts model: An application to recognition of on-line cursive script (P&rag 
Neskovic, Philip C. Davis and Leon N. Cooper). Learning switching linear models of human motion (Vladimir 
Pavlovid, James M. Rehg and John MscCormick). Bayes networks on ice: Robotic search for antarctic meteorites 
(Liam Pedersen, Dimi Apostolopoulos and Red Whittaker). The use of classifiers in sequential inference (Vasin 
Punyakanok and Dan Itoth). Machine learning for video-based rendering (Arno SchGdl and Irfan Essa). Bayesian 
video shot segmentation (Nuno Vasconcelos and Andrew Lippman). 
Part IX. Control, navigation and planning. Programmable reinforcement learning agents (David Andre and 
Stuart J. Russell). Exact solutions to time-dependent MDPs (Justin A. Boyan and Michael L. Littman). Decom- 
position of reinforcement learning for admission control of self-similar call arrival processes (Jakob Carlstriim). 
Reinforcement learning with function approximation converges to a region (Geoffrey J. Gordon). Hierarchical 
memory-based reinforcement learning (Natalia Hernandez-Gardiol and Sridhar Mahadevan). Automated state 
abstraction for options using the U-tree algorithm (Anders Jonsson and Andrew G. Barto). Robust reinforcement 
learning (Jun Morimoto and Kenji Doya). Kernel-based reinforcement learning in average-cost problems: An ap- 
plication to optimal portfolio choice (Dirk Ormoneit and Peter Glynn). Using free energies to represent Q-values 
in a multiagent reinforcement learning task (Brian Sallans and Geoffrey E. Hinton). Balancing multiple sources 
of reward in reinforcement learning (Christian R. Shelton). APRICODD: Approximate policy construction using 
decision diagrams (Robert St-Aubin, Jesse Hoey and Craig Boutilier). Index of authors. Keyword index. 
Geometric Comvutins with Clifford Aloebms: Theoretical Foundations and Avvlications in Cornouter Vision 
and Robotics. Edited by Gerald Sommer. Springer-Verlag, Berlin. (2001). 551 pages. $59.95, sFr 119.84, 
GBP 48.00. 
Contents: 
Preface. List of contributors. Part I. A unified algebraic approach for classical geometries. 1. New algebraic 
tools for classical geometry (David Hestenes, Hongbo Li and Alyn Rockwood). 2. Generalized homogeneous co- 
ordinates for computational geometry (Hongbo Li, David Hestenes and Alyn Rockwood). 3. Spherical conformal 
geometry with geometric algebra (Hongbo Li, David Hestenes and Aly Rockwood). 4. A universal model for 
conformal geometries of Euclidean, spherical and double-hyperbolic spxes (Hongbo Li, David Hestenes and Alyn 
Rockwood). 5. Geo-MAP unification (Ambjijrn Naeve and Lars Svensson). 6. Honing geometric algebra for its 
use in the computer sciences (Leo Dorst). Part II. Algebraic embedding of signal theory and neural computa- 
tion. 7. Spatial-color Clifford algebras for invariant image recognition (Ekaterina Rundblad-Labunets and Valeri 
Labunets). 8. Non-commutative hypercomplex Fourier transforms of multidimensional signals (Thomas Biilow, 
Michael Felsberg and Gerald Sommer). 9. Commutative hypercomplex Fourier transforms of multidimensional 
signals (Michael Felsberg, Thomas Biilow and Gerald Sommer). 10. Fast algorithms of hypercomplex Fourier 
transforms (Michael Felsberg, Thomas Biilow, Gerald Sommer and Vladimir M. Chernov). 11. Local hypercom- 
plex signal representations and applications (Thomas Billow and Gerald Sommer). 12. Introduction to neural 
computation in Clifford algebra (Sven Buchholz and Gerald Sommer). 13. Clifford algebra multilayer percaptrons 
(Sven Buchholz and Gerald Sommer). Part III. Geometric algebra for computer vision and robotics. 14. A uni- 
fied description of multiple view geometry (Christian B.U. Perwsss and Joan Lasenby). 15. 3D-reconstruction 
from vanishing points (Christian B.U. Perwsss and Joan Lssenby). 16. Analysis and computation of the intrinsic 
camera parameters (Eduardo Bayro-Corrochano and Bodo Rosenhahn). 17. Coordinate-free projective geometry 
for computer vision (Hongbo Li and Gerald Sommer). 18. The geometry and algebra of kinematics (Eduardo 
Bayro-Corrochano). 19. Kinematics of robot manipulators in the motor algebra (Eduardo Bayro-Corrochano and 
Detlef KBhler). 20. Using the algebra of dual quaternions for motion alignment (Kostss Daniilidis). 21. The motor 
extended Kalman filter for dynamic rigid motion estimation from line observations (Yiwen Zhang, Gerald Sommer 
and Eduardo Bayro-Corrochano). References. Author index. Subject index. 
Science. Moneu. and Politics: Political l+iumah and Ethical Erosion. By Daniel S. Greenberg. University of 
Chicago Press, Chicago. (2001). 530 pages. $35.00, L22.50. 
Contents: 
Acknowledgments and a note on sources and methods. Introduction. 1. The metropolis of science. 2. The ossified 
enterprise. 3. Vannevar Bush and the myth of creation. 4. The glorious past. 5. The whimpering giant. 6. Money, 
more money, statistics, and science. 7. The Malthusian imperative and the politics of trust. 8. Ph.D. production: 
Shortfall, scarcity, and shortage. 9. The congressional griddle. 10. Detour into politics. 11. Nixon banishes the 
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scientists. 12. The sciences’ way of politicking. 13. The public.understanding of science. 14. The TV solution. 
15. Science and the illusion of political power. 16. The politcal view. 17. The scientific ghetto. 18. Connecting 
to politics. 19. Politicking by report. 20. Science to the state department: You need us. 21. From social and 
political passion to grubbing for money. 22. The ethical erosion of science. 23. Post-cold war chills. 24. What 
future for the National Science Foundation? 25. Clinton, atom smashing, and space. 26. Caught between Clinton 
and congress. 27. Science versus the budget cutters. 28. The political triumph of science. Epilogue. Appendix. 
Glossary. Bibliography. Index. 
MathLink@: Network Prowammina with Mathematic&. By Chikara Miyaji and Paul Abbott. Cambridge Uni- 
versity Press, Cambridge, U.K. (2001). 243 pages. $85.00 (cloth); $29.95 (paper); (CD-ROM included). 
Contents: 
Preface. Foreword. 1. Preliminaries. 2. Connecting the front end and the kernel. 3. Compiling AddTwo. 
4. Transfer time using MathLink. 5. Debugging MathLink programs. 6. TurtleGraphics. 7. Cellular automata. 
8. MovieDigitizer. 9. Object-oriented programming. 10. Creating an event-driven mechanism. 11. Creating a 
window object. 12. Window object applications. 13. Writing an interactive graphics system. 14. Interactive 
geometry. 15. Communication between Mathematics sessions. Index. 
Introduction to Alqorithms, Second Edition. By Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest and 
Clifford Stein. The MIT Press, Cambridge, MA. (2001). 1180 pages. $69.95. 
Contents: 
Preface. I. Foundations. Introduction. 1. The role of algorithms in computing. 2. Getting started. 3. Growth 
of functions. 4. Recurrences. 5. Probabilistic analysis and randomized algorithms. II. Sorting and order statistics. 
Introduction. 6. Heapsort. 7. Quicksort. 8. Sorting in linear time. 9. Medians and order statistics. III. Data 
structures. Introduction. 10. Elementary data structures. 11. Hash tables. 12. Binary search trees. 13. Red-black 
trees. 14. Augmenting data structures. IV. Advanced design and analysis techniques. Introduction. 15. Dy- 
namic programming. 16. Greedy algorithms. 17. Amortized analysis. V. Advanced data structures. Introduction. 
18. B-trees. 19. Binomial heaps. 20. Fibonacci heaps. 21. Data structures for disjoint sets. VI. Graph algo- 
rithms. Introduction. 22. Elementary graph algorithms. 23. Minimum spanning trees. 24. Single-source shortest 
paths. 25. All-pairs shortest paths. 26. Maximum flow. VII. Selected topics. Introduction. 27. Sorting net- 
works. 28. Matrix operations. 29. Linear programming. 30. Polynomials and the FFT. 31. Number-theoretic 
algorithms. 32. String matching. 33. Computational geometry. 34. NP-completeness. 35. Approximation algo- 
rithms. VIII. Appendix: Mathematical background. Introduction. A. Summations. B. Sets, etc. C. Counting 
and probability. Bibliography. Index. 
Mathematics for Economics, Second Edition. By Michael Hoy, John Livernois, Chris McKenna, Ray Rees and 
Thanasis Stengos. The MIT Press, Cambridge, MA. (2001). 1129 pages. $70.00. 
Contents: 
Preface. I. Introduction and fundamentals. 1. Introduction. 2. Review of fundamentals. 3. Sequences, series, 
and limits. II. Univariate calculus and optimization. 4. Continuity of functions. 5. The derivative and differential 
for functions of one variable. 6. Optimization of functions of one variable. III. Linear algebra. 7. Systsems 
of linear equations. 8. Matrices. 9. Determinants and the inverse matrix. 10. Some advanced topics in linear 
algebra. IV. Multivariate calculus. 11. Calculus for functions of n-variables. 12. Optimization of functions of 
n-variables. 13. Constrained optimization. 14. Comparative statics. 15. Concave programming and the Kuhn- 
Tucker conditions. V. Integration and dynamic methods. 16. Integration. 17. An introduction to mathematics 
for economic dynamics. 18. Linear, first-order difference equations. 19. Nonlinear, first-order difference equations. 
20. Linear, second-order difference equations. 21. Linear, first-order differential equations. 22. Nonlinear, first- 
order differential equations. 23. Linear, second-order differential equations. 24. Simultaneous systems of differential 
and difference equations. 25. Optimal control theory. Appendix: Complex numbers and circular functions. 
Answers. Index. 
Histories of the Electron: The Birth of Microvhusics. Edited by Jed 2. Buchwald and Andrew Warwick. The 
MIT Press, Cambridge, MA. (2001). 514 pages. $55.00. 
Contents: 
Acknowledgments. Contributors. Introduction (Jed Z. Buchwald and Andrew Warwick). I. Corpuscles and 
electrons. 1. J.J. Thompson and the electron, 1897-1899 (George E. Smith). 2. Corpuscles to electrons (Isobel 
Falconer). 3. The questionable matter of electricity: The reception of J.J. Thompson’s “corpuscle” among electrical 
theorists and technologists (Graeme Gooday). 4. Paul Villard, J.J. Thompson, and the composition of cathode 
rays (Benoit Lelong). II. What was the newborn electron good for. 7 5. The Zeeman effect and the discovery 
of the electron (Theodore Arabatzis). 6. The electron, the protyle, and the unity of matter (Helge Kragh). 
7. O.W. Richardson and the electron theory of matter, 1901-1916 (Ole Knudsen). 8. Electron gas theory of metals: 
Free electrons in bulk matter (Walter Kaiser). III. Electrons applied and appropriated. 9. The electron and the 
nucleus (Laurie M. Brown). 10. The electron, the hole, and the transistor (Lillian Hoddeson and Michael Riordan). 
11. Remodeling a classic: The electron in organic chemistry, 190@1940 (Mary Jo Nye). 12. The physicists’ electron 
and its appropriation by the chemists (Kostss Gavroglu). IV. Philosophical electrons. 13. Who really discovered 
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the electron? (Peter Achinstein). 14. History and metaphysics: On the reality of spin (Margaret Morrison). 
15. What should philosophers of science learn from the history of the electron? (Jonathan Bain and John D. 
Norton). 16. The role of theory in the use of instruments; or, How much do we need to know about electrons to 
do science with an electron microscope? (Nicolas Rasmussen and Alan Chalmers). Index. 
@timalitu-Theoretic Svntaz Edited by GBraldine Legendre, Jane Grimshaw and Sten Vikner. The MIT Press, 
Cambridge, MA. (2001). 548 pages. $42.00. 
Contents: 
Acknowledgments. Contributors. Overview. 1. An introduction to optimality theory in syntax (GBraldine 
Legendre). 2. Competition between syntax and morphology (Peter Ackema and Ad Neeleman). 3. Marked- 
ness and subject choice in optimality theory (Judith A&en). 4. Optionality and ineffability (Eric BakoviC and 
Edward Keer). 5. The emergence of the unmarked pronoun (Joan Bresnan). 6. Binding and discourse promi- 
nence: Reconstruction in “focus” scrambling (Hye-Won Choi). 7. The emergence of unmarked word order (JO&J 
Costa). 8. Optimal clitic positions and the lexicon in romance clitic systems (Jane Grimshaw). 9. Masked second- 
position effects and the linearization of functional features (G6raldine Legendre). 10. Order preservation, parallel 
movement, and the emergence of the unmarked (Gereon Miiller). 11. Crosslinguistic typologies in optimality 
theory (Vieri Samek-Lodovici). 12. Form and function in the typology of grammatical voice systems (Peter Sells). 
13. Constraints on null pronouns (Margaret Speas). 14. V”-to-I’ movement and do-insertion in optimality theory 
(Sten Vikner). 15. Bidirectional optimization and the theory of anaphora (Colin Wilson). 16. Case patterns (Ellen 
Woolford). Index. 
Bioinformatics: The Machine Learnina Aovroach, Second Edition. By Pierre Baldi and Soren Brunak. The MIT 
Press, Cambridge, MA. (2001). 452 pages. $49.95. 
Contents: 
Series foreword. Preface. 1. Introduction. 2. Machine-learning foundations: The probabilistic framework. 
3. Probabilistic modeling and inference: Examples. 4. Machine learning algorithms. 5. Neural networks: The 
theory. 6. Neural networks: Applications. 7. Hidden Markov models: The theory. 8. Hidden Markov models: Ap- 
plications. 9. Probabilistic graphical models in bioinformatics. 10. Probabilistic models of evolution: Phylogenetic 
trees. 11. Stochastic grammars and linguistics. 12. Microarrays and gene expression. 13. Internet resources and 
public databases. A. Statistics. B. Information theory, entropy, and relative entropy. C. Probabilistic graphical 
models. D. HMM technicalities, scaling, periodic architectures, state functions, and Dirichlet mixtures. E. Gaus- 
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