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Abstract
Upper-limb prosthetics are typically driven exclusively by biological signals, mainly electromyography (EMG), where electrodes are placed on the residual part of an amputated limb.
In this approach, amputees must control each arm joint iteratively, in a proportional manner.
Research has shown that sequential control of prosthetics usually imposes a cognitive burden
on amputees, leading to high abandonment rates. This thesis presents a control system for
upper-limb prosthetics, leveraging a computer vision module capable of simultaneously predicting objects in a scene, their segmentation mask, and a ranked list of the optimal grasping
locations. The proposed system shares control with an amputee, allowing them to only play a
supervisory role, and offloads most of the work required to configure the wrist to the computer
vision module. The overall system is evaluated in an object pick up, transport, and drop off
experiment in realistic, cluttered environments. Results show that the proposed system enables
the subject to successfully complete 95% of the trials, and confirms the benefit of having the
user in the control loop.
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Summary for Lay Audience
Losing a limb is often a devastating event that prevents amputees from leading normal,
independent lives. Typically, prosthetic hands are controlled by electric signals measured by
sensors placed on the surface of the residual part of the limb. Each signal measured from the
body is used to drive an individual motor on the artificial limb. The closer the amputation to
the shoulder, the larger the number of joints that must be sequentially controlled. Research has
shown that this unnatural way of control often leads to a mental burden; one of the top reasons
for the high rates of prosthesis abandonment among amputees.
Consequently, many researchers have studied the feasibility of using computer vision and
artificial intelligence to aid in the control of hand and arm prosthetics. This thesis builds upon
the ideas covered in literature to develop a control system to aid in the control of upper-limb
prosthetics. Using a head-mounted camera capturing a video of the environment, the proposed
approach analyzes the scene to detect its individual objects, their outline, and the best way to
pick them up. The amputee uses eye trackers attached to the headset to select the object they
want to interact with. The selected object and its corresponding pick up points are displayed
to the amputee via augmented reality glasses. Once the system output is confirmed, the information is communicated to the arm, allowing the wrist to automatically orient itself, and
configuring the hand to pick up the object. Instead of controlling each arm joint in order, this
approach only requires the amputee to select the object, confirm the program output, and close
their hands to complete the grasping task.
An experiment is conducted where a participant is asked to pick up, transport, and drop off
objects from a table to a basket. The environments are setup to validate the performance of the
system in cluttered scenes with many objects. Results show that the proposed control system
enables the participant to successfully complete 95% of the trials, confirming the benefit of
combining computer vision, artificial intelligence, and shared control between the amputee
and computer.
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Chapter 1
Introduction
The human hand is a dexterous and intricate manipulator having 27 different degrees-offreedom (DoF) [1], making upper-limb loss a devastating event that often prevents amputees
from leading normal lives. Over the past decades, upper-limb prosthetics have evolved to fully
functioning manipulators with an ever increasing number of DoF. Typically, prosthetic devices
are exclusively driven by surface Electromyography (sEMG), measuring muscle activity by
electrodes placed on the surface of the residual part of an amputated limb. However, controlling many independent DoF using the limited information bandwidth provided by bio-driven
signals presents a formidable challenge. To perform complex hand movements, amputees typically need to control each individual arm joint in a sequential manner. In addition to imposing
a significant mental burden on amputees, this approach is not always feasible, depending on the
degree of amputation. As amputations get more proximal to the shoulder, the fewer muscles
are available to be decoded via sEMG, and consequently, the fewer the number of degrees of
freedom that can be controlled independently. To address this issue, a solution typically used is
to learn co-contraction patterns that require significant training time, and lead to further mental
burden, ultimately leading to high abandonment rates among amputees [2].
Many researchers have turned to the field of computer vision to find a solution to this
problem. Early work by Markovic et al. [3] presented a semi-autonomous control scheme
for upper-limb prosthetics. Their approach utilizes a basic rule-based computer vision module
to segment objects and determine their grasping points. The system’s results are presented
on augmented reality (AR) glasses, providing the user with artificial proprioceptive feedback.
1
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The user then closes the control loop by fine tuning the predicted grasp type and size. Their
proposed approach was proven to be an effective control paradigm for assistive devices. More
recently, Ghazaei et al. [4] were able to prove that deep learning-based computer vision systems
can play an important role in enhancing the grasp functionality in artificial hands. An extensive
body of literature exists that has attempted to solve the problem by assuming minimal or no
clutter, or resorts to using computer vision and rule-based algorithms that are known to have
poor scalability to real-life scenarios.
Inspired by the works presented by [3] and [4], this work presents a semi-autonomous system that can effectively aid in the control of upper-limb prosthetics. This involves developing a
novel computer vision module, referred to as Mask-Grasp Region-Based Convolutional Neural
Network (Mask-Grasp R-CNN) herein, leveraging the state-of-the-art advances in the fields of
object detection [5], instance segmentation [6], and grasp detection [7], [8]. The proposed computer vision module extends the simple and flexible Mask R-CNN [6] instance segmentation
framework, providing a system that can simultaneously segment objects in realistic, cluttered
environments while predicting grasping points on each object along with their graspability
score. Fig. 1.1 shows an example of the output produced by Mask-Grasp R-CNN.
The approach adds a branch parallel to the mask prediction and object detection branches
to determine the grasping points for each object in the scene. This maintains the power of
Mask R-CNN for detecting objects in cluttered environments, which is essential for operation
on prosthetic devices. In addition, the approach is simple to integrate with any network based
on the region-based convolutional neural network (R-CNN) architecture, allowing for easy
integration with newer, more efficient networks as they evolve.
This work begins by using a Mask R-CNN network that is extensively trained on the MS
COCO dataset [9]. Using transfer learning, the instance segmentation branch of the network is
retrained exclusively on the task of segmenting objects from their background while in cluttered
environments and overlaps. The network is then extended with the grasp detection branch and
trained extensively on detecting grasping points on each object in the scene using the Jacquard
dataset [10]. Unlike all other approaches for grasp detection, adaptive-size anchors are used
as prior information to speed up convergence to a solution. Further, the proposed approach
shows that features learned for the object detection task can be used, without further training,
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Figure 1.1: Output of a Mask-Grasp R-CNN network. (a) A sample image from the SAMS dataset. (b) Object
detection. (c) Instance segmentation. (d) Top-10 grasp boxes for each detected object.

as preliminary feature maps for grasp detection.
The feasibility of using Mask-Grasp R-CNN to aid in the control of upper-limb prosthetics
is validated in an extensive robot experiment where the subject is required to pick up, transport,
and drop off objects. During the experiment, the subject wears augmented reality (AR) glasses
fitted with eye trackers, and a stereoscopic depth camera. The video feed from the camera
approximately captures the field-of-view of the subject, while the eye trackers provide live
estimates of the subject’s gaze. Each video frame is analyzed by Mask-Grasp R-CNN. The
system combines the output of Mask-Grasp R-CNN and eye tracking to highlight the item
that the subject is looking at. Upon selecting the object they that want to interact with, the
system displays the proposed grasp configuration on the AR glasses for confirmation. Once
the selection is confirmed, the grasp configuration is communicated to the arm, along with the
desired aperture. Instead of controlling each DoF sequentially, and having to learn complex
contraction patterns, the user only needs to generate an object selection, grasp confirmation,
and hand closure commands to complete the grasping task.
Using the proposed system, the subject is able to successfully pick up, transport, and drop
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off the object in 95.0% of trials. Analysis shows that the system performance is independent of
the degree of clutter in the scene, something that is vital for robust operation outside of lab and
clinical settings. The average time required for the subject, from the moment they intend to
grasp the object, until they successfully drop off the object is ∼12.5 s. The system is expected
to reduce the mental burden experienced by amputees, lowering the prosthetic abandonment
rate. In summary, the contributions of this study are as follows:
• Developed Mask-Grasp R-CNN [11], a network that is able to simultaneously detect
and segment objects from the scene, and predict an object-wise ranked list of optimal
grasping points. The implementation details of Mask-Grasp R-CNN are published in
the proceedings of the 2021 IEEE-EMBS International Conference on Biomedical and
Health Informatics (BHI).
• Created the SAMS dataset, consisting of 262 RGB-D images of scenes containing several
objects used in every day life, with varying background textures and clutter,
• Introduced of the concept of adaptive-size anchors for robotic grasp detection,
• Demonstrated that the features learned for the object detection task can be used, without
further training, as preliminary feature maps for grasp detection,
• Developed a semi-autonomous control system for upper-limb prosthetics that combines
different modalities such as eye tracking, augmented reality, and depth sensing. The proposed approach offloads most of the manual processes required to configure a prosthetic
hand to the computer vision module.
• The proposed approach is the first in prosthetics research to predict grasp as an orientation, rather than a fixed set of predefined grasp patterns.
The thesis is organized as follows: Chapter 2 explains the main research motivation, provides
an overview of the work that has been done to improve the control of upper-limb prosthetics,
and mentions the shortcomings of the existing solutions. Chapter 3 explains the development
of Mask-Grasp R-CNN and the implementation details required to integrate all of the different
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building blocks into a semi-autonomous control system. Chapter 4 introduces the robot experiment used to validate the proposed approach, while Chapter 5 evaluates the performance of
Mask-Grasp R-CNN, and subsequently the prosthetic control system as a whole. Chapter 6
analyzes the results of the system, compares it to other approaches in literature, and proposes
recommendations and future research directions. Finally, Chapter 7 concludes the thesis by
summarizing the main contributions of the work.

Chapter 2
Background and Literature Review
2.1

Background and Motivation

It is estimated that 10 million people live with an amputation world-wide, with an incidence
rate of 1.5 amputations per 1000 people. The USA alone accounts for 1.7 million of those amputations [12]. Peripheral vascular disease, trauma, infections, malignancies, and uncontrolled
diabetes are the leading causes of amputations [12]. Other causes are neurological injuries affecting the spinal cord and brachial plexus, or congenital defects [3]. Limb amputation is one of
the most ancient surgical procedures, dating to more than 2500 years ago [12]. Upper-limb loss
is often a devastating event that prevents amputees from leading normal lives. This is mainly
due to the highly dextrous nature of the human hand, having 27 different degrees-of-freedom
(DoF): 21 for the hand and 6 for the wrist [1, 12].
The earliest record of a prosthetic device is a wooden toe found on an Egyptian mummy,
dating back to 3000 BC [13]. Fast forward to today and prosthetics have evolved from cosmetic
devices to fully functioning manipulators having an ever-increasing number of DoF [13]. Early
functioning prosthetics were driven by the motion of other body parts, such as the shoulder or
torso, through pulleys and cables. With the advent of cheap motors and sensors, electricallydriven prosthetics have become more common [13]. Advanced prosthetic hands currently on
the market such as the i-Limb [14], Bebionic [15], and Michaelangelo [16] are designed to
mimic the human hand with most of its degrees of freedom and offer different grip patterns.
Controlling these devices commonly involves measuring Electromyography (EMG) signals at
6
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the surface of the residual part of the limb. EMG measures a signal in the micro-volt range,
proportional to the level of muscle activation. These signals are amplified and are used to drive
each individual degree of freedom on the prosthetic. This approach works fine in cases where
only a small number of degrees of freedom needs to be controlled. The feasibility of prosthetic
control through EMG is inversely proportional to the degree of amputation. The main classes of
upper-limb amputation are transcarpal, wrist disarticulation, transradial, elbow disarticulation,
transhumeral, shoulder disarticulation and forequarter [12], as seen in Fig. 2.1.

Figure 2.1: Classes of upper-limb amputation.

The more proximal an amputation is to the shoulder, the fewer the number of residual muscles available to decode via EMG, and consequently, the more sophisticated the prostheses
will have to be [13]. This leads to an imbalance of information, where the number of degrees
of freedom inferred from residual muscles is often much less than the number of degrees of
freedom that the prosthetic arm is equipped with [3, 17]. In most commercially available multifunction prosthetics with a large number of degrees of freedom, amputees are often required to
control all arm movements sequentially, while toggling between available arm settings using
co-contractions or mechanical switches. The main draw back with this strategy is the slow operation times and the sustained level of attention required to control the arm [12, 13, 18]. This
unnatural way of controlling a limb has been reported to cause a mental burden on amputees
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leading them to abandon their prosthetics [2]. In addition to being mentally burdened by their
prosthetics, patients who use assistive devices have been mostly dissatisfied with their manipulation ability and highly emphasize the need for technology to aid in performing daily-life
activities [12, 18].
Instead of having the amputee control the prosthetic arm at a low-level, Royer et al. [19]
suggest that having the amputee play a supervisory role would make the prosthetic manipulation task more accurate and quicker. In their proposal, the amputee shares high-level and
low-level control with a robot control system. For able-bodied individuals, the visual pathway
plays a significant role in planning, executing, and correcting manipulation tasks. The visual
pathway seamlessly estimates the properties of the target object by determining its relative location, size, shape, and orientation. This information is relayed to the hand, allowing it to be
transported, preshaped, and oriented to the most optimal, and stable configuration to grasp an
object [3, 20]. A large body of literature aims to leverage the visual pathway to design prosthetic control systems where the amputee only plays a supervisory role [3, 18, 20, 21, 22, 23].
The authors of [18] and [24] suggest that the feasibility of these control methods depends on
the robustness of the computer vision algorithms used. However, a robust vision system for
control of upper-limb prosthetics has not been proven yet [4, 12].

2.2

Myoelectric Control

The vast majority of work done to improve the control of upper-limb prosthetics has focused
on pattern recognition, where various finger movements and wrist configurations are classified
from multi-channel EMG signals [3, 12]. In this approach, bio-signals measured by surface,
needle, gel-type, or dry surface electrodes, sense the superposition of the action potentials acting on the muscles [12]. Different features in the time and frequency domains are extracted and
used for pattern recognition to classify hand gestures. Currently, COAPT [25] and Myo Plus
[26] are the only commercially available bio-signal pattern recognition solutions for upperlimb prosthetics. Wide-scale commercial adoption has been limited, mainly due to the lack of
robustness of those systems. Myoelectic control suffers from the common problem of “crosstalk”, where the signal measured at the surface of the skin is a mixture of the activations of
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underlying muscle groups, making the pattern recognition task more challenging. Another
problem is the signal artifacts induced by the movement of the sensor, sweat, and electromagnetic induction from power lines [13]. The signal is usually filtered to remove the artifacts, but
this often leads to the loss of important information as well.
Myoelectric prostheses often requires the subject to participate in several prosthesis- or
screen-guided training sessions [27], where the subject is instructed to perform muscle contractions patterns in sync with a moving prosthesis. EMG signals acquired during the exercise
are then used to train different pattern recognition classifiers such as artificial neural networks,
support vector machines, neuro-fuzzy systems, and Bayesian pattern classifiers [12].
To address the issue of robustness, several researchers have examined the feasibility of
using different non-invasive approaches such as RFID tags, voice control, tongue movements,
or using multi-modal information such as EMG along with mechanomyography (MMG) to
control prosthetics. However, a reliable solution has not been reached yet [4, 12].

2.3

Invasive Approaches

Other more invasive procedures have been proven to aid in the control of upper-limb prosthetics. Targeted muscle reinnervation (TMR) tries to address the issues discussed previously by
transferring the residual nerves to new muscle targets to serve as amplifiers for the amputated
nerve motor signals. TMR has been shown to make advanced prosthetic control more intuitive
for amputees [28].
Brain–machine interfaces provide a way to capture the electrical signals directly from the
brain and communicate them to the prosthesis. Electroencephalography (EEG) is a noninvasive technique, where electrodes are placed on the individual’s scalp, measuring brain
activity [13]. However, EEG still suffers from the same signal artifacts that affect EMG. To
address this issue, Electrocorticography (ECoG) is very similar to EEG, but requires the electrodes to be implanted in the individual’s cerebral cortex. In addition to being an invasive
procedure with a high risk of infection, ECoG suffers from signal degradation over time, and
intra-day changes, making it suboptimal for robust prosthetic operation [29]. McMullen et al.
[18] and Downey et al. [29], have shown that ECoG can be useful in semi-autonomous pros-
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thetic control systems. In their approaches, ECoG is used to capture the subject’s intention to
initiate grasp activities. Computer vision-guided robotic assistance is then used to derive the
joint angles required to properly position and orient the hand for the grasping task.

2.4

Computer Vision Techniques for Prosthetic Control

Using computer vision in robotic manipulation is a mature field, driven by the availability
of cost-effective, high-resolution depth cameras [22]. Several researchers have explored the
feasibility of using computer vision to augment the control of upper-limb prosthetics using
2D or 3D cameras. Several approaches [3, 18, 20, 24, 30, 31] make use of forward-facing
cameras to capture the scene from the head point-of-view, while others [22, 32, 33] consider a
camera-in-hand perspective.
Upon capturing an image of the scene, objects are often segmented from the background.
The user is then able to select the object that they intend to interact with using a variety of
ways. For example, McMullen et al. [18] use gaze fixation, detected by eye trackers, while
approaches such as those described in [20, 30, 31] select the object closest to the centre of the
scene. Mouchox et al. [23] and Gardener et al. [22] select the object that is closest in distance
to the position of the hand, while Došen et al. [30] user a laser pointer.
Almost all of the approaches in the literature classify objects into a fixed set of grasp categories using rule-based algorithms, look-up tables, or learning features to map images of
objects to grasp patterns. Computer vision-based prosthetic control systems can be broken
down into two categories: approaches using traditional computer vision techniques, and approaches utilizing deep learning. Each of these approaches are discussed further in the next
two subsections.

2.4.1

Traditional Computer Vision Techniques

Early work by Došen et. al [30, 31] utilized a web camera and an ultrasonic distance sensor
to analyze the scene. Their proposed prosthetic controller segments objects using basic image
processing techniques such as thresholding and binary morphological operations, assuming
a uniformly-coloured background. Oriented ellipsoids are then fit to the segmented objects.
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Information such as the major and minor axis and the orientation angle are then used as inputs
to a rule-based algorithm that predicts the grasp type.
Methods such as those presented in [3, 18, 20, 22, 23] use slightly more advanced computer
vision algorithms that utilize depth sensing cameras to generate a point cloud of the environment that the subject is interacting with. Approaches using a head-mounted camera segment
the work surface and walls in the scene using RANSAC [34], and utilize Euclidean clustering
to isolate the objects in the scene. Mouchoux et al. [23] build upon the works of Markovic et al.
[3, 20] by replacing Euclidean clustering with the locally convex-connected patches algorithm
(LCCP) [35]. This enables their approach to segment objects that are stacked together, and
break down objects into graspable regions. The isolated point cloud pertaining to each object
is then classified into basic shapes such as cylinders, spheres, boxes, and lines using RANSAC.
In all of these approaches, information such as radius and orientation are also estimated from
the 3D point clouds and used along with some predefined IF-THEN rules to classify grasp
types into a fixed set of categories, and to determine the hand aperture.
The main disadvantage of the approaches described above lies in the basic computer vision
algorithms used. Most impose restrictions on how far away the objects need to be from each
other, rendering them inadequate in realistic, cluttered environments. Markovic et al. [3] conclude their work by identifying that their approach still suffers from the pixel correspondence
problem or “spillover”, where segmentation in cluttered scenes might not have the best performance. Mouchoux et al. [23] attempts to solve this issue by using the more robust LCCP
algorithm instead of Euclidean clustering. However, the reliability of using this approach on its
own is questionable when it comes to analyzing full, real-life scenes with irregular shapes such
as clothing items. For example, Wang et al. [36] propose a way to detect 3D objects in point
clouds, combining supervised and unsupervised segmentation techniques. In the first step of
their approach, they use Mask R-CNN [6], the current state-of-the-art instance segmentation
neural network, due to its ability to effectively segment objects in cluttered scenes. They then
use the LCCP algorithm as a secondary method, refining the output of Mask R-CNN to obtain
an accurate 3D bounding box. McMullen et al. [18] suggest that future work should have a
way to understand the objects in the scene and their “graspability”, allowing the user to select
the objects that they want to interact with from a narrower pool of items. Techniques such as
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LCCP and Euclidean clustering do not have an understanding mechanism to allow for such
capability.

2.4.2

Deep Learning-Based Techniques

In addition to being difficult and time consuming to design, rule-based algorithms for robotic
grasp planning often do not generalize well with novel objects [37]. Deep learning approaches
have been gaining popularity with the accessibility to higher processing power and parallel
computing. Researchers have mainly used convolutional neural networks (CNN) due to their
ability to learn image features to solve different classification problems [38]. Andrade et al.
[39] and Bu et al. [40] provide two of the earliest approaches that utilize deep learning to infer
grasp patterns from object images. Their approach involves using CNNs such as Inception-V3
[41], or self-designed networks to classify images of objects into various categories. A look-up
table is then used to map the object class to a grasp type [39], or a set of motor commands
to be executed on the prosthesis [40]. One can immediately deduce that utilizing dictionaries
or look-up tables would not generalize well with novel objects or with objects at different
orientations. Ghazaei et al. [4] attempted to solve the generalization problem by designing a
CNN to classify objects into four grasp categories, omitting the need for a look-up table. They
tested their approach in an object pick up and transportation task, and achieved an 88% success
rate.
DeGol et al. [32] consider a camera-in-hand solution, where images are captured by a
palm-mounted camera. Images are then classified into five grasp types by VGG-16 CNN [42],
achieving a classification accuracy of 93.2%. Although [4] and [32] provide high grasp classification performance, their approaches are sensitive to the camera view-point and distance.
Since the depth channel has been shown to be beneficial in the grasp estimation task, Ghazaei
et al. furthered their study in [43] by leveraging depth information as an input to a grasp-type
classifier. RGB-D images (colour + depth) captured by a depth camera and the corresponding
surface normals are fed into PointNet [44] that classifies objects into grasp types. Their approach achieves a grasp-type classification accuracy of 88%, but is not supported by a robot
experiment.
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All of the approaches mentioned thus far assume clutter-free environments, ignoring the
complexity of real-life scenarios [45]. Gigle et al. [46] try to address this issue by using eye
tracking and Active Visual Segmentation [47] to find an “optimal” closed contour surrounding
the object that the user is looking at. The image is then cropped at the bounding box enclosing
the detected contour and is fed into a VGG-16 CNN to classify the object into one of 10 grasp
types. The main drawback of fixation-guided segmentation is the sensitivity to noise in the eye
tracker [46].

2.5

Robotic Grasp Detection Algorithms

Robotic grasp detection has long been a problem of study in the field of computer vision.
Early works utilized analytic models in order to determine suitable grasping points. These
approaches make a key assumption that prior information about the robot and the objects it
interacts with are known. For example, the methods described in [48], [49] and [50] all require
a full 3D model of the object in order to predict the grasp. In addition to the added complexity
of obtaining a 3D model of objects, the main problem with analysis-based methods is the lack
of generalization in dynamic, unstructured environments, the main challenge facing robotic
grasping algorithms. In a typical environment, a robot will have to interact with objects of
variable shapes, poses and scales, in different lighting conditions. Therefore, a grasp detection
algorithm that is invariant to rotation, translation and scale difference is critical for robust,
reliable operation.
More recently, with the proven success of neural networks in the tasks of image classification [38], object detection [5], [51], and instance segmentation [6], many researchers started
using data-driven approaches in order to tackle the robotic grasp detection problem. This is
due to the ability of deep learning algorithms to learn powerful representations of data, without
having to use hand engineered features. Lin et al. [52] propose using Mask R-CNN [6] to
segment objects in the scene and classify them into a set of primitive shapes. Based on the
object shape class, a scoring function is used to favour grasps based on hand-designed criteria.
As discussed in Section 2.4.2, an immediate concern that arises from fitting objects into a fixed
set of primitives is the ambiguity involved with classifying irregular objects such as towels or
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Figure 2.2: 5D representation for a grasp box, defined relative to the image plane

plants. They conclude their work by suggesting that grasp networks would be more effective
at scoring grasp candidates in cluttered environments.
It has been shown that recent milestones in the field of object detection [5] can be adapted
to the task of robotic grasp detection [7, 8, 53, 54, 55]. Object detection aims to predict rectangular bounding boxes around objects of different classes in a given scene. Similarly, most
robotic grasp detection algorithms assume a simplified parallel plate gripper and represent an
optimal grasp using an oriented rectangle. This type of notation is first introduced by Jiang
et al. [56] and is later simplified by Redmon et al. [57]. Fig. 2.2 shows an example of such
notation. Each potential grasping point in a given image is predicted as a rectangular bounding
box, g:

g = {x, y, w, h, θ}T ,

(2.1)

where (x, y) represents the centre location of a grasp box of width w, and height h, with an
additional parameter θ representing the orientation of the grasp in the image frame of reference. Although grasps are represented in the image plane, Lenz et al. [37] prove through
experimentation that a 2D grasp representation can be projected back to 3D space using camera parameters. Assuming an RGB-D image, the grasp rectangle is translated into a 3D gripper
pose by rotating θ degrees about the average surface normal computed at the point of minimum
depth in each rectangle [37].
Approaches such as those presented in [53, 54, 57, 58], simplify the grasp detection problem by using a single-stage convolutional neural network, where the entire image is analyzed
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by a feature extractor such as ResNet [59] or VGG [42] to determine grasping points. The
network learns to use the extracted features to predict the grasp box position and orientation on
an image. The grasps are predicted using features extracted from the entire image, rather than
the features pertaining to the object at hand. This simplifies the network implementation and
leads to faster frame rates. However, these algorithms are only tested on single object datasets,
and do not perform well in scenes with multiple objects, rendering them insufficient for use in
this thesis.
Two-stage networks such as those introduced by Chu et al. [7] and Zhang et al. [8] are modeled after the Faster R-CNN framework, mainly to make use of the powerful Region Proposal
Network (RPN) architecture and its ability to learn object proposals [5]. These approaches
perform well on multi-object scenes with clutter, and have comparable performance to singlestage networks when evaluated on single-object datasets such as the Cornell [60] and Jacquard
datasets [10]. Currently, two-stage networks achieve state-of-the-art results for the robotic
grasp detection task.

2.6

Region-Based Object Detection and Instance Segmentation

Faster R-CNN [5] features a modular, object-centric architecture, where the detection task is
divided into two stages. Using a typical feature extractor like ResNet [59], a feature map
is created that captures high-level and low-level features of an image. Based on those, the
first stage of the network makes use of a Region Proposal Network (RPN) [5], which learns
an attention mechanism to predict regions of interest (RoIs) in the image that have a high
probability of containing objects. Fig. 2.3 shows the basic structure of an RPN. The second
stage of a network crops the feature map into a uniform shape at the locations defined by the
RoIs. The cropped features are then fed into a series of fully-connected layers that branch out
and perform two tasks for each RoI:
• Classification – Predicting a class label for each object proposal, and
• Regression – Predicting bounding box refinements in the form of {dx, dy, log(dh), log(dw)}.
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Figure 2.3: Basic structure of a Region Proposal Network. The network predicts the ”objectness” score and
refinements relative to the k anchor boxes covering each spatial location in the feature map.

These refinements represent the changes in centre location (x, y) and box dimensions
(w, h) needed for the predicted RoI to match the ground truth bounding box.
Mask R-CNN [6] builds upon the Faster R-CNN architecture, adding a branch to predict a
binary segmentation mask for each RoI in the image using a fully-convolutional network with
deconvolutional layers [61]. Mask R-CNN achieves state-of-art results on instance segmentation due to some key modifications that are retained in the proposed architecture, mainly:
Feature Pyramid Networks [62], and RoIAlign [6]. These architectural modifications are explained in further detail in the next two subsections.
Another benefit of Mask R-CNN is its modular architecture that makes it feasible to extend
with other capabilities. For example, He et al. [6] conclude their work by presenting a way to
extend Mask R-CNN with a branch to simultaneously segment people and estimate their pose.

2.6.1

Feature Pyramid Networks

A key advantage of convolutional neural networks (CNNs) is their ability to learn robust representations of data that are invariant to translation, rotation, and lighting conditions. However,
CNNs do not perform as well with scale variance [63]. A common solution for a long time
was to create a feature pyramid, by extracting features at different image scales. This approach
proves beneficial in handling multi-scale detection at the expense of inference time [62]. Feature Pyramid Networks (FPN) were first introduced by Lin et al. [62], redefining the state-of-art
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Figure 2.4: Basic structure of a Feature Pyramid Network. A typical feature extractor outputs a set of feature
maps at different scales and semantics. A FPN (right), retrofits the feature extractor with top-down and lateral
connections to ensure that all stages of the feature map have the same level of semantics.

results on the task of object detection. Their approach leverages the natural hierarchical structure of deep CNNs produced by the subsampling operations. Typically, CNNs produce feature maps that have different spatial resolutions and semantics. Low-resolution feature maps
encode high-level features and high-resolution feature maps encode low-level features. This
means that there is a large semantic gap between the different levels of a feature map. The
main goal of a FPN is to efficiently extract a feature pyramid with strong semantics at all of the
levels of the feature pyramid. A FPN combines low-resolution, semantically strong features
with high-resolution, semantically weak features by retrofitting a typical feature extractor like
ResNet with lateral and top-down connections, as shown in Fig. 2.4.

2.6.2

RoIAlign

RoIAlign is first introduced by He et al. [6] as a replacement to the common feature pooling
technique, RoIPool [64]. RoIPool is used in object detectors such as Faster R-CNN [5] to
extract a uniformly shaped feature map from each region of interest (RoI) in an image. This
involves first quantizing the size of the RoI to match the underlying feature map shape. The
quantized RoI is then further quantized to divide it into spatial bins of uniform shape. The
features underlying each spatial bin are aggregated by a max pooling operation. The quantization operations cause a slight misalignment between the RoI and the extracted features. For
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Figure 2.5: Cropping a feature map using RoIAlign. To extract features of size n × n from a given RoI (red),
RoIAlign estimates the value of the feature map at each of the n2 spatial bins using bilinear interpolation. In this
example, n = 3 to extract a feature map of size 3 × 3 from the RoI.

the object detection task, this has a very negligible effect since object detectors are often insensitive to small translations. However, the misalignment leads to problems in the instance
segmentation task, where an accurate alignment between the RoI and its underlying features
are required to obtain a proper pixel-wise mask.
To solve this issue, RoIAlign omits the quantization process. RoIAlign uses bilinear interpolation to estimate the exact value of the input features at four regularly spaced locations in
each RoI bin. The final feature value in each bin is an aggregate of the four estimated feature
values. Aggregation is usually done using max or average pooling. He et al. [6] show that
RoIAlign improves the average mask precision (AP) by ∼3 points. Fig. 2.5 provides a graphical illustration of the pooling process that RoIAlign uses to extract a fixed-size feature map for
each RoI in an image.

2.7

Proposed Approach

Following in the footsteps of Markovic et al. [3, 20], this thesis discusses the development
of a more advanced computer vision-driven control system for upper-limb prosthetics. The
proposed approach utilizes a computer vision module, named Mask-Grasp R-CNN, that ro-
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bustly detects, segments, and predicts grasping points on all objects in the scene. Mask-Grasp
R-CNN builds upon Mask R-CNN [6] and extends it with a robotic grasp detection branch that
is inspired by two-stage grasp detection networks [7, 8]. This combines the state-of-the-art
instance segmentation and robotic grasp detection networks into a single convolutional neural
network that seamlessly operates in single- and multi-object scenes with clutter and overlap.
The resulting prosthetic control system is expected to address most of the issues highlighted
previously.

Chapter 3
Algorithm Development

3.1

Main Idea

This chapter discusses the development of a computer vision-driven prosthetic controller, leveraging the state-of-the-art advancements in instance segmentation [59] and robotic grasp detection [7], [8]. In the proposed approach, an amputee wears augmented reality (AR) glasses with
a colour and depth camera capturing a live feed of the environment. The headset is also fitted
with eye trackers that provide the estimated location of the user’s gaze. By mapping the gaze
coordinates to the camera feed, the proposed approach uses a novel computer vision module,
named Mask-Grasp R-CNN, to segment and predict the optimal grasping points of the object
that the user is looking at. Upon receiving an object selection command, the system projects
the proposed grasp configuration on the AR display. Once the output of the system is confirmed by the user, the information is communicated to the prosthetic arm, enabling the wrist
to track the proposed grasp configuration in real time, and the hand aperture to be preshaped to
the right size. When the subject has the hand surrounding the object, they issue a hand close
command by contracting their flexor muscles until the fingers have successfully latched unto
the object. Fig. 3.1 shows the main idea of the proposed prosthetic control system. The building blocks that make up the proposed approach are discussed in further detail in the following
subsections.
20
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Figure 3.1: Main idea of the proposed prosthetic control system.

3.2

Computer Vision Module: Mask-Grasp R-CNN

The main computer vision module developed for this work is named “Mask-Grasp R-CNN”,
building on the Mask R-CNN architecture [6], and two-stage networks for robotic grasp detection [7], [8]. It adds a new branch in parallel to the instance segmentation and object detection
branches of Mask R-CNN. As a result, the network is able to simultaneously segment graspable objects in realistic, cluttered scenes while predicting their optimal grasping points and
their “graspability” score. Fig. 1.1 shows a sample output from the Mask-Grasp R-CNN architecture. Mask R-CNN is chosen as a backbone network for this thesis for the following
reasons:
• Mask R-CNN features a two-stage, modular and extendable architecture that can make
predictions on the object level, rather than the image level, making it very well suited for
scenes with overlap and clutter.
• Mask R-CNN uses RoIAlign [6] rather than RoIPool [64], enabling it to extract wellaligned features for each object in the scene, ensuring that the instance segmentation
task is accurate at the pixel level. This key feature is expected to lead to accurate grasp
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box predictions.
• Mask R-CNN uses Feature Pyramid Networks [62] to make predictions on various levels
of the extracted feature map, making it scale invariant. This enables the network to make
accurate predictions at all camera angles for objects of different scales and sizes.
The proposed grasp detection branch is inspired by two-stage grasp detectors [7, 8] due to
their ability to perform well in multi-object scenes with clutter. In addition, those algorithms
generalize well with novel objects since they use learned features, rather than hand-engineered
ones. Fig. 3.2 shows a complete overview of the proposed architecture.

3.2.1

Grasp Detection Branch

Inspired by the operation of region proposal networks, the grasp detection branch takes a 7 × 7
feature map for each RoI predicted in Stage 1 of the network (region proposals). Unlike other
two-stage grasp detectors that only use the final level of the feature map to extract the RoIspecific features (Level 4), the proposed approach follows in the foot steps of the Mask R-CNN
architecture, by assigning RoIs of variable size to different levels of the feature pyramid, using
the following relationship defined in [62]:
j
k
√
k = k0 + log2 ( wh/224)

(3.1)

This relationship assigns an RoI of size (w, h) to level k of the feature pyramid network. k0
is the target feature map level onto which an RoI of size 224 × 224 would be mapped. k0 is set
to 4 by default [62]. The dynamic assignment of the RoI to different levels of the feature map
enables the network to achieve scale invariance [62].
Upon assigning an RoI to a feature map level, the feature map at that level is cropped using
RoIAlign to a uniform 7 × 7 shape. The extracted feature maps are fed into a stack of four
2D convolutional layers with 512 filters of size 3 × 3 followed by batch normalization and
rectified linear (ReLU) activation functions. The output of these layers is then fed into two
different branches, one for predicting a “graspability” score for each grasp anchor, and one for
predicting the refinements needed to go from a positive anchor to a ground truth (GT) grasp
box. Each branch consists of a 2D convolutional layer with 1024 filters of size 3 × 3. The

refinements for the grasp detection task. (f) Object detection branch. (g) Mask prediction branch.

by batch normalization and rectified linear (ReLU) activation functions. Feature maps are then fed into two sibling branches to predict anchor class and anchor

crops the feature maps at the ROIs predicted by the RPN. (e) Grasp detection branch, consisting of four convolutional blocks, each with 512, 3 × 3 filters, followed

enables all levels of the feature pyramid to have rich semantics. (c) RPN predicts ROIs in the image with a high probability of containing objects. (d) RoIAlign

Figure 3.2: Complete network architecture of Mask-Grasp R-CNN. (a) ResNet-50 feature extractor. (b) FPN augments the features extracted by ResNet-50. This
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output of this layer is then fed into a fully-connected layer predicting the final grasping boxes
and their corresponding probabilities. The final fully-connected layers for both branches are
modeled using a 2D convolutional layer with a filter size of 1 × 1.
The combination of hyper-parameters used in the grasp detection branch is determined
using a grid search, where the final combination is the one that leads to the lowest validation
loss and highest grasp accuracy.

3.2.2

Grasp Anchors

A common approach to predicting grasping boxes is to use anchors as prior information covering all possible locations on an image where a grasp box can exist. This approach is first
introduced in the object detection task [5, 65] and is adapted to the grasp detection task in
[7, 8, 54, 66] achieving state-of-the-art performance. The authors of [53] and [54] state that
prior information in the form of anchor boxes makes the regression task easier for the grasp
predictor.
For each spatial location of an n×n feature map, m anchors are used to represent the number
of possible grasp anchors, as seen in Fig. 3.3(d). The network predicts the refinements in the
form: {dx, dy, log(dw), log(dh), dθ }, required to transform an anchor to a ground truth (GT)
grasping box. Herein, m is chosen to be 4, representing 4 different orientations of grasp in the
range of [−67.5◦ , −22.5◦ , 22.5◦ , 67.5◦ ]. In addition, the network also predicts the “graspability”
and “non-graspability” probabilities for each of the k anchors at each spatial location.
Approaches such as [8], [53] and [54] use anchors of fixed size as prior information. Zhang
et al. [8] report that anchor size is an important hyper-parameter that affects the network performance. In real-life conditions, the grasp box size will vary significantly based on camera
pose and object type; therefore, the offset predicted by the grasp box regressor will vary significantly if the anchor box has a constant size. To address this issue, Mask-Grasp R-CNN
makes use of adaptive-size anchors relative to the RoI shape, unlike all other approaches for
grasp detection. For a given RoI, R, with width Rw , height Rh , the adaptive anchors, α, have
dimensions (αw , αh ), defined by the following equation:
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Figure 3.3: Adaptive-size grasping anchors, shown in green, for a typical ROI. The blue box represents the GT
grasping box while positive anchors are shown in red. (a) Positive anchor identification on an ROI occupying
most of the image. (b) Positive anchor identification for a small ROI. (c) Positive anchor identification for the
case when there is a big difference between the GT grasp box and the anchor. (d) Grasp anchors at each spatial
location of the ROI feature map.

αw = αh =

max (Rw , Rh )
× τ,
n

(3.2)

where n is the spatial dimension of the feature map after cropping it using RoIAlign. τ is an
overlap factor set to 1.5, used to ensure that anchors have complete coverage over the RoI.
Figs. 3.3 (a) and (b) show adaptive size anchors created for RoIs that occupy varying portions
of the image. In this work, adaptive-size anchors are key for improving the performance and
training time of the grasp detector.

3.2.3

Training Data for Grasp Detection

To generate training data, RoIs predicted by the RPN are first filtered to obtain a subset that
have significant overlap with a GT object in the scene. The intersection over union (IoU)
metric (also known as Jacquard Index) is used to compute the degree of overlap between an
RoI and a GT object in the scene. IoU is calculated by dividing the intersecting area between

Chapter 3. Algorithm Development

26

Figure 3.4: Intersection over Union (IoU).

two rectangles by the union of the area of the two rectangles, as seen in Fig. 3.4. For each RoI
identified as a close match, GT grasp boxes with centre locations outside of the ROI bounds
are omitted and adaptive-size anchors are generated.
Traditionally, to find the matching grasp anchor and GT grasp box pairs, the rectangle
metric is used to identify boxes with high overlap (high IoU) and a small angle difference
[57]. To save on memory resources during the training process, the approach uses the more
efficient matching strategy introduced by Song et al. [54]. Grasp anchors are matched to
the corresponding GT grasp boxes based on centre position and orientation angle difference.
Song et al. [54] report that their method does not handle situations where there is a large size
difference between the GT grasp box and the anchor. Therefore, taking advantage of adaptivesize anchors, the approach is refactored to address this issue, as shown in Fig. 3.3 (c). The
following three conditions must hold to qualify as a positive anchor for training:
1. The difference in rotation angle between the anchor and the GT grasp box needs to be
less than 30◦ .
2. The centre of a GT grasp box needs to lie within the radius, r, of the anchor box, α
p
defined as: r = (αw /2)2 + (αh /2)2 × ϕ. ϕ is a sensitivity factor is used to fine tune
the number of anchors to be used for training. (αw , αh ) are the dimensions of the grasp
anchor.
3. If multiple GT grasp boxes match the above criteria, the anchor is assigned to the GT
grasp box with the smallest centre-to-centre Euclidean distance.
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Loss Function

Following [6], Mask-Grasp R-CNN is trained end-to-end using a multi-task loss. The loss
function L, is defined as follows:

L = LRPN + Lcls + Lbox + Lmask + Lgrasp ,

(3.3)

where LRPN , Lcls , Lbox are the loss functions for the RPN and the classification and regression
tasks from object detection [5], and Lmask is the mask loss, defined as the average binary crossentropy loss, as described in [6]. Lgrasp is the grasp loss, a multi-task loss representing the error
of anchor classification and regression as described in the following relationship:

Lgrasp

"
#
1X 1
Lcls(grasp) + Lreg(grasp) ,
=
b i β

(3.4)

where i is the index of an image in a mini-batch of size b. β is a balancing factor, chosen to
be 2 to place more emphasis on learning anchor refinements. Lcls(grasp) is the classification loss,
defined using sparse categorical cross-entropy loss as follows:

Lcls(grasp)


1  X

=−
log pgj +
4P  j∈Positive

X
j∈Negative



log puj  .

(3.5)

For each image with P positive anchors, the top 3P negative anchors with the highest loss
are used in calculating Lcls(grasp) to ensure training convergence. For the jth grasping anchor,
pgj and puj , are the “graspability” and “ungraspability” scores, respectively, computed using a
Softmax function. Lreg(grasp) is the regression loss, utilizing Smooth L1 loss [64] of the form:

Lreg(grasp)

1
=
Nreg



X

 smoothL1 (r j ∗ − r j ) ,



(3.6)

j

where Nreg is the total number of positive anchors, with indices, j in the ith image. r j ∗ and r j
are the GT and predicted box refinements relative to the grasp anchors as defined below:
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 rx ∗   (x∗ − xa )/wa 
  

 ∗  

∗
 ry   (y − ya )/ha 
  




∗
∗
∗



r j = rw  =  log(w /wa )  ,
  

 rh ∗   log(h∗ /ha ) 

  
 r ∗  (θ∗ − θ )/(90/m)
θ
a

(3.7)

  

 rx   (x − xa )/wa 

  

  
 ry   (y − ya )/ha 
  

r j = rw  =  log(w/wa )  ,
  

  

 rh   log(h/ha ) 
  

rθ
(θ − θa )/(90/m)

(3.8)

where x, y, w, h, and θ represent the 5-dimensional notation of a grasp box of centre (x, y),
dimensions (w, h), and orientation θ. A subscript (“a”) refers to the variables that describe the
grasping anchor, while a superscript (“*”) refers to the variables describing GT grasp box.

3.2.5

Datasets

To ensure that the instance segmentation branch is exposed to a wide range of real-world situations, training is done on a combination of the Object Clutter Indoor Dataset (OCID) [67]
and Warehouse Instance Segmentation Dataset for Object Manipulation (WISDOM-REAL)
datasets [68]. The OCID dataset consists of 96 incrementally built scenes of household objects,
varying in clutter and background texture. The WISDOM dataset is a hybrid dataset consisting of real and synthetic images used to train and evaluate image segmentation algorithms on
the task of robotic bin picking. The instance segmentation branch is finally fine tuned on the
SAMS dataset, a custom-built dataset captured by an Intel RealSense D435i stereovision depth
camera [69]. The SAMS dataset consists of 262 RGB-D images of scenes containing multiple
objects with occasional clutter and various textured backgrounds. Each image is labeled with a
pixel-level mask marking the outline of each object. Fig. 3.5 shows some examples of images
from the SAMS dataset. Each dataset is divided into a training, validating, and testing set with
with the split ratios defined in Table 3.1.
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Figure 3.5: Examples of images from the SAMS dataset. (a) Colour channel. (b) Depth channel. (c) Instance
segmentation masks.

To train the grasp detection branch, the Jacquard dataset [10] is used due to its large size
and variety of object categories. It has 54,485 synthetic images of single object scenes, each
with a segmentation mask, a depth image, and grasp annotations following the 5D grasp box
representation. For validation on multi-object scenes, the Multi-Object dataset is used [7].
To prevent overfit and improve the robustness of the grasp detection task, each image and
its associated grasp boxes are augmented up to 50 times using a random assortment of the
following image augmentation techniques:

Table 3.1: Datasets used for training Mask-Grasp R-CNN.

Training Set

Validating Set

Testing Set

Number of Images Used

OCID

70%

15%

15%

2390

WISDOM-REAL

70%

15%

15%

800

SAMS

70%

15%

15%

262

Jacquard

75%

15%

10%

32811
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• Shifts in the x and y direction,
• Random rotations, up to 30◦ ,
• Horizontal or vertical flips,
• Contrast enhancement or reduction, and
• Gaussian noise of varying degree.

3.2.6

Implementation Details

A Tensorflow implementation of a Mask R-CNN network that is pretrained on the MS-COCO
dataset [70] is used as a backbone. This network is trained to detect and segment objects of 81
different categories from a colour image. For this study, given an RGB-D image, the computer
vision module needs to be able to detect, segment, and predict grasping points on objects in
cluttered scenes. Training the Mask-Grasp R-CNN network is broken down into two phases:
• Phase 1 – Training a Mask R-CNN network that can robustly segment objects from their
surroundings on images captured by the system camera.
• Phase 2 – Extending the network obtained from Phase 1 with the grasp detection branch.
Phase 1 of the training involves fine tuning the network to segment overlapping objects in
cluttered scenes, and classifying them into two categories: “background” and “foreground”.
For this step, the OCID and WISDOM-REAL datasets are used because they consist of cluttered scenes of household objects that an amputee will typically interact with. Images from
both datasets are first downsized such that the longest dimension is 384 pixels, while maintaining the aspect ratio. Following general convention, the input layer, and the segmentation and
object detection heads are first trained for 50 epochs with a batch size of 1 using a learning rate
of 0.0001, while freezing all other weights. The learning rate is then reduced by a factor of 10,
and the weights of the feature extractor, FPN, and RPN are unfrozen. The network is allowed
to train for 50 more epochs to refine all of the weights end-to-end, optimizing performance
for the object detection and segmentation tasks. To ensure good performance on the images
captured by the Intel RealSense system camera, the network from Phase 1 is finally fine tuned
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on the SAMS dataset for 20 more epochs using a learning rate of 0.00001. Training for Phase
1 is done on a Windows 10 desktop computer with an NVIDIA GeForce GTX 1050Ti GPU
with 4 GB of memory.
Phase 2 of training involves freezing the weights of the detection and segmentation branches,
and extending the network with the grasp detection branch, making it a Mask-Grasp R-CNN
network. Using a learning rate of 0.0005 and a weight decay of 0.00001, the network is trained
until convergence to a minimum value of the loss function, Lgrasp on the Jacquard dataset. The
best-performing model is achieved using stochastic gradient descent for 240,000 iterations,
each with a mini-batch size of 5 images. Training for Phase 2 is done on a Google Colaboratory [71] instance, utilizing an NVIDIA Tesla V100-SXM2 GPU with 16 GB of memory.
Table 3.2 provides a detailed summary of the phases of training a Mask-Grasp R-CNN
network. It is important to note that training of the grasp branch only takes place in Phase
2. During this phase, the weights of the backbone Mask R-CNN network are left unchanged,
meaning that the features that the network learns to extract for each RoI for instance segmentation and object detection are transferable to the grasp detection task. The implications of this
finding are discussed in Section 6.1. In addition, given that grasp detection is done at the object
level rather than the image level, this allows the network to be trained on single-object grasp
detection datasets, and still perform well in multi-object scenes. This is due to the fact that the
network learns the segmentation and grasping tasks independently.

3.3

Control System Development

This section describes the application of Mask-Grasp R-CNN as a computer vision module to
aid in the control of a transradial prosthetic hand. Given the assumed level of amputation, the
subject is able to position the hand using their upper arm. The devised system automatically
controls the wrist orientation and hand aperture, reducing the number of independent degrees
of freedom controlled by the subject.
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Table 3.2: Steps of training a Mask-Grasp R-CNN network.

Phase 1

Datasets
Network Type

Phase 2

Step 1

Step 2

OCID and

OCID and

WISDOM-REAL

WISDOM-REAL

Mask R-CNN

Mask R-CNN

Step 3
SAMS

Jacquard

Mask R-CNN

Mask-Grasp R-CNN
Feature Extractor,
FPN, RPN,

Layers to Freeze

Feature Extractor,

None

None

Detection,

FPN, RPN
and Segmentation
Heads
Input layer,
Layers to Train

Detection and

All

All

Segmentation

Grasp Detection
Head

Heads
Learning Rate
Loss function

0.0001

0.00001

0.00001

Lcls +

LRPN + Lcls +

LRPN + Lcls +

Lbox + Lmask

Lbox + Lmask

Lbox + Lmask

0.0005
Lgrasp
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Table 3.3: Joint limits of the prosthetic device.

Joint Limits

3.3.1

Pronation/ Supination

-90◦ / 80◦

Ulnar/ Radial Deviation

-8◦ / 15◦

Extension/ Flexion

-62◦ / 47◦

Hardware Components

For this study, the prosthetic device used is an in-house developed transradial prosthesis with
three degrees of freedom representing the following wrist motions:
• Pronation/ Supination,
• Ulnar/ Radial Deviation, and
• Extension/ Flexion.
Fig. 3.6 shows the prosthetic device at the joint limits described in Table 3.3. The prosthetic arm is fitted with a 9-axis inertial measurement unit (TDK Invensense MPU9250 [72])
to provide an accurate orientation estimate of the arm during operation. The prosthetic device
consists of three servo motors, controlling the three different degrees of freedom, and DC motors controlling each individual finger. A Teensy 4.0 microcontroller [73] is used to control
the logic and manage the communication between the arm and other components of the control system. An Epson Movario BT-300 augmented reality (AR) headset is used to project the
output of Mask-Grasp R-CNN onto the subject’s field of view, serving as a user interface [74].
Attached to the headset are binocular eye trackers by Pupil Labs that provide the location of the
subject’s gaze relative to the tracker’s frame [75]. An Intel RealSense D435i stereoscopic depth
camera is used to capture a colour and depth image (RGB-D) of the subject’s scene. The orientation of the headset is measured by the Intel RealSense built-in 6-axis inertial measurement
unit (Bosch BMI055) [69]. The depth camera is mounted on top of the AR glasses in order to
best capture the subject’s field of view. Fig. 3.7 shows the different hardware components used
in this study.
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Figure 3.6: Prosthetic device used in this study. Each column shows the prosthetic device at the limits of the
associated degree of freedom.

3.3.2

Arm and Headset Orientation

Since this study deals with transradial prosthesis, only the headset and arm orientations are
required to translate the grasp configurations across frames, from the camera to the arm. Positioning of the hand in space is done by the subject. Following common practice, both the
arm and headset have inertial measurement units (IMUs) to provide orientation estimates. The
headset IMU has a three-axis gyroscope and accelerometer, measuring the angular velocity and
acceleration of the sensor, respectively. The accelerometer measures the local gravity vector in
addition to any other external linear accelerations of the sensor. In theory, if the sensor measurements were perfect, integrating the gyroscope measurements over time would give a true
estimate of the sensor’s orientation. Similarly, after omitting the acceleration due to gravity,
double integration of the accelerometer readings would provide accurate information about the
position of the sensor. The process of integrating the readings of the IMU to provide orientation and position estimates is called “dead-reckoning”. In reality, IMU readings are noisy and
have bias, introducing measurement drift when integrating over time. Therefore, the information provided by both sensors needs to be examined and fused in a careful manner to provide
drift-free measurements of orientation [76].
Orientation estimates from accelerometers are noisy in the short term, but are accurate over
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Figure 3.7: Hardware components used in the overall system.

a longer duration of time. Conversely, gyroscope measurements provide accurate orientation
estimates on the short-term, but suffer from integration drift over time. In the frequency domain, this means that accelerometers are accurate at low frequencies, while gyroscopes are
better suited for high-frequency applications. Therefore, applying a high-pass filter on the gyroscope measurements and combining it with a low-pass filtered version of the accelerometer
measurements leads to a relatively accurate estimate of orientation [76].
Given preliminary orientation estimates from an accelerometer, denoted θa,t , and a gyroscope, denoted θg,t , the complementary filter estimates the orientation angles θ̂t as:




θg, pitch 
θa, pitch 








θa,t =  θa, roll  , θg,t =  θg, roll  ,








θa, yaw
θg, yaw

(3.9)

θ̂t = (1 − γ)θa,t + γ(θ̂t−1 + θg,t ),

(3.10)

where the parameter γ is chosen between 0 and 1 to place more significance on either the gyroscope or accelerometer [76]. Herein, γ is set to 0.9, placing more significance on the gyroscope
readings. θ̂t−1 is the orientation estimate at the previous time step, t − 1. The complementary
filter implementation described in Eq. 3.10 provides relatively stable pitch and roll angles for
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Figure 3.8: Magnetometer readings before (blue) and after calibration (red).

both the headset and arm. However, in order to estimate heading (yaw angle) without drift over
time, a magnetometer is needed. A magnetometer measures the local magnetic field, consisting
of the earth’s magnetic field and the magnetic field generated by surrounding ferrous material.
The earth’s magnetic field is easily distorted by surrounding magnetic material, requiring frequent calibration to correct for hard and soft iron effects, along with manufacturing defects
[76].
For this study, only the arm IMU is equipped with a 3-axis magnetometer, measuring the
earth’s magnetic field strength in the x, y, and z directions. The magnetometer is calibrated
before every use by rotating the arm in a full sphere, gathering several data points. For a
perfect magnetometer, plotting the magnetic field readings should form a perfect sphere with
a radius equal to the magnetic field strength. However, hard iron distortions due to nearby
stationary metallic objects generate interfering magnetic noise sources. Those distortions shift
the centre of the sphere from the origin. Soft iron distortions arise due to nearby objects that
distort the surrounding magnetic field. These sources warp the sphere through deformation
and elongation. Calibration of a magnetometer to correct for these effects involves fitting an
ellipsoid to the gathered data. The calibration algorithm determines coefficients that transform
the ellipsoid into an ideal sphere [77]. Fig. 3.8 shows an example of the magnetometer readings
before and after calibration.
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Figure 3.9: Rotation of magnetometer relative to reference frame.

Magnetometers provide an estimate of the direction of the Earth’s magnetic field in 3D
space. Deriving a heading estimate requires projecting the magnetic field onto a horizontal
plane. Upon projecting the measured magnetic field unto 2D space, the heading σyaw can be
calculated using the following equation:



σyaw = atan2 hy , h x ,

(3.11)

where h x and hy are the x and y components of the magnetic field. atan2(Y, X) is a function
that returns the four-quadrant inverse tangent (tan−1 ) of Y/X. This estimated value of heading
is only correct in the case where the sensor is levelled, and is inaccurate if the sensor is tilted
in any orientation. Pitch and roll information about the sensor needs to be taken into account
to provide a tilt-compensated estimate of heading. To get a tilt-compensated estimate σyaw of
heading, the locally measured 3D magnetic field coordinates h x , hy , and hz are converted to an
un-rotated reference frame, as shown in Fig. 3.9. The pitch σpitch and roll σroll of the sensor
relative to the reference frame are estimated using the complementary filter defined in 3.10.
The rotation of the sensor frame relative to an unrotated reference frame is given by:
Runrotated
sensor



= Rx




θ=σpitch

· Ry


θ=σroll





cos
σ
0
sin
σ
roll
roll




=  sin σpitch sin σroll cos σpitch − sin σpitch cos σroll  ,




− cos σpitch sin σroll sin σpitch cos σpitch cos σroll

(3.12)

where R x and R y are the transformation matrices used to perform a rotation in Euclidean space
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about the x- and y-axis, respectively. Eq. 3.13 shows the elementary rotation matrices used to
rotate about the x-, y-, and z-axis.






1

 cos θ 0 sin θ 
cos θ − sin θ 0
0
0












R x = 0 cos θ − sin θ , R y =  0
1
0  , R z =  sin θ cos θ 0 .












0 sin θ cos θ
− sin θ 0 cos θ
0
0
1

(3.13)

The resultant tilt-compensated magnetic field vector, h~0 , is computed by multiplying the
rotation matrix Runrotated
with the uncompensated magnetic field measurements as follows:
sensor
 
 0
h 
h x 
 x 
 

 
0


unrotated
0
h~ = hy  = Rsensor · hy  .
 
 
 0
 
hz
hz

(3.14)

The tilt-compensated yaw angle, σyaw , is then computed from h x and hy using Eq. 3.11.
0

0

Using Eqs. 3.10, 3.11, and 3.14, the arm orientation is represented by three Euler angles:
σpitch , σroll , and σyaw . The head orientation is represented by δpitch , δroll , and δyaw . The head
orientation is measured by the depth camera’s on-board 6-axis IMU. Since the depth camera
lacks a magnetometer, the head yaw estimate is not accurate enough for use in this study. In
this case, the robot experiment assumes that the subject is facing ahead during all parts of the
study (i.e., δyaw = 0◦ ). All Euler angles are defined relative to the stationary shoulder frame.
Fig. 3.10 shows the different frames of reference relative to each other.

3.3.3

2D Grasp Box to 3D Grasp Orientation

Lenz et al. [37] provided one of the earliest deep learning-based approaches for predicting
robotic grasping points. They adopt the oriented rectangle notation [56] to represent the grasp
configuration for a parallel plate gripper in the image plane. In this study, the 2D grasp representation in the image plane is converted to a 3D grasp orientation using an approach inspired
by Lenz et al. [37]. 3D grasp orientation is represented as a direction cosine matrix, representing the desired attitude of the hand relative to the depth camera.
For a given grasp box represented by the 5D notation, the 3D approach vector, ~v, is computed according to the following steps:
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Figure 3.10: Representation of the different frames of reference.

1. Starting from a 5D grasp box with dimensions {x, y, w, h, θ}, create a pixel mask that is
one third of the height of the grasp box (i.e., {x, y, w, h/3, θ})
2. Crop the RGB-D image using the pixel mask generated
3. Convert the cropped RGB-D image into a point cloud
4. Compute the average surface normal vector for the point cloud
5. Invert the direction of the normal vector in order to have it pointing into the object.
This is the approach vector, ~v, defining the direction that the hand needs to track as it
approaches the object.
Fig. 3.11 shows the process of translating a 2D grasp box into a 3D grasp orientation relative
to the depth camera frame. The 3D grasp orientation, G3D , is defined as a frame of reference
with columns, g~x , g~y , and g~z , describing orthogonal unit vectors in the direction of the x, y,
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Figure 3.11: Process of extracting an approach vector from a 5D grasp box. 1. Pixel mask generation. 2.
Cropping image using pixel mask. 3, 4. Estimating approach vector from point cloud. 5. Inverting approach
vector.

and z axes, defined in the depth camera frame of reference:

G3D





=  g~x



g~y





g~z  .



(3.15)

G3D is computed by setting the values of each unit vector. g~z is set to represent the direction
of the approach vector, ~v, pointing away from the palm of the hand. g~x is set to define the
direction parallel to the fingers. It is obtained by projecting a unit vector in the direction of the
camera x-axis onto the plane perpendicular to the approach vector, as seen in Fig. 3.12. This
ensures that g~x and g~z are orthogonal. g~y is the cross product of g~z and g~x . Eq. 3.16 describes
the mathematical formulas for obtaining the different unit vectors:.
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Figure 3.12: Graphical representation of the process of deriving G3D , relative to the camera frame of reference.

g~z = ~v,
g~x = c~x −

c~x · ~v
(~v),
||~v||2

(3.16)

g~y = g~z × g~x
where c~x is a unit vector in the direction of the camera’s x-axis and ~v is the 3D approach vector
in the depth camera frame, described as:
 
 
v x 
1
 
 
 
 
~v = vy  , c~x = 0
 
 
 
 
0
vz

(3.17)

The 5D grasp box consists of an angle term, θ, that describes the rotation of the grasp box
relative to the positive x-axis. To account for θ, the obtained direction cosine matrix is rotated
about the approach vector (~v) by θ degrees to obtain the final 3D grasp orientation, defined in
the depth camera frame:
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g~y


 
 cos θ − sin θ 0
 

 

g~z  ·  sin θ cos θ 0 .
 

 

0
0
1

(3.18)

Knowing the grasp orientation matrix G3D and the orientations of the head and arm relative
to the shoulder frame, the wrist is able to track any orientation in space using the arm inverse
kinematics.

3.3.4

Forward and Inverse Kinematics

The forward kinematics of the arm define the position and orientation of the end effector given
a set of joint angles. The prosthetic arm used in this study is a 3 degree-of-freedom robot
with a hand end effector. The grasp detection branch of Mask-Grasp R-CNN predicts grasping
points as a 5D box. To simplify the problem, the hand is approximated as a parallel-plate end
effector. To enable a successful grip of objects, the thumb is constrained, fixed in the abducted
position. As the fingers flex to latch onto the object, the aperture of the end effector narrows.
Fig. 3.13(b) shows the approximation of the hand as a parallel-plate end effector. At the resting
position, the parallel-plate end effector is at a 25◦ extension.
Following the Denavit–Hartenberg convention [78], frames of reference are assigned to
each individual degree of freedom, as shown in Fig. 3.13 (a). Since this study assumes a
transradial prosthesis, only the orientation of the end effector relative to the arm base frame
is considered. Positioning of the end effector is done by the amputee using their residual
arm muscles, consequently, only the rotation matrix R03 , rather than the whole homogeneous
transformation matrix, is required.
Beginning from the base frame, the rotation matrices between the consecutive frames are
computed and confirmed with a Denavit–Hartenberg parameter table. The resulting rotation
matrices are as follows:


 
 
0 0 1  cθ1 0 sθ1  −sθ1 0 cθ1 

 
 


 
 

0

R1 = 1 0 0 ·  0
1 0  =  cθ1 0 sθ1  ,


 
 
 
 


0
1 0
0 1 0 −sθ1 1 cθ1

(3.19)
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Figure 3.13: (a) Kinematic diagram of the prosthetic arm, showing the Denavit–Hartenberg frames of reference.
(b) Approximation of the hand as a parallel-plate end effector.


 
 

cθ2 −sθ2 0 0 0 −1 −sθ2 0 −cθ2 

 
 


 
 

1
R2 =  sθ2 cθ2 0 · 1 0 0  =  cθ2
0 −sθ2  ,

 
 


 
 

0
0
1 0 −1 0
0
−1
0

(3.20)



 
 
cθ3 −sθ3 0 1 0 0 cθ3 0 −sθ3 
 


 


 
 
2
R3 =  sθ3 c3 0 · 0 0 1 =  sθ3 0 cθ3  ,


 
 


 
 
0 −1
0
0
0
1 0 −1 0

(3.21)

where cθ and sθ represent the cosine and sine of the angle θ, respectively. The rotation matrix
R03 , defining the rotation of the end effector frame (F3 ) relative to the base frame (F0 ), is
obtained by multiplying all of the rotation matrices defined in Eqs. 3.19, 3.20, and 3.21, as
follows:

Chapter 3. Algorithm Development

44



 sθ1 sθ2 cθ3 − cθ1 sθ3 −sθ1 cθ2 −sθ1 sθ2 sθ3 − cθ1 cθ3 




0
0
1
2
R3 = R1 · R2 · R3 = −cθ1 sθ2 cθ3 − sθ1 sθ3 cθ1 cθ2
cθ1 sθ2 sθ3 − sθ1 cθ3  .




cθ2 cθ3
sθ2
−cθ2 sθ3

(3.22)

Inverse kinematics of the arm provides the angle combinations required to achieve a given
orientation of the end effector. Given a desired end effector orientation, R, represented in the
arm base frame, the angles θ1 , θ2 , and θ3 are the angle combinations that make R03 evaluate to
R. Mathematically, this can be represented as:


a b c




0

R3 = R = d e f  ,




g h i

(3.23)

 


 sθ1 sθ2 cθ3 − cθ1 sθ3 −sθ1 cθ2 −sθ1 sθ2 sθ3 − cθ1 cθ3  a b c
 



 

−cθ1 sθ2 cθ3 − sθ1 sθ3 cθ1 cθ2
cθ1 sθ2 sθ3 − sθ1 cθ3  = d e f  .
 


 


cθ2 cθ3
sθ2
−cθ2 sθ3
g h i

(3.24)

The simplest terms in R03 are shown highlighted in blue in Eq. 3.24. The values of θ1 , θ2 ,
and θ3 can be obtained by solving the following five equations:
−sθ1 cθ2 = b,
cθ1 cθ2 = e,
cθ2 cθ3 = g,

(3.25)

sθ2 = h,
−cθ2 sθ3 = i.
Isolating for each angle term results in the following joint angles:
sθ2 = h,
q
cθ2 = ± 1 − sθ2 2 ,
θ2 = atan2(sθ2 , cθ2 ),

(3.26)
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−b
,
cθ2
e
cθ1 =
,
cθ2
sθ1 =

(3.27)

θ1 = atan2(sθ1 , cθ1 ),
−i
,
cθ2
g
cθ3 =
,
cθ2
sθ3 =

(3.28)

θ3 = atan2(sθ3 , cθ3 ),
where θ1 , θ2 , and θ3 represents the pronation/supination, ulnar/radial, and extension/flexion
p
angles, respectively. It is important to note that cθ2 can either be ± 1 − sθ2 2 , indicating that
the desired grasp orientation can be achieved using two different joint configurations. For this
p
study, cθ2 is set to + 1 − sθ2 2 .

3.3.5

From Camera to Robot

Section 3.3.3 describes the process of transforming a 2D grasp box in the image plane to a 3D
orientation in the depth camera frame. The inverse kinematics solution presented in Section
3.3.4 computes the joint angles required to achieve a given end effector orientation, defined in
the arm base frame. Given the headset and arm orientations obtained using IMUs, two rotation
matrices can be defined to represent the rotation of the subject’s head and arm relative to the
stationary shoulder frame:

Rshoulder
head

Rshoulder
arm



= Rx


= Rx




θ=δpitch



· Ry


θ=σpitch



· Ry


θ=0



· Rz




θ=σyaw

· Rz

θ=δroll

,


θ=σroll

(3.29)

,

(3.30)

where R x , R y , and R z are the elementary rotation matrices from Eq. 3.13. δ and σ are the Euler
angles representing the pitch, roll, and yaw angles of the head and arm as described below:


δ = δpitch 0 δroll ,


σ = σpitch σyaw σroll .

(3.31)
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As mentioned in Section 3.3.2, since the headset IMU is not equipped with a magnetometer,
the head yaw angle cannot be estimated accurately without drift. Therefore, for this study, the
head yaw angle is set to zero and the subject is asked to keep their head pointing straight relative
to their shoulders.
Using Rshoulder
, the 3D grasp orientation defined in the shoulder frame, G3D, shoulder , can be
head
obtained as follows:

G3D, shoulder = Rshoulder
· G3D .
head

(3.32)

Similarly, using Rshoulder
, the 3D grasp orientation can be obtained in the arm base frame as
arm
shown below:
G3D, arm = Rshoulder
arm
=

−1

−1
Rshoulder
arm

· G3D, shoulder
·

Rshoulder
head

· G3D .

(3.33)

Finally, the joint angles required to achieve the 3D grasp configuration can be obtained
by solving the inverse kinematics problem with the desired end effector orientation, R, set to
G3D, arm :

R03 = R = G3D, arm .

3.3.6

(3.34)

Aperture and Finger Configuration

Using the depth camera intrinsic parameters, the 3D locations of the 2D grasp box vertices
can be estimated to provide information about the real-world dimensions of the grasp box.
Fig. 3.14 shows the vertices obtained for a given grasp box. For a grasp box with 3D vertex
coordinates P0 , P1 , P2 , and P3 , the real world width, W, and height, H, of the box is calculated
as:

1
E(P1 , P2 ) + E(P0 , P3 ) ,
2

1
H = E(P0 , P1 ) + E(P2 , P3 ) ,
2

W=

(3.35)
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Figure 3.14: 3D vertices of a 2D grasp box.
Table 3.4: Finger activation look-up table.

Grasp box height (H)

Fingers to activate

0–35 mm

Index

36–85 mm

Index, Middle

>85 mm

Index, Middle, Ring

where E is a function that computes the Euclidean distance between two 3D points. W dictates
the aperture of the hand when the thumb is constrained in the abducted position. H determines
the number of fingers to be activated based on a look-up table with thresholds for each finger,
as described in Tab. 3.4.

3.3.7

Eye Tracking For Object Selection

The headset worn by the subject is fitted with binocular eye trackers that provide a real time
estimate of the location of the user gaze relative to the tracker frame of reference. Eye tracking
is used as a way to determine the object that the user intends to interact with. Using the camera
intrinsic parameters, 3D gaze points can be obtained in the image plane, specified by x and y
coordinates. An Intel RealSense D435i camera is used to capture a live feed of the environment
the user is interacting with. Images from the live feed are input into Mask-Grasp R-CNN to
segment the objects in the scene and determine their grasping points. For a given scene with
n objects predicted by Mask-Grasp R-CNN, the index of the object selected by the user, i, is
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given by:

q
2
2
(x − xbb, j ) + (y − ybb, j ) ,
i = arg min

(3.36)

j

where (xbb, j , ybb, j ) represents the coordinates of the centre pixel of the bounding box surrounding the jth object in the scene. The selected object is the one with the smallest Euclidean
distance from the centre of the bounding box to the 2D gaze point.
The eye tracker outputs the relative coordinates (x, y) of the user gaze in the tracker image
frame. However, in order to get accurate mapping of the user gaze to the Mask-Grasp RCNN outputs, the gaze location needs to be represented relative to the depth camera frame.
Knowing the intrinsic parameters of the eye tracker and depth cameras, and their corresponding
homogeneous transformation matrix, the 2D gaze location relative to the depth camera, gdepth
can be computed as:


Gtracker = Itracker

gdepth

−1

· gtracker
   
 x X 

−1    
   
= Itracker · y = Y  ,
   
   
1
Z

(3.37)









  −1 G
 tracker 
= Idepth · M t · 







1
 
X 
 

  −1 Y 
 
= Idepth · M t ·   ,
 Z 
 
 
1

(3.38)

where gtracker and Gtracker are the 2D and 3D gaze location in the tracker frame, respectively.
Itracker and Idepth are the intrinsic parameter matrices for the tracker and depth cameras, respectively. M t is a 3 × 4 homogeneous transformation matrix that transforms a 3D point in the
depth frame into a 3D point in the eye tracker frame.
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Figure 3.15: Cross-calibrating the depth camera with the eye trackers. (a) Capturing two images of the scene
using the depth camera and the eye tracker world camera. (b) Identifying the points of correspondence to estimate
Mt .

M t can be obtained by cross-calibrating the depth camera with the eye trackers by solving
the Perspective-n-Point (PnP) problem [79]. The cross-calibration process involves identifying
n points of correspondence in two images captured by the stereoscopic depth camera and the
eye tracker world camera. Using the 3D points defined in the depth camera frame, and their
corresponding 2D points in the eye tracker frame, along with the eye tracker intrinsic parameters, the rigid body transformation, M t can be accurately estimated using the PnP problem.
Fig. 3.15 provides a graphical representation of the cross-calibration process.

3.3.8

Selecting the Best Grasp Configuration

As discussed earlier, for each object segmented in the scene, Mask-Grasp R-CNN predicts a
ranked list of grasp boxes (up to a maximum of 196 boxes per object) based on a “graspability” score. For this study, only grasp boxes with a probability higher than 0.5 are considered.
The filtered grasp boxes are translated to 3D grasp orientations and are further examined. For
each 3D grasp orientation, the required joint angles, θ1 , θ2 , and θ3 are computed using inverse
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Figure 3.16: Demonstration of the problem of handedness. (a) Grasp configuration I (G3D ). (b) Grasp configura0

tion II (G3D ) with joint configurations on a right- and left-handed prosthetic device

kinematics as described in Eqs. 3.26–3.28. Through preliminary assessment, it is noted that
the highest probability grasp box does not necessarily translate to the most natural hand configuration, often requiring joint angles that lie outside the joint limits of the arm. In addition,
for each grasp box, the predicted grasp orientation is agnostic to the “handedness” of the arm.
This is better described graphically by considering Fig. 3.16. For the same 2D grasp box, two
different equivalent 3D grasp orientations are possible. By definition, the fingers are aligned
with the positive x-axis, and the palm faces the positive z-axis. Using this definition, for a right
handed prosthetic, Grasp Configuration II would require arm configurations that are unnatural, and will often lie outside the joint range of the arm. However, for a left handed prosthetic,
Grasp Configuration II would be more realistic. Therefore, the “handedness” of each grasp orientation needs to be considered when picking the final grasp candidate. By further analyzing
Fig. 3.16, it is evident that the two grasp orientations have opposite x− and y-axis directions.
To address the problem of “handedness”, for each 3D grasp orientation, G3D , a “sibling”
0

grasp orientation, G3D having an x- and y-axis equal in magnitude but opposite in direction to
G3D is constructed. This is done to ensure that both possibilities are considered when deciding
on the final grasp orientation. Mathematically, this is described as:
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a b c
-a -b c




0




= d e f  , G3D = -d -e f  .








g h i
-g -h i

(3.39)

For an object in the scene with m grasp boxes having a grasp probability higher than 0.5,
m 3D grasp orientations are analyzed in addition to their “siblings” to determine the best grasp
candidate. The index of the final grasp box candidate, G, is selected as the one that requires the
least sum of absolute joint angles:



h
i
G = arg min  arg
min i |θ1,i, j | + |θ2,i, j | + |θ3,i, j |  ,
h
0
i
j∈ G3D ,G

(3.40)

3D

where i is the index of the grasp orientation with a probability above 0.5, and j specifies the
two different “sibling” grasp orientations.

3.3.9

Putting Everything Together

Using the various building blocks described earlier, a full control system is developed to aid
in the operation of an upper-limb prosthesis. While wearing the augmented reality glasses, the
objects that the user fixates on is highlighted using the pixel-level mask generated by MaskGrasp R-CNN. Upon indicating their intent to grasp the highlighted object, the user interface
displays the most viable grasp box to the user for confirmation. Once the object and grasp
selections have been confirmed, the arm is preshaped to the desired aperture and the wrist
tracks the 3D grasp orientation in real time until a hand-close command is received. The user
is able to refine the aperture as needed to successfully grab the object.
Mask-Grasp R-CNN provides accurate segmentation and grasp box predictions for each
object. However, this comes at the expense of a slower frame rate. Mask-Grasp R-CNN has a
frame rate of 2.64 frames-per-second (fps) when evaluated on a Windows 10 desktop computer
with an NVIDIA GeForce GTX 1050Ti GPU with 4 GB of memory. The Pupil eye trackers
provide gaze information at 30 fps, while the depth camera captures a live feed of the scene
at 15 fps. In order to account for the varying update rates from all information sources, multithreading is used. Three threads are setup to run the different components of the system in
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Figure 3.17: Multi-threading for real time robot execution. Red arrows show the direction of the information
flow between the threads.

parallel, as shown in Fig. 3.17. Thread 1 uses Pupil Lab’s Core Network API [75] to get an
updated estimate of the user gaze. Thread 2 fetches the RGB-D frames from the RealSense
depth camera and updates the AR display with the program predictions. Fig. 3.18 shows an
example of the heads up display shown to the user. Thread 3 alternates between two modes
running Mask-Grasp R-CNN on the RGB-D frames, and communicating the joint angles to the
arm for robot execution. Once the subject confirms the system output and initiates the grasping
task, Thread 3 switches from running Mask-Grasp R-CNN mode to grasp execution mode,
enabling the arm to track the desired 3D grasp orientation using the arm IMU. This ensures
that the grasping task is not affected by Mask-Grasp R-CNN’s slow frame rate.
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Figure 3.18: System output as displayed on the AR glasses. Grasp boxes with a grasp probability higher than 0.5
are shown in green. The final grasp candidate is shown in red. Program outputs the arm and head orientations in
the bottom left corner of the screen, along with any debug messages.

Chapter 4
Robot Experiment
Similar to approaches such as those presented in [3, 4, 18, 20], the proposed control system is
evaluated in a robot experiment where the subject is asked to pick up a random object in the
scene, transport it, and drop it off in a basket. Fig. 4.1 provides a graphical representation of
the workspace for the experiment.
The main objective of the robot experiment is to quantify the performance of the proposed
system in terms of accuracy and speed. Therefore, a robot experiment module is developed
using the Python programming language to combine all of the different building blocks of the
system discussed previously, along with various performance logging functionalities. Fig. 4.2
provides a flowchart of the operation of the experiment module.
For this study, the subject is a 24 year old able-bodied male. The prosthetic arm is attached
in parallel to the subject’s right arm by two elastic bands with velcro inserts. Additionally,
the subject wears Epson Moverio BT-300 [74] augmented reality glasses fitted with binocular
eye trackers by Pupil Labs [75], and an Intel RealSense D435i colour and depth camera [74].
Fig. 3.7 provides a visual representation of the different hardware components used in the
experiment.

4.1

Sources of Error

Identifying the main sources of error in the system is a very important step to identify possible
improvements that can be made in future studies. The robot experiment is designed in order to
54
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Figure 4.1: Workspace for the robot experiment.

quantify the contribution of each of the following sources of error on the system performance,
and to investigate if having the user in the loop can lead to performance gains:
• Prosthetic Errors (PE) – This category covers a broad range of errors related to the
prosthetic device, such as object slippage, or aperture estimates larger than the limits of
the arm. This category also includes cases where the prosthetic device slides relative to
the subject’s arm. These errors are hardware dependent and vary based on the type of
prosthetic hand used in the trial.
• Aperture Estimate Errors (AE) – System predicts an aperture that is too small. This
is due to an incorrect size conversion when translating the size of the 2D grasp box
from the image frame to the world frame. Another possible reason is the failure of the
Mask-Grasp R-CNN network to predict a correctly-sized grasp box.
• Grasp configuration errors (GCE) – Failure of the Mask-Grasp R-CNN network at
predicting an optimal grasping box. GCE can also arise in cases where the arm and
headset inertial measurement units (IMUs) fail to provide accurate orientation readings,
leading to errors as the grasp orientation is translated from one frame of reference to
another.
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• Object selection errors (OSE) – Inaccurate gaze estimates due to miscalibration between the eye trackers and the depth camera frame of reference, saccades, or headset
slippage on the subject’s face during the experiment.
To minimize the occurrence of prosthetic errors, objects that are too heavy, too slippery,
or too large were omitted from the pool of objects to be used in the experiment. Table 4.1
shows the different objects used in the experiment. Before the experiment, the eye trackers
were calibrated using the calibration tool provided by Pupil labs [75]. To ensure accurate
measurements of the arm and headset orientations, the IMUs were calibrated as described in
Section 3.3.2. In addition, to ensure an accurate selection of objects, the eye trackers were
cross-calibrated with the RealSense world camera using the Perspective-n-Point algorithm as
discussed in Section 3.3.7.
Table 4.1: Object pool used in the robot experiment.

Tools and Office Supplies

Kitchen Items

Washroom Items

Electronics

Clothing

Measuring Tape

Small Water Bottle *

Towel

Headphone

T-Shirt

Drill

Large Water Bottle *

Hand Sanitizer *

Speakers

Glasses

Clamps

Apple

Lotion Bottles *

Mouse

Shoes

Tape

Banana

Tooth Paste *

Airpods

Glass Case

Screw Driver

Travel Mugs *

Medicine Box *

Car Keys

Tripod

Coffee Cup *

Dish Soap *

Flash Light

Orange

Paint Roller

Cigar

Pump

Mango

Duster

Coffee Pod

Stapler

Jar *

White Out

Mugs *
Cans *
Laddle

Entries marked with a (*) usually appear in their upright position. After emptying the contents of the basket on
the work surface, the program randomly picks whether the objects need to be in the upright or random orientation.
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Randomizing Object Orientations and Spacing

The robot experiments consists of K baskets, each containing n randomly picked objects from
a pool of 40 items. An experiment administrator is present to gather the objects required to
assemble each of the baskets. A robot experiment module is developed to log the results of
the experiments and dictate the objects to be used in each basket. For this experiment, η is a
random number drawn without replacement from the Gaussian distribution as follows:

η ∼ N(µ, σ2 ),

(4.1)

where the mean, µ, is set to 4 objects, and the standard deviation, σ, is set to 1 object. η is
rounded down to the nearest integer.
The contents of the baskets are shuffled and emptied onto the work surface in front of the
subject. This is done to ensure that the object orientations and spacing are properly randomized. The object pool is selected to represent most of the items that an amputee might have to
interact with in their daily lives, including irregularly shaped objects such as t-shirts, shoes, and
work tools. Upon emptying the contents of the basket onto the work surface, the experiment
module instructs the subject to pick up each object and place it back into the basket. The order
of objects to be picked up is randomly determined by the experiment module. This ensures
that the objects are picked up in random order to provide an accurate analysis of the system
performance at various degrees of clutter.
Since the objects are shuffled and emptied onto the work surface, this leads to an issue
with some objects that usually occur in an upright orientation such as bottles and cans. Given
the way the baskets are emptied, upright orientations will almost never occur. Therefore, to
ensure a proper randomization of the orientations of those objects, the robot experiment module
assigns a pose flag, specifying either an upright or random orientation. If the objects are flagged
with the upright pose, the experiment administrator manually places the objects in the required
orientation.
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Figure 4.3: Objects used in robot experiment.

4.3

Metrics and Logging

For each basket of objects involved in the experiment, a JSON file is generated to store the logs.
To quantify the speed of the system, the following time stamps are recorded for each trial:
• tstart – Time when the item to be grasped is communicated to the subject,
• tselect – Time when the subject confirms their selection,
• tclose – Time when the user publishes the first hand-close command, and
• tcomplete – Time when the subject signals object drop off.
From those time stamps, the following metrics are reported to provide a fair comparison to
other works in literature:
• Object selection time (OS T ) – Time required by the user to select the object of interest
using the eye trackers, defined as:
OS T = tselect − tstart .

(4.2)

• Time for task accomplishment (T T A) [3] – Time measured between the first hand preshape command (i.e., when the subject selects the object) and the first hand-close command, defined as:
T T A = tclose − tselect .

(4.3)
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Figure 4.4: Timing metrics used to quantify the proposed system speed. The experiment timer begins at tstart . The
subject confirms their selection at tselect , and closes their hand at tclose . tcomplete marks the end of the experiment,
when the subject drops off the object.

• Time to grasp (T TG) [20] – Time measured from the start of the trial until the hand
touches the object, defined as:
T TG = tclose − tstart .

(4.4)

• Total trial time (T T T ) – Time elapsed from the beginning of the experiment until drop
off, defined as:
T T T = tcomplete − tstart .

(4.5)

Fig. 5.10 provides a graphical interpretation of the various metrics used for evaluating the
system speed. In addition, each log file stores the number of times the subject needs to intervene
to correct the system. The number of object selection corrections (NOS C) variable stores the
number of times that the subject has to reselect an object due to incorrect gaze mapping, or
when the grasp configuration is not feasible in real life. The number of aperture corrections
(NAC) variable keeps track of the number of times that the subject adjusts the aperture to
regrasp objects after slippage, or to widen the aperture of the hand.
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Figure 4.5: (a) Example of a JSON log file created for a basket of objects. (b) Pop-up window displayed to the
experiment administrator to confirm trial verdict and sources of error. Pose flags, “RDM” and “UR” are used to
instruct the experiment administrator to place certain objects in the random or upright orientation, respectively.

Upon dropping off the object back into the basket, the program issues a pop-up window that
requires the experiment administrator to evaluate the verdict for the current trial. The success
flag is set to True when the subject is able to perform the task from start to end, and is set to
False otherwise. For every object, the experiment administrator also has the option to select the
sources of error that are faced while grasping the object. This information is useful to analyze
the contribution of each source of error to the overall performance of the system. Fig. 4.5
shows an overview of the JSON log file generated for each basket of objects, and the pop-up
window displayed to the experiment administrator.
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Figure 4.6: Success criteria for Experiments I and II.

4.4

Autonomous vs. Semi-Autonomous Control

The robot experiment was designed to quantify the contribution of each of the sources of error
identified in Section 4.1. Using the metrics logged by the robot experiment module, and the
way the robot experiment is conducted, the performance of the proposed control system can be
interpreted from two different perspectives, as a repeated measures experiment:
• Experiment I: Full autonomous control, and
• Experiment II: Semi-autonomous control.
The results are reported for each object in the basket. Each pick-up, transport, and drop-off
task, herein referred to as “trial” for simplicity, is evaluated as a “pass” or “fail” based on
different criteria set for Experiments I and II, as seen in Fig. 4.6. Each experiment is described
in more detail in the next two subsections.

4.4.1

Experiment I: Full Autonomous Control

In the fully autonomous case, the subject selects the item that they want to grasp through gaze
fixation and then sends an object selection command. This command is currently sent using
keyboard input, however, in future studies, this can easily be replaced with an electromyography (EMG) band placed on the residual part of the limb. Upon making a selection, the
augmented reality glasses highlight the selected object, along with the most optimal grasping
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Figure 4.7: Example of an object grasping trial. (1) Subject selects an item. (1–2) Subject confirms selection,
initiating configuration to the desired hand orientation and aperture. (4) Subject initiates a hand-close command.
(5–8) Subject transports the object back to the basket. (9) Subject issues a drop off command.

box. The subject then performs a secondary confirmation, initiating the arm motion. Once the
arm is within reach of the object, the subject issues a hand-close command to grab the object.
The subject is then required to lift the item and transport it back to the basket. Fig. 4.7 shows
an example of a grasping trial, starting from object selection, until drop off in the basket.
For the trial to be considered a success in Experiment I, the following criteria must hold:
• Criterion I: The success flag has to be True, meaning that the subject is able to pick up,
transport, and drop off the object back in the basket, AND,
• Criterion II: The subject does not intervene to correct the system. This includes reselecting the object, or modifying the proposed aperture. Therefore, NAC = NOS C = 0.
Analyzing the results of the robot experiment from this perspective evaluates the performance
of the system when all the sources of error are present. For Experiment I, the number of
successful trials, S I , is defined as the number of trials that satisfy Criteria I and II. The task
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accomplishment rate for Experiment I, T ARI , is defined as:
T ARI =

SI
.
N

(4.6)

N is the total number of trials in the experiment, defined as:
N=

K
X

ηi ,

(4.7)

i=1

where K is the total number of baskets, and ηi is the number of objects in the ith basket. Experiment I is expected to have a lower T AR, but a faster total trial time, T T T .

4.4.2

Experiment II: Semi-Autonomous Control (Proposed System)

In the semi-autonomous case, the subject is allowed to correct for object selection (OSE) and
grasp configuration errors (GCE) as they arise. The subject is able to issue commands to reselect another object if an incorrect item is selected, or if the proposed grasp box is not feasible
in real life. In addition, to correct for aperture estimate (AE) and prosthetic errors (PE), the
subject has the option to “open” or “close” the prosthetic hand to regrab objects or widen the
aperture.
Since Experiment II evaluates the system performance when the subject is given more
control, only Criterion I needs to hold for the trial to be considered a success. Therefore, the
number of successful trials for Experiment II, S II , is expected to be larger, leading to a higher
task accomplishment rate (T ARII ) than Experiment I. This will however come at the expense
of a longer total trial time (T T T ). Like Experiment II, T ARII is computed as:
T ARII =

S II
.
N

(4.8)

Chapter 5
Results
5.1

Mask-Grasp R-CNN

To validate the performance of the proposed computer vision module, the results are reported
on single- and multi-object datasets. Fig. 5.1 shows different examples of detection results on
the Jacquard, Multi-Object, and SAMS datasets.

5.1.1

Instance Segmentation

The effectiveness of the instance segmentation branch at predicting object masks in cluttered
scenes is validated on the SAMS dataset. The main metric used to evaluate instance segmentation networks is mean Average Precision (mAP). To compute mAP, precision and recall are
first calculated using the following equations:

Precision =

TP
TP
, Recall =
,
T P + FP
T P + FN

(5.1)

where T P, FP, and FN are the true positives, false positives, and false negatives, respectively.
Precision measures the portion of the positive predictions that are correct. Recall, also referred
to as “sensitivity” or true positive rate (TPR), measures how well the the predictor finds the
positive results. For the object detection task, a true positive prediction is one that has a correctly predicted label (background vs. foreground), and an overlap with a ground truth (GT)
bounding box above a defined threshold. False positives are the predictions that have a positive
65
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Figure 5.1: Detection results on various datasets. Predictions and ground truth are shown in red and green,
respectively. (a) Single-object grasp detection – Jacquard dataset [10]. (b) Multi-object grasp detection – MultiObject dataset [7]. (c) Instance segmentation – SAMS dataset. (d) Failure scenarios: i. under-segmentation, ii.
over-segmentation.

label, but do not have significant overlap with a GT box. False negatives are the predictions
that have significant overlap with a GT bounding box, but have an incorrect prediction label.
Intersection-over-union (IoU) is the common metric used in the field of computer vision to
quantify the degree of overlap between two bounding boxes. Fig. 3.4 provides a graphical
representation of computing IoU. When evaluating an instance segmentation network such as
Mask R-CNN, mask IoU is used to compute the overlap between two pixel-level masks rather
than bounding boxes. The instance segmentation branch performance is validated following the
standard metrics used in the COCO challenge, where the average precision (AP) is reported at
10 different mask IoU thresholds between 0.5–0.95 [6]. AP at a specific overlap threshold is
defined as the area under the precision-recall curve. The AP values at the different thresholds
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Table 5.1: mean Average Precision (mAP).

AP50

AP75

mAP

WISDOM-Real

73.3

52.6

46.9

OCID

69.0

52.6

46.7

SAMS

90.5

63.1

61.0

are then averaged to obtain the mean average precision (mAP) metric. The mAP achieved by
the proposed approach on the SAMS dataset is 61.0%. Table 5.1 presents the AP values at
different mask IoU thresholds on the WISDOM-Real, OCID, and SAMS testing datasets.

5.1.2

Robotic Grasp Detection

Validating the grasp detection branch is broken down into two stages. The first stage verifies
the performance of the model on single-object datasets. Similar to [8, 54], the mean grasp
accuracy is reported on the Jacquard dataset. For each object in the image, the top-1 grasp
box is considered a true positive if it follows the rectangle metric [57]. The rectangle metric
requires the following two criteria to hold:
• The absolute difference in angle, θ, between the predicted and ground truth grasp box is
less than 30◦ , and
• The predicted and ground truth boxes overlap with an intersection-over-union value
greater than 25%.
The proposed approach achieves an 89.8% grasp accuracy on the Jacquard dataset. Table
5.2 shows the performance of Mask-Grasp R-CNN compared to other approaches that predict
grasp boxes.
Stage 2 of the grasp detector evaluation involves examining the performance in multi-object
scenes. Following the approach defined in [7], the miss rate (MR) as a function of falsepositives-per-image (FPPI) is computed given a detection probability threshold. By definition,
MR is obtained through the following equation:
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Table 5.2: Average grasp accuracy results on the Jacquard dataset, J = 0.25.

Method

Feature Extractor

Jacquard [10]

AlexNet

74.2

FCGN [80]

ResNet-101 (RGB)

91.8

ResNet-101 (RGD)

92.8

ResNet-101 (RGB)

90.4

ResNet-101 (RGD)

93.6

ResNet-101 (RGB)

91.5

ResNet-101 (RGD)

93.2

ROI-GD [8]

Song et al. [54]

Mask-Grasp R-CNN ResNet-50 (RGB-D)

MR =

Accuracy (%)

89.8

FN
,
T P + FN

(5.2)

where T P and FN are the true positives and false negatives, defined as follows:
• T P – Number of grasp boxes satisfying the rectangle criteria, and have a “graspability”
score above the detection threshold.
• FN – Number of grasp boxes satisfying the rectangle criteria, and have a “graspability”
score below the detection threshold.
False positives are the number of grasp boxes that do not satisfy the rectangle metric, but have
a “graspability” score above the detection threshold. MR and FPPI are computed for various
detection thresholds to obtain the miss rate as a function of FPPI plot for single-object scenarios
(Cornell dataset), and multi-object scenarios (Multi-Object dataset), as seen in Fig. 5.2.
To provide a fair comparison to Chu et al. [7], the grasp detection branch is fine tuned on
the Cornell dataset prior to evaluation on the Multi-Object dataset. For the Cornell dataset,
evaluation is done on a random subset of images, not used in training, while for the MultiObject dataset, evaluation is done on the entire dataset since it is not used in training. At 1 FPPI,
the MR achieved on the multi- and single-object datasets is 41.3% and 41.0%, respectively.
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Figure 5.2: MR as a function of FPPI, calculated on the Multi-Object dataset (blue), and the Cornell dataset (red).
At 1 FPPI, the miss rates for the Multi-Object and Cornell datasets are 41.3% and 41.0%, respectively.

Table 5.3: Grasp detection accuracy (%) on testing set for adaptive- and fixed-size anchors (mean ± 95% confidence interval).

Epochs

25

50

150

400

600

800

Fixed-size

81.3 ± 1.33

84.9 ± 1.22

84.1 ± 1.25

84.8 ± 1.23

84.7 ± 1.23

–

Adaptive

83.1 ± 1.28

85.9 ± 1.19

86.9 ± 1.15

88.4 ± 1.10

89.5 ± 1.05

89.8 ± 1.04

5.1.3

Adaptive Anchors vs. Fixed-Size Anchors

Two Mask-Grasp R-CNN networks are compared to examine the effect of using adaptive-size
anchors on the performance of the grasp detection branch. For the fixed-size case, the anchor
size used is 15 × 15 pixels, to have the same image-to-anchor size ratio as [8]. Based on Table
5.3, it is evident that the network trained using adaptive-size anchors requires fewer epochs
to converge to a more optimal solution on the Jacquard dataset. Each epoch requires 180 s to
complete 300 iterations of stochastic gradient descent (SGD), each with a mini-batch size of 5
images.
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Robot Experiment

The robot experiment consisted of 67 baskets, with 230 objects in total. For some objects, the
experiment administrator failed to initiate the timer, tstart , or the subject failed to send a handclose command, resulting in negative values for the time metrics T T A, T TG, and T T T . The
results from those trials are omitted, leaving 219 pick up, transport, and drop off trials, N. Fig.
5.3 (a) shows the general distribution of the number of objects per basket, while Fig. 5.3 (b)
shows the number of times each object type appears in the trials.

Figure 5.3: Objects used in robot experiment. (a) Distribution of basket sizes. (b) Number of occurrence of each
object type.
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Figure 5.4: Task accomplishment and failure rates for: (a) Experiment I – Full Autonomous Control, and (b)
Experiment II – Semi-Autonomous Control.

5.2.1

Task Accomplishment Rate

The average task accomplishment rates (TARs) for Experiment I and II, T ARI and T ARII , are
computed based on the different success criteria mentioned in Section 4.4. For Experiment I,
out of the 219 total number of trials, the subject is able to successfully pick up, transport, and
drop off 175 objects, without correcting the system. Therefore, the task accomplishment rate,
T ARI is 79.9%. Similarly, for Experiment II, after being allowed to correct for system errors,
the subject is able to successfully pick up, transport, and drop off 208 objects, resulting in a
task accomplishment rate, T ARII of 95.0%. Fig. 5.4 provides a graphical representation of
the T ARs, and task failure rates, T FR. T FRs for Experiments I and II are computed using the
following equations:
T FRI = 100% − T ARI ,
T FRII = 100% − T ARII .

5.2.2

(5.3)

Analyzing Sources of Error

For each trial, the experiment administrator reports all of the sources of error. In total, 47 errors
are reported across all trials. Fig. 5.5 shows the breakdown of the sources of error, grouped
by category. The error sources are further grouped by trial verdict for both Experiment I and
II, as shown in Fig. 5.6 and Fig. 5.7, respectively. This is done to analyze the effect of the
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Figure 5.5: Number of occurrences of each type of error the during robot experiment.

Figure 5.6: Breakdown of sources of error for Experiment I – Full-Autonomous Control. (a) Errors that do not
lead to failure, (b) Errors that lead to failure.

different sources of error on the system performance when behaving as a fully autonomous and
semi-autonomous system.

5.2.3

Analyzing the Effect of User Intervention

The number of times that the user intervenes to correct the system output are recorded for each
trial. In total, the subject intervenes in 37 trials to complete the pick-up, transport, and dropoff tasks. Fig. 5.8 shows the breakdown of types of user intervention, and their effect on the
trial outcome. In some cases, the system stops responding to user feedback due to memory
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Figure 5.7: Breakdown of sources of error for Experiment II – Semi-Autonomous Control. (a) Errors that do not
lead to failure, (b) Errors that lead to failure.

issues, or equipment over heating. In those cases, the trials are reported as a fail, without any
associated subject interventions.

5.2.4

Analyzing the Effect of Number of Objects in the Scene

An important factor in evaluating the effectiveness of the proposed control system is the performance in cluttered scenes. Upon emptying the contents of the baskets onto the work surface,
the subject is required to pick up each object and place it back in the basket in a random order,
specified by the robot experiment module. The advantage of this approach is that the system
is evaluated on objects that are randomized by size and orientation. In addition, each trial has
a varying degree of clutter. When the subject picks up the first item in the basket, the scene
has the highest degree of clutter. The clutter decreases as subsequent objects are returned to
the basket. Therefore, the performance of the system, evaluated by task accomplishment rate
(TAR), is reported as a function of the degree of clutter to examine how well the system performs in realistic, multi-object scenarios. Fig. 5.9 (a) shows the distribution of clutter across
all trials, while Fig. 5.9 (b) shows how the TAR changes based on the degree of clutter.

5.2.5

Time Performance

The proposed system time performance is evaluated using the same metrics defined in the
literature. In addition to the time to grasp (T TG) [20], time for task accomplishment (T T A)
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Figure 5.8: Breakdown of the types of user intervention for Experiment II – Semi-Autonomous Control. AC
represents the total number trials with aperture corrections, while OS C represents the number of trials with object
re-selections. (a) Interventions that lead to successful completion of the trial. (b) Interventions that do not lead to
a successful completion of the trial.

Table 5.4: Metrics for computing time performance (mean ± 95% confidence interval).

OST(s)

TT A(s)

TTG(s)

TTT(s)

Full Autonomous Control

3.30 ± 0.199

3.99 ± 0.222

7.30 ± 0.320

10.93 ± 0.440

Semi-Autonomous Control

4.26 ± 0.496

4.07 ± 0.202

8.33 ± 0.557

12.76 ± 0.754

9.15 ± 2.33

4.49 ± 0.495

13.63 ± 2.36

22.1 ± 2.15

Semi-Autonomous Control Worst Case Scenario

[3], and object selection time (OS T ) metrics, this thesis uses another metric called the total trial
time (T T T ). T T T measures the time from the beginning of the pick up task, until drop off in the
basket. Table 5.4 reports the average values of the time metrics across trials, calculated using
Eq. 5.4, where Q is the number of trials over which the metric is averaged. Fig. 5.10 provides
a graphical representation of the time metrics for comparison purposes. Time performance of
the system is evaluated and reported for the two experiments: full-autonomous control, and
semi-autonomous control. In addition, the time performance is reported solely on the subset of
trials where the subject has to manually intervene and correct the system output. Those trials
are considered the worst case scenario since they are expected to have the longest duration.
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Figure 5.9: (a) Distribution of clutter across all trials. (b) Evaluating TAR as a function of degree of clutter.

Q

T T Aavg

1X
=
T T Ai
Q i=1

T TGavg

1X
=
T TGi
Q i=1

OS T avg

1X
OS T i
=
Q i=1

T T T avg

1X
=
T T Ti.
Q i=1

Q

Q

Q

(5.4)
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Figure 5.10: Comparing time performance for full-autonomous (blue) and semi-autonomous control (orange).
The green bar represents the average times for the worst case scenario, where the subject needs to intervene to
correct the system output in during the trials. Error bars represent the 95% confidence interval. (*) shows the
metrics that are significantly different (p < 0.05), determined using one-way ANOVA tests.

Chapter 6
Discussion and Future Work
6.1

Mask-Grasp R-CNN

Assuming an RGB-D image and a network fully trained on instance segmentation, the proposed
approach adds a secondary branch to determine grasping locations at the instance level. The
added branch is trained in isolation, while keeping all other network weights frozen. Evaluation
in single- and multi-object scenarios shows that the features learned from an image for instance
segmentation can be used, without further training, for the grasp detection problem. On a
desktop computer (NVIDIA GeForce GTX 1050Ti GPU with 4 GB of memory), Mask-Grasp
R-CNN is able to simultaneously detect, segment, and predict grasping points at 2.64 framesper-second (fps). The grasp branch requires an additional 70 ms to detect grasping points on
all objects in the scene, when compared to the stock Mask R-CNN runtime. Given that the
features extracted for instance segmentation can be used for robotic grasp detection, higher
frame rates could be reached by replacing the backbone network from Mask R-CNN to other
light-weight object detection or image segmentation networks as they evolve.
However, the modular nature of Mask-Grasp R-CNN comes at a cost. Since Mask-Grasp RCNN retrofits an existing instance segmentation network, the feature extractor (i.e., the ResNet
backbone, Feature Pyramid Network, and Region Proposal Network) is tuned for maximum
performance on the instance segmentation task rather than grasp detection. This explains why
the accuracy of the network is ∼3.5% lower than other grasp detection networks when evaluated on the Jacquard dataset. On the other hand, the modularity of Mask-Grasp R-CNN is
77
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advantageous in multi-object scenes. Since grasp detection is done at the object level rather
than the image level, the proposed network is able to perform equally well in single- and multiobject scenes as shown in Fig. 5.2. For any object detected by the network, the network has a
miss rate of 41% at 1 FPPI. This means that when only a single false-positive grasping box is
allowed for a given object, 59% of the ground truth grasping boxes are correctly detected by
the network. The reported miss rate is 10% lower than other state-of-the-art approaches that
detect grasping points at the image level [7]. Other work such as [8, 54], uses ResNet-101 for
evaluation on the Jacquard dataset. Due to memory constraints, ResNet-50 is used to train the
Mask R-CNN backbone, and consequently the grasp detection branch. Additional work would
have to be done to make conclusions on whether ResNet-50 or ResNet-101 are more suitable
for this application.
From Fig. 5.1d (i), most of the failure scenarios of Mask-Grasp R-CNN can be attributed
to under-segmentation of images. All grasping points associated with an undetected object are
missed. This problem is counteracted in cases where the network over-segments an object,
as seen in Fig. 5.1d (ii). For complex shapes, the object detector tends to break down the
object into multiple segments. In this case, the grasp detection branch has a higher chance of
determining all of the grasping points on the object.

6.2
6.2.1

Robot Experiment
System Accuracy

By examining the performance of the system in terms of accuracy and timing, it is evident that
the control system should be used as a semi-autonomous controller, allowing the subject to
intervene and correct the system on a need basis. Semi-autonomous control allows the subject
to successfully complete the pick up, transport, and drop off task in 95.0% of the trials. In
79.9% of the trials, the subject was able to conduct the entire task without having to correct the
system. During those trials, the subject only issued an object selection, grasp initiation, and
a hand-close command. This is obviously much simpler than controlling each individual arm
degree of freedom to accomplish the task.
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Table 6.1: Contingency table for McNemar Test to compare system performance before and after user intervention.

Experiment I
Pass

Fail

Pass

175

33

Fail

0

11

Experiment II

To validate the effect of having the user in the loop, a McNemar’s test was conducted to
confirm whether there is a significant difference in the performance of the system before and
after user intervention. Each trial is evaluated on the different success criteria for Experiment
I – full-autonomous control and Experiment II – semi-autonomous control, as described in
Section 4.4. Therefore, the McNemar test compares the results of Experiment I (before allowing user intervention) and Experiment II (after allowing user intervention). The null (H0 ) and
alternative hypothesis (H1 ) are defined as follows:
• H0 – No significant difference in the system performance before and after user intervention.
• H1 – System performance varies significantly before and after user intervention.
Table 6.1 shows the contingency table used in the test. Using a significance level, α, of
0.05, the obtained p-value is less than 0.001, indicating that the null hypothesis can be rejected
with high confidence. This proves that semi-autonomous control leads to a significant increase
in the T AR.

6.2.2

System Errors

From Fig. 5.5, analysis on the sources of error indicate that the majority of errors are due to
prosthetic errors, where the arm fails to properly grip the object, or the object simply slips
during transportation. This source of error is prominent since the prosthetic device used in
the experiment is a basic manipulator, lacking any force feedback mechanisms. The subject
proportionally controls hand closure by continuously sending the hand-close command until
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they could hear the noise of the finger DC motors increase as it applies force unto the object.
Prosthetic errors are hardware dependent, so implementation of this study on a commercially
available prosthetic arm is expected to significantly reduce this source of error.
In the full-autonomous case, the total number of errors that leads to system failure is 38.
Prosthetic errors are the biggest contributors to system failures, followed by grasp configuration
errors, accounting for 73.6% of the total errors. The remaining portion is attributed to object
selection and aperture estimation errors. When the subject was given the ability to correct the
system output, only 11 system errors that lead to failure are identified. Prosthetic errors still
remain the top source of error, followed by grasp configuration errors, accounting for 72.8%
of the total errors. The remaining portion is attributed object selection and aperture estimation
errors. Figs. 5.6 (c) and 5.7 (c) show the break down of errors that led to failure in Experiments
I and II.
In 9 trials, the outcome of the system is not ideal as indicated by the identified sources of
error. Fig. 5.6 (a) shows a break down of those errors. For example, in 3 instances, MaskGrasp R-CNN predicted a grasp configuration that was not accurate for the current object. The
subject was still able to succeed in picking up the object by adjusting their upper arm to correct
for the inaccurate wrist configuration. Fig. 6.1 shows an example of a Mask-Grasp R-CNN
failure that leads to a grasp configuration error. In 3 instances, the subject made incorrect object
selections; however, the grasp configurations predicted for those objects were still applicable
to the object they intended to interact with. In 2 cases, the objects slipped back into the basket
before a drop off command was initiated. Those trials are considered a pass since the task was
completed, but for the sake of consistency, are flagged as prosthetic errors.

6.2.3

User Interventions

During Experiment II – semi-autonomous control, the subject successfully picks up 208 out of
the 219 objects. During those cases, the experiment administrator reported 36 errors. Those errors do not affect the TAR since the subject had access to various error correction mechanisms,
namely aperture correction and object reselection. Fig. 5.7 (a) shows the break down of the
errors that do not lead to trial failure in Experiment II. To correct for those errors, the subject
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Figure 6.1: An example of a grasp configuration error, as shown on augmented reality heads up display. The
most optimal grasp box is shown in red, while the remaining boxes are shown in green.
Table 6.2: Number of subject corrections relative to sources of error.

OSC

AC

OSC, AC

Prosthetic Errors

1

13

0

Object Selection Errors

6

0

0

Grasp Configuration Errors

6

3

1

Aperture Estimate Errors

1

1

0

OSC and AC represent object selection and aperture corrections, respectively.

triggered the object reselect and aperture correction functionalities during 34 trials.
To confirm the dependence of user interventions on the sources of error, a Chi-squared test
was conducted, assuming the independence of the sources of error. Only the trials where the
experiment administrator reported a source of error and the subject intervened to correct the
system were used for the analysis. 32 trials satisfy this condition. Table 6.2 shows the relationship between user corrections and the sources of error. Using this information, a Chi-squared
test is conducted with the following null and alternative hypothesis, H0 and H1 , respectively:
• H0 – The corrections made by the subject are independent of the system error sources,
• H1 – The corrections made by the subject are dependent on the system errors.
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Indeed, a Chi-squared test with 6 degrees of freedom and a significance level, α, generates a
p-value of 0.0030, providing a strong indication to reject the null hypothesis, and confirming
that the corrections made by the subject are dependent on the sources of error.

6.2.4

Scene Clutter

From Fig. 5.9, it is evident that the performance of the system, as indicated by the value of the
T AR remains consistent, regardless of clutter. When operating as a full-autonomous system,
the T AR varies between 71.4% and 84.3%. As expected, the T AR for the semi-autonomous
case is higher at all degrees of clutter, varying between 88.9% and 96.9%. A one-way ANOVA
test with the following null (H0 ), and alternative hypothesis (H1 ) is conducted to evaluate the
effect of degree of clutter on the T AR:
• H0 – T AR does not vary with the degree of clutter,
• H1 – T AR varies with the degree of clutter.
Using a significance level of 0.05, the obtained p-value for the autonomous and semiautonomous cases are 0.465 and 0.775, respectively, indicating that the null hypothesis cannot
be rejected in both cases. This means that there is no significant difference in the T AR between
the different degrees of clutter considered for both Experiments I and II.
The independence of the system performance on the degree of clutter can mainly be attributed to the fact that Mask-Grasp R-CNN segments and predicts the grasping boxes at the
instance level, rather than the image level. This is discussed in Section 6.1, where the performance of Mask-Grasp R-CNN performs equally well in both single- and multi-object scenes.

6.2.5

Time Performance

Comparing the different time metrics in the autonomous and semi-autonomous case provides
insight about which parts of the process of picking up, transport, and drop off is the most
time consuming. One-way ANOVA tests are used to validate whether there is a significant
difference between the different time metrics when the system operates as an autonomous or
semi-autonomous system. Fig. 5.10 plots the average values of the time metrics and their 95%
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confidence interval. Object selection time, OS T , represents the total duration that the subject
requires to select an item in the scene. OS T is expected to be longer in Experiment II since
the subject is given the option to reselect items to correct for object selection errors, OS E, and
grasp configuration errors, GCE.
T T A represents the time for task accomplishment [3], measuring the duration of time spent
between sending the object selection command, and the first hand-close command. From Eq.
4.3, tselect marks the time when the subject selects an object. This time gets updated every time
a user triggers the object reselection command. tclose records the time stamp when the subject
sends their first hand-close command, and does not get updated with the aperture corrections
made by the user. Therefore, T T A is not expected to be different between Experiment I and II.
T TG represents the time to grasp [20], defined as the time difference from the beginning
of the trial until the first hand-closure command is issued. Essentially, T TG is a summation
of OS T and T T A. Therefore, since OS T gets longer every time the subject reselects an item,
T TG is expected to be significantly longer in Experiment II when compared to Experiment I.
T T T represents the total trial time, from start (tstart ) to finish (tcomplete ). This duration encapsulates T TG and the additional time required to adjust the aperture and transport the object
back to the basket. Since T T T is affected by both types of user interventions—aperture and object selection corrections—T T T is expected to be significantly longer in Experiments II when
compared to Experiment I.
One-way ANOVA tests with a significance level, α, of 0.05 are conducted to compare the
value of each time metric in the autonomous and semi-autonomous case. Here, each trial is
assumed to be independent although they are conducted on the same subject. This test aims to
verify if there is a significant difference in the mean of each metric for Experiments I and II.
The null (H0 ) and alternative (H1 ) hypothesis for each metric is defined as follows:
• H0 – No significant difference in the mean of the metric between the full-autonomous
and semi-autonomous case,
• H1 – A significant difference is present in the mean of the metric between the fully
autonomous and semi-autonomous case.
Table 6.3 provides a summary of the results of the ANOVA tests conducted. If the obtained
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Table 6.3: Results of ANOVA conducted to compare time metrics in Experiments I and II.

p-value
Object Selection Time, OS T

0.001*

Time for Task Accomplishment, T T A 0.5971
Time to Grasp, T TG

0.0027*

Total Trial Time, T T T

0.0001*

p-values with a (*) indicate a significant difference. The null hypothesis is rejected in those cases.

p-value is smaller than the defined significance level, H0 is rejected, meaning that a significant
difference is identified between the autonomous and semi-autonomous case. Fig. 5.4 represents
the time metrics having a significant difference between Experiments I and II using a “*”.

6.2.6

Comparison to Related Works

By looking at the results of the robot experiment, it is evident that the proposed system performs very well when compared to previous approaches in literature. This is mainly attributed
to the highly accurate image segmentation and robotic grasp detection algorithm, Mask-Grasp
R-CNN. A large body of literature exists that attempts to use computer vision to aid in the control of upper-limb prostheses. However, there is no general benchmark test that can be used to
fairly compare all available approaches. The robot experiment introduced in this work closely
resembles the evaluation strategy used by Markovic et al. [3, 20]. The main difference is that
the proposed approach assumes scenes with more than one object.
Markovic et al. [3] provide a quantitative analysis of the sources of error in their trials. The
failure rates due to incorrect hand aperture or grasp configuration for the fully-autonomous,
and semi-autonomous cases are 10% and 3%, respectively. In contrast, analysis on the 219
trials conducted in this thesis reveals that the proposed approach achieves 5.94% and 2.28%
failure rates, much lower than [3]. The proposed approach achieves 79.9% and 95% task
accomplishment rates for the fully-autonomous and semi-autonomous cases, respectively. This
is much higher than the performance results presented in [3], at a relatively comparable trial
duration (T T A), proving the advantage of using more advanced computer vision algorithms in
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controlling upper-limb prosthetics.
Approaches such as those described in [3, 18, 20, 21, 22, 23] all classify grasp types into a
fixed set of categories. This thesis, however, does not define grasp relative to fixed predefined
patterns, but rather as a continuous estimate. A grasp is defined by two quantities: a grasp
orientation matrix, specifying the orientation of the wrist relative to the arm base frame, and
grasp aperture, computed using the camera parameters. The grasp detection branch is inspired
by the state-of-the-art networks for predicting grasping points for the general-purpose robotic
grasping task. The proposed approach is the first to leverage these ideas to aid in the control
upper-limb prosthetics. Using the orientation estimates of the headset and arm, the wrist is able
to track the grasp orientation in real time, mimicking a real human hand. The number of fingers
to be used in the grasping task and the aperture size are determined by computing the size of
the predicted grasp box in the world frame of reference. In the proposed control system, the
subject only needs to specify their intent to grasp an object, and all of the intermediate steps
required to complete the pick up task is offloaded to the computer vision module and prosthetic
controller.

6.3

Recommendations and Future Work

Mask-Grasp R-CNN builds on the Mask R-CNN architecture [6] by extending it with a branch
to determine grasping points on the object. The modular nature of Mask R-CNN enables the
grasp detection branch to be trained independent of the rest of the network. This not only
proves that the features extracted for instance segmentation can be used for the grasp detection
task, but also allows for easy replacement of the feature extractor as more efficient variants
arise. In addition, different branches of the network can be disabled to reduce computational
complexity. Currently, Mask-Grasp R-CNN operates at 2.64 frames-per-second on a desktop
computer with a GPU. Clearly, the efficiency of the algorithm needs to be re-examined to
enable adoption in every day prosthetics.
During the robot experiment, the hand is approximated as a parallel-plate manipulator, with
the thumb fixated in the abducted position. Recent work by Wang et al. [81] proposes using
a fixed-base triangle instead of the traditionally used oriented rectangle to describe grasp con-
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figuration for asymmetric, three-finger robotic grippers. Modifying the grasp detection branch
with this notation might be more suitable for implementation on prosthetic hands, removing
the constraints on the thumb.
Currently, an RGB-D image of the scene is captured by an Intel RealSense stereoscopic
depth camera. This adds significant weight to the headset, leading to discomfort when worn
by the amputee. Gkioxari et al. [82] were able to show that a Mask R-CNN network can
be extended with a branch to predict a triangle mesh, representing a 3D model of the objects
in the scene from a single colour (RGB) image. Their proposed approach is called Mesh RCNN since a 3D mesh is predicted for each object rather than a pixel wise mask. It would
be interesting to investigate the feasibility of such a network as a computer vision module for
prosthetics. The predicted 3D model would omit the need for a depth camera. Currently, the
AR glasses serves as a heads up display, projecting a 2D image of the system predictions onto
the glasses. Having a 3D model would enable a better user interface, where the selected objects
are highlighted in an optical see-through fashion, without having to render the whole image on
the display.
The prosthetic device used in this study is an in-house developed transradial arm. The arm
controls the motion of the fingers much like the real human hand. Fishing lines (analogous
to tendons) are attached to the tip of each finger and are pulled by DC motors. Each finger is
spring loaded, such that at the resting position, all fingers are fully extended. During trials, it
was noted that with repeated finger contraction the cables would slightly stretch, leading to a
wider aperture than specified by the computer vision module. This does not lead to failure in
the trials since the subject needs to close their hand to pick up the object anyway. A future
implementation of the study on a commercially-available prosthetic hand would lead to more
accurate aperture estimates, and reduce the likelihood of object slippage. Additionally, this
thesis uses keyboard commands to capture the different user-initiated commands: object selection, grasp initiation, hand-close, hand-open. In future studies, the subject would use basic arm
contractions measured by surface electromyography (sEMG) to control all arm functionalities.
This study assumes a transradial prosthesis, however, the same ideas used in this work can
easily be extended to more complex cases such as transhumeral arms. The main modification
would be made to the equations defining the arm forward and inverse kinematics. A transradial
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prosthesis assumes that positioning of the hand is done by the subject. This assumption no
longer holds in the transhumeral arm case. Joint angles would have to be chosen not only to
orient the wrist, but also to bring the hand to the correct position. Finally, it would be interesting
to more carefully investigate how the time performance and accuracy of the system changes
when grasping objects with varying degrees of complexity and size.

Chapter 7
Conclusion
This thesis presented a promising semi-autonomous controller for upper-limb prosthetics utilizing Mask-Grasp R-CNN as a computer vision module. Mask-Grasp R-CNN is a novel network
extending the popular Mask R-CNN architecture [6] that is capable of simultaneous detection,
segmentation, and prediction of grasping points on all objects in the scene. Mask-Grasp RCNN is the first in the field of robotic grasp detection to introduce the concept of adaptive-size
anchors as prior information for training. Compared to fixed-size anchors, dynamically adapting the anchor sizes based on region of interest (RoI) size is shown to decrease the overall
training time while achieving better performance. The grasp detection branch is trained in isolation, keeping all of the other weights of the network frozen. Using the features extracted by
the region proposal network (RPN) from each RoI, the grasp detection branch is able to predict refinements in the form {dx, dy, log(dw), log(dh), dθ }, required to transform a grasp anchor
into a viable grasp configuration in the image plane. It is important to note that the features extracted by the RPN are optimized for the object detection and instance segmentation tasks. This
proves that features extracted for instance segmentation are transferable to the grasp detection
task.
Grasp configurations are represented using the 5D notation [57], essentially as an oriented
rectangle in the image plane. This notation can be translated into a 3D grasp orientation to be
used in general robotic manipulation tasks, as described by Lenz et al. [37]. Mask-Grasp RCNN is designed specifically for use as a computer vision module in an upper-limb prosthetic
controller. To simplify integration with the prosthetic device, the hand is approximated as
88
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a parallel plate end effector by fixing the thumb in the abduction position and allowing the
fingers to flex and extend freely.
The proposed approach assists amputees in completing the grasping task, with as little
input as possible, by automatically configuring the wrist to the orientation that leads to the
highest grasping probability. Upon receiving a grasp initiation command, the system uses the
real-world dimensions of the grasp box to preshape the hand by configuring the aperture and
specify number of fingers required to grasp the object. The system then makes use of the
orientation estimates of the subject’s head and arm (measured through inertial measurement
units), allowing the wrist to track the proposed grasp orientation in real time, much like a
camera gimbal, making the wrist movements human-like.
The performance of the system was quantified in an extensive robot experiment, during
which the subject was required to pick up random items that are typically used in every day
life. The subject was then asked to transport each item back to a basket for drop off. In total,
219 trials were conducted, each with a varying degree of clutter, ranging from 1 to 6 objects.
The system was then evaluated from two different perspectives: full-autonomous control, and
semi-autonomous control. When comparing the task accomplishment rate (T AR), i.e., the
proportion of trials where the subject successfully places the objects back in the basket, it is
clear that the system should be used as a semi-autonomous controller, having the user in the
loop to correct for any system errors as they arise. To reduce any potential mental burden, the
system would ideally require the least amount of user intervention. As such, when the system is
evaluated as a fully-autonomous system, the TAR is 79.9%. Allowing the amputee to intervene
enables the system to successfully complete 95.0% of the trials, requiring only minimal input
to resize the aperture, or reselect a new object from the scene.
Analysis on the sources of error shows that prosthetic errors are the main contributing factor, arising due to object slippage or in some cases due to the prosthetic arm failing to respond
to motor commands. The experiment presented herein was conducted on a basic transradial
prosthesis, developed in-house. Conducting the robot experiment on a commercially available
arm is expected to minimize this source of error, and lead to an even higher T AR. The second
highest contributing factor to system errors was grasp configuration errors. These errors are
associated with a failure of Mask-Grasp R-CNN to predict a correct grasp box, or the inac-
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curate translation of the grasp box to a 3D orientation. However, this only occurred in 6% of
the trials, and only led to failure in two cases when the system operated as a semi-autonomous
controller. Object selection errors and aperture errors were the least two contributing sources
of error.
In conclusion, this thesis advances research in the control of upper-limb prosthetics, further
proving that computer vision can lead to serious performance gains. The main inspiration of
this study is the work by Markovic et al. [3, 20] on integrating computer vision with AR to
improve the control of upper-limb prosthetics. The main difference lies in the novel computer
vision module used to analyze the scene and representing grasp as an orientation in space,
rather than a category. The proposed approach combines the state-of-the-art from the fields
of instance segmentation and robotic grasp detection into a single neural network. Further
research needs to be done to improve the efficiency of the network, paving way for implementation on edge devices with low energy and computational capabilities, enabling wide scale
adoption in everyday life.
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