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Abstract
With the birth of Web, the amount of information grows rapidly. Such a huge amount of
information poses significant challenges in text information management. Search engines
are by far the most powerful tools that help users find information. The accuracy of search
engines significantly affects our productivity and our quality of life. Text retrieval is the
underlying research problem behind all the search engines. An improved test retrieval model
enables every search engine to achieve higher search accuracy.
The thesis presents a novel axiomatic framework to study and develop more robust and
effective text retrieval models. The current retrieval models all model relevance indirectly,
which prevents us from understanding what makes a retrieval function perform well. As a
result, we have to rely on heavy parameter tuning to optimize the retrieval performance. To
overcome this limitation, the proposed axiomatic framework models the relevance directly
with a set of retrieval constraints (i.e., axioms). Our approach is motivated by the empirical
observation that good retrieval performance is closely related to the use of various retrieval
heuristics. We formalize these retrieval heuristics as constraints, and use them as guidance
on diagnosing the weaknesses and strengths of a retrieval function and developing more
robust and effective retrieval functions in a principled way. Experiments show three major
benefits of the proposed axiomatic approach. First, it allows us to diagnose the weaknesses
and strengths of retrieval functions both analytically and empirically. The performance of
retrieval functions can be improved based on the diagnostic results. Second, the axiomatic
approach makes it possible to derive more robust and effective retrieval functions. The
derived new retrieval functions are more robust and less sensitive to parameter settings than
vi
the existing retrieval functions with comparable optimal performance. Third, the axiomatic
approach provides an easy way to incorporate additional information, such as semantic term
matching, to further improve the retrieval performance.
The axiomatic framework opens up many promising new directions for studying and
developing more robust and effective retrieval functions. Since relevance is directly modeled
through retrieval constraints, the framework enables us to understand relevance theoretically
and predict the performance of a retrieval function analytically. The framework facilitates
diagnostic analysis of retrieval functions, thus can provide guidances on how to eventually
develop the ultimate optimal retrieval function.
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Chapter 1
Introduction
Information retrieval is a field that concerns with helping users find useful information from
large document collections. The field becomes more important after the birth of web, because
the amount of online information grows explosively. Various kinds of text information, such
as web pages, emails, instant messages, literature and blogs, are being continuously produced
everywhere in the world in every possible way. Recent study [31] shows that there were about
5 exabytes of new information in 2002. Specifically, the World Wide Web contained about
170 terabytes of information on its surface, instant messaging generated about 274 terabytes
of information a year, and emails generated about 400,000 terabytes of new information each
year worldwide. There is no doubt that the information will keep growing in the following
years. Unfortunately, the growth makes it more challenging to manage useful information
effectively and efficiently.
Users are overwhelmed with the huge amount of information and have an urgent need for
more powerful information retrieval systems. Search engines are by far the most powerful
tools that help users find information, and have become more and more essential in all aspects
of our life. It is estimated that 6 billion user queries were submitted to search engines in
October, 2006 alone. It is clear that the accuracy of search engines significantly affects our
productivity and our quality of life.
Text retrieval is the underlying research problem behind all the search engines. An
improved text retrieval model enables every search engine to achieve higher search accuracy,
1
because textual information is the most common type of information and can be used to
describe other types of information. Text retrieval problem is usually defined as identifying
all the documents satisfying a user’s information need from a collection. A user expresses
the information need as a query. If a document satisfies a user’s information need, it is
relevant to the corresponding query. Due to the inherent vagueness of relevance, it is hard to
find a clear boundary between relevant documents and non-relevant documents. Moreover,
even if two documents are relevant, one of them might be more relevant than the other.
Therefore, a retrieval system usually assigns a relevance score to every document in the
collection and returns a ranking list of the documents based on the relevance scores [45].
The key challenge of the text retrieval problem is how to model relevance appropriately.
Specifically, the challenge is how to derive a retrieval function to compute the relevance
score of each document for the given query.
It has always been a significant challenge to develop principled text retrieval models that
are effective, robust, and efficient. Although many text retrieval models have been proposed
and studied [63, 52, 50, 48, 42, 65, 64, 14, 38, 26, 27], they generally do not offer any guarantee
for optimal retrieval performance. Non-optimal parameter setting easily causes a model to
perform poorly. As a result, heavy parameter tuning is almost always necessary to achieve
optimal performance on a particular data set. In a way, this limitation is caused by the way
existing retrieval models are developed. Most existing models have been developed based on
a “coarse” approximation of the notion of relevance at the level of documents and queries,
which often converts a retrieval problem to some other problem in a framework without
relevance. For example, in vector space models, the notion of relevance is assumed to be
captured through a similarity measure between a query vector and a document vector, which
allows us to conveniently convert the retrieval problem to one mainly involving vector space
operations [50]. Similarly, in probabilistic retrieval models, including language modeling
approaches, the notion of relevance is assumed to be captured through a binary random
relevance variable and a probabilistic model is defined to associate this variable with some
2
probabilistic representation of documents and queries, which again allows us to avoid directly
addressing the notion of relevance and to conveniently convert the retrieval problem to one
involving defining and estimating probabilistic models [26]. The lack of a detailed modeling
of relevance makes it impossible to predict a model’s empirical performance and to provide
guidance on how to develop a retrieval model with optimal performance. Thus, heuristic
modification of a retrieval formula and heuristic introduction of additional parameters are
often made to improve retrieval performance. To avoid such heuristic modifications, we will
need to capture relevance directly at a finer granularity level of terms.
In this thesis, we propose a novel general axiomatic framework to study and develop
retrieval models. In the axiomatic framework, we study how a retrieval function should be-
have, formalize necessary properties of reasonable retrieval functions as retrieval constraints,
and model the relevance with these formalized constraints. The essential difference of our
approach from the existing work is that we model relevance more directly through the term-
level retrieval constraints.
The axiomatic approach is motivated by the observation that good retrieval performance
is closely related to the use of various retrieval heuristics, especially TF-IDF weighting and
document length normalization. Many empirically effective retrieval formulas tend to boil
down to an explicit or implicit implementation of these retrieval heuristics, even though they
may be motivated quite differently [68]. Thus, we formally define a set of basic desirable
constraints that any reasonable retrieval function should satisfy. They capture the commonly
used retrieval heuristics, such as TF-IDF weighting, in a formal way, making it possible to
apply them to any retrieval formula analytically. We show that satisfaction of retrieval
constraints is closely related to empirical performance of a retrieval function. These retrieval
constraints serve as the foundation of the framework, and make it possible to address several
limitations of existing retrieval functions and evaluation methodology.
Existing evaluation methodology provides little explanation for the performance differ-
ences among retrieval functions. The axiomatic approach has the unique advantage to over-
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come this limitation, because direct relevant modeling ties the constraint satisfaction with
empirical retrieval performance, which makes it possible to diagnose the weaknesses and
strengths of a retrieval function through checking how well a retrieval function implement
retrieval constraints. Although many retrieval functions implement the retrieval constraints,
their implementations are different and it is unclear at all whether one implementation of
a heuristic is better or worse than the others. Ideally, if we can identify the problematic
implementations of the heuristics in a retrieval function (i.e., the weaknesses of a retrieval
function), the retrieval performance could be further improved. To achieve this goal, we
propose two strategies to examine how well a retrieval function implements the retrieval
heuristics. The first strategy is to use the formalized retrieval constraints to analytically
check the implementations in retrieval functions. The second strategy is to define a set
of relevance-preserving perturbations and perform diagnostic tests to empirically evaluate
how well a retrieval function implement retrieval heuristics. Experiments show that both
strategies are effective to identify the potential problems of the implementations of retrieval
heuristics. The empirical performance of retrieval functions can be improved after we fix
these problems.
The axiomatic framework allows us not only to diagnose the weaknesses of existing re-
trieval functions, but also to derive more robust and effective retrieval functions through
direct relevance modeling. The basic idea is to search for a retrieval function that satisfies a
set of retrieval constraints that any reasonable retrieval function should satisfy. In order to
efficiently search for a retrieval function, we propose to define the function space inductively.
In particular, based on the inductive definition, a retrieval function can be decomposed
into three component functions, referred to as Primitive weighting function, Query growth
function and Document growth function, respectively. Thus searching for a good retrieval
function boils down to searching for a good formula for each of these three functions in our
constrained search space. We then use the formalized retrieval constraints and the technique
of exploratory data analysis [18, 20] to constrain the choices for the three component func-
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tions and derive several new retrieval functions. We implement and test these new functions
with a number of representative test sets. The experiment results show that the derived new
functions are more robust and less sensitive to parameter settings than the existing retrieval
functions with comparable optimal performance.
The framework also provides a natural way to incorporate additional useful information to
further improve the performance. In particular, we study how to incorporate semantic term
matching in the thesis. Most traditional retrieval models compute relevance scores solely
based on exact (i.e., syntactic) matching of terms in the query and documents, without
allowing distinct but semantically related terms to match each other and contribute to the
retrieval score. The syntactic term matching is clearly a limitation that hinders retrieval
performance, because it is unlikely that the authors of relevant documents always use exactly
the same terms as a user would use in a query. For example, given the query “car”, intuitively,
a single-term document with the term “vehicle” should have a higher score than a single-
term document with the term “fish” because “car” is semantically more related to “vehicle”
than “fish”. To address this limitation, we formally define several constraints on semantic
term matching, and then use these constraints to provide guidance on how to compute the
term semantic similarity and how to regularize the weights of the original terms and the
semantically related terms. We show that the proposed semantic expansion works well and
significantly improves the retrieval accuracy over the original baseline axiomatic retrieval
functions on all the data sets we experimented with. Moreover, the analysis of semantic
term matching constraints can predict parameter boundaries that are consistent with the
empirically discovered optimal ranges of parameters. Furthermore, as a pseudo feedback
method, our method outperforms a state-of-the-art language modeling approach for pseudo
feedback [76] due to its capability of selecting better terms for query expansion.
The axiomatic approach provides a promising new framework to study retrieval functions.
The framework makes it possible to predict the empirical performance of a retrieval function
analytically, to diagnose the weaknesses and strengths of retrieval functions, and to develop
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more robust and effective retrieval functions. The axiomatic framework opens up many new
directions to study retrieval function, and it has great potential to allow us to develop the
optimal retrieval functions, and to achieve theoretical understanding of relevance.
The rest of the thesis is organized as follows. First, we discuss related work in Chapter 2.
We describe the basic idea of axiomatic approach in Chapter 3. We discuss how to diagnose
the weaknesses and strengths of a retrieval function analytically in Chapter 4, and empirically
in Chapter 5. We explain how to derive a new retrieval function with the axiomatic approach
in Chapter 6, and then present how to incorporate semantic term matching to further improve
the performance in Chapter 7. Finally, we summarize the contributions of the thesis and
discuss future work in Chapter 8.
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Chapter 2
Related Work
The axiomatic approach provides a novel framework to study and develop retrieval models.
In the thesis, we focus on solving the following three research questions: (1) How to diag-
nose the weaknesses of a retrieval function in order to modify the function to improve the
performance? (2) How to develop more robust and effective retrieval function by modeling
relevance directly with term-level retrieval constraints? (3) How to incorporate semantic
term matching in retrieval functions to further improve the search accuracy? A tremendous
amount of effort has been devoted to solving these research questions. We now discuss the
existing work in these three aspects and the limitations in details.
2.1 Diagnostic Evaluation
Many large evaluation collections have been constructed since the beginning of the TREC
[68]. An evaluation collection includes a document collection, a set of queries and a set
of relevance judgements indicating which documents are relevant to which queries. TREC
conferences employ system pooling to obtain a set of relevance judgements. The system
pooling method has been shown to be sufficient for search purposes [70]. Most studies
on evaluation of retrieval models focus on how to create a better pool and how to reduce
the pool size while maintain the confidence of the evaluation results [10, 78, 60, 53, 8, 9].
Such an evaluation methodology is not informative enough to directly explain performance
7
differences among retrieval functions or provide guidance on how to improve the performance
of a retrieval function.
Studies in pivoted normalization function [57, 58] demonstrate that a retrieval function
can be improved if we could pinpoint the weakness of a retrieval function. Singhal et. al. [57]
observed the deficiency of a particular length normalization method, and proposed pivoted
normalization technique to modify the normalization function. They later noticed the poor
performance of the logarithmic TF-factor on a TREC collection, found another deficiency of
the implementation of term frequency (TF)part [58], and modified the TF part accordingly.
However, their methods are not general enough to be easily applied to identify weaknesses
in other aspects.
Recent studies in RIA workshop [19] focus on understanding the empirical behavior of
retrieval functions. But they did not focus on identifying the weaknesses and strengths of
retrieval functions.
Unlike all the existing work, we propose a general evaluation methodology to empiri-
cally and analytically diagnose the weaknesses and strengths of retrieval functions. Such a
methodology can provide explanation for the empirical differences among retrieval functions
and pinpoint the places where we should modify to further improve the performance of a
retrieval function.
2.2 Retrieval Models
A large number of different retrieval models have been proposed and studies. Although these
models are motivated quite differently, the derived retrieval functions are similar in the sense
that they all model relevance indirectly and all consider the similar characteristics of a term.
Before we review the related work on retrieval models, we first explain some notations which
will be used in the thesis.
S(Q,D) is the relevance score of a document D for the given query Q.
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c(t, D) is the count of word t in the document D.
c(t, Q) is the count of word t in the query Q.
N is the total number of documents in the collection.
df(t) is the number of documents that contain the term t.
|D| is the length of document D.
avdl is the average document length.
|Q| is the length of query Q.
p(t|C) is the probability of a term t given by the collection language model [77].
Three representative retrieval models are vector space models [52, 50, 48], probabilistic
models [42, 65, 64, 14, 38, 26], and inference-based models [67, 74, 13]. In this section, we
briefly review these major approaches.
Vector space models [50, 51] represent any text, including documents and queries, as
a vector in a high-dimensional space, where each term defines an independent dimension.
The value of each vector component is related to the weight of corresponding term in the
given text. Unfortunately, the vector space models do not provide any guidance on how
to define term weights. Term weighting is usually assigned based on different heuristics,
such as TF-IDF weighting and document length normalization. In the vector space models,
the notion of relevance is captured through a similarity measure on a query vector and a
document vector. The relevance score between a query and a document can be computed
based on the similarity between the two corresponding vectors. The two most commonly
used similarity functions are cosine similarity and dot product. In this way, the retrieval
problem is converted to one involving vector space operations [50]. The term weighting
scheme is totally outside the relevance modeling framework, which makes it hard to control
and explain parameters in the retrieval models. As a result, retrieval performance is often
sensitive to parameter setting. One of the best performing vector space retrieval function is
9
pivoted normalization retrieval function [57, 56], which is shown as follows.
S(Q,D) =
∑
t∈D∩Q
1 + ln(1 + ln(c(t, D)))
(1− s) + s |D|
avdl
· c(t, Q) · ln
N + 1
df(t)
Probabilistic retrieval models [42, 65, 64, 14, 38, 26, 62] model the relevance by
estimating the probability that a document is relevant to a given query. In the probabilistic
models, the notion of relevance is captured through the binary random relevance variable
and a probabilistic model is defined to associate this variable with some (probabilistic)
representation of documents and queries. In this way, the retrieval problem is converted to
the problem that involves defining and estimating probabilistic models [26]. Similar to the
problems in the vector space models, the models can not provide clear guidelines on model
estimation and parameter setting. Thus, although the high level formulation is elegant, there
exists a significant gap between this high level formulation and the real retrieval formulas.
Such a gap is often filled by different heuristics.
Okapi [43] is a highly effectiveness retrieval function that represents the classical proba-
bilistic model. The function as presented in [56] is 1
S(Q,D) =
∑
t∈Q∩D
(
ln
N − df(t) + 0.5
df(t) + 0.5
×
(k1 + 1)× c(t, D)
k1((1− b) + b
|D|
avdl
) + c(t, D)
×
(k3 + 1)× c(t, Q)
k3 + c(t, Q)
)
where k1 (between 1.0-2.0), b (usually 0.75), and k3 (between 0-1000) are constants.
Dirichlet prior is one of the best performing retrieval functions that are derived using
language modeling approaches [77]. This function uses the Dirichlet prior smoothing method
to smooth a document language model and then ranks documents according to the likelihood
of the query according to the estimated language model of each document. With a notation
1There is a typo in the formula in [56], which is corrected here.
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consistent with the formulas above, the Dirichlet prior retrieval function is
S(Q,D) =
∑
t∈Q∩D
c(t, Q) · ln(1 +
c(t, D)
µ · p(t|C)
) + |Q| · ln
µ
|D|+ µ
p(t|C) is similar to the document frequency df(t), and it indicates how popular the term t
is in the whole collection.
Inference-based models [67, 74, 13, 64, 15, 40, 41, 25] model the relevance of a docu-
ment with respect to a query by the uncertainty associated with inferring the query from the
document. Various definitions of “inferring a query from a document,” lead to different in-
ference models. While theoretically interesting, the probabilistic inference models must rely
on further assumptions about the representation of documents and queries in order to obtain
an operational retrieval formula. The choice of such representations is in a way outside the
model, so there is little guidance on how to choose or how to improve a representation.
Summary: As explained, most existing models have been developed based on a “coarse”
approximation of the notion of relevance at the level of documents and queries, which often
converts a retrieval problem to some other problem in a framework without relevance. The
lack of a detailed modeling of relevance makes it difficult for the models to achieve optimal
retrieval performance. Thus, heuristic modification of a retrieval function and heuristic
introduction of additional parameters are often made to improve retrieval performance.
Unlike the previous work, we propose an axiomatic approach to the retrieval problem.
We formally define retrieval heuristics as constraints on retrieval functions and develop a
novel axiomatic framework to capture the relevance directly at a finer granularity level of
terms. Such a framework allows us to specify the properties that we would like a retrieval
function to satisfy. These formal properties, i.e., constraints, can provide guarantee of good
retrieval performance for any derived retrieval function. Axiomatic approaches have been
studied previously in information retrieval, mostly based on logic [6, 21, 73], but, as far as
we know, none of these studies has resulted in any effective retrieval formula. Although the
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general idea is similar, our approach is completely different from these previous studies both
in the space of retrieval functions considered and in the way we specify the axioms (i.e.,
constraints).
2.3 Semantic Term Matching
Many existing retrieval functions assume that relevance score can be computed solely based
on the exact matching of query terms. In reality, the assumption does not hold, because it is
unlikely that a user would use a query term that is exactly the same one as used in relevant
documents. Many studies have tried to bridge the vocabulary gap between documents and
queries in traditional retrieval models, mostly based on either co-occurrence-based thesaurus
[28, 59, 37, 39, 23, 75, 54, 4] or hand-crafted thesaurus [69, 30]. Some researchers used both
[33, 7]. Although the axiomatic approach is applicable to exploit both types of thesauri, in
this thesis, we focus on the use of co-occurrence-based thesaurus and leave other possibilities
as future work.
The earliest study of co-occurrence-based thesaurus can be traced back to the early
sixties. Lesk [28] studied term expansion in the vector space model, where term similarity is
computed based on the cosine coefficient [50]. Smeaton et al. [59] studied query expansion
based on classical probabilistic model. These previous studies suggested that query expansion
based on term co-occurrences is unlikely to significantly improve performance [37]. Qiu et
al. [39] showed that adding terms that have the greatest similarity to the entire query,
rather than individual terms, can obtain more improvement. Xu et al. [75] showed that
the analysis of word occurrences and relationships on a local set of documents (i.e. the top
ranked documents retrieved by the original query) yields better performance than on the
whole corpus. In language modeling approaches, Berger et al. [5] proposed a translation
model to incorporate term relationship into language modeling approaches. Cao et al. [7]
extended the translation model to integrate both co-occurrence and hand-crafted thesaurus
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and achieve reasonable performance improvement. Bai et al. [4] showed that query expansion
based on co-occurrences can improve the performance in language modeling approaches.
In the thesis, we take the axiomatic approach and use constraints to guide us in the
incorporation of semantic term matching, which is the major difference between our approach
and existing work. We integrate term semantic relationship as a component in the retrieval
models, and show that this method can be implemented as query expansion, which is similar
to previous work [28, 59, 37, 39, 54, 4]. Furthermore, our approach bears some similarity
to traditional feedback methods [47, 76, 38, 35], which also select terms from documents
as to expand the query. But our method selects terms that are semantically related to
each individual query term and relies on the axiomatic approaches to combine them, while
feedback methods select terms that discriminate the feedback documents, which are not
necessarily related to any individual query term. Because of this difference, our method is
complementary to the traditional feedback method. Indeed, our experiment results show
that they can be combined to further improve performance.
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Chapter 3
Our Approach - An Axiomatic
Framework for IR
This dissertation focuses on a novel axiomatic approach to information retrieval. The ax-
iomatic approach is inspired from the empirical observation that good retrieval performance
is closely related to the use of various retrieval heuristics, especially TF-IDF weighting and
document length normalization. Many empirically effective retrieval functions tend to boil
down to an explicit or implicit implementation of these retrieval heuristics, even though they
may be motivated quite differently [68]. Even the recently developed language modeling ap-
proach has been shown to be connected with these heuristics [77]. It thus appears that these
heuristics are somehow necessary for achieving good retrieval performance. However, it is
unclear at all what exactly are these “necessary heuristics” mathematically. Thus, the two
basic research questions are then how we can formally define and characterize these neces-
sary retrieval heuristics (i.e., constraints), and how we can use these retrieval constraints to
diagnose weaknesses and develop effective retrieval functions.
To address these research questions, we first start from the desirable properties of rele-
vance and formalize them as retrieval constraints, i.e., axioms. We then use these constraints
as guidance in identifying the weaknesses of a retrieval function and searching for an effective
function in a space of all possible candidate retrieval functions.
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3.1 Constraints for Retrieval Functions
The proposed axiomatic approach is motivated by the following observations on some com-
mon characteristics of typical retrieval formulas. First, most retrieval methods assume a “bag
of words” (more precisely, “bag of terms”) representation of both documents and queries.
Second, a highly effective retrieval function typically involves a TF part, an IDF part, and
a document length normalization part [49, 79]. The TF part intends to give a higher score
to a document that has more occurrences of a query term, while the IDF part is to penalize
words that are popular in the whole collection. The document length normalization is to
avoid favoring long documents; long documents generally have more chances to match a
query term simply because they contain more words. Finally, different retrieval formulas do
differ in their way of combining all these factors, even though their empirical performances
may be similar. These observations suggest that there are some “basic requirements” that
all reasonable retrieval formulas should follow. For example, if a retrieval formula does not
penalize common words, then it somehow violates the “IDF requirement”, thus can be re-
garded as “unreasonable.” However, some of these requirements may compromise each other.
For example, while the TF heuristic intends to assign a higher score to a document that has
more occurrences of a query term, the document length normalization component may cause
a long document with a higher TF to receive a lower score than a short document with a
lower TF. Similarly, if two documents match precisely one single, but different query term,
the IDF heuristic may allow a document with a lower TF to “beat” the one with a much
higher TF. A critical question is thus how we can regulate such interactions so that they will
all be “playing a fair game”? Clearly, in order to answer this question, we must first define
what is a “fair game”, i.e., we must define what exactly is a reasonable retrieval function.
In this dissertation work, we formally define a set of retrieval constraints by formalizing
the above intuitive retrieval heuristics, and show that the satisfaction of these constraints is
closely related to the empirical performance of a retrieval function.
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3.1.1 Formal Definitions of Basic Retrieval Constraints
In this subsection, we formally define seven intuitive and desirable constraints that any rea-
sonable retrieval formula should satisfy. They capture the commonly used retrieval heuristics,
such as TF-IDF weighting, in a formal way, making it possible to apply them to any retrieval
formula analytically.
These most commonly used retrieval heuristics are summarized as follows.
• A highly effective retrieval function typically involves a TF part, an IDF part, and a
document length normalization part [49, 79].
• The TF part intends to give a higher score to a document that has more occurrences
of a query term.
• The IDF part is to penalize words that are popular in the whole collection.
• The document length normalization is to avoid favoring long documents since long
documents generally have more chances to match a query term simply because they
contain more words.
Note that these heuristics are necessary, but not necessarily sufficient, and should not
be regarded as the only constraints that we want a retrieval function to satisfy; indeed, it
is not hard to come up with additional constraints that may also be reasonable. However,
we focus on only seven basic constraints in this thesis because they capture the major well-
known IR heuristics, particularly TF-IDF weighting and length normalization. As shown in
Chapter 4, the empirical performance of a retrieval function is tightly related to how well
it satisfies these constraints. Thus, the proposed constraints provide a good explanation of
many empirical observations about retrieval functions.
Term Frequency Constraints (TFCs)
We define three constraints to capture the desired scoring of a term frequency.
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TFC1: Let Q be a query and D be a document. If q ∈ Q and t /∈ Q, we must have
S(Q,D ∪ {q}) > S(Q,D ∪ {t}).
TFC2: Let Q be a query and D be a document. If q ∈ Q and t /∈ Q, S(Q,D ∪ {q} ∪ {t})−
S(Q,D ∪ {t} ∪ {t}) > S(Q,D ∪ {q} ∪ {q})− S(Q,D ∪ {q} ∪ {t}).
TFC3: Let D be a document and Q = {q1, q2} be a query with two query terms q1 and q2,
where td(q1) = td(q2) and td(t) can be any reasonable measure of term discrimination value.
If q1 ∈ D and q2 /∈ D, S(Q,D ∪ {q1}) < S(Q,D ∪ {q2}).
The first constraint captures the basic TF heuristic, which gives a higher score to a
document with more occurrences of a query term when the only difference between two
documents is the occurrences of the query term. In other words, the score of retrieval
formula will increase with the increase in TF (i.e., the first partial derivative of the formula
w.r.t. the TF variable should be positive). The second constraint ensures that the increase in
the score due to an increase in TF is smaller for larger TFs (i.e., the second partial derivative
w.r.t. the TF variable should be negative). Here, the intuition is that the change in the score
caused by increasing TF from 1 to 2 should be larger than that caused by increasing TF
from 100 to 101. The third constraint implies another desirable property - if two documents
have the same total occurrences of all query terms and all the query terms have same term
discrimination value, a higher score will be given to the document covering more distinct
query terms.
Term Discrimination Constraint (TDC)
We define this constraint to capture the desired term discrimination scoring.
TDC: Let D be a document and Q = {q1, q2} be a query. Assume there are two documents
D1 andD2, where |D1| = |D2|, D1 contains only q1 andD2 contains only q2. If td(q1) > td(q2)
, S(Q,D ∪D1) > S(Q,D ∪D2).
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td(t) can be any reasonable measure of term discrimination value (usually based on
term popularity in a collection). It gives higher weights to more discriminative terms. Any
IDF-like function can be a good candidate for td. This constraint implies that we need
to penalize the terms popular in the collection. This constraint is essentially the M-TDC
(modified TDC) [55].
Based on TFC2 and TDC, the following constraint can be derived1.
Let D be a document and Q be a query. If q1 ∈ Q, q2 ∈ Q, q1 ∈ D, q2 ∈ D , td(q1) > td(q2)
and c(q1, D) ≤ c(q2, D), S(Q,D ∪ {q1}) > S(Q,D ∪ {q2}).
Length Normalization Constraints (LNCs)
We define two constraints to quantify the penalty on long documents.
LNC1: Let Q be a query and D be a document. If for some word t /∈ Q, then S(Q,D) ≥
S(Q,D ∪ {t}).
LNC2: Let Q be a query and D be a document. If D ∩ Q 6= ∅ and D′ is formed by
concatenate D with itself k times, then S(Q,D′) ≥ S(Q,D).
The first constraint says that the score of a document should decrease if we add an extra
occurrence of a “non-relevant word” (i.e., a word not in the query). The second constraint
intends to avoid over-penalizing long relevant documents, as it says that if a document D
has at least one query term, and we concatenate the document with itself k times to form a
new document, then the relevance score of the new document should not be lower than the
original one. Here, we make the assumption that the redundancy issue is not considered.
TF-LENGTH Constraint (TF-LNC)
We define this constraint to avoid over-penalizing long documents.
1This constraint is the relaxed-formulation of original TDC which was defined in [11]. We drop the
original one since it is too strong in some sense.
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TF-LNC: Let Q be a query and D be a document. If for some word q ∈ Q, then
S(Q,D) ≤ S(Q,D ∪ {q}).
It ensures that the relevance score would not decrease after adding more query terms to a
document.
Table 3.1: Summary of intuitions for each formalized constraint
Constraints Intuitions
TFC1 to favor a document with more occurrence of a query term
TFC2 to ensure that the amount of increased score due to
adding a query term must decrease as more terms are added
TFC3 to favor a document matching more distinct query terms
TDC to penalize the words popular in the collection
TDC to assign higher weights to discriminative terms
LNC1 to penalize a long document(assuming equal TF)
LNC2, TF-LNC to avoid over-penalizing a long document
TF-LNC to regulate the interaction of TF and document length
Table 3.1 summarizes the intuitions behind each formalized constraint. In fact, TFC1 can
be derived from LNC1 and TF-LNC. We still present TFC1 in the thesis, because it is the
most intuitive constraint. All the other defined constraints are basic and non-redundant in
the sense that none of them can be derived from the others. Formally, suppose Ci represents
the set of all the retrieval functions satisfying the i-th Constraint, it can be shown that
∀i, j, where i-th Constraint and j-th Constraint are not redundant, ∃S ′ ∈ Ci, such that
S ′ ∈ Ci−Cj. For example, S
′(Q,D) =
∑
t∈D c(t, D). It satisfies TF-LNC but fails to satisfy
TDC, LNC1, TFC2 and TFC3.
We must emphasize once again that the constraints proposed in this section are necessary
for a reasonable retrieval formula, but not necessarily sufficient, and should not be regarded
as the only constraints that a reasonable retrieval formula has to satisfy. When any constraint
is violated, we know the retrieval function may not perform well empirically, but satisfying all
the constraints does not necessarily guarantee good performance. Ideally, we want as many
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constraints as possible so that we can effectively prune the search space and find an effective
function more easily. In reality, however, when adding more constraints, we will inevitably
introduce bias. Additionally, some constraints may be too strong or even contradictory. The
key challenge is to find more retrieval constraints without introducing unreasonable bias.
3.2 Diagnostic Evaluation
A retrieval function is typically evaluated using standard test collections and evaluation
measures such as the Mean Average Precision (MAP) and precision at 10 documents, which
generally reflect the utility of a retrieval function. Unfortunately, such an evaluation method-
ology provides little explanation for the performance differences among retrieval functions.
For example, comparing two retrieval functions based on MAP, we can only know which
function gives an overall better ranking of documents on a particular data set, but it is hard
to identify the underlying causes of such performance difference. Since being able to identify
the weaknesses of a retrieval function is necessary for further improving the retrieval function
[57, 58], a very interesting research question is how to design a new evaluation methodology
to help identify the strengths and weaknesses of retrieval functions.
In the axiomatic framework, the formalized retrieval constraints tie retrieval performance
closely with constraint satisfaction. Thus, we propose two strategies to diagnose the weak-
nesses and strengths of a retrieval function through checking how well it implements the
constraints. The first strategy is to use the formalized constraints to analytically check the
implementations in retrieval functions. The second strategy is to define a set of relevance-
preserving perturbations and perform diagnostic tests to empirically evaluate how well a
retrieval function implement retrieval heuristics.
These two strategies are both important and complementary to each other. Constraint
analysis allows us to predict the empirical performance of a retrieval function analytically,
while perturbation-based diagnostic tests make it possible to explain the performance dif-
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ference of two retrieval functions even if they have the same constraints analysis results.As
shown in Chapter 4 and 5, both strategies are effective to identify the potential problems in
implementations of the retrieval heuristics. The performance of retrieval functions can be
improved after we fix these problems.
3.3 Derivation of Retrieval Functions
Despite the progress in the development of formal retrieval models, good empirical per-
formance rarely comes directly from a theoretically well-motivated model; rather, heuristic
modification of a model is often necessary in order to achieve optimal retrieval performance.
In some way, this limitation is caused by the indirect relevance modeling of the existing mod-
els. To overcome this limitation, we propose to model relevance directly with the axiomatic
approach.
The basic idea is to search in a space of candidate retrieval functions for one that can
satisfy reasonable retrieval constraints. Our assumption is that if a retrieval function satisfies
all the desirable retrieval properties, it would likely be effective empirically. Compared with
other retrieval models, the axiomatic approach has the advantage of capturing relevance
more directly at the term level with formalized retrieval constraints. In order to implement
this idea, we have to address two challenges: how to define a search space of all possible
retrieval functions and how to search efficiently in the space.
A reasonable function space must be large enough to include all effective retrieval func-
tions, yet small enough for efficient search. Following most existing retrieval models, we
assume that both documents and queries are “bags of terms”, i.e. we ignore the order of
terms in documents or queries. Such simplification has been working well empirically, and
efforts trying to break such limitation have so far not been very successful. To make our
framework as general as possible, we include all the real-valued scoring functions defined
on a bag-of-term representation of documents and queries. Formally, let T be the set of all
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terms. Let query Q = {q1, ..., qn} and document D = {d1, ..., dm} be two bags of terms,
where qi, di ∈ T , and it is possible that qi = qj or di = dj even if i 6= j. A scoring function
S can be defined as follows:
S : Q×D → ℜ (3.1)
With the defined function space and desirable retrieval constraints, our goal is to search
for a function that satisfies all the retrieval constraints in the function space. The challenge
is how to search for such function efficiently. One possible solution is to only focus on part
of the whole function space, e.g., the inductive definition as we will explain in Chapter 6.
The proposed axiomatic approach also provides a natural way to incorporate more in-
formation to further improve the retrieval performance. To implement such an idea, we
need to follow two steps. We should first define a set of retrieval constraints for these useful
information, and then extend the retrieval functions to make them satisfy the additional set
of constraints. In the thesis, we study how to incorporate semantic term matching to further
improve the performance in Chapter 7.
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Chapter 4
Analytical Diagnostic Evaluation
In this chapter, we check the formalized constraints, which are defined in the previous chap-
ter, on a variety of retrieval formulas, which respectively represent the vector space model
(pivoted normalization), the classic probabilistic retrieval model (Okapi), and the recently
proposed language modeling approach (Dirichlet prior smoothing). We find that none of
these retrieval formulas satisfies all the constraints unconditionally, though some formulas
violate more constraints or violate some constraints more “seriously” than others. Empirical
results show that when a constraint is not satisfied, it often indicates non-optimality of the
method, and when a constraint is satisfied only for a certain range of parameter values, its
performance tends to be poor when the parameter is out of the range. In general, we find
that the empirical performance of a retrieval formula is tightly related to how well it satisfies
these constraints. Thus the proposed constraints provide a good explanation of many em-
pirical observations about retrieval methods. Moreover, these constraints make it possible to
evaluate any existing or new retrieval formula analytically and suggest how we may further
improve a retrieval formula.
4.1 Constraint Analysis
In this section, we apply the seven constraints defined in the previous chapter to three
specific retrieval formulas, which respectively represent the vector space model (pivoted
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normalization), the classic probabilistic retrieval model (Okapi), and the recently proposed
language modeling approach (Dirichlet prior smoothing). Our goal is to see how well each
retrieval formula satisfies the proposed constraints and how closely the constraint analysis
results are related to the empirical performance of a retrieval function. As will be shown, it
turns out that none of these retrieval formulas satisfies all the constraints unconditionally,
though some models violate more constraints or violate some constraints more “seriously”
than others. The analysis thus suggests some hypotheses regarding the empirical behavior
of these retrieval formulas. Furthermore, empirical results show that when a constraint
is not satisfied, it often indicates non-optimality of the method, and when a constraint is
satisfied only for a certain range of parameter values, its performance tends to be poor
when the parameter is out of the range. In general, we find that the empirical performance
of a retrieval formula is tightly related to how well it satisfies these constraints. Thus
the proposed constraints provide a good explanation of many empirical observations about
retrieval methods. Moreover, these constraints make it possible to evaluate any existing
or new retrieval formula analytically and suggest how we may further improve a retrieval
formula.
4.1.1 Pivoted Normalization
Pivoted normalization is one of the best performing vector space retrieval function is pivoted
normalization retrieval function [57, 56], which is shown as follows.
S(Q,D) =
∑
t∈D∩Q
1 + ln(1 + ln(c(t, D)))
(1− s) + s |D|
avdl
· c(t, Q) · ln
N + 1
df(t)
Table 4.1: Constraint analysis results (Pivoted)
TFCs TDC LNC1 LNC2 TF-LNC
Yes Yes Yes Cond. Cond.
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The results of analyzing the pivoted normalization formula are summarized in Table 4.1,
where TFCs means TFC1, TFC2, and TFC3. It is easy to prove that TFCs, TDC and LNC1
can be satisfied unconditionally. We now examine some of the non-trivial constraints.
First, let us examine the TF-LNC constraint. Consider a common case when |D1| = avdl.
It can be shown that the TF-LNC constraint is equivalent to the following constraint on the
parameter s:
s ≤
l(c(t, D1))− l(c(t, D2))
(c(t, D1)− c(t, D2))× (1 + l(c(t, D1)))
× avdl
where l(x) = ln(1 + ln(x)).
This means that TF-LNC is satisfied only if s is below a certain upper bound. The TF-
LNC constraint thus provides an upper bound for s, which is tighter for a larger c(q,D1).
However, when c(t, d1) is small, TF-LNC constraint does not provide any effective bound for
s, since s ≤ 1.
Finally, we show that the LNC2 leads to an upper bound for parameter s as well. The
LNC2 constraint is equivalent to
1 + ln(1 + ln(k × c(t, D2)))
1− s+ sk×|D2|
avdl
· c(t, Q) · ln
N + 1
df(t)
≥
1 + ln(1 + ln(c(t, D2)))
1− s+ s |D2|
avdl
· c(t, Q) · ln
N + 1
df(t)
Therefore, the upper bound of s can be derived as:
s ≤
tf1 − tf2
(k |D2|
avdl
− 1)tf2 − (
|D2|
avdl
− 1)tf1
where tf1 = 1+ ln(1+ ln(k× c(t, D2))), tf2 = 1+ ln(1+ ln(c(t, D2))). In order to get a sense
of what the bound is exactly, consider a common case when |D2| = avdl. We have
s ≤
1
k − 1
× (
tf1
tf2
− 1).
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Figure 4.1: Upper bound of parameter s.
As shown in the Figure 4.1, the bound becomes tighter when k increases or when the
term frequency is larger. This bound shows that in order to avoid over-penalizing a long
document, a reasonable value for s should be generally small – it should be below 0.4 even in
the case of a small k, and we know that for a larger k the bound would be even tighter. This
analysis thus suggests that the performance can be bad for a large s, which is confirmed by
our experiments.
4.1.2 Okapi
Okapi [43] is a highly effectiveness retrieval function that represents the classical probabilistic
model. The function as presented in [56] is
S(Q,D) =
∑
t∈Q∩D
(
ln
N − df(t) + 0.5
df(t) + 0.5
×
(k1 + 1)× c(t, D)
k1((1− b) + b
|D|
avdl
) + c(t, D)
×
(k3 + 1)× c(t, Q)
k3 + c(t, Q)
)
where k1 (between 1.0-2.0), b (usually 0.75), and k3 (between 0-1000) are constants.
The major difference between Okapi and other retrieval formulas is the possibly negative
value of the IDF part, which has been discussed in [44]. It is trivial to show that if df(t) >
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N/2, the IDF value would be negative.
When the IDF part is positive (which is mostly true for keyword queries), it is easy
to see that Okapi method satisfies TFCs and LNCs. By considering a common case when
|D2| = avdl, the TF-LNC constraint is shown to be equivalent to b ≤
avdl
c(t,D2)
. Since b is
always smaller than 1, TF-LNC can be satisfied unconditionally. Moreover, we can show
that TDC is unconditionally satisfied.
Although Okapi satisfies some constraints conditionally, unlike in the pivoted normal-
ization method, the conditions do not provide any bound for the parameter b. Therefore,
the performance of Okapi can be expected to be less sensitive to the length normalization
parameter than the pivoted normalization method, which is confirmed by our experiments.
When the IDF part is negative, the Okapi formula would satisfy TDC but violate the
TFCs, LNCs and TF-LNC, since matching an additional occurrence of a query term could
mean decreasing the score. Since a negative IDF only happens when a query term has a very
high document frequency (e.g., when the query is verbose), our analysis suggests that the
performance of Okapi may be relatively worse for verbose queries than for keyword queries.
A simple way to solve the problem of negative IDF is to replace the original IDF in Okapi
with the regular IDF in the pivoted normalization formula:
∑
t∈Q∩D
(
N + 1
df(t)
×
(k1 + 1)× c(t, D)
k1((1− b) + b
|D|
avdl
) + c(t, D)
×
(k3 + 1)× c(t, Q)
k3 + c(t, Q)
)
This modified Okapi satisfies all the defined constraints. We thus hypothesize that the
modified Okapi would perform better than the original Okapi for verbose queries. As will
be shown later, this is indeed true according to our experiment results.
Table 4.2: Constraint analysis results (Okapi)
Formula TFCs TDC LNC1 LNC2 TF-LNC
Original Cond. Yes Cond. Cond. Cond.
Modified Yes Yes Yes Yes Yes
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The results of analyzing the Okapi formula are summarized in Table 4.2. We distinguish
two forms of the formula – the original formula and the one with a modified IDF part. The
modification significantly affects the constraint analysis results as discussed above.
4.1.3 Dirichlet Prior
Dirichlet prior is one of the best performing language modeling approaches [77]. With a
notation consistent with formulas above, the Dirichlet prior retrieval function is
S(Q,D) =
∑
t∈Q∩D
c(t, Q) · ln(1 +
c(t, D)
µ · p(t|C)
) + |Q| · ln
µ
|D|+ µ
p(t|C) is similar to the document frequency df(t), and it indicates how popular the term t
is in the whole collection.
Table 4.3: Constraint analysis results (Dirichlet)
TFCs TDC LNC1 LNC2 TF-LNC
Yes Yes Yes Cond Yes
The results of analyzing the Dirichlet prior formula are summarized in Table 4.3. TFCs,
TDC, LNC1 and TF-LNC are easily seen to be satisfied. So we only examine some of the
non-trivial constraints.
The LNC2 constraint can be shown to be equivalent to c(t, D2) ≥ |D2| · p(t|C), which
is usually satisfied for content-carrying words. If all the query terms are discriminative
words, long documents will not be over-penalized. Thus, compared to pivoted normalization,
Dirichlet prior appears to have a more robust length normalization mechanism, even though
none of them satisfies the LNC2 constraint unconditionally.
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Table 4.4: Comparison between different retrieval formulas
Formula TFCs TDC LNC1 LNC2 TF-LNC
Pivoted Yes Yes Yes C∗1 C
∗
2
Dirichlet Yes Yes Yes C3 Yes
Okapi(original) C4 Yes C4 C4 C4
Okapi(modified) Yes Yes Yes Yes Yes
4.1.4 Summary of Constraint Analysis Results
We have applied our seven constraints to three representative retrieval formulas. The re-
sults are summarized in Table 4.4, where a “Yes” means the corresponding model satisfies
the particular constraint and a “Cx” means corresponding model satisfies the particular con-
straint under some particular conditions (irrelevant to parameter setting), and a “C∗x” means
the model satisfies the constraint only when the parameter is in some range. The specific
conditions are
C∗1 ⇔ s ≤
tf1 − tf2
(k |D2|
avdl
− 1)tf2 − (
|D2|
avdl
− 1)tf1
C∗2 ⇔ s ≤
(h(c(t, D1))− h(c(t, D2)))× avdl
(c(t, D1)− c(t, D2))× (1 + h(c(t, D1)))
C3 ⇔ c(t, D2) ≥ |D2| · p(t|C)
C4 ⇔ idf(t) ≥ 0⇔ df(t) ≤ N/2
Based on the results, we can make two interesting observations:
First, it is surprising that the original IDF part of Okapi formula causes the formula to
violate almost all constraints, thus we may predict that the Okapi formula may have a worse
performance for verbose queries.
Second, C1 and C2 provide an approximate bound for the parameters in the pivoted
normalization method. In contrast, by checking the constraints, we have not found any
particular bound for the parameter in Dirichlet Prior and Okapi. Therefore, we predict that
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the pivoted normalization method is more sensitive to the parameter setting than the other
two methods.
4.2 Experiments
In the previous section, we have examined three representative retrieval formulas analytically.
Based on the analysis, we propose some hypotheses about the performance for each retrieval
formula. In this section, we test these hypotheses through carefully designed experiments.
Our experiment results show that the proposed constraints can both explain the performance
difference in various retrieval models and provide an approximate bound for the parameters
in a retrieval formula.
4.2.1 Experiment Design
Retrieval performance can vary significantly from one test collection to another. We thus
construct several very different and representative test collections using the existing TREC
test collections.
To cover different types of queries, we follow [77] , and vary two factors: query length
and verbosity, which gives us four different combinations : short-keyword (SK, keyword
title), short-verbose (SV, one sentence description), long-keyword (LK, keyword list), and
long-verbose (LV, multiple sentences). The number of queries is usually larger than 50. To
cover different types of documents, we construct our document collections by varying several
factors, including (1) the type of documents; (2) document length; (3) collection size; and
(4) collection homogeneity. Our choice of document collection has been decided to be news
articles (AP), technical reports (DOE), government documents (FR), a combination of AP,
DOE, and FR (ADF), the Web data used in TREC8 (Web), the ad hoc data used in TREC7
(Trec7) and the ad hoc data used in TREC8 (Trec8). Table 4.5 shows some document
set characteristics, including the number of queries used on the document set, the average
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Table 4.5: Document set characteristic
AP DOE FR ADF Web Trec7 Trec8
#qry 142 35 42 144 50 50 50
#rel/q 103 57 33 126 46 93 95
size 491MB 184MB 469MB 1GB 2GB 2GB 2GB
#doc(k) 165K 226K 204K 437K 247K 528K 528K
#voc(k) 361K 163K 204K 700K 1968K 908K 908K
mean(dl) 454 117 1338 372 975 477 477
dev(dl) 239 58 5226 1739 2536 789 789
mean(rdl) 546 136 12466 1515 6596 1127 1325
number of relevant documents per query, the collection size, the number of documents, the
vocabulary size, the mean document length, the standard deviation of document length, and
the mean length of relevant documents.
The preprocessing of documents and queries is minimum, involving only Porter’s stem-
ming. We intentionally did not remove stop words for two reasons: (1) A truly robust model
should be able to discount the stop words automatically; (2) Removing stop words would
introduce at least one extra parameter (e.g. the number of stop words) into our experiments.
On each test collection, for every retrieval method, we vary the retrieval parameter to cover
a reasonably wide range of values. This allows us to see a complete picture of how sensitive
each method is to its parameter.
4.2.2 Parameter Sensitivity
Based on the analysis in the previous section, we formulate the following hypotheses: (1)
The pivoted normalization method is sensitive to the value of parameter s. The analysis of
LNC2 suggests that the reasonable value for s should be generally smaller than 0.4 and the
performance can be bad for a large s. (2) Okapi is more stable with the change of parameter
b compared with the pivoted normalization method.
We now discuss the experiment results. First, let us consider the experiment result for the
pivoted normalization method. As shown in Table 4.6, the optimal value of s to maximize
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Table 4.6: Optimal s (for average precision) in the pivoted normalization method
AP DOE FR ADF Web Trec7 Trec8
lk 0.2 0.2 0.05 0.2 — — —
sk 0.01 0.2 0.01 0.05 0.01 0.05 0.05
lv 0.3 0.3 0.1 0.2 0.2 0.2 0.2
sv 0.2 0.3 0.1 0.2 0.1 0.1 0.2
average precision is indeed very small in all cases. Moreover, Figure 4.2 shows how the
average precision is influenced by the parameter value in the pivoted normalization method
on the AP document set and long-keyword queries; the curves are similar for all other data
sets. Clearly when s is large, which causes the method not to satisfy the LNC2 constraint,
the performance becomes significantly worse.
In contrast, we experiment with the Okapi method. Assume k1 = 1.2, k3 = 1000 [] and b
changes from 0.1 to 1.0. Okapi is indeed more stable than the pivoted normalization (shown
in Figure 4.2). By checking the constraints, we have not found any particular bound for the
parameters in Okapi, which may explain why Okapi is much less sensitive to the parameter
setting than the pivoted normalization method where the LNC2 constraint implies a concrete
bound on parameter s.
In summary, the constraints generally can provide an empirical bound for the parameters
in retrieval formulas and the performance would tend to be poor when the parameter is out
of the bound.
4.2.3 Performance Comparison
We compare the performance of the three retrieval formulas through systematic experiments.
Our goal is to see whether the experiment results are consistent with the analytical results
based on formalized heuristics. We form the following hypotheses based on the constraint
analysis:(1) For any query type, the Dirichlet prior method performs comparably to pivoted
normalization method when the retrieval parameters are set to optimal values. (2) For
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Figure 4.2: Performance Comparison between Okapi and Pivoted for AP-LK.
keyword queries, Okapi performs comparably to the other two retrieval formulas. (3) For
verbose queries, Okapi may perform worse than others, due to its possible negative IDF part.
As mentioned in the previous subsection, when IDF is negative, Okapi violates almost all
the constraints. However, if we modify the Okapi formula by replacing the original IDF part
with IDF part of the pivoted normalization method, the formula would satisfy almost all the
constraints for any query type, therefore we hypothesize that the modified Okapi formula
performs better than the original one for verbose queries.
In order to test these hypotheses, we run experiments over seven collections and four
query sets by using the pivoted normalization method, the Dirichlet prior method, Okapi
and the modified Okapi formula. We use average precision as the evaluation measure, and
summarize the optimal performance for each formula in Table 4.7. The results show that
for verbose queries, the performance of the Mod-Okapi is significantly better than that of
Okapi; the p-values of the Wilcoxon signed rank test are all below 0.013.
We see that, indeed, for keyword queries, the performances of three retrieval formulas
are comparable. However, for verbose queries, Okapi is much worse than others in most
cases. We hypothesis that this is caused by the negative IDF scores on common words. This
33
Table 4.7: Comparison of optimal performance for four formulas.
AP DOE FR ADF Web Trec7 Trec8
lk Pivoted 0.39 0.28 0.33 0.27 — — —
Dirichlet 0.38 0.28 0.32 0.25 — — —
Okapi 0.38 0.27 0.28 0.33 — — —
Mod-Okapi 0.39 0.28 0.28 0.33 — — —
sk Pivoted 0.23 0.18 0.19 0.22 0.29 0.18 0.24
Dirichlet 0.22 0.18 0.18 0.21 0.30 0.19 0.26
Okapi 0.23 0.19 0.23 0.19 0.31 0.19 0.25
Mod-Okapi 0.23 0.19 0.23 0.19 0.31 0.19 0.25
lv Pivoted 0.29 0.21 0.23 0.21 0.22 0.20 0.23
Dirichlet 0.29 0.23 0.24 0.24 0.28 0.22 0.26
Okapi 0.03 0.07 0.09 0.06 0.23 0.08 0.11
Mod-Okapi 0.30 0.24 0.25 0.23 0.28 0.26 0.25
sv Pivoted 0.19 0.10 0.14 0.14 0.21 0.15 0.20
Dirichlet 0.20 0.13 0.16 0.16 0.27 0.18 0.23
Okapi 0.08 0.08 0.08 0.09 0.21 0.09 0.10
Mod-Okapi 0.19 0.12 0.16 0.14 0.25 0.16 0.22
hypothesis is verified by the modified Okapi. After replacing the IDF part in Okapi with the
IDF part of the pivoted normalization formula, the performance is improved significantly for
the verbose queries. See Figure 4.2 and Figure 4.3 for plots of these comparisons.
Figure 4.3 concludes that satisfying more constraints appears to be correlated with a
better performance. Therefore, the proposed constraints provide a plausible explanation for
the performance difference in various retrieval models, and suggest how we may improve a
retrieval formula further.
4.3 Conclusions and Future Work
In this chapter, we study the problem of formalizing the necessary heuristics for good re-
trieval performance. Motivated by some observations on common characteristics of typical
retrieval formulas, we formally define six basic constraints that any reasonable retrieval func-
tion should satisfy. These constraints correspond to some desirable intuitive heuristics, such
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Figure 4.3: Performance Comparison between modified Okapi, Okapi and Pivoted for AP-
SV.
as term frequency weighting, term discrimination weighting and document length normaliza-
tion. We check these six constraints on three representative retrieval formulas analytically
and derive specific conditions when a constraint is conditionally satisfied. The constraint
analysis suggests many interesting hypotheses about the expected performance behavior of
all these retrieval functions. We design experiments to test these hypotheses using different
types of queries and different document collections. We find that in many cases the empirical
results are indeed consistent with these hypotheses. Specifically, when a constraint is not
satisfied, it often indicates non-optimality of the method. This is most evident from the
analysis of Okapi formula, based on which we successfully predict the non-optimality for
verbose queries. In some other cases, when a method only satisfies a constraint for a certain
range of parameter values, its performance tends to be poor when the parameter is out of
this range, which is evident in the analysis of the pivoted normalization and the Dirichlet
prior. In general, we find that the empirical performance of a retrieval formula is tightly
related to how well they satisfy these constraints. Thus the proposed constraints can provide
a good explanation of many empirical observations (e.g., the relatively stable performance
35
of the Okapi formula) and make it possible to evaluate any existing or new retrieval formula
analytically, which is extremely valuable for testing new retrieval models. Moreover, when a
constraint is not satisfied by a retrieval function, it also suggests a possible way to improve
the retrieval formula.
There are many interesting future research directions based on this work.
First, since our constraints do not cover all the desirable properties, it would be interesting
to explore additional necessary heuristics for a reasonable retrieval formula. This will help
us further understand the performance behavior of different retrieval methods. The retrieval
constraints that have been studied in this chapter are the most intuitive ones. Existing
effective retrieval functions all satisfy the current constraints conditionally or unconditionally.
It would be really interesting to find some constraints that are desirable but not satisfied
by any existing retrieval functions. The current retrieval constraints mainly comes from our
empirical observations. We also plan to find more retrieval constraints by using exploratory
data analysis [18]. Our goal is to let data speaks for itself. We wish that the past data will
“tell” us which retrieval factors affect the retrieval performance and how they affect. When
we add more constraints to the framework, we would inevitably introduce some bias. We
think it is OK to have such biased constraints as long as they are reasonable in most of the
cases. We can test the reasonableness of a constraint by using some synthetic data sets.
More constraints also make it possible that some constraints conflict with others. This is
not necessarily a bad thing. The performance of retrieval functions seems to have reached
the plateau, which might be explained by the conflict between constraints. So it would be
interesting to study conflict theoretical properties of retrieval functions along a similar line
to a related work on clustering algorithms [24].
Second, we will apply these constraints to many other retrieval models proposed in the
literature [3] and different smoothing methods for language models as well [77]. Previous
work [49, 79] has attempted to identify an effective retrieval formula through extensive em-
pirical experiments, but the results are generally inconclusive with some formulas performing
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better under some conditions. Analysis of formalized retrieval constraints as explored in this
thesis may shed some light on what these conditions are exactly.
Third, the proposed constraints are all binary, which makes it impossible to tell which
implementation is better if all implementations satisfy the constraints. Thus, it would be
interesting to study how to quantitatively evaluate how well a retrieval function implements
the constraints, which is the focus of next chapter.
Finally, the fact that none of the existing formulas that we have analyzed can satisfy
all the constraints unconditionally suggests that it would be very interesting to see how to
develop new retrieval functions that satisfy all constraints, which presumably would perform
better empirically than these existing methods. In Chapter 6, we discuss how to derive new
retrieval functions using axiomatic approach.
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Chapter 5
Empirical Diagnostic Evaluation
Although constraint analysis can pinpoint some differences between different retrieval func-
tions, it would not help if the analyzed retrieval functions all satisfy the retrieval constraints.
To address this limitation, we propose a novel general methodology to empirically diagnose
the weaknesses of retrieval functions. Our main idea is to carefully design a set of diagnos-
tic tests to amplify the differences among constraint implementations in retrieval functions.
Specifically, we first define a set of relevance-preserving collection perturbation operators
as the basic tools for diagnostic tests. Such collection perturbations make it possible to
reveal the differences among retrieval functions more explicitly. We then present a common
procedure for designing diagnostic tests for retrieval models based on the defined perturba-
tion operators. Following the proposed procedure, we design a group of diagnostic tests to
test different aspects of retrieval functions, including length variation robustness, term noise
resistance, and appropriate balance of term frequency and length normalization. Experi-
ment results demonstrate several benefits of the proposed diagnostic evaluation methodology.
First, it can reveal several clear patterns that are originally hidden in the existing evalua-
tion methodology. Second, it allows us to identify the strengths and weaknesses of retrieval
functions. Finally, it provides guidance on how to modify a retrieval function to achieve
better performance. After we make the modification based on the diagnostic test results,
the modified retrieval functions outperform the corresponding original retrieval functions in
most cases.
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5.1 The Basic Idea
The defined constraints are all binary, in the sense that we know only whether a function
satisfies a constraint or not. Thus constraint analysis is not sufficient if the analyzed retrieval
function satisfies all the constraints, constraint analysis is not sufficient and we still need
to rely on the existing evaluation methodology. A retrieval function is typically evaluated
using standard test collections and evaluation measures such as the Mean Average Precision
(MAP) and precision at 10 documents, which generally reflect the utility of a retrieval
function. Unfortunately, such an evaluation methodology provides little explanation for the
performance differences among retrieval functions. For example, comparing two retrieval
functions based on MAP, we can only know which function gives an overall better ranking of
documents on a particular data set, but it is hard to identify the underlying causes of such
performance difference.
To address this limitation, we discuss a general methodology to diagnose the degree of
constraint satisfaction of any retrieval function. Since satisfaction of constraints is related
to the empirical performance of a retrieval function, such methodology allows us to diagnose
the weaknesses and strengths of a retrieval function based on their empirical performance
patterns. Our idea is best understood through the following medical domain analogy.
In medical domain, diagnosis is the process of recognizing a disease based on its symp-
toms. Medical instruments, such as medical thermometers, are necessary for diagnosis.
Typically, based on the symptoms and medical records of a patient, a physician will perform
various medical tests, such as measuring body temperature, with available medical instru-
ments. Based on the results of the medical test, the physician would analyze the underlying
causes of the disease and provide appropriate treatments for the patient.
By making this analogy (shown in Table 5.1), we can gain some insights about how to do
retrieval function diagnosis: First, we need necessary “instruments” to perform diagnoses.
We propose a set of operators for perturbing existing evaluation collections while preserving
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Table 5.1: Medical diagnosis analogy
Medical Domain IR Domain
patients retrieval functions
illness non-optimal performance
diseases problems of heuristic implementation,
causes of non-optimal performance
medical records existing findings in IR
symptoms empirical results
medical instruments relevance-preserved collection perturbations
medical tests tests for retrieval models
treatments for disease better implementations of heuristics,
modification for performance improvement
the relevance status of all documents. Such perturbations make it possible to enlarge the
differences among retrieval functions and make it easier to observe the “symptoms” of ex-
isting retrieval functions (i.e., the problems of current heuristic implementations). Second,
we present a common procedure for designing diagnostic tests for retrieval functions and
propose some measures to help interpret the results of these tests. We then design several
diagnostic tests targeting at testing specific aspects of a retrieval function. Finally, we per-
form the tests, analyze the results, identify the problems of heuristic implementations and
provide explanations for the empirical performance of retrieval functions and “treatments”
to further improve the retrieval function.
5.2 Collection Perturbations
One reason why existing evaluation methodology is not informative enough is because a test
collection usually has a mixed set of documents with various characteristics. One possible
solution is thus to perturb an existing evaluation collection to control or vary some char-
acteristics. This would generate a series of perturbed collections, which can then be used
to test a retrieval function. We hope the perturbed collections would allow us to see more
meaningful differences between retrieval functions. With our medical domain analogy, these
perturbations serve as our instruments to perform diagnostic tests for retrieval models.
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Table 5.2: Basic Perturbation Operators
Name Semantic Operator
term addition Add K occurrences of term t to document D aT (t, D,K)
term deletion Delete K occurrences of term t dT (t, D,K)
from document D
document addition Add document D to the collection K times aD(D,K)
document deletion Delete document D form the collection dD(D)
document concatenation Concatenate document D1 with D2 K times, cD(D1, D2, K)
We first introduce some new notations. D is the document set in the test collection, Dr
is the relevant document set, and Dn is the non-relevant document set. Vn is the noise term
vocabulary that does not include any terms contributing to the relevance for any queries. It
means that ∀tn ∈ Vn, tn can not affect the relevance status of document D.
A standard evaluation collection includes a document collection, a set of queries, and a set
of relevance judgements indicating which documents are relevant to which queries. To lever-
age the relevance judgments in the existing test collections, we keep the topics and perturb
only the documents, which means to perturb term statistics in documents (e.g., term occur-
rences), document statistics (e.g., document length), and collection statistics (e.g., number
of documents). We define five basic operators for document perturbation, including term
addition, term deletion, document addition, document deletion, and document concatena-
tion; they are summarized in Table 5.2. Every operator has a parameter K to control the
degree of perturbation. K can either be the same for all documents or vary according to
term/document statistics, such as the occurrences of a term. All the basic operators can be
combined to perform more sophisticated perturbations.
Since we do not want to recreate the judgements, we should keep the relevance status of
documents during the perturbations. Following the definition of relevance used in TREC,
we assume that any relevance evidence in a document makes the document relevant. We
further assume that both queries and documents use “bag of term” representation. Not all
the proposed basic operators can guarantee to maintain the relevance status of a document.
For example, delete query terms from a relevant document could change the document to non-
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Table 5.3: Relevance-preserving perturbations
Name Semantic Perturbation
relevance Add a query term to a aT (t, D,K), where D ∈ Dr, t ∈ Q
addition a relevant document
noise Add a noisy term aT (t, D,K), where D ∈ D, t ∈ Vn
addition to a document
internal Add a term to a document aT (t, D,K), where D ∈ D, t ∈ D
term growth that originally contains the term
document Concatenate D with cD(D,D,K), where D ∈ D
scaling itself K times
relevant doc. Concatenate two relevant cD(D1, D2, K), where D1, D2 ∈ Dr
concatenation documents K times
non-relevant doc. Concatenate two non-relevant cD(D1, D2, K), where D1, D2 ∈ Dn
concatenation documents K times
noise Delete a term from dT (t, D,K), where D ∈ Dn, t ∈ D
deletion a non-relevant document
document Add a document aD(D,K)
addition to the collection
document Delete a document dT (D), where D ∈ D.
deletion from the collection
relevant. Thus, what we need is relevance-preserving perturbations. A relevance-preserving
perturbation is a perturbation where we have high confidence about the relevance status of
each document after the perturbation. We define several relevance-preserving perturbations
based on the proposed basic operators (summarized in Table 5.3). All these perturbations are
intuitive. For example, a relevant document remains relevant if we add more query terms.
Also, under the assumption that a document is relevant as long as part of it is relevant,
adding noisy terms to any document would not change its relevance status. Furthermore,
the relevance status of a document remains the same if we concatenate it with itself several
times. Similarly, concatenating two relevant documents or two non-relevant documents would
not affect the relevance status either. Note that in document concatenation, the changes of
term occurrences are proportional to the document length.
42
5.3 Diagnostic Tests for IR Models
5.3.1 A Common Procedure
We now discuss how to design diagnostic tests for retrieval models.
First, we need to identify the aspects of retrieval functions that we want to test. For
example, in the medical domain, a physician measures the body temperature of a patient
to know whether the patient is having a fever. Similarly, for retrieval model diagnosis, we
should also identify some desirable properties of a reasonable retrieval function for diagnosis,
which is in line with the formalized retrieval constraints proposed in Chapter 3.
Second, we need to connect the properties that are to be diagnosed with the relevance-
preserving perturbations and select appropriate perturbation operators. Once the pertur-
bations are chosen for a particular property, we could use the perturbation parameter of
the operators to control the degree of perturbation. For a possible perturbation parameter
value, we can record the empirical performance of retrieval functions on the corresponding
perturbed collections, and stop doing this when we get enough information (i.e., when we
can observe clear performance differences among retrieval functions). This procedure allow
us to obtain a performance curve like the one shown in Figure 5.1; it gives us a picture of
how the performance changes as we impose more dramatic perturbation. In such a figure,
the x-axis is always the value of perturbation parameter, and y-axis is a standard retrieval
performance measure, which is always MAP in our experiments.
Note that the perturbation parameter K could be set in many different ways. Here we
only consider two possibilities: (1) constant growth, where K is the same for all terms and
documents; (2)linear growth, where K is proportional to some term statistics, such as c(t, D),
or document statistics, such as |D|. It is often hard to decide a reasonable range of pertur-
bations. In this work, we increase K and stop when we observe the performance differences
among retrieval functions or when K reaches a sufficiently large number empirically set. We
plan to study more principled ways to set the parameter range in the future. There are
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Figure 5.1: Example curve for the results of a diagnostic test
also different ways to select documents for perturbation: (1)general collection perturbation,
where all the documents in the collection would be perturbed; (2)sub-collection perturbation,
where only a subset of collection is perturbed. Note that we need to make sure that this
choice should be consistent with the requirements of the relevance-preserving perturbations.
The perturbation results can be very useful to understand the behavior of a retrieval func-
tion. For example, a flat curve would mean that the function being tested is completely in-
sensitive to such perturbation, while a dropping curve would mean that the function suffered
from the perturbation. To interpret the results, we need to design measures to quantitatively
evaluate perturbation results.
In general, measures can be defined based on the area under the curve or some extreme
performance values (e.g., initial and end values or maximum and minimum values). Nat-
urally, specific measures often depend on the property to be tested. In our study, we are
most interested in how the performance degrades or increases as we increase the amount of
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perturbation. For this purpose, we define the following performance ratio (PR) measure:
PerformanceRatio =
area under curve
area under line through init point
The PR value of the curve shown in Figure 5.1 can be computed by dividing area of shaded
part A with the area of rectangle B. Intuitively, the PR value tells us the average amount
of degradation or gain in performance after a perturbation. A high PR value indicates more
gain in performance while a low PR value indicates more loss. The desirable PR value would
depend on the specific perturbation, though in most of our experiments, a high PR value is
better and suggests a more robust retrieval function. Note that the PR value can be larger
than 1, which means that the retrieval performance increases as we increase the amount of
perturbation.
Next we present three diagnostic tests designed by following this common procedure.
5.3.2 Length Variation Sensitivity Tests
Document length normalization is an important component in virtually all effective retrieval
functions. To help understand a function’s length normalization mechanism, we design tests
to examine the sensitivity of a retrieval function to the length variance in the document
collection. We use document scaling perturbation, i.e., cD(D,D,K), to perform the tests,
because it changes the document length of each document, yet maintains the relative ratio
of term occurrences. We design the following three different tests to examine the different
aspects of the length variation. These three tests differ in how to set the value of perturba-
tion parameter i.e., K.
Length variance reduction test (LV1): This test is to use the document scaling per-
turbation to make all the documents to have similar or identical length, and it would thus
reduce the variance of document lengths. The test is defined as follows.
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For every D ∈ D, perform cD(D,D,K)
with K = (1−β)×|d|+β×1000000
|d|
and 0 ≤ β ≤ 1.
β is a parameter to control the degree of perturbation. When β is set to 0, all the
documents have the original length. When β is set to 1, all the documents have the same
length (i.e., number of terms in the documents is 1, 000, 000 ).
Since more perturbation would deprive the retrieval function of any benefit of length nor-
malization, the test result can indicate how effective the length normalization mechanism of
a function is. A lower PR value indicates that the function could gain more through length
normalization.
Length variance amplification test (LV2): This test is to amplify the differences in
document lengths and make distribution of document lengths skewer. The test is defined as
follows:
For every D ∈ D, perform cD(D,D,K),
where K = |D| × β.
K is proportional to the original document length, which means that longer documents
will grow much more rapidly compared with shorter ones. β is used to control the degree of
perturbation. A larger β leads to skewer document length distribution. We expect a robust
function to have a high PR value.
Length scaling test (LV3): This test is to concatenate all the documents with themselves
K times, where K is same for all the documents. In this way, the length variance would
change but the relative length ratio remains the same.
The test has the same intuition as the LNC2 constraint proposed in Chapter 3. Thus, if
a retrieval function achieves a higher PR value, it means that the function does a better job
to avoid over-penalizing long documents.
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5.3.3 Term Noise Resistance Tests
A robust retrieval function should also be resistant to term noise, i.e., the terms that do
not contribute to the relevance of a document (∀tn ∈ Vn). We assume that a document is
relevant if it contains some relevant evidence, so a reasonable retrieval function is expected
to be resistant to the addition of term noise. We design the following test to examine the
term noise resistance of a retrieval function.
Noise addition test (TN):This test is to add noise (i.e., non-relevant terms) to documents.
We use thenoise addition perturbation operator as follows:
For every D ∈ D, perform aT (tn, D,K)
where tn ∈ Vn and K is a parameter.
There are two variations: (1)constant growth: K is a constant, i.e., we add the same
number of noisy terms to all documents; and (2)Linear growth: K = β×|D| −
∑
t∈Q c(t, D),
β > 1, i.e., the number of added noisy terms is linear to the original document length. The
test has the same intuition as the LNC1 constraint. Thus, a high PR value indicates that
the function is reasonable in penalizing long documents.
An alternative way to examine noise resistance would be to design a test to remove noise
from documents. Unfortunately, this is not easy since non-query terms are also possible
to contribute to the relevance of a document, we can not remove any terms from relevant
documents. We leave this as part of our future work.
5.3.4 TF-LN Balance Tests
TF (term frequency) and LN (length normalization) are two important heuristics that are
often coupled together in retrieval models due to the need for TF normalization. We design
three tests to examine the ability of a retrieval function to balance TF and LN. The main idea
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is to increase the occurrences of the query terms that are already in the documents. The fol-
lowing three tests differ in how to pick the query terms whose occurrences are to be increased.
Single query term growth test (TG1): We increase the term occurrence for only one
random query term, and use the internal term growth perturbation as follows:
t is a random query term, for every D ∈ D
if t ∈ D, perform aT (t, D,K).
This test is designed to increase term occurrence of one query term so that a query term
will dominate in a document. A retrieval function with a higher PR value for this test is
more robust against such dominance and favors documents containing more distinct query
terms.
Majority query term growth test (TG2): We can increase the term occurrences for all
but one random query term. Test could be defined as follows:
t is a random query term, for every D ∈ D
for every t′ ∈ Q− {t}, if t′ ∈ D, perform aT (t′, D,K).
The test is designed to increase term occurrences for majority query terms so that only
one query term will be less dominant in a document. Obviously this test is only meaningful
for queries with at least two terms, and in the case when there are exactly two terms, it is
the same as the previous test. A higher PR value indicates that the function is more robust
against such majority dominance and favors documents containing more of the query terms
(i.e., larger sum of all query term occurrences).
All query term growth test (TG3): We perform the internal term growth perturbation
for all query terms :
For every D ∈ D
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Table 5.4: Tests and corresponding interpretations
Test Interpretation of higher value Tag
length variance reduction have less gain on length normalization LV1
length variance amplification be more robust to larger document variance LV2
length scaling better at avoiding over-penalizing long documents LV3
term noise addition penalize long documents more appropriately TN
single query term growth favor documents with more distinct query terms TG1
majority query term growth favor documents with more query terms TG2
all query term growth balance tf and LN more appropriately TG3
for every t ∈ Q, if t ∈ D, perform aT (t, D,K).
This test is to examine whether the increase of tf can compensate for the score loss caused
by the length penalization. A retrieval function with higher PR value can balance the TF
and LN parts better.
All the proposed tests and their interpretations are summarized in Table 5.4.
5.4 Experiments
5.4.1 Setup
Following the setup in previous section, we use the same three retrieval functions as used
in Chapter 4 for diagnosis: pivoted normalization (Piv.) [57, 56], Okapi (Ok.) [43, 46], and
Dirichlet prior (Dir.) [77]. To make the implementation of heuristics clearer, we rewrite
these retrieval functions as follows.
Piv. : S(Q,D) =
∑
t∈Q∩D
c(t, Q)× IDFPiv(t)×
TFPiv(t, D)
LNPiv(D)
Ok. : S(Q,D) =
∑
t∈Q∩D
QTFOk(t)× IDFOk(t)× TFLNOk(t, D)
Dir. : S(Q,D) =
∑
t∈Q∩D
c(t, Q)× TFIDFDir(t, D)− |Q| × LNDir(D)
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Table 5.5: Optimal performance of representative functions
trec7 trec8 wt2g ap88-89 doe fr88-89
Pivoted 0.176 0.244 0.288 0.227 0.179 0.218
Okapi 0.186 0.251 0.310 0.226 0.185 0.230
Dirichlet 0.186 0.257 0.302 0.224 0.180 0.202
where
IDFPiv(t) = ln(
N + 1
df(t)
)
TFPiv(t, D) = 1 + ln(1 + ln(c(t, D)))
LNPiv(D) = 1− s+ s
|D|
avdl
QTFOk(t) =
(k3 + 1)× c(t, Q)
k3 + c(t, Q)
IDFOk(t) = ln
N − df(t) + 0.5
df(t) + 0.5
TFLNOk(t, D) =
(k1 + 1)× c(t, D)
k1((1− b) + b
|D|
avdl
) + c(t, D)
TFIDFDir(t, D) = ln(1 +
c(t, D)
µ× p(t|C)
)
LNDir(D) = ln(1 +
|D|
µ
)
We perform diagnostic tests over six data sets used in previous section. These three
functions perform very similarly when optimized on these data sets as shown in Table 5.5.
We cannot understand much how these functions differ just based on these MAP values.
We will show that diagnostic tests are able to help us understand their underlying differ-
ences, diagnose their weaknesses and improve their retrieval performance. In these tests, the
parameters of these retrieval functions are set to the optimal values as used in Table 5.5.
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Table 5.6: Results of length variation robustness tests
Test Pivoted Okapi Dirichlet Desirable Value and Interpretation
LV1 0.945 0.927 0.943 Low → better implementation of LN
LV2 0.873 0.889 0.908 High → more robust in a collection
with higher length variance
LV3 0.939 0.953 0.892 High → better at avoiding
over-penalizing long documents
5.4.2 Results of Diagnostic Tests
Length variation sensitivity tests
Table 5.6 shows the results of three length variation sensitivity tests. Every value is the
average PR (i.e., performance ratio) on six data sets. For the variance reduction test (i.e.,
LV1), pivoted has the highest PR value, which means that it is least sensitive to this test.
On the other hand, okapi has the lowest PR value, which means that it has lost the most
when we “turned off” its length normalization part, indicating that the length normalization
part of Okapi is implemented more reasonably than other functions.
For the length variance amplification test (i.e., LV2), Dirichlet has the highest PR value,
which means that it is more robust if we increase the length variances in the collection.
Thus, it means that Dirichlet prior might be the best choice if the document lengths varies
a lot in the collection.
For the length scaling test (i.e., LV3), okapi has the highest PR value, indicating that it is
the most robust retrieval function for this test. Since this test has the same intuition as the
LNC2 constraint, it can be regarded as a test to examine how well a retrieval function avoids
over-penalizing the long documents. Thus, the lower PR values of Dirichlet and pivoted
indicate that these two functions might not do a good job at avoiding over-penalizing the
long documents.
To further verify our results of LV3, we design and perform two additional length scaling
tests. Instead of scaling all documents, we conduct two tests where we scale only non-relevant
documents (i.e., LV3-rel) and only relevant documents (i.e., LV3-nonrel), respectively. The
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Table 5.7: Results of additional length scaling tests
Pivoted Okapi Dirichlet Desirable value and interpretation
LV3-nonrel 0.257 0.318 0.675 Low → better at avoiding
over-penalizing long documents
LV3-rel 0.774 1.87 1.47 High → balance TF and LN better
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Figure 5.2: Additional length scaling tests:LV3-nonrel(Left), LV3-rel(Right)
results are shown in Table 5.7 and Figure 5.2. In LV3-nonrel test, all the non-relevant
documents becomes longer. We would expect that a retrieval function that penalizes long
documents more harshly to have a higher PR value. The highest PR value of Dirichlet
indicates that it penalizes long documents more harshly than the other two functions. In
LV3-rel test, both term frequency and document length grows in all relevant documents. We
expect that a retrieval function that balances TF and LN well would get a higher PR value.
The lowest PR value of pivoted indicates that it does not balance the growth of TF and LN
as well as the other functions.
Term noise resistance tests
Table 5.8 and Figure 5.3 show the results of term noise resistance tests where the noisy terms
are added to all the documents. The lowest PR value of Dirichlet indicates that Dirichlet
does not penalize long documents as appropriately as others.
To further understand the results, we design one additional test (i.e., TN-nonrel). Instead
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Figure 5.3: Term noise addition tests (TN)
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Figure 5.4: Additional term noise tests (TN-nonrel)
of performing the test on all the documents, we perform it only on non-relevant documents.
Thus, when we do more perturbation, the length of a non-relevant document would become
longer, and we expect that a retrieval function penalizing long documents more harshly
would perform much better when we do more perturbation. Figure 5.4 shows the results for
TREC7. The curve for other data sets are similar. The performance of Dirichlet grows more
quickly, which means that it penalizes the long documents more harshly, which is consistent
with our findings in non-relevant document length scaling test (i.e., LV3-nonrel).
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Table 5.8: Results of noise resistant tests
Pivoted Okapi Dirichlet Desirable value and interpretation
TN (constant) 0.973 0.969 0.954 High → penalize long documents better
TN (linear) 1 1 0.916 High → penalize long documents better
TN-nonrel 1.11 1.12 1.30 Low → better at avoiding
(constant) over-penalizing long documents
TN-nonrel 1.31 1.49 2.27 Low → better at avoiding
(linear) over-penalizing long documents
TF-LN balance tests
The results for TF-LN balance tests are summarized in Table 5.9. For single query term
growth test, pivoted and okapi have higher PR values than Dirichlet, indicating that they
favor documents matching more distinct query terms. From the left plot in Figure 5.5, we
see that Dirichlet performs differently from the other two.
For majority query growth test, Dirichlet has the highest PR, indicating that it favors the
documents matching more query terms (i.e., larger sum of term occurrences for all the query
terms in the document). The right plot in Figure 5.5 also shows that Dirichlet performs
differently from the other two. It shows that Dirichlet starts decreasing when we have more
perturbations (i.e. the documents are longer).
Based on the analysis from previous length-related tests, we know that Dirichlet tends
to penalize long documents more harshly, which may be the cause for the decrease. To
understand the results better, we perform another sets of tests, i.e., after performing query
term growth tests, we perform length variance reduction test again to make all the document
lengths equal. In this way, we can factor out the effect of length normalization. The results
are shown in Figure 5.6, which is consistent with the previous observations. Therefore, we
can make the conclusion that the behavior of TF part in Dirichlet is quite different from
that part in Okapi and pivoted; both ways have their own advantages.
For all query term growth test, the results for constant growth and linear growth are
not consistent as shown in Figure 5.7 and Table 5.9. In linear growth test, pivoted has
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Figure 5.5: Single and majority term growth tests
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Figure 5.6: Single and majority term growth + Equal Len
the smallest PR value, which means that it can not balance TF and LN very well in these
cases, because the increase of TF in pivoted can not compensate for the penalty caused by
the document length. This observation is also consistent with our analysis of the relevant
document length scaling test.
5.4.3 Analysis of Results
All the results presented in the previous subsection clearly demonstrate that the proposed
diagnostic tests have the ability to pinpoint the weaknesses and strengths of the three func-
tions. Here we briefly summarize our findings in Table 5.10. Instead of presenting results
measured by PR, we give a confidence score to every pair-wise comparison. The confidence
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Table 5.9: Results of TF-LN balance tests (Larger value is better)
Pivoted Okapi Dirichlet
single constant 0.860 0.868 0.785
(TG1) linear 0.874 0.913 0.865
majority constant 0.853 0.848 0.869
(TG2) linear 0.877 0.855 0.944
all constant 0.799 0.796 0.783
(TG3) linear 0.890 0.936 0.962
score is computed by the percentage of the data sets supporting the conclusion. For exam-
ple, if 5 out of 6 data sets show that A performs better than B for test T, we have 83.3%
confidence to say that A performs better than B for test T.
Comparing the findings from constraint analysis (as shown in Table ??) with those from
diagnostic tests (as shown in Table 5.10), we observe that many findings from these two
strategies are consistent. First, constraint analysis shows that Okapi is the only retrieval
function that satisfies both LN constraints, which is consistent with the results of LV1 test,
i.e., the implementation of LN in Okapi is better. Second, Dirichlet is diagnosed to over-
penalize long documents based on both constraint analysis (i.e., LNC2) and diagnostic tests
(i.e., LV3, LV3-nonrel, TN and TN-nonrel). Finally, Pivoted does not balance the TF and
LN well based on TF-LNC, LNC2, LV3-rel test, and TG3 test.
However, diagnostic tests could provide additional information that can not be found
using constraint analysis. For example, we could identify the unique advantage of Dirichlet,
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i.e., it performs better when the document collection has larger length variance. Further-
more, constraint analysis can not identify the poor implementations of TF in the analyzed
retrieval functions. On the contrary, diagnostic tests could identify the unique strengths and
weaknesses of TF implementation in these retrieval functions.
Based on the results from constraint analysis and diagnostic tests, we summarize the
weaknesses of every function in Table 5.11.
5.4.4 Improving Retrieval Functions
We now discuss how to modify existing retrieval functions based on the results of diagnostic
tests, and compare the performance (i.e., MAP) of the modified functions with the exist-
ing retrieval functions. In all the results tables, ‡ and † indicate that the improvement is
statistically significant according to Wilcoxon signed rank test at the level of 0.05 and 0.1
respectively.
Modifying LN Implementations
Both constraint analysis and diagnostic tests indicate that pivoted and Dirichlet suffer the
problem of penalizing long documents harshly. To solve this problem, we modify them in
the following ways.
MPln : S(Q,D) =
∑
t∈Q∩D
c(t, Q)×
TFPiv(t, D)× IDFPiv(t)
LNPiv(D)λ
MDln : S(Q,D) =
∑
t∈Q∩D
c(t, Q)× TFIDFDir(t, D)− |Q| × LNDir(D)
λ
where 0 < λ ≤ 1. The performance of the modified functions is reported in Table 5.12. It
shows that such length normalization modification improves the performance.
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Table 5.10: Summary of diagnostic results (? represents uncertainty, >> means more desir-
able)
Tests P. vs. D. O. vs. D. O. vs. P. Findings
LV1 D >> P O >> D O >> P Ok.: has better
(66.7%) (83.3%) (100%) implementation of LN
LV2 D >> P D >> O O?P Dir.: performs better in
(83.3%) (83.3%) high-variance collections
LV3 P >> D O >> D O >> P Dir.: over-penalizes
(83.3%) (100%) (66.7%) long documents
LV3-nonrel P >> D O >> D P >> O Dir.: over-penalizes
(100%) (100%) (100%) long documents
LV3-rel D >> P O >> D O >> P Piv.: does not balance
(100%) (83.3%) (100%) TF and LN well
TN constant P >> D O >> D P > O Dir.: over-penalizes
(83.3%) (66.7%) (66.7%) long documents
linear P >> D O >> D P = O
(100%) (100%) (100%)
TN constant P >> D O >> D P >> O Dir.: over-penalizes
-nonrel (83.3%) (100%) (66.7%) long documents
linear P >> D O >> D P >> O
(100%) (100%) (66.7%)
TG1 constant P >> D O >> D O >> P Ok.: favors documents
(100%) (100%) (66.7%) with more
linear P >> D O >> D O >> P distinct query terms
(66.7%) (83.3%) (66.7%)
TG2 constant D >> P D >> O P >> O Dir.: favors documents
(66.7%) (83.3%) (66.7%) with more query terms
linear D >> P D >> O P >> O
(100%) (100%) (66.7%)
TG3 constant D?P O >> D O >> P Piv.: does not balance
(66.7%) (66.7%) TF and LN well
linear D >> P D >> O O >> P
(100%) (66.7%) (66.7%)
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Table 5.11: Weaknesses of functions and supporting constraints/tests
Weaknesses Constraints Diagnostic tests
Piv. can not balance TF and LN well TF-LNC LV3 (rel), TG3
does not favor documents — TG2
with more query terms
Ok. does not favor documents with more query terms — TG2
with more query terms
Dir. penalizes long documents more harshly LNC2 LV3, TN,
LV3-nonrel
TN-nonrel
does not favor documents with — TG1
more distinct query terms
Table 5.12: Improvement of LN modifications
trec7 trec8 wt2g ap88-89 doe fr88-89
Piv. 0.176 0.244 0.288 0.227 0.179 0.218
MPln 0.181 0.250‡ 0.306‡ 0.227 0.180† 0.231
Dir. 0.186 0.257 0.302 0.224 0.180 0.202
MDln 0.187 0.259† 0.318‡ 0.225 0.181‡ 0.205
Modifying TF Implementations
It is unclear which TF implementation in the analyzed retrieval functions is more reasonable
through constraint analysis. However, as we discussed early, the results of diagnostic tests
allow us to identify the unique features in the TF implementations, and provide hints on
how to make the current implementations more reasonable.
The diagnostic results show that the TF implementation of Dirichlet and that of Okapi
(or Pivoted) represent two extreme cases: one is to favor documents with more query terms
(i.e., larger sum of all query term occurrences), one is to favor documents with more distinct
query terms. An ideal TF can be hypothesized to lie in somewhere between the two extremes.
Based on this intuition, we heuristically modify the pivoted and Dirichlet as follows.
MPtf1 : S(Q,D) =
∑
t∈Q∩D
c(t, Q)×
tfidf1(t, D)
LNPiv(D)
MPtf2 : S(Q,D) =
∑
t∈Q∩D
c(t, Q)×
tfidf2(t, D)
LNPiv(D)
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Table 5.13: Improvement of TF modifications
trec7 trec8 wt2g ap88-89 doe fr88-89
Piv. 0.176 0.244 0.288 0.227 0.179 0.218
MPtf1 0.182 0.248 0.293 0.227 0.183 0.218
MPtf2 0.182 0.250 0.296† 0.227 0.187‡ 0.216
Dir. 0.186 0.257 0.302 0.224 0.180 0.202
MDtf1 0.187† 0.260† 0.310‡ 0.228‡ 0.183† 0.227‡
MDtf2 0.188† 0.255 0.310‡ 0.229‡ 0.182‡ 0.213‡
MDtf1 : S(Q,D) =
∑
t∈Q∩D
c(t, Q)× tfidf1(t, D)− |Q| × LNDir(D)
MDtf2 : S(Q,D) =
∑
t∈Q∩D
c(t, Q)× tfidf2(t, D)− |Q| × LNDir(D)
where
tfidf1(t, D) = α× TFPiv(t, D)× IDFPiv(t) + (1− α)× TFIDFDir(t, D)
tfidf2(t, D) = α× TFOk(t, D)× IDFPiv(t) + (1− α)× TFIDFDir(t, D)
TFOk(t, d) =
2.2× c(t, D)
1.2 + c(t, D)
and µ = 2000 in TFIDFDir(t, d), 0 ≤ α ≤ 1 and other notations are the same as explained
at the beginning of the section.
The optimal performance of the modified retrieval functions is reported in Table 5.13.
The results show that the modification can improve the performance, and tfidf2 usually
performs better than tfidf1.
Additivity of modified TF and LN implementations
Since both LN and TF modifications are effective and tfidf2 is better, we can combine them
in the following way.
60
Table 5.14: Additivity of TF and LN modifications
trec7 trec8 wt2g ap88-89 doe fr88-89
Piv. 0.176 0.244 0.288 0.227 0.179 0.218
Dir. 0.186 0.257 0.302 0.224 0.180 0.202
Ok. 0.186 0.251 0.310 0.226 0.185 0.230
MPtf2ln 0.186 0.256 0.316 0.227 0.187 0.230
MDtf2ln 0.190‡ 0.262‡ 0.321‡ 0.229 0.184 0.224
MPtf2ln : S(Q,D) =
∑
t∈Q∩D
c(t, Q)×
tfidf2(t, D)
LNPiv(D)λ
MDtf2ln : S(Q,D) =
∑
t∈Q∩D
c(t, Q)× tfidf2(t, D)− |Q| × LNDir(D)
λ
The performance of combining ln and tfidf2 is reported in Table 5.14. The additivity
of performance improvement of LN and TF comes from the fact that they capture different
weaknesses in the retrieval function. Indeed, the modified retrieval functions outperform the
optimized existing retrieval functions in most cases.
Although more parameters are introduced in the modified functions, the proposed di-
agnostic tests provide us guidance on where we should introduce additional parameters.
Without such methodology, it is really hard to know how to modify a retrieval function to
improve the retrieval performance in a principal way. We plan to study the sensitivity of
these parameters and find alternative way to address the weaknesses without introducing
extra parameters in the future.
The TF part and LN part in Okapi function are integrated together, which makes it
harder to address the weaknesses of each component separately. We do not explore how to
address the weaknesses of Okapi in the thesis, and leave it as future work. However, the new
retrieval functions, that are derived using the proposed diagnostic evaluation methodology,
outperform Okapi in most cases as shown in Table 5.14.
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5.5 Conclusions and Future Work
In this chapter, we propose a novel general evaluation methodology to empirically diagnose
weaknesses and strengths of retrieval models. We formally define a set of relevance-preserved
collection perturbation operators, which can enlarge the performance difference and make it
easier to pinpoint the weaknesses and strengths of retrieval functions. These operators serve
as basic tools for us to perform diagnostic tests. We present a common procedure to design
the diagnostic tests for retrieval models, where we connect the retrieval constraints with
perturbation operators. Following the procedure, we design three sets of diagnostics tests,
and perform the tests on six data sets. Experiments show that the proposed methodology
can (1) identify the weaknesses and strengths of a retrieval function, (2) evaluate how well
a retrieval function implements retrieval constraints, (3) explain the empirical differences
among retrieval functions, and (4) give hints on how a retrieval function should be modified
to further improve the performance. The modified retrieval functions based on diagnostic
test results have been shown to outperform three representative retrieval functions in most
cases. We further show that the empirical evaluation results are consistent with the analytical
evaluation results as shown in Chapter 4, but are able to find more weaknesses which can
not be identified through constraint analysis.
There are many interesting future research directions based on this work. First, it will be
interesting to design more diagnostic tests to discover more interesting characteristics of dif-
ferent retrieval functions. The proposed diagnostic tests focus on only several basic retrieval
heuristics. But if we could test more aspects of a retrieval function and found the weak-
nesses in these aspects, the function presumably would perform better empirically. Second,
we could explore other measures to evaluate the results of diagnostic tests. The proposed PR
measure is only one possible choice, and may not be the best one to quantitatively measure
how well a retrieval function implements the corresponding retrieval constraints. Thus, it is
interesting to study more measures in order to see which one is more reasonable.
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Chapter 6
Derivation of New Retrieval Functions
The axiomatic approach offers a new way of developing retrieval models. In the previous
chapters, we have shown how the constraint analysis and perturbation tests can provide
insights about how to modify a retrieval function to improve performance. In this chapter,
we study more systematically how to exploit the axiomatic approach to develop new retrieval
functions.
The basic idea is to search in a space of candidate retrieval functions for one that can
satisfy a set of reasonable retrieval constraints. The assumption is that if a retrieval function
satisfies all our constraints, it would likely be effective empirically. In the previous chapters,
we propose to define retrieval constraints by formalizing the retrieval heuristics. The remain-
ing challenge in developing operational retrieval models using such an axiomatic approach is
how to appropriately define the search space for retrieval formulas. To constrain the search
space, we assume a “bag-of-terms” representation of queries and documents and propose to
define a retrieval function inductively. Based on such a definition, a retrieval function can
be decomposed into three components, referred to as Primitive weighting function, Query
growth function and Document growth function, respectively. Thus searching for a good re-
trieval function boils down to searching for a good formula for each of these three functions
in our constrained search space. The inductive definition scheme provides a common basis to
analytically compare different retrieval functions. We compare and analyze three represen-
tative existing retrieval functions in this way and find that they share some commonalities
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in their primitive weighting functions and query growth functions, but they generally dif-
fer in the document growth function. The analysis provides an interpretation of the three
component functions of the inductive definition scheme. We further generalize these specific
component functions to derive new retrieval formulas within the axiomatic framework. We
use the intuitive retrieval constraints proposed in the previous section and the technique of
exploratory data analysis [18, 20] to constrain the choices for the three component functions
and derive several new retrieval functions. We implement and test these new functions with
a number of representative test sets. The experiment results show that the derived new
functions are more robust and less sensitive to parameter settings than the existing retrieval
functions with comparable optimal performance.
6.1 Inductive Function Space
One way to help us search through the function space efficiently is to define a retrieval
function inductively. We start from the base case, where both the document and query only
contain one term. In this case, the relevance score of the document for the given query
is narrowed down to whether the term in the document matches the query term. When
involving longer documents or longer queries, we further compute relevance score inductively
by gradually adding all the terms in. We now present a formal definition of retrieval functions
in this way, with the same notation introduced in the previous chapters.
Base Case: Assume Q = {q} and D = {d}.
S(Q,D) = f(q, d) =


weight(q) = weight(d) q = d
penalty(q, d) q 6= d
(6.1)
Function f , referred to as the Primitive weighting function, assigns the relevance score of
a one-term document and a one-term query. It rewards the document weight(q) when d
matches q and penalize it by penalty(q, d) otherwise. We assume that ∀t ∈ T , weight(t) > 0
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and ∀q, ∀d 6= q, penalty(q, d) < weight(d).
When it comes to longer documents and longer queries, we define a retrieval function
inductively.
Inductive Step: ∀Q,D such that |Q| ≥ 1 and |D| ≥ 1,
(1) Assume Q′ = Q ∪ {q}.
S(Q′, D) = S(Q ∪ {q}, D) = g(S(Q,D), S({q}, D), q, Q,D)
(2) Assume D′ = D ∪ {d}.
S(Q,D′) = S(Q,D ∪ {d}) = h(S(Q,D), S(Q, {d}), d, Q,D)
Function g is called the Query growth function, and it describes the score change when
one more term is added into a query. When a new term q is added, the score of any document
for this new query (i.e. S(Q∪{q}, D)) is determined by the score of the document for the old
query (i.e. S(Q,D)), the score of the document for the added query term (i.e. S({q}, D)),
and any possible score adjustment through D, Q and q. Similarly, function h is called the
Document growth function, and it describes the score change when adding one more term to
a document. Similarly, the score of the new document for any query Q (i.e. S(Q,D ∪ {d}))
is related to the score of the old document (i.e. S(Q,D)), the score of the added term for
the given query (i.e. S(Q, {d}), and certain additional information from D, Q and the added
term d.
Functions f , g, and h define the framework of our search space. Unfortunately, above
definitions themselves are too flexible to guarantee that every formula in the space is a
reasonable function, because S(Q,D) may be decomposed in multiple ways, and its values are
likely decomposition-order-sensitive. To make the space meaningful, the following theorem
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gives a set of necessary and sufficient conditions under which S(Q,D) can be guaranteed to
be a function.
Theorem 1 Let δd(d,D,Q) = S(Q,D ∪ {d}) − S(Q,D) is the score change due to the
addition of term d to document D, and δq(q,D,Q) = S(Q ∪ {q}, D)− S(Q,D) is the score
change due to the addition of a term q to query Q. S(Q,D) is a function if and only if all
the following conditions holds.
(1) ∀Q,D and ∀q, d ∈ T , δd(d,D,Q) + δq(q,D ∪ {d}, Q) = δq(q,D,Q) + δd(d,D,Q∪ {q})
(2) ∀Q,D and ∀d1, d2 ∈ T , δd(d1, D,Q) + δd(d2, D ∪ {d1}, Q) = δd(d2, D,Q) + δd(d1, D ∪
{d2}, Q)
(3)∀Q,D and ∀q1, q2 ∈ T , δq(q1, D,Q)+δq(q2, D,Q∪{q1}) = δq(q2, D,Q)+δq(q1, D,Q∪{q2})
Intuitively, these three conditions simply require that S(Q,D) remains the same no mat-
ter in which order the terms are added to the query and the document. The proof of this
theorem is given as follow.
Proof : (Only if) Suppose S(Q,D) is a function. Therefore, the value of S(Q,D) remains
same no matter in which order the terms are added in each of the following three situations:
(1) Add two different terms to the document; (2) Add two different terms to the query; (3)
Add a term to the document and a term to the query.
In the first situation, it requires that ∀d1, d2,
S(Q,D ∪ {d1} ∪ {d2}) = S(Q,D ∪ {d1}) + δd(d2, D ∪ {d1}, Q)
= S(Q,D ∪ {d2}) + δd(d1, D ∪ {d2}, Q).
By further decomposing S(Q,D ∪ {d1}) and S(Q,D ∪ {d2}), we have
δd(d1, D,Q) + δd(d2, D ∪ {d1}, Q) = δd(d2, D,Q) + δd(d1, D ∪ {d2}, Q).
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Similarly, for the second situation, it requires that ∀q1, q2,
S(Q ∪ {q1} ∪ {q2}, D) = S(Q ∪ {q1}, D) + δq(q2, D,Q ∪ {q1})
= S(Q ∪ {q2}, D) + δq(q1, D,Q ∪ {q2}).
By further decomposition, we have
δq(q1, D,Q) + δq(q2, D,Q ∪ {q1}) = δq(q2, D,Q) + δq(q1, D,Q ∪ {q2}).
Finally, for the third situation, it requires that ∀d, q,
S(Q ∪ {q}, D ∪ {d}) = S(Q ∪ {q}, D) + δd(d,D,Q ∪ {q})
= S(Q,D ∪ {d}) + δq(q,D ∪ {d}, Q)
After further decomposition, we have
δq(q,D,Q) + δd(d,D,Q ∪ {q}) = δd(d,D,Q) + δq(q,D ∪ {d}, Q).
(If) Suppose those three questions hold. We want to prove that S(Q,D) is a function
for all Q and D, where |Q| ≥ 1 and |D| ≥ 1. We will prove it inductively.
Base case: Given |Q| = 1 and |D| = 1. Based on the definition of primitive weighting
function, it is trivial that there is only one possible value of S(Q,D) for any given Q and D,
which means S(Q,D) is a function.
Inductive Step: Given that S(Q′, D′) is a function when 2 ≤ |D′| + |Q′| ≤ k (k ≥ 2),
we need to show that S(Q,D) is a function when |Q|+ |D| = k + 1.
First, based on one of the given equations, we have ∀q1, q2 ∈ Q, |Q| ≥ 2,
δq(q1, D,Q− {q1}) + δq(q2, D,Q
′) = δq(q2, D,Q− {q2}) + δq(q1, D,Q
′),
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where Q′ = Q− {q1} − {q2}. Since |Q− {q1} − {q2}|+ |D| ≤ k, S(Q− {q1} − {q2}, D) is a
function. After adding it to both sides of the above equation, we have
δq(q1, D,Q− {q1}) + S(Q− {q1}, D) = δq(q2, D,Q− {q2}) + S(Q− {q2}, D),
which demonstrates that the value of S(Q,D) remains same no matter which query term is
the last one to be added.
Second, based on the given equations, we have ∀d1, d2 ∈ D, |D| ≥ 2,
δd(d1, D − {d1}, Q) + δd(d2, D
′, Q) = δd(d2, D − {d2}, Q) + δd(d1, D
′, Q),
where D′ = D − {d1} − {d2}. Since |Q|+ |D − {d1} − {d2}| ≤ k, S(Q,D − {d1} − {d2}) is
a function. After adding it to both sides of the above equation, we have
δd(d1, D − {d1}, Q) + S(Q,D − {d1}) = δd(d2, D − {d2}, Q) + S(Q,D − {d2})
which demonstrates that the value of S(Q,D) remains same no matter which term is the last
one to be added to the document.
Finally, we need to guarantee that the value of S(Q,D) remains same no matter whether
the last term is added to document or to the query, which can be proved as follow. Based on
the given equations, we have ∀d ∈ D, q ∈ Q, |D| ≥ 2, |Q| ≥ 2,
δd(d,D − {d}, Q) + δq(q,D − {d}, Q− {q}) = δq(q,D,Q− {q}) + δd(d,D − {d}, Q− {q}).
Since |Q− {q}|+ |D− {d}| ≤ k, S(Q− {q}, D− {d}) is a function. After adding it to both
sides of equation, we have
δd(d,D − {d}, Q) + S(D − {d}, Q) = δq(q,D,Q− {q}) + S(D − {d}, Q).
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Therefore, if the above equations hold, the value of S(Q,D) remains same no matter in
which order the term is added to the document or/and query, i.e. S(Q,D) is a function.
6.2 Inductive Function Decomposition
In order to obtain some sense about the relationship between the existing retrieval functions
and this new way of defining a retrieval function, we rewrite 3 representative existing retrieval
functions using the inductive definition schema.
6.2.1 Pivoted Normalization (PN)
After rewriting, we have
weight(q) = ln
N + 1
df(q)
·
1
Piv LN(1)
penalty() = 0
g() = S(Q,D) + S({q}, D)
h() = λ1(|D|) · S(Q,D) + λ2(|D|) ·∆TF (C(d,D)) · S(Q, {d})
where Piv LN(x) = (1 − s) + s x
avdl
, ∆TF (x) = ln(1 + ln(x + 1)) − ln(1 + ln(x)), λ1(x) =
Piv LN(x)
Piv LN(x+1)
and λ2(x) =
Piv LN(1)
Piv LN(x+1)
.
The decomposition shows that weight(q) is related to an IDF-related discriminative value
of q, while h() appears to implement document length and TF normalization.
6.2.2 Okapi
After rewriting, we have
weight(q) = ln
N − df(q) + 0.5
df(q) + 0.5
· TF LN(1, 1)
penalty() = 0
69
g() = S(Q,D) + ∆QTF (C(q, Q)) · S({q}, D)
h() = S(Q,D) + S(Q; {d}) ·∆TF (C(d,D), |D|+ 1) · γ
+
∑
t∈D∩Q
S(Q, {t}) ·∆LN(C(t, D), |D|) · γ
=
∑
t∈D∩Q−{d}
S(Q, {t}) · TF LN(C(t, D), |D|+ 1) · γ
+S(Q; {d}) · TF LN(C(d,D) + 1, |D|+ 1) · γ
where QTF (x) = (k3+1)×x
k3+x
, TF LN(x, y) = (k1+1)×x
k1((1−b)+b
y
avdl
)+x
,∆TF (x, y) = TF LN(x+1, y)−
TF LN(x, y), ∆LN(x, y) = TF LN(x, y + 1)− TF LN(x, y), ∆QTF (x) = QTF (x+ 1)−
QTF (x) and γ = 1
TF LN(1,1)
.
It shows again that weight(q) is an IDF-related value of q. And h() again implements length
normalization and TF normalization, though the form of the formula is more complex than
in the case of PN.
6.2.3 Dirichlet Prior (DP)
After rewriting, we have
weight(q) = ln(1 +
1
µ · p(q|C)
)− ln(1 +
1
µ
)
penalty() = −ln(1 +
1
µ
)
g() = S(Q,D) + S({q}, D)
h() = S(Q,D) + β(C(d,D), p(d|C)) · S(Q, d)
+θ(p(d|C), C(d,D), |D|, |Q|)
where θ(x, y, z, l) = l · (ln µ
z+1+µ
− ln µ
z+µ
) −
ln(1+ y+1
x
)−ln(1+ y
x
)
ln(1+ 1
x
)
· l · ln µ
1+µ
and β(x, z) =
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ln(1+x+1
µ·z
)−ln(1+ x
µ·z
)
ln(1+ 1
µ·z
)
.
The results show that weight(q) is yet again an IDF-related value of q. However,
penalty() is not equal to 0 as in the previous two methods; instead, it is a negative value,
which also contributes document length normalization. Function h takes yet another com-
plex form, involving not only TF and length normalization but also the IDF-like variable
p(d|C). Function θ is playing a role for additional score adjustment due to the addition of
the terms.
6.2.4 Summary
The rewriting exercise provides interesting insights on how we may derive new functions.
1. All the instantiations of weight(q) are related to an IDF-like discrimination value of
q. However, weight(q) in Okapi can be smaller than penalty(q, d)(=0), which causes
poor performance on verbose queries.
2. There are two ways to implement document length normalization in our framework.
One is to set penalty(w, q) < 0, which penalizes any non-query terms in the document,
as in the DP method. The other is to use document length related parameters to adjust
the document relevance score as in PN (i.e. λ1() and λ2()) and Okapi (i.e. TF LN()).
3. It shows three possible ways to instantiate the document growth function, which we
summarize below in a more general form.
S(Q,D ∪ {d}) = λ1(|D|) · S(Q,D) + λ2(|D|) · α(C(d,D)) · S(Q, {d})
S(Q,D ∪ {d}) =
∑
t∈D∩Q−{d}
S(Q, {t})λ(|D|+ 1, C(t, D))
+S(Q, {d}) · λ(|D|+ 1, C(d,D) + 1)
S(Q,D ∪ {d}) = S(Q,D) + β(C(d,D), C(d,Q), p(d|C)) · S(Q, {d})
+θ(C(d,D), p(d|C), |D|, |Q|)
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6.3 Derivation of New Retrieval Functions
In this section, we study how to instantiate each component function in the framework to
derive a new reasonable retrieval function. Our approach is to start with decomposition
results of any existing retrieval function, generalize each component function of the existing
functions, use constraints to find alternative implementation for each component function,
and finally combine the three component functions to form a new retrieval function.
6.3.1 Primitive Weighting Function
The primitive weighting function has two component functions: weight(q) and penalty(q, d).
As discussed in the previous section, the decision on penalty(q, d) affects the instantiation
of the document growth function, so we postpone its discussion together with the document
growth function.
We consider two ways to define weight(q), both connected with how the matching of q
contributes to the relevance between documents and queries. The first is to define it as the
point-wise mutual information between the presence/absence of q in a document (p(occ))
and whether the document is relevant to the given query (p(rel)).
weight(q) = log
p(occ ∩ rel)
p(occ)p(rel)
= log
p(occ|rel)
p(occ)
(6.2)
The second is to define it as the conditional probability that a document is relevant if q
occurs in the document:
weight(q) = P (rel|occ) (6.3)
p(occ) can be estimated as p(occ) = df(q)
N
. If the relevance information of documents
is available (e.g. through feedback from the users), it is easy to estimate p(occ|rel) and
p(rel|occ), so weight(q) can be computed accordingly. However, when we have insufficient
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relevance information, it is much harder to compute weight(q) directly. One possible solution
is to employ exploratory data analysis [18, 20]. The basic idea is to find an empirical function
that can well explain the relationship between unknown and known variables on training
data. For example, we may relate weight(q) to the known variables p(occ) and try to find a
function of p(occ) that can approximate weight(q) well. Specifically, for a given data set, we
compute weight(q) (according to Equation (6.2) or (6.3)) and p(occ) for each query term.
Since the variance of these variables is large, we follow [18] and group the data points together
in bins. We average both known and unknown variables for a bin to obtain a “pseudo data
point”, and plot the graph for these two variables (i.e. weight(q) vs. p(occ)).
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Figure 6.1: Plot of weight(q)(computed using Equation 6.2) vs. log df(q)
N
(Left) and plot of
log(weight(q)) (computed using Equation 6.3) vs. log df(q)
N
(Right)
The left plot of Figure 6.1 shows the weight(q) computed using Equation(6.2) against
log(P (occ)) = log df(q)
N
on AP data set. (The plots on other data sets are similar.) There
appears to be a negative linear correlation between them. Thus we assume weight(q) =
a log df(q)
N
+b, where a and b are constants. Visually examining several such plots on different
data sets indicates a = −1 and b = 0 may be a good approximation. That is weight(q) =
log N
df(q)
, which will be referred to as LOG weighting function. Note that the LOG weighting
function is the typical IDF [61, 49].
The right plot in Figure 6.1 shows how log(weight(q)), where weight(q) is computed
using Equation(6.3), is related to log df(q)
N
. We also see a negative linear correlation between
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them. Again, as a crude approximation, we may assume
weight(q) = (
N
df(q)
)k, (0 < k < 1)
where k is a parameter. We call this formula EXP weighting function.
6.3.2 Query Growth Function
The analysis of existing retrieval functions reveals that their query growth functions are
similar and of a relatively simple form. The slightly more complicated form of Okapi has
not shown any clear benefit in our preliminary experiments. Thus we fix our choice of query
growth function to the following simple form:
S(Q ∪ {q}, D) = S(Q,D) + S({q}, D).
6.3.3 Document Growth Function
We generalize the document growth functions of the three existing retrieval functions and
explore the interesting alternative choices.
Formula 1—PN Variation The generalized form of the PN document growth function
is
S(Q,D ∪ {d}) = λ1(|D|) · S(Q,D) + λ2(|D|) · α(C(d,D)) · S(Q, {d})
which is a weighted linear combination of S(Q,D)and S(Q, {d}) with the weights depending
on three unknown functions (i.e. λ1, λ2, α).
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We can easily recover PN with the following instantiations:
λ1(x) =
avdl · 1−s
s
+ x
avdl · 1−s
s
+ x+ 1
, λ2(x) =
avdl · 1−s
s
+ 1
avdl · 1−s
s
+ x+ 1
α(y) = ln(1 + ln(y + 1))− ln(1 + ln(y)), (y > 1)
We now discuss how we may exploit our inductive definition scheme and retrieval con-
straints to find interesting alternative instantiations of λ1, λ2 and α.
First, we need to ensure that S(Q,D) is a function. Applying theorem 1, we find that con-
dition (1) and condition (3) can be satisfied unconditionally, but the following two equations
must hold in order to satisfy condition (2).
λ2(k + 1) = λ1(k + 1)× λ2(k), k ≥ 0 (6.4)
λ2(0) = 1 (6.5)
Next, TFC1 suggests that
λ2(k)
1− λ1(k)
>
S(Q,D)
weight(q)
. (6.6)
Since S(Q,D) is roughly a sum of weights over all matched terms, we expect S(Q,D)
weight(q)
< avdl.
Thus we consider the following stronger but simpler condition; if Equation (6.7) holds, we
expect Equation (6.6) to hold for most documents.
λ2(k)
1− λ1(k)
> avdl. (6.7)
Furthermore, LNC1 implies that
∀k, λ1(k) < 1. (6.8)
75
One way to satisfy this condition is to let λ1(k) =
f(k)
f(k+1)
, where f(k) decreases when
k increases. A natural simple choice for f(k) is f(k) = a × k + b, where a > 0. In this
case, λ1(k) =
a×k+b
a×(k+1)+b
. According to Equation (6.4), λ2(k) =
f(1)
f(k+1)
= a+b
a×(k+1)+b
, k > 0.
Therefore, Equation (6.7) is equivalent to 1 + b
a
> avdl. We thus can assume b
a
= avdl/s
and 0 < s < 1, and have
λ1(k) =
k + avdl
s
k + 1 + avdl
s
, λ2(k) =
1 + avdl
s
k + 1 + avdl
s
.
Finally, the analysis of TFC2 and TFC3 requires that α(C(d,D)) decreases when C(d,D)
increases. It is easy to show that α(0) = 1. So ∀x, α(x) ≤ 1. Leaving the study of a better
form of α(C(d,D)) for our future work, we simply take the corresponding component from
the pivoted normalization formula: α(k) = ln(1 + ln(k + 1)) − ln(1 + ln(k)), k ≥ 1 and
α(0) = 1.
Using this document growth function together with
penalty(q, d) = 0, we obtain the following retrieval function
S(Q,D) =
∑
t∈D∩Q
TF (C(t, D)) · C(t, Q) · weight(t)
avdl + s
avdl + |D| · s
(6.9)
where 0 ≤ s ≤ 1 and TF (x) = 1 + ln(1 + ln(x)).
If we set s = s
′
1−s′
and weight(q) = logN+1
df(q)
, Equation 6.9 turns into PN with parameter
s′. The constraint 0 ≤ s ≤ 1 is equivalent to 0 ≤ s′ ≤ 0.5, which is a narrower range than
the full range (0, 1) allowed by the standard PN method. Empirical study [11] shows that
the optimal value of s′ is always smaller than 0.4, thus the new formula we derived using the
axiomatic framework has a more reasonable parameter range than the original PN, due to
the introduction of the extra constraint Equations (6.6) and (6.7).
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Formula 2—Okapi Variation The generalized form of the Okapi document growth func-
tion is
S(Q,D ∪ {d}) =
∑
t∈D∩Q−{d}
S(Q, {t})λ(|D|+ 1, C(t, D)) + S(Q, {d}) · λ(|D|+ 1, C(d,D) + 1)
It differs from the document growth function of PN in that the linear combination weights
are related to not only the document length but also the term count and we only have one
unknown function (i.e. λ) to instantiate The following instantiation clearly recovers Okapi.
λ(x, y) = (k1+1)×y
k1((1−b)+b
x
avdl
)+y
.
We now explore how to find any interesting alternative instantiations of λ(x, y), where
x is related to the document length and y is related to the term count. We check all the
constraints to see whether they can provide us more clues about λ.
All the three conditions in Theorem 1 are satisfied unconditionally. TFC1 indicates that
λ(x + 1, y + 1) > λ(x, y), and LNC1 shows that λ(x + 1, y) < λ(x, y), which means λ(x, y)
decreases when x increases. From these, it follows that λ(x + 1, y + 1) > λ(x + 1, y), i.e.,
λ(x, y) increases as y increases. TFC2 and TFC3 indicate that λ(x, y) should be a sublinear
function w.r.t. y. From the Okapi instantiation, λ(x, y) controls how to penalize a long
document as well as how to normalize the term frequency for every term. We consider a
slightly more general form of the Okapi instantiation, λ(x, y) = y
(ax+b)+y
. The analysis of
TFC1 implies that b
a
> avdl×r, (0 < r < 1) and 0 < b ≤ 1. One way to satisfy this condition
is to set a = s/avdl and b = s, where 0 < s ≤ 1. Using this document growth function
together with penalty(q, d) = 0, we obtain
S(Q,D) =
∑
t∈D∩Q
C(t, Q) · weight(t) ·
C(t, D)
s
avdl
· |D|+ s+ C(t, D)
Formula 3—DP Variation Different from PN and Okapi, the DP method partially im-
plements length normalization through setting a negative value to penalty(q, d). The gener-
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alized form of the DP document growth function is
penalty(d, q) < 0
S(Q,D ∪ {d}) = S(Q,D) + β(C(d,D), C(d,Q), p(d|C)) · S(Q, d)
+θ(p(d|C), C(d,D), |D|, |Q|)
Setting penalty() = −ln(1 + 1
µ
) and setting β and θ as follows will recover the DP
function.
β(x, y, z) =
ln(1 + x+1
µ·z
)− ln(1 + x
µ·z
)
ln(1 + 1
µ·z
)
θ(x, y, z, l) = l · (ln
z + µ
z + 1 + µ
−
ln(1 + y+1
x
)− ln(1 + y
x
)
ln(1 + 1
x
)
· ln
µ
1 + µ
)
To seek for interesting alternative instantiations, we follow DP and set penalty(q, d) = c
where c is a negative constant. We consider a simple case where θ() = 0 and β() is only
related to C(d,D) and C(d,Q) as follows.
β(C(d,D), C(d,Q), p(d|C)) = β ′(C(d,D), C(d,Q)) =


α(C(d,D)), C(d,Q) 6= 0
1, C(d,Q) = 0
β ′(C(d,D), C(d,Q)) captures the change of term frequency. When d is a query term (i.e.
C(d,Q) > 0), the change of term frequency is captured by α(C(d,D)). The function α can
be constrained by TFC2 and TFC3. We use the same implementation of α() in PN. On the
contrary, when d is a non-query term (i.e. C(d,Q) = 0), we simply assume that the score
change due to the addition of d is always the same. To balance the score between the reward
and the penalty, we assume c = −s/avdl, where 0 ≤ s ≤ 1. We obtain the following hybrid
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variation of PN and DP:
S(Q,D) =
∑
t∈Q∩D
C(t, Q) · weight(t) · TF (C(t, D))− γ(|D|, |Q|)
where TF (x) = 1 + ln(1 + ln(x)), γ(x, y) = (x−y)·y·s
avdl
and 0 ≤ s ≤ 1.
6.3.4 Derived Retrieval Functions
Combining all the choices, we obtain the following six new retrieval functions.
F1-LOG(s): S(Q,D) =
∑
t∈Q∩D C(t, Q) · TF (C(t, D)) · LN(|D|) · LW (t)
F1-EXP(s,k): S(Q,D) =
∑
t∈Q∩D C(t, Q) · TF (C(t, D)) · LN(|D|) · EW (t)
F2-LOG(s): S(Q,D) =
∑
t∈Q∩D C(t, Q) · TF LN(C(t, D), |D|) · LW (t)
F2-EXP(s,k): S(Q,D) =
∑
t∈Q∩D C(t, Q) · TF LN(C(t, D), |D|) · EW (t)
F3-LOG(s) S(Q,D) =
∑
t∈Q∩D C(t, Q) · TF (C(t, D)) · LW (t)− γ(|D|, |Q|)
F3-EXP(s,k) S(Q,D) =
∑
t∈Q∩D C(t, Q)·TF (C(t, D))·EW (t)−γ(|D|, |Q|) where TF (x) =
1 + ln(1 + ln(x)), LW (t) = lnN+1
df(t)
, EW (t) = (N+1
df(t)
)k, LN(x) = avdl+s
avdl+x·s
, TF LN(x, y) =
x
x+s+ s·y
avdl
and γ(x, y) = (x−y)·y·s
avdl
, 0 ≤ s ≤ 1 and 0 ≤ k ≤ 1.
In fact, F2-EXP is a re-parameterization of Okapi function with only one parameter.
Previous studies [49, 79] have also attempted to vary components to form various retrieval
formulas in an arbitrary way. Our framework provides more guidance on how to choose
the components and can guarantee the performance of the derived functions in the sense of
constraint satisfaction.
6.4 Experiments
In this section, we experimentally compare the derived new retrieval functions with the three
existing ones. We also examine their parameter sensitivity. Our experiment results show
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Table 6.1: Optimal Performance Comparison of the Derived Formulas
Formula Trec7 Trec8
sk sv lk lv sk sv lk lv
F1-LOG(Piv) 0.176 0.146 ——- 0.199 0.245 0.205 ——- 0.234
F1-EXP 0.184 0.173 ——- 0.211 0.243 0.225 ——- 0.251
F2-LOG 0.185 0.159 ——- 0.208 0.260 0.210 ——- 0.240
F2-EXP 0.187 0.186 ——- 0.225 0.257 0.236 ——- 0.260
F3-LOG 0.180 0.154 ——- 0.204 0.244 0.206 ——- 0.240
F3-EXP 0.187 0.180 ——- 0.213 0.244 0.227 ——- 0.250
Formula Web FR
sk sv lk lv sk sv lk lv
F1-LOG(Piv) 0.288 0.212 ——- 0.214 0.225 0.143 0.269 0.208
F1-EXP 0.288 0.228 ——- 0.241 0.223 0.144 0.267 0.200
F2-LOG 0.295 0.245 ——- 0.266 0.223 0.164 0.271 0.241
F2-EXP 0.289 0.272 ——- 0.292 0.222 0.169 0.268 0.241
F3-LOG 0.290 0.213 ——- 0.213 0.223 0.141 0.265 0.203
F3-EXP 0.288 0.229 ——- 0.235 0.218 0.142 0.265 0.191
Formula AP DOE
sk sv lk lv sk sv lk lv
F1-LOG(Piv) 0.226 0.193 0.385 0.292 0.179 0.105 0.269 0.210
F1-EXP 0.223 0.197 0.376 0.278 0.172 0.119 0.269 0.207
F2-LOG 0.227 0.201 0.386 0.296 0.184 0.110 0.270 0.209
F2-EXP 0.225 0.203 0.379 0.280 0.175 0.116 0.269 0.203
F3-LOG 0.227 0.192 0.386 0.295 0.180 0.103 0.266 0.212
F3-EXP 0.225 0.196 0.377 0.272 0.173 0.111 0.271 0.203
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Table 6.2: Performance Comparison with Existing Formulas—Top 25-percentile
Formula Trec7 Trec8
sk sv lk lv sk sv lk lv
F2-EXP 0.187 0.187 ——- 0.224 0.256 0.236 ——- 0.260
F2-EXP-0.5 0.186 0.186 ——- 0.225 0.250 0.236 ——- 0.260
Pivoted 0.174 0.145 ——- 0.196 0.239 0.201 ——- 0.230
Okapi 0.185 0.084 ——- 0.073 0.251 0.101 ——- 0.108
Mod-Okapi 0.185 0.159 ——- 0.215 0.252 0.218 ——- 0.253
Dirichlet 0.186 0.182 ——- 0.224 0.251 0.228 ——- 0.259
Formula Web FR
sk sv lk lv sk sv lk lv
F2-EXP 0.289 0.272 ——- 0.291 0.223 0.167 0.267 0.234
F2-EXP-0.5 0.282 0.272 ——- 0.291 0.222 0.164 0.266 0.227
Pivoted 0.253 0.207 ——- 0.212 0.207 0.139 0.250 0.207
Okapi 0.310 0.203 ——- 0.229 0.229 0.080 0.276 0.079
Mod-Okapi 0.312 0.244 ——- 0.279 0.226 0.162 0.274 0.251
Dirichlet 0.289 0.272 ——- 0.291 0.206 0.157 0.244 0.233
Formula AP DOE
sk sv lk lv sk sv lk lv
F2-EXP 0.223 0.197 0.377 0.276 0.175 0.114 0.268 0.203
F2-EXP-0.5 0.220 0.190 0.374 0.272 0.174 0.112 0.268 0.203
Pivoted 0.225 0.190 0.383 0.288 0.179 0.102 0.263 0.206
Okapi 0.226 0.082 0.385 0.025 0.184 0.081 0.265 0.072
Mod-Okapi 0.226 0.194 0.384 0.295 0.183 0.104 0.270 0.216
Dirichlet 0.224 0.204 0.375 0.292 0.181 0.125 0.276 0.228
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Table 6.3: Performance Comparison with Existing Formulas—Bottom 25-percentile
Formula Trec7 Trec8
sk sv lk lv sk sv lk lv
F2-EXP 0.183 0.177 ——- 0.212 0.243 0.214 ——- 0.241
Pivoted 0.053 0.048 ——- 0.077 0.085 0.083 ——- 0.095
Okapi 0.161 0.059 ——- 0.053 0.223 0.085 ——- 0.088
Mod-Okapi 0.165 0.135 ——- 0.161 0.227 0.171 ——- 0.185
Dirichlet 0.175 0.154 ——- 0.202 0.235 0.209 ——- 0.240
Formula Web FR
sk sv lk lv sk sv lk lv
F2-EXP 0.275 0.253 ——- 0.254 0.216 0.150 0.258 0.205
Pivoted 0.041 0.042 ——- 0.051 0.061 0.056 0.082 0.070
Okapi 0.215 0.139 ——- 0.153 0.186 0.054 0.228 0.058
Mod-Okapi 0.223 0.219 ——- 0.197 0.199 0.132 0.251 0.171
Dirichlet 0.282 0.233 ——- 0.234 0.189 0.138 0.202 0.171
Formula AP DOE
sk sv lk lv sk sv lk lv
F2-EXP 0.206 0.160 0.351 0.237 0.171 0.100 0.252 0.187
Pivoted 0.089 0.072 0.184 0.135 0.067 0.039 0.122 0.090
Okapi 0.208 0.076 0.371 0.023 0.167 0.062 0.250 0.051
Mod-Okapi 0.211 0.178 0.375 0.270 0.170 0.095 0.257 0.186
Dirichlet 0.212 0.178 0.357 0.267 0.159 0.114 0.259 0.207
Table 6.4: Performance Comparison with Existing Formulas—Average variance
Formula Trec7 Trec8
sk sv lk lv sk sv lk lv
F2-EXP 5.6e-06 2.2e-05 ——- 3.7e-05 3.8e-05 1.1e-04 ——- 6.9e-05
Pivoted 2.5e-03 1.7e-03 ——- 2.4e-03 4.1e-03 2.4e-03 ——- 3.1e-03
Mod-Okapi 7.0e-05 1.6e-04 ——- 7.3e-04 1.1e-04 4.7e-04 ——- 9.8e-04
Dirichlet 1.9e-05 2.8e-04 ——- 1.6e-04 4.5e-05 1.5e-04 ——- 6.9e-05
Form. Web FR
sk sv lk lv sk sv lk lv
F2-EXP 3.4e-05 7.3e-05 ——- 2.7e-04 9.2e-06 5.7e-05 1.5e-05 1.4e-04
Pivoted 7.4e-03 4.6e-03 ——- 4.4e-03 3.6e-03 1.2e-03 4.6e-03 3.3e-03
Mod-Okapi 1.4e-03 1.3e-04 ——- 1.4e-03 1.4e-04 2.2e-04 8.4e-05 1.3e-03
Dirichlet 1.3e-04 5.2e-04 ——- 6.9e-04 6.0e-05 9.5e-05 3.8e-04 9.2e-04
Form. AP DOE
sk sv lk lv sk sv lk lv
F2-EXP 4.6e-05 2.3e-04 1.2e-04 2.6e-04 4.1e-06 3.2e-05 5.2e-05 5.3e-05
Pivoted 3.2e-03 2.5e-03 7.2e-03 4.2e-03 2.3e-03 7.1e-04 3.7e-03 2.3e-03
Mod-Okapi 4.9e-05 4.9e-05 1.6e-05 1.3e-04 3.3e-05 1.3e-05 2.9e-05 1.8e-04
Dirichlet 2.7e-05 2.2e-04 5.8e-05 2.4e-04 7.3e-05 3.9e-05 5.3e-05 7.9e-05
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that the new functions can generally achieve comparable optimal performance with the three
existing functions, but are more robust over different data collections and less sensitive to the
parameter settings. We set k in the EXP weighting function to 0.35 based on our preliminary
experiments.
6.4.1 Comparison of Derived Functions
To compare the optimal performances of the six derived functions, we vary the parameter
value from 0 to 1.0 and select a best run with the highest average precision for each function
on each data set. We compare the average precisions of these best runs in Table 6.1.
We make the following observations. First, the optimal performances of all the six func-
tions are comparable, and F1-LOG (i.e., PN) is relatively worse than others. Second, the
functions with EXP weighting usually perform better than those with LOG weighting for ver-
bose queries, but worse for keyword queries. Finally, the functions with F2 usually perform
better than those with F1 and F3. The parameter sensitivity study also shows that F2-EXP
appears to be more stable than others. So, it appears that F2-EXP is overall a better choice
than others. Below we compare its performance with existing retrieval functions.
6.4.2 Comparison with Existing Functions
We compare the performance of one derived formula (i.e.F2-EXP) with PN, Okapi, and DP.
Due to the poor performance of the original Okapi on verbose queries, we also compare with
the modified Okapi (i.e., Okapi with traditional IDF) [11]. Since other retrieval functions all
have one parameter, we set k1 = 1.2, k3 = 1000 [] and only vary the value of b in Okapi and
modified Okapi. So, the Okapi performance reported in the thesis is not fully tuned. For
every method, we randomly sample 12 values within the range of the parameter. Skewed
samples with 25% or more of the values falling into an interval of 0.1 are discarded. For each
method on each collection, we select the top/bottom 25-percentile runs (i.e., 3 runs with the
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best/worst average precision) from the 12 runs for comparison.
The results are shown in Table 6.2 (top 25-percentile) and Table 6.3 (bottom 25-percentile).
F2-EXP0.5 is F2-EXP with a fixed value of 0.5 for s. From Table 6.2, we see that the optimal
performance of F2-EXP is quite comparable with that of all the existing retrieval formulas.
Even the fixed parameter value F2-EXP0.5 is also comparable, demonstrating the robustness
of this axiomatic retrieval function.
The robustness is further confirmed in Table 6.3, where we see that F2-EXP mostly
outperforms others and in Table 6.4, where we see that the average variance of all 12 runs
for F2-EXP is mostly smaller than for all others.
It is interesting to note that modified Okapi always performs better than F2-EXP on
AP; indeed, AP and DOE seem to be the only data sets where F2-EXP has not shown
advantages. Further analysis and experiments are clearly necessary to better understand
this.
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6.4.3 Parameter Sensitivity
We compare the parameter sensitivity between F2-EXP, PN Okapi, and modified Okapi.
We did not include DP because its parameter is in a different scale, but it is known that its
performance is sensitive to the smoothing parameter [77]. We vary the parameter from 0 to
1. The results on TREC7 are shown in Figure 6.2. The plot demonstrates the stability of
F2-EXP, which we have also observed in the plots for other data sets and query types.
6.5 Conclusions and Future Work
In this chapter, we discuss how to derive new retrieval functions in the axiomatic framework,
in which the notion of relevance is directly captured by retrieval constraints. The basic idea
is to search for a retrieval function that satisfies all retrieval constraints. In order to search
the function space more efficiently, we propose an inductive scheme for retrieval function
definitions.
The inductive definition scheme provides a common basis to analytically compare dif-
ferent retrieval functions. We compare and analyze three representative existing retrieval
functions in our framework and find that while the three functions implement similar heuris-
tics, they implement them in different ways.
We further derive new retrieval functions using the axiomatic framework. We use both
intuitive retrieval constraints and exploratory data analysis to guide us in instantiating the
three components of the inductive definition and obtaining several new retrieval functions.
We evaluate these new retrieval functions on a number of representative test sets. The
experiment results show that the derived new functions are more stable than the existing
retrieval functions with comparable optimal performance.
As discussed in this chapter, the axiomatic framework allows us to derive more robust
and effective retrieval functions in a principled way. This thesis has only moved a very small
step in this direction. There are many interesting future research directions.
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First, we have used only basic constraints when deriving new retrieval functions. Presum-
ably, with more reasonable constraints, the derived functions will be more specialized and
performing better. It would be interesting to define additional constraints and incorporate
them to a retrieval function in a systematical way. In the next chapter, we discuss how to
incorporate semantic term matching to further improve the performance, which is one step
in this important direction.
Second, it would be interesting to study how to define the function space in a more general
way. The current way of function space decomposition has some limitations. For example,
such inductive definition forces us to search in a subspace of retrieval function instead of in
the space including all possible retrieval functions. Furthermore, such inductive definition
prevents us from capturing the whole query concept, because the global information of the
query is not available with the inductive definition. Thus, it would be interesting to study
some other way to decompose the function space so that it would allow us to efficiently
search through the function space without introducing unnecessary limitations. A possible
solution is to construct a search space based on different variables. Although existing retrieval
functions are motivated very differently, they indeed share several common variables, such
as the term count, the document frequency and the document length. These variables can
serve as a starting point. With the assumption that the relevance score is additive, we define
a retrieval function as follows.
S(Q,D) =
∑
t∈Q∪D
τ(c(t, D), c(t, Q), weight(t, Q), |D|, |Q|),
where c(t, D) is the term count of t in a document D, c(t, Q) is the term count of t in a
query Q, weight(t, Q) is the function to identify the importance of a term t for the given
query Q, and |D| |Q| are the document length and the query length respectively.
86
We can instantiate the function τ as follows.
S(Q,D) =
∑
t∈Q∪D
τ(c(t, D), c(t, Q), weight(t, Q), |D|, |Q|)
=
∑
t∈Q∩D
τ11(c(t, D), |D|, weight(t, Q))× τ12(c(t, Q))
+
∑
t∈Q∩D
τ2(|D|, |Q|, c(t, D), weight(t, Q))
+
∑
t∈Q∩D
τ3(|Q|, c(t, Q), |D|, weight(t, Q)),
In this way, τ is decomposed to several components, where τ11 regulates the relevance score
change when a query term t is added to the document, τ12 captures the score change when
a query term t is added to the query, τ2 defines how to assign a score to the document
when it contains a non-query term t and τ3 captures the score change when a query term t
does not appear in the document D. Indeed, such instantiation is general enough to cover
most existing retrieval functions without any unnecessary assumptions. We hope that such
decomposition would allow us to find more efficient and robust retrieval functions.
Third, we are interested in designing a mechanism to systematically search for a retrieval
function in the whole function space, instead of searching in only the neighborhood of existing
functions as we did in this thesis.
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Chapter 7
Incorporating Semantic Term
Matching
The axiomatic framework provides a natural way to incorporate additional information to
improve the performance by introducing more retrieval constraints. In this chapter, we study
how to incorporate semantic term matching. A common limitation of many retrieval models
is that relevance scores are solely based on exact (i.e., syntactic) matching of terms in the
queries and documents, without allowing distinct but semantically related terms to match
each other and contribute to the retrieval score. In the axiomatic framework, we show that
semantic term matching can be naturally incorporated into the axiomatic retrieval model
through defining the primitive weighting function based on a semantic similarity function of
terms. We define several desirable retrieval constraints for semantic term matching and use
such constraints to extend the axiomatic model to directly support semantic term matching
based on the mutual information of terms computed on some document set. We show
that such extension can be efficiently implemented as query expansion. Experiment results
on several representative data sets show that, with mutual information computed over the
documents in either the target collection for retrieval or an external collection such as the
Web, our semantic expansion consistently and substantially improves retrieval accuracy over
the baseline axiomatic retrieval model. As a pseudo feedback method, our method also
outperforms a state-of-the-art language modeling feedback method.
88
7.1 Semantic Term Matching Constraints
Let s(t, u) ∈ [0,+∞] be any given semantic similarity function between two terms t and
u. Without loss of generality, we assume that term t is semantically more similar to term
u than to term v if and only if s(t, u) > s(t, v), i.e., a large value of s indicates a high
similarity. Since intuitively a term has the highest similarity to itself, we assume ∀u 6=
t, s(t, t) > s(t, u). We also assume that s is symmetric, i.e., ∀t, u, s(t, u) = s(u, t). Based on
such a semantic similarity function, we now define three constraints that we would like any
reasonable retrieval function to satisfy.
STMC1: Let Q = {q} be a query with only one term q. Let D1 = {d1} and D2 = {d2}
be two single-term documents, where q 6= d1 and q 6= d2. If s(q, d1) > s(q, d2), then
S(Q,D1) > S(Q,D2).
STMC1 requires a retrieval function to give a higher score to a document with a term
that is more semantically related to a query term. Thus, even though D1 and D2 do not
match the query Q syntactically, we would like D1 to have a higher score because term
d1 is more semantically related to query term q than term d2 is. Clearly, STMC1 directly
constrains the primitive weighting function.
STMC2: Let Q = {q} be a single term query and d be a non-query term such that
s(q, d) > 0. If D1 and D2 are two documents such that |D1| = 1, c(q,D1) = 1, |D2| = k and
c(d,D2) = k (k ≥ 1), where c(q,D1) and c(d,D2) are the counts of q and d in D1 and D2
respectively, then S(Q,D1) ≥ S(Q,D2).
STMC2 requires that matching an original query term q exactly should always contribute
no less to the relevance score than matching a semantically related term d, no matter how
many times term d occurs in the document.
STMC3: Let Q = {q1, q2} be a query with only two query terms and d be a non-query
term such that s(q2, d) > 0. Let D1 and D2 be two documents. If |D1| = |D2| > 1,
S({q1}, {q1}) = S({q2}, {q2}), c(q1, D1) = |D1|, c(q1, D2) = |D2| − 1 and c(d,D2) = 1, then
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S(Q,D1) ≤ S(Q,D2).
STMC3 intends to capture the following intuition: Suppose we have a query with two
equally important terms q1 and q2. Suppose a document D1 matches q1 n (> 1) times,
but does not match q2 or any of its semantically related terms. If we change one of the
occurrences of q1 in D1 to a term semantically related to q2 to form a document D2, D1
should not have a lower score than D2, because D2 covers more distinct query terms than
D1.
7.2 Extension Based on STMCs
The constraints defined above provide some guidance on how to extend the inductively
defined axiomatic retrieval functions to incorporate semantic term matching.
First, it is clear that these existing axiomatic functions violate all the three constraints
we defined, simply because the semantic similarity function s is not part of the retrieval
function. For example, based on the primitive weighting function defined in previous section,
any single-term document will be assigned a zero score if the term in the document is not
matching exactly the query term, which clearly violates STMC1.
To make the primitive weighting function satisfy STMC1, a natural solution is to define
the following generalized primitive weighting function based on a given similarity function s.
S({q}, {d}) = ω(q)× f(s(q, d)),
where f is a monotonically increasing function. Note that it is reasonable to require ∀q ∈
Q, f(s(q, q)) = 1 for any query Q, because the score of generalized primitive weighting
function should be comparable with the score of the original one when the two terms match
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exactly. One way to ensure such property is to define f in terms of normalized similarity.
f(s(q, d)) =
s(q, d)
s(q, q)
× λ(q, d)
where
λ(q, d) =


1 q = d
β q 6= d
(7.1)
β is used to regulate the weighting of the original query terms and the semantically
similar terms. The value of β should satisfy 0 < β < s(q,q)
s(q,d)
, because f(s(q, d)) < f(s(q, q))
= 1) when d 6= q.
The generalized primitive weighting function clearly satisfies STMC1, and if we combine
it with any existing instantiations of document growth function and query growth function,
the derived retrieval functions would also satisfy STMC1 unconditionally. We further analyze
STMC2 and STMC3 on such derived functions and find that these constraints are satisfied
when β is within a certain range. Specifically, the analysis of STMC2 provides a tighter
upper bound for β, while the analysis of STMC3 provides a tighter lower bound. The actual
values of these bounds depend on the instantiation of document growth function. As an
example, the lower and upper bounds for F2-EXP is:
b
2 + b
×
s(q, q)
s(q, d)
≤ β ≤
1
b+ 1
×
s(q, q)
s(q, d)
(7.2)
We see that the bounds of β depend on both the query and semantic similarity function
s. In our experiments, on each data set, the lower bound of β is determined by the lowest
value of s(q,q)
s(q,d)
for all the query terms while the upper bound of β is determined by the highest
value of s(q,q)
s(q,d)
, which are the minimal requirements of β.
Since a term can potentially have a huge number of semantically related terms, the com-
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putation of the generalized retrieval functions can be expensive. To reduce the computation
cost, we can reasonably restrict our attention to the most similar terms for each query term.
Such simplification is not expected to affect the retrieval score significantly, because the
dropped terms would contribute little to the score anyway. Thus we redefine the generalized
primitive weighting function as follows:
Sgen({q}, {d}) =


ω(q) · s(q,d)
s(q,q)
· λ(q, d) d ∈ ε(q)
0 otherwise
(7.3)
where ε(q) is the set of K most semantically similar terms of q according to the similarity
function s, ω(q) is as in Equation (6.1) and λ(q, d) is defined in Equation(7.1).
Even with this simplification, the computation can still potentially involve enumerating
all the combinations of query terms and document terms. Fortunately, there is an efficient
way to compute such a retrieval function based on query expansion as shown in the next
section.
7.3 As Query Expansion
Let us first introduce some notations. S(Q,D) is the scoring function of the original induc-
tively defined axiomatic retrieval function, where only syntactic term matching is considered.
Sgen(Q,D) is the generalized inductively defined axiomatic retrieval function obtained by
combining the generalized primitive weighting function with the original document growth
and query growth function.
The generalized primitive weighting function (i.e., Equation (7.3)) can be re-written as
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follows.
Sgen({q}, {d}) =


ω(q) d = q
ω(q : d) d ∈ ε(q)/{q}
0 otherwise
where ω(q : d) = ω(q)× β × s(q,d)
s(q,q)
.
Let ε′(q) be the set of K most semantically similar terms of q excluding itself, i.e.,
ε′(q) = ε(q)/{q}. Let P be the set of the K most similar terms of all query terms, i.e.,
P =
⋃
q∈Q(ε
′(q)). ∀t ∈ P , let ρ(t) be the set of query terms that are semantically simi-
lar to t. Define S ′ such that ∀t ∈ P ,S ′({t}, {t}) = ω(ρ(t) : t) =
∑
u∈ρ(t)
ω(u:t)
|Q|
; otherwise
S ′(Q,D) = S(Q,D).
Theorem: ∀Q,D, Sgen(Q,D) = S
′(Q ∪ P,D).
Proof:
Sgen(Q,D) =
∑
q∈Q
Sgen(q,D)
=
∑
q∈Q
(Sgen(q,Dq) +
∑
t∈ε′(q)∩D
Sgen(t, Dt))
=
∑
q∈Q
(S(q,Dq) +
∑
t∈ε′(q)∩D
S ′(t, Dt))
= S(Q,D) +
∑
q∈Q
∑
t∈ε′(q)∩D
S ′(t, Dt)
= S(Q,D) +
∑
t∈P
S ′(t, Dt)
= S ′(Q,D) +
∑
t∈P
S ′(t, D)
= S ′(Q ∪ P,D)
where Dt is the part of the document D that only contains t. (i.e., |Dt| = c(t, D) = c(t, Dt)).
The first step is based on query growth function. The second step assumes that the
93
relevance score of a document can be computed as the sum of the disjoint subsets of the
document, which holds for all the inductively defined axiomatic retrieval functions. The
third step is based on the fact that Sgen and S
′ use the same document growth function and
the fact that S ′({t}, {t}) = ω(ρ(t) : t) is consistent with generalized primitive function when
t ∈ P .
The theorem shows that scoring a document using Sgen can be reduced to scoring using
S ′ with an expanded query formed by adding, for each query term, K most similar terms to
the query. Note that the weight of a similar term t is computed from ω(ρ(t) : t) instead of
ω(t) as used in the traditional query expansion methods.
7.4 Term Semantic Similarity Function
The remaining challenge is to define s(t1, t2) in STMC1. In general, we may exploit any
knowledge and resources available to us to compute term similarity and there are many ways
to compute it. For example, co-occurrences of terms obtained from the analysis of a document
collection usually reflect underlying semantic relationships that exist between terms [54, 5,
7, 4], and we may use measures such as Dice similarity [1] and mutual information [66, 34,
22, 17, 32, 16] to compute term similarity. In this thesis, we adopt the mutual information
as the basic semantic similarity metric, leaving other choices for future work.
The mutual information (MI) of two terms t and u in a set of documents can be computed
as follows [66]:
I(Xt, Xu) =
∑
Xt,Xu∈{0,1}
p(Xt, Xu) log
p(Xt, Xu)
p(Xt)p(Xu)
Xt and Xu are two binary random variables corresponding to the presence/absence of term
t and term u in each document or segment.
Mutual information is a principled way to measure term correlations, and it satisfies
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our requirements about the similarity function s. The next choice we have to make is
which corpus to use when computing the mutual information. A natural choice would be
the document collection from which we retrieve documents. However, such a choice may
not be ideal because an ambiguous term can have multiple senses in a large corpus. As a
result, the semantically related terms found by mutual information could be a mix of terms
corresponding to different senses of the original term, introducing noise in query expansion.
Thus, it is crucial to compute mutual information over a “clean” corpus, where ideally only
one (correct) sense of the query term occurs. How can we find such a “clean” corpus? One
possibility is to use the top-M documents returned by the retrieval systems for the query.
The rational is that we can reasonably assume there is only one sense of a query term in the
set of relevant documents, and the top-M documents are reasonable approximations of the
set of relevant documents. This is indeed in line with what previous work in query expansion
has found – local document analysis tends to be more effective than global document analysis
[75].
However, the top-M documents would clearly be a biased corpus, and in this sense, it
is not a good corpus for computing mutual information. For example, it is likely that a
query term occurs in all the top-M documents. The abundance of a query term would then
cause popular terms in the top-M documents to generally have a high mutual information.
In particular, a common term (e.g., “can”) would have a high mutual information, even if
it also occurs in many other documents where the query term does not occur. To solve this
problem, we need to supplement the top-M documents with some additional documents that
do not necessarily contain any query term. Thus we will randomly choose r×M documents
from the collection and combine them with the top-M documents as a mixed corpus for
computing mutual information.
Clearly, the choice of r may also affect the mutual information results. How do we choose
a good value for r? Once again, constraint analysis can provide some guidance. The following
notations will be used in defining the constraints: N is the total number of documents in the
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document collection. df(t) is the number of documents that contain t in the collection. W
is the working set containing r×M random documents plus the top M documents returned
by the system; since the r×M documents are chosen from the documents ranked below the
top-M documents, we clearly have M+M×r ≤ N . df(t1, t2|W ) is the number of documents
that contain both t1 and t2 in the working set W . df(t|W ) is the number of documents that
contain t in the working set W .
Intuitively, the value of r should not be very small, because we need enough number of
random documents to penalize the common terms. Consider the scenario in Figure 7.1(a),
where t1 is a “truly” semantically related term, while t2 is a common term. t1 is semantically
more similar to q than t2, although t2 co-occurs with q in more documents than t1. This
intuition can be captured by the following Term Semantic Similarity Constraint(TSSC).
TSSC1: Let q be a query term and t1 and t2 be two non-query terms. If df(q, t1|W ) =
M
2
,
df(t1|W ) =
M
2
, df(q|W ) = M , df(q, t2|W ) = M , df(t2|W ) = M +
r×M
2
, then s(q, t1) >
s(q, t2).
(b) TSSC2
),(),( 21 tqstqs >
Top M docs
r * M random docs
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r * M random docs
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Figure 7.1: TSSC
On the other hand, the value of r should not be very large because we want to ensure
that the dominant sense of a query term is the one determined by the whole query. Consider
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the scenario in Figure 7.1(b). Suppose a query term q has two senses. The first sense is
the one determined by the whole query (i.e., in the top M documents), and a term t1 is
semantically related to this sense of q (i.e., they co-occur in the top M documents). Now
suppose another term t2 is semantically related to another sense of q (i.e., they co-occur in
the random documents). Intuitively, t1 should have a higher similarity score than t2. The
following constraint captures this intuition.
TSSC2: Let q be a query term and t1 and t2 be two non-query terms. If 0 < α < 1,
df(q, t1|W ) = M , df(t1|W ) =M , df(q|W ) =M + α× r ×M and df(t2|W ) = df(q, t2|W ) =
α× r ×M , then s(q, t1) > s(q, t2).
α is the percentage of the documents that contain q in a random sample of the whole
collection after the top M documents excluded, i.e., α = df(q)−M
N−M
.
The above two constraints are satisfied only when the value of r is within a certain range.
Indeed, TSSCs provide a lower and an upper bounds for r.
1 < r <
N
df(q)
(7.4)
The value of r is collection and query dependent. For each collection, we use the median of
the document frequency of all query terms to compute the upper bound of r.
7.5 Summary
We briefly summarize the high-level steps involved in the proposed method for incorporating
semantic term matching:
1. Construct a working set where term semantic similarity can be computed.
2. For every query term, find the top L most similar terms based on the working set.
3. Gather the top L similar terms for all the query terms, then select the top K ranked
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terms based on
ω(ρ(t) : t).
4. Expand the original query with the K terms. Note that the weight of an expansion
term is computed based on ω(ρ(t) : t) instead of ω(t).
In the first step, the working set can be constructed over any reasonable resources in
the following way: Given any collection of documents and a query, we first use the original
inductively defined axiomatic retrieval function to rank the documents. We then merge the
topM returned documents with r×M random documents selected from the same collection
to form a working set for computing term similarity. The collection to be used can be
either the target collection for retrieval (called internal expansion) or any other collections
(called external expansion). To form a large pool of terms, L is usually fixed to 1000. Four
parameters need to be tuned: the number of expansion terms (i.e., K), the number of top
documents (i.e., M), the number of random documents (i.e., r) and the scaling parameter β.
The optimal values of β and r are expected to be within a certain range based on Equation
(7.2) and Equation(7.4), which is also supported by our experiment results.
7.6 Experiments
7.6.1 Experiment Design
We conduct three sets of experiments. First, we evaluate the effectiveness of the semantic
term matching. Second, we examine the parameter sensitivity of the method. Finally, we
compare it with a model-based feedback method in language modeling approaches [76].
All experiments are conducted over two collections used in recent Robust track [71, 72]:
(1) TREC Disk 4&5 (minus Congressional Record) with 249 official topics of Robust track
in 2004. The document set has 1908MB text and 528,000 documents. This is labeled as
“ROBUST04”. (2)AQUAINT data with 50 official topics of Robust track in 2005. The
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document set has 3GB text and 1,033,461 documents. This is labeled as “ROBUST05”.
Some experiments are also conducted over six other data sets used in the previous sections.
In all the experiments, we use the title-only queries, because short keyword query is the most
frequently used query type by web users and semantic term matching is necessary for such
short queries.
The performance is measured using the official measures in Robust track: MAP (mean
average precision) and gMAP (geometric mean average precision). gMAP [72, 71] is a variant
of the traditional MAP measure that uses a geometric mean rather than an arithmetic mean.
This measure emphasizes the performance of poorly-performing topics.
The preprocessing only involves stemming with Porter’s stemmer. As pointed out in
the previous work [12], using a fixed parameter value (b = 0.5), F2-EXP can often achieve
near-optimal performance in many test sets. Thus, we fix b to 0.5 in our experiments.
We use the optimal value of b for the other five inductively defined axiomatic retrieval
functions. In the first and third sets of experiments, M and K are both fixed to 20 and r
is fixed to 29, so that we will get a total of 600 documents in the working set. We tune
the value of β and report the best performance unless otherwise stated. BL is the baseline
method without expansion (i.e., without semantic term matching). docAX and segAX
are semantic expansion methods with MI computed based on co-occurrences in documents
and 100-word segments, respectively. In all the result tables, ‡ and † indicate that the
improvement is statistically significant according to Wilcoxon signed rank test at the level
of 0.05 and 0.1 respectively.
7.6.2 Effectiveness of Semantic Term Matching
Table 7.1 shows the performance of the internal expansion for all six functions. The semantic
term matching consistently and significantly outperforms the baseline on both data sets in
terms of MAP. But, gMAP decreases in a few cases, which indicates that most of the per-
formance improvement comes from the easy topics. F2-EXP is the best of all the functions.
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We further test the semantic expansion on top of F2-EXP on six other data sets, and found
that semantic expansion outperforms the baseline (i.e., F2-EXP) significantly (Table 7.2) on
all the data sets except FR88-89. Due to the limit of space, we only report the performance
of F2-EXP in the remaining experiments.
Table 7.3 shows the performance when semantic similarity is computed over the internal
resource (i.e., collection itself), the external resource (i.e., a pool of Google snippets returned
for a query), and both (i.e., first use external expansion, then do another round of internal
expansion). We make the following observations. First, the expansion method improves the
performance significantly in all cases. Second, the web-based external expansion method
is consistently more effective than the internal expansion method in both measures. This
indicates that the use of good external resources improves the effectiveness especially over the
poorly-performing topics, which is consistent with what others have observed [72]. Finally,
combining both internal and external expansion further improves the accuracy.
7.6.3 Sensitivity Analysis
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Figure 7.2: Performance Sensitivity (r)
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Table 7.1: Performance of different axiomatic functions.
Method ROBUST04 ROBUST05
MAP gMAP MAP gMAP
BL 0.241 0.138 0.200 0.131
F1-LOG docAX 0.261 0.150 0.241 0.126
8.3%‡ 8.7%‡ 21%‡ -3.8%‡
segAX 0.267 0.148 0.256 0.134
11%‡ 7.3%‡ 28%‡ 2.3%‡
BL 0.240 0.137 0.199 0.128
F1-EXP docAX 0.262 0.150 0.246 0.126
9.2%‡ 9.5%‡ 24%‡ -2.4%‡
segAX 0.266 0.148 0.252 0.128
11%‡ 8.0%‡ 27%‡ 0.0%
BL 0.251 0.141 0.196 0.125
F2-LOG docAX 0.278 0.157 0.270 0.131
11%‡ 11%‡ 38%‡ 4.8%‡
segAX 0.284 0.156 0.281 0.135
13%‡ 11%‡ 43%‡ 8.0%‡
BL 0.248 0.142 0.192 0.122
F2-EXP docAX 0.285 0.157 0.258 0.136
15%‡ 11%‡ 34%‡ 11%‡
segAX 0.288 0.158 0.267 0.137
16%‡ 11%‡ 39%‡ 12%‡
BL 0.240 0.138 0.200 0.131
F3-LOG docAX 0.259 0.146 0.241 0.138
7.9%‡ 5.8%‡ 21%‡ 5.3%‡
segAX 0.267 0.149 0.253 0.131
11%‡ 7.9%‡ 27%‡ 0.0%
BL 0.239 0.137 0.198 0.127
F3-EXP docAX 0.261 0.150 0.244 0.125
9.2%‡ 9.5%‡ 23%‡ -1.6%‡
segAX 0.265 0.148 0.254 0.130
11%‡ 8.0%‡ 28%‡ 2.4%‡
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Table 7.2: Performance of F2-EXP on more data sets.
Data MAP gMAP
BL docAX segAX BL docAX segAX
TREC7 0.186 0.236 0.247 0.083 0.098 0.098
27%‡ 33%‡ 18%‡ 18%‡
TREC8 0.250 0.277 0.278 0.147 0.172 0.167
11%‡ 11%‡ 17%‡ 14%‡
WEB2g 0.282 0.324 0.324 0.188 0.220 0.220
15%‡ 15%‡ 17%‡ 17%‡
FR88-89 0.217 0.227 0.224 0.058 0.062 0.069
4.6% 3.2% 6.9% 19%
AP88-89 0.220 0.266 0.267 0.074 0.088 0.086
21%‡ 21%‡ 19%‡ 16%‡
DOE 0.174 0.186 0.184 0.069 0.078 0.074
6.9%‡ 5.8%‡ 13%‡ 7.3%‡
Table 7.3: Performance when using different resources.
Method ROBUST04 ROBUST05
MAP gMAP MAP gMAP
BL 0.248 0.142 0.192 0.122
Internal docAX 0.285 0.157 0.258 0.136
15%‡ 11%‡ 34%‡ 11%‡
Expansion segAX 0.288 0.158 0.267 0.137
16% 11%‡ 39%‡ 12%‡
External Expansion 0.300 0.196 0.270 0.196
21%‡ 38%‡ 41%‡ 61%‡
External docAX 0.300 0.178 0.289 0.203
+ 21%‡ 25%‡ 51%‡ 66%‡
Internal segAX 0.302 0.175 0.290 0.198
Expansion 22%‡ 23%‡ 51%‡ 62%‡
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Figure 7.3: Performance Sensitivity (β)
Next, we study the performance sensitivity for the four parameters in the semantic ex-
pansion. Here we only show plots on ROBUST05, but similar trends can be observed for
all the other data sets. Figure 7.2 shows the sensitivity curve for r. Equation (7.2) gives
1 < r < 50 for the ROBUST05 data set. The performance is relatively stable when r
is within the range, while it decreases when r is out of the range. Figure 7.3 shows the
sensitivity curve for β. Equation (7.4) gives 0.27 ≤ β ≤ 3.8 for the ROBUST05 data set.
The optimal value is indeed within the predicted range, although docAX and segAX have
different optimal value of β. Figure 7.4 shows the sensitivity curve for K. The performance
is near optimal when K is 20. The performance is relatively stable when more terms are
added. Figure 7.5 shows the curve for M . We observe the performance is optimal when M
is around 20. The performance decreases when more documents are used, likely because the
assumption that top M documents are all relevant is not true for larger values of M .
7.6.4 Comparison with Feedback Methods
Both our semantic expansion and traditional feedback methods select terms for query ex-
pansion. Traditional feedback methods [47, 76] select terms that have higher weight in the
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Table 7.4: LM Feedback & Additive Effect
Method ROBUST04 ROBUST05
MAP gMAP MAP gMAP
BL 0.251 0.140 0.196 0.131
Internal PFB 0.275 0.139 0.254 0.105
IPFB + docAX 0.284 0.151 0.269 0.133
3.3%‡ 8.6%‡ 5.9%† 27%†
IPFB + segAX 0.283 0.144 0.280 0.138
2.9%† 3.6%† 10%‡ 31%‡
External PFB 0.282 0.172 0.226 0.156
EPFB + docAX 0.293 0.170 0.278 0.168
3.9%‡ -1.2%‡ 23%† 7.7%†
EPFB + segAX 0.293 0.168 0.279 0.166
3.9%‡ -2.3%‡ 24%‡ 6.4%‡
Table 7.5: Performance (MAP) of term selection (segAX)
Data Weighting Term Selection
Function KL-Div. F2-EXP
ROBUST04 KL-Div. 0.275 0.288 (4.72%)‡
F2-EXP 0.285 0.288 (1.05%)
ROBUST05 KL-Div. 0.254 0.273 (7.48%)‡
F2-EXP 0.265 0.267 (0.755%)
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feedback documents, while our method selects terms that are semantically related to any
query term. It would be interesting to compare their performance. In Table 7.4, we report
the performance of the model-based feedback method in language modeling approaches [76].
Internal PFB (IPFB) is the pseudo feedback method. External PFB (EPFB) is the feedback
method where the feedback terms are obtained from the Google snippets. We set µ to the
optimal value for each data set, the number of feedback terms to 20 and the number of
documents to 20. We tune the value of feedback coefficient and the value of mixture noise
[76] and report the best performance. Comparing Tables 7.3 and 7.4 shows that the expan-
sion method in axiomatic framework outperforms the model-based feedback method for both
internal and external feedback. More interestingly, as shown in Table 7.4, our method can
be combined with the traditional feedback methods to further improve performance, which
shows that our method is complementary with the traditional feedback method.
Finally, we design experiments to study whether the performance gain of the semantic
expansion comes from better term selection or from better term weighting. Assume A and
B can be either our expansion method (i.e., F2-EXP) or traditional method (i.e., KL-Div.).
We use method A to select terms for the method B, which means that we exclude any terms
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that are not nominated by A when using B. However, these terms are still weighted using
B. This way we have four combinations shown in Table 7.5. The performance of using the
terms selected by F2-EXP is consistently better than that of using the terms selected by KL-
divergence method. For example, on ROBUST05 data set, the performance of KL-divergence
method can be improved from 0.254 to 0.273 by using the terms selected by our method.
The results indicate that the performance improvement of our method clearly comes more
from better term selection.
7.7 Conclusions and Future Work
In this chapter, we propose a natural way to incorporate semantic term matching into ax-
iomatic retrieval models. Several retrieval constraints are defined to capture intuitions on
semantic term matching. The advantage of the axiomatic approach is that the constraints
provide us guidance on the parameter setting and on the choice of term semantic similar-
ity measure. Our proposed approach can be efficiently implemented as a query expansion
method in the axiomatic framework.
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The expansion based on semantic term matching was evaluated on several representative
large retrieval collections. The results show that the proposed method is effective for all
the six inductively defined axiomatic retrieval functions. Furthermore, the method works
for both internal resources (e.g. collection itself) and external resources (e.g. the results
returned by Google). The parameter sensitivity confirms the hypothesis that the constraint
analysis can provide an upper bound and a lower bound for the optimal values of r and
β. The performance is relatively stable when the values of the parameters are set within
the range derived from the constraint analysis. As query expansion, the proposed method
outperforms the model-based feedback method in language modeling approach and is shown
to be complementary to the traditional feedback methods and can be combined with them
to further improve performance.
There are many interesting future research directions. First, we can use more resources,
such as WordNet [7, 69, 30, 33, 36], to compute term semantic similarity. So far we have
only used co-occurrence information, such as mutual information, as a way to measure the
semantic similarity between terms. It would be very interesting to use more resources, such
as WordNet [7, 69, 30, 33, 36], to compute sophisticated term semantic similarity function
to see whether we could achieve further performance improvement. Second, the proposed
approach can also be applied to cross-lingual retrieval task. It would be interesting to see
how well our method can perform in the cross-lingual retrieval task. Third, we only studied
the expansion for title-only query. One interesting extension is to study the same problem for
the verbose queries (such as description-only queries). One difficulty is that such term-based
expansion method may introduce noises to the expanded terms. The possible solution is to
define a few constraints based on the criterion of term selection. Finally, the term similarity
between query terms are ignored in the thesis. It would be interesting to study the expansion
based on query concepts instead of individual query term, which is along the line of [35, 39].
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Chapter 8
Conclusions
In this chapter, we summarize our research findings and discuss the future research directions.
8.1 Summary
The study of retrieval models is fundamental for Information Retrieval. Developing robust
and effective models is a long-standing challenge. Although retrieval models have been
studied for decades, the current retrieval models are still far from satisfactory. In particular,
there is no way to predict the performance of a retrieval function analytically. As a result,
heavy parameter tuning is always necessary for any state of the art retrieval function to
achieve optimal performance.
This thesis presents a novel axiomatic approach to information retrieval, which sheds
light on how to solve this long-standing challenge. In the axiomatic framework, relevance
is directly modeled with term based retrieval constraints, which can be regarded as a set of
axioms for retrieval task. Our goal is to search for a retrieval function that satisfies all the
axioms, which is referred to as axiomatic approach. The central problem in the axiomatic
framework is to design a set of axioms, i.e., a set of retrieval constraints that any reasonable
retrieval function should satisfy. To solve this problem, we first summarize the retrieval
heuristics that are commonly used in effective retrieval functions, such as TF-IDF, and then
formalize these heuristics as retrieval constraints. These retrieval constraints describe the
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desirable properties of a retrieval function, explicitly state the users’ requirements for relevant
documents, and serve as the foundation of the framework.
This thesis makes the contributions in the following three aspects.
Predict the empirical performance of a retrieval function analytically: We ana-
lyze three representative retrieval functions with the defined retrieval constraints, and find
that satisfaction of retrieval constraints is closely related to the empirical performance of a
retrieval function. In particular, when a retrieval function violates a constraint, it performs
poorly. As a result, conditional satisfaction often leads to a reasonable bound for the param-
eter value in a retrieval function. Therefore, constraint analysis allow us to avoid relying on
labor-intensive and time-consuming empirical evaluate in order to decide whether a retrieval
function is effective and to set the reasonable values for parameters in retrieval functions.
Diagnose the weaknesses and strengths of retrieval functions: We propose two
different ways to identify the weaknesses of a retrieval function so that we could know how
to modify a retrieval function to further improve its empirical performance.
First, constraint analysis provides us a natural way to identify the problem of a retrieval
function analytically. If a retrieval function violates a constraint, the function has poor
implementation for the corresponding aspect that is associated with the constraint. We use
Okapi function as an example, and show that the retrieval performance can be improved if we
modify the retrieval function to make it satisfy the constraints that are originally violated.
Second, we propose a novel general evaluation methodology to empirically identify the
potential problems of retrieval functions. Existing evaluation methodology is not informative
enough to explain the performance difference among different retrieval functions. However,
such knowledge is necessary for developing the optimal retrieval function. To address this
challenge, we first formally define a set of relevance-preserved collection perturbation op-
erators, which can enlarge the performance difference and make it easier to pinpoint the
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weaknesses and strengths of retrieval functions. These operators serve as basic tools for us
to perform diagnostic tests. We then present a common procedure to design the diagnostic
tests for retrieval models. Following the procedure, we design three sets of diagnostics tests,
and perform the tests on six data sets. These diagnostic results allow us to identify the
weaknesses and strengths of a retrieval function, to explain the empirical differences among
retrieval functions, and to give hints on how a retrieval function should be modified to fur-
ther improve the performance. Based on the identified weaknesses, we modify the existing
retrieval functions to overcome these weaknesses. Empirical results show that the modified
retrieval functions outperform the state-of-art retrieval functions in most cases.
Develop more robust and effective retrieval functions: The fundamental difference
between the axiomatic framework and any existing retrieval framework is that relevance is
modeled directly through retrieval constraints. The basic idea is to search for a retrieval
function that satisfies all the constrains. The underlying assumption is that if a retrieval
function satisfies all the retrieval constraints, the retrieval function performs well empirically.
We propose an inductive definition for a retrieval function. Such inductive definition can
decompose a retrieval function to three component functions. To search in such a function
space, our current strategy is to start from an existing retrieval function. We then search in
the neighborhood of the existing retrieval function, and try to find a retrieval function that
can satisfy all retrieval constraints in the neighborhood. With the inductive definition, the
problem of searching for a good retrieval function boils down to the problem of searching
for good implementations of the three component functions, which allow us to search in the
function space efficiently. Experiments show that the derived retrieval functions are less
sensitive to the parameter setting than the existing retrieval functions with the comparable
optimal performance.
The axiomatic framework provides a natural way to incorporate other useful informa-
tion to further improve the retrieval performance by defining a set of additional desirable
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constraints for such information. We choose the problem of incorporating semantic term
matching as a case study in the thesis. We first define several retrieval constraints on se-
mantic term matching, and then extend the derived axiomatic retrieval functions to satisfy
these new constraints. Empirical results confirm the effectiveness of our approach and the
potential of axiomatic approach in the aspect of incorporating more useful information to
further improve the retrieval performance.
8.2 Future Research Directions
The axiomatic framework opens up many new possibilities for exploring and developing
principled retrieval models. We demonstrate the great potential of the framework in three
major aspects: (1) It makes it possible to predict the performance of a retrieval function
analytically. (2) It allows us to diagnose the weaknesses of retrieval functions to further
improve the performance. (3) It provides a novel way to develop more robust and effective
retrieval functions. Since relevance is directly modeled through retrieval constraints, the
framework enables us to understand relevance theoretically and predict the performance of
a retrieval function analytically. The framework facilitates diagnostic analysis of retrieval
functions, thus can provide guidances on how to eventually develop the ultimate optimal
retrieval function. Some specific future research directions include:
Formalize more retrieval constraints: It is always better to have more constraints.
We expect that the derived retrieval function performs better when we have more constraints.
Ideally, if we could enumerate all desirable retrieval constraints, the target retrieval function
would be guaranteed to be optimal. Unfortunately, it is extremely difficult, if not impossible,
to find all desirable constraints. However, even if we could not find the complete set of
desirable constraints, such incomplete set of constraints are still useful for us to find a more
robust and effective retrieval function. As demonstrated in this work, most of the existing
retrieval function can not even satisfy the most intuitive retrieval constraints unconditionally,
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which tells us the existing retrieval function are far from optimal. If we could find some
reasonable retrieval constraints that none of the existing retrieval functions can satisfy, it
would be highly possible to derive a more robust and effective retrieval function based on
these constraints. Such more robust and effective retrieval function could benefit any search
engine to further improve their performance. On the contrary, when we introduce more
and more constraints, it is possible to find one reasonable retrieval constraint that conflicts
with the other one. In fact, this would be also interesting, because, in this case, such
conflicting constraints might provide some theoretic justifications on the ceiling performance
of the existing retrieval models, which is along a similar line to a related work on clustering
algorithms [24]. Although the average effectiveness of along a similar line to a related work
on clustering algorithms [24]. Although the average effectiveness of these retrieval models
increases about 10 percent every year in the early TREC, their performance seems to have
reached a plateau[2]. It is unclear that whether the current performance of the state-of-art
retrieval function is indeed the best performance we can achieve and whether we can find
a retrieval function which can perform better. We hope that conflicts between retrieval
constraints could provide some justification for this phenomenon.
Achieve theoretic understanding of relevance: Many retrieval models have been
proposed and studies, and they all try to model the relevance in some way. Unfortunately,
there is no formal definition for topic relevance. Relevance information is usually defined
as the information that satisfies a user’s information need. It seems that relevance is a
quite subjective notation. Is there any way to formally define such subjective definition?
Hopefully, our axiomatic framework could help us to answer this question. The formalized
retrieval constraints allow us to connect the relevance with term statistics directly. We hope
that such term-level constraints could help us to find a formal definition for topic relevance,
which is along the similar line as the previous on similarity [29].
Derive the optimal retrieval function: Developing an optimal retrieval function has
huge impact, because it will improve the accuracy of every search engine. The proposed ax-
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iomatic framework has a great potential for developing new optimal retrieval functions, that
are robust and effective for different applications, through searching for retrieval functions
that satisfy all the reasonable constraints. In the current work, we search only the neighbor-
hood of existing retrieval functions. In the future, we plan to explore a general strategy to
systematically search for an optimal retrieval function in the whole function space.
Query Adaptive Retrieval Models: Many studies in IR show that no single retrieval
model is able to return satisfactory results for every query. The main reason is that the
existing retrieval models fail to adjust their scoring functions dynamically based on queries.
We plan to extend the current work on the axiomatic approach to design retrieval models
that are able to automatically adapt to different queries based on their characteristics and
inherent difficulty. Furthermore, the current search engines provide little support for a user
to refine queries when the search results are poor. We plan to study interactive support to
help users formulate better queries when necessary.
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