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A QUADRATIC REGRESSION PROBLEM FOR TWO-STATE
ALGEBRAS WITH APPLICATION TO THE CENTRAL LIMIT
THEOREM
MAREK BOZ˙EJKO AND W LODZIMIERZ BRYC
Abstract. We extend the free version [8] of the Laha-Lukacs theorem to
probability spaces with two-states. We then use this result to generalize the
noncommutative central limit theorem of Kargin [23] to the two-state setting.
1. Introduction
Both classical and free Meixner distributions first appeared in the theory of or-
thogonal polynomials in the works of Meixner [30], Anshelevich [3], and Saitoh and
Yoshida [34]. Morris [31] pointed out the relevance of classical Meixner distributions
for the theory of exponential families in statistics; Diaconis, Khare and Saloff-Coste
[18] gave an excellent overview of state of the art. Ismail and May [21] analyzed a
mathematically equivalent problem from the point of view of approximation oper-
ators. A counterpart of (some aspects of) this theory for free Meixner distributions
appear in an unpublished manuscript by Bryc and Ismail [16] and in [15].
Laha and Lukacs [28] characterized all the (classical) Meixner distributions using
a quadratic regression property and Boz˙ejko and Bryc [8] proved the corresponding
free version. Anshelevich [4] considered a Boolean version of this property showing
that in the Boolean theory Laha-Lukacs property characterizes only the Bernoulli
distributions.
According to Example 3 in [5] and Proposition 3.1 of Franz [19], Boolean, mono-
tone, and free independence are all special cases of the c-freeness for algebras with
two states. Our primary goal in this paper is to extend [8] and [4] to the two-state
setting under a weaker form of c-freeness, which we call (ϕ|ψ)-freeness, and which
shares with boolean and free independence a good description by cumulants.
As an application of our main result, we prove the central limit theorem under a
certain type of “weak dependence” which includes the so called singleton condition,
whose importance to central limit theorem was pointed out in Theorem 0 of Boz˙ejko
and Speicher [11]; our assumptions are modeled on Kargin [23] who weakened free-
ness assumption in the free central limit theorem. Our result addresses a question
of finding the “appropriate notions of independence or of weak dependence” for the
quantum central limit theorem which was raised on page 11 of [2] and describes the
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limit law; if one is interested solely in convergence, it can be deduced from the gen-
eral theory of the quantum central limit theorem developed by Accardi, Hashimoto
and Obata [1]. Section 8.2 of Hora and Obata [20] discusses the role of singleton
condition and gives the central limit theorem under classical, free, boolean, and
monotone independence.
1.1. A two-state freeness condition. LetA be a unital ∗-algebra with two states
ψ, ϕ : A → C. We assume that both states fulfill the usual assumptions of positivity
and normalization, and we assume tracial property ψ(ab) = ψ(ba) for ψ, but not
for ϕ.
A typical model of an algebra with two sates is a group algebra of a group
G = ∗iGi , a free product of groups Gi. Here ϕ is the boolean product of the
individual states (which was also called ”regular free state”); the simplest example
is the free product of integers, Gi = Z, where G is a free group with arbitrary
number of generators, and ϕ is the Haagerup state, Φ(x) = r|x|, where |x| is the
length of word x ∈ G, −1 ≤ r ≤ 1, and state ψ is δ(0). For details see Bozejko
[6, 7].
A self-adjoint element X ∈ A with moments that fulfill appropriate growth con-
dition defines a pair µ, ν of probability measures on (R,B) such that
ϕ(Xk) =
∫
R
xkµ(dx) and ψ(Xk) =
∫
R
xkν(dx).
We will refer to measures µ, ν as the ϕ-law and the ψ-law of X, respectively.
With each set of a1, . . . , an ∈ A and a pair of states (ϕ, ψ) we associate the
cumulants Rk = Rk,ϕ,ψ, k = 1, 2, . . . , which are the multilinear functions Ak → C
defined by
(1.1) ϕ(a1a2 . . . an)
=
n∑
k=1
∑
1=s1<s2<···<sk≤n
Rk(a1, as2 , . . . , ask)ϕ(ask+1 . . . an)
k−1∏
r=1
ψ
sr+1−1∏
j=sr+1
aj
 .
We will use the notation
(1.2) rn(a1, . . . , an) := Rn,ψ,ψ(a1, . . . , an).
We remark that rn are the free cumulants with respect to state ψ, as defined by
Speicher [35, 36]; see also [32]. For more general theory of cumulants, see [29].
Fix a ∈ A, and consider the following formal power series
R(z) =
∞∑
n=1
Rn(a, . . . , a)z
n−1,(1.3)
m(z) =
∞∑
n=0
znψ(an),(1.4)
M(z) =
∞∑
n=0
znϕ(an).(1.5)
By Theorem 5.1 of [9], Eqtn. (1.1) is equivalent to the following relation
(1.6) M(z) (1− zR(zm(z))) = 1.
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Definition 1.1. We say that subalgebras A1,A2, . . . are (ϕ|ψ)-free if for every
choice of a1, . . . , an ∈
⋃
j Aj we have
Rn(a1, . . . , an) = 0 except if all aj come from the same algebra.
It is important to note that (ϕ|ψ)-freeness is weaker than c-freeness, as explained
before Lemma 1.1. Thus we could have used the term weak c-freeness instead of
(ϕ|ψ)-freeness.
When the algebras are (ψ|ψ)-free, we will abbreviate this to ψ-free. From Ref.
[35] it follows that ψ-freeness coincides with the usual concept of freeness as intro-
duced by Voiculescu [37].
We will say that X,Y are (ϕ|ψ)-free if the unital algebras C〈X〉 and C〈Y〉 are
(ϕ|ψ)-free.
A related concept is the following.
Definition 1.2 (See Refs. [10] and [9]). We say that subalgebras A1,A2, . . . are
c-free if for every choice of i1 6= i2 6= · · · 6= in and every choice of aj ∈ Aj such that
ψ(aj) = 0 (thus aj 6= 1) we have
(1.7) ϕ(ai1 . . . ain) =
n∏
k=1
ϕ(aik).
1.2. Properties of (ϕ|ψ)-freeness. If A1,A2 are (ϕ|ψ)-free then for a ∈ A1, b ∈
A2
(1.8) ϕ(ab) = ϕ(a)ϕ(b).
For a1, a2 ∈ A1, b ∈ A2 we have
(1.9) ϕ(a1ba2) = ψ(b)ϕ(a1a2)− ψ(b)ϕ(a1)ϕ(a2) + ϕ(b)ϕ(a1)ϕ(a2).
For a1, a2 ∈ A1, b1, b2 ∈ A2 we have
(1.10) ϕ(a1b1a2b2) = ϕ(a1a2)ψ(b1)ψ(b2)− ϕ(a1)ψ(a2)ϕ(b1b2)
+ ϕ(a1)ψ(a2)ϕ(b1)ϕ(b2)− ϕ(a1)ϕ(a2)ϕ(b1)ϕ(b2).
Formulas (1.8) (1.9) and are identical to formulas under c-freeness as given in
Lemma 2.1 of Ref. [9]. Together with formula (1.10) they imply that for a pair
of (ϕ|ψ)-free algebras, (1.7) holds for n ≤ 4. One can check that if a, b are (ϕ|ψ)-
free and ψ(a) = ψ(b) = 0 but ψ(bab) 6= 0 then ϕ(ababa) 6= ϕ(a)3ϕ(b)2; thus the
concepts of c-freeness and of (ϕ|ψ)-freeness are not equivalent. Nevertheless they
coincide for ψ-free algebras as noted in the following.
Lemma 1.1 (page 368 of Ref. [9]). Suppose A1,A2, . . . are ψ-free. Then the
algebras A1,A2, . . . are (ϕ|ψ)-free if and only if they are c-free.
(It would be interesting to characterize (ϕ|ψ)-freeness without the freeness as-
sumption on ψ.)
We will also rely on the following fact.
Lemma 1.2 (Ref [9]). Given a noncommutative random variable X in a two-state
probability space, there exist a two-state algebra (which one can take as the algebra
of noncommutative polynomials C〈X,Y〉 in two variables) and two non-commutative
random variables X˜, Y˜ which are ψ-free, (ϕ|ψ)-free, and both have the same ϕ-law
and ψ-law as X.
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Proof. Theorem 1 of Ref. [10], see also Theorem 2.2 of Ref. [9], shows how to
extend both states to the free product of the original algebra so that the resulting
algebras are c-free and ψ-free. By Lemma 1.1, they are thus (ϕ|ψ)-free. 
2. A (ϕ|ψ)-free quadratic regression problem
In this section we prove a two-state version of Theorem 3.2 of Ref. [8]. The
statement is fairly technical, but we found it useful for our proof of the central
limit theorem (Theorem 4.1 below).
Theorem 2.1. Suppose X,Y are self-adjoint (ϕ|ψ)-free and
(2.1) ϕ(Xn) = ϕ(Yn), ψ(Xn) = ψ(Yn)
for all n. Furthermore, assume that ϕ(X) = 0, ϕ(X2) = 1. (This can always be
achieved by a shift and dilation, as long as ϕ(X2) 6= 0.)
Let S = X+ Y and suppose that there are a, c ∈ R and b > −2 such that
(2.2) ϕ
(
(X− Y)2Sn) = cϕ ((4I+ 2aS+ bS2)Sn) , n = 0, 1, 2 . . . .
Then the ϕ-moment generating functions MS(z) :=
∑∞
k=0 z
kϕ(Sk) and mS(z) :=∑∞
k=0 z
kψ(Sk), which are defined as formal power series, are related as follows
(2.3) MS(z) =
2 + b− (2az + b)mS(z)
2 + b− (4z2 + 2az + b)mS(z) .
Remark 2.1. We will apply (2.3) to the case whenmS(z) converges for small enough
|z|, in the form as written. In general, the right hand side of (2.3) needs to be
interpreted correctly. Recall that the composition p(q(z)) of two power series p, q
is well defined if q(z) has no constant term. Note that the formal power series
−b + (4z2 + 2az + b)mS(z) has no constant term, so it can be composed with the
formal power series
∑∞
n=0
1
2n+1 z
n, which is a formal power expansion of the function
1
2−z . It is therefore natural to denote such a composition by
1
2− (−b+ (4z2 + 2az + b)mS(z)) .
The right hand side of (2.3) is then interpreted as the product of this power series
with the formal power series 2 + b − (2az + b)mS(z).
Remark 2.2. Our assumptions on ϕ do not allow us to use conditional expectations.
However, it is still natural to ask which properties of conditional expectations would
have implied assumptions of Theorem 2.1. To this end, we denote by ϕ(·|S) the
conditional expectation onto the commutative algebra generated by S.
From equality of the laws (2.1) and (ϕ|ψ)-freeness, one can deduce that
(2.4) ϕ(XSn) =
1
2
ϕ
(
S
n+1
)
, n = 0, 1, 2 . . . .
(See (2.7) below.) When the conditional expectation exists, this property follows
from ϕ(X|S) = 12S. We can then derive (2.2) from the quadratic variance property
(2.5) ϕ(X2|S)− (ϕ(X|S))2 = c
(
I+
a
2
S+
b
4
S
2
)
.
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2.1. Proof of Theorem 2.1. We first remark that c = (2 + b)−1. This follows
from (2.2) with n = 0 since ϕ(X± Y)2 = 2± ϕ(XY)± ϕ(YX) = 2.
By definition, Rn(S, . . . , S) = Rn(X, . . . ,X) + Rn(Y, . . . ,Y). From (2.1) we see
that Rn(X, . . . ,X) = Rn(Y, . . . ,Y). Thus
(2.6) Rn(X− Y, S, . . . , S) = Rn(X, S, . . . , S)−Rn(Y, S, . . . , S)
= Rn(X, . . . ,X)−Rn(Y, . . . ,Y) = 0
for all n. By (1.1) this implies
(2.7) ϕ ((X− Y)Sn) = 0.
Similarly, using multilinearity of R,
(2.8) Rn(X− Y,X− Y, S, . . . , S)
= Rn(X,X− Y, S, . . . , S)−Rn(Y,X− Y, S, . . . , S)
= Rn(X, . . . ,X) +Rn(Y, . . . ,Y) = Rn(S, . . . , S)
for all n ≥ 2. Formula (1.1) therefore implies that
ϕ
(
(X− Y)2Sn)
=
n+2∑
k=2
∑
1=b1<b2=2<···<bk≤n+2
Rk(X−Y,X−Y, S . . . , S)ϕ(Sn−bk−1)
k−1∏
r=1
ψ(Sbr+1−br−1)
+
n+2∑
k=1
∑
1=b1<2<b2<···<bk≤n+2
Rk(X− Y, S, . . . , S)ϕ(Sn−bk−1)
k−1∏
r=1
ψ(Sbr+1−br−1).
By (2.6), the second sum vanishes. Using (2.8) we get
(2.9) ϕ
(
(X− Y)2Sn)
=
n+2∑
k=2
∑
1=b1<b2=2<···<bk≤n+2
Rk(S, S, S . . . , S)ϕ(S
n−bk−1)
k−1∏
r=1
ψ(Sbr+1−br−1).
Comparing this with the decomposition for ϕ(Sn+2) we see that
ϕ
(
(X− Y)2Sn) = ϕ(Sn+2)
−
n+2∑
k=2
∑
1=b1<2<b2<···<bk≤n+2
Rk(S, S, . . . , S)ϕ(S
n−bk−1)
k−1∏
r=1
ψ(Sbr+1−br−1).
We now rewrite the last sum based on the value of m = b2 − b1, compare Ref. [8].
We have
ϕ
(
(X− Y)2Sn) = ϕ(Sn+2)
−
n∑
m=1
ψ(Sm)
n+2∑
k=2
∑
1=b1<1+m=b2<···<bk≤n+2
Rk(S, S, . . . , S)ϕ(S
n−bk−1)
×
k−1∏
r=1
ψ(Sbr+1−br−1).
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Since b2 − b1 − 1 = m, formula (2.8) gives
n+2∑
k=2
∑
1=b1<1+m=b2<···<bk≤n+2
Rk(S, S, . . . , S)ϕ(S
n−bk−1)
k−1∏
r=1
ψ(Sbr+1−br−1)
=
n+2∑
k=2
∑
1=b1<1+m=b2<···<bk≤n+2
Rk(X− Y,X− Y, S, . . . , S)ϕ(Sn−bk−1)ψ(Sm)
×
k−1∏
r=2
ψ(Sbr+1−br−1).
Re-indexing the variables so that b2 = 2 and inserting this into (2.9) we get
ϕ
(
(X− Y)2Sn) = ϕ(Sn+2)− n∑
m=1
ψ(Sm)ϕ((X − Y)2Sn−m).
Thus from (2.2) we get
ϕ(Sn+2) =
1
2 + b
n∑
j=0
ψ(Sj)
(
4ϕ(Sn−j) + 2aϕ(Sn−j+1) + bϕ(Sn−j+2)
)
.
A routine argument now relates the formal power series:
MS(z) = 1 + z
2
∞∑
n=0
znϕ(Sn+2)
= 1 +
z2
2 + b
∞∑
n=0
n∑
j=0
zjψ(Sj)zn−j
(
4ϕ(Sn−j) + 2aϕ(Sn−j+1) + bϕ(Sn−j+2)
)
= 1 +
z2
2 + b
∞∑
j=0
zjψ(Sj)
∞∑
n=j
zn−j
(
4ϕ(Sn−j) + 2aϕ(Sn−j+1) + bϕ(Sn−j+2)
)
= 1 +
mS(z)
2 + b
(
4z2MS(z) + 2az(MS(z)− 1) + b(MS(z)− 1)
)
.
3. The ϕ-law of X
In this section we are interested in one explicit case when Theorem 2.1 allows
us to determine the ϕ-law of X from the ψ-law of X. This case arises when X,Y
are ψ-free and (ϕ|ψ)-free with compactly supported laws. Then the ϕ-law and the
ψ-law of X + Y are determined uniquely from the laws of X,Y by the generalized
convolution ⊛ which was introduced by Boz˙ejko and Speicher [10] and studied in
Refs. [9, 12, 13, 26, 27]. The generalized convolution is a binary operation on the
pairs of compactly supported probability measures (µ, ν). The analytic approach
from Theorem 5.2 in Ref. [9] is especially convenient for explicit calculations.
According to this result, the generalized convolution (µ1, ν1) ⊛ (µ2, ν2) of pairs of
compactly supported probability measures is a pair (µ, ν) of compactly supported
probability measures which is determined by the following procedure. Consider the
Cauchy transforms
Gj(z) =
∫
1
z − xµj(dx), gj(z) =
∫
1
z − xνj(dx), j = 1, 2.
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Let kj(z) be the inverse function of gj(z) in a neighborhood of ∞, and define
(3.1) rj(z) = kj(z)− 1/z.
On the second component the c-convolution acts as the free convolution [37], ν =
ν1⊞ν2. Recall that the free convolution ν of measures ν1, ν2 is the unique probability
measure with the Cauchy transform g(z) which solves the equation
g(z) =
1
z − r1(g(z))− r2(g(z)) .
To define the action of the generalized convolution on the first component, let
Rj(z) = kj(z)− 1/Gj(kj(z)).
Thus
(3.2) Gj(z) =
1
z −Rj(gj(z)) .
The first component of the generalized convolution is defined as the unique proba-
bility measure µ with the Cauchy transform
G(z) =
1
z −R1(g(z))−R2(g(z)) .
We write
(µ, ν) = (µ1, ν1)⊛ (µ2, ν2).
We remark that
r(z) =
∞∑
k=1
rkz
k−1, R(z) =
∞∑
k=1
Rkz
k−1
are the generating functions for the ψ-free and (ϕ|ψ)-free cumulants respectively,
see (1.3). We also note that the above relations can be interpreted as combinatorial
relations between ψ-moments and ϕ-moments; the assumption of compact support
allows us to determine the laws uniquely from moments.
3.1. The case of “constant conditional variance”.
Proposition 3.1. Suppose X,Y are ψ-free with the same compactly supported ψ-
law ν, and are (ϕ|ψ)-free with the same ϕ-law. If (2.2) holds with a = b = 0, then
the ϕ-law of X is compactly supported and uniquely determined by ν.
Proof. The ψ-law of S is the free convolution ν ⊞ ν, so it is compactly supported.
Therefore mS(z) is given by a series that converges for small enough |z|. Then (2.3)
reduces to
MS(z) =
1
1− 2z2mS(z) ,
and MS(z) is also given by a convergent series. In particular, the ϕ-law of S is
compactly supported. So for ℑz > 0, the Cauchy transform is
(3.3) GS(z) =
1
z
MS(1/z) =
1
z − 2gS(z) .
ThusRk(S, . . . , S) = 0 for all k except forR2(S, S) = 2. This shows thatRk(X, . . . ,X) =
0 for all k except for R2(X,X) = 1. Thus RX(z) = z and (1.6) gives
(3.4) MX(z) =
1
1− z2mX(z) .
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This implies that ϕ-law of X has compact support, and its Cauchy transform is
uniquely determined by
(3.5) GX(z) =
1
z − gX(z) .

In particular, suppose ν is the semicircle law with mean zero and variance σ2,
so that gX(z) =
z−√z2−4σ2
2σ2 . Proposition 3.1 then shows that the ϕ-law of X has
Cauchy-Stieltjes transform
(3.6) GX(z) =
(σ2 − 12 ) z − 12
√
z2 − 4 σ2
1 + (σ2 − 1) z2 .
This law plays the role of the “Gaussian limit” in Ref. [9].
3.2. The case of “linear conditional variance”. Suppose (2.2) holds with b =
0. Then (2.3) reduces to
MS(z) =
1− azmS(z)
1− (2z + a)zmS(z) .
So again the Φ-law of S is compactly supported, if the ψ-law is, and the Cauchy
transform is
GS(z) =
1− agS(z)
z − (2 + az)gS(z) =
1
z −RS(gS(z))
with
RS(u) =
2u
1− au .
This shows that RX(z) =
z
1−az and
GX(z) =
1− agX(z)
z − (1 + az)gX(z) .
In particular, suppose that the ψ-law of X is Marchenko-Pastur with parameter
λ > 0, so that
gX(z) =
z + (1− λ)−√(z − 1− λ)2 − 4λ
2z
.
If a = 1, then the ϕ-law of X is compactly supported, with Cauchy transform
GX(z) =
1 + λ− z(1− 2λ)−
√
(z − 1− λ)2 − 4λ
2 (1 + z(1 + λ)− z2(1− λ)) .
Related laws appear in Eqtn. (17) of Ref. [17] and on page 380 in Ref. [9].
4. Central limit theorem for non-identical summands
The central limit theorem and the Poisson convergence theorem for sums of
(ϕ|ψ)-free random variables that are also ψ-free appear in Theorems 4.3 and 4.4
of Ref. [9]. Recently Kargin [23] observed that in the free case one can dispense
with the assumption of identical laws and at the same time relax the freeness
assumption. A similar result in classical probability is due to Komlos [24] who
assumes a much weaker version of singleton condition (4.1) and has an inequality
in his condition (6) that substitutes for (4.3). Komlos’ conditions were motivated
by (classical) central limit theorem for the so called multiplicative systems. We
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also note that in classical probability Jakubowski and Kwapien´ [22] discovered a
beautiful connection between multiplicative systems and independent sequences.
No counterpart of this result is known in noncommutative setting; compare also
non-commutative p-orthogonality and Remark 2.4 of Pisier [33], and work of Ko¨stler
and Speicher [25] on noncommutative versions of de Finetti’s theorem.
In this section we use Theorem 2.1 to deduce a two-state version of Kargin’s
result. The convergence of moments can also be obtained as a corollary of Theorem
3 in Accardi Hashimoto and Obata [2], see also Theorem 3.3 in [1], Theorem 0 of
[11], and Section 8.2 in [20]. This theorem says that under the singleton condition
(4.1), in order to complete the proof of CLT, it suffices to control ergodic averages
of totally entangled pair partitions. The disentanglement can be achieved from
various conditions that include statistical conditions, such as the free case or the
generalized freeness given by conditions (4.2) and (4.3). This approach, as well
as classical CLT in Ref [24], suggests that one should seek a weaker version of
(4.3) that perhaps would be stated as an inequality. On the other hand, our proof
from Theorem 2.1 gives directly the formula for the Cauchy-Stieltjes transform of
the limit law which would require additional work if the techniques from [1] were
applied.
We also note that Wang [38] uses analytical methods to study limit theorems for
additive c-convolution with measures of unbounded support. It is not obvious how
Kargin’s condition A should be generalized to this setting. In fact, a generalization
of Theorem 2.1 to unbounded random variables would be interesting even in the
free case studied in [8].
Definition 4.1. We will say that a sequence of random variables X1,X2, . . . satis-
fies Kargin’s Condition A with respect to (ϕ|ψ), if:
(i) For every k 6∈ {j1, . . . , jn} the following singleton conditions hold:
(4.1) ϕ(XkXj1 . . .Xjr ) = ϕ(Xj1XkXj2 . . .Xjr ) = . . .
= ϕ(Xj1 . . .XjrXk) = 0.
(4.2) ψ(XkXj1 . . .Xjr ) = 0.
(In particular, ψ(Xj) = ϕ(Xj) = 0.)
(ii) For every k 6∈ {j1, . . . , jr}, and 0 ≤ p ≤ r,
(4.3) ϕ(XkXj1 . . .XjpXkXjp+1 . . .Xjr )
= ϕ(X2k)ψ(Xj1 . . .Xjp)ϕ(Xjp+1 . . .Xjr ).
We remark that conditions (4.1) and (4.3) are automatically satisfied if X1,X2, . . .
are ϕ-centered and (ϕ|ψ)-free; clearly, condition (4.2) holds true if X1,X2, . . . are
ψ-centered and ψ-free but of course it is weaker and can hold also for classical
(commutative) independent random variables.
Theorem 4.1. Suppose that
(i) X1,X2, . . . satisfies Kargin’s Condition A with respect to (ϕ|ψ);
(ii) All joint moments of order k are uniformly bounded
(4.4) sup
j1,...,jk≥1
|ϕ(Xj1 . . .Xjk)| ≤ Ck <∞ for k = 1, 2, . . . .
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(iii) Sequences s2j := ψ(X
2
j ) and S
2
j := ϕ(X
2
j ) satisfy
(4.5) (s21 + · · ·+ s2n)/n→ s and (S21 + · · ·+ S2n)/n→ S.
(iv) 0 < s, S <∞.
(v) The ψ-moments of 1√
s2
1
+···+s2n
∑n
j=1 Xj converge to the corresponding mo-
ments of a compactly supported probability measure ν.
Then the ϕ-moments of 1√
S2
1
+···+S2n
∑n
j=1 Xj converges to the moments of the unique
compactly supported law µ with Cauchy transform (3.5), where gX(z) =
∫
S
Sz−sxν(dx).
Combining Theorem 4.1 with Ref. [23] and formula (3.6) we get the following
generalization of Theorem 4.3 in Ref. [9].
Corollary 4.2. Suppose that
(i) X1,X2, . . . satisfies Kargin’s Condition A with respect to (ϕ|ψ) and with
respect to (ψ|ψ).
(ii) All moments are uniformly bounded: (4.4) holds true, and supn |ψ(Xkn)| <
∞ for k = 1, 2, . . . .
(iii) Sequence s2j := ψ(X
2
j) = s
2
j and S
2
j := ϕ(X
2
j ) satisfy (4.5) with 0 < s, S <
∞.
Then the ϕ-law of 1√
S2
1
+···+S2n
∑n
j=1 Xj converges to the law µ with the Cauchy-
Stieltjes transform (3.6) and σ = s/S.
Our proof of the central limit theorem is based on reduction to Laha-Lukacs
theorem which in classical probability was introduced in Section 7.3.1 of Bryc [14].
4.1. Proof of Theorem 4.1. By Ref. [10] without loss of generality we may
assume that we have a two-state probability space with two copies of the original
sequence: (Xk) and (Yk) each of them separately having the same ψ-moments
and ϕ-moments as the original sequence, but such that the algebras AX and AY
generated by (Xk) and by (Yk), respectively, are ψ-free and (ϕ|ψ)-free.
Under this representation, the ψ-distribution of 1√
s2
1
+···+s2n
∑n
j=1(Xj +Yj) con-
verges to ν⊞ν. Our goal is to show that the ϕ-distribution of 1√
S2
1
+···+S2n
∑n
j=1(Xj+
Yj) has the unique limit determined by the law with Cauchy-Stieltjes transform
(3.3). To do so, denote
Un =
1√
n
n∑
j=1
Xj , Vn =
1√
n
n∑
j=1
Yj , Sn = Un + Vn.
Denote
Z
(ε)
j = X
ε
jY
1−ε
j , ε = 0, 1.
Since the variables do not commute, we adopt a special convention for the product
notation convention which relies on the order of the index set:
ϕ
(
p∏
s=1
Z
ε(s)
J(s)
)
:= ϕ
(
Z
ε(1)
J(1)Z
ε(2)
J(2) . . .Z
ε(p)
J(p)
)
.
Lemma 4.3. In the above setting, if {Xj} satisfies Kargin’s Condition A, then
{X1,Y1,X2,Y2, . . . } satisfies Kargin’s Condition A.
Proof. We first note the following.
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Claim 1. Singleton properties (4.1), (4.2) for {Xj} are equivalent to the following:
for k 6∈ {j1, . . . , jp} with p = 0, 1, 2, . . . , we have
(4.6) Rp+1(Xk,Xj1 , . . . ,Xjp) = Rp+1(Xj1Xk,Xj2 , . . . ,Xjp) = . . .
· · · = Rp+1(Xj1 , . . . ,Xjp ,Xk) = 0,
and
(4.7) rp+1(Xk,Xj1 , . . . ,Xjp) = 0.
Proof. Clearly, (4.7) implies (4.2) by (1.1) applied to ϕ = ψ. Conversely, suppose
that rp+1(Xk,Xj1 , . . . ,Xjp) 6= 0 for some p ≥ 0, and take the smallest p. Since for
F = {f1, f2, . . . } ⊂ {j1, . . . , jp},
ψ(Xk
∏
f∈F
Xf ) = 0,
the only non-zero terms in (1.1) must come from cumulants that have Xk as their
argument. Thus, with ΠF denoting the appropriate products of moments,
0 = ψ(Xk,Xj1 . . .Xjp) =
∑
F
r|F |+1(Xk,Xf1 ,Xf2 , . . . )ΠF
= rp+1(Xk,Xj1 , . . . ,Xjp) + lower order terms.
Since by assumption all lower order cumulants vanish, we see that rp+1(Xk,Xj1 , . . . ,Xjp)
in fact must be zero. 
Claim 2. Suppose {Xj} satisfies singleton properties (4.1) and (4.2). Then (4.3)
is equivalent to the following: for k 6∈ {j1, . . . , jr} with r = 1, 2, . . . , and every
0 ≤ p ≤ r we have
(4.8) Rr+2(Xk,Xj1 , . . . ,Xjp ,Xk,Xjp+1 . . . ,Xjr ) = 0.
Proof. Suppose (4.6) and (4.8) hold. Then in (1.1), Xk must appear twice in the
argument of R. Thus
ϕ(XkXj1 . . .XjpXkXjp+1 . . .Xjr )
= R2(Xk,Xk)ψ(Xj1 . . .Xjp)ϕ(Xjp+1 . . .Xjr ) + sum involving higher cumulants
= ϕ(X2k)ψ(Xj1 . . .Xjp)ϕ(Xjp+1 . . .Xjr ) + 0.
Conversely, suppose that Rr+2(Xk,Xj1 , . . . ,Xjp ,Xk,Xjp+1 . . . ,Xjr ) 6= 0, for some
r ≥ 1, and take the smallest such r. By (4.6), expansion (1.1) has no singleton
appearances of Xk. Thus
ϕ(XkXj1 . . .XjpXkXjp+1 . . .Xjr ) = Rr+2(Xk,Xj1 , . . . ,Xjp ,Xk,Xjp+1 . . . ,Xjr )
+
r−1∑
α=0
∑
#F=α
Rα+2(Xk,Xf1 , . . . ,Xfa ,Xk,Xfa+1 , . . . )
= Rr+2(Xk,Xj1 , . . . ,Xjp ,Xk,Xjp+1 . . . ,Xjr )
+R2(Xk,Xk)ψ(Xj1 . . .Xjp)ϕ(Xjp+1 . . .Xjr ).
Thus Rr+2(Xk,Xj1 , . . . ,Xjp ,Xk,Xjp+1 . . . ,Xjr ) = 0.

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We will show that {Zε(j)j } satisfies Kargin’s Condition A for any choice of indices
(j, ε(j)) ∈ N×{0, 1}. Since the assumptions are symmetric with respect to {Xj} and
{Yj}, it is enough to analyze the case when the distinguished element is Xk = Z(1)k .
Suppose (1, k) 6∈ {(ε(1), j1), (ε(2), j2), . . . (ε(p), jp)}. Then
rp+1(Xk,Z
ε(1)
j1
, . . . ,Z
ε(p)
jp
) = 0.
Indeed, this holds true by ψ-freeness of AX,AY if one of the ε(i) = 0. On the other
hand, if all ε(i) = 1, then this holds true by (4.6). Similarly, (ϕ|ψ)-freeness of
AX,AY implies that
Rp+1(Xk,Z
ε(1)
j1
, . . . ,Z
ε(p)
jp
) = 0
either because some of the ε(j) = 0, or by (4.6). Thus (4.1) and (4.2) hold for
{Zε(j)j } {Zε(j)j } by Claim 1.
Similarly, if r ≥ 1,
Rr+2(Xk,Z
ε(1)
j1
, . . . ,Z
ε(1+p)
jp
,Xk,Z
ε(p+1)
jp+1
. . . ,Z
ε(r)
jr
) = 0
either because some of ε(i) = 0 and AX,AY are (ϕ|ψ)-free, or by (4.8). Therefore
(4.3) holds for {Zε(j)j } by Claim (2). 
Lemma 4.4. For fixed j, k,m ≥ 0,
sup
n
|ϕ (UjnVkn(Un + Vn)m) | <∞.
Proof. Expanding the product, by Lemma 4.3 we see that
(4.9) ϕ
(
U
j
nV
k
n(Un + Vn)
m
)
= n−(j+k+m)/2
∑
J:{1,...,j+k+m}→{1,...,n}
∑
ε∈E
ϕ
(
j+k+m∏
s=1
Z
ε(s)
J(s)
)
= n−(j+k+m)/2
∑
J∈J≥2
∑
ε∈E
ϕ
(
j+k+m∏
s=1
Z
ε(s)
J(s)
)
,
where
J≥2 = {J : #J−1(s) 6= 1 for all 1 ≤ s ≤ n}
is the set of mappings J : {1, . . . , j + k +m} → {1, . . . , n} that take no singleton
values, and
E = {ε ∈ 2{1,...,j+k+m} :
ε(1) = · · · = ε(j) = 1, ε(j + 1) = · · · = ε(j + k) = 0}.
The cardinality of the first set can be bounded above by #J≥2 ≤ n(j+k+m)/2,
and #E = 2m, so by (4.4),∣∣∣∣∣∣
∑
J∈J≥2
∑
ε∈E
ϕ
(
j+k+m∏
s=1
Z
ε(s)
J(s)
)∣∣∣∣∣∣ ≤ Cj+k+m2mn(j+k+m)/2.

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Let
J2 = {J : #J−1(s) = 0, 2 for all 1 ≤ s ≤ n}
be the subset of J≥2 that consists of all mappings J : {1, . . . , j+k+m} → {1, . . . , n}
that are two-to-one valued. (Clearly J2 = ∅ when j + k +m is odd.)
Lemma 4.5. For j, k,m ≥ 0,
(4.10)
lim sup
n→∞
∣∣∣∣∣ϕ(UjnVkn(Un + Vn)m)− n−(j+k+m)/2 ∑
J∈J2
∑
ε∈E
ϕ(
j+k+m∏
s=1
Z
ε(s)
J(s))
∣∣∣∣∣ = 0,
Proof. If there is a value s ∈ {1 . . . n} that is taken by J at three or more different
points, then there are at most j + k + m − 1 points on which J is two-to-one.
Therefore,
# (J≥2 \ J2) ≤
(
j + k +m
3
)
n(j+k+m−1)/2,
and by (4.4), the result follows from (4.9),
∑
J∈J≥2\J2
∑
ε
∣∣∣∣∣ϕ(
j+k+m∏
s=1
Z
ε(s)
J(s))
∣∣∣∣∣ ≤
(
j + k +m
3
)
Cj+k+m2
mn(j+k+m−1)/2.

We remark that since J2 = ∅ for odd j + k +m, Lemma 4.5 implies that
lim sup
n→∞
|ϕ((Un + Vn)m)| = 0 for odd m.
The next lemma is the main tool in identifying the limit via Theorem 2.1.
Lemma 4.6. For m ≥ 1,
lim sup
n→∞
∣∣∣∣∣∣ϕ((Un − Vn)2Smn )− 2ϕ(Smn )
n∑
j=1
S2j /n
∣∣∣∣∣∣ = 0.
Proof. Since (x− y)2 = x(x− y) + y(y− x), and the joint moments of (Un,Vn) are
symmetric in Un,Vn, it is enough to show that
(4.11) lim sup
n→∞
∣∣∣∣∣∣ϕ (Un(Un − Vn)Smn )− ϕ (Smn )
n∑
j=1
S2j /n
∣∣∣∣∣∣ = 0.
By Lemma 4.5, once we expand the sums in ϕ
(
U2nS
m
n − VnSmn − Smn
∑n
j=1 S
2
j /n
)
,
the only contributing terms come from the sum over the two-to-one functions J :
{1 . . .m + 2} → {1 . . . n}. Therefore, it is enough to show that before taking the
limit, we have the following identity:
(4.12)
1
n
∑
J∈J2
∑
ε
(
ϕ
(
XJ(1)XJ(2)
m+2∏
s=3
Z
ε(s)
J(s)
)
− ϕ
(
XJ(1)YJ(2)
m+2∏
s=3
Z
ε(s)
J(s)
)
− S2J(1)δJ(1)=J(2)ϕ
(
m+2∏
s=3
Z
ε(s)
J(s)
))
= 0.
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Let J∗ ⊂ J2 denote the set of two-to-one functions with J(1) = J(2). Expanding
the products we see that for J ∈ J∗ each term in (4.12) can be written as
ϕ
(
XJ(1)XJ(2)
m+2∏
s=3
Z
ε(s)
J(s)
)
− ϕ
(
XJ(1)YJ(2)
m+2∏
s=3
Z
ε(s)
J(s)
)
− S2J(1)ϕ
(
m+2∏
s=3
Z
ε(s)
J(s)
)
.
Since YJ(2) is a singleton, by Lemma 4.3, ϕ
(
XJ(1)YJ(2)
∏m+2
s=3 Z
ε(s)
J(s+2)
)
= 0. The
same lemma gives
ϕ
(
XJ(1)XJ(2)
m+2∏
s=3
Z
ε(s)
J(s)
)
= ϕ
(
X
2
J(1)
m+2∏
s=3
Z
ε(s)
J(s)
)
= S2J(1)ϕ
(
m+2∏
s=3
Z
ε(s)
J(s)
)
.
Thus
(4.13)
∑
J∈J∗
∑
ε
(
ϕ
(
XJ(1)XJ(2)
m+2∏
s=3
Z
ε(s)
J(s)
)
− ϕ
(
XJ(1)YJ(2)
m+2∏
s=3
Z
ε(s)
J(s)
))
= ϕ (Smn )
n∑
j=1
S2j .
To end the proof, we need to show that the sum over J ∈ J2 \ J∗ is zero. In fact,
we observe that for each J ∈ J2 \ J∗,
(4.14)
∑
ε
(
ϕ
(
XJ(1)XJ(2)
m+2∏
s=3
Z
ε(s)
J(s)
)
− ϕ
(
XJ(1)YJ(2)
m+2∏
s=3
Z
ε(s)
J(s)
))
= 0.
To see this, denote by r > 2 the unique index with J(1) = J(r). Given ε ∈
2{3,...,m+2}, let
ε′(s) =
{
1− ε(s) if s < r,
ε(s) if s ≥ r.
Clearly, the mapping ε 7→ ε′ is a bijection of E . Therefore, (4.14) follows from
(4.15)
∑
ε
(
ϕ
(
XJ(1)XJ(2)
m+2∏
s=3
Z
ε(s)
J(s)
)
=
∑
ε
ϕ
(
XJ(1)YJ(2)
m+2∏
s=3
Z
ε′(s)
J(s)
))
.
The latter holds true because by Lemma 4.3, for a fixed ε, the left hand side of
(4.15) is
ϕ
(
X
2
J(1)
)
ψ
(
XJ(2)
r−1∏
s=3
Z
ε(s)
J(s)
)
ϕ
(
m+2∏
s=r+1
Z
ε(s)
J(s)
)
,
while the right hand side of (4.15) is
ϕ
(
X
2
J(1)
)
ψ
(
YJ(2)
r−1∏
s=3
Z
ε′(s)
J(s)
)
ϕ
(
m+2∏
s=r+1
Z
ε(s)
J(s)
)
.
The two expressions are equal, because the joint (mixed) ψ-moments ofX1,X2, . . . ,Y1,Y2, . . .
by construction do not change when we swap the roles of the sequences {Xj}
and {Yj}. Of course, such a transformation converts ψ
(
XJ(2)
∏r−1
s=3 Z
ε(s)
J(s)
)
into
ψ
(
YJ(2)
∏r−1
s=3 Z
ε′(s)
J(s)
)
. 
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Proof of Theorem 4.1. Since convergence of moments is a metric convergence, we
use the standard lemma: to show convergence it suffices to show that every subse-
quence has a subsequence that converges to the same limit.
The joint ψ-moments of Un,Vn, Sn converge, as the ψ-moments of Un con-
verge by assumption and (4.5), and Un,Vn are ψ-free so their joint ψ-moments
are uniquely determined from the moments of Un alone.
By Lemma 4.4, from any subsequence Unk by diagonal method we can extract a
further sub-subsequence such that the joint ϕ-moments of Un, Vn, and Sn converge
along that sub-subsequence. Taken together, the limits of these ψ-moments and
ϕ-moments define a pair of states on C〈U,V〉, which we will denote again by ψ and
ϕ. Since Un,Vn are ψ-free and (ϕ|ψ)-free under the limit state U,V are also ψ-free
and (ϕ|ψ)-free. From Lemma 4.6, we see that the pair
X := U/S, Y := V/S
satisfies the assumptions of Theorem 2.1 with a = b = 0. By Proposition 3.1, this
determines the ϕ-law of U uniquely. Therefore, the original sequence {Un} con-
verges in ϕ-moments to U, and the ϕ-law of 1√
S2
1
+···+S2n
∑n
j=1 Xj =
√
n
S2
1
+···+S2nUn
converges in ϕ-moments to U/S. Since the ψ-law of U/S is the dilations by s/S of
measure ν, we get formula (3.5). 
Proof of Corollary 4.2. By Ref. [23], or by repeating the proof of Theorem 4.1
in the special case when ϕ = ψ with Ref. [8] used instead of Theorem 2.1, we
know that the ψ-moments of 1√
S2
1
+···+S2n
∑n
j=1 Xj converge to the semicircle law of
variance σ2 = s2/S2.
Since the semicircle law has compact support, we can use Theorem 4.1; the
limiting distribution is then given by (3.6). 
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