In this paper, the discrete extended Weibull distribution is introduced by discretizing a new extended the continuous Weibull distribution. The new model has decreasing, increasing, constant and upside-down bathtub shaped hazard rates. Some of basic distributional and reliability properties are studied. The maximum likelihood method is used to estimate the parameters of the model. The performance of the estimation method is evaluated by a Monte-Carlo simulation. Four-real life data sets are considered for illustrating the advantages of the proposed distribution over some other well-known discrete distributions.
I. INTRODUCTION
In reliability lifetime modeling, when the lifetimes are discrete in nature, continuous models may not be appropriate. For example, the lifetime of the switch is measure by the number of on/off; the number of survival days for the cancer patients are recorded; the life of weapon is measured by the number of rounds fired till the first failure; the life of equipment is measure by the number of cycles prior to failure. The above these cases can be best described by discrete models. Standard discrete distribution like Poisson, geometric, binomial, and negative binomial distributions have been used to model discrete lifetime data. However, more suitable discrete lifetime distributions need to be found to fit various types of discrete lifetime data. Thus, it is essential to construct discrete lifetime models for the discrete failure time data. Discretization of the continuous lifetime model is an interesting and intuitive method, which can be used to derive the discrete life model corresponding to the continuous life model.
In recent decades, a number of discrete distributions has been proposed by discretizing continuous random variables. Roy [1] proposed the concept of discretization of the given continuous random variable. If the underlying continuous failure time X has the survival function S(x), then the random variable Y = [X ], the largest integer less or equal to X . The probability mass function P(Y = y) of Y is then given by P(Y = y) = S X (y) − S X (y + 1).
(1)
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Following this approach, Roy [2] proposed the discrete normal distribution. Krishna and Pundir [3] proposed the discrete Burr and discrete Pareto distributions. Jazi et al. [4] introduced the discrete inverse Weibull distribution. The new discrete modified Weibull distribution was proposed by Nadarajah and Almalki [5] , and Bebbington et al. [6] proposed the discrete additive Weibull distribution. Nekoukhou et al. [7] introduced the discrete beta-exponential distribution. Jayakumar and Sankaran [8] proposed the generalization of discrete Weibull distribution. Babu and Jayakumar [9] proposed the discrete Weibull geometric distribution. Khan et al. [10] discussed two discrete Weibull distributions and presented a simple method to estimate the parameters of models. Chakraborty and Chakravarty [11] proposed a new discrete probability distribution with integer support on (−∞, ∞) by discretizing the logistic distribution. Jayakumar and Babu [12] introduced a discrete version of the additive Weibull geometric distribution. Studies of distribution and reliability properties are also included in the discretizing models mentioned above.
In this paper, we obtain a discrete extended Weibull distribution by discreting a new extended continuous Weibull distribution [13] using Roy's [1] concept and study its structural properties.
The rest of this paper is organized as follows. The new extended distribution is introduced in Section II. The hazard rate function is discussed in Section III. The probability generating function and moments are introduced in Section IV. In Section V, the maximum likelihood estimation is discussed. We show the performance of maximum likelihood estimators's using a numerical simulation in Section VI. For illustration, four real data sets have been analyzed to show that the discrete extended Weibull distribution is a suitable distribution for these data sets in Section VII. Finally, we conclude the paper in Section VIII.
II. THE NEW EXTENDED DISTRIBUTION A. CONTINUOUS EXTENDED WEIBULL DISTRIBUTION
The survival function of the extended Weibull distribution (EWB) [13] is
where α, λ are the scale parameters, and β is the shape parameter. Then the corresponding probability density function (PDF) and hazard rate function are and
where a = e −α , b = β and c = e −λ . Figure 1 illustrates examples of PMF of DEWB distribution for different a, b and c. Figure 2 gives graphs of the continuous extended Weibull distribution PDF and discrete extended Weibull distribution PMF under the same parameter values. Figure 2 shows that the difference between the continuous extended Weibull distribution PDF and discrete extended Weibull distribution PMF with same parameter values is very lager for smaller x values, and as x values increase, the different between the continuous extended Weibull distribution PDF and discrete extended Weibull distribution PMF under the same parameter values becomes smaller and smaller.
III. HAZARD RATE FUNCTION
The hazard rate function of DEWB(a, b, c) is given by
Set u(y) = 1 − h(y), y = 2, 3, · · · , then u(y+1)
From equation (9), it can be derived that
, c) = 0 has two roots. These two roots are
It shows h(y) an upside-down bathtub shaped function. given by
The mean residual life (MRL) function is given by
The reverse hazard rate function is given bȳ
IV. PROBABILITY GENERATING FUNCTION AND MOMENTS
Let Y be a DEWB random variable. Then, the probability generating function of Y can be expressed as The rth moment about origin is given by
In particular, the mean and variance are given by
Index of dispersion (ID) for any distribution is defined as the ratio between variance to mean which indicate whether the distribution is suitable for over or under dispersed data. If ID > 1(< 1) the distribution is over dispersed (under dispersed). The mean and variance of the new distribution for different values of a, b and c are calculated numerically. These results are listed in Table 1 . From the Table 1 , we find that mean and variance depend on the values of parameters, the mean of the distribution can be smaller or larger than the variance. Hence DEWB model is appropriate for modeling about over and under dispersed data.
V. MAXIMUM LIKELIHOOD ESTIMATION (MLE)
In this section, we estimate the unknown parameters of the DEWB distribution using the methods of maximum likelihood. Now, we apply method of maximum likelihood for estimating the parameters of DEWB model. Assume that y = (y 1 , y 2 , . . . , y n ) is a random sample of size n from DEWB(a, b, c) distribution. The log-likelihood function is
The likelihood equations are These likelihood equations do not have explicit solutions, but they can be obtained using a numerical method such as the New-Raphson procedure. Let the estimators beθ = (â,b,ĉ) T . The Fisher's information matrix is given by
The exact expressions for above expectations are cumbersome. However, in practice the Fisher's information matrix can be approximated by
where,â,b andĉ are the MLEs of a, b and c, respectively.
Under the usual regularity conditions,θ has an asymptotic normal distribution as N 3 (θ, I (θ) −1 ). Asymptotic normal distribution is usually used for constructing approximate confidence interval. For example, an (1 − γ ) × 100% asymptotic confidence interval for the ith parameter θ i in θ is
whereÎ ii denotes the i th diagonal elements of I −1 (θ) and Z γ 2 is the 1 − γ 2 standard normal quantile.
VI. SIMULATIONS
In this section, we carry out a Monte-Carlo simulation to show the performance of the MLE for estimating the unknown parameters of the DEWB distribution. This simulation has done by considering three sets of (a, b, c) = (0.5, 0.5, 0.5), (0.5, 1.2, 0.8), (0.8, 1.2, 0.5) and n = 101, 102, · · · , 200. We compute the biases and mean squared errors (MSEs). We also calculate the average lengths of the confidence intervals (ALIs) and coverage probabilities (CPs) of the nominal 95% based on simulation. We simulate the whole process 1000 times in each case. Simulation results are given in Figs 4-15 .
The results of simulation show the biases and MSEs are the smallest for the parameter a, while the biases and MSEs are the largest for the parameter c. The biases and MSEs decrease for each parameter, as n increases. The average lengths of the confidence intervals appear the shortest for the parameter a, while the average lengths of the confidence intervals appear the longest for parameters c. The average lengths of the confidence intervals narrow down, as n increases. The coverage probabilities of parameter b is the desired level of 95% for three sets values of (a, b, c) = (0.5, 0.5, 0.5), (0.5, 1.2, 0.8), (0.8, 1.2, 0.5), while the coverage probabilities of parameter a is below the desired level of 95% for three sets values of (a, b, c) = (0.5, 0.5, 0.5), (0.5, 1.2, 0.8), (0.8, 1.2, 0.5).
VII. APPLICATIONS
In this section we consider four real uncensored life data sets for illustrative purposes. The fit of the proposed distribution will be compared with the discrete reduced modified Weibull (DRMW), discrete modified Weibull (DMW) and discrete additive Weibull (DAddW) distributions; see Table 2 . The first data set given Table 3 considers the number of cycles of failure for 60 electrical appliances in a life test reported by Lawless [14] . The second data set shown in Table 4 considers the 2003 final examination marks of 48 slow space students in mathematics in the Indian Institute of Technology at Kapur given by Gupta and Kundu [15] . The third data set shown in Table 5 considers the fatigue life of metal pieces (in cycles) [16] . The fourth data set shown in Table 6 considers the time between successive failures of air conditioning equipments in Boeing 720 aircrafts [17] .
The measures of goodness-of-fitting including the values of the log-likelihood function (-logL), the K-S (Kolmogrov-Smirnov) statistic, AIC (Akaike Information Criterion), AICc (Akaike Information Criterion with correction), BIC (Bayesian Information Criterion) and HQIC (Hannon-Quinn information Criterion) are calculated for the four distributions in order to verity which distribution fits better to these four data sets. The better distribution corresponds to smaller − log L, K-S, AIC, AICc, BIC, and HQIC, also the highest p-value. Here AIC = −2 log L + 2k, AICc = −2 log L + 2kn n−k−1 , BIC = −2 log L + k log n and HQIC = −2 log L + 2k log(log(n)), where L is the likelihood function evaluated at the maximum likelihood estimates, k is the number of the parameters and n is the sample size. The four models were fitted to each of the data set by the method of MLE. The parameter estimates, − log L, AIC, AICc, BIC, HQIC, K-S and p-value are listed in Tables 7-10. The DEWB distribution produces the best fit among the four distributions for the first, second and fourth data sets. For the third data set, the DEWB and DAddW have the same p-value, but DAddW has four parameters. Also, we use graphical comparisons methods for goodness of fit of DEWB, DRMW, DMW and DAddW models. The plots of the estimated PMF together with the data histogram are given in Figure 16 for four data sets. The plots of the empirical and fitted cumulative functions of selected models are given in Figure 17 for four data sets. The probability-probability plots are given in Figs 18-21 for four data sets. From these plots, it is also show that the DEWB distribution gives the best fit for the above four data sets and can be adequate for modeling these data sets.
VIII. CONCLUSION
In this paper, we introduce a DEWB distribution by discretizing the continuous extended Weibull distribution. The hazard rate function for the new model can be increasing, decreasing, constant and upside-down bathtub. In addition, the DEWB distribution is appropriate for modeling both over and under dispersed data. Its major probabilistic properties are studied and the method of maximum likelihood estimation is used to estimate the parameters of the new model. The result of simulation shows that the maximum likelihood estimation is better to estimation of parameters for the DEWB model. The flexibility of the new discrete distribution is illustrated with four real data sets. By comparing the K-S statistic, AIC, AICc, BIC and HQIC, we conclude that the new discrete distribution is more suitable distribution for these data sets than some other well-known distributions.
