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Abstract
We consider the symmetric group Symn, n > 2, generated by the set S of
transpositions (1 i), 2 6 i 6 n, and the Cayley graph Sn = Cay(Symn, S) called
the Star graph. For any positive integers n > 3 and m with n > 2m, we present
a family of PI-eigenfunctions of Sn with eigenvalue n−m− 1. We establish a
connection of these functions with the standard basis of a Specht module. In the
case of largest non-principal eigenvalue n−2 we prove that any eigenfunction of
Sn can be reconstructed by its values on the second neighbourhood of a vertex.
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1. Introduction
The study of eigenfunctions of graphs plays an important role in theoretical
and applied research [4]. Eigenfunctions of graphs are related to various combi-
natorial structures such as perfect codes, equitable partitions, trades [10, 11, 14].
Denote by Symn the group consisting of all bijections from {1, 2, . . . , n} to
itself using composition ◦ as multiplication. We investigate eigenfunctions of
the Star graph Sn = Cay(Symn, S), n > 2, that is the Cayley graph on Symn
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generated by transpositions from the set S = {(1 i) | 2 6 i 6 n}. By the
definition, the Star graph is a connected bipartite (n− 1)–regular graph.
The spectrum of the Star graph is integral [5, 9]. More precisely, for n > 2
and for each integer 1 6 k 6 n − 1, the values ±(n − k) are eigenvalues of
Sn; if n > 4, then 0 is an eigenvalue of Sn. Since the Star graph is bipartite,
mul(n − k) = mul(−n + k) for each integer 1 6 k 6 n. Moreover, ±(n − 1)
are simple eigenvalues of Sn. By [5], the integrality of the spectrum of the Star
graph Sn follows from studying the spectrum of the Jucys-Murphy elements Jn
in the algebra of the symmetric group. References on the topic see also in [12].
In this paper, for any positive integers n > 3 andm with n > 2m, we present
a family of eigenfunctions fPmIm of the Star graph Sn with eigenvalue n−m− 1,
where Im is a vector ofm pairwise different elements from the set {1, . . . , n} and
Pm is a vector of m pairs of pairwise different elements from the set {2, . . . , n}.
We call these eigenfunctions as PI-eigenfunction of Sn.
We prove that an eigenfunction of the Jucys-Murphy operator Jn with eigen-
value n − m − 1, n > 2m, given by a polytabloid is expressed as a sum of
PI-eigenfunctions of Sn. This result follows from an observation that the adja-
cency matrix of Sn coincides with the transformation matrix of Jn and demon-
strates a remarkable connection between spectral properties of the Star graph
Sn and the representation theory of the symmetric group. In the case of largest
non-principal eigenvalue n − 2 we prove that any eigenfunction of Sn can be
reconstructed by its values on the second neighbourhood of a vertex.
The paper is organized as follows. In Section 2 we define a family of PI-
eigenfunctions with eigenvalues of Sn greater than (n − 2)/2. In Section 3 we
establish a correspondence between eigenfunctions of Jn and Sn. In Section 4
we express an eigenfunction of Jn with eigenvalue n − m − 1, n > 2m, given
by a polytabloid as a sum of PI-eigenfunctions of Sn. Finally, in Section 5 we
prove that any eigenfunction of Sn with eigenvalue n− 2 can be reconstructed
by its values on the second neighbourhood of a vertex.
2. Family of PI-eigenfunctions of the Star graph Sn
Let Γ be a graph with the adjacency matrix A. Let θ be an eigenvalue
of the matrix A. A function f : V (Γ) −→ R is called an eigenfunction of Γ
corresponding to θ if f 6≡ 0 and the equality
θ · f(x) =
∑
y∈N(x)
f(y) (1)
holds for any its vertex x, where N(x) is the neighborhood of x.
Let us define a vector Im = (i1, i2, . . . , im) of m pairwise different elements
from the set {1, . . . , n} and a vector Pm = ((j1, k1), (j2, k2), . . . , (jm, km)) of 2m
pairwise different elements from the set {2, . . . , n} arranged intom pairs. Define
a function fPmIm : Symn → R. For a permutation π = [π1π2 . . . πn] ∈ Symn, we
put fPmIm (π) = 0, if there exists t ∈ {1, 2, . . . ,m} such that πjt 6= it and πkt 6= it.
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If for every t ∈ {1, 2, . . . ,m} either πjt = it or πkt = it, then we define a binary
vector Xπ = (x1, x2, . . . , xm) as follows:
xt =
{
1, if πjt = it;
0, if πkt = it.
We use the vector Xπ to complete the definition of the function f
Pm
Im
:
fPmIm (π) =
{
1, if Xπ contains an even number of 1s;
−1, if Xπ contains an odd number of 1s;
0, there exists t such that πjt 6= it and πkt 6= it.
(2)
Proposition 1. For n > 3, the function fPmIm is an eigenfunction with eigen-
value n−m− 1 of the Star graph Sn.
Proof. To show that fPmIm is an eigenfunction, it is enough to verify that (1)
holds for any permutation π = [π1π2 . . . πn] ∈ Symn.
Suppose that π1 = it for some t ∈ {1, 2, . . . ,m}. Since jt 6= 1 and kt 6= 1, we
have fPmIm (π) = 0 by (2). Let σ ∈ Symn be a permutation such that f
Pm
Im
(σ) 6= 0
and σ is adjacent to π. It follows from the definitions of fPmIm and Sn that the
set of neighbours of π with non-zero value of fPmIm is either empty or equal to
{(1 jt) ◦ π, (1 kt) ◦ π}. Note, that f
Pm
Im
((1 jt) ◦ π) = −f
Pm
Im
((1 kt) ◦ π), which
means that (1) holds for the permutation π.
Suppose that π1 6= it for any t ∈ {1, 2, . . . ,m}. If f
Pm
Im
(π) = 0, then π has
no neighbours with non-zero value of fPmIm , and (1) holds for the permutation π.
If fPmIm (π) 6= 0, then the neighbours of π with non-zero value of f
Pm
Im
form the
set S = {(1 s) ◦ π | s ∈ {2, . . . , n}, πs 6∈ {i1, . . . , im}} of cardinality n−m− 1.
Moreover, fPmIm (σ) = f
Pm
Im
(π) for any σ ∈ S, which means that (1) holds for the
permutation π in this case. This completes the proof. 
3. Correspondence between eigenfunctions of Jn and Sn
In [5] it was pointed out that studying the spectrum of the Star graph is
equivalent to studying the spectrum of the Jucys-Murphy element
Jn = (1 n) + (2 n) + . . .+ (n− 1 n) (3)
acting on the group algebra C[Symn] by left multiplication. This can be shown
by the following arguments, where we adopted terminology from [13].
Denote by SJMn the Cayley graph on the symmetric group Symn with the
generating set {(1 n), (2 n), . . . , (n − 1 n)}, which is obviously isomorphic to
the Star graph Sn. The Jucys-Murhpy element Jn presented by (3) can be
considered as an adjacency operator such that for any π ∈ Symn the equality
Jn(π) =
∑
σ∈N(π)
σ holds, where N(π) is the neighbourhood of π in SJMn . For
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any element v =
∑
π∈Symn
yππ from C[Symn], we define a function fv : Symn → C
such that for any π ∈ Symn the equality fv(π) = yπ holds. The mapping
ψ : v → fv gives a bijection between the elements of C[Symn] and the complex-
valued functions on Symn. The following lemma shows a correspondence be-
tween eigenfunctions of Jn and S
JM
n .
Lemma 1. Let v =
∑
π∈Symn
yππ ∈ C[Symn] be an eigenfunction of Jn with
eigenvalue θ and let yπ’s be real. Then ψ(v) = fv is an eigenfunction of S
JM
n
with eigenvalue θ.
Proof. It follows from the fact that the adjacency matrix of SJMn and the
transformation matrix of the operator Jn acting on C[Symn] coincide. 
Let λ be a shape with n cells. For a tableau t of shape λ, the λ-tabloid {t} is
the set of all tableaux of shape λ that can be obtained from t by permutations
of elements in rows. Let Mλ = C{{t1}, . . . , {tk}} be the permutation module
corresponding to λ, where {t1}, . . . , {tk} is a complete list of λ-tabloids. We
establish a correspondence between eigenfunctions of Jn acting on the permu-
tation module Mλ corresponding to shape λ and eigenfunctions of Jn acting on
the group algebra C[Symn].
Let t be a tableau of shape λ and Ct be the column-stabilizer of t.
Lemma 2 ([13], Lemma 2.3.3(2)). For any π ∈ Symn, the equality Cπ(t) =
π−1 ◦ Ct ◦ π holds.
For any tableau t of shape λ, the element et =
∑
σ∈Ct
sgn(σ){σ(t)} is called
the polytabloid. The submodule Sλ ofMλ spanned by all polytabloids et, where
t is a tableau of shape λ, is called the Specht module associated with λ. It is
well known that the set of standard polytabloids
{et : t is a standard tableau of shape λ}
is a basis for Sλ. Moreover, the Specht modules form a complete list of irre-
ducible Symn-modules over the complex field. On the other hand, there exists
a basis for Sλ consisting of eigenfunctions of Jn (see [5, Theorem 1.1] and [8]).
Since the set of standard polytabloids is a basis for Sλ, each eigenfunction of
Jn in S
λ is a linear combination of standard polytabloids.
Let idλ be the standard tableau of shape λ whose rows consist of the con-
secutive elements. Let Tλ be the set of all tableaux of shape λ. For any tableau
t ∈ Tλ, denote by τt the permutation defined be the equation
τt(t) = idλ, (4)
where τt acts on t by replacing the values of the cells of t by their images under
the permutation mapping τt.
Lemma 3. For any t ∈ Tλ and σ ∈ Symn, the equality τσ(t) = σ
−1 ◦ τt holds.
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Proof. (σ−1 ◦ τt)(σ(t)) = τt(σ
−1(σ(t))) = idλ.
Let us define a linear mapping φ : Mλ → C[Symn]. Since the set of all
λ-tabloids is a basis for Mλ, it is enough to define images for λ-tabloids. For
any λ-tabloid {t}, where t ∈ Tλ, we put φ({t}) =
∑
t′∈{t}
τt′ . Since the λ-tabloids
{t1}, . . . , {tk} form a partition of Tλ, the mapping φ is an isomorphic embedding
of Mλ into C[Symn].
Lemma 4. For any λ-tabloid {t} and σ ∈ Symn, the equality φ({σ(t)}) =
σ−1 ◦ φ({t}) holds.
Proof.
φ({σ(t)}) =
∑
t′∈{σ(t)}
τt′ =
∑
t′∈{t}
τσ(t′) =
(by Lemma 3)
= σ−1 ◦
∑
t′∈{t}
τt′ = σ
−1 ◦ φ({t}).

Lemma 5 immediately follows from Lemma 4.
Lemma 5. For any polytabloid et, the equality φ(et) =
∑
π∈Ct
sgn(π)π−1◦φ({t})
holds.
Let us put σi = (i n) up to the end of this section. Then Jn =
n−1∑
i=1
σi holds.
Lemma 6. For any polytabloid et, the equality φ(Jn(et)) = Jn(φ(et)) holds.
Proof.
φ(Jn(et)) = φ(
n−1∑
i=1
σi(et)) = φ(
n−1∑
i=1
eσi(t)) =
(since φ is linear)
=
n−1∑
i=1
φ(eσi(t)) =
(by Lemmas 5 and 4)
=
n−1∑
i=1
∑
π∈Cσi(t)
sgn(π)π−1 ◦ σ−1i ◦ φ({t}) =
(by Lemma 2)
=
n−1∑
i=1
σ−1i ◦
∑
π∈Ct
sgn(π)φ({π(t)}) =
n−1∑
i=1
σ−1i ◦ φ(et) = Jn(φ(et)).

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Proposition 2. Let v ∈ Sλ be an eigenfunction of the operator Jn : M
λ →
Mλ with eigenvalue θ. Then φ(v) is an eigenfunction of the operator Jn :
C[Symn]→ C[Symn] with eigenvalue θ.
Proof. Let v =
∑
i
aieti , then we have
Jn(φ(v)) = Jn(φ(
∑
i
aieti)) =
∑
i
aiJn(φ(eti)) =
(by Lemma 6)
=
∑
i
aiφ(Jn(eti)) = φ(Jn(
∑
i
aieti)) = φ(Jn(v)) = φ(θv) = θφ(v).

Proposition 2 and Lemma 1 give a way to obtain eigenfunctions of SJMn from
eigenfunctions of Jn, where Jn acts on M
λ. Due to the isomorphism between
Sn and S
JM
n , if we put
{j1, k1, j2, k2, . . . , jm, km} ⊂ {1, 2, 3, . . . , n− 1}
in setting (2), then a PI-eigenfunction fPmIm of Sn becomes a PI-eigenfunction
of the graph SJMn .
The following example illustrates a certain connection between PI-
eigenfunctions of SJMn and eigenfunctions of Jn given by standard polytabloids.
Example 1. Let us take the partition λ = (n − 1, 1). For any i ∈
{2, . . . , n − 1}, consider the standard tableau ti =
1 . . . n
i
, its corre-
sponding polytabloid eti and put t1 =
2 . . . n
1
, tn =
1 . . . n−1
n
.
Then we have the following equalities:
eti = {ti} − {t1},
σℓ(eti) = eti , for any ℓ ∈ {1, . . . , n− 1} \ {1, i} ,
σ1(eti) = {ti} − {tn},
σi(eti) = {tn} − {t1},
Jn(eti) = σ1(eti) + σi(eti) +
n−1∑
ℓ=2, ℓ 6=i
σℓ(eti) = (n− 2)eti .
By Proposition 2, the elements φ(et2), . . . , φ(etn−1) belonging to C[Symn] are
eigenfunctions of Jn corresponding to the eigenvalue n − 2. Note, that for any
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i ∈ {2, . . . , n − 1} the equality φ(eti) =
∑
t′
i
∈{ti}
τt′
i
−
∑
t′1∈{t1}
τt′1 holds. Then we
have
fφ(eti )(π) =
{
1, if πi = n;
−1, if π1 = n;
0, otherwise,
(5)
where π ∈ Symn. 
We have seen in Example 1 that the function (5) coincides with the PI-
eigenfunction f i,1n of S
JM
n .
Now we investigate the polytabloids et corresponding to the tableaux t de-
fined below. For any integer n > 3 denote by P(n) the set of partitions of n. Let
λ ∈ P(n) be a partition (λ1, λ2, . . . , λs), where s > 2, λ1 > λ2 and λi > λi+1
for any i ∈ {2, . . . , s − 1}. Put m = λ2 + . . . + λs. For shape λ, denote by
µ = (µ1, µ2, . . . , µλ1) the conjugate of λ, where µi is the length of ith column
of λ, and let k be the number of columns of length greater than one. In this
setting m is the number of cells in all rows of λ but the first.
Let t be a standard tableau of shape λ with n placed at its upper right cell.
For the tableau t, denote by Xt the set of m+k elements in k columns of length
greater than one and by Yt the set of n−m− k − 1 elements in all columns of
length one but the last.
In Proposition 3, we prove that the polytabloid et is an eigenfunction of the
Jucys-Murphy operator Jn. The similar proof can be found in [6, Theorem 3.7].
Proposition 3. The polytabloid et is an eigenfunction of Jn with eigenvalue
n−m− 1.
Proof. Put JXtn =
∑
i∈Xt
σi and J
Yt
n =
∑
ℓ∈Yt
σℓ, then we have Jn(et) = J
Xt
n (et) +
JYtn (et) =
∑
i∈Xt
σi(et) +
∑
ℓ∈Yt
σl(et). Since for any ℓ ∈ Yt the equality σℓ(et) = et
holds, we have
JYtn (et) = |Yt|et = (n−m− k − 1)et.
Now, it is enough to show that JXtn (et) = ket holds. By definition of the
polytabloid, JXtn (et) is equal to the sum
∑
i∈Xt
∑
π∈Ct
sgn(π){σi(π(t))}, where each
of the |Xt||Ct| summands in this sum is uniquely determined by the pair i and
π.
We say that an element from {1, . . . , n} belongs to a row of a λ-tabloid, if
this element belongs to the corresponding row of each tableau of this λ-tabloid.
Firstly, we prove that the λ-tabloids with no n in the first row are annihilated
in JXtn (et). Let {σi2(π(t)}) be an arbitrary λ-tabloid in J
Xt
n (et) with no n in
the first row for some i2 from Xt. Then i2 is an element in a non-first row
in the tableau π(t). Denote by i1 the element of π(t) belonging to the first
row and the same column as i2. Consider the permutation π ◦ (i1 i2) ∈ Ct
and denote it by π′. Then the tableaux π(t) and π′(t) are only differed by the
cells containing either i1 or i2. We have the same property for the tableaux
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σi2(π(t)) and σi1(π
′(t)). Moreover, the elements i1, i2 belong to the first row of
each of the tableaux σi2 (π(t)) and σi1(π
′(t)). Hence, the λ-tabloids {σi2(π(t))}
and {σi1(π
′(t))} coincide. In the sum JXtn (et), the λ-tabloids {σi2(π(t))} and
{σi1(π
′(t))} are taken with different signs since the permutations π and π′ have
different parities.
Now we show that each λ-tabloid with n in the first row appears in JXtn (et)
exactly k times. Since the tableau t has exactly k elements from Xt in the first
row and Ct permutes only elements of Xt, then for any π ∈ Ct the tableau π(t)
and, as a result, the λ-tabloid {π(t)} have exactly k elements from Xt in the first
row. Denote by i1, . . . , ik these k elements of Xt in the first row of {π(t)}. The
only transpositions of JXtn that permute elements in the first row of {π(t)} are
σi1 , . . . , σik . Hence, the transpositions of J
Xt
n that stabilize the λ-tabloid {π(t)}
are the same. Thus, each of the λ-tabloids {π(t)} forming the polytabloid et
appears in JXtn (et) with the sign of π exactly k times, and J
Xt
n (et) = ket holds.
The proposition is proved. 
Example 2. We illustrate Proposition 3 for the partition λ = (n − 2, 2).
For any pair i, j ∈ {1, . . . , n}, i 6= j, put tij =
i1 i2 . . . in−2
i j
, where
{i1, . . . , in−2} = {1, 2, . . . , n} \ {i, j} and i1 < i2 < . . . < in hold.
Take any i, j ∈ {2, . . . , n − 1}, i < j, and consider the standard polytabloid
etij corresponding to the tableau tij =
1 i2 . . . n
i j
. In this setting we have
Xt = {1, i2, i, j}, Yt = {1, . . . , n− 1} \Xt, and the following equalities hold:
etij = {tij}+ {t1i2} − {t1j} − {tii2},
σℓ(etij ) = etij , for any ℓ ∈ {1, . . . , n− 1} \ {1, i2, i, j},
σ1(etij ) = {tij}+ {tni2} − {tnj} − {tii2},
σi2(etij ) = {tij}+ {t1n} − {t1j} − {tin},
σi(etij ) = {tnj}+ {t1i2} − {t1j} − {tni2},
σj(etij ) = {tin}+ {t1i2} − {t1n} − {tii2},
Jn(etij ) = J
Xt
n (etij ) + J
Yt
n (etij ) = 2etij + (n− 5)etij = (n− 3)etij ,
where
JXtn (etij ) = σ1(etij ) + σi2(etij ) + σi(etij ) + σj(etij ),
JYtn (etij ) =
n−1∑
ℓ=2, ℓ 6=i2,i,j
σℓ(etij ).
Note that the equality
fφ(etij ) = f
(i,1),(j,i2)
n−1,n + f
(j,i2),(i,1)
n−1,n . (6)
holds. 
In the next section we generalize Equality (6).
8
4. Decomposition of eigenfunctions into PI-eigenfunctions
In this section, for a standard tableau t of shape λ and the polytabloid
et from Proposition 3, we express the eigenfunction fφ(et) as a sum of certain
PI-eigenfunctions of SJMn in the case when n > 2m.
Put Xλ = {1, 2, . . . , n−m}. The subgroup Sym(Xλ) of Symn is the point-
wise stabilizer of the set {n − m + 1, n − m + 2, . . . , n}. For any left coset
of Sym(Xλ) in Symn, there exists uniquely determined m-element sequence
z1, z2, . . . , zm such that this coset consists of all permutations of the form(
∗ ∗ . . . ∗ z1 z2 . . . zm
1 2 . . . n−m n−m+ 1 n−m+ 2 . . . n
)
.
The sequence (z1, z2, . . . , zm) is called the code of the coset, and the coset is
called (z1, z2, . . . , zm)-coset and is denoted by (z1, z2, . . . , zm). The following
statement is straightforward.
Lemma 7. Two cosets coincide if and only if their codes are equal.
For a tableau t of shape λ, denote by [t] the set of all tableaux of shape λ
that have the same 2nd, . . ., sth rows as t with |[t]| = (n − m)!. Put τ[t] =
{τt′ | t
′ ∈ [t]}, where τt′ is given by (4).
Lemma 8. Let t be a tableau. The set τ[t] is the (z1, z2, . . . , zm)-coset if and
only if z1, z2, . . . , zm is the sequence obtained by concatenation of 2nd, . . ., sth
rows of t.
Proof. It follows directly from (4) and the fact that the rows of the tableau idλ
consist of consecutive elements. 
The set of tableaux [t] is called the (z1, z2, . . . , zm)-coset (or just a coset) if
τ[t] is the (z1, z2, . . . , zm)-coset.
Lemma 9. Let [t] be a (z1, z2, . . . , zm)-coset and π be a permutation. Then
equality [π(t)] = π([t]) holds.
Proof. It follows from the fact that π acts cellwise on a tableau. 
For any i ∈ {1, . . . , s} and j ∈ {1, . . . , k}, denote by Rt(i) and Ct(j) the
symmetric groups on the elements of ith row and jth column of the tableau t,
respectively. Then we have
Rt = Rt(1)×Rt(2)× . . .×Rt(s),
Ct = Ct(1)× Ct(2)× . . .× Ct(k),
where Rt and Ct are the row-stabilizer and the column-stabilizer of t, respec-
tively.
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Lemma 10. Let t be a tableau of shape λ. The λ-tabloid {t} can be partitioned
into cosets as follows:
{t} =
⋃
σ∈Rt(2)×...×Rt(s)
[σ(t)].
Proof. It follows immediately from the definition of a λ-tabloid. 
For a function f : Symn → R, put
Supp+Tλ(f) = {t
′ ∈ Tλ | f(τt′) > 0},
Supp−Tλ(f) = {t
′ ∈ Tλ | f(τt′) < 0},
where Tλ is the set of all tableaux of shape λ. The set Supp
+
Tλ
(f) ∪ Supp−Tλ(f)
is called the support of the function f . A function f : Symn → R is called a
(0,−1, 1)-function if all values of f are taken from the set {0,−1, 1}.
Lemma 11. The function fφ(et) is a (0,−1, 1)-function, where:
Supp+Tλ(fφ(et)) =
⋃
π∈Ct,
π is even
⋃
σ∈Rpi(t)(2)×...×Rpi(t)(s)
[σ(π(t))];
Supp−Tλ(fφ(et)) =
⋃
π∈Ct,
π is odd
⋃
σ∈Rpi(t)(2)×...×Rpi(t)(s)
[σ(π(t))].
Proof. It follows from the definition of a polytabloid and Lemma 10. 
By Lemma 11, the support of fφ(et) is a disjoint union of all cosets, whose
code contains the elements from Xt only, where Xt is the set of m+ k elements
in k columns of length greater than one in the tableau t.
Remind that our main goal is to express the eigenfunction fφ(et) as a sum
of certain PI-eigenfunctions of SJMn . The key argument of our proof is the fact
that the supports of fφ(et) and a PI-eigenfunction can be partitioned into cosets
of the subgroup Sym(Xλ). By Lemma 11, we have already obtained this for
the eigenfunction fφ(et).
In fact, the support of a PI-eigenfunction fPmIm can also be partitioned into
cosets of a pointwise stabilizer of Im. We are especially interested in PI-
eigenfunctions fPmIm of S
JM
n defined by vectors Im = (n−m+1, n−m+2, . . . , n)
and Pm, where Pm is specified by introducing additional notation below. For
them, we build such partition in Lemma 13. We assume that the tableau t is
represented in the following form:
t =
x11 x21 . . . . . . . . . . . . . . . . . . xk1 ← Yt → n
x12 x22 . . . . . . . . . . . . . . . . . . xk2
x13 x23 . . . . . . . . . . . . xλ33
. . . . . . . . . . . . . . .
x1s x2s . . . xλss
,
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where xji’s form the set Xt for all appropriate j ∈ {1, . . . , k}, i ∈ {1, . . . , s},
and Yt is the set of n − m − k − 1 elements in all columns of length one but
the last. Note that the picture above does not represent all possibilities. Since
n > 2m, we have
|Yt| > m− k. (7)
Put
CAt = CAt(1)× CAt(2)× . . .× CAt(k),
where CAt(j) denotes the subgroup of even permutations in Ct(j). For any
permutation π ∈ CAt there exists uniquely determined permutations π1 ∈
CAt(1), . . . , πk ∈ CAt(k) such that the equality π = π1 ◦ . . . ◦ πk holds, where
πj =
(
xj1 xj2 . . . xjµj
πj1 πj2 . . . πjµj
)
.
Then the tableau π(t) is presented as follows:
π(t) =
π11 π21 . . . . . . . . . . . . . . . . . . πk1 ← Yt → n
π12 π22 . . . . . . . . . . . . . . . . . . πk2
π13 π23 . . . . . . . . . . . . πλ33
. . . . . . . . . . . . . . .
π1s π2s . . . πλss
(8)
Now we introduce the following two sequences of length k and m− k. The
first sequence consists of k pairs of elements belonging to the columns of the
rectangle of size 2 × k in the top-left corner of the tableau π(t) given by (8),
and is presented by
(π11, π12), (π21, π22), . . . , (πk1, πk2). (9)
The second sequence consists of m− k pairs as follows:
(y13, π13), (y23, π23), . . . , (yλss, πλss), (10)
where the pairs are obtained by matching elements from the sequences below:
y13, y23, . . . , yλ33, y14, . . . , yλ44, . . . y1s, . . . , yλss,
π13, π23, . . . , πλ33, π14, . . . , πλ44, . . . π1s, . . . , πλss,
where y13, . . . , yλss are pairwise distinct m− k elements from Yt (we can always
do this by (7)). Take any σ ∈ Rt(2)× . . .× Rt(s) and, for any π ∈ CAσ(t), we
define the vector Pπ of length m by concatenation (9) and (10) as follows:
Pπ = ((π11, π12), (π21, π22), . . . , (πk1, πk2), (y13, π13), (y23, π23), . . . , (yλss, πλss)).
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Now, for the PI-eigenfunction fPpi(n−m+1,...,n), we give explicitly the partition
of its support into cosets. For a pair (a, b), where a, b ∈ {1, . . . , n}, and any
δ ∈ {0, 1}, put
(a, b)δ =
{
a, if δ = 1;
b, if δ = 0.
For any binary vector Ω = (ε1, ε2, . . . , εk, ω13, ω23, . . . , ωλss) of length m and
any Pπ, put
PΩπ = ((π11, π12)
ε1 , . . . , (πk1, πk2)
εk , (y13, π13)
ω13 , . . . , (yλss, πλss)
ωλss),
which has the following property.
Lemma 12. There exists 2k values of Ω such that PΩπ has no elements from Yt
and 2m − 2k values of Ω such that PΩπ has at least one element from Yt.
Proof. The vector PΩπ has no elements from Yt if and only if the vector Ω has
the form (ε1, . . . , εk︸ ︷︷ ︸
k
, 0, . . . , 0︸ ︷︷ ︸
m−k
) for some ε1, . . . , εk. 
The vector PΩπ considered as a code represents the coset P
Ω
π which consists
of the following tableaux of shape λ:
∗ ∗ ... ∗ ...... ∗ ... ∗ ...∗
(π11,π12)
ε1 (π21,π22)
ε2 ... ... ...... ... ...(πk1,πk2)
εk
(y13,π13)
ω13 (y23,π23)
ω23 ... ... ......(yλ33,πλ33)
ωλ33
... ... ... ... ...
(y1s,π1s)
ω1s (y2s,π2s)
ω2s ...(yλss,πλss)
ωλss
Lemma 13. For any σ ∈ Rt(2) × . . . × Rt(s) and π ∈ CAσ(t), the following
equalities hold:
(1) Supp+Tλ(f
Ppi
(n−m+1,...,n)) =
⋃
Ω has even weight
PΩπ ;
(2) Supp−Tλ(f
Ppi
(n−m+1,...,n)) =
⋃
Ω has odd weight
PΩπ .
Proof. It follows from the definition of PI-eigenfunctions. 
The main theorem shows that each eigenfunction given by a polytabloid can
be expressed as a sum of PI-eigenfunctions of SJMn .
Theorem 1. For a tableau t, the equality
fφ(et) =
∑
σ∈Rt(2)×...×Rt(s)
∑
π∈CAσ(t)
fPpi(n−m+1,...,n) (11)
holds.
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Proof. By Lemma 11, the function fφ(et) is a (0,−1, 1)-function whose sup-
port can be partitioned into the cosets. To prove that two (0,−1, 1)-functions
coincide, it is enough to show that their positive supports and their negative sup-
ports coincide. By Lemma 13, the support of a PI-eigenfunction fPpi(n−m+1,...,n)
can be partitioned into the cosets. By Lemma 12, the codes of 2k of them have
no elements from Yt and the codes of 2
m− 2k of them have at least one element
from Yt (such cosets do not occur in the support of fφ(et)).
Now we introduce a function fσ, which represents the inner sum in the right
part of the equality (11), prove that it is a (0,−1, 1)-function and investigate
its support through cosets. For any σ ∈ Rt(2)× . . .×Rt(s), put
fσ =
∑
π∈CAσ(t)
fPpi(n−m+1,...,n). (12)
The following lemma gives an explicit partition of Supp+Tλ(fσ) and Supp
−
Tλ
(fσ)
into cosets.
Lemma 14. For any σ ∈ Rt(2) × . . . × Rt(s), the function fσ is (0,−1, 1)-
function, where:
Supp+Tλ(fσ) =
⋃
π′∈Cσ(t),
π′ is even
[π′(t)];
Supp−Tλ(fσ) =
⋃
π′∈Cσ(t),
π′ is odd
[π′(t)].
Proof. It follows from Lemma 13 that each of the sets Supp+Tλ(fσ) and
Supp−Tλ(fσ) can be partitioned into the cosets such that, for each coset, fσ
has the same value on permutations of this coset. In fact, the supports of any
two summands in the definition of fσ are disjoint.
From (12) we have that the support of fσ is included to the set⋃
π∈CAσ(t),
Ω∈{0,1}m
PΩπ .
Since fσ has the same value on permutations of a coset, let us investigate what is
the value of fσ on a coset H ∈ {PΩπ | π ∈ CAσ(t),Ω ∈ {0, 1}
m}. Due to Lemma
8, we have two equivalent ways to represent the coset H . Let us consider H as
the set of tableaux of shape λ as follows:
∗ ∗ . . . . . . . . . . . . . . . . . . . . . . . . ∗
z12 z22 . . . . . . . . . . . . . . . . . . zk2
z13 z23 . . . . . . . . . . . . zλ33
. . . . . . . . . . . . . . .
z1s z2s . . . zλss
.
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In order to find the value of fσ on H we have to determine all possible vectors
Ω ∈ {0, 1}m and permutations π ∈ CAσ(t) such that the equality
PΩπ = H (13)
holds. By Lemma 7, the cosets coincide if their codes are equal as vectors.
This gives restrictions on possible values of Ω ∈ {0, 1}m and π ∈ CAσ(t). Since
π = π1 ◦ . . . ◦ πk, we specify these restrictions columnwise, namely, for any
j ∈ {1, . . . , k}, we take the elements zj2, zj3, . . . , zjµj that correspond to jth
column and occur in all tableaux from H , and obtain the system of µj − 1
equations on the permutation πj ∈ CAσ(t):
(πj1, πj2)
εj = zj2,
(yj3, πj3)
ωj3 = zj3,
. . .
(yjµj , πjµj )
ωjµj = zjµj .
(14)
Note that in the case µj = 2 we have only one equation in (14). This system
implies that, for any i ∈ {3, . . . , µj}, we have{
πji = zji and ωji = 0, if zji ∈ Xt;
yji = zji and ωji = 1, if zji ∈ Yt,
(15)
which follows from the fact that πji ∈ Xt and yji ∈ Yt. Additionally, we have
zj2 ∈ {πj1, πj2}. (16)
Let CAH
σ(t)(j) be the set of all permutations in CAσ(t)(j) satisfying the condi-
tions (15) and (16). Note that |CAH
σ(t)(j)| is equal to the number of ways to
assign πji for all i ∈ {3, . . . , µj} such that zji ∈ Yt. In fact, if an even permu-
tation has all but two already determined values, then it can be reconstructed
uniquely. Thus, we have
|CAHσ(t)(j)| = (|Zj ∩ Yt|+ 1)!, (17)
where Zj = {zj2, . . . , zjµj}.
Now our goal is to investigate the set
CAHσ(t) = CA
H
σ(t)(1) ◦ . . . ◦ CA
H
σ(t)(k),
which consists of all permutations π from CAσ(t) whose support includes the
coset H .
We consider the following two cases: |Zj ∩ Yt| > 0 and |Zj ∩ Yt| = 0.
Case 1. Suppose that |Zj ∩ Yt| > 0 holds, i.e. there exists i ∈ {3, . . . , µj} such
that zji ∈ Yt. Put
(CAHσ(t)(j))
′ = {πj ∈ CAσ(t) | πj1 = zj2}
and
(CAHσ(t)(j))
′′ = {πj ∈ CAσ(t) | πj2 = zj2},
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then
CAHσ(t)(j) = (CA
H
σ(t)(j))
′ ∪ (CAHσ(t)(j))
′′.
Let us show that
|(CAHσ(t)(j))
′| = |(CAHσ(t)(j))
′′| (18)
holds. In fact, the two inclusions
(CAHσ(t)(j))
′ ◦ (πj1 πj2 πji) ⊆ (CA
H
σ(t)(j))
′′
and
(CAHσ(t)(j))
′′ ◦ (πj2 πj1 πji) ⊆ (CA
H
σ(t)(j))
′
hold, which gives (18) since the equalities
|(CAHσ(t)(j))
′ ◦ (πj1 πj2 πji)| = |(CA
H
σ(t)(j))
′|
and
|(CAHσ(t)(j))
′′ ◦ (πj2 πj1 πji)| = |(CA
H
σ(t)(j))
′′|
hold. The equality (18) is equivalent to the fact that, in (14), for one half of
permutations in CAHσ(t)(j), we have εj = 1 and, for another half, we have εj = 0.
Case 2. Suppose that |Zj ∩ Yt| = 0 holds. Then we have |CA
H
σ(t)(j)| = 0, and
the permutation πj is uniquely determined. Hence, the value of εj is uniquely
determined in this case.
We have already proved that each factor CAH
σ(t)(j) in (17) either consists
of one permutation (in particular, εj is uniquely determined) or, for a half of
permutations in CAH
σ(t)(j), we have εj = 1 and, for another half, we have εj = 0.
This implies that, if the code of H has at least one element from Yt, then for
one half of permutations from CAHσ(t) the vector Ω determined by (13) has odd
number of ones, and for another half of permutations from CAH
σ(t) the vector Ω
determined by (13) has even number of ones. Thus, fσ has zero value on the
permutations of any coset H , whose code has at least one element from Yt.
Finally, let us consider the case, when H ∈ {PΩπ | π ∈ CAσ(t)} is a coset,
whose code has no elements from Yt. We have proved that there exists a unique
function from {fPpi(n−m+1,...,m) | π ∈ CAσ(t)} that has non-zero value on the
permutations of H . So, the function fσ has the same non-zero value (1 or −1)
on H , and H ⊆ Supp+Tλ(fσ) ∪ Supp
−
Tλ
(fσ) holds.
To complete the proof of the lemma, it is enough to show that, for any
π′ = π′1 ◦ . . . ◦ π
′
k ∈ Cσ(t), the inclusion [π
′(t)] ⊆ Supp+Tλ(fσ) holds iff π
′ is even.
Put H = [π′(t)] and take any j ∈ {1, . . . , k}. Since π′ji ∈ Xt, the condition
(15) gives πji = π
′
ji and, consequently, ωj = 0 for all i ∈ {3, . . . , µj}. The
condition (16) gives π′j2 ∈ {πj1, πj2}. Since πj is even, the equality πj2 = π
′
j1
and, consequently, εj = 1 hold if π
′
j is odd. Thus, the number of ones in Ω is
equal to the number of odd permutations π′j , where j runs over {1, . . . , k}. This
implies that π′ is even iff Ω has even number of ones, which proves the lemma.

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By Lemmas 11 and 14, the functions fφ(et) and fσ have the same values on
the support of fσ. For any distinct σ1, σ2 ∈ Rt(2) × . . . × Rt(s), the functions
fσ1 and fσ2 have disjoint supports. The union of the supports of all functions
fσ, when σ runs through Rt(2) × . . . × Rt(s), gives the support of fφ(et). The
theorem is proved. 
5. PI-eigenfunctions with eigenvalue n − 2
In this section, we prove that any eigenfunction corresponding to the largest
non-principal eigenvalue n− 2, can be reconstructed by its values on the second
neighbourhood of a vertex.
Proposition 1 gives us the family of PI-eigenfunctions with eigenvalue n− 2
when m = 1. In this case we simplify (2) such that:
f j,ki (π) =
{
1, if πj = i;
−1, if πk = i;
0, otherwise.
(19)
Put
F2 = {f
2,k
i | i ∈ {2, 3, . . . , n}, k ∈ {3, 4, . . . , n}}. (20)
Then the following statement holds.
Lemma 15. For n > 3, the set F2 forms a basis of the eigenspace of Sn with
eigenvalue n− 2.
Proof. For any i ∈ {2, 3, . . . , n}, the PI-eigenfunctions f2,3i , f
2,4
i , . . . , f
2,n
i are
linearly independent since, for any k ∈ {3, 4, . . . , n}, the PI-eigenfunction f2,ki
has non-zero values on the set defined by πk = i only. It follows from the defi-
nition that, for any distinct i1, i2 ∈ {2, 3, . . . , n} and any k1, k2 ∈ {3, 4, . . . , n},
the PI-eigenfunctions f2,k1i1 and f
2,k2
i2
are orthogonal with respect to a natural
inner product. This completes the proof. 
Let us introduce additional notation. The second neighbourhood of the iden-
tity permutation in Sn is presented by the setN2 = {(1rs) | r, s ∈ {2, . . . , n}, r 6=
s}, where |N2| = (n− 1)(n− 2) is the multiplicity of eigenvalue n− 2 [3].
We define a matrix Mn as follows:
• rows are indexed by elements from F2 divided into the following n − 1
cohorts of length n− 2 each:
f2,32 , f
2,4
2 , f
2,5
2 , . . . , f
2,n
2 | f
2,3
3 , f
2,4
3 , f
2,5
3 , . . . , f
2,n
3 | f
2,4
4 , f
2,3
4 , f
2,5
4 , . . . , f
2,n
4 |
. . . | . . . | . . .
| f2,ii , f
2,3
i , f
2,4
i , . . . , f
2,i−1
i , f
2,i+1
i . . . , f
2,n
i | . . . | f
2,n
n , f
2,3
n , f
2,5
n , . . . , f
2,n
n−1
• columns are indexed by the sequence of permutations from N2 presented
by the following n− 1 blocks of length n− 2:
(132), (142), (152), . . . , (1n2) | (123), (143), (153), . . . , (1n3) |
(124), (134), (154), . . . , (1n4) | . . . | (12n), (13n), (14n), . . . , (1n− 1n)
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• the entries are the values of the row PI-eigenfunctions on the correspond-
ing column permutations.
In other words, the rows of the matrix Mn are the restrictions of the PI-
eigenfunctions from F2 on the set N2. We consider the matrix Mn as block-
matrix (Bi1,i2), where i1, i2 ∈ {2, . . . , n}, written in the form
Mn =


B2,2 B2,3 . . . B2,n−1
B3,2 B3,3 . . . B3,n−1
...
...
. . .
...
Bn,2 Bn,3 . . . Bn,n

 .
The following lemma can be proved by direct calculations.
Lemma 16. The blocks of the matrix Mn are presented as follows.
1. B2,2 = −In−2.
2. B2,i2 = En−2, where En−2 =

 0 1 . . . 1... ... ...
0 1 . . . 1


(n−2)×(n−2)
for any i2 ∈ {3, . . . , n}.
3. Bi1,i2 = Dn−2, where Dn−2 =


1 0 0 . . . 0
1 −1 0 . . . 0
1 0 −1 . . . 0
...
...
...
. . . 0
1 0 0 . . . −1


(n−2)×(n−2)
for any i1 ∈ {3, . . . , n}, and i2 = i1.
4. Bi1,i2 =
{
Ci1−2n−2 , if i1 > i2;
Ci1−1n−2 , if i1 < i2,
for any i1 ∈ {3, . . . , n}, i2 ∈ {2, . . . , n}, and i1 6= i2,
where Cln−2 =


−1 . . . −1 0 −1 . . . −1
0 . . . 0 0 0 . . . 0
...
...
...
...
...
...
...
0 . . . 0 0 0 . . . 0


(n−2)×(n−2)
with
zero l-th column, l ∈ {1, . . . , n− 2}.

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By Lemma 16, we have
Mn =


−In−2 En−2 En−2 . . . En−2 En−2
C1n−2 Dn−2 C
2
n−2 . . . C
2
n−2 C
2
n−2
C2n−2 C
2
n−2 Dn−2 . . . C
3
n−2 C
3
n−2
...
...
...
. . .
...
...
Cn−3n−2 C
n−3
n−2 C
n−3
n−2 . . . Dn−2 C
n−2
n−2
Cn−2n−2 C
n−2
n−2 C
n−2
n−2 . . . C
n−2
n−2 Dn−2


The following lemma gives us an explicit formula for the determinant
det(Mn) of the matrix Mn. A column of blocks (row of blocks) in the matrix
Mn is called a block-column (a block-row).
Lemma 17. The following equality holds
det(Mn) = (−1)
n−3(n− 2)n−2(n2 − 5n+ 5). (21)
In particular, the matrix Mn is non-degenerate.
Proof. We prove (21) applying step-by-step operations to the matrix Mn with
n− 1 block-columns of size n− 2. Those matrix transformations are presented
in Appendix. 
Since the rows of the matrixMn are the restrictions of the PI-eigenfunctions
from F2 on the set N2, where |N2| = |F2| = (n − 1)(n − 2), from Lemma 15,
Lemma 17 and the vertex-transitivity of Sn we have the following result.
Theorem 2. Any eigenfunction of Sn, n > 3, with eigenvalue n − 2 can be
uniquely reconstructed by its values on the second neighbourhood of any vertex.
The reconstruction problem for eigenfunctions and perfect codes of the Ham-
ming graph was investigated in [1, 2, 7, 15].
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A
P
P
E
N
D
IX
-1 0 0 . . . 0 0 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1
0 -1 0 . . . 0 0 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1
· · · −In−2 · · · · · En−2 · · · · · En−2 · · · · · En−2 · · · · · · En−2 · · · · · En−2 · ·
0 0 0 . . . 0 -1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1
0 -1 -1 . . . -1 -1 1 0 0 . . . 0 0 -1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1
0 0 0 . . . 0 0 1 -1 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 1 0 -1 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
· · · C1n−2 · · · · · Dn−2 · · · · · C
2
n−2 · · · · · C
2
n−2 · · · · · · C
2
n−2 · · · · · C
2
n−2 · ·
0 0 0 . . . 0 0 1 0 0 . . . 0 -1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
-1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1 1 0 0 . . . 0 0 -1 -1 0 . . . -1 -1 -1 -1 0 . . . -1 -1 -1 -1 0 . . . -1 -1
0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 -1 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 -1 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
· · · C2n−2 · · · · · C
2
n−2 · · · · · Dn−2 · · · · · C
3
n−2 · · · · · · C
3
n−2 · · · · · C
3
n−2 · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 0 . . . 0 -1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
. . . . . . . . . . . . . . . . . .
-1 -1 -1 . . . 0 -1 -1 -1 -1 . . . 0 -1 -1 -1 -1 . . . 0 -1 -1 -1 -1 . . . 0 -1 1 0 0 . . . 0 0 -1 -1 -1 . . . -1 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 -1 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 -1 . . . 0 0 0 0 0 . . . 0 0
· · · Cn−3n−2 · · · · · C
n−3
n−2 · · · · · C
n−3
n−2 · · · · · C
n−3
n−2 · · · · · · Dn−2 · · · · · C
n−2
n−2 · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 0 . . . 0 -1 0 0 0 . . . 0 0
-1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 1 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 -1 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 -1 . . . 0 0
· · · Cn−2n−2 · · · · · C
n−2
n−2 · · · · · C
n−2
n−2 · · · · · C
n−2
n−2 · · · · · · C
n−2
n−2 · · · · · Dn−2 · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 0 . . . 0 -1
Step 1: Take the first column of the second block-column, add all other columns to it, factor out n2 − 5n+ 5.
2
0
A
P
P
E
N
D
IX
-1 0 0 . . . 0 0 1 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1
0 -1 0 . . . 0 0 1 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 -1 1 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1
0 -1 -1 . . . -1 -1 -1 0 0 . . . 0 0 -1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1
0 0 0 . . . 0 0 0 -1 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 -1 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 -1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
-1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1 1 0 0 . . . 0 0 -1 -1 0 . . . -1 -1 -1 -1 0 . . . -1 -1 -1 -1 0 . . . -1 -1
0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 -1 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 -1 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 0 . . . 0 -1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
. . . . . . . . . . . . . . . . . .
-1 -1 -1 . . . 0 -1 -1 -1 -1 . . . 0 -1 -1 -1 -1 . . . 0 -1 -1 -1 -1 . . . 0 -1 1 0 0 . . . 0 0 -1 -1 -1 . . . -1 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 -1 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 -1 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 0 . . . 0 -1 0 0 0 . . . 0 0
-1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 1 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 -1 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 -1 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 0 . . . 0 -1
Step 2: Take the last column of the first block-column, add other columns of this block-column and the first column
of the second block-column to it, factor out n− 2.
2
1
A
P
P
E
N
D
IX
-1 0 0 . . . 0 0 1 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1
0 -1 0 . . . 0 0 1 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 1 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1
0 -1 -1 . . . -1 -1 -1 0 0 . . . 0 0 -1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1
0 0 0 . . . 0 0 0 -1 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 -1 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 -1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
-1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1 1 0 0 . . . 0 0 -1 -1 0 . . . -1 -1 -1 -1 0 . . . -1 -1 -1 -1 0 . . . -1 -1
0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 -1 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 -1 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 0 . . . 0 -1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
. . . . . . . . . . . . . . . . . .
-1 -1 -1 . . . 0 -1 -1 -1 -1 . . . 0 -1 -1 -1 -1 . . . 0 -1 -1 -1 -1 . . . 0 -1 1 0 0 . . . 0 0 -1 -1 -1 . . . -1 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 -1 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 -1 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 0 . . . 0 -1 0 0 0 . . . 0 0
-1 -1 -1 . . . -1 -1 -1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 1 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 -1 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 -1 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 0 . . . 0 -1
Step 3: Take the last column of the first block-column, subtract it from the first column of the second block-column.
2
2
A
P
P
E
N
D
IX
-1 0 0 . . . 0 0 1 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1
0 -1 0 . . . 0 0 1 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 1 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1 0 1 1 . . . 1 1
0 -1 -1 . . . -1 -1 0 0 0 . . . 0 0 -1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1
0 0 0 . . . 0 0 0 -1 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 -1 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 -1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
-1 0 -1 . . . -1 -1 0 0 -1 . . . -1 -1 1 0 0 . . . 0 0 -1 -1 0 . . . -1 -1 -1 -1 0 . . . -1 -1 -1 -1 0 . . . -1 -1
0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 -1 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 -1 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 0 . . . 0 -1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
. . . . . . . . . . . . . . . . . .
-1 -1 -1 . . . 0 -1 0 -1 -1 . . . 0 -1 -1 -1 -1 . . . 0 -1 -1 -1 -1 . . . 0 -1 1 0 0 . . . 0 0 -1 -1 -1 . . . -1 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 -1 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 -1 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 0 . . . 0 -1 0 0 0 . . . 0 0
-1 -1 -1 . . . -1 -1 0 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 1 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 -1 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 -1 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 0 . . . 0 -1
Step 4: For all but the first columns of all but the first block-columns,
subtract the first column of the second block-column from them.
2
3
A
P
P
E
N
D
IX
-1 0 0 . . . 0 0 1 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 -1 0 . . . 0 0 1 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 1 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 -1 -1 . . . -1 -1 0 0 0 . . . 0 0 -1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1
0 0 0 . . . 0 0 0 -1 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 -1 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 -1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
-1 0 -1 . . . -1 -1 0 0 -1 . . . -1 -1 1 0 0 . . . 0 0 -1 -1 0 . . . -1 -1 -1 -1 0 . . . -1 -1 -1 -1 0 . . . -1 -1
0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 -1 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 -1 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 0 . . . 0 -1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
. . . . . . . . . . . . . . . . . .
-1 -1 -1 . . . 0 -1 0 -1 -1 . . . 0 -1 -1 -1 -1 . . . 0 -1 -1 -1 -1 . . . 0 -1 1 0 0 . . . 0 0 -1 -1 -1 . . . -1 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 -1 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 -1 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 0 . . . 0 -1 0 0 0 . . . 0 0
-1 -1 -1 . . . -1 -1 0 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 1 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 -1 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 -1 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 0 . . . 0 -1
Step 5: Interchange the last column of the first block-column with the first column of the second block-column,
factor out −1.
2
4
A
P
P
E
N
D
IX
-1 0 0 . . . 0 1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 -1 0 . . . 0 1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 -1 -1 . . . -1 -0 -1 0 0 . . . 0 0 -1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1 -1 0 -1 . . . -1 -1
0 0 0 . . . 0 0 0 -1 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 -1 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 -1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
-1 0 -1 . . . -1 0 -1 0 -1 . . . -1 -1 1 0 0 . . . 0 0 -1 -1 0 . . . -1 -1 -1 -1 0 . . . -1 -1 -1 -1 0 . . . -1 -1
0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 -1 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 -1 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 0 . . . 0 -1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
. . . . . . . . . . . . . . . . . .
-1 -1 -1 . . . 0 0 -1 -1 -1 . . . 0 -1 -1 -1 -1 . . . 0 -1 -1 -1 -1 . . . 0 -1 1 0 0 . . . 0 0 -1 -1 -1 . . . -1 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 -1 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 -1 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 0 . . . 0 -1 0 0 0 . . . 0 0
-1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 1 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 -1 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 -1 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 1 0 0 . . . 0 -1
Step 6: For each block-column excepting the first and the second ones,
add non-first columns of this block-column to its first column.
2
5
A
P
P
E
N
D
IX
-1 0 0 . . . 0 1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 -1 0 . . . 0 1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 -1 -1 . . . -1 -0 -1 0 0 . . . 0 0 -(n-3) 0 -1 . . . -1 -1 -(n-3) 0 -1 . . . -1 -1 -(n-3) 0 -1 . . . -1 -1 -(n-3) 0 -1 . . . -1 -1
0 0 0 . . . 0 0 0 -1 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 -1 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 -1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
-1 0 -1 . . . -1 0 -1 0 -1 . . . -1 -1 1 0 0 . . . 0 0 -(n-3) -1 0 . . . -1 -1 -(n-3) -1 0 . . . -1 -1 -(n-3) -1 0 . . . -1 -1
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 -1 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 -1 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 -1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
. . . . . . . . . . . . . . . . . .
-1 -1 -1 . . . 0 0 -1 -1 -1 . . . 0 -1 -(n-3) -1 -1 . . . 0 -1 -(n-3) -1 -1 . . . 0 -1 1 0 0 . . . 0 0 -(n-3) -1 -1 . . . -1 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 -1 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 -1 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 -1 0 0 0 . . . 0 0
-1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 -(n-3) -1 -1 . . . -1 0 -(n-3) -1 -1 . . . -1 0 -(n-3) -1 -1 . . . -1 0 1 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 -1 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 -1 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 -1
Step 7: For each block-column excepting the first and the second ones,
take the first column and add the first column of the second block-column multiplied by −(n− 3) to it;
factor out n− 2 from each of the modified n− 3 first columns.
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A
P
P
E
N
D
IX
-1 0 0 . . . 0 1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 -1 0 . . . 0 1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 -1 -1 . . . -1 -0 -1 0 0 . . . 0 0 0 0 -1 . . . -1 -1 0 0 -1 . . . -1 -1 0 0 -1 . . . -1 -1 0 0 -1 . . . -1 -1
0 0 0 . . . 0 0 0 -1 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 -1 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 -1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
-1 0 -1 . . . -1 0 -1 0 -1 . . . -1 -1 1 0 0 . . . 0 0 0 -1 0 . . . -1 -1 0 -1 0 . . . -1 -1 0 -1 0 . . . -1 -1
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 -1 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 -1 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 -1 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0
. . . . . . . . . . . . . . . . . .
-1 -1 -1 . . . 0 0 -1 -1 -1 . . . 0 -1 0 -1 -1 . . . 0 -1 0 -1 -1 . . . 0 -1 1 0 0 . . . 0 0 0 -1 -1 . . . -1 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 -1 0 . . . 0 0 0 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 -1 . . . 0 0 0 0 0 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 -1 0 0 0 . . . 0 0
-1 -1 -1 . . . -1 0 -1 -1 -1 . . . -1 0 0 -1 -1 . . . -1 0 0 -1 -1 . . . -1 0 0 -1 -1 . . . -1 0 1 0 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 -1 0 . . . 0 0
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 -1 . . . 0 0
· · · · · · · · · · · · · · · · · · · · . . . · · · · · · · · · ·
0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 0 0 0 0 . . . 0 -1
Step 8: For all block-rows but the first one,
expand the determinant by all their rows but the first one;
obtain the product of (−1)(n−2)(n−3) = 1 and the minor.
2
7
APPENDIX
-1 0 0 . . . 0 1 0 0 0 0 0
0 -1 0 . . . 0 1 0 0 0 0 0
· · · · · · · · . . . · ·
0 0 0 . . . -1 1 0 0 0 0 0
0 0 0 . . . 0 1 0 0 0 0 0
0 -1 -1 . . . -1 0 -1 0 0 0 0
-1 0 -1 . . . -1 0 -1 1 0 0 0
· · · · · · · · · ·
-1 -1 -1 . . . 0 0 -1 0 0 1 0
-1 -1 -1 . . . -1 0 -1 0 0 0 1
Step 9: The reduced matrix is a block triangular matrix.
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