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HARDY SPACES ASSOCIATED WITH NON-NEGATIVE
SELF-ADJOINT OPERATORS
S. DEKEL, G. KERKYACHARIAN, G. KYRIAZIS, AND P. PETRUSHEV
Abstract. Maximal and atomic Hardy spaces Hp and Hp
A
, 0 < p ≤ 1, are
considered in the setting of a doubling metric measure space in the presence of a
non-negative self-adjoint operator whose heat kernel has Gaussian localization
and the Markov property. It is shown that Hp = Hp
A
with equivalent norms.
1. Introduction
The purpose of this article is to establish the equivalence of the maximal and
atomic Hardy spaces Hp and HpA, 0 < p ≤ 1, in the general setting of a metric
measure space with the doubling property and in the presence of a non-negative
self-adjoint operator whose heat kernel has Gaussian localization and the Markov
property. We next describe our setting in detail (see [4, 9]):
I. We assume that (M,ρ, µ) is a metric measure space satisfying the conditions:
(M,ρ) is a locally compact metric space with distance ρ(·, ·) and µ is a positive
Radon measure such that the following volume doubling condition is valid
(1.1) 0 < µ(B(x, 2r)) ≤ c0µ(B(x, r)) <∞ for all x ∈M and r > 0,
where B(x, r) is the open ball centered at x of radius r and c0 > 1 is a constant.
From above it follows that
(1.2) µ(B(x, λr)) ≤ c0λdµ(B(x, r)) for x ∈M , r > 0, and λ > 1,
were d = log2 c0 > 0 is a constant playing the role of a dimension.
II. The main assumption is that the local geometry of the space (M,ρ, µ) is re-
lated to an essentially self-adjoint non-negative operator L on L2(M,dµ), mapping
real-valued to real-valued functions, such that the associated semigroup Pt = e
−tL
consists of integral operators with (heat) kernel pt(x, y) obeying the conditions:
(a) Gaussian upper bound:
(1.3) |pt(x, y)| ≤
C⋆ exp{− c⋆ρ2(x,y)t }√
µ(B(x,
√
t))µ(B(y,
√
t))
for x, y ∈M, t > 0.
(b) Ho¨lder continuity: There exists a constant α > 0 such that
(1.4)
∣∣pt(x, y)− pt(x, y′)∣∣ ≤ C⋆
(ρ(y, y′)√
t
)α exp{− c⋆ρ2(x,y)t }√
µ(B(x,
√
t))µ(B(y,
√
t))
for x, y, y′ ∈M and t > 0, whenever ρ(y, y′) ≤ √t.
2010 Mathematics Subject Classification. Primary 42B30; Secondary 47G10.
Key words and phrases. Hardy spaces, Atomic decomposition, Non-negative self-adjoint
operators.
1
2 S. DEKEL, G. KERKYACHARIAN, G. KYRIAZIS, AND P. PETRUSHEV
(c) Markov property:
(1.5)
∫
M
pt(x, y)dµ(y) = 1 for x ∈M and t > 0.
Above C⋆, c⋆ > 0 are structural constants.
We also stipulate the following conditions on the geometry of M :
(d) Reverse doubling condition: There exists a constant c1 > 1 such that
(1.6) µ(B(x, 2r)) ≥ c1µ(B(x, r)) for x ∈M and 0 < r ≤ diamM3 .
(e) Non-collapsing condition in the case when µ(M) =∞: There exists a constant
c2 > 0 such that
(1.7) inf
x∈M
µ(B(x, 1)) ≥ c2.
A natural effective realization of the above setting appears in the general frame-
work of strictly local regular Dirichlet spaces with a complete intrinsic metric,
where it suffices to only verify the local Poincare´ inequality and the global dou-
bling condition on the measure and then the above general setting applies in full.
In particular, this setting covers the cases of Lie groups or homogeneous spaces with
polynomial volume growth, complete Riemannian manifolds with Ricci curvature
bounded from below and satisfying the volume doubling condition. Naturally, it
contains the classical setting on Rn as well as the cases of the sphere, interval, ball,
and simplex with weights. For more details, see [4].
The maximal Hardy space Hp, 0 < p ≤ 1, will be defined (Definition 3.6) as a
set of distributions in the above described setting via the quasi-norm
‖f‖Hp :=
∥∥ sup
t>0
|e−t2Lf(·)|∥∥
Lp
and its equivalence with a quasi-norm defined by the respective grand maximal
operator will be established. Following to some extent [8, 6] the atomic Hardy
space HpA, 0 < p ≤ 1, will be defined (Definition 4.2) via atoms a(x) with the
properties: There exists a function b ∈ D(Ln) and a ball B of radius r = rB > 0
such that
(i) a = Lnb,
(ii) suppLkb ⊂ B, k = 0, 1, . . . , n, and
(iii) ‖Lkb‖∞ ≤ r2(n−k)|B|−1/p, k = 0, 1, . . . , n,
with n := ⌊d/2p⌋+ 1. Naturally, an additional kind of atoms supported on M will
be introduced in the compact case.
Our main theorem (Theorem 5.1) asserts that in the setting described above
the maximal and atomic Hardy spaces Hp and HpA are the same for 0 < p ≤ 1
with equivalent quasi-norms. To prove the nontrivial embedding Hp ⊂ HpA we
devise a completely new approach to atomic decomposition of Hardy spaces. Our
method relies on an idea different from the one of the classical proof, in particular,
it does not use the Caldero´n-Zygmund decomposition. This method is new when
applied in the classical setting on Rn as well. In light of the development of Besov
and Triebel-Lizorkin spaces from [9], this result shows that although general our
setting allows to develop the Littlewood-Paley theory and function spaces in almost
complete analogy with the classical case on Rn.
This paper is organized as follows. In §2 we assemble the necessary background
material from [4, 9]. In §3 we introduce the maximal Hardy spaces and establish
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their characterization via several maximal operators. In §4 we introduce the atomic
Hardy spaces and in §5 we prove our main result: the equivalence of maximal and
atomic Hardy spaces. In §6 we briefly discuss the characterization of Hardy spaces
via square functions. Section 7 is an appendix where we place the proofs of some
auxiliary assertions from previous sections.
Notation. For any set E ⊂M and x ∈ M we denote dist(x,E) := infy∈E ρ(x, y),
Ec :=M \E, and |E| := µ(E). We will use the notation cB(x, δ) := B(x, cδ). The
class of Schwartz functions on R will be denoted by S(R). As usual C∞0 (R) will
stand for the class of all compactly supported C∞ functions on R and C(E) will
be the set of all continuous functions on E. Positive constants will be denoted by
c, c1, c
′, . . . and they may vary at every occurrence. Most of them will depend on
the basic structural constants c0, C
⋆, c⋆ from (1.1)-(1.4). This dependence usually
will not be indicated explicitly. The notation a ∼ b will mean c1 ≤ a/b ≤ c2.
2. Background
Our development of Hardy spaces will rely on some basic facts and results from
[4, 9], which we review next. We begin with the observation that as L is a non-
negative self-adjoint operator that maps real-valued to real-valued functions, then
for any real-valued, measurable and bounded function f on R+ the operator f(L),
defined by f(L) :=
∫∞
0
f(λ)dEλ with Eλ, λ ≥ 0, being the spectral resolution
associated with L, is bounded on L2, self-adjoint, and maps real-valued functions
to real-valued functions. Furthermore, if f(L) is an integral operator, then its kernel
f(L)(x, y) is real-valued and f(L)(y, x) = f(L)(x, y), in particular, pt(x, y) ∈ R and
pt(y, x) = pt(x, y).
2.1. Functional calculus. The finite speed propagation property plays a crucial
role in this theory:
(2.1)
〈
cos(t
√
L)f1, f2
〉
= 0, 0 < c˜t < r, c˜ :=
1
2
√
c⋆
,
for all open sets Uj ⊂M , fj ∈ L2(M), supp fj ⊂ Uj, j = 1, 2, where r := ρ(U1, U2).
This property leads to the following localization result for the kernels of operators
of the form f(t
√
L) whenever fˆ is band limited. Here fˆ(ξ) :=
∫
R
f(x)e−ixξdx.
Proposition 2.1. Let f be even, supp fˆ ⊂ [−A,A] for some A > 0, and fˆ ∈ Wm1
for some m > d, i.e. ‖fˆ (m)‖L1 <∞. Then for any t > 0 and x, y ∈M
(2.2) f(t
√
L)(x, y) = 0 if ρ(x, y) > c˜tA.
We will need the following result which follows from [9, Theorem 3.4] and (2.6).
Theorem 2.2. Suppose f ∈ Cm(R+), m ≥ d+ 1,
|f (ν)(λ)| ≤ Am(1 + λ)−r for λ ≥ 0 and 0 ≤ ν ≤ m, where r > m+ d,
and f (2ν+1)(0) = 0 for ν ≥ 0 such that 2ν + 1 ≤ m. Then f(t√L) is an integral
operator with kernel f(t
√
L)(x, y) satisfying∣∣f(t√L)(x, y)∣∣ ≤ cAm|B(x, t)|−1(1 + t−1ρ(x, y))−m+d/2 and
∣∣f(t√L)(x, y)−f(t√L)(x, y′)∣∣ ≤ cAm|B(x, t)|−1
(ρ(y, y′)
t
)α(
1+t−1ρ(x, y)
)−m+d/2
,
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whenever ρ(y, y′) ≤ t. Here α > 0 is from (1.4) and c > 0 is a constant depending
only on r,m and the structural constants c0, C
⋆, c⋆, α.
Moreover,
∫
M
f(t
√
L)(x, y)dµ(y) = f(0).
Remark 2.3. Observe that Theorem 2.2 is established in [9, Theorem 3.4] in the
case when 0 < t ≤ 1. However the same proof applies also to the case 0 < t <∞.
2.2. On the geometry of the underlying space. As is shown in [4, Proposition
2.2] ifM is connected the reverse doubling condition (1.6) follows from the doubling
condition (1.1) and hence it is not very restrictive. Note that (1.6) implies
(2.3) |B(x, λr)| ≥ cλε|B(x, r)|, λ > 1, r > 0, 0 < λr ≤ diamM3 ,
where c, ε > 0 are constants. This coupled with (1.7) leads to
(2.4) inf
x∈M
|B(x, r)| ≥ crε for r > 1.
In [4, Proposition 2.1] it is shown that µ(M) < ∞ if and only if diamM < ∞.
Then denoting D := diamM we obtain using (1.2)
(2.5) inf
x∈M
|B(x, r)| ≥ rdc−10 D−dµ(M), 0 < r ≤ D,
which is a substitute for (2.4) in the case when µ(M) <∞.
To compare the volumes of balls with different centers x, y ∈ M and the same
radius r we will use the inequality
(2.6) |B(x, r)| ≤ c0
(
1 +
ρ(x, y)
r
)d
|B(y, r)|, x, y ∈M, r > 0.
As B(x, r) ⊂ B(y, ρ(y, x) + r) the above inequality is immediate from (1.2).
The following simple inequalities will also be needed [9, Lemma 2.1]: For σ > d
and t > 0
(2.7)
∫
M
(
1 + t−1ρ(x, y)
)−σ
dµ(y) ≤ c|B(x, t)|, x ∈M,
(2.8)∫
M
(
1 + t−1ρ(x, u)
)−σ(
1 + t−1ρ(u, y)
)−σ
dµ(u) ≤ c|B(x, t)|(1 + t−1ρ(x, y))−σ+d.
2.3. Distributions. The Hardy spaces Hp, 0 < p ≤ 1, associated with L will be
spaces of distributions. In the setting of this article the class of test functions S =
S(L) is defined (see [9]) as the set of all complex-valued functions φ ∈ ∩m≥1D(Lm)
such that
(2.9) Pm(φ) := sup
x∈M
(1 + ρ(x, x0))
m max
0≤ν≤m
|Lνφ(x)| <∞, ∀m ≥ 0.
Here x0 ∈ M is selected arbitrarily and fixed once and for all. Observe that if
φ ∈ S, then φ ∈ S, which is a consequence of the fact that Lφ = Lφ, for L maps
real-valued to real-valued functions.
As usual the space S ′ of distributions onM is defined as the set of all continuous
linear functionals on S and the action of f ∈ S ′ on φ ∈ S will be denoted by
〈f, φ〉 := f(φ), which is consistent with the inner product on L2(M). Clearly, for
any f ∈ S ′ there exist constants m ∈ Z+ and c > 0 such that
(2.10) |〈f, φ〉| ≤ cPm(φ), ∀φ ∈ S.
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It will be useful to clarify the action of operators of the form ϕ(
√
L) on S ′. Note
first that if the function ϕ ∈ S(R) is real-valued and even, then from Theorem 2.2
it follows that ϕ(
√
L)(x, ·) ∈ S and ϕ(√L)(·, y) ∈ S. Furthermore, it is easy to see
that ϕ(
√
L) maps continuously S into S.
Definition 2.4. We define ϕ(
√
L)f for any f ∈ S ′ by
(2.11) 〈ϕ(
√
L)f, φ〉 := 〈f, ϕ(
√
L)φ〉 for φ ∈ S.
From above it follows that, ϕ(
√
L) maps continuously S ′ into S ′. Furthermore,
if ϕ, ψ ∈ S(R) are real-valued and even, then
(2.12) ϕ(
√
L)ψ(
√
L)f = ψ(
√
L)ϕ(
√
L)f, ∀f ∈ S ′.
Proposition 2.5. Suppose ϕ ∈ S is real-valued and even and let f ∈ S ′. Then
(2.13) ϕ(
√
L)f(x) = 〈f, ϕ(
√
L)(x, ·)〉, x ∈M.
Moreover, ϕ(
√
L)f is a continuous and slowly growing function, namely, there exist
constants m ∈ Z+ and c > 0, depending on f , such that
(2.14) |ϕ(
√
L)f(x)| ≤ c(1 + ρ(x, x0))m, x ∈M, and
(2.15) |ϕ(
√
L)f(x)− ϕ(
√
L)f(x′)| ≤ c(1 + ρ(x, x0))mρ(x, x′)α, if ρ(x, x′) ≤ 1.
Here α > 0 is the constant from (1.4).
To streamline our exposition we place the proof of this assertion in the appendix.
We now give the main convergence result for distributions.
Proposition 2.6. Suppose ϕ ∈ S(R), ϕ is real-valued and even, and ϕ(0) = 1.
Then for every φ ∈ S
(2.16) φ = lim
t→0
ϕ(t
√
L)φ in S,
and for every f ∈ S ′
(2.17) f = lim
t→0
ϕ(t
√
L)f in S ′.
Furthermore, for any f ∈ Lp(M), 1 ≤ p < ∞, (2.17) is valid with the conver-
gence in Lp. In addition, for any f ∈ Lp(M), 1 ≤ p ≤ ∞, one has f(x) =
limt→0 ϕ(t
√
L)f(x) for almost all x ∈M .
This proposition is established in [9, Proposition 5.5] in the case when ϕ is
compactly supported and ϕ(ν)(0) = 0 for ν ≥ 1. We give its proof in the appendix.
For more information on distributions in the setting of this paper, see [9].
3. Hardy spaces via maximal operators
In this section we introduce several maximal operators and define the Hardy
spaces Hp, 0 < p ≤ 1, in the setting described in the introduction. As in the
classical case on Rn the grand maximal operator will play an important roˆle.
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3.1. Maximal operators and definition of Hp.
Definition 3.1. A function ϕ ∈ S(R) is called admissible if ϕ is real-valued and
even. We introduce the following norms on admissible functions in S(R)
(3.1) NN (ϕ) := sup
u≥0
(1 + u)N max
0≤m≤N
|ϕ(m)(u)|, N ≥ 0.
Observe that in the above we only need the values ϕ(u) for u ≥ 0. Therefore,
the condition “ϕ is even” can be replaced by ϕ(2ν+1)(0) = 0 for ν = 0, 1, . . . , which
implies that the even extension of ϕ from R+ to R will have the required properties.
Definition 3.2. Let ϕ be an admissible function in S(R). For any f ∈ S ′ we define
(3.2) M(f ;ϕ)(x) := sup
t>0
|ϕ(t
√
L)f(x)|,
(3.3) M∗a (f ;ϕ)(x) := sup
t>0
sup
y∈M,ρ(x,y)≤at
|ϕ(t
√
L)f(y)|, a ≥ 1,
and
(3.4) M∗∗γ (f ;ϕ)(x) := sup
t>0
sup
y∈M
|ϕ(t√L)f(y)|(
1 + ρ(x,y)t
)γ , γ > 0.
Observe that
(3.5) M(f ;ϕ) ≤M∗a (f ;ϕ) ≤ (1 + a)γM∗∗γ (f ;ϕ), ∀f ∈ S ′.
We now introduce the grand maximal operator.
Definition 3.3. Denote
FN := {ϕ ∈ S(R) : ϕ is admissible and NN (ϕ) ≤ 1}.
The grand maximal operator is defined by
(3.6) MN(f)(x) := sup
ϕ∈FN
M∗1 (f ;ϕ)(x), f ∈ S ′,
that is,
(3.7) MN(f)(x) := sup
ϕ∈FN
sup
t>0
sup
y∈M,ρ(x,y)≤t
|ϕ(t
√
L)f(y)|,
where N > 0 is sufficiently large (to be specified).
It is readily seen that for any admissible function ϕ and a ≥ 1 one has
(3.8) M∗a (f ;ϕ) ≤ aNNN (ϕ)MN (f), ∀f ∈ S ′.
We will also use the following version of the Hardy-Littlewood maximal operator:
(3.9) Mθf(x) := sup
B∋x
( 1
|B|
∫
B
|f(y)|θdµ(y)
)1/θ
, θ > 0.
In the following we exhibit some important relations between the maximal op-
erators.
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Proposition 3.4. Let ϕ ∈ S(R) be admissible and ϕ(0) 6= 0.
(a) If 0 < θ ≤ 1 and γ > 2d/θ, then
(3.10) M∗∗γ (f ;ϕ)(x) ≤ cMθ(M(f ;ϕ))(x), ∀f ∈ S ′,
where c = c(θ, γ, d, ϕ).
(b) If 0 < θ ≤ 1 and N > 6d/θ + 3d/2 + 2, then
(3.11) MN(f)(x) ≤ cMθ(M(f ;ϕ))(x), ∀f ∈ S ′,
where c = c(θ, d, ϕ).
For the proof of this proposition we need the following
Lemma 3.5. Suppose ϕ ∈ S(R) is admissible and ϕ(0) = 1, and let N ≥ 0. Then
there exist even real-valued functions ψ0, ψ ∈ S(R) such that ψ0(0) = 1, ψ(ν)(0) = 0
for ν = 0, 1, . . . , N , and for any f ∈ S ′ and j ∈ Z
(3.12) f = ψ0(2
−j√L)ϕ(2−j
√
L)f +
∞∑
k=j
ψ(2−k
√
L)[ϕ(2−k
√
L)− ϕ(2−k+1
√
L)]f,
where the convergence is in S ′.
Proof. We borrow the idea for this proof from [12, Theorem 1.6]. Evidently,
ϕ(λ)2 +
∞∑
k=1
[ϕ(2−kλ)2 − ϕ(2−k+1λ)2] = 1, λ ∈ R,
and as ϕ ∈ S(R) the series converges absolutely. From above
1 =
(
ϕ(λ)2 +
∞∑
k=1
[
ϕ(2−kλ)2 − ϕ(2−k+1λ)2])N .
It is easy to see that for N ≥ 1 this identity can be written in the form
1 =
N∑
m=1
(
N
m
)
ϕ(λ)2m
(
1− ϕ(λ)2)N−m
+
∞∑
k=1
N∑
m=1
(
N
m
)[
ϕ(2−kλ)2 − ϕ(2−k+1λ)2]m(1− ϕ(2−kλ)2)N−m,
which leads to
(3.13) ψ0(λ)ϕ(λ) +
∞∑
k=1
ψ(2−kλ)[ϕ(2−kλ) − ϕ(2−k+1λ)] = 1
with
ψ0(λ) :=
N∑
m=1
(
N
m
)
ϕ(λ)2m−1
(
1− ϕ(λ)2)N−m
and
ψ(λ) := [ϕ(λ) + ϕ(2λ)]
N∑
m=1
(
N
m
)[
ϕ(λ)2 − ϕ(2λ)2]m−1(1− ϕ(λ)2)N−m.
Clearly, ψ0, ψ ∈ S(R), ψ0, ψ are even, ψ(ν)(0) = 0 for ν = 0, 1, . . . , N − 2, and
ψ0(0) = 1.
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By replacing λ in (3.13) by λ/2 and subtracting the resulting identity from (3.13)
we obtain
ψ(2−1λ)[ϕ(2−1λ)− ϕ(λ)] = ψ0(2−1λ)ϕ(2−1λ)− ψ0(λ)ϕ(λ).
Hence, for any f ∈ S ′ and m > j
ψ0(2
−j√L)ϕ(2−j
√
L)f +
m∑
k=j
ψ(2−k
√
L)[ϕ(2−k
√
L)− ϕ(2−k+1
√
L)]f
= ψ0(2
−m√L)ϕ(2−m
√
L)f → f as m→∞ in S ′,
which implies (3.12). Here we used Proposition 2.6.
Finally, by replacing N with N+2 in the above proof we get what we need. 
Proof of Proposition 3.4. (a) We borrow the idea for this proof from [11, Lemma
3.2]. Assume 0 < θ ≤ 1 and γ > 2d/θ, and let f ∈ S ′. We may assume that ϕ(0) = 1
for otherwise we use ϕ(0)−1ϕ instead. By Lemma 3.5 there exist even real-valued
functions ψ0, ψ ∈ S(R) such that ψ0(0) = 1, ψ(ν)(0) = 0 for ν = 0, 1, . . . , N , and
for any j ∈ Z (3.12) holds.
Fix t > 0 and let 2−j ≤ t < 2−j+1. Using (3.12) we get
|ϕ(t√L)f(y)|(
1 + ρ(x,y)t
)γ ≤ c |ϕ(t
√
L)ψ0(2
−j√L)ϕ(2−j√L)f(y)|
(1 + 2jρ(x, y))γ
+ c
∞∑
k=j
|ϕ(t√L)ψ(2−k√L)[ϕ(2−k√L)− ϕ(2−k+1√L)]f(y)|
(1 + 2jρ(x, y))γ
.
Let ω(λ) := ϕ(t2jλ)ψ(2−(k−j)λ). Then ω(2−j
√
L) = ϕ(t
√
L)ψ(2−k
√
L).
Now, choose N > 3γ + 3d/2 + 2 and set m := ⌊γ + d/2 + 1⌋. As ϕ, ψ ∈ S there
exists a constant c > 0 such that
(3.14) |ϕ(ν)(λ)| ≤ c(1+λ)−N , |ψ(ν)(λ)| ≤ c(1+λ)−N , λ > 0, ν = 0, 1, . . . , N,
yielding
|ω(ν)(λ)| ≤ c(1 + λ)−N , λ > 0, ν = 0, 1, . . . , N.
From this estimate we obtain for λ ≥ 2(k−j)/2
|ω(ν)(λ)| ≤ c(1 + λ)−m−d−12−(k−j)(N−m−d−1)/2
and using that N ≥ 3γ + 3d/2 + 2 + 2ε for some ε > 0 it follows that
(3.15) |ω(ν)(λ)| ≤ c2−(k−j)(γ+ε)(1 + λ)−m−d−1, λ ≥ 2(k−j)/2, ν = 0, 1, . . . , N.
On the other hand, as ψ(ν)(0) = 0 for ν = 0, 1, . . . , N , we use Taylor’s formula and
(3.14) to obtain |ψ(ν)(λ)| ≤ cλN−ν , λ > 0, ν = 0, 1, . . . , N . Hence,∣∣∣( d
dλ
)ν
ψ(2−(k−j)λ)
∣∣∣ ≤ c2−(k−j)NλN−ν ≤ c2−(k−j)N/2 for 0 ≤ λ ≤ 2(k−j)/2.
From this estimate and (3.14) we infer
|ω(ν)(λ)| ≤ c2−(k−j)N/2(1 + λ)−N , 0 ≤ λ ≤ 2(k−j)/2, ν = 0, 1, . . . , N.
In turn, this estimate and (3.15) imply that (3.15) holds for 0 < λ < ∞. Now,
Theorem 2.2, applied to ω(2−j
√
L), leads to the following estimate on the kernel
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of the operator ϕ(t
√
L)ψ(2−k
√
L) (recall that 2−j ≤ t < 2−j+1)
(3.16) |ϕ(t
√
L)ψ(2−k
√
L)(x, y)| ≤ c2
−(k−j)(γ+ε)
|B(y, 2−j)|(1 + 2jρ(x, y))γ , x, y ∈M.
Consequently,
|ϕ(t√L)ψ(2−k√L)[ϕ(2−k√L)− ϕ(2−k+1√L)]f(y)|
(1 + 2jρ(x, y))γ
≤ c
∫
M
2−(γ+ε)(k−j)[|ϕ(2−k√L)f(z)|+ |ϕ(2−k+1√L)f(z)|]dµ(z)
|B(z, 2−j)|(1 + 2jρ(y, z))γ(1 + 2jρ(x, y))γ
≤ c
∫
M
2−(γ+ε)(k−j)[|ϕ(2−k√L)f(z)|+ |ϕ(2−k+1√L)f(z)|]dµ(z)
|B(z, 2−j)|(1 + 2jρ(x, z))γ
≤ c2−(k−j)ε
∫
M
[|ϕ(2−k√L)f(z)|+ |ϕ(2−k+1√L)f(z)|]dµ(z)
|B(z, 2−j)|(1 + 2kρ(x, z))γ
≤ c2−(k−j)ε[M∗∗γ (f ;ϕ)(x)]1−θ
∫
M
[|ϕ(2−k√L)f(z)|θ + |ϕ(2−k+1√L)f(z)|θ]dµ(z)
|B(z, 2−j)|(1 + 2jρ(x, z))γθ .
Similarly
|ϕ(t√L)ψ0(2−j
√
L)ϕ(2−j
√
L)f(y)|
(1 + 2jρ(x, y))γ
≤ c[M∗∗γ (f ;ϕ)(x)]1−θ
∫
M
|ϕ(2−j√L)f(z)|θdµ(z)
|B(z, 2−j)|(1 + 2jρ(x, z))γθ .
Putting the above estimates together we get
|ϕ(t√L)f(y)|(
1 + ρ(x,y)t
)γ ≤ c[M∗∗γ (f ;ϕ)(x)]1−θ
∞∑
k=j
2−(k−j)ε
∫
M
|ϕ(2−k√L)f(z)|θdµ(z)
|B(z, 2−j)|(1 + 2jρ(x, z))γθ .
Using also (2.6), this yields
[
M∗∗γ (f ;ϕ)(x)
]θ ≤ c
∞∑
k=j
2−(k−j)ε
∫
M
|ϕ(2−k√L)f(z)|θdµ(z)
|B(x, 2−j)|(1 + 2jρ(x, z))γθ−d .
Denote briefly F (z) := ϕ(2−k
√
L)f(z). We have
∫
M
|F (z)|θdµ(z)
|B(x, 2−j)|(1 + 2jρ(x, z))γθ−d =
∫
B(x,2−j)
|F (z)|θdµ(z)
|B(x, 2−j)|(1 + 2jρ(x, z))γθ−d
+
∞∑
m=1
∫
B(x,2m−j)\B(x,2m−j−1)
|F (z)|θdµ(z)
|B(x, 2−j)|(1 + 2jρ(x, z))γθ−d
≤ c
∞∑
m=0
|B(x, 2m−j)|
2m(γθ−d)|B(x, 2−j)|
1
|B(x, 2m−j)|
∫
B(x,2m−j)
|F (z)|θdµ(z)
≤ cMθ(F )(x)θ
∞∑
m=0
2md
2m(γθ−d)
≤ cMθ(F )(x)θ .
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Here we used (1.2) and that γ > 2d/θ. From above it follows that
[
M∗∗γ (f ;ϕ)(x)
]θ ≤ c
∞∑
k=j
2−(k−j)εMθ(ϕ(2−k
√
L)f)(x)θ ≤ cMθ(M(f ;ϕ))(x)θ ,
which yields (3.10).
To prove (b) we will proceed quite as in the proof of (a). Let φ ∈ FN and assume
that ϕ ∈ S(R) is admissible. Choose γ > 2d/θ so that N > 3γ + 3d/2 + 2. Then
there exists ε > 0 such that N ≥ 3γ + 3d/2 + 2 + 2ε.
Assume t > 0 and let 2−j ≤ t < 2−j+1. Just as in the proof of (a), by Lemma 3.5
there exist even real-valued functions ψ0, ψ ∈ S(R) such that ψ(ν)(0) = 0 for
ν = 0, 1, . . . , N and for any j ∈ Z (3.12) holds. Hence, for f ∈ S ′,
|φ(t√L)f(y)|(
1 + ρ(x,y)t
)γ ≤ c |φ(t
√
L)ψ0(2
−j√L)ϕ(2−j√L)f(y)|
(1 + 2jρ(x, y))γ
+ c
∞∑
k=j
|φ(t√L)ψ(2−k√L)[ϕ(2−k√L)− ϕ(2−k+1√L)]f(y)|
(1 + 2jρ(x, y))γ
.
Just as in (3.16) we have
|φ(t
√
L)ψ(2−k
√
L)(x, y)| ≤ c2
−(k−j)(γ+ε)
|B(y, 2−j)|(1 + 2jρ(x, y))γ ,
where the constant c > 0 is independent of φ due to NN (φ) ≤ 1. Therefore, as in
the proof of (a)
|φ(t√L)ψ(2−k√L)[ϕ(2−k√L)− ϕ(2−k+1√L)]f(y)|
(1 + 2jρ(x, y))γ
≤ c
∫
M
2−(γ+ε)(k−j)[|ϕ(2−k√L)f(z)|+ |ϕ(2−k+1√L)f(z)|]dµ(z)
|B(z, 2−j)|(1 + 2jρ(y, z))γ(1 + 2jρ(x, y))γ
≤ c2−(k−j)ε[M∗∗γ (f ;ϕ)(x)]1−θ
∫
M
[|ϕ(2−k√L)f(z)|θ + |ϕ(2−k+1√L)f(z)|θ]dµ(z)
|B(z, 2−j)|(1 + 2jρ(x, z))γθ .
Similarly
|φ(t√L)ψ0(2−j
√
L)ϕ(2−j
√
L)f(y)|
(1 + 2jρ(x, y))γ
≤ c[M∗∗γ (f ;ϕ)(x)]1−θ
∫
M
|ϕ(2−j√L)f(z)|θdµ(z)
|B(z, 2−j)|(1 + 2jρ(x, z))γθ .
Here the constant c > 0 is independent of φ since NN (φ) ≤ 1. As before denoting
F (z) := ϕ(2−k
√
L)f(z) we obtain
∫
M
|F (z)|θdµ(z)
|B(z, 2−j)|(1 + 2jρ(x, z))γθ ≤ c
∫
M
|F (z)|θdµ(z)
|B(x, 2−j)|(1 + 2jρ(x, z))γθ−d ≤ cMθ(F )(x)
θ .
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Therefore,
|φ(t√L)f(y)|(
1 + ρ(x,y)t
)γ ≤ c[M∗∗γ (f ;ϕ)(x)]1−θ
∞∑
k=j
2−(k−j)ε
∫
M
|ϕ(2−k√L)f(z)|θdµ(z)
|B(z, 2−j)|(1 + 2jρ(x, z))γθ
≤ c[M∗∗γ (f ;ϕ)(x)]1−θ
∞∑
k=j
2−(k−j)ε
[
Mθ(|ϕ(2−k
√
L)f |)(x)]θ
≤ c[M∗∗γ (f ;ϕ)(x)]1−θ[Mθ(M(f ;ϕ))(x)]θ
∞∑
k=j
2−(k−j)ε
≤ cMθ(M(f ;ϕ))(x),
where for the last estimate we used that M∗∗γ (f ;ϕ)(x) ≤ cMθ(M(f ;ϕ))(x), by
(3.11). Thus
sup
t>0
sup
y∈M,ρ(x,y)≤t
|φ(t
√
L)f(y)| ≤ 2γ sup
t>0
sup
y∈M
|φ(t√L)f(y)|(
1 + ρ(x,y)t
)γ ≤ cMθ(M(f ;ϕ))(x),
which completes the proof. 
Definition 3.6. The Hardy space Hp, 0 < p ≤ 1, is defined as the set of all
distributions f ∈ S ′ such that
(3.17) ‖f‖Hp :=
∥∥ sup
t>0
|e−t2Lf(·)|∥∥
Lp
<∞.
Proposition 3.4 leads to the following
Theorem 3.7. Let 0 < p ≤ 1. Then for any N > 6d/p + 3d/2 + 2, γ > 2d/p,
a ≥ 1, and an admissible ϕ ∈ S(R) with ϕ(0) 6= 0 we have for all f ∈ S ′
(3.18) ‖f‖Hp ∼ ‖MN(f)‖Lp ∼ ‖M(f ;ϕ)‖Lp ∼ ‖M∗a (f ;ϕ)‖Lp ∼ ‖M∗∗γ (f ;ϕ)‖Lp .
Here the constants in the equivalences involving ϕ depend not only on the parameters
but on ϕ as well.
Proof. Write Φ(λ) := e−λ
2
. Apparently Φ ∈ S(R), Φ is admissible, and Φ(0) 6= 0.
Let N > 6d/p+3d/2+ 2 and choose θ so that 0 < θ < p and N > 6d/θ+3d/2+ 2.
Then applying Proposition 3.4 (b) we get
‖MN(f)‖p ≤ c‖Mθ(M(f ; Φ))‖p ≤ c‖M(f ; Φ)‖p = c‖f‖Hp ,
where we used the maximal inequality: ‖Mθf‖p ≤ c‖f‖p if 0 < θ < p, see [14].
In the other direction, using (3.5) and (3.8) we get
‖f‖Hp = ‖M(f ; Φ)‖p ≤ ‖M∗1 (f ; Φ)‖p ≤ c‖MN(f)‖p.
Thus the first equivalence in (3.18) is established.
Just in the same way we get ‖MN(f)‖Lp ∼ ‖M(f ;ϕ)‖Lp with constants of
equivalence depending in addition on ϕ. We choose θ so that 0 < θ < p and
γ > 2d/θ and apply Proposition 3.4 (a) and the maximal inequality as above to
obtain ‖M∗∗γ (f ;ϕ)‖Lp ≤ c‖M(f ;ϕ)‖Lp. All other estimates we need follow from
(3.5) and (3.8). 
12 S. DEKEL, G. KERKYACHARIAN, G. KYRIAZIS, AND P. PETRUSHEV
3.2. Characterization of Hp via the Poisson semigroup. We next establish
a characterization of the Hardy spaces Hp with the roˆle of e−t
2L in (3.17) replaced
by e−t
√
L. To this end we first show that Hp consists of bounded distributions.
Definition 3.8. We say that f ∈ S ′ is a bounded distribution if there exists
N ≥ 0 such that for every admissible ϕ ∈ S(R) we have ϕ(√L)f ∈ L∞(M) and
‖ϕ(√L)f‖∞ ≤ c(f)NN (ϕ), where c(f) > 0 depends only on f ; NN (ϕ) is from (3.1).
Lemma 3.9. If f ∈ Hp, 0 < p ≤ 1, then f is a bounded distribution and for every
admissible function ϕ ∈ S(R) we have ‖ϕ(√L)f‖∞ ≤ cNN (ϕ)‖f‖Hp with N as in
Theorem 3.7.
Proof. Let f ∈ Hp, 0 < p ≤ 1. Then, by Theorem 3.7, we have ‖MN(f)‖Lp ∼
‖f‖Hp provided N > 6d/p+ 3d/2 + 2. Let ϕ ∈ S(R) be admissible. Then by (3.8)
we have M∗1 (f ;ϕ) ≤ NN (ϕ)MN (f). Therefore, for each x ∈M
|ϕ(
√
L)f(x)|p ≤ inf
y:ρ(x,y)≤1
sup
z:ρ(z,y)≤1
|ϕ(
√
L)f(z)|p ≤ inf
y:ρ(x,y)≤1
M∗1 (f ;ϕ)(y)
p
≤ 1|B(x, 1)|
∫
B(x,1)
M∗1 (f ;ϕ)
p(y)dµ(y)
≤ cNN (ϕ)p
∫
M
MN (f)(y)pdµ(y) ≤ cNN (ϕ)p‖f‖pHp ,
where we used the non-collapsing condition (1.7). The lemma follows. 
The above lemma enables us to identify e−t
√
Lf for f ∈ Hp with a well-defined
bounded function.
Definition 3.10. Let ϕ ∈ C∞(R) be even and real-valued, ϕ(λ) = 1 for x ∈ [−1, 1]
and suppϕ ⊂ [−2, 2]. Set θ(λ) := e−λ(1 − ϕ(λ)) for λ ≥ 0 and denote again by θ
the even extension of θ on R. Clearly, θ ∈ S(R) is admissible. Given a bounded
distribution f ∈ S ′, for example f ∈ Hp, 0 < p ≤ 1, we define
(3.19) e−t
√
Lf := e−t
√
Lϕ(t
√
L)f + θ(t
√
L)f, t > 0.
Lemma 3.11. If f ∈ S ′ is a bounded distribution (Definition 3.8), then e−t
√
Lf is
a well-defined function and e−t
√
Lf ∈ L∞(M) ∩ C(M).
Proof. We will use the subordination formula: For any f ∈ L2(M)
(3.20) e−t
√
Lf =
1√
π
∫ ∞
0
t
s2
e−
t2
4s2 e−s
2Lfds, t > 0,
which follows easily from the spectral L2-theory. Let ϕ be as in Definition 3.10.
Clearly, e−λϕ(λ) is bounded and compactly supported and by [4, Theorem 3.7]
it follows that e−t
√
Lϕ(t
√
L) is an integral operator with bounded and continuous
kernel. By Theorem 2.2 it follows that the kernel of the operator θ(t
√
L) is also
bounded and continuous. Hence, in light of (3.19), the kernel e−t
√
L(x, y) of the
operator e−t
√
L is continuous and bounded. Using also the fact that the heat kernel
e−tL(x, y) = pt(x, y) is Ho¨lder continuous (see (1.4)) it readily follows from (3.20)
that
(3.21) e−t
√
L(x, y) =
1√
π
∫ ∞
0
t
s2
e−
t2
4s2 e−s
2L(x, y)ds, ∀x, y ∈M.
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Now, taking into account the fact that for any f ∈ L∞(M)∫ ∞
0
∫
M
|e− t
2
4s2 e−s
2L(x, y)||f(y)|dµ(y)ds ≤ c‖f‖∞
(3.21) yields that for any f ∈ L∞(M)
(3.22) e−t
√
Lf(x) =
1√
π
∫ ∞
0
t
s2
e−
t2
4s2 e−s
2Lf(x)ds, x ∈M,
and ‖e−t
√
Lf‖∞ ≤ c‖f‖∞.
Assume that f ∈ S ′ is a bounded distribution and let ϕ be as in Definition 3.10.
Then ‖ϕ(√L)f‖∞ ≤ c(f)NN (ϕ) for some N ≥ 0. From (3.1), it is easy to see that
NN (ϕ(t·)) ≤ (t+ t−1)NNN (ϕ), t > 0, and hence using the above
(3.23) ‖e−t
√
Lϕ(t
√
L)f‖∞ ≤ c(f)(t+ t−1)NNN (ϕ).
On the other hand, the function θ from Definition 3.10 is admissible in S(R) and
hence ‖θ(t√L)f‖∞ ≤ c(f)(t+t−1)NNN (θ), t > 0. This coupled with (3.23) implies
that e−t
√
Lf ∈ L∞(M).
We next show that e−t
√
Lf ∈ C(M). Write F := ϕ(t√L)f . Then by (3.22)
e−t
√
LF (x) − e−t
√
LF (x′) =
1√
π
∫ ∞
0
t
s2
e−
t2
4s2
[
e−s
2LF (x)− e−s2LF (x′)]ds
=
1√
π
∫ ∞
0
t
s2
e−
t2
4s2
∫
M
[
e−s
2L(x, y)− e−s2L(x′, y)]F (y)dµ(y)ds.
From (1.4) and (2.6), for any σ > 0 there exists a constant cσ > 0 such that
∣∣e−s2L(x, y)− e−s2L(x′, y)∣∣ ≤ cσ(ρ(x, x′)/s)α|B(x, s)|−1(1 + s−1ρ(x, y))−σ
(3.24)
whenever ρ(x, x′) ≤ s, and∣∣e−s2L(x, y)∣∣ ≤ cσ|B(x, s)|−1(1 + s−1ρ(x, y))−σ.(3.25)
We choose σ > 2d. Denote A := ρ(x, x′) and assume A > 0. Then from above
|e−t
√
LF (x) − e−t
√
LF (x′)| ≤
∫ A
0
· · ·+
∫ ∞
A
· · · =: J1 + J2.
To estimate J1 we use (3.25) and (2.7). We get
J1 ≤ c‖F‖∞
∫ A
0
t
s2
e−
t2
4s2
∫
M
dµ(y)
|B(x, s)|(1 + s−1ρ(x, y))σ ds
+ c‖F‖∞
∫ A
0
t
s2
e−
t2
4s2
∫
M
dµ(y)
|B(x′, s)|(1 + s−1ρ(x′, y))σ ds
≤ c‖F‖∞
∫ A
0
t
s2
e−
t2
4s2 ds = c‖F‖∞
∫ ∞
t2/4A
e−u√
u
du
≤ c‖F‖∞At−1
∫ ∞
0
e−udu ≤ cρ(x, x′), c = c(f, ϕ, t).
Here for the equality we applied the substitution u = t2/4s2.
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To estimate J2 we use (3.24) and (2.7) and obtain
J2 ≤ cρ(x, x′)α‖F‖∞
∫ ∞
A
t
s2+α
e−
t2
4s2
∫
M
dµ(y)
|B(x, s)|(1 + s−1ρ(x, y))σ ds
≤ cρ(x, x′)α‖F‖∞
∫ ∞
0
t
s2+α
e−
t2
4s2 ds ≤ cρ(x, x′)α. (u = t2/4s2)
Therefore,
|e−t
√
Lϕ(t
√
L)f(x) − e−t
√
Lϕ(t
√
L)f(x′)| ≤ cρ(x, x′)α, if ρ(x, x′) ≤ 1.
Also, by Proposition 2.5 θ(t
√
L)f ∈ C(M) and hence e−t
√
Lf ∈ C(M).
Furthermore, it is easy to see that the definition of e−t
√
Lf in (3.19) is indepen-
dent of the particular selection of the function ϕ. 
We now come to the main point in this subsection.
Theorem 3.12. Let f ∈ S ′ be a bounded distribution (see Definition 3.8). Then
f ∈ Hp, 0 < p ≤ 1, if and only if ∥∥ supt>0 ∣∣e−t
√
Lf(·)∣∣∥∥
Lp
<∞, and
(3.26)
∥∥ sup
t>0
∣∣e−t√Lf(·)∣∣∥∥
Lp
∼ ‖f‖Hp .
Proof. Let f ∈ Hp, 0 < p ≤ 1. We will show that the subordination formula
(3.20) holds for this distribution pointwise:
(3.27) e−t
√
Lf(x) =
1√
π
∫ ∞
0
t
s2
e−
t2
4s2 e−s
2Lf(x)ds, ∀x ∈M.
Let ψ ∈ C∞0 (R) be just as the function ϕ from Definition 3.10. By Lemma 3.9 f is
a bounded distribution and hence, by lemma 3.11, ψ(δ
√
L)f ∈ L∞(M)∩C(M) for
δ > 0, taking into account Proposition 2.5 as well. Then using (3.22) we infer
e−t
√
Lψ(δ
√
L)f(x) =
1√
π
∫ ∞
0
t
s2
e−
t2
4s2 e−s
2Lψ(δ
√
L)f(x)ds, ∀x ∈M.(3.28)
However, by Proposition 2.6 if g ∈ L∞(M) ∩ C(M), then ψ(δ√L)g(x) → g(x),
∀x ∈M and by Lemma 3.11 e−t
√
Lf ∈ L∞(M) ∩C(M). Therefore,
lim
δ→0
e−t
√
Lψ(δ
√
L)f(x) = lim
δ→0
ψ(δ
√
L)e−t
√
Lf(x) = e−t
√
Lf(x), ∀x ∈M.
Here, to justify the equality e−t
√
Lψ(δ
√
L)f(x) = ψ(δ
√
L)e−t
√
Lf(x) we use the
fact that 〈e−t
√
Lg, h〉 = 〈g, e−t
√
Lh〉 for all g ∈ L∞, h ∈ L1, which follows from
(3.21); we also use (2.12), (3.19), and the fact that f is a bounded distribution.
Similarly, limδ→0 e−s
2Lψ(δ
√
L)f(x) = e−s
2Lf(x), ∀x ∈M , and in addition
‖e−s2Lψ(δ
√
L)f‖∞ ≤ c‖ψ(δ
√
L)f‖∞ ≤ c‖f‖Hp .
Passing to the limit in (3.28) as δ → 0, we obtain (3.27); we apply the dominated
convergence theorem to justify the convergence of the integral in (3.28) as δ → 0.
Estimate (3.27) implies supt>0
∣∣e−t√Lf(x)∣∣ ≤ c supt>0 ∣∣e−t2Lf(x)∣∣ and hence∥∥ sup
t>0
∣∣e−t√Lf(·)∣∣∥∥
Lp
≤ c∥∥ sup
t>0
∣∣e−t2Lf(·)∣∣∥∥
Lp
= c‖f‖Hp .
This completes the first part of the proof.
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For the other direction, we borrow the following claim from [13], pp. 182-183,
see also [14], p. 99: There exists a real-valued function η ∈ C[1,∞) such that
η(s) ≤ O(s−γ) as s→∞, ∀γ > 0,
(3.29)
∫ ∞
1
skη(s)ds = 0 for k = 1, 2, . . . , and
∫ ∞
1
η(s)ds = 1.
The function η(s) := eπs Im{exp[−ω(s− 1)1/4]} with ω = e−πi/4 will do [13].
Consider the function Φ(λ) :=
∫∞
1
η(s)e−s|λ|ds for λ ∈ R. It is easy to see that
Φ ∈ S(R), Φ is even, and Φ(0) = 1. Therefore, from the L2-theory, for any f ∈ L2
(3.30) Φ(t
√
L)f =
∫ ∞
1
η(s)e−st
√
Lfds.
Assume that f ∈ S ′ is a bounded distribution. Then exactly as in the proof of
the first part we use Lemma 3.11 to show that (3.30) is valid point-wise for this dis-
tribution, which implies supt>0 |Φ(t
√
L)f(x)| ≤ c supt>0
∣∣e−t√Lf(x)∣∣. Therefore,
‖f‖Hp ≤ c
∥∥ sup
t>0
|Φ(t
√
L)f(·)|∥∥
Lp
≤ c∥∥ sup
t>0
∣∣e−t√Lf(·)∣∣∥∥
Lp
as desired. The proof is complete. 
3.3. Some simple facts about Hp spaces. Here we present without proof some
simple facts about the Hardy spaces Hp, 0 < p ≤ 1, in the setting of this paper.
(a) Hp is continuously embedded in S ′, that is, for any 0 < p ≤ 1 there exist
constants m > 0 and c > 0 such that for every f ∈ Hp and φ ∈ S one has
|〈f, φ〉| ≤ cPm(φ)‖f‖Hp .
(b) Hp is a complete quasi-normed space.
(c) For any q > p the space Lq(M) is dense in Hp, moreover, S is dense in Hp.
Observe also that as in the classical case on Rn one has Hp = Lp with equivalent
norms whenever p > 1.
4. Atomic Hardy spaces
We consider two versions of atomic Hardy spaces depending on whether µ(M) =
∞ or µ(M) <∞. In defining the atomic Hardy spaces we borrow from [8, 6].
4.1. Atomic Hardy spaces in the noncompact case.
Definition 4.1. Let 0 < p ≤ 1 and n := ⌊d/2p⌋+ 1, where d is from the doubling
property (1.2). A function a(x) is called an atom associated with the operator L if
there exists a function b ∈ D(Ln) and a ball B of radius r = rB > 0 such that
(i) a = Lnb,
(ii) suppLkb ⊂ B, k = 0, 1, . . . , n, and
(iii) ‖Lkb‖∞ ≤ r2(n−k)|B|−1/p, k = 0, 1, . . . , n.
Definition 4.2. The atomic Hardy space HpA, 0 < p ≤ 1, is defined as the set of
all distributions f ∈ S ′ that can be represented in the form
(4.1) f =
∞∑
j=1
λjaj , where
∞∑
j=1
|λj |p <∞,
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{aj} are atoms, and the convergence is in S ′. We set
(4.2) ‖f‖Hp
A
:= inf
f=
∑
j≥1 λjaj
(∑
j≥1
|λj |p
)1/p
, f ∈ HpA.
4.2. Atomic Hardy spaces in the compact case. In the case when µ(M) <∞,
we use the atoms from above with the addition of one more kind of atoms, say,
A ∈ L∞(M), with the property:
(4.3) ‖A‖∞ ≤ |M |−1/p.
Then the atomic Hardy space HpA, 0 < p ≤ 1, is defined just as in the noncompact
case above.
5. Equivalence of maximal and atomic Hardy spaces
We now come to the main result of this article.
Theorem 5.1. In the setting of this paper, we have Hp = HpA, 0 < p ≤ 1, and
(5.1) ‖f‖Hp
A
∼ ‖f‖Hp for f ∈ Hp.
We will first carry out the proof of this theorem in the noncompact case and
then explain the modifications that need to me made in the compact case.
5.1. Proof of the embedding Hp ⊂ HpA in the noncompact case. We next
show that if f ∈ Hp, 0 < p ≤ 1, then f ∈ HpA and ‖f‖HpA ≤ c‖f‖Hp .
We begin with a simple decomposition identity which will play a central roˆle in
this proof; it relies on the following
Lemma 5.2. For any m ≥ 1 there exists a function ϕ ∈ S(R) such that ϕ is real-
valued and even, supp ϕˆ ⊂ [−1, 1], ϕ(0) = 1, and ϕ(ν)(0) = 0 for ν = 1, 2, . . . ,m.
To make our exposition more fluid we relegate the proof of this lemma to the
appendix.
Assume ϕ ∈ S(R), ϕ is real-valued and even, supp ϕˆ ⊂ [−1, 1], ϕ(0) = 1, and
ϕ(ν)(0) = 0 for ν = 1, 2, . . . ,K − 1, where K is even and sufficiently large. More
precisely, we choose K ≥ 2n+d+d/p+1 with n from Definition 4.1. The existence
of such ϕ is guaranteed by Lemma 5.2. Appealing to Proposition 2.6, for any f ∈ S ′
we have f = limj→∞ ϕ(2−j
√
L)2f in S ′, which implies this representation: For any
j ∈ Z
f = ϕ(2−j
√
L)2f +
∞∑
k=j
[
ϕ(2−k−1
√
L)2f − ϕ(2−k
√
L)2f
]
= ϕ(2−j
√
L)2f +
∞∑
k=j
[
ϕ(2−k−1
√
L)− ϕ(2−k
√
L)
][
ϕ(2−k−1
√
L) + ϕ(2−k
√
L)
]
f.
Setting ψ(λ) := ϕ(λ) − ϕ(2λ) and ψ˜(λ) := ϕ(λ) + ϕ(2λ), we arrive at
(5.2) f = ϕ(2−j
√
L)2f +
∞∑
k=j+1
ψ(2−k
√
L)ψ˜(2−k
√
L)f, f ∈ S ′.
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Clearly, ψ, ψ˜ ∈ S(R), ψ, ψ˜ are even, supp ψˆ ⊂ [−2, 2] and supp ˆ˜ψ ⊂ [−2, 2]. Then
by the final speed propagation property (Proposition 2.1)
(5.3) suppψ(2−k
√
L)(x, ·) ⊂ B(x, τ2−k), supp ψ˜(2−k
√
L)(x, ·) ⊂ B(x, τ2−k),
where τ > 1 is a constant.
For later use, observe also that
(5.4) ψ(ν)(0) = 0 for ν = 0, 1, . . . ,K − 1.
From now on we will use the following more compact notation:
(5.5) ϕk := ϕ(2
−k√L), ψk := ψ(2−k
√
L), and ψ˜k := ψ˜(2
−k√L).
The kernels of these operators will be denoted by ϕk(x, y), ψk(x, y), and ψ˜k(x, y).
Observe that since ϕ, ψ, and ψ˜ are real-valued we have ϕk(y, x) = ϕk(x, y) and
similarly for the others. By Theorem 2.2 we have for any σ > 0
(5.6) |ϕk(x, y)|, |ψk(x, y)|, |ψ˜k(x, y)| ≤ cσ|B(x, 2−k)|−1
(
1 + 2kρ(x, y)
)−σ
.
The following lemma will be instrumental in this proof:
Lemma 5.3. Let φ ∈ S, k ≥ 0, and σ > 0. Then
(5.7)
∣∣∣
∫
M
ψk(x, y)φ(y)dµ(y)
∣∣∣ ≤ cσ2−k(K−d)(1 + ρ(x, x0))−σ, ∀x ∈M,
where cσ = cPn(φ) with n ≥ max{σ+ d,K/2} and c > 0 is a constant independent
of k, σ, φ.
Proof. Let m := K/2 (recall that K is even). Setting g(λ) := λ−2mψ(λ) we have
L−mψ(2−k
√
L) = 2−2kmg(2−k
√
L) and hence, for φ ∈ S,
ψkφ(x) = 2
−2kmg(2−k
√
L)Lmφ(x) = 2−kK
∫
M
g(2−k
√
L)(x, y)Lmφ(y)dµ(y).
Using (5.4), it readily follows that g ∈ S(R) and g is real-valued and even. Then
by virtue of Theorem 2.2 for any k ≥ 0
|g(2−k
√
L)(x, y)| ≤ cσ|B(x, 2−k)|−1(1 + 2kρ(x, y))−σ−d(5.8)
≤ cσ2kd|B(x, 1)|−1(1 + ρ(x, y))−σ−d,
where we used (1.2). On the other hand, as φ ∈ S we have on account of (2.9)
|Lmφ(x)| ≤ c(1 + ρ(x, x0))−σ−d with c = Pn(φ), n ≥ max{σ + d,m}. From this
and (5.8) we infer
|ψkφ(x)| ≤ c2−k(K−d)|B(x, 1)|−1
∫
M
(1 + ρ(x, y))−σ−d(1 + ρ(y, x0))−σ−ddµ(y)
≤ c2−k(K−d)(1 + ρ(x, x0))−σ.
Here for the last inequality we used (2.8). 
In the following we will utilize the following assertion involving the grand max-
imal operator MN , defined in (3.7): Let φ ∈ S(R) be admissible and assume
NN (φ) ≤ c. Then for any f ∈ S ′, k ∈ Z, and x ∈M
(5.9) |φ(2−k
√
L)f(y)| ≤ cMN (f)(x) for all y ∈M with ρ(x, y) ≤ 2τ2−k,
where τ > 1 is the constant from (5.3). This claim follows readily from (3.8).
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Given f ∈ Hp, 0 < p ≤ 1, f 6= 0, we define
(5.10) Ωr := {x ∈M :MN (f)(x) > 2r}, r ∈ Z.
Clearly, Ωr+1 ⊂ Ωr andM = ∪r∈ZΩr. The latter identity follows byMN (f)(x) > 0
∀x ∈M due to f 6= 0. Also, Ωr is open since MN (f)(x) is lower semi-continuous.
It is easy to see that
(5.11)
∑
r∈Z
2pr|Ωr| ≤ c
∫
M
MN (f)(x)pdµ(x) ≤ c‖f‖pHp .
We next show that
(5.12) ‖ϕ2jf‖∞ → 0 as j → −∞.
Indeed, observe first that (5.11) implies |Ωr| ≤ c2−pr‖f‖pHp for r ∈ Z. Fix r ∈ Z.
Then in light of (2.4) there exists J > 0 s.t. Ωr ⊂ {x ∈ M : dist(x,Ωcr) ≤ 2τ2J}.
Hence for every x ∈ M there exists y ∈ Ωcr such that ρ(x, y) ≤ 2τ2J , and by (5.9)
we get
|ϕ2jf(x)| ≤ cMN(f)(y) ≤ c2r for j ≤ −J .
Hence ‖ϕ2jf‖∞ ≤ c2r for j ≤ −J , which implies (5.12). From (5.2) and (5.12) it
follows that
(5.13) f = lim
K→∞
K∑
k=−∞
ψkψ˜kf in S ′.
Assume Ωr 6= ∅ and write
(5.14)
Erk :=
{
x ∈ Ωr : dist(x,Ωcr) > 2τ2−k
} \ {x ∈ Ωr+1 : dist(x,Ωcr+1) > 2τ2−k}.
By (5.11) it follows that for any r ∈ Z we have |Ωr| < ∞ and hence using (2.4)
there exists sr ∈ Z such that Ersr 6= ∅ and Erk = ∅ for k < sr. Note that sr ≤ sr+1.
We define
(5.15) Fr(x) :=
∑
k≥sr
∫
Erk
ψk(x, y)ψ˜kf(y)dµ(y), x ∈M, r ∈ Z,
and in general
(5.16) Fr,κ0,κ1(x) :=
κ1∑
k=κ0
∫
Erk
ψk(x, y)ψ˜kf(y)dµ(y), sr ≤ κ0 ≤ κ1 ≤ ∞.
As will be shown in Lemma 5.4 below, the functions Fr and Fr,κ0,κ1 are well defined
and Fr, Fr,κ0,κ1 ∈ L∞.
Observe that the fact that suppψ(2−k
√
L)(x, ·) ⊂ B(x, τ2−k) leads to the fol-
lowing conclusions:
(i) If B(x, τ2−k) ⊂ Erk for some x ∈ Erk, then
∫
Erk
ψk(x, y)ψ˜kfdµ(y) =
∫
B(x,τ2−k)
ψk(x, y)ψ˜kf(y)dµ(y) =
∫
M
ψk(x, y)ψ˜kf(y)dµ(y).
(5.17)
(ii) We have
(5.18) supp
( ∫
Erk
ψk(·, y)ψ˜kf(y)dµ(y)
)
⊂ {x : dist(x,Erk) ≤ τ2−k}.
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On the other hand, clearly B(y, 2τ2−k) ∩ (Ωr \ Ωr+1) 6= ∅ for each y ∈ Erk, and
NN (ψ˜) ≤ c. Therefore, see (5.9), |ψ˜kf(y)| ≤ c2r for y ∈ Erk, and using (5.6) with
σ > d and (2.7) we get
(5.19)
∥∥∥
∫
E
ψk(·, y)ψ˜kf(y)dµ(y)
∥∥∥
∞
≤ c2r, ∀E ⊂ Erk.
Similarly,
(5.20)
∥∥∥
∫
E
ϕk(·, y)ϕkf(y)dµ(y)
∥∥∥
∞
≤ c2r, ∀E ⊂ Erk.
We record some of the main properties of Fr and Fr,κ0,κ1 in the following
Lemma 5.4. (a) We have
(5.21) Erk ∩ Er′k = ∅ if r 6= r′ and M = ∪r∈ZErk, ∀k ∈ Z.
(b) There exists a constant c > 0 such that for any r ∈ Z and sr ≤ κ0 ≤ κ1 ≤ ∞
(5.22) ‖Fr‖∞ ≤ c2r and ‖Fr,κ0,κ1‖∞ ≤ c2r.
(c) The series in (5.15) and (5.16) (if κ1 = ∞) converge point-wise and in
distributional sense (in S ′).
(d) Also,
(5.23) Fr(x) = 0 for x ∈M \ Ωr, ∀r ∈ Z.
Proof. Identities (5.21) are obvious and (5.23) follows readily from the definition
of Fr and (5.18).
We next focus on the proof of the left-hand side estimate in (5.22). The proof of
the right-hand side estimate in (5.22) is the same; we omit it. Assume Ωr+1 6= ∅;
the case when Ωr+1 = ∅ is easier and will be omitted. Set
Uk =
{
x ∈ Ωr : dist(x,Ωcr) > 2τ2−k
}
, Vk =
{
x ∈ Ωr+1 : dist(x,Ωcr+1) > 2τ2−k
}
.
Then Erk = Uk \ Vk, see (5.14).
From (5.18) we get |Fr(x)| = 0 for x ∈M \
⋃
k≥sr{y : dist(y, Erk) < τ2−k}.
We next estimate |Fr(x)| for x ∈
⋃
k≥sr{y : dist(y, Erk) < τ2−k}. Two cases
present themselves here.
Case 1: x ∈ [∪k≥sr {y : dist(y, Erk) < τ2−k}]∩Ωr+1. Then there exist ν, ℓ ∈ Z
such that
(5.24) x ∈ (Uℓ+1 \ Uℓ) ∩ (Vν+1 \ Vν).
Due to Ωr+1 ⊂ Ωr we have Vk ⊂ Uk, implying (Uℓ+1 \Uℓ)∩ (Vν+1 \Vν) = ∅ if ν < ℓ.
We consider two subcases depending on whether ν ≥ ℓ + 3 or ℓ ≤ ν ≤ ℓ+ 2.
(a) Let ν ≥ ℓ+ 3. We claim that (5.14) and (5.24) yield
(5.25) B(x, τ2−k) ∩Erk = ∅ for k ≥ ν + 2 or k ≤ ℓ− 1.
Indeed, if k ≥ ν +2, then Erk ⊂ Ωr \Vν+2, which implies (5.25), while if k ≤ ℓ− 1,
then Erk ⊂ Uℓ−1, again implying (5.25).
We also claim that
(5.26) B(x, τ2−k) ⊂ Erk for ℓ+ 2 ≤ k ≤ ν − 1.
Indeed, if ℓ+ 2 ≤ k ≤ ν − 1, then
(Uℓ+1 \ Uℓ) ∩ (Vν+1 \ Vν) ⊂ (Uk−1 \ Uℓ) ∩ (Vν+1 \ Vk+1) ⊂ Uk−1 \ Vk+1,
which implies (5.26).
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From (5.17)-(5.18) and (5.25)-(5.26) it follows that
Fr(x) =
ν+1∑
k=ℓ
∫
Erk
ψk(x, y)ψ˜kf(y)dµ(y) =
ℓ+1∑
k=ℓ
∫
Erk
ψk(x, y)ψ˜kf(y)dµ(y)
+
ν−2∑
k=ℓ+2
∫
M
ψk(x, y)ψ˜kf(y)dµ(y) +
ν+1∑
k=ν−1
∫
Erk
ψk(x, y)ψ˜kf(y)dµ(y).
However,
ν−2∑
k=ℓ+2
∫
M
ψk(x, y)ψ˜kf(y)dµ(y) =
ν−2∑
k=ℓ+2
ψkψ˜(2
−k√L)f(x)
=
ν−2∑
k=ℓ+2
[
ϕ2k+1f(x)− ϕ2kf(x)
]
= ϕ2ν−1f(x)− ϕ2ℓ+2f(x)
=
∫
Er,ν−1
ϕν−1(x, y)ϕν−1f(y)dy −
∫
Er,ℓ+2
ϕℓ+2(x, y)ϕℓ+2f(y)dy.
Thus Fr(x) is represented as the sum of at most seven integrals. We estimate each
of them using (5.19)-(5.20) to obtain |Fr(x)| ≤ c2r.
(b) Let ℓ ≤ ν ≤ ℓ+ 2. We have
Fr(x) =
ν+1∑
k=ℓ
∫
Erk
ψk(x, y)ψ˜kf(y)dµ(y) =
ℓ+3∑
k=ℓ
∫
Erk
ψk(x, y)ψ˜kf(y)dµ(y).
We use (5.19) to estimate each of these four integrals and obtain again |Fr(x)| ≤ c2r.
Case 2: x ∈ Ωr \ Ωr+1. Then there exists ℓ ∈ Z such that
x ∈ (Uℓ+1 \ Uℓ) ∩ (Ωr \ Ωr+1).
Just as in the proof of (5.25) we have B(x, τ2−k) ∩ Erk = ∅ for k ≤ ℓ − 1, and as
in the proof of (5.26) we have
(Uℓ+1 \ Uℓ) ∩ (Ωr \ Ωr+1) ⊂ Uk−1 \ Vk+1 for k ≥ ℓ+ 2,
which implies B(x, τ2−k) ⊂ Erk for k ≥ ℓ + 2. We use these and (5.17)-(5.18) to
obtain
Fr(x) =
∞∑
k=ℓ
∫
Erk
ψk(x, y)ψ˜kf(y)dµ(y)
=
ℓ+1∑
k=ℓ
∫
Erk
ψk(x, y)ψ˜kf(y)dµ(y) +
∞∑
k=ℓ+2
∫
M
ψk(x, y)ψ˜kf(y)dµ(y).
For the last sum we have
∞∑
k=ℓ+2
∫
M
ψk(x, y)ψ˜kf(y)dµ(y)
= lim
ν→∞
ν∑
k=ℓ+2
ψkψ˜kf(x) = lim
ν→∞
[
ϕ2ν+1f(x)− ϕ2ℓ+2f(x)
]
= lim
ν→∞
(∫
Er,ν+1
ϕν+1(x, y)ϕν+1f(y)dµ(y)−
∫
Er,ℓ+2
ϕℓ+2(x, y)ϕℓ+2f(y)dµ(y)
)
.
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From the above and (5.19)-(5.20) we enfer |Fr(x)| ≤ c2r.
The point-wise convergence in (5.15) follows from above and we similarly estab-
lish the point-wise convergence in (5.16).
The convergence in distributional sense in (5.15) relies on the following assertion:
For every φ ∈ S
(5.27)
∑
k≥sr
|〈grk, φ〉| <∞, where grk(x) :=
∫
Erk
ψk(x, y)ψ˜kf(y)dµ(y).
Here 〈grk, φ〉 :=
∫
M
grkφdµ. To prove the above we need this estimate:
(5.28) |ψ˜kf(x)| ≤
{
c2kd/p|B(x, 1)|−1/p‖f‖Hp , k ≥ 0,
c2εk/p|B(x, 1)|−1/p‖f‖Hp , k < 0.
Indeed, using (3.8) we get
|ψ˜kf(x)|p ≤ inf
y:ρ(x,y)≤2−k
sup
z:ρ(y,z)≤2−k
|ψ˜kf(z)|p ≤ inf
y:ρ(x,y)≤2−k
cMN (f)(y)p
≤ c|B(x, 2−k)|−1
∫
B(x,2−k)
MN(f)(y)pdµ(y) ≤ c|B(x, 2−k)|−1‖f‖pHp .
Then (5.28) follows by (1.2) and (2.3).
We now estimate |〈grk, φ〉|. From (5.6), (5.28), and the fact that φ ∈ S it readily
follows that∫
Erk
∫
M
|ψk(x, y)||φ(x)||ψ˜kf(y)|dµ(y)dµ(x) <∞, k ≥ sr.
Therefore, we can use Fubini’s theorem, Lemma 5.3 (with σ > 2d), and (5.28) to
obtain for k ≥ 0
|〈grk, φ〉| ≤
∫
Erk
∣∣∣
∫
M
ψk(x, y)φ(x)dµ(x)
∣∣∣|ψ˜kf(y)|dµ(y)
=
∫
Erk
∣∣∣
∫
M
ψk(y, x)φ(x)dµ(x)
∣∣∣|ψ˜kf(y)|dµ(y)(5.29)
≤ c2−k(K−d−d/p)‖f‖Hp
∫
Erk
|B(y, 1)|−1/p(1 + ρ(y, x0))−σdµ(y).
Here we also used that ψk(y, x) = ψk(x, y) because ψ is real-valued. Further, from
the non-collapsing condition (1.7) we have |B(y, 1)| ≥ c2 > 0 and using (2.7) we
arrive at
|〈grk, φ〉| ≤ c2−k(K−d−d/p)‖f‖Hp for k ≥ 0.
This implies (5.27) due to K > d+ d/p.
Write Gℓ :=
∑ℓ
k=sr
grk. From the above proof of (b) and (5.22) we infer that
Gℓ(x)→ Fr(x) as ℓ→∞ for x ∈M and ‖Gℓ‖∞ ≤ c2r <∞ for ℓ ≥ sr. On the other
hand, from (5.27) it follows that the series
∑
k≥sr grk converges in distributional
sense. By applying the dominated convergence theorem one easily concludes that
Fr =
∑
k≥sr grk with the convergence in distributional sense. 
For convenience, we define Fr := 0 whenever Ωr = ∅, r ∈ Z.
Observe that from (5.21) it follows that
(5.30) ψkψ˜kf(x) =
∫
M
ψk(x, y)ψ˜kf(y)dµ(y) =
∑
r∈Z
∫
Erk
ψk(x, y)ψ˜kf(y)dµ(y)
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and using (5.13) and the definition of Fr in (5.15) we arrive at
(5.31) f =
∑
r∈Z
Fr in S ′, that is, 〈f, φ〉 =
∑
r∈Z
〈Fr, φ〉, ∀φ ∈ S,
where the last series converges absolutely. We next give the needed justification of
identity (5.31).
From (5.13), (5.15), (5.30), and the notation from (5.27) we obtain for φ ∈ S
〈f, φ〉 =
∑
k
〈ψkψ˜kf, φ〉 =
∑
k
∑
r
〈grk, φ〉 =
∑
r
∑
k
〈grk, φ〉 =
∑
r
〈Fr, φ〉.
Clearly, to justify the above identities it suffices to show that
∑
k
∑
r |〈grk, φ〉| <∞.
We split this sum into two:
∑
k
∑
r · · · =
∑
k≥0
∑
r · · ·+
∑
k<0
∑
r · · · =: Σ1 +Σ2.
To estimate Σ1 we use (5.29) and that |B(y, 1)| ≥ c2, by (1.7). We obtain
Σ1 ≤ c‖f‖Hp
∑
k≥0
2−k(K−d−d/p)
∑
r
∫
Erk
|B(y, 1)|−1(1 + ρ(y, x0))−σdµ(y)
≤ c‖f‖Hp
∑
k≥0
2−k(K−d−d/p)
∫
M
|B(y, 1)|−1(1 + ρ(y, x0))−σdµ(y) ≤ c‖f‖Hp .
Here we also used that K > d+ d/p, σ > 2d, and (2.7).
We estimate Σ2 in a similar manner, using (5.28), again (1.7), and the fact that∫
M
|ψk(x, y)|dµ(y) ≤ c <∞ and |φ(x)| ≤ c(1 + ρ(x, x0))−d−1. We get
Σ2 ≤ c‖f‖Hp
∑
k<0
2εk/p
∑
r
∫
Erk
∫
M
|ψk(x, y)|dµ(y)|B(x, 1)|−1/p|φ(x)|dµ(x)
≤ c‖f‖Hp
∑
k<0
2εk/p
∫
M
|B(x, 1)|−1(1 + ρ(x, x0))−d−1dµ(x) ≤ c‖f‖Hp .
The above estimates of Σ1 and Σ2 imply
∑
k
∑
r |〈grk, φ〉| < ∞, which completes
the justification of (5.31).
We next break each function Fr into atoms. To this end we need a Whitney
type cover for Ωr.
Lemma 5.5. Assume Ω is an open proper subset of M and let ρ(x) := dist(x,Ωc).
Then there exist a constant K > 0 (K = 70dc20 will do) and a sequence of points
{ξj}j∈N in Ω with the following properties, where ρj := dist(ξj ,Ωc):
(a) Ω = ∪j∈NB(ξj , ρj/2).
(b) {B(ξj , ρj/5)} are disjoint.
(c) If B
(
ξj ,
3ρj
4
) ∩B(ξν , 3ρν4 ) 6= ∅, then 7−1ρν ≤ ρj ≤ 7ρν .
(d) For every j ∈ N there are at most K balls B(ξν , 3ρν4 ) intersecting B(ξj , 3ρj4 ).
Variants of this simple lemma are well known and frequently used. To prove
it one simply selects {B(ξj , ρ(ξj)/5)}j∈N to be a maximal disjoint subcollection of
{B(x, ρ(x)/5)}x∈Ω and then properties (a)-(d) follow readily, see [14], pp. 15-16.
For completeness we give its proof in the appendix.
We apply Lemma 5.5 to each set Ωr 6= ∅. Fix r ∈ Z and assume Ωr 6= ∅. Denote
by Bj := B(ξj , ρj/2), j = 1, 2, . . . , the balls given by Lemma 5.5, applied to Ωr,
with the additional assumption that these balls are ordered so that ρ1 ≥ ρ2 ≥ · · · .
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We will adhere to the notation from Lemma 5.5. We will also use the more compact
notation Br := {Bj}j∈N for the set of balls covering Ωr.
For each ball B ∈ Br and k ≥ sr we define
(5.32) EBrk := Erk ∩
{
x : dist(x,B) < 2τ2−k
}
if B ∩ Erk 6= ∅
and set EBrk := ∅ if B ∩ Erk = ∅.
We also define, for ℓ = 1, 2, . . . ,
(5.33) RBℓrk := E
Bℓ
rk \ ∪ν>ℓEBνrk ,
(5.34) FBℓ(x) :=
∑
k≥sr
∫
R
Bℓ
rk
ψk(x, y)ψ˜kf(y)dµ(y), and GBℓ := L
−nFBℓ .
Lemma 5.6. We have for any k ≥ sr
(5.35) Erk = ∪ℓ≥1RBℓrk and RBℓrk ∩RBmrk = ∅ if ℓ 6= m.
Hence
(5.36) Fr =
∑
B∈Br
FB (convergence in S ′).
Furthermore, the series in (5.34) converges point-wise and in S ′, and there exists a
constant c♯ > 0 such that for every ℓ ≥ 1
(5.37) suppFBℓ ⊂ 7Bℓ,
(5.38) ‖FBℓ‖∞ ≤ c♯2r and ‖LmGBℓ‖∞ ≤ c♯2rρ2(n−m)ℓ for m = 0, 1, . . . , n.
Proof. By Lemma 5.5 we have Ωr = ∪ℓ∈NBℓ and then (5.35) is immediate from
(5.32) and (5.33).
Fix ℓ ≥ 1. Observe that using Lemma 5.5 we have Bℓ ⊂ {x : dist(x,Ωcr) < 2ρℓ}
and hence EBℓrk := ∅ if 2τ2−k ≥ 2ρℓ. Define k0 := min{k : τ2−k < ρℓ}. Hence
ρℓ/2 ≤ τ2−k0 < ρℓ. Consequently,
(5.39) FBℓ(x) =
∑
k≥k0
∫
R
Bℓ
rk
ψk(x, y)ψ˜kf(y)dµ(y).
Clearly suppFBℓ ⊂ B
(
ξℓ, (7/2)ρℓ
)
= 7Bℓ, which confirms (5.37).
To prove the left-hand side estimate in (5.38) we need some preparation.
Lemma 5.7. For an arbitrary set S ⊂M let Sk :=
{
x ∈M : dist(x, S) < 2τ2−k}
and set
(5.40) FS(x) :=
∑
k≥κ0
∫
Erk∩Sk
ψk(x, y)ψ˜kf(y)dµ(y)
for some κ0 ≥ sr. Then ‖FS‖∞ ≤ c2r, where c > 0 is a constant independent of S
and κ0. Moreover, the above series converges in S ′.
Proof. From (5.18) it follows that FS(x) = 0 if dist(x, S) ≥ 3τ2−κ0 .
Let x ∈ S. Clearly, B(x, τ2−k) ⊂ Sk for every k and hence
FS(x) =
∑
k≥κ0
∫
Erk∩B(x,τ2−k)
ψk(x, y)ψ˜kf(y)dµ(y)
=
∑
k≥κ0
∫
Erk
ψk(x, y)ψ˜kf(y)dµ(y) = Fr,κ0(x).
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On account of Lemma 5.4 (b) we obtain |FS(x)| = |Fr,κ0(x)| ≤ c2r.
Consider the case when x ∈ Sℓ \ Sℓ+1 for some ℓ ≥ κ0. Then B(x, τ2−k) ⊂ Sk if
κ0 ≤ k ≤ ℓ− 1 and B(x, τ2−k) ∩ Sk = ∅ if k ≥ ℓ+ 2. Therefore,
FS(x) =
ℓ−1∑
k=κ0
∫
Erk
ψk(x, y)ψ˜kf(y)dµ(y) +
ℓ+1∑
k=ℓ
∫
Erk∩Sk
ψk(x, y)ψ˜kf(y)dµ(y)
= Fr,κ0,ℓ−1(x) +
ℓ+1∑
k=ℓ
∫
Erk∩Sk
ψk(x, y)ψ˜kf(y)dµ(y),
where we used the notation from (5.16). By Lemma 5.4 (b) and (5.19) it follows
that |FS(x)| ≤ c2r.
We finally consider the case when 2τ2−κ0 ≤ dist(x, S) < 3τ2−κ0 . Then we
have FS(x) =
∫
Erκ0∩Sκ0 ψκ0(x, y)ψ˜κ0f(y)dµ(y) and the estimate |FS(x)| ≤ c2
r is
immediate from (5.19).
The convergence in S ′ in (5.40) is established just as in the proof of Lemma 5.4.

With ℓ ≥ 1 being fixed, we let {Bj : j ∈ J } denote the set of all balls Bj =
B(ξj , ρj/2) such that j > ℓ and
B
(
ξj ,
3ρj
4
)
∩B
(
ξℓ,
3ρℓ
4
)
6= ∅.
By Lemma 5.5 it follows that #J ≤ K and 7−1ρℓ ≤ ρj ≤ ρℓ for j ∈ J . Define
(5.41) k1 := min
{
k : 2τ2−k < 4−1min
{
ρj : j ∈ J ∪ {ℓ}
}}
.
From this definition and τ2−k0 < ρℓ we infer
(5.42) 2τ2−k1 ≥ 8−1min{ρj : j ∈ J ∪{ℓ}} > 8−2ρℓ > 8−2τ2−k0 =⇒ k1 ≤ k0+7.
Clearly, from (5.41)
(5.43) B(ξj , ρj/2 + 2τ2
−k) ⊂ B(ξj , 3ρj/4), ∀k ≥ k1, ∀j ∈ J ∪ {ℓ}.
Denote S := ∪j∈JBj and S˜ := ∪j∈JBj ∪Bℓ = S ∪Bℓ. As in Lemma 5.7 we set
Sk :=
{
x ∈M : dist(x, S) < 2τ2−k} and S˜k := {x ∈M : dist(x, S˜) < 2τ2−k}.
It readily follows from the definition of k1 in (5.41) and (5.33) that
(5.44) RBℓrk := E
Bℓ
rk \ ∪ν>ℓEBνrk =
(
Erk ∩ S˜k
) \ (Erk ∩ Sk) for k ≥ k1.
Denote
FS(x) :=
∑
k≥k1
∫
Erk∩Sk
ψk(x, y)ψ˜kf(y)dµ(y), and
FS˜(x) :=
∑
k≥k1
∫
Erk∩S˜k
ψk(x, y)ψ˜kf(y)dµ(y).
From (5.44) and the fact that S ⊂ S˜ it follows that
FBℓ(x) = FS˜(x)− FS(x) +
∑
k0≤k<k1
∫
R
Bℓ
rk
ψk(x, y)ψ˜kf(y)dµ(y).
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By Lemma 5.7 we get ‖FS‖∞ ≤ c2r and ‖FS˜‖∞ ≤ c2r. On the other hand from
(5.42) we have k1 − k0 ≤ 7. We estimate each of the (at most 7) integrals above
using (5.19) to conclude that ‖FBℓ‖∞ ≤ c2r.
The convergence in (5.34) and (5.36) is handled as in the proof of Lemma 5.4.
It remains to prove that ‖LmGBℓ‖∞ ≤ c2rρ2(n−m)ℓ , 0 ≤ m < n, which is the
second estimate in (5.38). By definition
LmGBℓ(x) := L
−(n−m)FBℓ(x)
=
∑
k≥k0
∫
R
Bℓ
rk
L−(n−m)ψ(2−k
√
L)(x, y)ψ˜(2−k
√
L)f(y)dµ(y).
Let g(λ) := λ−2(n−m)ψ(λ). Then L−(n−m)ψ(2−k
√
L) = 2−2k(n−m)g(2−k
√
L).
From the definition of ψ, (5.4), and the fact that K > 2n it follows that g ∈ S(R)
and g is real-valued and even. Therefore, by Theorem 2.2 for any k ≥ 0 and σ > d
|L−(n−m)ψ(2−k
√
L)(x, y)| ≤ cσ2
−2k(n−m)
|B(x, 2−k)|(1 + 2kρ(x, y))σ .
On the other hand by (5.19) |ψ˜(2−k√L)f(y)| ≤ c2r for y ∈ RBℓrk ⊂ Erk. Putting
the above together we get∣∣∣
∫
R
Bℓ
rk
L−(n−m)ψ(2−k
√
L)(x, y)ψ˜(2−k
√
L)f(y)dµ(y)
∣∣∣
≤ c2r2−2k(n−m)
∫
M
dµ(y)
|B(x, 2−k)|(1 + 2kρ(x, y))σ ≤ c2
r2−2k(n−m).
Hence, ‖LmGBℓ‖∞ ≤ c2r
∑
k≥k0 2
−2k(n−m) ≤ c2r2−2k0(n−m) ≤ c2rρ2(n−m)ℓ as
claimed. This completes the proof of Lemma 5.6. 
We are now in a position to complete the proof of Theorem 5.1. For every ball
B ∈ Br, r ∈ Z, provided Ωr 6= ∅, we define B⋆ := 7B,
aB(x) := c♯
−1|B⋆|−1/p2−rFB(x), bB(x) := c♯−1|B⋆|−1/p2−rGB(x),
and λB := c♯|B⋆|1/p2r, where c♯ > 0 is the constant from (5.38). By (5.37) we have
supp aB ⊂ B⋆, and by (5.38)
‖aB‖∞ ≤ c♯−1|B⋆|−1/p2−r‖FB‖∞ ≤ |B⋆|−1/p.
From (5.34) it follows that LnbB = aB and assuming that B = B(ξℓ, ρℓ/2) we
obtain using (5.38)
‖LmbB‖∞ ≤ c♯−1|B⋆|−1/p2−r‖LmGB‖∞ ≤ ρ2(n−m)ℓ |B⋆|−1/p ≤ r2(n−m)B⋆ |B⋆|−1/p.
Therefore, each aB is an atom for H
p.
We set Br := ∅ if Ωr = ∅. Now, from above, (5.31), and Lemma 5.6 we infer
f =
∑
r∈Z
Fr =
∑
r∈Z
∑
B∈Br
FB =
∑
r∈Z
∑
B∈Br
λBaB,
where the convergence is in S ′, and∑
r∈Z
∑
B∈Br
|λB |p ≤ c
∑
r∈Z
2pr
∑
B∈Br
|B| = c
∑
r∈Z
2pr|Ωr| ≤ c‖f‖pHp ,
which is the claimed atomic decomposition of f ∈ Hp. Above we used (5.11) and
that |B⋆| = |7B| ≤ c07d|B|. 
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5.2. Proof of the embedding HpA ⊂ H
p in the noncompact case. We next
show that if f ∈ HpA, then f ∈ Hp and ‖f‖Hp ≤ c‖f‖HpA . To this end we need the
following
Lemma 5.8. For any atom a and 0 < p ≤ 1, we have
(5.45) ‖a‖Hp ≤ c <∞.
Proof. Let a(x) be an atom in the sense of Definition 4.1 and suppose supp a ⊂ B,
B = B(z, r), and a = Lnb for some b ∈ D(Ln), supp b ⊂ B, and ‖b‖∞ ≤ r2n|B|−1/p.
Suppose ϕ ∈ C∞0 (R), ϕ is real-valued and even, suppϕ ⊂ [−1, 1], ϕ(0) = 1,
and ϕ(ν)(0) = 0 for ν ≥ 1. By Theorem 2.2, applied with f(λ) = ϕ(λ) and
f(λ) = λ2nϕ(λ), it follows that ϕ(t
√
L) and Lnϕ(t
√
L) are kernel operators with
kernels satisfying the following inequalities for any σ > 0
|ϕ(t
√
L)(x, y)| ≤ cσ|B(x, t)|−1(1 + t−1ρ(x, y))−σ ,(5.46)
|Lnϕ(t
√
L)(x, y)| ≤ cσt−2n|B(x, t)|−1(1 + t−1ρ(x, y))−σ .(5.47)
We choose σ so that σ > d/p+ 2d.
We need estimate |ϕ(t√L)a(x)|. Observe first that using (2.7) we have
|ϕ(t
√
L)a(x)| ≤
∫
M
|a(y)|
|B(x, t)|(1 + t−1ρ(x, y))σ dµ(y) ≤ c|B|
−1/p, x ∈ 2B.(5.48)
To estimate |ϕ(t√L)a(x)| for x ∈M \ 2B we consider two cases:
Case 1: 0 < t ≤ r. Let x ∈M \ 2B and y ∈ B. From (1.2) and (2.6) it readily
follows that
|B| ≤ c0
(r
t
)d
|B(z, t)| ≤ c20
(r
t
)d(
1+
ρ(x, z)
t
)d
|B(x, t)| ≤ c20
(
1+
ρ(x, z)
t
)2d
|B(x, t)|,
where we used that ρ(x, z) ≥ r. Combining this with (5.46) and the obvious
inequality ρ(x, z) ≤ ρ(x, y) + ρ(y, z) ≤ 2ρ(x, y) we obtain
|ϕ(t
√
L)(x, y)| ≤ cσ|B(x, t)|−1(1 + t−1ρ(x, y))−σ ≤ c|B|−1(1 + t−1ρ(x, z))−σ+2d.
In turn, this leads to
|ϕ(t
√
L)a(x)| =
∣∣∣
∫
B
ϕ(t
√
L)(x, y)a(y)dµ(y)
∣∣∣
≤ c|B|
−1−1/p
(1 + t−1ρ(x, z))σ−2d
∫
B
1dµ(y) =
c|B|−1/p
(1 + t−1ρ(x, z))σ−2d
.
From this and (5.48) we infer
‖ϕ(t
√
L)a‖pLp = ‖ϕ(t
√
L)a‖pLp(2B) + ‖ϕ(t
√
L)a‖pLp(M\2B)
≤ c
∫
2B
|B|−1dµ(x) + c
∫
M
|B|−1dµ(x)
(1 + t−1ρ(x, z))(σ−2d)p
(5.49)
≤ c′ + c|B|−1|B(z, t)| ≤ c.
Here we used that (σ − 2d)p > d and (2.7).
Case 2: t > r. Let x ∈M \ 2B and y ∈ B. Using (2.6) we obtain
|B| = |B(z, r)| ≤ |B(z, t)| ≤ c0
(
1 + ρ(x, z)/t
)d|B(x, t)|
and as before ρ(x, z) ≤ 2ρ(x, y). These coupled with (5.47) lead to
|Lnϕ(t
√
L)(x, y)| ≤ c(r/t)2n|B|−1(1 + t−1ρ(x, z))−σ+d.
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This and ‖b‖∞ ≤ r2n|B|−1/p imply
|ϕ(t
√
L)a(x)| =
∣∣∣
∫
B
Lnϕ(t
√
L)(x, y)b(y)dµ(y)
∣∣∣
≤ c(r/t)
2n|B|−1−1/p
(1 + t−1ρ(x, z))σ−2d
∫
B
1dµ(y) =
c(r/t)2n|B|−1/p
(1 + t−1ρ(x, z))σ−2d
.
We use this and (5.48) to obtain
‖ϕ(t
√
L)a‖pLp = ‖ϕ(t
√
L)a‖pLp(2B) + ‖ϕ(t
√
L)a‖pLp(M\2B)
≤ c
∫
2B
|B|−1dµ(x) + c
∫
M
(r/t)2np|B|−1dµ(x)
(1 + t−1ρ(x, z))(σ−2d)p
≤ c′ + c(r/t)2np|B|−1|B(z, t)| ≤ c′ + cc0(r/t)2np(t/r)d
= c′ + cc0(r/t)2np−d ≤ c.
Here we used that |B(z, t)| ≤ c0(t/r)d|B(z, r)| by (1.2) and that n ≥ d/2p. In light
of Theorem 3.7 the above and (5.49) yield (5.45). 
We are now prepared to complete the proof of the embedding HpA ⊂ Hp. Assume
that f ∈ HpA. Then (see Definition 4.1) there exist atoms {ak}k≥1 and coefficients
{λk}k≥1 such that f =
∑
k λkak (convergence in S ′) and
∑
k |λk|p ≤ 2‖f‖pHp
A
.
Let ϕ ∈ C∞0 (R) be real-valued, suppϕ ⊂ [−1, 1], ϕ(0) = 1, and ϕ(ν)(0) = 0 for
ν ≥ 1. Then
ϕ(t
√
L)f(x) =
∞∑
k=1
λkϕ(t
√
L)ak(x), x ∈M, t > 0,
and hence
sup
t>0
|ϕ(t
√
L)f(x)| ≤
∞∑
k=1
|λk| sup
t>0
|ϕ(t
√
L)ak(x)|,
which is the same asM(f ;ϕ)(x) ≤∑∞k=1 |λk|M(ak;ϕ)(x). Therefore, for 0 < p ≤ 1
‖M(f ;ϕ)‖pLp ≤
∞∑
k=1
|λk|p‖M(ak;ϕ)‖pLp ≤ c
∞∑
k=1
|λk|p ≤ c‖f‖pHpA .
On account of Theorem 3.7 this implies ‖f‖Hp ≤ c‖f‖HpA . 
5.3. Proof of Theorem 5.1 in the compact case. We proceed quite similarly
as in the noncompact case. Therefore, we will only indicate the modifications that
need to be made.
To prove the embedding Hp ⊂ HpA assume f ∈ Hp, 0 < p ≤ 1. Let ϕ ∈ S(R)
be just as in the proof in the noncompact case. Instead of (5.13) we use this
representation of f (see (5.2)):
(5.50) f = ϕ2jf +
∞∑
k=j+1
ψkψ˜kf =: f0 + f1 (convergence in S ′),
where j is the maximal integer such that B(x0, 2
−j) = M , and ϕj , ψk and ψ˜k are
as in (5.5). For the decomposition of f1 we just repeat the proof from §5.1. On the
other hand, as in (5.9) we have |ϕ2jf(x)| ≤ cM(f)(y), ∀x, y ∈M , and hence
‖ϕ2jf‖∞ ≤ c|M |−1/p‖M(f)(y)‖Lp ≤ c∗|M |−1/p‖f‖Hp .
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We define the outstanding atom A (see (4.3)) by A(x) := c−1∗ ‖f‖−1Hpϕ2jf(x) and set
λA := c∗‖f‖Hp . Clearly, ‖A‖∞ ≤ |B|−1/p and λAA = ϕ2jf = f0. Thus we arrive at
the claimed atomic decomposition of f .
The proof of the embedding HpA ⊂ Hp runs in the foot steps of the proof in
the noncompact case from §5.2. We only have to show in addition the estimate
‖A‖Hp ≤ c <∞ for any outstanding atom A as in (4.3). But, this estimate follows
readily from estimate (5.48) applied to A. 
6. Decomposition of Hardy spaces via square functions
To put our study of Hardy spaces in prospective we bring here some relevant
results. In [5] we showed that in an inhomogeneous setting the atomic Hardy spaces
HpA, 0 < p ≤ 1, defined by L2-atoms can be identified as the Triebel-Lizorkin
spaces F 0p2, i.e. the Hardy spaces can be characterized via Littlewood-Paley square
functions. The same characterization of Hardy spaces in the setting of this article
can be obtain by using the method from [5]. We will not pursue this line here.
Characterization of atomic Hardy spaces via other square functions as well as
their molecular decompositions are obtained in [8] (for H1) and in [6] (for Hp,
0 < p ≤ 1) in somewhat different settings. These can easily be adapted to our
setting. We will not elaborate on these results here.
The duality of atomic Hardy spaces and appropriately defined BMO and Lip-
schitz spaces is established in [8] (for H1) and in [6] (for Hp, 0 < p ≤ 1) in the
settings of these articles. The adaptation of these results to our setting is possible
but is beyond the aims of this paper.
7. Appendix
7.1. Proof of Proposition 2.5. For the given f ∈ S ′ there exist constantsm ∈ Z+
and c > 0 such that (2.10) holds. Let φ ∈ S. We have
ϕ(
√
L)φ(x) =
∫
M
ϕ(
√
L)(x, y)φ(y)dµ(y), x ∈M.
To prove (2.13) we will interpret the above integral as a Bochner integral over the
Banach space Vm := {g ∈ ∩0≤ν≤mD(Lν) : ‖g‖Vm := Pm(g) <∞} with Pm defined
in (2.9), see e.g. [16], pp. 131-133. The completeness of Vm follows (just as in the
proof of [9, Proposition 5.3]) by the fact that L being a self-adjoint operator is also
closed. By the Hahn-Banach theorem the continuous linear functional f can be
extended to Vm with the same norm.
Denote F (y) := ϕ(
√
L)(·, y)φ(y). We have
‖F (y)‖Vm = max
0≤ν≤m
sup
x∈M
(1 + ρ(x, x0))
m|Lνϕ(
√
L)(x, y)φ(y)|.
By Theorem 2.2, applied with f(λ) = λ2νϕ(λ), it follows that Lνϕ(
√
L) is an
integral operator with a kernel satisfying the following inequality for any σ > 0
|Lνϕ(
√
L)(x, y)| ≤ cσ|B(y, 1)|−1(1 + ρ(x, y))−σ, 0 ≤ ν ≤ m.
We choose σ = m. On the other hand, as φ ∈ S we have, takeing into account
(2.9), |φ(y)| ≤ Pℓ(φ)(1 + ρ(y, x0))−ℓ for any ℓ ≥ 0. We choose ℓ ≥ m + 2d + 1.
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Putting these estimates together we get
‖F (y)‖Vm ≤ c max
0≤ν≤m
sup
x∈M
Pℓ(φ)(1 + ρ(x, x0))m
|B(y, 1)|(1 + ρ(x, y))m(1 + ρ(y, x0))m+2d+1
and using the obvious inequality 1+ ρ(x, x0) ≤ (1+ ρ(x, y))(1+ ρ(y, x0)) we obtain
‖F (y)‖Vm ≤ cPℓ(φ)|B(y, 1)|−1(1 + ρ(y, x0))−2d−1
≤ cPℓ(φ)|B(x0, 1)|−1(1 + ρ(y, x0))−d−1,
where for the last inequality we used (2.6). From the above and (2.7) it follows
that
∫
M
‖F (y)‖Vmdµ(y) ≤ cPℓ(φ). Now, applying the theory of Bochner’s integral
we infer 〈
f,
∫
M
ϕ(
√
L)(·, y)φ(y)dµ(y)
〉
=
∫
M
〈
f, ϕ(
√
L)(·, y)〉φ(y)dµ(y).
This coupled with (2.11) implies (2.13).
We next prove (2.15); the proof of (2.14) is simpler and will be omitted. By the
fact that (2.10) holds for the given f for some constants m ∈ Z+ and c > 0 and
using (2.13) we obtain, for x, x′ ∈M ,
(7.1)
|ϕ(
√
L)f(x)− ϕ(
√
L)f(x′)| = |〈f, ϕ(
√
L)(x, ·) − ϕ(
√
L)(x′, ·)〉
≤ cPm
(
ϕ(
√
L)(x, ·)− ϕ(
√
L)(x′, ·))
≤ max
0≤ν≤m
sup
y∈M
(1 + ρ(y, x0))
m|Lνϕ(
√
L)(x, y)− Lνϕ(
√
L)(x′, y)|.
As above by Theorem 2.2, applied with f(λ) = λ2νϕ(λ), it follows that for any
σ > 0 and 0 ≤ ν ≤ m
|Lνϕ(
√
L)(x, y)− Lνϕ(
√
L)(x′, y)| ≤ cσ|B(x, 1)|−1ρ(x, x′)α(1 + ρ(x, y))−σ
provided ρ(x, x′) ≤ 1. We choose σ = m. We insert the above in (7.1) and arrive
at (2.15). 
7.2. Proof of Proposition 2.6. This proof relies on the following
Lemma 7.1. Let σ > 0 and N ≥ σ + d + α/2 with α > 0 from (1.4). Then there
exists a constant c > 0 such that for any φ ∈ S and x, y ∈M
(7.2) |φ(x) − φ(y)| ≤ cρ(x, y)αPN (φ)
[
(1 + ρ(x, x0))
−σ + (1 + ρ(y, x0))−σ
]
.
Proof. Choose ϕ0 ∈ C∞(R+) so that 0 ≤ ϕ0 ≤ 1, ϕ0(λ) = 1 for λ ∈ [0, 1], and
suppϕ0 ⊂ [0, 2]. Let ϕ(λ) := ϕ0(λ) − ϕ0(2λ) and set ϕj(λ) := ϕ(2−jλ), j ≥ 1.
Clearly,
∑
j≥0 ϕj(λ) = 1 for λ ∈ R+ and hence φ =
∑∞
j=0 ϕj(
√
L)φ for φ ∈ S with
the convergence in L∞ (see [9, Proposition 5.5]). Therefore,
φ(x) − φ(y) =
∞∑
j=0
(
ϕj(
√
L)φ(x) − ϕj(
√
L)φ(y)
)
, ∀x, y ∈M, ∀φ ∈ S.
For j ≥ 1 we have
(7.3)
ϕj(
√
L)φ(x) − ϕj(
√
L)φ(y) = L−Nϕj(
√
L)LNφ(x)− L−Nϕj(
√
L)LNφ(y)
=
∫
M
[
L−Nϕ(2−j
√
L)(x, z)− L−Nϕ(2−j
√
L)(y, z)
]
LNφ(z)dµ(z).
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Let ω(λ) := λ−2Nϕ(λ). Then L−Nϕ(2−j
√
L) = 2−2jNω(2−j
√
L). Clearly, ω ∈ C∞
and suppω ⊂ [2−1, 2]. Hence by Theorem 2.2 it follows that there exists a constant
cσ > 0 such that
(7.4)
∣∣L−Nϕ(2−j√L)(x, z)∣∣ ≤ cσ2−2jN
|B(x, 2−j)|(1 + 2jρ(x, z))σ+d and
(7.5)∣∣L−Nϕ(2−j√L)(x, z)− L−Nϕ(2−j√L)(y, z)∣∣ ≤ cσ2−2jN
(
2jρ(x, y)
)α
|B(x, 2−j)|(1 + 2jρ(x, z))σ+d ,
whenever ρ(x, y) ≤ 2−j .
Fix φ ∈ S. Then by (2.9) |LNφ(z)| ≤ PN (φ)(1 + ρ(z, x0))−N , z ∈M .
Let ρ(x, y) ≤ 2−j . The above, (7.3), and (7.5) yield
|ϕj(
√
L)φ(x) − ϕj(
√
L)φ(y)|
≤ c2−j(2N−α)ρ(x, y)αPN (φ)
∫
M
dµ(z)
|B(x, 2−j)|(1 + 2jρ(x, z))σ+d(1 + ρ(z, x0))N
≤ c2−j(2N−d−α)ρ(x, y)αPN (φ)
∫
M
dµ(z)
|B(x, 1)|(1 + ρ(x, z))σ+d(1 + ρ(z, x0))σ+d
≤ c2
−j(2N−d−α)ρ(x, y)αPN(φ)(
1 + ρ(x, x0)
)σ .
Here we used that |B(x, 1)| ≤ c02jd|B(x, 2−j)|, see (1.2), N ≥ σ + d, and (2.8).
Let ρ(x, y) > 2−j . Using (7.4) and some of the ingredients from above we get∣∣∣
∫
M
L−Nϕ(2−j
√
L)(x, z)LNφ(z)dµ(z)
∣∣∣
≤
∫
M
c2−2jNPN(φ)dµ(z)
|B(x, 2−j)|(1 + 2jρ(x, z))σ+d(1 + ρ(z, x0))N
≤ c2−j(2N−d−α)ρ(x, y)αPN(φ)
∫
M
dµ(z)
|B(x, 1)|(1 + ρ(x, z))σ+d(1 + ρ(z, x0))σ+d
≤ c2
−j(2N−d−α)ρ(x, y)αPN(φ)(
1 + ρ(x, x0)
)σ .
Similarly
∣∣∣
∫
M
L−Nϕ(2−j
√
L)(y, z)LNφ(z)dµ(z)
∣∣∣ ≤ c2−j(2N−d−α)ρ(x, y)αPN (φ)(
1 + ρ(y, x0)
)σ .
Putting the above estimates together we get for all x, y ∈M and j ≥ 1
|ϕj(
√
L)φ(x) − ϕj(
√
L)φ(y)|(7.6)
≤ c2−j(2N−d−α)ρ(x, y)αPN (φ)
[
(1 + ρ(x, x0)
)−σ
+ (1 + ρ(y, x0)
)−σ]
.
In the same way, we use that (7.4)-(7.5) hold for ϕ0(
√
L) with N = 0 to obtain
|ϕ0(
√
L)φ(x) − ϕ0(
√
L)φ(y)| ≤ cρ(x, y)αPN(φ)
[
(1 + ρ(x, x0)
)−σ
+ (1 + ρ(y, x0)
)−σ]
.
Summing up this estimate along with the estimates from (7.6) (2N > d + α) we
arrive at (7.2). 
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We are now in a position to prove Proposition 2.6. Let ϕ ∈ S(R), ϕ be real-
valued and even, and ϕ(0) = 1. It suffices to prove (2.16) only. Then (2.17) follows
by duality, see (2.11).
Let m ≥ 0 and φ ∈ S. Choose σ > m+ d+α and N ≥ σ+ d+α/2, where α > 0
is from (1.4). By Theorem 2.2 |ϕ(δ√L)(x, y)| ≤ cσ|B(x, δ)|−1(1 + δ−1ρ(x, y))−σ
and
∫
M ϕ(δ
√
L)(x, y)dµ(y) = ϕ(0) = 1. Therefore,
(1 + ρ(x, x0))
m|Lm[φ− ϕ(δ
√
L)φ](x)|
= (1 + ρ(x, x0))
m
∣∣∣
∫
M
ϕ(δ
√
L)(x, y)[Lmφ(x) − Lmφ(y)]dµ(y)
∣∣∣
≤ cσ(1 + ρ(x, x0))m
∫
M
|Lmφ(x) − Lmφ(y)|
|B(x, δ)|(1 + δ−1ρ(x, y))σ dµ(y)
= cσ(1 + ρ(x, x0))
m
(∫
B(x,1)
· · ·+
∫
M\B(x,1)
· · ·
)
.
As φ ∈ S, then Lmφ ∈ S and applying Lemma 7.1 we obtain
(1 + ρ(x, x0))
m
∫
B(x,1)
|Lmφ(x) − Lmφ(y)|
|B(x, δ)|(1 + δ−1ρ(x, y))σ dµ(y)
≤ c(1 + ρ(x, x0))m
∫
B(x,1)
ρ(x, y)αPm+N (φ)
|B(x, δ)|(1 + δ−1ρ(x, y))σ(1 + ρ(x, x0))σ dµ(y)
+ c(1 + ρ(x, x0))
m
∫
B(x,1)
ρ(x, y)αPm+N(φ)
|B(x, δ)|(1 + δ−1ρ(x, y))σ(1 + ρ(y, x0))σ dµ(y)
=: I1 + I2.
We use that σ ≥ m, σ − α > d, and (2.7) to obtain
I1 ≤ cPm+N(φ)
∫
B(x,1)
ρ(x, y)α
|B(x, δ)|(1 + δ−1ρ(x, y))σ dµ(y)
≤ cPm+N(φ)
∫
M
δα
|B(x, δ)|(1 + δ−1ρ(x, y))σ−α dµ(y) ≤ cδ
αPm+N (φ).
Evidently, 1 + ρ(x, x0) ≤ (1 + ρ(x, y))(1 + ρ(y, x0)) and assuming δ ≤ 1 we obtain
I2 ≤ cPm+N (φ)
∫
B(x,1)
ρ(x, y)α
|B(x, δ)|(1 + δ−1ρ(x, y))σ−m dµ(y)
≤ cPm+N (φ)
∫
M
δα
|B(x, δ)|(1 + δ−1ρ(x, y))σ−m−α dµ(y) ≤ cδ
αPm+N(φ).
Here we also used that σ > m+ d+ α and (2.7). Therefore, for any x ∈M
(7.7) (1 + ρ(x, x0))
m
∫
B(x,1)
|Lmφ(x) − Lmφ(y)|
|B(x, δ)|(1 + δ−1ρ(x, y))σ dµ(y) ≤ cδ
αPm+N (φ).
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Since φ ∈ S we have by (2.9) |Lmφ(z)| ≤ Pm+N (φ)(1 + ρ(z, x0))−N , ∀z ∈ M .
This leads to
(1 + ρ(x, x0))
m
∫
M\B(x,1)
|Lmφ(x) − Lmφ(y)|
|B(x, δ)|(1 + δ−1ρ(x, y))σ dµ(y)
≤ cPm+N(φ)
∫
M\B(x,1)
(1 + ρ(x, x0))
m
|B(x, δ)|(1 + δ−1ρ(x, y))σ(1 + ρ(x, x0))N dµ(y)
+ cPm+N(φ)
∫
M\B(x,1)
(1 + ρ(x, x0))
m
|B(x, δ)|(1 + δ−1ρ(x, y))σ(1 + ρ(y, x0))N dµ(y)
= J1 + J2.
Using that N > σ > m, σ > d + α, (2.7), and ρ(x, y) ≥ 1 for y ∈ M \ B(x, 1), we
get
J1 ≤ cPm+N (φ)
∫
M\B(x,1)
dµ(y)
|B(x, δ)|(1 + δ−1ρ(x, y))σ
≤ cPm+N (φ)
∫
M
δαdµ(y)
|B(x, δ)|(1 + δ−1ρ(x, y))σ−α ≤ cδ
αPm+N (φ).
To estimate J2 we use again that 1 + ρ(x, x0) ≤ (1 + ρ(x, y))(1 + ρ(y, x0)) and
assuming δ ≤ 1 we obtain
J2 ≤ cPm+N(φ)
∫
M\B(x,1)
dµ(y)
|B(x, δ)|(1 + δ−1ρ(x, y))σ−m
≤ cPm+N(φ)
∫
M
δαdµ(y)
|B(x, δ)|(1 + δ−1ρ(x, y))σ−m−α ≤ cδ
αPm+N(φ).
Consequently,
(1 + ρ(x, x0))
m
∫
M\B(x,1)
|Lmφ(x) − Lmφ(y)|
|B(x, δ)|(1 + δ−1ρ(x, y))σ dµ(y) ≤ cδ
αPm+N (φ).
This coupled with (7.7) leads to
sup
x∈M
(1 + ρ(x, x0))
m|Lm[φ− ϕ(δ
√
L)φ](x)| ≤ cδαPm+N (φ),
which yields (2.16).
The proof of (2.17) in Lp for f ∈ Lp is straightforward and will be omitted.
The almost everywhere convergence limt→0 ϕ(t
√
L)f(x) = f(x) for f ∈ Lp(M),
1 ≤ p ≤ ∞, follows by a standard argument using the doubling condition (1.1),
the weak (1, 1) boundedness of the Hardy-Littlewood maximal operator, and the
nearly exponential localization of the summability kernel ϕ(t
√
L)(x, y). 
7.3. Proof of Lemma 5.2. Suppose φ ∈ C∞0 (R), φ ≥ 0, suppφ ⊂ [−1/4, 1/4],
φ(ξ) > 0 for ξ ∈ (−1/4, 1/4), and φ is even. Let Θ(ξ) := φ(ξ + 1/2)− φ(ξ − 1/2)
for ξ ∈ R. Clearly Θ is odd.
There is no loss of generality in assuming that m is even, for otherwise we work
with m+1 instead. Denote ∆mh := (Th−T−h)m, where Thf(ξ) := f(ξ+ h). Define
ϕ(x) :=
∫
R
ξ−1∆mh Θ(ξ)e
iξxdξ = 2πF−1(ξ−1∆mh Θ(ξ)), x ∈ R, h := 18m.
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Evidently, ϕ ∈ S(R), ϕ is even and real-valued, and ϕˆ(ξ) = 2πξ−1∆mh Θ(ξ). Hence
supp ϕˆ ⊂ [−1, 1]. Furthermore, for ν = 1, 2, . . . ,m,
ϕ(ν)(0) =
∫
R
ξν−1∆mh Θ(ξ)dξ = (−1)m
∫
R
Θ(ξ)∆mh ξ
ν−1dξ = 0 and
ϕ(0) =
∫
R
ξ−1∆mh Θ(ξ)dξ = (−1)m
∫
R
Θ(ξ)∆mh ξ
−1dξ = 2(−1)m
∫ 3/4
1/4
Θ(ξ)∆mh ξ
−1dξ.
However, for any sufficiently smooth function f we have ∆mh f(ξ) = (2h)
mf (m)(θ),
where θ ∈ (ξ −mh, ξ +mh). Hence,
∆mh ξ
−1 = (2h)mm!(−1)mθ−m−1 with θ ∈ (ξ −mh, ξ +mh) ⊂ [1/8, 7/8].
Therefore, ϕ(0) 6= 0 and then ϕ(0)−1ϕ(x) has the claimed properties. 
7.4. Proof of Lemma 5.5. Choose {B(ξj , ρ(ξj)/5)}j∈N to be a maximal disjoint
subcollection of {B(x, ρ(x)/5)}x∈Ω, whose existence follows by Zorn’s lemma. Then
(b) is obvious.
We now establish (a). Assume to the contrary that there exists x ∈ Ω such
that x 6∈ ∪j∈NB(ξj , ρj/2). From the construction of {B(ξ, ρj/5)}j∈N it follows that
B(x, ρ(x)/5) ∩B(ξ, ρj/5) 6= ∅ for some j ∈ N. We claim that
(7.8) ρ(ξj) > (2/3)ρ(x).
Indeed, assume that ρ(ξj) ≤ (2/3)ρ(x). Then
ρ(x, ξj) < (1/5)(ρ(ξj) + ρ(x)) ≤ (1/3)ρ(x).
Therefore, B(ξj , ρj) ⊂ B
(
x, ρ(x, ξj) + ρ(ξj)
) ⊂ B(x, ρ(x)), where the first inclusion
is strict. This implies B
(
ξj , (1 + η)ρj
) ⊂ B(x, ρ(x)) ⊂ Ω for some η > 0. But from
the definition of ρj it follows that B
(
ξj , (1+ η)ρj
)∩Ωc 6= ∅. This is a contradiction
which proves (7.8). From (7.8) we infer
ρ(x, ξj) < (1/5)(ρ(ξj) + ρ(x)) ≤ (1/5)(1 + 3/2)ρ(ξj) = (1/2)ρ(ξj),
which verifies (a).
To prove (c) assume B
(
ξj ,
3ρj
4
) ∩ B(ξν , 3ρν4 ) 6= ∅ for some j, ν ∈ N. We will
show that ρj ≤ 7ρν . We proceed similarly as above. Assume that ρj > 7ρν . Then
ρ(ξj , ξν) ≤ (3/4)(ρj + ρν) ≤ (6/7)ρj yielding
B(ξν , ρν) ⊂ B
(
ξj , ρ(ξj , ξν) + ρν
) ⊂ B(ξj , (6/7)ρj + (1/7)ρj) = B(ξj , ρj),
where the first inclusion is strict. As above this leads to a contradiction which
shows that ρj ≤ 7ρν.
To prove (d), assume that balls B(ξνm , 3ρνm/4), m = 1, 2, . . . ,K, intersect
B(ξj , 3ρj/4). Then from above ρj ≤ 7ρνm , m = 1, 2, . . . ,K. Using this, (2.6)
and (1.2) we get
|B(ξj , 8ρj)| ≤ c0
(
1 +
ρ(ξj , ξνm)
8ρj
)d
|B(ξνm , 8ρj)|
≤ c20
(
1 +
ρ(ξj , ξνm)
8ρj
)d
40d|B(ξj , ρνm/5)|.
However, using (c), ρ(ξj , ξνm) ≤ (3/4)(ρj + ρνm) ≤ 6ρj . Therefore,
|B(ξj , 8ρj)| ≤ c2070d|B(ξj , ρνm/5)|
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and summing up we obtain
(7.9) K|B(ξj , 8ρj)| ≤ 70dc20
K∑
m=1
|B(ξj , ρνm/5)|.
On the other hand, by (b) the balls B(ξνm , ρνm/5), m = 1, . . . ,K, are disjoint, and
since each ball B(ξνm , 3ρνm/4) intersects B(ξj , 3ρj/4) and ρνm ≤ 7ρj we have
B(ξνm , ρνm/5) ⊂ B
(
ξj , 3ρj/4 + (3/4 + 1/5)ρνm
) ⊂ B(ξj , 8ρj).
Consequently,
∑K
m=1 |B(ξνm , ρνm/5)| ≤ |B(ξj , 8ρj)|. This coupled with (7.9) yields
K ≤ 70dc20. 
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