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Abstract
A countable group Γ is called shift-minimal if every non-trivial measure preserving action of Γ weakly
contained in the Bernoulli shift Γ y ([0, 1]Γ , λΓ ) is free. We show that any group Γ whose reduced
C∗-algebra C∗r(Γ) admits a unique tracial state is shift-minimal, and that any group Γ admitting a free
measure preserving action of cost> 1 contains a finite normal subgroup N such that Γ/N is shift-minimal.
Any shift-minimal group in turn is shown to have trivial amenable radical. Recurrence arguments are
used in studying invariant random subgroups of a wide variety of shift-minimal groups. We also examine
continuity properties of cost in the context of infinitely generated groups and equivalence relations. A
number of open questions are discussed which concern cost, shift-minimality, C∗-simplicity, and unique-
ness of tracial state on C∗r(Γ).
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1 Introduction
The Bernoulli shift of a countable discrete group Γ , denoted by sΓ , is the measure preserving action
Γ ys ([0, 1]Γ , λΓ ) (where λ denotes Lebesgue measure on [0, 1]) of Γ given by
(γs · f)(δ) = f(γ−1δ)
for γ, δ ∈ Γ and f ∈ [0, 1]Γ . If Γ is infinite, then the Bernoulli shift may be seen as the archetypal free
measure preserving action of Γ . This point of view is supported by Abért and Weiss’s result [AW11] that
sΓ is weakly contained in every free measure preserving action of Γ . Conversely, it is well known that any
measure preserving action weakly containing a free action must itself be free. A measure preserving action
is therefore free if and only if it exhibits approximate Bernoulli behavior.
Inverting our point of view, the approximation properties exhibited by sΓ itself have been shown to
reflect the group theoretic nature of Γ . One example of this is Schmidt’s characterization [Sc81] of amenable
groups as exactly those groups Γ for which sΓ admits a non-trivial sequence of almost invariant sets. An
equivalent formulation in the language of weak containment is that Γ is amenable if and only if sΓ weakly
contains an action that is not ergodic. In addition, a direct consequence of Foreman andWeiss’s work [FW04]
is that amenability of Γ is equivalent to every measure preserving action of Γ being weakly contained in
sΓ . That each of these properties of sΓ is necessary for amenability of Γ is essentially a consequence of the
Ornstein-Weiss Theorem [OW80], while sufficiency of these properties may be reduced to the corresponding
representation theoretic characterizations of amenability due to Hulanicki and Reiter (see [Hu64, Hu66],
[Zi84, 7.1.8], [BHV08, Appendix G.3]): a group Γ is amenable if and only if its left regular representation λΓ
weakly contains the trivial representation if and only if λΓ weakly contains every unitary representation of
Γ .
This paper investigates further the extent to which properties of a group may be detected by its Bernoulli
action. Roughly speaking, it is observed that even when a group is non-amenable, the manifestation (or
lack thereof) of certain behaviors in the Bernoulli shift has implications for the extent of that group’s
non-amenability. Central to this investigation is the following definition.
Definition 1.1. A countable group Γ is called shift-minimal if every non-trivial measure preserving action
weakly contained in sΓ is free.
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The reader is referred to [Ke10] for background on weak containment of measure preserving actions. Note
that by definition the trivial group {e} is shift-minimal.
Shift-minimality, as with the above-mentioned ergodic theoretic characterizations of amenability, takes
its precedent in the theory of unitary representations of Γ . It is well known that Γ is C∗-simple (i.e.,
its reduced C∗-algebra C∗r(Γ) is simple) if and only if every non-zero unitary representation of Γ weakly
contained in the left-regular representation λΓ is actually weakly equivalent to λΓ [Ha07]. Using the Abért-
Weiss characterization of freeness it is apparent that Γ is shift-minimal if and only if every non-trivial m.p.
action of Γ weakly contained in sΓ is in fact weakly equivalent to sΓ . Apart from analogy, the relationship
between shift-minimality and C∗-simplicity in general is unclear. However, we show in Theorem 5.15 that
shift-minimality follows from a property closely related to C∗-simplicity. A group Γ is said to have the
unique trace property if there is a unique tracial state on C∗r(Γ).
Theorem 1.2. Let Γ be a countable group. If Γ has the unique trace property then Γ is shift-minimal.
In addition, a co-induction argument (Proposition 3.15) shows that shift-minimal groups have no non-
trivial normal amenable subgroups, i.e., they have trivial amenable radical. This places shift-minimality
squarely between two other properties whose general equivalence with C∗-simplicity remains an open prob-
lem. Indeed, it is open whether there are any general implications between C∗-simplicity and the unique
trace property; in all concrete examples these two properties coincide. Furthermore, while the amenable
radical of any C∗-simple group is known to be trivial [PS79], it is an open question – asked explicitly by
Bekka and de la Harpe [BH00] – whether conversely, a group which is not C∗-simple always contains a
non-trivial normal amenable subgroup. For shift-minimality in place of C∗-simplicity, a stochastic version
of this question is shown to have a positive answer (Theorem 3.16).
Theorem 1.3. A countable group Γ is shift-minimal if and only if there is no non-trivial amenable
invariant random subgroup of Γ weakly contained in sΓ .
Here an invariant random subgroup (IRS) of Γ is a Borel probability measure on the compact space
SubΓ of subgroups of Γ that is invariant under the conjugation action Γ y SubΓ of Γ . It is called amenable if
it concentrates on the amenable subgroups of Γ . Invariant random subgroups generalize the notion of normal
subgroups: if N is a normal subgroup of Γ then the Dirac measure δN on SubΓ is conjugation invariant. It
is shown in [AGV12] that the invariant random subgroups of Γ are precisely those measures on SubΓ that
arise as the stabilizer distribution of some measure preserving action of Γ (see §2.3).
Theorem 1.3 is not entirely satisfactory since it still seems possible that shift-minimality of Γ is equivalent
to Γ having no non-trivial amenable invariant random subgroups whatsoever (see Question 7.4). In fact, the
proof of Theorem 1.2 in §5.4 shows that this possibly stronger property is a consequence of the unique trace
property.
Theorem 1.4. Let Γ be a countable group. If Γ has the unique trace property then Γ has no non-trivial
amenable invariant random subgroups.
The known general implications among all of the notions introduced thus far are expressed in Figure 1.
Our starting point in studying shift-minimality is the observation that if Γ ya (X,µ) is a m.p. action
that is weakly contained in sΓ then every non-amenable subgroup of Γ acts ergodically. We call this property
of a m.p. action NA-ergodicity. We show in Theorem 3.13 that when a m.p. action of Γ is NA-ergodic then
the stabilizer of almost every point must be amenable.
§4 deals with permanence properties of shift-minimality by examining situations in which freeness of a
m.p. action Γ ya (X,µ) may be deduced from freeness of some acting subgroup. Many of the proofs in this
section appeal to some form of the Poincaré Recurrence Theorem.
A wide variety of groups are known to have the unique trace property and Theorem 1.2 shows that all
such groups are shift-minimal. Among these are all non-abelian free groups ([Pow75]), all Powers groups
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Figure 1: The solid lines indicate known implications and the dotted lines indicate open questions discussed
in §7. Any implication which is not addressed by the diagram is open in general. However, these properties
all coincide for large classes of groups, e.g., linear groups (see §5.3).
and weak Powers groups ([Ha85], [BN88]), groups with property Pnai [BCH94], all ICC relatively hyperbolic
groups ([AM07]), and all ICC groups with a minimal non-elementary convergence group action [MOY11]. In
§5 we observe that all of these groups share a common paradoxicality property we call (BP), abstracted from
M. Brin and G. Picioroaga’s proof that all weak Powers groups contain a free group (see [Ha07, following
Question 15]). It is shown in Theorem 5.6 that any non-trivial ergodic invariant random subgroup of a group
with property (BP) must contain a non-abelian free group almost surely. Recurrence once again plays a key
role in the proof.
§6 studies the relationship between cost, weak containment, and invariant random subgroups. Kechris
shows in [Ke10, Corollary 10.14] that if a and b are free measure preserving actions of a finitely generated
group Γ then a ≺ b implies C(b) 6 C(a) where C(a) denotes the cost of a (i.e., the cost of the orbit
equivalence relation generated by a). This is deduced from the stronger fact [Ke10, Theorem 10.13] that the
cost function C : FR(Γ ,X,µ) → R, a 7→ C(a), is upper semi-continuous for finitely generated Γ . In §6.2 we
obtain a generalization which holds for arbitrary countable groups (Theorem 6.4 below). The consequences
of this generalization are most naturally stated in terms of an invariant we call pseudocost.
If E is a m.p. countable Borel equivalence relation on (X,µ) then the pseudocost of E is defined as
PCµ(E) := inf(En) lim infn Cµ(En), where (En)n∈N ranges over all increasing sequences E0 ⊆ E1 ⊆ · · · , of
Borel subequivalence relations of E such that
⋃
n En = E. The pseudocost of an action and of a group is
then defined in analogy with cost (see Definition 6.6). It is immediate that PCµ(E) 6 Cµ(E), and while
the pseudocost and cost coincide in most cases, including whenever E is treeable or whenever Cµ(E) < ∞
(Corollary 6.8), it is unclear whether equality holds in general.
One of the main motivations for introducing pseudocost is the following useful continuity property
(Corollary 6.20):
Theorem 1.5. Let a = Γ ya (X,µ) and b = Γ yb (Y,ν) be measure preserving actions of a countable
group Γ . Assume that a is free. If a ≺ b then PC(b) 6 PC(a).
Combining Theorem 1.5 and [AW11, Theorem 1] it follows that, among all free m.p. actions of Γ , the
Bernoulli shift sΓ has the maximum pseudocost. Since pseudocost and cost coincide for m.p. actions of
finitely generated groups, this generalizes the result of [AW11] that sΓ has the greatest cost among free
actions of a finitely generated group Γ . In Corollary 6.22 we use Theorem 1.5 to deduce general consequences
for cost:
Theorem 1.6. Let a and b be m.p. actions of a countably infinite group Γ . Assume that a is free and
a ≺ b.
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1. If C(b) <∞ then C(b) 6 C(a).
2. If Eb is treeable then C(b) 6 C(a).
3. If C(a) = 1 then C(b) = 1.
This leads to a characterization of countable groups with fixed price 1 as exactly those groups whose
Bernoulli shift has cost 1. This characterization was previously shown for finitely generated groups in
[AW11].
Theorem 1.7. Let Γ be a countable group. The following are equivalent:
(1) Γ has fixed price 1
(2) C(sΓ ) = 1
(3) C(a) = 1 for some m.p. action a weakly equivalent to sΓ .
(4) PC(a) = 1 for some m.p. action a weakly equivalent to sΓ .
(5) Γ is infinite and C(a) 6 1 for some non-trivial m.p. action a weakly contained in sΓ .
We use this characterization to obtain a new class of shift-minimal groups in §6.5. In what follows, ARΓ
denotes the amenable radical of Γ (see Appendix B). Gaboriau [Ga00, Theorem 3] showed that if Γ does not
have fixed price 1 then ARΓ is finite. We now have:
Theorem 1.8. Let Γ be a countable group that does not have fixed price 1. Then ARΓ is finite and
Γ/ARΓ is shift-minimal.
In Theorem 6.31 of §6.4 it is shown that if the hypothesis of Theorem 1.8 is strengthened to C(Γ) > 1,
i.e., if all free m.p. actions of Γ have cost > 1, then the conclusion may be strengthened considerably. The
following is an analogue of Bergeron and Gaboriau’s result [BG05, §5] (see also [ST10, Corollary 1.6]) in
which the statement is shown to hold for the first ℓ2-Betti number in place of cost.
Theorem 1.9. Suppose that C(Γ) > 1. Let Γ ya (X,µ) be an ergodic measure-preserving action of Γ
on a non-atomic probability space. Then exactly one of the following holds:
1. Almost all stabilizers are finite;
2. Almost every stabilizer has infinite cost, i.e., C(Γx) =∞ almost surely.
In particular, ARΓ is finite and Γ/ARΓ has no non-trivial amenable invariant random subgroups.
The analysis of pseudocost in §6.2 is used in §6.3 to study the cost of generic actions in the Polish space
A(Γ ,X,µ) of measure preserving actions of Γ . For any group Γ there is a comeager subset of A(Γ ,X,µ),
consisting of free actions, on which the cost function C : A(Γ ,X,µ) → R ∪ {∞} takes a constant value
Cgen(Γ) ∈ R [Ke10]. Likewise, the pseudocost function a 7→ PC(a) must be constant on a comeager set of
free actions, and we denote this constant value by PCgen(Γ). Kechris shows in [Ke10] that Cgen(Γ) = C(Γ)
for finitely generated Γ and Problem 10.11 of [Ke10] asks whether Cgen(Γ) = C(Γ) in general. The following
is proved in Corollaries 6.28 and 6.27.
Theorem 1.10. Let Γ be a countably infinite group. Then
1. The set {a ∈ A(Γ ,X,µ) : a is free and PC(a) = PC(Γ)} is dense Gδ in A(Γ ,X,µ).
2. PCgen(Γ) = PC(Γ).
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3. Either Cgen(Γ) = C(Γ) or Cgen(Γ) =∞.
4. If PC(Γ) = 1 then Cgen(Γ) = C(Γ) = 1.
5. The set{
b ∈ A(Γ ,X,µ) : b is free and ∃aperiodic Borel subequivalence relations
E
0
⊆ E
1
⊆ E
2
⊆ · · · of Eb, with Eb =
⋃
n
En and lim
n
Cµ(En) = C(Γ)
}
is dense Gδ in A(Γ ,X,µ).
6. If all free actions of Γ have finite cost then {b ∈ A(Γ ,X,µ) : b is free and C(b) = C(Γ)} is dense
Gδ in A(Γ ,X,µ).
The only possible exception to the equality Cgen(Γ) = C(Γ) would be a group Γ with C(Γ) <∞ such that
the set {a ∈ A(Γ ,X,µ) : a is free, C(a) =∞ and Ea is not treeable} comeager in A(Γ ,X,µ).
A number of questions are discussed in §7. The paper ends with two appendices, the first clarifying
the relationship between invariant random subgroups and subequivalence relations. The second contains
relevant results about the amenable radical of a countable group.
Acknowledgments. I would like to thank Miklos Abért, Lewis Bowen, Clinton Conley, Yair Glasner,
Alexander Kechris, and Jesse Peterson for valuable comments and suggestions. The research of the author
was partially supported by NSF Grant DMS-0968710.
2 Preliminaries
Throughout, Γ denotes a countable discrete group. The identity element of Γ is denoted by eΓ , or simply
e when Γ is clear from the context. All countable groups are assumed to be equipped with the discrete
topology; a countable group always refers to a countable discrete group.
2.1 Group theory
Subgroups. Let ∆ and Γ be countable groups. We write ∆ 6 Γ to denote that ∆ is a subgroup of Γ and
we write ∆ ⊳ Γ to denote that ∆ is a normal subgroup of Γ . The index of a subgroup ∆ 6 Γ is denoted by
[Γ : ∆]. The trivial subgroup of Γ is the subgroup {eΓ } that contains only the identity element. For a subset
S ⊆ Γ we let 〈S〉 denote the subgroup generated by S. A group that is not finitely generated will be called
infinitely generated.
Centralizers and normalizers. Let S be any subset of Γ and let H be a subgroup of Γ . The centralizer
of S in H is the set
CH(S) = {h ∈ H : ∀s ∈ S (hsh
−1 = s)}
and the normalizer of S in H is the set
NH(S) = {h ∈ H : hSh
−1 = S}.
Then CH(S) and NH(S) are subgroups of H with CH(S) ⊳NH(S). Clearly CH(S) = CΓ (S) ∩H and NH(S) =
NΓ (S) ∩H. The group CΓ (Γ) is called the center of Γ and is denoted by Z(Γ). We say that a subset T of Γ
normalizes S if T ⊆ NΓ (S). We call a subgroup H self-normalizing in Γ if H = NΓ (H).
Infinite conjugacy class (ICC) groups. A group Γ is called ICC if every γ ∈ Γ \ {e} has an infinite
conjugacy class. This is equivalent to CΓ (γ) having infinite index in Γ for all γ 6= e. Thus, according to our
definition, the trivial group {e} is ICC.
The Amenable Radical. We let ARΓ denote the amenable radical of Γ . See Appendix B below.
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2.2 Ergodic theory
Measure preserving actions. A measure preserving (m.p.) action of Γ is a triple (Γ ,a, (X,µ)), which
we write as Γ ya (X,µ), where (X,µ) is a standard probability space (possibly with atoms) and a : Γ×X→ X
is a Borel action of Γ on X that preserves the probability measure µ. For (γ, x) ∈ Γ × X we let γax denote
the image a(γ, x) of the pair (γ, x) under a. We write a for Γ ya (X,µ) when Γ and (X,µ) are clear from
the context. A measure preserving action of Γ will also be called a Γ-system or simply a system when Γ is
understood.
For the rest of this subsection let a = Γ ya (X,µ) and let b = Γ yb (Y,ν).
Isomorphism and factors. If ϕ : (X,µ)→ Y is a measurable map then we let ϕ∗µ denote the pushforward
measure on Y given by ϕ∗µ(B) = µ(ϕ−1(B)) for B ⊆ Y Borel. We say that b is a factor of a (or that a
factors onto b), written b ⊑ a, if there exists a measurable map π : X → Y with π∗µ = ν and such that
for each γ ∈ Γ the equality π(γax) = γbπ(x) holds for µ-almost every x ∈ X. Such a map π is called a
factor map from a to b. The factor map π is called an isomorphism from a to b if there exists a co-null
subset of X on which π is injective. We say that a and b are isomorphic, written a ∼= b, if there exists some
isomorphism from a to b.
Weak containment of m.p. actions. We write a ≺ b to denote that a is weakly contained in b and we
write a ∼ b to denote that a and b are weakly equivalent. The reader is referred to [Ke10] for background
on weak containment of measure preserving actions.
Product of actions. The product of a and b is the m.p. action a × b = Γ ya×b (X × Y,µ × ν) where
γa×b(x,y) = (γax,γby) for each γ ∈ Γ and (x,y) ∈ X× Y.
Bernoulli shifts. Let Γ × T → T , (γ, t) 7→ γ · t be an action of Γ on a countable set T . The generalized
Bernoulli shift corresponding to this action is the system sΓ ,T = Γ ys ([0, 1]T , λT ), where λ is Lebesgue
measure and where the action s is given by (γsf)(t) = f(γ−1 · t) for γ ∈ Γ , f ∈ [0, 1]T , t ∈ T . We write sΓ for
sΓ ,Γ when the action of Γ on itself is by left translation. The system sΓ is called the Bernoulli shift of Γ .
The trivial system. We call a = Γ ya (X,µ) trivial if µ is a point mass. Otherwise, a is called non-
trivial. Up to isomorphism, each group Γ has a unique trivial measure preserving action, which we denote
by iΓ or simply i when Γ is clear.
Identity systems. Let ιΓ ,µ = Γ yι (X,µ) denote the identity system of Γ on (X,µ) given by γι = idX for
all γ ∈ Γ . We write ιµ when Γ is clear. Thus if µ is a point mass then ιµ ∼= i.
Strong ergodicity. A system a is called strongly ergodic if it is ergodic and does not weakly contain the
identity system ιΓ ,λ on ([0, 1], λ).
Fixed point sets and free actions. For a subset C ⊆ Γ we let
Fixb(C) = {y ∈ Y : ∀γ ∈ C γby = y}.
We write Fixb(γ) for Fixb({γ}). The kernel of the system b is the set ker(b) = {γ ∈ Γ : ν(Fixb(γ)) = 1}.
It is clear that ker(b) is a normal subgroup of Γ . The system b is called faithful if ker(b) = {e}, i.e.,
ν(Fixb(γ)) < 1 for each γ ∈ Γ \ {e}. The system b is called (essentially) free if the stabilizer of ν-almost
every point is trivial, i.e., ν(Fixb(γ)) = 0 for each γ ∈ Γ \ {e}.
2.3 Invariant random subgroups
The space of subgroups. We let SubΓ ⊆ 2Γ denote the compact space of all subgroup of Γ and we let
c : Γ × SubΓ → SubΓ be the continuous action of Γ on SubΓ by conjugation.
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Invariant random subgroups. An invariant random subgroup (IRS) of Γ is a conjugation-invariant
Borel probability measures on SubΓ . The point mass δN at a normal subgroup N of Γ is an example of an
invariant random subgroup. Let IRSΓ denote the space of invariant random subgroups of Γ . We associate
to each θ ∈ IRSΓ the measure preserving action Γ yc (SubΓ , θ). We also denote this system by θ.
Stabilizer distributions. Each measure preserving action b = Γ yb (Y,ν) of Γ gives rise to and invariant
random subgroup θb of Γ as follows. The stabilizer of a point y ∈ Y under the action b is the subgroup Γy
of Γ defined by
Γy = {γ ∈ Γ : γ
by = y}.
The group Γy of course depends on the action b. The stabilizer map associated to b is the map stabb :
Y → SubΓ given by stabb(y) = Γy. The stabilizer distribution of b, which we denote by θb or type(b), is
the measure (stabb)∗ν on SubΓ . It is clear that θb is an invariant random subgroup of Γ . In [AGV12] it is
shown that for any invariant random subgroup θ of Γ , there exists a m.p. action b of Γ such that θb = θ.
Moreover, if θ is ergodic then b can be taken to be ergodic as well. See [CP12].
Group theoretic properties of invariant random subgroups. Let θ be an invariant random subgroup
of Γ . We say that a given property P of subgroups of Γ holds for θ if P holds almost everywhere. For
example, θ is called amenable (or infinite index ) if θ concentrates on the amenable (respectively, infinite
index) subgroups of Γ .
The trivial IRS. By the trivial invariant random subgroup we mean the point mass at the trivial subgroup
{e} of Γ . We write δe instead of δ{e} for the trivial invariant random subgroup. An invariant random subgroup
not equal to δe is called non-trivial.
Remark 2.1. We will often abuse terminology and confuse an invariant random subgroup θ with the measure
preserving action θ = Γ yc (SubΓ , θ) it defines, stating, for example, that θ is ergodic or is weakly contained
in sΓ to mean that θ is ergodic or is weakly contained in sΓ . When there is a potential for ambiguity we
will make sure to distinguish between an invariant random subgroup and the measure preserving system to
which it gives rise. We emphasise that “θ is non-trivial” will always mean that θ is not equal to the trivial
IRS δe, whereas “θ is non-trivial” will always mean that θ is not a point mass (at any subgroup).
3 Shift-minimality
3.1 Seven characterizations of shift-minimality
It will be useful to record here the main theorem of [AW11] which was already mentioned several times in
the introduction.
Theorem 3.1 ([AW11]). Let Γ be a countably infinite group. Then the Bernoulli shift sΓ is weakly
contained in every free measure preserving action of Γ .
We let Aut(X,µ) denote the Polish group of measure preserving transformations of (X,µ), and we let
A(Γ ,X,µ) denote the Polish space of measure preserving actions of Γ on the measure space (X,µ). See [Ke10]
for information on these two spaces. In the following proposition, let [a] denote the weak equivalence class of
a measure preserving action a of Γ . Denote by sΓ ,2 the full 2-shift of Γ , i.e., the shift action of Γ on (2Γ , ρΓ )
where we identify 2 with {0, 1} and where ρ({0}) = ρ({1}) = 1/2.
Proposition 3.2. Let Γ be a countable group and let (X,µ) be a standard non-atomic probability space.
Then the following are equivalent.
1. Γ is shift-minimal, i.e., every non-trivial m.p. action weakly contained in sΓ is free.
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2. Every non-trivial m.p. action weakly contained in sΓ ,2 is free.
3. Among non-trivial m.p. actions of Γ , [sΓ ,2] is minimal with respect to weak containment.
4. Either Γ = {e} or, among non-trivial m.p. actions of Γ , [sΓ ] is minimal with respect to weak
containment.
5. Among non-atomic m.p. actions of Γ , [sΓ ] is minimal with respect to weak containment.
6. The conjugation action of the Polish group Aut(X,µ) on the Polish space As(Γ ,X,µ) = {a ∈
A(Γ ,X,µ) : a ≺ sΓ } is minimal, i.e., every orbit is dense.
7. For some (equivalently: every) non-principal ultrafilter U on the the natural numbers N, every
non-trivial factor of the ultrapower (sΓ )U is free.
Proof. The equivalence (7)⇔(1) follows from [CKT-D12, Theorem 1]. For the remaining equivalences, first
note that if Γ is a finite group then sΓ factors onto ιµ, so if Γ 6= {e} then Γ does not satisfy (1), (4), (5) or (6).
In addition, for Γ 6= {e} finite, sΓ ,2 factors onto a non-trivial identity system, which shows that Γ does not
satisfy (2) or (3) either. This shows that the trivial group Γ = {e} is the only finite group that satisfies any
of the properties (1)-(6), and it is clear the trivial group satisfies all of these properties. We may therefore
assume for the rest of the proof that Γ is infinite.
(1)⇒(2): This implication is clear since sΓ ,2 is a factor of sΓ .
(2)⇒(3): Suppose that (2) holds. By hypothesis any a weakly contained in sΓ ,2 is free and thus weakly
contains sΓ by Theorem 3.1. (3) follows since sΓ2 is a factor of sΓ .
(3)⇒(4): Since we are assuming Γ is infinite, Theorem 3.1 implies [sΓ ] = [sΓ ,2], and this implication
follows. (4)⇒(5) is clear.
(5)⇒(6): Suppose (5) holds. By [Ke10, Proposition 10.1] the Aut(X,µ)-orbit closure of any a ∈ A(Γ ,X,µ)
is equal to {b ∈ A(Γ ,X,µ) : b ≺ a}. Thus, if a is weakly equivalent to sΓ , then the orbit of a is dense in
As(Γ ,X,µ). Since [sΓ ] is minimal with respect to weak containment, every element of As(Γ ,X,µ) is weakly
equivalent to sΓ , so has dense orbit in As(Γ ,X,µ). Thus, the action Aut(X,µ)y As(Γ ,X,µ) is minimal.
(6)⇒(1): Suppose that every a ∈ As(Γ ,X,µ) has dense orbit. If ιµ ∈ As(Γ ,X,µ) then, since ιµ is a
fixed point for the Aut(X,µ) action, ιµ = sΓ and thus Γ = {e}. Otherwise, if ιµ 6≺ sΓ then the system sΓ is
strongly ergodic and the group Γ is therefore non-amenable. Let b = Γ yb (Y,ν) be any non-trivial m.p.
action of Γ weakly contained in sΓ . Then b × b is weakly contained in sΓ × sΓ ∼= sΓ and therefore b× b is
strongly ergodic since strong ergodicity is downward closed under weak containment (see e.g., [CKT-D12,
Proposition 5.6]). In particular b×b is ergodic and it follows that the probability space (Y,ν) is non-atomic.
The action b is then isomorphic to some action a on the non-atomic space (X,µ), and a ∈ As(Γ ,X,µ) since
b ≺ sΓ . By hypothesis a has dense orbit in As(Γ ,X,µ) so that sΓ ∼ a by [Ke10, Proposition 10.1] and hence
a is free, and thus b is free as well.
Two more characterizations of shift-minimality are given in terms of amenable invariant random sub-
groups in Theorem 3.16 below.
3.2 NA-ergodicity
Definition 3.3. Let a be a measure preserving action of a countable group Γ . We say that a is NA-ergodic
if the restriction of a to every non-amenable subgroup of Γ is ergodic. We say that a is strongly NA-ergodic
if the restriction of a to every non-amenable subgroup of Γ is strongly ergodic.
Example 3.4. The central example of an NA-ergodic (and in fact, strongly NA-ergodic) action is the
Bernoulli shift action sΓ ; if H 6 Γ is non-amenable then sΓ |H ∼= sH is strongly ergodic. More generally, if Γ
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acts on a countable set T and the stabilizer of every t ∈ T is amenable then the generalized Bernoulli shift
sT = Γ y
sT ([0, 1]T , λT ) is strongly NA-ergodic (see e.g., [KT09]).
Example 3.5. The action SL
2
(Z)y (T2, λ2) by matrix multiplication, where λ2 is Haar measure on T2, is
another example of a strongly NA-ergodic action. A proof of this is given in [Ke07, 5.(B)].
Example 3.6. I would like to thank L. Bowen for bringingmy attention to this example. Let Γ be a countable
group and let f be an element of the integral group ring ZΓ . The left translation action of Γ on the discrete
abelian group ZΓ/ZΓf is by automorphisms, and this induces an action of Γ by automorphisms on the dual
group ẐΓ/ZΓf, which is a compact metrizable abelian group so that this action preserves normalized Haar
measure µf. Bowen has shown that if the function f has an inverse in ℓ1(Γ) then the system Γ y (ẐΓ/ZΓf,µf)
is weakly contained in sΓ and is therefore strongly NA-ergodic by Proposition 3.10 ([Bo11a, §5]; note that
the hypothesis that Γ is residually finite is not used in that section so that this holds for arbitrary countable
groups Γ).
Remark 3.7. The actions from Examples 3.4, 3.5, and 3.6 share a common property: they are tempered
in the sense of [Ke07]. A measure preserving action a = Γ ya (X,µ) is called tempered if the Koopman
representation κa
0
on L2
0
(X,µ) = L2(X,µ) ⊖ C1X is weakly contained in the regular representation λΓ of Γ .
Any tempered action a of a non-amenable group Γ has stable spectral gap in the sense of [Pop08] (this
means κa
0
⊗κa
0
does not weakly contain the trivial representation), and this implies in turn that the product
action a × b is strongly ergodic relative to b for every measure preserving action b of Γ (see [Io10]). In
particular (taking b = iΓ ) a tempered action a of a non-amenable group is itself strongly ergodic. Since
the restriction of a tempered action to a subgroup is still tempered it follows that every tempered action is
strongly NA-ergodic. In [Ke07] it is shown that the converse holds for any action on a compact Polish group
G by automorphisms (such an action necessarily preserves Haar measure µG):
Theorem 3.8 (Theorem 4.6 of [Ke07]). Let Γ be a countably infinite group acting by automorphisms on
a compact Polish group G. Let ^G denote the (countable) set of all isomorphism classes of irreducible
unitary representations of G and let ^G
0
= ^G \ {^1G}. Then the following are equivalent:
1. The action Γ y (G,µG) is tempered;
2. Every stabilizer of the associated action of Γ on ^G
0
is amenable.
3. The action Γ y (G,µG) is NA-ergodic.
4. The action Γ y (G,µG) is strongly NA-ergodic.
Condition (2) of Theorem 3.8 should be compared with part (ii) of Lemma 3.11 below, although Lemma
3.11 deals with general NA-ergodic actions. It follows from [Ke10, Proposition 10.5] that any measure
preserving action weakly contained in sΓ is tempered. I do not know however whether the converse holds,
although Example 3.6 and Theorem 3.8 suggest that this may be the case for actions by automorphisms on
compact Polish groups.
Question 3.9. Let Γ be a countable group acting by automorphisms on a compact Polish group G and
assume the action is tempered. Does it follow that the action is weakly contained in sΓ? As a special case,
is it true that the action SL
2
(Z)y (T2, λ2) is weakly contained in sSL
2
(Z)?
We now establish some properties of general NA-ergodic actions.
Proposition 3.10. Any factor of an NA-ergodic action is NA-ergodic. Any action weakly contained
in a strongly NA-ergodic action is strongly NA-ergodic.
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Proof. The first statement is clear and the second is a consequence of strong ergodicity being downward
closed under weak containment (see [CKT-D12, Proposition 5.6]).
Part (ii) of the following lemma is one of the key facts about NA-ergodicity.
Lemma 3.11. Let b = Γ yb (Y,ν) be any non-trivial NA-ergodic action of a countable group Γ .
(i) Suppose that C ⊆ Γ is a subset of Γ such that ν({y ∈ Y : C ⊆ Γy}) > 0. Then the subgroup 〈C〉
generated by C is amenable.
(ii) The stabilizer Γy of ν-almost every y ∈ Y is amenable.
Proof. We begin with part (i). The hypothesis tells us that ν(Fixb(C)) > 0. Since ν is not a point mass
there is some B ⊆ Fixb(C) with 0 < ν(B) < 1. Then B witnesses that b ↾ 〈C〉 is not ergodic, so 〈C〉 is
amenable by NA-ergodicity of b.
For (ii), let F denote the collection of finite subsets F of Γ such that 〈F〉 is non-amenable and let NA =
{y ∈ Y : Γy is non-amenable}. Then
NA =
⋃
F∈F
{y ∈ Y : F ⊆ Γy}.
By part (i), ν({y ∈ Y : F ⊆ Γy}) = 0 for each F ∈ F. Since F is countable it follows that ν(NA) =
0. [Lemma]
The function N : SubΓ → SubΓ sending a subgroup H 6 Γ to its normalizer N(H) in Γ is equivariant for
the conjugation action Γ yc SubΓ . In [Ve12, §2.4] Vershik examines the following transfinite iterations of
this function.
Definition 3.12. Define Nα : SubΓ → SubΓ by transfinite induction on ordinals α as follows.
N0(H) = H,
Nα+1(H) = N(Nα(H)) is the normalizer of Nα(H)
Nλ(H) =
⋃
α<λ
Nα(H) when λ is a limit ordinal.
EachNα is equivariant with respect to conjugation. For eachH the setsH,N(H), . . . ,Nα(H),Nα+1(H), . . .
form an increasing ordinal-indexed sequence of subsets of Γ . The least ordinal αH such that NαH+1(H) =
NαH(H) is therefore countable. If θ ∈ IRSΓ then we let θα = (Nα)∗θ for each countable ordinal α < ω1.
The net {θα}α<ω
1
is increasing in the sense of [CP12, §3.5] (see also the paragraphs preceding Theorem
A.15 below), so by [CP12, Theorem 3.12] there is a weak∗-limit θ∞ such that θα 6 θ∞ for all α. Since IRSΓ
is a second-countable topological space there is a countable ordinal α such that θβ = θ∞ for all β > α.
Thus N∗θ∞ = θ∞, and it follows from [Ve12, Proposition 4] that θ∞ concentrates on the self-normalizing
subgroups of Γ .
Theorem 3.13. Let a = Γ ya (X,ν) be a non-trivial measure preserving action of the countable group
Γ . Suppose that a is NA-ergodic. Then the stabilizer Γx of µ-almost every x ∈ X is amenable. In
addition, at least one of the following is true:
(1) There exists a normal amenable subgroup N ⊳ Γ such that the stabilizer of µ-almost every x ∈ X
is contained in N.
(2) θ∞a is a non-atomic, self-normalizing, infinitely generated amenable invariant random subgroup,
where θa denotes the stabilizer distribution of a.
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Proof. Let θ = θa. It is enough to show that either (1) or (2) is true. We may assume that Γ is non-amenable.
There are two cases to consider.
Case 1: There is some ordinal α such that the measure θα has an atom. Let α
0
be the least such ordinal.
Then θα0 is NA-ergodic, being a factor of a, and thus the restriction of θα0 to every finite index subgroup
of Γ is ergodic since Γ is non-amenable. Thus, θα0 having an atom implies that it is a point mass, so let
N 6 Γ be such that θα0 = δN. Then N is a normal subgroup of Γ and we show that N is amenable so that
alternative (1) holds in this case. By definition of α
0
, a and each θα for α < α
0
are non-trivial NA-ergodic
actions. Lemma 3.11 then implies that the invariant random subgroups type(a) = θ0 and type(θα) = θα+1,
for α < α
0
, all concentrate on the amenable subgroups of Γ . If α
0
= 0 or if α
0
is a successor ordinal then
we see immediately that N is amenable. If α
0
is a limit ordinal then N is an increasing union of amenable
groups and so is amenable in this case as well.
Case 2: The other possibility is that θ∞ has no atoms. Thus θ∞ is a non-trivial NA-ergodic action
with type(θ∞) = N∗θ∞ = θ∞. This implies that θ∞ is amenable by Lemma 3.11. Since θ∞ is non-atomic
and there are only countably many finitely generated subgroups of Γ , θ∞ must concentrate on the infinitely-
generated subgroups. This shows that (2) holds.
3.3 Amenable invariant random subgroups
We record a corollary of Theorem 3.13 which will be used in the proof of our final characterization of
shift-minimality.
Corollary 3.14. Any group Γ that is not shift-minimal either has a non-trivial normal amenable
subgroup N, or has a non-atomic, self-normalizing, infinitely-generated, amenable invariant random
subgroup θ such that the action θ = Γ yc (SubΓ , θ) is weakly contained in sΓ .
Proof. Let Γ be a group that is not shift-minimal so that there exists some non-trivial a weakly contained
in sΓ which is not free. The action a is strongly NA-ergodic by 3.4 and 3.10, so a satisfies the hypotheses
of Theorem 3.13. If (1) of Theorem 3.13 holds, say with witnessing normal amenable subgroup N 6 Γ , then
N is non-trivial since a is non-free. If alternative (2) of Theorem 3.13 holds then taking θ = θ∞a works.
We also need
Proposition 3.15. If Γ is shift-minimal then Γ has no non-trivial normal amenable subgroups.
Proof. Suppose that Γ has a non-trivial normal amenable subgroup N. Amenability implies that ιN ≺ sN.
Then since co-inducing preserves weak containment we have
sΓ ,Γ/N ≺ CInd
Γ
N(ιN) ≺ CInd
Γ
N(sN)
∼= sΓ
which shows that sΓ ,Γ/N ≺ sΓ . The action sΓ ,Γ/N is not free since N ⊆ ker(sΓ ,Γ/N). This shows that Γ is
not shift-minimal.
The following immediately yields Theorem 1.3 from the introduction.
Theorem 3.16. The following are equivalent for a countable group Γ :
(1) Γ is not shift-minimal.
(2) There exists a non-trivial amenable invariant random subgroup θ of Γ that is weakly contained
in sΓ .
(3) Either ARΓ is finite and non-trivial, or there exists an infinite amenable invariant random
subgroup θ of Γ that is weakly contained in sΓ .
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Proof. (1)⇒(3): Suppose that Γ is not shift-minimal. If the second alternative of Corollary 3.14 holds then
we are done. Otherwise, the first alternative holds and so ARΓ is non-trivial. If ARΓ is finite then (3) is
immediate, and if ARΓ is infinite then the point-mass at ARΓ shows that (3) holds.
(3)⇒(2) is clear. Now let θ be as in (2) and we will show that Γ is not shift-minimal. If θ is a point
mass, say at H ∈ Sub(Γ), then H is normal and by hypothesis H is non-trivial and amenable so (1) then
follows from Proposition 3.15. If θ is not a point mass then Γ yc (SubΓ , θ) is a non-trivial and non-free
measure preserving action of Γ that is weakly contained in sΓ . This action then witnesses that Γ is not
shift-minimal.
Any group with no non-trivial normal amenable subgroups is ICC (see [Ha07, Appendix J] for a proof),
so Proposition 3.15 also shows
Proposition 3.17. Shift-minimal groups are ICC.
4 Permanence properties
This section examines various circumstances in which shift-minimality is preserved. §4.1 establishes a lemma
which will be used to show that, in many cases, shift-minimality passes to finite index subgroups.
4.1 Invariant random subgroups with trivial intersection
For each invariant random subgroup θ of ∆ define the set
Pθ = {δ ∈ ∆ : θ({H : δ ∈ H}) > 0}.
We say that two invariant random subgroups θ and ρ intersect trivially if Pθ∩Pρ = {e}. This notion comes
from looking at freeness of a product action.
Lemma 4.1. If a = ∆ya (X,µ) and b = ∆yb (Y,ν) are measure preserving actions of ∆ then a × b
is free if and only if θa and θb intersect trivially.
Proof. For each δ ∈ ∆ we have Fixa×b(δ) = Fixa(δ) × Fixb(δ), and this set is (µ × ν)-null if and only if
either Fixa(δ) is µ-null or Fixb(δ) is ν-null. The lemma easily follows.
It is a straightforward group theoretic fact that if L and K are normal subgroups of ∆ which intersect
trivially then they commute. This generalizes to invariant random subgroups as follows.
Lemma 4.2. Let ∆ be a countable group. Let θ, ρ ∈ IRS∆ and suppose that θ and ρ intersect trivially.
Suppose L and K are subgroups of ∆ satisfying
θ({H ∈ Sub∆ : L 6 H}) > 1m
ρ({H ∈ Sub∆ : K 6 H}) > 1n
for some n,m ∈ N. Then there exist commuting subgroups L
0
6 L and K
0
6 K with [L : L
0
] < n and
[K : K
0
] < m.
Proof. Define the sets
QL = {l ∈ L : 〈lKl
−1 ∪ K〉 ⊆ Pρ}
QK = {k ∈ K : 〈kLk
−1 ∪ L〉 ⊆ Pθ}.
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If l ∈ QL then for any k ∈ K we have lkl−1k−1 ∈ 〈lKl−1 ∪ K〉 ⊆ Pρ. Similarly, if k ∈ QK then for any l ∈ L
we have lkl−1k−1 ∈ 〈kLk−1 ∪ L〉 ⊆ Pθ. Thus, if l ∈ QL and k ∈ QK then lkl−1k−1 ∈ Pρ ∩ Pθ = {e} and so l
and k commute. It follows that the groups L
0
= 〈QL〉 6 L and K0 = 〈QK〉 6 K commute.
Suppose for contradiction that [L : L
0
] > n and let l
0
, . . . , ln−1 be elements of distinct left cosets of L0 in
L, with l
0
= e. For each i < n let Ai = {H ∈ Sub∆ : liKl−1i 6 H} so that ρ(Ai) = ρ(l
c
i ·A0) = ρ(A0) >
1
n
by
hypothesis. There must be some 0 6 i < j < n with ρ(Ai ∩Aj) > 0. Let l = l−1j li. Then ρ(l
c ·A
0
∩A
0
) =
ρ(Ai ∩ Aj) > 0 and lc · A0 ∩ A0 consists of those H ∈ Sub∆ such that lKl−1 ∪ K 6 H. This shows that
〈lKl−1 ∪ K〉 ⊆ Pρ and thus l ∈ QL ⊆ L0. But this contradicts that l = l−1j li and liL0 6= ljL0. Therefore
[L : L
0
] < n. Similarly, [K : K
0
] < m. [Lemma 4.2]
Theorem 4.3. Let θ, ρ ∈ IRS∆, L,K 6 ∆, and n,m ∈ N be as in Lemma 4.2, and assume in addition
that L and K are finitely generated. Then there exist commuting subgroups NL and NK, both normal
in ∆, with [L : L ∩NL] <∞ and [K : K ∩NK] <∞.
Proof. For a subgroupH 6 ∆ and i ∈ N let H(i) be the intersection of all subgroups of H of index strictly less
than i. Then L(n) is finite index in L, and K(m) is finite index in K, since L and K are finitely generated. By
Lemma 4.2 L(n) and K(m) commute. For any γ, δ ∈ ∆ the groups γLγ−1 and δKδ−1 satisfy the hypotheses
of Lemma 4.2 hence the groups (γLγ−1)(n) = γL(n)γ−1 and (δKδ−1)(m) = δK(m)δ−1 commute. It follows
that the normal subgroups NL = 〈
⋃
δ∈∆ δL(n)δ
−1〉 and NK = 〈
⋃
δ∈∆ δK(m)δ
−1〉 satisfy the conclusion of
the theorem.
4.2 Finite index subgroups
The following is an analogue of a theorem of [Be91], and its proof is essentially the same as [BH00, Proposition
6].
Proposition 4.4. Let a be a measure preserving action of a countable group Γ and let N be a normal
subgroup of Γ . If the restriction a ↾ N of a to N is free then µ(Fixa(γ)) = 0 for any γ ∈ Γ satisfying
|{hγh−1 : h ∈ N}| =∞. (4.1)
Thus, if (4.1) holds for all γ 6∈ N then a m.p. action of Γ is free if and only if its restriction to N is
free.
For example, it is shown in [Be91] that (4.1) holds for all γ 6∈ N whenever CΓ (N) = {e} and N is ICC.
Proof of Proposition 4.4. Suppose γ ∈ Γ \ {e} is such that µ(Fixa(γ)) > 0 and {hγh−1 : h ∈ N} is infinite.
It suffices to show that a ↾ N is not free. The Poincaré recurrence theorem implies that there exist h
0
,h
1
∈ N
with h
0
γh−1
0
6= h
1
γh−1
1
and µ(ha
0
·Fixa(γ)∩ha
1
·Fixa(γ)) > 0. Let h = h−1
1
h
0
so that h ∈ N and hγh−1 6= γ.
Since Fixa(γ) = Fixa(γ−1) we have
ha · Fixa(γ) ∩ Fixa(γ) = Fixa(hγh−1) ∩ Fixa(γ−1) ⊆ Fixa(γ−1hγh−1),
which implies µ(Fixa(γ−1hγh−1)) > 0. This shows a ↾ N is not free since e 6= γ−1(hγh−1) = (γ−1hγ)h−1 ∈
N by our choice of h.
Proposition 4.5. Let K be a finite index subgroup of a countable ICC group Γ , and let a be a measure
preserving action of Γ . If a ↾ K is free, then a is free.
Proof. Let N =
⋂
γ∈Γ γKγ
−1 be the normal core of K in Γ . Then N is a normal finite index subgroup of Γ .
Since Γ is ICC, the group CΓ (γ) is infinite index in Γ for any γ ∈ Γ , hence CΓ (γ) ∩N is infinite index in N.
In particular {hγh−1 : h ∈ N} is infinite. If a is any m.p. action of Γ whose restriction to K is free, then the
restriction of a to N is free, so by Proposition 4.4, a is free.
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Proposition 4.5 can be used to characterize exactly when shift-minimality of Γ may be deduced from
shift-minimality of one of its finite index subgroups.
Proposition 4.6. Let K be a finite index subgroup of the countable group Γ . Suppose that K is shift-
minimal. Then the following are equivalent.
1. Γ is shift-minimal.
2. Γ is ICC.
3. Γ has no non-trivial finite normal subgroups.
4. CΓ (N) = {e} where N =
⋂
γ∈Γ γKγ
−1.
Proof. Since K is shift-minimal, it is also ICC by Proposition 3.15. The equivalence of (2), (3), and (4) then
follows from [Pré12, Proposition 6.3]. It remains to show that (2)⇒(1). Suppose that Γ is ICC and that
a ≺ sΓ is non-trivial. Then a ↾ K ≺ sK, so a ↾ K is free by shift-minimality of K, and therefore a itself is
free by Proposition 4.5.
Proposition 4.6 shows that, except for the obvious counterexamples, shift-minimality is inherited from
a finite index subgroup. It seems likely that, conversely, shift-minimality passes from a group to each of its
finite index subgroups. By Proposition 4.6 to show this it would be enough to show that shift-minimality
passes to finite index normal subgroups (see the discussion following Question 7.11 in §7). Theorem 4.3
can be used to give a partial confirmation of this. Recall that a group is locally finite if each of its finitely
generated subgroups is finite.
Theorem 4.7. Let N be a normal finite index subgroup of a shift-minimal group Γ . Suppose that N
has no infinite locally finite invariant random subgroups that are weakly contained in sN. Then N is
shift-minimal.
Corollary 4.8. Let Γ be a shift-minimal group. Then every finite index subgroup of Γ which is torsion-
free is shift-minimal.
Proof of Corollary 4.8. Let K be a torsion-free finite index subgroup of Γ . Note that K is ICC since the
ICC property passes to finite index subgroups. The group N :=
⋂
γ∈Γ γKγ
−1 is finite index in Γ and torsion-
free, and it is moreover normal in Γ . By Theorem 4.7, N is shift-minimal, whence K is shift-minimal by
Proposition 4.6.
Theorem 4.7 will follow from:
Theorem 4.9. Let ∆ be a countable group with AR∆ = {e}. Let θ and ρ be invariant random subgroups
of ∆ which are not locally finite. Suppose that ρ is NA-ergodic. Then θ and ρ have non-trivial
intersection.
We first show how to deduce 4.7 from 4.9.
Proof of Theorem 4.7 from Theorem 4.9. Let a = Nya (X,µ) be a non-trivial m.p. action of N weakly
contained in sN. We will show that a is free.
The coinduced action c = CIndΓN(a) is weakly contained in sΓ , so c is free by shift-minimality of Γ .
Let T = {t
0
, . . . , tn−1} be a transversal for the left cosets of N in Γ . Then c ↾ N ∼=
∏
06i<n a
ti where for
b ∈ A(N,X,µ), bt ∈ A(N,X,µ) is given by kb
t
= (t−1kt)b for each k ∈ N, t ∈ T [Ke10, 10.(G)]. Observe
that θat = (ϕt)∗θa where ϕt : SubN → SubN is the conjugation map H 7→ tHt−1. In particular, for each
t ∈ T , at is free if and only if a is free. It is easy to see that (sN)t ∼= sN for each t ∈ T , so it follows
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that c ↾ N ∼=
∏
06i<n a
ti ≺ sN. For each j < n let cj =
∏
j6i<n a
ti . We will show that cj is free for all
0 6 j < n, which will finish the proof since this will show that cn−1 = atn−1 is free, whence a is free.
We know that c
0
= c ↾ N is free. Assume for induction that cj−1 is free (where j > 1 is less than n) and
we will show that cj is free. Note the following:
(i) θ
a
tj−1 and θcj intersect trivially. This follows from Lemma 4.1 because cj−1 = a
tj−1 × cj is free.
(ii) Both θ
a
tj−1 and θcj are NA-ergodic, since they are both weakly contained in sN.
(iii) ARN = {e}. This is because Γ is shift-minimal, so that ARΓ = {e} by Proposition 3.15, and N is normal
in Γ so apply Proposition B.1.
Theorem 4.9 along with (i), (ii), and (iii) imply that either θ
a
tj−1 or θcj is locally finite. ButN has no infinite
locally finite invariant random subgroups weakly contained in sN by hypothesis, and since ARN = {e}, N
actually has no non-trivial locally finite invariant random subgroups weakly contained in sN. It follows
that either θ
a
tj−1 or θcj is trivial. If θcj is trivial then cj is free, which is what we wanted to show. If θatj−1
is trivial then atj−1 is free, so ati is free for all i < n, and therefore cj is free all the same.
Proof of Theorem 4.9. Suppose toward a contradiction that θ and ρ intersect trivially. By hypothesis θ is
not locally finite, so the set of H ∈ Sub∆ that contain an infinite finitely generated subgroup is θ-non-null.
As there are only countably many infinite finitely generated subgroups of ∆, there must be at least one
– call it L – for which θ({H : L ⊆ H}) > 0. Similarly, there is an infinite finitely generated K 6 ∆ with
ρ({H : K 6 H}) > 0. Then θ, ρ, L and K satisfy the hypotheses of Theorem 4.3 (for some n and m), so there
exist normal subgroups NL,NK 6 ∆ which commute, with [L : L ∩NL] <∞ and [K : K ∩NK] <∞. Since L
and K are infinite, neither NL nor NK is trivial, and since AR∆ = {e}, both NL and NK are non-amenable.
Pick some k 6= e with k ∈ K ∩ NK. Since k ∈ K, the set {H : k ∈ H} has positive ρ-measure, and it is
NL-invariant since NL commutes with k. NA-ergodicity of ρ and non-amenability of NL then imply that
ρ({H : k ∈ H}) = 1. On the other hand, the set
Mρ = {δ ∈ ∆ : ρ({H : δ ∈ H}) = 1}
is a normal subgroup of ∆ which acts trivially under ρ, so NA-ergodicity of ρ implies Mρ is amenable, and
as AR∆ = {e}, we actually have Mρ = {e}, which contradicts that k ∈Mρ.
Question 7.11 below asks whether a finite index subgroup of a shift-minimal group is always shift-minimal.
4.3 Direct sums
Proposition 4.10. Let (Γi)i∈I be a sequence of countable ICC groups and let a be a measure preserving
action of Γ =
⊕
i∈I Γi. If a ↾ Γi is free for each i ∈ I then a is free. In particular, the direct sum of
shift-minimal groups is shift-minimal.
Proof. We will show that if a is not free then a ↾ Γi is not free for some i ∈ I. We give the proof for the case
of the direct sum of two ICC groups – say Γ
1
and Γ
2
– since the proof for infinitely many groups is nearly
identical. Let Γ = Γ
1
× Γ
2
and let (γ, δ) ∈ Γ be such that µ
(
Fixa((γ, δ))
)
> 0 where (γ, δ) 6= eΓ . Suppose
that δ 6= e (the case where γ 6= e is similar). Since Γ
2
is ICC we have that CΓ
2
(δ) is infinite index in Γ
2
so
by Poincaré recurrence there exists α ∈ Γ
2
, α 6∈ CΓ
2
(δ) such that
µ
(
(e,α)a · Fixa((γ, δ)) ∩ Fixa((γ, δ))
)
> 0.
Thus µ
(
Fixa(〈(γ,αδα−1), (γ, δ)〉)
)
> 0 and in particular µ
(
Fixa((e,αδα−1δ−1))
)
> 0. Our choice of α
implies that αδα−1δ−1 6= e and so a ↾ Γ
2
is non-free as was to be shown.
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4.4 Other permanence properties
Proposition 4.11. Let a be a measure preserving action of Γ . Let N be a normal subgroup of Γ .
Suppose that both N and CΓ (N) are ICC. Suppose that a ↾ N and a ↾ CΓ (N) are both free. Then a is
free.
Proof. Let K = CΓ (N)N. Then K is normal in Γ since both N and CΓ (N) are normal. By hypothesis
CΓ (N) ∩N = {e} so K ∼= CΓ (N)×N. It follows that K is ICC, being a product of ICC groups. Proposition
4.10 then implies that a ↾ K is free. Since CΓ (K) 6 CΓ (CΓ (N)) ∩ CΓ (N) = Z(CΓ (N)) = {e}, Proposition 4.4
implies that a is free.
Definition 4.12. A subgroupH of Γ is called almost ascendant in Γ if there exists a well-ordered increasing
sequence {Hα}α6λ of subgroups of Γ , indexed by some countable ordinal λ, such that
(i) H = H
0
and Hλ = Γ .
(ii) For each α < λ, either Hα is a normal subgroup of Hα+1 or Hα is a finite index subgroup of Hα+1.
(iii) Hβ =
⋃
α<βHα whenever β is a limit ordinal.
We call {Hα}α6λ an almost ascendant series for H in Γ . If H is almost ascendant in Γ and if there exists
an almost ascendant series {Hα}α6λ for H in Γ such that Hα is normal in Hα+1 for all α < λ then we say
that H is ascendant in Γ and we call {Hα}α6λ an ascendant series for H in Γ .
Proposition 4.13. Let a = Γ ya (X,µ) be a measure preserving action of Γ .
1. Suppose that L is an almost ascendant subgroup of Γ that is ICC and satisfies CΓ (L) = {e}. Then
a is free if and only if a ↾ L is free. Thus, if L is shift-minimal then so is Γ .
2. Suppose that L is an ascendant subgroup of Γ such that ARL = ARCΓ (L) = {e}. Then a is free if
and only if both a ↾ L and a ↾ CΓ (L) are free.
Proof. (1): Assume that a ↾ L is free. Let {Lα}α6λ be an almost ascendant series for L in Γ . Then
CΓ (Lα) = {e} for all α 6 λ. By transfinite induction each Lα is ICC. Another induction shows that each
a ↾ Lα is free: this is clear for limit α, and at successors, Lα is either normal or finite index in Lα+1, so
assuming a ↾ Lα is free it follows that a ↾ Lα+1 is free by applying either Proposition 4.11 (Proposition 4.4
also works) or Proposition 4.5.
If now L is shift-minimal and a is a non-trivial m.p. action of Γ with a ≺ sΓ then a ↾ L ≺ sL so that
a ↾ L is free and thus a is free.
(2): Assume that both a ↾ L and a ↾ CΓ (L) are free. Let {Lα}α6λ be an ascendant series for L in Γ .
Theorem B.9 implies that ARLα = ARCΓ (Lα) = {e} for all α 6 λ. For each α 6 λ we have
{e} = ARCΓ (Lα) ∩ Lα+1 = ARCΓ (Lα) ∩ CLα+1(Lα) = ARCLα+1 (Lα)
where the last equality follows from Corollary B.4 since the series {CLβ(Lα)}β6λ is ascendant in CΓ (Lα). It
is clear that CLα+1(Lα) 6 CΓ (L), so by hypothesis a ↾ CLα+1(Lα) is free for all α 6 λ. We now show by
transfinite induction on α 6 λ that a ↾ Lα is free. The induction is clear at limit stages. At successor stages,
if we assume for induction that a ↾ Lα is free then all the hypotheses of Proposition 4.11 hold and it follows
that a ↾ Lα+1 is free.
Proposition 4.14. Let a = Γ ya (X,µ) be a measure preserving action of Γ . Let K = ker(a).
1. Suppose that there exists a normal subgroup N of Γ such that a ↾ N is free and such that every
finite index subgroups of N acts ergodically. Then Γx = K almost surely.
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2. Suppose that a is NA-ergodic and there exists a non-amenable normal subgroup N of Γ such that
a ↾ N is free. Then K is amenable and Γx = K almost surely.
Proof. We begin with (1). Note that, by Proposition 4.4, if γ ∈ Γ is such that the set {hγh−1 : h ∈ N} is
infinite, then µ(Fixa(γ)) = 0. It therefore suffices to show that if µ(Fixa(γ)) > 0 and {hγh−1 : h ∈ N} is
finite, then γ ∈ K. This set being finite means that the group H = CΓ (γ) ∩N is finite index in N, so a ↾ H
is ergodic by hypothesis. Since H 6 CΓ (γ), the set Fixa(γ) is a ↾ H-invariant, so if it is non-null then it
must be conull, i.e., γ ∈ K, by ergodicity.
For (2), amenability of K is immediate since a is non-trivial and NA-ergodic. NA-ergodicity also implies
that every finite index subgroup of N acts ergodically, so (1) applies and we are done.
The following Corollary replaces the hypothesis in Proposition 4.13.(1) that CΓ (L) = {e} with the hy-
potheses that ARΓ = {e} and a is NA-ergodic.
Corollary 4.15. Suppose ARΓ = {e}. Let a be any NA-ergodic action of Γ and suppose that there
exists a non-trivial almost ascendant subgroup L of Γ such that the restriction a ↾ L of a to L is free,
then a itself is free.
Proof. Let {Lα}α6λ be an almost ascendant series for L in Γ . Since ARΓ = {e}, Corollary B.4 implies that
ARLα = {e} for each α 6 λ. Suppose for induction that we have shown that a ↾ Lα is free for all α < β. If
β is a limit then Lβ =
⋃
α<β Lα so a ↾ Lβ is free as well. If β = α+ 1 is a successor then a ↾ Lα is free and
Lα is either finite index or normal in Lβ. If Lα is finite index in Lβ then a ↾ Lβ is free by Proposition 4.5. If
Lα is normal in Lβ then a ↾ Lβ is free by Proposition 4.14.(2). It follows by induction that a ↾ Γ is free.
Corollary 4.16.
1. Let Γ be a countable group with ARΓ = {e}. If Γ contains a shift-minimal almost ascendant
subgroup L then Γ is itself shift-minimal.
2. Suppose that Γ is a countable group containing an ascendant subgroup L such that L is shift-
minimal and ARCΓ (L) = {e}. Then Γ is shift-minimal. In particular, if both L and CΓ (L) are
shift-minimal then so is Γ .
Proof. Starting with (1), let L be a shift-minimal almost ascendant subgroup of Γ . Let a be a non-trivial
measure preserving action of Γ weakly contained in sΓ . Then a is NA-ergodic and a ↾ L is free, so a is free
by Corollary 4.15. Statement (2) is a special case of (1) since Theorem B.9 shows that ARΓ = {e}.
5 Examples of shift-minimal groups
Theorem 5.15 below shows that if the reduced C∗-algebra of a countable group Γ admits a unique tracial
state then Γ is shift-minimal. We can also often gain more specific information by giving direct ergodic
theoretic proofs of shift-minimality. These proofs often rely on an appeal to some form of the Poincaré
recurrence theorem (several proofs of which may be found in [Ber96]).
5.1 Free groups
Since the argument is quite short it seems helpful to present a direct argument that free groups are shift-
minimal.
Theorem 5.1. Let Γ be a non-abelian free group.
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(i) If a = Γ ya (X,µ) is any non-trivial measure preserving action of Γ which is NA-ergodic then a
is free.
(ii) Γ is shift-minimal.
Proof. For (i) we show that non-free actions of Γ are never NA-ergodic. Suppose that a is non-free so that
µ(Fixa(γ)) > 0 for some γ ∈ Γ − {e}. Fix any δ ∈ Γ − 〈γ〉. By the Poincaré recurrence theorem there exists
an n > 0 with µ(δn · Fixa(γ) ∩ Fixa(γ)) > 0. The group H generated by δnγδ−n and γ is free on these
elements and αa · x = x for every α ∈ H and x ∈ δn · Fixa(γ) ∩ Fixa(γ). In particular a ↾ H is not ergodic,
whence a cannot be NA-ergodic.
Statement (ii) now follows since any non-trivial action weakly contained in sΓ is strongly NA-ergodic,
hence free by (i).
Another proof of part (i) of Theorem 5.1 follows from Theorem 3.13 (see also [AGV12, Lemma 24]).
Indeed, alternative (2) of Theorem 3.13 can never hold since a non-abelian free group has only countably
many amenable subgroups. So if a is any non-trivial NA-ergodic action of a non-abelian free group Γ then
(1) of Theorem 3.13 holds, and so a is free since the only normal amenable subgroup of Γ is the trivial group
N = {e}.
5.2 Property (BP)
Definition 5.2. Let Γ be a countable group.
1. Γ is said to be a Powers group ([Ha85]) if Γ 6= {e} and for every finite subset F ⊆ Γ \ {e} and every
integer N > 0 there exists a partition Γ = C ⊔D and elements α
1
, . . . ,αN ∈ Γ such that
γC ∩ C = ∅ for all γ ∈ F
αjD ∩ αkD = ∅ for all j, k ∈ {1, . . . ,N}, j 6= k.
Γ is said to be a weak Powers group ([BN88]) if Γ satisfies all instances of the Powers property with F
ranging over finite subsets of mutually conjugate elements of Γ \{e}. We define Γ to be a weak∗ Powers
group if Γ satisfies all instances of the Powers property with F ranging over singletons in Γ \ {e}.
2. Γ has property Pnai ([BCH94]) if for any finite subset F of Γ there exists an element α ∈ Γ of infinite
order such that for each γ ∈ F, the canonical homomorphism from the free product 〈γ〉 ∗ 〈α〉 onto the
subgroup 〈γ,α〉 of Γ generated by γ and α is an isomorphism.
If Γ satisfies the defining property of Pnai but with F only ranging over singletons, then we say that Γ
has property P∗
nai
.
3. Γ is said to have property (PH) ([Pro93]) if for all nonempty finite F ⊆ Γ \{e} there exists some ordering
F = {γ
1
, . . . ,γm} of F along with an increasing sequence e ∈ Q1 ⊆ · · · ⊆ Qm of subsets of Γ such that
for all i 6 m, all nonempty finite M ⊆ Qi and all n > 0 we may find α1, . . . ,αn ∈ Qi and T1, . . . , Tn
pairwise disjoint such that
(αjδ)γi(αjδ)
−1(Γ \ Tj) ⊆ Tj
for all δ ∈M and 1 6 j 6 n.
Examples of groups with these properties may be found in [AM07, HP11, MOY11, PT11] along with the
references given in the above definitions. For our purposes, what is important is a common consequence of
these properties.
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Definition 5.3. A countable group Γ is said to have property (BP) if for all γ ∈ Γ \ {e} and n > 2 there
exists α
1
, . . . ,αn ∈ Γ , a subgroup H 6 Γ , and pairwise disjoint subsets T1, . . . , Tn ⊆ H such that
αjγα
−1
j (H \ Tj) ⊆ Tj
for all j = 1, . . . ,n.
Note that when γ, H, α
1
, . . . ,αn, and T1, . . . , Tn are as above, then αjγα−1j ∈ H and Tj 6= ∅ for all j 6 n.
We show in Theorem 5.6 that groups with property (BP) satisfy a strong form of shift-minimality. The
definition of property (BP) (as well as its name) is motivated by an argument of M. Brin and G. Picioroaga
showing that all weak Powers groups contain a free group. Their proof appears in [Ha07] (see the remark
following Question 15 in that paper), though we also present a version of their proof in Theorem 5.4 since
we will need it for Theorem 5.6.
Theorem 5.4 (Brin, Picioroaga [Ha07]).
(1) All weak∗ Powers groups have property (BP).
(2) Property P∗
nai
implies property (BP).
(3) Property (PH) implies property (BP).
(4) Groups with property (BP) contain a free group.
Proof. (1): given γ ∈ Γ \{e} and n > 1 by the weak∗ Powers property there exists α
1
, . . . ,αn and a partition
Γ = C ⊔D of Γ with γC ∩ C = ∅ and αiD ∩ αjD = ∅ for all 1 6 i, j 6 n, i 6= j. Take H = Γ and for each
1 6 j 6 n let Tj = αjD so that the sets T1, . . . , Tn are pairwise disjoint and
αjγα
−1
j (Γ \ Tj) = αjγ(Γ \D) = αjγC ⊆ αj(Γ \ C) = αjD = Tj
thus verifying (BP).
(2): Let γ ∈ Γ \ {e}. By property P∗
nai
there exists an element α ∈ Γ of infinite order such that the
subgroup H = 〈γ,α〉 of Γ is canonically isomorphic to the free product 〈γ〉 ∗ 〈α〉. Let Tn denote the set of
elements of H whose reduced expression starts with αnγk for some k ∈ Z with γk 6= e. Then the sets Tn,
n ∈ N, are pairwise disjoint and αnγα−n(H \ Tn) ⊆ Tn.
(3): Assume that Γ has property (PH) and fix any γ ∈ Γ \ {e} and n > 1 toward the aim of verifying
property (BP). Taking F = {γ} we obtain a set Q = Q
1
⊆ Γ from the above definition of (PH) with e ∈ Q.
Taking M = {e}, the defining property of Q produces α
1
, . . . ,αn ∈ Q and pairwise disjoint T1, . . . , Tn ⊆ Γ
with
αjγα
−1
j (Γ \ Tj) ⊆ Tj,
so taking H = Γ confirms this instance of property (BP).
Statement (4) is a consequence of the following Lemma, which will be used in Theorem 5.6 below.
Lemma 5.5 (Brin, Picioroaga). Suppose that x
1
, . . . x
4
are elements of a group H and that T
1
, . . . , T
4
are pairwise disjoint subsets of H such that
xj(H \ Tj) ⊆ Tj
for each j ∈ {1, . . . , 4}. Then the group elements u = x
1
x
2
and v = x
3
x
4
freely generate a non-abelian
free subgroup of H.
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Proof of Lemma 5.5. The hypothesis xj(H \ Tj) ⊆ Tj implies that also x−1j (H \ Tj) ⊆ Tj. For distinct
i, j ∈ {1, . . . , 4} it then follows that
xixj(H \ Tj) ⊆ xiTj ⊆ xi(H \ Ti) ⊆ Ti
and (xixj)−1(H \ Ti) ⊆ x−1j Ti ⊆ x
−1
j (H \ Tj) ⊆ Tj
so for u = x
1
x
2
and v = x
3
x
4
we have
u(H \ T
2
) ⊆ T
1
u−1(H \ T
1
) ⊆ T
2
v(H \ T
4
) ⊆ T
3
v−1(H \ T
3
) ⊆ T
4
.
A ping pong argument now shows that u and v freely generate a non-abelian free subgroup of H. [Lemma
5.5]
If now Γ has property (BP) then taking any γ ∈ Γ \ {e} and n = 4 we obtain α
1
, . . . ,α
4
∈ Γ , H 6 Γ
and T
1
, . . . , T
4
⊆ H as in the definition of property (BP). Lemma 5.5 now applies with xj = αjγα−1j for
j ∈ {1, . . . , 4}. [Theorem 5.4]
Lemma 5.5 can be used to show that any non-trivial ergodic invariant random subgroup of a group with
property (BP) contains a free group.
Theorem 5.6. Let Γ have property (BP) and let a = Γ ya (Y,ν) be an ergodic measure preserving
action of Γ . Suppose that a is non-free. Then the stabilizer of ν-almost every y ∈ Y contains a
non-abelian free group. In particular, all groups with property (BP) are shift-minimal.
Proof. Since a is non-free there exists an element γ ∈ Γ \ {e} such that ν(A) = r > 0 where A = Fixa(γ). By
the Poincaré recurrence theorem, for all large enough n (depending on r), if A
1
, . . . ,An ⊆ Y is any sequences
of measurable subsets of Y each of measure r, then there exist distinct i
1
, . . . , i
4
6 n with ν(Ai
1
∩Ai
2
∩Ai
3
∩
Ai
4
) > 0. Pick such an n with n > 4. By property (BP) there exists α
1
, . . . ,αn ∈ Γ , H 6 Γ , and pairwise
disjoint T
1
, . . . , Tn ⊆ H such that αiγα−1i (H \ Ti) ⊆ Ti for all i ∈ {1, . . . ,n}. By our choice of n there must
exist distinct i
1
, . . . , i
4
6 n such that
ν(αai
1
A ∩ αai
2
A ∩ αai
3
A ∩ αai
4
A) > 0. (5.1)
For j = 1, . . . , 4 let xj = αijγα
−1
ij
. Lemma 5.5 (applied to x
1
, . . . x
4
and T
1
, . . . T
4
) shows that 〈x
1
, . . . , x
4
〉
contains a free group. Additionally, (5.1) shows that ν(Fixa(〈x
1
, . . . , x
4
〉)) > 0 since
Fixa(〈x
1
, . . . , x
4
〉) ⊇
4⋂
j=1
Fixa(xi) =
4⋂
j=1
αaijA.
The event that Γy contains a free group is therefore non-null. This event is also a-invariant, so ergodicity
now implies that almost every stabilizer contains a free group.
If now b is any non-trivial measure preserving action of Γ weakly contained in sΓ then b is ergodic and by
Lemma 3.11 almost every stabilizer is amenable hence does not contain a free group. Then b is essentially
free by what we have already shown. Therefore Γ is shift-minimal.
In [Be91] Bèdos defines a group Γ to be an ultraweak Powers group if it has a normal subgroup N that
is a weak Powers group such that CΓ (N) = {e}. Let us say that Γ is an ultraweak∗ Powers group if it has a
normal subgroup N that is an weak∗ Powers group such that CΓ (N) = {e}.
Theorem 5.7. Let Γ be a countable group.
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1. Suppose that Γ contains an almost ascendant subgroup L with property (BP) such that CΓ (L) = {e}.
Then for every ergodic m.p. action a = Γ ya (X,µ) of Γ , either a is free or Γx ∩ L contains a
non-abelian free group almost surely.
2. Suppose that Γ contains an ascendant subgroup L such that both L and CΓ (L) have property
(BP). Then for every ergodic m.p. action a = Γ ya (X,µ) of Γ , either a is free, Γx ∩ L contains
a non-abelian free group almost surely, or Γx ∩ CΓ (L) contains a non-abelian free group almost
surely.
3. Every non-trivial ergodic invariant random subgroup of an ultraweak∗-Powers group contains a
non-abelian free group almost surely.
Proof. (1) Since L has property (BP) it is ICC, so if a ↾ L is free then a itself is free by part (1) of
Proposition 4.13. Suppose then that a ↾ L is non-free. Let π : (X,µ)→ (Z, η) be the ergodic decomposition
map for a ↾ L and let µ =
∫
z
µz dη(z) be the disintegration of µ with respect to η. Since a ↾ L is non-free
then the set A ⊆ Z, consisting of of all z ∈ Z such that L ya (X,µz) is non-free, is η-non-null. If z ∈ A
then µz({x : Lx contains a non-abelian free group}) = 1 by Theorem 5.6. The event that Lx contains a
non-abelian free group is therefore µ-non-null. This event is Γ -invariant (a subgroup contains a free group
if and only if any of its conjugates contains one), so ergodicity implies that Lx contains a free group almost
surely. Since Lx = Γx ∩ L we are done.
The proof of (2) is similar, using part (2) of Proposition 4.13. (3) is immediate from (1) and the
definitions.
We note also that (BP) is preserved by extensions.
Proposition 5.8. Let N be a normal subgroup of Γ . If N and Γ/N both have property (BP) then Γ
also has property (BP).
Proof. Let γ ∈ Γ \ {e} and n > 1 be given.
If γ ∈ N then property (BP) for N implies that there exists α
1
, . . . ,αn ∈ N, H 6 N and pairwise disjoint
T
1
, . . . , Tn ⊆ H as in the definition of (BP) for N. These also satisfy this instance of property (BP) for Γ .
If γ 6∈ N then the image of γ in Γ/N is not the identity element so property (BP) for Γ/N implies that there
exist cosets α
1
N, · · ·αnN ∈ Γ/N, a subgroup K 6 Γ containing N, and pairwise disjoint T1, . . . , Tn ⊆ K/N
as in the definition of (BP) for Γ/N. Then α
1
, . . . ,αn, K, and the sets T ′i =
⋃
Ti, i = 1, . . . ,M, verify this
instance of property (BP) for Γ .
Remark 5.9. If a group Γ has property (BP) then it has the unique trace property. A quick proof of this
follows [BCH94]. The proof of this is almost exactly as in [BCH94, Lemma 2.2] with just a minor adjustment
to the first part of their proof which we now describe. One first shows for any γ ∈ Γ \ {e} and any n > 2, if
α
1
, . . . ,αn, H, and T1, . . . , Tn are as in the definition of (BP) then for all z = (z1, . . . , zn) ∈ Cn we have
∣∣∣∣
n∑
j=1
zjλΓ (αjγα
−1
j )
∣∣∣∣ 6 2||z||
2
. (5.2)
Let xj = αjγα−1j so that xj ∈ H and xj(H\Tj) ⊆ Tj for all j = 1, . . . ,n. Let 1A denote the indicator function
of a subset A ⊆ H. For f,g ∈ ℓ2(H) we then have
|〈λH(xj)f,g〉| 6 |〈λH(xj)(1Tjf),g〉| + |〈λH(xj)(1H\Tjf),g〉|
= |〈λH(xj)(1Tjf),g〉| + |〈1xj(H\Tj)λH(xj)(f), 1Tjg〉| 6 ||1Tjf|| ||g||+ ||f|| ||1Tjg||.
The remainder of the proof of (5.2) now proceeds as in [BCH94, Lemma 2.2] using that the Tj are pairwise
disjoint. It now follows as in the paragraph following [BCH94, Definition 1] that C∗r(Γ) has a unique tracial
state.
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5.3 Linear groups
In the case that Γ is a countable linear group, a theorem of Y. Glasner [Gl12] shows that the existence of a
non-trivial normal amenable subgroup is the only obstruction to shift-minimality: Glasner shows that every
amenable invariant random subgroup of a linear group Γ must concentrate on the subgroups of the amenable
radical of Γ . Along with Proposition 3.15 this implies that a countable linear group Γ is shift-minimal if and
only if Γ contains no non-trivial normal amenable subgroups. Another way to deduce these results is to use
Theorem 5.14 below along with the following Theorem of Poznansky.
Theorem 5.10 (Theorem 1.1 of [Poz09]). Let Γ be a countable linear group. Then the following are
equivalent
(1) Γ is C∗-simple.
(2) Γ has the unique trace property.
(3) Γ contains no non-trivial normal amenable subgroups, i.e., ARΓ = {e}.
Corollary 5.11. Let Γ be a countable linear group. The properties (1), (2), and (3) of Theorem 5.10
are equivalent to each of the following properties:
(4) Γ is shift-minimal.
(5) Γ has no non-trivial amenable invariant random subgroups.
Proof. The implication (2)⇒(5) follows from Theorem 5.14, the implication (5)⇒(4) is Corollary 3.14,
and (4)⇒(3) follows from Proposition 3.15. The remaining implications follow from Poznansky’s Theorem
5.10.
5.4 Unique tracial state on C∗r(Γ)
We write C∗r(Γ) for the reduced C
∗-algebra of Γ . This is the C∗-algebra generated by {λΓ (γ) : γ ∈ Γ } in
B(ℓ2(Γ)), where λΓ denotes the left regular representation of Γ . Let 1e ∈ ℓ2(Γ) denote the indicator function
of {e}. We obtain a tracial state τΓ , called the canonical trace on C∗r(Γ), given by τΓ (a) = 〈a(1e), 1e〉.
Let ρ be a probability measure on SubΓ and define the function ϕρ ∈ ℓ∞(Γ) by
ϕρ(γ) = ρ({H : γ ∈ H}).
It is shown in [IKT09] (see also Theorem A.16) and [Ve11] that ϕρ is a positive definite function on Γ . It
will be useful here to identify ϕρ as the diagonal matrix coefficient of a specific unitary representation of Γ
described below.
Consider the field of Hilbert spaces {ℓ2(Γ/H) : H ∈ SubΓ }. For γ ∈ Γ denote by xγ ∈
∏
H ℓ
2(Γ/H)
the vector field xγH = 1γH where 1γH ∈ ℓ
2(Γ/H) is the indicator function of the singleton set {γH} ⊆ Γ/H.
Then {xγ}γ∈Γ determines a fundamental family of measurable vector fields and we let Hρ =
∫⊕
H ℓ
2(Γ/H)dρ
denote the corresponding Hilbert space consisting of all square integrable measurable vector fields. The
inner product on Hρ is given by 〈x,y〉 =
∫
H
〈xH,yH〉ℓ2(Γ/H) dρ. Define the unitary representation λρ of Γ
on Hρ by
λρ =
∫⊕
H
λΓ/H dρ,
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i.e., λρ(γ)(x)H = λΓ/H(γ)(xH), where λΓ/H denotes the quasi-regular representation of Γ on ℓ2(Γ/H). We
then have
〈λρ(γ)(x
e), xe〉 =
∫
H
〈λρ(γ)(x
e)H, x
e
H〉ℓ2(Γ/H) dρ
=
∫
H
〈λΓ/H(γ)(1H), 1H〉ℓ2(Γ/H) dρ = ρ({H : γ ∈ H}) = ϕρ(γ).
We have shown the following.
Proposition 5.12. (Hρ, λρ, x
e) is the GNS triple associated with the positive definite function ϕρ on
Γ .
It is clear that if ρ is conjugation invariant (i.e., if ρ is an invariant random subgroup) then ϕρ will be
constant on each conjugacy class of Γ .
Lemma 5.13. If H is an amenable subgroup of Γ then λΓ/H is weakly contained in λΓ . Thus, for all
f ∈ ℓ1(Γ) we have ||λΓ/H(f)|| 6 ||λΓ (f)||.
Proof. H being amenable implies that the trivial one dimensional representation 1H of H is weakly contained
in the left regular representation λH of H ([BHV08, Theorem G.3.2]). Thus by [BHV08, Theorem F.3.5]
we have λΓ/H ∼= Ind
Γ
H(1H) ≺ Ind
Γ
H(λH)
∼= λΓ . The second statement follows immediately from [BHV08,
F.4.4].
Theorem 5.14. If ρ is any measure on SubΓ concentrating on the amenable subgroups then λρ is
weakly contained in the left regular representation λΓ of Γ .
Therefore, if θ is an amenable invariant random subgroup of Γ then ϕθ extends to a tracial state
on C∗r(Γ) which is distinct from the canonical trace τΓ whenever θ is non-trivial.
Proof. By [BHV08, F.4.4] to show that λρ ≺ λΓ it suffices to show that ||λρ(f)|| 6 ||λΓ (f)|| for all f ∈ ℓ1(Γ).
Using that ρ concentrates on the amenable subgroups and Lemma 5.13 we have for f ∈ ℓ1(Γ) and x,y ∈ Hρ
|〈λρ(f)x,y〉| =
∣∣
∫
H
〈λΓ/H(f)(xH),yH〉ℓ2(Γ/H) dρ
∣∣
6
∫
H
||λΓ/H(f)|| ||xH|| ||yH||dρ
6 ||λΓ (f)||
∫
H
||xH|| ||yH||dρ
6 ||λΓ (f)|| ||x|| ||y||
from which we conclude that ||λρ(f)|| 6 ||λΓ (f)||.
Suppose now θ is an amenable invariant random subgroup of Γ . Since λθ is weakly contained in λΓ , λθ
extends to a representation of C∗r(Γ) and ϕθ extends to a state on C
∗
r(Γ) via a 7→ 〈λθ(a)(x
e), xe〉. Since
ϕθ is conjugation invariant this is a tracial state. If θ is non-trivial then there is some γ ∈ Γ \ {e} with
ϕθ(γ) = θ({H : γ ∈ H}) > 0 showing that this is distinct from the canonical trace.
Corollary 5.15. Let Γ be a countable group with the unique trace property. Then Γ has no non-trivial
amenable invariant random subgroups. It follows that every non-trivial NA-ergodic action of Γ is free
and Γ is shift-minimal.
Proof. That Γ has no non-trivial amenable invariant random subgroups follow from Theorem 5.14. If a is
a non-trivial NA-ergodic action of Γ then the invariant random subgroup θa is amenable by Theorem 3.13,
and thus θa = δe, i.e., a is free. Since every m.p. action weakly contained in sΓ is NA-ergodic, Γ is also
shift-minimal.
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Remark 5.16. The positive definite function ϕθ associated to an invariant random subgroup θ is also
realized in the Koopman representation κsθ
0
corresponding to the θ-random Bernoulli shift sθ,η of Γ with
a non-atomic base space (Z, η) (see [T-D12a] for the definition of the θ-random Bernoulli shift). Indeed,
take Z = R and take η to be the standard Gaussian measure (with unit variance). Let pγ : R6\Γ → R
be the function pγ(f) = f(Hfγ). Then pγ ∈ L2
0
(ηθ\Γ ) and each pγ is a unit vector. In addition we have
κ
sθ,η
0
(γ)(pe) = pγ and
〈pγ,pe〉 =
∫
H
∫
f∈RH\Γ
f(Hγ)f(H)dηH\Γ dθ(H) =
∫
H
1{H :Hγ=H} dθ = ϕθ(γ) (5.3)
and so (L2
0
(ηθ\Γ ), κ
sθ,η
0
,pe) is a triple realizing ϕθ.
6 Cost
6.1 Notation and background
See [Ga00] and [KM05] for background on the theory of cost of equivalence relations and groups. We recall
the basic definitions to establish notation and terminology.
Definition 6.1. Let (X,µ) be a standard non-atomic probability space.
(i) By an L-graphing on (X,µ) we mean a countable collection Φ = {ϕi : Ai → Bi}i∈I of partial Borel
automorphism of X that preserve the measure µ. The cost of the L-graphing Φ is given by
Cµ(Φ) =
∑
i∈I
µ(Ai).
In (ii)-(vi) below Φ denotes an L-graphing on (X,µ).
(ii) We denote by GΦ the graph on X associated to Φ, i.e., for x,y ∈ X, (x,y) ∈ GΦ if and only if x 6= y and
ϕ±1(x) = y for some ϕ ∈ Φ. We let dΦ : X × X→ N ∪ {∞} denote the graph distance corresponding
to GΦ, i.e., for x,y ∈ X,
dΦ(x,y) = inf{m ∈ N : ∃ϕ0, . . . ,ϕm−1 ∈ Φ
∗ (ϕ±1m−1 ◦ · · · ◦ϕ
±1
1
◦ϕ±1
0
(x) = y)}
where Φ∗ = Φ ∪ {idX} and idX : X→ X is the identity map.
(iii) We let EΦ denote the equivalence relation on X generated by Φ, i.e., xEΦy ⇔ dΦ(x,y) < ∞. Then
EΦ is a countable Borel equivalence relation that preserves the measure µ.
(iv) Let E be a measure preserving countable Borel equivalence relation on (X,µ). We say that Φ is an
L-graphing of E if there is a conull set X
0
⊆ X such that EΦ ↾ X0 = E ↾ X0. This is equivalent to the
condition that [x]EΦ = [x]E for µ-almost every x ∈ X. The cost of E is defined as
Cµ(E) = inf{Cµ(Ψ) : Ψ is an L-graphing of E}.
(v) Let a = Γ ya (X,µ) be a measure preserving action of Γ . Let Q be a subset of Γ and let A : Q →
MALGµ be a function assigning to each δ ∈ Q a measurable subset Aδ of X. Then a and A define an
L-graphing Φa,A = {ϕa,Aδ : δ ∈ Q}, where ϕ
a,A
δ = δ
a ↾ Aδ, i.e., dom(ϕ
a,A
δ ) = Aδ and ϕ
a,A
δ (x) = δ
ax
for each x ∈ Aδ. It is clear that EΦa,A ⊆ Ea and
Cµ(Φ
a,A) =
∑
δ∈Q
µ(Aδ)
so that Cµ(Φa,A) only depends on the assignment A and not on the action a.
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(vi) As a converse to (v), whenever EΦ ⊆ Ea we may find a function A = Aa,Φ : Γ → MALGµ such that
GΦa,A = GΦ and Cµ(Φa,A) 6 Cµ(Φ). Indeed, for each ϕ ∈ Φ there exists a measurable partition
X =
⊔
δ∈Γ A
a,ϕ
δ such that ϕ ↾ A
a,ϕ
δ = δ
a ↾ A
a,ϕ
δ . Then taking Aδ =
⋃
ϕ∈ΦA
a,ϕ
δ works.
For a measure preserving action a = Γ ya (X,µ) of Γ denote by Ea the orbit equivalence relation
generated by a. The cost of a is defined by C(a) = Cµ(Ea). Denote by C(Γ) the cost of the group Γ , i.e.,
C(Γ) is the infinimum of costs of free m.p. actions of Γ .
By “subequivalence relation” we will always mean “Borel subequivalence relation.”
6.2 Cost and weak containment in infinitely generated groups
Lemma 6.2 together with Theorem 6.4 provide a generalization of [Ke10, Theorem 10.13]. The purpose of
Lemma 6.2 is to isolate versions of a few key observations from Kechris’s proof.
Lemma 6.2. Let F ⊆ Γ be finite and let r ∈ R ∪ {∞}. Then the following are equivalent for a measure
preserving action a = Γ ya (X,µ) of Γ :
1. There exists a sub-equivalence relation E of Ea such that Ea↾〈F〉 ⊆ E ⊆ Ea and Cµ(E) < r.
2. There exists a finite Q ⊆ Γ containing F and a sub-equivalence relation E of Ea such that
Ea↾〈F〉 ⊆ E ⊆ Ea↾〈Q〉 and Cµ(E) < r.
3. There exists a finite Q ⊆ Γ containing F, an assignment A : Q→ MALGµ, and a natural number
M ∈ N such that
Cµ(Φ
a,A) +
∑
γ∈F
µ({x : dΦa,A(x,γ
ax) > M}) < r.
Proof of Lemma 6.2. We begin with the implication (3)⇒(2). If such an A : Q → MALGµ and M ∈ N
exist then define B : Q→ Γ by taking B ↾ Q \ F = A ↾ Q \ F and for γ ∈ F taking
Bγ = Aγ ∪ {x : dΦa,A(x,γ
ax) > M}.
Let E = EΦa,B . Then Cµ(E) 6 Cµ(Φa,B) < r and EΦa,B ⊆ Ea↾〈Q〉. In addition we have Ea↾〈F〉 ⊆ EΦa,B
since for each γ ∈ F and x ∈ X, either dΦa,A↾Q (x,γax) 6 M so that (x,γax) ∈ EΦa,A ⊆ EΦa,B , or
dΦa,A↾Q (x,γ
ax) > M, in which case x ∈ dom(ϕa,Bγ ) and so (x,γax) ∈ EΦa,B .
(2)⇒(1) is obvious, and it remains to show (1)⇒(3). Let E be as in (1) and let Φ be an L-graphing of E
with Cµ(Φ) = s < r. Since E ⊆ Ea we may by 6.1.(vi) assume without loss of generality that Φ = Φa,B for
some B : Γ → MALGµ, γ 7→ Bγ. Let ǫ > 0 be such that s + ǫ < r.
We have Ea↾〈F〉 ⊆ E = EΦa,B so, as F is finite, if we take a large enough finite set Q ⊆ Γ containing F, we
can ensure that ∑
γ∈F
µ({x : dΦa,B↾Q(x,γ
ax) =∞}) < ǫ.
So if we take M ∈ N large enough then
∑
γ∈F
µ({x : dΦa,B↾Q(x,γ
ax) >M}) < ǫ.
It follows that A = B ↾ Q and M satisfy the desired properties. [Lemma 6.2]
Definition 6.3. For each finite F ⊆ Γ and r ∈ R∪{∞} let AF,r = AF,r(Γ ,X,µ) denote the set of a ∈ A(Γ ,X,µ)
that satisfy any – and therefore all – of the equivalent properties (1)-(3) of Lemma 6.2.
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It is clear that the set AF,r(Γ ,X,µ) is an isomorphism-invariant (and in fact, orbit-equivalence-invariant)
subset of A(Γ ,X,µ). In what follows, we let FR(Γ ,X,µ) denote the subset of A(Γ ,X,µ) consisting of all free
actions.
Theorem 6.4. Let Γ be an infinite countable group. For each finite F ⊆ Γ and r ∈ R ∪ {∞} the set
AF,r(Γ ,X,µ) ∩ FR(Γ ,X,µ) is contained in the interior of AF,r(Γ ,X,µ). In particular, AF,r(Γ ,X,µ) ∩
FR(Γ ,X,µ) is open in FR(Γ ,X,µ).
Proof. Let a ∈ AF,r be free and let Q ⊆ Γ , A : Q → MALGµ and M ∈ N be given by Lemma 6.2.(3). For
each γ ∈ F let saγ = µ({x : dΦa,A(x,γ
ax) > M}). Let s = Cµ(Φa,A) +
∑
γ∈F s
a
γ. By hypothesis we have
s < r. Let ǫ > 0 be small enough so that s + |F|ǫ < r. Since the number Cµ(Φa,A) =
∑
δ∈Q µ(Aδ) is
independent of a, if we can show for each γ ∈ F that the set
{b ∈ A(Γ ,X,µ) : µ({x : dΦb,A(x,γ
bx) > M}) < saγ + ǫ} (6.1)
contains an open neighborhood of a, then the intersection of these sets as γ ranges over F will by Lemma
6.2 be a subset of AF,r containing an open neighborhood of a and we will be done.
Fix then γ ∈ F, let Q∗ = Q ∪ {e} and let Σ be the collection
Σ = {((δM−1, . . . , δ0), (ǫM−1, . . . , ǫ0)) : δj ∈ Q
∗ and ǫj ∈ {−1, 1} for j = 0, . . . ,M− 1}.
For each b ∈ A(Γ ,X,µ) and σ ∈ Σ, writing σ as
σ = ((δM−1, . . . , δ0), (ǫM−1, . . . , ǫ0)) (6.2)
(where δj ∈ Q∗ and ǫj ∈ {−1, 1} for j = 0, . . . ,M− 1), we define
ϕbσ := (ϕ
b,A
δM−1
)ǫM−1 ◦ · · · ◦ (ϕb,Aδ
0
)ǫ0 .
Let Σ(γ) denote the set of all σ ∈ Σ with the property that δǫM−1M−1 · · · δ
ǫ
0
0
= γ. Observe that for σ ∈ Σ(γ)
and b ∈ A(Γ ,X,µ), if x ∈ dom(ϕbσ) then ϕ
b
σ(x) = γ
bx and so d(x,γbx) 6M. It follows that
{x : dΦb,A(x,γ
bx) > M} ⊆
⋂
σ∈Σ(γ)
X \ dom(ϕbσ). (6.3)
If we assume further that b is (essentially) free then, ignoring a null set, the set containment (6.3) becomes an
equality. Indeed, restricting to a co-null set X
0
on which b is free we have, for x ∈ X
0
, if dΦb,A(x,γbx) 6M
then there exists some σ ∈ Σ such that x ∈ dom(ϕbσ) and ϕ
b
σ(x) = γ
bx. Writing σ as in (6.2), this means
that (δǫM−1M−1 · · · δ
ǫ
0
0
)bx = γbx. Since b is free on X
0
this implies δǫM−1M−1 · · · δ
ǫ
0
0
= γ and therefore σ ∈ Σ(γ).
Now, for each σ ∈ Σ and b ∈ A(Γ ,X,µ) we see from the definition of ϕbσ that the set dom(ϕ
b
σ) is an
element of the Boolean algebra Ab generated by
{αbAδ : δ ∈ Q and α ∈ (Q∗ ∪Q−1)M}
where (Q∗ ∪Q−1)M = {δM−1 · · · δ1δ0 : δj ∈ Q∗ ∪Q−1 for j = 0, . . . ,M− 1}. The algebra Ab is finite since
Q is finite. The Boolean operations are continuous on MALGµ, so if η > 0 is small enough (depending on
ǫ, Q, and A) then every b in the open neighborhood Uη of a given by
Uη = {b ∈ A(Γ ,X,µ) : ∀α ∈ (Q
∗ ∪Q−1)M ∀δ ∈ Q (µ(αbAδ∆α
aAδ) < η)}
satisfies
µ
( ⋂
σ∈Σ(γ)
X \ dom(ϕbσ)
)
< µ
( ⋂
σ∈Σ(γ)
X \ dom(ϕaσ)
)
+ ǫ = saγ + ǫ
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where the equality follows from the paragraph following (6.3) since a is free. By (6.3) we then have for such
η and b ∈ Uη that
µ({x : dΦb,A(x,γ
bx) > M}) < saγ + ǫ
which shows that the open neighborhood Uη of a is contained in the set (6.1).
Note that if a ∈ A(Γ ,X,µ) and Cµ(Ea) < r, then E = Ea witnesses that a satisfies property (1) of Lemma
6.2 and therefore a ∈ AF,r(Γ ,X,µ) for all finite F ⊆ Γ . It is immediate that if Γ is generated by a finite set F0
then AF
0
,r(Γ ,X,µ) = {a ∈ A(Γ ,X,µ) : C(a) < r}, so we recover (a slightly stronger formulation of) [Ke10,
Theorem 10.13] in the following Corollary.
Corollary 6.5 (Kechris, [Ke10]). Let Γ be an infinite, finitely generated group. Then the cost function
C : A(Γ ,X,µ)→ R is upper semicontinuous at each a ∈ FR(Γ ,X,µ), i.e.,
lim sup
b→a
C(b) 6 C(a).
For general groups, Theorem 6.4 has several consequences for cost and weak containment. It will be
helpful to introduce the following notation and definitions.
Definition 6.6. Let E
0
,E
1
,E
2
, . . . , and E be m.p. countable Borel equivalence relations on (X,µ). The
sequence (En)n∈N is called an exhaustion of E, denoted (En)n∈N 1 E, if E0 ⊆ E1 ⊆ · · · , and E =
⋃
n En.
The pseudocost of E, denoted PCµ(E), is defined by
PCµ(E) = inf{lim inf
n
Cµ(En) : (En)n∈N 1 E}.
If a = Γ ya (X,µ) is a m.p. action of a countable group Γ then define the pseudocost of a by PC(a) :=
PCµ(Ea). Finally, define the pseudocost of Γ by PC(Γ) := inf{PC(a) : a is a free m.p. action of Γ }.
It is shown in Corollary 6.17 below that the infimum in the definition of PCµ(E) is always attained.
If E is aperiodic then PCµ(E) > 1 by [KM05, 20.1 and 21.3]. We have PCµ(E) 6 Cµ(E) as witnessed by
the constant sequence (En)n∈N given by En = E for all n. In many cases we actually have the equality
PCµ(E) = Cµ(E) as we now show. Recall that a countable Borel equivalence relation E on a standard Borel
space X is called treeable if there exists an acyclic Borel graph T ⊆ X× X whose connected components are
the equivalence classes of E. Such a T is called a treeing of E, and we say that E is treed by T to mean that
T is a treeing of E. A theorem of Gaboriau (Theorem 1 of [Ga00]) states that if µ is an E-invariant measure
on X and if T is a treeing of E then Cµ(E) = Cµ(T) = 1
2
∫
x degT(x)dµ. This will be used implicitly below.
Proposition 6.7. Let E be a m.p. countable Borel equivalence relation on (X,µ) and let (En)n∈N be
an exhaustion of E.
1. Suppose that Cµ(E) <∞. Then Cµ(E) 6 lim infn Cµ(En).
2. Suppose that E is treeable. Then Cµ(E) 6 lim infn Cµ(En).
3. (Gaboriau [Ga00]) Suppose that limn Cµ(En) = 1. Then Cµ(E) = 1.
In terms of pseudocost vs. cost this implies
Corollary 6.8. Let E be a m.p. countable Borel equivalence relation on (X,µ).
1. If Cµ(E) <∞ then PCµ(E) = Cµ(E).
2. If E is treeable then PCµ(E) = Cµ(E).
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3. PCµ(E) = 1 if and only if Cµ(E) = 1.
Proof of Proposition 6.7. (1): Let r = lim infn Cµ(En) and fix ǫ > 0. We may assume that r < ∞.
Let Φ = {ϕi}∞i=0 be an L-graphing of E with Cµ(Φ) =
∑
i>0 µ(dom(ϕi)) < ∞. Let N be so large that∑
i>N µ(dom(ϕi)) < ǫ. If M0 ∈ N is large enough then for any n > M0 we have
∑
i6N µ({x ∈ dom(ϕi) :
(x,ϕi(x)) 6∈ En}) < ǫ. Since r = lim infn Cµ(En) we can find some n > M0 with Cµ(En) < r + ǫ. Let Ψ be
an L-graphing of En with Cµ(Ψ) < r+ ǫ. Then
Ψ ⊔ {ϕi}i>N ⊔ {ϕi ↾ {x ∈ dom(ϕi) : (x,ϕi(x)) 6∈ En}}i6N
is an L-graphing of E with cost strictly less than r+ 3ǫ.
(2): Let T be a treeing of E and let Tn = T ∩ En. Then Tn ⊆ Tn+1 and T =
⋃
n Tn so limn Cµ(Tn) =
Cµ(T). Let Rn be the equivalence relation generated by Tn. Then Rn ⊆ En and Rn ∩ T = Tn. We need the
following lemma which is due to Clinton Conley.
Lemma 6.9 (C. Conley). Let F be a countable Borel equivalence relation treed by TF and let R ⊆ F be a
subequivalence relation treed by TR ⊆ TF (so that TR = R ∩ TF). Then any equivalence relation R
′ with
R ⊆ R ′ ⊆ F has a treeing TR ′ with TR ⊆ TR ′.
Proof. Proposition 3.3.(iii) of [JKL02] shows how to obtain a treeing TR ′ of R ′ from the given treeing TF of
F. It is clear from their construction that if an edge of TF connects two R ′-equivalent points, then that edge
remains in TR ′. Hence, every edge in TR remains in TR ′ . [Lemma 6.9]
Apply Lemma 6.9 to F = E, R = Rn, and R ′ = En, along with TF = T and TR = Tn, to obtain a treeing
T ′n of En with Tn ⊆ T
′
n. Then lim infn Cµ(En) = lim infn Cµ(T
′
n) > lim infn Cµ(Tn) = Cµ(T).
(3): Since the En are increasing and limn Cµ(En) = 1 we have |[x]En | → ∞ almost surely (see [KM05,
22.1]), and so E is aperiodic. It follows that PCµ(E) = 1, so by Corollary 6.17 there is an exhaustion (E ′n)n∈N
of E with Cµ(E ′n) → 1 such that E
′
n is aperiodic for all n. It follows from [KM05, Proposition 23.5] that
Cµ(E) = 1.
Remark 6.10. One may also deduce (2) of Proposition 6.7 by using the equality Cµ(E) − 1 = β1(E) −β0(E)
for treeable E [Ga02, Corollary 3.23] along with [Ga02, Corollary 5.13].
Corollary 6.11. If E is a m.p. treeable equivalence relation on (X,µ) of infinite cost then any increasing
sequence E
0
⊆ E
1
⊆ · · · , with E =
⋃
n En satisfies Cµ(En)→∞.
Proof. Immediate from (2) of Proposition 6.7.
Remark 6.12. Corollary 6.11 may be seen as a generalization of a theorem of Takahasi.
Corollary 6.13 (Takahasi [Ta50]). Suppose H
0
⊆ H
1
⊆ · · · is an ascending chain of subgroups of a free
group F, and assume that the Hn have rank uniformly bounded by some natural number r <∞. Then
all Hn coincide for n sufficiently large.
Proof. Suppose that infinitely many Hn are distinct. Then H =
⋃
nHn has infinite rank, so Corollary
6.11 implies that for any free m.p. action H ya (X,µ) we have Cµ(Ea↾Hn) → ∞, contradicting that
supn Cµ(Ea↾Hn) 6 supn rank(Hn) 6 r.
We will use another characterization of pseudocost in order to show that it respects weak containment.
In what follows, a sequence (Qn)n∈N of subsets of a countable group Γ is called an exhaustion of Γ if
Q
0
⊆ Q
1
⊆ · · · and
⋃
nQn = Γ . A sequence (Qn)n∈N is called a finite exhaustion of Γ if (Qn)n∈N is an
exhaustion of Γ and Qn is finite for all n ∈ N.
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Lemma 6.14. Let E be a m.p. countable Borel equivalence relation on (X,µ) and let r ∈ R∪ {∞}. Then
the following are equivalent:
(1) There exists an exhaustion (En)n∈N of E with lim supn Cµ(En) 6 r.
(2) For any countable group Γ and any m.p. action b = Γ yb (X,µ) with E = Eb, and any sequence
(Fn)n∈N of finite subsets of Γ , there exists a finite exhaustion (Qn)n∈N of Γ along with an ex-
haustion (En)n∈N of E such that Fn ⊆ Qn and Eb↾〈Qn〉 ⊆ En ⊆ Eb↾〈Qn+1〉 for all n ∈ N, and
lim supn Cµ(En) 6 r.
(3) For any countable group Γ , any m.p. action Γ yb (X,µ) with E = Eb, and any sequence (Fn)n∈N
of finite subsets of Γ , there exists an exhaustion (En)n∈N of E satisfying Eb↾〈Fn〉 ⊆ En for all n
and lim supn Cµ(En) 6 r.
(4) For any countable group Γ and any m.p. action b = Γ yb (X,µ) with E = Eb, we have b ∈ AF,r+ǫ
for all finite F ⊆ Γ and all ǫ > 0.
(5) There exists a countable group Γ and a m.p. action b = Γ yb (X,µ) with E = Eb such that
b ∈ AF,r+ǫ for all finite F ⊆ Γ and all ǫ > 0.
(6) There exists a countable group Γ and a m.p. action b = Γ yb (X,µ) with E = Eb, along with an
exhaustion (Qn)n∈N of Γ and a (not necessarily increasing) sequence (En)n∈N of subequivalence
relations of E such that Eb↾〈Qn〉 ⊆ En and lim supn Cµ(En) 6 r.
Remark 6.15. It is clear that each of the conditions (1), (2), (3), and (6) of Lemma 6.14 are equivalent to
their counterparts in which “ lim sup” is replaced with “ lim inf” or with “ lim.”
Proof of 6.14. (1)⇒(4): Assume that (En)n∈N is a sequence as in (1). Let Γ and b = Γ yb (X,µ) with
E = Eb be given. Fix a finite F ⊆ Γ and ǫ > 0. Let n ∈ N be large enough so that Cµ(En) < r + ǫ/2
and
∑
γ∈F µ({x : γ
bx 6∈ [x]En}) < ǫ/2. Let Φ =
{
γb ↾ {x : γbx 6∈ [x]En}
}
γ∈F
. Then R := En ∨ EΦ is a
subequivalence relation of E containing Eb↾〈F〉 with Cµ(R) 6 Cµ(En)+Cµ(Φ) < r+ǫ/2+ǫ/2 = r+ǫ. Then
R witnesses that b ∈ AF,r+ǫ(Γ ,X,µ). This shows that (4) holds.
(4)⇒(2): Assume (4) holds. Let Γ and b = Γ yb (X,µ) with E = Eb be given along with a sequence
(Fn)n∈N of finite subsets of Γ . We may assume without loss of generality that (Fn)n∈N is a finite exhaustion
of Γ . Fix some sequence of real numbers ǫn > 0 with ǫn → 0. We proceed by induction to construct
sequences (Qn)n∈N and (En)n∈N as in (2). Define Q0 = F0. Suppose for induction that we have constructed
finite subsets Q
0
⊆ Q
1
⊆ · · ·Qk of Γ and equivalence relations E0, . . . ,Ek−1 with Fi ⊆ Qi for all i 6 k and
Eb↾〈Qi〉 ⊆ Ei ⊆ Eb↾〈Qi+1〉 for all i < k. By (4) we have b ∈ AQk∪Fk+1,r+ǫk , so by Lemma 6.2 there exists a
finite Qk+1 ⊆ Γ containingQk∪Fk+1 and a subequivalence relation Ek of Eb with Eb↾〈Qk〉 ⊆ Ek ⊆ Eb↾〈Qk+1〉
and Cµ(Ek) < r + ǫk. Then Qk+1 and Ek extend the induction to the next stage. We obtain from this
inductive procedure sequences (Qn) and (En) which satisfy (2) by construction.
(2)⇒(3) is clear. (3)⇒(6) holds since there always exists some countable group Γ and some m.p. action
b = Γ yb (X,µ) with E = Eb (see [FM77]). (6)⇒(5) is routine. Finally, the proof of (4) ⇒ (2) shows that
(5)⇒ (1).
Remark 6.16. If the the equivalence relation E in Lemma 6.14 is aperiodic then condition (1) implies the
stronger statement (1∗) in which the equivalence relations En are additionally required to be aperiodic.
Indeed, assume that E is aperiodic and that (1) holds. Then (3) holds as well. By [Ke10, 3.5] there is an
aperiodic T ∈ [E]. Take any countable subgroup Γ 6 [E] that generates E and with T ∈ Γ . Then Γ naturally
acts on (X,µ) as a subgroup of [E]. Take some finite exhaustion {Fn}n∈N of Γ with T ∈ F0. Now apply (3) of
Lemma 6.14 to this sequence {Fn}n∈N to obtain the desired aperiodic sequence satisfying (1∗).
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Similarly, if E is aperiodic then (3), and (6) of Lemma 6.14 are each equivalent to their counterparts (3∗),
and (6∗), in which the equivalence relations En are each required to be aperiodic.
Corollary 6.17. Let E be a m.p. countable Borel equivalence relation on (X,µ). There exists an
exhaustion (En)n∈N 1 E with limn Cµ(En) = PCµ(E). In other words, the infimum in the definition of
pseudocost is always attained. In addition, if E is aperiodic then such an exhaustion (En)n∈N exists
with En aperiodic for all n.
Proof. Let s = PCµ(E). By definition of PCµ(E), for any δ > 0 there exists a sequence (Eδn)n∈N 1 E with
lim supn Cµ(E
δ
n) < s + δ/2. By [FM77] there is a countable group Γ and some action b = Γ y
b (X,µ) of
Γ such that E = Eb. Now, E satisfies (1) of Lemma 6.14 with respect to the parameter r = s + δ/2, so
by (1)⇒(4) of Lemma 6.14 we have b ∈ AF,s+δ/2+ǫ for all finite F ⊆ Γ and ǫ > 0. Taking ǫ = δ/2 shows
that b ∈ AF,r+δ for all finite F ⊆ Γ . Since δ > 0 was arbitrary this shows that b satisfies (5) of Lemma
6.14 with respect to the parameter s, so by (5)⇒(1) Lemma 6.14 there exists a sequence (En)n∈N 1 E with
lim supn Cµ(En) 6 s. Since s = PCµ(E) 6 lim infn Cµ(En) this shows that in fact limn Cµ(En) = PCµ(E).
By remark 6.16 if E is aperiodic then we can choose such a sequence (En)n∈N with En aperiodic for all n.
Corollary 6.18. Let E be an aperiodic m.p. countable Borel equivalence relation on (X,µ). Assume
that E is ergodic. Then for any exhaustion (Rn)n∈N of E satisfying Cµ(Rn) < ∞ for all n ∈ N, there
exists an exhaustion (En)n∈N of E with Rn ⊆ En for all n ∈ N and limn Cµ(En) = PCµ(E).
Proof. Let (Rn)n∈N be an exhaustion of E with Cµ(Rn) < ∞ for all n. Since E is ergodic we many
apply [KM05, Lemma 27.7] to obtain, for each n ∈ N, a finitely generated group Γn and a m.p. action
bn = Γn y
bn (X,µ) with Rn = Rbn . There is a unique action b = Γ y
a (X,µ) of the free product
Γ = ∗n∈N Γn satisfying b ↾ Γn = bn for all n ∈ N. For each n ∈ N let Fn be a finite generating set for
Γn. By Corollary 6.17 there exists an exhaustion (E ′n)n∈N of E with limn Cµ(E
′
n) = r where r = PCµ(E).
This shows that E satisfies (1) of Lemma 6.14, so, by applying (3) of Lemma 6.14 to the action b and the
sequence (Fn)n∈N, we obtain an exhaustion (En)n∈N of E with Rn = Eb↾Γn ⊆ En and lim supn Cµ(En) 6 r.
Since r = PCµ(E) it follows that limn Cµ(En) = PCµ(E).
Corollary 6.19. Let a = Γ ya (X,µ) be a m.p. action of Γ . Then PC(a) 6 r if and only if a ∈ AF,r+ǫ
for every finite F ⊆ Γ and ǫ > 0.
Proof. This follows from the equivalence (1)⇔(4) from Lemma 6.14.
Corollary 6.20. Let a = Γ ya (X,µ) and b = Γ yb (Y,ν) be measure preserving actions of a countable
group Γ . Assume that a is free. If a ≺ b then PC(b) 6 PC(a).
Proof. Let r = PC(a). Fix F ⊆ Γ finite and ǫ > 0. Since PC(a) = r we have a ∈ AF,r+ǫ(Γ ,X,µ) by Corollary
6.19. Since a is free, Theorem 6.4 implies that a is contained in the interior of AF,r+ǫ(Γ ,X,µ), so by [Ke10,
Proposition 10.1] there exists some c ∈ AF,r+ǫ(Γ ,X,µ) which is isomorphic to b. Hence b ∈ AF,r+ǫ(Γ , Y,ν)
and therefore PC(b) 6 r by Corollary 6.19.
Corollary 6.21. Let a = Γ ya (X,µ) and b = Γ yb (Y,ν) be measure preserving actions of a countably
infinite group Γ . Assume that a is free and is weakly contained in b. Then there exists an exhaustion
(En)n∈N of E with limn Cµ(En) 6 C(a) and En aperiodic for all n ∈ N.
Proof. Corollary 6.20 tells us that PC(b) 6 PC(a), so by 6.17 we can find an exhaustion (En)n∈N of E, with
limn Cµ(En) 6 PC(a) and En aperiodic for all n ∈ N. Since PC(a) 6 C(a) we are done.
Corollary 6.22. Let a and b be m.p. actions of a countably infinite group Γ . Assume that a is free
and a ≺ b.
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1. If C(b) <∞ then C(b) 6 C(a).
2. If Eb is treeable then C(b) 6 C(a).
3. If C(a) = 1 then C(b) = 1.
Proof. (1) and (2): Suppose C(b) <∞ or Eb is treeable. Then by Corollary 6.8 and Corollary 6.20 we have
C(b) = PC(b) 6 PC(a) 6 C(a).
Similarly, if C(a) = 1 then by Corollary 6.20 we have PC(b) 6 PC(a) 6 C(a) = 1, so PC(b) = 1 and
thus C(b) = 1 by Corollary 6.8.
Definition 6.23. A group Γ is said to have fixed price 1 if C(a) = 1 for every free measure preserving
action a of Γ .
In [AW11], Abért and Weiss combine their theorem on free actions (stated above in Theorem 3.1) with
[Ke10, Theorem 10.13] to characterize finitely generated groups Γ with fixed price 1 in terms of the Bernoulli
shift sΓ . We can now remove the hypothesis that Γ is finitely generated.
Corollary 6.24. Let Γ be a countable group. Then the following are equivalent:
(1) Γ has fixed price 1
(2) C(sΓ ) = 1
(3) C(a) = 1 for some m.p. action a weakly equivalent to sΓ .
(4) PC(a) = 1 for some m.p. action a weakly equivalent to sΓ .
(5) Γ is infinite and C(a) 6 1 for some non-trivial m.p. action a weakly contained in sΓ .
Proof. (1)⇒(2) holds since sΓ is free. (2)⇒(3) is clear. (3)⇔ (4) follows from Corollary 6.8. Suppose that
(3) holds and we will prove (1). Let a be weakly equivalent to sΓ with C(a) = 1. This implies a is free.
If b is another free measure preserving action of Γ then a ≺ b by Theorem 3.1, so Corollary 6.22 shows
that C(b) = 1. Thus Γ has fixed price 1. This shows that properties (1), (2), and (3) are equivalent. The
implication (3)⇒(5) is clear.
The proof of the remaining implication (5)⇒(3) uses Lemma 6.34, proved in §6.5 below. Assume that
(5) holds. Let a = Γ ya (X,µ) be a non-trivial action weakly contained in sΓ with C(a) 6 1. Let θ = θa. If
Γ is amenable then (1) holds, so we may assume that Γ is non-amenable. Then sΓ is strongly ergodic, hence
both a and θ are weakly mixing. It follows that θ is either a point mass at some finite normal subgroup N
of Γ , or θ concentrates on the infinite subgroups of Γ .
Case 1: θ is a point mass at some finite normal subgroup N 6 Γ . Then C(a) = 1 since Ea is aperiodic.
By [CKT-D12, Proposition 4.7] there is some b = Γ yb (Y,ν) weakly equivalent to sΓ such that a is a factor
of b, say via the factor map π : Y → X. Let Y
0
be a Borel transversal for the orbits of N yb (Y,ν) and let
σ : Y → Y
0
be the corresponding selector. Let ν
0
denote the normalized restriction of ν to Y
0
and let b
0
be the action of Γ on (Y
0
,ν
0
) given by γb0y = σ(γby). Then π factors b
0
onto a. Since θa = θb
0
= δN,
the actions a and b
0
descend to free actions ~a and ~b
0
respectively of Γ/N, and π factors ~b
0
onto ~a. Then
C(~a) = C(a) = 1, so C(b˜0) = 1 by Corollary 6.22. Since Eb
0
= Eb ↾ Y0 we have Cν
0
(Eb ↾ Y0) = 1, so
C(b) = Cν(Eb) = 1 by [KM05, Theorem 25.1] ([KM05, Theorem 21.1] also works). This shows that (3)
holds.
Case 2: θ is infinite. We have a ≺ sΓ , so a is NA-ergodic and therefore θ is amenable by Theorem 3.13.
Then C(θa × sΓ ) = 1 by Lemma 6.34, and θa × sΓ is weakly equivalent to sΓ , so (3) holds.
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Note 6.25. Similar to [Ke10, Corollary 10.14], one may strengthen Corollaries 6.20, 6.21, and 6.22 by
replacing the hypothesis a ≺ b their statements with the weaker hypothesis that
a ∈ {c ∈ A(Γ ,X,µ) : Ec is orbit equivalent to Eb} (6.4)
where (X,µ) is the underlying space of a. The proofs remain the same. Note that (6.4) is actually slightly
weaker than the hypothesis a  b from [Ke10, Corollary 10.14], since the action c from (6.4) ranges over
all of A(Γ ,X,µ) and not just FR(Γ ,X,µ). Specializing to the case where Γ is finitely generated, we recover
a somewhat strengthened version of the first statement of [Ke10, Corollary 10.14].
6.3 The cost of a generic action
The results of the previous section have consequences for generic properties (with respect to the weak
topology) in FR(Γ ,X,µ) related to cost. We begin by proving analogues of Corollaries 6.17 and 6.8 for
groups. Recall that a countable group Γ is called treeable if it admits a free measure preserving action a
such that Ea is treeable.
Proposition 6.26. Let Γ be a countably infinite group.
(1) Suppose that C(Γ) <∞. Then for any free m.p. action b = Γ yb (X,µ) of Γ , and any exhaustion
(En)n∈N of Eb, we have lim infn→∞ Cµ(En) > C(Γ). Hence PC(Γ) = C(Γ).
(2) Suppose that Γ is treable. Then PC(Γ) = C(Γ).
(3) PC(Γ) = 1 if and only if C(Γ) = 1.
(4) PC(Γ) is attained by some free m.p. action of Γ . In fact, if a ∈ FR(Γ ,X,µ) has dense conjugacy
class in (FR(Γ ,X,µ),w) then PC(a) = PC(Γ).
Proof. (1): Let b be a free m.p. action of Γ . It suffices to show that PC(b) > C(Γ). Let a be a free m.p.
action of Γ with C(a) = C(Γ) <∞ and let c = a× b. Then by the remark at the bottom of p. 78 in [Ke10]
we have C(c) 6 C(a) = C(Γ), hence C(c) = C(Γ) < ∞. Since C(c) < ∞ we have PC(c) = C(c) by (1) of
Corollary 6.8. In addition, b ≺ c and b is free, so Corollary 6.20 implies PC(b) > PC(c) = C(c) = C(Γ).
(2): Let b be a free m.p. action of Γ . Once again it suffices to show PC(b) > C(Γ). Let a be a free
m.p. action of Γ with Ea treeable and let c = a × b. By [KM05, Proposition 30.5] Ec is treeable and
C(c) = C(a) = C(Γ). Then (2) of Corollary 6.8 implies that PC(c) = C(c), so, as b ≺ c, Corollary 6.20
implies that PC(b) > PC(c) = C(c) = C(Γ).
(3): This is immediate from (3) of Corollary 6.8.
(4): If a ∈ FR(Γ ,X,µ) has dense conjugacy class this means that b ≺ a for every m.p. action b of Γ
[Ke10, Proposition 10.1] (also note that such an a exists by [Ke10, Theorem 10.7]). Corollary 6.20 then
shows that PC(a) 6 inf{PC(b) : b ∈ FR(Γ ,X,µ)} = PC(Γ), hence PC(a) = PC(Γ).
By [Ke10, Proposition 10.10] the cost function a 7→ C(a) is constant on a dense Gδ subset of FR(Γ ,X,µ).
Let Cgen(Γ) ∈ [0,∞] denote this constant value. Similarly, the pseudocost function a 7→ PC(a) is constant
on a dense Gδ subset of FR(Γ ,X,µ). Denote this constant value by PCgen(Γ). Problem 10.11 of [Ke10] asks
whether Cgen(Γ) = C(Γ) holds for every countably infinite group Γ , and [Ke10, Corollary 10.14] shows that
the equality holds whenever Γ is finitely generated.
Corollary 6.27. Let Γ be a countably infinite group. Then
1. The set MINPCOST(Γ ,X,µ) = {a ∈ FR(Γ ,X,µ) : PC(a) = PC(Γ)} is dense Gδ in A(Γ ,X,µ). In
particular, PCgen(Γ) = PC(Γ).
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2. Either Cgen(Γ) = C(Γ) or Cgen(Γ) =∞.
3. If PC(Γ) = 1 then Cgen(Γ) = C(Γ) = 1.
Proof. (1): Let r = PC(Γ). Corollary 6.19 shows that
MINPCOST(Γ ,X,µ) =
⋂
{AF,r+1/n(Γ ,X,µ) ∩ FR(Γ ,X,µ) : F ⊆ Γ is finite and n ∈ N}.
To show this set is dense Gδ in A(Γ ,X,µ) it therefore suffices to show that AF,r+ǫ(Γ ,X,µ) ∩ FR(Γ ,X,µ) is
dense Gδ for each F ⊆ Γ finite and ǫ > 0. By [Ke10, Theorem 10.8], the set FR(Γ ,X,µ) is dense Gδ in
A(Γ ,X,µ). Theorem 6.4 shows that AF,r+ǫ is relatively open in FR(Γ ,X,µ), so it only remains to show that
it is dense. By Proposition 6.26 we have PC(a) = PC(Γ) whenever a ∈ FR(Γ ,X,µ) has a dense conjugacy
class. Since the set of actions with dense conjugacy class is dense Gδ in FR(Γ ,X,µ) the result follows.
(2): Suppose that Cgen(Γ) = r < ∞. This means the generic a ∈ FR(Γ ,X,µ) has C(a) = r. Since
r <∞ it follows from Corollary 6.8 that C(a) = r⇒ C(a) = PC(a). Thus the generic free action a satisfies
PC(a) = r = C(a) and by part (1) we therefore have C(Γ) > PC(Γ) = PCgen = Cgen(Γ) > C(Γ), which shows
that Cgen(Γ) = C(Γ).
(3) follows from (1) along with Corollary 6.8.
Let MINCOST(Γ ,X,µ) = {a ∈ FR(Γ ,X,µ) : C(a) = C(Γ)}.
Corollary 6.28. Let Γ be a countably infinite group. Then the set
D =
{
b ∈ FR(Γ ,X,µ) : ∃aperiodic subequivalence relations
E
0
⊆ E
1
⊆ E
2
⊆ · · · of Eb, with Eb =
⋃
n
En and lim
n
Cµ(En) = C(Γ)
}
is dense Gδ in A(Γ ,X,µ). Additionally, if C(Γ) <∞ then we have the equality of sets
MINCOST(Γ ,X,µ) = D ∩ {b ∈ FR(Γ ,X,µ) : C(b) <∞}. (6.5)
In particular, if all free actions of Γ have finite cost then MINCOST(Γ ,X,µ) = D is dense Gδ.
Proof. We begin by showing D is dense Gδ. By [Ke10, Theorem 10.8], FR(Γ ,X,µ) is dense Gδ in A(Γ ,X,µ).
If C(Γ) =∞ then D = FR(Γ ,X,µ) and we are done, so we may assume that C(Γ) <∞. Then C(Γ) = PC(Γ)
by Proposition 6.26, so it follows from Corollary 6.17 that D = {a ∈ FR(Γ ,X,µ) : PC(a) = PC(Γ)} =
MINPCOST(Γ ,X,µ), and therefore D is dense Gδ by Corollary 6.27.
For the second statement of the theorem, suppose that C(Γ) < ∞. Then C(Γ) = PC(Γ) by Proposition
6.26. The inclusion from left to right in (6.5) is clear. If b has finite cost and b ∈ D then, PC(b) 6 C(Γ) =
PC(Γ), hence PC(b) = PC(Γ) = C(Γ), i.e., b ∈ MINCOST(Γ ,X,µ).
6.4 Cost and invariant random subgroups
Equip each of the spaces ΓΓ and 2Γ with the pointwise convergence topology.
Lemma 6.29. There exists a continuous assignment SubΓ → ΓΓ , H 7→ σH, with the following proper-
ties:
(i) For each H ∈ SubΓ , σH : Γ → Γ is a selector for the right cosets of H in Γ , i.e., σH(δ) ∈ Hδ for
all δ ∈ Γ , and σH is constant on each right coset of H.
(ii) σH(h) = e whenever h ∈ H.
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(iii) The corresponding assignment of transversals SubΓ → 2Γ , H 7→ TH := σH(Γ), is continuous.
Proof. Fix a bijective enumeration Γ = {γm}m∈N of Γ with γ0 = e, and define σH(γm) = γi where i is
least such that γmγ−1i ∈ H. This is continuous and (i) and (ii) are clearly satisfied, and (iii) follows from
continuity of H 7→ σH, since the map ΓΓ → 2Γ sending f : Γ → Γ to its set of fixed points is continuous.
Define the set
A(SubΓ ,X,µ) := {(H,a) : H ∈ SubΓ , and a ∈ A(H,X,µ)}.
This set has a natural Polish topology in which (Hn,an) → (H,a) if and only if Hn → H and an → a
pointwise. We make this precise by taking ∗ to be some point isolated from Aut(X,µ) and then defining
γb = ∗ whenever H 6 Γ , b ∈ A(H,X,µ), and γ 6∈ H. Then (Hn,an) → (H,a) means that γan → γa for
every γ ∈ Γ .
Lemma 6.30. For any r ∈ R the sets
Sr = {H ∈ SubΓ : C(H) < r}
Ar = {(H,a) ∈ A(SubΓ ,X,µ) : a is free and C(a) < r}
are analytic. In particular, the map H 7→ C(H) is universally measurable.
Proof. It suffices to show that Ar is analytic since Sr is the image of Ar under projection onto SubΓ which
is continuous. We may assume that X = 2N and that µ is the uniform product measure.
Let Γ ys XΓ denote the left shift action given by (γs · f)(δ) = f(γ−1δ) for f ∈ XΓ . Let H 7→ σH
and H 7→ TH ⊆ Γ be a continuous assignment of selectors and transversals given by Lemma 6.29. For
(H,a) ∈ A(SubΓ ,X,µ) define the map ΦH,a : X→ XΓ by ΦH,a(x)(ht) = (h−1)ax for h ∈ H, t ∈ TH, x ∈ X.
Then ΦH,a is injective and equivariant from H ya X to the shift action H ys XΓ and so the measure
µH,a := (ΦH,a)∗µ is Hys XΓ invariant, and the systems Hya (X,µ) and Hys (XΓ ,µH,a) are isomorphic.
Let P denote the space of Borel probability measures on XΓ equipped with the weak∗-topology.
Claim 1. The map A(SubΓ ,X,µ)→ P, (H,a) 7→ µH,a is continuous.
Proof of claim. Suppose that (Hn,an) → (H∞,a∞) in A(SubΓ ,X,µ). Letting µn = µHn,an , it suffices to
check that µn(A) → µ∞(A) whenever A ⊆ XΓ is of the form A = {f ∈ XΓ : ∀γ ∈ F (f(γ) ∈ Aγ)} where
F ⊆ Γ is finite and Aγ ⊆ X is Borel. For γ ∈ F write γ = hγtγ where tγ ∈ TH∞ and hγ ∈ H∞. By
continuity of H 7→ σH and H 7→ TH, for all large enough n, hγ ∈ Hn and tγ ∈ THn for all γ ∈ F. Then
µn(A) = µ(
⋂
γ∈F h
an
γ (Aγ))→ µ(
⋂
γ∈F h
a
γ(Aγ)) = µ∞(A) since an → a. [Claim]
Now let EH denote the orbit equivalence relation on XΓ generated by Hys XΓ . The set
B = {(H,ν) ∈ SubΓ × P : ν is EH-invariant and Hys (XΓ ,ν) is essentially free}
is Borel so by the proof of [KM05, Proposition 18.1] the set D = {(H,ν) ∈ B : Cν(EH) < r} is analytic. We
have (H,a) ∈ Ar if and only if (H,µH,a) ∈ D, which shows that Ar is analytic.
It follows that for any ergodic invariant random subgroup θ of Γ there is an r ∈ R ∪ {∞} such that
C(H) = r for almost all H 6 Γ . The following is an analogue of [BG05, §5] for cost. I would like to thank
Lewis Bowen for a helpful discussion related to this.
Theorem 6.31. Let θ be an invariant random subgroup of Γ and suppose that θ concentrates on the
infinite subgroups of Γ which have infinite index in Γ . If θ({H : C(H) <∞}) 6= 0 then C(Γ) = 1.
Thus, if C(Γ) > 1 then for any ergodic non-atomic m.p. action Γ ya (X,µ), either Γx is finite
almost surely, or C(Γx) =∞ almost surely.
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Proof. To see that the second statement follows from the first observe that an ergodic non-atomic m.p.
action cannot have stabilizers which are finite index. We now prove the first statement. By decomposing
θ into its ergodic components we may assume without loss of generality that θ is ergodic and there is an
r ∈ R such that C(H) < r almost surely.
By Lemma 6.30 the set Ar = {(H,a) ∈ A(SubΓ ,X,µ) : a is free and C(a) < r} is an analytic subset of
A(SubΓ ,X,µ). Since C(H) < r almost surely, we may measurably select for each H ∈ SubΓ a free action
aH ∈ FR(H,X,µ) ⊆ A(H,X,µ) of H such that almost surely C(aH) < r (we are applying [Ke95, 18.1] to the
flip of the graph of the projection function Ar → SubΓ , (H,a) 7→ H). A co-inducing process can now be
used to obtain an action b of Γ from the selection H 7→ aH ∈ A(H,X,µ) as follows.
Let H 7→ σH be as in Lemma 6.29. Let COSΓ ⊆ 2Γ denote the closed subspace of all right cosets of
subgroups of Γ , on which Γ acts continuously by left translation γℓ·Hδ = γHδ. The function ρ : Γ×COSΓ → Γ
defined by
ρ(γ,Hδ) = (σγHγ−1(γδ))
−1γσH(δ)
is a continuous cocycle of this action with values in Γ . It is clear that ρ(γ,Hδ) ∈ δ−1Hδ, so the map
(γ,Hδ) 7→ ρ(γ,Hδ)aδ−1Hδ is a well-defined measurable cocycle with values in Aut(X,µ). We therefore obtain
an action b of Γ on the space W = {(H, f) : H 6 Γ and f : H\Γ → X} given by γb(H, f) = (γHγ−1,γbHf)
where γbHf : γHγ−1\Γ → X is given by
(γbHf)(γHδ) = ρ(γ,Hδ)aδ−1Hδ(f(Hδ)).
This action preserves the measure κ =
∫
H
(δH × µ
H\Γ )dθ(H) since
γb∗κ =
∫
H
(δγHγ−1 × γ
bH
∗ µ
H\Γ )dθ =
∫
H
(
δγHγ−1 ×
∏
γHδ∈γHγ−1\Γ
(ρ(γ,Hδ)aδ−1Hδ)∗µ
)
dθ
=
∫
H
(
δγHγ−1 ×
∏
γHδ∈γHγ−1\Γ
µ
)
dθ =
∫
H
(
δγHγ−1 × µ
γHγ−1\Γ
)
dθ =
∫
H
δH × µ
H\Γdθ = κ.
Lemma 6.32.
1. For each (H, f) ∈ W, and h ∈ H we have (hbHf)(H) = haH(f(H)) and thus the map XH\Γ → X,
f 7→ f(H) factors
bH = Hy
bH (XH\Γ ,µH\Γ )
onto aH.
2. (Analogue of [Io11, Lemma 2.1]) For almost all H 6 Γ and every γ ∈ Γ \ {e} the sets
WHγ = {f ∈ X
H\Γ : γHγ−1 = H and (γbHf)(H) = f(H)}
are µH\Γ -null. In particular, b is essentially free.
Proof. (1) is clear from the definition of bH. For (2), If f ∈ WHγ then ρ(γ,H)
aH(f(Hγ−1)) = f(H) by
definition of bH. So for each H with aH essentially free, if γ ∈ H \ {e} then f ∈ WHγ if and only if
γaH(f(H)) = f(H), so that WHγ is null, while if γ ∈ Γ \ H then W
H
γ ⊆ {f ∈ X
H\Γ : ρ(γ,H)aH(f(Hγ−1)) =
f(H)}, which is null since Hγ−1 6= H and µ is non-atomic. Since almost all aH are essentially free we are
done. [Lemma 6.32]
We now apply a randomized version of an argument due to Gaboriau (see [KM05, Theorem 35.5]). There
is another measure preserving action s = Γ ys (W, κ) of Γ on (W, κ) given by γs(H, f) = (γHγ−1,γsHf)
where (γsHf)(γHδ) = f(Hδ) (this is the random Bernoulli shift determined by θ [T-D12a, §5.3]). The
6 COST 38
projection map W → SubΓ , (H, f) 7→ H factors both b and s onto θ. We let a denote the corresponding
relatively independent joining of b and s over θ, i.e., a is the measure preserving action of Γ on
(Z, η) =
({
(H, f,g) : f,g ∈ XH\Γ
}
,
∫
H
(δH × µ
Γ/H × µΓ/H)dθ
)
given by γa(H, f,g) = (γHγ−1,γbHf,γsHg) where (γsHg)(γHδ) = g(Hδ). This action is free since it factors
onto b.
Let p : Z→W denote the projection map p((H, f,g)) = (H,g). For each (H,g) ∈W the set p−1((H,g))
is a ↾ H-invariant, and we let E(H,g) denote the orbit equivalence relation on p−1((H,g)) generated by a ↾ H,
i.e., (H, f
1
,g)E(H,g)(H, f2,g) if and only if there is some h ∈ H such that hbHf1 = f2. Define the equivalence
relation E on Z by E =
⊔
(H,g)∈W E(H,g), i.e.,
(H
1
, f
1
,g
1
)E(H
2
, f
2
,g
2
)⇔ (H
1
,g
1
) = (H
2
,g
2
) and ∃h ∈ H
1
(hbHf
1
= f
2
).
Recall that if F ⊆ R are countable Borel equivalence relations on a standard Borel space Y, then F is said to
be normal in R if there exists some countable group ∆ of Borel automorphisms of Y which generates R and
satisfies xFy⇒ δ(x)Fδ(y) for all δ ∈ ∆.
Lemma 6.33. E is a normal subequivalence relation of Ea that is almost everywhere aperiodic and
with Cη(E) < r.
Proof of Lemma 6.33. It is clear that E is an equivalence relation and that E is contained in Ea. Also,
E is almost everywhere aperiodic since θ concentrates on the infinite subgroups of Γ by hypothesis. Let
γ ∈ Γ and let (H, f,g), (H, f ′,g) ∈ SubΓ × X be E-related so that hbHf = f ′ for some h ∈ H. To show E
is normal in Ea we must show that γa(H, f,g) and γa(H,hbHf,g) are E related as well, i.e., we must find
some k ∈ γHγ−1 such that (kγ)bHf
1
= γbH(hbHf
1
). The element k = γhγ−1 works.
If we disintegrate η via the E-invariant map p : Z → W, then for each (H,g) 6 Γ , the equivalence
relation E(H,g) on (p−1((H,g)), η(H,g)) is isomorphic to the orbit equivalence relation generated by bH ↾ H on
(XH\Γ ,µH\Γ ). By Lemma 6.32.(1), bH factors onto aH, so for θ-almost everyH we have r 6 Cη(H,g)(E(H,g)) =
C(bH) 6 C(aH) < r by [Ke10, bottom of p. 78]. Then by [KM05, Proposition 18.4] we have
Cη(E) =
∫
H,g
Cη(H,g)(E(H,g))dθ(H) < r. [Lemma 6.33]
Since H is almost surely infinite index, the equivalence relation Es on W generated by s is aperiodic. By
[Ke10] the full group [Es] contains an aperiodic transformation T : W →W. Let B : Γ → MALGκ, γ 7→ Bγ,
be a partition of W such that T ↾ Bγ = γs ↾ Bγ. Then A : Γ → MALGκ given by Aγ = p−1(Bγ) is a
partition of Z, and determines the L-graphing Φa,A = {ϕa,Aγ }γ∈Γ where ϕ
a,A
γ ↾ Aγ = γ
a ↾ Aγ.
Fix ǫ > 0 and find by Lemma 6.33 a graphing {ϕi}i∈N of E ⊆ Z of finite cost
∑
i Cη(ϕi) <∞. Let M be
so large that
∑
i>M Cη(ϕi) < ǫ/2. Let Y0 ⊆ W be a Borel complete section for ET with κ(Y0) < ǫ/(2M),
and let Y = p−1(Y
0
). Then η(Y) = κ(Y
0
) < ǫ/M, and Y is E-invariant so that {ϕi ↾ Y}i∈N is an L-graphing
of E ↾ Y. It follows that
Cη↾Y(E ↾ Y) 6
∑
i∈N
Cη({ϕi ↾ Y}) 6M · η(Y) +
∑
i>M
Cη({ϕi}) < ǫ.
Claim 2. E ⊆ E ↾ Y ∨ EΦa,A .
Proof. Suppose (H, f,g)E(H, f ′,g). Since Y
0
is a complete section for ET there exists γ1, . . . ,γk and
ǫ
1
, . . . , ǫk ∈ {−1, 1} such that (ϕ
s,B
γk )
ǫk ◦ · · · (◦ϕs,Bγ
1
)ǫ1((H,g)) ∈ Y
0
. Let γ = γǫkk · · ·γ
ǫ
1
1
and let (H
0
,g
0
) =
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γs((H,g)) ∈ Y
0
. It follows that
γa(H, f,g) = (γǫkk )
a · · · (γǫ1
1
)a(H, f,g) = (ϕa,Aγk )
ǫk ◦ · · · ◦ (ϕa,Aγ
1
)ǫ1(H, f,g)
γa(H, f ′,g) = (γǫkk )
a · · · (γǫ1
1
)a(H, f ′,g) = (ϕa,Aγk )
ǫk ◦ · · · ◦ (ϕa,Aγ
1
)ǫ1(H, f ′,g).
This shows that (H, f,g)EΦa,Aγa(H, f,g) and γa(H, f ′,g)EΦa,A(H, f ′,g). As γa(H, f,g) = (H0,γbHf,g0) ∈
Y and γa(H, f ′,g) = (H
0
,γbHf ′,g
0
) ∈ Y we will be done if we can show these two points are E-related. Let
h ∈ H be such that hbHf = f ′ and let k = γhγ−1. Then k ∈ γHγ−1 = H
0
and
ka(H
0
,γbHf,g
0
) = (kγ)a(H, f,g) = (γh)a(H, f,g) = γa(H, f ′,g) = (H
0
,γbHf ′,g
0
)
which shows that (H
0
,γbHf,g
0
)E(H
0
,g
0
)(H0,γ
bHf ′,g
0
). [Claim 2]
We have Cη(E ↾ Y∨EΦa,A) 6 1+ǫ. Since we have shown that E ⊆ E ↾ Y∨EΦa,A and that E is an aperiodic
normal subequivalence relation of Ea, it follows from [KM05, 24.10] that Cη(Ea) 6 Cη(E ↾ Y∨EΦa,A) 6 1+ǫ.
As ǫ > 0 was arbitrary it follows that Cη(Ea) = 1 and therefore C(Γ) = 1.
6.5 Fixed price 1 and shift-minimality
The following lemma will be needed for Theorem 6.36.
Lemma 6.34. Let θ be an invariant random subgroup of a countable group Γ that concentrates on the
infinite amenable subgroups of Γ . Let a = Γ ya (X,µ) be a free measure preserving action of Γ and let
θ× a = Γ yc×a (SubΓ × X, θ× µ)
be the product Γ-system. Then Cθ×µ(Ec×a) = 1.
Remark 6.35. The proof shows that the hypothesis that θ is amenable can be weakened to the hypothesis
that θ concentrates on groups of fixed price 1.
Proof. The proof is similar to that of Lemma 6.33. Since Ec×a is aperiodic it suffices to show that
Cθ×µ(Ec×a) 6 1. For each H ∈ SubΓ let Ea↾H denote the orbit equivalence relation on X generated by
a ↾ H = Hya (X,µ). Define the subrelation E ⊆ Ec×a on SubΓ ×X by E = {((H, x), (H,y)) : xEa↾Hy}, i.e.,
(H, x)E(L,y) ⇔ H = L and (∃h ∈ H) (ha · x = y).
Then E is a normal sub-equivalence relation of Ec×a. Since θ concentrates on the infinite subgroups of Γ , E
is aperiodic on a (θ× µ)-conull set. By [KM05, 24.10] and then [KM05, Proposition 18.4] we therefore have
Cθ×µ(Ec×a) 6 Cθ×µ(E) =
∫
H
Cµ(Ea↾H)dθ(H) = 1
where the last equality follows from [KM05, Corollary 31.2] since θ-almost every H is infinite amenable.
Theorem 6.36. Let Γ be a countably infinite group that contains no non-trivial finite normal subgroup.
If Γ is not shift-minimal then Γ has fixed price 1.
Proof. Suppose that Γ is not shift-minimal. By Corollary 3.14 either Γ has a non-trivial normal amenable
subgroup N that is necessarily infinite by our hypothesis on Γ , or there is an infinitely generated amenable
invariant random subgroup θ of Γ that is weakly contained in sΓ . In the first case define θ = δN, so that in
either case θ concentrates on the infinite amenable subgroups of Γ , and θ ≺ sΓ .
Let (X,µ) denote the underlying measure space of sΓ and consider the product Γ -system
θ × sΓ = Γ y
c×s (SubΓ × X, θ× µ).
By Lemma 6.34 we have C(θ × sΓ ) = 1 . The action θ is weakly contained in sΓ , so θ × sΓ is weakly
equivalent to sΓ . This implies that Γ has fixed price 1 by (3)⇒(1) of Corollary 6.24.
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Corollary 6.37. Suppose that Γ does not have fixed price 1. Then the following are equivalence
1. Γ is shift-minimal.
2. Γ contains no non-trivial finite normal subgroups.
3. ARΓ is trivial.
Proof. (3)⇒(2) is obvious. (2)⇒(1) is immediate from Theorem 6.36 by our assumption that Γ does not
have fixed price 1. (1)⇒(3) holds in general with no assumptions on Γ .
Corollary 6.38. Let Γ be any group that does not have fixed price 1. Then ARΓ is finite and Γ/ARΓ
is shift-minimal.
Proof. Any group containing an infinite normal amenable subgroup has fixed price 1 [KM05, Proposition
35.2]. Therefore N = ARΓ is finite. Let a = Γ ya (X,µ) be a free measure preserving action of Γ of cost
Cµ(Ea) > 1. The measure preserving action b of Γ/N on the ergodic components of a ↾ N is free, and
since N is finite we have C(b) > C(a) > 1. Thus, Γ/N does not have fixed price 1, and ARΓ/N = {e} by
Proposition B.1. Corollary 6.37 now shows that Γ/N is shift-minimal.
7 Questions
7.1 General implications
A countable group Γ is called C∗-simple if the reduced C∗-algebra of Γ is simple, i.e., C∗r(Γ) has no non-trivial
closed two-sided ideals. As observed in the introduction, there is a strong parallel between shift-minimality
and C∗-simplicity. The following characterization of C∗-simplicity of a countable group Γ may be found in
[Ha07]. Let λΓ denote the left-regular representation of Γ on ℓ2(Γ).
Proposition 7.1. Let Γ be a countable group. Then Γ is C∗-simple if and only if π ≺ λΓ implies π ∼ λΓ
for all nonzero unitary representations π of Γ .
In this characterization of C∗-simplicity we may actually restrict our attention to irreducible represen-
tations of Γ . That is, Γ is C∗-simple if and only if every irreducible unitary representation π of Γ that is
weakly contained in λΓ is actually weakly equivalent to λΓ . See [BH00]. See also [BHV08, Appendix F] and
[Di77] for more on weak containment of unitary representations.
Characterization (6) of shift-minimality from Proposition 3.2 also has an analogue for C∗-simplicity. Let
H be an infinite dimensional separable Hilbert space and let Irrλ(Γ ,H) denote the Polish space of irreducible
representation of Γ on H that are weakly contained in λΓ (see [Di77]). Let U(H) be the Polish group of all
unitary operators on H. Then Γ is C∗-simple if and only if Γ is ICC and the conjugation action of U(H) on
Irrλ(Γ ,H) is minimal (i.e., every orbit is dense). See [Ke10, Appendix H.(C)].
Consider now the following properties of a countable group Γ :
(UT) Γ has the unique trace property.
(CS) Γ is C∗-simple.
(SM) Γ is shift-minimal.
(UIRS
0
) Γ has no non-trivial amenable invariant random subgroup that is weakly contained in sΓ .
(UIRS) Γ has no non-trivial amenable invariant random subgroups.
(ARe) Γ has no non-trivial amenable normal subgroups, i.e., the amenable radical ARΓ of Γ is trivial.
7 QUESTIONS 41
All of the known implications (besides (SM)⇔(UIRS
0
)) are depicted in Figure 1 in the introduction. It
is known that (UT) and (CS) imply (ARe) ([PS79], see also [BH00, Proposition 3]), though it is an open
question whether there are any other implications among the properties (UT), (CS), and (ARe) in general
[BH00]. The following questions concern some of the remaining implications.
The implication (UT)⇒(SM) was shown in Theorem 5.15. One of the most pressing questions is:
Question 7.2. Does (CS) imply (SM)? That is, are C∗-simple groups shift-minimal?
For a positive answer to Question 7.2 it would suffices by Corollary 3.14 to show that if θ is a non-atomic
self-normalizing amenable IRS of a countable group Γ that is weakly contained in sΓ then the tracial state
on C∗r(Γ) extending ϕθ from the proof of Theorem 5.14 is not faithful.
The implication from (UT) to (UIRS) is quite direct. The converse would mean that a tracial state on
C∗r(Γ) different from τΓ somehow gives rise to a non-trivial amenable invariant random subgroup of Γ . This
is addressed by the following question:
Question 7.3. Does (UIRS) imply (UT)? That is, if Γ does not have any non-trivial amenable invariant
random subgroups then does C∗r(Γ) have a unique tracial state?
We know from Theorem 3.16 that (SM) and (UIRS
0
) are equivalent. The equivalence of (SM) and (UIRS)
is open however (clearly though (UIRS)⇒(UIRS
0
))
Question 7.4. Does (UIRS
0
) imply (UIRS)?
To obtain a positive answer to Question 7.4 it would be enough to show the following: (⋆) Every ergodic
amenable invariant random subgroup of a countable group Γ that is not almost ascendant is weakly contained
in sΓ .
Indeed, assume that (⋆) holds and suppose that Γ does not have (UIRS), i.e., there is an amenable
invariant random subgroup θ of Γ other than δ〈e〉. By moving to an ergodic component of θ we may assume
without loss of generality that θ is ergodic. If θ is not almost ascendant then (⋆) implies that θ is weakly
contained in sΓ , which shows that Γ does not have (UIRS0). On the other hand, if θ is almost ascendant
then, by Corollary B.4, θ concentrates on the subgroups of ARΓ , and in particular ARΓ is non-trivial, so
δARΓ witnesses that Γ does not have (UIRS0).
The implication (SM)⇒(ARe) is shown in Proposition 3.15 above. The converse is a tantalizing question:
Question 7.5. Does (ARe) imply (SM)? That is, if Γ has no non-trivial amenable normal subgroup then is
every non-trivial m.p. action that is weakly contained in sΓ free?
To obtain a positive answer to Question 7.5 by Corollary 3.14 it would be enough to show that if θ is
a non-atomic self-normalizing invariant random subgroup weakly contained in sΓ then θ concentrates on
subgroups of the amenable radical of Γ . (Note that θ does indeed concentrate on the amenable subgroups
of Γ by NA-ergodicity.)
7.2 Cost and pseudocost
In the infinitely generated setting it appears that pseudocost, rather than cost, may be a more useful way
to define an invariant. In addition to the properties exhibited in §6.2, pseudocost enjoys many of the nice
properties already known to hold for cost. For instance, pseudocost respects ergodic decomposition, and
PC(Γ) 6 PC(N) whenever N is an infinite normal subgroup of Γ . (The proofs are routine: for the first
statement one uses the corresponding fact about cost along with basic properties of pseudocost, and the
proof of the second is nearly identical to the corresponding proof for cost.)
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Question 7.6. Is there an example of a m.p. countable Borel equivalence relation E such that PCµ(E) <
Cµ(E)?
By Corollary 6.8.(1) the equality PCµ(E) = Cµ(E) holds whenever Cµ(E) < ∞, so the question is
whether it is possible to have PCµ(E) < ∞ and Cµ(E) = ∞. Equivalently: does there exist an increasing
sequence E
0
⊆ E
1
⊆ · · · , of m.p. countable Borel equivalence relations on (X,µ) with supn Cµ(En) <∞ and
Cµ(
⋃
n En) =∞? If such a sequence (En)n∈N exists then, letting E = ⋃n En, Corollary 6.8.(2) implies that
E could not be treeable. In addition, E would provide an example of strict inequality β
1
(E)+1 < Cµ(E). This
follows from [Ga02, 5.13, 3.23]. Gaboriau has shown that any aperiodic m.p. countable Borel equivalence
R satisfies β
1
(R) + 1 6 Cµ(R) [Ga02], although it is open whether this inequality can ever be strict. Note
that a positive answer to 7.6 would not necessarily provide a counterexample to the fixed price conjecture,
even if the equivalence relation E comes from a free action of some group Γ ; at this time there is no way to
rule out the possibility that such a Γ has fixed cost ∞ while at the same time admitting various free actions
with finite pseudocost.
Question 7.7. Suppose that a countable group Γ has some free action a with Cµ(a) = ∞. Does it follow
that Cµ(sΓ ) =∞?
By Corollary 6.20, sΓ attains the maximum pseudocost among free actions of Γ . Corollary 6.22 implies
that
C(sΓ ) > sup{C(b) : b ∈ FR(Γ ,X,µ) and either C(b) <∞ or Eb is treeable}.
This is not enough to conclude that sΓ always attains the maximum cost among free actions of Γ . A positive
answer to Question 7.7 would imply that sΓ always attains this maximum cost.
It would be just as interesting if sΓ could detect whether C(Γ) <∞.
Question 7.8. Suppose that a countable group Γ has some free action a with Cµ(a) < ∞. Does it follow
that Cµ(sΓ ) <∞?
At this time it appears that one cannot rule out any combination of answers to Questions 7.7 and 7.8. A
positive answer to both questions would amount to showing that no group has both free actions of infinite
cost and free actions of finite cost – this would essentially affirm a special case of the fixed price conjecture!
7.3 Other questions
It is shown in [T-D12b] that the natural analogue of Question 7.5, where “amenable” is replaced by “finite”
and “weakly contained in” is replaced by “is a factor of,” has a positive answer:
Theorem 7.9 (Corollary 1.6 of [T-D12b]). Let Γ be a countable group. If Γ has no non-trivial finite
normal subgroups then every non-trivial totally ergodic action of Γ is free.
In particular, if Γ has no non-trivial finite normal subgroups then every non-trivial factor of sΓ is
free.
Here, a measure preserving action of Γ is called totally ergodic if all infinite subgroups of Γ act ergodically.
Theorem 7.9 motivates the following question concerning strong NA-ergodicity.
Question 7.10. Let Γ ya (X,µ) be a non-trivial measure preserving action of a countable group Γ . Suppose
that for each non-amenable subgroup ∆ 6 Γ the action ∆ya (X,µ) is strongly ergodic. Does it follow that
the stabilizer of almost every point is contained in the amenable radical of Γ?
A positive answer to 7.10 would imply a positive answer to 7.5 by Proposition 3.10.
The following question concerns the converse of Proposition 4.6:
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Question 7.11. Suppose Γ is shift-minimal. Is it true that every finite index subgroup of Γ is shift-minimal?
Question 7.11 is equivalent to the question of whether every finite index normal subgroup N of a shift-
minimal group Γ is shift-minimal. Indeed, suppose the answer is positive for normal subgroups and let K be
a finite index subgroup of a shift-minimal group Γ . Then K is ICC, since the ICC property passes to finite
index subgroups. Since the group N =
⋂
γ∈Γ γKγ
−1 is finite index and normal in Γ , it is shift-minimal by
our assumption. Proposition 4.6 then implies that K is shift-minimal.
Corollary 4.8 provides a positive answer to Question 7.11 for finite index subgroups which are torsion-
free. Theorem 4.7 gives a positive answer for finite index normal subgroups N of Γ for which there is no
infinite locally finite invariant random subgroup that is weakly contained in sN. Note that a positive answer
to the analogue of Question 7.11 for C∗-simplicity was demonstrated in [BH00] (and likewise for the unique
trace property).
The results from §6.2 and §6.5 suggest that the following may have a positive answer:
Question 7.12. If an infinite group Γ has positive first ℓ2-Betti number then is it true that C∗r(Γ/ARΓ ) is
simple and has a unique tracial state?
There are already partial results in this direction: Peterson and Thom [PT11] have shown a positive
answer under the additional assumptions that Γ is torsion free and that every non-trivial element of ZΓ acts
without kernel on ℓ2Γ .
Finally, we record here a question raised earlier in this paper.
(Question 3.9). Let Γ be a countable group acting by automorphisms on a compact Polish group G and
assume the action is tempered. Does it follow that the action is weakly contained in sΓ? As a special case,
is it true that the action SL
2
(Z)y (T2, λ2) is weakly contained in sSL
2
(Z)?
Appendices
Appendix A Invariant random subgroups as subequivalence rela-
tions
This first appendix studies invariant random partitions of Γ which are a natural generalization of invariant
random subgroups. In §A.1 it is shown that every invariant random partition of Γ comes from a pair (a, F)
where a is a free m.p. action of Γ and F is a (Borel) subequivalence relation of Ea. It is shown in §A.2 that
for an invariant random subgroup any such pair (a, F) will have the property that F is normalized by a,
i.e., γa is in the normalizer of the full group of F for every γ ∈ Γ .
Many of the ideas here are inspired by (and closely related to) the notion of a measurable subgroup
developed by Bowen-Nevo [BoNe09] and Bowen [Bo11b]. See also Remark A.14.
A.1 Invariant random partitions
By a partition of Γ we mean an equivalence relation on Γ . The set PΓ of all partitions of Γ is a closed subset
of 2Γ×Γ and Γ acts continuously on PΓ by left translation Γ yℓ PΓ , i.e.,
(α,β) ∈ γP ⇔ (γ−1α,γ−1β) ∈ P
for each γ,α,β ∈ Γ and P ∈ PΓ . For P ∈ PΓ and α ∈ Γ let [α]P = {β : (α,β) ∈ P} denote the P-class of α.
Then it is easy to check that γ[α]P = [γα]γP for all γ ∈ Γ .
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Definition A.1. An invariant random partition of Γ is a translation-invariant Borel probability measure
on PΓ .
Remark A.2. Let IRPΓ denote the space of all invariant random partitions of Γ . This is a convex set that
is compact and metrizable in the weak∗-topology. Similarly, let IRSΓ denote the compact convex set of
all invariant random subgroups of Γ . There is a natural embedding Φ : SubΓ →֒ PΓ that assigns to each
H ∈ SubΓ the partition of Γ determined by the right cosets of H, i.e., [δ]Φ(H) = Hδ for δ ∈ Γ . Observe
that this embedding is Γ -equivariant between the conjugation action Γ yc SubΓ and the translation action
Γ yℓ PΓ . We thus obtain an embedding Φ∗ : IRSΓ →֒ IRPΓ , θ 7→ Φ∗θ.
Suppose now that F ⊆ X× X is a measure preserving countable Borel equivalence relation on (X,µ) and
a = Γ ya (X,µ) is a m.p. action of Γ . Each point x ∈ X determines a partition PaF (x) of Γ given by
PaF (x) = {(α,β) ∈ Γ : β
−1xFα−1x}.
Note that PaF (x) = P
a
F∩Ea
(x) for all x ∈ X, so if we are only concerned with properties of PaF then we might
as well assume that F ⊆ Ea.
Proposition A.3. The map x 7→ PaF (x) is equivariant and therefore (P
a
F )∗µ is an invariant random
partition of Γ .
Proof. For any γ ∈ Γ and x ∈ X we have
(α,β) ∈ PaF (γx)⇔ α
−1γxFβ−1γx⇔ (γ−1α,γ−1β) ∈ PaF (x)⇔ (α,β) ∈ γ
ℓ · PaF (x).
Proposition A.3 has a converse in a strong sense: given an invariant random partition ρ of Γ there is a
free m.p. action b = Γ yb (Y,ν) of Γ and a subequivalence relation F of Eb with (PbF)∗ν = ρ. In fact,
F and b can be chosen independently of ρ, with only ν depending on ρ, as we now show. Let ρ denote
the m.p. action Γ yℓ (PΓ , ρ) and let b = ρ × sΓ (any free action of Γ will work in place of sΓ ) so that
(Y,ν) = (PΓ × [0, 1]
Γ
, ρ× λΓ ). Define F ⊆ Y × Y by
(P, x)F(Q,y) ⇔ ∃γ ∈ Γ (γ−1 ∈ [e]P and (γP,γx) = (Q,y)). (A.1)
Theorem A.4. Let ρ be an invariant random partition of Γ and write b = Γ yb (Y,ν) for the action
ρ×sΓ . Let F be given by (A.1). Then F is an equivalence relation contained in the equivalence relation
Eb generated by the b, and P
b
F((P, x)) = P for ν-almost every (P, x) ∈ Y. In particular, (P
a
F)∗ν = ρ.
Proof of Theorem A.4. It is clear that F ⊆ Eb. We show that F is an equivalence relation: It is clear
that F is reflexive. To see F is symmetric, suppose (P, x)F(Q,y), as witnessed by γ−1 ∈ [e]P with γP = Q
and γx = y. Then γ ∈ [e]γP = [e]Q and (γ−1Q,γ−1y) = (P, x), so (Q,y)F(P, x). For transitivity, if
(P, x)F(Q,y)F(R, z) as witnessed by γ−1 ∈ [e]P with (γP,γx) = (Q,y) and δ−1 ∈ [e]Q with (δQ, δy) = (R, z)
then γ−1 ∈ [e]P and γP = Q implies [e]Q = [e]γP = γ[e]P. Therefore δ−1 ∈ γ[e]P, i.e., (δγ)−1 ∈ [e]P and
(δγP, δγx)(δQ, δy) = (R, z).
Fix now (P, x) ∈ Y. We show that PbF((P, x)) = P. For each α,β ∈ Γ we have by definition
(α,β) ∈ PaF((P, x)) ⇔ (α
−1P,α−1x)F(β−1P,β−1x)
⇔ ∃γ ∈ Γ
(
γ−1 ∈ [e]α−1P and (γα
−1P,γα−1x) = (β−1Q,β−1x)
)
. (A.2)
Therefore, if (α,β) ∈ PbF((P, x)) as witnessed by some γ as in (A.2) then γα
−1x = β−1x so freeness of a
implies γ = β−1α. Then α−1β = γ−1 ∈ [e]α−1P, i.e., (α−1β, e) ∈ α−1P, which is equivalent to (β,α) ∈ P.
This shows that PbF((P, x)) ⊆ P. For the reverse inclusion, if (α,β) ∈ P then γ = β
−1α satisfies (A.2) and
thus (α,β) ∈ PbF((P, x)).
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Definition A.5. Let a = Γ ya (X,µ) be a m.p. action of Γ and let F be a subequivalence relation of Ea. If
ρ is an invariant random partition of Γ then the pair (a, F) is called a realization of ρ if (PaF )∗µ = ρ. If θ is
an invariant random subgroup of Γ then (a, F) is called a realization of θ if it is a realization of Φ∗θ, where
Φ∗ : IRSΓ → IRPΓ is the embedding defined in Remark A.2. A realization (a, F) is called free if a is free.
The following is a straightforward consequence of Theorem A.4 and the definitions.
Corollary A.6. Every invariant random partition admits a free realization.
The remainder of this subsection works toward a characterization of the set Φ∗(IRSΓ ). Let K be a
metrizable compact space and consider the set PΓ ⊗ K of all pairs (P, f) where f : P∗ → K is a function with
dom(f) = P∗ = {[α]P : α ∈ Γ } and taking values in K. The set PΓ ⊗ K has a natural compact metrizable
topology coming from its identification with the closed set
P˜Γ ⊗ K = {(P,g) ∈ PΓ × K
Γ : g is constant on each P-class} ⊆ PΓ × KΓ
via the injection (P, f) 7→ (P, ~f) where ~f(α) = f([α]P) for α ∈ Γ . Observe that P˜Γ ⊗ K is invariant in
PΓ × K
Γ with respect to the product action ℓ × s of Γ (where s denotes the shift action Γ ys KΓ ), so we
obtain a continuous action Γ yℓ⊗s PΓ ⊗ K. Explicitly, this action is given by γ · (P, f) = (γP,γsPf) where
γsPf : (γP)∗ → K is the function
(γsPf)([α]γP) = f(γ
−1[α]γP) = f([γ
−1α]P).
There is a natural equivalence relation R = RK on PΓ ⊗ K given by
(P, f)R(Q,g) ⇔ ∃γ ∈ [e]P (γ
−1(P, f) = (Q,g)).
It is clear that R is an equivalence relation that is contained in Eℓ⊗s.
Lemma A.7. P ⊆ Pℓ⊗sR ((P, f)) for every (P, f) ∈ PΓ ⊗ K.
Proof. Suppose that (α,β) ∈ P. Then β−1α ∈ [e]β−1P so for any f ∈ KP
∗
, from the definition of R we have
(β−1P,β−1f)R (β−1α)−1(β−1P,β−1f) = (α−1P,α−1f),
i.e., β−1(P, f)Rα−1(P, f). This means that (α,β) ∈ Pℓ⊗sR ((P, f)) by definition.
If ρ is an invariant random partition and µ is a Borel probability measure on K then the measure ρ⊗ µ
on PΓ ⊗ K given by
ρ⊗ µ =
∫
P
(δP × µ
P∗)dρ
is ℓ⊗ s-invariant.
Theorem A.8. Let ρ be an invariant random partition of Γ , let µ be any atomless measure on K, and
let R = RK. Then the following are equivalent:
1. ρ ∈ Φ∗(IRSΓ )
2. (ρ⊗ µ)-almost every R-class is trivial.
Proof. (1)⇒(2): Suppose that (1) holds. It follows that (ρ⊗µ) concentrates on pairs (Φ(H), f) ∈ PΓ⊗K with
H ∈ SubΓ . It therefore suffices to show that the R-class of such a pair (Φ(H), f) is trivial. If (Φ(H), f)R(Q,g)
then there is some γ ∈ [e]Φ(H) = H with γ−1Φ(H) = Q and γ−1f = Q,g. But γ−1Φ(H) = Φ(γ−1Hγ) =
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Φ(H) (since γ ∈ H) so that Q = Φ(H). In addition, for each δ ∈ Γ we have γ[δ]Φ(H) = γHδ = Hδ = [δ]Φ(H)
since γ ∈ H. Therefore g([δ]Φ(H)) = (γ−1f)([δ]Φ(H)) = f(γ[δ]Φ(H)) = f([δ]Φ(H)), showing that g = f.
(2)⇒(1): Suppose that (2) holds. Since µ is non-atomic, for each P ∈ PΓ the set {f ∈ KP
∗
: f is injective}
is µP
∗
-conull. This along with (2) implies that there is a Γ -invariant (ρ⊗µ)-conull set Y ⊆ PΓ⊗K on which R is
trivial and such that f : P∗ → K is injective whenever (P, f) ∈ Y. The projection Y
0
= {P ∈ PΓ : ∃f (P, f) ∈ Y}
is then ρ-conull so it suffices to show that Y
0
⊆ Φ(SubΓ ). Fix P ∈ Y0 and an f : P∗ → K with (P, f) ∈ Y.
Claim 3. Let α,β ∈ Γ . Then (α,β) ∈ P if and only if βα−1 ∈ [e]P.
Proof of Claim. Suppose (α,β) ∈ P. Lemma A.7 implies (α,β) ∈ PaR(P, f) so as the relevant R-classes
are trivial this implies α−1(P, f) = β−1(P, f) and thus αβ−1P = P and αβ−1f = f. Then f([e]P) =
(αβ−1f)([e]P) = f([βα
−1]P) so injectivity of f shows that [βα−1]P = [e]P, i.e., βα−1 ∈ [e]P.
Conversely, suppose βα−1 ∈ [e]P. Then (βα)−1(P, f)R(P, f) by definition of R, and since the R-
classes are trivial this implies (βα)−1(P, f) = (P, f) and thus β−1(P, f) = α−1(P, f). Therefore f([β]P) =
(β−1f)([e]β−1P) = (α
−1f)([e]α−1P) = f([α]P). Since f is injective we conclude that [β]P = [α]P, i.e.,
(α,β) ∈ P. [Claim]
It is immediate from the claim that [e]P is a subgroup of Γ and that P is the partition determined by the
right cosets of [e]P, i.e., P = Φ([e]P).
A.2 Normalized subequivalence relations
As in the previous section let F ⊆ X × X be a m.p. countable Borel equivalence relation on (X,µ) and let
a = Γ ya (X,µ) be a m.p. action of Γ .
Definition A.9. F is said to be normalized by a = Γ ya (X,µ) if there is a conull set X
0
⊆ X such that
xFy ⇒ γxFγy
for all γ ∈ Γ and x,y ∈ X
0
. Equivalently, F is normalized by a if the image of Γ in Aut(X,µ) is contained in
the normalizer of the full group of F. A realization (a, F) of an invariant random partition ρ of Γ is called
normal if F is normalized by a.
Note that if F is normalized by a then F∩Ea is normalized by a and PaF∩Ea(x) = P
a
F (x) so it makes sense
once again to restrict our attention to the case where F ⊆ Ea. Define now
ΓaF (x) = {γ ∈ Γ : γ
−1xFx}
It follows from the definitions that ΓaF (x) = [e]PaF (x).
Proposition A.10. Let F be a subequivalence relation of Ea. Then the following are equivalent
1. F is normalized by a.
2. For almost all x, ΓaF (x) is a subgroup of Γ and P
a
F (x) is the partition of Γ determined by the right
cosets of ΓaF (x), i.e.,
(α,β) ∈ PaF (x) ⇔ Γ
a
F (x)α = Γ
a
F (x)β.
for all α,β ∈ Γ .
3. ΓaF (γx) = γΓ
a
F (x)γ
−1 for almost all x ∈ X and all γ ∈ Γ .
4. The set [e]P is a subgroup of Γ for (P
a
F )∗µ-almost every P ∈ PΓ and the map P 7→ [e]P is an
isomorphism from Γ yℓ (PΓ , (P
a
F )∗µ) to Γ y
c (SubΓ , (ΓaF )∗µ).
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Proof. (1)⇒(2): Suppose (1) holds. By ignoring a null set we may assume without loss of generality that
xFy ⇒ γxFγy for all x,y ∈ X and γ ∈ Γ . We have that e ∈ ΓaF (x) for all x. If γ ∈ Γ
a
F (x) then γ
−1xFx so by
normality we have xFγx and thus γ−1 ∈ ΓaF (x). If in addition δ ∈ Γ
a
F (x) then δ
−1xFxFγx so that δ−1xFγx
which by normality implies γ−1δ−1xFx, i.e., δγ ∈ ΓaF (x). This shows that Γ
a
F (x) is a subgroup. It remains to
show that [δ]PaF (x) = Γ
a
F (x)δ. We have γ ∈ [δ]PaF (x) if and only if δ
−1xFγ−1x which by normality is equivalent
to (δγ−1)xFx, i.e., γ ∈ ΓaF (x)δ.
(2)⇒(3): Suppose (2) holds. Then for almost all x and all γ, δ ∈ Γ we have
δ ∈ ΓaF (γx) ⇔ δ
−1γxFγax ⇔ γ−1δ−1γxFx ⇔ δ ∈ γΓaF (x)γ
−1
.
(3)⇒(1): Suppose that (3) holds. Let X
0
⊆ X be an Ea-invariant conull set such that ΓaF (γx) = γΓ
a
F (x)γ
−1
for all x ∈ X
0
and γ ∈ Γ . Then for any x,y ∈ F, if xFy then xEay so that y = δx for some δ ∈ Γ . This means
that δ−1 ∈ ΓaF (x) and, so for all γ ∈ Γ we have γδ
−1γ−1 ∈ ΓaF (γx) and thus
γy = (γδ−1γ−1)−1(γx)Fγx.
This shows that F is normalized by a.
(2)+(3)⇒(4): Assume (2) and (3) hold. Then the measure (PaF )∗µ concentrates on Φ(SubΓ ). It follows
that P 7→ [e]P is injective on a (PaF )∗µ-conull set. By (3) this map is equivariant on a conull set. Since the
composition x 7→ PaF (x) 7→ [e]PaF (x) is the same as x 7→ Γ
a
F (x) this map is measure preserving.
Finally, the implication (4)⇒(3) is clear.
The following corollary is immediate.
Corollary A.11. If F is normalized by a then (ΓaF )∗µ is an invariant random subgroup of Γ .
Theorem A.4 also implies a converse to Corollary A.11. Let θ be an invariant random subgroup of Γ and
let ρ = Φ∗θ. Let b and F be defined as in Theorem A.4. Let a = θ×sΓ so that (X,µ) = (SubΓ×[0, 1]Γ , θ×λ).
Then the map Ψ : (H, x) 7→ (Φ(H), x) is an isomorphism of a with b. Letting F
0
= (Ψ × Ψ)−1(F), we have
that
(H, x)F
0
(L,y) ⇔ H = L and (∃h ∈ H)(hax = y). (A.3)
Corollary A.12. F
0
is a subequivalence relation of Ea on X which is normalized by a and satisfies
ΓaF
0
(H, x) = H for θ × µ-almost-every (H, x) ∈ X. Thus (PaF
0
)∗µ = Φ∗θ. It follows that every invariant
random subgroup of Γ admits a normal, free realization.
Proof. All that needs to be checked is that F
0
is normalized by θ × a. If (H, x)F
0
(L,y) then H = L
and hax = y for some h ∈ H. Then for any γ ∈ Γ we must show that γ · (H, x)F
0
γ · (H,hax). Now,
γ · (H, x) = (γHγ−1,γax), so as γhγ−1 ∈ γHγ−1 the definition (A.3) of F
0
shows that
(γHγ−1,γax)F
0
γhγ−1 · (γHγ−1,γax) = γ · (H,hax)
Remark A.13. In Corollary A.12, if θ concentrates on the amenable subgroups of Γ then F
0
will always be
an amenable equivalence relation. For other properties of θ, a judicious choice of free action d in place of
sΓ in the definition of a may ensure that properties of θ are reflected by the equivalence relation F. For
example, if θ concentrates on subgroups of cost r then the proof of Theorem 6.31 above shows that d can be
chosen so that the corresponding equivalence relation F
0
has cost r. Similarly, if θ concentrates on treeable
subgroups then F
0
can be made a treeable equivalence relation.
Remark A.14. Following [BoNe09, §2.2] let 2Γe = {L ∈ 2
Γ : e ∈ L} and define the equivalence relation
Re ⊆ 2
Γ
e × 2
Γ
e by
(L,K) ∈ Re ⇔ ∃γ ∈ L γ
−1L = K.
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Then any Re-invariant Borel probability measure on 2Γe is called a a measurable subgroup of Γ (see [BoNe09]
and [Bo11b]). If ρ is any invariant random partition of Γ then the image of ρ under P 7→ [e]P is a measurable
subgroup of Γ . I do not know whether every measurable subgroup of Γ comes from an invariant random
partition in this way.
Creutz and Peterson [CP12] define the subgroup partial order on (IRSΓ ,6) as follows: Let θ1, θ2 ∈ IRSΓ .
Then θ
1
is called a subgroup of θ
2
(written θ
1
6 θ
2
) if there exists a joining of θ
1
and θ
2
that concentrates
on the set {(H, L) ∈ SubΓ : H 6 L}. It is shown in [CP12] that this is a partial order on IRSΓ . The same
idea can be used to define a notion of refinement for invariant random partitions.
For partitions P,Q ∈ PΓ , P is said to refine Q, written P 6 Q, if P is a subset of Q. Equivalently P 6 Q
means that [α]P ⊆ [α]Q for every α ∈ Γ . If ρ1 and ρ2 are invariant random partitions of Γ then ρ1 refines ρ2,
written ρ
1
6 ρ
2
, if there exists a joining of ρ
1
and ρ
2
that concentrates on the set {(P,Q) ∈ PΓ×PΓ : P 6 Q}.
It is clear that the restriction of the refinement relation on PΓ (respectively, IRPΓ ) to SubΓ (respectively,
IRSΓ ) is the subgroup relation.
The point of view developed in this section can be used to give a characterization of the partial orders
(IRSΓ ,6) and (IRPΓ ,6) in terms of subequivalence relations of free actions of Γ .
Theorem A.15. Let ρ
1
, ρ
2
∈ IRPΓ . Then the following are equivalent
(1) ρ
1
6 ρ
2
(2) There exists a free m.p. action Γ ya (X,µ) of Γ and equivalence relations F
1
⊆ F
2
⊆ Ea with
(PaF
1
)∗µ = ρ1 and (P
a
F
2
)∗µ = ρ2.
If θ
1
, θ
2
∈ IRSΓ then then following are equivalent
(1’) θ
1
6 θ
2
.
(2’) There exists a free m.p. action Γ ya (X,µ) of Γ and normalized equivalence relations F
1
⊆ F
2
⊆ Ea
with (ΓaF
1
)∗µ = θ1 and (Γ
a
F
2
)∗µ = θ2.
Proof. Suppose (2) holds and let PaF
1
× PaF
2
: X → PΓ × PΓ be the map x 7→ (PaF
1
(x),PaF
2
(x)). Then
(PaF
1
× PaF
2
)∗µ is a joining of ρ1 and ρ2 with the desired property.
Assume that (1) holds and let ν be a joining of ρ
1
and ρ
2
witnessing that ρ
1
6 ρ
2
. Let X = PΓ×PΓ×[0, 1]Γ ,
let µ = ν× λΓ , and let a = ℓ× ℓ× s. Then we define the equivalence relations F
1
and F
2
on X by
(P
1
,P
2
, x)F
1
(Q
1
,Q
2
,y) ⇔ ∃γ ∈ Γ(γ−1 ∈ [e]P
1
and γa · (P
1
,P
2
, x) = (Q
1
,Q
2
,y))
(P
1
,P
2
, x)F
2
(Q
1
,Q
2
,y) ⇔ ∃γ ∈ Γ(γ−1 ∈ [e]P
2
and γa · (P
1
,P
2
, x) = (Q
1
,Q
2
,y)).
Then as in the proof of Theorem A.4, F
1
and F
2
are equivalence relations that are contained in Ea and (a, Fi)
is a realization of Fi for each i ∈ {1, 2}. The defining property of ν also ensures that F1 ⊆ F2.
The equivalence of (1’) and (2’) then follows from the equivalence of (1) and (2) along with Proposition
A.10.
Finally, we note the following (observed by Vershik [Ve11] in the case of invariant random subgroups),
which is a consequence of [IKT09, §1].
Theorem A.16. Let ρ be an invariant random partition of Γ . Then the function
ϕρ(γ) = ρ({P : γ ∈ [e]P})
is a positive definite function on Γ .
Proof. By Corollary A.6 there is a free m.p. action b = Γ yb (Y,ν) of Γ and a subequivalence relation F of
Eb such that (PbF )∗ν = ρ. Thus
ϕρ(γ) = ν({y : γ
−1yFy}).
This is a positive definite function by [IKT09].
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Appendix B The amenable radical of a countable group
Every countable discrete group Γ contains a largest normal amenable subgroup called the amenable radical
of Γ (see, e.g., [Zi84, 4.1.12]). We write ARΓ for the amenable radical of Γ . We present in this appendix
some facts concerning ARΓ for countable Γ .
B.1 Basic properties of ARΓ
Proposition B.1. Let Γ be a countable group.
(1) ARΓ is an amenable characteristic subgroup of Γ which contains every normal amenable subgroup
of Γ .
(2) Suppose ϕ : Γ → ∆ is a group homomorphism and that ker(ϕ) is amenable. Then ϕ(ARΓ ) =
ARϕ(Γ). In particular, the amenable radical of the quotient group Γ/ARΓ is trivial.
(3) If H is normal in Γ then ARH is a normal subgroup of ARΓ with ARH = ARΓ ∩H.
(4) If H is finite index in Γ then ARH is a finite index subgroup of ARΓ with ARH = ARΓ ∩H.
Proof. For (1) see [Zi84]. For (2), let N = ker(ϕ). It is clear that ϕ(ARΓ ) is a normal amenable subgroup
of ϕ(Γ), so that ϕ(ARΓ ) 6 ARϕ(Γ) by (1). The group K = ϕ−1(ARϕ(Γ)) is normal in Γ and K is amenable
since both N and K/N ∼= ARϕ(Γ) are amenable. Hence K 6 ARΓ and so ARϕ(Γ) 6 ϕ(K) 6 ϕ(ARΓ ).
We now prove (3). Suppose that H is normal in Γ . It is clear that ARΓ ∩ H is normal in ARΓ , so it
suffices to show that ARΓ ∩ H = ARH. Conjugation by any element of Γ is an automorphism of H, so fixes
(setwise) the characteristic subgroup ARH. This shows that ARH is normal in Γ , and since it is amenable
it must be contained in ARΓ . Thus ARH 6 ARΓ ∩H. In addition, ARΓ ∩H is a normal amenable subgroup
of H, so ARΓ ∩H 6 ARH. This proves (3).
We need the following Lemma for (4):
Lemma B.2. Suppose that K is an amenable subgroup of Γ whose normalizer NΓ (K) is finite index in
Γ . Then K 6 ARΓ .
Proof of Lemma B.2. Suppose first that K is finite. NΓ (K) being finite index means K has only finitely
many conjugates in Γ , so as K itself is finite this implies that every element of K has a finite conjugacy class
in Γ . Thus, K ⊆ FCΓ ⊆ ARΓ , where FCΓ is the amenable characteristic subgroup of Γ consisting of all
elements of Γ with finite conjugacy classes (see e.g., [Ha07, Appendix J]).
Suppose now that K is infinite. The normal core N =
⋂
γ∈Γ γNΓ (K)γ
−1 of NΓ (K) in Γ is a normal finite
index subgroup of Γ . Thus, letting H = K ∩ N, we have [K : H] = [KN : N] 6 [Γ : N] < ∞, and so H is
finite index in K. It is clear that H is normal in N, and H is an amenable group since it is a subgroup of K.
Thus H 6 ARN. In addition, ARN is normal in Γ since ARN is characteristic in N and N is normal in Γ .
Therefore
H 6 ARN 6 ARΓ .
Now, H is finite index in K, and H 6 ARΓ , so the image p(K) of K in Γ/ARΓ under the quotient map p
is a finite subgroup of Γ . So if p(K) were non-trivial then Γ/ARΓ would have non-trivial amenable radical,
contrary to part (2). [Lemma B.2]
We can now show (4). If H is finite index in Γ , then ARH is an amenable subgroup of Γ whose normalizer
NΓ (ARH) contains H. Therefore NΓ (ARH) is finite index in Γ , so ARH 6 ARΓ by Lemma B.2, and thus
ARH 6 ARΓ ∩ H. The group ARΓ is normal in Γ , so ARΓ ∩ H is normal in H and since it is an amenable
group we have the other inclusion ARΓ ∩H 6 ARH.
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Lemma B.3. Let Γ be a countable group and let {Hα}α6λ be an almost ascendant series in Γ (Definition
4.12). Then {ARHα }α6λ is an almost ascendant series in ARΓ . The same holds if we replace “almost
ascendant” by “ascendant.”
Proof. We show by transfinite induction on ordinals α (with α 6 λ) that {ARHβ }β6α is an almost ascendant
series in ARHα . If α = β + 1 is a successor ordinal then by hypothesis Hβ is either normal or finite index
in Hβ+1. Proposition B.1 then implies that ARHβ is either normal or finite index in ARHβ+1 .
Suppose now that α is a limit ordinal and let K =
⋃
β<αARHβ . We must show that ARHα = K. By the
induction hypothesis the groups ARHβ , β < α, are increasing with β, so K is amenable, being an increasing
union of amenable groups. Additionally, K is normal in Hα as we now show. For each h ∈ Hα there is
some β
0
< α such that h ∈ Hβ
0
. Therefore h ∈ Hβ for all β0 6 β < α. Thus h normalizes ARHβ for all
β
0
6 β < α, and since the ARHβ are increasing we have
hKh−1 =
⋃
β
0
6β<α
hARHβh
−1 =
⋃
β
0
6β<α
ARHβ = K.
It follows that K 6 ARHα . We have the equality K = ARHα since ARHα =
⋃
β<α(ARHα ∩ Hβ) 6⋃
β<αARHβ = K.
Corollary B.4. Let Γ be a countable group and let H be an almost ascendant subgroup of Γ . Then
ARH = ARΓ ∩H,
In particular, ARH is contained in ARΓ , and ARΓ contains every almost ascendant amenable subgroup
of Γ .
Proof. The containment ARH 6 ARΓ ∩H is immediate from Lemma B.3. We have equality since ARΓ ∩H
is an amenable normal subgroup of H.
Corollary B.5. Let Γ be a countable group and let γ ∈ Γ . If the centralizer CΓ (γ) of γ is almost
ascendant in Γ then γ ∈ ARΓ . Thus, if ARΓ is trivial then the centralizer of any non-trivial element
of Γ is not almost ascendant.
Proof. The group 〈γ〉 is a normal amenable subgroup of CΓ (γ), so if CΓ (γ) is almost ascendent then 〈γ〉 6
ARCΓ (γ) 6 ARΓ by B.4.
B.2 Groups with trivial amenable radical
Lemma B.6. Let N be a normal subgroup of Γ . Then ARΓ is trivial if and only if both ARN and
ARCΓ (N) are trivial.
Proof. SinceN is normal in Γ , CΓ (N) is normal in Γ as well. Thus, if ARΓ is trivial it follows from Proposition
B.1 that both ARN and ARCΓ (N) are trivial.
Suppose now that ARN and ARCΓ (N) are trivial. We have
ARΓ ∩N = ARN = {e}
and thus ARΓ and N must commute, being normal subgroups of Γ with trivial intersection. This means
that ARΓ 6 CΓ (N) and so
ARΓ = ARΓ ∩ CΓ (N) = ARCΓ (N) = {e}.
Lemma B.7. Suppose {Hα}α6λ is an ascendant series of length λ and suppose Γ = Hλ has trivial
amenable radical. Then ARCΓ (Hα) = {e} for all α 6 λ.
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Proof. We proceed by transfinite induction on λ. By Corollary B.4 we know that ARHα = {e} for all α 6 λ.
Limit stages: Suppose first that λ is a limit ordinal. Fix α 6 λ and let H = Hα. By intersecting each
term of the ascendant series {Hβ}β6λ with CΓ (H) we obtain the series {CHβ(H)}β6λ which is ascendant in
CΓ (H). Lemma B.3 implies that {ARCHβ(H)}β6λ is an ascendant series in ARCΓ (H) and so
ARCΓ (H) =
⋃
α6β<λ
ARCHβ (H) (B.1)
where the union is increasing. For each β with α 6 β < λ the series {Hξ}ξ6β has length strictly less than
λ, so by the induction hypothesis we have
ARCHβ (H) = {e}.
Since this holds for each β with α 6 β < λ, equation (B.1) shows that ARCΓ (H) = {e} as was to be shown.
Successor stages: Suppose now that λ = µ+ 1 is a successor ordinal. Fix for the moment some α < λ
and let H = Hα. Applying the induction hypothesis to the ascendant series {Hβ}β6µ in Hµ we obtain that
ARCHµ (H) = {e}. Since Hµ is normal in Γ , CHµ(H) is normal in CΓ (H), so it follows from Proposition B.1.(3)
that
ARCΓ (H) ∩Hµ = ARCΓ (H) ∩ CHµ(H) = ARCHµ(H) = {e}. (B.2)
Since α was an arbitrary ordinal satisfying α < λ, (B.2) holds for all α < λ. We use this to show the
following.
Claim 4. Let ξ and β be ordinals with ξ 6 β < λ. Then
ARCΓ (Hξ) 6 ARCΓ (Hβ)
Proof of Claim 4. We show by transfinite induction on β < λ that {ARCΓ (Hξ)}ξ6β is increasing in ξ.
If β = 0 this is trivial. If β = α + 1 is a successor ordinal then the induction hypothesis tells us that
{ARCΓ (Hξ)}ξ6α is increasing with ξ and we must show that ARCΓ (Hα) 6 ARCΓ (Hα+1).
Since Hα is normal in Hα+1, Proposition B.1.(2) shows that Hα+1 normalizes ARCΓ (Hα). Thus, for
δ ∈ Hα+1 and γ ∈ ARCΓ (Hα) we have
(δγδ−1)γ−1 ∈ ARCΓ (Hα)
δ(γδ−1γ−1) ∈ Hµ(γHµγ
−1) = Hµ
so that δγδ−1γ−1 ∈ ARCΓ (Hα) ∩Hµ = {e}
by (B.2) (we use in the second line that Hα+1 6 Hµ and Hµ ⊳ Γ). This shows that the groups ARCΓ (Hα)
and Hα+1 commute, and so ARCΓ (Hα) is a subgroup of CΓ (Hα+1). As CΓ (Hα+1) is contained in CΓ (Hα)
we conclude that ARCΓ (Hα) is normal in CΓ (Hα+1) and therefore ARCΓ (Hα) 6 ARCΓ (Hα+1).
Now suppose β is a limit ordinal. The induction hypothesis tells us that {ARCΓ (Hξ)}ξ<β is increasing
with ξ < β and we must show that ARCΓ (Hξ) 6 ARCΓ (Hβ) for all ξ < β. Fix ξ < β. For each α with
ξ 6 α < β we have that ARCΓ (Hξ) 6 ARCΓ (Hα) 6 CΓ (Hα). Intersecting this over all such α shows
ARCΓ (Hξ) 6
⋂
ξ6α<β
CΓ (Hα) = CΓ
( ⋃
ξ6α<β
Hα
)
= CΓ (Hβ).
Since CΓ (Hβ) 6 CΓ (Hξ) we actually have ARCΓ (Hξ)⊳CΓ (Hβ) and so ARCΓ (Hξ) 6 ARCΓ (Hβ), which finishes
the proof of the claim. [Claim 4]
Given now any α < λ we have shown that ARCΓ (Hα) 6 ARCΓ (Hµ). But Hµ is normal in Γ and ARΓ = {e},
so Lemma B.6 shows that ARCΓ (Hµ) = {e} and therefore ARCΓ (Hα) = {e} as was to be shown. [Lemma
B.7]
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Lemma B.8. Let {Hα}α6λ be an ascendant series of length λ with H0 = H and Hλ = Γ . Suppose that
ARCΓ (H) = ARH = {e}. Then ARΓ = {e}.
Proof. We proceed by transfinite induction on the length λ of the series.
Limit stages: Suppose first that λ is a limit ordinal. By intersecting each group in the series {Hα}α6λ
with CΓ (H) we obtain the series {CHα(H)}α6λ, which is ascendant in CΓ (H). Applying Lemma B.3 to the
series {CHα(H)}α6λ we obtain ⋃
α<λ
ARCHα(H) = ARCΓ (H).
Since ARCΓ (H) = {e} we conclude that ARCHα(H) = {e} for all α < λ. In addition we have ARH = {e} so it
follows from the induction hypothesis (applied to each series {Hξ}ξ<α for α < λ) that ARHα = {e} for all α.
Another application of Lemma B.3 now shows that ARΓ =
⋃
α<λARHα = {e}.
Successor stages: Now assume that λ = µ+ 1 is a successor ordinal. Since Hµ is normal in Hµ+1 = Γ
we have CHµ(H) ⊳ CΓ (H). It follows that ARCHµ(H) 6 ARCΓ (H) = {e} and so
ARCHµ (H) = {e}.
By assumption ARH = {e} so the induction hypothesis applied to {Hα}α6µ implies that
ARHµ = {e}. (B.3)
Since Hµ is normal in Γ , CΓ (Hµ) is normal in Γ as well. In addition, CΓ (Hµ) is contained in CΓ (H), so in
fact CΓ (Hµ) ⊳ CΓ (H). It follows that
ARCΓ (Hµ) 6 ARCΓ (H) = {e}. (B.4)
We see from (B.3) and (B.4) that the normal subgroup Hµ of Γ satisfies the hypotheses of Lemma B.6 and
so ARΓ = {e}. This completes the induction.
Theorem B.9. Let H be an ascendant subgroup of a countable group Γ . Then ARΓ = {e} if and only
if ARH = {e} and ARCΓ (H) = {e}.
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