Abstract-In this work, feedback and error-protection strategies for wireless progressive video transmission are presented and evaluated. Simple but meaningful models for a mobile radio channel are introduced, and a channel-coding system based on high-memory rate-compatible punctured convolutional codes with an appropriate sequential decoding algorithm, the far-end error decoder (FEED), are presented. Furthermore, in combination with puncturing, we devise a method for unequal error protection (UEP) and error localization within a progressively coded source message without any additional error detection code. In a change of paradigm, the FEED-based channel-coding system does not aim to minimize the bit or word error probability, but to delay the first error within a data frame as far as possible. In addition, this channel-coding scheme and the FEED algorithm can be used efficiently in an Automatic Repeat reQuest (ARQ) environment. We present different ARQ strategies. For all forward error-correction schemes bounds are specified which allow the estimation of the performance and appropriate rate allocation. Additionally, we briefly discuss an efficient fine granular scalable video compression scheme, the progressive texture video codec (PTVC). The proposed scheme generates an embedded bit-stream for each frame and allows to adjust the reference frames. These source and channel-coding algorithms are used to design several video communication systems based on forward error-correction and ARQ methods. The resulting systems are presented and compared. Performance estimations based on bounding techniques and optimized rate-allocation algorithms are derived and applied. Experimental results show the extraordinary improvement potential of the proposed systems compared to standard schemes. Video communication over very low bit-rate mobile channels with varying channel conditions is thus made possible.
the overall system performance. The transmission of real-time video over mobile channels is an especially challenging task which has recently received increasing attention with the introduction of 3G mobile systems. In a wireless environment, the costly resources of transmission power and bandwidth should be used as efficiently as possible. Additionally, on mobile channels, transmission errors usually cannot be avoided. Also, video requires a reasonable high bit-rate to obtain a satisfying quality and uses highly error-sensitive predictive source-coding mechanisms. Therefore, a significant amount of work has been carried out on error-resilient video coding, as well as the adaptation of video-coding and error-protection schemes to wireless transmission environments, e.g., [3] [4] [5] [6] .
The mobile channel is, in general, band-limited and has significant power constraints. Furthermore, the receiving conditions for a mobile user generally vary over time due to fading and multi-user interference. Therefore, for delay-constrained applications, the mobile channel behavior is usually nonergodic under the given time constraints. This limits the effectiveness of common equal error-protection schemes, as a worst-case design results in a significant amount of redundancy and overprotects the information data for most transmission attempts. On the other hand, higher channel-coding rates result in a significant amount of outages, i.e., events where the source data cannot be recovered for the given channel state. In this case, video coding strategies for packet-lossy channels can improve the performance of the quality in packet loss environments, e.g., see [7] [8] [9] . However, it is more beneficial to map the varying channel conditions into a variable bit-rate channel. This can be done either by some unequal error-protection method or by employing ARQ protocols. However, this requires a source coding scheme, which is capable to adjust the transmission bit-rate "on-the-fly." Scalable or progressive source coding has proven to be very successful in variable bit-rate environments. The usefulness of these source coders in combination with unequal error protection in error-prone environments has been shown in several publications such as [10] [11] [12] . Although these methods work well for still-image transmission, the application to video transmission is not as straightforward, as the mismatch between encoder and decoder reference frames might occur or the video coding efficiency decreases significantly. Therefore, feedback from the receiver to the transmitter might be very beneficial. Progressive image communication employing feedback has previously been investigated in [13] and the application of feedback in a delay-constrained mobile video transmission environment has been presented, e.g., in [14] and [15] .
The goal of this work is to combine advanced error-protection methods including unequal error protection (UEP) and ARQ protocols with a fine granular scalable video codec and feedback strategies. On the one hand, this allows an efficient mapping of the varying channel state into a variable bit-rate channel. On the other hand, the feedback is exploited such that efficient and mismatch-free video coding is possible. The paper is organized as follows. In Section II, we present a wireless transmission system which includes the description of the channel model and the radio access scheme. Channel coding and decoding are presented and several ARQ protocols are discussed. Bounds on the performance of the presented channel-coding systems are derived and verified. Section III introduces the concept of progressive source coding and presents an efficient fine-granular video coding scheme. The performance of this scheme in different scenarios is discussed. Section IV combines the presented source and channel-coding algorithm and discusses several video coding systems based on UEP and ARQ schemes. Section V shows experimental results of the proposed systems for selected parameters. Section VI concludes this work.
II. WIRELESS TRANSMISSION SYSTEM

A. Channel Model and Radio Access
Mobile channels are highly time-variant in terms of receive power due to short-term fading effects and interference. An appropriate modeling and simulation of mobile channels and systems on its own is a very challenging task. Moreover, to exploit and compare coding schemes in the area of source and channel coding, applying highly sophisticated channel models is even more complex. Therefore, it is reasonable to define simple-but meaningful-models for wireless channels to evaluate the transmission of video and multimedia data in a mobile environment. In [16] , a block-fading additive white Gaussian noise (BF-AWGN) channel with perfect channel state information at the receiver is introduced as an appropriate model for many mobile channels. In [17] , it is shown that the characteristics of time-and frequency-hopping mobile systems are appropriately modeled by a BF-AWGN channel. Additionally, if we assume random activity of users over time a multi-user system can also be modeled as a BF-AWGN channel [18] . Widely used distributions on the channel gain are Rayleigh, Rice, and Nakagami- [19] . In the remainder of this work, we assume that the transmitter has knowledge of the channel statistics, i.e., the distribution of the channel gain , and the average signal-to-noise ratio (SNR) . In the system under investigation, a user transmits information messages to a single receiver. A discrete-time signal model is adopted, and we assume that the user has access to radio transmission slots to transmit the entire source message. Slots are denoted by their indices . Let , , and be the transmitted signal, the received signal and the noise during slot , respectively. Noise is assumed Gaussian and iid with variance and the average transmission energy is defined as . The propagation channel is assumed slowly time-varying and frequency-flat for each time slot. In particular, the channel gains over slot are assumed to be constant over the entire slot. Then, the received signal over slot is given as . We assume that the receiver has perfect knowledge of the channel gain and has access to the SNR (1) for all slots , where denotes the channel power gain. Estimation of the channel gain and of the SNR can be achieved in practice by inserting training symbols into each radio slot. By appropriate assumptions on the modulation scheme [17] , we obtain a channel with a constant bandwidth equivalent in channel uses per second. 1 
B. Channel Coding
The encoding of a binary information word of length with is defined as the mapping of this sequence on a channel word of length over the real numbers where is the code book. The rate of the code is defined as in bits per channel use. In the limit of large block sizes , the information sequence can be conveyed to the receiver with arbitrarily low probability of error if and only if the rate of the code is below the channel capacity [1] . For the AWGN channel with Gaussian input distribution and SNR , the maximum supportable rate is given as bits per channel use. Although the invention of Turbo codes [20] makes this ultimate performance limit achievable within a few tenths of a decibel, we will use convolutional codes (CC) in the remainder of this work. However, in contrast to commonly applied codes with memory , we will use very high memory systematic convolutional codes with as large as 96. In our system, the information message is input to a rate binary convolutional encoder that outputs a -tuple of code bits at time in response to the input symbol . Clearly, since is a binary random variable, the components are also binary random variables.
A large variety of rates are supported by rate-compatible puncturing. In a punctured CC for each group of information bits, only those coded bits of the original encoder are transmitted that correspond to a 1 in the binary puncturing matrix with [21] . contains 1s such that the rate of the code is . With the definition of appropriate puncturing matrices , in complete different channel-coding rates are available by this punctured code. Note that corresponds to uncoded transmission as we use systematic CC's. We define the set of available code rates as .
After encoding, the vector is transmitted over a discrete memoryless channel with symbol transition probability , where is the received channel symbol corresponding to the transmitted channel symbol . Note that the transition probability depends on the SNR encountered during transmission of symbol . In channel decoding, it has proven to be useful to define the -likelihood ratio (LLR) [22] of a binary random variable as (2) Channel decoding is then based on the -likelihood value of a received channel symbol (3) In order to incorporate sufficient interleaving in the system, the channel-code word is not transmitted directly over the channel, but rather distributed over several radio slots. defines the mapping of index pair , with and , either to the radio slot index pair , with and , or to a punctured code bit depending on the puncturing matrix . With this mapping, we define the LLR corresponding to the transmitted channel symbol as
This definition already includes that for punctured channel symbols the -likelihood value at the receiver is set to zero (in case of memoryless channels). With this definition, it is obvious that we can use one single channel decoder for the entire family of punctured codes [21] . The LLR contains all relevant information about the received symbols (including channel state information), and thus acts as our general interface from the channel to the channel decoder. In the remainder of this work, we assume a simple mapping from to as follows. We introduce a mapping from to a one-dimensional sequence  such  that  with  and  with  ,  we have  if  or if  and  . If , the code symbol is punctured. The mapping from to the symbol pair is defined as and . Fig. 1 summarizes the channel coding and radio access scheme. The information message of length is encoded by the convolutional encoder to obtain channel-code vector . Then, by appropriate puncturing and interleaving with , as well as by proper signal mapping, is mapped on the transmitted signal , which is spread and transmitted over the radio slots for transmission. The received signal is de-interleaved, de-punctured and processed such that we obtain the LLR of the received signal , which is passed to the channel decoder.
C. Sequential and Far-End Error Decoding
CCs of moderate memory order can be decoded in an optimum way using the Viterbi algorithm or symbol-by-symbol maximum a posteriori decoding [23] . Both algorithms operate on the trellis of the CC. Unfortunately, for high-memory CCs, which have favorable distance properties (note that the event error probability decreases exponentially with increasing memory order [24] ), these algorithms become prohibitively complex. Therefore, for memory orders greater than ten, we have to apply suboptimal decoding strategies, e.g., sequential decoding algorithms. The basic idea behind any sequential decoding algorithm is to extend, at any time instant, only the most promising path where each path of the code tree corresponds to an initial part of a code word. Hence, during the decoding process, only a subtree of the entire code tree is explored. Consequently, a metric is required that enables us to compare paths of different lengths. The well-known Fano metric [25] (written in -values [26] ) (5) where denotes the metric increment for the transition from state to state of the convolutional encoder, fulfills this requirement. The most prominent sequential decoding algorithms, the Fano algorithm, as well as the Stack algorithm, are both based on this metric. For a detailed description of these algorithms, refer to [27] .
A characteristic feature of sequential decoders is that the number of operations to decode a given frame is not fixed but depends on the channel state. If the frame can be decoded within the given time constraint, then due to the favorable distance properties of high-memory convolutional codes, the decoded frame is usually error-free. The probability of an undetected error is as least as small as the undetected error probability of commonly used cyclic redundancy check (CRC) codes of sufficient length. Sequential decoders work well as long as the code rate is below the cutoff rate , with as the SNR on the transmission channel [27] . However, for code rates greater than the cutoff rate, decoding of the entire information block is usually not feasible within a limited amount of time. It was shown in [28] that the following assumptions estimate appropriately the performance of high-memory-punctured convolutional codes with code rate on an AWGN channel, with SNR in combination with sequential decoding: error error undetected error (6) For practical systems employing high-memory CCs and sequential decoding, the cutoff rate has equivalent interpretation as the channel capacity as an ultimate coding bound, i.e., transmission is possible if and only if the channel-code rate is below the cutoff rate . Equivalent to the channel capacity, the cutoff rate is channel dependent, i.e., it decreases with decreasing channel SNR . Therefore, in a mobile system with varying channel conditions, we might encounter a situation where the fixed code rate exceeds the instantaneous channel cutoff rate. Then, the required number of operations 2 is likely to result in a violation of a given delay constraint, i.e., a given maximum number of operations-the computational limit-is exceeded. In addition, according to (6) , perfect error detection without additional overhead like block check sequences is achieved due to the properties of sequential decoders and CCs of high memory. Hence, incorrect decoding is very unlikely if the sequential decoder completes decoding without exceeding the computational limit . In fact, the performance of sequential decoders is usually not measured in terms of error probability but rather in terms of erasure probability. In case of incomplete decoding, sequential decoding ends with a partially explored code tree (see Fig. 2 ) with an incompletely decoded most promising path of length . We will now briefly present the far-end error decoder (FEED) algorithm, which provides error detection and error localization for the case when the sequential decoder cannot decode the entire code word. This algorithm was initially introduced in [29] with application to progressive image transmission. Among others, it was shown that the FEED algorithm is especially powerful in combination with UEP (see also Section IV-B). The partially explored code tree defines a set of variable length code words and the set of corresponding information words that generate these codewords [30] .
The FEED algorithm extends conventional sequential decoding algorithms to determine an error-free subpath , of the incompletely decoded path . It is based on the reliability of successively shortened subpaths of given the LLR of the entire received sequence and the set of (variable length) information sequences . The joint probability of the received sequence and a specific path (corresponding to information sequence ) is given by [30] where denotes the state of the convolutional encoder after encoding the information sequence . Thus, using the cumulative metric , the reliability of a subpath of is easily derived by where is the initial encoder state (usually 0) and denotes the set of all information sequences of with common subpath . The reliability vector of subpaths with increasing length is then defined as
The reliability is monotonically increasing with decreasing subblock length, i.e., , . This decoder property is used to supply the source decoder only with this subblock that is error-free with some specified reliability . We define the shortening function for a bit sequence , the corresponding reliability vector and the reliability threshold as with (7) i.e., the longest subpath of with . If decoding of the information message exceeds the computational limit , then this decoder uses the path reliability to determine the virtually error-free part of the incompletely decoded path and passes only this part to the source decoder. The computation of the path reliability can easily be added to any sequential decoding algorithm (e.g., the Fano or stack algorithms) with almost no increase in complexity. This is due to the fact that the metrics required to compute the path reliability are already calculated in the decoding process of any sequential decoder. The reliability calculation is a post-processing operation performed after the estimate has already been determined. In a change of paradigm, the decoder does not aim to minimize the bit or word error probability, but to delay the first error within a data frame as far as possible. For that reason, the new decoder is called the FEED [29] . Due to the properties of sequential decoding, for the FEED algorithm, the number of operations performed per decoded bit can be chosen arbitrarily, leading to a scalable computational complexity in contrast to the predefined complexity of most other decoding algorithms [12] , e.g., the Viterbi algorithm. Therefore, receivers of different complexity can be supported or battery life can be traded versus quality. In [31] , this issue is discussed in more detail for progressive image transmission. Moreover, the FEED algorithm is self-adaptive to varying channel conditions. If the transmission is error-free, the decoder spends only a single operation per decoded bit; however, if the received block contains many channel errors pertaining to a bad channel quality, the number of operations per decoded bit increases and, hence, the decoder automatically adapts to the channel state.
The usefulness of the presented channel codes and the FEED algorithm in systems with varying channel conditions will be shown in Section IV. We will use the rate-compatibility property as well as the error detection capability in combination with the reliability information in UEP schemes as well as in Automatic Repeat reQuest (ARQ) systems.
D. ARQ Schemes
In addition to forward error correction schemes we also investigate the transmission employing hybrid ARQ schemes, i.e., in addition to forward error correction, a feedback to the receiver is also available. For the remainder of this work, we assume a simple stop-and-wait retransmission protocol with both, positive and negative acknowledgment (denoted as ACK and NACK, respectively). We ignore any implementation details like sequence numbering, errors on the feedback link, or timing issues as this is out of the scope of this work. However, we assume that the number of retransmissions for each information message is restricted to radio slots.
Let us start with a simple hybrid ARQ scheme (denoted by ARQI). Assume that message of length bits is encoded to a channel symbol vector of length . When a radio slot is available for transmission, the symbols are transmitted on the first slot to the receiver. The receiver determines an estimate of the transmitted information message by processing the LLR of the received signal based on code . If decoding is successful, the receiver sends an ACK to the transmitter on the error-free feedback channel and the transmission of this message stops. In contrast, if the receiver detects an error, a NACK is sent. In this case, the transmitter sends the same code word on slot and decoding is based on the LLR of the received signal . Again, if decoding is successful, an ACK is sent and the transmission of this message stops. The process goes on such that after the transmission of slots decoding is based on . If successful decoding occurs after exactly the th transmission attempt, the effective coding rate for the current code word is in bits per channel use. Note that for binary signaling, the maximum information length for ARQI is limited to . If successful decoding does not occur within slots, then this message becomes useless where is the maximum number of slots which can be used to transmit this message.
By applying the same protocol but adding receiver modifications, a more powerful system is obtained (abbreviated by ). Instead of ignoring the LLR of the already received signals in the th decoding attempt, a maximum ratio combining of the LLRs of all received signals is performed. The receiver decodes the code by processing the LLR of the received signal (8) which is the sum of the LLR of all previously used transmission slots. This means that the receiver has to store this sum-LLR in case of incorrect decoding.
Finally, we will describe a general hybrid ARQ protocol with incremental redundancy. Usually this system is referred to as ARQ type-2 protocol-denoted ARQII-in the following. Assume that message of length bit is encoded to a channel-code vector of length where is a given integer. Note that in contrast to ARQI, an information message longer than could be conveyed to the receiver with nonzero probability if is greater than 1. However, we omit this nonpractical case in the following. The codeword is divided into subblocks, each of length , such that it can be modulated and transmitted over one radio slot. The code book , denotes the punctured code of length obtained from by deleting the last subblocks. When a radio slot is available for transmission, the first symbols are sent on the first slot to the receiver. The receiver decodes the code by processing the LLR of the received signal . If decoding is successful, an ACK is sent back to the transmitter and the transmission of this message stops. Again, if the receiver detects an error, a NACK is sent. However, in contrast to ARQI, the transmitter sends the second subblock of symbols of the same code word on slot . Now the receiver decodes code by processing the LLR of the received signal blocks . Again, if decoding is successful, an ACK is sent and the transmission of this message stops. The process continues such that after the transmission of subblocks corresponding to the current code word, code is decoded by processing the LLR of the received radio slots . If successful decoding occurs after exactly the th transmission attempt, the effective coding rate for the current code word is in bits per channel use. If successful decoding does not occur within slots, then this message becomes useless. In the following we assume that the messages have subblocks, such that "enough" subblocks are available within the delay constraint . An implementation of an ARQII protocol employing rate-compatible punctured convolutional codes is presented in [21] .
E. Performance Bounds and Experimental Results
We will now compare performance bounds and experimental results of the presented practical ARQ schemes. Assuming a binary message of length and radio slots available for transmission, each of length , it was shown in [18, Lemmas 1, 2, and 3] that there exist rate-compatible punctured codes 3 which fulfill for any and resulting code rate error error undetected error (9) where denotes the mutual information for Gaussian input over an AWGN with SNR on each radio slot . Additionally, in [18] it was shown that the probability of successfully decoding a message coded with rate after exactly transmitted slots is given by (10) where denotes the probability that a message with code rate cannot be decoded when transmitted over radio slots. Therefore, serves as an information outage probability [16] which finds a natural interpretation as the limiting error probability for large block length averaged over the random coding ensemble and the channel states.
Although in [18] the existence of codes fulfilling (9) is shown, no practical coding scheme is presented that achieves this ultimate limit. For this reason, we apply the findings of [18] to coding schemes using practical codes and derive appropriate bounds to estimate the system performance. Our schemes are based on the previously presented high-memory punctured convolutional codes in combination with sequential decoding. With the bounds given in (6), we can estimate the outage probability for different ARQ protocols for our channel-coding system as for ARQ I, for ARQ I , for ARQ II (11) which is equivalent to [18, eq. (20) ] except for replacing mutual information with the cutoff rate . Note that the outage probability is also meaningful without the association of an ARQ protocol. It shows the performance of different transmission schemes (repetition, interleaving) and receiver strategies (diversity combining, code combining) when transmitting an information message over radio slots.
The validity of the bounds has been verified by simulations. Fig. 3 shows the outage probability over the code rate according to (11) for different transmission strategies assuming iid Rayleigh channel gains with average SNR dB and available radio slots. Additionally, simulations have been carried out using the previously presented high-memory punctured convolutional codes with sequential decoding. The radio slot-length was chosen to bits, and the information message length is adapted such that different code rates with matching puncturing patterns are achieved. For a detailed description of the code parameters (generator polynomials, puncturing tables), we refer to [28] . For the ARQII case, the interleaver was used to spread the channel symbols over the radio slots.
From the simulation results, we observe a close correspondence between the simulation results and the performance bounds for all transmission strategies. Comparing the different strategies with each other, it turns out for the binary input codes that for ARQI and ARQI , the maximum transmission rate (conveyable with outage probability 1) is limited to , whereas for ARQII, the rate can be as high as 1, as discussed previously.
III. PROGRESSIVE VIDEO CODING
A. Notations: Scalable Source Coding
Scalable and progressive image and video coding has attracted significant interest recently because of its inherent network friendliness. However, before we present the investigated video-coding algorithm in detail, we will briefly define the concept of scalable source coding. Let be a -dimensional random variable from the set . A -dimensional source encoder operating at rate bits per component is a mapping that can be decomposed into a coder function and a decoder function , where for all . It is common to design a source coder such that approximates well the source by minimizing some expected distortion . This implies, however, that the quantizer can only effectively be used if the entire -bit index is available to the receiver in a communication system. It is often desirable to have partially decodable approximations of the source based on only prefixes of the binary word being available at the receiver. This leads to the specification of a progressive source coder. Let be a set of numbers called decodable transmission rates. A -dimensional progressive source coder with layers is a sequence of -dimensional source coders such that, for each , the source coder operates at rate bits per source component, and the source encoder has the property that for every , the binary code word is a prefix of the binary word . The sequence of source coders is designed to become closer to on average, as the transmission rate increases from toward . Suppose the source is quantized at the maximum transmission rate , and that is the resulting binary word of length , where , for each . Then is the additional binary string appended to when increasing the source code resolution by one stage. In the following, we refer to the resulting entire binary word as message. Therefore, the binary code word is a prefix of the binary word . The number of information bits for each layer is defined as where, by definition, . The layered distortion for a source realization represented by the source code in layer is defined as (12) where measures the cost by representing by . For notational convenience, the set of layered distortion is defined as and the corresponding set of information bits is defined as . Additionally, we define the differential layered distortion representing the distortion reduction by the additional decoding of layer as (13) and . In general, even for a good source coder, is not necessarily decreasing with increasing . This property only holds for the expected distortion . However, for the remainder of the work, we assume that this property holds for each realization . This can be justified for video and image coding if one realization represents an entire picture.
B. Progressive Texture Video Coding
Scalable coders encode video input into multiple layers. In addition to conventional scalable coders, fine granular scalability (FGS) is even better suited for network applications as virtually each bit forms an additional enhancement layer. This allows very fast and accurate network adaptation to variable bit-rate channels. Embedded still-image coding was pioneered by Shapiro in his embedded zerotree wavelet (EZW) coding algorithm [32] which was later refined by Said and Pearlman in their set partitioning in hierarchical trees (SPIHT) coder [33] .
Rate-scalable, embedded video coding was first proposed by Taubman and Zakhor [34] using 3-D subband coding. Based on this ground-breaking work, a number of embedded 3-D video coding algorithms, such as in [35] , [36] , were proposed, which combine 3-D subband coding with motion compensation. In order to meet more restrictive requirements with respect to delay, implementation memory, and computational complexity, McCanne et al. [37] introduced a simple progressive video coding algorithm. An overview of the FGS approaches in the MPEG-4 video standard is provided in [38] . A major drawback of scalable and progressive video codecs is the reduced coding efficiency. Either an MPEG4-FGS-type inefficient intra frame coding for the enhancement layer has to be used or drift problems are encountered as encoder and decoder predict from different reference frames in the motion-compensation process. In the following, we will briefly introduce the progressive texture video codec (PTVC), which shows excellent coding efficiency if used appropriately.
The PTVC is based on the H.26L test model [39] which has been modified to perform motion estimation and compensation only, i.e., coding of transform coefficients has been disabled in the H.26L codec. Instead, an embedded bit-plane coding is used to represent -frames and the displaced frame difference (DFD) resulting from motion compensation. The resulting video bitstream consists of the combination of the H.26L control and motion component and the progressive texture bitstream. Here, we only give a brief overview over the codec. For a detailed description of the PTVC, we refer to [40] and [41] . To simplify the codec description and to focus on the main features, we present a simplified version of the PTVC in the following. We omit the presentation of intra-frame coding, the loop-filter operation, generation of a group-of-picture (GOP) bitstream and the prediction from multiple reference frames [42] , [43] , although all these features are included in the PTVC. The motion apparatus is identical to the one in H.26L [39] including a block-based motion compensation with variable vector block sizes for each macroblock and 1/4 pel estimation accuracy.
The simplified encoder is depicted in Fig. 4 . We assume that the input video is preprocessed such that constant frame rate is achieved and, therefore, the discrete time-index specifies each frame. Assume that the reference frame buffer contains a video frame . The video frame at time is processed in the following way. The PTVC encoder performs motion estimation on with respect to . The resulting motion vectors are used in the motion compensation process and the motion compensated frame is subtracted from the input frame . For each color component, the resulting DFD is processed to obtain an embeddedly coded bit-stream. The 4 4 block-based integer transform as used in the H.26L test model is applied. Prior to quantization and entropy coding, the coefficients of the entire frame are rearranged into 16 subbands, such that, for example, all DC coefficients are arranged in the upper left subband. The entropy coding applied to the DFD is similar to techniques used in SPIHT [33] and JPEG-2000 [44] based on bit-plane and context-based arithmetic coding.
The control data and motion vectors are coded as specified in H.26L with a universal variable-length code (UVLC). The binary representation of the three color components are multiplexed [41] in an appropriate way according to the color component ratio and the multiplexed color components are appended to the control and motion vector data. This results in a bitstream , which is the binary representation of the input frame . consists of prefixes , which allows reconstructing at different rates. As we have a progressively coded bitstream, virtually any bit can be a separate layer and can be as small as 1.
Before continuing with the generation of reference frames at the encoder, we present the PTVC decoder as the reconstruction algorithm in the decoder is also part of the encoder. The simplified decoder is shown in Fig. 5 . Again assume that the reference frame buffer contains a video frame . The received index for frame number might contain bit errors (hence ), and additionally might be shortened (hence ). The reasons for erroneous and possibly shortened indices will be further explained in Section IV. The received index is demultiplexed to obtain control, motion vector data, and three progressively coded bitstreams, one for each color component. Reconstruction is performed in reverse order of encoding: arithmetic decoding, bit-plane reconstruction, subband decomposition, and inverse integer transform. Finally, we obtain the DFD at the decoder. The sum of the DFD and the motion-compensated reference frame results in the reconstructed video frame at time . The reference frames at encoder and decoder are produced in a similar way. The encoder operates on a possibly shortened version of index and produces reference frame , whereas the decoder operates on a possibly shortened version of index and produces . Because of this structural equivalence, we only describe the reference frame generation at the encoder. The possibly shortened version of the index is reconstructed in the PTVC encoder based on the reference frame . The resulting decoded frame (in the encoder) is the reference frame for the next input frame, i.e., the reconstruction part in the encoder produces . The challenging task is now to appropriately adjust the layer and , which produce the reference frames at encoder and decoder, respectively. Several general cases will be discussed in the following and performance results for each case are presented.
C. PTVC in Network Environments
In this section we compare the performance of the PTVC to well-known standard reference video codecs. In additions, we will briefly discuss different approaches on how to select the layer indices and to reconstruct the reference frames in encoder and decoder, respectively. Therefore, we assume that we transmit video data encoded at a constant frame rate over an error-free channel with constant transmission bit-rate . Hence, we have bits per video frame in the average. For the PTVC, we assume a minimum delay requirement and for this reason we select the total number of bits per video frame to . In addition, for the PTVC description, we assume progressive coding with , i.e., we have . Therefore, the received index at time is given as . We will now discuss two different transmission scenarios. In the first scenario, the transmission bit-rate is known a priori at the encoder. This is a common scenario for nonlayered video applications and, therefore, we can compare the PTVC to standard video codecs. To avoid mismatch and obtain the best possible reference frames, the encoder should have identical reference frames with the layer indices as high as possible, i.e., . All simulations are carried out using the QCIF test sequence Foreman (30 Hz, 300 frames, 176
144 pels) at a constant frame rate of Hz and for an IPPP … -coded sequence. This results in an intra period of . The -frame in the PTVC case is assigned times more data rate than -frames such that the actual transmission rate for the -frames is reduced to . This reduction was taken into account. We compare the PTVC to TML5 [39] of H.26L and TMN9 of the ITU-T Recommendation H.263 [45] , the latter with advanced options of Annexes D, F, I, J, and T. To achieve a given target rate, a simple off-line rate-control mechanism was used for both reference schemes.
The performance of this experiment is shown in Fig. 6 . The Y-PSNR is plotted over the transmission bit-rate . As can be seen from the graph, the PTVC (curve 3) is only little inferior to the coding method of H.26L (curve 1) 4 whereas H.263 (curve 2) is outperformed significantly by the PTVC. The performance gap between H.26L and PTVC stems on the one hand from the less efficient coding of the transform coefficients but also from the fixed bit-per-frame constraint. If the intra frame period is decreased to (curve 5), it can be observed that the performance decreases significantly compared to H.26L (curve 4). This is as the intra coding for the PTVC is inferior than the H.26L scheme. Obviously, as for any common video codec the introduction of more frequent intra-frames reduces the overall performance significantly. This aspect will be important in the system design discussed in Section IV.
For the second set of experiments, we assume that the transmission bit-rate is not known prior to encoding. The standard coders fail to transmit video if the coding rate exceeds the transmission bit-rate. For the PTVC, as for any scalable coder, this is different. However, the encoder has to adjust the index to generate appropriate reference frames. For this reason, we define a feedback bit-rate such that the reference frames are reconstructed by with
. If the transmission bit-rate would 4 Note, that TML5 and PTVC share the same motion model. be equal to the feedback bit-rate, i.e., , we have the same performance as discussed for the a priori known case (see Fig. 6 , curve 3 and 5). However, if the transmission bit-rate exceeds the feedback bit-rate, i.e., , the decoder generates reference frames according to , i.e., the reference frames in encoder and decoder are identical. However, the latter part of the received bit-stream which the decoder can access for representation is not used to produce the reference frames. Curve 6 of Fig. 6 shows the performance for feedback bit-rate kbits/s over the transmission bit-rate . Note that virtually any transmission bit-rate can be supported by this scheme. A very slow increase of quality with increasing transmission bit-rate is visible. A similar performance is reported by the MPEG-4 FGS approach [38] . In contrast, if the channel cannot support the feedback bit-rate, i.e., , the decoder generates reference frames according to . Then, the reference frames in encoder and decoder differ as . Therefore, encoder and decoder predict from different reference frames and drift is introduced into the prediction loop. Fig. 6 , curve 7, shows the performance for kbit/s. Obviously, this drift results in an immediate decrease of the quality even if the transmission bit-rate is only slightly below the feedback bit-rate . In this case, only the frequent introduction of intra frames to completely remove the drift as presented in [40] can provide satisfying quality. Curve 8 of Fig. 6 shows the performance for kbit/s, and , i.e., every tenth frame is an -frame. The appropriate adjustments for the number of bits for each -frame have been applied to meet the total transmission bit-rate. The loss compared to the adjusted bit-rate (curve 3) is about 2 dB in PSNR at a constant transmission bit-rate, or, the bit-rate is increased by about 50% at the same quality due to the frequent intra update. Additionally, as a high-quality intra-frame in general requires a significantly higher data rate to achieve the same quality as an predictively coded frame, this can add undesirable delay for communication applications. Although the regular intra-update of macroblocks might circumvent this delay problem, the mix of drift-prone and drift-free parts within one image is subjectively annoying. We conclude that it is beneficial to have the number of bits used in the decoder to reconstruct the reference frame also available at the encoder a posteriori, i.e.,
. Additionally, we would like to have high quality reference frames so we target at .
IV. WIRELESS VIDEO TRANSMISSION SYSTEMS
A. System Overview
We will now combine the error-protection schemes presented in Section II, the PTVC presented in Section III and different feedback strategies. The principles of the framework are applicable to any kind of real-time video transmission. For video-streaming applications, for example, the introduction of an embedded bit-stream syntax for the entire group-of-pictures (GOP) by multiplexing the frames appropriately as proposed in [40] and [41] is beneficial. In addition, even for streaming of pre-recorded sequences over error-prone channels, this approach is applicable with some minor modifications. However, for the remainder of this work, we will focus on conversational video applications. In addition, we assume that the long-term channel statistics are perfectly known at the transmitter and that we have access to an instantaneous and error-free low bit-rate channel in both directions. This channel is used to transport feedback information (ACK, NACK, or decoder reference layer ) in the backward direction and channel-code rate schedules in the forward direction. In a practical video communication system, the even more delay-sensitive speech channel might be used to transport these messages. A relaxation of these constraints is subject of future work. Fig. 7 shows the general system diagram which will be refined later when we introduce different error-protection schemes in more detail. Assume that the video source produces frames at constant frame rate . Source realizations are therefore uniquely specified by the integer time index . In the further description, we will skip the time index whenever there is no ambiguity. Assuming a channel bandwidth equivalent in channel use per second and a minimum delay requirement we obtain the number of channel symbols accessible to transmit one video frame as . In the video encoding process, for each frame the prediction mode is chosen by the transmitter control indicating whether this frame is predicted from the images in the reference frame buffer ( -frame) or purely intra coded ( -frame). In our case, we introduce a regular intra-frame update where every th frame is an intra-coded frame. -frames in general get assigned times more data rate than -frames. For each video frame , the encoding process generates an embedded bit-stream and layered distortion vector . These parameters are forwarded to a rate-allocation process which selects an appropriate number of layers to be transmitted and the corresponding channel-code rate vector . Optimized rate-allocation algorithms for different error-protection schemes are discussed in Sections IV-B and IV-C. The transmitter outputs an appropriate transmission signal vector and at the receiver we obtain the LLR of the received signal . The LLR is passed to the receiver of the error-protection system. In general, the error-protection decoder generates two versions of the decoded index . is used to reproduce the source data whereas is used to produce a new frame for the reference buffer. In addition, we will investigate several optional feedback strategies. The amount of reliably decoded bits might be conveyed from the receiver to the transmitter such that an appropriate reference frame at the encoder can be generated using the index . This system, as well as a forward error correction scheme without any feedback, is presented in Section IV-B. Additionally, the error-protection scheme itself might exploit the feedback in an ARQ scheme. Systems with different ARQ strategies are presented in Section IV-C.
In order to perform appropriate rate allocation at the transmitter and to estimate the performance of the systems, we attempt to estimate the overall distortion of each system. Therefore, let be a random variable specifying the last layer for which the source coder index was correctly decoded after transmission. We assume the decoder knows the value of by perfect error detection and that the probability of undetected errors is zero. Then, is used as an estimate of . The expected distortion for a video frame can be derived as where denotes the probability that exactly layer is decoded and denotes the probability that at least layer is decoded. Note that the expectation is over the channel statistics. The error probability depends on the channel statistics and the error-protection scheme. We will derive the appropriate expressions for an unequal error-protection scheme in Section IV-B and several ARQ schemes in IV-C.
Additionally, if one is interested in the overall distortion , also taking into account the source statistics, we obtain the overall distortion as
B. Forward Error Correction Schemes
Recent investigations [46] have shown that the reconstruction quality of efficient progressive source coding schemes is severely affected by residual errors. Due to the properties of progressive coding, any data after the first decoding error cannot be interpreted further. In fact, even if the data following the decoding error is correct, usually the reconstruction quality decreases due to effects like synchronization loss, etc. Thus, it is vital in progressive coding to deliver only error-free data to the source decoder, i.e., to detect and localize the first decoding error. To achieve this goal in [12] , a forward error correction scheme has been proposed. This system features a high-memory (e.g., ) systematic CC and a puncturing unit such that a regressive redundancy profile can be generated, i.e., UEP over the progressive data frame is applied. Decoding is performed with the FEED algorithm as presented in Section II-C with a scalable complexity per data frame and the shortening function , as defined in (7), is used to determine the virtually error-free part of the decoded path.
We will use a similar system to transmit video data over wireless channels. Fig. 8 shows the transmission system. After the generation of a video frame and the PTVC encoding we obtain the index and the layered distortion function which is passed to the rate allocation process. The rate-allocation process generates an optimized channel-coding vector of length and the shortened information message of length . An optimized rate allocation will be presented later in this section. The index is channel encoded, appropriate puncturing and interleaving is applied. The resulting transmission signal vector is then transmitted over radio slots and at the receiver after appropriate signal processing we obtain the LLR of the received signal. The FEED algorithm processes to obtain a decoded binary sequence and the corresponding reliability vector . The information sequence is shortened with the decoding reliability threshold to obtain a received index , which is used to decode and represent the frame at the receiver. Additionally, the information sequence is also shortened with a reference reliability threshold to obtain a received reference index which is used to obtain a reference frame at the receiver. In addition, the decoded reference layer can be conveyed to the transmitter. If available, this information is used to produce a reference frame in the PTVC encoder by setting . The reference frame at the transmitter side is then produced by decoding . In general, we use as the reference frames should be more reliable as the presented frames to avoid error propagation and drift problems.
The UEP is implemented by applying rate-compatible puncturing as presented in Section II-B using a CC with mother code rate . The maximum rate corresponds to puncturing all parity symbols, i.e., .
Let us assume a layered transmission such that source bits are grouped and transmitted in one layer, i.e., . Since the source decoder has been defined such that it can operate only on complete layers, we assume that either all bits or none of the bits in the respective layer can be decoded.
We derive an estimate of which specifies the characteristics of the transmission system, i.e., the performance of the channel-coding system for the given channel statistics. We assume a channel symbol vector which denotes the amount of channel symbols assigned to each layer. The channel-coding rate of layer is therefore given as . For notational convenience, we define the channel symbol vector up to layer as with and the sum over all components of vector as with and . In [31] , it was shown that for a given channel symbol vector and the assumption on the forward error correction performance according to (6) , the probability that at least layer can be decoded is given as (14) Note that the cutoff rate depends on the channel state (see Section II-C). For our framework with radio slots to convey the information to the receiver, the probability of correct decoding of an information message coded with rate is given as (15) and it only depends on the channel symbol length of layer . As is monotonically increasing (see Fig. 3 ) with increasing we can express (14) as (16) With (14) and (16), the expected distortion of the presented progressive transmission scheme for a channel symbol vector is given as (17) Obviously, for a good overall system performance, we would like to minimize the distortion in (17) with respect to the channel symbol vector . This is a typical rate-allocation problem, where specifies the optimized source coding rate and specifies the optimized channel-code rates. The objective is to find a vector for each source realization such that the expected distortion in (17) is minimized, i.e., (18) under the constraint that the total number of channel symbols does not exceed the total number of channel symbols available to transmit one video frame , i.e., . Note that the number of transmitted layers is included in the optimization process as the length of the vector can be adjusted. In [31] it was also shown that this problem could be solved exactly by a framework based on dynamic programming if the rate-distortion function is convex. A similar problem for different distortion functions has been investigated in [11] . We will briefly present the algorithm of how to obtain the optimized channel symbol vector which minimizes the distortion in (17) . This vector is monotonic decreasing, i.e.,
. Then, for a monotonic decreasing and convex distortion measure , the minimum expected distortion is given as (19) With these preliminaries, it can be shown that the optimized channel-coding vector for fixed (constrained optimization) can be obtained by dynamic programming. By defining (20) and , the problem defined in (18) with overall channel-coding constraint can be reduced to subject to (21) for and . From (20) and the definition for the rate constraint, the following two recursions are obvious for :
and we initialize and . Note that for a channel symbol vector , and do not depend on . Therefore, the solution of the minimization problem in (21) needs to be determined only over a subsequence of channel codes, namely, the vector . Hence, with (22) and (23), we can solve (21) with a dynamic programming approach [31] and we obtain a channel symbol vector which achieves the minimum in the constrained minimization problem, i.e., for fixed and fixed source rate . The constrained minimization problem can easily be extended to the unconstrained minimization problem, which can also be solved by a dynamic programming approach by selecting the number of transmitted layers such that this distortion is minimized. Obviously, this algorithm can be modified to obtain the maximum overall PSNR or to obtain the maximum average rate. This rate-allocation algorithm is performed for each source realization . Therefore, the rate schedule has to be transmitted to the receiver by a small side information. However, it turns out that the optimal channel symbol vector does not differ significantly for different realizations . Therefore, in a practical system, it is more suitable to fix the channel symbol vector for fixed channel statistics. In this case, we aim to minimize the expected distortion rather than the distortion for each source realization . However, to exploit the full performance of the system, we assume an optimized rate allocation for each source realization and the availability of the optimized channel symbol vector at the receiver. 
C. ARQ Systems
Obviously, the same arguments which lead to the conclusion that the previously presented forward error correction scheme with error detection and localization is very suited for the transmission of highly sensitive progressively coded source data also motivates the application of ARQ systems. In the following, we will present a wireless transmission scenario based on a general hybrid ARQ system. The different protocols presented in Section II-D result in different performance. Fig. 9 shows the investigated system. By encoding of the PTVC encoder generates a binary index and the corresponding layered distortion vector , which is stored at the transmitter side. Based on this distortion vector and the available number of transmission slots to transmit this message the rate allocation process derives an optimized channel-coding rate . The optimization process is discussed later in this section. The transmitter control selects information bits from the progressively coded index to generate the information message . This message is encoded by the high-memory CC to obtain the code vector . By appropriate puncturing and mapping, the transmitter generates the transmission message of length . At the receiver the LLR is generated and by inverse puncturing we obtain the LLR , which is passed to the sequential decoder. The sequential decoder either decodes the message or indicates a decoding failure. Note that in a practical system we can not necessarily assume that . In case of a detected error, a NACK is sent to the transmitter and, for ARQI and ARQII protocols, is stored at the receiver. At the transmitter, if we receive a NACK and , we transmit the additional redundancy of the first message according to the specified ARQ protocol, i.e., repetition of in the case of ARQI and ARQI or transmission of the second subblock in the case of ARQII. At the receiver, the LLR is processed according to the employed ARQ protocol to obtain a new which is passed to the sequential decoder. This procedure is repeated until decoding is successful or is stopped, if the delay constraint is violated for this source message, i.e., . In the case of successful decoding, an ACK is sent to the transmitter and the decoded information is stored at the receiver. If the transmitter receives an ACK, the transmission of the current information part is stopped. Rate allocation is performed based on the number of residual transmission slots and to obtain the optimized code rate or, in general . The next information bits are taken from the binary index to obtain the information part which is encoded, punctured, transmitted, and processed at the receiver, as already discussed.
If the receiver has processed the received signal of the final radio slot , no more information of the source data is expected. Let us assume that the number of successfully transmitted information parts is denoted as . Therefore, at the receiver the decoded index is obtained by the concatenation of the received information parts . is decoded to obtain . The same index is used to reconstruct the reference frame at the decoder, i.e.,
. At the transmitter, if no more slots are available, the transmission for the current source message is stopped. Additionally, an appropriate reference frame has to be generated. As the transmitter is aware of the number of layers decoded at the receiver by the ACK/NACK feedback channel, the reference frame can be generated by setting . The transmitter generates a new reference frame by decoding . Then, the new frame can be encoded and the processing and transmission of the subsequent binary index starts. This transmission and scheduling strategy ensures that only if the first bits of the encoded frame containing the most important data like motion vectors are received, the residual bits are attempted to be transmitted. The important data, therefore, has radio slots to be conveyed to the receiver, whereas the less important information can only use the remaining slots . We are interested in the expected distortion for a given channel-code rate vector assigned in each trans-mission slot . This serves to estimate the performance, as well as to find optimized channel-coding rates by minimizing the expected distortion. According to (14) , we have to derive , i.e., the probability that the random variable denoting the number of decoded layer takes on the value . As this probability depends on the code rate vector and the number of available transmission slots , we define (24) where is the outage probability according to (11) and is the probability that exactly layers can be decoded in transmission slots. This probability can be recursively computed as for , , and . With (14) and (24), the expected distortion depending on the number of available transmission slots , the code rate vector , and the actual source data is given as (25) Again we aim to minimize with respect to the code rate vector . However, in contrast to FEC, where we do not know if a layer has been correctly decoded at the receiver in the case of ARQ, we can perform a new rate allocation before transmitting a new information part with the knowledge of the number of residual radio slots . Therefore, we derive the expected distortion assuming that the next layer to be transmitted is and having residual radio slots as (26) with . For every new layer to be transmitted, we aim to solve the following problem: (27) with the set of accessible channel-code rates given by the puncturing tables. Brute force search can be quite complex, especially for large and a large number of layers. Unfortunately, as is calculated recursively a complexity reduced algorithm similar to the UEP case can not be derived. However, as the future code rates can be allocated later, we assume that the code rate for all layers will be chosen identical to find the optimized code rate , i.e., (28) Again, the rate-allocation algorithm is performed for each source realization requiring that a rate schedule has to be transmitted to the receiver by a small side information. In a practical system, we might prefer to fix the channel-code rate vector for fixed channel statistics. However, for the same reasons as in the UEP case, we assume an optimized rate allocation for each source realization and the availability of the optimized channel-code rate vector at the receiver.
V. EXPERIMENTAL RESULTS
A. Simulation Environment
To verify and evaluate the different systems presented in Section IV, a simulation environment of each of the presented systems has been implemented. Although the presented results cannot verify the performance for the huge variety of parameters, the selected experiments show the potential of the proposed systems and allow to compare different strategies. Before we present and discuss the results of these experiments and compare different systems, we introduce the simulation parameters as well as the applied evaluation criteria. The common simulation parameters are summarized in Table I . All simulations are carried out using the QCIF test sequence Foreman (30 Hz, 400 frames, 176
144 pels) at a constant frame rate of Hz. To fulfill the minimum delay requirement and to have constant frame rate, -frames get assigned the same number of bits, i.e.,
. The -frame period for transmission with feedback is 800, whereas without feedback a frequent intra-update every 20 frames is introduced. To obtain long test sequences, the original sequence is looped appropriately. The number of frames coded in one experiment is denoted as . The channel is assumed to have bandwidth equivalent symbols per second, which results in channel symbols per video frames. The channel gain is assumed to be iid Rayleigh distributed and the average SNR is dB. We assume that we have a total of radio slots per source message, which means that one radio slot contains channel symbols. We use a systematic convolutional code with memory , mother code rate , and puncturing period . An exact specification of the code and the puncturing tables is given in [28] . The computational limit for the sequential decoder is set to . As a conventional Viterbi decoder [27] needs operations per information bit, the receiver complexity corresponds to the usage of an CC with Viterbi decoding.
We define common measures to estimate the overall performance of a source-channel-coding system. The distortion for the received video frame at time is defined as , with
. We distinguish between two distortion measures in the following. denotes the squared distortion of the luminance component and denotes the weighted squared distortion of the three color components , and , i.e., . The average PSNR is defined as (29) The second common measure is the PSNR of the average distortion , which is defined as (30) In the experiments, the rate allocation for all cases targets to minimize the expected weighted squared distortion . Additionally, it is suggested in [10] to report the results using not only the expected distortion but also the cumulative distribution of the PSNR for each decoded image . We also adopt this scheme to present our results. Furthermore, we present the cumulative distribution of the amount of decoded bits at the receiver and the expectation .
B. Simulation Results
Simulations have been carried out according to the simulation environment described in Section V-A. We present results for the UEP case with and without feedback as well as for all three ARQ cases. For the UEP cases we assume that the decoding reliability threshold is set to 0.1 and the reference reliability threshold is set to 0.99. For the case without feedback, the reference frame in the encoder is reconstructed based on bits. This number was chosen as it shows the best results without feedback. The probability that we can decode less bits is about 0.1 (see Fig. 10 ). Higher would result in increased drift problems, lower in worse reference frames. Table II shows  results for PSNR  and  and the expected number  of decoded bits for five different schemes. Additionally, in Fig. 10 , the cumulative distribution of the amount of decoded is shown for UEP and all three ARQ cases. In Fig. 11 the cumulative distribution of the decoded luminance PSNR is shown. It is worth mentioning that the results based on the PSNR match very well the subjective impression of the decoded video sequence. From , it can be seen that the average decoded bit-rate is in the range of 25 to 30 kbit/s. The acceptable quality in this low bit-rate range is only possible due to the excellent coding performance of the PTVC. Except for the simple ARQI protocol the error-protection schemes using feedback (ARQI , ARQII) result in significantly higher average decoded bit rate. The bit-rate in the UEP without feedback case is similar to the one for UEP with feedback and for ARQI. Therefore, in Fig. 10 , only one distribution for the UEP case is shown as they are almost identical regardless of the usage of feedback. However, the quality without feedback is significantly lower and subjectively, this quality is not acceptable. The reduced quality stems partly from the necessity of frequent intra-updates and partly from the drift between encoder and decoder reference frames as the decoder can not always reconstruct the same reference frame as the encoder if the channel conditions have been bad. The probability that the decoded number of bits is below the reference frame number is relatively low. However, the PSNR distribution in Fig. 11 shows that the decoded quality for UEP without feedback is very often below an acceptable quality of about 22 dB. This also comes from the frequent intra-updates and the encoder-decoder drift problem. To summarize, the system without feedback can not provide sufficient quality for the given channel conditions. Therefore, let us focus on the feedback based systems. As expected ARQII outperforms ARQI, ARQI and UEP. However, the UEP scheme performs quite well and is superior to the ARQI system in terms of average PSNR. Additionally, for the UEP scheme, the probability of the decoded PSNR to be below the acceptance threshold of 22 dB is significantly lower than for the ARQI case and is comparable to the ARQI case. The ARQI and ARQII scenarios have higher average PSNR, especially as higher PSNRs are decoded more often when compared to UEP. The gain of the ARQII system compared to the ARQI system is not significant and, therefore, the less complex protocol with enhancements only at the receiver side is quite attractive. Another interesting aspect for the feedback based systems comes from the fact that high-quality reference frames improve the overall performance significantly. Therefore, bit-rate fluctuations do not only affect the current frame but also the subsequent frames such that the quality variations of consecutive frames in general are low despite varying bit-rates. This is subjectively more pleasant than a high variance of quality in a short time period. In summary, we can see that the introduction of feedback into the system in combination with advanced error-protection mechanisms enables the transmission of video even in low bit-rate mobile environment with varying channel conditions.
The presented experimental results are not representative for the large variety of mobile channels as well as for different video sequences. However, the potential of the different schemes has been shown and motivates to analyze the presented systems in different scenarios.
VI. CONCLUSIONS
In this work, we have presented and evaluated feedback and error-protection strategies for wireless progressive video transmission. After introducing a simple but meaningful model for a mobile channel a channel-coding system based on high-memory convolutional codes with an appropriate sequential decoding algorithm, the FEED was presented. This system inherently provides error detection. Furthermore, in combination with puncturing we devised a method for UEP and effective error localization within a progressively coded source message without any additional error detection code. In a change of paradigm, the channel-coding system in combination with the FEED algorithm does not aim to minimize the bit or word error probability but to delay the first error within a data frame as far as possible. In addition, this channel-coding scheme and the FEED algorithm can efficiently be used in an ARQ environment. We presented different ARQ strategies. For all forward error correction schemes, appropriate bounds are specified which allow the estimation of the performance and appropriate rate allocation. Additionally we presented an efficient fine granular scalable video compression scheme, the PTVC. The proposed scheme generates an embedded bit-stream for each frame. This embedded bitstream syntax allows decoding at multiple rates, or to be more specific, at virtually any rate. The PTVC open-loop encoder allows to adjust the reference frames appropriately by exploiting feedback from the receiver. These source-and channel-coding algorithms have been used to generate several video communication systems based on forward error correction, UEP, and ARQ methods. Performance estimations and optimized rateallocation algorithms have been derived and applied. Experimental results show the extraordinary potential of the proposed systems as video communication over low bit-rate mobile channels with varying channel conditions is made possible. Future work will focus on the evaluation of feedback delay, the improvement of the coding efficiency, the application in streaming environment, and the real-time implementation of the presented systems.
