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In the first part, we discuss the asymptotic behaviors of Lp (p ≥ 1) distances be-
tween the kernel density estimators based on residuals and those based on error terms
for the density of disturbance in infinite order invertible linear process, in autoregres-
sive conditional heteroskedasticity models and in the nonlinear autoregressive models.
We investigate the conditions under which the Lp-distances converge to 0 and the con-
vergence rates, and prove the kernel density estimators based on residuals have the
same asymptotic behaviors as those based on error terms. These results tell that the
estimators based on residuals are the feasible estimators for the density functions of
disturbance.
In the second part, we use residuals to construct the kernel density estimator of
error in the first order stationary autoregressive model, and give the empirical likelihood
theory for the density of error. The result tells that the asymptotic distribution of the
statistic based on empirical likelihood is χ2 for any point in the real. One can construct
the empirical likelihood confidence interval of density or conduct hypothesis test by the
theory. We conduct some Monte Carlo and find that the empirical likelihood confidence
interval have higher coverage rate than that based on asymptotic normal distribution.
Finally, we provide a fast resample method for generalized method of moments
based on empirical likelihood. Our fast resample method directly exploits the score
function representations computed on each bootstrap sample, which gained by empir-
ical likelihood cumulative distribution not by empirical distribution, thereby avoiding
the optimal problem of nonlinear function and reducing computational time consider-
ably. The new bootstrap distribution converge to the asymptotic normal distribution of
estimator, while can provide better quantiles in construction of confidence interval than
the asymptotic distribution.
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