The 2D metal-insulator transition as a strong localization induced
  crossover phenomenon by Sarma, S. Das & Hwang, E. H.
ar
X
iv
:1
40
1.
47
62
v2
  [
co
nd
-m
at.
me
s-h
all
]  
5 A
ug
 20
15
The apparent 2D metal-insulator transition as a strong localization induced crossover
phenomenon: Implications from the Ioffe-Regel criterion
S. Das Sarma1 and E. H. Hwang1,2
1Condensed Matter Theory Center, Department of Physics,
University of Maryland, College Park, Maryland 20742-4111
2SKKU Advanced Institute of Nanotechnology and Department of Physics,
Sungkyunkwan University, Suwon, 440-746, Korea
(Dated: August 6, 2015)
Low-disorder and high-mobility two-dimensional (2D) electron (or hole) systems confined in semi-
conductor heterostructures undergo an apparent metal-insulator-transition (MIT) at low tempera-
tures as the carrier density (n) is varied. In some situations, the 2D MIT can be caused at a fixed
low carrier density by changing an externally applied in-plane magnetic field parallel to the 2D layer.
The goal of the current work is to obtain the critical density (nc) for the 2D MIT with the system
being an effective metal (Anderson insulator) for density n above (below) nc. We study the 2D MIT
phenomenon theoretically as a possible strong localization induced crossover process controlled by
the Ioffe-Regel criterion, kF l = 1, where kF (n) is the 2D Fermi wave vector and l(n) is the disorder-
limited quantum mean free path on the metallic side. Calculating the quantum mean free path in
the effective metallic phase from a realistic Boltzmann transport theory including disorder scattering
effects, we solve the integral equation (with l depending on n through multidimensional integrals)
defined by the Ioffe-Regel criterion to obtain the nonuniversal critical density nc as a function of the
applicable physical experimental parameters including disorder strength, in-plane magnetic field,
spin and valley degeneracy, background dielectric constant and carrier effective mass, and temper-
ature. The key physics underlying the nonuniversal parameter dependence of the critical density is
the density dependence of the screened Coulomb disorder. Our calculated results for the crossover
critical density nc appear to be in qualitative and semi-quantitative agreement with the available
experimental data in different 2D semiconductor systems lending credence to the possibility that
the apparent 2D MIT signals the onset of the strong localization crossover in disordered 2D systems.
We also compare the calculated critical density obtained from the Ioffe-Regel criterion with that
obtained from a classical percolation theory, concluding that experiments support the Ioffe-Regel
criterion for the 2D MIT crossover phenomena.
I. INTRODUCTION
Carrier transport in 2D semiconductor structures [e.g.,
Si inversion layers in MOSFETs, 2D electron gas (2DEG)
or 2D hole gas (2DHG) GaAs-AlGaAs heterojunctions
and quantum wells or in Si-SiGe quantum wells] is a
strong function of carrier density (n) and temperature
(T )1–6. The study of 2D electronic (which include holes
also in 2D p-doped structures) transport at low tempera-
tures divides itself naturally into two distinct areas: effec-
tively “metallic” transport at high carrier density man-
ifesting a weak or moderately positive dρ/dT & 0 and
effective insulating temperature dependence at low car-
rier density manifesting a large negative dρ/dT < 0 at
low temperatures, where ρ(T ) is the temperature depen-
dent 2D resistivity. The current work aims at a theoret-
ical understanding of the density-tuned crossover behav-
ior between this high-density effective metallic and the
low-density effectively insulating transport behavior at
low-temperatures. Consistent with the widely used ter-
minology, we refer to this density tuned low-temperature
phenomenon (i.e., a change of sign in dρ/dT ) as the 2D
metal-insulator transition (“2D MIT”), but it is more
likely to be a crossover behavior rather than an actual
quantum phase transition, and indeed in the current
work we treat the 2D MIT phenomenon manifestly as
a crossover behavior (as already made explicit in the ti-
tle of this paper) characterized by the Ioffe-Regel cri-
terion. We emphasize right here in the beginning that
ours is not a critical theory for a quantum phase tran-
sition. This is also highlighted in the title of our pa-
per through the words “apparent” and “crossover”. We
also emphasize that our current work is not a theory for
the temperature-dependent transport properties of the
metallic or the insulating phase, which have been much
studied in the literature, but is a theory for the transi-
tion density itself, which has not been studied at all in
the theoretical literature.
Prior to 1979 − 80, when the scaling theory of
localization7 came into being, the 2D MIT phenomenon
in Si inversion layers (based on Si-SiO2 MOSFET struc-
tures) was universally considered to be an example of
the Anderson localization transition1,8,9, where decreas-
ing 2D carrier density drives the system from being a
2D metal at high density to being a 2D insulator at
lower density as the Fermi level moves through a mobil-
ity edge. The scaling theory of localization7 established
two to be the lower critical dimensionality in the non-
interacting localization problem, and thus all disordered
2D electronic states are now (i.e., after 1979) thought
to be strictly localized although the localization length
is exponentially long for weak disorder, making it essen-
tially impossible to distinguish a true extended metallic
state from a weakly localized insulating state in finite
2samples (or at finite temperatures) with the localization
length exceeding the sample size (or the temperature-
dependent inelastic phase breaking length). For high
disorder, however, the 2D system becomes exponentially
localized (“strong localization”) and the crossover from
“weak localization” (which is a logarithmically weak ef-
fect) to “strong localization” (which is exponential lo-
calization with the single-particle wavefunction falling
off exponentially with distance in contrast to weak lo-
calization with exponentially long localization length) is
the subject matter of the current work. With no loss
of generality, the weakly localized higher-density phase
will be referred to as the “metallic” phase in this pa-
per and the lower density strongly localized phase will
be referred to as the “insulating” phase. Experimen-
tally, the two phases (i.e., high-density weakly-localized
or “metallic” and low-density strongly localized or “in-
sulating”) are distinguishable by the temperature depen-
dence of their respective low-temperature resistivity with
the strongly localized low-density phase manifesting the
exponential insulating behavior with a strongly exponen-
tially increasing resistivity with decreasing temperature
whereas the metallic high-density phase either exhibit-
ing almost no temperature dependence in its resistivity
(at very high density) or the resistivity decreasing (as
an effective power law) with decreasing temperature (at
not very high density). In principle, the ”metallic” phase
should manifest a weak logarithmic insulating tempera-
ture dependence of low enough temperatures because of
the weak localization property of the 2D metallic phase
as predicted by the scaling theory, but the observation of
such a weak logarithmic insulating temperature depen-
dence is challenging since it is easily overwhelmed by any
other power-law temperature dependence in the system
(except perhaps at extremely low temperatures) arising,
for example, from phonon or screening effects. At very
low temperatures, the logarithmic insulating tempera-
ture dependence should dominate even in high-density
samples, but such low electronic temperatures are often
impossible to reach because of carrier heating problems
invariably present in semiconductors. We ignore the 2D
weak localization complications10,11 in the rest of this pa-
per, referring to the higher-density phase as an effective
2D metal (and the lower-density strongly localized phase
as a 2D insulator).
In this paper we theoretically study the weak to strong
localization transition (or the apparent transition from
the effective metal to the effective insulator) as a func-
tion of carrier density at a fixed low temperature. It
is expected that this transition, which is technically a
crossover, happens around kF l = 1 as defined by the
so-called Ioffe-Regel criterion, where kF is the 2D Fermi
wave vector and ‘l’ is the disorder-induced elastic quan-
tum mean free path. We note that kF ∝
√
n in 2D
systems, but ‘l’ itself is a complicated functional of ‘n’
defined through a complex integral function l(n). Thus,
the condition kF l = 1 would define an effective crossover
“critical density” nc with n > nc being the 2D metallic
phase (where l > k−1F ) and n < nc being the (strongly
localized) 2D insulating phase (where l < k−1F in our the-
ory). We emphasize that the n > nc metallic phase is
only an effective metal in finite samples.
In addition to obtaining the qualitative dependence of
the crossover density nc for 2D MIT as implied by the
Ioffe-Regel criterion on the 2D materials parameters (e.g.,
effective mass, valley degeneracy, dielectric constant,,
etc.), our main goal would be to ascertain the qualitative
dependence of nc on disorder. Since disorder determines
the mean free path ‘l’, the crossover ‘critical’ density nc,
as obtained from the condition kF l = 1, would depend
crucially on disorder parameters. More disordered the
system, the higher would be nc since the effective mean
free path would be smaller for larger disorder. Since the
effective disorder (and therefore the mean free path it-
self) is temperature dependent, nc would manifest an im-
plicit temperature dependence through the temperature
dependence of the 2D metallic conductivity, which we
would also study theoretically although, strictly speak-
ing, nc is defined only at T = 0 which is indeed the focus
of our theory. Another aspect of experimental interest we
study theoretically in this paper is the effect of a parallel
magnetic field which tends to spin-polarize the system
leading to suppressed screening and hence enhanced ef-
fective disorder (and thus a suppressed metallic conduc-
tivity and a reduced mean free path). Thus, an in-plane
applied magnetic field increases nc (since it decreases the
effective mean free path) consistent with experimental
observations. The dependence of the crossover critical
density nc on disorder and magnetic field is the focus of
our current theoretical work, where we uncritically use
the Ioffe-Regel criterion to define the metal-to-insulator
apparent transition. We emphasize that this work is not
a theory describing the properties of either the higher-
density (n > nc) apparent metallic or the lower-density
(n < nc) insulating phase. These phases have already
been studied extensively in the literature over the last 20
years1–6, and we have little to add to these discussions
in the current work which is focused entirely on describ-
ing the properties of the crossover critical density (i.e.,
nc) itself using the Ioffe-Regel criterion as the underlying
theoretical principle.
It is important to emphasize that our work is purely
phenomenological in nature where the Ioffe-Regel crite-
rion, kF l = 1, plays the central role in determining the
crossover density for 2D MIT. Whether this specific de-
scription for 2D MIT is valid or not can only be decided
a posteriori by comparing between our calculated theo-
retical results for nc and the corresponding experimental
results. We should mention right now that our calcu-
lated nc appears to be in reasonable qualitative and semi-
quantitative agreement with the available experimental
results (as would later be discussed in this article) on
2D MIT in the literature although detailed quantitative
comparisons are difficult since independent experimen-
tal information on the applicable disorder in the rele-
vant 2D systems is unavailable. We assume in this work
3that the dominant disorder in the semiconductor struc-
tures undergoing 2D MIT arises from uncorrelated ran-
dom quenched charged impurities in the environment12.
There is considerable experimental evidence1,13–19 that
unintentional random charged impurities in the back-
ground and at the interface as well as the remote charged
donors (e.g., in modulation doped heterostructures and
quantum wells) are the main resistive scattering sources
in 2D semiconductor systems at low temperatures (and
at low carrier densities where 2D MIT occurs). In Si-
MOSFETs the short-range disorder associated with Si-
SiO2 interface
1 certainly plays a role in resistive scatter-
ing at higher carrier density (when the 2D electron gas is
pushed very close to the interface by the self-consistent
electric field generated by the electrons themselves), but
for n & nc the main scattering source is the charged
impurity disorder even for Si-MOSFETs provided that
nc is not too large
12. We therefore neglect all disorder
mechanisms other than random charged impurities in the
system, which we parameterize using only two parame-
ters: ni and d [a 2D density of charged impurity centers
of concentration ni distributed randomly in a plane a dis-
tance ‘d’ away from the semiconductor-insulator interface
where the 2D carrier system is localized – we assume the
charged impurities to be of random positive and negative
sign of unit strength (i.e., of magnitude e, the electron
charge) with a net charge of zero]. We emphasize that it
is straightforward to include in the theory additional (as
well as more realistic) types of disorder (e.g., interface
roughness, alloy disorder, bulk 3D distribution of ran-
dom charged impurities) and/or a more general model
for charged impurity disorder where some correlations
among impurity positions are included in the theory20.
We neglect all these non-essential details simply because
including them would require many more additional un-
known parameters to characterize the system disorder
compared with our minimal model of disorder which is
characterized by only two parameters ni and d. Since
our minimal model (characterized by only two parame-
ters ni and d) already captures the essential physics of
2D MIT, we believe that this minimal model should suf-
fice for our theoretical purpose. In addition to providing
results for nc based on the quantum Ioffe-Regel criterion,
we also carry out a comparison between the critical den-
sities obtained from the Ioffe-Regel theory and from the
classical percolation theory which has sometimes been
invoked in describing 2D MIT in the context of long-
range Coulomb disorder. A comparison between nc cal-
culated in these two theories and the experimental nc
should tell us whether 2D MIT is a quantum or classical
phenomenon.
The rest of this article is organized as follows. In sec-
tion II we provide the details for the calculation of the
crossover critical density nc using the Ioffe-Regel crite-
rion, giving the general theory, the analytical results,
and all the numerical results for realistic systems. We
provide a general discussion of our results in section III,
particularly in the context of Ioffe-Regel versus percola-
tion criteria as descriptions for the 2D MIT phenomena.
We conclude in section IV with a summary of our results
and the discussion of open questions.
II. CALCULATION OF CRITICAL DENSITY
In this section, we apply the Ioffe-Regel criterion
kF l = 1, (1)
to calculate the crossover 2D MIT ‘critical’ density nc
as a function of system parameters. We first note an
immediate problem arising from the uncritical direct ap-
plication of Eq. (1) in obtaining the critical density nc.
Interpreting ‘l’ as the transport (or conductivity) mean
free path we can write
l = vF τt, (2)
where vF and τt are respectively the Fermi velocity and
the transport relaxation time. Using the well-known
Drude-Boltzmann formula for the electrical conductivity
σ given by
σ = ne2τt/m, (3)
and kF = (4πn/gsgv)
1/2 for the 2D electron gas (with
gs and gv being respectively the ground state spin-
and valley-degeneracy factor) and the definition vF =
pF /m = ~kF /m, we get from Eq. (1) the following con-
dition for the critical conductivity σc = σ(nc) at the tran-
sition
σc =
gsgv
2
e2
h
. (4)
Equation (4), which is precisely equivalent to the Ioffe-
Regel criterion of Eq. (1) for a 2D electron system, can
also be written as
ρc ≡ σ−1c =
2
gsgv
h
e2
. (5)
Thus, in 2D systems the Ioffe-Regel criterion is precisely
equivalent to ρc = h/e
2 if we take the usual situation
of gs = 2 and gv = 1 whereas, for Si(100)-MOSFETs
with gv = 2, we get ρc = h/2e
2. It is interesting to
note that the straightforward application of Ioffe-Regel
criterion leads to a critical metallic resistivity of only
h/6e2 ∼ 4, 400 Ω for the 6-fold valley degenerate Si(111)-
MOSFETs which have recently been fabricated using Si-
vacuum interfaces21.
Such a universal critical resistivity characterizing 2D
MIT, with ρc = h/e
2 ≈ 25, 600 Ω for 2D n-GaAs and
p-GaAs and ρc ≈ 12, 800 Ω for Si(100)-MOSFETs [or
4, 400 Ω for Si(111)-MOSFETs], is, however, in quantita-
tive disagreement with experimental observations where
the reported critical resistivity for the insulating behav-
ior to manifest itself is certainly not universal in a single
4material system (i.e., for a given gs and gv) and typ-
ically varies between 10, 000 Ω and 50, 000 Ω in vari-
ous experimental studies although it is often typically
within a factor of two of the resistance quantum h/e2,
thus indicating that the naive consideration given by the
direct application of the Ioffe-Regel criterion defined by
Eqs. (4) and (5) is certainly reasonably, but not perfectly,
accurate. In fact, the pioneering experimental studies of
Kravchenko et al.22 found ρc ≈ 1.5 h/e2 in low-disorder
MOSFETs and the older highly disordered MOSFETs1
typically manifested ρc ≈ h/4e2 although both classes of
systems presumably involved gv = 2 and gs = 2 with
the only difference between the two being the level of
disorder and the concomitant value of nc (being around
∼ 1011 cm−2 and ∼ 1012 cm−2 in two classes of systems,
respectively). The measurement temperature used in the
experiment is also a complication, particularly since the
measured resistivity is typically strongly temperature de-
pendent for n ≈ nc. The most recent experimental in-
vestigations of 2D MIT in high quality Si(100) MOSFET
based and Si-Ge based 2D systems (both should have
gs = gv = 2) manifest ρc ≈ 2h/e2 and 2h/3e2, respec-
tively, in contrast to the canonical value h/2e2 [Eq. (5)]
expected on the basis of gs = 2 and gv = 2. In n-2D
GaAs systems, ρc ≈ h/2e2 has been found15 whereas in
2D p-GaAs, the observed ρc seems to vary widely with
ρc ≈ 2h/e2 18 and ρc ≈ h/2e2 19 both being reported
in contrast to the theoretically expected ρc = h/e
2 for
gs = 2, gv = 1 2D systems.
Thus, we have a conundrum in using the Ioffe-Regel
criterion with ‘l’ interpreted as the transport mean free
path since this would lead to a (upto a factor of 2) quan-
titative inconsistency with the experimentally observed
variations in ρc ≡ ρ(nc) at the 2D MIT crossover point.
We note that this problem of a non-universal experimen-
tal ρc for 2D MIT within the same material system (i.e.,
constant gs and gv) in contrast with the universal theo-
retical ρc prediction from the Ioffe-Regel criterion (with
‘l’ interpreted as the transport mean free path) cannot
be resolved by altering the criterion to a different form
such as the Mott-Ioffe-Regel criterion23 where the tran-
sition is defined by kF l = π [rather than kF l = 1 as
in the original Ioffe-Regel condition defined by Eq. (1)].
Such a modification will only alter Eq. (5) for ρc to
ρc = (2/πgsgv)(h/e
2), a different (and smaller) universal
critical resistivity for constant values of gs and gv which
is, of course, still in disagreement with the experimental
observations. Our possibility that cannot be ruled out
in this context is that the critical resistivity ρc at T = 0
indeed satisfies the expected resistance quantum value
given by Eq. (5), but cannot really be accurately deter-
mined from finite temperature crossover measurements.
The fact that the experimentally measured ρc is almost
always within a factor of 2 of the expected value defined
by Eq. (5) makes this possibility particularly relevant.
A simple modification of the Ioffe-Regel criterion,
where ‘l’ is interpreted as the quantum mean free path
given by l = vF τq where τq is the quantum single-particle
scattering time (rather than the transport relaxation
time τt), actually provides a variable critical resistivity
since there is no simple relationship connecting the con-
ductivity σ with the quantum scattering time τq. Using
the identity that impurity scattering induced quantum
level broadening Γ is related to τq by
Γ = ~/2τq, (6)
it is easy to see that the Ioffe-Regel criterion Eq. (1),
based on using l = vF τq, becomes
Γ = EF , (7)
where EF = ~
2k2F /2m = (~
2/2m)(4πngsgv). We will
use this modified Ioffe-Regel criterion in some of our
theoretical analyses since this condition implies a non-
universal critical resistivity ρc at the 2D MIT crossover
even for the same values of gs and gv. We emphasize,
however, that most of our results are derived based on
the standard Ioffe-Regel criterion where l is taken as the
transport mean free path. We mention that the con-
dition defined by Eq. (7), which arises from assuming
kF vF τq = 1, is meaningful since extended metallic states
described by momentum eigenstates cannot exist when
the level broadening becomes equal to the Fermi energy
since the momentum is then no longer a good quantum
number. In ordinary metals, one always has τq = τt and
hence this issue becomes irrelevant.
We note, however, that the calculation of the crossover
critical density nc itself, either using the transport mean
free path or the quantum mean free path, would give sim-
ilar qualitative (but different quantitative) results. Since
the precise sample disorder is never quantitatively known
(and since we use approximations in treating disorder
scattering effects), our goal in this work is a qualitative
(and not quantitative) evaluation of the dependence of
nc on various physical variables such as disorder (i.e., ni
and d), mobility (at high density), temperature, magnetic
field, and materials parameters (e.g., gv, gs).
We note that in most systems where the Ioffe-Regel
criterion has been applied and discussed so far in the
literature (see Graham et al.23 and references therein)
there is virtually no difference between the transport
relaxation time τt and the quantum scattering time τq
since the effective disorder potential is short-ranged. In
high-mobility modulation-doped 2D systems, however,
the charged dopants are placed far from the plane of the
2D layer where the carriers (either electrons or holes in
n- or p-modulation doped GaAs or Si-Ge quantum wells
and heterostructures) are located, leading to an essen-
tially unscreened very long-range disorder potential in
the 2D system. In such modulation-doped high-mobility
2D systems, it is possible for τt ≫ τq since most of the dis-
order scattering would be forward scattering, suppressing
τq without affecting τt.
24 In such a situation, where for-
ward scattering by remote dopants (kF d≫ 1) dominates
transport, it is possible for ρc given by Eq. (7) to be
smaller than the ρc defined by Eq. (5). Consequently,
5the crossover critical density nc will then be higher as
given by Eq. (7) with Γ = ~/2τq compared with that
given by Eq. (1) with l = vF τt defined by the transport
mean free path. For Si-MOSFETs, most of the disorder
is of short-ranged nature (either screened charged impu-
rities near the interface or surface roughness scattering),
and therefore, τt ≈ τq, so that Eqs. (1) and (7) should
give similar (but not identical) estimates for nc and ρc
with
nc [obtained by Eq. (7)] ≥ nc [obtained by Eq. (1)]
ρc [from Eq. (7)] ≤ ρc [from Eq. (5)]. (8)
The inequalities given in Eq. (8) above are general ap-
plying to all 2D and 3D systems, and follow simply from
the fact that τq . τt always.
A. Theory
1. Disorder dependence
Starting with Eq. (1) and writing l = vF τ where τ is
an impurity-induced scattering time (either τt or τq), we
can derive the following scaling relation
nc ∼ nγi (9)
where
γ = (1 + δ)−1 (10)
and the exponent ‘δ’ defines the density dependence of τ
τ ∼ nδ. (11)
In deriving Eq. (9), we assume that all parameters, other
than ni, are fixed and disorder is entirely parameterized
by the 2D impurity density ni. There is an implicit de-
pendence of nc on the background dielectric constant κ
and on the impurity location parameter d not explicitly
shown in Eqs. (9) – (11). We assume (at this stage) that
the d-parameter (and the dielectric constant κ) charac-
terizing the samples is approximately a constant so that
the disorder strength can be characterized by the single
parameter 2D impurity density ni in Eq. (9).
The sample mobility itself is, by definition, inversely
proportion to ni
µ ∼ n−1i , (12)
enabling us to eliminate ni in Eq. (9) in favor of some
“maximum mobility” µm defined at a high fiduciary car-
rier density nm ≫ nc. Eliminating ni in favor of µ−1m we
get
nc ∼ µ−γm . (13)
This gives us a scaling relationship connecting the
crossover density nc to the sample quality as character-
ized by the typical ”maximum mobility” µm defined at
some high carrier density nm ≫ nc deep in the metallic
phase.
A detailed theory has recently been developed by us25
for the density scaling of 2D metallic conductivity (and
mobility), where we find that the exponent δ (with µ ∼
nδ) given by
δ ≈ 0.7 (n−GaAs); 0.5 (p−GaAs); 0.3 (n− Si), (14)
restricting to the n≫ nc situation. This then implies
γ = 1/1.7− 1/1.3 ≈ 0.59− 0.77, (15)
with
γ ≈ 0.59 (n−GaAs), 0.67(p−GaAs); 0.77(n− Si).
(16)
We emphasize that Eqs. (14) – (16) are very approximate
and are derived assuming that the 2D impurity density ni
is the only variable determining the disorder, and there-
fore the quantitative applicability of the numerical values
of the exponent γ (defining nc ∼ µ−γm ) is very approxi-
mate. We note that for purely short-range δ-function
scatterers, we get δ = 0 and γ = 1, i.e., nc ∼ ni for
purely zero-range disorder.
It is, therefore, important to emphasize that such a
scaling relationship, nc ∼ µ−γm , with γ ≈ 0.67 approx-
imately (but with some fluctuations in the distribution
of γ values around γ ∼ 0.67) was noted empirically by
Sarachik26 more than ten years ago based on a careful
numerical analysis of the existing 2D MIT experimental
data. Thus, our Ioffe-Regel criterion based theoretical
analysis of the dependence of the crossover critical den-
sity nc on the typical sample mobility µm is consistent
with the 2D MIT experimental data26. This agreement
between the experimental mobility dependence of nc and
our Ioffe-Regel criterion based results is one of the main
a posteriori justifications for our theory.
Similar theoretical considerations can also be applied
to the case where τ is interpreted to be the quantum
scattering time τq [rather than the transport scattering
time τt as in the analysis of Eqs. (9) – (16) above]. For
this situation the Ioffe-Regel criterion is better written as
Γ = EF [see Eq. (7)], and it is straightforward to show
that we get the following results for nc (where qTF is the
2D Thomas-Fermi screening wave vector1)
nc = niq
2
TF
∫ 1
0
dx√
1− x2
e−4kF dx
(x + qTF )2
, (17)
which leads immediately to
nc =
1
4
√
2π
(ni
d
)2/3
for kF d≫ 1, (18)
and
nc =
πni
2
for kFd≪ 1. (19)
Assuming the impurity separation parameter ‘d’ to be
fixed and the impurity density ni to be the sole deter-
minant of the system mobility, we can adapt Eqs. (17)
6– (19) to provide a dependence of the critical density nc
on some fiduciary maximum mobility µm (defined as the
sample mobility at some high characteristic density)
nc ∼ µ−0.67m for kF d≫ 1, (20)
and
nc ∼ µ−1m for kFd≪ 1. (21)
This immediately leads to the same conclusion we al-
ready discussed above [see the discussion above follow-
ing Eq. (16)] that the dependence of nc on the sam-
ple quality follows an approximate power law nc ∼ µ−γm
where γ ≈ 0.5 − 0.8, as has been already pointed by
Sarachik based on an empirical analyses of the experi-
mental data26. Thus, both the original Ioffe-Regel cri-
terion kF l = 1 and our modified Ioffe-Regel criterion
EF = Γ give the same theoretical dependence of nc on
the sample mobility, which is in agreement with the ex-
isting experimental data on 2D MIT. We note that a pure
short-range disorder model on the other hand gives the
exponent γ = 1 disagreeing with the empirical data on
2D MIT.
2. Temperature dependence
The Ioffe-Regel criterion strictly applies at T = 0, but
can be generalized to finite temperatures by consider-
ing the temperature dependence of the mean free path
‘l’ on the metallic side. This is, of course, relevant for
the 2D MIT problem since its hallmark (and the rai-
son d’etre for its huge impact in contrast to the corre-
sponding MIT phenomenon in 2D semiconductor systems
in the 1970 − 90 era) is the strong temperature depen-
dence of the 2D metallic conductivity for n & nc. The
strong temperature dependence of the 2D metallic con-
ductivity for n & nc immediately leads to a strong tem-
perature dependence of the mean free path l(T ), which
should affect the critical density nc(T ) derived on the
basis of the Ioffe-Regel criterion kF l = 1. Since the 2D
metallic conductivity decreases with increasing temper-
ature for n & nc, the corresponding l(T ) also decreases
with increasing temperature whereas the Fermi wave vec-
tor kF ∝
√
n is, by definition, temperature-independent.
This implies that nc(T ), defined by the Ioffe-Regel cri-
terion, increases with increasing temperature at the low-
est temperatures, where strong metallicity is observed in
high-quality 2D systems. The situation is, however, com-
plicated by the fact27,28 that the 2D conductivity is non-
monotonic as a function of temperature, and eventually
decreases with increasing temperature for T & TF which
is reached at pretty low temperatures if Tc = TF (nc)
is low. Thus, nc(T ) could manifest non-monotonic be-
havior as a function of temperature for a given sample
with nc(T ) increasing with T at the lowest temperatures,
and then decreasing with T at higher temperatures. Us-
ing the Ioffe-Regel criterion and the Boltzmann transport
theory at finite temperatures27,28, we get for T ≪ Tc
nc(T ) ≈ nc
[
1 +
(
x0
1 + x0
)
T
Tc
]
, (22)
and for T & Tc
nc(T ) ∼ Tc
T
, (23)
where nc = nc(T = 0); Tc = TF (n = nc), and x0 =
qTF /2kFc where kFc = kF (n = nc). (We note that the
screening wave vector qTF is a constant independent of
carrier density in 2D because of the constant 2D den-
sity of states.) From Eqs. (22) and (23), we conclude
that nc(T ) would in principle manifest non-universal be-
havior, but at sufficiently high temperatures, nc(T ) will
decrease with increasing temperature approximately lin-
early, i.e., nc(T > Tc) ∼ 1/T . This 1/T decrease in
nc(T ) has been experimentally observed
17,18,29, however,
the predicted increase of nc(T ) with T at lower temper-
atures has not yet been reported in Si MOSFETs (al-
though it has been seen in 2D p-GaAs holes18, perhaps
because the lowest temperatures are not reached yet in
the experiments to see this decrease or because of com-
plications arising from weak localization corrections not
included in our theory, which would dominate the asymp-
totic low-temperature transport.
3. Magnetic field dependence
One of the most important experimental discoveries30
in the 2D MIT phenomena is the observation of a strong
enhancement of nc by the application of an applied paral-
lel (to the 2D layer) magnetic field, which is equivalent to
the suppression of the 2D effective metallic phase by the
applied parallel field. In addition to the enhancement of
nc compared with its zero-field value, an applied parallel
magnetic field also leads to a suppression of the metallic
temperature dependence which becomes weaker as the
applied field is made stronger. While this latter effect
of the magnetic field induced weakening of the metal-
lic temperature dependence has been extensively studied
theoretically31, there has been no theoretical analysis in
the literature of the magnetic field induced enhancement
of nc itself.
The Ioffe-Regel criterion provides a natural explana-
tion for the field induced enhancement of nc as arising
from the suppression of the metallic mean free path ‘l’
(or the enhancement of the quantum level broadening Γ)
due to the enhancement of the effective disorder in the
metallic phase as the effective carrier screening is reduced
by the application of the applied parallel magnetic field
B. Screening is suppressed at finite B since the system
gets spin polarized by the B-induced Zeeman splitting so
that the effective Thomas-Fermi screening wave vector
qTF defined by
qTF =
gsgvme
2
κ~2
, (24)
7decreases as the spin degeneracy changes from gs = 2 for
B = 0 to gs = 1 for B = Bs where Bs is the density
dependent field strength that completely spin-polarizes
the 2D system, i.e., Bs is defined by
2gµBBs = EF , (25)
where g is the Lande´ g-factor for the specific semicon-
ductor, µB is the Bohr magneton, and EF is the Fermi
energy at B = 0. For B = Bs, the 2D system is com-
pletely spin-polarized at the Fermi level with gs = 1. We
note, however, that kF = (4πn/gsgv)
1/2 itself is now B-
dependent in the presence of spin-polarization, and be-
comes
√
2 times larger at B = Bs compared with its
value at B = 0 since gs decreases from 2 to 1. Thus, if
the mean free path l remains unaffected by the applied
field B, then the effect of spin-polarization-induced en-
hancement of kF itself would lead to a decrease of nc
in finite B in apparent disagreement with experimental
observations. Thus, spin-polarization-induced (or equiv-
alently B-induced) suppression of screening (and the con-
sequent enhancement of Coulomb disorder) is essential in
understanding the enhancement of nc in the presence of
finite applied parallel field. If the effective disorder un-
derlying the 2D MIT phenomenon is purely short-ranged
δ-function white-noise disorder, where carrier screening
should play no key role, then the application of the par-
allel magnetic field would decrease nc, effectively enhanc-
ing the metallic phase rather than suppressing it as ob-
served experimentally. This latter effect (but not the
former), i.e., the effect of the enhancement of kF by spin-
polarization (but not the effect of suppressed screening),
is already implicit in Eq. (9) which implies a decreasing
nc with decreasing gs (i.e., with increasing applied field).
We mention that for very large nc, so that qTF /2kF is
very small and screening is unimportant, we do predict
that an applied parallel field will either have almost no
effect on nc because spin-polarization effects are negli-
gible due to the very small spin-polarization induced by
an applied field at very large density (or will decrease
it because of the increasing kF with increasing spin-
polarization). One reason that the applied field effect
on 2D MIT was not discovered until 2000 is indeed the
fact that nc was simply too large in the older (and dirtier)
2D samples for the field-induced screening suppression to
play any role.
To include the effect of suppressed screening in the
presence of finite spin-polarization (i.e., gs < 2), we must
take into account the variation of qTF with gs as shown in
Eq. (24). We can obtain an analytical formula by noting
that the screened Coulomb disorder u(q) behaves in the
following manner
u(q) =
v(q)
ǫ(q)
=
2πe2
κ(q + qTF )
, (26)
where v(q) = 2πe2/κq is the unscreened 2D Coulomb
interaction and ǫ(q) = 1 + qTF /q is the 2D carrier di-
electric screening function. In the strong screening limit
(qTF ≫ kF ), we can write u(q) ∼ q−1TF ∼ g−1s , and this
limit enables an analytical calculation by noting that
l−1 ∝ niu2 ∝ ni/g2s , which allows us to replace ni in
Eq. (9) by ni/g
2
s , producing the following equation for
nc(B) taking into account dual effects of the enhance-
ment (suppression) of both kF (qTF ) by the applied field
compared with their B = 0 values
nc(B) ∼
(
ni
gs
)γ
, (27)
which is valid in the strong screening (qTF ≫ kF ) limit.
In the weak screening limit, the spin-polarization depen-
dence in the screening may be ignored and we get
nc(B) ∼ (gsni)γ . (28)
To obtain the explicit B-dependence of nc(B) we need
to express the spin-degeneracy factor gs as a function of
the magnetic field B, which then leads to
nc(B) ∼
(
1 +
B
2Bs
)γ
, (29)
and
nc(B) ∼
(
1− B
2Bs
)γ
, (30)
respectively for Eqs. (27) and (28). Since the 2D
MIT phenomenon mostly occurs in the strong-screening
(qTF ≫ kF ) regime, Eq. (29) applies to most situa-
tions indicating an increase in the critical density with
increasing applied field. At high carrier densities where
2kF ≫ qTF or in a situation where short-range scatter-
ing dominates transport so that screening is not relevant,
Eq. (30) should apply, and thus for highly disordered
samples with large nc (so that qTF ≪ 2kF ), it is conceiv-
able that an applied field may slightly decrease nc.
Before concluding this section we mention that all
our considerations above for the effect of spin polar-
ization gs (as modulated by the parallel field B) apply
equally well to the valley degeneracy gv since the com-
bination gsgv appears in all physical quantities. In par-
ticular, if gv could be modified somehow by an external
valley-symmetry-breaking field A (for example, an ap-
plied strain), then Eqs. (29) and (30) will apply to de-
scribe the valley degeneracy dependence of the critical
density with the A-field replacing the B-field. In both
cases, the lifting of the spin (or valley) degeneracy by an
external field would typically lead to an increasing criti-
cal density with increasing field since most 2D MIT phe-
nomena happen in the qTF & kF strong screening regime
[as characterized by Eq. (29)]. Indeed, such a symmet-
rical situation of increasing nc with increasing external
symmetry breaking field for either spin or valley degener-
acy has been experimentally observed by Shayegan and
his collaborators in the multivalley AlAs 2D systems32.
Our qualitative findings in this section are in excellent
agreement with these experimental results32 showing an
8equivalence of increasing nc with the decrease of gs or
gv. In particular, a given sample with a fixed carrier den-
sity (n) is most likely to be in the insulating phase [i.e.,
n < nc(gs, gv)] when the 2D system is maximally polar-
ized to have the minimum possible values of gs and gv as
precisely observed by Shayegan and his collaborators32.
4. Materials dependence
To consider how nc depends on the materials param-
eters (e.g., m, κ, gs, gv) of the 2D system we imagine a
situation with fixed bare disorder (i.e., fixed ni and d)
while varying only the materials parameters to see how
the Ioffe-Regel criterion kF l = 1 is affected.
Expressing the mean free path l = vF τ in terms of
the relaxation time τ , and then using the Boltzmann
equation to obtain τ assuming scattering from random
screened charged impurities we get the following integral
equation for nc from the Ioffe-Regel condition (at T = 0)
kF l = 1
1
τ
=
~k2F
m
=
nim
π~3k2F
(
2πe2
κ
)2 ∫ 1
0
dy√
1− y2
y2e−2yd0
(y + x)2
, (31)
where x = qTF /2kF and d0 = 2kFd. All other quan-
tities in Eq. (31) are defined with kF = (4πn/gsgv)
1/2
and qTF = gsgcme
2/κ~2. We can rewrite the integral
equation defined by Eq. (31) as
π~4k4F = nim
2
(
2πe2
κ
)2 ∫ 1
0
dy√
1− y2
y2e−2d0y
(y + x)2
. (32)
We note that Eq. (32) is a nontrivial integral equation for
nc since the density n enters the equation in three distinct
places: kF ∝
√
n, d0 = 2kFd, and x = qTF /2kF ∝
n−1/2. Before discussing the materials dependence of nc
implied by Eq. (32), we note that the above relationship
[i.e., Eq. (32)] has been derived by assuming ‘l’ to be the
transport mean free path, i.e., τ = τt. If, instead of τt
we use the quantum relaxation time τ = τq, the only
difference is that the vertex correction term disappears
from the integral on the right hand side, leading to the
following integral equation for n = nc using the Γ = EF
Ioffe-Regel criterion (i.e. τ = τq in kF l = kF vF τ = 1)
π~4k4F = nim
2
(
2πe2
κ
)2 ∫ 1
0
dy√
1− y2
e−2d0y
(y + x)2
, (33)
with the only difference between Eqs. (32) and (33) being
the additional factor of y2 inside the integral on the right
hand side of Eq. (32) – this y2 factor arises from the
well-known ‘1−cos θ’ vertex correction term in the Kubo
formula for the current-current correlation function in
the conductivity.
In Eqs. (32) and (33), materials parameters m, gs,
gv, κ enter through kF = (4πn/gsgv)
1/2, d0 = 2kFd,
x = qTF /2kF = (gsgv)
3/2me2/(4κ~2
√
πn), and the
factor 2πe2/κ as well as m on the right hand side.
It is obvious that no definitive and unique depen-
dence of nc = nc(gv, gs,m, κ) on the materials pa-
rameters can be analytically discerned from Eqs. (32)
and (33) because of the complex functional relation-
ship defined by Eqs. (32) and (33) of the form n2 =
niA(gv, gs,m, κ)
∫ 1
0
dyf(y;n, d, gv, gs,m, κ) where both
A and f are functions of the materials parameters gv,
gs, m, and κ. The only relatively simple dependence
implied by the integral equations (32) and (33) is the
dependence on the impurity density ni, which has al-
ready been discussed in subsection IIA 1 above in details.
We mention here that using the Ioffe-Regel criterion the
kFd ≫ 1 and kFd ≪ 1 limits of Eqs. (32) and (33) lead
to nc ∼ (ni/d)2/3 and nc ∼ nid0, respectively.
To discuss the materials dependence of nc analytically,
we start by assuming that the strong screening (qTF ≫
2kF ) condition applies to the 2D system, which is likely
(since nc is relatively low for the 2D MIT phenomenon
to manifest itself), but not guaranteed. An additional
constraint is necessary on the dimensionless variable d0 =
2kFd, which we also assume to be small (which certainly
applies to Si-MOSFETs, but may not always apply to the
modulation-doped GaAs structures even at low values
of nc). With these two constraints (i.e., qTF ≫ 2kF
and 2kFd≪ 1), the Ioffe-Regel integral equation can be
analytically studied to provide the following approximate
asymptotic dependence of nc on materials parameters
nc ∼ (gsgv)−2/3; nc ∼ κ2/3; nc ∼ m0. (34)
It is interesting and important to note that in the strong-
screening (qTF ≫ 2kF ) limit, there is no dependence of
the critical density nc on the effective mass of the system
since the effective mass appearing in qTF (i.e., screening)
exactly cancels out the inverse effective mass appearing
in the Fermi velocity in this artificial limit qTF ≫ 2kF .
The spin- and valley-degeneracy dependence shown in
Eq. (34) is the same as what we obtained in subsec-
tion IIA 3 above, and indicates that in general insulating
(metallic) phase is preferred by lower (higher) values of
gs or gv. We note, however, that the strong-screening sit-
uation itself, qTF ≫ 2kF , depends crucially on the effec-
tive mass since qTF ∼ m, and thus the strong screening
condition is difficult to achieve in 2D systems with small
effective mass.
5. Comparison with percolation transition
Ioffe-Regel criterion provides one possibility for
conductor-to-insulator crossover in 2D semiconductor
systems. Another possibility, which has been studied
rather extensively in the 2D MIT literature17,18,29,33–36,
is a classical percolation transition at n = nc arising from
the 2D Fermi level moving through the potential fluc-
tuations (“mountains and lakes” landscape) associated
with the long-range Coulomb disorder in the 2D system.
9Simple theoretical considerations35 and direct numerical
simulations36 indicate that a percolation conductor-to-
insulator transition may occur at a critical carrier density
given by
nc ≈ 1
4π
√
ni
d
≈ 0.1
√
ni
d
, (35)
where the long-range-Coulomb disorder is created in the
2D layer by random charged impurities of 2D density ni
located a distance ‘d’ from the 2D layer (i.e., exactly the
same model for disorder we have used in this work for ap-
plying the Ioffe-Regel criterion kF l = 1). Since the per-
colation transition in the context of 2D MIT has already
been extensively studied in the literature, we do not pro-
vide any details in the current work on the percolation
transition and accept Eq. (35) for the crossover density
as a given. Our goal in the current work is to compare
the percolation transition with the Ioffe-Regel transition
in the context of the 2D MIT phenomena. It is, however,
important here to point out that the percolation transi-
tion is manifestly a classical phenomenon with the MIT
being driven by the chemical potential or the Fermi level
(which is proportional to the carrier density in 2D) cross-
ing through the percolation point in the potential fluctu-
ation driven inhomogeneous 2D “mountains and lakes”
landscape with the high-density (n≫ nc) metallic phase
being essentially the homogeneous (and well-screened)
“all-lakes” conducting situation whereas the low-density
(n ≪ nc) insulating phase being the highly inhomoge-
neous (and unscreened) “all-mountains” situation. By
contrast, the Ioffe-Regel criterion defines a completely
quantum condition for the localization crossover. In some
loose sense, the two criteria (percolation and Ioffe-Regel)
are complementary and describe the 2D MIT as a high-
temperature classical and a low-temperature quantum
crossover phenomenon, respectively.
We note that for fixed ‘d’, the percolation criterion
implies nc ∼ √µm, i.e., the exponent [see. Eqs. (9) and
(13)] γ = 1/2 in the percolation picture whereas γ ≈
0.6 − 0.8 in the Ioffe-Regel theory as discussed already
in great details above. If we assume ni to be fixed and
‘d’ to be the relevant variable characterizing impurity
disorder, then the percolation theory gives the simple
dependence nc ∼ d−1, which can be converted to the
following dependence on the high-density mobility µm
assuming that kFd≫ 1 condition applies
nc ∼ d−1 ∼ µ−1/3m , (36)
where we have used the fact that 2D mobility µ ∼ d3 for
kFd ≫ 1 (and fixed ni). Thus percolation theory gives
the following exponent γ (where nc ∼ µγm) for the critical
density, assuming d to be fixed,
γ = 1/2, (37)
and, assuming ni to be fixed,
γ = 1/3. (38)
In addition, the percolation critical density, being de-
pendent only on ni and d (i.e., just the bare disorder), is
independent of materials parameters gv, gs, m, and κ in
contrast to the critical density nc based on the Ioffe-Regel
criterion. We mention the corresponding Ioffe-Regel ex-
ponents for Eqs. (37) and (38) are γ = 2/3 (fixed d) and
2/9 (fixed ni) for kF d≫ 1. The differences in the expo-
nent γ between the two theories are significant (γ = 1/2
and 1/3 versus γ = 2/3 and 2/9, respectively), but not
very large.
One particular aspect of percolation induced 2D MIT
not discussed above is worth mentioning here (and we
will present numerical results on this aspect later in this
paper). The critical density defined by percolation the-
ory is completely independent of any transport consider-
ations and thus the constraint on the critical resistivity
ρc . (2/gsgv)(h/e
2) defined by Eqs. (5) and (8) does not
apply to the percolation critical resistivity. In principle,
therefore, ρc for the 2D MIT percolation crossover could
be any value much larger or smaller than the quantum
resistance value of h/e2 whereas, by contrast, the Ioffe-
Regel condition implies a critical resistance of O(h/e2).
In practice, however, we find numerically (as shown in
the next section) that the calculated ρc = ρ(nc) at the
2D MIT percolation transition turns out to be ∼ h/e2
for most, if not all, 2D MIT experimental parameters in
realistic 2D systems. The possibility, however, remains
that ρc could be very different from h/e
2 in a percolation
2D MIT crossover since the percolation transition is sim-
ply a classical transition between immobile and mobile
states depending on the value of the chemical potential
(i.e., the Fermi level) with respect to the disorder poten-
tial in an inhomogeneous potential fluctuation landscape
where localization or quantum interference plays no role.
While the fact that the percolation critical resistiv-
ity ρc = ρ(n = nc) is, in principle, arbitrary (and
can be larger or smaller than h/e2 with no theoreti-
cal constraint) may appear to be an attractive quanti-
tative feature of the percolation theory in describing 2D
MIT, there are other aspects of the percolation transi-
tion which are in manifest disagreement with the experi-
mental phenomenology for 2D MIT even on a qualitative
level. For example, the percolation theory predicts an
nc = nc(ni, d) which is completely independent of mate-
rials parameters (i.e., m, κ, etc.) and of the valley and/or
spin degeneracy. This is in disagreement with experimen-
tal findings for 2D MIT where, for example, applying an
external in-plane magnetic field to spin-polarize the 2D
system leads to an increasing nc which cannot easily be
described by the percolation theory. The classical perco-
lation theory would predict no dependence of nc on an
applied magnetic field.
B. Numerical Results
We now present detailed numerical results for our cal-
culated critical crossover density nc as a function of var-
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ious physical parameters using the Ioffe-Regel criterion.
These results are obtained by directly numerically solving
the integral equations defined by Eq. (32) or (33), which
correspond respectively to using lt = vF τt or lq = vF τq
in the Ioffe-Regel criterion kF l = 1. Both equations give
similar qualitative results, and our goal in this work is an
investigation of the qualitative dependence of nc on dis-
order, temperature, applied in-plane magnetic field, and
system parameters, and we do not therefore distinguish
between these two closely related versions (i.e., lt or lq) of
the Ioffe-Regel criterion. We also provide a comparison
between nIRc and n
per
c as obtained respectively by the
Ioffe-Regel criterion and percolation transition in same
situations. We believe that a direct comparison between
nIRc and n
per
c as a function of disorder could shed consid-
erable light on the nature of the 2D MIT, in particular,
distinguishing between quantum localization and classi-
cal percolation on a qualitative level.
1. Pure 2D case
In Fig. 1, we show our numerically calculated critical
density nc for both the Ioffe-Regel and the percolation
theory as a function of ni (with d fixed) and d (with ni
fixed). All numerical results presented in this subsection
assume the 2D carriers to be confined in an ideal strict
2D layer of zero thickness. For the percolation theory,
of course, nc = 0.1
√
ni/d is trivial to plot, and we pro-
vide these results only for the sake of comparison with
the nontrivial Ioffe-Regel results for nc, which we obtain
by numerically solving the integral equation defined by
Eq. (33), which uses τ = τq (i.e., Γ = EF Ioffe-Regel con-
dition). We show results for the three most commonly
studied 2D systems: n-GaAs, p-GaAs, and n-Si(100)-
MOSFET (using the appropriate corresponding values
of m, κ, gv, etc. in solving the integral equation for nc).
Several general comments can be made about the re-
sults shown in Fig. 1: (i) The analytically derived scaling
behavior derived earlier in this paper apply in their re-
spective regimes of validity, but the dependence of nc
on both (ni, d) characterizing disorder precludes any
definitive dependence of nc on the system mobility since
nc(ni, d) and µm(ni, d) at some high density nm ≫ nc are
two independent functions of ni and d. (ii) In general,
nIRc > n
per
c for larger values of ni and/or d. We see the
clear trend in Fig. 1 that as ni (d) increases for fixed d
(ni) respectively, n
IR
c lines cross above the n
per
c lines for
all three 2D systems we study. For lower disorder (i.e.,
smaller ni), which is of particular interest to 2D MIT
phenomena, nIRc always is smaller than n
per
c . We expect
the percolation theory to be of validity only for rather
large values of d (since only then the Coulomb disorder
is effectively unscreened and leads to long-range poten-
tial fluctuations in the 2D landscape), and again for ‘d’
not too large, we always find nIRc < n
per
c . (iii) For similar
disorder parameters (i.e., same values of ni and d), our
results in Fig. 1 indicate very similar (but not identical)
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FIG. 1. The calculated critical density of n-GaAs (a) as a
function of impurity density ni for fixed impurity locations
d = 10, 50, 100, 200 nm (from top to bottom) and (b) as a
function of impurity location d for fixed impurity densities.
Solid (dashed) lines represent the percolation critical density,
nperc (Ioffe-Regel critical density, n
IR
c ). (c) and (d) show the
results for p-GaAs with the same impurity parameters of (a)
and (b), respectively. (e) and (d) show nc for Si-MOSFET.
In (e) the impurity locations d = 1, 10, 100 nm (from top to
bottom) are used.
values of nIRc for all three systems we study – of course
nperc = 0.1
√
ni/d is, by definition, independent of the ma-
terials parameters. This finding of similar nIRc in all three
systems, while being surprising at first sight, turns out to
be consistent with experimental observations where the
discrepancy in the reported nc values among different sys-
tems (with nSic ∼ 1011cm−2 > np−GaAsc ∼ 1010cm−2 >
nn−GaAsc ∼ 109cm−2) appears to arise almost entirely
from the very different disorder parameters in these sys-
tems (with µSim ∼ 5 × 104cm2/V s < µp−GaAsm ∼ 5 ×
105cm2/V s < µn−GaAsm ∼ 5 × 106cm2/V s), where µm
is the typical high-density mobility value, more or less
explain the difference in their observed nc values based
on the approximate scaling law nc ∼ µ−γm . (iv) To the
extent the numerical results in Fig. 1 allow us to discern
any materials trend in the nIRc values, we find that for
the same disorder strength (i.e., same values of ni and d)
Si-MOSFETs tend to have the lowest nIRc with n-GaAs
and p-GaAs having almost the same calculated nc, thus
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FIG. 2. The calculated resistivity ρ as a function of carrier
density. The solid (dashed) lines show results for n-GaAs (Si-
MOSFET). The sets of the remote impurity density ni and the
distance d are (1010cm−12, d = 100nm) (i.e., nid
2 = 1); (ni =
1010cm−12, d = 10nm) (i.e., nid
2 = 0.01); (ni = 10
12cm−12,
d = 30nm) (i.e., nid
2 = 9) [from left to right]. The vertical
dot lines indicate the percolation critical density for given
impurity conditions (i.e., nc = 0.1
√
ni/d).
verifying the effective mass independence of nIRc we de-
rived before. A clear prediction of this finding is that 2D
n-GaAs and 2D p-GaAs will have very similar values of
nc provided they have similar disorder configurations.
To reinforce the point that the Ioffe-Regel criterion
typically leads to nc values which depend strongly on
the disorder, but only weakly on the material, we show
in Fig. 2 our calculated resistivity ρ(n) as a function of
2D carrier density n for the n-Si-MOSFET and the n-
GaAs system for exactly the same set of values of (ni, d)
with three different sets of disorder configurations (i.e.,
ni and d values) shown in the plots. The kF l = 1 Ioffe-
Regel criterion translates into ρ = h/e2, which gives
similar nc values for the three sets of disorder shown in
Fig. 2. For the purpose of comparison we also shown
nperc = 0.1
√
ni/d, which again is reasonably close to the
calculated nIRc value for each disorder configuration. At
first sight, it appears that for the intermediate disorder
strength (red curves with nid
2 = 0.1), the nIRc values for
Si and n-GaAs are very different from each other, but this
discrepancy is resolved once the valley degeneracy effect
(i.e. gv = 2 for Si) is taken into account so that the crit-
ical resistivity ρc = h/2e
2 for the Si system. It becomes
clear that if we use ρSic = 0.5h/e
2 and ρGaAsc = h/e
2,
then indeed the resultant nc values for the two systems
are very close to each other, indicating the approximate
materials universality of nc among different 2D systems,
with disorder being the primary determinant of nc.
One unexpected aspect of the results shown in Fig. 2 is
that the critical resistivity ρc = ρ(nc) for the percolation
transition seems to be not very different from that (i.e.,
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FIG. 3. The calculated resistivity ρc at Ioffe-Regel critical
density, nIRc , (a) as a function of ni for different d = 10, 50,
100, 200 nm and (b) ρc as a function d for different impu-
rity densities ni = 10
10, 1011, 1012, 1013 cm−2 (from top to
bottom). The solid (dashed) lines are the results of n-GaAs
(p-GaAs). (c) and (d) show the calculated resistivity ρc for a
n-Si-MOSFET (c) as a function of ni for different d = 3, 10,
30 nm and (d) as a function d for different impurity densities
ni = 10
10, 1011, 1012, 1013 cm−2.
ρc ∼ h/e2) implied by the Ioffe-Regel criterion, which is,
of course, a direct manifestation of nperc and n
IR
c being
not that different (typically nperc & n
IR
c in Figs. 1 and 2)
from each other. We show in Figs. 3 – 6 our calculated
ρIRc and ρ
per
c defined by
ρIRc = ρ(n = n
IR
c ),
ρperc = ρ(n = n
per
c ). (39)
Although we expect ρIRc . h/e
2, by definition, there is
no reason for ρperc to have anything to do with h/e
2 since
it is a nonuniversal quantity not determined by quan-
tum interference or quantum localization. Our results,
however, indicate that in general ρperc . h/e
2 as well!
In Fig. 3 we show our numerically calculated ρIRc as
a function of ni and d for 2D n-GaAs, p-GaAs, and n-
Si-MOS systems. We emphasize that ρIRc = 2h/(gsgve
2)
universally by definition if the quantity ‘l’ in the kF l = 1
Ioffe-Regel criterion is interpreted as the transport mean
free path [see Eq. (5)] of the 2D system. This means that
ρIRc = h/e
2 (GaAs); h/2e2 (Si) for all ni and d if we take
‘l’ to be the transport mean free path l = lt as in Eq. (32).
All our numerical ρIRc results therefore interpret l = lq
as the quantum mean free path [using Eq. (33) without
the conductivity vertex correction term] where kF lq = 1
becomes equivalent to Γ = EF strong localization condi-
tion. The most important qualitative conclusion based
on the numerical results of Fig. 3 is that ρIRc is large
(small) for small (large) ni and small (large) d. In Fig. 3
12
ρc(ni, d) falls off monotonically either as a function of in-
creasing ni or increasing d, which of course makes sense
since small ni and d implies very small nc, and hence
rather large ρIRc (which is still bounded from above by
h/e2 since ρIRc ≤ h/e2 by definition since lq ≤ lt). The
decrease of ρIRc to incredibly small values as a function
of increasing ni or d may appear completely unphysical
(perhaps even ridiculous) at first, but this is a direct man-
ifestation of our model of disorder which is entirely char-
acterized by a 2D impurity plane containing ni random
charged impurities per unit area separated by a distance
‘d’. For large ‘d’, this model fails completely since there
would always be some unknown and unintentional back-
ground charged impurities which will cause the strong
localization crossover at some higher value of ρc (i.e.,
lower value of nc). In principle, however, the qualitative
result emerging from Fig. 3 is that more disordered the
system (i.e., larger the value of ni), lower is the criti-
cal resistance ρc at the transition (and higher is the nc).
This is certainly qualitatively correct since older MOS-
FETs (before 1994 – 95 when the current era of 2D MIT
physics commerced with the Kravchenko et al. work22)
typically had1 very high values of nc (> 10
12 cm−2) with
consequently rather low values of ρc (∼ h/10e2 ≈ 2 kΩ)1.
We also mention in this context the empirical finding of
Sarachik26 that nc ∼ µ−0.67m which implies very large nc
(and hence rather low ρc) for samples with very large
values of ni (i.e., low values of µm). Results with very
large d-values in Fig. 3 are shown only for the sake of
completeness since other unknown disorder with small
‘d’ (not included in the model) will intervene making our
large d results inapplicable to experimental systems. Our
results, however, do indicate that extremely pure modu-
lation doped 2D samples with large values of ‘d’ should
have relatively small values of ρc if all other disorder ef-
fects are absent. This theoretical prediction should be
experimentally tested in the future.
In Fig. 4 we show the same results as in Fig. 3 ex-
cept now for the percolation theory (i.e. ρperc is shown
as a function of ni and d in Fig. 4 in contrast to Fig. 3
where ρIRc is shown). It is clear that ρ
per
c (Fig. 4) be-
haves qualitatively very differently than ρIRc (Fig. 3) with
ρperc ∼ h/e2 within a factor of 2 for most values of ni
and d. (We emphasize again that ρIRc = h/e
2 within
a factor of 2 also if the Ioffe-Regel criterion is taken
to be l = lt in the kF l = 1 condition.) The fact that
the percolation transition which defines nperc = 0.1
√
ni/d
with ρperc = ρc(nc) as obtained from our standard Drude-
Boltzmann semiclassical transport theory provides a very
reasonable value of ρc ∼ h/e2 for a wide range of real-
istic disorder parameters is certainly somewhat of a sur-
prise. We should mention that for unrealistically large ni
and/or unrealistically small d, ρperc takes on unrealistic
values, but for realistic physical combinations of (ni, d)
values operational in real 2D systems our theoretical ρperc
seems to agree well with the experimental results. We do
not know at this stage whether this is simply a coinci-
dence or indicates some deep truth about the importance
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FIG. 4. The calculated resistivity ρc at percolation critical
density, nperc , (a) as a function of ni for different d = 10,
50, 100, 200 nm and (b) as a function d for different impurity
densities ni = 10
10, 1011, 1012, 1013 cm−2. The solid (dashed)
lines are the results of n-GaAs (p-GaAs). (c) and (d) show the
calculated resistivity ρc for a n-Si-MOSFET (c) as a function
of ni for different d = 3, 10, 30, 100 nm and (d) as a function
d for different impurity densities ni = 10
10, 1011, 1012, 1013
cm−2.
of percolation transport in the 2D MIT phenomena.
Results shown in Figs. 3 and 4 hint at the dimensionless
parameter nid
2 being the important disorder parameter
determining ρIRc and ρ
per
c . This, in fact, follows from the
definitions of these two critical resistivities. Using the
Boltzmann transport theory for charged impurity scat-
tering limited transport at T = 0,25 we find
ρc =
8h
e2
ni
nc
x2c
∫ 1
0
dy
dy√
1− y2
y2e−2ydc
(y + xc)2
, (40)
where
kc = kF (nc) =
(
4πnc
gsgv
)1/2
; xc = qTF /2kc; dc = 2kcd.
(41)
Putting nperc or n
IR
c for nc in Eq. (40) we obtain ρ
per
c and
ρIRc respectively. We note that the explicit dependence
of ρc ∼ ni in Eq. (40) is misleading since nc itself has an
ni dependence also.
The integral on the right hand side of Eq. (40) can
be analytically evaluated in various asymptotic limits for
both ρIRc and ρ
per
c , giving the following results (with kc ∼√
nc): For kcd≫ 1
ρIRc ∝ (nid2)−2/3; nc ∼ (ni/d)2/3,
ρperc ∝ (nid2)−1/4; nc ∝
√
ni/d. (42)
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FIG. 5. (a) and (b) show the calculated resistivity at Ioffe-
Regel critical density nIRc , ρ
IR
c , for n-GaAs as a function of
nid
2 (a) varying ni for various fixed d = 10, 50, 100, 200, 1000
nm (from bottom to top) and (b) varying d for various fixed
ni = 10
8, 1010, 1011, 1012, 1013 cm−2 (from top to bottom),
respectively. (c) and (d) show ρIRc for p-GaAs with the same
impurity parameters used in (a) and (b), respectively. (e) and
(f) show ρIRc as a function of nid
2 for Si-MOSFET (e) varying
ni for various fixed d = 0.3, 3, 30 nm (from bottom to top)
and (f) varying d for various fixed ni = 10
11, 1012, 1013 cm−2
(from top to bottom), respectively.
For kcd≪ 1
ρIRc ∝ (nid2)−3/2; nc ∼ nid0,
ρperc ∝ (nid2)1/2; nc ∝
√
ni/d. (43)
This shows that nid
2 is an important dimensionless pa-
rameter determining the disorder scaling of the crossover
resistivity ρc. We have explicitly checked numerically
that these equations [Eqs. (42) and (43)] are in quanti-
tative agreement of our numerical results.
We note that ρc and nc have very different qualitative
dependence on the disorder parameters ni and d, and this
might enable an experimental distinction between them
possible if quantitative information about the underlying
disorder becomes available. In Figs. 5 – 7 we show our
numerically calculated ρc as a function of nid
2 to explic-
itly depict the dimensionless dependence of ρc/(h/e
2) on
the dimensionless disorder parameter nid
2.
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FIG. 6. (a) and (b) show the calculated resistivity at per-
colation critical density nperc , ρ
per
c , for n-GaAs as a function
of nid
2 (a) varying ni for various fixed d = 10, 50, 100, 200,
1000 nm (from bottom to top) and (b) varying d for various
fixed ni = 10
8, 1010, 1011, 1012, 1013 cm−2 (from top to bot-
tom), respectively. (c) and (d) show ρperc for p-GaAs with the
same impurity parameters used in (a) and (b), respectively.
(e) and (f) show ρperc as a function of nid
2 for Si-MOSFET
(e) varying ni for various fixed d = 0.3, 3, 30, 100 nm (from
bottom to top) and (f) varying d for various fixed ni = 10
11,
1012, 1013 cm−2 (from top to bottom), respectively.
In Figs. 5 and 6 we show our calculated ρIRc and ρ
per
c
as a function of nid
2 for various fixed values of ni and
d (as shown in the figures) for 2D n-GaAs, p-GaAs, and
n-Si-MOSFET systems. It is clear (which is also obvious
from our analytical results) that the Ioffe-Regel and the
percolation criteria provide very different qualitative de-
pendence of ρc on disorder parameters. Finally, in Fig. 7
we show the calculated resistivity ρ at different values of
n ≥ nperc in order to emphasize the scaling behavior.
2. Realistic 2D structures
All results shown in Figs. 1 – 7 are for strict zero-
thickness 2D systems with the appropriate effective mass,
lattice dielectric constant, and valley degeneracy (gv = 1,
2 for GaAs, Si, respectively) defining each semiconduc-
tor material. Results given in Figs. 1 – 7 serve to provide
14
10-3 10-2 10-1 100 101 102
n d
10-2
10-1
100
ρ 
(h/
e  
)
5 n
2
2
2 n
(a)
n=n
10 n
c
c
n-GaAs:
c
c
p-GaAs:
i
10-3 10-2 10-1 100 101 102
n d
10-2
10-1
100
ρ 
(h/
e  
)
5 n
2
2
2 n
(b) n=n
10 n
c
c
c
c
i
FIG. 7. The calculated resistivity ρperc as a function of nid
2
(a) for n- and (solid lines) p-GaAs (dashed lines), and (b)
for Si-MOSFET. In (a) and (b) d = 100 nm and d = 3 nm
are used respectively. The percolation critical density nc =
0.1
√
ni/d is calculated by changing ni. The resistivity ρ is
calculated at different values of n ≥ nperc in order to show the
scaling behavior.
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FIG. 8. (a) Calculated nIRc (dashed lines) and n
per
c (solid
lines) as a function of impurity density for fixed several d =
10, 50, 100, 200 nm for GaAs quantum wells with a well width
a = 200 A˚. Thick (thin) dashed lines represent results for n-
GaAs (p-GaAs). (b) The same results as (a) for zero quantum
well thickness (i.e., a = 0).
the qualitative dependence of the critical density and re-
sistivity on disorder parameters, but are not quantita-
tively realistic even if the disorder parameters (i.e., ni
and d) were precisely known. In particular, the finite
quantum thickness of the realistic quasi-2D system soft-
ens the Coulomb disorder arising from the charged im-
purities since the 2D Coulomb interaction changes from
2πe2/κq to (2πe2/κq)f(q) where f(q) ≤ 1 is the quasi-
2D form factor due to the finite quantum thickness effect
[and f(q) = 1 in the ideal 2D limit]. Since the modifica-
tion to the transport theory for f(q) < 1 is well-known1,28
we do not provide any details, concentrating instead on
the numerical results for nc in the realistic quasi-2D sit-
uation.
In Fig. 8 we show our nIRc and n
per
c results [Fig. 8(a)]
for n- and p-GaAs quantum wells (using τ = τt so that
ρIRc = h/e
2). For the purpose of comparison, we also pro-
vide our results for the strict 2D limit (i.e., zero quantum
well thickness a = 0) in Fig. 8(b). For nperc = 0.1
√
ni/d,
the only effect of finite well-thickness (a 6= 0) is that
the effective value of ‘d’ changes by a, changing nperc to
nperc = 0.1
√
ni/(d + a/2). For n
IR
c , the finite thickness
increases the effective mean free path l, and thus sup-
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FIG. 9. The calculated critical density of n-MOSFET as a
function of impurity density ni for fixed impurity locations
d = 3, 10, 30, 100 nm (from top to bottom). Here the
the finite thickness of quasi-2D system is considered. Solid
(dashed) lines represent the percolation critical density, nperc
(Ioffe-Regel critical density, nIRc ).
press the resultant nc. Thus, both n
IR
c and n
per
c are
suppressed by the finite thickness with this suppression
effect being very strong for nperc when d < a. A compari-
son of Figs. 8(a) and (b) bear this out, and thus the finite
thickness effect is only quantitative with the qualitative
power law dependence of nc on ni being approximately
the same.
In Fig. 9 we show our realistic quasi-2D results for n-Si-
MOSFETs where the quasi-2D quantum thickness is de-
termined self-consistently by the carrier density n itself1
which we incorporate through the variational Stern-
Howard wavefunction37. We note that for small values of
d (which is the expected situation in Si-MOSFETs since
the charged impurities are typically in the SiO2 layer
close to the Si-SiO2 interface), n
IR
c ∼ 1010 − 1011 cm−2
for ni ∼ 1010 − 1011 cm−2 whereas nIRc > 1011 cm−2 for
ni > 10
11 cm−2. These finding are consistent with the
higher- and lower-mobility Si-MOSFET devices, respec-
tively.
One important qualitative point to note in Figs. 8 and
9 is that while there is a large difference between percola-
tion and Ioffe-Regel predictions for nc for large values of
‘d’, for small values of d, they are virtually indistinguish-
able. We also note that the materials difference (e.g.,
n- versus p-GaAs 2D systems in Fig. 8) is rather small
with respect to the calculated nc for the same disorder.
It may be worthwhile to point out that writing nc ∼ nδi
in Fig. 9, we get δ = δ(d, ni), and our best numerical
estimate for the exponent δ is: δ ≈ 0.8− 1 for d = 1 nm,
δ ≈ 0.6− 0.9 for d = 5 nm, and δ ≈ 0.5− 0.8 for d = 15
nm. Since µ ∼ n−1i , we can approximate γ = δ (where
nc ∼ µ−γm ), and thus our earlier estimate of γ ≈ 0.67
for Si-MOSFET is consistent with d = 1 − 2 nm. This
is a stringent consistency check on our theory since, in-
deed, the random charged impurities in Si MOSFETs are
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FIG. 10. (a) and (b) show the calculated Ioffe-Regel criti-
cal density nIRc of Si-MOSFET as a function of mobility for
different temperatures, T = 0, 1, and 2K (from bottom to
top). The mobility is calculated (a) at a given high density
n = 5 × 1011 cm−2 and (b) at n = 5nc. (c) and (d) show
the nc of n-GaAs as a function of mobility for different tem-
peratures, T = 0, 0.2, and 0.5K (from bottom to top). The
mobility is calculated (c) at a given high density n = 5×1010
cm−2 and (b) at n = 5nc.
known to be located 1− 2 nm inside the oxide layer near
the Si-SiO2 interface.
In Fig. 10 we show our calculated Ioffe-Regel value of
nc as a function of a fiduciary “maximum mobility” de-
fined as the mobility calculated for exactly the same value
of disorder parameters (i.e., the same sample), but at a
much higher density nm ≫ nc. The precise dependence
of nc on the high-density mobility µ, of course, depends
somewhat on the fiduciary density chosen for the high-
density mobility, but the basic finding is that the power
law (γ) dependence, nc ∼ µ−γm , is a function of tempera-
ture, and typically γ ∼ 0.7 − 0.8 as already pointed out
empirically by Sarachik a long time ago26. The fact that
γ ≈ 0.6− 0.8 is consistent with experimental findings in
different systems is an indication that the experimental
2D MIT is likely to be a strong localization crossover phe-
nomenon. One salient feature of the results presented in
Fig. 10 is that the effective exponent γ, nc ∼ µ−γm where
µm is the mobility at same high density nm ≫ nc, de-
pends strongly on the temperature (as one would expect
because of the strong temperature dependence of the 2D
metallic resistivity for n & nc provided nc is not too
large).
In Fig. 11 we show our numerically calculated nc(T ),
based on the finite-temperature Ioffe-Regel criterion
kF l(T ) = 1, as a function of temperature. As discussed
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FIG. 11. Calculated Ioffe-Regel nc(T ) of (a) Si-MOSFET
as a function of temperature for different impurity densities
ni = 0.5, 1.0, 1.5 × 1011 cm−2 (from bottom to top) and (b)
n-GaAs for ni = 0.2, 0.5, 1.0 × 1010 cm−2 (from bottom to
top).
earlier, nc(T ) first increases with T and then decreases
when T . TF . However, the overall variation in nc(T )
is less than a factor of 2 in our results. We mention
that the results shown in Fig. 11(a) and (b) agree well
respectively with the experimentally measured temper-
ature dependence of the critical 2D MIT density in Si
MOSFETs17 and 2D electrons15 and holes18 in GaAs sys-
tems, providing strong support for our basic Ioffe-Regel
model describing the 2D MIT crossover.
In Fig. 12, we show that the calculated maximum mo-
bility dependence of nc is to some extent dependent on
how the maximum mobility is chosen, and thus one can-
not really discuss a unique dependence of nc on the max-
imum mobility, which is obvious from the fact that both
nc = nc(ni, d) and the mobility µ = µ(ni, d) are indepen-
dent functions of ni and d. What is interesting, however,
is the finding that the exponent γ (with nc ∼ µ−γm ) re-
mains within our analytical finding of γ ≈ 0.6− 0.8 for a
wide range of definitions of the maximum mobility µ.
In Fig. 13 we show how our realistic numerical results
change if the quantum mean free path with l = lq = vF τq
is used in the kF l = 1 criterion for 2D MIT. There is no
qualitative change in the results with τq replacing τt in
the Ioffe-Regel criterion as we already emphasized earlier
in this paper.
Finally, in Figs 14 and 15 we show the effect of an
applied parallel magnetic field B on the critical den-
sity nc(B) due to the spin-polarization-induced lifting of
spin degeneracy gs from gs = 2 at B = 0 to gs = 1
at B = Bs where Bs is the applied field strength to
fully spin-polarized the 2D electrons. We show numerical
results only for Si-MOSFETs here since the qualitative
effect of the parallel field on 2D MIT is the same for
all 2D systems since the relevant physics is the suppres-
sion of screening (and hence suppression of the transport
mean free path l) due to the applied magnetic field. We
neglect all orbital effects of the applied magnetic field
which could enhance nc(B) even more for systems with
large quasi-2D thickness38. As mentioned already, the
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FIG. 12. Calculated zero temperature Ioffe-Regel critical den-
sities (solid lines) as a function of a reference mobility for (a)
Si-MOSFET and (b) for n-GaAs. The reference mobility is
calculated for different densities n = 5nc, 10nc, 20nc (from
bottom to top). Zero temperature nc as a function of mobil-
ity calculated at (c) n = 5, 10, 20× 1011 cm−2 (from bottom
to top) for Si-MOSFET and (d) n = 5, 10, 20 × 1010 cm−2
for n-GaAs (from bottom to top). (e) Zero temperature nc of
Si-MOSFET as a function of a reference mobility calculated
at n = 10× 1011 cm−2 for different locations of impurity cen-
ter, d = 0, 10, and 20 A˚ (from bottom to top), and (f) nc of
n-GaAs as a function of a mobility at n = 10× 1010 cm−2 for
different locations of impurity center, d = 0, 50, and 100 A˚
(from bottom to top).
maximum possible effect of the magnetic field is an en-
hancement of nc by a factor of
√
2 due to the reduction
of spin degeneracy from 2 to 1. Thus, our results in
Fig. 14 show an approximate 40% enhancement of nc in
the presence of the applied field at T = 0 whereas at finite
temperatures the effect is smaller. We emphasize that
although the spin-polarization-induced enhancement of
nc(B) compared with its B = 0 value is a universal qual-
itative phenomenon as long as screened Coulomb disorder
is the dominant underlying transport scattering mecha-
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FIG. 13. (a) and (b) show, respectively, the calculated nc
with the quantum mean free path using the same parameters
of Fig. 12(c) and (d) where the transport mean free path is
used. Solid (dashed) lines indicate the results with quantum
(transport) mean free path. (c) and (d) show the calculated nc
with the quantum mean free path using the same parameters
of Fig. 12(e) and (f) where the transport mean free path is
used, respectively. Solid (dashed) lines indicate the results
with quantum (transport) mean free path.
nism, the actual quantitative effect would be miniscule
(and experimentally unobservable) if nc(B = 0) = nc is
very large (as it is highly disordered 2D systems where
the 2D MIT phenomena have no dramatic consequences)
since Bs = 2Ec/gµB with Ec = EF (n = nc) would be
very large when nc is large, and thus B/Bs ≪ 1 limit
would apply on any physically applicable magnetic field
in the laboratory making nc(B) ≈ nc(B = 0). It is only
when nc [and hence Ec = EF (nc)] is sufficiently small
that the applied parallel field induced enhancement of nc
can be experimentally relevant since the available lab-
oratory applied field could reach the B/Bs ∼ 1 regime.
Thus, the condition for the observation of strong temper-
ature dependence of the metallic resistivity and the con-
dition for the observation of strong magnetic field depen-
dence of 2D MIT are closely related as they both require
fairly small nc (and therefore very high-quality 2D sam-
ples) so that T/TF and B/Bs can be relatively large in
respective cases. This close connection between the tem-
perature dependence and the magnetic field dependence
of 2DMIT phenomena is experimentally well-established,
and has already been noted in the literature31.
We note that at very low applied field values in Fig. 14,
there is a small upturn in the critical density compared
with its zero-field value. This is a real effect arising
from the increase in effective kF induced by the applied
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FIG. 14. (a) Calculated nc(B) as a function of parallel mag-
netic field B for an impurity density ni = 10
11cm−2 and for
different temperatures T = 0.0, 0.5, 0.1 K. The critical density
is normalized by the critical density calculated at B = 0 and
T = 0, where nc(0, 0) = 7×1010cm−2. Above Bs the scatter-
ing time τ is constant in this model, which gives the saturation
of the critical density. (b) Calculated nc(B) as a function of
parallel magnetic field B‖ for two different impurity densities
[ni = 5× 1010 (solid lines) and 1011 cm−2 (dashed lines)] and
for two temperatures [T = 0K (thick lines) and T = 0.3K
(thin likes)]. The critical density is normalized by the crit-
ical density calculated at B = 0 and at given temperature,
nc(0, T ).
field which always suppresses nc at finite field compared
with its zero-field value, as noted earlier in this paper.
If screening effects are unimportant (e.g. scattering by
unscreened short-range disorder or at very high carrier
density with 2kF ≫ qTF ), then this Fermi surface ef-
fect would dominate the finite field transport properties.
But the 2D MIT phenomenon occurs at low values of nc,
where qTF > 2kF , and screening effects dominate, lead-
ing to a suppression of the metallic phase and an increase
of nc at finite applied magnetic field.
Finally, in Fig. 15 we show our numerical results on
the valley-degeneracy dependence of nc by plotting the
numerically calculated nc(gv) as a function of the val-
ley degeneracy gv (at fixed gs = 2) which we assume
for this purpose to be a fictitious continuous variable –
in reality gv is 1 or 2 for Si(100)-MOSFETs [whereas
for Si(111)-MOSFETs, gv = 6 is allowed]. As expected
nc(gv) behaves very similarly to the spin-polarization ef-
fect on nc, and with decreasing valley degeneracy, nc is
enhanced since screening is reduced. This dependence of
nc on spin and valley degeneracy of the 2D system is con-
sistent with detailed experimental results reported in 2D
AlAs system32. We emphasize that our calculated nc(gs)
for fixed gv is identical to results shown in Fig. 15 since
both gs and gv enter the theory equivalently as the prod-
uct gsgv through the density of states. We mention that
for T 6= 0 (not shown in Fig. 15), nc(gv) softens some-
what showing a weaker dependence of nc on gv. The
numerical nc(gv) in Fig. 15 agrees exactly with the an-
alytical dependence nIRc ∝ g−1v for kFd ≪ 1 which is
satisfied essentially for all values of nc shown in Fig. 15.
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FIG. 15. The calculated Ioffe-Regel critical density of Si-
MOSFET as a function of valley degeneracy. Black solid (red
dashed) line indicates the nIRc calculated from the transport
(quantum) scattering time τt (τq). The results are shown for
an ideal 2D system with zero thickness and d = 1 nm – a
finite thickness corresponds to a larger value of effective ‘d’,
decreasing nc accordingly.
III. DISCUSSION
We have studied 2D MIT as a strong localiza-
tion induced crossover phenomenon determined by the
Ioffe-Regel criterion (comparing with the corresponding
classical percolation transition in the disorder-induced
‘mountains-and-lakes’ inhomogeneous potential fluctua-
tions landscape). There are several distinct aspects of
the 2D MIT phenomenology we have addressed in this
work theoretically. The main results obtained in this
paper involve theoretical and numerical calculations of
the crossover critical density nIRc for 2D MIT using the
Ioffe-Regel criterion and its comparison with the corre-
sponding percolation transition density nperc .
In addition to obtaining nc, we also provide results for
the critical resistivity ρc = ρ(n = nc), which at T =
0, is by definition ρc = 2h/(gsgve
2). For a percolation
transition at n = nperc = 0.1
√
ni/d, in principle, ρ
per
c
could have any value, but in practice ρperc ∼ h/e2 seems
to apply extensively for realistic 2D sample parameters.
All our theoretical results use a minimal model of
Coulomb disorder characterized by a random 2D charged
impurity density ni and a separation of d between the
impurities and the 2D carriers. More complex models of
disorder are straightforward to include in the theory, but
will involve more (than two) free parameters, making it
difficult to interpret and understand the theoretical re-
sults. Since precise information about the details of disor-
der is not typically available for high-quality 2D semicon-
ductor systems manifesting 2DMIT, our 2-parameter im-
purity model is a reasonable starting point for discussing
the 2D MIT phenomena.
Below we summarize and critically discuss our impor-
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tant findings and related questions focusing on the key
features of our theory as compared with the experimental
2D MIT phenomenology.
A. Localization versus percolation
A question of great importance, of course, is whether
the 2D MIT at n ≈ nc is a strong localization quantum
crossover or classical percolation, i.e., whether nc = n
IR
c
or nc = n
per
c . At first sight, it appears that our the-
ory should be able to answer this question with sharp
precision since the physical origin and the mathematical
description of the Ioffe-Regel quantum crossover and the
percolation transition are completely distinct. This turns
out to be a much more difficult issue than anticipated at
first because nIRc and n
per
c have similar magnitudes (both
in qualitative agreement with experimental nc) in many
situations for realistic values of sample parameters. This
is a rather surprising finding of our work that could not
have been anticipated earlier. Even more surprisingly we
find that the critical resistivity ρc = ρ(n = nc) is similar
for both Ioffe-Regel theory and percolation theory! This
is a very unexpected and rather strange result since in
principle ρperc = ρ(n = n
per
c ) is allowed to be arbitrary
whereas ρIRc is closely related to the resistance quantum
h/e2 ≈ 25, 600Ω since it arises from quantum localiza-
tion. But our explicit calculations for 2D n-Si, n-GaAs,
and p-GaAs systems show that for realistic experimental
parameters (with nc ∼ 109 − 1011 cm−2), ρc values cal-
culated from localization and percolation considerations
are not widely different although their dependences on
system parameters could be quite different. In view of
this similarity between absolute values of nc (and ρc) in
the two theories, it is not easy to manifestly choose one
mechanism over the other as determining the 2D MIT
crossover density nc, at least using the experimental data
on nc and ρc only.
One practical possibility is that as the carrier density
is lowered from the high-density metallic phase (n≫ nc)
to the low-density insulating phase (n < nc), whichever
transition occurs first (i.e., at higher carrier density) in
a given sample dominates the actual crossover behavior
in that system. (We mention here that our theoretical
calculation of nc and ρc explicitly approaches the tran-
sition from above, i.e., from the metallic phase.) Thus,
nc = n
per
c if n
per
c > n
IR
c and nc = n
IR
c if n
IR
c > n
per
c .
At very low temperatures, however, quantum interfer-
ence must always be present and therefore nc → nIRc
as T → 0. Careful experiments should be carried out
to investigate this question of whether nc is better de-
scribed as localization or as percolation. We emphasize
that the experimental finding that ρc ∼ h/e2 (typically
within a factor of 2 − 3) does not automatically imply
that nc is described by n
IR
c since our explicit numerical
calculations indicate that, perhaps purely coincidentally,
ρc ∼ h/e2 ( again within a factor of 2 − 3) is also true
for ρc = ρ
per
c = ρ(n = n
per
c ). We discuss the issue of
localization versus percolation more below in the context
of comparing theory and experiment.
There is one particular experimental finding, however,
which can only be explained by the quantum Ioffe-Regel
theory with the classical percolation theory failing com-
pletely. The dependence of nc on an applied parallel
magnetic field, which is widely reported experimentally,
can only be explained correctly by the Ioffe-Regel theory
and not at all by the percolation theory.
B. Theory and experiment
An important issue is how our theoretically calcu-
lated nc compares with the observed experimental de-
pendence of the critical density on various system pa-
rameters such as “maximum” mobility, temperature, ex-
ternal magnetic field, valley degeneracy, effective mass,
etc. In this respect (i.e., when compared with experimen-
tal findings), the Ioffe-Regel criterion describing 2D MIT
as a crossover phenomenon seems to be in much better
agreement (both qualitative and quantitative) with ob-
servations than the percolation theory. In particular, the
fact that the 2D MIT behavior (specifically, the value
of nc itself) depends on an applied parallel magnetic
field is difficult to reconcile with the percolation transi-
tion which gives a nominally density-independent explicit
value of nc = n
per
c ≈ 0.1
√
ni/d. The Ioffe-Regel theory
by contrast correctly predicts an increasing nc with the
applied parallel field (i.e., a field-induced suppression of
the metallic phase much discussed in the literature30,31
on 2D MIT) arising from the spin-polarization of the 2D
system. Similarly, the valley degeneracy dependence of
nc (and its equivalence to the spin degeneracy depen-
dence), which has been experimentally demonstrated32,
is very naturally explained in the Ioffe-Regel theory as
arising from the variation in screening due to the modi-
fication in the density of states, whereas it has no expla-
nation within the percolation theory. We see no obvious
way of incorporating the applied magnetic field effect in
the percolation picture, and thus it appears that 2DMIT,
at least for the 2D systems manifesting a strong magnetic
field dependence of nc, is incompatible with the percola-
tion transition.
The most important experimental parameter deter-
mining the crossover density nc is, of course, the sample
quality (or disorder) as discussed throughout this article.
We emphasize that although nc obviously increases with
increasing disorder, and this is the key reason for the
2D MIT phenomena manifesting itself only in the 1990s
when sufficiently high-quality 2D systems could be stud-
ied with sufficiently low values of nc, there does not, in
principle, exist a simple relationship between nc and the
sample mobility µ (at a density n≫ nc). The reason for
this is that the sample disorder is minimally determined
by at least two independent parameters (ni and d), and
therefore it is, in principle, allowed for nc and µm [with
µm = µ(n = nm) where nm ≫ nc is some specific high
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density] to be completely independent parameters. Thus,
in principle, a sample with very high µm could have much
higher nc than another sample with low µm although it
is probably not very likely.
With the above caveat in mind we can, however, obtain
from the Ioffe-Regel (or percolation) theory how nc varies
with ni and d separately, and we can also calculate how
the mobility µ(n) varies with ni and d as well as carrier
density n.25 Therefore, the disorder dependence of nc is
completely specified in our theory through the two dis-
order parameters ni and d. Assuming a fixed d, we can
convert the ni-dependence of nc to an effective depen-
dence on the mobility at some high carrier density, find-
ing, nc ∼ µ−0.7m in the Ioffe-Regel theory and nc ∼ µ−0.5m
in the percolation theory. The fact that Sarachik already
pointed out more than 10 years ago26 an empirical re-
lationship, nc ∼ µ−0.7m , which is in agreement with the
Ioffe-Regel theory, is a strong agreement in favor of the
Ioffe-Regel theory.
Assuming kF d≪ 1, we obtain theoretically IIRc ∼ nid0
and nperc ∼ nid−1/2 whereas for kF d ≫ 1, nIRc ∼
(ni/d)
2/3 and nperc ∼ (ni/d)1/2. In principle, these
asymptotic dependence on ni and d can be explicitly
checked experimentally, but we know of no detailed ex-
perimental study of the critical density on the micro-
scopic parameters defining the disorder.
At this stage, the most convincing agreement between
our theory for nc and experiment comes from (1) n
IR
c ∼
µ−0.67m type behavior noted earlier empirically
26; (2) the
parallel field induced enhancement of nIRc ;
30,31 (3) the de-
pendence of nIRc on the valley degeneracy and its equiva-
lence to the spin-degeneracy dependence32. We note that
all three properties mentioned here favor the 2D MIT be-
ing a strong localization induced crossover phenomenon
as determined by the Ioffe-Regel criterion (in contrast
to the classical percolation transition). In this context,
we must mention one small (but significant) remaining
discrepancy between the Ioffe-Regel theory and the ex-
perimental finding on 2D MIT. The Ioffe-Regel theory
predicts that the critical resistivity ρc = ρ(nc) at the
transition must necessarily obey the inequality
ρIRc ≤
h
e2
2
gsgv
, (44)
which means that even if the spin and valley degeneracy
are lifted ρc < h/e
2 ≈ 25, 6000Ω. Experimentally, this
inequality is obeyed almost universally with the most im-
portant exception being the original Si-MOSFET data of
Kravchenko et al. who consistently found ρSic ≈ 1.5h/e2.
We have no way of explaining ρc > h/e
2 (at least at
T = 0) within the Ioffe-Regel theory. One possibility
is that ρc > h/e
2 is a finite temperature effect, and
ρc(T → 0) approaches h/e2, but we simply do not know if
this is true or not. We emphasize, however, that the vast
majority of 2D MIT data are consistent with ρc values
obtained from the Ioffe-Regel theory, and thus the criti-
cal resistivity issue may not be a particularly important
problem for the Ioffe-Regel theory, particularly since the
extrapolated value of ρc(T → 0) is not easy to ascertain
experimentally from finite temperature transport mea-
surements.
C. Transition versus crossover
We have studied the 2DMIT as a crossover in this work
(either described by Ioffe-Regel criterion or by percola-
tion), not as a true localization quantum phase transition
since two is established to be the lower critical dimen-
sions for the Anderson localization phenomenon39, both
for noninteracting electrons in a disordered system7,40
and in the presence of disorder and interaction41. We
consider the metallic phase (for n > nc) to be an ef-
fective metal which at T = 0 will be insulating in an
infinite system. The metal-to-insulator crossover in our
theory arises from the strong modification in the effective
screened Coulomb disorder which becomes very strong as
the carrier density is lowered, leading to the kF l = 1 con-
dition defining the MIT crossover point. The fact that
our calculated nc is in qualitative agreement with exper-
imental observations is persuasive evidence in support of
2D MIT being a crossover phenomenon, but our theory
can shed no light on the theoretical question of whether
quantum criticality in playing a role in this problem or
not. In particular, we emphasize that we have no way
of ruling out the 2D MIT as a true quantum phase tran-
sition since this issue is simply beyond the scope of our
work, which treats the problem manifestly as a crossover
phenomenon described by the Ioffe-Regel criterion.
IV. CONCLUSION
Assuming 2D MIT to be a crossover phenomenon
from a weakly localized effective metallic phase to a
strongly localized insulating state, we have developed
a theory for the critical density for the transition from
the higher-density effective metallic phase to the lower-
density strongly localized insulating phase. The calcu-
lated critical density based on the well-known Ioffe-Regel
criterion for strong localization is in qualitative agree-
ment with experimental observations on 2D MIT with
respect to its dependence on disorder, applied parallel
magnetic field, valley degeneracy, and materials parame-
ters.
Our main findings are the following: (1) The criti-
cal density nc for the 2D MIT crossover varies with the
maximum sample mobility µm (measured at some high
carrier density n ≫ nc) according to the approximate
scaling law, nc ∼ µ−γm , with the exponent γ ≈ 0.7 (for
screened Coulomb disorder) and 1 (for purely zero-range
δ-function disorder) as derived from the Ioffe-Regel cri-
terion and γ = 0.5 (for all disorder) as derived from the
semiclassical percolation theory. (2) The Ioffe-Regel cri-
terion predicts an enhancement of nc with decreasing
spin-degeneracy, as, for example, in the presence of an
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applied parallel magnetic field inducing spin-polarization
in the system provided that the critical density nc is
fairly low at zero spin-polarization (so that the condi-
tion qTF & 2kF or qTF ≫ 2kF is satisfied). By con-
trast, the percolation theory predicts no dependence of
nc on the spin degeneracy. (3) The Ioffe-Regel criterion
predicts an enhancement of nc with decreasing valley
degeneracy in the system as, for example, could be in-
duced by applying a suitable external strain. In fact,
the Ioffe-Regel criterion predicts that the dependence of
the critical density nc(gs, gv) on the spin- and valley-
degeneracy to be approximately equivalent, i.e., increas-
ing (decreasing) gs or gv decreases (increases) nc if all
other parameters are fixed. This mutually equivalent
spin and valley-degeneracy dependence of nc arises from
the 2D screening being dependent on gs and gv equiva-
lently since the density of states is proportional to gsgv.
One direct prediction of the Ioffe-Regel theory is thus
that the most metallic (insulating) situation will mani-
fest itself for the largest (smallest) values of the product
gsgv, and therefore, nc will be the smallest (largest) for
the largest (smallest) values of gsgv in the system. The
percolation theory predicts the 2D MIT phenomena to be
completely independent of gs and/or gv, and thus does
not in any way predict any dependence of nc on spin- or
valley-polarization. We mention that all three of these
theoretical findings based on the Ioffe-Regel criterion are
in good qualitative and semiquantitative agreement with
experimental results on 2D MIT whereas the predictions
of the percolation theory – in particular, the nc ∝ √µm
dependence and the lack of dependence of nc on gs and
gv – are in disagreement with the empirical evidence.
In addition to the above qualitative physical results
following directly from our theory, we also find that the
actual quantitative values of nc calculated on the basis of
the Ioffe-Regel criterion to be consistent with the experi-
mental results. In particular, we find that the Ioffe-Regel
criterion gives the following approximate critical density
values for typical high-mobility 2D systems studied in
the existing 2D MIT literature2–6: nc ≈ 1011 cm−2 (for
Si MOSFETs); 1010 cm−2 (for p-GaAs); 109 cm−2 (for
n-GaAs). By contrast, we find that the lower-quality
Si MOSFETs studied extensively during the 1970s and
early 1980s1 should typically have nc ≈ 1012 cm−2 ac-
cording to the Ioffe-Regel criterion. This high value of nc,
with a corresponding Fermi temperature ∼ 73 K, is not
only consistent with the experimental nc values found in
older MOSFETs1 with lower values of maximum mobility
(µm < 5000 cm
2/Vs), but also provides an obvious expla-
nation for why the 2D MIT phenomenon could only be
observed after very high mobility (µm & 20, 000 cm
2/Vs)
Si MOS samples become available in the 1990s.22 A high
value of nc with a concomitant high value of Fermi tem-
perature makes it impossible28 for the 2D effective metal-
lic phase (for n > nc) to manifest any temperature depen-
dence in its resistivity arising purely from an electronic
mechanism.
Several open questions remain for future investiga-
tions. Although our main conclusion is that the 2D MIT
(at least at very low temperatures) is strong-localization
induced crossover phenomenon as constrained by an
Ioffe-Regel type quantum interference condition, the role
of percolation in the inhomogeneous potential fluctuation
landscape in affecting the crossover behavior remains un-
clear. For Si-MOSFETs, where the random charged im-
purities are located at the Si-SiO2 interface close to the
2D electron system, it is hard to see how and why perco-
lation could be relevant, but in modulation-doped GaAs
structures, where the dopants are far away from the elec-
trons, percolation could conceivably be relevant. One
possibility we have speculated about is that the transition
itself crosses over from being percolation like at higher
temperatures to being Ioffe-Regel-like at lower tempera-
tures as quantum tunneling and quantum interference be-
come effective. But these are all mere speculations, and
we do not have a theory combining percolation and strong
localization crossover, which remains an important open
issue in the long-range fluctuating potential landscape of
Coulomb disorder. In the current work, we have only
compared localization and percolation crossovers as dis-
tinct physical processes, concluding that the experimen-
tal observations are more consistent with the Ioffe-Regel
localization crossover.
Another open question (and an important shortcom-
ing of our theory) is that the theory developed in this
paper approaches the transition (i.e., the crossover) from
the higher-density effective metallic side (with decreas-
ing density to approach the transition) using Boltzmann
transport theory to treat the screened disorder induced
carrier scattering. An equivalent theory from the lower-
density insulating side (with increasing density to ap-
proach the transition) is highly desirable, but is out of
scope for our work, and in fact, there is no good idea in
the literature about how to approach the transition from
the insulating side where the whole concept of a quan-
tum mean free path becomes inapplicable (and therefore
the Ioffe-Regel criterion is useless). Such a theory from
the insulating side, if available, could be a compelling
consistency check for the calculated critical density if the
same crossover point is reached theoretically from either
direction.
Another issue with our theory, in spite of its good qual-
itative agreement with essentially all aspects of 2D MIT
phenomenology, is that our calculated critical resistivity
(i.e., the 2D resistance at the crossover critical density)
is only in approximate quantitative agreement with ex-
periments. This may not be a serious problem since the
crossover nature of the transition makes it problematic
to define a unique zero-temperature critical resistivity
(particularly since the 2D resistivity is strongly temper-
ature dependent around the critical density), and it is
likely that a proper extrapolation of the experimental
data to zero temperature would be in reasonable agree-
ment with our theory since the disagreement is mainly in
Si-MOSFETs and is by less than a factor of two. More
experimental work is necessary to settle the question for
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the precise value of the T = 0 critical resistivity in 2D
MIT in various systems.
Our theory provides a good qualitative explanation
for the dependence of the critical density on disorder,
applied parallel magnetic field, spin and valley degener-
acy, and materials parameters indicating that the Ioffe-
Regel criterion, in all likelihood, captures the essential
features of the transition between the high-density effec-
tive (weakly localized) metallic phase and the low-density
strongly localized insulating phase in 2D semiconductors.
The issue of whether 2D MIT is or is not a true T = 0
quantum phase transition as well as whether or how
electron-electron interaction41 beyond screening affects
the transition, however, still remaining open as a theoret-
ical question for future work. What we have established
in this work through extensive calculations is that the
application of the empirical Ioffe-Regel criterion, which
is often used in the literature for a semi-quantitative de-
scription of the Anderson localization transition in three-
dimensional systems, to the phenomenon of the appar-
ent two-dimensional metal-insulator transition provides
a critical density which agrees well with existing experi-
ments in describing the characteristic dependence of the
critical density on disorder, mobility, temperature, and
magnetic field, indicating that the observed 2D MIT phe-
nomenon is likely to be a crossover between a weakly
localized 2D metal and a strongly localized Anderson in-
sulator.
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