We describe an O(min(m; n 3=2 )m 1=2 )-time algorithm for nding maximum ows in undirected networks with unit capacities and no parallel edges. This improves upon the previous bound of Karzanov and Even and Tarjan when m = !(n 3=2 ), and upon a randomized bound of Karger when v = (n 7=4 =m 1=2 ). (Here v is the maximum ow value.)
Introduction
In this paper we consider the undirected maximum ow problem in a network with unit capacities and no parallel edges. Until recently, the fastest known way to solve this problem was using a reduction to the directed problem with unit capacities and no parallel arcs. Karzanov 7] and Even and Tarjan Their technique applies to undirected (e.g. symmetric) graphs. We use their technique in the context of residual graphs of ows in undirected graphs, which are not symmetric.
We note that the Nagomachi and Ibaraki sparsi cation technique has previously been used to improve performance of maximum ow algorithms for undirected unit capacity networks when v, the maximum ow value, is small. In combination with the augmenting path algorithm 3], this technique gives an O(nv 
Preliminaries
For this paper, we consider computing a maximum ow in an undirected graph G = (V; E) with two distinguished vertices s and t. We consider only zero-one valued ows. Let jV j = n and jEj = m. To de ne undirected ow, we consider the symmetric directed graph de ned by G: G 0 = (V; E 0 ) such that (i; j) 2 E 0 if and only if fi; jg An s-t cut is a partitioning of vertices (S; V ?S) such that s 2 S and t 2 V ?S. A capacity of an s-t cut (S; V ? S) is given by jf(i; j) 2 E 0 : i 2 S; j 6 2 Sgj. An arc (i; j) 2 E 0 is residual if f(i; j) = 0. A residual capacity of an s-t cut in G 0 under f 0 is given by jf(i; j) 2 E 0 : i 2 S; j 6 2 S; f 0 (i; j) = 0g jf(j; i) 2 E 0 : i 2 S; j 6 2 S; f(i; j) = 1gj. A residual ow value is the di erence between the maximum and the current ow values.
Suppose an undirected ow f is induced by a proper ow f 0 . We denote the length of the shortest residual path from s to t in G 0 by D f .
A directed ow g 0 in a graph H 0 is blocking if every s-t path in H 0 contains an arc a with g 0 (a) = 1. In the unit capacity case, a blocking ow in an acyclic graph H 0 can be found in O(m) time.
Dinitz's algorithm 1] for nding maximum ows in undirected graphs repeatedly augments the current ow by a blocking ow in the graph induced by the residual arcs on shortest paths from s to t. Based on the following two lemmas, Karzanov 7 Proof. We prove a stronger claim by induction. Let G i = (V; E f ? E 0 f + j i E i ). We prove that the maximum s-t ow in G i is at least min(i; r).
The claim is clearly true for G 0 . We assume it to be true for G i : the residual ow in G i with respect to f is at least min(i; r). Assume that the residual ow in G i+1 with respect to f is less than min(i + 1; r). Since G i is contained in G i+1 , this means that the residual ow with respect to f is equal to i and that r i + 1.
By the maximum ow{minimum cut theorem, there is an s-t cut, (S; S); with residual capacity i in G i+1 with respect to f. Moreover, the residual capacity of the cut in G i with respect to f is also i. Thus, there is no edge in E i+1 that crosses the cut.
On the other hand, the capacity of the cut is at least i + 1 in G f . Thus, there is an undirected edge that is not in G i that is in G f that crosses the cut. This contradicts the assumption that E i+1 is a maximal spanning forest of (V; E 0 f ? j<i+1 E j ):
Thus, the residual ow in G i+1 with respect to f must be at least min(i + 1; r). 4 The Algorithm Now we are ready to describe our main algorithm. The algorithm works with sparser and sparser graphs. We denote the current graph by G = (V; E) and jEj by m.
The algorithm is based on the SparsifyAndBlock step. This step applies the procedure Sparsify(G; f; (2n=D f ) 2 ) to obtain a new current graph G and augments f by a blocking ow in the auxiliary graph of G f . The SparsifyAndBlock step takes O(m) time. Initially, G = G and f is the zero ow. The algorithm repeatedly applies the SparsifyAndBlock step until f is a maximum ow in G. 
Concluding Remarks
We have shown how to use the sparsi cation technique of Nagamochi and Ibaraki to speed up the blocking ow method on dense networks with unit capacities and no parallel edges. Because the sparsi cation is quite e cient, our approach may be practical, especially if a push-relabel algorithm such that of 5] is used instead of the blocking ow method. It would be interesting to verify the practicality experimentally.
