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Abstract. In this work, we propose a method based on 
a simulation that incorporates several models to provide 
the set of parameters needed on Over-The-Horizon radars 
(OTHR) performance evaluation, which consists in a ver-
satile software tool. Obtaining the signals involved during 
transmission and reception is a complex and challenging 
task. Among them, the received signal is fundamental to 
design methods and algorithms in the target detection 
strategy. The parameters in the transmission and reception 
processes that define the radio link main features are de-
termined in terms of target type, ionospheric conditions, 
radio link characteristics, and other environmental prop-
erties. The determination is done combining models to 
work assembled in a software tool that simulates the OTHR 
radio link. The tool gives the possibility of step away from 
the linear model, which uses mainly constant parameters 
and it is used commonly. A large number of set up param-
eters and also interconnections among several models 
enable to simulate nearer to actual search sceneries. 
Keywords 
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1. Introduction 
Over-the-Horizon radars (OTHR) are designed to de-
tect targets which are beyond the horizon, or line of sight, 
using high frequency (HF) radio waves, which are bent 
back towards the Earth by the ionosphere [1], [2]. They are 
used regularly in early warning systems, maritime and 
airspace monitoring, upper atmosphere and ocean studies 
among others [2–4]. The most difference from conven-
tional radars is that it requires real-time ionospheric condi-
tions assessment and adaptive frequency selection as well. 
Physically, OTHR consists of a synchronous transmit-
ter/receiver and an antenna array. To begin with, the 
transmission-reception process must be capable of con-
structing a beam, formed by the electromagnetic waves 
from each transmitting antenna, which propagates through 
the atmosphere, is bent back by the ionosphere, and 
reaches a target, which in turn, scatters and reemits part of 
this energy that propagates back, through the ionosphere 
and neutral atmosphere, to the receiving antennas. 
Some transmitted parameters, such as amplitude, 
phase, and frequency, are affected by several factors which 
are crucial in the propagation process. These result in at-
tenuation during wave propagation, energy loss at the re-
flection by the target, noise and clutter contamination. 
Figure 1 shows the physical processes involved in the 
transmission and reception that may modify radio signal 
characteristics in an OTHR system.  
Some of the required parameters in HF band radars 
are the expected limits for the elevation angle and usable 
frequency, area coverage, noise and clutter levels, all of 
which are associated with given frequencies and time. 
These parameters strongly depend on the propagating me-
dia and radio link characteristics. In this paper, we propose 
a software tool that incorporates several models to provide 
the set of parameters needed to optimize the OTHR set-

















Fig. 1. Schematic diagram of the processes taking place 
during transmission and reception in an OTHR. 
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In a comparison of the model here proposed with two 
other OTHR models described in [5] and [6], although they 
all contain several sub-models that allow defining each step 
in the transmission-reception process, the main differences 
between them and ours are: the use of a ionospheric model 
in our case instead of a constant ionosphere profile that 
allows for ionospheric variability, and the radar cross sec-
tion that in our case is defined through electromagnetic 
simulation rather than an average value and a probability 
distribution function (PDF). 
The sub-models depend on the ionosphere model 
used, and in our case, the use of a variable ionosphere 
results in output data nearer to an actual value from the 
search scenario. Certainly the ionosphere model must be 
able to exhibit the actual behavior of the terrestrial iono-
sphere. 
The software has a set of interactions between its 
members (models). This allows manifesting variations in 
the output of any model according to its input but also on 
other models' output. Therefore, it admits defining and 
simulating different scenarios and also giving a first ap-
proximation to the actual conditions of the radio link. 
2. Methodology  
Each block in the process of transmission and recep-
tion in the software tool has a set of parameters which can 
be modified by the user. Unlike other simulation models 
for OTHR system, this option allows an approach to the 
actual behavior and a better estimation of the parameters 
that define the radio link. 
The modeled transmission and reception processes in 
which the software is based are shown schematically in the 
block diagram of Fig. 2. The inputs of this software are 
transmitter and target geographic location and altitude, 
target orientation with respect to North, date and time, 
radar signal frequency, polarization, elevation angle, beam 
width, azimuth, transmitted power, transmitter and receiver 
gain, sea state, and target type. The outputs, which are the 
parameters needed to define radio link conditions, are 
maximum usable frequency (MUF), minimum usable fre-
quency (LUF), maximum and minimum elevation angles, 
target radar cross section (RCS), noise power, clutter, 
Bragg frequency, attenuation, received power, group delay 
and ground range. In the following sub-sections, these 
together with models used in the different modules to de-










Fig. 2. Transmission and reception process block diagram. 
Each block modifies one or more radio wave 
parameters during its propagation. 
2.1 Elevation Angle  
The elevation angle θ is the angle between the trans-
mitted signal and the plane tangent to Earth. For a given 
radar frequency, f, θ has a minimum θmin and a maximum 
value θmax up to which there is ionospheric reflection [7], 
[8]. θmax and θmin are the complementary angles to the criti-


























  (2) 
where foF2 is the critical F2 frequency, and it is obtained 
from the International Reference Ionosphere Model, IRI-
2012 [9], D is the desired ground range, and h is the virtual 
height of reflection obtained from the ray tracing module 
described ahead. 
2.2 Ray Path  
Key components of the radio wave ray path are 
ground range D, reflection height h and group delay, which 
depend on the radio wave characteristics such as fre-
quency, amplitude, and polarization, and in ionospheric 
conditions as well [7], [8]. Due to this dependence on the 
ionosphere these parameters strongly vary with local time, 
day of the year, geographic location, and solar activity. In 
addition, the overall propagation process in the ionosphere 
is a complex phenomenon.  
A three-dimensional numerical ray tracing code [10] 
(Jones and Stephenson) based on Hamilton’s equations is 
used to determine the radio wave path. 
The IRI-2012 model [9] provides the ionospheric 
conditions necessary to run the ray tracing code. The key 
parameter here is the ionosphere refraction index which, 
neglecting electrons collision frequency and the Earth’s 







 . (3) 
There is a minimum frequency for which there is re-
flection from the ionosphere and also a maximum above 
which the radio wave passes through it. Therefore, there is 
a frequency range that is usable for an OTHR, and its ex-
treme values are explained below.  
2.3 Maximum and Lowest Usable 
Frequencies 
The extreme frequency values correspond to the 
maximum and lowest usable frequencies, MUF and LUF 
respectively. For a given angle θ and D, MUF corresponds 
to the maximum frequency traveling in an oblique path that 
can be reflected back by the ionosphere for one single hop, 
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which means, the ionosphere is transparent for higher fre-
quencies. MUF is estimated from [7], [8] 
  sec2)( foFDMUF  . (4) 
The maximum frequency depends on geographic lo-
cation and ionospheric characteristics. Unlike MUF that 
depends only on the transmitted signal and ionospheric 
conditions, LUF depends on the radar system characteris-
tics, such as maximum transmitted power, PT, reception 
threshold, UR, attenuation during propagation and noise 
level. As a first approximation, a typical LUF value that is 
~5 MHz for OTHR [8] can be considered. 
2.4 Radio Noise 
Noise is the unwanted electromagnetic energy that 
interferes with the radar ideal performance and may be 
superimposed on, or combined with, the wanted signal. It 
is typically represented as a random process [11], [12].  
Noise determines the lowest echo intensity needed to 
be detected, and according to its origin, it can be classified 
into environmental and internal noise [12], [13]. The first 
one can be due to galactic cosmic rays, atmospheric and 
ionospheric disturbances, and/or human environmental 
sources, while the second one is due to internal radar cir-
cuit sources, mainly the antenna and receptor. Noise level 
varies all the time during the day, season, location and 
signal frequency. Typical environmental density noise is 
~ –175 dBW/Hz, and internal noise is ~ –195 dBW/Hz [2].  
The noise figure Fn is determined following the 
information on the background levels of radio-frequency 
noise from Recommendation ITU-R P.372-12 [12]. 
The Fn of galactic noise is 
 
n 52 23log( )F f  . (5) 
The Fn of artificial and human noise is 
 n log( )F c d f   (6) 
where constants c and d are retrieved from ITU Recom-
mendation [12]. 
The noise figure of atmospheric noise is obtained 
from tables and figures in ITU Recommendations [12]. 
If more than one kind of noise is present and if they 
are of comparable size, the Medium Noise Figure (Fm) is 
used. Fm is obtained as the sum of all the noise figures 
present [12]. 
2.5 Clutter 
Clutter is the unwanted returns in the radar signals. 
The basic types of clutter can be summarized as surface 
and volume clutter. The first is due to ground and sea re-
turns, and the second to chaff, rain, or birds for example 
[2], [13], [14]. 
In the case of sea clutter, the amount of clutter can be 
obtained by 
 0
C A   (7) 
where σC is the clutter radar cross section, σ
0 is the scatter-
ing coefficient, and A is the area of scattering patch. The 
scattering coefficient of the clutter source has a PDF that 
determines its amplitude distribution. Even though σ0 de-
pends on the radio wave polarization, frequency, angle of 
incidence and sea surface conditions (or “roughness”), 
typical mean values obtained from tables are assumed [2]. 
Three different options for PDF are included: K-distribu-
tion, Lognormal, and Rayleigh type [15]. 
Sea clutter first order component, which is the one 
here considered, consists of two strong spectral lines 
known as ‘Bragg lines’. These lines are due to resonant 
scattering of the transmitted radar signal by ocean waves 
that have a wavelength equal to one half of the radar wave-






     (8) 
where g is the gravity acceleration and c the light speed 
[2]. The Doppler spectrum of this phenomenon is shown in 
Fig. 3. 
2.6 Target Radar Cross Section  
The radar cross section (RCS) represents the target 
ability to reflect the incident radio wave in every direction.  
It depends on the shape, size and surface type of the target, 
and the frequency, polarization and incidence angle of the 
signal upon the target as well. 
There are several methods to determine the RCS [16], 
[17]. In this work, the electromagnetic simulations soft-
ware CST (® Computer Simulation Technology) Micro-








Doppler Frequency, Hz  
Fig. 3. Doppler spectrum of the received signal where the 
first-order Bragg frequencies are indicated with red 
arrows. 
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are obtained from a 3-D CAD model, together with the 
materials of which the object is composed. The CST output 
is loaded then as an input for the RCS model. Simple CAD 
models can be used here since the results do not differ 
much from using complex ones in OTHR systems.  
The simulation result of our model is target RCS in 
spherical coordinates for a given frequency and polariza-
tion of the radio wave incident. 
2.7 Attenuation 
Attenuation, or loss, is a reduction in power that 
results from absorption along the radio wave path or radar 
components. The most significant are geometric, deviative 
and non-deviative attenuations [8]. The first one, Lg, 
corresponds to the loss of energy due to its distribution 
over the spherical surface and is estimated in dB from [8] 
 
g 32.45 20log( ) 20log( )L R f    (9) 
where R is the total path length covered by the ray and is 
obtained from the ray-tracing module. 
The deviative attenuation, Ld, is due to the portion of 
the radio path in the ionosphere close to the point of re-
flection. It is usually small and will be neglected here. 
Non-deviative attenuation, Lnd, is mainly due to the 
ray path through the lowest ionospheric layers that D and E 
regions, and can be approximated in dB/km by equation 
(20) in [20]. 
2.8 Receiver Power 
The received power, PR, is the power returned to the 
radar and serves to determine its performance since it es-
tablishes a limit to its detection ability. In fact, the infor-
mation in an OTHR (or any radar) is obtained by receiving 
and processing radio signals. PR can be obtained from the 
radar equation [13], [14], which comes from the well-










  (10) 
where PT is the transmitted power in Watts, R the traveled 
distance in km, GT and GR the transmitter and receiving 
antennas gain, which in our case are the same, L the 
attenuation and σ the RCS in square meter. In (10) the 
coherent processing interval T for this first instance is not 
considered.   
2.9 Software Tool Implementation  
This software tool was written in Matlab for the low 
complexity calculation modules (Elevation angle, MUF, 
LUF, Noise, Clutter), and for the input and output routines, 
while the ray path module was written in Fortran.  
Jones and Stephenson ray tracing code here implemented and 
 
Fig. 4.  Graphical interface. Left: data input, right: data output. 
IRI-2012 model used to obtain the required ionospheric 
parameters, perform numerical calculations of high com-
plexity which are faster and work optimally in Fortran.  
The parameters that define the search scenario are 
entered through a graphic interface (Fig. 4). 
A noteworthy aspect is the use of IRI model, which 
was modified by eliminating particular modules that are 
not used in our case (like for example the calculation of 
each ion species concentration) and by adding modules that 
allow the interaction between the ray tracing and IRI 
model. The new modules fulfill among other tasks: conver-
sion of spherical to geographical coordinates, the retention 
and updating of the coordinates of the wave vector before 
and after each estimate of the next position, parameterize 
the IRI model with the input data selected by the user, 
calculate the critical frequency of the plasma from the 
value of the electron density in a specific coordinate, de-
termine the new position of the wave vector by solving 
a system of differential equations based on the critical fre-
quency of the plasma. The partial differential equations are 
solved numerically with a given step, and in each of them, 
the IRI model is called to obtain the corresponding iono-
spheric parameters to calculate the refractive index. 
The time execution depends strongly on this step size. 
For a 10 km step and a Core I3 processor (or equivalent 
processor), the total execution time of this module is 
10 minutes. This time can be highly improved by using an 
analytic ionospheric model like quasi-parabolic or Chap-
man layers, or by using a matrix of the ionospheric density 
in a gridded space. 
The attenuation, noise and clutter modules are of low 
mathematic complexity, and most of the variables are ob-
tained from graphical curves given in [12], [20]. These 
curves were digitized and incorporated as look-up tables. 
For example, IRI-2012 is also called by the attenuation 
module to obtain the critical frequency of the E layer used 
to estimate Lnd.  
With regard, to RCS determination, electromagnetic 
simulation software was adopted which allows discretiza-
tion of the problem with the Method of Moments in the 
form of surface integrals combined with the Multi-Level 
Fast Multipole Method (MLFMM), where a surface mesh 
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is used that generates fewer cells in the mesh than the 
common volume methods. The computational effort with 
MLFMM is effectively proportional to the size of the 
problem. The software delivers discrete RCS values that 
are stored within three-dimensional matrices (frequency, 
incidence angle, azimuth angle). The reading of these val-
ues is done according to frequency, polarization, and inci-
dence and azimuth angles. For this reason, a binary search 
is used in 3D matrix and a 3D interpolation method for the 
missing data as a result of performed discretization. 
On the other hand, three main difficulties were en-
countered when programming the software. One is the 
optimization of the execution time of ray tracing block 
where the longest execution time is presented in each call 
to the IRI-2012 model. For the optimization, we proceeded 
to configure the block only in the initial call and later only 
update the geographical coordinates. We also adopted an 
integration step of 10 km which was determined by taking 
an average relationship between the precision of the ray 
tracing versus the execution time. Another difficulty was 
the digitalization of curves and graphics used to determine 
different parameters needed as input data in the clutter, 
attenuation and noise modules, and then their conversion 
into look-up tables, what greatly facilitated the values 
search and reading. Our last challenge was obtaining the 
CAD files for a set of targets used by the RCS module. 
3. Results  
Figure 5 shows the block diagram of the software tool 
developed. It mainly consists of two steps. In the first one, 
the possible f and θ values are assessed in terms of the 
transmitter and target locations. In the second, f and θ are 
selected to establish radio-link and estimate the main pa-
rameters required to evaluate its performance. 
Tables 1 and 2 present an example of a simulation for 
a given set of initial conditions. In these tables, all the 
output parameters are listed for which a search scenario 
will be determined in terms of ionospheric parameters, 
target type, and clutter and noise conditions. The user can 
then modify different radar parameters such as PT, f, , and 
G until approaching a desired radio link characteristic. For 
example, to increase the SCR (Signal to Clutter Relation-
ship) and SNR (Signal to Noise Relationship) if the per-
formance of target detection is unsatisfactory, or to change 
the radio wave frequency and the elevation angle for illu-
minating the desired area. In addition, it can be easily as-
sessed which parameters significantly modify some output 
parameters, obtaining a first estimate of the system sensi-
tivity to certain input modifications. 
On the other hand, we compared some of the outputs 
of the software tool here proposed with those obtained by 
Francis et al. [21]. In [21] ionospheric propagation is 
modeled using the ray-tracing toolbox PHaRLAP [22], 
with the ionospheric background obtained from IRI also. 
They present results using low and medium solar activity 
with levels (Rz = 20 and 70, respectively). The ionospheric 
absorption model they use is from George and Bradley 
[23]. They assume a moving target (commercial aircraft), 
with typical RCS of 20 dBsm, and use a simplified clutter 
model with uniform backscatter coefficient, where the 
clutter is confined to Doppler band corresponding to no 
more than ±25 knots that is the minimum target velocity.  
The properties of the signal are obtained from propa-
gation tables over a range of environmental condition, 
parameterized by ground range and radar operating fre-
quency, which are displayed as figures in [21]. We com-
pared the received power values obtained with our soft-
ware tool using border conditions given by Francis et al. 
[21], with the values read from their figures, for 20 se-
lected set of dates for 16:00 LT: winter low and medium 
solar activity, and summer medium solar activity. They 
correspond to the hypothetical New Zealand radar located 
at 41.15°S, 174.84°E considered in [21], operating in the 
band of 13 to 26 MHz, with a transmitter power of 40 kW, 
oriented towards Sydney.  
Figure 6 shows the scatter plot of the compared 
values. There is a good agreement taking into account the 
linear fit equation (with a slope very close to 1 and 
an intercept of ~8 dBW), even though the dispersion (cor-
relation coefficient ~0.5). The standard deviation, which is 
a measure of the average difference between the two sets 
of PR values, is ~10 dBW, which may be attributable 
mainly to the difference in models used for each module 
(ray path, clutter, RCS, attenuation). We also verify that 
there is no propagation support at all for frequencies above 
10 MHz with solar activity minimum in winter at 4:00 LT. 
In conclusion, we consider the difference ~10 dB as 
acceptable reminding that the main aim of this software 
tool is to provide a starting point for an OTH radar design, 
which has also other calibration tools, such as ionospheric 
sounders and HF receivers to determine the radio-electric 
spectrum among others. All together added to the first 
radar explorations they finally serve to optimize the OTH 
radar performance. 
4. Conclusion 
In the present work, a software tool is designed to 
estimate the main parameters in the transmission-reception 
process for an OTH radar design.  
We consider that taking into account the care required 
in selecting radar operation parameters to achieve the best 
performance, a methodology for assessing the main param-
eters for a skywave OTH radar design, as the software tool 
here presented, is always useful and worthy.  
This work’s contribution is that through simulations, 
which allow to model and forecast the transmission-recep-
tion process in a quite realistic way, we can determine the 
main parameters of the OTH radar. These contributions are 
achieved through two aspects: methodology and software 
implementation. 
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Regarding methodology, each block in the process of 
transmission and reception has a set of parameters which 
can be modified by the user, together with the radio link 
conditions. Unlike other simulation models, this option 
allows an approach to the actual behavior and a better 
estimation of the parameters that define the radio link. 
Regarding software implementation, the modular 
approach of the software allows users to add new units or 
modify the existing ones independently of each other (e.g. 
including Traveling Ionosphere Disturbances (TIDs) 
and/or the Earth’s magnetic field effect on propagation).  




Fig. 5. Flowchart of software development. 
 
Input  Output 
Parameter Value  Parameter Result 
Transmitter geographic location and altitude Lat:48 N Long:80 W Alt: 0 km  MUF 15 MHz 
Target geographic location Lat:45 N Long:101 W  LUF 5 MHz 
Target Orientation with respect to North Azimuth: 10 º  Maximum elevation angle 5º 
Date and Time 29/05/2000, 12:00 am  Minimum elevation angle 1º 
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Input  Output 
Parameter Value  Parameter Result 
Radar signal frequency 12 MHz  Target RCS 29 dBsm 
Polarization Horizontal  Noise power –121 dBm 
Beam width 33 kHz  Clutter power –232 dBm 
Elevation angle 3º  Bragg Frequency ± 0.36 Hz 
Beam width 3º  Attenuation Total –210 dB 
Azimuth 25º  Received power –263 dBm 
Beam width 3º  Group delay 5.8 ms 
Transmitter power 500 kW  Ground range 1630 km 
Transmitter and Receiver gain 20 dB    
Sea state State 3 (σ0 = –30 dB)    
Target type Offshore vessel    
Tab. 2. Input parameters used in Step 2 based in Step 1 outputs (listed in Tab. 1), and outputs that constitutes the parameters that define the 
state of the radio link. 
 
Fig. 6. Scatter plot of the received power estimated with the 
software tool presented here, PR, and PR obtained from 
Francis et al. [19] tables. Linear fit (dashed line) and 
its equation. 
of transmission and reception, freeing the user from the 
task of reading from tables or graphs some values of neces-
sary parameters. 
Furthermore, an advantage of this software tool is its 
versatility for different scenarios that can result from var-
ying the target through its RCS, radar geographic location, 
surveillance area, time, and noise and clutter conditions, 
offering a fast tool and a simple way to evaluate the radar 
system sensibility to the input parameters in their respec-
tive range of variation. And finally, this tool can be consid-
ered a first step to assess the initial parameters in an OTH 
radar system design. 
The future work will be to generate the received 
signal (time series) from the parameters that define it, 
followed by several methods and algorithm applications for 
target detection to obtain a tool that allows to design and 
test detection techniques. 
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