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Auf die Verwendung des Binnen-I wurde in dieser Arbeit verzichtet. Alle Formen
sind, falls aus dem Kontext nicht anders ersichtlich, geschlechtsneutral zu verstehen.
Sowohl im laufenden Text als auch in den verwendeten Beispielen wurden ungram-
matische bzw. semantisch nicht akzeptable Satzkonstruktionen mit einem Asterisk
(*) markiert. Satzkonstruktionen, die nur eingeschränkt akzeptabel sind, wurden




Bereits bald nach dem ersten Aufkommen von Computern wurde begonnen, diese
im Bereich der Sprachdidaktik zu nutzen. Ausgehend von den ersten Versuchen
in den sechziger Jahren des letzten Jahrhunderts entwickelte sich Computer As-
sisted Language Learning, kurz CALL, zu einer Disziplin mit großem wirtschaftli-
chem Potenzial. Bereits 1994 machten ein Fünftel des gesamten europäischen Mul-
timediamarktes Anwendungen aus dem Bereich des CALL aus (Nerbonne 2003:
671). Während die ersten CALL-Anwendungen aufgrund der noch eingeschränkten
technischen Möglichkeiten auf wenige teure universitäre Großprojekte beschränkt
waren, reichen zwischenzeitlich bereits ein Computer sowie geringe Programmier-
kenntnisse aus, um entsprechende Anwendungen herzustellen. Dementsprechend
groß ist die Anzahl an einschlägigen Angeboten, von kostenlosen Vokabelübungen
im WWW bis hin zu kostspieligen Multimedia-Anwendungen auf CD-ROM kann
auf ein breites Spektrum an Applikationen zurückgegriﬀen werden.
Um einen erwachsenen Schüler auf ein Niveau zu bringen, welches einfache Kom-
munikation in der Fremdsprache erlaubt, benötigt ein Lehrer unter Zuhilfenahme
von traditionellen Methoden 60 bis 100 Stunden (FSI 1973, zitiert nach Nerbonne
2002), darüber hinaus gehende sprachliche Fähigkeiten verlangen einen deutlich
höheren Aufwand. Die Überlegung, zumindest einen Teil dieses Aufwands nach
Möglichkeit durch maschinelle Anwendungen abzudecken, ist naheliegend, wobei
der Beitrag des Computers nicht als Ersatz, sondern als Ergänzung zur Arbeit des
Lehrers gesehen werden muss. Der den Lehrer ersetzende Supercomputer ist nach
wie vor reine Fiktion und wird dies, wirft man einen Blick auf die derzeitigen Mög-
lichkeiten von CALL-Anwendungen, noch lange Zeit bleiben. CALL bietet jedoch
durchaus Möglichkeiten, dem Lehrer zeitintensive Prozeduren wie die Erstellung
und Kontrolle von Übungen abzunehmen oder zumindest zu erleichtern.
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CALL stellt ein relativ junges, interdisziplinäres Feld dar, wobei Psychologie, Künst-
liche Intelligenz, Instruktionsdesign, Mensch-Computer-Interaktion sowie Compu-
terlinguistik als die wichtigsten Teildisziplinen gesehen werden können (Levy 1997:
48). Die Psychologie liefert u.a. Erkenntnisse aus dem Zweitspracherwerb, für die
systematische Planung, Entwicklung und Auswertung der Lernunterlagen sind Me-
thoden aus dem Bereich des Instruktionsdesigns notwendig. Für die benutzerge-
rechte Umsetzung, eine ansprechende Gestaltung sowie eine optimale Gebrauch-
stauglichkeit der entsprechenden Programme ist die Mensch-Computer-Interaktion,
eine Teildisziplin der Informatik, zuständig. Nachdem sich die Computerlingusitk
mit der Verarbeitung von natürlicher Sprache beschäftigt, sollte man annehmen,
dass ihr eine wichtige Stellung innerhalb des CALL zukommt. Tatsächlich ist der
Beitrag der Computerlinguistik im Bereich des CALL jedoch bisher ziemlich gering.
Anwendungen wie Parsing, Tagging sowie Methoden aus der maschinelle Überset-
zung oder Computer Aided Translation (CAT) werden in den seltensten Fällen in
CALL-Applikationen verwendet. In der Regel werden die in CALL-Anwendungen
eingesetzten sprachlichen Daten vorgefertigt in Datenbanken gespeichert und wäh-
rend des Programmablaufes der jeweiligen Übungssituation entsprechend abgeru-
fen.
Das dieser Arbeit zugrundeliegende Projekt mit dem Projektnamen SCall (Seman-
tisches CALL), welcher in weiterer Folge verwendet wird, stellt den Versuch dar,
eine CALL-Anwendung zu entwerfen sowie umzusetzen, die auf Methoden aus der
Computerlinguistik basiert, um zu zeigen, dass derartige CALL-Anwendungen trotz
der derzeitigen Situation durchaus sinnvoll umgesetzt werden können. Ausschlag-
gebend für die Wahl des Themas war ein im Zuge eines Praktikums am Institut für
Medizinische Kybernetik und Artiﬁcial Intelligence des Zentrums für Hirnforschung
der Medizinischen Universität Wien realisiertes CALL-Programm mit dem Namen
Cica1. Cica wurde als Hilfsprogramm zum Training von in einer Sprache immer wie-
derkehrenden grammatikalischen Strukturen entwickelt. Anhand von benutzerseitig
eingegebenen Grammatikstrukturen sowie ergänzenden, mit grammatikalischen In-
formationen annotierten Wortlisten generiert das Programm Übungsaufgaben. Ein
(vereinfachtes) Beispiel für die Mustereingabe sowie daraus resultierende Beispiel-
phrasen (in diesem Fall Übungen zur deutschen Adjektiv-Nomen-Kongruenz) wird
in Tabelle 1.1 gezeigt.
Werden die für die Generierung erforderlichen Daten gewissenhaft eingegeben, ge-
neriert Cica semantisch korrekte Übungsbeispiele und erfüllt somit seinen primären
Zweck. Die Problematik der Anwendung liegt jedoch in der fehlenden Berücksichti-
1Bis vor kurzem existierte eine Homepage für dass Projekt (http://www.cica.dd.vu), die je-




das hohe Haus klein der hohe Tisch
breit die kleinen Häuser
Tisch das hohe Regal
Regal der breite Tisch
usw.
Tabelle 1.1: Eingabe- und Generierungsmuster entsprechend der Funktion von Cica.
gung jeglicher Semantik in den generierten Satzstrukturen. Folglich hat die Erwei-
terung des in Tabelle 1.1 verwendeten Vokabulars durch beispielsweise das Nomen
Katze semantisch zweifelhafte Generierungen wie die hohe Katze oder die breite
Katze zur Folge. Ergo liegt es am Benutzer, dafür Sorge zu tragen, dass in den
jeweiligen Übungen nur Vokabeln verwendet werden, die semantisch korrekte Kon-
struktionen zulassen. Und genau dieses Problem soll in SCall durch die Berück-
sichtigung der Semantik während des Generierungsprozesses verhindert werden.
Die grundsätzliche Konzeption von SCall entspricht jedoch, mit Ausnahme der se-
mantischen Erweiterungen, in etwa jener von Cica: ausgehend von Eingaben des
Benutzers werden Übungsbeispiele für den Unterricht in den unterstützten Spra-
chen generiert.
Während Cica ursprünglich für Deutsch-Ungarisch konzipiert wurde und aufgrund
des modularen Aufbaus für die Verwendung mit weiteren Sprachen vorgesehen
war, wurde SCall für die Verwendung im Schwedischunterricht für deutschspra-
chige Schüler und vice versa umgesetzt. Schwedisch wurde einerseits gewählt, da
der Großteil der erhältlichen CALL-Anwendungen für Sprachen mit großer Spre-
cheranzahl wie etwa Englisch, Französisch, Spanisch etc. konzipiert wurde bzw.
wird und für (relativ) kleine Sprachen wie eben Schwedisch bisher wenige ein-
schlägige Anwendungen existieren, andererseits standen für Schwedisch sämtliche
für die Umsetzung des Programms notwendigen Ressourcen (Korpus, Wörterbuch
Deutsch-Schwedisch) und Applikationen (Parser, morphologischer Parser) zur Ver-
fügung. Eine Expansion von SCall auf andere Sprachen ist prinzipiell möglich, wird
jedoch nicht beabsichtigt.
SCall ist in zwei grundsätzlich unabhängige Prozesse unterteilt, einen Analyse-
und einen Generierungsprozess. Während des Analyseprozesses werden sämtliche
für die Generierung notwendigen lexikalischen Daten auf Basis von vom Benut-
zer eingegebenen Beispielsatzpaaren ermittelt. Diese Sätze werden während eines
Analyseverfahrens, bestehend aus Parsing, Part-of-speech-Tagging (PoS-Tagging)
sowie Lexical-Lookup, verarbeitet. Durch das Parsen wird die Phrasenstruktur der
zugrundeliegenden Sätze ermittelt, das PoS-Tagging ermittelt sowohl die Wortar-
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ten als auch die Grundformen bzw. Lemmata der Wörter. Der Lexical-Lookup-
Prozess vergleicht die Lemmata der Satzpaare und sucht in einem Wörterbuch
nach Entsprechungen. Anschließend kann der Benutzer mit Hilfe eines Interface
die analysierten Sätze kontrollieren und gegebenenfalls Fehler korrigieren sowie die
Semantik bearbeiten. Während des Generierungsprozesses werden, ausgehend von
den im Zuge des Analyseprozesses ermittelten Daten, Sätze für die jeweilige Sprache
generiert, die in weiterer Folge als Grundlage für Übungen dienen.
Der Schwerpunkt des Programms liegt auf der Umsetzung einer geeigneten semanti-
schen Annotierung des Lexikons. Während des Analyseprozesses wird die Semantik
durch die Annotierung der Nomen durch sog. Selektionsrestriktionen sichergestellt.
Selektionsrestriktionen sind im weitesten Sinne Labels, welche die Verwendung von
Wörtern auf bestimmte semantische Umgebungen beschränken. In SCall dienen
die Konzepte aus der lexikalischen Ressource WordNet als Selektionsrestriktionen.
Aus einer Reihe von vom Programm vorgeschlagenen, aus WordNet ermittelten
Restriktionen wählt der Benutzer eine Restriktion aus, die im Lexikon gespeichert
und während der Generierung berücksichtigt wird. Um vom Programm generierte
Strukturen auf semantische Korrektheit zu prüfen, wurde zusätzlich zu den Selek-
tionsrestriktionen ein statistischer, korpusbasierter Ansatz gewählt. Anhand eines
Korpus, in diesem Fall das World Wide Web (WWW), werden Teilstrukturen aus
den generierten Sätzen auf deren Vorkommen untersucht und nur bei ausreichender
Frequenz als semantisch korrekt postuliert. Der Hauptteil der Arbeit liegt somit
auf zwei semantischen Ansätzen: zum einen der Annotation von Lexikoneinträgen
durch Selektionsrestriktionen, zum anderen auf der korpusbasierten Kontrolle von
vom Programm generierten sprachlichen Strukturen.
Die Arbeit ist in zwei Teile gegliedert: einen theoretischen sowie einen praktischen
Teil. Im theoretischen Teil, der die Kapitel 2-4 umfasst, werden die theoretischen
Grundlagen diskutiert, während im zweiten, praktischen Teil der Arbeit der Auf-
bau sowie die Funktionsweise von SCall gezeigt werden. Im zweiten Kapitel CALL
und die problematische Beziehung zu NLP wird die geschichtliche Entwicklung des
Computer Assisted Language Learning beleuchtet. Weiters wird das nicht unpro-
blematische Verhältnis zwischen CALL und Natural Language Processing thema-
tisiert, gefolgt von einer Zusammenstellung einiger CALL-Programme mit NLP-
Hintergrund. Im dritten Kapitel Selektionsrestriktionen auf Basis von Konzepten
aus Ontologien oder Taxonomien wird das Konzept der Selektionsrestriktionen zur
semantischen Annotation erörtert. Da die für den Einsatz in SCall gewählten Se-
lektionsrestriktionen den Konzepten einer Ontologie entsprechen, wird ein kurzer
Überblick über den Einsatz von Ontologien in der Wissensverarbeitung sowie über
grundsätzliche Regeln zum Aufbau und zur Klassiﬁkation von Ontologien gegeben.
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Ferner werden Ontologien für den linguistischen Gebrauch thematisiert, mit einem
Schwerpunkt auf der Mikrokosmos-Ontologie sowie WordNet. Im vierten Kapitel
Das WWW als Korpus zur statistischen Semantikkontrolle wird der Ansatz zur
statistischen Kontrolle von semantischen Konstruktionen vorgestellt. Als das der
Kontrollprozedur zugrundeliegende Korpus wurde das WWW gewählt. Aus diesem
Grund wird die Tauglichkeit des WWW als linguistisches Korpus untersucht und zu
diesem Zweck das WWWmit speziell für die linguistische Verwendung konzipierten
Korpora wie dem Negra-Korpus verglichen.
Im zweiten Teil der Arbeit werden der Aufbau sowie die Funktionsweise des Pro-
gramms erläutert. In weiterer Folge werden die vor allem für die Benutzer wichtigen
Funktionen des Graphischen Interface sowie der für die Generierung von Übungs-
sätzen zuständige Programmteil erklärt.
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Kapitel 2
CALL und die problematische
Beziehung zu NLP
2.1 Computer Assisted Language Learning: Deﬁni-
tion und geschichtliche Entwicklung
2.1.1 Deﬁnition
Unter dem Begriﬀ CALL bzw. Computer Assisted Language Learning versteht
man den Einsatz von Computern im Fremdsprachenunterricht. Levy (1997: 1) de-
ﬁniert den Begriﬀ CALL folgendermaßen: Computer-Assisted Langauge Learning
[CALL] may be deﬁned as 'the search for and study of applications of the computer
in language teaching and learning'. Unter CALL kann eine relativ große Anzahl
von Anwendungen, welche im Sprachunterricht zum Einsatz kommen, subsumiert
werden. Diese Anwendungen reichen von der Verwendung von digitalen Videose-
quenzen über Dialogsysteme bis hin zu Programmen zur Rechtschreibkontrolle,
womit CALL letztendlich ein riesiges, interdisziplinäres Gebiet abdeckt. Als die
einﬂussreichsten Disziplinen für CALL nennt Levy (1997: 49) Psychologie, Künst-
liche Intelligenz, Computerlinguistik, Instruktionsdesign (Didaktisches Design) und
Mensch-Computer-Interaktion.
Während das Akronym CALL zum Großteil auf den Begriﬀ Computer Assisted
Language Learning zurückgeführt wird (Levy 1997: 1), kommt in der Literatur
mitunter auch der Begriﬀ Computer Aided Language Learning vor (beispielsweise
in Ehsani/Knodt 1998: 54). Interessanterweise wird auf den Umstand, dass das
Akronym CALL auf zwei verschiedene Langformen referiert, keine Rücksicht ge-
nommen. Tatsächlich werden die beiden Begriﬀe scheinbar völlig synonym verwen-
det. So ist beispielsweise der Titel des Artikels Speech Technology in Computer-
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Aided Language Learning: Strengths and Limitations of a New CALL Paradigm
(Ehsani/Knodt 1998) in der ERIC-Datenbank (Education Resource Information
Center) folgendermaßen gelistet: Speech Technology in Computer-Assisted Lan-
guage Learning: Strengths and Limitations of a New CALL Paradigm. Davon
abgesehen wird jedoch Computer Assisted Language Learning bei weitem häuﬁ-
ger verwendet. Neben der Bezeichnung CALL existieren noch eine Reihe weiterer
Begriﬀe für Gebiete, welche zumindest Überlappungen mit CALL aufweisen. Vor
allem in älteren Publikationen ﬁndet man den Begriﬀ Computer-Assisted Instruc-
tion (CAI). Während jedoch CALL sämtliche Rollen des Computers im Sprachun-
terricht abdeckt, wird CAI nur noch für Programme mit Tutorial- und Drill-and-
practice-Hintergrund verwendet (Levy 1997: 81). Von größerem Interesse ist der
Begriﬀ des ICALL (Intelligent CALL). Während für CALL-Anwendungen sämt-
liche zur Verfügung stehenden Methoden verwendet werden können, setzt ICALL
den Einsatz von Techniken aus der künstlichen Intelligenz voraus (Levy 1997: 79),
beispielsweise NLP (Natural Language Processing)-Techniken (mehr dazu in 2.2.3).
Relativ häuﬁg werden die Begriﬀe Computer-Enhanced Language Learning (CELL)
und Technology-Enhanced Language Learning (TELL) verwendet. Während CELL
die Betonung auf die Verbesserung des Sprachenlernens durch den Computer legt,
wird in TELL der Begriﬀ des Computers auf den der Technologie erweitert, da der
Computer eben nur einen Teil einer Vielzahl von im Sprachunterricht verwendeten
Technologien darstellt (Levy 1997: 81). Sowohl CELL als auch TELL referieren
jedoch auf das gleiche Gebiet wie CALL. Da sich der Begriﬀ CALL im Laufe der
Zeit zum gängigsten Term entwickelt hat (Levy 1997: 82), wird dieser in weiterer
Folge in dieser Arbeit ausnahmslos verwendet.
2.1.2 Geschichtliche Entwicklung
2.1.2.1 Anfänge ab 1960: PLATO und TICCIT
Als eine der frühesten CALL-Anwendungen gilt das von der Universität Illinois
gestartete PLATO-Projekt (Programmed Logic for Automatic Teaching Operati-
ons) (Levy 1997: 15). Das erste PLATO-System (PLATO I) lief auf einem zen-
tralen Rechner, auf den man von Terminals (bestehend aus Bildschirm und Ta-
statur) aus zugreifen konnte. Die Übungsbeispiele für das PLATO-System wurden
mit der speziell für derartige Zwecke entwickelten Programmiersprache TUTOR
erstellt (Wooley 1994: 5). Durch die Vernetzung der Terminals verfügten die Be-
nutzer über die Möglichkeit der Kommunikation in Form eines (eingeschränkten)
Email-Systems (Levy 1997: 15-16). Dies ermöglichte sowohl Lehrer-Schüler- als
auch Schüler-Schüler-Kommunikation. Die Verwendung von TUTOR zur Erstel-
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lung der Übungen hatte sowohl Vor- als auch Nachteile. Die Vorteile von TUTOR
waren die einfache Syntax und damit leichte Erlernbarkeit. Ein großer Nachteil des
Systems war jedoch die Tatsache, dass nur TUTOR-Programme auf dem System
laufen konnten, was anspruchsvollere Anwendungen verhinderte (Hart 1995: 36).
Nach insgesamt vier Versionen und einem gescheiterten Versuch der kommerziellen
Verwendung von PLATO (Hart 1995: 30ﬀ) und dem allmählichen Aufkommen von
billigeren Hardware-Alternativen in Form von PCs lief das Projekt schließlich aus.
Ein knappes Jahrzehnt nach PLATO wurde das TICCIT -Projekt 1971 an der Brig-
ham Young University gestartet. Das TICCIT-System (Time-Shared, Interactive,
Computer Controlled Information Television) kombinierte TV- mit Computertech-
nologie (Levy 1997: 18). Im Gegensatz zu PLATO, dem ein zentrales System zu-
grunde lag, wurden im TICCIT-System maximal 128 Terminals über einen Mini-
rechner gesteuert, womit die beiden Systeme zumindest aufgrund der unterschied-
lichen Herangehensweisen in einem Konkurrenzverhältnis standen (Hart 1995: 17).
Aufgrund des Umstandes, dass TICCIT Video-, Text- und Audio-Daten kombi-
nierte, sieht Levy (1997: 18) TICCIT als die erste Multimedia-Anwendung im Be-
reich der CAI (Computer Assisted Instruction). Sowohl PLATO als auch TICCIT
beeinﬂussten die Entwicklung von CALL auf zwei Arten: Einerseits beinhalteten
beide Systeme bedeutende CALL-Komponenten in Form von Kursunterlagen für
zahlreiche Sprachen. Andererseits waren diese Projekte quasi Laboratorien zur Be-
schäftigung mit CALL und schufen die Grundlagen für eine professionelle Infra-
struktur (Chapelle 2001: 6).
2.1.2.2 Entwicklung ab 1980
Ab der zweiten Hälfte der 1970er änderte sich die Auﬀassung hinsichtlich des Spra-
chenlernens grundsätzlich. Die bis dahin geltenden, von Skinners Behaviorismus
geprägten pädagogischen Richtlinien wurden abgelöst durch die Komplexität des
Sprachenlernens und -unterrichtens berücksichtigende, neue Methoden (Levy 1997:
21), z.B. Communicative Language Teaching (CLT ). Nicht nur die pädagogischen,
sondern auch die technischen Grundlagen für CALL änderten sich mit dem all-
mählichen Auftreten von auch für Privatpersonen erschwinglichen Kleinrechnern
wie dem Commodore PET oder dem Apple II (Levy 1997: 22). Durch den Um-
stand, dass Besitzer eines Computers nicht mehr länger auf beispielsweise von Uni-
versitäten bereitgestellte Zentralrechner angewiesen waren, konnte das allgemeine
Interesse für CALL gesteigert werden (Chapelle 2001: 8), was Anfang der 1980er
Jahre einen regelrechten CALL-Boom zur Folge hatte (Levy 1997: 22). Mittels
Programmiersprachen wie BASIC oder dem 1987 eingeführten HyperCard konn-
ten einfache CALL-Applikationen ohne großen Aufwand geschrieben werden, ein-
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zige Einschränkung war der Grad der Programmierkenntnisse des Autors. Auch
die Entwicklung von Textverarbeitungsprogrammen wie WordMaster oder Word-
Star trugen zum kontinuierlichen Einsatz von Computern im Sprachunterricht bei.
Doch auch die Tradition der Großprojekte wie PLATO wurde durch das vom MIT
initiierte Athena Language Learning Project (ALLP) fortgeführt. Drei zu dieser
Zeit neue Technologien wurden im Zuge von ALLP berücksichtigt: NLP bzw. Ver-
arbeitung gesprochener Sprache (Speech Processing) und interaktives Video (Reuer
2004: 20).
2.1.2.3 Entwicklung ab 1990
Das CALL der Neunziger Jahre wurde in erster Linie von der Entwicklung des Inter-
nets beeinﬂusst. Durch den sukzessiven Ausbau des Netzes kamen immer mehr Be-
nutzer in den Genuss der Vorzüge des neuen Mediums und CALL-Anwendungen wie
das Projekt The International Email Tandem Network (Brammerts 1996) wurden
realisiert. Das 1993 an der Ruhr-Universität in Bochum gestartete Netzwerk stellt
die notwendige Umgebung zur Verfügung, welche den Beteiligten das Erlernen einer
Fremdsprache in Form von Sprachtandems ermöglicht. Das Netzwerk besteht aus
einer großen Anzahl von Subnets, beispielsweise eines Spanisch-Französischen, wel-
ches unter anderem ein zweisprachiges Forum zum Gedankenaustausch für die Teil-
nehmer bereitstellt (Levy 1997: 33). Nachdem das Netzwerk am Beginn des Betrie-
bes aufgrund des damals noch eingeschränkten Internetzugangs auf Arbeitsplätze
in den teilnehmenden Universitäten beschränkt war (Brammerts 1996: 5), ist die
Teilnahme inzwischen von jedem mit Internetverbindung ausgestattetem Compu-
ter aus möglich. Aus CALL-Sicht muss jedoch angemerkt werden, dass der Beitrag
des Computers im Falle des Tandem Networks relativ gering ist. Streng genommen
dient es nur als Medium zum Datenaustausch in Verbindung mit Programmen
beispielsweise zur Textverarbeitung. Die eigentlich lernspeziﬁsche Arbeit muss
von den Anwendern übernommen werden, womit das Tandem Network gemäß der
Deﬁnition von Hardisty et al (1989: 5) im eigentlichen Sinne keine echte CALL-
Anwendung ist:
It [CALL] is the term most commonly used by teachers and students to
describe the use of computers as part of a language course. It does not
refer to the use of a computer by a teacher to type out a worksheet.
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2.1.3 CALL aus pädagogischer Sicht
In der Periode vom erstmaligen Auftreten von CALL bis in die Gegenwart haben
sich nicht nur die technischen, sondern auch die pädagogischen Grundlagen weitge-
hend verändert. Warschauer (1996: 3ﬀ) unterteilt CALL in drei diachrone Phasen:
behavioristisches CALL (Behavioristic CALL), kommunikatives CALL (Commu-
nicative CALL) und integratives CALL (integrative CALL). Das behavioristische
CALL basiert auf der zu jener Zeit geltenden behavioristischen Auﬀassung von
Sprachenlernen, beeinﬂusst von den Arbeiten Skinners. Die während dieser Phase
entstandenen Programme (z.B. PLATO, vgl. 2.1.2.1) generierten Übungen, wel-
che auf dem Prinzip des Erlernens einer Sprache durch stetiges Wiederholen von
Beispielen basierten, so genannten Drill and practice-Übungen.
Ab der zweiten Hälfte der 70er Jahre änderten sich schließlich die pädagogischen
Grundlagen und die behavioristischen Ansätze wurden durch neue ersetzt. In diese
Periode fällt laut Warschauer der Wechsel vom behavioristischen zum kommunika-
tiven CALL. Underwood (1984: 19ﬀ) erstellte eine Liste mit Voraussetzungen für
kommunikatives CALL.
Als wichtigste Punkte zählt Underwood auf:
- Kommunikation als Ziel
- Implizites statt explizites Erlernen von Grammatik
- Fabrikation anstelle von vorfabrizierten Beispielen
- Vermeidung von andauernder Beurteilung des Lernenden, keine Belohnung in
Form von Gratulationsmeldungen, blinkenden Lichtern oder Klängen
- wichtigste Eigenschaft des kommunikativen CALL: It is fun! (Salaberry 1996:
8).
Die dritte Phase, das integrative CALL, wurde schließlich ab Ende der 1980er
Jahre, begünstigt durch die Entwicklung des Internets sowie die Fortschritte auf
dem Multimedia-Sektor, eingeleitet. Durch die Verknüpfung von verschiedenen Me-
dien auf dem Computer (Hypermedia) wurden Anwendungen möglich, die unter-
schiedliche Prozesse, welche bis dahin als separate Programme ausgeführt werden
mussten, in eine einzige Umgebung transferierten. So konnten Lese-, Schreib-, Hör-
und Sprechübungen kombiniert werden (Warschauer 1996: 7). Trotz der Vorteile,
welche durch die Entwicklung der Multimedia-Applikationen für CALL geschaﬀen
wurden, wurden seitens der Entwickler schwerwiegende Fehler gemacht. Während
vielen Pädagogen, die Anwendungen selbst mit Hilfe von Entwicklungswerkzeu-
gen wie Hypercard erstellten, ganz einfach die Übung bzw. die nötige Erfahrung
auf dem Gebiet fehlten, wurden kommerzielle Lernprogramme ohne Rücksicht auf
pädagogische Prinzipien, auf deren Berücksichtigung während der Entwicklung aus
Kostengründen verzichtet wurde, auf den Markt gebracht (Warschauer 1996: 8).
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Warschauer (1996: 8) führt ein weiteres, fundamentaleres Problem an: Today's
computer programs are not yet intelligent enough to be truly interactive. Trotz
der zur Verfügung stehenden technischen Möglichkeiten waren die Programme nicht
mit dem notwendigen Know-how ausgerüstet, um die Leistungen der Benutzer in
intelligenter Art und Weise zu kommentieren. Die Berücksichtigung von in inte-
grativen CALL-Anwendungen vernachlässigten Faktoren ist eine der Aufgaben und
Ziele des intelligenten CALL (ICALL), welches als nächste Phase gesehen werden
kann (Warschauer 1996: 8). Der neben der Entwicklung im Multimedia-Bereich für
integratives CALL maßgebende Faktor war die Entwicklung des Internets. Eine
durch das World Wide Web ermöglichte Anwendung ist das bereits in 2.1.2.3 er-
wähnte International Email Tandem Network. Durch das Internet wurde Konver-
sation sowohl in asynchroner (Email) als auch in synchroner (Real Time) Form
möglich.
2.2 NLP in CALL-Anwendungen
2.2.1 Der Unterschied zwischen NLP und Sprachtechnologie
In der Literatur über CALL wird sowohl vom Begriﬀ NLP (Natural Language
Processing ; automatische Verarbeitung natürlicher Sprache) als auch vom Begriﬀ
Sprachtechnologie Gebrauch gemacht, um auf gleiche Konzepte zu referieren. Glück
(2000: 475) deﬁniert NLP folgendermaßen:
NLP umfaßt den gesamten Forschungs- und Anwendungsbereich, der
durch die Disziplinen Computerlinguistik, Linguistische Datenverarbei-
tung, Sprachorientierte Künstliche-Intelligenz-Forschung und Sprach-
technologie abgedeckt wird.
Glücks (2000: 671) Deﬁnition für Sprachtechnologie:
In Abgrenzung zu den z.T. eher grundlagenorientierten Fragestellungen
und Methoden der Computerlinguistik, der Linguistischen Datenver-
arbeitung und der sprachorientierten Künstliche-Intelligenz-Forschung
verwendete Bez. für Forschungs- und Entwicklungsarbeiten, die die Um-
setzung von theoret. Resultaten in technolog. Anwendungen wie praxi-
staugl. maschinelle Übersetzungssysteme, Spracherkenner, Frage-Ant-
wortsysteme usw. fokussieren.
Gemäß dieser Deﬁnition können die Begriﬀe NLP und Sprachtechnologie am Ge-
biet des CALL an und für sich synonym verwendet werden: jede Verwendung von
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NLP-Techniken in CALL-Anwendungen ist ja per se eine Umsetzung von theo-
retischen Resultaten in eine technologische Anwendung, ergo Sprachtechnologie.
Die Grundlagen sind die gleichen, mit dem Unterschied, dass die Verwendung des
Terms Sprachtechnologie eine gewisse, letztendlich jedoch redundante, Speziﬁzie-
rung darstellt.
2.2.2 Die Problematik hinter dem Einsatz von NLP-Tech-
nologien in CALL-Applikationen
Um der falschen Annahme zu entgehen, dass sämtliche Programme im Bereich des
CALL per Deﬁnition Sprachtechnologie darstellen (Nerbonne et al. 1998: 1), ist
es notwendig, jene Prozeduren, welche unter Sprachtechnologie (und somit NLP)
zu subsumieren sind, von anderen zu trennen. Nerbonne et al. (1998: 1) deﬁnieren
Sprachtechnologie folgendermaßen: By this [language technology] we understand
technology which carries out tasks speciﬁc to language. Unter diese speciﬁc tasks
fallen laut Nerbonne et al. Anwendungen wie Lemmatisierung, Part-Of-Speech-
Disambiguierung, Parsing, Textgenerierung, Sprachsynthese. Hypertext, digitale
Audio- und Videotechnologie, Datenbanktechnologie und Netzwerkkommunikation
sind folglich keine sprachtechnologischen Anwendungen. Dazu zählen auch Techni-
ken, welche auf den ersten Blick auf Sprachtechnologie basieren, jedoch nicht als
solche zu bezeichnen sind. Reuer (2004: 19) nennt als Beispiel Programme, die über
Mikrofon eingegebene Daten auf korrekte Aussprache überprüfen. Sowohl die Ana-
lyse des Inputs als auch der Vergleich mit der korrekten Form basieren nicht auf
NLP-Methoden.
Das Gebiet des CALL ist, wie in 2.1.1 erwähnt, riesig, werden doch sämtliche
Computer-Anwendungen, welche das Erlernen von Sprachen unterstützen, zu die-
ser Disziplin gezählt. Der Anteil jener Anwendungen, die Methoden des NLP bzw.
Sprachtechnologie nutzen, ist im Vergleich dazu jedoch gering (Zock 1996: 1002).
Reuer (2004: 19) konnte im Jahr 2004 am deutschen Markt kein einziges ICALL-
Programm ﬁnden. Während in Disziplinen wie der maschinellen Übersetzung großer
Forschungsaufwand betrieben wurde, wurde CALL von computerlinguistischer Seite
mit sehr wenig Aufmerksamkeit bedacht (Zock 1996: 1002), obwohl das Gebiet des
CALL ein riesiges Feld, größer als die Computerlinguistik selbst (Nerbonne 2003:
671) abdeckt und aus wirtschaftlicher Sicht höchst interessant ist: Von den 1994
am europäischen Markt für Multimedia umgesetzten 1,9 Milliarden Euro wurden
28 Prozent für Bildungszwecke ausgegeben, ein Fünftel davon machten wiederum
CALL-Anwendungen aus (Nerbonne 2003: 673).
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Die geringe Präsenz der NLP innerhalb des CALL kann unter anderem auf ein
gewisses Kommunikationsdeﬁzit zwischen den benachbarten Disziplinen zurück-
geführt werden. Während Computerlinguisten generell wenig Interesse in CALL
zeigen, werde wiederum die Arbeit der Computerlinguisten seitens der CALL-
Experten ignoriert (Zock 1996: 1002). Eine funktionierende Kommunikation sei
jedoch fundamental, einerseits ist es für auf dem Gebiet der Pädagogik Tätige
wichtig, Sprachtechnologien besser zu verstehen, um intelligente Systeme zu kon-
struieren, andererseits sollten Computerlinguisten beispielsweise über Ansprüche,
welche Anwender an CALL-Software stellen, Bescheid wissen (Nerbonne et al. 1998:
1). Einen weiteren Grund für die Problematik sieht Salaberry (1996: 12) in der
mangelhaften Ausgereiftheit sprachtechnologischer Methoden:
In essence, linguistics has not been able to encode the complexity of
natural language in a ﬁnite number of discrete rules [...]. That problem
has been acknowledged by several of the most adamant proponents of
Intelligent CALL. Holland (1995) lists the reasons that have preven-
ted ICALL from becoming an alternative answer to CALL. The most
important reason for this failure is that NLP (Natural Language Pro-
cessing) programs - which underlie the development of ICALL - cannot
account for the full complexity of natural human languages [...]. As
a consequence, ICALL programs present the following shortcomings:
NLP-based programs are still at an experimental stage, most NLP ap-
plications require the use of large and expensive computers, and conse-
quently, little attention is given to interface design.
Scheinbar wird die Komplexität von natürlicher Sprache unterschätzt: Probleme,
die im Zuge des Athena Project (vgl. 2.2.4.1) während der Arbeiten an den NLP-
relevanten Teilen auftraten, beschreibt Felshin (1995: 271):
NLP is hard. When we initiated our project, we naively thought
that we could successfully build an NLP system in two to three years
that could analyze and respond in real time to [written] input in any
one of four European languages, up to the level of a fourth semester stu-
dent. Instead, it took us ﬁve years to build a system that can process
second- to fourth- semester level input pretty well and often in some-
thing approaching real time ... Grammar writing eventually expanded
to ﬁll all available time, preventing us from implementing more than
prototypes of the numerous applications based on NLP that we had
originally intended to create.
Tatsächlich sind zufriedenstellende bzw. komplette Modelle menschlicher Spra-
che auf computerlinguistischer Basis nicht existent und in nächster Zukunft ist
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nicht damit zu rechnen (Nerbonne et al. 1998: 2). Es existieren jedoch sehr wohl
NLP-Techniken, welche den Anforderungen für CALL-Anwendungen standhalten.
Sowohl phonologische als auch morphologische computerlinguistische Modelle für
zahlreiche Sprachen sind beispielsweise zuverlässiger als menschliche Analysen (Ner-
bonne et al. 1998: 2). Trotzdem ist eine gewisse negative Auﬀassung hinsicht-
lich NLP-Methoden in CALL-Anwendungen zweifellos vorhanden (Nerbonne 2003:
678).
Ein weiteres Faktum, welches die Verwendung von NLP-Methoden in CALL-Pro-
grammen zumindest bis in die 1990er Jahre hinein bremste, war die Limitierung
der damals verwendeten Computer sowohl hinsichtlich (Arbeits-)Speicher als auch
Geschwindigkeit (Reuer 2004: 19). Sprachressourcen wie Lexika und Korpora waren
lange Zeit aufgrund von eingeschränkten Speicherressourcen nicht sinnvoll verwend-
bar. Dieses Manko wurde jedoch durch die rasante Entwicklung auf dem Hardwa-
resektor in den letzten Jahren behoben.
2.2.3 CALL auf NLP-Basis sowie ICALL
Ein Gebiet, welches in den letzten Jahren innerhalb des CALL verstärkt for-
ciert wurde, ist ICALL (Intelligent CALL). Unter ICALL werden jene CALL-
Anwendungen, die unter Berücksichtigung von Methoden aus der Künstlichen In-
telligenz (Artiﬁcial Intelligence, daher AI als Abkürzung) erstellt werden, zusam-
mengefasst. Einer der Schwerpunkte der AI-Forschung ist die Entwicklung von
Experten-Systemen, d.h. Programmen, welche in bestimmten Bereichen menschli-
che Expertise simulieren (Salaberry 1996: 11). Ein Ziel des ICALL ist die Umset-
zung derartiger Expertensystemen für den Sprachunterricht. Ob jedoch ein Einsatz
von Expert-Systemen in CALL-Systemen möglich und v.a. sinnvoll ist, wird bezwei-
felt (Salaberry 1996: 11). Maschinelle Tutoren, welche natürliche Sprache lehren,
sollten laut Salaberry (1996: 11) über folgende Basiskomponenten verfügen:
- Repräsentation des subjektspeziﬁschen Wissens
- ein Modell des zu Lernenden
- ein Sprachverstehsystem
- die Fähigkeit, aus Erfahrung zu lernen
Während die erstgenannte Komponente zumindest in Ansätzen realisierbar ist,
scheinen die drei weiteren Komponenten weit entfernt von einer ernst zunehmen-
den Verwirklichung zu sein, womit eine Realisierung eines derartigen maschinellen
Tutors für eine Anwendung in der Sprachlehre (noch) nicht möglich scheint. Ne-
ben den bereits erwähnten unausgereiften Lösungen aus der NLP ist auch die AI
noch weit entfernt davon, menschliche Kommunikation angemessen zu simulieren
(Salaberry 1996: 12).
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2.2.4 CALL-Programme mit NLP-Hintergrund: ein Fallbei-
spiel
Sowohl in den von PLATO als auch von TICCIT generierten Übungen wurde, wie
bereits erwähnt, keine Rücksicht auf Methoden aus der NLP genommen. Die mei-
sten Übungen waren vielmehr Zusammenstellungen von in einer Datenbank gespei-
cherten Beispielen. Zu diesen traditionellen CALL-Anwendungen zählen Lücken-
texte, Multiple-Choice-Übungen und Sortierübungen in allen möglichen Varianten
(Reuer 2004: 28). Diese Art von CALL-Anwendungen ist nach wie vor populär,
wenn auch, vom pädagogischen Standpunkt gesehen, nicht immer empfehlenswert.
Für die Erstellung derartiger Übungen ist weder großes programmiertechnisches
Wissen notwendig, noch linguistisches Hintergrundwissen. Durch Programme wie
Gapmaster 1 stehen Entwicklern Werkzeuge zur Verfügung, welche das Erstellen
von CALL-Übungen selbst für Ungeübte innerhalb kürzester Zeit ermöglichen, auf-
grund der inzwischen ausreichend hohen Übertragungsgeschwindigkeiten können
sowohl Sound- als auch Videodateien ohne technische Hürden integriert werden.
2.2.4.1 Das Athena Language Learning Project
Eines der ersten CALL-Projekte, die unter Verwendung von NLP-Methoden rea-
lisiert wurden, war das Athena Language Learning Project (ALLP). Das ALLP
wurde Mitte der 1980er Jahre unter anderem am Massachusetts Institute of Tech-
nology (MIT) mit eben dem Ziel, CALL-Materialien für die am MIT gelehrten
Sprachen zu entwickeln, gestartet (Kramsch et al 1985: 31). Im Zuge des Projek-
tes wurden einige Übungen für den Englisch-Spanisch-Unterricht entwickelt, jedoch
nur teilweise realisiert. In der ersten Übung, LINGO (Language Instruction through
Graphics Operations), muss der Benutzer einen Poltergeist durch Instruktionen in
der Fremdsprache bei der Reinigung eines Raumes unterstützen. Durch die Ver-
wendung eines Dialog-Simulators sind relativ komplexe Konversationen mit dem
Poltergeist möglich. Der Poltergeist interagiert mit dem Benutzer in Form eines na-
türlichen Dialogs, gibt Korrekturvorschläge für grammatikalische Fehler oder Fehler
in der Satzstellung sowie Feedback (Kramsch et al 1985: 32). In der zweiten Übung,
NO RECUERDO, agiert der User als Journalist und muss in einem ﬁktiven Aben-
teuer die Hintergründe für das Verschwinden eines Wissenschafters aufklären. Wäh-
rend des Abenteuers wird der Benutzer mit einer Reihe von sprachlichen Aufgaben
konfrontiert, mit dem Ziel, Hörverständnis, Wortschatz sowie Schreibfähigkeit in
Spanisch zu verbessern. In der ﬁktiven Umgebung führt der Benutzer Interviews
mit Passanten, liest Essays über spanische Kultur, schreibt Berichte und bekommt
1Hersteller: Wida Software (http://www.wida.co.uk/)
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Feedback in Form von Korrekturvorschlägen. Sowohl von LINGO als auch von NO
RECUERDO wurden Demo-Versionen produziert und obwohl die Euphorie bei den
Entwicklern groß war (Morgenstern und Murray 1995: 37), wurden die Programme
aufgrund von Hardwarelimitationen zu keinem Zeitpunkt in realen Unterrichtssi-
tuationen getestet (Reuer 2004: 20). Die dritte Anwendung des ALLP bietet eine
Reihe von interaktiven Grammatikübungen an. Ausgehend von englischen Para-
phrasen muss der User spanische Sätze bilden. Auch diese Übung wurde aufgrund
von Hardwarelimitationen nicht vollständig implementiert, immerhin konnte sie
jedoch, im Gegensatz zu den ersten beiden Übungen, in realen Situationen von
Sprachschülern verwendet werden (Reuer 2004: 20). Während der Entwicklung der
ALLP-Übungen kamen eine Reihe von NLP-Techniken zum Einsatz, unter anderem
ein Parser zur Analyse der Inputsätze, ein System zur Wissensrepräsentation sowie
eine Reihe von Routinen zum Aufspüren von Schreibfehlern, inkorrekter Gramma-
tik und semantisch inkohärenten Statements (Kramsch et al 1985: 31). Von Beginn
an war das ALLP-System sprachunabhängig konzipiert, als Repräsentation diente
eine Art Interlingua. Die Syntax wird gemäß der Government-Binding-Theorie un-
ter Verwendung von Konzepten wie S-, D- und CF-Struktur generiert, für eine
möglichst genaue semantische Analyse des Inputs kamen sowohl im Lexikon als
auch in der Grammatik thematische Rollen zur Verwendung (Reuer 2004: 22). Die
Lexikoneinträge waren dementsprechend umfangreich (sh. Abb. 2.1).
Abbildung 2.1: ALLP-Lexikon-Frame für das englische Verb to tell
Wie bereits erwähnt, konnten die im Zuge des ALLP entwickelten Anwendungen
nur zum Teil auch tatsächlich realisiert und im Unterricht eingesetzt werden. Für
NO RECUERDO existiert immerhin eine Website2, die jedoch nicht mehr aktuell
zu sein scheint. Als Projektstatus wird Currently still in development angegeben,




Selektionsrestriktionen auf Basis von
Konzepten aus Ontologien oder
Taxonomien
3.1 Das Konzept der Selektionsrestriktionen
3.1.1 Was sind Selektionsrestriktionen?
Der Fokus des dieser Arbeit zugrundeliegenden Programms SCall liegt auf der Ge-
nerierung von semantisch korrekten deutschen und schwedischen Konstruktionen
bzw. Sätzen. Wie bereits in der Einleitung erwähnt, wird in Programmen, die keine
Rücksicht auf die Semantik nehmen, wie etwa dem Referenzprogramm Cica, da-
von ausgegangen, dass der Benutzer entweder dafür Sorge trägt, dass nur Wörter
verwendet werden, die abhängig vom jeweiligen Kontext semantisch korrekte Kon-
struktionen zur Folge haben, oder semantisch inkorrekte Übungsbeispiele in Kauf
nimmt. Nimmt man folglich die in Tabelle 3.1 enthaltenen Vokabeln als Korpus,
um Konstruktionen gemäß dem dargestellten Muster zu generieren, sind aufgrund
der Wahl des Vokabulars keine semantischen Probleme zu erwarten.
Eingabemuster Vokabular






Tabelle 3.1: Mögliches Eingabemuster sowie Vokabular in Cica
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Ergänzt man das Lexikon jedoch durch Wörter, die mit den bereits enthaltenen
semantisch nicht korrelieren, wie dem Adjektiv intelligent oder dem Nomen Maus,
ist die Generierung von Konstruktionen wie (1a) oder (1b) zu erwarten.
(1) (a) ?Der intelligente Kasten.
(b) ?Die breite Maus.
Während die für die Generierung notwendige syntaktische Information in Form
des Musters (Tab. 3.1, Spalte 1) vorhanden ist und die notwendige morphologische
Information entweder aus dem Lexikon extrahiert oder gegebenenfalls von einem
entsprechenden Programm wie PC-Kimmo oder Morphix generiert werden kann,
ist die Verfügbarkeit von semantischer Information aus dem Input nicht möglich.
Eine Möglichkeit, die Generierung von semantisch korrekten Konstruktionen zu
gewährleisten, besteht darin, das Vokabular durch semantische Information zu er-
gänzen. Im Fall der Sätze aus (2) würde beispielsweise die Information darüber,
dass in der Regel nur Menschen und Tiere intelligent sein können1 und folglich das
Adjektiv intelligent nur entsprechende Nomen speziﬁzieren kann, dazu führen, dass
die Generierung des Satzes (2a) ausgeschlossen wäre.
Eine Methode, die Semantik von Wörtern durch derartige Informationen in ein
Lexikon einzubeziehen, ist die Annotation des Lexikons durch sogenannte Selekti-
onsrestriktionen (bzw. Selectional Restrictions oder auch Selectional Preferences).
Dieses Konzept wurde innerhalb der Linguistik bereits in den 1960er Jahren thema-
tisiert (z.B. in Chomsky 1965: 78ﬀ) und seitdem in zahlreichen (computerlinguisti-
schen) Theorien berücksichtigt. Selektionsrestriktionen sind im Grunde Beschrän-
kungen, die die Verwendung von Wörtern auf bestimmte semantische Umgebungen
einschränken. Durch die Annotation mit Selektionsrestriktionen erhalten Wörter
jene semantischen Informationen, die (zumindest zu einem gewissen Grad) seman-
tisch korrekte Konstruktionen garantieren. Ein mögliches Verwendungsgebiet ist
die Sicherstellung von semantisch korrekt generierten Verbvalenzen. Auf syntak-
tischer Ebene besitzen Verben die Eigenschaft, den Rahmen ihres Vorkommens
durch Valenzen zu deﬁnieren; so verfügt das Verb schlafen über nur eine Valenz
(Subjekt), welche Konstruktionen, die ein Akkusativ-Objekt enthalten, wie *Pe-
ter schläft das Bett, aus syntaktischer Sicht unmöglich machen. Die Verbvalenzen
geben zwar Auskunft über die geforderte syntaktische Struktur, die semantischen
1Die Tatsache, dass das Adjektiv intelligent nicht nur zur Speziﬁzierung von belebten Dingen
verwendet werden kann, sondern auch für die von abstrakten wie in intelligentes Design oder
intelligente Frage wird hier nicht berücksichtigt, da es sich in diesen Fällen um eine andere
Lesart von intelligent handelt: im ersten Fall speziﬁziert das Adjektiv das Nomen bezüglich seiner
kognitiven Fähigkeiten.
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Code Beschreibung Code Beschreibung
A Animal B Female Animal
C Concrete D Male Animal
E Solid or Liquid (not gas): S + L F Female Human
G Gas H Human
I Inanimate Concrete J Movable Solid
K Male Animal or Human = D + M L Liquid
M Male Human N Not Movable Solid
O Animal or Human = A + H P Plant
Q Animate R Female = B + F
Tabelle 3.2: Semantische Codes aus LDOCE (Auszug)
Eigenschaften werden jedoch nicht berücksichtigt. Ergo sind Konstruktionen wie
*Das Bett schläft aus rein syntaktischer Sicht akzeptabel, obwohl der Agens von
schlafen aus semantischer Sicht entweder ein Mensch oder Tier sein muss. Durch
die Annotation mit den entsprechenden Selektionsrestriktionen kann die Belegung
der Agensposition des Wortes schlafen jedoch darauf eingeschränkt werden, dass
das entsprechende Nomen entweder vom Typ HUMAN oder ANIMAL ist, wäh-
rend sämtliche Nomen, welche nicht über diese semantische Eigenschaft verfügen,
die Agensposition des Verbs folglich auch nicht besetzen können. Der entsprechende
Lexikoneintrag für das Verb schlafen könnte folgendermaßen aussehen, wobei die
Annotationen in eckigen Klammern die Selektionsrestriktionen repräsentieren:
schlafen  V  Agens [+HUMAN] [+ANIMAL]
Somit sind Konstruktionen wie Das Buch schläft aus semantischer Sicht ausge-
schlossen, da Buch weder einer Instanz von HUMAN, noch einer Instanz von ANI-
MAL entspricht.
Momentan existieren jedoch (noch) sehr wenige lexikalische Ressourcen, deren Ein-
träge über semantische Informationen, die als Selektionsrestriktionen verwendet
werden können, verfügen. Eines der wenigen derartigen Lexika ist das Longman
Dictionary of Contemporary English (kurz LDOCE2). LDOCE ist ein in erster Li-
nie für den Unterricht gedachtes Online-Lexikon mit insgesamt mehr als 45 000
Einträgen. Neben der Information über Aussprache, Worttrennung, Wortart sowie
einer kurzen Beschreibung sind die Einträge in LDOCE mit 32 unterschiedlichen
semantischen Codes versehen (Tab. 3.2). Bruce & Guthrie (1992: 1189) ordneten
die Codes aus LDOCE in einer Hierarchie (Abb. 3.1), die als Grundlage für die Ver-
wendung der Codes als Selektionsrestriktionen dient (z.B. in Stevenson & Wilks
2001). Die Kategorisierung der semantischen Codes dient einerseits dazu, die Codes
2URL: www.ldoce.com; LDOCE online: http://pewebdic2.cw.idm.fr/ [30.05.2008]
24
Abbildung 3.1: Hierarchie der LDOCE-Semantikcodes, nach Bruce & Guthrie 1992.
in Relation zueinander zu bringen, andererseits ergibt sich durch die taxonomische
Hierarchie die Möglichkeit der Generalisierung von Restriktionen. Folglich können
unter der Selektionsrestriktion animate bzw. Q (sh. Tab. 3.2) sämtliche belebten
Objekte zusammengefasst werden. Aufgrund des letztendlich doch eingeschränk-
ten Umfangs stoßen die Selektionsrestriktionen aus LDOCE jedoch relativ rasch
an Grenzen. Im Fall von physischen Objekten (z.B. Buch oder dem Namen Peter)
können die Selektionsrestriktionen aus Abb. 3.1 meist noch ausreichende semanti-
sche Informationen liefern. Durch die Restriktionen human male - M kann Peter
relativ gut semantisch kategorisiert werden. Ähnliches gilt für Adjektive: jedes Ad-
jektiv, das als Speziﬁkation für das Nomen Peter angewendet werden kann, kann
für jedes andere Nomen mit den Selektionsrestriktionen human male M verwen-
det werden. Die Problematik der Hierarchie von Bruce & Guthrie liegt jedoch im
Bereich der abstrakten Begriﬀe. Da es nur eine einzige Kategorie für diese Begriﬀe
gibt, wird die semantische Unterscheidung derartiger Begriﬀe mit großer Wahr-
scheinlichkeit nicht oder nur sehr eingeschränkt funktionieren, vor allem, wenn
man bedenkt, dass die Klasse der Abstrakta eine riesige Anzahl von semantisch
sehr unterschiedlichen Objekten enthält. Und obwohl die Objekte wenige semanti-
sche Gemeinsamkeiten haben, müssen sie aufgrund fehlender Alternativen mit der
gleichen Selektionsrestriktion ABSTRACT versehen werden (vgl. Bsp. 2).
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(2) Vokabular: Unfall [+abstract]; Idee [+abstract]; gut [+abstract ... ]
Generierungen: die gute Idee; ?der gute Unfall
Die semantischen Codes aus LDOCE stellten sich, abgesehen davon, dass LDOCE
ohnehin nur für Englisch existiert und eine vergleichbare Ressource für Deutsch oder
Schwedisch nicht gefunden werden konnte, folglich als zu unpräzise für den Einsatz
als Selektionsrestriktionen in SCall heraus. Aus diesem Grund wird in SCall ein
anderer Ansatz zur Annotation des Lexikons mit Selektionsrestriktionen gewählt.
Da als Quelle für Selektionsrestriktionen keine entsprechende Ressource vorhanden
ist, sollen die Restriktionen während der Laufzeit der Anwendung vom Benutzer
ausgewählt werden. Die genaue Auswahlprozedur wird im zweiten Teil der Arbeit
unter 5.5.3 beschrieben. Um eine möglichst präzise Bandbreite an Restriktionen
zu erreichen, werden die Konzepte einer Ontologie bzw. Taxonomie als Selektions-
restriktionen herangezogen. Eine Übersicht über Ontologien im Allgemeinen und
über speziell für linguistische Anwendungen konzipierte Ontologien sowie die Wahl
einer als Grundlage für die Selektionsrestriktionen in SCall geeigneten Ressource
werden im Abschnitt 3.2 diskutiert.
3.1.2 Einschränkungen von Selektionsrestriktionen
An dieser Stelle muss angemerkt werden, dass Selektionsrestriktionen als prakti-
sches Hilfsmittel, jedoch keinesfalls als Lösung sämtlicher Semantik-Probleme gese-
hen werden können. In vielen Fällen sind dem Einsatz von Selektionsrestriktionen
aufgrund von sprachlichen Nuancen deutliche Grenzen gesetzt. So sind beispiels-
weise die Substantive Dachboden und Keller Räume, welche in der Mikrokosmos-
Ontologie (vgl. 3.2.6.4) als Instanzen des Konzeptes [+BUILDING-PART] katego-
risiert werden können. Demnach würde die Analyse des Satzes Der Koﬀer ist auf
dem Dachboden der Präposition die Selektionsrestriktion [+BUILDING-PART] zu-
weisen und folglich die Generierung des Satzes ?Der Koﬀer ist auf dem Keller zu-
lassen. Ein ähnliches Beispiel aus dem Französischen nennt Saint-Dizier (2006: 12).
Die Phrase Boire dans un verre kann als aus einem Glas trinken übersetzt werden
(wörtlich übersetzt in ein Glas trinken). Während anstelle von verre Trinkgefäße
wie verre, tasse, bol (Glas, Tasse, Schale) als Argumente eingesetzt werden können,
wird boire dans une bouteille (Flasche) nicht akzeptiert. Das mag laut Saint-Dizier
auf den engen Flaschenhals und der daraus resultierenden, von den vorher ge-
nannten Trinkgefäßen abweichenden, Trinktechnik zurückzuführen sein. Jedenfalls
ist auch hier Weltwissen notwendig, welches nur sehr schwer durch Selektionsre-
striktionen abgedeckt werden kann. Ähnlich problematisch ist die Verwendung der
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norwegischen Präpositionen på und i für Ortsangaben. In beiden Fällen können die
Präpositionen mit in übersetzt werden, wobei geographische Kenntnisse notwendig
sind, um die unterschiedlichen Präpositionen richtig zu verwenden. Während på
teilweise für Ortschaften im Landesinneren von Norwegen verwendet wird, wird i
für Städte und Ortschaften, die an der Küste liegen, verwendet.
3.2 Ontologien als Grundlage für die Wahl der Se-
lektionsrestriktionen
3.2.1 Ontologie als philosophische Disziplin
Der Begriﬀ Ontologie hat sich seit den frühen 1990er Jahren innerhalb der Infor-
matik, der Künstlichen Intelligenzforschung und weiteren verwandten Disziplinen
etabliert. Der ursprüngliche, aus dem griechischen ontos (=sein) und logos (=Lehre,
Wort) zusammengesetzte Term bezeichnet in der Philosophie die Allgemeine Meta-
physik, die sich mit der Lehre vom Seienden beschäftigt. Im Gegensatz zur speziel-
len Metaphysik beschäftigt sich die Ontologie mit der Beschreibung der Strukturen
des Wirklichen und Nichtwirklichen (des Seienden), jedoch nicht mit der Erklä-
rung dieser Phänomene (Meixner 2004: 9). Der griechische Philosoph Parmenides
von Elea (5. u. 4. Jh. v.Chr.) beschäftigte sich als erster mit derartigen Fragen
(Gómez-Pérez 2004: 3). In seiner Kategorienschrift setzte sich Aristoteles mit den
Fragen der Ontologie auseinander, von ihm stammen auch die berühmten zehn Ka-
tegorien, eine hierarchische Zusammenstellung von verschiedenen Arten des Seins,
um alles in der Welt gesagte zu klassiﬁzieren (Gómez-Pérez 2004: 3)(Abb 3.2). Die
zehn Kategorien beschreibt Aristoteles folgendermaßen:3,4
Wesen ist, um es im Umriß zu sagen zum Beispiel: Mensch, Pferd.
Ein Wieviel ist zum Beispiel: zwei Ellen lang, drei Ellen lang. Ein Wie-
Beschaﬀen ist zum Beispiel: weiß, der Grammatik kundig. Ein In-bezug-
auf ist zum Beispiel: doppelt, halb, größer. [...] EinWo ist zum Beispiel:
im Lykeion, auf dem Marktplatz. Ein Wann ist zum Beispiel: gestern,
voriges Jahr. Ein Liegen ist zum Beispiel: steht, sitzt. Ein Haben ist
zum Beispiel: beschuht, bewaﬀnet. Ein Tun ist zum Beispiel: schneidet,
zündet an. Ein Widerfahren ist zum Beispiel: wird geschnitten, wird
angezündet.
3Aristoteles, Kategorien, IV, deutsche Übersetzung aus: Rath 1998.
4Passagen in kursiver Schreibung nachträglich eingefügt.
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Abbildung 3.2: Aristoteles' zehn Kategorien
Der Philosoph Porphyrius nahm eine weitere Unterteilung von Aristoteles' Konzept
substance vor, um eine detailliertere Unterscheidung der Begriﬀe zu erreichen (Nu-
gues 2006: 345). Die Erweiterung der Hierarchie folgte einem rekursiven Schema.
Um einer Kategorie, von Porphyrius Genus genannt, eine untergeordnete hinzuzu-
fügen, werden die Elemente der Kategorie entsprechend bestimmter Eigenschaften,
der Diﬀerentiae, unterteilt. Im Fall von Porphyrius' Genus Animal trennen zum
Beispiel die Diﬀerentiae rational und irrational Menschen (Human) von Biestern
(Beasts).
3.2.2 Ontologien in der Wissensverarbeitung
Mitte der 1990er Jahre wurde der Begriﬀ Ontologie in mit Wissensverarbeitung in
Verbindung stehenden Disziplinen relevant. Um die klassische Ontologie nicht mit
dem neuen Gebiet zu verwechseln, schlugen Guarino und Giaretta (1995, zitiert aus
Gómez-Pérez et al 2004: 6) vor, die beiden Disziplinen durch Groß- (Ontology für
die philosophische Disziplin) bzw. Kleinschreibung (ontology für die Ontologie in
der Wissensverarbeitung) zu unterscheiden. Die in der wissenschaftlichen Literatur
wohl am häuﬁgsten zitierte Deﬁnition (Gómez-Pérez et al 2004: 6) des Begriﬀes
Ontologie stammt von Gruber (1993: 199):
An ontology is an explicit speciﬁcation of a conceptualization.
Etwas präziser ist jedoch die Deﬁnition von Studer et al. (1998: 185), eine Erwei-
terung der Deﬁnition Grubers:
An Ontology is a formal, explicit speciﬁcation of a shared conceptua-
lization.
Formal bedeutet in dieser Deﬁnition, dass die Ontologie maschinenlesbar ist, also
in digitaler Form vorliegen muss. Explicit verweist darauf, dass die verwendeten
Konzepte, Attribute etc. explizit deﬁniert sein müssen. Die Conceptualization ist ein
abstraktes Modell von bestimmten Phänomenen in der realen Welt. Eine detaillierte
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Deﬁnition für den Begriﬀ Conceptualization bzw. Konzeptualisierung gibt Gruber
(1993: 199):
A conceptualization is an abstract, simpliﬁed view of the world that we
wish to represent for some purpose. Every knowledge base, knowledge-
based system, or knowledge-level agent is committed to some concep-
tualization, explicitly or implicitly.
Der Zusatz shared bedeutet schließlich, dass das von der Ontologie dargestellte
Wissen von einer bestimmten Gruppe von Individuen akzeptiert sein muss.
3.2.3 Bestandteile einer Ontologie
In graphischer Darstellung entsprechen Ontologien einem Netzwerk, wobei die Kno-
ten Begriﬀen bzw. Konzepten entsprechen, während die Kanten Relationen zwi-
schen den Begriﬀen darstellen. Mahesh und Nirenburg (1995a: 1) deﬁnieren den
Aufbau einer Ontologie, die für NLP-Anwendungen konstruiert wird, folgenderma-
ßen:
An ontology for NLP purposes is a body of knowledge about the world
(or a domain) that: a) is a repository of primitive symbols used in
meaning representation; b) organizes these symbols called concepts in
a tangled subsumption hierarchy; and c) further interconnects these
symbols using a rich system of semantic and pragmatic relations deﬁned
among the concepts.
Neben Konzepten und den Relationen beinhaltet eine Ontologie ferner Instanzen
und Axiome. Ein wichtiger Grundsatz im Aufbau von Ontologien ist Vererbung.
3.2.3.1 Konzepte
Konzepte sind abstrakte Ansammlungen von Eigenschaften. Konzepten können wei-
tere Konzepte oder Instanzen untergeordnet sein. Eine wichtige Eigenschaft von
Konzepten ist der Umstand, dass sie keinen realen Objekten entsprechen. Reale
Objekte werden durch Instanzen von Konzepten dargestellt.
3.2.3.2 Instanzen
Während Konzepte die Eigenschaften vorgeben, repräsentieren deren Instanzen in
einer Ontologie Objekte oder Individuen. Mit anderen Worten sind Instanzen reale
29
Objekte, welche sämtliche Eigenschaften des Konzeptes, von dem sie instanziiert
sind, besitzen. Folglich sind die Städte Wien, Linz, Graz Instanzen des Konzepts
Stadt.
Die Aufgabe von Instanzen ist die Repräsentation des in der Ontologie darzustellen-
den Wissens. Dieses Wissen ist je nach Art der Ontologie bzw. des Einsatzgebietes
unterschiedlich, in für linguistische Zwecke verwendeten Ontologien sind Instanzen
sprachliche Elemente, meist Wörter, aber auch größere grammatikalische Einheiten
wie Phrasen.
3.2.3.3 Axiome
Axiome liefern innerhalb einer Ontologie geltende Aussagen, die immer als wahr
gelten. Normalerweise werden Axiome dazu verwendet, Wissen, welches nicht durch
andere Komponenten der Ontologie dargestellt werden kann, zu repräsentieren
(Gómez-Pérez et al 2004: 14). Ein Beispiel für ein Axiom in einer Ontologie für
Reiseinformation wäre die Aussage Es ist nicht möglich, von den USA per Zug
nach Europa zu reisen (aus Gómez-Pérez et al. 2004: 32).
3.2.3.4 Relationen
Relationen dienen der Beschreibung der Beziehungen zwischen den Konzepten einer
Ontologie. In der von Aristoteles und von Porphyrius erweiterten Hierarchie stehen
die Konzepte durch Hyponymie in Relation, das heißt, das untergeordnete Konzept
stellt ein Teilgebiet des übergeordneten Konzeptes dar. Die in Ontologien für den
linguistischen Gebrauch (z.B. in WordNet, vgl. 3.2.6.1) verwendeten Relationsarten
sind u.a. Hyponymie, Meronymie, Antonymie und Entailment.
3.2.3.4.1 Hyponymie Die wohl gängigste für ontologische Darstellungen ver-
wendete Relationsart ist die der Hyponymie, also semantisch-begriiche Unterord-
nung wie in Abb. 3.3 anhand von human illustriert.
Abbildung 3.3: Hyponymie
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Hierarchien, die ausschließlich auf Hyponymie-Relationen basieren, werden auch
als Taxonomien bezeichnet. Zu Kontrollzwecken kann in der Regel als Substituti-
onsrahmen die Phrase X ist eine Art von Y (bzw. X is a kind of Y ) verwendet
werden, wobei X das Hyponym und Y das übergeordnete Konzept, das Hyperonym,
repräsentiert. In Hyperonymie-Verhältnissen erhalten die Hyponyme sämtliche Ei-
genschaften des Hyperonyms (Vererbung, vgl. 3.2.3.5). Durch das Hinzufügen von
zusätzlichen Eigenschaften wird eine Speziﬁzierung des übergeordneten Konzep-
tes sowie eine Unterscheidung von den Schwesterkonzepten erreicht. Das Konzept
man aus Abb. 3.3 erbt sämtliche Eigenschaften des Hyperonyms adult : jeder Mann
hat alle Eigenschaften, die auch ein Mensch hat. Durch die zusätzliche Eigenschaft
+male (Diﬀerentia) wird das Konzept man von seinem Schwesternkonzept wo-
man abgegrenzt. Das neu hinzugefügte Feature wird wiederum, mitsamt den vom
übergeordneten Konzept übernommenen, an die dem aktuellen (man) durch Hypo-
nymie untergeordneten Konzepte (z.B. verheiratete Männer vs. nicht verheiratete
Männer) weitergegeben bzw. vererbt.
Die Hyponymierelation bietet sich in erster Linie zur Kategorisierung von konkre-
ten Dingen, z.B. Tieren und dergleichen, an. In Taxonomien, die für linguistische
Zwecke konzipiert sind und neben Nomen weitere Wortarten kategorisieren, kann
die Verwendung von Hyponymierelationen Probleme bereiten. Im Gegensatz zu
den Nomen ist beispielsweise der Substitutionsrahmen X is a kind of Y für Verben
ausgesprochen schlecht geeignet: der Satz To nibble is a kind of to eat ist nicht
korrekt (Fellbaum & Miller 1990: 566). Aus diesem Grund ersetzten Fellbaum &
Miller den Substitutionsrahmen für Verben durch einen die Hyponymie-Relation
Verben am ehesten entsprechenden Rahmen: V1 is a manner of V2 bzw. V1 ist to
V2 in some manner. Diese semantische Relation bezeichneten Fellbaum & Miller
(1990: 566) als Troponymie (abgeleitet vom griechischen Wort tropos = Art und
Weise).
3.2.3.4.2 Meronymie Unter Meronymie versteht man Konzepte, die Teile des
übergeordneten Konzeptes wiedergeben (aus diesem Grund ist die Bezeichnung
Part-Of-Relation geläuﬁg) Ist ein Begriﬀ X ein Meronym eines Begriﬀes Y, so
bezeichnet der Begriﬀ X einen Teil des Begriﬀes Y. Die der Meronymie entgegen-
gesetzte Relation ist die Holonymie. Das für Hyponymierelationen gültige Prinzip
der Vererbung kann für Meronymie-Relationen nicht angewandt werden: ein Motor
hat nicht die Eigenschaften des Holonyms Auto (siehe Abb. 3.4). Transitivität gilt
für Meronymierelationen, im Gegensatz zur Hyponymie, nur in eingeschränktem
Ausmaß (vgl. Lyons 1977: 312). Während Türklinke ein Meronym von Tür und
Tür wiederum Meronym von Haus ist, ist Türklinke kein Meronym von Haus. Das
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Abbildung 3.4: Meronymie
Verhältnis zwischen Meronymie und Hyponymie ist nicht unkompliziert, da Teile
sowohl Meronyme als auch Hyponyme sein können. Nib ist nicht nur ein Meronym
von bird, es ist auch ein Hyponym von jaw, das wiederum ein Meronym von skull
und ein Hyperonym von skeletal-structure ist (Abb. 3.5). Ein in vielen Taxonomien
Abbildung 3.5: Diﬃzile Meronymie-Hyponymie-Beziehung für das Konzept skeletal-
structure
gefundenes Problem liegt in der generellen Tendenz, Teile in einem zu hohen hier-
archischen Level festzulegen. Wird beispielsweise wheel als Meronym von vehicle
festgelegt, scheiden Fahrzeuge wie snowmobile aufgrund der fehlenden Räder aus.
3.2.3.4.3 Antonymie Eine besonders in Ressourcen mit Fokus auf die Wort-
bedeutung (z.B. WordNet, vgl. 3.2.6.1) verwendete Relation ist die Antonymie.
Antonyme sind Wortpaare, welche sich in genau einem polaren Merkmal unter-
scheiden (lebendig-tot, Ruhe-Bewegung).
3.2.3.4.4 Entailment oder strikte Implikation Meronymie wird in erster
Linie als Relationsart bei der Einteilung von Nomen verwendet. Zur Einteilung
von Verben wird im Gegensatz dazu in zahlreichen Taxonomien (z.B. WordNet, vgl.
3.2.6.1) Entailment bzw. strikte Implikation als Relationsart eingesetzt. Entailment
zwischen zwei Verben V1 und V2 ist dann gegeben, wenn das Verb V1 den Vorgang
von Verb V2 bedingt. V1 impliziert somit notwendigerweise V2:
(V1 → V2)
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Die Verben schnarchen und träumen implizieren beispielsweise das Verb schlafen,
da schlafen die Voraussetzung ist, um überhaupt schnarchen bzw. träumen zu
können:
(schnarchen→ schlafen); (tra¨umen→ schlafen)
Entailment ist unilateral, das bedeutet, dass, falls ein Verb V1 ein Verb V2 zur
Bedingung hat, V2 unmöglich V1 zur Bedingung haben kann. Gegenseitiges Entail-
ment würde Synonymie bedeuten. Negation bedingt eine Umkehrung der Entail-
mentrelation: wer nicht schläft, der schnarcht auch nicht.
(schnarchen→ schlafen); (¬schlafen→ ¬schnarchen)
3.2.3.4.5 Temporale Relationen Durch temporale Relationen werden zeit-
liche Abläufe dargestellt. In Ontologien mit linguistischem Hintergrund sind tem-
porale Relationen eher unüblich, in Domain-Ontologien können jedoch durch diese
Relationsart standardisierte Abläufe, z.B. Operationsabläufe, in die Ontologie in-
tegriert werden.
3.2.3.5 Vererbung
Wenn von einem Konzept einer Hierarchie sämtliche Eigenschaften an ein unterge-
ordnetes weitergegeben werden, wird von Vererbung gesprochen. Das Prinzip der
Vererbung hat bereits Aristoteles in seiner Kategorienschrift thematisiert: 5
Wenn eines über etwas anderes ausgesagt wird wie über ein Zugrunde-
liegendes, dann wird alles, was über das, was ausgesagt wird, ausgesagt.
So wird zum Beispiel Mensch über diesen bestimmten Menschen ausge-
sagt, Lebewesen über Mensch, folglich wird Lebewesen auch über diesen
bestimmten Menschen ausgesagt. Denn dieser bestimmte Mensch ist so-
wohl Mensch als auch Lebewesen.
Werden die Regeln der Vererbung ohne Ausnahme eingehalten, spricht man von
strikter Vererbung, ein Grundsatz, der im Aufbau von sowohl terminologischen als
auch generellen Ontologien unbedingt eingehalten werden sollte (Nistrup Madsen
et al 2004: 90). In manchen Fällen kann es jedoch notwendig sein, statt strikter
Vererbung Default-Vererbung anzuwenden. Durch diese Art der Vererbung werden
Eigenschaften nur typischerweise vererbt, müssen jedoch von Unterklassen, falls er-
forderlich, nicht übernommen werden, z.B. der ﬂugunfähige Pinguin als Hyponym
von Vogel, der mit der Eigenschaft +kann ﬂiegen ausgestattet ist (Vossen 2003:
5Aristoteles, Kategorien, III, deutsche Übersetzung aus: Rath 1998.
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467). Hält man sich jedoch an strikte Vererbung, müssen die Features dementspre-
chend angepasst werden, im Fall der Vögel darf die Eigenschaft +kann ﬂiegen nicht
zur Unterscheidung von anderen Tieren herangezogen werden, da diese Eigenschaft
nicht für ausnahmslos alle Vögel (wie eben Pinguine oder auch Vogelsträuße) gilt.
In diesem Fall müssen für das Konzept Vogel Eigenschaften gefunden werden, die
für alle Vögel gelten und dementsprechend vererbt werden können. Als Hyperonyme
des Konzeptes Vogel können durch Verwendung der Features +kann ﬂiegen bzw.
-kann ﬂiegen die nichtﬂiegenden Vögel unter Einhaltung der Vererbungsgrundsätze
berücksichtigt werden.
Während in streng hierarchischen Systemen eine Klasse genau einer Überklasse un-
tergeordnet ist, kann es in bestimmten Fällen notwendig sein, einer Klasse mehrere
Klassen überzuordnen. In diesem Fall wird dem Konzept von jedem übergeordneten
genau ein Feature direkt zugewiesen, womit von multipler Vererbung gesprochen
wird. Im Fall von multipler Vererbung werden folglich von allen übergeordneten
Konzepten sämtliche Eigenschaften geerbt.
3.2.4 Sind Taxonomien Ontologien?
Es besteht kein allgemeiner Konsens darüber, ob Taxonomien als Ontologien zu
behandeln sind. Meist wird der Begriﬀ Ontologie im Hinblick auf Taxonomien sehr
vage verwendet (Studer et al. 1998: 185). Es gibt sehr wohl Taxonomien, die als voll-
ständige Ontologien akzeptiert werden; das Yahoo!-Directory, eine Taxonomie zur
Unterstützung der Yahoo-Websuche, wird beispielsweise grundsätzlich als Ontolo-
gie bezeichnet (Lasilla & McGuinness, 2001). Studer et al. (1998: 185) führen zwei
Eigenschaften an, die als Unterscheidungsmerkmale zwischen eine Ontologie und
einer Taxonomie gesehen werden können: Ontologien haben (1) eine vielfältigere
interne Struktur und sind (2) von einem bestimmten Konsens abhängig. Während
Taxonomien aus Hyponymie-Relationen aufgebaut sind, sind die Konzepte einer
Ontologie über ein breiteres Spektrum an Relationen verbunden. Folglich sind Ta-
xonomien im Vergleich zu Ontologien Grenzen in der Darstellung von bestimmten
Wissensrelationen gesetzt. Diﬃziler ist der zweite Unterscheidungsgrund, die Frage
des Konsens. Für Studer et al. (1998: 186) ist die Antwort auf die Frage Konsens
zwischen wem? abhängig von einem Kontext:
For example, if a hospital is building up an ontology with knowledge
about a particular disease - say AIDS - that can be consulted by all
doctors in a hospital, then the consensus should be between the doctors
envolved. If, on the other hand, a government wants to set up a nation-
wide network of bibliographic, ontology-based databases that can be
34
consulted from nearly every terminal with an Internet connection in
the country, then the consensus should be nation-wide (i.e. everybody
should accept this ontology as workable).
Dieser Konsens entspricht der shared conceptualization in der Deﬁnition von Stu-
der et al. (sh. 3.2.2). Ontologien, die im Grunde Taxonomien entsprechen, werden
von elaborierten Ontologien unterschieden, indem die Bezeichnungen lightweight
ontology bzw. heavyweight ontology verwendet werden (Gómez-Pérez et al 2004:
8).
3.2.5 Klassiﬁkation von Ontologien
3.2.5.1 Top-Level-Ontologien
Top-Level-Ontologien (bzw. Upper-level Ontologien oder auch World Models) be-
schreiben sehr generelle Konzepte und liefern Konzepte, denen sämtliche bereits
existierenden Ontologien untergeordnet werden können (Gómez-Pérez et al 2004:
32). Top-Level Ontologien sind künstliche Gebilde, welche von Grund auf voll-
ständig konstruiert werden (Mahesh und Nirenberg 1995a: 1). Aus diesem Grund
existieren zahlreiche Top-Level-Ontologien mit den unterschiedlichsten Strukturen
(z.B. GUM (Bateman et al. 1995), Mikrokosmos (Mahesh & Nirenburg 1995a)).
Um die existierende Heterogenität aufzulösen, arbeitet die IEEE Standard Upper
Ontology Working Group an einer standardisierten Upper Ontology, welche als
Ausgangspunkt für Domain Ontologien dienen soll (Gómez Pérez et al 2004: 32).
Innerhalb der NLP-Forschung hat sich die Meinung durchgesetzt, dass sämtliche
NLP-Systeme, welche die Semantik von Texten darstellen oder verändern, nur un-
ter Verwendung einer Ontologie funktionieren (Mahesh & Nirenberg 1995b: 1). Die
für derartige Anwendungen konstruierten Ontologien sind grundsätzlich Top-Level-
Ontologien.
3.2.5.2 Domain-Ontologien
Während Top-Level-Ontologien möglichst generelle Konzepte beschreiben, dienen
Domain-Ontologien der Beschreibung von Konzepten innerhalb einer bestimmten
Domäne (z.B. Medizin, Pharmazie etc.). Die Konzepte einer Domänen-Ontologie
sind im Idealfall Speziﬁkationen von in Top-Level Ontologien deﬁnierten Konzep-
ten (Gómez Pérez et al 2004: 33). Durch die Anbindung an Top-Level-Ontologien
können unterschiedliche Domain-Ontologien miteinander in Relation gebracht wer-
den.
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3.2.6 Ontologien für den linguistischen Gebrauch
Neben eher generell gehaltenen Top-Level-Ontologien gibt es eine Reihe von spezi-
ell für linguistische Anwendungen konzipierten Ontologien. Der Zweck dieser On-
tologien ist die Darstellung von sprachlichen Konstruktionen. Linguistische Onto-
logien werden für unterschiedliche Anwendungsgebiete konzipiert (z.B. WordNet:
Lexikalische Ressource; Mikrokosmos: maschinelle Übersetzung; GUM: Sprachge-
nerierung), aus diesem Grund wird während der Konzeption der entsprechenden
Ontologie, je nach Einsatzgebiet, auf unterschiedliche Kriterien Rücksicht genom-
men. Ein Kriterium ist die Abhängigkeit von bestimmten Sprachen. Manche On-
tologien sind nur für die Verwendung in Verbindung mit einer einzigen Sprache
konzipiert (WordNet, vgl. 3.2.6.1), andere sind multilingual, also für mehrere Spra-
chen konzipiert (GUM, vgl. 3.2.6.3). Einige Ontologien (z.B. EuroWordNet, vgl.
3.2.6.1) bestehen sowohl aus sprachabhängigen als auch sprachunabhängigen Ele-
menten oder sind absolut unabhängig von bestimmten Sprachen (Mikrokosmos,
vgl. 3.2.6.4) (Gómez-Pérez 2004: 79). Ein weiteres Kriterium betriﬀt die sprachliche
Realisierung der durch die Ontologie dargestellten Konzepte bzw. deren Instanzen.
Während die meisten Ontologien mit der Absicht konstruiert wurden, den jewei-
ligen Konzepten bzw. Instanzen sprachliche Realisierungen in Form von Wörtern
zuzuordnen, wird in Ontologien wie GUM die Verknüpfung mit größeren gramma-
tikalischen Einheiten wie Phrasen oder ganzen Satzgliedern forciert (Bateman et
al. 1995: 6). Ferner kann das Verhältnis zwischen Konzepten und deren Instanzen
als Kriterium herangezogen werden. In manchen Ontologien entspricht ein Konzept
genau einem Wort einer natürlichen Sprache, in anderen entsprechen Konzepte kei-
nem einzigen oder aber auch mehreren Wörtern (z.B. Mikrokosmos) (Gómez-Pérez
2004: 79). Besonders im Bereich der linguistischen Verwendung von Ontologien
stellt sich natürlich die Frage, inwieweit sich eine Ontologie von einem Lexikon un-
terscheidet. Lexika beinhalten tatsächlich zu einem bestimmten Grad Information,
welche in einer Ontologie gespeichert sind und eine Grenze kann nicht eindeutig
gezogen werden. Aus diesem Grund sind je nach Anwendungsgebiet relativ große
Überschneidungen hinsichtlich des Informationsgehalts der beiden Konzepte mög-
lich. Ist die enthaltene Information jedoch von eher linguistischer Natur (PoS etc.),
kann von einem Lexikon gesprochen werden (Mitkov 2003, 465). Mahesh (1996)
unterscheidet Lexika von Ontologien folgendermaßen: sprachunabhängige Informa-




WordNet ist eine speziell für Englisch entwickelte Datenbank, welche unter Berück-
sichtigung von psycholinguistischen Theorien aufgebaut ist (Gómez-Pérez 2004:
79). Die aktuelle Version, WordNet 3.0.6, enthält etwa 80 000 Nomen, die in ca.
60 000 Konzepten organisiert sind. Eigennamen bzw. Proper nouns wurden nicht
speziell berücksichtigt. Die elementare semantische Relation in WordNet ist Syn-
onymie, sogenannte Synsets sind die grundlegenden Bausteine der Ressource. Ein
Synset ist eine Menge von Wörtern, welche (in einem bestimmten Kontext) aus-
getauscht bzw. als Synonyme verwendet werden können (Vossen 1997: 73). Ein
mögliches Synset für das Konzept motorgetriebenes, vierrädriges Fortbewegungs-
mittel wäre folglich [car, auto, automobile, machine, motorcar]. Die in WordNet
verwendeten Synsets sind nicht äquivalent zu Wörterbucheinträgen. In der Regel
haben Einträge für polyseme Wörter unterschiedliche Erklärungstexte, während ei-
nem Synset eine einzige Erklärung zugrunde liegt. Ein einziger Wörterbucheintrag
kann semantische Informationen enthalten, die in WordNet auf mehrere Synsets
verteilt sind.
3.2.6.1.1 Lexikalische Relationen zwischen Nomen in WordNet Die pri-
märe Hierarchie in WordNet besteht, wie in den meisten vergleichbaren Ressourcen,
aus Hyponymie-Relationen. Wie allgemein in Taxonomien üblich, wird in WordNet
strikt zwischen Konzepten und Wörtern (Elementen) unterschieden. Ein Wort kann
niemals ein Hyponym eines anderen Wortes sein, sondern nur in terminaler Position
als Hyponym eines Konzeptes. In der Regel verfügen Taxonomien bzw. Ontologien
über ein einziges Top-Level-Konzept bzw. einen höchsten Knoten, von dem sämtli-
che Konzepte abzweigen. Die Nomen in WordNet werden jedoch in mehrere unter-
schiedliche Hierarchien unterteilt, wobei jede dieser Hierarchien über ein einziges
Top-Level-Konzept verfügt. Diese Partitionierung bringt laut Miller (1998) unter
anderem den Vorteil einer besseren Übersichtlichkeit. Für WordNet wurden 25 Top-
Level-Konzepte ausgewählt, als Kriterium zur Unterscheidung wurden mögliche
Adjektiv-Nomen-Kombinationen herangezogen. Diese 25 Top-Level-Konzepte kön-
nen in weiterer Folge unter Berücksichtigung von bestimmten Eigenschaften wei-
ter gruppiert und unter 11 unique beginners genannte Konzepte zusammengefasst
werden. Meronymie-Relationen werden in WordNet in erster Linie in den Nomen-
hierarchien body, artifact und quantity verwendet. Von den in 3.2.3.4.2 angeführten
Meronymie-Typen sind die drei Typen Component-object, Member-collection und
Stuﬀ-object codiert, wobei die Relation Component-object in WordNet mit Abstand
am häuﬁgsten zur Anwendung kommt.
6Datum: 10.06.2006
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verbs of motion verbs of perception verbs of contact
verbs of communica-
tion
verbs of competition verbs of change
verbs of cognition verbs of consumption verbs of creation
verbs of emotion verbs of possession verbs of bodily care
and functions
verbs referring to social behaviour and interactions
Tabelle 3.3: Unterteilung der Zustandsverben in WordNet (nach Fellbaum 1998:
70)
3.2.6.1.2 Lexikalische Relationen zwischen Verben in WordNet Die
Verben innerhalb von WordNet wurden in zwei Hauptgruppen unterteilt: Verben,
die Aktionen und Abläufe (actions und events) beschreiben sowie Verben, die Zu-
stände (states) beschreiben. Die Zustandsverben wurden abermals in 14 speziﬁ-
schere Domänen unterteilt (Tab. 3.3).
Statische Verben, die dem Konzept sein (TO BE) entsprechen (Modalverben), bil-
den eine eigene, semantisch heterogene Klasse. Zu dieser Klasse gehören ferner
Auxiliare. Die Grenzen zwischen den für WordNet gewählten Verbdomänen sind
sehr vage, da zahlreiche Verben nicht eindeutig einer einzigen Domäne zugeord-
net werden können (die Verben wonder, speculate, conﬁrm können z.B. sowohl als
verbs of cognition als auch als verbs of communication eingestuft werden). Derartige
Verben werden in WordNet als polyseme Wörter behandelt und zwei oder mehre-
ren unterschiedlichen semantischen Domänen zugeordnet (vgl. Fellbaum 1998: 71).
Analog zu den Nomen sind in WordNet auch die Verben in Synsets gruppiert. Da
jedoch für das Englische nur sehr wenige tatsächlich synonyme Verben existieren,
und folglich die Synsets in vielen Fällen aus nur einem einzigen Wort bestanden
hätten, wurden Verben, die zumindest das gleiche Konzept repräsentieren, in Syn-
sets zusammengefasst (sog. near-synonyms ; vgl. Fellbaum 1998: 73). Dies betriﬀt in
erster Linie Verben, deren gegenseitige Substitution aufgrund von unterschiedlichen
kontextuellen Umständen nur eingeschränkt möglich ist (vgl. purchase ⇒ formaler
als buy ; vgl. Fellbaum 1998: 73). Idiomatische Verbalphrasen wie kick the bucket
und keep an eye on wurden in WordNet berücksichtigt und in die entsprechenden
Synsets integriert (sh. Abb. 3.6).
3.2.6.2 EuroWordNet
Das EuroWordNet (Vossen 1998), ein Projekt, an dem zahlreiche europäische In-
stitutionen teilnahmen, wurde mit dem Ziel, andere europäische Sprachen in das
WordNet zu integrieren, gestartet (Hanks 2004: 59). Ursprünglich wurden nur
38
Abbildung 3.6: Synset für die idiomatische Verbalphrase kick the bucket, aus Word-
Net 2.1.
Deutsch, Italienisch, Spanisch und Englisch berücksichtigt, später wurde EuroW-
ordNet u.a. durch Französisch und Tschechisch erweitert (Vossen 1997: 75). Die
Struktur der semantischen (Haupt-)Relationen von EuroWordNet entspricht je-
ner von WordNet, einige Änderungen wurden jedoch vorgenommen. Aufgrund
von sprachabhängigen Unterschieden zwischen den Synsets der einzelnen Sprachen
wurden in EuroWordNet zusätzliche, sprachspeziﬁsche Relationen eingeführt. Die
Wordnets der einzelnen Sprachen sind durch einen Index (Inter Lingual Index, kurz
ILI ), miteinander verbunden. Jedem Synset einer Sprache entspricht ein sprachu-
nabhängiges Synset im ILI, womit alle monolingualen Synsets mit dem gleichen
Eintrag im Index als äquivalent gelten (Vossen 1997: 77). Dadurch entsteht die Mög-
lichkeit, auf Wörter, welche einem Wort einer anderen Sprache semantisch entspre-
chen, zuzugreifen. Zusätzlich beinhaltet EuroWordNet zwei Ontologien, welche an
den ILI gebunden sind. Die Top-Concept-Ontology ist eine Hierarchie von sprachu-
nabhängigen Konzepten, welche semantische Unterscheidungen beschreiben, z.B.
Object, Substance, Location etc. Die Domain-Ontology ordnet Bedeutungen nach
Thematik, beispielsweise Traﬃc, Road-Traﬃc, Air-Traﬃc, Sports etc. Über den ILI
können die Konzepte der beiden Ontologien auf sprachenspeziﬁsche Bedeutungen
übertragen werden (Vossen 1997: 80).
Obwohl das Design sowohl der Datenbank als auch des Inter Lingual Index 1999
abgeschlossen wurde, werden weiterhin WordNets für das EuroWordNet entwickelt.
Durch den ILI können die neuen Elemente in die EuroWordNet-Datenbank inte-
griert und dadurch mit den bereits enthaltenen Sprachen in Relation gebracht wer-
den (Gómez-Pérez 2004: 79). Derzeit werden WordNets für u.a. folgende Sprachen
entwickelt: Schwedisch, Norwegisch, Dänisch, Baskisch, Rumänisch, Bulgarisch,
Slowenisch. EuroWordNet wird in linguistischen Anwendungsgebieten wie seman-
tisches Tagging von Texten, Interlingua-Repräsentation für Information Retrieval
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und maschinelle Übersetzung (Hanks 2004: 59) und Cross-Language-Information
Retrieval (Vossen 1997: 75) verwendet.
3.2.6.3 The Generalized Upper Model
Das Generalized Upper Model (GUM) ist eine in den 1980er Jahren begonnene Wei-
terentwicklung des Penman Upper Model (Bateman et al. 1995: 12). Im Gegensatz
zu WordNet und EuroWordNet beschreibt GUM nicht die Semantik von Wörtern,
sondern die Semantik von größeren grammatikalischen Einheiten (Nominalgrup-
pen, Phrasen etc.) (Gómez-Pérez 2004: 82). GUM besteht aus zwei Hierarchien:
eine Hierarchie repräsentiert Konzepte (gekennzeichnet durch den Top-Knoten Um-
Thing), während die andere Hierarchie Relationen darstellt (Um-Relation).
Verwendung ﬁndet GUM vor allem in der Textgenerierung. Anfänglich wurde GUM
nur für die Generierung von englischen Texten, in weiterer Folge jedoch auch mul-
tilingual eingesetzt (Bateman et al. 1995: 7)
3.2.6.4 Die Mikrokosmos-Ontologie
Das zentrale Ziel des an der New Mexico State University und einigen weite-
ren Institutionen Mitte der 90er Jahre gestarteten Mikrokosmos-Projektes (kurz
myK) war die Entwicklung eines Systems, welches aus einem Text einer bestimm-
ten Sprache eine sprachunabhängige Repräsentation (Text Meaning Representa-
tion; kurz TMR) generiert (Mahesh und Nirenberg 1995a: 1). Diese TMR sollten
als Ausgangsdaten für ein wissensbasiertes, maschinelles System für die Überset-
zung zwischen Spanisch und Englisch verwendet werden. Die durch die Analyse des
Input-Textes der Quellsprache generierte, einer Interlingua-Repräsentation entspre-
chende TMR diente als Input für den Generator der Zielsprache. Zu diesem Zweck
wurde eine weitgehend sprachunabhängige Ontologie entwickelt. Als Ausgangsda-
ten wurden Ontologien, welche für frühere Projekte der Carnegie Mellon Univer-
sität entwickelt wurden, herangezogen. Doch sowohl inhaltlich als auch qualitativ
unterscheidet sich die Mikrokosmos-Ontologie deutlich von den Vorgängern (Ma-
hesh und Nirenburg 1995a: 2). Da die Texte der zu übersetzenden Sprache bzw.
Quellsprache ohne Einschränkungen verwendet wurden, musste die Ontologie ein
möglichst breites Feld abdecken und somit absolut domänen-unabhängig sein (Ma-
hesh und Nirenburg 1995a: 2). Ausgehend von den drei Top-Konzepten OBJECT,
EVENT und PROPERTY erreicht die Ontologie eine Tiefe von teilweise mehr als
10 Ebenen bei durchschnittlich 5 Verzweigungen pro Knoten. Sprachneutrale (bzw.
sprach-unabhängige) Bedeutungen sind in der Ontologie gespeichert, während die
sprachspeziﬁsche Information im jeweiligen Lexikon gespeichert ist (Mahesh und
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Nirenburg 1995a: 4). Somit stellt die Ontologie eine Möglichkeit zur Trennung zwi-
schen sprachunabhängigem Weltwissen und linguistischem Wissen dar.
3.2.6.4.1 Aufbau der Mikrokosmos-Ontologie Die drei obersten Konzepte
der Mikrokosmos-Ontologie sind OBJECT, EVENT und PROPERTY (Abb. 3.7).
Von diesen Konzepten aus verzweigt sich die Ontologie taxonomisch. Jedes Kon-
zept der Ontologie ist durch einen Frame repräsentiert. Innerhalb dieser Frames
beﬁndet sich Information darüber, wie die jeweiligen Konzepte mit anderen Kon-
zepten in Relation stehen. Abb. 3.9 zeigt einen Frame für das Konzept ACQUIRE.
Ein Frame besteht aus einer Reihe so genannter Slots, welche das Konzept deﬁ-
Abbildung 3.7: Top-Level-Hierarchie der Mikrokosmos-Ontologie
nieren. Ein Frame besteht aus folgenden Slots, welche jeweils aus einem Attribut
und einem dazugehörenden Wert bestehen: ein Slot mit der Bezeichnung Deﬁni-
tion enthält Information über das Konzept, welche nur für Suchzwecke notwendig
ist; ein time-stamp genannter Slot mit für die Buchführung relevanter Information,
Slots mit taxonomischer Information (Subklassen von Konzepten, Instanzen etc.)
und weiteren Slots mit grammatikalischen Merkmalen (Topic, Agent etc.).
Die Verbindung zwischen Lexikon und Ontologie wird hergestellt, indem die Bedeu-
tung des Lexikoneintrages auf ein Konzept übertragen wird. Die Slots der Frames
des entsprechenden Konzepts werden mit der Information, welche für eine eindeu-
tige Deﬁnition der Lexikonbedeutung notwendig sind, befüllt. Das spanische Verb
adquirir (Lexikoneintrag in Abb. 3.8) ist eine Instanz des Konzepts ACQUIRE mit
dem entsprechenden Frame (Abb. 3.9).
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Abbildung 3.8: Mikrokosmos-Lexikoneintrag für das spanische Verb adquirir (aus
Mahesh und Nirenburg 1995b: 11)
Abbildung 3.9: Mikrokosmos-Frame für das Konzept ACQUIRE (aus Mahesh und
Nirenburg 1995b: 12).
3.3 Wahl der den Selektionsrestriktionen in SCall
zugrundeliegenden Taxonomie
Aufgrund der günstigen Konzeption bestand der ursprüngliche Plan darin, die Kon-
zepte der Mikrokosmos-Ontologie als Grundlage für die Selektionsrestriktionen in
SCall zu verwenden. Dieses Unterfangen stellte sich jedoch (leider aufgrund von sehr
profanen Gründen) als nicht durchführbar heraus. Die Arbeiten an Mikrokosmos
wurden zwischenzeitlich eingestellt und scheinbar besteht keine weitere Interesse
in der Weiterführung des Projektes. Es existiert zwar nach wie vor eine Projektho-
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mepage7, der Funktionsumfang ist jedoch eingeschränkt und in erster Linie die für
den Aufbau der Ontologie wichtigen Ressourcen sind nicht mehr abrufbar. Auch
die am Projekt teilnehmenden Personen haben, wie es scheint, keine weitere In-
teresse an Mikrokosmos, anders ist nicht erklärbar, dass sämtliche Versuche der
Kontaktaufnahme via Email ignoriert wurden.
Aus diesen Gründen wurde die Idee, Mikrokosmos als Grundlage der Selektionsre-
striktionen zu verwenden, verworfen. Aufgrund der Integration von Deutsch und
Schwedisch wäre sicherlich EuroWordNet eine sinnvolle Alternative gewesen, da
die Ressource jedoch kostenpﬂichtig ist, wurde auf das kostenlose WordNet als
Alternative zurückgegriﬀen. Die Integration der WordNet-Konzepte als Selektions-





Das WWW als Korpus zur
statistischen Semantikkontrolle
4.1 Einleitung
Trotz der in 3.1 gezeigten Methode der Annotation des Lexikons mit Selektionsre-
striktionen kann die Generierung von semantisch fehlerhaften Konstruktionen aus
zahlreichen Gründen nicht ausgeschlossen werden. Einerseits besteht die Gefahr,
dass die Übergeneralisierung der Selektionsrestriktionen von Nomen in bestimm-
ten Kontexten zu einem zu breiten Spektrum an möglichen Konstruktionen führt.
Demgemäß kann die Annotation des Nomens Brot mit der Selektionsrestriktion
[food, solid food] anstelle der restriktiveren Restriktion [baked goods] im Satz Der
Bäcker bäckt das Brot die Generierung von Sätzen wie ?Der Bäcker bäckt die Kar-
toﬀeln zur Folge haben (natürlich nur unter der Voraussetzung, dassKartoﬀel eben-
falls mit der Restriktion [food, solid food] annotiert ist). Andererseits kann selbst
bei äußerst restriktiver Vergabe der Selektionsrestriktionen niemals ausgeschlossen
werden, dass aufgrund von fehlendem Weltwissen, das durch die Restriktionen un-
möglich abgedeckt werden kann, inkorrekte Konstruktionen generiert werden (z.B.
der Löwe frisst die Antilope vs. ?die Maus frisst die Antilope). Um die von SCall
generierten Sätze bzw. Teilstrukturen dieser Sätze auf semantische Richtigkeit zu
kontrollieren und gegebenenfalls durch korrekte zu ersetzen, kommt in SCall ein
statistisches, korpusbasiertes Verfahren zur Anwendung. Die grundsätzliche Über-
legung ist folgende: Können die von SCall generierten Konstruktionen in einem
bestimmten Korpus mit einer ausreichend hohen Frequenz gefunden werden, gel-
ten sie als korrekt. Liegt die Anzahl der Funde der betreﬀenden Struktur jedoch
unter einem bestimmten Wert, wird die Sequenz als semantisch nicht korrekt klas-
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siﬁziert und der entsprechende Satz entweder abgelehnt oder die inkorrekte durch
eine neu zu generierende Phrase ersetzt.
Als Korpus für einen derartigen Test kommen grundsätzlich zwei verschiedene Kor-
pusarten in Frage. Einerseits ein nach bestimmten Richtlinien speziell für linguisti-
sche Zwecke konstruiertes Korpus wie etwa das englische British National Corpus
(kurz BNC ) oder das deutsche Tiger-Korpus. Andererseits bietet sich als Alterna-
tive zu diesen Ressourcen das World Wide Web (WWW) an, welches zunehmend
als Korpus auch für linguistische Zwecke Verwendung ﬁndet (z.B. Bickel 2006). Im
folgenden Kapitel wird das WWW auf seine Tauglichkeit als linguistisches Kor-
pus untersucht und es werden Vor- und Nachteile gegenüber klassischen Korpora
aufgezeigt.
4.2 Die Eignung des WWW als linguistisches Kor-
pus
Der linguistische Begriﬀ Korpus umfasst im weiteren Sinn sprachliche Daten, die als
Grundlage für wissenschaftliche Untersuchungen dienen (Glück 2000: 384). Dieser
Deﬁnition entspricht ein sehr breites Spektrum an Ressourcen (u.a. Tonbandauf-
nahmen aus der Feldforschung, transkribierte Interviews etc.), in der Computer-
linguistik und verwandten Disziplinen bezeichnet der Begriﬀ Korpus in der Regel
jedoch eine Sammlung von Texten in einer elektronischen Datenbank (vgl. Graeme
1998: 3). Auf diese Deﬁnition wird sich der Begriﬀ Korpus in weiterer Folge bezie-
hen. Aus historischer Sicht müssen Korpora jedoch nicht zwingend in elektronischer
Form vorliegen. Vor dem ersten Aufkommen von Computern und der damit verbun-
denen Möglichkeit der Erstellung elektronischer Korpora existierten bereits große
Ressourcen wie das für Wilhelm Kaedings Häuﬁgkeitswörterbuch der Deutschen
Sprache (vgl. McEnery (2003: 452)) zugrundeliegende Korpus, das aus Texten aus
dem 19. Jahrhundert zusammengestellt wurde und mehr als 10 Millionen Wörter
umfasste. Die ersten elektronischen Korpora kamen nach dem Auftreten der er-
sten Computer in den 1950er Jahren auf (McEnery 2003: 452). Bis in die 1980er
Jahre des letzten Jahrhunderts stieg schließlich sowohl die Anzahl der verfügba-
ren Korpora, als auch die in diesen Korpora enthaltenen Datenmengen, mit der
Konsequenz, dass ab den 1990er Jahren erstmals sogenannte Very large corpora,
Korpora mit einem Umfang im Bereich von ab 100 Millionen Wörtern, zur Verfü-
gung standen (z.B. British National Corpus (BNC) mit 100 Millionen enthaltenen
Wörtern) (McEnery 2003: 452). Die größte derzeit für Deutsch verfügbare Res-
source ist das Korpus des Instituts für deutsche Sprache Cosmas (Corpus Search,
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Management and Analysis System) mit 940 Millionen öﬀentlich zugänglichen Text-
wörtern (Duﬀner & Näf 2006: 10). Im Gegensatz zu Korpora wie Cosmas und dem
BNC, die im Grunde nur Text, jedoch keine Metadaten enthalten, sind annotierte
Korpora mit zusätzlicher, linguistischer Information wie Part-of-Speech (PoS) oder
Lemmata versehen. Diese Korpora sind aufgrund des während der Erstellung not-
wendigen, hohen Arbeitsaufwandes (noch) bedeutend kleiner als Ressourcen wie
das BNC, können jedoch aufgrund der zusätzlichen Annotation für linguistische
Anwendungen wie das Training von PoS-Taggern und dergleichen verwendet wer-
den. Für Deutsch existiert als annotiertes Korpus u.a. das Negra-Korpus mit einer
Größe von 355.096 Tokens (20.602 Sätze aus Zeitungstexten aus der Frankfurter
Rundschau). Für Schwedisch (ca. 8,5 Millionen Sprecher) wurde das Korpus Stock-
holm Umeå Corpus Version 2.0 (SUC 2.0, Gustafson-Capková & Hartmann 2006)
entwickelt, das über knapp eine Million Wörter verfügt, wobei sämtliche Wörter
mit PoS, morphologischen Informationen, Lemmata und weiteren Tags annotiert
sind (Gustafson-Capková & Hartmann 2006: 2).
Neben den erwähnten, speziell für linguistische Zwecke aufgebauten Korpora exi-
stiert mit dem Internet ein riesiges, stetig wachsendes Archiv an Textmaterial, das
durchaus als Korpus verstanden werden kann (Bickel 2006: 72). Über die tatsäch-
liche Eignung des WWW als Korpus für linguistische bzw. sprachtechnologische
Zwecke existieren jedoch unterschiedliche Meinungen. McEnery (2003: 449) ver-
steht unter einem linguistischen Korpus eine sehr speziﬁsche Sammlung sprachli-
cher Daten:
The term corpus should properly only be applied to a well-organized
collection of data, collected within the boundaries of a sampling frame
designed to allow the exploration of a certain linguistic feature (or set
of features) via the data collected.
In manchen Publikationen wird neben dem Korpus der Begriﬀ des Text-Archives
(engl. text archive) verwendet (Kennedy 1998: 4). Im Gegensatz zu einem Korpus
mit seinen speziﬁschen Eigenschaften (systematische, geplante und strukturierte
Sammlung von Texten, speziell für linguistische Zwecke erstellt) ist ein Text-Archiv
ein im Normalfall nicht strukturierter Textfundus, der nach opportunistischen Ge-
sichtspunkten zusammengetragen wurde (Leech 1991: 11). Nimmt man die Deﬁ-
nition McEnery's als Maßstab zur Beurteilung, inwieweit das WWW als Korpus
gesehen werden kann, muss diese Frage klar negiert werden. Die Daten des WWW
sind weder gut organisiert, noch wurden diese Daten innerhalb eines bestimmten
Rahmens gesammelt. Das WWW ist vielmehr eine sehr arbiträre Anhäufung von
Daten, die von Millionen von Benutzern aufgrund unterschiedlicher Interessen und
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Anforderungen täglich erweitert wird (Bickel 2006: 72). Gemäß McEnery's Deﬁni-
tion ist das WWW folglich kein zur linguistischen Verwendung geeignetes Korpus
und entspricht eher einem Archiv. Kilgarriﬀ & Grefenstette (2003: 2) bemängeln an
Deﬁnitionen wie jenen von McEnery, dass die zwei grundsätzliche Fragestellungen
Was ist ein Korpus? und Was ist ein gutes Korpus (abhängig vom linguistischen
Einsatzgebiet)? vermischt werden. In derartigen Deﬁnitionen wird demnach we-
niger der Frage nachgegangen, ob ein bestimmtes Korpus gut für eine bestimmte
linguistische Anwendung ist, sondern vielmehr der semantischen Frage, ob dieses
Korpus überhaupt als solches deklariert werden kann bzw. deklariert werden darf.
Kilgarriﬀ & Grefenstette (2003: 2) bezeichnen folglich jede Sammlung von Texten
als Korpus, wobei sie als Faktor die Domäne bzw. den Kontext, in welchem der
Term benutzt wird, miteinbeziehen: a corpus is a collection of texts when conside-
red as an object of language or literary study (Kilgarriﬀ & Grefenstette 2003: 2).
Gemäß dieser Deﬁnition kann das WWW sehr wohl als Korpus gesehen werden.
4.2.1 Größe der durch das WWW zugänglichen Textmenge
Der Begriﬀ WWW als Korpus ist etwas ungenau, da angenommen werden kann,
dass unter dieser Bezeichnung die Verwendung sämtlicher Seiten bzw. Dokumente
im WWW als Korpus verstanden werden kann. Faktisch ist es jedoch im Grunde
unmöglich, auf die riesige Anzahl der Dokumente, die über das WWW abrufbar
sind, zuzugreifen, da die entsprechenden Suchwerkzeuge nicht existieren. Vielmehr
stehen als Ressource jene Daten zur Verfügung, die im Index der gängigen Suchma-
schinen (Google, Yahoo, AltaVista etc.) erfasst sind. Auf genau diese Datensätze,
deren Anzahl im Verhältnis zur Gesamtanzahl existierender Webdokumente gese-
hen gering ist, wird in dieser Arbeit in weiterer Folge referiert, wenn vonWWW als
Korpus gesprochen wird. Mittels Suchmaschinen wie Yahoo oder dem inzwischen
beinahe-Monopolisten Google kann zwar nur ein Bruchteil der im gesamten WWW
beﬁndlichen Dokumente durchsucht werden, laut Angaben von Google liegt die
Anzahl von Dokumenten im Index der Suchmaschine jedoch bei immerhin mehr
als 8 Milliarden Webseiten1. Die Anzahl deutschsprachiger Seiten im Index von
Google schätzte Bickel (2006: 75) auf etwa 1,1 Milliarden, jene der Seiten im In-
dex von AltaVista auf etwa 850 Millionen, wobei davon ausgegangen werden kann,
dass sich die Anzahl seit dem Zeitpunkt der Erhebung im Jahr 2006 erhöht hat.
Diese Zahlen stellen jedoch nur großzügige Schätzungen dar und wurden ermittelt,
indem die Anzahl der Seiten, die über eine Domain eines deutschsprachigen Landes
(z.B. .at und .de) verfügbar waren, addiert wurden (Bickel 2006: 75). Wie jedoch
Bickel richtig anmerkt, sind derartige domainspeziﬁsche Anfragen in den letzten
1http://www.google.com/intl/de/options/ [31.01.2008]
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Jahren erschwert worden, da in den betreﬀenden Ländern zwischenzeitlich neben
den klassischen Länderdomains zusätzliche Domains wie .eu oder .tv in Verwen-
dung sind. Während also bereits die zahlenmäßige Erfassung der Menge der durch
die Indizes der Suchmaschinen abgedeckten Dokumente schwer ist, gestaltet sich
die Einschätzung der dadurch verfügbaren Textmenge (z.B. Anzahl der Wörter)
noch komplexer, da die Textmenge in Webdokumenten von wenigen Wörtern bis
hin zu einigen A4-Textseiten erreicht und daher nur sehr vage abgeschätzt werden
kann (Bickel 2006: 75).
Lawrence & Giles (1999: 107) berechneten die Menge des in den Indizes der damals
gängigen Suchmaschinen enthaltenen Textes annäherungsweise, indem sie davon
ausgingen, dass eine Seite durchschnittlich ca. 18 Kilobyte Text beinhaltet, nach
Bereinigung von nicht-textrelevanten Elementen wie HTML-Tags 7 bis 8 Kilobyte.
Für die etwa 800 Millionen indexfähigen Webseiten im Jahr 1999 wurde folglich
eine Menge von zirka 6 Terabyte aufrufbarer Text ermittelt. Für 2003 schätzten
Kilgarriﬀ & Grefenstette (2003: 5), ausgehend von Eigenangaben von Google, dass
alleine durch die im Index von Google enthaltenen Dokumente eine Textmenge von
mehr als 20 Terabyte abrufbar ist. Unter der Annahme, dass ein Wort, großzügig
geschätzt, 10 Byte groß ist, errechneten Kilgarriﬀ & Grefenstette eine Anzahl von
etwa 2 Billionen Wörtern. Nimmt man die von Google aktuell angegebenen 8 Milli-
arden Seiten, die immerhin in etwa die zehnfache Menge der von Lawrence & Giles
1999 angenommenen Seiten ausmachen, ist die Anzahl der in diesen Dokumenten
enthaltenen Wörter dementsprechend größer.
Einen alternativen Ansatz, die Anzahl der Wörter, die durch eine Suchmaschine
abrufbar sind, zu eruieren, verfolgten Grefenstette & Nioche (2000: 238). Nachdem
Funktionswörter wie the, with, in etc. in Texten in relativ stabiler Frequenz auftre-
ten (vergl. dazu 4.2.2.4), kann die Anzahl der Funktionswörter von einem Korpus
von bekannter Größe ermittelt und davon ausgehend die Anzahl dieser Wörter in ei-
nem Vergleichskorpus extrapoliert werden. In kleineren Textmengen wurden folglich
pro untersuchter Sprache die jeweils 100 häuﬁgsten Tokens ermittelt. Jene Tokens,
die in mehr als einer Sprache vorkommen, wurden gestrichen, um die Verfälschung
von Ergebnissen durch fremdsprachliches Material zu verhindern (z.B. que, das in
zahlreichen romanischen Sprachen mit hoher Frequenz gefunden werden kann). Von
den übrig gebliebenen Tokens wurden wiederum die 20 häuﬁgsten als Prädiktoren
für die weitere Bearbeitung ausgewählt. Die Häuﬁgkeit dieser Prädiktoren in den
im Index von AltaVista beﬁndlichen Seiten wurde durch einfache Suche nach den
Tokens ermittelt. Nachdem die Größe der Testkorpora und die relative Häuﬁgkeit
der Tokens bekannt waren, konnte mit Hilfe der durch die Suchabfragen ermittelten
Web-Häuﬁgkeit ein Wert für die Größe der Web-Textmenge extrapoliert werden.
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Für das Jahr 2000 schätzten Grefenstette & Nioche (2000: 245) demnach die Anzahl
der englischen Wörter auf 48 Milliarden, im März 2001 war dieser Wert bereits auf
mehr als 76 Milliarden gestiegen (Kilgarriﬀ & Grefenstette 2003: 7). Unter Verwen-
dung der von Grefenstette & Nioche (2000: 239) ermittelten Prädiktoren und deren
Frequenzen (Abb. 4.1, Spalten 1 bis 4) sowie den entsprechenden Suchergebnissen
auf Google (Datum: 01.02.2008, Spalte 5) kann die derzeitige Menge an deutschen
Wörtern im Google-Index annäherungsweise auf mehr als 150 Milliarden Wörter
geschätzt werden2.
Abbildung 4.1: Schätzung der im Index von Google enthaltenen deutschen Wörter
4.2.2 Vorteile des WWW gegenüber klassischen Korpora
4.2.2.1 Einfacher Zugang
Vorausgesetzt, man verfügt über eine Internetverbindung, kann im WWW mittels
einer Suchmaschine innerhalb von sehr kurzer Zeit auf sehr große Datenmengen zu-
rückgegriﬀen werden. Spezielle Korpora wie das Negra-Korpus stehen in der Regel
für wissenschaftliche Zwecke frei zur Verfügung, verlangen jedoch eine Registrie-
rung sowie eine Unterzeichnung einer Lizenz, was mit einem gewissen zeitlichen
Aufwand verbunden ist.
4.2.2.2 Multilingualität
Während Korpora jeweils nur für Texte einer Sprache erstellt werden, enthält das
WWW Textmaterial für eine sehr große Anzahl an Sprachen. Unter der Verwen-
dung von Suchmaschinen können zwar sprachspeziﬁsche Versionen benutzt und
2Aufgrund von fehlenden Daten wurden nur 10 statt der ursprünglich 20 Prädiktoren zur
Berechnung verwendet.
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entsprechend den jeweiligen Sprachen eingestellt werden (die deutsche Ausgabe von
Google kann beispielsweise sowohl nach deutschen Seiten als auch explizit nach Sei-
ten auf Deutsch suchen), ohne derartige Speziﬁkationen kann jedoch auch sprachu-
nabhängig gesucht werden. Bei der auf eine bestimmte Sprache reduzierten Suche
besteht jedoch immer eine gewisse Gefahr von verunreinigten Ergebnissen durch
fremdsprachliches Material, welches dem gesuchten Muster entspricht. Sucht man
beispielsweise nach dem Vorkommen für die deutsche Präposition mit, werden
auch Treﬀer für das durch MIT abgekürzte Massachusetts Institute of Technology
im Suchergebnis berücksichtigt.
4.2.2.3 Aktualität
Viele Korpora decken sowohl nur gewisse Textgenres (Negra-Korpus: Zeitungstexte
aus der Frankfurter Rundschau) als auch zeitlich abgegrenzte Texte (SUC: 1990er
Jahre (Gustafson-Capková & Hartmann 2006: 2)) ab. Neue sprachliche Entwick-
lungen werden entweder gar nicht oder aufgrund des mit der Korpuserweiterung
verbundenen Arbeitsaufwandes mit Verspätung berücksichtigt. Aus diesem Grund
sind Korpora im Bezug auf Phänomene des aktuellen Sprachgebrauchs (wie Neo-
logismen etc.), welche durch das WWW Einzug in den Sprachgebrauch ﬁnden,
teilweise sehr mangelhaft ausgestattet (Renouf et al. 2005: 1). Ein Beispiel ist das
Verb googeln, ein ab ca. 2003 aufgekommener Neologismus, welcher 2004 in den
Duden aufgenommen wurde. Im Negra-Korpus, das aus Texten besteht, die vor
2000 datieren, ist das Wort folglich kein einziges Mal enthalten, in der Wortschatz-
Datenbank der Uni Leipzig gerade 18 mal, in COSMAS II 17 mal (Korpus: Archiv
der geschriebenen Sprache, Suche am 11.02.2008). Im WWW können ferner große
Ressourcen an relativ neuen Textgenres gefunden werden, die sich teilweise erst
durch dessen Existenz entwickelt haben, z.B. die in Chatrooms verwendete Spra-
che (Renouf et al 2006: 50).
4.2.2.4 Korpusgröße
Die Größe der derzeit existierenden bzw. im Aufbau beﬁndlichen linguistischen Kor-
pora ist zweifelsfrei groß genug für gewisse Zwecke wie beispielsweise zum Training
von PoS-Taggern, für andere, z.B. bestimmte statistische Zwecke sind sie jedoch
trotzdem nicht ausreichend (Kilgarriﬀ & Grefenstette 2003: 4). Selbst in sehr großen
Korpora wie dem British National Corpus (>100 Millionen Wörter) existieren für
seltene Wörter oder Kombinationen vonWörtern oft wenige oder gar keine Einträge
(Kilgarriﬀ & Grefenstette 2003: 4). Dieses Phänomen kann, zumindest annähernd,
anhand des nach dem amerikanischen Linguisten George Kingsley Zipf benannten
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Zipfschen Gesetzes erklärt werden. Ordnet man die Wörter nach ihrer Häuﬁgkeit,
indem man dem häuﬁgsten Rang eins zuweist, dem zweithäuﬁgsten Rang zwei etc.,
ergibt das Produkt aus Rang und Häuﬁgkeit eine annähernd idente Konstante. Das
Gesetz musste jedoch revidiert werden, da hinsichtlich sehr häuﬁger und sehr sel-
tener Wörter Abweichungen bestehen und ist deshalb in erster Linie bei Wörtern
mittlerer Häuﬁgkeit zuverlässig. Die Wortverteilung in einem Text und folglich in
einem aus einer endlichen Anzahl von Texten aufgebauten Korpus entspricht in
etwa einer einfachen Zipfschen Verteilung (Abb. 4.2). Während das häuﬁgste Wort
einer Sprache n mal vorkommt, kann gemäß Zipf die Häuﬁgkeit w für ein Wort mit
dem Rang r folgendermaßen ermittelt werden: w = 1/r * n. Während also eine
verhältnismäßig geringe Anzahl von Wörtern sehr oft vorkommt, ist ein sehr hoher
Anteil von Wörtern in sehr geringen Frequenzen enthalten. Der Großteil der mehr
als 100 Millionen im BNC enthaltenen Wörter kommt weniger als 50 mal vor, ein
Wert, der zu gering ist, um statistisch stabile Rückschlüsse zuzulassen (Kilgarriﬀ
& Grefenstette 2003: 4). Ähnlich wie im Englischen verhält sich die Verteilung der
Wörter im Deutschen. Die 30 häuﬁgsten deutschen Wörter machen mehr als 31
Prozent der in einem Text enthaltenen Wörter aus, und 5,12 Prozent der häuﬁg-
sten Wortformen bereits mehr als 90 Prozent der Textwörter (König 2001: 115).
Im Negra Korpus 2.0, das aus aktuelleren Texten besteht als jene Korpora, auf die
sich Königs Zahlen beziehen (Texte des 19. Jahrhunderts (König 2001: 115)), ist
der Anteil der 30 häuﬁgsten Wörter mit 30,1 Prozent zwar etwas geringer, trotz-
dem macht diese kleine, hauptsächlich aus Funktionswörtern wie Determinatoren
und Präpositionen bestehende Menge, die nur knapp 0,07 Prozent der im Korpus
enthaltenen Typen bzw. Types ausmacht3, mehr als ein Viertel der Tokens aus.
Abbildung 4.2: Verteilung der Häuﬁgkeiten der 45 häuﬁgsten Wörter im Negra-
Korpus (tatsächliche und Zipf-Häuﬁgkeit)
3Ein aus 290.754 Wörtern bestehendes, aus dem Negra-Korpus extrahiertes Testkorpus enthielt
42.306 verschiedene Wortarten bzw. Types
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4.2.3 Nachteile des WWW gegenüber klassischen Korpora
4.2.3.1 Eingeschränkte Kontrolle über die Korrektheit der Inhalte
Webtext wird, im Gegensatz zu dem zur Erstellung von linguistischen Korpora
benutzten Material, ohne große Rücksicht auf Korrektheit verfasst (Kilgarriﬀ &
Grefenstette 2003: 9). Daraus resultierend beﬁnden sich im WWW unzählige Kon-
struktionen, welche hinsichtlich Grammatik, Syntax etc. falsch oder zumindest frag-
würdig sind: Kilgarriﬀ & Grefenstette (2003: 9) suchten über Google nach unkor-
rekten Schreibungen des Strings I believe. Während für die korrekte Schreibung
4 Millionen Seiten gefunden werden konnten, wurden für I beleive 70.900 und für
I beleave immerhin noch 3910 Seiten gefunden4. Auch auf struktureller Ebene
kann im Gegensatz zu den hinsichtlich Syntax kontrollierten Daten aus speziel-
len Korpora keine Garantie für die Richtigkeit der gelieferten Ergebnisse gegeben
werden. Webtext enthält nämlich nicht nur laufenden Text, sondern auch Text
aus Tabellen, Navigationselementen etc. Der von Suchmaschinen extrahierte Text
wird ohne Rücksicht auf derartige störende Textelemente weiterverarbeitet, was zur
Folge hat, dass die gelieferten Strings in vielen Fällen willkürliche Aneinanderrei-
hungen von Nomen, Befehlswörtern oder dergleichen enthalten (vgl. 4.2.3.2). Dies
hat zur Konsequenz, dass von Suchmaschinen übernommener Text, abhängig vom
Verwendungszweck, mit großer Wahrscheinlichkeit nachbehandelt werden muss.
4.2.3.2 Eingeschränkte Suchfunktionen
Suchmaschinen wurden (bzw. werden) für Web-Benutzer entwickelt, deren Anforde-
rungen an die entsprechende Maschine nicht mit jenen von Linguisten übereinstim-
men. Diese normalen Web-Benutzer haben klar deﬁnierte Informationsbedürfnisse
wie die Lokalisierung einer bestimmten Seite, die Antwort auf eine bestimmte Frage
oder das Auﬃnden einer Seite, deren Inhalt den Suchkriterien entspricht (Fletcher
2001: 5). Studien über das Verhalten dieser als typisch zu bezeichnenden Benutzer
haben die Entwicklung von Suchmaschinen maßgeblich beeinﬂusst (Fletcher 2001:
6). Fletcher (2001: 6) nennt als Beispiel das eher geringe Interesse an der Verwen-
dung von booleschen Funktionen (logische Operationen wie AND, OR oder NEAR),
mit der Konsequenz, dass Suchmaschinen, die über eine größere Anzahl von boole-
schen Funktionen verfügen (sog. geek seek-Maschinen, z.B. AltaVista) und damit
für linguistische Anwendungen interessant sind, verdrängt werden von Maschinen
mit einem verhältnismäßig eingeschränkten Reservoir an booleschen Suchfunktio-
nen, deren Stärken jedoch in für eben die Mehrzahl der Benutzer interessanten
4Ergebnisse für die gleiche Suche via Google 2008: I believe: 174 Millionen; I beleive: 4,2
Millionen; I beleave: 139.000; Datum der Suche: 03.02.2008.
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Bereichen wie eine weitgehende Abdeckung des WWW liegen (z.B. Google) (Flet-
cher 2001: 6).
Die gängigen Suchmaschinen bieten zwar eine begrenzte Anzahl verschiedener Such-
funktionen an, diese sind jedoch nicht primär auf linguistische Zwecke ausgerichtet
(Renouf et al. 2005: 1). Um die Eingabe zu optimieren bzw. den Suchbegriﬀ zu
verfeinern, stehen in Google die booleschen Operatoren UND (Konjunktion; +)
und ODER (Disjunktion; |) sowie das Ausschlusskriterium (Minuszeichen; -) und
die Anführungszeichen zur exakten Phrasensuche zur Verfügung. Ferner steht als
Wildcard die Verwendung des Sternchens zur Verfügung, welches als Platzhalter
für ein Wort eingesetzt werden kann. Das Sternchen kann als Platzhalter zwar
nur für Wörter, nicht jedoch innerhalb von Wörtern verwendet werden (zumin-
dest in Google). Folglich liefert der Suchstring *bruck Ergebnisse wie Stadtge-
meinde Bruck, nicht jedoch Innsbruck oder Vöcklabruck. Auf die Berücksichtigung
von Satzgrenzen sowie die Unterscheidung von Groß- und Kleinschreibung wird in
Google ebenfalls keine Rücksicht genommen. Das letztgenannte Manko (zumindest
handelt es sich um ein Manko aus linguistischer Sicht) kommt wiederum dem bereits
erwähnten und von den Suchmaschinen-Anbietern protegierten normalen Benutzer
zugute, indem unabhängig von der Verwendung von Groß- bzw. Kleinbuchstaben
gleiche Resultate erzielt werden (Die Suche von sowohl New York als auch new
YoRk und New york führen zu den gleichen Ergebnissen). Aufgrund dieser De-
ﬁzite führen viele Suchabfragen, selbst unter Verwendung der Anführungszeichen
zur exakten Phrasensuche, zu sehr willkürlichen Ergebnissen. So ergibt die Suche
nach der Nomen-Verb-Struktur house burns sehr wohl Treﬀer, die der gesuchten
Struktur entsprechen (z.B. ...the city's famed Fenice opera house burns down du-
ring a restoration.5 oder When a house burns up, it burns down.), aber auch eine
große Anzahl von Treﬀern, die den gesuchten String enthalten, deren Wortarten
jedoch nicht jenen der im Suchstring entsprechenden Wörtern entsprechen. Folg-
lich kann ein ursprünglich als Verb gesuchtes Element, z.B. burns, als Eigenname
auftreten (wie in ...Bart vandalizes Burns's house. Burns's watches Bart destroy
his house...).
Doch nicht nur die Suchfunktionen, auch der von den Suchmaschinen gelieferte Out-
put ist nur eingeschränkt für linguistische Zwecke wie beispielsweise Konkordanz
verwendbar. Die von den gängigen Suchmaschinen gelieferten Ergebnisse bestehen
in der Regel aus drei Teilen: in der ersten Zeile des Ergebnisses wird der Titel der
gefundenen Seite gezeigt. Sollte der Titel nicht bekannt sein, wird im Normalfall
die URL der betreﬀenden Seite angezeigt. Weiters wird ein kurzer Auszug aus je-
nem Textteil auf der gefundenen Seite, der den Suchstring enthält, sowie die URL
5Beispiele sind den Suchergebnissen einer Suche des Strings house burns mittels yahoo.de
entnommen; Datum der Suche: 01.02.2008.
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der entsprechenden Seite übermittelt. Der für linguistische Zwecke interessante
Teil ist der kurze Auszug aus der entsprechenden Seite. Im Idealfall sind in diesem
Auszug verwertbare Daten wie in (3a) enthalten (Suchbegriﬀ: Färöer auf Google
[20.02.2008]), die direkt oder nach geringfügiger Überarbeitung (hier: Entfernung
des nachfolgenden Satzfragmentes) übernommen und weiterverarbeitet werden kön-
nen. Die als Auszug gelieferten Textteile sind in der Regel jedoch sehr willkürlich
und können Auszüge aus der entsprechenden Seite enthalten, welche nicht direkt
mit dem gesuchten Ausdruck in Verbindung stehen, z.B. Menütitel wie in (3c) oder
benachbarter Text wie in (3b).
(3) (a) Die Färöer sind eine kleine Inselgruppe, die man auf der Land-
karte ungefähr in der Mitte zwischen Schottland und Island
ﬁndet. Das nächste Land sind die ...
(b) Sie beﬁnden sich in:. Nachrichten · Wetter · Europa; Färöer
... Färöer. Alle Städte:. A B C D E F G H I J K L M N O P
Q R S T U V W X Y Z; T ...
(c) Startseite >. Färöer. -. - EM-Qualiﬁkation · Übersicht · Kader
· Trainer · Transfers · Begegnungen · News · Vereinsstat. ...
4.2.3.3 Eingeschränkte Möglichkeiten für Programmierer
Obwohl die Indizes der größten Suchmaschinen mehrere Milliarden Seiten enthal-
ten und die gängigen Datenübertragungslösungen inzwischen den Transfer von sehr
großen Datenmengen in relativ kurzer Zeit zulassen, ist die Verfügbarkeit dieser
Daten für Programmierzwecke durch Maßnahmen der Suchmaschinenanbieter ein-
geschränkt. Die für die Programmierung in Java von Yahoo zur Verfügung gestellte
Programmierschnittstelle ermöglicht beispielsweise pro Suchabfrage die Übermitt-
lung von höchstens 100 Suchresultaten6. Für repräsentative Abfragen ist diese An-
zahl wahrscheinlich in den meisten Fällen zu gering. Immerhin kann das zurückge-
lieferte Suchergebnis auf einen bestimmten Ausschnitt des Gesamtergebnisses be-
schränkt werden. Dadurch ist der Zugriﬀ nicht nur auf die 100 Resultate mit dem
höchsten Ranking im Suchergebnis beschränkt, und im Grunde kann auf sämt-
liche aus jeweils hundert Resultaten bestehenden Ausschnitte zugegriﬀen werden.
Folglich können durch die Wiederholung der gleichen Suchabfrage unter gleichzeiti-
ger ständiger Inkrementierung des Ergebnisraumes größere Mengen an Resultaten
ermittelt werden, die dadurch entstehende hohe Anzahl von Suchabfragen kann
jedoch sehr lange Bearbeitungszeiten zur Folge haben. Abhängig von der Inter-
6In der Dokumentation der entsprechenden Java-Methode ist die Anzahl laut Kommentar
auf maximal 50 Resultate beschränkt (Stand: 04.04.2008). Tatsächlich können jedoch bis zu 100
Resultate übermittelt werden.
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netverbindung kann die Sammlung von größeren Mengen an Resultaten für einen
einzigen Suchstring somit mehrere Minuten dauern.
4.2.4 Linguistische Optimierung von Suchergebnissen
Aufgrund der in 4.2.3 erwähnten Einschränkungen der gängigen Suchmaschinen ist
die linguistische Verwendung der Ressource WWW in vielerlei Hinsicht limitiert.
Ein Ausweg aus dieser Situation besteht darin, die von Suchmaschinen gelieferten
Daten aufzubereiten, um sie in weiterer Folge ähnlich einem linguistischen Korpus
zu verwenden. Kilgarriﬀ (2006: 148) nennt diesen Prozess Data cleaning, beste-
hend aus der Suchabfrage, dem Download der Daten, anschließender 'Reinigung'
und Beseitigung von Duplikaten, linguistischer Annotation und Bearbeitung mit
einem geeigneten Werkzeug zur Suche in Korpora (Kilgarriﬀ 2006: 148). Während
die Aufgabe des Suchens sowie die Bereinigung von Duplikaten von der Suchma-
schine abgenommen wird, stehen zur linguistischen Bearbeitung Werkzeuge wie
PoS-Tagger, Lemmatisierer etc. zur Verfügung. Das eigentliche Cleaning geschieht
zwischen den beiden Blöcken und beinhaltet das Entfernen von im Webtext enthal-
tenem, unerwünschtem Text wie Navigationsleisten, Menüpunkte, Metatext und
dergleichen, dem Auﬃnden von struktureller Information wie Absätzen und die
Umwandlung des Textes in eine für die weitere Verwendung geeignete Form. Die
Bereinigungsprozedur stellt einen entscheidenden Schritt in der Vorbereitung des
aus dem WWW gewonnenen Materials dar: je besser die Rohdaten bereinigt wer-
den, desto besser ist das Ergebnis (Kilgarriﬀ 2006: 149).
4.2.4.1 Programme zur Optimierung: KWiCFinder und WebCorp
KWiCFinder ist ein bereits 1997 von William Fletcher für Konkordanz- und Re-
cherchezwecke entwickeltes Programm, das ursprünglich vor allem zur Anwendung
im Sprachunterricht gedacht war (Fletcher 2001: 2). Im Unterschied zu den gän-
gigen Suchmaschinen ist KWiCFinder nicht webbasiert, vielmehr muss das Pro-
gramm auf der Festplatte installiert werden. Da die Installation des Programms
auf das Windows-Betriebssystem beschränkt ist, ist keine Plattformunabhängigkeit
gegeben und Benutzer von alternativen Betriebssystemen, z.B. UNIX, sind folglich
von der Verwendung ausgeschlossen. Es existiert zwar eine plattformunabhängige,
webbasierte light weight-Version mit dem Namen WebKWiC, die Funktion dieser
Applikation ist jedoch nach Angaben des Autors zur Zeit nicht zufriedenstellend
(Fletcher 2001: 15). KWiCFinder bietet ein reiches Inventar an jenen Funktionen
und Wildcards, die in kommerziellen Suchmaschinen fehlen. Darüber hinaus ste-
hen dem Benutzer in KWiCFinder sogenannte Tamecards, eine Art Formalismus,
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der es erlaubt, mittels knapper Notation, ähnlich regulären Ausdrücken, eine Reihe
alternierender Formen abzudecken, zur Verfügung. Die Eingabe von s[iau]ng wird
in KWiCFinder zum Beispiel in die Formen sing, sang, sung expandiert (Fletcher
2001: 8).
Das WebCorp-Projekt wurde ab 1998 an der Birmingham City University mit dem
Ziel, über Suchmaschinen gefundenen Webinhalt zur linguistischen Verwendung
aufzuarbeiten, entwickelt:
The WebCorp project was an experiment to see whether we could
develop a system to extract linguistic data from web text eﬃciently and
present a quality of raw and analysed linguistic output that was similar
to that derived from ﬁnite corpora and which met users' expressed
needs. (Renouf et al 2006: 48)
Im Gegensatz zu KWiCFinder ist WebCorp webbasiert, deshalb kann das Service
plattform-unabhängig und ohne Installation genutzt werden. Abbildung 4.3 zeigt
die Architektur der Such- und Analyseroutine von WebCorp. Die Eingabe der Su-
Abbildung 4.3: Architektur von WebCorp
che erfolgt ähnlich den Suchmaschinen wie Google über ein graphisches Interface.
Die Eingaben werden von WebCorp aufbereitet und anschließend an die Suchma-
schinen gesendet. Die von den Suchmaschinen als Ergebnis retournierten URLs
werden von WebCorp direkt aufgerufen, der Text extrahiert und in aufbereiteter
Form an das User Interface zurückgeschickt. WebCorp bietet ähnlich wie KWiC-
Finder eine Reihe von Suchfunktionen, die in den kommerziellen Suchmaschinen
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nicht (mehr) berücksichtigt werden. Dazu gehören die Unterscheidung von Groß-
und Kleinschreibung und die Verwendung von Platzhaltern auch innerhalb von
Wörtern. Weiters kann die Suche durch die Wahl sowohl zwischen fünf verschiede-
nen Suchmaschinen (u.a. Google, AltaVista) als auch vier verschiedenen Gruppen
von Zeitungsartikeln (UK broadsheet, UK tabloid, French News, US News) verfei-
nert werden (Renouf et al. 2006: 50). WebCorp hält weitere Online-Werkzeuge für
linguistische Analysen bereit, z.B. ein Wordlist Generator genanntes Tool, welches
die Wörter einer durch die URL lokalisierten Homepage in alphabetischer Liste
oder nach Frequenz geordnet ausgibt.
Sowohl KWiCFinder als auch WebCorp bieten ein breites Spektrum an Suchfunk-
tionen und liefern Ergebnisse, die hinsichtlich linguistischer Weiterverwendung ge-
genüber den von gängigen Suchmaschinen gelieferten Ergebnissen klare Vorteile
besitzen (4.4). Beide Anwendungen haben jedoch den großen Nachteil der sehr
geringen Geschwindigkeit. Während durch die Suche über konventionelle Suchma-
schinen innerhalb von Sekundenbruchteilen auf eine sehr große Menge an Material
zugegriﬀen werden kann, liefern sowohl KWiCFinder als auch WebCorp im Ver-
gleich dazu Ergebnisse erst nach beträchtlicher Verarbeitungszeit. Abhängig von
den Suchkriterien sowie weiteren Faktoren wie Hardware, Internetverbindung etc.
dauern Suchvorgänge mitunter deutlich länger als eine Minute. Aus diesem Grund
wurde weder die Benutzung von KWiCFinder noch jene von WebCorp zur Unter-
stützung der Semantikkontrolle in Betracht gezogen
Abbildung 4.4: Ausschnitt aus einem WebCorp-Suchergebnis
4.3 Umsetzung der statistischen Semantikkontrolle
Die Überlegung, die der semantischen Kontrolle zugrunde liegt, ist im Grunde sim-
pel. Die von SCall generierten Sätze werden in semantisch zusammengehörende
Strings zerlegt und diese Strings auf deren Vorkommen im zugrundeliegenden Kor-
pus, in diesem Fall dem WWW, untersucht. Die Suche in SCall wurde aus Grün-
den der Einfachheit auf Bigramme, das heißt Kombinationen aus zwei Wörtern,
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beschränkt. Als relevante Daten kommen jene Bigramme in Frage, deren Elemente
in semantischer Beziehung zueinander stehen und die aus semantischer Sicht folg-
lich potentielle Fehlerquellen darstellen. Zu diesem Zweck werden für sämtliche von
SCall generierten Sätze während des Generierungsprozesses Bigramme gebildet, die
als Ausgangsdaten für die Semantikkontrolle dienen. Diese Bigramme werden im
Korpus gesucht; somit wird festgestellt, ob die entsprechenden Wortkombinationen
in jenen dem Korpus zugrundeliegenden Texten bereits verwendet wurden. Wird
die Wortsequenz im Korpus mit einer ausreichenden Frequenz gefunden, wird da-
von ausgegangen, dass die Sequenz semantisch korrekt ist. In einem Korpus wie
dem Negra-Korpus, das kontrolliert aufgebaut ist, reichen bereits wenige Treﬀer
aus, um Konstruktionen als semantisch korrekt zu klassiﬁzieren, da angenommen
werden kann, dass die zugrundeliegenden Texte, im Fall des Negra-Korpus Artikel
aus der Tageszeitung Frankfurter Rundschau, keine bzw. nur sehr wenige seman-
tisch inkorrekte Konstruktionen enthalten. Anders verhält es sich mit Textmaterial
aus dem WWW. Da die in 4.2.4 erwähnten Hilfswerkzeuge zur Optimierung von
Suchergebnissen aus dem WWW in SCall nicht eingesetzt werden, wird die Seman-
tikkontrolle mit Daten, die ohne Filterung aus Suchabfragen mittels einer geeig-
neten Suchmaschine gewonnen werden, durchgeführt. Da die Inhalte des WWW
hinsichtlich der Semantik nicht kontrolliert sind, sind semantisch inkorrekte Ele-
mente im Suchergebnis zu erwarten. Dementsprechend muss der Wert an Funden,
der für die positive Bewertung der Semantik ausschlaggebend ist (=Schwellenwert),
unter Berücksichtigung der zu erwartenden Fehlerhaftigkeit des Suchergebnisses ge-
wählt werden. Die Wahl eines konstanten Schwellenwertes erweist sich jedoch als
nicht zielführend, wie die semantische Bewertung der Bigramme in Tabelle 4.1
zeigt. Während die Bigramme saure Milch und ranzige Butter sowie das Bigramm
ranzige Milch aufgrund der relativ hohen bzw. relativ niedrigen Treﬀeranzahl als
semantisch korrekt bzw. inkorrekt bewertet werden können, ist die Bewertung des
semantisch fragwürdigen Bigramms saure Butter schwierig, da immerhin mehr als
500 Entsprechungen gefunden werden konnten7.
4.3.1 Die Wahl einer geeigneten Suchmaschine
Die Anbieter der meisten Suchmaschinen stellen Schnittstellen zur Verfügung, die
es ermöglichen, Suchabfragen an die entsprechenden Suchmaschinen während der
Laufzeit eines Programms zu senden und die Ergebnisse der Suche als Variablen
bzw. Objekte (je nach gewählter Programmiersprache) an das Programm zurück-
geben. Für die Suche in SCall wurde die Suchmaschine yahoo gewählt. Aufgrund
7Im Fall des Bigramms saure Butter wird das Suchergebnis zusätzlich durch das suchmaschi-
nenseitige Ignorieren von Wortgrenzen verfälscht, da (semantisch wiederum korrekte) Bigramme
wie saure Buttermilch im Ergebnis berücksichtigt werden.
58
Bigramm Yahoo-Treﬀer Beurteilung
saure Milch 57500 3
ranzige Milch 182 7
saure Butter 524 3/7
ranzige Butter 2620 3
Tabelle 4.1: Bewertung der semantischen Korrektheit von ausgewählten Bigrammen
anhand des Suchergebnisses
des bei weitem größeren Index und der daraus resultierenden Korpusgröße hätte
sich natürlich die Suchmaschine von google angeboten, da jedoch zum Zeitpunkt
der Programmierung von SimpleCall die entsprechende Schnittstelle auf der Ent-
wicklerseite von google nicht angeboten wurde8, musste auf die Dienste von yahoo
zurückgegriﬀen werden.
4.3.2 Die Ermittlung eines Schwellenwertes
Der Umstand, dass aus dem WWW gewonnene sprachliche Daten aufgrund der
unter 4.2.3 aufgezählten Deﬁzite einen relativ hohen Anteil an Interferenzen ent-
halten, muss während der Auswertung der Suchergebnisse und in weiterer Folge im
Zuge der Festlegung eines Schwellenwertes für die Mindestanzahl an Treﬀern für ein
Bigramm berücksichtigt werden. Unter der Annahme, dass der relative Anteil an
inkorrekten Suchergebnissen bzw. Verschmutzung konstant ist, steigt der absolute
Anteil an Verschmutzung mit der Anzahl der Treﬀer. Die Wahl eines eher niedrigen
Schwellenwerts würde aller Voraussicht nach dazu führen, dass semantisch inkor-
rekte Bigramme, die aus Elementen mit relativ hoher Einzelhäuﬁgkeit bestehen,
mit großer Wahrscheinlichkeit als korrekt markiert würden. Andererseits würde
ein hoher Schwellenwert dazu führen, dass semantisch korrekte Konstruktionen,
deren Elemente jedoch nur mit geringer Einzelhäuﬁgkeit im Korpus vorkommen,
aufgrund der Treﬀeranzahl fälschlicherweise als inkorrekt markiert würden. Aus
diesem Grund wurden die relativen Häuﬁgkeiten der Bestandteile der Bigramme
zur Festlegung eines Wertes für die Mindestanzahl an Treﬀern herangezogen. Mit
Hilfe von statistischen Methoden sollte aus den relativen Einzelhäuﬁgkeiten ein
Wert, der auf die zu erwartende Häuﬁgkeit des Bigramms schließen lässt, ermittelt
werden, und von diesem Wert ausgehend ein Schwellenwert festgelegt werden. Um
jedoch die relativen Häuﬁgkeiten von im Korpus enthaltenen Wörtern ermitteln
zu können, musste die (unbekannte) Gesamtgröße der von der Suchmaschine abge-
deckten Textmenge, die für die Feststellung der relativen Häuﬁgkeit notwendig ist,







nicht 0,0066 1730 Mio. 263,91 Mrd.
auch 0,0050 1550 Mio. 307,77 Mrd.
nach 0,0035 1680 Mio. 486,51 Mrd.
aber 0,0019 843 Mio. 447,56 Mrd.
durch 0,0017 993 Mio. 581,38 Mrd.
wenn 0,0012 859 Mio. 720,90 Mrd.
noch 0,0032 1150 Mio. 363,21 Mrd.
werden 0,0040 1450 Mio. 360,67 Mrd.
wird 0,0031 1230 Mio. 393,08 Mrd.
sein 0,0015 743 Mio. 496,87 Mrd.
einen 0,0025 1330 Mio. 534,62 Mrd.
sind 0,0031 1730 Mio. 564,44 Mrd.
oder 0,0020 1690 Mio. 848,58 Mrd.
haben 0,0020 1080 Mio. 528,84 Mrd.
einer 0,0032 1070 Mio. 334,73 Mrd.
Gemittelter Wert für Gesamtgröße: 482,20 Mrd.
Tabelle 4.2: Relative Häuﬁgkeit von ausgewählten deutschen Wörtern und daraus
ermittelte Gesamtgröße der im Index von yahoo enthaltenen deutschen Wörter
Als Referenzkorpus wurde ein Teilkorpus des Negra-Korpus mit einer Größe von
knapp 310.000 Tokens herangezogen. In diesem Teilkorpus wurde die relative Häu-
ﬁgkeit von 15 ausgewählten Wörtern festgestellt, wobei die Auswahl dieser Wör-
ter aus einer Liste der 200 häuﬁgsten deutschen Wörter erfolgte (Liste aus König
(2001: 114)). Um die spätere Verfälschung der Ergebnisse durch die Vermischung
der Suchergebnisse mit fremdsprachlichem Material zu verhindern wurden Wörter,
die neben Deutsch in weiteren Sprachen vorkommen (wie in (ital.); den (dänisch,
schwedisch)), nicht berücksichtigt und nur Wörter, die (höchstwahrscheinlich) in
erster Linie in deutschen Texten vorkommen, herangezogen (vgl. Ansatz von Gre-
fenstette & Nioche in 4.2.1). Durch die Suche mittels Suchmaschine wurde die
absolute Häuﬁgkeit der entsprechenden Wörter innerhalb des Index von yahoo er-
mittelt, da die relative Häuﬁgkeit der Wörter aus dem Negra-Korpus bekannt war,
konnte die Gesamtmenge der Wörter annäherungsweise berechnet und ein Mittel-
wert interpoliert werden (Tabelle 4.2). Für die Menge der im Index der Suchma-
schine Yahoo.de9 enthaltenen deutschen Wörter wurde folglich eine Größe von etwa
480 Milliarden Wörtern ermittelt.
Durch die der Gesamtkorpusgröße kann die relative Häuﬁgkeit sämtlicher im Kor-
pus enthaltenen Wörter ausgerechnet werden. Ausgehend von den Einzelwahr-
9yahoo.de; Suchoption nur deutsche Begriﬀe; Suche am 21.06.2008
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scheinlichkeiten kann in weiterer Folge die zu erwartende absolute Häuﬁgkeit von
Bigrammen, die als Schwellenwert vorgesehen ist, ermittelt werden. Hier liegt na-
türlich die Annahme nahe, die relative Häuﬁgkeit von Bigrammen, analog zur Er-
mittlung z:B. der Wahrscheinlichkeiten von Zahlenfolgen in Lottoziehungen, durch
die Multiplikation der relativen Häuﬁgkeiten der Bestandteile zu ermitteln. Dabei
muss jedoch ein wichtiger Umstand berücksichtigt werden: in einem Korpus, der aus
Sätzen einer natürlichen Sprache besteht, sind die Bestandteile (bzw. die Wörter)
nicht nach zufälligen (wie im Lotto), sondern nach systematischen, der entspre-
chenden Sprache zugrunde liegenden Regeln, kombiniert. Folglich gibt es Kombi-
nationen, die aufgrund dieser Regeln nicht möglich sind, in der Berechnung der
Wahrscheinlichkeit für Auftretenshäuﬁgkeiten jedoch berücksichtigt werden. Infol-
gedessen würden deutsche Bigramme, die aus Wortartenkombinationen bestehen,
die aufgrund der Regeln der deutschen Syntax nicht möglich sind, wie (Det, Det)
(z.B. (dieser das), (die die), auf gleiche Weise behandelt wie korrekte Bigramme
wie (Adj N) ((schönes Haus), (gelbe Fahrräder). Aus diesem Grund muss die syn-
taktische Struktur des Korpus während der Ermittlung eines Schwellenwertes be-
rücksichtigt werden. Deshalb muss ermittelt werden, welche Wortkombinationen
mit welcher Häuﬁgkeit auftreten. So ist z.B. anzunehmen, dass Bigramme, die aus
einem Artikel und einem Nomen bestehen ([Det N]), häuﬁger auftreten als etwa Bi-
gramme wie [Det Det]. Um statistische Werte für die Distribution von Bigrammen
zu ermitteln, muss wiederum auf Daten aus dem Negra-Referenzkorpus zurückge-
griﬀen werden. Durch die enthaltene PoS-Information kann festgestellt werden, mit
welcher relativen Häuﬁgkeit Bigramme im Korpus enthalten sind.
Das aus Adjektiv und Nomen ([ADJA NN], wie in großes Haus, kleines Kind)
bestehende Bigramm konnte im Referenzkorpus 16.570 mal gefunden werden. Bei
der Gesamtanzahl von 312.447 Bigrammen (Wortanzahl minus 1) errechnet sich
die relative Häuﬁgkeit dieses Bigramms auf 5,3 Prozent (vgl. Tabelle 5.4) . Das
heißt, das 5,3 Prozent aller Bigramme im Negra-Korpus dem Bigramm [ADJA NN]
entsprechen. Da ein Bigramm aus zwei Wörtern besteht und Überschneidungen (in
diesem Fall) ausgeschlossen sind, sind 16.570 · 2 = 33140 (10,6 Prozent) aller im
Korpus enthaltenen Wörter in [ADJA NN] Bigrammen enthalten.
In weiterer Folge muss festgestellt werden, mit welcher Wahrscheinlichkeit die ein-
zelnen Elemente der Bigramme in den entsprechenden Bigrammen vorkommen.
Dies kann wiederum unter Verwendung des Negra-Korpus ermittelt werden. Für
die im [ADJA NN]-Bigramm enthaltenen Nomen gilt demnach folgendes: von ins-
gesamt 83190 im Korpus enthaltenen Nomen sind 16570 bzw. 19,91 Prozent aller
Nomen in [ADJA NN]-Bigrammen enthalten. Für die Adjektive liegt die Wahr-
61




















...auf den Bändern be-
















vom Thema, zur Auf-
gabe, vom Vater, ans Ka-
bel
5337 0,0171
Tabelle 4.3: Relative Häuﬁgkeit ausgesuchter Bigramme im Negra-Korpus
scheinlichkeit bei 87,43 Prozent (18952 Funde). Durch die Ermittlung dieser Daten










RB...relative Häuﬁgkeit des Bigramms
R1...relative Häuﬁgkeit von Wort1 an entspr. Position im entspr. Bigramm
R2...relative Häuﬁgkeit von Wort2 an entspr. Position im entspr. Bigramm
Der unter Verwendung dieser Formel errechnete Wert gibt an, mit welcher stati-
stischen (absoluten) Häuﬁgkeit das die Wörter enthaltende Bigramm im Korpus
auftritt. Dieser Wert wird folglich als Schwellenwert für die semantische Korrektheit
angenommen. Übersteigt die Anzahl der Treﬀer für die Suche nach dem exakten
Bigramm diesen Schwellenwert, wird das Bigramm als semantisch korrekt angese-




















runder Tisch 1230000 6690000 111000000 2570 3
dummer Tisch 24 3220000 111000000 1237 7
ranzige Butter 2790 411000 191000000 272 3
saure Butter 295 2420000 191000000 1600 7
braune Katze 1520 6090000 41300000 870 3
grüne Katze 3650 59500000 41300000 8506 7
Tabelle 4.4: Semantische Akzeptanz ausgesuchter Bigramme (Akz. = Akzeptanz )
Die Bigramme dummer Tisch, saure Butter und grüne Katze werden aufgrund des





Während in Teil I dieser Arbeit die theoretischen Grundlagen für die Umsetzung
von SCall diskutiert wurden, werden in diesem Teil der Aufbau sowie die Funkti-
onsweise des Programms erläutert.
Wie bereits in der Einleitung dieser Arbeit erwähnt, ist SCall in zwei Module un-
terteilt. Das erste Modul ist für den Eingabe- und Analyseprozess zuständig. Im
Zuge dieses Prozesses werden Daten eingegeben, analysiert und für die Weiter-
verarbeitung aufbereitet. Dieser Prozess wird in 5.3 erläutert. Das zweite Modul
ist für den Generierungsprozess verantwortlich. Im Zuge dieses Prozesses werden,
ausgehend von jenen während der Eingabe und Analyse ermittelten lexikalischen
und syntaktischen Daten, Übungsbeispiele für die Verwendung im Sprachunterricht
generiert. Auf die Funktionsweise der Generierungsprozedur wird detailliert in 5.5
eingegangen.
SCall wurde zum Großteil in Java programmiert, zur Modiﬁkation von Hilfspro-
grammen wurden partiell Python (Spark-Parser, sh. 5.3.3), Perl (TreeTagger, sh.
5.3.1) und Common Lisp (Morphix, sh. 5.3.2) eingesetzt. Das Programm kann nur
auf unixbasierten Betriebssystemen ausgeführt werden, da einige Komponenten
(z.B. der Chunkparser SPARK sowie der in TreeTagger integrierte ChunkParser)
auf die Verwendung unter Unix beschränkt sind. Die Implementierung von SCall
geschah zu reinen Versuchszwecken, eine weitere Verwendung des Programms ist
nicht angedacht. Aus diesem Grund wurde auf das für CALL-Anwendungen nicht
unwichtige Interface-Design (vgl. Levy 1997: 49ﬀ) keine bzw. nur sehr marginal
Rücksicht genommen. Vielmehr wurde das Design auf ein für Versuchszwecke un-
bedingt notwendiges Maß reduziert.
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5.2 Sprachspeziﬁsche Einschränkungen in SCall
Natürliche Sprache ist komplex. Diesem Umstand musste während der Entwick-
lung von SCall Rechnung getragen und der Funktionsrahmen entsprechend einge-
schränkt werden. Die wichtigsten sprachlichen Einschränkungen sind in Tabelle 5.1
angeführt.
Einschränkung Erläuterung
Keine Verarbeitung von Ne-
bensätzen möglich
SCall kann nur ein ﬁnites Verb pro Eingabe-
satz analysieren. Aus diesem Grund können
Nebensätze nicht verarbeitet werden.
Eingeschränkte Verwen-
dung von Präpositionen
Präpositionalphrasen, die wie Präpositionen
verwendet werden (in Abhängigkeit von, im
Einklang mit), werden nicht als solche er-




Die Analyse von Passivkonstruktionen ist
nicht möglich.
Teilweise: Probleme mit Ge-
nitivkonstruktionen
Die Analyse von Genitivkonstruktionen wie
Peters Haus bereiten dem Programm Pro-
bleme.
Tabelle 5.1: Sprachspeziﬁsche Einschränkungen in SCall (Auswahl)
5.3 Eingabe- und Analyseprozess
Während des Eingabe- und Analyseprozesses werden jene Daten generiert, die in
weiterer Folge als Ausgangsbasis für den Generierungsvorgang dienen. Im Zuge
dieses Prozesses soll dem Benutzer jene Analysearbeit abgenommen werden, wel-
che rechnerseitig unter einem vertretbaren Zeitaufwand bewerkstelligt werden kann.
Unter diese Aufgaben fallen das Feststellen der Wortklassen (Part-of-speech-tagging),
Lemmatisierung (Auﬃnden der zugrundeliegenden Form der verwendeten Wörter),
Parsing (Auﬃnden von syntaktischen Strukturen), morphologische Analyse sowie
die Erstellung eines zweisprachigen Wörterbuches für die in den Beispielen verwen-
deten Wörter. Das Ziel der Prozedur ist eine möglichst präzise, benutzergerechte
Aufbereitung der Daten, die eine einfache Manipulation zulässt. In weiterer Folge
können die Daten im Verlauf dieses Prozesses vom Benutzer manipuliert werden,
ferner werden die Selektionsrestriktionen ermittelt. Abbildung 5.1 zeigt ein Ablauf-
diagramm der Eingabe- und Analyseprozedur, die einzelnen Analyseschritte werden
im folgenden im Detail erklärt.
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Abbildung 5.1: Ablaufdiagramm für das Eingabemodul von SCall
5.3.1 PoS-Tagging
Unter Part-of-Speech Tagging (kurz PoS-Tagging) versteht man die automatische
Annotierung von Inputtext mit Part-of-Speech-Information (Voutilainen 2003: 220).
Ein PoS-Tagger weist jedem Wort ein sogenanntes Tag1 zu, das die PoS bzw.
Wortartenkategorie des entsprechenden Wortes repräsentiert. In der Regel werden
die Wortarten nach syntaktischen Kriterien (Verben, Substantivwörter, Adjektive
etc.) unterteilt. Die meisten PoS-Tagger ermitteln neben PoS-Tags auch lexiko-
semantische sowie morphologische Information der analysierten Wörter (Voutilai-
nen 2003: 220). Für das PoS-Tagging sowohl des deutschen als auch des schwe-
dischen Inputs wird in SCall der am Institut für maschinelle Sprachverarbeitung
an der Universität Stuttgart entwickelte probabilistische TreeTagger (Schmid 1994,
Schmid 1995) verwendet. Der TreeTagger ist sprachunabhängig und kann im Grunde
für die Analyse jeder beliebigen Sprache verwendet werden. Voraussetzung für die
Adaption sind jedoch das Vorhandensein eines manuell annotierten (=mit PoS-
Tags versehenen) Korpus in der entsprechenden Sprache sowie ein dazu korrespon-
1Scheinbar hat sich im Zusammenhang mit Pos-Tagging die Verwendung des Wortes Tag
auch im deutschsprachigen Raum durchgesetzt. Tatsächlich konnte keine entsprechende, sinnhafte
Übersetzung gefunden werden.
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dierendes Lexikon. Ausgehend von diesen Ressourcen als Input generiert das im
TreeTagger-Paket enthaltene Trainingsprogramm eine Parameterdatei, die in wei-
terer Folge zum PoS-Taggen von Texten in der entsprechenden Sprache verwen-
det wird. Für Deutsch steht eine Parameterdatei, die anhand von ca. 2 Millionen
Wörtern aus dem Penn-Treebank-Korpus trainiert wurde (Schmid 1994: 6), zum
kostenlosen Download zur Verfügung. In Tests an Auszügen aus dem Korpus der
Stuttgarter Zeitung wurden Präzisionswerte im Bereich von über 96 Prozent er-
reicht (Schmid 1995: 7). In der deutschen Version des TreeTaggers werden zur An-
notation die Tags des Stuttgart-Tübingen-Tagset (STTS) verwendet. Das STTS
resultierte aus der Zusammenarbeit zwischen den Universitäten in Stuttgart und
Tübingen, die es zum Ziel hatte, die damals bestehenden Tagsets zu vereinheit-
lichen, um bereits durchgeführte Korpusarbeit gegenseitig zu nutzen (Schiller et
al. 1995: 3). Zwischenzeitlich hat sich das STTS zu einem Quasi-Standard zur
Annotation von deutschem Material entwickelt. Das STTS besteht aus 54 verschie-
denen Tags, wobei 48 Tags reine Wortformen repräsentieren und 6 zusätzliche Tags
für weitere Annotationen wie Nichtwörter und Satzzeichen zur Verfügung stehen
(Schiller et al. 1995: 6).
Neben der Annotation mit PoS-Tags ermittelt der TreeTagger auch die Lemmata
bzw. Grundform der analysierten Wörter. Welche Form als Lemma angenommen
wird, kann je nach Verwendungszweck und Tagger unterschiedlich sein, im allge-
meinen entspricht das Lemma der je nach Sprache unterschiedlichen konventiona-
lisierten Grundform (Glück 2000: 403). Diese Grundform generiert der TreeTagger
in der Regel auch als Lemma: für Verben wird der Inﬁnitiv Präsens ausgegeben,
für Nomen den Nominativ Singular etc. Abweichend davon wird für für einige
Wortarten, z.B. für deﬁnite Artikel (der, die, das, dem etc.), als Lemma eine nicht-
lexikalisierte Form (für deﬁnite Artikel: d) angegeben. Sollte für ein Inputwort kein
Lemma gefunden werden, wird die Leerstelle durch das Tag <unknown> markiert.
Dies triﬀt in erster Linie auf falsch geschriebene Wörter und in vielen Fällen auf Ei-
gennamen zu. Das Problem der falsch geschriebenen Wörter erübrigt sich in SCall,
da davon ausgegangen wird, dass der Input des Benutzers keine Rechtschreibfehler
enthält. Aus diesem Grund wird in SCall generell angenommen, dass es sich im
Falle eines mit einem <unknown>-Tag markierten Wortes um einen Eigennamen
handelt. Deshalb werden in allen durch das <unknown>-Tag markierten Einträgen
die Lemmata durch das entsprechende Eingabewort ersetzt. Da davon ausgegangen
wird, dass es sich um Eigennamen handelt, können diese, mit Ausnahme von Ge-
nitivkonstruktionen, auch als Lemma übernommen werden. Beispiel (4) zeigt den
mit STTS-Tags versehenen Output des deutschen TreeTaggers für den Satz Peter
Westenthaler wird sich wegen Falschaussage vor Gericht verantworten müssen.
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Für das PoS-Tagging der schwedischen Daten stand zum Zeitpunkt der Program-
mierung von SCall keine Parameterdatei für den TreeTagger zur Verfügung, wes-
halb eine entsprechende Datei unter Verwendung des Trainingsprogramms von
TreeTagger generiert werden musste. Als Trainingskorpus diente ein ca. 1,1 Millio-
nenWörter umfassender Teilkorpus des Stockholm-Umeå-Corpus (SUC, (Gustafson-
Capková & Hartmann 2006)). Das SUC ist mit morphosyntaktischen Tags anno-
tiert, die im Gegensatz zu den Tags des STTS neben rein syntaktischen zusätzlich
morphologische Information enthalten (vgl. Tabelle 5.2, 3. Spalte). Da der für das
Parsing des schwedischen Input verwendete Chunk-Parser SPARK (mehr dazu in
5.3.3) als Input eine mit Tags aus dem für das Parole-Projekt entwickelten Tag-
set annotierte Datei benötigt, mussten die SUC-Tags in die Pendants des Parole-
Tagsets transformiert werden. Die Transformation von SUC-Tags in Parole-Tags
und vice versa ist jedoch weitgehend unproblematisch, da für beinahe jedes Tag
eine exakte Entsprechung im jeweils alternativen Tagset gefunden werden kann.
Für die geringe Anzahl von Tags, die über keine exakten Entsprechungen verfügen,
werden alternative Tags verwendet. Das bezieht sich z.B. auf Partizipien, die im
SUC mit einem eigenen Tag versehen werden, während sie in mit Parole-Tags an-
notierten Texten als Adjektive markiert werden (Gustafson-Capková & Hartmann
2006: 19). Während sich die Tags inhaltlich also nur marginal unterscheiden, ist
der äußerliche Aufbau grundsätzlich unterschiedlich. Das SUC-Tagset ist für den
menschlichen Betrachter generell leichter zu lesen (Gustafson-Capková & Hartmann
2006: 19), während die eher kryptisch anmutenden Parole-Tags in erster Linie auf
maschinelle Lesbarkeit ausgelegt sind (vgl. Tabelle 5.2, 1. Spalte).
Um eine auf Parole-Tags basierende Parameterdatei zu generieren, wurden die Tags








PC PRF UTR/NEU PLU
IND/DEF GEN
AQPMSGDS adjektiv positiv mask. sing.
bestämd genitiv
JJ POS MAS SIN DEF
GEN
NCNPG@DS substantiv neutrum plur.
bestämd genitiv






Tabelle 5.2: Auswahl an Parole-Tags und deren SUC-Entsprechungen
ersetzt. Von diesem nun mit Parole-Tags annotierten Korpus wurde die für den
TreeTagger notwendige Parameterdatei für Schwedisch generiert. Analog zum deut-
schen TreeTagger wird neben dem PoS-Tag auch das Lemma erzeugt. Auch die Be-
handlung jener Wörter, für die kein Lemma gefunden werden kann und die folglich
mit einem <unknown>-Tag markiert werden, erfolgt analog zu jenen des deutschen
Outputs. Beispiel (5) zeigt den mit Parole-Tags versehenen Output des schwedi-
schen TreeTaggers für den Satz Halmstad kom in i matchen med ett mycket viktigt
mål på tilläggstid i första halvlek.


















Die Verwendung des mit relativ komplexen Tags annotierten SUC-Korpus als Aus-
gangsressource für das Training des TreeTaggers hat zur Folge, dass die Analyse des
schwedischen Inputs zumindest teilweise morphologische Information enthält. Der
Genus der analysierten Nomen wird beispielsweise entweder durch ein N (Neutrum)
oder ein U (Utrum) an der dritten Stelle der Parole-Tags markiert (vgl. Tabelle
5.3). Der Output des deutschen TreeTaggers enthält im Gegensatz dazu keinerlei
morphologische Informationen. Nomen werden gemäß dem STTS entweder mit NN
(Nomen) oder NE (Eigennamen) annotiert.
PAROLE-Tag morphologische Information Beispiel
NCNSN@IS Substantiv (NC ), Neutrum (N ), Singular
(S ), Nominativ (N ), unbestimmt (IS )
töväder
NCNPG@DS Substantiv (NC ), Neutrum (N ), Plural (P),
Genitiv (G), bestimmt (DS )
landstingens
NCUPG@IS Substantiv (NC ), Utrum (N ), Plural (P),
Genitiv (G), unbestimmt (IS )
nationers
Tabelle 5.3: Auswahl an Parole-Tags für schwedische Nomen
Für die Erstellung des SCall-Lexikons und in weiterer Folge für die Generierung
sind einige morphologische Informationen wie das Genus der Nomen jedoch unbe-
dingt notwendig, weshalb eine morphologische Analyse des Inputs notwendig ist.
Diese Analyse wird vom Programm Morphix übernommen. Morphix ist ein spezi-
ell für Deutsch entwickeltes, regelbasiertes morphologisches Analyse- und Generie-
rungswerkzeug (Finkler & Neumann: 1988). Da Morphix nur in einer Lisp-Version
vorliegt, werden sämtliche Nomen des deutschen Inputs in das geeignete Format
überführt und dem Lisp-Prozess übergeben. Die von Morphix analysierten Daten
bezüglich Genus werden im Verlauf der weiteren Bearbeitung berücksichtigt.
5.3.3 Parsing
Unter Parsing2 versteht man die Zuordnung einer Strukturbeschreibung zu Sätzen
durch einen Computer (Glück 2000: 596). Die Aufgabe eines Parsers besteht also
darin, einem gegebenen Satz eine syntaktische Struktur zuzuweisen (weiterführende
Literatur zu Parsern: z.B. Carroll 2003). Zum Parsing der deutschen Sätze wur-
den in SCall zwei verschiedene Parser integriert: der auf probabilistischen Metho-
den beruhende Stanford-Parser sowie der im TreeTagger integrierte Chunk-Parser.
Während der Stanford-Parser die gesamte Struktur eines Satzes ausgibt, ist die
2In deutschsprachigen Publikationen wird mitunter die Bezeichnung Satzanalyse verwendet,
vgl. Glück 2000: 596
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Aufgabe eines Chunk- oder auch Shallow-Parsers darauf beschränkt, den zu analy-
sierenden Satz in einzelne Phrasen (bzw. Chunks) zu zerlegen, ohne jedoch diese in
Zusammenhang zu bringen. Der Chunk-Parser sucht also nach Teilstrukturen in-
nerhalb eines Satzes, ohne die Struktur des Satzes als Ganzes zu berücksichtigen.
Obwohl der Output des Stanford-Parsers qualitativ als hochwertiger eingeschätzt
werden kann, liegt der Vorteil des Chunk-Parsers zweifelsohne in der Geschwindig-
keit. Während der Stanford-Parser für die Analyse eines einzigen Satzes, abhängig
von der verwendeten Hardware, bis zu 30 Sekunden benötigt, analysiert der Chunk-
Parser den gleichen Satz in weniger als einer Sekunde. Ein weiterer Nachteil des
Stanford-Parsers sind die PoS-Tags, die vom Parser produziert werden (gemäß dem
STTS), während für den Output des Chunk-Parsers die Tags des PoS-Taggers ver-
wendet werden. Die Wahl der vom Stanford-Parser generierten Tags ist eher unzu-
verlässig und in gewissen syntaktischen Konstruktionen grundsätzlich falsch. Eine
Wortart, die generell mit falschen Tags annotiert wird, sind die Perfektpartizipien
in Verbindung mit der ﬁniten Form des Verbs sein. Grundsätzlich wird das ﬁnite
Verb in diesen Fällen nicht als Auxiliar, sondern als Kopulaverb behandelt und
das folgende Partizip Perfekt nicht als solches, sondern als prädikatives Adjektiv
(ADJD). Folglich werden sowohl in (6a) als auch in (6b) sämtliche Satzteile rechts
vom ﬁniten Verb als Teile einer Adjektivphrase behandelt ((6c) und (6d) zeigen
den Output der entsprechenden Sätze im Präteritum).
(6) (a) (ROOT (S (NE Peter) (VAFIN ist) (AP (PP (APPR in) (ART
die) (NN Schule)) (ADJD gegangen.))))
(b) (ROOT (S (NE Maria) (VAFIN ist) (AP (ADJD krank)
(ADJD gewesen.))))
(c) (ROOT (S (NE Peter) (VVFIN ging) (PP (APPR in) (ART
die) (NN Schule.))))
(d) (ROOT (S (NE Maria) (VAFIN war) (AP (ADJD krank.))))
Aufgrund dieser und anderer Unzuverlässigkeiten hinsichtlich der PoS-Annotation
werden die vom Stanford-Parser generierten Tags durch jene des TreeTaggers er-
setzt. Im Fall der falsch annotierten Perfektpartizipien aus (6) würden die korrekten
Tags VVPP bzw. VAPP (Bsp. (7a) und (7b)) übernommen werden.
(7) (a) Peter NE ist VAFIN in APPR die ART Schule NN
gegangen VVPP . $.
(b) Maria NE ist VAFIN krank ADJD gewesen VAPP . $.
Zum Parsing der schwedischen Eingabe wurde der Chunk-Parser SPARK integriert.
SPARK basiert auf einer kontextfreien Grammatik sowie Earleys Algorithmus (Ay-
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cock 1998: 73; schwedische Implementierung: Megyesi 2002). Im Gegensatz zu Par-
sern wie dem Stanford-Parser müssen die von SPARK zu verarbeitenden Sätze mit
PoS-Tags der bereits erwähnten schwedischen Version des Parole-Tagsets annotiert
sein. Aus diesem Grund beginnt der Parseprozess für die schwedische Eingabe erst
nach Beendigung des PoS-Taggings sowie der Umformung der Taggingdaten in das
















Tabelle 5.4: Output- bzw. Inputformat von TreeTagger respektive SPARK-Parser
5.3.4 Lexikongenerierung
Neben dem Parsing sowie dem PoS-Tagging der Eingabesätze wird durch die Er-
stellung eines Lexikons ein lexikalischer Zusammenhang zwischen den Wörtern der
Eingabesätze hergestellt. Als Ausgangsmaterial für die Erstellung des Lexikons
diente eine von der Internet-Plattform Pauker 3 zur Verfügung gestellte Schwedisch-
Deutsch-Wortliste. Pauker ist ein nicht-kommerzielles Online-Forum für Sprachler-
nende, das u.a. umfassende Online-Wörterbücher für die unterstützten Sprachen
bereitstellt. Die Wörterbücher werden, ähnlich dem Prinzip von Wikipedia, aus-
schließlich durch die (registrierten) Benutzer erstellt sowie ergänzt, was zur Folge
hat, dass deren Umfang stetig zunimmt. Das größte Wörterbuch auf Pauker stellt
Portugiesisch mit mehr als 148.000 Einträgen4 dar, für Schwedisch kann immerhin
auf 46.502 Einträge zugegriﬀen werden5. Die Wörterbücher können entweder online
in Form einer Suchmaske verwendet oder als csv -Datei auf einer lokalen Festplatte
zur Weiterverarbeitung gespeichert werden. Für die Verwendung in SCall wurde
die Lexikondatei für Schwedisch nachbearbeitet und überﬂüssige Information wie
die für die Erstellung des Lexikons nicht relevanten Genusbezeichnungen oder zu-
sätzlich angegebene Pluralendungen entfernt. Das Lexikon für SCall wird gene-





Wortliste gesucht und alle gefundenen schwedischen Entsprechungen gespeichert
werden. Diese Entsprechungen werden mit der Liste der für Schwedisch generierten
Lemmata verglichen. Sollte eine Entsprechung gefunden werden, wird das entspre-
chende schwedische Lemma mit dem deutschen Äquivalent im Lexikon gespeichert.
Eigennamen sind mit Ausnahme von wichtigen Städte- und Ländernamen (z.B.
Österreich-Österrike) in der Regel nicht im Wörterbuch enthalten, da Eigenna-
men, in erster Linie Vornamen, jedoch häuﬁg homonym verwendet werden, werden
jene mit dem PoS-Tag für Eigennamen (im STTS: NE) annotierten Lemmata ohne
Umweg über das Lexikon direkt mit dem schwedischen Lemmaliste verglichen und
im Falle eines Fundes der exakten Entsprechung im Lexikon gespeichert. Wird
für ein deutsches Lemma keine Entsprechung gefunden, muss das korrespondie-
rende schwedische Lemma während der benutzerseitigen Nachbehandlung ausge-
wählt werden.
Durch die Verwendung der pauker.at-Wortliste ist die Lexical-Lookup-Prozedur ge-
wissen Einschränkungen unterworfen. Da die Eingabeform der Wörterbucheinträge
nicht standardisiert ist, sind zahlreiche Einträge aufgrund von formalen Diskrepan-
zen trotz Nachbehandlung der Wortliste unbrauchbar. Ferner ist die Anzahl der Le-
xikoneinträge mit etwa 45.000 (wobei die zahlreichen Mehrfacheinträge mitgezählt
sind) beschränkt, der für die Verwendung in SCall notwendige Grundwortschatz
sollte jedoch abgedeckt sein.
5.3.5 Grammatikalische Funktionen
Nach dem Parsing und dem PoS-Tagging der Eingabedaten müssen die ermittelten
Phrasen den entsprechenden grammatikalischen Funktionen (Subjekt, Prädikat,
Objekte, etc.) zugewiesen werden, um in weiterer Folge die Verbvalenzen korrekt
ermitteln zu können. Dieser Verarbeitungsschritt wird von SCall und somit im
Gegensatz zu den meisten anderen Analyseprozeduren nicht von einer externen
Anwendung durchgeführt.
Am Beginn dieser Prozedur wird für jeden zu analysierenden Satz ein Array gene-
riert, das für jede mögliche grammatikalische Funktion (Prädikat, Subjekt, Direk-
tes Objekt, Indirektes Objekt etc.) einen anfangs leeren Speicherplatz (in weiterer
Folge als Slot bezeichnet) enthält. Anschließend wird dieses Array regelbasiert Slot
für Slot mit Phrasen aus dem Parsing-Output befüllt. Die erste zu ermittelnde
Funktion ist das Prädikat. Die für das Prädikat notwendigen Informationen können
im Grunde vollständig aus dem PoS-Output gewonnen werden (ﬁnite und inﬁnite
Verben; abgetrennte Verbzusätze (STTS-Tag PTKVZ, wie in er kommt an) etc.).
Nachdem das Prädikat gefunden wurde, wird, falls vorhanden, das entsprechende
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Subjekt gesucht. Als Subjekt kommen Nominalphrasen und Terminale, die funktio-
nell einer Nominalphrase entsprechen, vom Parser jedoch nicht als solche markiert
worden sind (im Stanford-Parser üblich), in Frage. Zu diesen Terminalen gehören
unter anderem Nomen, Personalpronomen (ich, du etc.; STTS-Tag: PPER), substi-
tuierende Demonstrativpronomen (dies, jenes etc. STTS-Tag: PDS ) und substitu-
ierende Indeﬁnitpronomen (man, nichts, etwas etc. STTS-Tag: PIS ). Alle Phrasen,
die keiner NP entsprechen, werden für die Ermittlung des Subjekts nicht berück-
sichtigt. Ferner werden Nominalphrasen, die aufgrund der strukturellen Position
nicht für die gesuchte Funktion in Frage kommen, ausgeschlossen. Zu derartigen
Phrasen gehören Nominalphrasen, die sich innerhalb von Präpositionalphrasen be-
ﬁnden (z.B. (PP auf dem (NP hohen Berg))).
In weiterer Folge wird im Satz jene NP gesucht, die am ehesten das Subjekt reprä-
sentieren könnte. Als erste Annahme wird sowohl für Deutsch als auch Schwedisch
jene NP gewählt, die innerhalb des Satzstruktur vor der Verbphrase bzw. dem ﬁni-
ten Verb steht. Wird an dieser Position eine NP gefunden, wird der Kasus der NP,
falls möglich, festgestellt. Bei Eigennamen ist die Feststellung des Kasus, abgesehen
vom Genitiv, nicht möglich, enthält die Phrase jedoch kasusmarkierende Bestand-
teile wie Artikel, kann aufgrund dieser Schlüsselwörter festgestellt werden, ob die
Nominalphrase für den gesuchten Kasus in Frage kommt. Sollte die Kasuskontrolle
für die aktuelle Funktion fehlschlagen, wird die nächstwahrscheinliche Nominal-
phrase untersucht, im Fall des Subjekts die erste NP nach dem ﬁniten Verb usw. Ist
ein Subjekt gefunden, wird der Subjektslot mit der gefundenen Phrase gefüllt und
nach der gleichen Prozedur nach einem direkten und einem indirekten Objekt ge-
sucht. Diese sind, abhängig von den (leider unbekannten) Valenzen des Verbs, nicht
obligatorisch. Sollte aufgrund von NP-Mangel (falls z.B. die einzige mögliche NP
bereits als Subjekt in Verwendung ist wie im Satz Peter fährt nach Spanien) oder
aufgrund von negativer Kasuskontrolle (falls der Kasus der gefundenen NP nicht
dem notwendigen Kasus entspricht; wie im Satz Gestern hat mich Peter angerufen,
falls das Dativobjekt gesucht wird) der Slot nicht mit einer Phrase befüllt werden
können, wird er als leer markiert. Sollte das Verb des Satzes ein Kopulaverb sein
(im Dt. sein, bleiben, werden, scheinen, gelten als), werden sämtliche Objektslots
als leer markiert. In diesem Fall ist die Suche nach dem in Kopulakonstruktionen
obligaten Prädikativ, das durch das Verb mit dem Subjekt verknüpft wird, von
Interesse. Dieses Prädikativ kann sowohl durch eine NP (Peter ist ein Lehrer) als
auch durch eine Adjektivphrase (Peter ist sehr intelligent) realisiert werden, die
Suchprozedur verläuft jedoch analog zu jener für das Subjekt beschriebenen.
Ähnlich verläuft die Suche nach Präpositionalphrasen, die als Valenz angesehen
werden, wie im Satz Die Schulklasse aus Graz fährt mit dem Zug von Wien nach
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Salzburg. Da diese PPs thematische Rollen repräsentieren, werden sie in weiterer
Folge als Oblθ bezeichnet. Während pro Satz nur ein Subjekt, Prädikat etc. ver-
geben werden kann, ist die Oblθ-Anzahl nicht begrenzt. Aus diesem Grund wird
pro PP, die als Oblθ in Frage kommt, ein Eintrag generiert und der Slot mit der
entsprechenden Phrase befüllt. Jene PPs, die aufgrund der syntaktischen Struktur
nicht als Oblθ in Frage kommen, werden nicht berücksichtigt (z.B. die Schulklasse
(PP aus Graz)).
Die Methode zur Feststellung der grammatikalischen Funktionen ist in hohem Maße
abhängig von der Qualität des Parser-Outputs. Aus diesem Grund variieren die Er-
gebnisse dieser Prozedur und gegebenenfalls müssen die grammatikalischen Funk-
tionen durch die entsprechenden Werkzeuge im User Interface (sh. 5.4) benutzer-
seitig zugewiesen werden.
5.4 Das User Interface
Nach der Eingabe der Übungssätze und der Verarbeitung der Daten erscheint das
Graphical User Interface (kurz GUI ) für die Bearbeitungsprozeduren in Form ei-
nes neuen Fensters (Abbildung 5.2). Dieses Interface ermöglicht dem Benutzer, die
Ergebnisse der Datenverarbeitung zu kontrollieren und gegebenenfalls zu manipu-
lieren. Ferner enthält das Interface die für die semantische Annotation notwendigen
Werkzeuge.
Abbildung 5.2: Bearbeitungsfenster in SCall
Das Fenster ist in fünf Bereiche unterteilt. Auf der linken Seite des Fensters werden
in zwei Bereichen die aufbereiteten Ergebnisse sowohl des PoS-Taggings als auch
des Parsings des deutschen Eingabesatzes gezeigt, auf der rechten Seite die ent-
sprechenden Analyseergebnisse für Schwedisch. Zwischen den sprachenspeziﬁschen
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Ergebnisfeldern beﬁndet sich das im Zuge der Lexical-Lookup-Prozedur generierte
Wörterbuch.
In den Syntax-Feldern wird der in die grammatikalischen Funktionen zerlegte Ein-
gabesatz dargestellt. Durch die Verwendung von Pull-Down-Menüs können alterna-
tive Einträge gewählt werden, wobei die Menüs in der Regel sämtliche Phrasen ent-
halten, die für die entsprechende Funktion in Frage kommen können (unabhängig
von der Position im Satz). Dementsprechend können sämtliche Nominalphrasen als
Subjekt ausgewählt werden6, für Oblθ-Ergänzungen sämtliche Präpositionalphra-
sen etc. Sollte die entsprechende Phrase aufgrund von Fehlern, die während des
Parsings aufgetreten sind, nicht in der Liste des Menüs enthalten sein, besteht die
Möglichkeit, zusätzliche Phrasen selbst auszuwählen und dadurch die entsprechen-
den Auswahllisten zu ergänzen. Ferner muss der Benutzer durch das Markieren
bzw. Nichtmarkieren der Kontrollkästchen (bzw. der Checkboxen), die sich neben
jeder Funktion beﬁnden, entscheiden, ob die entsprechende Funktion im Bezug auf
die Verbvalenzen obligatorisch bzw. fakultativ ist. Das Verb selbst sowie das Sub-
jekt sind per default als obligatorisch markiert, die restlichen Funktionen müssen
jedoch festgelegt werden.
Das Lexikon-Feld beﬁndet sich in der Mitte des Bearbeitungsfensters. Die Wort-
paare werden entsprechend dem Ergebnis der Lexical-Lookup-Prozedur in Pull-
Down-Menüs dargestellt. Sollte keine Entsprechung gefunden worden sein, wird im
dem korrespondierenden Wort entsprechenden Pull-Down-Menü ein leerer Eintrag
(in SCall durch drei Minus markiert: ) dargestellt. Das Lexikon kann natürlich
verändert werden, gegebenenfalls können Wörter ergänzt werden. Das Ergänzen
von Wörtern ist in einigen Fällen aufgrund der durch die geringe Komplexität des
zugrundeliegenden Lexikons bedingten Einschränkungen sogar obligatorisch. Das
gilt z.B. für Wörter, deren Entsprechung in der Zielsprache aus mehr als einem
Wort besteht, im Fall von Deutsch-Schwedisch betriﬀt das unter anderem einige
Zirkumpositionen bzw. Klammer-Präpositionen wie das der deutschen Präposition
für in einem Satz wie ich tat es wegen dir entsprechende schwedische för ... skull
(jag gjorde det för din skull). Während des aufgrund der erwähnten Einfachheit des
Lexikons auf die Suche nach Einzelwörtern beschränkte Lexical-Lookup-Prozederes
würde in diesem Fall für für keine schwedische Entsprechung gefunden und das
entsprechende Auswahlmenü als leer markiert werden. Im Lexikonfeld können fer-
ner wortspeziﬁsche Änderungen vorgenommen werden, z.B. die Richtigstellung von
falschen PoS-Tags.
6ausgenommen sind natürlich jene Nominalphrasen, die im Zuge der Ermittlung der gramma-
tikalischen Funktionen nicht berücksichtigt wurden, vgl. 5.3.5
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Im Semantikfeld, das sich unterhalb des Syntaxfeldes beﬁndet, werden schließlich
die Selektionsrestriktionen festgelegt. Dieser Vorgang wird in 5.4.1 beschrieben.
5.4.1 Umsetzung und Auswahl der Selektionsrestriktionen
in SCall
Vier verschiedene Wortarten werden in SCall mit Selektionsrestriktionen annotiert:
Nomen, Präpositionen, Adjektive und Verben. Die Selektionsrestriktionen der No-
men sowie teilweise jene der Adjektive werden benutzerseitig festgelegt, während
die Restriktionen der Präpositionen und der Verben vom Programm zugewiesen
werden.
5.4.1.1 Selektionsrestriktionen für Nomen
Die Selektionsrestriktionen für die Nomen werden vom Benutzer aus einer Liste
aus von SCall generierten Vorschlägen ausgewählt, wobei die Zuteilung der Se-
lektionsrestriktionen im User Interface im Semantikfeld durchgeführt wird. Das
zu annotierende Nomen wird durch das Markieren des entsprechenden Kontroll-
kästchens ausgewählt. Durch die Betätigung des Schalters Semantik bearbeiten
werden für das entsprechende deutsche Nomen in einer von der Internetplattform
Pauker.at (vgl. 5.3.4 ) zur Verfügung gestellten Liste sämtliche englische Über-
setzungen gesucht und für die jeweiligen Wörter die entsprechenden Einträge in
WordNet ermittelt. Da aufgrund von Homonymie oder Polysemie mit hoher Wahr-
scheinlichkeit mehr als eine einzige Übersetzung pro Nomen und in weiterer Folge
pro Übersetzung mehrere WordNet-Einträge gefunden werden können, kann davon
ausgegangen werden, dass für die meisten Nomen mehr als nur ein WordNet-Eintrag
gefunden wird. Deshalb muss die Wahl der korrekten Restriktion vom Benutzer von
SCall getroﬀen werden. Aus diesem Grund werden die gefundenen Restriktionen
in einem Dialogfenster (Abbildung 5.3) gezeigt und der Benutzer hat die Möglich-
keit, die seiner Meinung nach am besten geeignete Restriktion auszuwählen. Neben
der gefundenen Restriktion werden zusätzlich sämtliche Hyperonyme angezeigt,
wodurch die Möglichkeit besteht, den Generalisierungsgrad der Restriktion dem
Kontext entsprechend anzupassen. Je höher eine gewählte Selektionsrestriktion in
der Hierarchie liegt, desto ungenauer ist natürlich der Grad der Einschränkung.
Andererseits wird durch die Wahl einer hierarchisch sehr tief liegenden Restriktion
der Verwendungsrahmen eines Wortes dementsprechend eingeschränkt. Die Wahl
des terminalen Konzeptes als Selektionsrestriktion schränkt den Verwendungsrah-
men überhaupt nur auf das entsprechende Wort sowie dessen Synonyme ein, was
vor allem im Fall von abstrakten Begriﬀen auch durchaus sinnvoll sein kann.
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Abbildung 5.3: Auswahlfenster für Selektionsrestriktionen; Beispiel: Vorschlag für
das Nomen Brot
5.4.1.2 Selektionsrestriktionen für Adjektive
Adjektive übernehmen die SelrRestr automatisch von den durch sie modiﬁzierten
Nomen. Wird folglich in der NP die schwarze Katze das Nomen mit der WordNet-
Selektionsrestriktion [carnivore] annotiert, wird der Lexikoneintrag des Adjektivs
schwarz durch die SelRestr [carnivore] ergänzt. Somit ist die Verwendung des Ad-
jektivs schwarz auf die Modiﬁkation von ﬂeischfressenden Säugetieren beschränkt.
Wird das Adjektiv in weiterer Folge in einem anderen Kontext analysiert (z.B. das
schwarze Motorrad ; Selektionsrestriktion von Motorrad: [motor vehicle, automo-
tive vehicle]), wird der Lexikoneintrag um die entsprechende Selektionsrestriktion
erweitert und das Verwendungsspektrum des Wortes somit vergrößert.
Adjektive haben die Eigenschaft, dass deren Reihenfolge in attributiver Stellung
durch deren semantische Komplexität determiniert wird. Je komplexer ein Adjektiv
aus semantischer Sicht ist, desto weiter vorne steht es in der dem modiﬁzierten No-
men vorausgehenden Adjektivphrase. Die zugrundeliegende Komplexitätshierarchie
sieht folgendermaßen aus:
Unregelmäßige Adjektive Õ Evaluative Adjektive Õ Dimensionsadjektive Õ Priva-
tiva Õ Farbenbezeichnungen Õ Nationalitätsbezeichnungen Õ NOMEN
Die unterschiedlichen Komplexitätsgrade werden in Tabelle 5.5 detailliert erklärt.
Um Phrasen wie (8a) zu verhindern, muss die Komplexität während der Generie-
rung der Adjektivphrase berücksichtigt werden, indem die aus dem Lexikon ge-
wählten Adjektive in die korrekte Reihenfolge (8b) gebracht werden.
(8) (a) ?? der österreichische unsympathische kleine H.C. Strache
























Privativa Privativa bezeichnen meist nega-
tive Eigenschaften bzw. das Feh-
len einer lokalen Eigenschaft. Sie
















Tabelle 5.5: Komplexitätsgrade von deutschen Adjektiven
Aus diesem Grund werden die Lexikoneinträge der Adjektive durch jeweils eine
von sechs Selektionsrestriktionen, die den Knoten der oben gezeigten Komplexitäts-
hierachie entsprechen, erweitert. Die Auswahl der Restriktionen muss vom Benutzer
übernommen werden, indem sie im dafür vorgesehenen Dialogfenster (Abbildung
5.4) entsprechend ausgewählt werden.
5.4.1.3 Selektionsrestriktionen für Verben
Die Verben werden in SCall semantisch nicht kategorisiert, der Verwendungsrah-
men jedoch durch die Belegung der Valenzpositionen durch Selektionsrestriktionen
deﬁniert. In den Lexikoneinträgen der Verben wird pro Valenz die SelRestr der in
der entsprechenden Position möglichen Nomen berücksichtigt. Die Zuweisung der
entsprechenden Nomen bzw. Nominalphrasen geschieht während der Eingabepro-
zedur (vg. 5.3.5). Im Fall von Oblθ werden sowohl die Präposition als auch die
maßgebliche SelRestr des die Präposition modiﬁzierenden Nomens in das Lexikon
aufgenommen (vgl. 5.4.1.4). In Abbildung 5.5 wird die (mögliche7) Analyse des
Satzes Fritz schenkte seinem Freund ein neues Auto und der daraus resultierende
Lexikoneintrag für das Verb schenken gezeigt.
7da die Selektionsrestriktionen benutzerseitig ausgesucht werden, sind andere Restriktionen in
den entsprechenden Positionen durchaus denkbar.
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Abbildung 5.4: Dialogfenster für die Auswahl von Selektionsrestriktionen für Ad-
jektive
Abbildung 5.5: Vergabeablauf der Selektionsrestriktionen für Verben in SCall (Bei-
spiel)
Der in 5.5 generierte Lexikoneintrag würde in weiterer Folge die Generierung von
Sätzen, deren Subjekt, O3 bzw. O4 den im Eintrag für schenken enthaltenen Selek-
tionsrestriktionen entsprechen, zulassen. In diesem Fall wäre die Verwendung durch
die relativ restriktive SelRestr für O4 ([self-propelled vehicle]) sehr eingeschränkt,
durch die Analyse von weiteren Eingabesätzen, die das Verb schenken enthalten,
kann der Verwendungsrahmen durch die Erweiterung durch weitere Selektionsre-
striktionen jedoch ausgeweitet werden. Durch den Satz Fritz schenkte seinen Eltern
ein kleines Haus würde der O4-Eintrag beispielsweise durch die SelRestr [housing,
lodging, living accommodations] ergänzt werden.
5.4.1.4 Selektionsrestriktionen für Präpositionen
In SCall werden Präpositionen mit Selektionsrestriktionen annotiert, um den se-
mantischen Inhalt der von der Präposition abhängigen Nominalphrasen zu steuern.
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Wie im Fall der Verben und der Adjektive werden diese Selektionsrestriktionen
nicht vom Benutzer ausgesucht, sondern von SCall automatisch zugewiesen. Nach-
dem der Kopf der entsprechenden Nominalphrase ermittelt wurde, wird dessen
Selektionsrestriktion im entsprechenden Lexikoneintrag der Präposition ergänzt.
In der Präpositionalphrase in der Kirche würde die Selektionsrestriktion von Kir-
che (entsprechende SelRestr z.B. [building, ediﬁce]) herangezogen werden. Analog
zu den Verben (vgl. 5.4.1.3) kann der Verwendungsrahmen durch die Analyse von
weiteren die entsprechende Präposition enthaltenen Sätzen ausgeweitet werden.
Neben den Selektionsrestriktionen wird in den Lexikoneinträgen der Präpositionen
auch der Kasus, der durch Kasusrektion von den entsprechenden Präpositionen ge-
fordert wird, vermerkt. Im Fall von Deutsch können Präpositionen Genetiv, Dativ
oder Akkusativ fordern. Ferner stehen Präpositionen oft ohne erkennbare Kasus-
forderung, beispielsweise wenn das Substantiv artikellos gebraucht wird (z.B. per
Anhalter)(Schröder 1990, 244). Angaben über die Kasusrektion werden während
der morphologischen Analyse ermittelt, können jedoch gegebenenfalls vom Benut-
zer verändert werden.
5.5 Generierungsvorgang in SCall
5.5.1 Einleitung
Im Zuge dieses Prozesses werden Übungssätze und ausgehend davon Übungsaufga-
ben für die Verwendung im Fremdsprachenunterricht erzeugt. Das Generierungs-
modul besteht im Grunde aus zwei Komponenten: dem Generierungsprozess und
dem Prozess zur Erstellung der Übungsaufgaben.
Während des Generierungsprozesses wird, ausgehend vom im Zuge des Eingabe-
Prozesses generierten, mit semantischer Information annotierten Lexikon und einer
Grammatik eine vom Benutzer festgelegte Anzahl von Sätzen generiert. Die Ge-
nerierung dieser Sätze erfolgt zufällig, der Fokus liegt auf der semantischen und
grammatikalischen Richtigkeit der produzierten Sätze. Dieser Prozess wird in 5.5.2
im Detail beschrieben.
Im darauf folgenden Verarbeitungsprozess werden die generierten Sätze nach vom
Benutzer ausgewählten Kriterien zu Übungsaufgaben verarbeitet bzw. umstruktu-
riert. In SCall wurde dieser Teil des Programms für die Erstellung von Lückentex-
ten wie jenem in Abbildung 5.6 gezeigten Beispiel umgesetzt. Der Aufbau dieser
Prozedur wird in 5.5.4 beschrieben.
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Abbildung 5.6: Lückentext für die Verwendung im Englischunterricht
5.5.2 Der Generierungsprozess
5.5.2.1 Grundlegendes zur Generierung von natürlicher Sprache
Abbildung 5.7: Ablaufdiagramm für das Generierungsmodul von SCall
Das Ziel von Sprachgenerierung ist die Überführung von nicht-linguistischen Da-
ten in eine linguistische Form (Bateman & Zock 2003: 285). Bateman & Zock
(2003: 287ﬀ) unterteilen den Generierungsprozess in vier Tasks: Makroplanung
(macroplanning), Mikroplanung (microplanning), linguistische Realisierung (lin-
guistic realization oder surface realization) und Präsentation (presentation). Wäh-
rend der Makroplanungsphase wird, ausgehend von den vorhandenen Ressourcen
und dem vorgegebenen bzw. gewünschten Ziel der Generierung, ein Textplan er-
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stellt. Unter dem Ziel der Generierung werden u.a. die Art des Textes, der generiert
werden soll (Bericht, Zusammenfassung etc.), die Länge des zu produzierenden
Textes und der Modus (gesprochener oder geschriebener Text) zusammengefasst
(Bateman & Zock 2003: 289). Im Zuge der Mikroplanung werden jene Daten, die
für das gewünschte Ergebnis relevant sind, aufbereitet. Während der linguistischen
Realisierung werden die in den vorangegangen Prozessen gesammelten und struk-
turierten Daten schließlich in grammatikalische Konstruktionen überführt. Dazu
gehört die Auswahl der syntaktischen Funktionen (Subjekt, Objekt etc.) und dar-
aus resultierend die morphologische Manipulation der Elemente. Im ﬁnalen Pro-
zess, der physischen Präsentation, werden die generierten linguistischen Daten für
das gewünschten Endprodukt nachbearbeitet. Als Endprodukt kann ein gedruckter
Text gewünscht sein, wobei in diesem Fall im Präsentationsprozess die Bearbeitung
des Layouts im Vordergrund steht. Sollte ein Text in akustischer Form Ziel der
Generierung sein, ist eine weitere Bearbeitung mittels Sprachsynthese-Methoden
erforderlich (vgl. dazu Dutoit & Stylianou 2003: 323ﬀ).
Die von Bateman & Zock erstellten Prozesse beziehen sich weitestgehend auf die
Generierung von Texten. Da SCall nur semantisch isolierte Sätze produziert, die
zu den weiteren produzierten Sätzen in keiner textlinguistischen Beziehung stehen,
muss auf satzübergreifende Phänomene wie etwa Kohärenz oder Kohäsion keine
Rücksicht genommen werden. Folglich müssen große Teile der Makroplanung in
SCall nicht in Betracht gezogen werden. Ein weiterer Aspekt, welcher in einem
vollständigen Textgenerierungssystem im Gegensatz zu SCall von Wichtigkeit ist,
ist die Frage des Inhalts. Während die Planung des Inhalts während der Makro-
planungsphase geschieht, wird dieser in SCall im Grunde vollständig während der
linguistischen Realisierung kreiert. Aufgrund des Fehlens eines vorgegebenen Inhal-
tes ist der Inhalt der von SCall produzierten Sätze nur von sekundärer Relevanz.
Das Ziel von SCall besteht auch nicht darin, vordeﬁnierte Inhalte wiederzugeben;
die Inhalte der produzierten Sätze sind im Grunde unwichtig, solange Syntax und
Semantik korrekt sind. Als den Inhalt in gewisser Weise einschränkend kann natür-
lich das vorhandene Lexikon angesehen werden: da nur Wörter aus diesem Lexikon
Verwendung ﬁnden, ist der Inhalt der von SCall produzierten Sätze von den im
Lexikon vorhandenen Einträgen abhängig.
5.5.2.2 Generierung in SCall
Die für die Generierung notwendigen Programmbibliotheken wurden großteils an
das von Reiter & Venour (2008) entwickelte Simplenlg-Package angelehnt. Im Ver-
gleich zum für Englisch realisierten Simplenlg musste das Generierungsmodul für
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Deutsch aufgrund der komplexeren Morphologie (bedingt u.a. durch das Kasussy-
stem) jedoch entsprechend komplexer ausgeführt werden.
Sowohl die inhaltliche bzw. semantische als auch die syntaktische Generierung be-
ginnen in SCall mit der (zufälligen) Wahl eines Verbs. Neben den syntaktischen
Informationen enthält der Lexikoneintrag des entsprechenden Verbs auch jene se-
mantischen Restriktionen, die im Zuge des weiteren Aufbaus des Satzes die Se-
mantik der direkt vom Verb abhängigen Satzelemente vorgibt. Wiederum zufällig,
jedoch unter Berücksichtigung der Verbrestriktionen, werden die Köpfe der weite-
ren Phrasen, deren Anzahl durch die Valenzen des gewählten Verbs bestimmt ist,
ausgewählt. Die gewählten Phrasenköpfe verfügen ihrerseits wiederum über Selek-
tionsrestriktionen, die die Wahl der Modiﬁkatoren beeinﬂussen.
Die Subjektphrase ist klassischerweise eine Nominalphrase, das Haupt dieser Phrase
wird entsprechend den vom Verb vorgegebenen Restriktionen gewählt. Die weitere
syntaktische Struktur innerhalb dieser Phrase wird vom ausgehend anhand von
Regeln aus einer (sehr einfach gehaltenen) Grammatik generiert. Einige Regeln für
die Generierung von Nominalphrasen in SCall werden in (9) gezeigt.
(9) (a) numberz###articleunbestimmt DET AP NOUN
(b) numberz###articlebestimmt DET AP NOUN
(c) numbersg PNOUN
(d) numberz DET AP NOUN
Das erste Element jeder Regel enthält lexikalische und morphologische Informatio-
nen, die für sämtliche Elemente der entsprechenden Phrase übernommen werden.
Die Informationen in (9a) geben z.B. an, dass der Numerus zufällig festgelegt wird
(dargestellt durch das z ) und dass der Artikel unbestimmt ist. Diese Information ist
in erster Linie für die spätere morphologische Generierung der Adjektive wichtig,
da sie in attributiver Stellung unterschiedlich ﬂektieren (der schlechte Wein vs. ein
schlechter Wein). Sämtliche Phrasen werden mit semantisch zulässigen Grundfor-
men aus dem Lexikon befüllt und in weiterer Folge hinsichtlich Kasus, Geschlecht
etc. morphologisch übereingestimmt. Die morphologische Generierung wird, wie die
morphologische Analyse der Eingabedaten (vgl. 5.3.2), vom Programm Morhpix
durchgeführt. Vor der morphologischen Bearbeitung liegen sämtliche Wörter des
generierten Satzes nur in der lexikalischen Form vor, die Information darüber, wie
die einzelnen Wörter morphologisch manipuliert werden müssen, wird, wie bereits
erwähnt, entweder vererbt oder zufällig bestimmt. Erster Fall tritt beispielsweise für
die Vergabe des Kasus in Nominalphrasen, die eine grammatikalische Funktion be-
setzen, ein. Der Kasus dieser Nominalphrasen wird durch die im Lexikoneintrag des









dies Kasus Verb (Valenz; O4 -> Akk.) diese
Numerus Num.: Nomen (Haus)
Genus Genus: Nomen (Haus)




Kasus Verb (Valenz; O4 -> Akk.)
Haus Kasus Verb (Valenz; O4 -> Akk.) Häuser
Numerus zufällig Sg/Pl
Tabelle 5.6: Notwendige Morphologie-Information für die Generierung der Phrase
diese großen Häuser in Morphix
jekt verlangt Nominativ, direktes Objekt verlangt Dativ etc.). Ähnlich verhält sich
die Vergabe des Kasus in Präpositionalphrasen. In diesem Fall vergibt die Präpo-
sition den für die folgende Nominalphrase notwendigen Kasus. In manchen Fällen
wird für die Morphologie notwendige Information nicht geerbt bzw. von externen
Faktoren determiniert, sondern phrasenintern zufällig bestimmt. Dies betriﬀt z.B.
den Numerus von Objekt-Nominalphrasen. Im Gegensatz zu Subjekt NPs müssen
diese Phrasen keine Kongruenz mit dem Numerus des Verbs aufweisen, aus diesem
Grund wird der Numerus für diese Phrasen zufällig gewählt. Tabelle 5.6 zeigt die
für die Generierung in Morphix notwendigen Informationen sowie die jeweiligen
Quellen für diese Information für die zu generierende (Akkusativ-)Nominalphrase
die großen Häuser in einem Satz wie Peter betrachtet die großen Häuser.
Die notwendigen Informationen werden Wort für Wort ermittelt, in ein entspre-
chendes Übergabeformat umgewandelt und die entsprechenden morphologischen
Realisierungen anschließend von Morphix generiert.
Vor dem nächsten Verarbeitungsschritt werden die generierten Sätze noch der sta-
tistischen Semantikkontrolle (5.5.3) unterzogen.
5.5.3 Statistische Semantikkontrolle
Die von SCall generierten Strukturen werden im Zuge der Semantikkontrolle in Bi-
gramme unterteilt und diese werden wiederum mittels der in 4.3 erklärten Methode
analysiert. Die Semantikkontrolle in SCall beschränkt sich auf jene Bigramme, die
aus Adjektiv und Nomen bestehen. Wird ein Nomen durch mehrere Adjektive mo-
diﬁziert, würde also, da nur Bigramme analysiert werden, nur das dem Nomen am
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nächsten stehende Adjektiv auf semantische Richtigkeit getestet werden. Aus die-
sem Grund wird in derartigen Fällen pro Adjektiv ein Bigramm, bestehend aus
eben dem Adjektiv und dem Nomen, generiert. Die Phrase ein großer weißer Hai
würde demnach in die Bigramme großer Hai und weißer Hai zerlegt werden. Somit
wird die Kontrolle sämtlicher Adjektive sichergestellt.
Die während der beschriebenen Prozedur generierten Bigramme werden von der
Semantikkontrolle analysiert. Liegt die Anzahl der Treﬀer für die exakte Phra-
sensuche unter dem Schwellenwert, wird die entsprechende Phrase als semantisch
nicht korrekt markiert und unter Verwendung von anderen Lexikoneinträgen neu
generiert. Übersteigt die Anzahl der Treﬀer für die exakte Phrasensuche jedoch die
Schwelle von 1000, wird die Phrase, unabhängig von der Größe des Schwellenwertes,
als korrekt markiert, da davon ausgegangen werden kann, dass die Treﬀeranzahl
hoch genug ist, um die Phrase als semantisch korrekt zu kategorisieren.
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5.5.4 Generierung der Übungsbeispiele
Da neben den während des Generierungsprozesses erstellten Satz-Strings auf sämt-
liche lexikalische, semantische sowie syntaktische Information zurückgegriﬀen wer-
den kann, besteht die Möglichkeit der Produktion eines breit gefächerten Spek-
trums an unterschiedlichen Übungsbeispielen. Für SCall wurde u.a. die Generie-
rung von Lückentexten zur Übung der Tempusformen von Verben realisiert. Neben
den Übungssätzen werden zusätzlich eine Lexikon-Liste mit den in den jeweiligen
Sätzen verwendeten Wörtern sowie die Lösung der Übung bereitgestellt. Der Out-
put einer (in diesem Fall auf einen Satz beschränkten) von SCall generierten Übung
wird in (10) gezeigt.
(10) Setzen Sie die richtigen Formen der Verben ein.
1. Peter ________ in dem gelben Haus .







1. Peter wohnt in dem gelben Haus.
Im Zuge der Erstellung dieser Übungsaufgaben werden sämtliche Verben (ﬁnite als
auch inﬁnite) im Satzgefüge durch Linien ersetzt. Die Informationen darüber, wel-
ches Verb bzw. welcher Tempus eingesetzt werden soll, sowie das Lexikon werden
aus den während der Generierung der Sätze erzeugten Daten ermittelt. Die Übungs-
beispiele werden anschließend durch Überschriften und Erklärungen ergänzt, benut-
zergerecht strukturiert und in einer zum Ausdruck vorgesehenen Datei gespeichert.
Eine weitere für SCall implementierte Übungsart unterstützt das Training der
Adjektiv-Nomen-Kongruenz für Schwedisch (Bsp. 11).
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(11) Setzen Sie die richtige Form der Adjektive bzw. der Nomen ein.
1. en klok ________ (granne)
klok = klug
granne = Nachbar
2. den nya ________ (bil)
ny = neu
bil = Auto




1. en klok granne (singular, utrum, unbestimmt)
2. den nya bilen (singular, utrum, bestimmt)
3. två gamla böcker (plural, utrum, unbestimmt)
5.6 Evaluierung
5.6.1 Semantische und grammatische Korrektheit der gene-
rierten Strukturen
Die Evaluierung von SCall bestand aus der Kontrolle der semantischen bzw. syntak-
tischen Korrektheit der von SCall produzierten Sätze. Das den Evaluierungssätzen
zugrundeliegende Ausgangslexikon wurde erstellt, indem 25 relativ willkürlich ge-
wählte Satzpaare in SCall eingegeben und analysiert wurden. Die Lexikoneinträge
wurden in SCall mit Selektionsrestriktionen annotiert, wobei angemerkt werden
muss, dass die Selektionsrestriktionen prinzipiell eher übergeneralisiert wurden. Das
so entstandene Lexikon (sh. Anhang A) wurde durch einige Adjektive ergänzt, um
abwechslungsreiche Generierungen zu ermöglichen. Das endgültige (Test-)Lexikon
verfügt über 101 Einträge. Ausgehend von diesem Lexikon wurden 480 Sätze gene-
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Symbol Beurteilung der Syntax Beurteilung der Semantik
∗ ungrammatisch semantisch falsch
? zweifelhaft zweifelhaft
ok korrekt korrekt
Tabelle 5.7: Skala für die Beurteilung der Syntax bzw. der Semantik der Testsätze
Symbol Erklärung Anzahl (absolut) prozentualer Anteil
∗ ungrammatisch 16 3,3 %
? zweifelhaft 36 7,5 %
ok korrekt 428 89,2 %
Tabelle 5.8: Auswertung der Grammatikalitätsurteile für die Syntax
riert, die, in kleinere Tranchen (20-50 Sätze) zerlegt, von 14 Testpersonen beurteilt
wurden. Beurteilt wurden sowohl die Syntax als auch die Semantik der Sätze, wo-
bei jeweils drei verschiedene Beurteilungsmöglichkeiten zur Verfügung standen (sh.
Tabelle 5.7).
5.6.1.1 Ergebnisse
5.6.1.1.1 Syntax und Semantik Als ungrammatisch bzw. syntaktisch falsch
wurden von den Testpersonen 16 Sätze beurteilt, als syntaktisch zweifelhaft 36
Sätze. Die als syntaktisch falsch beurteilten Sätze (insgesamt 16) sind ausschließlich
auf Annotationsfehler, die während des Eingabeprozesses gemacht wurden, zurück-
zuführen. Der Genus des Lexikoneintrages für Torte wurde beispielsweise fälsch-
licherweise (vom PoS-Tagger) als MAS (maskulin) markiert, was zur Folge hatte,
dass Phrasen wie *einen frischen deutschen Torte generiert wurden. Als syntak-
tisch falsch wurden ferner fälschlicherweise Sätze, deren Subjekt nicht im Vorfeld
des Satzes (bzw. vor dem ﬁniten Prädikat) stand, markiert. Syntaktisch korrekte
Sätze wie Die Mäuse hatte die Katze getötet wurden aufgrund der falschen An-
nahme, dass das (vor dem Verb stehende) Subjekt nicht mit dem Verb kongruiert
(in diesem Fall die Mäuse als Subjekt mit hatte), als syntaktisch falsch interpretiert.
Als semantisch falsch wurden insgesamt 38, als semantisch zweifelhaft 122 Sätze
beurteilt. Die detaillierten Ergebnisse sind in den Tabellen 5.8 und 5.9 enthalten.
Die generierten Sätze wurden in weiterer Folge der statistischen Semantikkontrolle
unterzogen, wobei jene Sätze, die Konstruktionen enthielten, welche den Schwel-
lenwert nicht erreichten, als falsch markiert wurden. Von den 480 generierten und
beurteilten Sätze wurden 120 von der statistischen Semantikkontrolle abgelehnt,
das entspricht einem Anteil von 25 Prozent. Der auf den ersten Blick hohe Anteil
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Symbol Erklärung Anzahl (absolut) prozentualer Anteil
∗ semantisch falsch 38 7,9 %
? zweifelhaft 122 25,4 %
ok korrekt 320 66,7 %
Tabelle 5.9: Auswertung der Grammatikalitätsurteile für die Semantik
Symbol Erklärung Anzahl (absolut) prozentualer Anteil
∗ ungrammatisch 6 1,7 %
? zweifelhaft 28 7,8 %
ok korrekt 326 90,5 %
Tabelle 5.10: Auswertung der Grammatikalitätsurteile für die Syntax nach der sta-
tistischen Semantikkontrolle
ist in diesem Fall jedoch in erster Linie auf die oftmalige Verwendung des Adjektivs
riesig in Verbindung mit Menschen wie in der riesige Mann oder die riesigen Kin-
der zurückzuführen. Derartige Bigramme konnten den Schwellenwert in der Regel
nicht überschreiten und wurden daher abgelehnt. Die entsprechenden Sätze wurden
jedoch auch von den Testpersonen in den meisten Fällen zumindest als semantisch
zweifelhaft beurteilt. Die Verwendung eines in den konkreten Fällen günstigeren
Adjektivs anstelle von riesig, z.B. nett oder groß, hätte die Zahl der abgelehnten
Sätze mit großer Wahrscheinlichkeit erheblich verringert.
Berücksichtigt man nur jene 360 Sätze, die von der statistischen Semantikkon-
trolle nicht abgelehnt wurden, steigt die Anzahl der als korrekt beurteilten Sätze
dementsprechend an. Die Anzahl der als semantisch falsch eingestuften Beispiele
sinkt auf 3,9 % gegenüber den ursprünglichen 7,9 %. Von den 38 als semantisch
falsch beurteilten Sätzen wurden immerhin 20 von der Semantikkontrolle abgelehnt
(53 %), von den 122 als semantisch zweifelhaft eingestuften Sätzen 60 (49 %). Die
als syntaktisch inkorrekt bzw. zweifelhaft beurteilten Konstruktionen waren von
der statistischen Semantikkontrolle nur indirekt betroﬀen, indem syntaktisch in-
korrekte Sätze als semantisch inkorrekt markiert und somit nicht weiter behandelt
wurden.
Symbol Erklärung Anzahl (absolut) prozentualer Anteil
∗ semantisch falsch 14 3,9 %
? zweifelhaft 64 17,8 %
ok korrekt 282 78,3 %




Die für die Evaluierung generierten Sätze wurden aus einem aus etwa 100 Ein-
trägen bestehenden Lexikon generiert, womit die Kombinationsmöglichkeiten (u.a.
beeinﬂusst durch die Selektionsrestriktionen) letztendlich doch sehr eingeschränkt
wurden, was sich im Ergebnis entsprechend widerspiegelt. Geht man von einem
idealen Benutzer aus, das heißt, einem Benutzer, dem während der Eingabe- und
Analysephase keine Fehler wie falsche Genuszuweisungen und dergleichen unterlau-
fen, sind syntaktische Fehler in den generierten Sätzen praktisch ausgeschlossen.
Für die Semantik triﬀt dies jedoch nur zum Teil zu, vor allem unter der Berücksich-
tigung der Tatsache, dass die Beurteilungskriterien für die Richtigkeit von Semantik
undeutlicher sind als jene für die Syntax. Satz (12) wurde beispielsweise von ver-
schiedenen Testpersonen sowohl als semantisch korrekt als auch als zweifelhaft und
unkorrekt beurteilt, während über die Korrektheit der Syntax kein Zweifel bestand.
(12) Die Nachbarn hatten diesen Hunden irgendeinen frischen Krebs gegeben.
Da Hunde in der Regel keine Krebse fressen, kann der Satz als semantisch unkorrekt
gesehen werden. Andererseits ist es möglich, Hunden Krebse zu geben, um zu testen,
ob sie die Krebse eventuell doch fressen. Somit wäre der Satz als semantisch korrekt
einzustufen. Das Ziel einer Anwendung wie SCall sollte also auch darin liegen,
nicht bloß semantisch durchaus korrekte Sätze wie (12) zu generieren, sondern
vielmehr nur Sätze, die von der Mehrzahl der Benutzer als semantisch korrekt
wahrgenommen werden. Dies triﬀt für das gezeigte Beispiele eben wahrscheinlich
nicht zu.
Durch die Bearbeitung der Sätze durch die statistische Semantikkontrolle konnte
der Anteil genau jener als zumindest eigenartig beurteilten Sätze entscheidend ver-
ringert werden, ein Indiz, das für den Einsatz dieser Methode spricht. Hier muss
jedoch angemerkt werden, dass der für die statistische Semantikkontrolle berech-
nete Schwellenwert tendenziell zu hoch ist, was zur Folge hat, dass viele ganz of-
fensichtlich korrekte Konstruktionen wie (13) als falsch markiert werden (Grund
für die Ablehnung dieses Satzes war die zu geringe Treﬀeranzahl des Bigramms
freundlicher Vater (134 Treﬀer bei einer Schwelle von mindestens 3711 Treﬀern)).
(13) Ein freundlicher Vater liest ein Buch.
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Somit kann festgehalten werden, dass die von SCall generierten Sätze trotz der Ver-
wendung der Selektionsrestriktionen semantisch zu vage sind und in weiterer Folge
nicht für den Einsatz in den entsprechenden Übungen geeignet sind. Erst durch die
Behandlung durch die statistische Semantikkontrolle kann ein zufriedenstellendes





Ziel dieser Arbeit war die Entwicklung eines CALL-Programms für die Verwendung
im Schwedischunterricht für deutschsprachige Schüler und vice versa. Das Haupt-
augenmerk wurde auf eine geeignete Methode zur semantischen Annotation der
verwendeten Lexika gelegt, um in weiterer Folge die Generierung von semantisch
korrekten Übungssätzen sicherzustellen.
Im theoretischen Teil der Arbeit wurden drei Themenbereiche, die als Grundlage
für die praktische Umsetzung der SCall genannten Anwendung dienen, behandelt.
Im ersten Kapitel wurde die Geschichte des Computer Assisted Language Learning
(CALL) von den ersten Versuchen in den sechziger Jahren bis in die Gegenwart
beleuchtet. In weiterer Folge wurde die Rolle der Computerlinguistik im Bereich
des CALL diskutiert und der Frage nachgegangen, warum der Anteil von NLP-
Methoden innerhalb des CALL relativ bescheiden ist. Als ein Grund dafür können
Kommunikationsdeﬁzite, die zwischen den unterschiedlichen an CALL beteiligten
Disziplinen vorhanden sind, genannt werden. Als weiterer und wohl wichtigster
Grund für den geringen Anteil an NLP-Methoden wird die teilweise schlechte Aus-
gereiftheit dieser Methoden gesehen, welcher verhindert, dass diese verlässlich in
CALL-Anwendungen eingesetzt werden können.
Im zweiten Kapitel wurde der Ansatz der semantischen Annotation des Lexikons
in Form von Selektionsrestriktionen diskutiert. Durch die Selektionsrestriktionen
wird die Verwendung der entsprechenden Lexikoneinträge auf bestimmte semanti-
sche Umgebungen eingeschränkt, womit die Generierung von semantisch korrekten
Konstruktionen sichergestellt werden soll. Um ein möglichst breites Spektrum an
unterschiedlichen Selektionsrestriktionen zu erhalten, wurden die Konzepte einer
geeigneten Ontologie als Grundlage für die Selektionsrestriktionen gewählt. Als zu-
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grundeliegende Ontologie wurde die WordNet-Ontologie ausgesucht, wobei jedem
Konzept in der Ontologie eine Selektionsrestriktion in SCall entspricht.
Im dritten Kapitel wurde eine Methode zur statistischen Semantikkontrolle vorge-
stellt. Die statistische Semantikkontrolle beurteilt die semantische Richtigkeit von
Bigrammen, indem die Einzelhäuﬁgkeiten der Bestandteile im zugrundeliegenden
Korpus gesucht und von den ermittelten Werten ausgehend ein Schwellenwert er-
rechnet wird. Übersteigt die Suche des Bigramms (im exakten Wortlaut) diesen
Wert, wird es als semantisch korrekt gewertet. Da die Semantikkontrolle in SCall
das World Wide Web als Korpus benutzt, wurde der Frage nachgegangen, inwie-
weit das WWW überhaupt als linguistisches Korpus gesehen werden kann. Nimmt
man die Größe bzw. die Menge des abrufbaren Textes als Maßstab, übertriﬀt das
WWW die größten speziell für linguistische Zwecke entwickelten Korpora um ein
vielfaches und stellt somit eine praktische Ressource für Tasks, die möglichst große
Textmengen benötigen, dar. Ferner ist das WWW frei zugänglich und über weite
Strecken sprachenunabhängig, d.h., dass Textmaterial in den meisten (verschrifte-
ten) Sprachen gefunden werden kann. Die Nachteile des WWW als Korpus liegen
unter anderem in der großen Menge an Störfaktoren, welche die Verwendung nega-
tiv beeinﬂussen. Zu diesen Faktoren sind ungrammatischer Text, Metainformation,
Menütexte etc. zu zählen. Weiters sind die Such- und Bearbeitungsmöglichkeiten
limitiert, da die gängigen Suchmaschinen nur ein sehr beschränktes Spektrum an
Werkzeugen zur Verfügung stellen. Das WWW kann folglich durchaus als linguisti-
sches Korpus gesehen und verwendet werden, wobei die Verwendungstauglichkeit
je nach Einsatzgebiet variiert. Auf jeden Fall müssen jedoch die oﬀensichtlichen
Einschränkungen berücksichtigt werden.
Im praktischen Teil der Arbeit wurde der Aufbau sowie die Funktion von SCall er-
klärt. Ausgehend von vom Benutzer eingegebenen Satzpaaren sowie ebenfalls vom
Benutzer aus von SCall ermittelten Vorschlägen ausgewählten Selektionsrestriktio-
nen werden Sätze generiert, die als Ausgangsmaterial für Grammatikübungen im
Fremdsprachenunterricht dienen. Die generierten Sätze werden in weiterer Folge der
statistischen Semantikkontrolle unterzogen, um semantisch unkorrekte Konstruk-
tionen, die trotz des Vorhandenseins der Selektionsrestriktionen generiert wurden,
auszuschließen.
6.2 Testergebnisse
Die Umsetzung von SCall stellte einen Versuch dar, ein CALL-Programmmit einem
möglichst hohen Anteil an NLP-Methoden zu realisieren. Eine stabile Umsetzung
scheiterte am nur teilweise zufriedenstellenden Präzisionsgrad der verwendeten Me-
94
thoden. Eine entscheidende Schwachstelle in SCall stellen u.a. die gewählten Parser
für Deutsch dar. Weder der im TreeTagger-Paket enthaltene Chunk-Parser noch der
Stanford-Parser konnten die erwünschten, benutzerfreundlichen Ergebnisse liefern.
Zu hoch war die Fehlerrate in den von den Parsern produzierten Outputs. Die
daraus resultierende Nachbearbeitung wäre einem Benutzer in der Praxis wahr-
scheinlich nicht zumutbar. Auch das Morphologiewerkzeug für Deutsch (Morphix)
zeigte Schwächen, die den Einsatz von entscheidend SCall einschränken, da, sobald
dem Programm unbekannte Wörter übergeben werden, kein Output produziert
wird. Einer der bereits erwähnten Hauptgründe für den geringen Einsatz von NLP
im Bereich des CALL, nämlich jener der mangelhaften Ausgereiftheit sprachtech-
nologischer Methoden, bestätigte sich somit zum Teil auch für SCall. Das dem
Analyseprozess in SCall zugrundeliegende Konzept müsste folglich grundsätzlich
überarbeitet und Alternativen zu den oﬀensichtlichen Schwächen der Anwendung
gefunden werden.
Die in dieser Arbeit vorgeschlagene Methode der semantischen Annotation von
Lexikoneinträgen durch Selektionsrestriktionen zur Verwendung in CALL-Anwen-
dungen scheint nur zum Teil zu einem befriedigenden Ergebnis zu führen. Obwohl
die zugrundeliegende Ontologie aus WordNet detailliert ist und präzise Diﬀeren-
zierungen zulässt, ist die semantische Information scheinbar nicht ausreichend, um
die erwünschten Ergebnisse zu produzieren.
Für die statistische Semantikkontrolle konnte in einer Reihe von Probeläufen zu-
friedenstellende Ergebnisse erreicht werden, wobei jedoch festgestellt wurde, dass
der errechnete Schwellenwert in der Regel etwas zu hoch angesetzt ist.
Durch die Kombination der beiden Methoden konnten jedoch durchaus annehmbare
Ergebnisse erzielt werden.
6.3 Perspektiven
Trotz der erwähnten Probleme gilt für die in SCall verwendeten semantischen An-
sätze, sowohl für die Annotation des Lexikons mit Selektionsrestriktionen als auch
für die statistische Semantikkontrolle, dass der Einsatz in anderen sprachtechno-
logischen Anwendungen durchaus denkbar ist. Beide Methoden müssten jedoch
gegebenenfalls optimiert werden. Im Fall der Selektionsrestriktionen würden sich
alternative Ontologien bzw. Taxonomien als Grundlage anbieten. Die statistische
Semantikkontrolle könnte durch die Optimierung der zugrundeliegenden statisti-
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Anhang A
Das für die Generierung der Evaluierungsbeispiele verwendete Lexikon.
Die Selektionsrestriktionen werden aus Platzgründen verkürzt dargestellt.
Anmerkung: ä = ae, ö = oe, ü = ue.
Nomen
Apfel NOUN =>food,solidfood NTR äpple NCNSN@IS
Auto NOUN =>vehicle NTR bil NCUSN@IS
Brief NOUN =>writing,writtenmaterial,... MAS brev NCNSN@IS
Brief NOUN =>writtencommunication,... MAS brev NCNSN@IS
Brot NOUN =>food,solidfood NTR bröd NCNSN@IS
Bruder NOUN =>person,individual,... MAS bror NCUSN@IS
Buch NOUN =>product,production NTR bok NCUSN@IS
Buch NOUN =>writtencommunication,... NTR bok NCUSN@IS
Fahrrad NOUN =>artifact,artefact NTR cykel NCUSN@IS
Fahrrad NOUN =>vehicle NTR cykel NCUSN@IS
Fahrzeug NOUN =>vehicle NTR fordon NCNSN@IS
Fisch NOUN =>food,solidfood NTR ﬁsk NCUSN@IS
Freund NOUN =>person,individual,... MAS kompis NCUSN@IS
Hund NOUN =>mammal,mammalian MAS hund NCUSN@IS
Idee NOUN =>idea,thought FEM idé NCUSN@IS
Katze NOUN =>mammal,mammalian FEM katt NCUSN@IS
Kind NOUN =>person,individual,... NTR barn NCNSN@IS
Knochen NOUN =>animalmaterial MAS ben NCNSN@IS
Krebs NOUN =>food,solidfood MAS räka NCUSN@IS
Mann NOUN =>person,individual,... MAS man NCUSN@IS
Maus NOUN =>placental,... FEM mus NCUSN@IS
Mensch NOUN =>person,individual,... MAS människa NCUSN@IS
Nachbar NOUN =>person,individual,... MAS granne NCUSN@IS
Schwester NOUN =>person,individual,... FEM syster NCUSN@IS
Techniker NOUN =>person,individual,... MAS tekniker NCUSN@IS
Tisch NOUN =>artifact,artefact MAS bord NCNSN@IS
Torte NOUN =>food,solidfood FEM tårta NCUSN@IS
Vater NOUN =>ancestor,ascendant,... MAS far NCUSN@IS
Vater NOUN =>relative,relation MAS far NCUSN@IS
Wagen NOUN =>vehicle MAS bil NCUSN@IS
Zeitung NOUN =>artifact,artefact FEM tidning
NCUSN@IS
Zeitung NOUN =>writtencommunication,... FEM tidning
NCUSN@IS
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Proper Nouns / Eigennamen
Hans PNOUN =>person,individual,...  Hans
Maria PNOUN =>person,individual,...  Maria
Oslo PNOUN =>urbanarea,populatedarea  Oslo
Peter PNOUN =>person,individual,...  Peter
Stockholm PNOUN =>urbanarea,populatedarea  Stockholm
Adjektive
alt ADJ =>person,individual,... eva gammal
alt ADJ =>writtencommunication,... eva gammal
boese ADJ =>person,individual,... dim ond
braun ADJ =>artifact,artefact col brun
braun ADJ =>mammal,mammalian col brun
deutsch ADJ =>food,solidfood nat tysk
freundlich ADJ =>person,individual,... eva snäll
frisch ADJ =>food,solidfood eva 
frisch ADJ =>food,solidfood eva färsk
gruen ADJ =>structure,construction eva groen
gut ADJ =>idea,thought eva god
gut ADJ =>product,production eva bra
italienisch ADJ =>person,individual,... nat italiensk
italienisch ADJ =>ancestor,ascendant,... nat italiensk
klein ADJ =>mammal,mammalian dim liten
klein ADJ =>person,individual,... dim liten
lang ADJ =>writing,writtenmaterial,... eva lång
lustig ADJ =>person,individual,... eva rolig
nett ADJ =>writing,writtenmaterial,... dim god
neu ADJ =>artifact,artefact eva ny
neu ADJ =>idea,thought eva ny
neu ADJ =>product,production eva ny
neu ADJ =>vehicle eva ny
riesig ADJ =>person,individual,... dim jättestor
rot ADJ =>product,production col röd
rot ADJ =>vehicle col röd
schnell ADJ =>vehicle dim snabb
schoen ADJ =>person,individual,... eva vacker
schwarz ADJ =>mammal,mammalian col svart
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Verben
entwickeln VERB =>person,individual,...  =>vehicle
  utveckla
essen VERB =>person,individual,...  =>food,solidfood
  äta
geben VERB =>person,individual,... =>mammal,mammalian
=>food,solidfood   giva
geben VERB =>person,individual,... =>person,individual,...
=>food,solidfood   ge
geben VERB =>person,individual,... =>person,individual,...
=>vehicle   ge
fressen VERB =>mammal,mammalian  =>placental,...
  äta
haben VERB =>person,individual,...  =>idea,thought
  ha
haben VERB =>person,individual,...  =>vehicle
  ha
kaufen VERB =>person,individual,...  =>artifact,artefact
  köpa
  köpa
kaufen VERB =>person,individual,...  =>food,solidfood
 in-=>urbanarea,populatedarea-dat köpa
kaufen VERB =>person,individual,...  =>food,solidfood
  köpa
kaufen VERB =>person,individual,... 
=>product,production  
köpa
kaufen VERB =>person,individual,...  =>vehicle
kommen VERB =>person,individual,...   
 komma
lesen VERB =>person,individual,...   
 läsa
lesen VERB =>person,individual,... 
=>writtencommunication,... 
 läsa
lesen VERB =>person,individual,... 
=>writtencommunication,... 
von-=>relative,relation-dat läsa
schreiben VERB =>person,individual,... 
=>writing,writtenmaterial,... 
an-=>ancestor,ascendant,...-dat skriva
schreiben VERB =>person,individual,... 
=>writing,writtenmaterial,...  
skriva
sehen VERB =>person,individual,... 
=>person,individual,...  
se





an PRAEP =>ancestor,ascendant,... dat till
aus PRAEP =>urbanarea,populatedarea dat från
dies DET x x x x
ein DETID x x x x
er PRON =>person,individual,...  han
ich PRON =>person,individual,...  jag
in PRAEP =>urbanarea,populatedarea dat i
irgendein DETID x x x x
jen DET x x x x
nil DETDEF x x x x
sie PRON =>person,individual,...  hon
von PRAEP =>relative,relation dat från
wir PRON =>person,individual,...  vi
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Anhang B
Auswahl von 50 der 480 von SCall für Auswertungszwecke produzierten und be-
urteilten Sätze. Die in kursiv geschriebenen Sätze wurden von der statistischen
Semantikkontrolle abgelehnt.
Anmerkung: ä = ae, ö = oe, ü = ue.
Hans hat dieses neue Auto gekauft.
Peter hat das neue Auto gekauft.
Peter hatte Autos gekauft.
Dieser freundliche Nachbar wird irgendeinem alten Menschen ein altes Auto geben.
Diese Maenner werden neue Autos kaufen.
Die Techniker kauften irgendein Buch.
Die Nachbarn hatten irgendein neues Fahrzeug gekauft.
Diesen riesigen Maennern hatten diese Kinder irgendein neues Fahrzeug gegeben.
Neue Autos entwickelt Hans.
Die Schwestern lesen ein altes Buch.
Die alten kleinen Freunde lesen diese Briefe.
Hans bringt ein freundliches Kind um.
Dieser kluge Vater kauft alte Fahrzeuge.
Kinder werden diesen frischen Torte kaufen.
Das alte Buch werden diese Nachbarn gelesen haben.
Irgendein netter Vater hatte Ideen.
Die Vaeter hatten eine gute Idee.
Der freundliche Mensch kam.
Ein altes Kind wird ein neues Fahrzeug gekauft haben.
Peter hatte die umgebracht.
Die Schwestern werden die Autos entwickeln.
Freunde kaufen diese frischen Brote.
Dem schoenen kleinen Vater gab Hans dieses neue Fahrrad.
Irgendein Techniker hat gelesen.
Maenner hatten irgendeinem kleinen Kind dieses frische Brot gegeben.
Diesen Kindern hat Peter ein frisches Brot gegeben.
Diese neuen Autos gaben Maenner Maennern.
Hans wird die Krebse kaufen.
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Diese Brueder kauften irgendein neues Auto.
Vaeter hatten einen Brief an die Vaeter geschrieben.
Hans liest ein altes Buch von den Vaetern.
Vaeter werden diese gute Idee gehabt haben.
Buecher werden diese Nachbarn gelesen haben.
Hans kauft rote Autos.
Eine riesige Katze fraß die kleinen Maeuse.
Ein alter Vater wird neue rote Autos gehabt haben.
Die Maenner werden irgendeinen Brief geschrieben haben.
Hans wird einer kleinen Katze die Krebse geben.
Irgendein alter Mensch liest.
Die Maenner entwickeln die roten Fahrraeder.
Diese Kinder werden dieses neue Auto kaufen.
Diese riesige Schwester kauft diese neuen Buecher.
Die klugen kleinen Kinder geben den Nachbarn Krebse.
Diese klugen Maenner essen die frischen Brote.
Hans hat Briefe an irgendeinen klugen kleinen Vater geschrieben.
Maeuse werden Katzen gefressen haben.
Irgendein Mensch hatte diesen Schwestern Krebse gegeben.
Schwestern werden gekommen sein.
Der freundliche kleine Nachbar hatte diesem kleinen Vater den frischen Krebs ge-
geben.
An den italienischen Vater wird Hans einen Brief schreiben.
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Abstract
CALL (Computer Assisted Language Learning) ist ein interdisziplinäres Feld, an
dem neben zahlreichen anderen Disziplinen auch die Computerlinguistik partizi-
piert. Tatsächlich ist jedoch der Anteil an CALL-Programmen mit NLP-Hintergrund
verschwindend gering. Als ein Hauptgrund für dafür wird die Tatsache, dass die
meisten NLP-Methoden nicht ausgereift genug sind, um in CALL-Anwendungen
vernünftig eingesetzt werden zu können, genannt.
Diese Arbeit stellt den Versuch dar, ein CALL-Programm zu entwickeln, das von ei-
ner möglichst hohen Anzahl an unterschiedlichen Ansätzen aus dem NLP Gebrauch
macht, wobei der Schwerpunkt auf semantischer Annotation liegt. Die SCall (kurz
für Semantisches CALL) genannte Anwendung generiert ausgehend von benutzer-
seitig eingegebenen Sätzen Übungsaufgaben zur Verwendung im Fremdsprachen-
unterricht, in diesem Fall für Deutsch und Schwedisch.
Im theoretischen Teil der Arbeit werden jene Bereiche, die als Grundlage für die
praktische Umsetzung von SCall dienen, behandelt. Der Schwerpunkt der Arbeit
liegt auf der Annotation des Lexikons mit semantischer Information, sogenann-
ten Selektionsrestriktionen. Selektionsrestriktionen sind semantische Markierun-
gen, welche die Verwendung von Wörtern auf bestimmte semantische Umgebungen
einschränken, wodurch die Generierung von semantisch korrekten Konstruktionen
sichergestellt werden soll. Als Basis für die Selektionsrestriktionen in SCall dient
die der lexikalischen Ressource WordNet zugrundeliegende Ontologie, wobei jedes
Konzept einer Selektionsrestriktion entspricht.
In weiterer Folge wird ein Ansatz zur statistischen Kontrolle von semantischen
Konstruktionen vorgestellt, wobei das World Wide Web als linguistisches Korpus
Verwendung ﬁndet. Mittels dieser Methode werden Bigramme auf deren seman-
tische Richtigkeit kontrolliert. Im zugrundeliegenden Korpus werden die Einzel-
häuﬁgkeiten der Bestandteile der Bigramme festgestellt, davon ausgehend wird
ein Schwellenwert für die statistisch zu erwartende Häuﬁgkeit des Bigramms im
exakten Wortlaut ermittelt. Anschließend wird die Häuﬁgkeit des Bigramms im
entsprechenden Korpus ermittelt; ist die Anzahl höher als der Schwellenwert, wird
das Bigramm als semantisch korrekt eingestuft.
Im praktischen Teil der Arbeit werden der Aufbau sowie die Funktion von SCall
erläutert. Ausgehend von vom Benutzer eingegebenen Satzpaaren sowie ebenfalls
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benutzerseitig aus einer Reihe von vom Programm ermittelten Vorschlägen ausge-
wählten Selektionsrestriktionen werden Sätze generiert, die als Ausgangsmaterial
für Grammatikübungen dienen. Die generierten Sätze werden in weiterer Folge der
erwähnten statistischen Semantikkontrolle unterzogen, um die Verwendung von
semantisch unkorrekten Konstruktionen, die trotz des Vorhandenseins der Selekti-
onsrestriktionen generiert wurden, auszuschließen.
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