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Chapter 1
Introduction
Many classical problems arising in real life applications can be modeled as
mathematical programs as follows:
min f(x) (1.1)
F (x, ξ) ≤ 0,
where x ∈ Rn is a vector of decision variables, ξ ∈ Rk is a vector of system pa-
rameters , f : Rn → R is the cost objective function that has to be minimized,
F = (f1, ..., fm) : Rn ×Rk → Rm is a multi valued function which describes
a particular technological system. Typically parameters are uncertain: they
could be inaccurate estimations or subject to external perturbations, so that
the system could evolve in an unexpected way. We are considering the case
where ξ is not exactly known when we must make the decision x. Despite this
lack of knowledge, we would like to choose x at a minimum cost in such a way
that the system will still work for all possible realization of parameters ξ. This
problem is challenging. The first point is to model uncertainty.
A possible approach is to assume that we know the range of variability,
called the support, Ξ of ξ, then try to protect the system with respect to
any possible realization of the parameters. Our problem turns out to be the
following infinite program:
Z(Ξ) = min f(x) (1.2)
F (x, ξ) ≤ 0 ξ ∈ Ξ.
Observe that as the range of variability Ξ enlarges, the feasible set of (1.2)
reduces and consequently the optimal cost may increase; if Ξ is not bounded
3the cost may go to infinity. Hence designing a system which is robust with
respect to any possible realization of the parameters could turn out to be too
conservative and expensive. We have to ask ourselves: are we able to make a
decision that perform well in any case? Are we willing to pay the associated
extra costs or it is better let the system go down? If we decide that we will not
consider all possible realizations of ξ, which realizations should we disregard?
Are some possible realizations more probable or more important with respect
to the others? Are we able to solve the related mathematical models?
In order to enrich the model we assume that ξ is a multivariate random
variable (we will denote it with a tilde sign, ξ˜) with an associated probability
function P, so that once we fix a confidence level  ∈ [0, 1], we can require that
the constraints of the system have to be satisfied with a probability greater
than or equal to (1− ). The problem is then the following:
Z() = min f(x) (1.3)
P(F (x, ξ˜) ≤ 0) ≥ 1− .
The above model it usually referred to as a chance (or probabilistic) con-
strained program. It was pioneered by Charnes and Cooper [24] in a linear
programming framework. We will also refer to it as the probabilistic counter-
part of the nominal problem (1.1).
An alternative modeling approach is to consider just a subset U ⊆ Ξ of the
possible realizations of the parameters. The associated problem is modeled as
follows:
Z(U) = min f(x) (1.4)
F (x, ξ) ≤ 0 ξ ∈ U .
The above model is usually refereed to as the robust counterpart of the nom-
inal problem (1.1) (cf. [14] for a brief introduction and up-to-date references).
Observe that the robust counterpart may be seen as an approximation of
the probabilistic counterpart: given any fixed  ∈ [0, 1] we can choose U = U()
such that:
P(ξ˜ ∈ U()) ≥ 1− ,
and we get in general
Z(U()) ≥ Z().
Clearly Z() is a non increasing function of , and it possibly goes to infinity
when  approaches to zero. The choice of  is a crucial modeling issue since
4it determines the conservatism level of the feasible solutions. Henrion [40]
observes that: Fortunately, it turns out that usually  can be decreased over
quite a wide range without affecting too much the optimal value of some prob-
lem, until it closely approaches 0 and then a strong increase of costs becomes
evident. In this way, models with chance constraints can also give a hint to a
good compromise between costs and safety.
Alternatively, we can fix a budget b and try to maximize the probability as
follows:
P (b) = max 1−  (1.5)
P(F (x, ξ˜) ≤ 0) ≥ 1− ;
f(x) ≤ b.
Unfortunately, considering  as a variable leads in general to a more difficult
problem; therefore it is typically assumed to be given as an input of the model.
Sim et al. [27] approach it with a binary search that manages problems with
fixed . Alternatively, in some financial applications [5, 54, 55], the objective
in (1.5) is indirectly maximized working with proper risk measures.
It is worth highlighting that the above mentioned approaches are just two
possible approaches to modeling parameter uncertainty. In particular they
are worst case analysis approaches, while alternative approaches are based on
parameters expected values and ask that the system will work, not in every
case, but on the average case. The proper modeling choice is system dependent:
if the system will work many times and it is able to sustain a non operating
status, then it could be enough to consider expected values. Otherwise, if we
have just one chance, it should be better to protect ourselves with respect to
a large set of possible situations.
Note that a critical assumption in the considered models is that we can
just make ”here and now” decision; that is, it is not possible to make some
decision after we ”wait and see” the true realization of some or all uncertain
parameters (recourse is not allowed).
Within this theoretical framework we would like to consider a particular
problem arising in network applications. Networks are pervasive in everyday
life and several aspects of the routine functioning of networks require the so-
lution of optimization problems, which are often “bolted in” the very fabric
of the network. For instance, the routing of the Internet traffic is typically
based on the solution of suitable shortest path problems, which have to take
into account several factors such as different types of traffic (multimedia, high
revenue, ...), Quality of Service requirements, and network faults. In several
other cases, computer-aided quantitative decision support systems, based on
5mathematical models solved by computer programs, have gradually assumed
a central role for efficient operations of networks. Mathematical models even
play a fundamental role in management and design decisions about networks
and their technological components, for instance provisioning of communica-
tion networks (at different layers of the communication stack). Indeed, the
huge amount of research that has been devoted to the development of efficient
algorithms for network-structured optimization problems has in large been
motivated by the practical importance of their potential applications. Most
network operations, in fact, are subject to uncertainty, in several different
forms, particularly communication networks which are subject to sudden and
unpredictable changes in communication patterns, as well as to equipment
failures. Heuristically, uncertainty can be of two different kinds: about the
“attributes” of the network , i.e., costs/weights of nodes and arcs, or about
the “shape” of the network, i.e., existence of nodes and arcs. Usually, but
not always, the first kind is related to lack of knowledge or uncertainty about
the current or future status of the network (communication/transportation
demands, trip durations, water inflows, ...) while the second one is related to
unexpected events (equipment failures, weather conditions, strikes, ...). Un-
certainty is generally faced in practice by recourse actions, i.e., by changes in
the planned solution which render it feasible (or more convenient) in the newly
determined situation. In some contexts (electrical network, telecommunication
networks) these actions need to be undertaken in very short time (seconds or
less), thus they are delegated to automated equipments.
During the normal course of operations of a network, the (negative) im-
pact of real time recourse actions onto the total efficiency may be significant;
furthermore ”catastrophic” unplanned events may seriously impair the effec-
tiveness of the network, which is unacceptable in some contexts. Thus, at all
the stages of the decision chain we need to protect the network against uncer-
tainty, by implementing robust decisions which minimize the negative impact
of some real time recourse actions. Clearly, this turns out to be very complex
to achieve. In several contexts, information about the past behavior of the
network can be used to compute statistical information; this is typically used
to construct the so-called expected value problem, where the uncertain param-
eters of the system are assumed to take their expected value, in the hope that
the deterministic solution to this problem will provide decisions which work
reasonably well on average. However, often this turns out not to be the case,
which is not surprising especially for problems of a combinatorial nature where
several small changes in the problem data may even turn a previously optimal
solution into an “unfeasible beyond repair” one. In some cases, sensitivity
analysis can be used to assess how small perturbation on (uncertain) data
affects the obtained optimal solution; but this is only possible for some kinds
of problems (e.g., Linear Programs), a restricted set of variation in the data
6(e.g., right-hand-sides or costs only), and it is of little use to guide the search
towards “good” solutions, as it can be performed only after the optimization
process
Over the years—especially in the last decade—a number of approaches have
been proposed to provide robust decisions. Although different applications
have been tackled in different ways, some general approaches have surfaced
which can be used in several contexts. Chiefly, one may distinguish two large
classes of approaches, according to the underlying notion of “robust solution”:
- robust models and algorithms are approaches which aim at obtaining so-
lutions which are designed to stand a set (specified in different ways) of un-
foreseen events without becoming infeasible or too costly;
- adjustable models and algorithms are approaches in which the solution
covers not only the decisions relative to the normal functioning of the net-
work (nominal state, or basic scenario), but also explicitly foresee and plan
in advance for a set of possible—but uncertain—events and their associated
recourse actions.
These two classes typically use rather different modeling and algorithmic
tools. Robustness against network failures typically gives rise to difficult,
large-scale combinatorial optimization problems [22, 45, 66], depending on the
technological details of the networks [59, 58]. Robustness about variation of
demands [8, 7, 43, 4] may be “easily” accounted for in some cases, owing
to a well-established body of results about robust convex optimization [10,
13, 15, 17, 18]. However, most network design problems are hard (even in
practice) already in the nominal case [29, 31, 60, 61], and become even more
so under uncertainty [2, 26]. Adjustable models are typically based on the
concept of “scenario”, i.e., a discrete (but possibly large) set of events for
each of which recourse actions have to be planned. Scenario models have
originated from discrete stochastic programming [44], where probabilities can
be assigned to each scenario; this is however unnecessary in some cases (e.g.,
when worst-case performances are optimized) and it is impossible in others
(e.g., where “subjective probabilities” have to be used to perform scenario
aggregation [56]). Due to the strong network/flow structure of the addressed
problems [16], real-time approaches are strongly reminiscent of reoptimization
techniques for flow and path problems [37, 52], and so can benefit from these
well-studied techniques. More on stochastic programming approaches could
be find into [20, 53], particularly works focus on network are [3, 48, 62].
A comprehensive study of network optimization problems in the presence of
uncertainty is out of the scope of this thesis. Here we shall focus on problems
consisting in deciding how to allocate capacity on the network edges, and how
to accommodate the traffic demands, when the uncertain parameters are the
7traffic demand requests.
Particularly, we shall focus on a problem arising when designing or up-
grading a communication network: operators are faced with a major issue,
as uncertainty on communication demands makes it difficult to correctly pro-
vision the network capacity. In fact, providing large capacity, while making
the network resilient to unexpected peaks of demand, may be very costly, and
therefore render the network operations uneconomical. It is therefore necessary
to carefully balance the network failure probability due to high demand, on one
side, and the capacity provision cost on the other. The traditional approach
was to overprovide the network with capacity in order to accommodate every
possible traffic demand peaks; that leads to very expensive networks, with su-
perfluous capacity but with a low probability of failure in accommodating the
traffic requests. Recently robust optimization has been proposed in order to
provide the network with the capacity in such a way as to accommodate a set
of possible non simultaneous traffic matrices so that to exploit multiplexing
gain and to save the cost with respect to a predefined QoS requirement. The
approach is to properly formulate an uncertainty set which all demand ma-
trices supposedly belong to, and to find a minimum cost capacity allocation
that supports all the demands in such a set; this is the so-called Robust Net-
work Design problem, which, depending on the structure of the uncertainty
set, may be polynomially solvable [11, 17, 65]. In the recent literature there
are many models that manage traffic with demand uncertainty but there is a
lack of comparison among the model performances. In fact, we are no aware of
previous results along these lines except those in [6]. Among different possible
way to specify the demand polyhedron D, particular attention is given to the
Hose model, where for each terminal of the network is specified a bound for
the maximum total traffic that may come in or go out from. When there is a
particular terminal which can just send traffic to the network and all the other
terminals are potential receivers we refer to as the single source Hose model.
When a probability on traffic matrices is given, finding the cheapest capacity
allocation that guarantees, within a prescribed level of confidence, that each
arc can support the traffic demand peaks turns out to be, in general, a difficult
non convex optimization problem, belonging to the class of chance constrained
problems (1.3). Also, to the best of our knowledge, chance constraint models
have not yet investigated in the setting of network design. Drawing from
some very recent results in the literature [64, 27, 65], we will highlight the
relationships between the two approaches, describing several different ways in
which uncertainty sets can be constructed that “well approximate” the chance
constraints while preserving the computational tractability of the model [50].
Specifically, we shall provide:
8• an empirical study and comparison of the practical performances of dif-
ferent ways to model uncertainty;
• a theoretical study and comparison on the computational complexity of
provisioning virtual private networks under the single source Hose model
when routing is allowed to be either dynamic or oblivious.
Since each uncertainty set approximates in a different way the actual non
convex set inherent to the “true” chance constraints, we will report results of
a computational study aimed at finding what approximation provides better
results, in the sense of producing the capacity allocation that sits within an
allotted monetary budget and that minimizes the actual ex-post network fail-
ure probability. In order to keep the computational complexity tractable, it
is costumery to assume that for any fixed parameter ξ the underlying deter-
ministic problem (1.1) is a convex and efficiently computable problem; this
in particular means that the decision variables and the parameter distribution
functions are continuous. In the network applications this means that we allow
fractional capacities allocation and that traffic demands could be split among
different paths of the network. We will report results of a computational study
aimed at comparing the performance of different models when built upon the
same set of historical traffic matrices. The measures we consider are mainly
congestion, failure network probability and loss of traffic.
From the theoretical perspective most of the work on robust network opti-
mization is focused on their worst case complexity and approximability, others
focus on empirical computational aspects, typically embedded in particular
technology settings. These state-of-the-art issues are well described in [25],
in particular a set of open questions is given, some of them with only recently
discovered answers [38]. We will also contribute in this direction, by consid-
ering the problem of provisioning virtual private networks at a minimum cost
under the single source Hose model. We will describe the general problem
with asymmetric Hose bounds and we will point out the difference between
static and dynamic routing approaches. Moreover, we will show the role of cut
properties when more than one traffic matrix is given, highlighting that with
respect to the single source Hose model with unit bounds allowing dynamic
routing requires no less amount of bandwidth than asking for static routing.
Our proof is based on a new general result about finding a routing scheme
of a traffic matrix as a convex combination of the given routing schemes. In
the general case, when fractional dynamic routing is allowed, robust network
design with respect to a general traffic demand polyhedron is co-NP hard as
show in [26]. The presented result, by contrast, implies that the particular
instance of robust network design for the single source Hose polyhedron with
unitary bounds is polynomial time solvable by a linear programming approach.
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1.1 Outline
This thesis is organized as follows: In Chapter 2 we will formally define chance
constrained optimizations problems, we will list some possible variants and
report the relevant literature results about approximate chance constraints,
together with some well known facts about convexity needed for the overall
understanding. In Chapter 3 we will report an overview of the robust net-
work design literature, particularly focusing on results concerning the Hose
model. We will present our theoretical results in the self contained Section
3.3. Finally, we will formally define the chance constrained network design
problem and also show how to apply the results presented in Chapter 2.1 in
order to build tractable approximation model of the chance constrained net-
work design problem. In Chapter 4 we will review the models presented in
Chapter 3 in a parametric perspective and we will describe the computational
study framework. Then we will report the results of our computational expe-
rience together with some considerations. In Chapter 5 we shall draw some
conclusions about the contribution of the thesis, listing some open questions.
Finally, the Appendix of the thesis contains a summary of the notation used
throughout the thesis.
Chapter 2
Chance Constrained
Optimization
2.1 Problem description
Given a confidence level  ∈ [0, 1], a cost objective function f : Rn → R,
x 7→ f(x), and a multivalued function F = (f1, ..., fm) : Rn × Rk → Rm,
(x, ξ˜) 7→ fj(x, ξ˜), j = 1, . . . ,m, which describes a particular technological
system, where x ∈ Rn is a vector of decision variables and ξ˜ ∈ Rk is a
multivariate random variable with an associated probability function P (i.e.,
P(ζ) =
∫ ζ
−∞ pr(ξ)dξ, where the probability density function pr : Rn → [0, 1], ,
ξ 7→ pr(ξ)).
Definition 1 A joint chance constrained program (JCCP) is formulated as
follows:
Z() = min f(x) (2.1)
P(F (x, ξ˜) ≤ 0) ≥ 1− . (2.2)
The above chance constrained optimization problem has the following con-
cerns:
Modelling: we have to know, estimate or guess the random parameter distri-
bution and we have to handle the associated random functions fj(x, ξ˜),
∀ j = 1, . . . , m;
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Optimization: the feasible set
X () = {x : P(F (x, ξ˜) ≤ 0) ≥ 1− }
is not convex in general;
Numerical calculation: only checking the feasibility of a given point x in-
volves multiple integrals and it could happen that the only way to check
the feasibility is to estimate the probability numerically, which may be-
come too costly, as in Monte Carlo simulation, when  is small.
Definition 2 We will speak about individual chance constrained program
(ICCP) when each constraint function fj(x, ξ˜) is provided with its own confi-
dence level j, and the chance constraint in (2.2) can be decomposed into m
independent constraints, as follows:
min f(x) (2.3)
P(fj(x, ξ˜) ≤ 0) ≥ 1− j j = 1, . . . ,m.
Clearly, when m = 1 (JCCP) and (ICCP) collapse to the same problem,
called the single chance constrained program (SCCP).
We will focus on particular constraint structures which make chance con-
strained problems more manageable. For j = 1, . . . ,m, let βj(x) : Rn 7→ Rk+1
be an affine mapping of the decision variables into the space of the random
parameter. Assume that each constraint function fj has the following form:
fj(x, ξ˜) = βj0(x) +
k∑
h=1
βjh(x)ξ˜h
For h = 0, . . . , k, let βjh(x) =
∑n
i=1A
h
ijxi, then
fj(x, ξ˜) =
n∑
i=1
(A0ij +
k∑
h=1
Ahij ξ˜h)xi (2.4)
Thus we have a set of linear functions where the uncertain parameters (the
linear coefficients) are affinely dependent on a vector of primitive uncertainties,
ξ˜, i.e.:
A˜ = A(ξ˜) = A0 +
k∑
h=1
Ahξ˜h (2.5)
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Definition 3 We will speak about affine joint chance constrained problems
(ACCP) when the chance constraints have the following form:
min f(x) (2.6)
P(
n∑
i=1
Aij(ξ˜)xi ≤ 0) ≥ 1− j j = 1, . . . ,m. (2.7)
and the coefficient matrix A(ξ˜) is defined as in (2.5).
How to manage chance constraints strongly depends on what we know
about the probability distribution of the uncertain parameters, ξ˜. Particu-
larly, if we want to evaluate, bound or approximate the probability in the
chance constraints we have to assume something about the probability distri-
bution. Furthermore any possible assumption affects the probability measure
and consequently the optimal choice. We mainly distinguish three levels of
information:
- no information at all, that is unknown distribution,
- mild information such as support, mean and some deviation measures,
- complete distributional information, such as density and cumulative proba-
bility functions.
Hereafter we will show how different levels of information may lead to dif-
ferent models. In Section 2.2 we will see how to build a convex approximation
of single chance constraints. In Section 2.3 we will highlight the relationship
between chance constrained optimization and risk measures, and we will re-
port an example of how to optimize over these measures by using historical
samples of uncertain parameters (no information about the parameters distri-
bution is required). In Section 2.4, for the complete information case, we will
consider some special distribution classes that guarantee the convexity of the
chance constraints and for which the single chance constraint is second order
cone representable, such as Radial distributions and Elliptically symmetric
distributions. It is worth highlighting that the normal distribution belongs to
all these special classes. In section 2.5 we will show how to build alternative
tractable models, when we have just mild information about the uncertain
parameters distribution. It is important to stress that models presented in
Section 2.4 solve to optimality the chance constraint, models presented in Sec-
tion 2.5 guarantee only the computation of a feasible solution, while the models
based on samples provides no guarantees either of optimality or of feasibility.
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2.2 Single chance constrained optimization
Consider the following single chance constrained program
min f(x) (2.8)
P(h(x, ξ˜) ≤ 0) ≥ 1− .
The feasible set X () = {x : P(h(x, ξ˜) ≤ 0) ≥ 1−} is not convex in general
since the cumulative probability functions are generally not convex. Given a
function g(x, ) such that {x : g(x, ) ≤ 0} ⊆ X (), consider the following
mathematical program:
min f(x) (2.9)
g(x, ) ≤ 0.
It is easy to observe that:
• If x∗ is an optimal solution of problem (2.9), then x∗ is feasible for
problem (2.8) and f(x∗) is an upper bound to the optimal value of (2.8);
• If f(x) is a convex function and g(x, ), for any fixed , is convex with
respect to x, then (2.9) is a convex program.
The main research issue is to get bounds as tight as possible while preserving
a computational tractability of the function g(x, ), which will be referred to
as the safe approximation of the chance constraint. Hereafter we describe a
possible approach to define such a function.
Generating functions
Definition 4 A nonnegative valued, nondecreasing, convex function ψ : R 7→
R which satisfies the following property :
ψ(z) > ψ(0) = 1, ∀z ≥ 0;
is called a generating function since it can generate different safe approxima-
tion functions by setting
Ψ(x, t) = tE[ψ(t−1h(x, ξ˜))], for t > 0;
and
g(x, ) = inf
t>0
(Ψ(x, t)− t) .
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Hereafter we highlight separately those properties of ψ which lead to a safe
approximation of chance constraint, and the ones leading to a convex function.
Proposition 1 Let g(x, ) be defined according to Definition 4. If
1. ψ(z) ≥ 0, ∀z ∈ R,
2. ψ(0) = 1,
3. ψ(z) > 1, ∀z > 0;
then
g(x, ) ≤ 0⇒ x ∈ X ().
Proof. First of all let us recall some standard facts about probability
calculus. Let z˜ be a random variable. Since P(z˜ ≥ 0) ≥ P(z˜ > 0) then
P(z˜ ≥ 0)−  ≤ 0 (1)⇔ P(z˜ ≥ 0) ≤  (2)⇒ P(z˜ > 0) ≤  (3)⇔ P(z˜ ≤ 0) ≥ 1− ;
where the equivalence (1) holds by simple algebraic calculations, the implica-
tion (2) holds since the event (z˜ > 0) belongs to the event (z˜ ≥ 0), and the
equivalence (3) follows by the property of the event which is complementary
to (z˜ > 0). By taking the first and the last statements we get:
P(z˜ ≥ 0)−  ≤ 0⇒ P(z˜ ≤ 0) ≥ 1− . (2.10)
Now observe that if we multiply any random variable z˜ by a positive factor
s, we obtain a new random variable sz˜ which has the same probability to be
nonnegative as z˜, i.e.,
P(z˜ ≥ 0) = P(sz˜ ≥ 0) ∀s > 0. (2.11)
In a similar way an inequality is true if and only if it still holds true if we
multiply the right hand side and the left hand side by any positive factor, i.e.,
in our case,
P(z˜ ≥ 0)−  ≤ 0⇔ tP(z˜ ≥ 0)− t ≤ 0 ∀t > 0.
Now consider the following discrete random variable:
IR+(sz˜) =
{
1 if sz˜ ≥ 0,
0 if sz˜ < 0.
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Its expected value can be easily determined as follows:
E[IR+(sz˜)] = 1 · P(IR+(sz˜) = 1) + 0 · P(IR+(sz˜) = 0) = P(sz˜ ≥ 0). (2.12)
Observe that the indicator function IR+(·) is bounded from above by the gen-
erating function ψ(·), indeed:
∀z ≥ 0 ψ(z) ≥ 1 = IR+(z)
∀z < 0 ψ(z) ≥ 0 = IR+(z)
}
⇒ ψ(z) ≥ IR+(z), ∀z.
It follows that, ∀s > 0, the expected value of the random variable ψ(sz˜) is
always greater than or equal to the expected value of the random variable
IR+(sz˜), i.e.,
E[ψ(sz˜)] ≥ E[IR+(sz˜)]. (2.13)
It is possible to bound the probability of the random variable z˜ to be non-
negative with the expected value of the random variable ψ(sz˜) by putting
together (2.11), (2.12) and (2.13), i.e,
E[ψ(sz˜)] ≥ E[IR+(sz˜)] = P(sz˜ ≥ 0) = P(z˜ ≥ 0);
it follows :
tE[ψ(sz˜)] ≥ tP(z˜ ≥ 0) ,∀t > 0.
Since the above relation holds ∀s > 0 , particularly it holds for s = t−1 > 0,
i.e.,
tE[ψ(t−1z˜)] ≥ tP(z˜ ≥ 0) ,∀t > 0. (2.14)
It follows that:
if ∃ tˆ :
tˆ > 0 and
tˆE[ψ(t−1z˜)] ≤ tˆ
⇒ tˆP(z˜ ≥ 0) ≤ tˆ⇒ P(z˜ ≥ 0) ≤ . (2.15)
Trivially:
inf
t>0
(
tE[ψ(t−1z˜)]− t) ≤ 0⇒

∃ tˆ :
tˆ > 0 and
tˆE[ψ(t−1z˜)] ≤ tˆ.
(2.16)
Finally by setting z˜ = h(x, ξ˜) and by putting together (2.10), (2.15) and
(2.16), we get the thesis:
g(x, ) = inft>0
(
tE[ψ(t−1h(x, ξ˜))]− t
)
≤ 0
⇓
P(h(x, ξ˜) ≤ 0) ≥ 1− , i.e., x ∈ X ().
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From Proposition 1, the constraint
g(x, ) = inf
t>0
(Ψ(x, t)− t) ≤ 0, (2.17)
is a safe approximation of the single chance constraint
P(h(x, ξ˜) ≤ 0) ≥ 1− . (2.18)
Let us denote by f(x) ∈ CX(A) a convex function with respect to x in the
convex set A. Now before to derive some convexity properties for generating
functions, let us recall some well-know facts about convexity. The correspond-
ing proofs can be found in the cited references.
Convexity is preserved under positive combinations of convex functions:
Proposition 2 [68, Proposition 2.1.1]
f1(x), . . . fm(x) ∈ CX(R)
t ∈ Rm++
∃xˆ : fj(xˆ) < +∞, ∀j
⇒
m∑
j=1
tjfj(x) ∈ CX(R).
Proposition 2 extends to infinite sums and integrals [21, par 3.2.1]. Particu-
larly, the convexity of a function with uncertain parameters is preserved by
taking the expected value:
f(x, ξ) ∈ CX(Rn) for any fixed ξ ∈ Ξ⇒ E[f(x, ξ˜)] ∈ CX(Rn).
The convexity of a function is preserved by composing it with a nondecreasing
convex function:
Proposition 3 [68, Proposition 2.1.7]
g(z) ∈ CX(R) is nondecreasing
f(x) ∈ CX(Rn)
}
⇒ g(f(x)) ∈ CX(Rn).
Recall that:
Definition 5 The perspective of a function f is the function given by:
fˇ(t, x) =
{
tf(x
t
) if t > 0,
+∞ otherwise.
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The perspective of a convex function is convex:
Proposition 4 [68, Proposition 2.2.1]
f(x) ∈ CX(Rn)
t > 0
}
⇒ g(x, t) = tf(t−1x) ∈ CX(Rn+1).
Finally it turns out that some special forms of minimization yield convex
functions.
Proposition 5 [21, (3.16)]
f(x, t) ∈ CX(Rn+1)
A is a convex set
∃ xˆ : inft∈A f(xˆ, t) > −∞
⇒ inft∈A f(x, t) ∈ CX(Rn).
Now in order to derive convexity properties, let us impose some assumptions
about the convexity of the system constraint function h(·, ·) and the generating
function ψ(·).
Proposition 6 If
1. for any fixed ξ ∈ Ξ, h(x, ξ) is convex with respect to x and ∃ xˆ such that
h(xˆ, ξ) < +∞,
2. ψ(·) is a nondecreasing convex function,
3. ∃ xˆ : inft>0 (Ψ(xˆ, t)− t) > −∞,
then g(x, ) = inft>0 (Ψ(x, t)− t) is convex.
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Proof. By composing the above propositions the result follows easily.
∀ ξ ∈ Ξ, h(x, ξ) ∈ CX(Rn)
ψ(·) is nondecreasing
ψ(·) ∈ CX(R)

Prop.3⇒ ∀ξ ∈ Ξ, ψ(h(x, ξ)) ∈ CX(Rn)
t > 0

⇒
Prop.4⇒ ∀ ξ ∈ Ξ, tψ(t−1h(x, ξ)) ∈ CX(Rn ×R++)⇒
Prop.2⇒ tE[ψ(t−1h(x, ξ))] = Ψ(x, t) ∈ CX(Rn ×R++)⇒
Prop.2⇒
(Ψ(x, t)− t) ∈ CX(Rn ×R++)
∃ xˆ : inft>0 (Ψ(xˆ, t)− t) > −∞
⇒
Prop.5⇒ inf
t>0
(Ψ(x, t)− t) ∈ CX(Rn).
Observe that for any fixed tˆ > 0, the set X (tˆ) = {x : Ψ(x, tˆ) − tˆ ≤
0} ⊆ X () (cf. relation (2.14) and (2.10)). Let xˆ ∈ X (tˆ) and ˆˆx /∈ X (tˆ); if
there exists t˘ > 0 such that ˆˆx ∈ X (t˘) we conclude that the approximation
is dependent on the choice of t. That is why the authors introduced the
infimum operator, in order to enlarge as much as possible the approximation
set contained in the feasible set X (). Moreover the “smaller” is the generating
function ψ(·), the tighter is the bound (2.14) and consequently the tighter is the
upper bound given by (2.9) equipped with (2.17). Nemirosky and Shapiro [50]
have established that the tightest convex approximation arises by choosing, as
generating function, the following piecewise linear function
ψ∗(z) = [1 + z]+, (2.19)
where [a]+ = max{0, a}. Observe that if ψ′(0+) = 0 then there exists zˆ ∈
B+r (0) such that ψ(z) = 1 which is a contraddiction with the definition of
the generating function (Definition 4), thus we can assume that the right
derivative of the generating function in 0, ψ′(0+) = a > 0. For the well known
characterization of the convex functions [21, (3.2) pp 69], a convex generating
function satisfies:
ψ(z) ≥ ψ(0) + ψ′(0+)z = 1 + az ∀z.
Since ψ(z) has to be nonnegative , all generating functions satisfy:
ψ(z) ≥ max{1 + az, 0}, ∀z;
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Therefore the upper bound (2.13) can be improved by choosing:
ψ(z) = max{1 + az, 0}.
Which respects the Definition 4 and the assumptions of Proposition 1 as the
constant a is positive. The bounds produced are the same, up to scaling z ← z
a
,
as those produced by the function (2.19). With this particular choice of the
generating function, constraint (2.17) becomes
inf
t>0
[
E
[
[h(x, ξ˜) + t]+
]
− t
]
≤ 0.
By replacing in the left-hand side inft>0 with inft∈R, we do not affect the
validity of the relation, thus with of change a variable t = − τ

we can rewrite :
inf
τ∈R
[
1

E
[
[h(x, ξ˜)− τ ]+
]
+ τ
]
≤ 0. (2.20)
Since ξ˜ has a continuos distribution then the expected value function
E
[
[h(x, ξ˜)− τ ]+
]
is continuously differentiable with respect to τ (cf. [63,
Proposition 2.1] ) and:
∂
∂τ
[
1

E
[
[h(x, ξ˜)− τ ]+
]
+ τ
]
= 1 +
P(h(x, ξ˜) ≤ τ)− 1

.
As shown in the proof of Proposition 6 of page 17, the function[
1

E
[
[h(x, ξ˜)− τ ]+
]
+ τ
]
(2.21)
is convex with respect to τ , it follows that the minimizers of (2.21) are
α∗ = {τ : P(h(x, ξ˜) ≤ τ) = 1− }.
Since:
lim
τ→+∞
P(h(x, ξ˜) ≤ τ) = 1,
as well as
lim
τ→−∞
P(h(x, ξ˜) ≤ τ) = 0,
then α∗ is a nonempty bounded interval. We can rewrite (2.20) as:
min
τ
{
1

E
[
[h(x, ξ˜)− τ ]+
]
+ τ
}
≤ 0. (2.22)
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Despite the convexity of (2.22) the evaluation of the expectation, E[h(x, ξ˜)−
τ ]+ is typically analytically prohibitive above the forth dimension. It is possible
to avoid expensive numerical calculation by using more conservative approxi-
mations. Nemirosky et al. [50] proposed a different generating function while
Sim et al. [65] proposed an upper bound to E[·]+. Both approaches lead to ef-
ficiently computable models. The latter has the advantage to be more general
while the former requires that we are able to compute efficiently the moment
generating functions of the distributions and it requires that uncertain param-
eters have to be independently distributed. To the best of our knowledge there
is no theoretical or practical evidence that one approximation is tighter than
the other one. We will describe the Sim approach in Section 2.5.
2.3 Relationship with risk measures
A typical instrument to reduce risk in portfolio selection and optimization is
minimizing the Value-at-Risk (Var). Let f(x, ξ) a value function associated
with the decision vector x, chosen in a certain subset X ⊆ Rn and random
variable ξ with probability density function pr(ξ). The probability that f(x, ξ)
does not exceed a treshold α is then given by:
Ψ(x, α) =
∫
f(x,ξ)≤α
pr(ξ)dξ = P(f(x, ξ) ≤ α). (2.23)
By definition with respect to a specified probability level (1−), the (1−)-VaR
is the lowest amount α such that, with probability (1 − ) the value function
will not exceed α. It is given by:
α1−(x) = min{α ∈ R : Ψ(x, α) ≥ 1− }. (2.24)
It is easy to observe that a solution x is feasible with respect to a single
chance constraint if and only if it has a non positive (1− )-Value-at-Risk, in
fact it holds:
{x : α1−(x) ≤ 0} = {x : P(f(x, ξ˜) ≤ 0) ≥ 1− }.
An alternative measure is the Conditional Value-at-Risk (CVaR). With respect
to a specified probability level (1 − ), the (1 − )-CVaR is the conditional
expectation of the valued function f(x, ξ˜) above the amount α and it is given
by:
ρ1−(f(x, ξ˜)) = E
[
f(x, ξ˜)|f(x, ξ) ≥ α1−(x)
]
= (2.25)
=
1

∫
f(x,ξ)≥α1−(x)
f(x, ξ)pr(ξ)dξ.
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This last measure was introduced in the financial optimization field as al-
ternative measure of portfolio risk, and [5] shows that it is a convex function
and a coherent risk measure(i.e. it is monotone, sub-additive, positive homo-
geneous and invariant to translation). Moreover CVaR ≥ VaR, which has not
the above desirable properties, so that it is possible to bound VaR with CVaR.
Observe that (2.24) is equivalent to impose that the (1− )-Conditional Value
at Risk of the random function h(x, ξ˜) has to be nonpositive. [54] shows how
to optimize over CVaR using linear programming approximation. The key ap-
proach of [54] is to characterize α1−(x) and ρ1−(x) in terms of the following
function:
F1−(x, α) = α +
1

∫
ξ∈Rk
[f(x, ξ)− α]+pr(ξ)dξ, (2.26)
where [t]+ = max{0, t}. In fact [54] states the relationship among the func-
tions (2.24),(2.25) and (2.26), and shows that to optimize (2.25) over a convex
set is equivalent to optimize (2.26) over the same set lifted in a higher dimen-
sional space. Its main result is the following:
Theorem 1 [54, Theorem 1 and 2]
Given a convex set X , assume that:
P(f(x, ξ˜) ≤ α) is convex and continuously differentiable with respect to α,
then:
1. F1−(x, α) is convex and continuously differentiable with respect to α;
2. ∀x ∈ X it holds:
ρ1−(x) = min
α∈R
F1−(x, α) = F1−(x, α1−(x)); (2.27)
3. in particular the set
A1−(x) = argmin
α∈R
F1−(x, α)
is a nonempty, closed, bounded interval with α1−(x) as left endpoint;
4. Moreover:
min
x∈X
ρ1−(x) = min
(x,α)∈X×R
F1−(x, α).
Remark 1 if f(x, ξ) is convex with respect to x then F1−(x, α) is convex with
respect to (x, α) and ρ1−(x) is convex with respect to x so that if X is convex
then the joint minimization is an instance of convex programming.
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Remark 2 Consider the particular case where f(x, ξ˜) = xT ξ˜, and ξ˜ has mean
ξ and variance Pξ. Then f(x) = x
T ξ and σ2f(x) = x
TPξx. Let X be polyhedral
with a constraint on the mean value of f(x, ξ˜), that has to be greater that a
certain threshold T :
xT ξ ≥ T. (2.28)
Minimizing the (1− )-VaR turns out to be the following problem:
min
x∈X
α1−(x), (2.29)
while minimizing the (1− )-CVaR turns out to be the following problem:
min
x∈X
ρ1−(x). (2.30)
The latter has the same optimal solution of the following convex program:
min
(x,α)∈X×R
F1−(x, α) = α +
1

∫
ξ∈Rk
[xT ξ − α]+pr(ξ)dξ. (2.31)
If we do not know the exact distribution of ξ˜, but we have a set S of s = |S|
independent samples of ξ˜ i.e., S = {ξˆ1, ... , ξˆs}, then we can approximate
F1−(x, α) with:
Fˆ1−(x, α) = α +
1
s
s∑
i=1
[xT ξˆi − α]+ (2.32)
This is a piecewise linear function which can be linearized by introducing the
auxiliary variables ui, i : 1 . . . s:
min α +
1
s
s∑
i=1
ui
x ∈ X ;
− xT ξˆi + α + ui ≥ 0 i : 1 . . . s;
ui ≥ 0 i : 1 . . . s.
2.4 Special distributions
Radial Distributions
Definition 6 ( [23]) A random vector ξ˜ ∈ Rk has a radial distribution with
defining function υ(·) if ξ˜ − E[ξ˜] = Σω, where Σ ∈ Rk,h, h ≤ k, is a fixed
full rank matrix and ω ∈ Rh is a random vector having probability density
fω that depends only on the norm of ω ; i.e.: fω(ω) = υ(‖ω‖). We denote
ξ˜ ∼ R(Σ, υ(·)).
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Remark 3 The Σ-radial distribution includes all probability density whose
level sets are ellipsoidal with shape matrix Σ  0.
Remark 4 Lagoa [47] has observed that the single chance constraint has fea-
sible concave and efficient computable set when f(x, ξ˜) is the image, under
deterministic affine transformation, of a random vector with rotational invari-
ant distribution.
Theorem 2 [47, Theorem 4] Given ξ˜ ∼ R(Σ, υ(·)) and  ∈ (0.5], the con-
straint
P(ξ˜Tx ≤ 0) ≥ 1− 
is equivalent to the following deterministic convex second order cone constraint
κ,r
√
xTΣx+ ξ
T
x ≤ 0,
where
κ,r = rP−1(1− ),
and P−1(·) : [0, 1] 7→ R, is the inverse of the cumulative probability functions,
P−1(y) = infz∈R{P(z) ≥ y}.
Examples of radial distribution are:
• multivariate normal distribution,
• uniform distribution over symmetric convex compact sets.
Elliptically symmetric distributions
Independently Henrion [41] highlights that the following special class of dis-
tribution has similar properties.
Definition 7 The class of elliptically symmetric distributions (ESD) has the
density (if it exists) which is given by
pr(ξ) = det(Σ)−
1
2 g((ξ − ξT )Σ−1(ξ − ξ)),
we denote ξ ∼ ESD(g(·),Σ).
Examples of elliptically symmetric distribution are:
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• multivariate normal distribution,
• uniform distribution on ellipsoidal support.
Particularly Henrion [41] investigates the structural properties of the feasi-
ble set defined by linear probabilistic constraint
X (, α) = {x : P(f(x, ξ) ≤ α) ≥ 1− } (α ∈ R,  ∈ (0, 1)).
Lemma 1 Let F (x, ξ) =
∑k
i q(x)iξi and let ξ ∼ ESD(g(·),Σ), with Σ = CTC
then:
X (, α) = {x : Φ−1(1− )‖Cq(x)‖}+ ξT q(x) ≤ α
where Φ−1(1− ) denote the (1− )-quantile of the distribution of ξ.
Proposition 7 let ξ ∼ ESD(g(·),Σ), with Σ = CTC and let F (x, ξ) =∑k
i q(x)iξi ,with q is affine linear or has nonnegative, convex components,
ξi,Σij ≥ 0 then: X (, α) is convex ∀ α ∈ R and  < 0.5.
Similar results are given in order to characterize α and  values for which
X (, α) is compact and nonempty.
Normal Distribution
Proposition 8 [54] Assume that:
• f(x, ξ˜) = xT ξ˜ is normal distributed,
•  ≤ 0.5,
• constraint (2.28) is active at solutions to any of the problems (2.29),
(2.30),
then the solution of those problems are the same, the optimal decision x∗ is
optimal for both criteria.
The proof uses the fact that, under the normality assumption, we can express
the (1−)-VaR and the (1−)-CVaR in terms of mean and variance by setting:
α1− = xT ξ + c1()(xTPξx) where c1() =
√
2Erf−1(1− 2), (2.33)
and
ρ1− = xT ξ + c2()(xTPξx) where c2() = (
√
2pieErf
−1(1−2)2)−1. (2.34)
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2.5 Approximations via robust uncertainty
sets
2.5.1 Single affine chance constraints
In this section we consider the approximation of the single chance constraint
based on bounding the expectation of the (1 − )−CVaR of the constraint
function. One of the advantages of this approach is that it requires just mild
assumptions about the knowledge of the uncertain parameter distribution. The
applicability of the approach is limited to affine chance constraints. Recall from
Section 2.1 that a single chance constraint function with a affinely dependent
random parameters has the following form:
f(x, ξ) =
n∑
i=1
(A0i +
k∑
h=1
Ahi ξ˜h)xi.
It can be rewritten as follows:
f(x, ξ) =
n∑
i=1
A0ixi +
k∑
h=1
(
n∑
i=1
Ahi xi)ξ˜h.
With a proper affine change of variables, i.e., for h = 0, . . . , k , zh =∑n
i=1 A
h
i xi, a single chance constraint function takes the following form:
z(ξ˜) = z0 +
k∑
h=1
zhξ˜h = z0 + z
T ξ˜,
Observe that now the random variables belong to a k-dimensional space, while
the decision variables belong to a (k + 1)-dimensional space. In this section,
without loss of generality, we consider a single chance constraint of the form:
P(z(ξ˜) ≤ 0) ≥ 1− . (2.35)
We already know from the previous sections that the (1− )−CVaR provides
a convex approximation of (2.35) trough (2.22):
min
τ
{
1

E
[
[z(ξ˜)− τ ]+
]
+ τ
}
≤ 0,
which is equivalent to
min
τ
{
1

E
[
[(z0 − τ) + zT ξ˜]+
]
+ τ
}
≤ 0.
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In order to avoid the expensive numerical calculation related to the expected
value function, the idea of Sim et al. [65] is bounding E[·]+ with a suitable
function pi(z0, z) : Rk+1 → R. They introduce a new function η1−(z0, z) :
Rk+1 → R:
η1−(z0, z) = min
τ
{
1

pi(z0 − τ, z) + τ
}
so that η1− is an upper bound of the (1− )−CVaR of z(ξ˜), i.e.,
min
τ
{
τ +
1

E[z(ξ˜)− τ ]+
}
≤ η1−(z0, z).
As a consequence, constraint
η1−(z0, z) ≤ 0
implies (2.22) and consequently the chance constraint (2.35).
Firstly we will recall some definitions concerning convex analysis, particu-
larly the concepts of cone and pointed cone:
Definition 8 A subset C of a real vector space V is a (linear) cone if and
only if λx belongs to C for any x ∈ C and any positive scalar λ of V.
Definition 9 A cone C is said to be pointed if it includes the null vector
(origin) 0 of the vector space.
Definition 10 Given a set C ⊆ Rk, the dual cone of C is
C∗ = {λ ∈ Rk : λc ≥ 0 ∀c ∈ C}.
Theorem 3 [12, Properties of the Dual Cone]
Let ∅ 6= C ⊂ Rk, then:
1. The dual cone C∗ is a closed convex cone.
2. If the interior set C˚ 6= ∅, then C∗ is pointed.
3. If the set C is a closed convex pointed cone, then C˚∗ 6= ∅.
4. If the set C is a closed convex cone, then so is C∗, and the cone dual to
C∗ is C itself.
2.5 Approximations via robust uncertainty sets 27
Let us use this notation: c K b is equivalent to c− b ∈ K.
Theorem 4 [12, Conic Duality Theorem]
Consider a conic problem
c∗ = min
x
{
cTx : Ax C b
}
, (2.36)
along with its dual
b∗ = max
λ
{
λb : ATλ = c, λ ∈ C∗} . (2.37)
1. The duality is symmetric: the dual problem is conic , and the problem
dual to dual is the primal.
2. The value of the objective function of each dual feasible solution λ is
less or equal to the value of the objective function of each primal feasible
solution
cTx− λb ≥ 0, ∀ (x, λ) ∈ {(x, λ) : Ax C b, ATλ = c, λ ∈ C∗}.
3. (a) If ∃ x : Ax C b, then (2.37) is solvable and c∗ = b∗.
(b) If ∃ λ : ATλ = c, λ ∈ C∗, then (2.36) is solvable and b∗ = c∗.
4. Assume that at least one of the problems (2.36) , (2.37) is strictly feasible
(i.e., there exists x such that Ax C b or there exists λ ∈ C˚∗ such that
ATλ = c ) and the objective function is bounded (respectively below or
above). Then a pair of primal-dual feasible pair (x, λ) is a pair of optimal
solutions to the respective problems
(a) if and only if cTx− λc = 0
and
(b) if and only if λ(Ax− b) = 0.
Before stating the main result we need the following technical results.
Proposition 9 Let pi(z0, z) ≥ E[[z0 + zT ξ˜]+] and let ∆ = {−ξl ≤ ξ ≤ ξu}
denote the smallest compact convex set containing the support Ξ of ξ˜, then
pi(z0, z) = 0⇒ z0 + max
ξ∈∆
zT ξ ≤ 0
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Proof. Assume that
z0 + max
ξ∈∆
zT ξ > 0.
We can assume without loss of generality that the maximizers of the above
linear function, ξ∗, is at an extreme point of ∆ and we can find r > 0 such
that
z0 + z
T ξ > 0, ∀ ξ ∈ Br(ξ∗),
where Br(ξ∗) denotes the open ball with radius r around ξ∗. Since by the
hypothesis 0 = pi(z0, z) ≥ E[[z0 + zT ξ˜]+] ≥ 0, then E[[z0 + zT ξ˜]+] = 0 and
P(ξ˜ ∈ Br(ξ∗)) = 0.
Consequently ξ∗ /∈ convex hull{∆ \ Br(ξ∗))} ⊇ Ξ and we get a contradiction
on the assumption that ∆ is the smallest compact convex set containing the
support Ξ of ξ˜.
Proposition 10 let pi(z0, z) be a positive homogenous function such that:
1. pi(z0, z) ≥ E[[z(ξ˜)]+],
2. pi(z0, 0) = [z0]
+.
then η1−(z0, z) is bounded
Proof. assume that:
min
τ
{
1

pi(z0 − τ, z) + τ
}
= −∞,
then there exists a sequence
{τn} → −∞,
such that
lim
{τn}→−∞
{
1

pi(z0 − τn, z) + τn
}
= −∞.
We can assume τn < 0:
1

pi(z0 − τn, z) + τn = −τn

pi(
z0
−τn + 1,
z
−τn ) + τn.
Since limτn→−∞ pi(
z0
−τn + 1,
z
−τn ) = pi(1, 0) = 1, the above expression is equal to
τn(1− 1

),
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but limτn→−∞ τn(1− 1 ) = +∞ since  < 1, and we get a contradiction.
We can now introduce the main result that connects chance constrained
and robust optimization, since it shows how to build uncertainty sets in order
to have a safe approximation of a single chance constraint.
Theorem 5 [65, Theorem 4] Consider an affine single chance constraint
(2.35), assume that the support of the random variable Ξ ⊆ ∆ = {−ξl ≤ ξ ≤
ξu} and let pi(z0, z) be a convex and positive homogenous function such that:
1. pi(z0, z) ≥ E[[z(ξ˜)]+], ∀(z0, z) ∈ Rk+1,
2. pi(z0, 0) = [z0]
+,
then
η1−(z0, z) = z0 + max
ξ∈U()
zT ξ
for some convex uncertainty set U().
Proof. Observe that if E[[z(ξ˜)]+] = 0 then z0 + maxξ∈∆ zT ξ ≤ 0 (trivially
it means that with respect to (z0, z) the constraint (2.35) is satisfied for any
possible realization of the random parameter). The closure of the epigraph of
pi(z0, z), i.e., the set C = {(u, z0, z) : u ≥ pi(z0, z)} is:
• a cone since pi is positive homogeneous,
• closed by definition,
• convex since pi(z0, z) is convex,
• pointed, i.e., (0, 0, 0) ∈ C, since 0 ≥ pi(0, 0) = 0.
Then it follows from Theorem 3, that the dual cone of C, denoted by C∗, is
also closed , convex and pointed and both C, C∗ have nonempty interior. Since
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Proposition (10) holds, we can use strong duality (Theorem 2.37):
η1−(z0, z) = min
τ,u
{τ + u

: (u, z0 − τ, z) ∈ C}
= min
τ,u
{τ + u

: (u,−τ, 0) C (0,−z0,−z)}
= max
v,ξ0,ξ
{z0ξ0 + zT ξ : (v,−ξ0,−ξ) ∈ C∗, v = 1

, ξ0 = 1}
= max
ξ
{z0 + zT ξ : (1

, −1,−ξ) ∈ C∗}
= z0 + max
ξ∈U()
zT ξ,
where U() = {ξ : (1

, −1, −ξ) ∈ C∗}.
2.5.2 Upper bound expectation
In this section we will present some examples of bounding functions. Recall
that we are considering the following multivariate random variable:
z(ξ˜) = z0 + z
T ξ˜ ∈ Rk,
and the (1− )-Conditional Value at Risk of the random variable z(ξ˜) is:
min
τ
{
1

E
[
[z(ξ˜)− τ ]+
]
+ τ
}
.
Chen and Sim [27] proposed different bounding functions on dependance
of the available information of the random variable distribution. The basic
information is to know the support of the random variable. If the support is
limited we have the following proposition:
Proposition 11 Assume that the support of the random variable ξ˜ is
Ξ = {ξ : −ξl ≤ ξ ≤ ξu} ⊂ Rk, where ξl, ξu ∈ Rk+,
then the function
η11−(z0, z) = z0 + min{sT ξu + tT ξl : s− t = z, s, t ∈ Rk+} (2.38)
is an upper bound of the (1− )-CVaR of the random variable z(ξ˜).
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Proof.
min
τ
{
1

E
[
[z(ξ˜)− τ ]+
]
+ τ
}
≤ 1

E
[
[z0 + z
T ξ˜ − τˆ ]+
]
+ τˆ ∀τˆ ∈ R.
Particularly if we choose τˆ = z0 + maxξ∈Ξ zT ξ. Observe that for this choice we
have
E
[
[z0 + z
T ξ˜ − τˆ ]+
]
= 0,
since z0 + z
T ξ˜ − τˆ ≤ 0 for any realizationd of ξ. It follows :
min
τ
{
1

E
[
[z0 + z
T ξ˜ − τ ]+
]
+ τ
}
≤ z0 + max
ξ∈Ξ
zT ξ
We apply the strong Linear Programming duality to get the thesis:
max
ξ∈Ξ
zT ξ = min{sT ξu + tT ξl : s− t = z, s, t ∈ Rk+}.
Observe that the related uncertain set, U1() = Ξ, is independent of the
parameter . In fact P(ξ˜ ∈ Ξ) = 1 > 1 −  for all  ∈ (0, 1). This suggests
that the quality of the bound provided by the Proposition 11 improves as
 approaches to 1. Assume that we know the first and second moment of
the random variable ξ˜. The following proposition shows how to use these
informations.
Proposition 12 Assume that the random variable ξ˜ has
• mean value ξ = 0,
• covariance matrix Σ.
Then the function
η21−(z0, z) = z0 +
(√
1− 

)√
zTΣz (2.39)
in an upper bound of the (1− )-CVaR of the random variable z(ξ˜).
Proof. By translation invariance of the minimum and the expectation
operators, we can bring out the deterministic component z0, and rewrite the
(1− )-CVaR of the random variable z(ξ˜):
min
τ
{
1

E
[
[z0 + z
T ξ˜ − τ ]+
]
+ τ
}
= z0 + min
τ
{
1

E
[
[zT ξ˜ − τ ]+
]
+ τ
}
.
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By using the hypothesis ξ = 0 and since x+ = (x+|x|)
2
, we get:
E
[
[zT ξ˜ − τ ]+
]
=
1
2
(E
[
[|zT ξ˜ − τ |
]
− τ),
Since |x| = √x2, we apply the Jensen Inequality with respect to the concave
square root operator
1
2
(E
[
[|zT ξ˜ − τ |
]
− τ) ≤ 1
2
√
E
[
(zT ξ˜ − τ)2
]
− τ),
by using the definition of the variance of X,
V ar[X] = (E[x])2 − E[x2],
and the property of the variance of X:
V ar[aX + b] = aTV ar[X]a,
we have:
E
[
(zT ξ˜ − τ)2
]
= V ar[zT ξ˜ − τ ] + E2
[
zT ξ˜ − τ
]
= zTΣz + τ 2.
By putting together the above observations, we have:
min
τ
E
[
[z0 + z
T ξ˜ − τ ]+
]

+ τ
 ≤ z0+minτ
{√
zTΣz + τ 2 − τ
2
+ τ
}
. (2.40)
We will solve the minimization problem of the right hand side of (2.40):
∂
∂τ
(√
zTΣz + τ 2 − τ
2
+ τ
)
= 1− 1
2
+
τ
2
√
zTΣz + τ 2
= 0
⇔
τ ∗ =
(1− 2)
√
zTΣz
2
√
1− 2 .
By substituting into (2.40) the optimal values
√
1−

√
zTΣz, we get the thesis:
min
τ
{
1

E
[
[z0 + z
T ξ˜ − τ ]+
]
+ τ
}
≤ z0 +
√
1− 

√
zTΣz.
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Note that the related uncertain set, U2() =
{
ξ : ‖Σ 12 ξ‖2 ≤
√
1−

}
, turns
out to be an elliptical uncertainty set [11, 19]. In order to capture possible
asymmetries of the random variable distribution Sim et al. [64] introduced
deviations measures, called Forward and Backward deviation measures. Here-
after we report the definition and some properties of these measures in order
to show an alternative bounding function for the (1− )-CVaR.
The authors define the set of values associated with forward deviations of
ξ˜ as follows:
P
(
ξ˜
)
=
{
α : α ≥ 0, E[e θ(ξ˜−E[ξ˜])α ] ≤ e θ22 ∀θ ≥ 0} ; (2.41)
likewise, for backward deviations, they define the following set,
Q
(
ξ˜
)
=
{
α : α ≥ 0, E[e− θ(ξ˜−E[ξ˜])α ] ≤ e θ22 ∀θ ≥ 0} . (2.42)
For known distribution the forward deviation of ξ˜ is:
p∗
ξ˜
= inf P
(
ξ˜
)
; (2.43)
likewise the backward deviation of ξ˜ is:
q∗
ξ˜
= inf Q
(
ξ˜
)
. (2.44)
We list some useful properties of these deviation measures.
Proposition 13 [27, Proposition 2] Let pξ˜ and qξ˜ be respectively the forward
and backward deviation of random variable ξ˜ with zero mean. Then
a) if z˜ = aξ˜, then (pz˜, qz˜) = (|a|pξ˜, |a|qξ˜).
b) For all θ ≥ 0,
lnE
[
eθξ˜
]
≤
θ2p2
ξ˜
2
and
lnE
[
e−θξ˜
]
≤
θ2q2
ξ˜
2
.
c) for all θ ≥ 0,
P(x˜ > θpξ˜) ≤ e−
θ2
2
and
P(x˜ < −θqξ˜) ≤ e−
θ2
2 ;
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d) for all p ≥ pξ˜ and q ≥ qξ˜, we have p ∈ P(ξ˜) and q ∈ Q(ξ˜).
By using the above properties we are able to state the following result:
Proposition 14 [27, Proposition 3.c] Assume that the random variable ξ˜ has
• forward deviation p,
• backward deviation q,
• ξ˜h, ∀ h ∈ I ⊆ K are stochastically independent,
then the function
η31−(z0, z) =
{
z0 +
√−2 ln()‖u‖ if zh = 0 ∀ h /∈ I,
+∞ otherwise; (2.45)
where uh = max{phzh,−qhzh}, in an upper bound of the (1 − )-CVaR of the
random variable z(ξ˜).
Proof. By definition the case where zh 6= 0 for some h /∈ I, the bound is
trivial. Observe that x+ ≤ µe xµ−1 ∀ µ > 0 and let z˜ = z(ξ˜).
1

E
[
[z˜ − τ ]+]+ τ ≤ 1

E
[
µe
z˜−τ
µ
−1
]
+ τ. (2.46)
Now we are searching for the τ that minimizes the right hand side of the
above espression
∂
∂τ
(
1

E
[
µe
z˜−τ
µ
−1
]
+ τ
)
= 1 +
µ

E
[
−µe z˜−τµ −1
]
= 0⇔ τ ∗ = µ ln
E
[
e
z˜
µ
]
e
 .
Substituting into (2.46), we have:
min
τ
{
1

E
[
[z˜ − τ ]+]+ τ} ≤ µ ln(E [e z˜µ ])− µ ln(); (2.47)
By Proposition 13.a and 13.b, we have:
lnE
[
e
zhξ˜h
µ
]
≤
{
z2hp
2
h
2µ2
if zh≥0,
z2hq
2
h
2µ2
otherwise.
(2.48)
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Since p and q are nonnegative,
lnE
[
e
zhξ˜h
µ
]
≤ u
2
h
2µ2
, (2.49)
where uh = max{zhph,−zhqh}. The expected value can be manipulated as
follows:
E
[
e
z˜
µ
]
= E
[
e
z0+
∑
h∈I zhξ˜
µ
]
= E
[
e
z0
µ
∏
h∈I
e
zhξ˜
µ
]
= e
z0
µ
∏
h∈I
E
[
e
zhξ˜
µ
]
Where the last equality follows by the independence of h ∈ I. By substituting
the expected value into (2.48), and after some algebra we have:
min
τ
{
1

E
[
z˜ − τ ]+]+ τ} ≤ z0 + µ∑
h∈I
(
lnE
[
e
zhξ˜
µ
])
− µ ln() (2.50)
Since (2.50) holds true for all µ > 0, we can strengthen the bound and get:
min
τ
{
1

E
[
z˜ − τ ]+]+ τ} ≤ z0 + inf
µ>0
{µ
∑
h∈I
(
lnE
[
e
zhξ˜
µ
])
− µ ln()}
By using the observation (2.49) ti follows:
min
τ
{
1

E
[
z˜ − τ ]+]+ τ} ≤ z0 + inf
µ>0
{‖u‖
2
2
2µ2
− µ ln()} = z0 +
√
−2 ln()‖u‖2.
Observe that we capture the asymmetries of the distribution but in order
to achieve a non trivial bound, we require that some random variables have to
be stochastically independent.
Chapter 3
Network Optimization with
Traffic Demand Uncertainty
3.1 Network design problems
When designing or upgrading a communication network, operators are faced
with a major issue, as uncertainty on communication demands makes it diffi-
cult to correctly provision the network capacity. In fact, providing large capac-
ity, while making the network resilient to unexpected peaks of demand, may
be very costly, and therefore render the network operations uneconomical. It
is therefore necessary to carefully balance the network failure probability due
to high demand, on one side, and the capacity provision cost on the other.
When a probability on traffic matrices is given, finding the cheapest capacity
allocation that guarantees, within a prescribed level of confidence, that each
arc can support the traffic demand peaks turns out to be, in general, a difficult
non convex optimization problem, belonging to the class of chance constrained
problems. As describe before, an alternative approach is to properly formu-
late an uncertainty set to which all demand matrices supposedly belong, and
to find a minimum cost capacity allocation that supports all the demands in
such a set; this is the so-called Robust Network Design problem, which, de-
pending on the structure of the uncertainty set, may be polynomially solvable
[11, 17, 65].
Consider a communication network represented by a directed graph G =
(V ,A), where V is the set of nodes, with n = |V|, and A is the set of arcs, with
m = |A|. We are given a set K ⊆ V×V of ordered pairs which represents users
that wish to communicate, with k = |K|. We are also given a nonnegative cost
cij, ∀ (i, j) ∈ A, which is the cost to reserve (or allocate) a unit of capacity on
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the arc (i, j) of the network. Our task is to provide the network with a capacity
allocation and to decide how to accommodate the commodities. Let the vector
x ∈ Rm+ be a capacity allocation on G; then a Reserved Network is the graph
induced by the positive support of x, i.e., G(V ,A′) , where A′ = {(i, j) ∈ A :
xij > 0}, and the cost associated with this allocation x is
∑
(i,j)∈,A cijxij. Many
applications require that the commodities are routed along the same paths
independently of the traffic demands. To model this assumption, we denote
by ystij the fraction of commodity (s, t) ∈ K routed along the arc (i, j) ∈ A.
Moreover, let δ−(i) (δ+(i)) be the set of incoming (outgoing) arcs of node i,
∀ i ∈ V . Formally, we define a routing scheme as follows:
Definition 11 Given a directed network G = (V ,A) and a set of ordered pairs
K ⊆ V × V, we define a routing as a function y : A×K → [0, 1], such that:
∑
(j,i)∈δ−(i)
ystji −
∑
(i,j)∈δ+(i)
ystij = φ
st
i =

−1 if i = s,
1 if i = t,
0 otherwise.
i ∈ V , (s, t) ∈ K;
We denote by Y the set of all oblivious routings so that y ∈ Y means, in a
compact way, that y is a routing.
If the amount of future connection request dst from node s to node t is
given, ∀ (s, t) ∈ K, then we face the following deterministic problem:
min cx (3.1)
(y, x) ∈ Y ×Rm+ ; (3.2)
yijd− xij ≤ 0 (i, j) ∈ A; (3.3)
where yij is the vector with components {ystij}, (3.1) is the objective consist-
ing of minimizing the capacity allocation costs, constraint (3.2) specifies that
y has to be a routing template and that the allocated capacity x has to be
nonnegative. Finally (3.3) are classical capacity constraints, i.e., the capacity
xij allocated on arc (i, j) has to be enough to support the flow yijd related to
the traffic demand d.
3.2 Robust network design problems
In the robust optimization framework we are given, instead of a single traffic
matrix, a set D ⊂ Rk+ to which all demand matrices supposedly belong [7, 8].
We require that the capacity constraints (3.3) are valid for all d ∈ D.
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min cx (3.4)
(y, x) ∈ Y ×Rm+ ;
yijd− xij ≤ 0 (i, j) ∈ A, d ∈ D. (3.5)
This is, in general, a semi infinite problem due to constraints (3.5).
3.2.1 A problem classification
In this section we resume the main results about robust network design against
traffic demand uncertainty. Since in the last decade several different variants
of (3.1)-(3.3) have been addressed in the literature, we mainly focus on results
about provisioning virtual private networks under the Hose model. We will
consider four variants: two related to the problem input, i.e., the underlying
network and the demand polyhedron, and two related to the problem output,
i.e., the reserved network and the routing schemes.
- The first variant involves the property and the structure of the available
underlying network: in many contexts, indeed, instead of a directed network,
we are given an undirected network G(V , E), where V is the set of nodes with
n = |V|, while E is the set of undirected arcs with m = |E|. In directed
networks, once a capacity is reserved on the arc (i, j), the arc behaves like
a one way street and it permits flow only from node i to node j, on the
other hand, edges of undirected networks allow flow in both directions [1].
Let {i, j} ∈ V be the endpoints of edge e, and denote via f stij denote the
traffic flow of commodity (s, t) from node i to node j. When some capacities
are allocated on a directed arc (i, j) there is no ambiguity in the way the
commodities can cross and occupy it. While once capacity is allocated on
an edge e, it is necessary to further distinguish how commodities engage the
capacity resource, since there are cases where we need an amount of capacity
greater or equal to the sum of the flows in both directions and cases where we
need for an amount of capacity greater or equal to the maximum of the flows
in both directions. Formally, we distinguish the following cases:
1. directed, (i, j) 7→ xij , arc capacity constraints of type:∑
(s,t)∈K
f stij ≤ xij;
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2. undirected-sum, e = {i, j} 7→ xe, edge capacity constraints of type:∑
(s,t)∈K
(f stij + f
st
ji ) ≤ xe;
3. undirected-max, e = {i, j} 7→ xe, edge capacity constraints of type:∑
(s,t)∈K
f stij ≤ xe,
∑
st∈K
f stji ≤ xe.
Another restriction we consider, for both directed and undirected networks,
concerns the maximum amount of capacity that can be reserved on each edge
(or arc). So we will refer to a capacitated network when upper bounds to
the allowable capacity on edges (or arcs) are given. Usually these bounds are
expressed as a vector u ∈ Rm+ .
- The second variant on input data concerns the demand polyhedron which
describes all possible communication patterns. In particular, we shall con-
sider a polyhedral description of the traffic matrices, i.e., the so-called Hose
model introduced by Duffield et al.[30] in 1997 and independently by [33],
where possible communication patterns are defined through upper bounds
(bin, bout) ∈ Rn+ × Rn+, respectively, on the incoming and the outgoing traf-
fic of each terminal. More formally, let d ∈ Rn×n+ be a nonnegative asym-
metric traffic matrix, where the entry dst denotes the value of the demand
between terminals s and t; we say that a traffic matrix is valid with re-
spect to the asymmetric Hose model if it belongs to the following polyhedron:
DAsym = {d ∈ Rn×n+ :
∑
t∈V\{v} dvt ≤ boutv ,
∑
s∈V\{v} dsv ≤ binv , ∀ v ∈ V}.
There are two main particular cases: the balanced asymmetric Hose polyhe-
dron and the single source Hose polyhedron. The first one is described as
DAsym, but we only consider the “balanced” instances, meaning that the to-
tal amount of traffic that could be offered to the network must be equal to
the total amount of traffic that could be asked from the network, i.e. node
thresholds must fulfill
∑
v∈V(b
in
v − boutv ) = 0. In the second model we are given
a unique sender and many possible receivers, i.e., a root r ∈ V with binr = 0
and a set T ⊂ V , with boutt = 0 ∀t ∈ T . Observe that in this last model the
number of the commodities is exactly k = |T |. There is also a relaxation1 of
Dasym, called the symmetric Hose model, where there is no distinction between
the total amount of traffic outgoing from and coming in each terminal, i.e.,
each commodity is an unordered pair (and dst ≡ dts), and for each node we
1DSym = {d ∈ Rn×n+ :
∑
q∈V\{v}(dvq + dqv) ≤ boutv + binv = Bv, ∀ v ∈ V}.
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are given just a threshold which represents, in some way, the maximum traffic
that the node can handle. Observe that symmetric instances are obviously
always balanced and meaningless in the single source case, while it is possible
to have a balanced single source demand polyhedron. Finally we will focus on
instances where all bounds are unitary since, quite often, they are useful to
highlight or prove some theoretical properties.
By summarizing the previously introduced classes we get:
Asym Ordered origin-destination pairs - asymmetric bounds;
Sym Ordered origin-destination pairs - symmetric bounds;
Unique Ordered origin-destination pairs - unique bound;
unordered Unordered origin-destination pairs - unique bound;
Until now we considered variants concerning the input data for robust net-
work design. There are also variants on the way communication patterns
could be accommodated. That depends, for instance, on specific transmission
technology, on communication protocols, on Quality of Service and/or on re-
siliency requirements. Mainly we have to distinguish the way commodities are
routed along the network and possible properties of the reserved network. In
the general problem formulated in (3.4)-(3.5), for instance, there is no require-
ment on the reserved graph and we no require that any commodity is routed
along a unique path. A possible variant is to impose that the reserved graph
is a tree, which formally turns into an additional constraint for the problem
solution. Observe that this requirement implies automatically that the rout-
ing is fixed and unsplittable, but, in general, the reverse is not true, so that
asking for unsplittable flows (routing) doesn’t imply anything on the reserved
network topology. Regard the way commodities are routed we have to further
distinguish: the classical variant in routing problems is to do not allow split-
ting traffic among different paths, which reduces the feasible solution space;
another variant is to allow each commodity to dynamically choose a different
path (or multi-path) after a particular communication pattern turns out. This
last variant implies more choice flexibility, i.e., from one hand, less reserved
capacity but, on the other hand, it is more difficult to manage it either from a
technological point of view or from a computational time complexity perspec-
tive. In fact, in the more general context of robust optimization, postponing
some operational decision, which is referred to as adjustable robust optimiza-
tion [9], generally leads, with respect to non adjustable robust optimization,
to better problem solutions (in term of cost) with the drawback that deci-
sion space grows exponentially, making the problem harder to solve. In order
to understand how much capacity is required by the demand polyhedron D
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is crucial to know how the commodities are accommodated in the network.
Once a routing is defined, i.e. we have selected paths for each commodity, we
are able to calculate the amount of capacity we need on each arc either for a
single communication pattern or for a demand polyhedron. So we will give the
following definition to characterize the feasibility of a capacity allocation when
the routing scheme has to be static with respect to a demand polyhedron.
Definition 12 Given a directed network G = (V ,A), a demand polyhedron
D ⊂ Rk+, a routing scheme y ∈ [0, 1]mk, we say that a capacity allocation
x ∈ Rm+ is statically feasible if and only if:∑
(s,t)∈K
ystijdst ≤ xij (i, j) ∈ A, d ∈ D. (3.6)
We say that routing y is feasible with respect to x and D or y is a static
(or oblivious) routing.
When we allow that the routing changes dynamically with respect to the
inherent communication pattern we have to add an argument to the routing
function, i.e. y : A×K×D → [0, 1], where y(d)stij denotes the fraction of com-
modity (s, t) routed along the arc (i, j) when we are given the communication
pattern d. However, a routing y(d) has to fullfill balance constraints in Def-
inition (11) as well but we need a slightly different definition to characterize
the feasible allocation of capacity.
Definition 13 Given a directed network G = (V,A) and a demand polyhedron
D ⊂ Rk+, we say that a capacity allocation x ∈ Rm+ is dynamically feasible
if and only if for each d ∈ D there exists a routing scheme y(d) ∈ [0, 1]mk such
that: ∑
(s,t)∈K
y(d)stijdst ≤ xij (i, j) ∈ A. (3.7)
We say that the routing y(d) is feasible with respect to x or y is a dynamic
routing.
Observe that with respect to Definition 12 we have to guarantee the exis-
tence of a feasible routing scheme for each traffic matrix rather than to specify
in advance a unique routing scheme that accommodates all the traffic matrices.
In order to classify robust network design problems we therefore propose a
classification based on four attributes: (Underlying Network / Demand Poly-
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hedron / Reserved Network / Routing). We then state the following notation
we will use in order to distinguish among the variants.
Underlying Network can be
- uncapacitated undirected-sum network: G = (V , E);
D uncapacitated directed network: G = (V , A);
C capacitated undirected-sum network: u ∈ Rm+ are the upper bounds
on the edge capacities;
CD capacitated directed network: u ∈ Rm+ are the upper bounds on the
arc capacities.
Demand Polyhedron can be
Asym Asymmetric Hose model:
DAsym = {d ∈ Rn×n+ :
∑
t∈V\{v}
dvt ≤ boutv ,
∑
s∈V\{v}
dsv ≤ binv , ∀ v ∈ V};
Bal Balanced asymmetric Hose model:
DBal = DAsym such that
∑
v∈V
(binv − boutv ) = 0;
Sbal Strongly Balanced asymmetric Hose model:
DBal = DAsym such that (binv = boutv ) ∀ v ∈ V ;
Osym Ordered Symmetric Hose model
DOsym = {d ∈ Rn×n+ :
∑
s∈V\{v}
dsv +
∑
t∈V\{v}
dvt ≤ bv, ∀ v ∈ V};
Ss Single source Hose model
DSs = {d ∈ R|T |+ :
∑
t∈T \{r}
drt ≤ brout, drt ≤ bint , ∀ t ∈ T };
Bss Balanced single source Hose model
DBss = {d ∈ R|T |+ : drt ≤ bint , ∀ t ∈ T }2;
2Inequality
∑
t∈T \{r} drt ≤ brout =
∑
t∈T \{r} b
in
t ” becomes redundant as surrogate of the
other inequalities and it can be eliminated.
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Uss Unit single source Hose model
DUss = {d ∈ R|T |+ :
∑
t∈T
drt ≤ 1}3;
Γ-Rob
DΓ = {d ∈ Rn×n+ : dst = d
′
st + αstdˆst,
∑
(s,t)∈K
αst ≤ Γ, α ∈ {0, 1}k}.
Sym Symmetric Hose model
DSym = {d ∈ Rn×n+ :
∑
s∈V\{v}
dsv ≤ Bv, ∀ v ∈ V}.
Reserved Network can be:
G Arbitrary graph reservation and each pair has to be routed along a
unique path (single path);
T Tree reservation;
F Arbitrary graph reservation and traffic between each pair can be split
among several paths (Fractional routing or multi-paths allowed).
Routing can be:
- Static: selected paths are to be stable (or static or fixed or simple),
i.e., the same routing template is used for all possible communica-
tion patterns;
dyn Dynamic: paths may be decided, with respect to the reserved ca-
pacities, after we are given a specific communication pattern, i.e.,
routing schemes are allowed to dynamically change depending on
the traffic demands.
Observe that, with the introduced notation, if no specification is given then
we are considering the undirected uncapacitated network and we ask for a
static routing, so that we are coeherent with literature where (Asym G) is
usually referred to Virtual Private Network Design (VPND) problem. There-
fore (D Ss F dyn), for instance, means we have to reserve capacity on a directed
network in order to accommodate all possible traffic matrices described by a
single source Hose polyhedron, routing can be splittable and dynamic.
3The inequalities ”drt ≤ 1”, ∀ t ∈ T , become redundant and they can be eliminated.
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3.2.2 Optimum values relationship
Here we are give some general results about the relationships among the op-
timum values of different problem variants. If we fix the input data, i.e.,
the underlying network and the demand polyhedron, the cost of the optimal
reservation capacity is dependent on the kind of routing allowed and on the
requirements about the reserved subgraph. Let OPT (P ) be the optimum
value of problem P , with P ∈ {F,G, T, Fdyn,Gdyn} according to the above
notation. In [42] it is established the following relationship among different
problems with the same input data:
OPT (F ) ≤ OPT (G) ≤ OPT (T )
It is possible to extend the results to the case of a generic underlying network
and any demand polyhedron, as we show in the following (trivial) results where
we also take into account dynamic routing.
Theorem 6 Given a network G (directed or undirected) and a demand poly-
hedron D, the optimal capacity reservation cost is dependent on the kind of
routing allowed and on the requirements of the reserved subgraph, in the fol-
lowing sense:
OPT (F dyn) ≤ OPT (F ) ≤ OPT (G) (3.8)
Proof. The first inequality follows since any capacity allocation x feasible
for (F ) is also feasible for (F dyn) as we use the same multi- paths for any
communication pattern d ∈ D. The second inequality follows since (F ) is a
relaxation of (G) where we relaxed the constraints imposing the use of a single
path Pst for each (s, t) ∈ K.
Theorem 7 Given a network G (directed or undirected) and a demand poly-
hedron D, the optimal capacity reservation cost is dependent on the kind of
routing allowed and on the requirements about the reserved subgraph, in the
following sense:
OPT (F dyn) ≤ OPT (G dyn) ≤ OPT (G) (3.9)
Proof. The first inequality follows since (F dyn) is a relaxation of (G dyn)
where we relaxed the constraints imposing the use of a single path Pst for each
(s, t) ∈ K. The second inequality follows since any capacity allocation x
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feasible for (G) is also feasible for (G dyn) as we use the same paths for any
communication pattern d ∈ D.
The relationship between (G dyn) and (F ) is under investigation. The
question is: is it cheaper to split traffic among severals paths but to use the
same routes for every communication patterns or routing commodity among
an unsplittable path which may change over time? In other words, we should
compare unsplittable dynamic routing versus splittable static routing. In the
particular case where D is a singleton, i.e., we are given a unique traffic matrix,
it better to allow splittable routing, i.e., OPT (F ) ≤ OPT (G dyn) = OPT (G),
since dynamic routing is meaningless.
3.2.3 A literature overview
Here we give a brief overview of some combinations of these variants in the
literature and same related results. Remember that the task is always to find
the cheapest feasible capacity allocation.
Asym G Eisenbrand et al.[31] show that the problem is NP-Hard and present
a randomized algorithm with expected perfomance ratio 3.55. Altin
et al.[2] give a compact linear mixed-integer formulation and present a
branch and price algorithm
Asym G dyn NP-Hard, as we can reduce the Steiner tree problem to a par-
ticular instance of the problem.
Asym T Gupta et al. [39] show it is NP-Hard and give a deterministic con-
stant factor approximation algorithm.
Asym F Erlebach et Ru¨egg [32] show that the separation problem is polyno-
mially solvable and Hurkens et al. [42] present a polynomial size linear
program.
D Asym F dyn Gupta et al. [39] show it is coNP-hard.
Bal T Italiano et al. [43] present a polynomial time algorithm.
Sym G Gupta et al. [39] present a 2-approximation algorithm. Altin et al.
[2] give a compact linear mixed-integer formulation and present a branch
and price algorithm. Until recently it was an open question whether it
is NP-Hard or not. Hurkens et al. [42] show it is polynomially solvable
if G is either a circuit or a graph on at most 4 vertices or a complete
graph with uniform costs; the proof goes through the fact that for the
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Table 3.1: Computational complexity summary
HHHHHHIn
Out
T G G dyn F F dyn
Asym NP-Hard NP-Hard NP-Hard P -
D Asym - - - P coNP-Hard
Bal P - - P -
Ss - NP-Hard NP-Hard P coNp-Hard
Sym P P - P -
C Sym NP-Complete NP-Complete - P -
considered cases there is always an optimal tree solution. Then in [38]
it is shown the this variant is is polynomially solvable.
Sym T Gupta et al. [39] present a polynomial time algorithm.
Sym F Erlebach et Ru¨egg [32] show that the separation problem is polyno-
mially solvable and Hurkens et al. [42] present a polynomial size linear
program.
C Sym T it is hard to check the feasibility, Gupta et al. [39].
C Sym G it is hard to check the feasibility, Gupta et al.[39].
Ss F dyn Chekuri et al. [26] show that the problem is coNP-hard, as well
as any generalization of the problem which considers arbitrary demand
polyhedron and allows dynamic routing.
Rob G Introduced by Bertsimas et al. [17], Altin et al. [2] give a compact
linear mixed-integer formulation and present a branch and price algo-
rithm.
The complexity results are summarized in Table 3.1.
A more general result is given by [8] that shows that any variant of F is
polynomially solvable whenever the uncertain traffic demand set is a polyhe-
dron.
3.3 When oblivious routing is as good as dy-
namic routing
In this section we swill focus on the single source hose demand polyhedron,
which is a particular instance of the asymmetric demand polyhdron. We first
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derive, as Hurkens et al. [42] did for (Asym F) and (Sym F), a polynomial size
linear formulation for (D Asym F). Then we specialize it for the single source
case with unitary bounds (D Uss F). Finally we prove our main theoretical
results by showing that the problem variant ( D Uss F ) and (D Uss F dyn)
are equivalent.
3.3.1 Mathematical formulation
Recall that we are given:
• a directed network G(V ,A),
• a vector cost c ∈ Rm+ for capacity allocation on the arcs,
• a demand polyhedron described by the asymmetric Hose model, i.e.:
DAsym = {d ∈ Rn×n+ :
∑
t∈V\{v} dvt ≤ boutv ,
∑
s∈V\{v} dsv ≤ binv , ∀ v ∈ V}.
We want to determine:
• a minimum cost feasible capacity on the arcs,
• a static routing.
3.3.2 A linear programming model for (D Asym F)
The following mathematical programming formulation of the problem can be
proposed:
(D Asym F) - exponential size linear program:
min
∑
(i,j)∈A
cijxij (3.10)
(y, x) ∈ Y ×Rm+ ;∑
(s,t)∈K
dsty
st
ij ≤ xij (i, j) ∈ A, d ∈ DAsym; (3.11)
The objective function (3.10) is to minimize the cost cx of the total reserved
capacity x. Constraints (3.11) are the capacity constraints according to Defi-
nition 12. The number of these constraints is uncountable; it can be reduced
to be only exponential, In order to reduce the size of the above formulation
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we apply to the constraints (3.11), as done in Altin et al. [2], Applegate et al.
[4], and Hurkens et al. [42], the strong duality theory. Indeed, once we fix a
routing scheme y, in order to check the feasibility of a pair (y, x), we have to
solve m maximization problems where we are looking for the worst possible
traffic matrix that may violate the reserved capacity on each arc (i, j):
xij ≥
max
∑
(s,t)∈K
dsty
st
ij = min
∑
v∈V
(
boutv w
v+
ij + b
in
v w
v−
ij
)
(3.12)
∑
t∈V\{v}
dvt ≤ boutv v ∈ V ; ws+ij + wt−ij ≥ ystij (s, t) ∈ K;∑
s∈V\{v}
dsv ≤ binv v ∈ V ;
dst ≥ 0 (s, t) ∈ K. wv+ij , wv−ij ≥ 0 v ∈ V .
We can substitute constraints (3.11) with the right hand sides of (3.12) and
add the corresponding constraints in order to get the following compact linear
programming formulation of the problem:
(D Asym F) - compact linear program:
min
∑
(i,j)∈A
cijxij∑
(j,i)∈δ−(i)
ystji −
∑
(i,j)∈δ+(i)
ystij = φ
st
i i ∈ V , (s, t) ∈ K;
xij ≥
∑
u∈W
(
boutv w
v+
ij + b
in
v w
v−
ij
)
(i, j) ∈ A; (3.13)
ws+ij + w
t−
ij ≥ ystij (i, j) ∈ A, (s, t) ∈ K;
xij ≥ 0 (i, j) ∈ A;
ystij ≥ 0 (i, j) ∈ A, (s, t) ∈ K;
wv+ij , w
v−
ij ≥ 0 (i, j) ∈ A, v ∈ V .
Since in any optimal solution constraints (3.13) are active, we can eliminate
the x variables and rewrite the linear program as follows:
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(D Asym F) - compact linear program:
min
∑
(i,j)∈A
cij
∑
v∈W
(
boutv w
v+
ij + b
in
v w
v−
ij
)
(3.14)
∑
(j,i)∈δ−(i)
ystji −
∑
(i,j)∈δ+(i)
ystij = φ
st
i i ∈ V , (s, t) ∈ K;
ws+ij + w
t−
ij ≥ ystij (i, j) ∈ A, (s, t) ∈ K; (3.15)
ystij ≥ 0 (i, j) ∈ A, (s, t) ∈ K;
wv+ij , w
v−
ij ≥ 0 (i, j) ∈ A, v ∈ V .
3.3.3 A linear programming model for (D Uss F)
Specializing the above formulation to the single source case, i.e., the demand
polyhedron is DSs = {d ∈ R|T |+ :
∑
t∈T drt ≤ boutr , drt ≤ bint , ∀ t ∈ T }, the wr−
and wt+ variables are useless, since they have zero coefficient in the objective
function, then we can dropping (+,−) apexs and write the following linear
programming formulation:
(D Ss F) - compact linear program:
min
∑
(i,j)∈A
cij
(
boutr w
r
ij +
∑
t∈T
bint w
t
ij
)
∑
(i,j)∈δ+(i)
yrtij −
∑
(j,i)∈δ−(i)
yrtji = φ
st
i i ∈ V , t ∈ T ;
wrij + w
t
ij ≥ yrtij (i, j) ∈ A, t ∈ T ;
wtij, y
rt
ij ≥ 0 (i, j) ∈ A, t ∈ T ;
wrij,≥ 0 (i, j) ∈ A.
Let us now address some particular cases in order to better highlight the
structure of the problem. Specially, let us consider the unit single source Hose
model, i.e., DUss = {d ∈ R|T |+ :
∑
t∈T drt ≤ 1, drt ≤ 1, ∀ t ∈ T } and the
associated linear program:
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(D Uss F) - compact linear program:
min
∑
(i,j)∈A
cij
(
wrij +
∑
t∈T
wtij
)
∑
(i,j)∈δ+(i)
yrtij −
∑
(j,i)∈δ−(i)
yrtji = φ
rt
i i ∈ V , t ∈ T ;
wrij + w
t
ij ≥ yrtij (i, j) ∈ A, t ∈ T ; (3.16)
wtij, y
rt
ij ≥ 0 (i, j) ∈ A, t ∈ T ;
wrij,≥ 0 (i, j) ∈ A.
From the above formulation we can suggest some preliminary considerations
in order to solve this particular problem. Indeed it’s possible to eliminate the
wt variables, associated with the destination terminals, as we show in the fol-
lowing lemma. The main consequence of this manipulation is that optimizing
we have to take into account, in some way, only the cost of the flow outgoing
from the root.
Lemma 2 ∃ an optimal solution of (D Uss F ) such that wtij = 0, ∀ t ∈ T
and ∀ (i, j) ∈ A.
Proof. Suppose ∃ an optimal solution (w∗, y∗) such that w∗tij > 0 for some
(i, j) and for some t. Looking at constraints (3.16), we have to distinguish:
if t = arg maxq∈T {y∗rqij − w∗qij } then we can build a new solution (w¯, y¯) with
w¯tij = 0 and w¯
r
ij = w
∗r
ij + w
∗t
ij that is feasible and has the same objective
funtion value and therefore it is optimal too;
if t 6= arg maxq∈T {yrqij − wqij} then ∃ such that w¯tij = w∗tij −  is feasible and
the objective function decreases and therefore (w∗, y∗) was not optimal
and we get a contradiction.
The proof is complete.
Then, dropping the terminal indices, we obtain the following, very simple,
linear program:
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(D Uss F) - compact linear program:
min
∑
(i,j)∈A
cijwij∑
(i,j)∈δ+(i)
yrtij −
∑
(j,i)∈δ−(i)
yrtji = φ
rt
i i ∈ V , t ∈ T ; (3.17)
wij ≥ yrtij (i, j) ∈ A, t ∈ T ; (3.18)
wij, y
rt
ij ≥ 0 (i, j) ∈ A, t ∈ T .
The formulation is equivalent to:
(D Uss F) - compact non linear formulation:
min
∑
(i,j)∈A
cij
(
max
t∈T
yrtij
)
∑
(i,j)∈δ+(i)
yrtij −
∑
(j,i)∈δ−(i)
yrtji = φ
rt
i i ∈ V , t ∈ T ;
yrtij ≥ 0 (i, j) ∈ A, t ∈ T .
Observe that this last formulation is a classical network routing problem
with a non linear objective function [with fixed charge cost ] (we pay cost cij
for arc (i, j) if arc (i, j) is used for at least one commodity).
Remark 5 Observe that if {r} ∪ T = V , i.e. every node of the graph is a
destination terminal or the source, we can solve the (D Uss F) problem in the
following simple way: find the Minimum Spanning Arborescence rooted
at r with respect to the capacity allocation cost c, then allocate one unit of
bandwidth on each arc (i, j) belonging to the MSA. Then in this case:
OPT (D Uss T ) = OPT (D Uss G) = OPT (D Uss F ).
3.4 Polynomial dominant extreme points
Now we recall the results of Oriolo [51] which says that a traffic matrix D1
dominates a traffic matrix D2 if any capacity reservation x : A → R+ sup-
porting D1 supports D2 as well.
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A traffic matrixD1 strongly dominates a traffic matrixD2 if for any capacity
reservation x : A → R+ supporting D1, there exists a same routing y such
that x and y supports both D1 and D2.
A traffic matrix D1 totally dominates a traffic matrix D2 if any pair (x, y)
supporting D1 also supports D2. if D1 totally dominates D2 then D1 strongly
dominates D2, if D1 strongly dominates D2 then D1 dominates D2. A nice
characterization of total domination is:
Theorem 8 [51, Theorem 2.5] D1 totally dominates D2 if and only if D1st ≥
D2st for any (s, t) ∈ K.
Which is useful since if D1 totally dominates D2 then D1 dominates D2.
It follows that if we are able to identify in given a polyhedra some traffic
matrix which dominates some others, the latter may be disregarded in the
RND problem both with static or dynamic routing.
The theory of domination assure us only the existence of a feasible dynamic
routings, we specify how to build such routing in the following lemma, which
states that if we know the routing scheme for a discrete set of traffic matrices
we get, in linear time O(mk), the dynamic routing for any traffic matrix that
belongs to the convex hull of the given traffic matrices.
Lemma 3 Given a network G(V ,A), an allocation of capacity x ∈ Rm that
supports a finite set {dh ∈ Rk}h∈H of traffic matrices, then, for any λ ∈ Λ =
{λ ∈ [0, 1]H : ∑h∈H λh = 1}, the capacity x supports the associated traffic
matrix D =
∑
h∈H λhd
h.
Proof. By hypothesis for each h ∈ H there exists a routing scheme y(dh)
feasible w.r.t. to x. The searched routing is a convex combination of the given
routings where the weight for the routing of demand (s, t) depends on the ratio
between the given demand dhst and the resulting demand Dst, i.e.:
z(D)stij =
∑
h∈H
λh
y(dh)stijd
h
st
Dst
. (3.19)
Let E be the incidence arc node matrix representing graph G, such that:
Evij =

−1 if v = i,
1 if v = j,
0 otherwise.
v ∈ V , (i, j) ∈ A;
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z(D) is a routing scheme,in fact, for all v ∈ V and (s, t) ∈ K:∑
(i,j)∈A
Evijz(D)
st
ij =
∑
(i,j)∈A
Evij
∑
h∈H λhy(d
h)stijd
h
st
Dst
= (3.20)
=
1
Dst
∑
h∈H
λhd
h
st
∑
(i,j)∈A
Evijy(d
h)stij = (3.21)
=
1
Dst
∑
h∈H
λhd
h
stφ
v = (3.22)
=φv.
where (3.21) follows by algebraic manipulations and (3.22) follows by the
hypothesis that y(dh) are routing for all h ∈ H. Moreover z is feasible with
respect capacity constraint, for all (i, j) ∈ A:∑
(s,t)∈K
Dstz(D)
st
ij = (3.23)
∑
(s,t)∈K
Dst
∑
h∈H λhy(d
h)stijd
h
st
Dst
= (3.24)
∑
h∈H
λh
∑
(s,t)∈K
y(dh)stijd
h
st ≤ (3.25)∑
h∈H
λhxij = xij. (3.26)
where (3.23) follows by the construction of routing (3.19), (3.24) follows by
algebraic manipulations, (3.25) follows by the hypothesis that y(dh) is feasible
w.r.t. x for each h ∈ H and (3.25) follows by the definition of λ.
Let 0T ∈ RT+ be the null vector of the traffic matrices space and let et be
the t-th unitary vector of the orthogonal basis of the traffic matrices space,
i.e.:
etrh =
{
1 if h = t,
0 otherwise.
Recall that DUss = {drt ∈ R|T |+ :
∑
t∈T drt ≤ 1}. DUss has a number of ex-
treme points polynomial with respect to the number of the terminal receivers.
Moreover, we know that all the unitary vectors of the orthogonal basis of the
traffic matrices space are extreme points of DUss.
Fact 1 DUss = convexhul{{et}t∈T , 0T}
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Moreover, we know the set of dominant traffic matrices of the polyhedron
DUss.
Lemma 4 DUss is dominated by convexhul{{et}t∈T }, i.e: there exists λ ∈
Λ = {λ ∈ [0, 1]|T | : ∑t∈T λt = 1} such that:
drq ≤ dλrq =
∑
t∈T
λte
t
rq = λq ≤ 1.
Proof. Since 0T ≤ et ∀t ∈ T and any other point of DUss can be expressed
as a convex combination of convexhul{{et}t∈T } and 0T .
As a consequence
Theorem 9 A capacity allocation x supports et for any t ∈ T , if and only if
x supports DUss.
Proof. Necessity. By Lemma 3 for any d ∈ convexhull{{et}t∈T } there
exists a feasible routing scheme y(d). By Lemma 4 and the definition of total
domination, it follows that if d ∈ DUss, then there exists a feasible routing
scheme y(d). The sufficiency is trivial since et ∈ DUss by Fact 1.
3.4.1 The cut property
Characterizing feasible allocation capacities with respect to a given traffic ma-
trix is an important issue of network design problem. A necessary condi-
tion is to have in any cut of the network enough capacity to support any
origin-destination pair that is separated by the cut. This condition, called
cut property, becomes sufficient when all commodities have the same root (or
equivalently the same destination). It may be useful to analyze what happens
when we are given a set of traffic matrices instead of a singleton. Roughly
speaking, when we allow dynamic routing, it is sufficient to check if the cut
property holds for every valid traffic matrix, but for static routing, maybe we
need to check some different conditions. We highlight a particular case, where
the amount of capacity required for allowing both dynamic and static rout-
ing is the same, and we characterize this allocation of capacity with the cut
property: each cut separating the root from at least one terminal, has to be
equipped with a unit of capacity, which is, not by chance, the maximal amount
3.4 Polynomial dominant extreme points 55
of traffic that could leave the root (in any possible pattern communication).
It’s possible to show that, if we relax the hypothesis of unit bounds, the cut
property is not sufficient to guarantee the existence of a static feasible routing
while it is still sufficient for guarantee a dynamic routing
Theorem 10 Consider a directed graph G(V ,A), and a unitary single source
hose polyhedron DUss; let w ∈ Rm+ be an allocation of capacity to the arcs.
Then the following statements are equivalent:
• ∑(i,j)∈δ+(S) wij ≥ 1 ∀ S ⊂ V : r ∈ S and {V \ S} ∩ T 6= ∅ (3.27)
• w is feasible for (D Uss F dyn) (3.28)
• ∃ y ∈ [0, 1]m×k such that (w, y) is feasible for (D Uss F ) (3.29)
Proof.
(3.27) ⇒ (3.28) We will show that, for any t ∈ T , if a routing scheme y(et)
feasible with respect to w exists, it implies, using Lemmas 3, 4 and Fact
1, that a routing scheme y(d) feasible with respect to w exists ∀d ∈ DUss,
so that w is dynamically feasible, i.e., w is a feasible capacity allocation
for (D Uss F dyn). For each t ∈ T , let y(et) be a (r, t)-flow on G of value
1 subject to capacity w. i.e. ∀t ∈ T :∑
h∈T
y(et)rhij e
t
rh ≤ wij ⇒ y(et)rtij ≤ wij ∀ (i, j) ∈ A. (3.30)
If for some t ∈ T such a flow doesn’t exist, the minflow-maxcut theorem
say that there exists a cut S that violates the cut condition (3.27), leading
to a contractidion.
(3.28)⇒(3.29) First observe that by Theorem 9, the statement (13) is equiv-
alent to claim the existence of y(et) for each t ∈ T . Observe that if we
set y(et)qij = 0 for q 6= t the routing is still feasible since etrq = 0 by
definition of et. For each d ∈ DUss we find the correspondent dynamic
routing z(d) by using (3.19).
z(d)tij =
∑
t∈T
λt
y(et)tije
t
t
drt
,
since λt = drt by the definition of DUss, we have:
z(d)t = y(et)t ∀ d ∈ DUss;
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That is z(d) is independent of d and we found the desiderate static
routing
zt = y(et)t. (3.31)
This proposed scheme z satisfies by construction the flow conservation
constraints according to Definition (11).
We should verify that (z, w) is feasible with respect DUss, according
with inequality (3.6) of Definition 12. Let ymaxij = maxt∈T {y(et)rtij}, for
all (i, j) ∈ A, the following holds:∑
t∈T
zrtij drt =
∑
t∈T
y(et)rtijdrt ≤ ymaxij
∑
t∈T
drt ≤ ymaxij ≤ wij;
Equality (3.32) follows from construction, the first inequality follows by
definition of ymaxij , the second inequality follows from the definition of
DUss, the third inequality follows from the Definition (3.7) of a feasible
flow, i.e., from the hypothesis that, ∀t ∈ T , y(et) is a feasible routing
with respect to w.
(3.28)⇒(3.27) Ab absurdo suppose that w is feasible for (D Uss F dyn),
but there esists a cut S that violates the cut condition (3.27), i.e.:∑
(i,j)∈δ+(S) wij < 1, consider t ∈ {V \ S} ∩ T and the correspondent
y(et). Then: ∑
(i,j)∈δ+(S)
y(et)tij ≤
∑
(i,j)∈δ+(S)
wij < 1;
Therefore y(et)t can not be a routing of et feasible with respect to w and it
no possible to build such a feasible routing so that we get a contradiction
of statement (3.28).
(3.29)⇒(3.28) As in Theorem 6, we use the same paths for any communica-
tion pattern d ∈ DUss.
With respect to the general results of Theorem 3.8 presented in Section
3.2.2, the main consequence of Theorem 10 is that:
OPT (D Uss F ) = OPT (D Uss F dyn)⇒ (D Uss F dyn) ∈ P.
On the contrary, the generalization (D Asym F Dyn) is coNP-Hard. We can
update Table 3.1 by inserting a row in correspondence of (D Uss) and showing
a case where asking for a static routing is no more expensive that asking for a
dynamic routing, see Table 3.2.
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Table 3.2: Update Computational Complexity summary
HHHHHHIn
Out
T G G dyn F F dyn
Asym NP-Hard NP-Hard NP-Hard P -
D Asym - - - P coNP-Hard
Bal P - - P -
Ss - NP-Hard NP-Hard P coNp-Hard
D Uss - - P P
Sym P P - P -
C Sym NP-Complete NP-Complete - P -
3.4.2 Examples
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(a) arc costs and node bounds
1
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b
d
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(b) static capacity allocation
Figure 3.1: single source Hose model
Consider the network in Fig. 3.1(a) where arcs (a, b) and (a, c) cost 1.6 and
all the other arcs cost 1. Let K = {(a, b); (a, c)}, bouta = 1.5, binb = 1, binc = 1
and all the other hose bounds are 0. These bounds define a single source hose
model where the source bound is greater than the destination bounds. The
dominant traffic matrices of this polyhedra are d1 = (1, 0.5) and d2 = (0.5, 1).
Consider the following routing template: a sends 1 to b along (a, b) and a sends
1 to c along (a, c). To satisfy each demand in D a capacity 1 has to be installed
on (a, b) and a capacity 1 has to be installed on (a, c). Such capacity allocation
of costs 3.2 (reported in Fig. 3.1(b)) is optimal for the RND problem with
static routing. Since the instance does not satisfy the hypothesis of Theorem
10, if we allow the routing to be dynamic, we can save some capacity. Consider
the capacity allocation, of cost 3.1, reported in Fig 3.2(a), where we installed
capacity 0.5 on each arc of the network. The routing template in Fig 3.2(b),
where a sends 0.5 to b along (a, b), a sends 0.5 to b along (a, d, b) and a sends 1
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(c) routing for d2
Figure 3.2: single source Hose model
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pacity allocation
Figure 3.3: unit single source Hose model
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to c along (a, c), is feasible for demand d1 = (1, 0.5), while the routing template
in Fig 3.2(c), where a sends to b 1 along (a, b), a sends 0.5to c along (a, c) and
a sends 0.5 to c along (a, d, c) and a, is feasible for demand d2 = (0.5, 1). Note
that if the source bound is bouta = 1 (Fig 3.3(a)), the instance satisfies the
hypothesis of Theorem 10, the optimal solution of cost 3 consists on installing
a capacity 1 on arc (a, b), (a, c), (a, d) (Fig 3.3(b)), both for dynamic and static
routing (since the induced subgraph is a tree, the routing scheme is trivial).
3.5 Chance constrained network design
The alternative approach to address uncertainty is to use probability. Let us
model the traffic demand vector d as a multivariate random variable d˜ with a
probabilistic cumulative function P : Rk+ → [0, 1], (d 7→ P(d)). Let  ∈ [0, 1]
be the confidence level required for the each arc of the network. Then, we
consider the following individual chance constraint problem:
min cx (3.32)
(y, x) ∈ Y ×Rm+ ;
P(yij d˜− xij ≤ 0) ≥ 1−  (i, j) ∈ A. (3.33)
This is, in general, a difficult no n convex optimization problem, as we ob-
served in Section 2.1, since, due to the chance constraints (3.33), it belongs
to the general class of problems (2.3). Observe that we associate the same
confidence level  to each arc (i, j) ∈ A.
3.5.1 Chance constrained network design approxima-
tions
We apply the theoretical results presented in Section 2.5 in order to get a
tractable approximation of problem (3.32) - (3.33). Let d and dmax be re-
spectively the nominal (or the mean value) of d˜ and its maximum possible
realization. We will say that we have a mild knowledge of the uncertainties
when the following statements hold true.
Definition 14 (Mild Assumption) Assume that d˜ has a known component
d and a random component ξ˜, such that:
1. d˜ = d+ ξ˜,
2. the mean value of ξ˜ is ξ = 0,
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3. the covariance matrix of ξ˜ is Σ,
4. the support of ξ˜ is Ξ = [−d, dmax − d],
5. there exists I ⊆ K such that {ξ˜st}(s,t)∈I are stochastically independent,
6. the forward and the backward deviation measures of ξ˜s,t are pst and qst,
for all (s, t) ∈ I.
Proposition 15 Assume that the Mild Assumption is satisfied. Consider the
following Linear Program:
min cx (3.34)
(y, x) ∈ Y ×Rm+ ;
− xij + yijdmax ≤ 0 (i, j) ∈ A. (3.35)
then every feasible solution of (3.34)-(3.35) is feasible for (3.32)-(3.33).
Proof. Let (x, y) be a feasible solution of (3.34). We have to check for all
(i, j) ∈ A wheter
P(yij d˜− xij ≤ 0) ≥ 1− .
Consider the following change of variable: yij = zij, xij = −z0ij + zijd. It
follows from Proposition 1 (page 14) that:
min
τ
{
1

E
[
[z0ij + zij ξ˜ − τ ]+
]
+ τ
}
≤ 0⇒ P(z0ij + zij ξ˜ ≤ 0) ≥ 1− .
It follows from Proposition 11 (page 30) that:
min
τ
{
1

E
[
[z0ij + zij ξ˜ − τ ]+
]
+ τ
}
≤ z0ij + φ(sij, tij, zij).
where:
φ(s, t, z) = min{sT (dmax − d) + tTd : s− t = z, s, t, z ∈ Rk+}
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If (x, y, z) is a feasible solution of (3.36)- (3.41), then (x, y, z) is a feasible
solution of (3.32)-(3.33):
min cx (3.36)
(y, x) ∈ Y ×Rm+ ;
yij = zij (i, j) ∈ A; (3.37)
xij = −z0ij + zijd (i, j) ∈ A; (3.38)
z0ij + s
T
ij(d
max − d) + tTijd ≤ 0 (i, j) ∈ A; (3.39)
sij − tij = zij (i, j) ∈ A, (3.40)
sij, tij ≥ 0 (i, j) ∈ A. (3.41)
We can eliminate the (z0ij, zij) variables:
min cx
(y, x) ∈ Y ×Rm+ ;
− xij + yijd+ sTij(dmax − d) + tTijd ≤ 0 (i, j) ∈ A;
sij − tij = yij (i, j) ∈ A,
sij, tij ≥ 0 (i, j) ∈ A.
We substitute sij = tij + yij, and we get
−xij + yijd+ (tij + yij)(dmax − d) + tTijd =
−xij + yijd+ tijdmax + yijdmax − tijd− yijd+ tTijd =
−xij + (yij − tij − yijtij)d+ (tij + yij)dmax
It follows that (3.36) is equivalent to the following:
min cx
(y, x) ∈ Y ×Rm+ ;
− xij + (tij + yij)dmax ≤ 0 (i, j) ∈ A;
sij, tij ≥ 0 (i, j) ∈ A.
Since ∀(i, j) ∈ A, cij are nonnegative, xij, yij, tij are constrained to be
nonnegative and (3.36) is a minimization problem, then any optimal solution
has tij = 0. Then we can eliminate t variables and we get the thesis.
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Proposition 16 Assume that the Mild Assumption is satisfied. Consider the
following Second Order Cone Program:
min cx (3.42)
(y, x) ∈ Y ×Rm+ ;
− xij + yijd+
√
1− 

√
yTijΣyij ≤ 0 (i, j) ∈ A. (3.43)
then every feasible solution of (3.42)-(3.43) is feasible for (3.32)-(3.33).
Proof. Let (x, y) be a feasible solution of (3.42). We have to check for all
(i, j) ∈ A whether:
P(yij d˜− xij ≤ 0) ≥ 1− .
Consider the following change of variable: yij = z, xij = −z0 + zd, then
0 ≥ −xij + yijd+
√
1− 

√
yTijΣyij = z0 +
√
1− 

√
zTΣz.
It follows from Proposition 12 (page 31), that:
min
τ
{
1

E
[
[z0 + zξ˜ − τ ]+
]
+ τ
}
≤ z0 +
√
1− 

√
zTΣz ≤ 0.
It follows from Proposition 1 (page 14), that
min
τ
{
1

E
[
[z0 + zξ˜ − τ ]+
]
+ τ
}
≤ 0⇒ P(z0 + zξ˜ ≤ 0) ≥ 1− .
And consequently, by coming back to the original variables, yij = z, z0 =
−xij + yijd:
P(yij d˜− xij ≤ 0) ≥ 1− .
Proposition 17 Assume that the Mild Assumption is satisfied and K = I,
i.e., all commodities are stochastically independent. Consider the following
Second Order Cone program:
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min cx (3.44)
(y, x) ∈ Y ×Rm+ ;
− xij + yijd+
√
−2 ln()
∑
(s,t)∈K
(ystijp
st
ij)
2 ≤ 0 (i, j) ∈ A. (3.45)
then every feasible solution of (3.44)- (3.45) is feasible for (3.32)-(3.33).
Proof. Consider the following change of variable: yij = zij, xij = −z0ij +
zijd, for all (i, j) ∈ A. From Proposition 14, if (z0ij, zij) satisfies:
z0ij +
√
−2 ln()
∑
(s,t)∈I
(ustij)
2 ≤ 0, (3.46)
ustij ≥ zstijpstij (s, t) ∈ K; (3.47)
ustij ≥ −zstij qstij (s, t) ∈ K. (3.48)
then (z0ij, zij) satisfies also:
P(z0ij + zij ξ˜ ≤ 0) ≥ 1− .
Now observe that since zstij = y
st
ij ≥ 0 and the qst are nonnegative, then (3.48)
is reduntant and it can be eliminated (this last fact can be inferred also by
(2.48) in the proof of Proposition 14). Moreover, in any optimal solution the
constraint (3.47) will be satisfied at equality. Therefore ustij = y
st
ijp
st
ij and thus
constraints (3.46) - (3.48) are equivalent to
−xij + yijd+
√
−2 ln()
∑
(s,t)∈I
(ystijp
st
ij)
2 ≤ 0,
and we get the thesis.
Recall that the normal distribution belongs to the special class of distribu-
tion described in Section 2.4.
Proposition 18 Assume that d˜ is normal distributed, i.e., d˜ ∼ (d,Σ). Con-
sider the following Second Order Cone program:
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min cx (3.49)
(y, x) ∈ Y ×Rm+ ;
− xij + yijd+ Ω()‖Σ 12yij‖ ≤ 0 (i, j) ∈ A. (3.50)
where Ω() =
√
2Erf−1(1 − 2), then, for any  ∈ (0, 1
2
), every optimal
solution of (3.49)-(3.50) is optimal for (3.32)-(3.33).
This result follows directly from [47] since multivariate normal distribution is
a particular case of elliptical log-concave distributions.
Observe that (3.50) is equivalent of (3.43), but with a different radius.
Since Ω() <
√

1− ∀ ∈ [0.5, 1), the normal constraint is less conservative,
i.e., it allocates less capacity on the arcs due to the fact that we assume to
exactly know the probability distribution of the random component of the
traffic demands. This assumption in general is not satisfied, but the model
(3.49)-(3.50) is used for the nice property that it is polynomially solvable.
Obsreve also that models (3.42)-(3.43), (3.44)-(3.45), (3.49) -(3.50) are
based on particular ellipsoid uncertain sets, and so they can be classifed as
robust optimization models [10] (cf. also [19]).
Chapter 4
The computational study
In this chapter we will report results about a computational experience aimed
at comparing the performance of different models when built upon the same
set of historical traffic matrices. Observe that the more capacity we allocate
the more the cost we pay, but the more is the amount of traffic we will be able
to accommodate. From one hand often it is not clear which is the relationship
between historical data and the considered uncertain sets, from the other hand
the resulted network is able to accommodate a larger set of traffic matrices
with respect the considered one so that when we ask for a certain QoS level we
will pay for a higher one and there is not a measure about the gap between the
requested QoS and the offered QoS. Now the question is which is the proper
uncertain set of non simultaneously traffic matrices we should consider. Since
each uncertainty set approximates in a different way the actual non convex set
inherent to the “true” chance constraints, we report results of a computational
study aimed at finding what approximation provides better results, in the sense
of producing the capacity allocation that sits within an allotted monetary
budget and that minimizes the actual ex-post network failure probability. We
will analyze tree linear programming and two second order cone programming
models.
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4.1 Parametric representation of known un-
certainty sets
We can build tractable models of (3.32)-(3.33) based on a set S of historical
traffic matrices. Let us denote the generic approximation model as follows:
C() = min cx (4.1)
Hij(xij, yij, ,S) ≤ 0 (i, j) ∈ A; (4.2)
(y, x) ∈ Y ×Rm+ .
where Hij(xij, yij, ,S) denotes a multivalued function: Hij : (R×Rk ×R×
R|S|) → Rq (where q is an integer number depending on the model). To
preserve the computational tractability, we shall assume that Hij are a convex
functions.
The most simple approach is to specify a single representative matrix [49],
which somehow “synthesizes” the future possible traffic demands; in this case
model (4.1)-(4.2) reduces to the classical linear programming model (3.1)-(3.3).
Different choices of d into constraints (3.3) result in different models, i.e:
Hhij(xij, yij, ,S) =− xij +R()dyij;
where R(·) : [0 : 1] 7→ R+ is a non increasing function such that lim7→0R() =
+∞ that we use to tune the expected value of future demands. When no
statistical information is known (apart from a set of previous realizations),
one may set d = dr where dr is a traffic matrix randomly chosen in S; we refer
to this strategy as the single random model (BSO). Alternatively, we can use
the vector of demand peaks by setting d = dmax, where dmaxst = maxh∈S d
h
st;
we denote this as the single peaks model (BSP). Observe that if we was sure
that the assumption stated in Definition 14 hold true, model (BSP) , equipped
with R() = 1, correspond to the model (3.34)-(3.35). Unfortunately we can
not guarantee that future traffic matrices peaks will be less than or equal to
the historical ones.
A different approach, still preserving the linearity of the model, is based
on the assumption that all the traffic demands in S will realize non-
simultaneously, as in [46]. In this case q = |S|, and for all (i, j) ∈ A
Hij(xij, yij, ,S) is a vector with q components Hhij(xij, yij, ,S), where:
Hhij(xij, yij, ,S) =− xij +
∑
(s,t)∈K
R()dhsty
st
ij h ∈ S. (4.3)
We denote this as the multiple model (BMU ). It is important to stress the
conceptual difference between the parameter  in constraints (3.33), which is a
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pure probability value, and the parameter  in the above models, which tunes
the expected value of future demands in order to fit with a certain available
budget. Note that, when the size of the linear model becomes too large due to
the high number of considered traffic matrix samples, it is possible to reduce
the size of the formulation, i.e., the cardinality of S, by applying the idea of
domination between traffic matrices introduced by Oriolo [51] and exploited
in practice by Zhang et al. [70] and Terblanche et al. [67].
Now we consider some second order cone models. At this regard we shall
investigate some models presented in Section 3.5.1. According to (3.44)- (3.45),
we have:
Hij(xij, yij, ,S) =− xij + yijd+
√
−2 ln()
∑
(s,t)∈K
(ystijp
st)2.
where we construct an estimator of the forward deviation measure as sug-
gested in [28]:
pst = supt>0
1
t
√
2 ln
1
|S|
∑
h∈S
et(d
h
st−dst)
We denote this as the deviation model (BDE ).
According to (3.42)-(3.43), we have:
Hhij(xij, yij, ,S) =− xij + yijd+
(

1− 
)
‖Σ 12yij‖,
where Σ is the classical sample covariance matrix:
Σ(s,t)(u,v) =
∑
h∈S d
h
std
h
uv − |S|dstduv
|S| .
We denote this as the deviation by support model (BDS ).
4.2 The framework
Aim of the computational analysis is to compare the ex-post perfor-
mance of the previous models in a budget perspective. That is, for l ∈
{BSO, BSP, BMU, BDE,BDS} we consider the problem
max

{
1−  : C l() ≤ B } , (4.4)
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where C l() denotes the minimum cost provided by model l for a fixed value
of , while B denotes a given budget. In general we are not able to solve
(4.4) in one shot; however, since we can compute C l() in polynomial time, we
solve (4.4) through a binary search on . Our testing methodology consists in
extracting a sample set from a given set of realizations of the demand matrices,
solving (4.4) on these sets, and then comparing the ex-post resilience properties
of the (y, x) solutions obtained by each model on appropriately defined testing
sets.
For our tests we used data of the Abilene network, which has 30 arcs, 12
nodes, and 132 commodities; six months of real traffic matrices at the hourly
discretization are provided at [69]. The traffic matrices are built using differ-
ent estimation techniques: the real traffic matrices(Rea), traffic matrices gen-
erated by simple Tomogravity model (STom) and general Tomogravity model
(GTom) [57], so that we replicate the computational experience with three
different kind of traffic matrix samples. We set the arc cost proportionally to
the physical distance of the endpoints. From this pool of H historical traffic
matrices we extracted the sample sets S and a testing set T . Each sample
set S, which collects the traffic matrices of 7 weeks, is equipped with a bench-
mark budget Br which corresponds to the optimal value of model (4.1)-(4.2)
equipped with (4.3) with R() = 1. We built the sample sets S in 3 possible
ways, by selecting:
(A) one hour at random for each of the 7 days of a week;
(C) all 24 hours of one random day;
(Random) 100 traffic matrices randomly chosen.
Then, for each sample set we built and solved the five models for different levels
of budget, corresponding to B = p∗Br with p ∈ {0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4},
respectively.
Each pair (model, level of budget) produced a different solution, i.e., a
capacity allocation x and a routing scheme y. We evaluated each solution
(y, x) on the testing set T which collects the traffic matrices of 21 weeks. We
ran all the models over 240 different sample sets of type A, 210 sample sets
of type C, and 50 sample of type Random. For each model we report the
mean empirical probability with respect to the produced solutions. We do
not report computational time, since such a comparison is out of the scope of
the computational analysis; we just mention that the commercial solver Cplex
11 required on average less then one second to solve models (BSP), (BSO),
around 4 seconds for (BMU ), and around 90 seconds for (BDE ) and (BDS )
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when the sample set is of type A or Random, 10 seconds, 90 seconds and 400
seconds respectively when the sample set is of type C.
4.3 Perfomance measures
Simulation may be an useful tool to evaluate the probability P(F (x, ξ˜) ≤ 0) by
avoiding computationally expensive calculation. In general, simulation does
not guarantee the feasibility, but it can guide the algorithms towards a feasible
solution. So it is useful to define an empirical measure of the probability that
a given solution is feasible w.r.t. the system constraints. The measure is
based on a set of sampled values of the random parameters. Let IA(z) be the
indicator function of the set A, i.e., IA(z) = 1 if z ∈ A and IA(z) = 0 if z /∈ A.
Definition 15 Given a set of samples S = {ξˆ1, . . . , ξˆs} ⊂ Rk, a solution x
and a multivalued function F = (f1, ..., fm) : Rn ×Rk → Rm, the quantity :
PS(F (x, ·)) = 1
s
s∑
i=1
IRm− [F (x, ξˆi)]
is the empirical probability of x to be feasible w.r.t. the constraint
F (x, ξ˜) ≤ 0
.
The reliability of the empirical probability w.r.t. the true probability is de-
pendent on how ξ˜ is distributed and how S is generated. However, checking
whether PS(F (x, ·)) ≥ 1 −  may be useful to get some insights about the
feasibility of x w.r.t (JCCP).
We evaluated the empirical probability of each solution (y, x) according to
the following measures:
Empirical probability
EP (x, y) =
∑
h∈T
∑
(i,j)∈A IR− [xij −
∑
(s,t)∈K d
h
styij]
|T ||A| , (4.5)
In (4.5), the operator I[·] is the indicator function: for each traffic matrix
d ∈ T , it counts how many times the capacity xij of the arc (i, j) is able
to support the flow
∑
(s,t)∈K d
h
styij routed along it.
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Occupation
MO(x, y) =
∑
h∈T
∑
(i,j)∈A
∑
(s,t)∈K d
h
styij
xij∑
h∈T
∑
(i,j)∈A I[xij −
∑
(s,t)∈K d
h
styij]
for each traffic matrix d ∈ T , we take into account the mean congestion
over all feasible arcs of the network.
Mean excess
ME(x, y) =
∑
h∈T
∑
(i,j)∈A[
∑
(s,t)∈K d
h
styij − xij]+
|T ||A| −∑h∈T ∑(i,j)∈A I[xij −∑(s,t)∈K dhstyij]
for each unfeasible arc we take into account the amount of traffic flow
exceeding the provided capacity.
Standard Deviation We use the classical definition of standard deviation
applied to each performance measure, in order to have an idea about the
stability of the models with respect to the different testing samples sets.
4.4 Computational results
In this section we will report some aggregated results of the computational
experience aimed to compare the sampling strategies (Table 4.4), the sample
sets (Table 4.2) and the optimization models (Table 4.3) with respect to the
performance measures. Then we will report results relative to the particular
sample set (Rea) associated with a particular sampling strategy (CRea, ARea,
Random Rea) aimed to compare optimization models with respect to the pure
performance measures: Empirical probability (Table 4.4) Occupation(Table
4.5), Mean Excess(Table 4.6) and their Standard Deviation (Tables 4.7, 4.8
and 4.9, respectively). All the tables are functions of the level of budget r, so
that to r = 1 correspond the benchmark budget. Since we do not have any a
priori information about the characteristics of the historical traffic demands,
we arbitrarily selected the different types of sample sets. As a first step, we
compared the results produced by the three types of sampling. In Table 4.4
are reported the mean values of the performance of all models and all sample
sets. With respect to the Empirical probability, the random strategy perform
worst, while the strategy A has always a better perfomance, that means that
the traffic demands follow an hourly fluctuation rather than a daily fluctuation.
When the resource are scarce, half the nominal budget, the difference in term
of results is relevant, 10% success for Random strategy, around 40% for the
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Table 4.1: Comparison of the different sampling strategies
Empirical probability
0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9
1
A- 0,6711537 0,8996418 0,9749629 0,9897972 0,99283 0,9944268 0,9953189 0,9962095
C- 4,41E-01 8,29E-01 9,51E-01 9,82E-01 9,89E-01 9,92E-01 9,94E-01 9,96E-01
Rand 0,0584326 0,413539 0,8432265 0,9734093 0,9961795 0,998495 0,9991666 0,9994248
0,50 1 1,5 2 2,5 3 3,5 4
Occupation
0,09
0,19
0,29
0,39
0,49
0,59
0,69
0,79
A- 0,2477127 0,2792045 0,2096439 0,1617807 0,131097 0,1109686 0,0947878 0,0813405
C- 0,6094627 0,5257669 0,395552 0,3073504 0,2494398 0,2093141 0,1804449 0,1584751
Rand 0,5242654 0,7903059 0,6736179 0,5392405 0,3655235 0,3642304 0,3127033 0,2729954
0,50 1 1,5 2 2,5 3 3,5 4
Mean Excess
18000
28000
38000
48000
58000
68000
78000
88000
98000
108000
A- 6,133E+10 5,445E+10 7,931E+10 9,476E+10 1,01E+11 1,087E+11 1,07E+11 9,779E+10
C- 5,234E+10 6,159E+10 9,106E+10 1,043E+11 1,086E+11 1,011E+11 1,05E+11 9,695E+10
Rand 6,72E+10 2,97E+10 1,94E+10 1,90E+10 4,12E+10 2,26E+10 2,38E+10 2,56E+10
0,50 1 1,5 2 2,5 3 3,5 4
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Table 4.2: Comparison of the different sample sets
Empirical probalility
0,5
0,55
0,6
0,65
0,7
0,75
0,8
0,85
0,9
0,95
1
GTom 0,5977776 0,8807318 0,9688998 0,9869852 0,9917389 0,9936251 0,9949478 0,9958296
STom 6,86E-01 9,11E-01 9,78E-01 9,90E-01 9,93E-01 9,94E-01 9,95E-01 9,96E-01
Rea 5,35E-01 8,17E-01 9,34E-01 9,72E-01 9,84E-01 9,90E-01 9,93E-01 9,95E-01
0,50 1 1,5 2 2,5 3 3,5 4
Occupation
0,1
0,15
0,2
0,25
0,3
0,35
0,4
GTom 0,355249 0,3556556 0,2670224 0,2064775 0,1670488 0,1401331 0,1207962 0,1048477
STom 0,3236441 0,3188735 0,2447812 0,1979052 0,1667813 0,145785 0,1307388 0,1193187
Rea 0,3923956 0,3956194 0,3120915 0,2520259 0,2076266 0,1769697 0,1524964 0,1343506
0,50 1 1,5 2 2,5 3 3,5 4
Mean Excess
40000
50000
60000
70000
80000
90000
100000
110000
GTom 5,458E+10 4,536E+10 6,602E+10 7,037E+10 8,626E+10 8,158E+10 8,53E+10 7,559E+10
STom 6,228E+10 6,201E+10 7,895E+10 9,71E+10 9,407E+10 9,065E+10 8,682E+10 8,697E+10
Rea 6,005E+10 6,493E+10 8,317E+10 8,991E+10 1,034E+11 1,1E+11 1,083E+11 9,667E+10
0,50 1 1,5 2 2,5 3 3,5 4
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Table 4.3: Comparison of the optimization models
Empirical  Probability
0,35
0,45
0,55
0,65
0,75
0,85
0,95
BSO 0,5250019 0,8237689 0,9633018 0,987652 0,9935439 0,9959053 0,9968915 0,9973923
BSP 0,4956944 0,8446756 0,9780158 0,992967 0,9955541 0,9966064 0,9973132 0,9978505
BMU 0,4761199 0,8335736 0,9721178 0,9907957 0,9945238 0,9956094 0,9965692 0,9971633
BDE 0,3788033 0,6111659 0,8557518 0,9617466 0,9856436 0,9910885 0,9938593 0,9954191
BDS 0,3762505 0,6069958 0,8553913 0,9624213 0,9861886 0,9914192 0,9941624 0,9959295
0,50 1 1,5 2 2,5 3 3,5 4
Occupation
0,1
0,15
0,2
0,25
0,3
0,35
0,4
0,45
0,5
0,55
BSO 0,479178 0,4407921 0,3391811 0,2649087 0,1955958 0,1827024 0,1583304 0,1398386
BSP 0,4593076 0,4503838 0,3433183 0,2644114 0,1942791 0,1808376 0,1566272 0,1384394
BMU 0,4990534 0,4641346 0,3535265 0,2734342 0,2015052 0,1944035 0,1684106 0,148777
BDE 0,3261684 0,5328755 0,4574231 0,3774122 0,2820697 0,2644776 0,2283192 0,202107
BDS 0,322034 0,5366906 0,4582879 0,3798711 0,2858873 0,2577093 0,2237965 0,1953219
0,50 1 1,5 2 2,5 3 3,5 4
Mean Excess
30000
40000
50000
60000
70000
80000
90000
100000
110000
120000
M
il
li
o
n
s
BSO 4,952E+10 5,59E+10 8,748E+10 9,83E+10 1,173E+111,147E+111,152E+11 9,79E+10
BSP 4,998E+105,246E+107,537E+109,472E+101,058E+111,062E+111,071E+111,042E+11
BMU 5,179E+104,376E+106,604E+107,811E+109,369E+107,541E+107,479E+107,437E+10
BDE 7,664E+105,176E+104,294E+104,058E+104,934E+103,779E+104,145E+104,031E+10
BDS 8,092E+105,463E+105,135E+104,514E+10 4,75E+10 5,108E+104,952E+104,469E+10
0,50 1 1,5 2 2,5 3 3,5 4
4.4 Computational results 74
C strategy and near to 70% for the A strategy. When the available budget
increases, the difference of performance decreases until a budget three times
the benchmark budget. Then the Random strategy work a little bit better of
the others (around 0.001%).
The impact of the sample set is less important, as we can see in Table 4.2,
the three samples set behave in the same way, we can just appreciate that
with real traffic matrices, the Empirical probability is always less than the
other. This may be interpreted since the traffic matrix of sample set (Rea)
are more irregular than the values arising from a theoretical models (STom)
and (GTom). Particularly when the budget increases, the Occupation of the
allocated resources decreases and Empirical probability increases. On the other
hand when the number of times, that the network fails into accommodate
the traffic demand requests, increases, the amount of flow exceeding the arc
capacity increases, so that the Mean Excess increases too. It is important to
notice that the all the three sample sets return performance with a similar
slope.
If we now compare the optimization models looking at Table 4.3, we see
that the second order con models (BDE ) and (BDS ) have the same behavior
that is, generally, worst than linear models with respect the Empirical proba-
bility. As we expected the curve cost-probability is concave, that means that
initially when we double the available budget from 0.5 to 1 the Empirical prob-
ability double, while from 1 to 2 there is an increase between between 10%
relative to the linear models and 50% relative to the second order con models,
then for level of budget from 2 to 4 all models increases of few percentage
points. Particularly the initial gap, between Empirical probabilities of differ-
ent optimizations models, disappears. With respect the Occupation, instead
the models behave differently: while the linear models regularly decrease (as
we can see in Table 4.3) the second order cone models has an initial increase,
then after the benchmark budget they start to decrease. We can explain this
behavior looking at Mean Excess performance( Table 4.3), in fact the second
order models has a more stable behavior and the mean amount of traffic loss
is quite constant. Since for high level of budget the number of failure are the
same, it results that the second order cone have a lower overall loss of traffic.
Now we compare the behavior of each model with respect to the other
models and different sampling strategies. Table 4.4, 4.5 and 4.6 reports the
performance relative to the same testing set extract from ( Rea). The slopes
are similar to the ones observable in Table 4.3, but we want now focus on
the spreads between different model performances. In Table 4.4 we report the
Empirical Probability. For level of budget 0.5, when the sample set is random
chosen, independently of the models, we get the lowest Empirical probability,
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Table 4.4: Real TMs, Empirical Probability
Empirical Probability CRea
2,00E-01
3,00E-01
4,00E-01
5,00E-01
6,00E-01
7,00E-01
8,00E-01
9,00E-01
1,00E+00
level of budget
%
BSO 6,25E-01 9,32E-01 9,81E-01 9,89E-01 9,92E-01 9,93E-01 9,95E-01 9,95E-01
BSP 4,89E-01 9,25E-01 9,80E-01 9,89E-01 9,91E-01 9,93E-01 9,95E-01 9,97E-01
BMU 4,55E-01 8,99E-01 9,74E-01 9,87E-01 9,91E-01 9,88E-01 9,92E-01 9,93E-01
BDE 2,61E-01 5,87E-01 8,59E-01 9,56E-01 9,80E-01 9,88E-01 9,92E-01 9,93E-01
BDS 2,59E-01 5,61E-01 8,59E-01 9,56E-01 9,79E-01 9,93E-01 9,95E-01 9,96E-01
0,50 1 1,5 2 2,5 3 3,5 4
Empirical Probability ARea
6,00E-01
7,00E-01
8,00E-01
9,00E-01
1,00E+00
level of budget
%
BSO 7,28E-01 9,41E-01 9,82E-01 9,92E-01 9,95E-01 9,96E-01 9,97E-01 9,97E-01
BSP 7,31E-01 9,57E-01 9,92E-01 9,95E-01 9,96E-01 9,97E-01 9,97E-01 9,97E-01
BMU 7,27E-01 9,67E-01 9,90E-01 9,93E-01 9,94E-01 9,95E-01 9,96E-01 9,97E-01
BDE 6,50E-01 8,23E-01 9,52E-01 9,84E-01 9,90E-01 9,93E-01 9,93E-01 9,94E-01
BDS 6,50E-01 8,23E-01 9,52E-01 9,84E-01 9,90E-01 9,91E-01 9,93E-01 9,97E-01
0,50 1 1,5 2 2,5 3 3,5 4
Empirical Probability Rea Random
0,00E+00
1,00E-01
2,00E-01
3,00E-01
4,00E-01
5,00E-01
6,00E-01
7,00E-01
8,00E-01
9,00E-01
1,00E+00
level of budget
%
BSO 2,50E-02 4,28E-01 8,45E-01 9,41E-01 9,81E-01 9,95E-01 9,99E-01 1,00E+00
BSP 5,85E-02 4,79E-01 9,48E-01 9,94E-01 9,99E-01 9,99E-01 1,00E+00 1,00E+00
BMU 3,22E-02 4,53E-01 8,96E-01 9,89E-01 9,98E-01 9,99E-01 1,00E+00 1,00E+00
BDE 2,77E-03 1,47E-01 5,77E-01 9,25E-01 9,96E-01 9,99E-01 1,00E+00 1,00E+00
BDS 2,82E-03 1,55E-01 5,80E-01 9,25E-01 9,96E-01 9,99E-01 1,00E+00 1,00E+00
0,50 1 1,5 2 2,5 3 3,5 4
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Table 4.5: Real TMs, Occupation
Occupation CRea
0,00E+00
1,00E-01
2,00E-01
3,00E-01
4,00E-01
5,00E-01
6,00E-01
7,00E-01
level of budget
ra
ti
o
BSO 6,31E-01 4,40E-01 3,11E-01 2,37E-01 1,91E-01 1,60E-01 1,38E-01 1,22E-01
BSP 5,94E-01 4,96E-01 3,52E-01 2,68E-01 2,15E-01 1,81E-01 1,56E-01 1,38E-01
BMU 6,02E-01 5,12E-01 3,67E-01 2,81E-01 2,27E-01 2,99E-01 2,57E-01 2,25E-01
BDE 6,53E-01 6,07E-01 5,30E-01 4,35E-01 3,57E-01 3,00E-01 2,57E-01 2,25E-01
BDS 6,52E-01 6,31E-01 5,30E-01 4,36E-01 3,56E-01 1,91E-01 1,65E-01 1,45E-01
0,50 1 1,5 2 2,5 3 3,5 4
Occupation ARea
0,00E+00
5,00E-02
1,00E-01
1,50E-01
2,00E-01
2,50E-01
3,00E-01
level of budget
ra
ti
o
BSO 2,47E-01 2,33E-01 1,69E-01 1,32E-01 1,07E-01 9,02E-02 7,77E-02 6,83E-02
BSP 2,51E-01 2,33E-01 1,65E-01 1,25E-01 1,01E-01 8,47E-02 7,30E-02 6,40E-02
BMU 2,49E-01 2,38E-01 1,66E-01 1,27E-01 1,02E-01 8,59E-02 7,40E-02 6,51E-02
BDE 1,69E-01 2,83E-01 2,33E-01 1,85E-01 1,50E-01 1,44E-01 1,08E-01 9,46E-02
BDS 1,70E-01 2,83E-01 2,33E-01 1,85E-01 1,50E-01 1,20E-01 1,08E-01 9,47E-02
0,50 1 1,5 2 2,5 3 3,5 4
Occupation Rea Random
0,00E+00
1,00E-01
2,00E-01
3,00E-01
4,00E-01
5,00E-01
6,00E-01
7,00E-01
8,00E-01
9,00E-01
level of budget
ra
ti
o
BSO 5,59E-01 7,84E-01 6,67E-01 5,34E-01 4,45E-01 3,78E-01 3,26E-01 2,85E-01
BSP 6,48E-01 7,60E-01 6,57E-01 5,05E-01 4,06E-01 3,39E-01 2,91E-01 2,54E-01
BMU 8,43E-01 7,90E-01 6,69E-01 5,28E-01 4,26E-01 3,55E-01 3,05E-01 2,67E-01
BDE 3,40E-01 8,34E-01 7,83E-01 6,87E-01 5,61E-01 4,66E-01 4,00E-01 3,49E-01
BDS 3,40E-01 8,23E-01 7,83E-01 6,87E-01 5,61E-01 4,67E-01 4,00E-01 3,46E-01
0,50 1 1,5 2 2,5 3 3,5 4
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Table 4.6: Real TMs, Mean Excess
MeanExcess CRea
0,00E+00
5,00E+10
1,00E+11
1,50E+11
2,00E+11
2,50E+11
3,00E+11
level of budget
lo
ss
 o
 f
 b
a
n
d
w
id
th
BSO 4,28E+10 1,94E+11 2,57E+11 1,92E+11 2,08E+11 2,52E+11 2,41E+11 2,26E+11
BSP 3,80E+10 5,52E+10 1,47E+11 2,02E+11 1,83E+11 1,52E+11 1,65E+11 1,70E+11
BMU 3,89E+10 3,40E+10 7,55E+10 9,44E+10 1,42E+11 5,91E+10 6,19E+10 6,20E+10
BDE 8,30E+10 4,59E+10 4,31E+10 4,82E+10 2,67E+10 3,74E+10 6,20E+10 6,21E+10
BDS 8,28E+10 5,21E+10 4,01E+10 4,60E+10 4,74E+10 1,39E+11 1,18E+11 7,93E+10
0,50 1 1,5 2 2,5 3 3,5 4
MeanExcess ARea
0,00E+00
5,00E+10
1,00E+11
1,50E+11
2,00E+11
2,50E+11
level of budget
lo
ss
 o
 f
 b
a
n
d
w
id
th
BSO 3,68E+10 7,23E+10 1,37E+11 1,65E+11 1,76E+11 2,24E+11 1,95E+11 1,83E+11
BSP 4,59E+10 7,40E+10 9,34E+10 1,71E+11 1,61E+11 1,93E+11 2,00E+11 1,64E+11
BMU 4,48E+10 6,81E+10 9,11E+10 9,76E+10 1,65E+11 1,74E+11 1,56E+11 1,57E+11
BDE 7,67E+10 4,92E+10 7,33E+10 7,36E+10 6,79E+10 4,93E+10 6,76E+10 5,41E+10
BDS 7,87E+10 6,20E+10 7,18E+10 6,62E+10 6,44E+10 7,30E+10 5,34E+10 5,47E+10
0,50 1 1,5 2 2,5 3 3,5 4
MeanExcess Rea Random
0,00E+00
1,00E+10
2,00E+10
3,00E+10
4,00E+10
5,00E+10
6,00E+10
7,00E+10
8,00E+10
9,00E+10
1,00E+11
level of budget
lo
ss
 o
 f
 b
a
n
d
w
id
th
BSO 5,04E+10 1,65E+10 9,38E+09 6,46E+09 5,38E+09 8,26E+09 2,90E+10 3,05E+10
BSP 4,79E+10 1,67E+10 8,35E+09 1,54E+10 3,07E+10 3,24E+10 2,40E+10 2,85E+10
BMU 4,68E+10 1,75E+10 6,51E+09 1,62E+10 2,37E+10 2,39E+10 3,10E+10 2,42E+10
BDE 9,24E+10 5,66E+10 2,80E+10 8,64E+09 1,12E+10 1,19E+10 1,63E+10 2,22E+10
BDS 9,24E+10 5,06E+10 2,60E+10 8,66E+09 8,24E+09 1,15E+10 1,63E+10 2,36E+10
0,50 1 1,5 2 2,5 3 3,5 4
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and all the models performances are close into a gap of 2%. With respect
to the sampling strategy (A) the gap between the best optimization model
(BSP) and the worst (BDS ) is around 8%, while for sampling strategy (C)
the gap between the best optimization model (BSO) and the worst (BDS )
is around 36%. On the contrary if we look at the Table 4.5, concerning the
Occupation, we notice that the lowest difference are for sampling strategy C,
around5%, then for sampling strategy A is 9% while for the strategy Random
the gap is 30%. With respect to Mean Excess, in Table 4.6, all the sampling
strategies have almost the same gap around of 4 billions of unit of bandwidth.
Moreover when the budget increases the difference between models with re-
spect to Empirical probability decreases, while the difference between Mean
Excess increases and the difference between Occupation is almost constant. It
means that the sampling strategies choice affect the relative performance of
optimization models.
Finally, we report graphics relative to the Standard Deviation of the perfor-
mance measures with respect their mean values (reported in Table 4.3). This
measure give us an idea of the stability of the performances of the method.
Table 4.7 shows the standard deviation of Empirical probability, again with re-
spect the absolute value of deviation, the sampling strategies is determinant,
for level of budget 0.5, strategy C has the highest deviation values, around
40%, then strategy Random has 20%, while strategy A has 10%. All stan-
dard deviations decrease when the available budget increases, but the strategy
Random goes down to 0.1% while strategies C and A stop at 1%. Second order
models are more stable for level of budget 0.5 then they have an strong increase
for medium levels of budget, then a decrease. The linear model (BSP) is the
more stable in average. The Standard Deviation with respect to the Occupa-
tion has a behavior similar to the Standard Deviation relative to the Empirical
probability. Instead with respect to the Mean Excess, the more stable models
are the second order cones, specially when for the sampling strategy A.
In order to summarize all the presented results we try to devise guidelines
which allow modelers and decision makers to properly choose, among the avail-
able ones, the uncertainty model which is best suited to the specific situation
they face.
A general, maybe trivial, consideration is that as the resources are scarce
as the choice of the optimization model and the sampling strategies is relevant
to design a network with good performances. The sampling strategy is related
to the available information about the traffic fluctuations, the more accurate
knowledge is the more our design will be able to accommodate traffic demand
requests. The proper optimization model choice depend to the performance
measures we are interested. If we want to maximize the probability of accom-
4.4 Computational results 79
Table 4.7: Deviation, Real TMs, Empirical Probability
Empirical Probability CRea std
0,00E+00
1,00E-01
2,00E-01
3,00E-01
4,00E-01
level of budget
%
BSO 3,56E-01 1,37E-01 3,74E-02 1,88E-02 1,52E-02 1,31E-02 8,59E-03 7,34E-03
BSP 2,62E-01 1,27E-01 3,60E-02 1,92E-02 1,77E-02 1,37E-02 9,01E-03 5,70E-03
BMU 2,80E-01 1,53E-01 4,58E-02 2,10E-02 1,55E-02 1,85E-02 1,55E-02 1,33E-02
BDE 2,02E-01 2,31E-01 1,39E-01 5,99E-02 3,01E-02 1,85E-02 1,55E-02 1,33E-02
BDS 2,00E-01 2,33E-01 1,39E-01 5,99E-02 3,00E-02 1,22E-02 9,51E-03 7,64E-03
0,50 1 1,5 2 2,5 3 3,5 4
Empirical Probability ARea std
0,00E+00
1,00E-02
2,00E-02
3,00E-02
4,00E-02
5,00E-02
6,00E-02
7,00E-02
8,00E-02
9,00E-02
1,00E-01
1,10E-01
level of budget
%
BSO 1,05E-01 4,29E-02 1,83E-02 1,03E-02 7,58E-03 6,75E-03 6,33E-03 6,11E-03
BSP 9,01E-02 3,74E-02 1,26E-02 8,89E-03 7,39E-03 6,66E-03 6,26E-03 6,07E-03
BMU 9,60E-02 4,28E-02 1,66E-02 1,27E-02 1,10E-02 9,94E-03 9,45E-03 9,03E-03
BDE 8,22E-02 9,41E-02 4,44E-02 2,54E-02 2,17E-02 1,82E-02 1,80E-02 1,66E-02
BDS 8,20E-02 9,42E-02 4,46E-02 2,54E-02 2,17E-02 2,01E-02 1,80E-02 6,05E-03
0,50 1 1,5 2 2,5 3 3,5 4
Empirical Probability Rea Random std
0,00E+00
1,00E-01
2,00E-01
level of budget
%
BSO 1,30E-02 2,34E-01 7,37E-02 3,57E-02 1,88E-02 6,65E-03 1,17E-03 6,90E-04
BSP 2,56E-02 2,37E-01 4,54E-02 9,13E-03 2,39E-03 1,26E-03 7,92E-04 3,58E-04
BMU 2,07E-02 2,37E-01 8,11E-02 1,43E-02 3,09E-03 1,21E-03 7,58E-04 4,25E-04
BDE 5,17E-03 9,67E-02 2,15E-01 7,89E-02 7,20E-03 2,30E-03 7,99E-04 3,94E-04
BDS 5,20E-03 1,01E-01 2,16E-01 7,97E-02 7,30E-03 2,30E-03 7,99E-04 3,94E-04
0,50 1 1,5 2 2,5 3 3,5 4
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Table 4.8: Deviation, Real TMs, Occupation
Occupation CRea std
0,00E+00
5,00E-02
1,00E-01
1,50E-01
2,00E-01
2,50E-01
3,00E-01
level of budget
ra
ti
o
BSO 1,28E-01 1,75E-01 1,45E-01 1,15E-01 9,33E-02 7,88E-02 6,89E-02 6,08E-02
BSP 6,05E-02 1,29E-01 1,11E-01 8,90E-02 7,20E-02 6,15E-02 5,42E-02 4,83E-02
BMU 6,89E-02 1,35E-01 1,20E-01 9,61E-02 7,88E-02 9,27E-02 8,11E-02 7,18E-02
BDE 2,64E-01 1,61E-01 1,39E-01 1,24E-01 1,07E-01 9,24E-02 8,08E-02 7,19E-02
BDS 2,64E-01 1,60E-01 1,39E-01 1,24E-01 1,07E-01 6,65E-02 5,76E-02 5,11E-02
0,50 1 1,5 2 2,5 3 3,5 4
Occupation ARea std
1,00E-02
3,00E-02
5,00E-02
7,00E-02
9,00E-02
1,10E-01
level of budget
ra
ti
o
BSO 5,90E-02 6,25E-02 4,98E-02 4,10E-02 3,41E-02 2,88E-02 2,49E-02 2,20E-02
BSP 5,06E-02 5,99E-02 4,65E-02 3,56E-02 2,91E-02 2,45E-02 2,11E-02 1,85E-02
BMU 5,58E-02 6,51E-02 4,77E-02 3,64E-02 2,96E-02 2,52E-02 2,18E-02 1,92E-02
BDE 1,14E-01 7,01E-02 6,32E-02 5,13E-02 4,17E-02 2,84E-02 3,01E-02 2,66E-02
BDS 1,15E-01 7,02E-02 6,33E-02 5,12E-02 4,18E-02 3,58E-02 3,00E-02 2,65E-02
0,50 1 1,5 2 2,5 3 3,5 4
Occupation Rea Random std
0,00E+00
5,00E-02
1,00E-01
1,50E-01
2,00E-01
2,50E-01
3,00E-01
3,50E-01
4,00E-01
4,50E-01
5,00E-01
level of budget
ra
ti
o
BSO 9,02E-02 4,35E-02 7,35E-02 6,50E-02 5,91E-02 5,43E-02 4,85E-02 4,26E-02
BSP 4,41E-02 3,09E-02 8,40E-02 7,11E-02 5,85E-02 4,91E-02 4,22E-02 3,71E-02
BMU 5,03E-02 2,89E-02 7,67E-02 7,43E-02 6,23E-02 5,24E-02 4,51E-02 3,95E-02
BDE 4,58E-01 2,57E-02 4,20E-02 8,03E-02 7,84E-02 6,60E-02 5,69E-02 4,97E-02
BDS 4,58E-01 2,33E-02 4,19E-02 8,03E-02 7,84E-02 6,62E-02 5,69E-02 4,94E-02
0,50 1 1,5 2 2,5 3 3,5 4
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Table 4.9: Deviation, Real TMs, Mean Excess
MeanExcess CRea std
0,00E+00
5,00E+10
1,00E+11
1,50E+11
2,00E+11
2,50E+11
3,00E+11
3,50E+11
4,00E+11
4,50E+11
5,00E+11
level of budget
lo
ss
 o
 f
 b
a
n
d
w
id
th
BSO 6,04E+10 3,87E+11 4,31E+11 3,54E+11 3,57E+11 4,02E+11 4,26E+11 4,15E+11
BSP 3,37E+10 7,36E+10 2,69E+11 3,63E+11 3,16E+11 2,93E+11 3,59E+11 3,83E+11
BMU 3,04E+10 4,17E+10 1,21E+11 2,12E+11 2,50E+11 1,29E+11 1,28E+11 1,30E+11
BDE 3,32E+10 3,52E+10 4,11E+10 9,15E+10 5,86E+10 1,04E+11 1,28E+11 1,30E+11
BDS 3,30E+10 3,42E+10 4,19E+10 9,26E+10 1,07E+11 2,84E+11 2,81E+11 2,06E+11
0,50 1 1,5 2 2,5 3 3,5 4
MeanExcess ARea std
0,00E+00
5,00E+10
1,00E+11
1,50E+11
2,00E+11
2,50E+11
3,00E+11
3,50E+11
4,00E+11
4,50E+11
5,00E+11
level of budget
lo
ss
 o
 f
 b
a
n
d
w
id
th
BSO 4,78E+10 1,74E+11 3,54E+11 3,78E+11 4,21E+11 4,83E+11 4,53E+11 4,28E+11
BSP 5,00E+10 1,86E+11 2,15E+11 4,12E+11 4,19E+11 4,60E+11 4,47E+11 4,04E+11
BMU 4,84E+10 1,58E+11 2,51E+11 2,86E+11 4,08E+11 4,12E+11 3,85E+11 3,86E+11
BDE 5,48E+10 4,87E+10 1,10E+11 1,52E+11 1,58E+11 1,20E+11 1,45E+11 1,28E+11
BDS 5,32E+10 6,72E+10 1,11E+11 1,44E+11 1,54E+11 1,52E+11 1,28E+11 1,30E+11
0,50 1 1,5 2 2,5 3 3,5 4
p
MeanExcess Rea Random std
0,00E+00
1,00E+10
2,00E+10
3,00E+10
4,00E+10
5,00E+10
6,00E+10
7,00E+10
8,00E+10
level of budget
lo
ss
 o
 f
 b
a
n
d
w
id
th
BSO 2,02E+10 7,84E+09 5,95E+09 5,89E+09 7,09E+09 1,95E+10 5,67E+10 7,31E+10
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modate traffic requests within the allocated capacity, linear models perform
the best, while second order cone models when we want to minimize the over-
all loss of traffic and we want to get an high usage of the allocated capacity.
Particularly, from one hand linear models became unfeasible considerable less
times than second order cone models, but when “ unforeseen peaks’ requests
arrive we observe a great amount of flow exceeding the installed capacity. On
the other hand second order cone models distribute the traffic so that the in-
stalled capacity is occupied as much as possible, this implies that it is easy that
for some arc the capacity is not enough to support the inherent flow request,
but the exceeding flow is limited.
Moreover when resources are scarce second order cone models have a more
stable behavior, they perform worst, but they always stay within a certain
rang of variability. When the budget level increases second order cone models
are stable just with respect to the Mean Excess, while linear models are more
stable with respect to the Empirical probability.
Among the linear models, (BSP), the one that uses information about past
“peaks” of traffic demands, perform better in the average case, either with
respect to absolute value of performances either with respect to the Standard
Deviation measure. There is no significant differences between the two second
order cone models investigated.
Chapter 5
Assessments and Future Works
5.1 Conclusions
We focus on robust network design problems against traffic demand uncer-
tainty. We consider many models from the literature of robust network design
problems by giving a unifying notation and classification. Moreover we add
some new models derived by approximation of chance constraints. All models
are built by the same historical traffic matrices set in order to satisfy a prede-
termined level of quality of service. Our computational results show that the
different models attain significantly different ex-post results when the sam-
pling set and the budget level change. Our results show that decision maker
should chose the proper network design model on the ground of the desired
performances.
From a theoretical point of view we focus on the difference between allow-
ing dynamic routing or oblivious routing strategies. We prove a new com-
putational complexity result concerning the single source Hose model with
unitary bounds, by give evidence that the two routing strategies lead to the
same cost solution. This result is in contrast with respect to other literature
results that shows, in a more general settings, that allowing dynamic routing,
leads to capacity allocation cheaper than capacity allocation that are statically
feasible(cf. Definition 12). On the other hand we prove that in this particu-
lar case, the network design problem is polynomial time solvable by a linear
programming approach.
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5.2 Open questions
In order to generalize our theoretical results, we let some open questions,
- Are there other traffic demand uncertainty set for which the network
design problem with dynamic routing is polynomial solvable?
- Are there other traffic demand uncertainty set such that the optimal al-
location cost is independent if we allow either dynamic or static routing?
The aim is to give a full characterization to uncertainty sets which lead to
polynomial solvable adjustable robust counterparts to network design prob-
lems. Possible lines of research to answer these questions could be:
• to further investigate the role of the polynomial number of “dominant ex-
treme points” of the single source Hose polyhedron with unitary bound,
• to extend the cut property to characterize statically feasible allocation.
The computational experience may also be extended by considering:
• other topology of networks,
• other traffic matrix sample sets,
• other arc costs,
• other uncertainty sets,
• other performance measures, e.g.: oblivious performance ratio.
From a modeling perspective it may be interesting to focus in a particu-
lar telecommunication network technologies and/or protocols. For instance,
by adding integrality capacity constraints, models (3.42)-(3.43), (3.44)-(3.45),
(3.49)-(3.50) could be seen as a network design problem with a non linear
convex constraints which belongs to a special class of network design prob-
lems [36] which could be solved by “perspective relaxation” techniques as the
ones recently proposed by [34, 35].
Appendix A
Notation
General Notation
In general we denote matrices with upper case letter, such as A, random
variable with tilde sign, such as z˜, sets with upper case calligraphic letter,
such as A.
P(·) denotes the probability operator, i.e.: P(z˜ ≤ b) = ∫ b−∞ pr(z)dz;
E[·] denotes the expectation operator, i.e.: E[z˜] = ∫ +∞−∞ z pr(z)dz;
IA(·) denotes the indicator function of a set A, i.e.: IA(z) = 1 if z ∈ A and
IA(z) = 0 if z /∈ A;
[·]+ denotes the positive part, e.g.: [x]+ = max{0, x};
[·]− denotes the negative part, e.g.: [x]− = max{0,−x};
AT is the transpose of matrix A.
C∗ is the polar of set C
c K b is equivalent to c− b ∈ K and K is a cone.
A The closure of the set A.
A′ Insieme complementare all’insieme A.
A˚ Set of interior poit of A.
B(x) a ball centered in x and with radius  (into a metric space)
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R the set of real numbers.
Rn the n-dimensional space of real numbers .
Rn+ the n-dimensional space of nonnegative real numbers .
Rn++ the n-dimensional space of positive real numbers .
Rn− the n-dimensional space of nonpositive real numbers .
Rn−− the n-dimensional space of negative real numbers .
Network
Parameters
G network;
V set of nodes;
E set of undirected edges;
A set of directed arcs;
{i, j} unordered pair;
(i, j) ordered pair;
δ+(−)(S) set of arcs going out (into) node cut S, S ⊂ V ;
W set of terminals, traffic origin and/or destination, W ⊆ V ;
K set of origin destination pairs, K ⊆ W ×W ;
dst traffic demand from node s to node t, (s, t) ∈ K;
c cost vector, cij is unit cost of capacity on arc (i, j) ∈ A;
u capacity vector, uij is the maximum value of capacity allocable on arc (i, j) ∈
A ;
bin Hose inbound vector, bint is the maximum amount of traffic demands which
could be destined to node t;
bout Hose outbound vector, bouts is the maximum amount of traffic demands
which could be originated from node s;
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B Hose symmetric bound vector. Bu is the maximum amount of traffic de-
mands which could be originated from or destined to node u ;
Bin, out, −(S) cumulative (in or out or symmetic) bound for set of nodes S ⊂
V ;
r the source node (single source case);
T set of destination terminals (in the single source case);
Decision variables
x design variables, xij is the amount of bandwidth allocated on arc (i, j);
y routing variables, ystij is the fraction of commodity st routed among arc (i, j);
y(d) routing scheme used for traffic matrix d (when dynamic routing is al-
lowed);
w dual hose variables, w
v(+,−)
ij is the fraction of (in, out)-bound of node v is
reserved on arc (i, j);
z dual variables associate with flow conservation constraints, Ztv is the poten-
tial of commodity t at node v (single source case);
pi dual variables associate with capacity constraints, pitij is the quota of the
cost of arc (i, j) ”payed” by commodity t (single source case);
other useful stuff
Pst path from s to t.;
Lst set of paths from s to t.
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