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Abstract
We show that ExtendedChebyshev piecewise spaces are characterised by the existence of weight functions
relative to which the connection matrices are the identity matrix.
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1. Introduction
Given a subdivision  = t0 < t1 · · · < tq < tq+1 =  of a given interval [, ], we suppose
that, for  = 0, . . . , q, E is an (n + 1)-dimensional Extended Chebyshev space on [t, t+1],
and that, for  = 1, . . . , q,M is a lower triangular square matrix of order (n+ 1) with positive
diagonal elements. Let E be the (n + 1)-dimensional space of all “piecewise Cn functions” F
deﬁned separately on each interval [t, t+1] which satisfy
• for  = 0, . . . , q, the restriction of F to [t, t+1] belongs to E;
• for  = 1, . . . , q, the left and right derivatives of F at t are connected by means of the matrix
M, i.e.,(
F(t+ ), F
′(t+ ), . . . , F
(n)(t+ )
)T = M . (F(t− ), F ′(t− ), . . . , F (n)(t− ))T . (1.1)
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The motivation for considering such spaces will be brieﬂy explained in the ﬁnal section. Clas-
sically, with each space E it is possible to associate differential operators L0, . . . , Ln deﬁned by
means of positive weight functions w0, . . . , wn, the operator L

i being of order i. Rather than the
ordinary derivatives, one can then express the connections via these operators, so that (1.1) can
be replaced by
(
L0F(t
+
 ), L

1F(t
+
 ), . . . , L

nF (t
+
 )
)T
= N .
(
L−10 F(t
−
 ), L
−1
1 F(t
−
 ), . . . , L
−1
n F (t
−
 )
)T
, (1.2)
the new connection matrices N being lower triangular with positive diagonal elements too.
Through a slight generalisation of a result by Barry [1, Corollary 1], it is known that
Proposition 1.1. If all connection matrices N are totally positive (i.e., if all their minors are
nonnegative), then the space E is an Extended Chebyshev piecewise space on [, ], in the sense
that any (piecewise) Hermite interpolation problem in (n+ 1) data has a unique solution in E .
In [4] we conjectured that the converse was true, meaning that, if E is an Extended Chebyshev
piecewise space on [, ], it should be possible to ﬁnd weight functions w0, . . . , wn, 0q,
such that the corresponding connection matrices N involved in (1.2) be totally positive. The
present paper solves this conjecture. We even prove more, namely:
Theorem 1.2. The space E is an Extended Chebyshev piecewise space on [, ] if and only if
there exist weight functions w0, . . . , wn, 0q, relative to which the connection matrices are
all equal to the identity matrix In+1.
The identity matrix being obviously totally positive, the part “if” can be considered a special
case of Proposition 1.1. However, here, it will be obtained without using Barry’s result. We
comment on Theorem 1.2 in the ﬁnal section after achieving its proof in Section 4. This proof
is based on some recently obtained characterisations of Extended Chebyshev piecewise spaces
which are also recalled in Section 4. Beforehand, Section 2 gives a short survey on classical or
less classical results on Extended Chebyshev spaces. In particular we recall why and how, on a
closed bounded interval, with such spaces it is possible to associate linear differential operators.
A key-point in the proof of Theorem 1.2 is the possibility of introducing similar (piecewise)
differential operators in the piecewise context, as shown in Section 3.
2. Complete W-spaces and Extended Chebyshev spaces
In this section, we introduce the exact tools, notations, and vocabulary concerning W-spaces
and Extended Chebyshev spaces which we shall make use of in the next ones. Most properties
gathered here are classical [2,9], but even so, we shall deliberately give the outlines of the proofs
whenever necessary to facilitate the understanding of the piecewise case addressed later on. This
will also enable us to shorten the proofs in the next sections accordingly. For additional information
on Extended Chebyshev spaces, see [2,9].
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2.1. W-spaces and complete W-spaces
Once and for all in the present section, I stands for a real interval with a nonempty interior and
n for a nonnegative integer. Given kn + 1, a function F ∈ Cn(I) is said to vanish k times at
a ∈ I , or a is said to be a zero of multiplicity k of F, when F(a) = F ′(a) = · · · = F (k−1)(a) = 0.
Given an (n + 1)-dimensional space E contained in Cn(I), we say that E is a W-space on I
if any Taylor interpolation problem in (n + 1) data has a unique solution in E , i.e., if, for any
a ∈ I and any 0, . . . , n ∈ R, there exists a unique F ∈ E such that F (i)(a) = i for 0 in.
Selecting a basis (F0, . . . , Fn) in E , we set F := (F0, . . . , Fn)T . The terminology used is justiﬁed
by the fact that E is a W-space if and only if the Wronskian
W(F0, . . . , Fn)(x) := det
(
F(x), F′(x), . . . , F(n)(x)
)
never vanishes on I. Let us recall the following classical elementary consequence of the latter
characterisation, in which D denotes the ordinary differentiation, i.e., DF := F ′.
Proposition 2.1. Let E be a linear subspace of Cn(I). Supposing that a function w0 ∈ E never
vanishes on I, let us set L0F := F/w0 for all F ∈ Cn(I). Then E is an (n + 1)-dimensional
W-space on I if and only if DL0E is an n-dimensional W-space on I.
Proof. The two spaces E andL0E have the same dimension, and, due toL0E containing constants,
L0E is of dimension (n+1) if and only ifDL0E is of dimension n. The rest is a simple application
of the following two relations:
W(F0, . . . ,Fn)(x) = [(x)]n+1W(F0, . . . , Fn)(x), (2.1)
W(1, F1, . . . , Fn)(x) = W(F1′, . . . , Fn′)(x), x ∈ I, (2.2)
valid for any functions , F0, . . . , Fn ∈ Cn(I). 
Proposition 2.1 makes possible the construction of W-spaces of higher and higher dimen-
sion by successive integration, with possible intermediate multiplications by sufﬁciently dif-
ferentiable nonvanishing functions, starting from a given W-space of low dimension, such as
the two-dimensional space spanned by the two functions cos x and sin x over R. As an ele-
mentary illustration, it implies that the (n + 1)-dimensional space spanned by the functions
1, x, . . . , xn−2, cos x, sin x is a W-space on R.
There are other classical characterisations of E being a W-space on I, such as the fact that
no nonzero element F ∈ E can have a zero of multiplicity (n + 1) in I. Let us put forward the
following two elementary ones, to be compared with Theorem 2.9. For any a ∈ I and any integer
k, 0kn+ 1, we denote by Ek(a) the set of all functions F ∈ E which vanish k times at a, with
the convention that E0(a) := E .
Proposition 2.2. An (n+ 1)-dimensional space E ⊂ Cn(I) is a W-space on I if and only if any
of the following two equivalent properties is satisﬁed:
(i) for all a ∈ I , E possesses a (unique) basis (a0, . . . ,an) satisfying the conditions
a(j)i (a) = i,j , 0 i, jn; (2.3)
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(ii) for all a ∈ I , the sequence En+1(a) ⊂ En(a) ⊂ En−1(a) ⊂ · · · ⊂ E1(a) ⊂ E0(a) = E is
strictly nested, i.e., for 0kn, the linear subspace Ek(a) is (n− k + 1)-dimensional.
Note that condition (ii) can be replaced by the equivalent only condition En+1(a) = {0}.
Deﬁnition 2.3. Given a nested sequence of linear subspaces E0 ⊂ E1 ⊂ · · · ⊂ En−1 ⊂ En ⊂
Cn(I), we say that (E0, E1, . . . , En) is a Complete W-sequence on I (in short, CW-sequence) if,
for 0 in, Ei is an (i + 1)-dimensional W-space on I. We say that the space E is a complete
W-space on I (in short, CW-space) if E = En, where (E0, E1, . . . , En) is a CW-sequence on I.
A classical interesting consequence of Proposition 2.1 is the possibility of associating linear
differential operators with CW-spaces as follows.
Proposition 2.4. A space E is an (n + 1)-dimensional CW-space on I if and only if E is the set
of all functions F ∈ Cn(I) such that the function LnF is constant on I, where Ln is the linear
differential operator of order n deﬁned onCn(I) by means of nonvanishing functionsw0, . . . , wn,
with wi ∈ Cn−i (I ), by setting, for any F ∈ Cn(I):
L0F := F
w0
, LiF := 1
wi
DLi−1F for 1 in. (2.4)
Proof. The result being obviously true for n = 0, suppose that n > 0.Assuming that (E0, E1, . . .,
En) is a CW-sequence on I, we can choose a nonzero element w0 in the one-dimensional space
E0. Since w0 does not vanish on I, one can deﬁne L0 as in Proposition 2.1. The latter proposition
proves that (DL0E1,DL0E2, . . . ,DL0En) is a CW-sequence on I. Iterating the process, one can
choose a nonvanishing w1 in the one-dimensional space DL0E1 ⊂ Cn−1(I ), and so forth, which
leads to differential operators deﬁned from a sequence (w0, . . . , wn) of nonvanishing functions
with the expected properties.
Conversely, given nonvanishing functions w0, . . . , wn, with wi ∈ Cn−i (I ) for 0 in, we
deﬁne Ei as the set of all functions F ∈ Cn−i (I ) such that the function LiF is constant on I,
where L0, . . . , Ln are deﬁned by (2.4). Then, we have
E0 = span(w0), Ei+1 = {F ∈ Ci+1(I ) | DL0F ∈ E˜i}, 0 in− 1,
where E˜i is deﬁned as the set of all functions F ∈ Ci(I ) such that the function L˜iF is constant
on I, where L˜0, . . . , L˜n−1 are associated with w˜0 := w1, . . . , w˜n−1 := wn as in (2.4). Supposing
that (E˜0, . . . , E˜n−1) is a CW-sequence on I, Proposition 2.1 proves that (E0, E1, . . . , En) too is a
CW-sequence on I. 
Remark 2.5. Given nonvanishing functions w0, . . . , wn as in Proposition 2.4, it is usual to call
them “weight functions”.We shall denote byCW(w0, . . . , wn) the associated (n+1)-dimensional
CW-space E composed of all F ∈ Cn(I) such that the function LnF is constant on I. As we saw,
they generate the CW-sequence
CW(w0) ⊂ CW(w0, w1) ⊂ · · · ⊂ CW(w0, . . . , wn−1) ⊂ CW(w0, . . . , wn) = E .
Conversely, a given CW-sequence (E0, E1, . . . , En) in an (n+ 1)-dimensional CW-space E = En
intrinsically generates weight functions and their related differential operators, in the sense that
they are unique up to nonzero multiplicative constants. Indeed, at each stage, the weight wi is
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chosen in a one-dimensional space (E0 for i = 0, and DLi−1Ei for 1 in). This corresponds
to the obvious equality CW(w0, . . . , wi) = CW(0w0, . . . , iwi), valid for any nonzero real
numbers 0, . . . , i . Any sequence (U0, . . . , Un) such that Ui ∈ Ei \ Ei−1 for 0 in (with
E−1 := {0}), provides weights and associated differential operators given, respectively, by
wi = W(U0, . . . , Ui−2)W(U0, . . . , Ui−1, Ui)
W(U0, . . . , Ui−1)2
, LiU = W(U0, . . . , Ui−1, U)
W(U0, . . . , Ui−1, Ui)
, (2.5)
with the conventionW(∅) = 1 (see [2, p. 243]). On the other hand, it is important to be aware that
a given CW-space may contain several distinct CW-sequences and therefore it may be deﬁned
by several different systems of weight functions. For example, on the whole real line, the three-
dimensional space E := span(1, sinh, cosh) can be written as E = CW(w0, w1, w2) either for
the weights w0(x) := 1, w1(x) := sinh x, w2(x) := cosh x, produced by the CW-sequence
E0 := span(1) ⊂ E1 := span(1, sinh) ⊂ E2 := E, or by the weights w0(x) := cosh x, w1(x) :=
1/ cosh2 x, w2(x) := cosh x, corresponding to the CW-sequence E0 := span(cosh) ⊂ E1 :=
span(cosh, sinh) ⊂ E2 := E .
Remark 2.6. Given  ∈ Cn(I), we denote by Cn(; x) :=
(Cn(w; x)p,q)0p,qn the lower
triangular matrix deﬁned by
Cn(w, x)p,q := (pq ) w(p−q)(x), 0qpn. (2.6)
Let L0, . . . , Ln be the differential operators associated with given nonvanishing weight functions
w0, . . . , wn through (2.4). The Leibniz’ formula yields, for any F ∈ Cn(I),(
L0F(x),DL0F(x), . . . , DnL0F(x)
)T = Cn(1/w0; x) . (F(x), F ′(x) . . . , F (n)(x))T ,
= Cn(w0; x)−1 .
(
F(x), F ′(x) . . . , F (n)(x)
)T
.
(2.7)
We can repeat the same formula with, instead of F andw0, successivelyDL0F andw1, thenDL1F
and w2, and so forth. This eventually leads to
(L0F(x), L1F(x), . . . , LnF (x))
T
= n(w0, . . . , wn; x) .
(
F(x), F ′(x) . . . , F (n)(x)
)T
, (2.8)
where n(w0, . . . , wn; x) is the lower triangular matrix
n(w0, . . . , wn; x) := n(x) . n−1(x) . . .0(x), (2.9)
with
r (x) :=
( Ir 0
0 Cn−r (wr ; x)
)−1
, 0rn,
Ir denoting the identity matrix of order r. For instance, the diagonal ofn(w0, . . . , wn; x) is thus(
1/
∏k
i=0 wi(x)
)
0kn
. Given a ∈ I , due to the regularity of n(w0, . . . , wn; a), a function
F ∈ CW(w0, . . . , wn) is completely determined by the data LiF (a), 0 in. In particular, the
space CW(w0, . . . , wn) possesses a (unique) basis (Ua0 , . . . , Uan ) satisfying
LiU
a
j (a) = i,j , 0 i, jn,
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relative to which the coordinates of F ∈ CW(w0, . . . , wn) are LiF (a), 0 in. For 0 in,
the functions Ua0 , . . . , U
a
i form a basis of the space CW(w0, . . . , wi). Accordingly, given any
F ∈ CW(w0, . . . , wn) and any a ∈ I , we have the equivalence
F ∈ CW(w0, . . . , wi) ⇔ Li+1F(a) = · · · = LnF(a) = 0. (2.10)
2.2. Extended Chebyshev spaces
An (n+ 1)-dimensional space E ⊂ Cn(I) is said to be an Extended Chebyshev space on I (in
short, EC-space) if any Hermite interpolation problem in (n+ 1) data has a unique solution in E ,
i.e., if, for any positive1, . . . , r such that
∑r
i=1 i = n+1, any pairwise distinct a1, . . . , ar ∈ I ,
and any real numbers i,j , 1 ir , 0ji − 1, there exists a unique F ∈ E such that
F (j)(ai) = i,j , 0ji − 1, 1 ir.
For any function F ∈ Cn(I), we denote by Zn+1(F ) the total number of zeros of F in I,
counting multiplicities up to (n+ 1). There are various classical ways to characterise EC-spaces,
among which, if E is of dimension (n+ 1), the fact that any nonzero F ∈ E cannot vanish more
than n times in I, counting multiplicities as previously, that is,Zn+1(F )n for all nonzero F ∈ E .
Based on the latter characterisation, one can state the following well-known result.
Proposition 2.7. Given a function w0 ∈ Cn(I) which never vanishes on I, we set L0F := F/w0
for all F ∈ Cn(I). Let E be a subspace of Cn(I) containing w0. If the space DL0E is an n-
dimensional EC-space on I, then E is an (n+ 1)-dimensional EC-space on I.
Proof. We have Zn+1(F ) = Zn+1(L0F) and Rolle’s theorem implies that Zn+1(L0F)
Zn (DL0F)+ 1. 
As a simple consequence of both the previous proposition and Proposition 2.1, we obtain the
following classical property.
Proposition 2.8. Any CW-space on I is an EC-space on I.
Proof. Let E is an (n + 1)-dimensional CW-space on I. For n = 0, there is nothing to prove.
Suppose that n1. The fact that E is a CW-space enables us to choose a function w0 ∈ E which
never vanishes on I, and therefore to deﬁne L0 as in Proposition 2.7. By means of Proposition 2.1
we know that DL0E is an n-dimensional CW-space on I. Supposing the result proved for n − 1,
we thus know that DL0E is an EC-space on I. Proposition 2.7 implies that E too is an EC-space
on I. 
Any EC-space on I is clearly aW-space on I. The converse is not true, as proved by the example
of the space spanned by the two functions cos, sin which is an EC-space only on any interval
strictly contained in some [a, a + ] while it is a W-space on the whole real line. Suppose that E
is an (n+ 1)-dimensionalW-space on I. Given that (i) of Proposition 2.2 is satisﬁed, for 1kn
we can consider the following function
Hk(x, y) := W(xk , . . . ,xn)(y), x, y ∈ I. (2.11)
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Theorem 2.9 below states two ways to characterise EC-spaces on I among all W-spaces on I. For
the proof, we refer to [7], in which other interesting non classical characterisations of EC-spaces
can also be found.
Theorem 2.9. Suppose that E ⊂ Cn(I) is an (n + 1)-dimensional W-space on I. Then, E is an
EC-space on I if and only if it satisﬁes any of the following two equivalent properties:
(i) For 1kn, the function Hk deﬁned in (2.11) satisﬁes
Hk(x, y) = 0 for all x, y ∈ I, x = y. (2.12)
(ii) For any a ∈ I , the sequence (En(a), En−1(a), . . . , E1(a), E0(a)) is a CW-sequence on any
interval J contained in I \ {a}.
Even though not explicitly stated, the part “E is an EC-space on I implies (ii)” had already been
implicitly observed long ago [8], with the aim of proving the following property, of which it is an
obvious consequence.
Corollary 2.10. If E is an EC-space on I, then it is a CW-space on any interval J strictly contained
in I.
Let us recall the following result, important for Section 4. For the sake of homogeneity we shall
give a new proof of it, based on the characterisation of EC-spaces by (i) of Theorem 2.9 [8,5].
Proposition 2.11. Suppose that I = [, ],  < . Then, any EC-space on I can be extended into
an EC-space on some interval Î = [̂, ̂] with ̂ <  and ̂ > .
Proof. Without loss of generality, we can suppose that we are dealingwith an (n+1)-dimensional
W-space E on I1, with I1 = [1, 1], 1 < , and 1 > , which is known to be an (n +
1)-dimensional EC-space only on I. Let us ﬁx an integer k, 1kn. The function (x, y) →
Hk(x, y) := W(xk , . . . ,xn)(y) is then deﬁned on I1× I1. Moreover, from E being an EC-space
on I, Theorem 2.9 enables us to conclude that (2.12) holds on I × I . In order to prove Proposition
2.11, we just have to show that it is possible to ﬁnd ̂ ∈ [1, [ and ̂ ∈], 1] so thatHk(x, y) = 0
for any distinct x, y ∈ Î := [̂, ̂].
Now, for k in, and x ∈ I1, there exists a unique function xi ∈ Cn−k(I1) such that
xi (y) = (y − x)k xi (y), y ∈ I1.
This function satisﬁes xi
(j)
(x) = xi (k+j)(x) j !/(k + j)! for 0jn − k, and therefore it
vanishes (i − k) times at x. The technical proof that each function xi is Cn−k at x can be found
in [3]. This obviously yields
Hk(x, y) = (y − x)k(n−k+1) Hk(x, y), x, y ∈ I1, (2.13)
with
Hk(x, y) := W(xk , . . . ,xn)(y).
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We have in particular
Hk(x, x) =
n∏
i=k
xi
(i−k)
(x) =
n∏
i=k
(i − k)!
i! = 0, x ∈ I1. (2.14)
From (2.12) to (2.14), we can derive that
Hk(x, y) = 0 for (x, y) ∈ I × I. (2.15)
For k in and 0jn, all functions (x, y) → x(j)i (y) are continuous on I1 × I1. From
this, one can prove the continuity on I1 × I1 of all functions (x, y) → xi
(j)
(y), k in,
0jn− k. This can be done through techniques of calculation similar to those used in [3] to
prove the differentiability properties of xi . As a consequence, the function Hk is continuous on
I1 × I1. Accordingly, (2.15) implies the existence of some ̂ ∈ [1, [ and some ̂ ∈], 1] such
that Hk does not vanish on [̂, ̂]2. Equality (2.13) then proves that Hk(x, y) = 0 for distinct
x, y ∈ [̂, ̂]. 
Even when the interval I considered is not closed and bounded, in practice we are always
working with closed and bounded intervals. For instance, clearly a given Hermite interpolation
problem can always be stated using such an interval. This elementary remark confers its crucial
importance on the result we recall below (see [8]).
Corollary 2.12. Suppose that I is a closed bounded interval [, ]. Then, any EC-space on I is a
CW-space on I.
Proof. Suppose that E is an EC-space on I = [, ]. According to Proposition 2.11, we know
that E is the restriction to I of an EC-space Ê on some Î = [̂, ̂], with ̂ < , ̂ > . Corollary
2.10 says that Ê is a CW-space on any interval J strictly contained in Î . As a special case we can
take J := I , which means that E is a CW-space on I. 
Remark 2.13. On a closed bounded interval being an EC-space is thus the same as being a CW-
space. Therefore, if we know that E is an (n+1)-dimensional EC-space on I = [, ], Proposition
2.4 tells us that there exist nonvanishing weight functions w0, . . . , wn, with wi ∈ Cn−i (I ), such
that E = CW(w0, . . . , wn). We know that such weights are associated with a given CW-sequence
in E . Corollary 2.12 and Theorem 2.9 enable us to give more precision on how to construct such a
CW-sequence.With the notations introduced in the proof of Corollary 2.12, let us select â ∈ Î \I .
Denote by Êk(̂a) the set of all functions F ∈ Ê which vanish k times at â. Then, by restriction to
I, the nested sequence
Ên(̂a) ⊂ Ên−1(̂a) ⊂ · · · ⊂ Ê1(̂a) ⊂ Ê0(̂a) = Ê
yields a CW-sequence in E . Associated weights and differential operators can be obtained by
means of (2.5), where the sequence (U0, . . . , Un) is the restriction to I of the basis (̂ân, . . . , ̂
â
0)
of Ê deﬁned according to (2.3). As soon as n > 0, each choice of â ∈ Î \ I leads to a different
such CW-sequence in E . This points out that a given EC-space of dimension at least two on a
closed bounded interval contains inﬁnitely many different CW-sequences.
Remark 2.14. It is known that when the interval I is not closed and bounded, a given EC-space on
I is not necessary a CW-space on I. For example, let E be the two-dimensional space on I := [0, [
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spanned by the functions sin, cos. Any nonzero element of E has exactly one simple zero in I.
Accordingly, the space E is an EC-space on I but it cannot contain any one-dimensional W-space
on I.
3. Complete W-piecewise spaces
All properties mentioned in Subsection 2.1 can be extended to the piecewise context, and this
is what the present section is devoted to.We roughly described the framework in the introduction,
and we shall now give more speciﬁc deﬁnitions and notations.
3.1. Piecewise spaces and W-piecewise spaces
We start with a given interval I = [, ], with  < , and we consider a strictly increasing
sequence T = (t1, . . . , tq) of knots, interior to I, with q1. For convenience we set t0 :=  and
tq+1 := . We shall say that F is a piecewise function on (I, T ) if F is deﬁned separately on each
interval [t, t+1],  = 0, . . . , q. This means that, at each knot t, 1q, we have to consider
two values, F(t−) and F(t+), but F(t) is not deﬁned, unless explicitly mentioned.
Given two piecewise functions on (I, T ), F and G, the equality F = G means that we have
F(x) = G(x) for all x ∈ I \ {t1, . . . , tq} and both F(t− ) = G(t− ) and F(t+ ) = G(t+ ) for
x = t, 1q. With ε ∈ {−,+}, in short we shall write it as F(xε) = G(xε) for all xε ∈ I .
The expression “all xε ∈ I” is thus meant as all x ∈ I \ {t1, . . . , tq} and also both t− and t+ ,
1q. When J is a subinterval of I, we shall use the expression “xε ∈ J ” with a similar
meaning.A piecewise function Fwill be said to not vanish on (I, T ) if F(xε) = 0 for all xε ∈ I .
We shall say that a piecewise function F is a piecewise Cn function on (I, T ) (in short, PCn) if
F is Cn on each interval [t, t+1]. We denote by PCn(I, T ) the set of all piecewise Cn functions
on (I, T ). Suppose that, to each knot t, 1q, we attach a regular matrixM of order (n+1).
Then we denote byM the corresponding sequenceM := (M1, . . . ,Mq), and we deﬁne the set
PCn(I, T ,M) as the subset of PCn(I, T ) composed of all PCn functions F which satisfy(
F(t+ ), F
′(t+ ), . . . , F
(n)(t+ )
)T = M . (F(t− ), F ′(t− ), . . . , F (n)(t− ))T ,
1q. (3.1)
Both PCn(I, T ,M) and PCn(I, T ) are linear spaces. For them as well as for any linear subspace,
we shall use the terminologypiecewise spaces to stress the fact that their elements are not functions,
but piecewise functions.
Let E ⊂ PCn(I, T ) be an (n+1)-dimensional piecewise space.We say that E is aW-piecewise
space on (I, T ) (in short, W-Pspace) if any piecewise Taylor interpolation problem in (n + 1)
data has a unique solution in E , that is, if, for any xε ∈ I , and any 0, . . . , n ∈ R, there exists a
unique F ∈ E such that
F (i)(xε) = i , 0 in.
If E is a W-Pspace, clearly, for 0q, its restriction E to the interval [t, t+1] is an (n+ 1)-
dimensionalW-space on [t, t+1]. Moreover, given a basis (F0, . . . , Fn) in E , with the same nota-
tions as in Section 2, for  = 1, . . . , q and ε = −or ε = +, thenvectorsF(tε ), F′(tε ), . . . , F(n)(tε )
are linearly independent. This implies the existence of some regular square matrix M of order
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(n+ 1) such that(
F(t+ ), F
′(t+ ), . . . , F
(n)(t+ )
)
=
(
F(t− ), F
′(t− ), . . . , F
(n)(t− )
)
. M
T .
If M is the corresponding sequence (M1, . . . ,Mq), this means that E ⊂ PCn(I, T ,M). Con-
versely, suppose that, for  = 0, . . . , q, E is an (n + 1)-dimensional W-space on [t, t+1], and
let E be the set of all piecewise functions in some PCn(I, T ,M) the restrictions of which to
[t, t+1] are in E, for 0q. Then E is an (n+ 1)-dimensional W-Pspace on I.
The proposition below states the latter observations along with elementary characterisations of
W-Pspaces which parallel Proposition 2.2. For 0kn, we use the notation Ek(aε) for all aε ∈ I
with the meaning of the set of all piecewise functions F ∈ E which vanish k times at aε, implying
that, for 1, q, we have to consider both Ek(t− ), deﬁned as the set of all F ∈ E such that
F(t− ) = · · · = F (k−1)(t− ) = 0 and Ek(t+ ) deﬁned in a similar way at t+ .
Proposition 3.1. Given a piecewise space E ⊂ PCn(I, T ), the following four properties are
equivalent:
(i) E is an (n+ 1)-dimensional W-Pspace on (I, T );
(ii) for 0q, there exists an (n+1)-dimensionalW-space E on [t, t+1], and there exists a
sequenceM = (M1, . . . ,Mq) of regular square matrices of order (n+1) such that E is the
set of all piecewise functions F ∈ PCn(I, T ,M) the restrictions of which to each [t, t+1]
belong to E;
(iii) for all aε ∈ I , E possesses a (unique) basis (aε0 , . . . ,a
ε
n ) satisfying the conditions
a
ε(j)
i (a
ε) = i,j , 0 i, jn; (3.2)
(iv) for all aε ∈ I , the sequence En+1(aε) ⊂ En(aε) ⊂ En−1(aε) ⊂ · · · ⊂ E1(aε) ⊂ E0(aε) = E
is strictly nested, i.e., for 0kn, the linear subspace Ek(aε) is (n− k + 1)-dimensional.
From now on, D will stand for the ordinary differentiation, but now meant piecewisely. Propo-
sition 3.3 below extends Proposition 2.1 to our present piecewise framework. We ﬁrst need to
establish the following lemma.
Lemma 3.2. Supposing that a piecewise function w0 ∈ PCn(I, T ,M) does not vanish on I
(i.e., w0(xε) = 0 for all xε ∈ I ), for any F ∈ PCn(I, T ) we denote by L0F the piecewise
function deﬁned by L0F := F/w0, i.e., L0F(xε) := F(xε)/w0(xε) for all xε ∈ I . Then, for
any F ∈ PCn(I, T ,M), the piecewise function DL0F belongs to PCn−1(I, T ,M〈1〉), where
M〈1〉 := (M〈1〉1 , . . . ,M〈1〉q ), eachM〈1〉 being obtained by deleting the ﬁrst row and column in the
matrix R deﬁned by
R := Cn(w0; t+ )−1 . M . Cn(w0; t− ). (3.3)
Proof. Equality (2.7) is still valid here, but it is now a piecewise equality, which means that, at
an interior t, 1q, we have two equalities, one at t− and the other at t
+
 . Taking account of
(3.1), any F ∈ PCn(I, T ,M) thus satisﬁes, for 1q,(
L0F(t
+
 ), (L0F)
′(t+ ), . . . , (L0F)
(n)(t+ )
)T
= R .
(
L0F(t
−
 ), (L0F)
′(t− ), . . . , (L0F)
(n)(t− )
)T
, (3.4)
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where R is deﬁned by (3.3). Since L0w0 is the function 1, in the special case F = w0, equal-
ity (3.4) proves that the ﬁrst column of R is equal to (1, 0, . . . , 0)T . Whence the announced
result. 
Proposition 3.3. With the same data and notations as in Lemma 3.2, we suppose that E is a
piecewise space containingw0 and contained in PCn(I, T ,M).Then, for 1kn, E is a (k+1)-
dimensional W-Pspace on I if and only if DL0E is a k-dimensional W-Pspace on I (contained in
PCn−1(I, T ,M〈1〉)).
Proof. On account of the previous proposition, exactly as in Proposition 2.1, the announced can
be derived from (2.1) and (2.2) which are now piecewise equalities. 
3.2. Complete W-piecewise spaces and weight (piecewise) functions
Deﬁnition 3.4. Given a nested sequence of linear subspaces E0 ⊂ E1 ⊂ · · · ⊂ En−1 ⊂ En ⊂
PCn(I, T ), we say that (E0, E1, . . . , En) is a CompleteW-piecewise sequence on (I, T ) (in short,
CW-Psequence) if, for 0 in, Ei is an (i + 1)-dimensional W-Pspace on (I, T ). We say that
the space E is a complete W-piecewise space on (I, T ) (in short, CW-Pspace) if E = En, where
(E0, E1, . . . , En) is a CW-Psequence on (I, T ).
From Proposition 3.1 we know that any CW-Psequence is automatically contained in some
PCn(I, T ,M)).
Clearly, if E is an (n + 1)-dimensional CW-Pspace on (I, T ), its restriction to each [t, t+1]
is an (n+ 1)-dimensional CW-space on [t, t+1]. Conversely, suppose that, for 0q, we are
given an (n+ 1)-dimensional CW-space E on [t, t+1] (or, equivalently, an (n+ 1)-dimensional
EC-space on [t, t+1]). Is it possible to connect all these spaces so as to obtain a CW-Pspace
on (I, T )? That is, how to choose the sequenceM of connection matrices? We know that with
each space E it is possible to associate differential operators. Therefore, instead of the ordinary
derivatives, we can use these operators to express the connections. Given that there are inﬁnitely
many ways to choose the operators (see Remark 2.13), is there a particular choice which makes it
easier to check whether or not the resulting space is a CW-Pspace on (I, T )? The answers to these
questions are provided by the following theorem which is, among other things, the piecewise
version of Proposition 2.4.
Theorem 3.5. Given a piecewise space E ⊂ PCn(I, T ), the following three properties are equiv-
alent:
(i) E is an (n+ 1)-dimensional CW-Pspace on (I, T );
(ii) there exists a sequenceM = (M1, . . . ,Mq) of regular square matrices of order (n+ 1) such
that E is the set of all piecewise functions F ∈ PCn(I, T ,M) for which LnF is a constant
function on I, where
(iia) L0, . . . , Ln are piecewise differential operators deﬁned from nonvanishing weight piece-
wise functions w0, . . . , wn on (I, T ) by
L0F(x
ε) := F(x
ε)
w0(xε)
,
LiF (x
ε) := 1
wi(xε)
D (Li−1F) (xε) for 1 in, xε ∈ I, (3.5)
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(iib) for 0 in,wi ∈ PCn−i (I, T ,M〈i〉),where, settingM〈0〉 :=M, for any i = 1, . . . , n,
M〈i〉 := (M〈i〉1 , . . . ,M〈i〉q ) is obtained fromM〈i−1〉 as follows: the square matrixM〈i〉 ,
of order (n+1− i), is obtained by deleting the ﬁrst row and column in the square matrix
R
〈i−1〉
 deﬁned by
R
〈i−1〉
 := Cn−i+1(wi−1, t+ )−1 . M〈i−1〉 . Cn−i+1(wi−1, t− ), 1q.
(iii) for  = 0, . . . , q, there exist nonvanishing weight functions w0, . . . , wn, with, for 0 in,
wi ∈ Cn−i ([t, t+1]), such that E is composed of all piecewise functions F ∈ PCn(I, T )
which meet the following two requirements:
(iiia) for 0q, the restriction of F to [t, t+1] belongs to E := CW(w0, . . . , wn);
(iiib) for 1q, at t, F satisﬁes the connection condition(
L0F(t
+
 ), . . . , L

nF (t
+
 )
)T = N . (L−10 F(t− ), . . . , L−1n F (t− ))T , (3.6)
where L0, . . . , Ln denote the differential operators on Cn([t, t+1]) associated with
the weights w0, . . . , wn according to (2.4), and where N is an upper triangular
matrix of order (n+ 1) which has a unit diagonal.
Proof. (i) ⇒ (ii). Let us assume that (F0,F1, . . . ,Fn) is a CW-Psequence on (I, T ) such that
E := Fn ⊂ PCn(I, T ,M). Then one can choose a nonzero element w0 ∈ F0. This piecewise
function does not vanish in the sense of Lemma 3.2, so we can consider the operator L0 deﬁned
as in (3.5). If n = 0, then L0E is clearly spanned by the constant function 1. Suppose n > 0.
Proposition 3.3 proves that (DL0F1,DL0F2, . . . ,DL0Fn) is a CW-Psequence on (I, T ), with
DL0Fn = DL0E ⊂ PCn(I, T ,M〈1〉), where M〈1〉 is deﬁned from M〈0〉 := M and w0 as
explained in (iib).
Suppose that F ∈ PCn(I, T ,M) satisﬁes DL0F = 0. This implies the existence of real num-
bers a0, . . . , aq such that F(xε) = aw0(xε) for xε ∈ [t, t+1], 0q. Due to w0 belonging
to PCn(I, T ,M), this implies in particular a−1w0(t+ ) = aw0(t+ ) for 1q. Because w0
does not vanish, we thus have a0 = a1 = · · · = aq . Therefore,
DL0F = 0 ⇔ there exists a ∈ R such that F = aw0.
It follows thatE canbedescribed as the set of allF ∈ PCn(I, T ,M)which satisfyDL0F ∈ DL0E .
We can continue the same way, choosing a nonzero element w1 in DL0F1. This enables us
to introduce the piecewise differential operator L1 as in (3.5). Then, (DL1F2, . . . ,DL1Fn) is
a CW-Psequence on (I, T ) and E can be described as the set of all F ∈ PCn(I, T ,M) such
that DL1F ∈ DL1E . Exactly as in the nonpiecewise case, existence of weights (here, piecewise
functions satisfying (iib)) is obtained by repeating the process, and E can eventually be described
as the set of allF ∈ PCn(I, T ,M) such thatDLn−1F ∈ DLn−1E = span(wn), wherewn belongs
to PC0(I, T ,M〈n〉) and does not vanish on (I, T ), i.e., such that LnF is a constant function.
(ii) ⇒ (iii). Suppose that (ii) holds. For 0q and 0 in, we deﬁne the function wi as
the restriction of wi to the interval [t, t+1]. Then wi ∈ Cn−i ([t, t+1]) and it does not vanish
on [t, t+1]. By means of (2.4), with the weights w0, . . . , wn we can thus associate differential
operators L0, . . . , L

n on C
n([t, t+1]).
Let F be a given piecewise function in PCn(I, T ). For 0q, let F denote its restriction
to the interval [t, t+1]. Clearly, LnF is a constant function on I if and only if the following two
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properties are simultaneously satisﬁed:
LnF is a constant function on [t, t+1], 0q, (3.7)
LnF (t
+
 ) = L−1n F (t− ), 1q. (3.8)
From Proposition 2.4, we know that property (3.7) can be replaced by
F ∈ E := CW(w0, . . . , wn), 0q. (3.9)
On the other hand, applying (2.8) on both [t−1, t] and [t, t+1] shows that the piecewise
function F belongs to PCn(I, T ,M) if and only if it satisﬁes condition (3.6), with
N := n(w0, . . . , wn; t+ ) . M . n(w−10 , . . . , w−1n ; t− )−1, 1q. (3.10)
Let us prove by induction on n that all matrices N are upper triangular and have unit diagonals.
According to (iia) and (iib), w0 belongs to PCn(I, T ,M) and it satisﬁes L0w0 = 1. Applying
(3.6) to F := w0 shows that the ﬁrst column of each N is equal to (1, 0, . . . , 0)T . So the result
is proved for n = 0. Suppose that n > 0 and that the result is proved for n− 1. In particular, the
following matrices
N˜ := n−1(w1, . . . , wn; t+ ) . M〈1〉 . n−1(w−11 , . . . , w−1n ; t− )−1, 1q.
are thus upper triangular and have unit diagonals. Due to (2.9), and with notations similar to those
introduced in (2.9), we can write (3.10) as follows:
N = n(t+ ) . n−1(t+ ) . . .1(t+ ) . R〈0〉 . −11 (t− )−1 . . . . −1n−1(t− )−1 . −1n (t− )−1.
Using the latter equality and Lemma 3.2, one can check that N˜ is nothing but the square matrix
of order n obtained by deleting the ﬁrst row and column of N. This completes the proof by
induction.
The piecewise space E is thus the set of all piecewise functions F ∈ PCn(I, T ) which satisfy
(3.8), (3.9), and (3.6), where the N’s are given by (3.10). Obviously condition (3.8) can be
omitted, for, due to eachN being upper triangular with unit diagonal, it is contained in (3.6). We
have thus proven (iii).
(iii)⇒ (i). Suppose that (iii) holds. For 1q, denote byM the matrix
M := n(w0, . . . , wn; t+ )−1 . N . n(w−10 , . . . , w−1n ; t− ), (3.11)
and byM the corresponding sequence of matrices (M1, . . . ,Mq). Instead of (iii), we can describe
the piecewise space E as the space of all piecewise functions F ∈ PCn(I, T ,M) which satisfy
(iiia). From (ii) of Proposition 3.1 it follows that the space Fn := E is an (n + 1)-dimensional
W-Pspace on (I, T ).
Let us introduce the following spaces
E,i := CW(w0, . . . , wi ), 0q, 0 in,
so that, in particular, E,n = E. Let us ﬁx an integer i with 0 i < n. We denote by Fi the set
of all elements F ∈ E , the restrictions of which to [t0, t1] belong to E0,i . Due to (2.10), we know
that Fi can be described, for instance, as follows:
Fi = {F ∈ E | L0i+1F(t−1 ) = L0i+2F(t−1 ) = · · · = L0n(t−1 ) = 0}. (3.12)
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Now, let F be an element of the piecewise space E . Due to each N being upper triangular and
regular, for 1q, we have the equivalence
L−1i+1F(t
−
 ) = · · · = L−1n F (t− ) = 0 ⇔ Li+1F(t+ ) = · · · = LnF (t+ ) = 0.
According to (2.10), this means that, for 1q, the restriction of F to [t, t+1] belongs to E,i
if and only if its restriction to [t−1, t] belongs to E−1,i . For  = 1, . . . , q, we denote byN,i the
square matrix of order (i+1) obtained by deleting the last (n− i) rows and columns inN. From
the previous remarks it follows that Fi is exactly the piecewise space composed of all piecewise
functions F ∈ PCi (I, T ) which satisfy
• for 0q, the restriction of F to [t, t+1] belongs to E := CW(w0, . . . , wi );• for 1q, at t, F satisﬁes the connection condition(
L0F(t
+
 ), L

1F(t
+
 ), . . . , L

i F (t
+
 )
)T
= N,i .
(
L−10 F(t
−
 ), L
−1
1 F(t
−
 ), . . . , L
−1
i F (t
−
 )
)T
.
The ﬁrst case examined shows thatFi is an (i+1)-dimensionalW-Pspace on (I, T ). Moreover,
from its very deﬁnition (3.12), it is obviously contained in Fi+1. Therefore, (F0,F1, . . . ,Fn)
is a CW-Psequence on (I, T ) such that E = Fn. 
Remark 3.6. The unit diagonals of all matrices N involved in (3.6) were obtained by choos-
ing, in each section [t, t+1], the weights obtained by restriction of the global piecewise weight
functions obtained in (ii). For a given i, 0 in, multiplying all the weights wi , 0q, by
the same nonzero real number i changes neither the upper triangular structure of the N’s nor
their unit diagonals. This corresponds to the fact that, as in the nonpiecewise space, the global
weights emerging from a given CW-Psequence are deﬁned up to nonzero multiplicative constants.
In practice, in order to build CW-Pspaces, for 0q, we can start with any weight functions
w0, . . . , w

n on [t, t+1], and any sequence N1, . . . , Nq of regular upper triangular matrices.
The set E of all piecewise functions F ∈ PCn(I, T ) which satisfy (iiia) and the correspond-
ing connection conditions (3.6) is then a CW-Pspace on (I, T ). This results from the fact that
CW(w0, . . . , wn) = CW(0w0, . . . , nwn) for any nonzero real numbers 0, . . . , n. As a matter
of fact, the proof of (iii)⇒ (i) of Theorem 3.5 did involve the regularity and the upper triangular
structure of all matrices N of (3.6), but not at all their unit diagonals. To conclude this remark,
note that the global piecewise weight functions emerging from (ii) of Theorem 3.5 and their as-
sociated piecewise differential operators can still be obtained via formulae (2.5) which are now
piecewise equalities.
Below we state two interesting special cases of Theorem 3.5. In particular, Corollary 3.8 is
crucial for the proof of Theorem 1.2.
Corollary 3.7. Given a piecewise space E ⊂ PCn(I, T ), the following two properties are equiv-
alent:
(1) for  = 0, . . . , q, there exist nonvanishing weight functions w0, . . . , wn, with, for 0 in,
wi ∈ Cn−i ([t, t+1]), such that E is composed of all piecewise functions F ∈ PCn(I, T )
the restrictions of which to [t, t+1] belong to E := CW(w0, . . . , wn), and which satisfy
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the connection conditions(
L0F(t
+
 ), L

1F(t
+
 ), . . . , L

nF (t
+
 )
)T
=
(
L−10 F(t
−
 ), L
−1
1 F(t
−
 ), . . . , L
−1
n F (t
−
 )
)T ; (3.13)
(2) E is an (n+1)-dimensionalCW-Pspace contained in somePCn(I, T ,M),where eachmatrix
M, 1q, of the sequenceM is a regular lower triangular matrix of order (n+ 1).
Proof. We just have to observe that, due to (3.11), the matrixM is lower triangular if and only
if N is lower triangular. Since N is known to be upper triangular and to have a unit diagonal,
this occurs if and only if N is the identity matrix In+1. 
Corollary 3.8. Given a piecewise space E ⊂ PCn(I, T ), the following two properties are equiv-
alent:
(1)′ for  = 0, . . . , q, there exist positive weight functions w0, . . . , wn, with, for 0 in, wi ∈
Cn−i ([t, t+1]), such that E is composed of all piecewise functions F ∈ PCn(I, T ) the
restrictions of which to [t, t+1] belong to E := CW(w0, . . . , wn), and which satisfy the
connection condition (3.13);
(2)′ E is an (n + 1)-dimensional CW-Pspace contained in some PCn(I, T ,M), where each
matrixM, 1q, of the sequenceM is a lower triangular matrix of order (n+ 1) with
positive diagonal elements.
Proof. Suppose that (1) of Corollary 3.7 is satisﬁed. Then, following from (3.11), we have
M := n(w0, . . . , wn; t+ )−1 . n(w−10 , . . . , w−1n ; t− ), 1q.
The diagonal elements of each connection matrixM are thus given by (see Remark 2.6)
mk,k =
∏k
i=0 wi (t
+
 )∏k
i=0 w
−1
i (t
−
 )
, 0kn.
They are all positive if and only if wi (t
+
 ) = w−1i (t− ) for 0 in. Hence, all matrices M,
1q, have positive diagonals if and only, for 0 in, all weights wi , 0q, have the
same strict sign. Changing this global sign does not modify equality (3.13). So, we can as well
assume them all to be positive. 
Remark 3.9. Assuming all matrices of the sequence M to be lower triangular, suppose that
E ⊂ PCn(I, T ,M) is a CW-Pspace on (I, T ). Let us now interpret Corollaries 3.7 and 3.8 in
terms of the global weights w0, . . . , wn and the corresponding piecewise differential operators
L0, . . . , Ln associated with E as in (ii) of Theorem 3.5. The lower triangular structure of the
connection matrices implies that, for all F ∈ PCn(I, T ,M) and for 0 in,LiF is a continuous
function on I. Since the piecewise weights do not vanish on (I, T ), they keep the same strict sign
on each interval [t, t+1], but this sign may change from an interval to the next one. They keep
the same sign on all intervals if and only if all connection matrices M have positive diagonals.
In connection with that, let us also note that, in (1) of Corollary 3.7, we can require all weights
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w0, . . . , w

n, 0q, to be positive provided that we insert in (3.13) a diagonal connectionmatrix
N composed of 1 and −1.
4. Extended Chebyshev piecewise spaces and proof of Theorem 1.2
This section extends to the piecewise case the results on EC-spaces reviewed in Subsection 2.2.
As a consequence, it will provide us with the proof of Theorem 1.2.
4.1. Extended Chebyshev piecewise spaces
Dealing with (piecewise) Taylor interpolation involves only zeros at one point at the same
time while dealing with (piecewise) Hermite interpolation involves global counts of zeros on the
whole interval. This is why, from now on, we shall only consider piecewise spacesPCn(I, T ,M),
where all matrices in the sequenceM are supposed to be lower triangular with positive diagonal
elements. Under the latter assumption, given a piecewise function F ∈ PCn(I, T ,M) we can
introduce the number Zn+1(F ) as the total number of zeros of F in I, counting multiplicities up
to (n + 1) exactly as we previously did for functions in Cn(I). Indeed, due to the regular lower
triangular structure of the connection matrices, for 1q, t+ is a zero of multiplicity kn+ 1
of F if and only if so is t− . If this occurs, we shall simply say that t is a zero of multiplicity k of
F. The additional positivity assumption on the diagonal elements will make Rolle’s theorem still
valid in the present piecewise context (see Proposition 4.8 below).
Deﬁnition 4.1. An (n + 1)-dimensional piecewise space E ⊂ PCn(I, T ) is said to be an
Extended Chebyshev piecewise space on (I, T ) (in short, EC-Pspace) if it meets the following
two requirements:
(a) E is contained if some PCn(I, T ,M), where all the matrices M, 1q, composing the
sequenceM are lower triangular and have positive diagonal elements;
(b) any piecewise Hermite interpolation problem in (n+ 1) data has a unique solution in E , i.e.,
for any positive 1, . . . , r such that
∑r
i=1 i = n+ 1, any pairwise distinct a1, . . . , ar ∈ I ,
any ε1, . . . , εr ∈ {−,+}, and any real numbers i,j , 1 ir , 0ji − 1, there exists a
unique F ∈ E such that
F (j)(ai
εi ) = i,j , 0ji − 1, 1 ir.
Deﬁnition 4.2. Wesay that an (n+1)-dimensional piecewise spaceE ⊂ PCn(I, T ) is a piecewise
EC-space on (I, T ) (in short, PEC-space) if it satisﬁes (a) ofDeﬁnition 4.1 alongwith the following
property:
(c) for 0q, the restriction E to [t, t+1] is an (n+ 1)-dimensional EC-space on [t, t+1].
Clearly, any EC-Pspace on (I, T ) is a PEC-space on (I, T ). We shall later on give a simple
example proving that the converse is not true.
Let us now assume that E ⊂ PCn(I, T ,M) is an (n + 1)-dimensional PEC-space on (I, T ).
Then it is a W-Pspace on (I, T ). As a consequence, (iii) of Proposition 3.1 holds. For 1kn,
we can therefore introduce the following piecewise function
Hk(x
ε, yε
′
) := W(xεk , . . . ,x
ε
n )(y
ε′), xε, yε
′ ∈ I. (4.1)
M.-L. Mazure / Journal of Approximation Theory 145 (2007) 33–54 49
Let us comment on it. Due to the lower triangular structure of eachM, we have
Hk(x
ε, t+ ) = Hk(xε, t− )
n−k∏
i=0
mi,i , 1q, xε ∈ I. (4.2)
Also due to the structure of the connection matrices, and to (3.2), for given integers i, , with
k in and 1q, the functiont
−

i vanishes i times at t
+
 and it satisﬁes
t− (i)
i (t
+
 ) = mi,i .
This implies the existence of real numbers air such that

t−
i = mi,i
t+
i +
n∑
r=i+1
air
t+
r , k in.
We thus have
Hk(t
−
 , y
ε′) = Hk(t+ , yε
′
)
n∏
i=k
mi,i , 1q, yε
′ ∈ I. (4.3)
On the other hand, since E is a PEC-space on (I, T ), its restriction to each [t, t+1] satisﬁes (i)
of Theorem 2.9. On account of (4.2) and (4.3), this guarantees that, for ε, ε′ ∈ {−,+}
Hk(x
ε, yε
′
) = 0 for x, y ∈ ] t, t+1 [, x = y, 0q. (4.4)
Finally, whatever a ∈ I may be, we can consider all spaces Ek(a), 0kn, deﬁned as the
set of all F ∈ E which vanish k times at a. Proposition 3.1, (iv), says that Ek(a) is (n − k + 1)-
dimensional.
Various interesting characterisations of EC-Pspaces can be found in [7] (see also [6]). Below
we only recall the two ones which will enable us to achieve the proof of Theorem 1.2.
Theorem 4.3. Let E be an (n+ 1)-dimensional PEC-space on (I, T ). Then, it is an EC-Pspace
on I if and only it satisﬁes any of the following two equivalent properties:
(i) for 1kn, the piecewise function Hk deﬁned in (4.1) satisﬁes
Hk(x
ε, yε
′
) = 0 for xε, yε′ ∈ I, x = y, (4.5)
(ii) for any a ∈ I and any interval J contained in I \{a}, the sequence (En(a), En−1(a), . . . , E1(a),
E) is a CW-Psequence on (J, TJ ), where TJ denotes the set of all knots t1, . . . , tq which are
interior to J.
Remark 4.4. Comparing (4.4) and (4.5) gives the exact difference between PEC-spaces and EC-
Pspaces. According to (4.2) and (4.3), in order to show that (4.5) holds, for a given knot t, it is
not necessary to examine both t− and t
+
 . Hence, given an (n+ 1)-dimensional PEC-space E on
(I, T ), if we want to show that it is an EC-Pspace on (I, T ), it is sufﬁcient to check that
Hk(x
ε, yε
′
) = 0 for xε, yε′ ∈ [tj , tj+1] × [t, t+1], 0j, q, j = .
Example 4.5. Take I = [, ] := [−1, 1], T = (t1), with t1 := 0, and M = (M1), with
M1 :=
(
m0 0
m1 m2
)
, both m0 and m2 being positive. We deﬁne the two-dimensional piecewise
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space E as the set of all F ∈ PC1(I, T ,M) the restrictions of which to either [−1, 0] or [0, 1] are
afﬁne. The piecewise space E is a PEC-space on (I, T ). Taking account of remark 4.4, Theorem
4.3 says that E will be an EC-Pspace on (I, T ) if only if we have x1(y) = 0 when either
x ∈ [−1, 0[ and y ∈]0, 1] or x ∈]0, 1] and y ∈ [−1, 0[. By symmetry, we just have to consider
the ﬁrst case. Thenx1(yε) = (y − x) for yε ∈ [−1, 0], and due to the connection condition at 0,
x1(y
ε) = −m0x + (m2 −m1x)y for yε ∈ [0, 1]. One can check that
x1(y) = 0 for all x ∈ [−1, 0[ and all y ∈]0, 1] ⇔ m0 +m1 +m2 > 0.
For E to be an EC-Pspace on (I, T ) it is thus necessary and sufﬁcient that we choose m1 >
−(m0 +m2). Note that this includes negative values of m1.
An interesting consequence of Theorem 4.3 is that it enables us to prove the piecewise version
of Proposition 2.11.
Proposition 4.6. Any EC-Pspace on (I, T ) can be extended into an EC-Pspace on (Î , T ) where
Î = [̂, ̂] is some interval such that ̂ <  and ̂ > .
Proof. Suppose that E is an (n + 1)-dimensional EC-Pspace on (I, T ). It is a PEC-space on
(I, T ). So, for  = 0, . . . , q, the restriction E of E to [t, t+1] is an (n + 1)-dimensional EC-
space on [t, t+1]. From Proposition 2.11, we know that E0 can be extended into an EC-space on
an interval larger than [t0, t1]. We can therefore assume that E is an (n + 1)-dimensional PEC-
space on (I0, T ), where I0 := [0, ], with 0 < , and that it is known to be an EC-Pspace only
on (I, T ).
For 1kn, the piecewise functionHk introduced in (4.1) is then deﬁned not only for xε, yε′ ∈
I , but even for xε, yε′ ∈ I0. By application both of Theorem 2.9 to E0, which is an EC-space on
[0, t1], and of Theorem 4.3 to E , which is an EC-Pspace on (I, T ), we know that
Hk(x
ε, yε
′
) = 0 for xε, yε′ both in either I or [0, t1], x = y. (4.6)
Choose t˜1 ∈ [, t1[ and consider a given integer , 1q. The restriction of Hk to [0, t˜1] ×
[t, t+1]∪[t, t+1]×[0, t˜1] is a continuous function. From (4.6) we know that it does not vanish
on [, t˜1] × [t, t+1] ∪ [t, t+1] × [, t˜1]. Accordingly, it is possible to ﬁnd  ∈ [0, [ so that
Hk does not vanish on [, t˜1] × [t, t+1] ∪ [t, t+1] × [, t˜1]. We thus have
Hk(x
ε, yε
′
) = 0 for xε, yε′ both in [̂, ], x = y,
where ̂ <  is deﬁned as ̂ := max(1, . . . , q) < . This proves E to be an EC-Pspace on
([̂, ], T ). Similar arguments can be developed on the other side of I. 
4.2. EC-Pspaces are CW-Pspaces
In Subsection 2.2, we have recalled why, on a closed bounded interval, being an EC-space is
exactly the same as being a CW-space. In this subsection, we shall extend the latter result to the
piecewise framework.
It is easy to extend to EC-Pspaces the well-known characterisation of EC-spaces in terms of
zeros recalled in Subsection 2.2.
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Proposition 4.7. Let E be an (n + 1)-dimensional PEC-space on (I, T ). Then, E is an EC-
Pspace on (I, T ) if and only if any nonzero F ∈ E cannot vanish more than n times in I, counting
multiplicities, i.e., Zn+1(F )n for all nonzero F ∈ E .
In [7], this characterisation enabled us to prove a piecewise version of Proposition 2.7.
Proposition 4.8. Given a sequenceM = (M1, . . . ,Mq) of lower triangular matrices of order
(n+1)with positive diagonal elements,we suppose that a piecewise functionw0 ∈ PCn(I, T ,M)
never vanishes on I. Then, all matricesM〈1〉 deﬁned in Lemma 3.2 are lower triangular and have
positive diagonal elements. Moreover if E˜ ⊂ PCn−1(I, T ,M〈1〉) is an n-dimensional EC-Pspace
on (I, T ), the piecewise space
E := {F ∈ PCn(I, T ,M) | DL0F ∈ E˜}
is an (n+ 1)-dimensional EC-Pspace on (I, T ).
Proof. Let F be a piecewise function in PCn(I, T ,M). Deﬁning L0 as in Lemma 3.2, we know
that L0F belongs to PCn(I, T ,R), where the matrices R were introduced in (3.3). For each
, 1q, we already know that R has (1, 0, . . . , 0)T has its ﬁrst column. From M being
lower triangular, we can deduce that R is lower triangular too. Its ﬁrst row is thus (1, 0, . . . , 0).
Therefore L0F is a function on I, deﬁned by
L0F(x) := F(x
ε)
w0(x)
, x ∈ I.
On the other hand, from (3.3) we can derive the diagonal elements of the lower triangular matrix
M
〈1〉

m
〈1〉
i,i =
w0(t
−
 )
w0(t
+
 )
mi+1,i+1 =
mi+1,i+1
m0,0
, 0 in− 1.
Accordingly, all m〈1〉i,i , 0 in− 1, are positive. From Lemma 3.2 we know that the piecewise
function DL0F belongs to PCn−1(I, T ,M〈1〉). In particular it satisﬁes
DL0F(t+ ) = m〈1〉0,0 DL0F(t− ), 1q.
Due to allm〈1〉0,0 being positive, the latter relationmakes a piecewise version ofRolle’s theorempos-
sible:whenever the functionL0F vanishes at twopointsa, b ∈ I ,witha < b, there exists	 ∈]a, b[
such that DL0F(	) = 0. In case 	 = t, 1q, this means that DL0F(t− ) = DL0F(t+ ) = 0.
On the other hand, we can consider the total number of zeros ofDL0F in I, countingmultiplicities,
i.e., Zn(DL0F). Rolle’s piecewise version enables us to state that Zn(DL0F)Zn+1(L0F)− 1.
We thus have
Zn(DL0F)Zn+1(F )− 1 for all F ∈ PCn(I, T ,M). (4.7)
The rest of the proof readily follows from Proposition 4.7 and from (4.7). 
Remark 4.9. The previous proof contains two crucial points: ﬁrstly, the fact that all L0F , F ∈
PCn(I, T ,M) are functions (continuous on I and piecewiseCn on (I, T )); secondly, the existence
52 M.-L. Mazure / Journal of Approximation Theory 145 (2007) 33–54
of a piecewise version of Rolle’s theorem. The latter two points clearly point out where our two
requirements on the connection matrices (lower triangular, positive diagonals) play an essential
rôle (see also Remark 3.9). This is the reason why we gave a detailed proof of Proposition 4.8
even though, in substance, it was already present in [7].
Being a one-dimensional EC-Pspace on (I, T ) is clearly the same as being a one-dimensional
CW-Pspace on (I, T ). Therefore, based on Proposition 4.8, the proof by induction of the piecewise
version of Proposition 2.8 stated below can exactly be modelled on that of
Proposition 2.8 (see [7]).
Corollary 4.10. LetM = (M1, . . . ,Mq) be a sequence of lower triangular matrices of order
(n + 1) with positive diagonal elements and let E be an (n + 1)-dimensional CW-Pspace on
(I, T ), contained in PCn(I, T ,M). Then E is an EC-Pspace on (I, T ).
Due to Corollary 4.10, Corollary 3.8 and Remark 3.6 provide us with a simple practical way
to construct some EC-Pspaces. For 0q, choose any positive weight functions w0, . . . , wn
on [t, t+1]. Let E be the set of all piecewise functions F ∈ PCn(I, T ) the restrictions of which
to [t, t+1] belong to E := CW(w0, . . . , wn) for  = 0, . . . , q, and which satisfy connection
conditions (3.6), where N1, . . . , Nq are given regular diagonal matrices of order (n + 1). Then
E is an (n + 1)-dimensional EC-Pspace on (I, T ). As a matter of fact, we shall now see that all
EC-Pspaces are of this type.
Theorem 4.11. If E is an EC-Pspace on (I, T ), then it is a CW-Pspace on (I, T ).
Proof. The proof is modelled on that of Corollary 2.12. Suppose that E is an EC-Pspace on (I, T ).
Let us ﬁrst observe that (ii) of Theorem 4.3 holds.As a result, we obtain the analogue of Corollary
2.10, namely: given any interval J strictly contained in I, E is a CW-Pspace on (I, TJ ), where TJ
denotes the set of all knots t1, . . . , tq which are interior to J.
Now, according to Proposition 4.6, E can be extended into an EC-Pspace Ê on (Î , T ), where
the interval Î contains the interval I strictly. Applying the previous remark to Ê with J := I ⊂
=
Î ,
we obtain that E is a CW-Pspace on (I, T ). 
Taking account of Theorem 3.5 and Corollary 4.10, the previous theorem eventually enables
us to state a detailed version of the announced Theorem 1.2:
Theorem 4.12. Let E be an (n+ 1)-dimensional PEC-space on (I, T ) and, for  = 0, . . . , q, let
E denote its restriction to [t, t+1].Then, E is an EC-Pspace on (I, T ) if and only if, for 0q,
there exist (positive) weight functions w0, . . . , wn, with wi ∈ Cn−i ([t, t+1]) for 0 in, such
that the following two properties are satisﬁed
(i) E = CW(w0, . . . , wn) for 0q;
(ii) any F ∈ E satisﬁes the connection conditions(
L0F(t
+
 ), . . . , L

nF (t
+
 )
)T = (L−10 F(t− ), . . . , L−1n F (t− ))T, 1q. (4.8)
Remark 4.13. As in Remark 2.13, via condition (ii) of Theorem 4.3, the waywe proved Theorem
4.11 tells us how to build weights so as to ensure connections of the form (4.8). Moreover, as in
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the nonpiecewise case, it also guarantees that there are inﬁnitely many possibilities to choose such
weights (that is, not only up to nonzero multiplicative constants). This is due to the existence of
inﬁnitely many different CW-Psequences contained in a given EC-Pspace of dimension at least
two on (I, T ).
5. Final comments
5.1.
Theorem 4.12 is certainly an interesting result for the theoretical understanding of EC-Pspaces.
Due to no connection matrices in (4.8), it also makes them easier to use for theoretical purposes.
However, for the sake of completeness, it is important to stress that the present paper takes nothing
away from the interest of Barry’s result (our Proposition 1.1). Indeed, unlike Barry’s result, it does
not address the following practical question: starting with given weightsw0, . . . , wn on [t, t+1],
0q, for which matrices N, 1q, the PEC-space E composed of all F ∈ PCn(I, T )
with restrictions to [t, t+1] in E := CW(w0, . . . , wn), and with connection conditions(
L0F(t
+
 ), . . . , L

nF (t
+
 )
)T = N . (L−10 F(t− ), . . . , L−1n F (t− ))T, 1q,
is an EC-Pspace on (I, T )? Incidentally, Theorem 4.12 says that it works when all N’s are the
identity matrix while Proposition 1.1 says that it works for any choice of regular lower triangular
totally positive matricesN1, . . . , Nq . No better general answer is known so far. Still, again this is
only a partial one as shown by our elementary Example 4.5: the necessary and sufﬁcient condition
leading to an EC-Pspace obtained there is m1 > −(m0 + m2), while the connection matrix is
totally positive if and only if m10.
5.2.
The original motivation of this work was the study of parametric (spline) curves with sections
in different given EC-spaces. It is not always possible to join different (n+ 1)-dimensional EC-
spaces with Cn continuity while keeping “good properties” in the (n+ 1)-dimensional resulting
space. This makes it natural to introduce connection matrices. From a geometric point of view,
supposing such connection matrices ﬁrstly to be lower triangular with positive diagonal elements
and secondly to have (1, 0, . . . , 0)T as their ﬁrst columns are the least possible requirements
to avoid nonsensical behaviour of the curves. When considering parametric curves in an afﬁne
setting it is also natural to assume all EC-spaces to contain constants.As for why to allow sections
in different EC-spaces, this is justiﬁed by the desire of cumulating the various shape effects made
possible by the use of such spaces.
The general framework to work in is thus an (n + 1)-dimensional PEC-space E on (I, T ),
assumed to contain constants. In such a space (automatically composed of continuous functions),
what does “good properties”mean?Roughly speaking, it implies keeping all nice geometric design
properties of polynomial spaces or polynomial spline spaces, mainly, existence of Bernstein bases
in the space E and existence of B-spline bases in all spline spaces based on E . The latter two
properties are equivalent and they are also equivalent to existence of blossoms in the space E .
The necessary and sufﬁcient condition for this to be satisﬁed is that the piecewise spaceDE is an
(n-dimensional) EC-Pspace on (I, T ) (see [7] and other references therein). Applying Theorem
4.12 to DE thus yields the following result with which we conclude the paper:
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Corollary 5.1. Let E be an (n+ 1)-dimensional PEC-space on (I, T ), assumed to contain con-
stants, and, for 0q, let E denote its restriction to [t, t+1]. Then, blossoms exist in the
space E if and only if, for 0q, there exist (positive) weight functions w1, . . . , wn, with
wi ∈ Cn−i ([t, t+1]) for 1 in, such that the following two properties are satisﬁed
(i) E = CW(1, w1, . . . , wn) for 0q;
(ii) any F ∈ E satisﬁes the connection conditions(
L1F(t
+
 ), . . . , L

nF (t
+
 )
)T = (L−11 F(t− ), . . . , L−1n F (t− ))T, 1q.
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