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Abstract 
Disrupting the neural activity in the left anterior supramarginal gyrus (SMG) or 
opercular part of the left inferior frontal gyrus (pOp) with repetitive transcranial magnetic 
stimulation (TMS) has been demonstrated to cause a transient slowing of response times 
during phonologically more than semantically demanding tasks. Likewise, a wealth of 
functional magnetic resonance imaging (fMRI) studies have shown increased activation 
in SMG and/or pOp for phonological relative to semantic processing. Here I set out to 
investigate whether, and how frequently, stroke damage to SMG and/or pOp results in 
persistent phonological processing impairments in a large sample of 262 right-handed 
English-speaking adults, who were tested at least 1 year after a left-hemisphere stroke.  
In Experiment I, I compared the effect of damage to different parts of SMG and 
pOp that were defined by regions of interest from either TMS or fMRI studies of 
phonological processing in neurologically-normal individuals. I found that the incidence 
of phonological processing impairments was predicted significantly better by the 
presence or absence of damage to SMG and pOp regions defined by TMS studies than 
SMG and pOp regions defined by fMRI studies. Moreover, the discriminatory power (for 
segregating patients with and without phonological abilities) of the TMS sites was not 
improved further when combined with the fMRI sites. In Experiment II, I adapted the 
borders of the TMS SMG and pOp regions to include the surrounding grey and white 
matter where the presence or absence of stroke damage was consistently associated 
with the presence or absence of phonological processing impairments. The presence or 
absence of damage to these new TMS-guided regions was able to explain the incidence 
of phonological impairments better than the original TMS regions, even in a new sample 
of patients that was entirely independent of the region identification process. In 
Experiment III, I showed that damage to the TMS-guided regions accounted for the 
incidence of phonological impairments substantially better than damage to an alternative 
set of regions derived from voxel-based lesion-deficit mapping techniques that search 
the whole brain for areas that are most frequently damaged in those with phonological 
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impairments. However, the best classification accuracy was observed when the analysis 
took into account a combination of regions from TMS-guided and voxel-based lesion-
deficit mapping approaches. In Experiment IV, I investigated the nature of the functional 
impairment caused by SMG or pOp lesions and found that damage to either region 
impaired covert and overt phonological processing abilities more than semantic 
processing abilities, as predicted by prior TMS and fMRI studies of neurologically-normal 
subjects. Finally, the behavioural effects of damage were remarkably similar (i.e. no 
statistically significant differences) for both TMS-guided sites (i.e. pOp and SMG). 
In conclusion, the fact that damage to the TMS-guided SMG and pOp regions 
impaired phonological processing abilities years after stroke onset, suggests that these 
regions are critical for accurate phonological processing (both overt and covert) and that 
other brain areas are not typically able to fully compensate for the contribution that these 
regions make to language processing. More broadly, the results illustrate how non-
invasive stimulation of the undamaged brain can be used to guide the identification of 
regions where brain damage is likely to cause persistent behavioural effects. By 
combining these regions of interest with those derived from other lesion-deficit mapping 
approaches, I was not only able to explain the presence, but also the absence, of 
phonological processing impairments in a large cohort of patients. 
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Impact Statement 
More than 13 million people worldwide suffer a stroke every year, and around a 
third of all incident cases are left with residual language disorders commonly referred to 
as aphasia. Post-stroke aphasia is one of the most devastating behavioural 
consequences of stroke leading to an increased risk of depression, social isolation and 
inability to work. However, clinicians face outstanding limitations when generating 
prognoses about language outcome and recovery after stroke because of our current 
state of knowledge in the field. This situation is further aggravated by the fact that stroke 
survivors and their relatives typically want to know what will happen to them and the 
likelihood of making a good recovery over time. In addition, post-stroke aphasia poses a 
substantial burden on social security and public health systems due to the long-term 
needs - both in terms of rehabilitation and care - of the affected patients.   
The research work reported in my thesis is intended to help bridge this gap by 
illustrating how previous findings from non-invasive brain stimulation studies of 
neurologically-normal individuals can be used to guide the search for brain regions where 
stroke damage consistently disrupts language abilities. In other words, I focused on 
investigating ways to improve our ability to predict language outcome and recovery after 
stroke by studying the incidence of speech-sound processing impairments at the 
individual patient level rather than on testing the statistical significance of group-level 
effects (that may be driven by a subset of patients). This work may thus be relevant to 
all those in the lesion-behaviour mapping community who aim to understand the 
neurobiology of language without sacrificing the clinical translatability of their research 
outputs. For example, by using this approach, I have identified two specific lesion sites 
in frontal and parietal brain areas that very consistently result in speech-sound 
processing impairments during the first 5 years post-stroke. With further validation, these 
findings may in the future be able to inform clinical practice including prognosis, goal 
setting and therapy planning. Finally, the methodological approach presented in my 
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thesis could easily be extended to answer pressing questions in other behavioural 
domains such as memory and movement. 
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The need for better biomarkers of stroke outcome and recovery has been 
advocated by a taskforce of international researchers (Bernhardt et al., 2017; Boyd et 
al., 2017). This is because being able to accurately predict long-term outcome and 
recovery after stroke is anticipated to: (i) help alleviate patients’ distress and caregivers’ 
burden; (ii) guide clinicians in goal setting and therapy planning; and (iii) inform the 
stratification of patients into different groups in clinical trials (based on the predicted 
potential for recovery; e.g., Stinear et al., 2012; Hope et al., 2013). In that sense, a large 
number of studies have shown that lesion site is a major determinant of outcome and 
recovery after stroke (e.g., Marchina et al., 2011; Fridriksson et al., 2013; Wang et al., 
2013; Forkel et al., 2014; Hillis et al., 2018). 
The overarching goal of this thesis is to investigate whether findings from prior 
transcranial magnetic stimulation and functional magnetic resonance imaging studies of 
the neurologically-normal brain can be used to guide the identification of brain regions 
where stroke damage consistently predicts the incidence of language processing 
impairments. Below, I contextualise the pertinence of this work in clearly labelled 
sections that distil all the necessary background information for the reader. The first half 
delves into a range of issues including (i) the burden of acquired language disorders (i.e. 
aphasia) post-stroke, (ii) the limited prognostic value of the classic aphasia classification 
system that relies on symptom clusters, and (iii) the need for better biomarkers of long-
term language outcome and recovery after stroke. The second half, in turn, focuses on 
(iv) analysing the language function that will be examined to demonstrate the utility of 
the proposed methodological procedure from psycholinguistic and neurobiological 
angles, and (v) illustrating how recent and mainstream lesion-deficit mapping techniques 
have not yet delivered a satisfactory method for generating accurate outcome predictions 
at the individual patient level. 
1.1 The burden of stroke 
Stroke is the largest contributor to the burden of neurological disorders worldwide 
and the second leading cause of mortality as well as disability across a wide spectrum 
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of diseases and injuries (Feigin et al., 2017; Hay et al., 2017; Naghavi et al., 2017). 
Globally, it has been recently estimated that (i) there are about 79.6 million stroke 
survivors alive today, (ii) nearly 5.5 million people die from stroke on a yearly basis, (iii) 
116.4 million disability-adjusted life-years are due to stroke and (iv) more than 13 million 
people are affected by first-ever stroke each year (Hay et al., 2017; Naghavi et al., 2017; 
Vos et al., 2017). Over all reported cases, approximately two-thirds correspond to 
ischaemic strokes and one-third to haemorrhagic strokes (Vos et al., 2017), with 31% of 
them occurring in young to middle-aged adults (i.e. 20-64 years of age) (Krishnamurthi 
et al., 2015). The associated global burden and costs of stroke are expected to continue 
to rise in the near future due to population growth and aging, longer life expectancy, 
improved stroke care and higher prevalence of modifiable risk factors (Carter et al., 2007; 
Roth et al., 2015; Feigin et al., 2016a, b; O’Donnell et al., 2016). 
1.2 Aphasia: a devastating behavioural consequence of stroke 
One of the most devastating and disabling behavioural consequences of stroke 
is aphasia, which can be defined as an acquired language disorder that typically disrupts 
the ability to speak, comprehend, write and/or read (Berthier, 2005; Berthier and 
Pulvermüller, 2011; Tippett and Hillis, 2017). The median frequency of post-stroke 
aphasia across multiple epidemiological studies has been calculated to be around 30% 
in acute settings (i.e. in-patients) and 34% in chronic settings (i.e. out-patients). Although 
there is substantial inter-study variation in these figures (range = 20%-41% and 25%-
52% for acute and chronic settings, respectively; Flowers et al., 2016), the evidence 
allows us to conclude that approximately 4 million people worldwide are affected by post-
stroke aphasia every year (Engelter et al., 2006; Tsouli et al., 2009; Croquelois and 
Bogousslavsky, 2011). 
The magnitude of the challenge posed by post-stroke aphasia is complicated by 
its positive relationship with age (Engelter et al., 2006; Tsouli et al., 2009; Croquelois 
and Bogousslavsky, 2011; Ellis and Urban, 2016), particularly when considering that the 
latest projections from the United Nations indicate that by 2030 roughly 1 billion people 
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will be 65 years old or over (United Nations, 2017). Furthermore, compared to those 
without aphasia, stroke patients with aphasia are at greater risk of long hospital stays, 
anxiety, depression, dependence and permanent unemployment (Tsouli et al., 2009; 
Graham et al., 2011; Tanaka et al., 2014; Shehata et al., 2015; Boehme et al., 2016; 
Morris et al., 2017; Pike et al., 2017). These factors in combination with other cognitive 
and non-cognitive comorbidities lead patients with post-stroke aphasia to experience 
social isolation and long-term disability (Dickey et al., 2010; Hilari and Northcott, 2017; 
Lazar and Boehme, 2017; Wray and Clarke, 2017), increasing societal costs due to the 
high health care expenditures associated with meeting the long-term needs of those who 
suffer from persistent post-stroke aphasia (Ellis et al., 2012; Boehme et al., 2016).  
The issues summarised above therefore speak directly to the urgency of 
improving the treatment of aphasia and the need to know who will benefit most from it. 
Indeed, finding the best ways to help people recover from aphasia has been recognised 
as one of the top ten research priorities relating to life after stroke (Pollock et al., 2014; 
Franklin et al., 2018). Currently, clinicians have very limited knowledge to deal with 
patients’ and relatives’ expectations and enquiries about prognosis (Worrall et al., 2011; 
Howe et al., 2012) since the main determinants of language outcome after stroke as well 
as the neural mechanisms that support recovery from aphasia are still poorly understood 
(Kiran, 2012), as reflected by the fact that gold standard pharmacotherapies are yet to 
be developed (Berthier et al., 2011; Llano and Small, 2016). Encouragingly, however, 
accumulating evidence shows that high-intensity/high-dose speech and language 
therapy may be beneficial, under specific circumstances (e.g., Aguilar et al., 2018), for 
patients with post-stroke aphasia even when delivered during the chronic phase (Allen 
et al., 2012; Brady et al., 2016; Breitenstein et al., 2017; Stahl et al., 2018). 
1.3 A syndrome-based aphasia classification system 
Clinico-anatomical correlations in aphasiology have been guided by the seminal 
observations from Paul Broca (1861a, b) and Carl Wernicke (1874) for over 100 years 
(Dronkers et al., 2017). More than a century ago Broca described a patient with impaired 
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speech production who had a lesion in the posterior part of the left inferior frontal gyrus. 
Wernicke, in turn, reported that lesions to the posterior aspect of the left superior 
temporal gyrus caused language comprehension deficits. In honour of their original 
contributions, the posterior part of the left inferior frontal gyrus and the posterior part of 
the left superior temporal gyrus were named Broca’s area and Wernicke’s area, 
respectively (Lazar and Mohr, 2011). Subsequently, Ludwig Lichtheim (1885) 
complemented and extended Wernicke’s work by introducing the existence of two other 
types of aphasia that later became known as transcortical motor aphasia and 
transcortical sensory aphasia (Heilman, 2006; Catani and Mesulam, 2008; Cauquil-
Michon et al., 2011). However, Lichtheim himself did not ascribe any specific anatomical 
location to these new aphasic syndromes. 
Building upon these neurological findings, Norman Geschwind (1970) drew 
attention to the importance of the arcuate fasciculus in connecting Broca’s and 
Wernicke’s areas. He reasserted (following Carl Wernicke’s original claims) that lesions 
severing this white matter tract result in a disconnection syndrome called conduction 
aphasia whose pathognomonic symptom is impaired repetition (Geschwind, 1970). 
Furthermore, Geschwind and his co-workers at the Boston University Aphasia Research 
Centre synthetized all the evidence accumulated thus far into a syndrome-based aphasia 
classification system with coarse-grained lesion correlates (Geschwind, 1965a, b; 
Goodglass et al., 2001). A distinctive feature of the Boston school of aphasiology is that 
it places a particular emphasis on distinguishing non-fluent from fluent forms of aphasia 
(Geschwind, 1971); see Table 1.1 for details. Crucially, although there are alternative 
schools of thought in aphasiology (for an example, see Ardila, 2010), the Boston 
syndrome-based aphasia classification system remains the most influential one to date. 
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Table 1.1: The Boston syndrome-based aphasia classification system. 
Aphasic syndrome Description 
Non-fluent forms of aphasia (Damasio and Geschwind, 1984; Hillis, 2007; 
Tippett and Hillis, 2016): 
Broca’s Broca’s aphasia is typically associated with damage to 
Brodmann areas (BA) 44 and 45 and characterised by non-
fluent agrammatic conversational speech, impaired repetition 
and relatively preserved language comprehension. 
Transcortical motor Transcortical motor aphasia is typically associated with 
prefontal damage located anteriorly or superiorly to Broca’s 
area and defined by non-fluent speech output and relatively 
well-preserved comprehension and repetition (unlike Broca’s 
aphasia). 
Mixed transcortical Mixed transcortical aphasia is typically associated with 
damage to brain regions neighbouring Broca’s and 
Wernicke’s areas and resembles global aphasia in that 
language production and comprehension are compromised 
but with relatively spared repetition and echolalia. 
Global Global aphasia is the most devastating form of aphasia 
typically resulting from large lesions involving extensive 
portions of the left perisylvian territory and characterised by 
severely impaired language production and comprehension 
in addition to poor repetition skills. 
Fluent forms of aphasia (Damasio and Geschwind, 1984; Hillis, 2007; Tippett 
and Hillis, 2016): 
Anomic Anomic aphasia is the mildest form of aphasia and refers to a 
syndrome characterised by noticeable word finding difficulties 
(i.e. anomia) in the context of otherwise relatively intact 
language abilities. 
Conduction Conduction aphasia is typically associated with lesions to the 
left arcuate fasciculus and characterised by relatively fluent 
spontaneous speech, phonemic paraphasias, impaired 
repetition and relatively spared language comprehension. 
Wernicke’s Wernicke’s aphasia is typically associated with lesions 
centred on the posterior end of BA 22 and defined by fluent 
but paraphasic speech production with little or no content, 
impaired language comprehension and repetition. 
Transcortical sensory Transcortical sensory aphasia is typically associated with 
parieto-temporal damage outside the putative left perisylvian 
language network and shares many of the features of 
Wernicke’s aphasia but with relatively spared repetition. 
 
 27 
 
1.4 Inconsistencies in the lesion sites associated with major aphasic 
syndromes 
Despite the significant contribution that the Boston syndrome-based aphasia 
classification scheme has made to facilitating the communication of complex behavioural 
phenomena in the clinical setting, its utility for advancing aphasia research is at the very 
least controversial (Caramazza, 1984; Caplan, 1993; Marshall, 2010); particularly if we 
are to understand how language outcome and recovery after stroke are related to lesion 
site (e.g., Price et al., 2010a). For instance, the traditional association between non-fluent 
aphasia with anterior (or pre-Rolandic) lesions and fluent aphasia with posterior (or post-
Rolandic) lesions (Benson, 1967) has been challenged on the basis of research findings 
that have shown that “exceptions” to these lesion localisation rules are observed with far 
greater frequency than expected (Basso et al., 1985; Willmes and Poeck, 1993). 
In the same vein, MRI examination of the brains from the two historic cases 
reported by Broca has shown that the stroke lesions were not restricted to Broca’s area 
and included other brain structures such as deep white matter tracts (Dronkers et al., 
2007). This is in keeping with prior reports that focal stroke damage to Broca’s area only 
results in a transient language disorder that initially manifests as mutism and that far 
more extensive damage incorporating the grey and white matter surrounding Broca’s 
area is needed to observe the full constellation of symptoms referred to as Broca’s 
aphasia (Mohr et al., 1978; see also Alexander et al., 1990). Critically, a recent study 
found that chronic Broca’s aphasia appears to originate from a combination of Broca’s 
and Wernicke’s areas damage (Fridriksson et al., 2015). Moreover, it has been 
demonstrated that Broca’s aphasia can occur in the absence of evident damage to 
Broca’s area (Marie and Moutier, 1906; Fridriksson et al., 2007).  
Similar findings have also been recorded for Wernicke’s aphasia where (for a 
critical appraisal of the evidence, see Binder, 2015, 2017): (i) selective damage to 
Wernicke’s area has been associated with good and rapid recovery of language function 
(Selnes et al., 1984; Yagata et al., 2017); (ii) persistent Wernicke’s aphasia has been 
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shown to result from lesions that involve the left supramarginal and angular gyri in 
addition to Wernicke’s area (Kertesz et al., 1993); (iii) the presence of Wernicke’s 
aphasia has been documented in the absence of Wernicke’s area damage (Roh et al., 
2009); and (iv) structural abnormality in Wernicke’s area has not been found to be a 
significant contributor to language comprehension impairments (i.e. the hallmark 
symptom of Wernicke’s aphasia) (Dronkers et al., 2004; Mesulam et al., 2015). 
Furthermore, even among language neuroscientists there is substantial disagreement 
regarding the precise anatomical location of Broca’s and Wernicke’s areas, which has 
led some authors to argue that these terms should be completely abandoned (Tremblay 
and Dick, 2016). 
Conduction aphasia as well as the remaining aphasia types have also been 
subject to criticism on related grounds (e.g., Basso et al., 1985; Vignolo et al., 1986; 
Willmes and Poeck, 1993; Selnes et al., 2002; Bernal and Ardila, 2009; Fridriksson et 
al., 2010; Croquelois and Bogousslavsky, 2011; Epstein-Peterson et al., 2012; 
Kasselimis et al., 2017). In addition, contrary to what might be assumed, the various 
forms of aphasia are not stable entities but change in unpredictable ways during the 
recovery process (Willmes and Poeck, 1993; Laska et al., 2001; Pedersen et al., 2004). 
Likewise, it has become increasingly clear that the clusters of symptoms previously 
described arise from far more complex damage patterns than originally thought 
(Henseler et al., 2014; Yourganov et al., 2015; Fridriksson et al., 2018). Crucially, a 
substantial number of patients with post-stroke aphasia cannot be classified because 
their behavioural profiles do not fit well with the definition of any of the major aphasic 
syndromes (Crary et al., 1992; Hoffmann and Chen, 2013; Kasselimis et al., 2017). 
Finally, recent advances in neuroimaging techniques in combination with the study of 
other clinical populations such as patients with primary progressive aphasia have helped 
to elucidate that areas outside the putative left-lateralised language network are involved 
in language processing (Friederici, 2011; Price, 2012; Dick et al., 2014; Mesulam et al., 
2014; Lambon Ralph et al., 2017). The evidence presented above therefore calls for 
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substantial revision of the classic neurological model of aphasia (Charidimou et al., 2014; 
Chang et al., 2015; Dronkers et al., 2017).  
1.5 Towards a better understanding of the relationship between lesion site 
and language impairments after stroke 
One of the challenges of classifying patients by their aphasic symptomatology is 
that any particular aphasic symptom (e.g., anomia) can originate from disruption to 
different levels of processing given the multifaceted nature of language tasks (DeLeon 
et al., 2007; Schwartz, 2014; Blumstein, 2016). For instance, in order to name the picture 
of a “bed” (i.e. a widely used language task) a person has at least to be able to: (1) 
recognise the image at hand; (2) access the meaning of the object; (3) retrieve the word 
form; and (4) control and move the articulators (e.g., tongue, lips, etc.) to pronounce the 
word “bed”. An inability to name objects could result from multiple dissociable functional 
impairments depending on the level/levels of processing that has/have been affected. In 
addition, current research into the neurobiology of language has demonstrated that even 
the simplest language function is supported by a network of regions (i.e. a neural system) 
(Mesulam, 1990; Vigneau et al., 2006; Price, 2010, 2012; Fuertinger et al., 2015). Thus, 
it is not surprising that the current classification system fails to capture the complexity of 
the structure-function relationships underlying the deficits observed in patients with post-
stroke aphasia.        
A more promising approach may entail shifting the focus from the study of 
syndromes or symptoms to investigations of very specific functional impairments that 
can be more easily mapped to discrete levels of psycholinguistic processing 
(Caramazza, 1984; Caplan, 1993; Blumstein, 2016). For instance, El Hachioui et al. 
(2013a) tested a sample of 147 patients with post-stroke aphasia at multiple time points 
during the first year after onset. Patients’ language abilities were described in terms of 
behavioural performance on phonologically, semantically and syntactically demanding 
tasks. The authors showed that performance on phonological tasks within the first week 
since stroke was the strongest predictor of 1-year language outcome, even after 
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adjusting for the effect of other behavioural, demographic and clinical factors such as 
semantic and syntactic performance at baseline. Furthermore, the authors showed that 
the phonological, semantic and syntactic processing abilities of the patients followed 
separate recovery trajectories with phonology improving up to 3 months after stroke (El 
Hachioui et al., 2013b). This suggests that psycholinguistic classification might be 
relevant for predicting recovery; specially in the language domain where it is increasingly 
recognised that behavioural changes (i.e. improvement, maintenance or decline) 
continue to occur even years after stroke onset (e.g., Holland et al., 2017; Hope et al., 
2017) contrary to what has traditionally been held (e.g., Demeurisse et al., 1980; 
Lendrem and Lincoln, 1985; Pedersen et al., 1995; Laska et al., 2001). 
Following the interest in psycholinguistic categorisation of aphasia, my PhD 
experiments investigate (i) phonological processing impairments after stroke; (ii) how 
these impairments are related to lesion site; and (iii) whether their incidence can be 
predicted by lesion site. The reasons I have focused on phonological processing 
impairments are that: (a) there is a strong relationship between acute phonological 
processing performance and long-term post-stroke aphasia severity (e.g., Blom-Smink 
et al., 2017); and (b) phonological processing impairments occur more frequently after 
stroke than deficits affecting other linguistic levels (e.g., El Hachioui et al., 2012). In the 
next two sections, I will therefore (a) give a brief overview of how phonology and 
phonological processing are conceived from a psycholinguistic perspective and (b) 
summarise the main findings of studies looking into the neurobiology of phonological 
processing. 
1.6 A psycholinguistic perspective on phonology and phonological 
processing 
1.6.1 Phonology 
Phonology is concerned with the study of the mental representations of the sound 
system of human languages, including the underlying principles commanding the 
composition and combination of speech sounds (Goldrick and Rapp, 2007; Baković, 
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2014; Idsardi and Monahan, 2016; Nathan, 2017). When learning to speak, we acquire 
very detailed knowledge about the sound structure of a word (i.e. word-form) and will find 
it relatively easy to recognize and pronounce unfamiliar speech composed of 
phonological features we are acquainted with (i.e. the mental representation of the sound 
structure and meaning of a word can be dissociated; Goldrick and Rapp, 2007).  
In psycholinguistics, phonological analysis involves the detailed examination of 
the regularities of the sound structure of words and the combinatorial rules of speech 
sounds and their sub-parts (Goldrick and Rapp, 2007; Baković, 2014; Idsardi and 
Monahan, 2016; Nathan, 2017). Of note, speech sounds are thought to be mentally 
represented as abstract (i.e. context-independent) units that code the distinctive features 
of the articulatory gestures/auditory consequences associated with the realization of a 
particular speech sound when contrasted with that of another (Kazanina et al., 2018). 
For instance, [p] and [b] are both bilabial stop consonants, meaning that their articulation 
involves the complete constriction (i.e. stop) of the lips (i.e. bilabial). However, [p] can be 
distinguished from [b] because [p] does not require the vibration of the vocal folds (i.e. is 
a voiceless bilabial stop consonant), whereas [b] does (i.e. is a voiced bilabial stop 
consonant). It therefore follows that "voicing" is a distinctive feature of phonology. 
Furthermore, phonological theory posits that different levels of abstraction are necessary 
to mentally represent the sound patterns of a language. For example, phonemes (which 
link temporally organised groups of distinctive features together) and syllables 
(specifying the metrical structure of utterances) are the most widely accepted 
psycholinguistic units (Baković, 2014; Goldrick, 2014). Importantly, these phonological 
representations are likely to be grounded in the cortical motor and sensory 
(somatosensation and audition) systems implicated in the production and perception of 
speech (Hickok, 2014). 
1.6.2 Phonological processing 
Phonological processing can, in this context, be defined as the mental retrieval 
and manipulation of phonological representations for the perception and production of 
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speech (Vitevitch and Luce, 1998, 1999; Goldrick and Rapp, 2007; Robson et al., 2012; 
Goldrick, 2014; Binder, 2016; Dial and Martin, 2017; Kazanina et al., 2018; Schmitz et 
al., 2018). In the spoken production of language a distinction can be made between 
lexical and post-lexical phonological processes and representations (Goldrick and Rapp, 
2007; Goldrick, 2014). For example, in order to express a concept, two broadly 
distinguishable stages of processing are generally assumed to be engaged. First, an 
abstract lexical-phonological representation (i.e. word-form) that lacks some of the 
dimensions of phonological information is retrieved from long-term memory (i.e. lexical 
level). Second, the corresponding phonemic and syllabic representations of phonological 
structure are subsequently integrated with the lexical-phonological representation to 
encode a coherent and more fully specified post-lexical phonological representation (i.e. 
post-lexical level) that can serve as input to further articulatory and motor processing. 
More specifically, in naming the picture of a “cap” it is commonly agreed that the 
image is visually processed until the object is recognised, which then activates the 
semantic (e.g., features such as <clothing, academic, head covering>) and syntactic 
representations (e.g., <noun>) associated with the concept depicted by the picture. Next, 
an abstract word-level representation (or lexical representation) is selected (e.g., 
<CAP>) that influences the retrieval of a lexical-phonological representation (i.e. 
phonological retrieval) specifying the identity and serial order of the phonemes (e.g., /k 
æ p/). In addition, the interaction of semantic, lexical and phonological levels may lead 
to the partial activation of semantically- (e.g., <HAT>) and phonologically-related (e.g., 
<TAP>) lexical competitors (aka neighbours). These in turn cause the retrieval of some 
of the segment-sized representations corresponding to the partially activated semantic 
and phonological neighbours of the target word (e.g., Rapp and Goldrick, 2000; Goldrick 
and Rapp, 2002). The selected lexical-phonological representation serves as input to 
processes that further specify the content of the syllabic (e.g., <CVC>) and featural 
information of the encoded phonological structure (e.g., /kh æ p/ indicating that the initial 
/k/ in ‘‘cap’’ is aspirated due to the context in which is embedded; but see Roelofs, 1997 
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and Levelt et al., 1999). The ensuing fine-grained phonological representation is subject 
to additional phonetic processing to generate articulatory representations that drive the 
articulators (Browman and Goldstein, 1992; Goldrick and Blumstein, 2006; Ziegler et al., 
2010, 2012; Buchwald and Miozzo, 2011; Laganaro, 2012; Buchwald, 2014; Maas et al., 
2014; Galluzzi et al., 2015).  
When repeating words out loud, the acoustic input has to be translated into a 
phonological code (i.e. phonological recoding) prior to articulation, meaning that an 
important component of repetition involves the successful recognition of phonemes in 
addition to the retrieval and mental manipulation of phonological representations. 
Importantly, performance on word repetition tasks has been shown to dissociate from 
that on non-word repetition tasks (non-words are made-up words like “clup” and can be 
thought of as being exposed for the first time to an unfamiliar or foreign word) (Shallice, 
1988; Ellis and Young, 1996). Moreover, neuropsychological studies have documented 
that lexical-semantic and phonological processing abilities can independently be affected 
by brain damage as indicated by the performance/error patterns seen in patients during 
speech reproduction (and other language) tasks (Michel and Andreewsky, 1983; 
McCarthy and Warrington, 1984, 2001; Butterworth and Warrington, 1995; Ingles et al., 
1996), which suggests the existence of at least two alternative pathways for repetition 
(and production more generally). Non-word repetition is usually assumed to take place 
via a sub-lexical (or non-lexical or phonological) route that deals with processing units 
smaller than whole words by mapping acoustic input directly onto representations of 
phonological structure, thereby bypassing the lexical level (because non-words have no 
associated lexical or semantic entries in long-term memory) (e.g., Patterson and 
Shewell, 1987; Hillis and Caramazza, 1991; Hanley et al., 1997, 2002). Word repetition, 
on the other hand, can be accomplished via either the lexical-semantic or sub-lexical 
routes depending on individual preferences and/or stimulus characteristics (e.g., 
imageability, frequency, etc.). The output of either of these recoding steps is considered 
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to be subject to further post-lexical phonological and phonetic processing before speech 
production can occur (Goldrick and Rapp, 2007). 
On the basis of evidence from brain-damaged patients (e.g., Rapcsak et al., 
2007), similar functional organisational principles have also been proposed for word and 
non-word reading with the exception that the reading of non-words would entail an 
orthographic-to-phonological recoding level (i.e. sub-lexical pathway) instead of an 
acoustic-to-phonological recoding level (Coltheart et al., 2001; Coltheart, 2005). 
Crucially, from a connectionist point of view (e.g., Dell et al., 2007; Seidenberg, 2012), 
the phonological errors observed during word and non-word reading would arise from 
disruption to the same phonological system involved in speech production and 
perception (i.e. reflect a modality-independent phonological impairment) rather than from 
damage to modality-specific mechanisms (Crisp and Lambon Ralph, 2006; Jefferies et 
al., 2007; Rapcsak et al., 2009; but see Tree and Kay, 2006). 
1.6.3 Phonological working memory 
 Once phonological representations have been retrieved from long-term memory, 
it is typically necessary to maintain these phonological traces in short-term memory (i.e. 
a temporary storage of information) while mental operations are performed and further 
processes are engaged in response to the processing demands of the task at hand 
(Baddeley, 1996). Such a cognitive device is commonly referred to as phonological 
working memory. One of the most influential theories of working memory is the three-
component system proposed by Baddeley and Hitch in 1974 (but see Cowan, 2008, 
2010) which posits the existence of the following three interacting modules: (1) the 
phonological loop (aka the articulatory loop); (2) the visuo-spatial sketchpad; and (3) the 
central executive. According to this framework, the central executive represents an 
attentional control system and is supported by two subsidiary slave systems that 
specialise in holding phonological and visuo-spatial information (i.e. the phonological 
loop and the visuo-spatial sketchpad). The model was later refined by adding a fourth 
component (i.e. the episodic buffer) in an attempt to account for a range of phenomena 
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that was not satisfactorily captured by the original version (Baddeley, 2000). This 
episodic buffer is assumed to be a limited capacity store capable of binding information 
from long-term memory and the subsidiary working memory systems into a unitary 
multidimensional episodic representation.  
Understanding the phonological loop is most relevant for the goals of the current 
thesis. It has been shown to be particularly important for the acquisition of novel 
vocabulary during development or when learning a new language (Baddeley et al., 1988; 
Gathercole and Baddeley, 1989; Service, 1992) and is also likely to be important for 
recovering phonological processing abilities after stroke. The phonological loop is 
thought to comprise two sub-systems: (i) a phonological store (or buffer) that temporarily 
maintains memory traces of verbal material in a phonological code (Schweppe et al., 
2011); and (ii) a subvocal rehearsal mechanism that prevents the memory traces of 
phonological information from decaying with time through covert articulation (Baddeley, 
2012). Yet, based on differential impairments seen in brain-damaged patients performing 
phonologically demanding tasks, it has been proposed that the phonological loop 
component of working memory may in reality consist of two temporary memory stores 
(Nickels et al., 1997; Martin et al., 1999; Howard and Nickels, 2005): (1) a phonological 
input buffer which holds a pre-lexical phonological code and (2) a phonological output 
buffer which holds a post-lexical phonological code that is required for repeating, reading 
and writing (to dictation) words and non-words (Caramazza et al., 1986; Shallice et al., 
2000). In the context of these two buffers, rehearsal would be achieved via the cycling 
of information between input and output. Critically, there is evidence for common 
underlying processes between phonological working memory and phonological 
processing (Martin and Saffran, 1997; see also Gupta and MacWhinney, 1997 and 
Martin and Saffran, 2002); a point I will come back to later on in the Introduction. 
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1.7 Neurobiology of phonological processing 
1.7.1 Neurobiology of phonological processing in neurologically-normal 
individuals 
Many functional neuroimaging studies of the neurologically-normal brain have 
shown that activity in a left-lateralised network of regions increases with increasing 
demands on phonological processing. These brain regions include: the supramarginal 
gyrus (e.g., Price et al., 1997; Gelfand and Bookheimer, 2003; Moser et al., 2009; Kircher 
et al., 2011; Oberhuber et al., 2016), posterior part of the inferior frontal gyrus (e.g., Heim 
et al., 2003; Burton et al., 2005; Papoutsi et al., 2009; Vaden et al., 2011; Okada et al., 
2018), premotor cortex (e.g., Devlin et al., 2003; McDermott et al., 2003; Katzir et al., 
2005; Mechelli et al., 2005a; Twomey et al., 2015) and mid-posterior portion of the 
superior temporal gyrus (Buchsbaum et al., 2001; Graves et al., 2008; McGettigan et al., 
2011; Arsenault and Buchsbaum, 2015). For example, in an elegant study, Peramunage 
et al. (2011) manipulated phonological neighbourhood density (i.e. the number of words 
in the mental lexicon that deviate from a target word by a single phoneme) during word 
production to show that activity in the left premotor cortex (PMC), inferior frontal gyrus 
(IFG), posterior superior temporal gyrus (pSTG) and supramarginal gyrus (SMG) 
responded to phonological competition; indicating that these regions form part of a 
network involved in accessing, maintaining and manipulating the phonological properties 
of words. Similarly, Bohland & Guenther (2006) visually presented neurologically-normal 
participants with syllable sequences of varying phonological complexity to reveal that a 
collection of brain regions including PMC, IFG, STG and SMG is important for planning 
and producing sequences of speech sounds. Subsequently, it has been demonstrated 
that the distributed patterns of activity in these regions encode phonological information 
at the phonemic and/or syllabic levels (Markiewicz and Bohland, 2016; see also Peeva, 
2010) or even lower-level features such as place/manner of articulation and voicing 
(Correia et al., 2015).  
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Consistent with an involvement in phonological processing, this dorsal stream of 
language regions is also engaged during reading (e.g., Jobard et al., 2003; Graves et 
al., 2010; Taylor et al., 2013; Danelli et al., 2015; Malins et al., 2016), verbal working 
memory (e.g., Paulesu et al., 1993; Awh et al., 1996;  Smith et al., 1998; Buchsbaum et 
al., 2005; Perrachione et al., 2017), repetition (e.g., Price et al., 2003; Shuster and 
Lemieux, 2005; Saur et al., 2008; Yoo et al., 2012; Hope et al., 2014), writing-to-dictation 
(e.g., DeMarco et al., 2017) and other tasks which heavily rely on the successful retrieval 
and mental manipulation of phonological representations at lexical and sub-lexical levels. 
Moreover, the vPMC, pIFG, SMG and pSTG have been found to contribute to the 
categorical perception of speech sounds (Raizada and Poldrack, 2007; Lee et al., 2012; 
Chevillet et al., 2013; Du et al., 2014; Bouton et al., 2018). 
Indeed, dorsal language regions are posited to subserve the mapping between 
sensory and motor phonological codes for overt as well as covert speech processing 
(e.g., Hickok and Poeppel, 2007; Saur et al., 2008); see Figure 1.1. For instance, in an 
illuminating study of the mental imagery of speech, Tian et al. (2016) found that speech 
perception and production are strongly linked at the neural level (see also Skipper et al., 
2017) and that covert and overt speech recruit overlapping brain networks including the 
opercular part of the left inferior frontal gyrus and the anterior part of the left 
supramarginal gyrus which strongly suggests the availability of shared phonological 
representations. Furthermore, naturalistic phonological manipulations between speech 
perception and speech production have revealed that segmental processing (i.e. 
computations that operate at the phonemic level) during inner speech activates left-
lateralised dorsal speech regions such as pIFG and SMG (Peschke et al., 2012). In line 
with these results, it has been suggested that covert articulation or inner speech (for 
recent reviews, see Perrone-Bertolotti et al., 2014 and Alderson-Day and Fernyhough, 
2015) carries detailed phonological information and may ultimately reflect a special type 
of overt speech (Corley et al., 2011; Schweppe et al, 2011; Niziolek et al., 2013; Whitford 
et al., 2017; but see Oppenheim and Dell, 2010). 
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Figure 1.1: Dual-stream models of the language network in the human brain. The 
figure provides a schematic depiction of four alternative implementations of the dual-
stream theory of speech processing taken from (A) Hickok (2009), (B) Rauschecker & 
Scott (2009), (C) Friederici & Gierhan (2013) and (D) Gow (2012). In the context of the 
dual-stream framework, it is proposed that motor-phonological aspects of speech 
processing are mediated by a dorsal pathway, whereas lexical-semantic aspects of 
speech processing are supported by a ventral pathway as indicated by ample 
experimental evidence from both neurologically-normal and brain-damaged individuals 
(e.g., Saur et al., 2008; Kümmerer et al., 2013; Mirman et al., 2015; Fridriksson et 
al., 2016). Syntactic aspects of speech processing would, on the other hand, load more 
evenly on both these pathways (e.g., Rolheiser et al., 2011; but see Wilson et al., 2011). 
In general terms, the dorsal route is thought to involve a set of regions including the mid-
posterior part of the superior temporal gyrus, supramarginal gyrus, pars opercularis of 
the inferior frontal gyrus and premotor cortex; all connected via branches of the superior 
longitudinal fasciculus and/or arcuate fasciculus. In contrast, less agreement exists with 
regard to the components of the ventral route which may incorporate the full set or a 
subset of the following: mid-anterior part of the superior temporal gyrus, middle temporal 
gyrus, inferior temporal gyrus and pars triangularis of the inferior frontal gyrus; all 
connected via the middle longitudinal fasciculus, inferior longitudinal fasciculus, 
uncinated fasciculus and extreme capsule. Another point of disagreement relates to the 
(i) degree of lateralisation and (ii) specific computational properties of the two streams. 
For more details (including key to abbreviations), the reader is referred to the original 
publications. Numbers correspond to Brodmann areas. Adapted with permission from 
Elsevier and Springer Nature. 
Causal evidence favouring the view that dorsally located language areas (e.g., 
left pIFG, PMC, SMG and pSTG/STS) contribute to phonological processing has been 
provided by methods that interfere with the neural activity in selected brain regions (e.g., 
Sato et al., 2009; Acheson et al., 2011; Murakami et al., 2015; Hartwigsen et al., 2016). 
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This has led a substantial number of researchers to implicate these brain regions in a 
range of phonological processes including: (i) the categorical perception of phonemes 
(Meister et al., 2007; Krieger-Redwood et al., 2013); (ii) phoneme segmentation (Sato et 
al., 2009); (iii) phonological working memory (Herwig et al., 2003; Nixon et al., 2004; 
Romero et al., 2006); (iv) phonological recoding (Nakamura et al., 2006); and (iv) 
phonological encoding/retrieval (Acheson et al., 2011; Savill et al., 2018). Transcranial 
magnetic stimulation (TMS) studies have therefore provided converging evidence which 
demonstrates that regions such as the left anterior supramarginal gyrus and the 
opercular part of the left inferior frontal gyrus are important nodes in the dorsally 
distributed phonological network (e.g., Gough et al., 2005; Hartwigsen et al., 2010a, b; 
Sliwinska et al., 2015).    
Regarding the temporal dynamics of phonological processing in the dorsal 
language pathway, the evidence accumulated thus far points to a highly interactive 
perisylvian system that operates at multiple spatial and temporal scales (e.g., Munding 
et al., 2016). For instance, Liebenthal et al. (2013) simultaneously acquired event-related 
potentials and functional magnetic resonance imaging (fMRI) data and found that the 
discrimination of duplex syllables (composed of chirp and base portions) presented 
dichotically at varying interaural asynchronies recruit a set of regions comprising the 
posterior superior temporal gyrus bilaterally, left supramarginal gyrus, left ventral 
postcentral (vPostCG) and precentral gyri (vPreCG). More importantly, during syllable 
identification (compared to chirp identification) activity arose in bilateral pSTG at ~80 ms 
(peaking at ~100 ms), closely followed (~90 ms) by the engagement of the left SMG 
(peaking at ~140 ms), left vPostCG and left vPreCG (both exhibiting similar temporal 
profiles to left SMG); with activity reverberating in a highly overlapping network after 300 
ms from stimulus onset. Crucially, the elicited activity was significantly left-lateralised in 
SMG, vPostCG and vPreCG in the early time window, and in pSTG only in the late time 
window (> 300 ms), which may be indicative of interactive processing with efferent 
feedback from sensorimotor to auditory cortex. In another insightful study, Herman et al. 
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(2013) recorded magnetoencephalographic responses while neurologically-normal 
individuals listened to and reproduced (after a brief delay) two- or four-syllable utterances 
to show that the phonological loop component of verbal working memory is underpinned 
by regions within the dorsal speech stream. By correlating neural oscillations and 
performance, they found that phonological encoding, maintenance and response 
preparation (prior to overt articulation) recruit a primarily left-lateralised network where 
information cycles between input and output buffers in temporal/parietal (i.e. pSTG/SMG) 
and frontal/premotor (i.e. pIFG/vPMC) areas while a coherent phonological 
representation is formed as part of a reverberant process.     
1.7.2 Neurobiology of phonological processing in clinical populations 
In agreement with the findings from fMRI and TMS investigations (summarised 
above), studies of clinical populations have contributed additional evidence to support 
the view that phonological processing is instantiated in dorsal language regions (e.g., 
Kümmerer et al., 2013; Mirman et al., 2015; Fridriksson et al., 2016). For example, 
Schwartz et al. (2012) found that the rate of phonological errors produced during picture 
naming is associated with stroke damage to various components of the left-lateralised 
dorsal language stream including but not limited to pIFG, PMC, PreCG, PostCG, SMG 
and STG. Likewise, phonological performance (as indexed by phonological 
manipulation, reading and writing-to-dictation tasks of both words and non-words) in 
patients with primary progressive aphasia (i.e. a neurodegenerative syndrome) has been 
shown to depend upon the structural integrity of the grey matter in frontal and 
parietotemporal regions of the left hemisphere including the pIFG, PMC, PreCG, 
PostCG, SMG and STG (Henry et al., 2016). 
Intraoperative mapping in large series of patients undergoing awake surgery for 
resection of low-grade gliomas has confirmed that phonological/phonetic errors elicited 
during picture naming arise from stimulation of dorsal speech regions (Tate et al., 2014; 
see also Roux et al., 2012). Furthermore, intraoperative electrical stimulation over the 
left pIFG and SMG in tumour patients has been shown to disrupt phonological working 
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memory performance (Papagno et al., 2017). Linking phonological input and output 
processing, Cogan et al. (2014) obtained electrocorticographic (ECoG) recordings from 
patients with pharmacologically resistant epilepsy and demonstrated that the mapping 
between sensory and motor phonological representations of speech sounds (i.e. 
sensory-motor integration) for both perception and production occurs bilaterally in inferior 
frontal, premotor, motor, somatosensory, inferior parietal and superior temporal cortices. 
Moreover, the relationship between the overt and covert reproduction of words in the 
visual and auditory modalities has also been characterised using ECoG signals from 
patients with intractable epilepsy (Pei et al., 2011). In brief, the results revealed that the 
spatial topography and temporal course of the neural responses induced by the overt 
and covert reproduction of aurally and visually presented words largely overlap in inferior 
frontal, premotor, motor, somatosensory, inferior parietal and superior temporal areas, 
with overt word reproduction associated with stronger and more distributed cortical 
activation relative to covert word reproduction (see also Flinker et al., 2015 and 
Brumberg et al., 2016).  
In addition to the documented role of grey matter regions, patient studies have 
been essential for establishing that dorsal (but not ventral) white matter tracts such as 
the arcuate fasciculus (AF) and superior longitudinal fasciculus (SLF) support 
phonological processing (e.g., Friederici and Gierhan, 2013; Parker Jones et al., 2014; 
Han et al., 2016). For instance, by analysing neuroimaging and behavioural data from a 
large sample of acute left-hemisphere stroke patients, Kümmerer et al. (2013) showed 
that poorer performance on tasks that load heavily on phonological processing (such as 
language repetition) is associated with greater damage to dorsal fibre tracts (i.e. 
AF/SLF), whereas poorer performance on tasks that load heavily on semantic processing 
(such as language comprehension) is associated with greater damage to ventral fibre 
tracts (e.g., the extreme capsule or EmC). Similarly, Rolheiser et al. (2011) studied a 
sample of 24 chronic left-hemisphere stroke patients who were subject to detailed 
behavioural testing and neuroimaging examination to find that input/output phonology 
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correlated with fractional anisotropy (i.e. a proxy measure of white matter integrity) in the 
dorsal pathway (i.e. left AF), while input/output semantics correlated with fractional 
anisotropy in the ventral pathway (i.e. left EmC). Moreover, direct electrostimulation of 
the AF/SLF in patients undergoing tumour surgery induces phonological/phonetic errors 
(Maldonado et al., 2011) and phonological working memory errors (Papagno et al., 2017) 
but not semantic errors, consistent with proposals that these white matter tracts form part 
of the dorsal phonological system. Complementary results have been reported by studies 
of patients with primary progressive aphasia (e.g., Galantucci et al., 2011). Evidence 
pointing to the existence of feedforward and feedback projections between left frontal 
and parietotemporal language areas comes from intraoperative recordings of cortico-
cortical evoked potentials in patients with intractable epilepsy which have indicated that 
the flow of information between pIFG/PMC and SMG/pSTG sites is bidirectional 
(probably through the AF/SLF) (Matsumoto et al., 2004). These findings, in conjunction 
with recent methodological advances (e.g., Jones et al., 2013), have led to a renewed 
interest in tracing the connectional anatomy of language and to a fuller appreciation of 
the critical role that white matter fibre bundles play in transferring information between 
functionally related but spatially distant nodes of the same brain network (e.g., Martino 
et al., 2013; Fernández-Miranda et al., 2015; Wang et al., 2016; Yagmurlu et al., 2016). 
1.7.3 Phonological working memory as an emergent property of the language 
system 
 Traditionally, phonological working memory and language processing have been 
thought to constitute two independent systems that can be studied separately (e.g., 
Baldo and Dronkers, 2006; Baddeley and Hitch, 2018). However, more contemporary 
proposals conceive phonological working memory as a more fundamental property of 
the speech perception and production systems (e.g., Jacquemot and Scott, 2006; 
Buchsbaum and D’Esposito, 2008; Acheson and MacDonald, 2009a; Majerus, 2013) 
based on four empirical observations: (i) the short-term maintenance of linguistic 
information relies on underlying language processes (e.g., Martin et al., 1994; Martin and 
 43 
 
Saffran, 1997, 1999; Knott et al., 2000); (ii) serial position errors during phonological 
working memory tasks are better described as phoneme rather than whole item ordering 
errors (e.g., Nimmo and Roodenrys, 2004; Page et al., 2007; Acheson and MacDonald, 
2009b; see also Majerus et al., 2004); (iii) brain regions activated by the perception and 
production of speech are also implicated in phonological working memory (e.g., Acheson 
et al., 2011; Ravizza et al., 2011; Perrachione et al., 2017); (iv) speech processing and 
verbal working memory performance are disrupted following TMS-induced “virtual” 
lesions (e.g., Acheson et al., 2011) or stroke-induced “real” lesions (e.g., Leff et al., 2009; 
Koenigs et al., 2011; Baldo et al., 2012; Hickok et al., 2014) to the same brain regions 
(see also Meyer et al., 2015).  
In particular, Martin & Saffran (1997) have provided evidence that the processes 
that govern the activation and maintenance of phonological representations for 
phonological processing and phonological working memory may be common to both by 
showing that, in brain-damaged patients, behavioural performance on verbal working 
memory tasks co-vary with that on more general language tasks. Moreover, an important 
role for sub-lexical phonological encoding in maintaining serial order information and a 
close link between the mechanisms supporting phonological processing and 
phonological working memory have been proposed by Acheson & MacDonald (2009b). 
They manipulated phonological similarity of lists of non-words by prompting 
neurologically-normal individuals to perform a variety of verbal working memory tasks 
involving tongue twisters matched for overall phonological overlap and found that the 
serial order errors produced by the participants due to phonological similarity followed 
phonological constraints on the production system (such as syllable-position 
constraints). In line with these findings, Acheson et al. (2011) concluded that the capacity 
to hold sequences of speech sounds over short periods of time is contingent upon 
representations within the phonological network after demonstrating that TMS over a 
region within the pSTG associated with phonological encoding increased error rates on 
paced reading and delayed serial recall of non-words but not on picture naming. 
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Similarly, patient studies have revealed that repetition and phonological working memory 
abilities as measured by non-word repetition and digit span tasks (both of which place 
high demands on phonological processing) overlap at the neural level, with impairments 
on these tasks resulting from damage to the left mid-posterior superior temporal/inferior 
parietal cortex (e.g., Baldo et al., 2012). The evidence therefore points to the existence 
of a shared functional architecture between phonological processing and phonological 
working memory.   
In this context, phonological working memory is thought to (a) emerge from the 
sustained activation of abstract sub-lexical motor and sensory speech codes via dynamic 
motor-to-sensory (or feedforward) and sensory-to-motor (or feedback) mappings during 
covert speech as indicated by neuromagnetic responses recorded from neurologically-
normal subjects during the covert rehearsal of aurally presented multisyllabic non-words 
(Ylinen et al., 2015; see also Cogan et al., 2017) and (b) be instantiated in dorsal 
phonological regions within the inferior frontal/premotor and inferior parietal/superior 
temporal cortices involved in both the production and perception of speech as revealed 
by prior functional imaging (e.g., Paulesu et al., 1993), transcranial magnetic stimulation 
(e.g., Romero et al., 2006) and lesion studies (e.g., Baldo and Dronkers, 2006), probably 
in tight interaction with other language and cognitive systems (e.g., Ruchkin et al., 2003; 
Awh et al., 2006; Linden, 2007; D’Esposito and Postle, 2015; Eriksson et al., 2015). 
1.7.4 Neurocomputational models of speech processing 
 While functional neuroimaging studies of neurologically-normal individuals in 
combination with brain mapping studies of neurological patients are essential for 
identifying the brain regions that represent key features of the speech signal and its 
neural dynamics, neurobiologically plausible computational models are needed to 
integrate current scientific knowledge into large-scale functional architectures that 
provide a mechanistic description of how the neural computations underlying speech are 
instantiated and interact across the brain (Teufel and Fletcher, 2016; Kriegeskorte and 
Douglas, 2018). In addition, computationally-implemented theories of speech production 
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are particularly useful for generating very specific hypotheses that can be tested in future 
experiments so as to gather new evidence and refine existing models. Two influential 
examples of such a methodological approach are the Directions Into Velocities of 
Articulators (DIVA) model (Golfinopoulos et al., 2010; Tourville and Guenther, 2011; 
Guenther and Vladusich, 2012) and the Hierarchical State Feedback Control (HSFC) 
model (Hickok, 2012, 2014; see also Houde and Nagarajan, 2011).  
One important commonality between these models is that they both assume the 
existence of independent but linked motor and sensory components of speech sound 
(phonological) representations in frontal and parietotemporal cortices that are activated 
in parallel during covert and overt speech production as indicated by compelling 
experimental evidence (e.g., Jacquemot et al., 2007; Golfinopoulos et al., 2011; Lametti 
et al., 2012; Evans and Davis, 2015; Ding et al., 2016). The DIVA model consists, in 
general terms, of feedforward and feedback control systems that underlie speech 
production, with the feedback control system incorporating neural assemblies in the left 
pIFG/vPMC, SMG and pSTG that represent motor (aka “speech sound map”), 
somatosensory (aka “somatosensory target map”) and auditory (aka “auditory target 
map”) information related to discrete segments of speech, typically encoded at the 
syllable level. Similarly, the HSFC model posits that a feedback detection/correction 
mechanism links abstract motor, somatosensory and auditory representations of speech 
sounds in pIFG/vPMC, aSMG and STG/STS. In addition, both neurocomputational 
architectures embody in their feedback “phonological” loops forward and inverse models 
that predict the sensory consequences of articulatory gestures and transform prediction 
errors into correction signals (for more details, see Wolpert and Ghahramani, 2000 and 
Pickering and Clark, 2014).  
The HSFC model is not identical, however, to the DIVA model in that the HSFC 
model (i) includes an internal feedback control mechanism that can detect and correct 
errors prior to any overt speech production, (ii) assumes a hierarchical organisation of 
the auditory and somatosensory feedback mechanisms where the auditory feedback 
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operates at the syllable level (Assaneo and Poeppel, 2018) and the somatosensory 
feedback operates at the phoneme level (but see Sato et al., 2014), and (iii) entails a 
modified computational architecture for the auditory-motor and somatosensory-motor 
interfaces (Guenther and Hickok, 2016). Conversely, the DIVA model has been extended 
to account for the planning and production of simple speech sequences (Bohland et al., 
2010).   
 With respect to computational architectures of both speech perception and 
production, Ueno et al. (2011) developed a neurobiologically grounded model of the dual 
dorsal-ventral language pathways and trained it to name, repeat and comprehend 
hundreds of multi-syllabic Japanese words. Neuroanatomically, the neural network 
comprised (1) a dorsal pathway with each layer mapping onto specific cortical regions 
such as primary auditory/pSTG, inferior supramarginal gyrus and insular-motor cortices, 
all connected by the arcuate fasciculus and (2) a ventral pathway with each layer 
representing cortical structures such as primary auditory/pSTG, mid-STG, anterior-STG, 
opercularis-triangularis and insular-motor cortices, all connected by the middle 
longitudinal fasciculus and the extreme capsule. Critically, a dual-pathway architecture 
compared to a ventral-only architecture proved to be more efficient at learning the 
differential patterns of performance on language production and comprehension tasks 
(but see Roelofs, 2014). The results also showed that, during the training process, the 
model adopted a partial division of labour such that damage to the dorsal stream had a 
greater effect on single-word repetition whereas damage to the ventral stream had a 
larger impact on single-word comprehension and naming. Interestingly, by lesioning 
specific components of the network, the authors were able to simulate various forms of 
vascular and progressive aphasias, with recovery of language function arising (at least 
partially) as a function of increased reliance on the intact pathway. 
On the other hand, an influential connectionist model of language production is 
the dual-route interactive two-step model which has been widely used to replicate 
variations in the performance of neurologically-normal subjects and brain-damaged 
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patients during picture naming, word repetition and non-word repetition (e.g., Schwartz 
and Dell, 2016; Tochadse et al., 2018). The computational architecture of the model 
comprises three interconnected layers containing nodes that code semantic, lexical, 
input and output phonological features of words (Nozari et al., 2010). More specifically, 
the free parameters (those that are fitted to actual data) are the bidirectional connection 
weights between the nodes in each layer: (i) the s parameter between semantic and 
lexical units, (ii) the p parameter between lexical and output phonological units, and (iii) 
the nl parameter between input and output phonological units. In a recent study, Dell et 
al. (2013) devised a new lesion-deficit mapping approach by relating the model 
parameters to the brain. In particular, the error patterns of a large sample of 103 stroke 
patients naming pictures and repeating non-words were modelled to obtain the s, p and 
nl connection weights and then these 3 parameters were mapped onto the brain. The 
neural correlates of the p-weight involved parts of the dorsal stream including the SMG, 
postcentral gyrus, precentral gyrus, and insula. In turn, the lesion-parameter mapping of 
the nl-weight identified substantial portions of the STG, the posterior third of the planum 
temporale and cortex at the juncture of the parietal and temporal lobes as well as the 
SMG and postcentral gyrus. The high degree of overlap between the brain regions 
associated with the p- and nl-weights led the authors to revise the model and hypothesise 
that the function served by these parameters may correspond to a system that links 
sensory and motor phonological representations of speech. 
1.8 Lesion-deficit mapping studies 
The emergence of neurocomputational models of phonological processing offers 
model-based predictions for how stroke damage to the phonological system will affect 
phonological processing abilities. Before describing how I tested specific hypotheses 
related to the supramarginal gyrus (SMG) and the pars opercularis (pOp) of the inferior 
frontal gyrus, I discuss other approaches for mapping lesion sites to deficits. Both these 
alternative approaches entail using phonological processing abilities as an independent 
(known) variable and then searching for brain regions where damage is greater in those 
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who are more impaired (i.e. lesion site is the dependent variable). The lesion search can 
either be performed at each brain voxel independently (univariate analyses) or by 
considering combinations of regions (multivariate analyses). I discuss each in turn, 
highlighting their respective limitations and explaining why mapping from deficit-to-lesion 
does not necessarily imply that lesions can be mapped to deficits. This is connected with 
the distinction between “inference” and “prediction” (Shmueli, 2010) and is very important 
in relation to predicting outcome after stroke when we know the lesion site (the 
independent variable) but not how it will affect phonological processing abilities and their 
recovery over time (the dependent variable). 
1.8.1 Interpreting univariate voxel-based lesion-deficit mappings 
 Voxel-based lesion-deficit mapping has become a widely accepted methodology 
for identifying which brain regions are responsible for carrying out specific cognitive 
functions (Rorden and Karnath, 2004). For example, voxel-based morphometry (VBM) 
(Ashburner and Friston, 2000; Mechelli et al., 2005b) has been applied to detect 
structural brain abnormalities in a broad range of neurological and psychiatric disorders 
(e.g., Rosen et al., 2002; Gorno-Tempini et al., 2004; Honea et al., 2005; Radua and 
Mataix-Cols, 2009). VBM (implemented in Statistical Parametric Mapping or SPM) can 
also be used to conduct voxel-based multiple regression lesion analyses thanks to the 
flexibility of the general liner model (Tyler et al., 2005; Price et al., 2010b). A similar 
technique, voxel-based lesion-symptom mapping (VLSM), has also been used to map 
lesion sites to functional impairments (Bates et al., 2003; Rorden et al., 2007, 2009). 
Crucially, in all variants of voxel-based lesion-deficit mapping, the association between 
structural abnormality (the lesion) and functional impairment (the deficit) is measured 
separately in thousands of very small 3-dimensional volumetric brain units called voxels; 
and significant lesion-deficit relationships are reported after correcting for the number of 
statistical tests conducted (for a comparison of VBM and VLSM, see Geva et al., 2012). 
Univariate voxel-based lesion-deficit analyses have made significant 
contributions to uncovering the neural bases of multiple cognitive functions (e.g., Saygin, 
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2007; Moro et al., 2008; Verdon et al., 2010; Ionta et al., 2011; Barbey et al., 2012; 
Gläscher et al., 2012; Manuel et al., 2013; Azuar et al., 2014; Melloni et al., 2016; Halai 
et al., 2017; Martin et al., 2017). However, there are a number of challenges that need 
to be considered: first, statistically significant group-level lesion-deficit mappings do not 
necessarily indicate consistent lesion effects across individual patients. Indeed, my 
colleagues and I recently studied a very large sample of more than 300 right-handed left-
hemisphere stroke patients who collectively acquired a wide range of lesion sizes and 
locations to identify the brain regions where damage was associated with word finding 
difficulties (Gajardo-Vidal, Lorca-Puls et al., 2018). We found two spatially-distinct 
clusters in frontal and temporal regions where structural abnormality was highly 
significantly associated with the language function being investigated. The first cluster 
extended from the posterior middle temporal gyrus into the arcuate fasciculus, temporal 
stem and anterior superior temporal gyrus. The second cluster was centred on the left 
ventral premotor cortex including the surrounding white matter. Critically, however, post-
hoc analyses showed that damage to either the frontal or temporal regions resulted in 
word finding difficulties in less than 50% of the affected patients. These results therefore 
clearly demonstrate that inferential methods that rely on the statistical significance of 
group-level effects are not well suited for generating individualised outcome predictions, 
unless further post-hoc tests indicate consistency in the inter-subject lesion-deficit 
mapping prior to validation (see also Price et al., 2017 and Halai et al., 2018). 
A second challenge with interpreting the results from voxel-based lesion-deficit 
analyses is that statistically significant group-level effects in the context of inter-subject 
variability do not replicate across studies. For example, my co-workers and I 
characterised the impact of sample size on the reproducibility of univariate voxel-based 
lesion-deficit mappings (Lorca-Puls et al., 2018). Using a total “population” of 360 right-
handed left-hemisphere stroke survivors, we investigated how the strength and statistical 
significance of the same lesion-deficit mapping (i.e. within a pre-defined region of 
interest) varied with sample size. When the analysis included 30 patients, we found that 
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the mean effect size (expressed in R2 terms) across hundreds of different samples (all N 
= 30) that yielded significant results ranged from 0.16 to 0.79 (M = 0.26); but when the 
analysis included 180 patients, the significant results were associated with much smaller 
effect sizes with R2 ranging from 0.02 to 0.38 (M = 0.12). Critically, using a more stringent 
statistical threshold only aggravated the problem because when we changed the alpha 
level from p < 0.05 to p < 0.001 the mean effect size of the significant resamples when 
N = 30 became 0.45 (range = 0.38-0.79) compared to 0.12 (range = 0.06-0.38) when N 
= 180.  
As expected, statistical power was also extremely sensitive to sample size as 
reflected by the fact that significant results were observed for 36.9% of samples that 
included 30 subjects relative to 99.6% for samples that included 180 subjects (at an 
uncorrected statistical threshold of p < 0.05 in the region identified from the analysis on 
all 360 patients). This set of findings illustrates how inter-patient variability in the effect 
of the same lesion sites poses non-trivial challenges for translating univariate lesion-
deficit mappings into accurate outcome predictions. It also highlights the importance of 
studying very large samples of patients in order to be able to understand and model the 
main sources of inter-patient variability. For example, one source of inter-subject 
variability arises when damage to more than one brain region (e.g., regions A or B) can 
independently cause the same functional impairment (e.g., Gajardo-Vidal, Lorca-Puls et 
al., 2018). In this case, a group of patients with the same functional impairment may 
either have damage to: (i) A not B; (ii) B not A; or (iii) A & B. If there are plenty of patients 
with damage to A & B, then both regions may be detected. But if there are a few patients 
with damage to A & B and an equal number of patients with damage to A or B, no 
significant effects would be observed. Conversely, if a function can be sustained by 
region A or B, then functional impairments may only become apparent when there is 
damage to a combination of brain regions (e.g., regions A & B) (e.g., Seghier et al., 2014; 
Pustina et al., 2018). This logic helps to explain why the results of voxel-based lesion 
analyses vary with the patient sample tested. 
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A third challenge with interpreting the results from voxel-based lesion-deficit 
analyses is that the location and extent of stroke lesions do not generally follow the size 
and shape of the functional units of the brain, but are instead determined by vascular 
factors (Kimberg, 2007). For example, Mah et al. (2014) modelled inter-voxel 
dependencies of brain damage in more than 500 acute vascular injuries to reveal that 
univariate voxel-based lesion-deficit mapping techniques are incapable of dissociating 
critical voxels from non-critical voxels that have nonetheless been co-incidentally 
damaged by stroke, resulting in the displacement of lesion-deficit mappings towards 
areas of greater susceptibility to vascular events. Similar findings have also been 
reported by Inoue et al. (2014) and Sperber & Karnath (2017). This systematic and 
pervasive hidden spatial bias within the multivariate patterns of damage distorts the 
results of univariate voxel-based lesion-deficit maps (towards vascular boundaries) 
because if, for instance, region A is irrelevant for function X but always damaged in 
conjunction with region B which is critical for function X, then the critical locus of damage 
will be mislocalised towards area A. 
Together, the points discussed above highlight the importance of studying (i) how 
the effect of damage to one region depends on that in another; and (ii) how vascular 
damage after stroke influences the mapping between lesion site and deficit. 
1.8.2 Interpreting multivariate machine-learning-based lesion-deficit mappings 
Some of the challenges outlined above are starting to be addressed with new 
methods that (unlike univariate approaches) capture the multivariate patterns in which 
brain damage affects behaviour (Xu et al., 2018). This novel collection of techniques 
involves using advanced machine learning algorithms to explicitly model (i) how the 
effect of damage in one voxel depends on that in another and (ii) the parasitic voxel-to-
voxel associations that arise as a result of the non-random distribution of vascular 
damage across the brain. For instance, Zhang et al. (2014) introduced a non-linear 
support vector regression-based (SVR) multivariate lesion-deficit mapping approach and 
showed that, in comparison with a standard univariate approach, it (a) yielded 
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significantly higher performance accuracy (higher sensitivity and specificity) in detecting 
ground-truth lesion-deficit relationships generated from synthetic data and (b) was more 
sensitive to empirical lesion-deficit relationships present in real patient data. A five-fold 
cross-validation scheme iterated 40 times revealed, however, that the same SVR method 
only achieved a relatively modest prediction accuracy (i.e. the ability to predict functional 
outcomes in new patients): R2 = ~0.10. Likewise, Pustina et al. (2018) demonstrated that 
a multivariate lesion-deficit mapping method based on sparse canonical correlations 
produced more accurate lesion-deficit mappings in terms of smaller localisation errors 
(although far from being perfect) than state of the art univariate implementations in most 
of the simulated situations including different: (a) sample sizes, (b) corrections for 
multiple comparisons and (c) multi-area combinations. Moreover, when applied to real 
patient data, it exhibited higher sensitivity than its univariate counterpart. Nonetheless, 
the cross-validated (i.e. 4-fold cross-validation scheme) correlation between predicted 
and observed behavioural scores was still lower than 0.60 (i.e. R2 < 0.35). 
    Other efforts have placed a greater emphasis on exploiting the promising 
potential of machine learning algorithms to build data-driven predictive models that can 
successfully learn the most important multivariate structure-function-recovery rules 
underlying accurate outcome predictions (e.g., Hope et al., 2015; Rehme et al., 2015a, 
b; Siegel et al., 2016). For example, Smith et al. (2013) trained and tested a non-linear 
support vector machine classifier on lesion data from a large sample of 140 right-
hemisphere stroke patients to predict the presence or absence of spatial neglect. By 
adopting a leave-one-out cross-validation scheme, the authors found that, when the 
classifications examined the contribution of multiple voxel across the whole brain 
simultaneously, the predictive power of patches of voxels (i.e. multivariate classification) 
outperformed the best-performing single voxel (i.e. univariate classification). In addition, 
when the lesion analysis considered the degree of damage to 45 right hemisphere 
regions, a significantly higher average prediction accuracy was observed for two-region 
combinations than single regions (lesion-size-adjusted percentages: ~62% versus 
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~53%); and for three-region combinations than two-region combinations (lesion-size-
adjusted percentages: ~67% versus ~62%). Similarly, Hope et al. (2013) trained and 
tested a Gaussian process regression model on lesion and non-lesion data from a large 
sample of 270 stroke patients to predict speech production scores in new cases at the 
individual subject level. The best predictor configuration included time post-stroke, lesion 
size and lesion load (i.e. the proportion of damaged voxels among all voxels within 
discrete anatomical structures) in 35 grey/white matter regions, which were selected 
using a fully automated procedure. Nevertheless, the predicted scores (obtained from a 
leave-one-out cross-validation scheme) only accounted for 59% of the variance in the 
observed speech production scores.    
The ever-increasing popularity of machine learning algorithms does not come 
free of its own problems and controversies (e.g., Arbabshirani et al., 2017; Varoquaux et 
al., 2017; Carlson et al., 2018; Janssen et al., 2018; Mateos-Pérez et al., 2018). In what 
follows I give seven examples. First, because the number of variables (or feature space) 
in a typical neuroimaging study is much greater than the number of observations (aka 
“curse of dimensionality”), machine learning techniques usually incorporate some sort of 
dimensionality reduction step embedded somewhere in the learning process (Lemm et 
al., 2011; Klöppel et al., 2012), which could compromise the spatial specificity and 
interpretability of the results. Second, the choice of input lesion variables is user-
dependent (as in univariate methods). However, the shape and size of the functional 
units of the brain continue to be a matter of debate (Eickhoff et al., 2018a, b; Genon et 
al., 2018) because cortical areas can be defined on the basis of their structure (e.g., 
Amunts et al., 1999; Caspers et al., 2006), function (e.g., Sereno et al., 1995; Formisano 
et al., 2003) and/or connectivity (e.g., Ruschel et al., 2014; Gordon et al., 2016), with 
distinct brain mapping approaches arriving at different solutions. Consider, for instance, 
two recent multi-modal parcellations of the human cerebral cortex: the Human 
Connectome Project atlas (Glasser et al., 2016) and the Brainnetome atlas (Fan et al., 
2016). There are 30 more cortical regions per hemisphere in the latter (N = 210) than the 
 54 
 
former (N = 180). Critically, even small changes in how brain damage is encoded (e.g., 
at the level of single voxels versus atlas-based regions) lead to noticeable differences in 
prediction performance (Rondina et al., 2016; see also Abraham et al., 2017). Third, the 
tuning of the model hyper-parameters (including the regularisation term) is not a trivial 
issue and does not have a one-size-fits-all solution (Hastie et al., 2004; Lemm et al., 
2011; Varoquaux et al., 2017).  
A fourth challenge for machine learning users is the lack of consensus as to which 
type of algorithm to choose when tackling classification (for categorical outcomes) or 
regression (for continuous outcomes) problems (e.g., Cui and Gong, 2018; Hope et al., 
2018). A fifth challenge is that multivariate methods are computationally more expensive 
than their univariate counterparts, especially if the lesion information is encoded at the 
voxel level (DeMarco and Turkeltaub, 2018); and could be more complicated to 
implement in practical terms given the extent of technical knowledge involved. Sixth, due 
to the high-dimensionality and nonlinearity that arise when attempting to capture 
multivariate structure-function-recovery associations, the output of machine learning 
algorithms can be complex and may obscure precise neurobiological interpretations, 
thereby limiting the degree of scientific insight afforded by these methods (Haufe et al., 
2014; Coveney et al., 2016; Huys et al., 2016; Bzdok and Yeo, 2017; Stephan et al., 
2017). Seventh, although cross-validation (i.e. splitting the data into training and testing 
sets) restricts overfitting, the estimated predictive performance of the model is still 
subject to the vagaries of sample size (Braga-Neto and Dougherty, 2004; Isaksson et 
al., 2008; Popovici et al., 2010; Cui and Gong, 2018; Varoquaux, 2018). In other words, 
the use of cross-validation does not preclude the need for proper validation as indicated 
by studies that reported a substantial drop in effect size estimates after testing the 
generalizability of the cross-validation results with a full split-half analysis (Price et al., 
2013; Pustina et al., 2017).  
In summary, while the capacity of multivariate lesion-deficit mapping techniques 
to model the spatial bias in vascular lesions and the distributed nature of human cognitive 
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functions is certainly better than that of univariate lesion-deficit mapping techniques, that 
does not imply that they are perfect. Indeed, Pustina et al. (2018) showed that 
multivariate methods reduce, but do not completely correct, the displacement of critical 
areas relative to univariate methods. More research on this topic is thus warranted. 
1.9 Thesis overview 
In light of the evidence reviewed above, my PhD experiments elaborate and 
validate a region-of-interest lesion-deficit mapping approach informed by prior TMS and 
fMRI studies of neurologically-normal individuals. More specifically, I investigate whether 
regions derived from previous transcranial magnetic stimulation (TMS) and functional 
magnetic resonance imaging (fMRI) studies of phonological processing in neurologically-
normal subjects can be used to guide the search for lesion sites that accurately predict 
long-term outcome of phonological processing abilities in stroke patients. In other words, 
the focus of the methodological procedure lies in its ability to identify consistent lesion 
effects across individual patients rather than the statistical significance of lesion-deficit 
mappings averaged over multiple patients.  
Experiment I sought to determine how well the presence or absence of damage 
to TMS and fMRI regions of interest predicts the incidence of phonological processing 
impairments after stroke. Experiment II, on the other hand, tested whether the ability to 
accurately predict phonological outcomes could be improved by adapting the borders of 
the regions of interest to include the surrounding grey and white matter where the 
presence/absence of damage is consistently associated with the presence/absence of 
phonological processing impairments in stroke patients. Having redefined the borders of 
the critical lesion sites, Experiment III sought to compare the predictive power of the 
refined regions of interest with that of a set of regions derived from univariate lesion-
deficit mapping techniques. Finally, the goal of Experiment IV was to characterise in 
detail the functional role of the refined regions of interest by examining patients' 
performance across a wide range of language tasks that systematically vary the 
demands on auditory/visual perception, phonology, semantics and speech articulation. 
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The purpose of this chapter is to introduce my choice of methodology. First, I 
explain the main characteristics of the database from which the patient data reported 
here were retrieved. Second, I describe the standard behavioural assessment used for 
all PLORAS patients. Third, I delineate additional tasks utilised to link the PLORAS 
assessment to prior fMRI and TMS studies. Fourth, I provide a brief overview of the 
fundamental physical principles required to understand magnetic resonance imaging 
(MRI) from a conceptual viewpoint. Further information can be found in the many 
exceptional textbooks that have been written about MRI such as those by Poldrack et al. 
(2011) and Huettel et al. (2014). Fifth, I detail how the structural brain images were 
acquired and processed giving special attention to the steps involved in the automated 
definition and delineation of stroke lesions. While the current thesis does not report any 
data collected using functional MRI (fMRI) or transcranial magnetic stimulation (TMS), in 
order to fulfil its primary goal it does evaluate the predictive power of regions of interest 
informed by previous fMRI and TMS studies of neurologically-normal individuals. Hence, 
the sixth and seventh sections summarise the neurophysiological basis of the fMRI 
blood-oxygenation-level-dependent (BOLD) response and the biophysical foundations 
underlying TMS, respectively. The chapter concludes by explaining how the prediction 
accuracy of the regions of interest will be empirically ascertained. 
2.1 The PLORAS database 
All the behavioural and structural neuroimaging data reported throughout the 
current thesis were retrieved from the Predicting Language Outcome and Recovery After 
Stroke (PLORAS) database (Seghier et al., 2016). No fMRI data from either stroke 
patients or neurologically-normal controls acquired as part of the PLORAS project are 
analysed or indeed discussed in subsequent sections. The reader is referred to the 
experimental chapters where the study-specific patient selection criteria are specified. 
The PLORAS database includes brain images, demographic information and the 
results of behavioural assessments that have been collected from hundreds of stroke 
patients at the Wellcome Centre for Human Neuroimaging since 2003 with the goal of 
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understanding, characterising and modelling the most important sources of inter-patient 
variability in lesion-outcome associations (Price et al., 2010a). Patients can take part in 
the project independently of the extent and location of the brain damage they have 
acquired, the presence or absence of aphasia and the amount of time elapsed since 
stroke onset. Inclusion criteria to the PLORAS database include: (i) a demonstrable 
previous medical history of stroke; (ii) no record of concomitant neurological or 
psychiatric illness (e.g., dementia or depression); and (iii) being able to provide written 
informed consent. 
The structural brain scans are run through an automated lesion identification 
algorithm (see below for details) whose output provides detailed information about the 
location and extent of damage in patients with and without acquired language disorders. 
The lesion sites that are found to consistently result in very specific functional 
impairments (i.e. critical lesion sites) are then used to predict outcome in new patients 
and also offer unique insights into the functional anatomy of language. Those patients 
who perform unexpectedly well on a number of language tasks despite relatively focal 
damage to previously identified critical regions or relatively large left or right hemisphere 
strokes are invited to participate, upon obtaining informed consent, in a multifactorial 
fMRI paradigm designed to tease apart a whole range of language processing levels. 
The selection criteria for the fMRI component of the PLORAS project are both study-
specific and constantly being updated as our knowledge about how very specific 
language impairments relate to lesion site progresses over time. For example, in the 
fMRI study by Seghier et al. (2014), the goal was to investigate how speech production 
can be supported after left putamen damage. Accordingly, patients with relatively focal 
left putamen damage were contacted to complete the PLORAS fMRI paradigm so as to 
identify brain areas with abnormally high activation during successful reading aloud and 
picture-naming responses. In short, the fMRI data allow us to explain inter-patient 
variability in lesion-deficit mappings by pinpointing which of the preserved brain regions 
are functioning normally or abnormally, and how they connect to one another. The fMRI 
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data can therefore be used to understand the neural pathways that support normal 
behaviour following brain damage. Neurologically-normal individuals are also invited to 
participate in the fMRI component of the project to define a range of normal responses 
and establish the degree to which each patient’s fMRI pattern departs from that normal 
range. When possible, the behavioural and neuroimaging data are collected at multiple 
time points after stroke so as to sample the entire recovery process. By integrating cross-
sectional and longitudinal behavioural, demographic and neuroimaging data, the main 
factors that determine long-term outcome and recovery after stroke start to emerge. This 
knowledge is then progressively translated into structure-function-recovery rules in the 
form of a clinical prognosis tool which is expected, in the future, to generate the most 
likely recovery trajectory for a new patient based on the site and extent of the stroke 
lesion, thereby informing clinical prognosis and therapy planning (see Figure 2.1). 
2.1.1 My contribution to the PLORAS database 
 Over the course of the last 5 years, I have actively contributed (as part of a team 
effort) to the continuous expansion of the PLORAS database by participating in the 
recruitment, assessment and scanning of tens of stroke patients. I have also been 
involved in the collection and analysis of neuroimaging data from patients with brain 
tumours with the goal of better understanding how the gradual expansion of tumours 
versus the acute onset of strokes impacts upon the language system. Finally, I have set 
up a project in Chile (my mother country) which aims to enable, in the medium term, the 
realisation of studies investigating the effects of cultural (UK versus Chile) and linguistic 
(English versus Spanish) variables on language outcome and recovery after stroke. This 
has entailed translating the Comprehensive Aphasia Test (see below) into Spanish, 
sorting out the logistics of the project, securing ethical clearance, testing approximately 
100 Chilean stroke survivors and obtaining their clinical scans (i.e. computerized 
tomography). 
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Figure 2.1: The PLORAS approach. The structural brain scan of a new patient is 
converted into a 3-dimensional image encoding the location and extent of damage 
incurred. The lesion image is then compared to those of all other patients in the database. 
The speech scores of the patients with similar lesions (both in terms of size and location) 
and demographic details are subsequently retrieved. By plotting the behavioural scores 
of the matching patients against time post-stroke, a prediction for the new patient is 
generated which indicates their likely time course of recovery with a confidence rating. 
Reproduced with permission (Elsevier) from Seghier et al. (2016). 
 
2.2 The behavioural assessment tools 
The speech and language abilities of all patients recruited to the PLORAS 
database are assessed with the Comprehensive Aphasia Test (CAT) (Swinburn et al., 
2004). The CAT is a widely adopted and fully standardised test battery, which consists 
of a total of 27 different tasks. In comparison with other assessment tools, preference for 
the CAT is based on the following four main observations: (a) it has been shown to have 
robust psychometric properties as reflected by good validity and reliability measures 
(Swinburn et al., 2004); (b) the stimuli were designed to control for the most relevant 
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psycholinguistic variables such as word length, imageability, frequency as well as 
regularity (for further discussion, see Bruce and Edmundson, 2010; Howard et al., 2010a, 
b; Springer and Mantey, 2010); (c) it allows a comprehensive set of cognitive and 
language functions to be evaluated while being relatively quick to administer (a typical 
session lasts between 1 and 2 hours); and (d) it is currently being adapted into 12 
different languages by the Collaboration of Aphasia Trialists to foster cross-linguistic 
comparative research on aphasia (Brady et al., 2014; Fyndanis et al., 2017). 
As with any other language assessment tool, however, the CAT is not devoid of 
limitations (Bruce and Edmundson, 2010; Springer and Mantey, 2010). What these might 
be is contingent upon the purpose of assessment as well as the theoretical perspective 
of the tester. For example, whereas the main aim of a researcher may be to classify the 
patient’s performance into one of the major aphasic syndromes, a clinician will likely be 
more interested in obtaining enough information about the affected and intact language 
abilities of the patient so as to set appropriate goals for therapy. Furthermore, the 
ecological validity of structured language assessment batteries is still a matter of debate. 
Another limitation could arise when subtests include too few items compromising the 
sensitivity of the language measures to capture milder deficits. In relation to the CAT, 
specifically, verb naming (i.e. task number 18 below) involves 5 items compared to the 
24 used to evaluate object naming (i.e. task number 17 below), which poses constraints 
on the conclusions that can be drawn if one is particularly invested in studying verb 
processing deficits. Put differently, a subset of the tasks included in the CAT will provide 
an accurate description of moderate to severe behavioural impairments, but may need 
to be supplemented with other more taxing tests in some cases (or more sensitive 
measures such as reaction times). In particular, it is possible that patients who perform 
within the normal range on these tasks might nonetheless have milder impairments. With 
that being said, the CAT is a valid and reliable comprehensive battery that allows the 
patient’s performance across a wide range of language tasks to be characterised in a 
relatively short time period. This summary profile of linguistic abilities can then be used 
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to pinpoint the overall severity and underlying nature of the observed language 
impairments. 
With respect to the scoring system of the CAT, the authors encourage (for ease 
of comparison across tasks) the conversion (through a non-linear transformation) of raw 
scores into T-scores, which represent how well the patient performed relative to a 
reference population of 113 patients with aphasia, 56 of whom were tested more than 
once. For example, a T-score of 50 indicates the mean of the patient sample used to 
standardise the CAT, whereas a T-score of 60 represents one standard deviation above 
the mean. Most people without post-stroke aphasia would therefore be expected to score 
above the average of the patient standardisation sample on any given task from the CAT. 
The threshold for impairment is defined relative to a second reference population of 27 
neurologically-normal controls. Specifically, it is the point below which the score would 
place the patient in the bottom 5% of the control population (Swinburn et al., 2004). Lower 
scores indicate poorer performance. Importantly, the two standardisation samples 
referred to before (i.e. 113 patients with aphasia and 27 neurologically-normal controls) 
are completely independent of the data being reported here (for more details on the 
standardisation samples, see Swinburn et al., 2004). 
As stated in the CAT manual (p. 71), the main advantages of converting raw 
scores into T-scores is that this allows: (i) scores from different tasks to be compared 
because they have been put on a common scale; and (ii) the use of parametric statistics 
given that T-scores are normally distributed scores with a mean of 50 and a standard 
deviation of 10.  
The task stimuli, administration and scoring system were taken from the original 
English version of the CAT (Swinburn et al., 2004) and occurs in the following order: 
(1) Line bisection: this task visually presents three horizontal lines on a sheet of 
paper with instructions to draw a vertical line through the midpoint of each 
horizontal line. There is a practice trial at the beginning where the participant can 
be given as many demonstrations as required to ensure comprehension of the 
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task. A template is provided to estimate the degree of deviance from the line centre 
with three marks along the horizontal axis indicating normal, mild and severe 
visuospatial defects. Vertical lines placed at the centre score 0; between the centre 
(0) and the first (0.5) mark score 0.5; between the first (0.5) and second (1.0) mark 
score 1.0; and between the second (1.0) and third (2.0) mark score 2.0. A positive 
or negative sign is attached to the score depending on whether the deviation from 
the centre is towards the right (+) or towards the left (-). The scores are then added 
up to yield a total score ranging from 0 to ±6. A total T-score equal to or below 39 
signals impaired performance. 
(2) Semantic associations: this task visually presents five pictures of objects 
simultaneously. The instructions are to match the picture at the centre (e.g., mitten) 
with one of four possible alternatives according to the strongest semantic 
association (e.g., hand, sock, jersey, and lighthouse). The inclusion of a 
semantically related distractor (e.g., sock) encourages deeper levels of semantic 
processing/control. There are a total of 10 test trials plus a practice one at the 
beginning. Correct responses are given a score of 1; incorrect responses are given 
a score of 0. A total T-score equal to or below 47 signals impaired performance. 
(3) Word fluency: this task prompts the participant to say out loud as many words as 
possible within a given semantic category (semantic fluency) and starting with a 
given letter (letter fluency) in a period of 1 minute each. There is a practice trial for 
the semantic and letter fluency components of the task involving the semantic 
category “clothes” and the letter “b” followed by the test trials “animals” and “s”, 
respectively. Each correct word attracts a score of 1. A total T-score equal to or 
below 57 signals impaired performance. 
(4) Recognition memory: this task visually presents each of the ten central items 
from the CAT semantic associations task (one at a time) along with three unrelated 
distractors in a 2×2 array. The instructions are to indicate which one of the four 
pictures on display had been seen before. There are a total of ten test trials plus a 
practice one at the beginning. Correct responses are given a score of 1; incorrect 
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responses are given a score of 0. A total T-score equal to or below 43 signals 
impaired performance. 
(5) Gesture object use: this task visually presents six pictures of common objects 
(e.g., scissors) with instructions to demonstrate how each object would be used. 
There is a practice trial at the beginning to ensure comprehension of the task. 
Correct responses are given a score of 2; incorrect responses are given a score of 
0. If the action or the orientation of the gesture is incorrect or if a body part is used 
as the object itself, a score of 1 is granted. A total T-score equal to or below 51 
signals impaired performance. 
(6) Arithmetic: this task requires the participant to solve six simple arithmetic 
problems including subtraction, addition and multiplication. The instructions are to 
point to the correct answer from a choice of five. Correct responses are given a 
score of 1; incorrect responses are given a score of 0. A total T-score equal to or 
below 40 signals impaired performance. 
(7) Auditory word-to-picture matching: this task involves hearing a word and 
selecting the picture, among four possible alternatives (2×2 array), that best 
matches the meaning of the heard word. Apart from the target, each trial includes 
one semantic, one phonological and one unrelated distractor. There are a total of 
fifteen test trials plus a practice one at the beginning. Immediate correct responses 
are given a score of 2; incorrect responses are given a score of 0; correct 
responses after repetition of the target upon request, self-correction or delay (> 5 
seconds) are given a score of 1. The task is discontinued if the participant makes 
4 consecutive incorrect responses. A total T-score equal to or below 51 signals 
impaired performance. 
(8) Visual word-to-picture matching: this task involves a written word at the centre 
of the page surrounded by four possible pictures (2×2 array). The participant has 
to select the picture that best matches the meaning of the written word. As in the 
auditory word-to-picture matching, semantic, phonological and unrelated 
distractors are part of each trial. There are a total of fifteen test trials plus a practice 
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one at the beginning. Immediate correct responses are given a score of 2; incorrect 
responses are given a score of 0; correct responses after self-correction or delay 
(> 5 seconds) are given a score of 1. The task is discontinued if the participant 
makes 4 consecutive incorrect responses. A total T-score equal to or below 53 
signals impaired performance. 
(9) Auditory sentence-to-picture matching: this task involves hearing a sentence 
and selecting the picture, among four possible alternatives (2×2 array), that best 
matched the meaning of the sentence. There are a total of sixteen test trials plus 
a practice one at the beginning. The task spans a wide range of syntactic structures 
such as reversible, active, passive and embedded sentences. The scoring system 
for this task is identical to that for the auditory word-to-picture matching task. The 
task is discontinued if the participant makes 4 consecutive incorrect responses. A 
total T-score equal to or below 60 signals impaired performance. 
(10) Visual sentence-to-picture matching: this task involves a written sentence at the 
centre of the page surrounded by four possible pictures. The participant has to 
select the picture that best matches the meaning of the written sentence. As in the 
auditory sentence-to-picture matching task, a range of syntactic structures such as 
reversible, active, passive and embedded sentences are assessed. There are a 
total of sixteen test trials plus a practice one at the beginning. The scoring system 
for this task is identical to that for the visual word-to-picture matching task. The 
task is discontinued if the participant makes 4 consecutive incorrect responses. A 
total T-score equal to or below 57 signals impaired performance. 
(11) Auditory comprehension of paragraphs: this task involves listening to two short 
stories that are followed by four “Yes/No” questions each. There are two different 
wordings of the same question, with a score of 1 being given only if the two versions 
are associated with correct responses (i.e. the maximum score for this task is 4). 
If only one version is correctly answered, a score of 0 is allocated. A total T-score 
equal to or below 43 signals impaired performance.  
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(12) Word repetition: this task aurally presents words, one at a time, with instructions 
to repeat them out loud. Psycholinguistic properties of the stimuli such as 
imageability, frequency and length are controlled throughout. There are a total of 
sixteen test trials plus a practice one at the beginning. Articulatory errors (e.g., 
dysarthric distortions) not affecting the perceptual identity of the target word are 
scored as correct responses. Verbal, phonemic, neologistic and apraxic errors are 
scored as incorrect responses. The scoring system for this task is identical to that 
for the auditory word-to-picture matching task. A total T-score equal to or below 56 
signals impaired performance.    
(13) Complex word repetition: this task aurally presents three morphologically 
complex words (e.g., unthinkable), one at a time, with instructions to repeat them 
aloud. Articulatory errors (e.g., dysarthric distortions) not affecting the perceptual 
identity of the target word are scored as correct responses. Verbal, phonemic, 
neologistic and apraxic errors are scored as incorrect responses. The scoring 
system for this task is identical to that for the auditory word-to-picture matching 
task. A total T-score equal to or below 55 signals impaired performance. 
(14) Non-word repetition: this task aurally presents five nonsense words (e.g., gart) 
of increasing length and phonological complexity, one at a time, with instructions 
to repeat them out loud. Articulatory errors (e.g., dysarthric distortions) not affecting 
the perceptual identity of the target are scored as correct responses. Verbal, 
phonemic, neologistic and apraxic errors are scored as incorrect responses. The 
scoring system for this task is identical to that for the auditory word-to-picture 
matching task. A total T-score equal to or below 51 signals impaired performance. 
(15) Digit span: this task involves hearing and repeating digit strings grouped in six 
progressive levels of length. At each level, the first of a pair of digit strings is read 
out. If the response is correct, the next level is reached; whereas in the opposite 
scenario a second opportunity is granted by presenting the second digit string. The 
task starts with two digits and builds up to seven digits. Phonemic and apraxic 
errors are not penalised. Articulatory errors (e.g., dysarthric distortions) not 
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affecting the perceptual identity of the target word are also accepted. The total 
score is obtained by multiplying the number of digits in the digit string of maximum 
length successfully repeated by two. A total T-score equal to or below 50 signals 
impaired performance. 
(16) Sentence repetition: this task involves hearing and repeating sentences grouped 
in four progressive levels of length. At each level, the first of a pair of sentences is 
read out. If the response is correct, the next level is reached; whereas in the 
opposite scenario a second opportunity is granted by presenting the second 
sentence. The task varies from sentences with three content words at the lower 
level (e.g., The cat chased the bird) up to six content words at the upper level (e.g., 
The boy and girl climbed the hill and admired the view). Phonemic and apraxic 
errors are not penalised. Articulatory errors (e.g., dysarthric distortions) not 
affecting the perceptual identity of the target word are also accepted. The total 
score is obtained by multiplying the number of content words from the longest 
sentence successfully repeated by two. A total T-score equal to or below 56 signals 
impaired performance. 
(17) Spoken picture naming: this task visually presents line drawing pictures of 
objects (e.g., knife), one at a time, with instructions to name them aloud. 
Psycholinguistic properties of the stimuli such as imageability, frequency, animacy 
and length are controlled throughout. There are a total of twenty-four test trials plus 
a practice one at the beginning. Articulatory errors (e.g., dysarthric distortions) not 
affecting the perceptual identity of the target are scored as correct responses. 
Verbal, phonemic, neologistic and apraxic errors are scored as incorrect 
responses. The scoring system for this task is identical to that for the visual word-
to-picture matching task. The task is discontinued if the participant makes 8 
consecutive incorrect responses. A total T-score equal to or below 61 signals 
impaired performance. 
(18) Action naming: this task visually presents line drawing pictures, one at a time, 
depicting high-frequency actions (e.g., typing) with instructions to say what the 
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person in each picture is doing. There are a total of five test trials plus a practice 
one at the beginning. Articulatory errors (e.g., dysarthric distortions) not affecting 
the perceptual identity of the target are scored as correct responses. Verbal, 
phonemic, neologistic and apraxic errors are scored as incorrect responses. The 
scoring system for this task is identical to that for the visual word-to-picture 
matching task. A total T-score equal to or below 59 signals impaired performance. 
(19) Spoken picture description: this task is designed to provide the means of 
obtaining a sample of connected speech with a reliable scoring system. The 
participant is shown a picture depicting a complex scene and asked to verbally 
describe what is happening for 1 minute. The speech sample is then rated based 
on the total number of appropriate information carrying words (i.e. words that 
convey any information as opposed to content words) minus the total number of 
inappropriate information carrying words (i.e. information carrying words that are 
mistakenly selected from the mental lexicon), plus syntactic variety (on a 0-6 
scale), grammatical well-formedness (on a 0-6 scale) and speed of speech 
production (on a 0-3 scale). A total T-score equal to or below 60 signals impaired 
performance. 
(20) Word reading: this task visually presents words, one at a time, with instructions to 
read them aloud. Psycholinguistic properties of the stimuli such as frequency, 
length and spelling-to-sound correspondence are controlled throughout. There are 
a total of twenty-four test trials plus a practice one at the beginning. Articulatory 
errors (e.g., dysarthric distortions) not affecting the perceptual identity of the target 
word are scored as correct responses. Verbal, phonemic, neologistic and apraxic 
errors are scored as incorrect responses. The scoring system for this task is 
identical to that for the visual word-to-picture matching task. A total T-score equal 
to or below 61 signals impaired performance. 
(21) Complex word reading: this task visually presents three morphologically complex 
words (e.g., informative), one at a time, with instructions to read them aloud. 
Articulatory errors (e.g., dysarthric distortions) not affecting the perceptual identity 
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of the target word are scored as correct responses. Verbal, phonemic, neologistic 
and apraxic errors are scored as incorrect responses. The scoring system for this 
task is identical to that for the visual word-to-picture matching task. A total T-score 
equal to or below 57 signals impaired performance. 
(22) Function word reading: this task visually presents three function words (e.g., but), 
one at a time, with instructions to read them aloud. Articulatory errors (e.g., 
dysarthric distortions) not affecting the perceptual identity of the target word are 
scored as correct responses. Verbal, phonemic, neologistic and apraxic errors are 
scored as incorrect responses. The scoring system for this task is identical to that 
for the visual word-to-picture matching task. A total T-score equal to or below 48 
signals impaired performance. 
(23) Non-word reading: this task visually presents five nonsense words (e.g., fask), 
one at a time, with instructions to repeat them out loud. Articulatory errors (e.g., 
dysarthric distortions) not affecting the perceptual identity of the target are scored 
as correct responses. Verbal, phonemic, neologistic and apraxic errors are scored 
as incorrect responses. The scoring system for this task is identical to that for the 
visual word-to-picture matching task. A total T-score equal to or below 56 signals 
impaired performance. 
(24) Copying text: this task visually presents letters and words that the participant is 
prompted to copy: five letters from upper to upper case and five letters from lower 
to upper case. Additionally, the patient is asked to copy three words (in lower case) 
using only capital letters. Each correct letter is given a score of 1; incorrect letters 
are given a score of 0. A total T-score equal to or below 50 signals impaired 
performance. 
(25) Written picture naming: this task visually presents pictures of objects, one at a 
time, with instructions to write their names down. Psycholinguistic properties of the 
stimuli such as frequency, regularity and length are controlled throughout. There 
are a total of five test trials plus a practice one at the beginning. Letters in the 
correct position are given a score of 1 each. Substitutions, omissions and 
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transpositions are given a score of 0. One point is deducted from the total score if 
one or more letters are added to the target word. Semantically related verbal 
paraphasias are scored as incorrect responses. A total T-score equal to or below 
54 signals impaired performance. 
(26) Writing-to-dictation: this task involves hearing words (one at a time) and writing 
them down as accurately as possible. There are a total of five test trials plus a 
practice one at the beginning. The test items comprise a concrete word “man”, an 
irregular concrete word “yacht”, an abstract word “idea”, a morphologically complex 
word “undrinkable”, and a non-word “blosh”. The scoring system for this task is 
identical to that for the written picture naming task. A total T-score equal to or below 
57 signals impaired performance. 
(27) Written picture description: this task presents the participant with the same 
picture used in the spoken picture description task. The instructions are to write 
down what is happening in the picture for 3 minutes. The sample of connected 
writing is then rated based on the total number of appropriate information carrying 
words (i.e. words that convey any information as opposed to content words) minus 
the total number of inappropriate information carrying words (i.e. information 
carrying words that are mistakenly selected from the mental lexicon), plus 
grammatical well-formedness (on a 0-6 scale). A total T-score equal to or below 
65 signals impaired performance. 
2.3 Phonological and semantic decisions 
 A subset of the patients from the PLORAS database completed, in addition to the 
standard CAT assessment, the phonological and semantic decision tasks that previous 
studies used to dissociate phonological and semantic processes in the left inferior frontal 
and inferior parietal cortices with functional magnetic resonance imaging (e.g., Devlin et 
al., 2003; Gitelman et al., 2005) and transcranial magnetic stimulation (e.g., Gough et 
al., 2005; Sliwinska et al., 2015). These data were acquired in the context of three 
previous research projects conducted by three former group members (Varun Sethi, 
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Abigail Boulton and Eleanor Paine) who investigated the effect of right- and left-
hemisphere stroke lesions on phonological and semantic decisions. Patients from the 
PLORAS database who met the following selection criteria were invited to take part in 
these studies: (a) aged over 18; (b) no other neurological or major psychiatric disorder; 
(c) right-handed (pre-morbidly); (d) English as first language (either monolingual or 
bilingual); (e) normal or corrected-to-normal vision and hearing (as per self-reports); (f) 
left-hemisphere or right-hemisphere lesion (as attested by a clinical neurologist); (g) no 
or minimal damage in the contralateral hemisphere according to a clinical neurologist. 
For patient details, see Chapter 3. 
Specifically, the speed and accuracy of the patients’ responses to two tasks that 
required either making judgements about the sound structure (e.g., do two words sound 
the same?) or meaning (e.g., are two words related in meaning?) of visually presented 
pairs of words were obtained. The word stimuli were provided by Professor Joseph T. 
Devlin, who is the senior author on the TMS studies by Gough et al. (2005) and Sliwinska 
et al. (2015). The complete list of stimuli is presented in Appendix 1. The experiment was 
carried out in a well-lit and quiet room to minimise any external distractors; and all 
patients were exposed to the same set of stimuli and in the same order. Given the 
possibility that switching costs may be greater for patients than neurologically-normal 
controls, the order of the tasks was also held constant across participants. The 
motivation for this decision was to allow behavioural performance to be compared 
between patients and neurologically-normal controls, while minimising the contribution 
of confounding sources of variance. Stimulus presentation was achieved via a patient-
dedicated laptop computer operating under Microsoft Windows XP Professional. Cogent 
2000 (http://www.vislab.ucl.ac.uk/cogent.php), running under MATLAB 7, was utilised to 
design and display the experimental stimuli. Responses were collected via a two-button 
response pad (Current Designs, Philadelphia, USA) plugged into the testing laptop. 
Reaction times were measured from stimulus onset to the point where the participant’s 
response begun.  
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Prior to data acquisition, a practice run involving 12 different stimulus pairs was 
conducted to ensure that (i) all equipment were functioning normally, (ii) the patient’s 
responses were being recorded, (iii) the task had been correctly understood and (iv) the 
patient could see the stimuli well. The items that were displayed in the practise run were 
discarded and not reused in the main experiment (for more details, see Appendix 1). 
Across the phonological and semantic decision tasks, word stimuli were matched for 
concreteness, familiarity, written word frequency, number of letters and number of 
syllables. Concreteness and familiarity ratings were taken from the MRC psycholinguistic 
database (Coltheart, 1981), while British English word frequencies were obtained from 
the CELEX lexical database (Baayen et al., 1995). Each task consisted of 2 blocks and 
each block comprised 32 unique word pairs counter-balanced for Yes-No responses. 
Within each block, half the word pairs were associated with “Yes” (same/related) 
responses and half with “No” (different/unrelated) responses, with the order of “Yes/No” 
responses randomised. All visual stimuli were presented in black Arial font (size 32) on 
a white background for a maximum duration of 3000 ms including a 200 ms fixation cross 
and a 400 ms inter-trial interval. More than one block was administered in case the 
patient’s errors could be attributed to difficulties understanding the task or other external 
factors. At the beginning of each task, the patients were clearly instructed to make a 
decision as quickly and accurately as possible, by pressing the “Yes” or “No” buttons on 
the response pad. For scoring purposes, the first block was always preferred unless the 
total number of correct responses achieved on the second block exceeded that on the 
first block by at least two trials. Performance on the phonological and semantic decision 
tasks was expressed in terms of a composite measure (i.e. “efficiency”) that combined 
the speed and accuracy of the patients’ responses into a single summary score as per 
the following calculation: (percent accuracy ÷ median correct reaction time) × 1000. 
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2.4 Basic principles of MRI physics 
The material presented in this section has been taken from the excellent 
introductory articles by Pooley (2005), Bitar et al. (2006), Plewes et al. (2012) and Currie 
et al. (2013). 
 Magnetic resonance imaging (MRI) is a non-invasive technique which uses a 
strong magnetic field to generate images of the brain. The key components of the MRI 
scanner are: (i) the main electromagnet; (ii) the radiofrequency coils; (iii) the gradient 
coils; and (iv) the shimming coils (see Figure 2.2). The main electromagnet is made of a 
superconducting metal-alloy immersed in cryogenic liquid helium to produce a high-
strength magnetic ﬁeld with little heat disposition. The main magnetic field (B0) of an MRI 
system originates from a large electric current flowing through wires that are formed into 
a loop in the magnet. Most research MRI systems operate at 1.5 Tesla or 3 Tesla, which 
indicates the strength of the generated static magnetic ﬁeld. For example, 1.5 Tesla (T) 
is equivalent to approximately 30,000 times the earth’s magnetic ﬁeld. The 
radiofrequency (RF) coils generate electromagnetic energy in the megahertz range (B1) 
and can be thought of as a very basic transmitting and receiving antenna. For 
neuroimaging, a separate RF receiver coil is placed around the participant’s head to 
enhance the detection of the emitted MRI signals back from the brain. The gradient coils 
are inserted in the MRI system and are used to slightly distort the main magnetic field in 
a very precise manner along the x (right-left), y (anterior-posterior) or z (superior-inferior) 
directions. The shimming coils are used to correct local susceptibility artefacts and 
inhomogeneities in the main B0 ﬁeld. 
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Figure 2.2: MRI scanner. The figure serves as a graphical illustration of the main 
components of a standard MRI system. Reproduced with permission (BMJ Publishing 
Group Ltd.) from Currie et al. (2013). 
 Hydrogen nuclei (associated with fat and water molecules) are abundant in the 
human body including the brain and comprise a single proton. Hydrogen protons can be 
portrayed as positively charged spheres that are constantly spinning around their axes, 
which gives rise to a magnetic ﬁeld (i.e. they behave similar to small magnets with charge 
and mass). Under normal conditions, magnetic moments cancel each other out because 
they are typically randomly oriented. However, when placed in a strong magnetic field 
(B0), protons tend to align with the external field because it is the state that requires the 
least energy. This results in a sum magnetisation (M0) parallel to the applied magnetic 
field (see Figure 2.3A). Given that all protons are exposed to the same magnetic ﬁeld, 
they move in a particular way referred to as precession (i.e. like a spinning top). The net 
magnetisation (M0) cannot be measure because it is aligned with the external magnetic 
field (B0) in the z (or foot-to-head) direction. Therefore, RF pulses that match the 
precession frequency of the population of spins (aka Larmor frequency) are switched on 
and off to flip over the nuclei so that they fall out of alignment with B0. In other words, 
when exposed to the B1 field (i.e. the RF pulses), protons are forced to move in the same 
direction and at the same time (i.e. in phase) resulting in a new “transverse” component 
of the magnetisation. In contrast to the ‘‘longitudinal’’ component which is aligned with 
(i.e. parallel to) the B0 ﬁeld, the transverse magnetisation lies in the x-y plane 
(perpendicular to the B0 ﬁeld) where it is free to precess. Importantly, the new rotating 
magnetisation vector is able to induce a signal in the receiver coil because as soon as 
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the RF pulse is switched off the protons start to return to a lower energy state (i.e. 
towards the longitudinal magnetisation vector) falling out of alignment with each other 
(i.e. dephasing), which is known as relaxation. Relaxation takes the following two forms: 
the magnetisation starts to grow back in the longitudinal direction (aka longitudinal or T1 
relaxation/recovery) and away from the transverse plane (aka transverse or T2 
relaxation/decay). Critically, the rate at which these processes occur is tissue-specific 
(see Figure 2.3B). 
 
 
Figure 2.3: MRI signal generation process. (A) Spinning hydrogen (H1) protons 
generate magnetic fields (tan) whose direction can be depicted as vectors (yellow). In 
the absence of an external magnetic field, the protons are randomly oriented with respect 
to each other cancelling their collective magnetic effect. However, when a strong external 
magnetic field (B0) is applied, more protons align with B0 than against it resulting in a net 
magnetisation vector (NMV). (B) The bulk magnetic effect cannot be measured by the 
MRI scanner because the receiver coil is only sufficiently sensitive to time-varying 
magnetic fields. In order to induce a signal, an RF pulse is delivered to tip the spinning 
protons from their alignment with B0 so that they begin precessing about the external 
magnetic field. As a consequence, a new transverse magnetisation component (Mxy), as 
opposed to the longitudinal magnetisation component (Mz), is generated which by 
Faraday's law induces a current in the receiver coil. When the RF pulse is turned off, the 
protons start dephasing and T1 recovery and T2 and T2* decay occur. Reproduced with 
permission (Radiological Society of North America) from Bitar et al. (2006). 
The rate of regrowth of longitudinal magnetisation for each tissue type (i.e. white 
matter, grey matter and cerebrospinal fluid) is a fundamental source of contrast in T1-
weighted (structural) brain images, with T1 being a time constant that indicates how long 
it takes for longitudinal magnetisation to reach approximately 63% of its final value. Put 
differently, given that T1 and T2 relaxation occur simultaneously but independently (i.e. 
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their time constants are not the same) and that the recovery of longitudinal magnetisation 
differs across tissue types, a brain image can be acquired at a time when these T1 curves 
are widely separated so as to differentiate one tissue from another (i.e. T1-weighted 
image). Loss of phase coherence across a population of protons (after the emission of 
the RF pulse) has, on the other hand, two main sources: (i) spin-spin interactions within 
the tissues (i.e. T2 relaxation) and (ii) inhomogeneity within B0 due to changes in tissue 
magnetic ‘‘susceptibility’’ (e.g., paramagnetic tissues enhance the magnetic field and 
diamagnetic tissues weaken the magnetic field). Crucially, T2* relaxation is a time 
constant that describes the actual rate of decay of the signal (i.e. transverse 
magnetisation) resulting from the combined effect of spin-spin interactions and 
inhomogeneities within the local static magnetic field, which basically means that T2 
relaxation and T2* relaxation can be modelled separately (see Figure 2.3B). By choosing 
appropriate imaging parameters, differences in signal intensity between tissue types will 
be weighted according to their T1, T2 or T2* relaxation times. For instance, the difference 
between a T1-weighted and T2*-weighted scan resides primarily in the choice of 
repetition (TR) and echo times (TE), which govern the time interval between successive 
RF excitation pulses and between excitation and data acquisition, respectively. Of note, 
T2*-weighted images are sensitive to the amount of deoxygenated haemoglobin present 
and form the contrast basis for functional MRI, whereas T1-weighted images form the 
contrast basis for structural MRI.  
Through the use of spatially varying magnetic field gradients (i.e. gradient 
pulses), it is possible to determine the location of the signal in order to create MRI 
images. In more detail, an axial slice of the brain (of a certain thickness) is selectively 
targeted by applying a magnetic ﬁeld gradient at a specific z location (i.e. slice-selection 
gradient) that modulates the precessional frequency of protons; immediately followed by 
a band-limited RF excitation pulse matching the Larmor frequency range of the spins in 
that slice (a phenomenon called resonance), which flips the net magnetisation from the 
longitudinal axis over into the transverse plane. Subsequently, a phase-encoding 
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gradient and a frequency-encoding gradient (the latter perpendicular to the former) are 
used to acquire information about the distribution of the protons within the slice itself: 
they selectively modify the angle and frequency of precession at specific locations along 
the y and x directions. Together, magnetic ﬁeld gradients in MRI act to change the actual 
strength of the main static magnetic field over space allowing for the sampling and 
localisation of the “signals” from protons at the level of very small 3-dimensional 
volumetric units (i.e. voxels), via the formation of image sections and pixels in those 
sections (see Figure 2.4). 
 
 
Figure 2.4: MRI signal location and encoding. Through the application of gradients, 
linear variations of the magnetic field strength are introduced. (A) The slice-selection 
gradient (GS) changes the precessional frequency of protons at specific locations along 
the z axis (parallel to the main magnetic field), which (in conjunction with a tailored RF 
pulse) determines the section of the brain to be imaged. (B) The phase-encoding 
gradient (GP) induces a phase shift in the spinning protons so that the phase of the spin 
can be detected and encoded. (C) The frequency-encoding gradient (GF) induces a shift 
in the precessional frequency so that the location of the spinning nuclei can be detected. 
Together, the information gathered after applying the magnetic field gradients allows the 
MRI system processor to compute the exact location and amplitude of the signal. 
Reproduced with permission (BMJ Publishing Group Ltd.) from Currie et al. (2013). 
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Brain images that are sensitive to specific properties of the underlying tissue can 
be collected by manipulating the angle of the radiofrequency excitation pulses (or flip 
angle) and the timing of the gradient pulses along with the imaging parameters to 
assemble scanning sequences that target one of the previously described tissue 
weightings. Reconstruction of the recorded MRI signal into an image is achieved via its 
digitalisation and storage in matrix format (called “k-space”) in the central computer. Data 
points in k-space, which encode the spatial frequency information of the MRI signal, are 
converted into an image using a computationally efficient mathematical process known 
as a Fourier transform. 
2.5 Structural MRI data acquisition, pre-processing and lesion identiﬁcation 
Out of a total of 288 patients reported in the current thesis, 270 underwent 
structural MRI at the UCL Wellcome Centre for Human Neuroimaging. The remaining 18 
patients were scanned at the Birkbeck-UCL Centre for Neuroimaging (on a 1.5 T Avanto 
scanner); for patient details, see experimental chapters. Four different MRI scanners 
(Siemens Healthcare, Erlangen, Germany) were used to acquire the T1-weighted 
structural images: 150 patients were imaged on a 1.5 T Sonata scanner, 115 on a 3 T 
Trio scanner, 18 on a 1.5 T Avanto scanner, and 5 on a 3 T Allegra scanner. For 
anatomical images acquired on the 1.5 T Avanto scanner, a 3D magnetisation-prepared 
rapid acquisition gradient-echo (Mugler and Brookeman, 1990) sequence was used to 
acquire 176 sagittal slices with a matrix size of 256 × 224, yielding a ﬁnal spatial 
resolution of 1 mm isotropic voxels (repetition time/echo time/inversion time = 
2730/3.57/1000 ms). For anatomical images acquired on the other three scanners, an 
optimised 3D modiﬁed driven equilibrium Fourier transform (Deichmann et al., 2004) 
sequence was used to acquire 176 sagittal slices with a matrix size of 256 × 224, yielding 
a ﬁnal spatial resolution of 1 mm isotropic voxels: repetition time/echo time/inversion time 
= 12.24/3.56/530 ms and 7.92/2.48/910 ms at 1.5 T and 3 T, respectively. The T1-
weighted image for each patient was then submitted to a fully automated lesion 
identification procedure for lesion detection and delineation (see below for details). 
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Critically, this converts a scanner-sensitive raw image into a quantitative assessment of 
structural abnormality that is independent of the scanner used (because voxel intensities 
are normalised with respect to those observed in neurologically-normal controls imaged 
on the same scanners). Moreover, the quality of the generated lesion images is 
evaluated by visually inspecting the results. Three types of lesion identification errors, 
which might differ from manually drawn lesions, have been detected. First, the lesion 
extent includes cerebrospinal fluid in enlarged ventricles. Second, cortical atrophy (e.g., 
around the dorsal parietal lobes) can sometimes be included in the lesion image. Third, 
the automated approach can miss small cortical lesions where there is normal inter-
subject variability in sulci. In addition, there are potential errors that arise in both 
automated and manually defined lesions, particularly in the specification of the border of 
the lesion which is typically gradual rather than categorical. I did not attempt to correct 
any of these errors (none of the lesions were manually drawn) and they therefore 
increased “noise” in the analyses, which may result in false negatives but not false 
positives. 
Normally, the manual segmentation of abnormal brain tissue by an expert 
neurologist or neuro-radiologist is assumed to be the gold-standard method for lesion 
identification (Wilke et al., 2011). However, the manual tracing of lesions is time-
consuming, laborious and operator-dependent (Fiez et al., 2000). To overcome some of 
these limitations and given the scale of the PLORAS project, the T1-weighted anatomical 
whole-brain volume of each patient was pre-processed in SPM8 (Wellcome Centre for 
Human Neuroimaging, University College London, London, UK) running under MATLAB 
(MathWorks, Natick, Massachusetts, USA) with an automated lesion identiﬁcation 
toolbox using default parameters (Seghier et al., 2008a). The procedure combines an 
optimized segmentation-normalisation routine (Ashburner and Friston, 2005; Crinion et 
al., 2007) with an outlier detection algorithm according to the fuzzy logic clustering 
principle (Seghier et al., 2007). The outlier detection algorithm assumes that a lesioned 
brain is an outlier in relation to normal (control) brains. The output includes two 3D lesion 
 80 
 
images in standard Montreal Neurological Institute (MNI) space, generated at a spatial 
resolution of 2 × 2 × 2 mm3. The ﬁrst is a fuzzy lesion image that encodes the degree of 
structural abnormality on a continuous scale from 0 (completely normal) to 1 (completely 
abnormal) at each given voxel relative to normative data drawn from a sample of 64 
neurologically-normal controls. A voxel with a high degree of abnormality (i.e. a value 
near to 1 in the fuzzy lesion image) therefore means that its intensity in the segmented 
grey and white matter deviated markedly from the normal range. The second is a binary 
lesion image, which is simply a thresholded (i.e. lesion/no lesion) version of the fuzzy 
lesion image. 
In more detail, the lesion identification procedure outlined above incorporates an 
“extra” tissue class (in addition to the normal grey matter, white matter and cerebrospinal 
fluid tissue probability maps) and fuzzy clustering with fixed-prototypes to detect outlier 
lesioned voxels across the whole brain. The following 4 steps are involved (see Figure 
2.5): 
I. Segmentation and normalization: the segmentation and spatial normalisation of T1-
weighted structural brain scans into a common reference space is achieved via a 
unified segmentation-normalisation scheme which combines image registration, 
tissue classification and bias correction within a single iterative probabilistic model. 
The spatial normalisation component entails establishing a one-to-one mapping 
between the brains of individual patients by registering each brain to an average brain 
reference template (typically in MNI space; Mazziotta et al., 2001b) through the 
application of a set of linear and non-linear spatial transformations to the raw T1-
weighted image. This is particularly important in the context of group-level analyses 
because of the known inter-subject variability in brain size and shape which would 
render basic inferential assumptions such as voxel X in subject 1 is roughly the same 
as voxel X in subject 2 (and so on and so forth) invalid. The segmentation component, 
on the other hand, allows the compartmentalisation of each individual brain into grey 
matter, white matter and cerebrospinal fluid tissue classes. A bias field correction 
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component is used to account for magnetic field inhomogeneities during image 
acquisition. Critically, it has been shown that the combination of the spatial 
normalisation, segmentation and bias correction components above in the inversion 
of a single unified model yields better results than serial applications of each of these 
modules for both undamaged (Ashburner and Friston, 2005) and damaged (Crinion 
et al., 2007) brains. The current implementation slightly modifies the tissue 
segmentation component by adding an “extra” tissue class to account for the 
presence of “atypical” voxels within the lesion that do not match the expected tissue 
types; namely, grey matter (GM), white matter (WM) and cerebrospinal fluid (CSF). In 
other words, the misclassification of damaged tissue as intact GM or WM is prevented 
by allowing voxels with abnormal signal intensities (i.e. the lesion) relative to the range 
of voxel values in the average GM and WM probability maps derived from the 
International Consortium for Brain Mapping (Mazziotta et al., 2001a) to be included in 
the “extra” tissue class. Importantly, these tissue probability maps encode how likely 
it is that any one voxel in the brain belongs to the GM, WM or CSF class.  
To explicitly model unexpected/abnormal voxels (i.e. those that show a mismatch 
between the spatial priors and the expected T1 signal), an “extra” tissue class is 
initially created by averaging the WM and CSF prior probabilities and further refined 
as part of an iterative process in which the estimated extra class is used as a prior for 
the next segmentation run. The addition of an “extra” tissue class to the segmentation 
component basically ensures that abnormal voxels are given a low probability of being 
intact GM or WM. The output of the modified segmentation-normalisation step, 
therefore, comprises four normalised and segmented tissue classes per subject (i.e. 
GM, WM, CSF and the extra class).   
II. Spatial smoothing: the smoothing of brain images is a critical step in that it ensures 
that any residual differences in brain anatomy across subjects are supressed. The 
normalised GM and WM segments are, therefore, spatially smoothed with an 8 mm 
full width at half maximum Gaussian kernel to minimise fine-scale inter-subject 
anatomical variability. 
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III. Outlier detection: fuzzy clustering with fixed prototypes (for more details, see 
Seghier et al., 2007) is used to identify outlier voxels across the GM and WM 
segments as compared with normative data drawn from a sample of 64 neurologically-
normal individuals. As a result, two fuzzy sets are generated: one for GM and another 
for WM, that encode (on a scale from 0 to 1) the degree to which each voxel probability 
of being either GM or WM departs from typical GM or WM voxel values. In other 
words, it detects outlier voxels in the normalised and spatially smoothed GM and WM 
segments whose probability of being either GM or WM is very low relative to control 
GM and WM segments that have been pre-processed in the exact same way.  
IV. Lesion definition (grouping): in contrast to the subjective assessment of lesioned 
tissue by trained specialists, the WM and GM fuzzy sets are combined to form the 
fuzzy set union (or fuzzy lesion image) which provides an objective quantification of 
the degree of structural abnormality at each and every voxel of the brain. This fuzzy 
lesion image can subsequently be thresholded at a certain value (typically 0.3) to 
generate a binary lesion image that indexes the presence (i.e. value of 1) or absence 
(i.e. value of 0) of a lesion on a voxel-by-voxel basis at a spatial resolution of 2 × 2 × 
2 mm3. The binary lesion images are used to delineate the lesions, to estimate lesion 
size, to measure the degree of damage to specific regions of interest, and to create 
lesion overlap maps (e.g., Frank et al., 1997). 
 83 
 
 
 
Figure 2.5: Automated lesion identification. (A) All the steps that form part of the 
automated lesion identification procedure used to define and delineate the stroke 
patients’ lesions from T1-weighted brain images are depicted (see main text for details). 
(B) The output of each step is illustrated with a real example. Reproduced with 
permission (Elsevier) from Seghier et al. (2008a). 
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2.6 Neurophysiological basis of the fMRI BOLD signal 
Functional magnetic resonance imaging (fMRI) has rapidly become the most 
popular tool to probe whole-brain function non-invasively since its inception. The fMRI 
signal, originally described by Ogawa et al. (1990a, b), is an indirect measure of neural 
activity that capitalizes on hemodynamic changes resulting from local increases in 
oxygenated blood flow to regions of the brain where metabolic demands are high 
(relative to baseline levels) due to the presence of active neurons (Arthurs and Boniface, 
2002; Nair, 2005; Logothetis, 2008). The correct interpretation of the blood-oxygenation-
level-dependent (BOLD) response therefore heavily rests on a thorough understanding 
of the mechanisms by which the underlying neural activity give rise to its hemodynamic 
correlate (i.e. the so called neurovascular coupling); see Figure 2.6. In two landmark 
studies, for instance, Logothethis and colleagues acquired simultaneous recordings of 
local field potentials (LFPs) and hemodynamic responses from anaesthetized 
(Logothetis et al., 2001) and awake (Goense and Logothetis, 2008) monkeys to show 
that the BOLD response is a surrogate measure of input and intra-cortical processing 
rather than pyramidal cell output activity. Critically, the authors also demonstrated that 
LFPs are better predictors of the BOLD response than multiple-unit or single-unit spiking 
activity (but see Heeger and Ress, 2002 and Mukamel et al., 2005). Put simply, the 
BOLD response reflects neuronal mass activity over millions of neurons at each voxel. 
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Figure 2.6: The fMRI BOLD signal. (A) The proposed relationship between neural 
activity, metabolic demands and hemodynamic changes (i.e. neurovascular coupling). 
(B) Paramagnetic substances such as deoxy-haemoglobin act as endogenous contrast 
agents by inducing inhomogeneities within the local magnetic field resulting in a faster 
dephasing of spinning protons and thus more rapid decay of transverse magnetisation 
(i.e. a shorter T2* relaxation). In other words, changes in the ratio of oxygenated to 
deoxygenated blood lead to differences in T2* relaxation times, which can be used to 
dissociate active brain regions from non-active ones. Reproduced with permission 
(Springer Nature) from Heeger & Ress (2002). 
The appeal of the BOLD signal stems from the fact that changes in deoxy-
haemoglobin concentration act as an endogenous paramagnetic contrast agent that can 
be detected by the MRI scanner (Kim and Ogawa, 2012). Neurobiologically, it is thought 
that neural activity increases in response to task demands. This causes astrocytes and 
neuronal cells to send vasodilatory signals into nearby arterioles and capillaries, which 
in turn lead to focal increases in cerebral blood flow. The energy demands (glucose and 
oxygen) of the active neurons can therefore be met. Critically, however, the increase in 
cerebral blood flow surpasses the cerebral metabolic rate of oxygen consumption 
resulting in an imbalance between the two (Logothetis and Wandell, 2004; Nair, 2005; 
Ekstrom, 2010; Kim and Ogawa, 2012); see Figure 2.6. In other words, the amount of 
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deoxygenated haemoglobin shows initially a rapid increase (peaking at about 2 s after 
stimulus onset) as a result of oxygen consumption by active neurons, followed by a 
superfluous perfusion of oxygenated blood that exceeds metabolic need (peaking at 
about 6 s from stimulus onset). This flushes deoxy-haemoglobin from the venous system. 
Further details of the neurovascular coupling are not yet fully understood. For example, 
the complex neuronal versus astrocyte signalling mechanisms, the contributions of 
excitation versus inhibition, and the spatial extent and dynamic properties of neural 
versus vascular responses (e.g., Harrison et al., 2002; Uğurbil et al., 2003; Sheth et al., 
2005; Kim et al., 2010; Handwerker et al., 2012; Fukuda et al., 2016; Goense et al., 2016; 
Winder et al., 2017; Uludağa and Blinder, 2018). Furthermore, Takata et al. (2018) 
recently reported that astrocytic activation without accompanying neuronal activation is 
able to evoke the fMRI BOLD signal, which strongly suggests that caution should be 
exercised when appraising the findings from fMRI studies. 
 
2.7 Biophysical foundations of TMS 
 Transcranial magnetic stimulation (TMS) is a powerful technique that allows us 
to draw causal brain-behaviour inferences by interfering with the neural activity in specific 
cortical regions through the delivery of magnetic pulses (Pascual-Leone et al., 1999, 
2000; Walsh and Rushworth, 1999; Walsh and Cowey, 2000; Devlin and Watkins, 2007). 
It operates on Faraday’s law of electromagnetic induction (Barker et al., 1985). The TMS 
stimulator releases an electric current that circulates at high speed in the stimulation 
coil’s wire loops. This gives rise to a time changing magnetic ﬁeld which passes through 
the subject’s scalp and skull with minimal attenuation, inducing an electric field in the 
underlying neural tissue that modulates cortical excitability (Wagner et al., 2009; 
Peterchev et al., 2012); see Figure 2.7A. Importantly, the direction of the induced current 
is perpendicular to the coil surface, with the locus of stimulation depending on the 
stimulating coil geometry and placement (Wagner et al., 2009; Peterchev et al., 2012); 
see Figure 2.7B. A trade-off between the focality and depth of the TMS-induced electric 
ﬁeld is typically generated with a figure-of-eight coil configuration. This is the preferred 
 87 
 
choice among researches because of its good spatial specificity at the intersection of the 
two loops (Deng et al., 2013). Irrespective of coil geometry (see Figure 2.7C), TMS is 
usually not well suited for targeting deeper brain structures.  
 
 
Figure 2.7: Biophysical foundations of TMS. (A) The electromagnetic principles that 
underlie TMS. (B) The location of stimulation, the area of stimulation and the current 
density orientations are determined by factors such as coil geometry and placement. (C) 
The current density magnitude varies with scalp-to-target distance, indicating that the 
degree of penetration of TMS pulses is limited. Although increasing magnetic pulse 
intensity improves stimulation depth, this is at the expense of stimulation focality. 
Adapted with permission (Elsevier) from Wagner et al. (2009). 
When applied as repetitive trains of magnetic pulses at high frequency (10-20 
Hz) as opposed to single pulses (i.e. repetitive transcranial magnetic stimulation), TMS 
introduces noise into local neural processing thereby causing a transient “virtual lesion” 
that typically lasts from milliseconds to minutes (Rossi et al., 2009; Miniussi et al., 2013; 
Valero-Cabré et al., 2017). Variants of the same TMS protocol involve the application of 
short bursts of 50 Hz rTMS in the theta range (i.e. 5 Hz), also known as patterned 
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repetitive TMS or theta-burst stimulation (TBS), which is becoming increasingly popular 
due to its ability to exert long-lasting disruptive effects (Rossi et al., 2009; Valero-Cabré 
et al., 2017); see Figure 2.8. Crucially, the combination of TMS with online stereotaxic 
neuronavigation systems allow speciﬁc cortical regions of the cortex to be perturbed by 
tracking the position of the TMS coil on a 3D reconstruction of each individual 
participant’s structural MRI brain volume (Valero-Cabré et al., 2017). From a 
neurophysiological point of view, on the other hand, it is likely that there is no single 
mechanism that can explain the disruptive effect of TMS (Polanía et al., 2018). However, 
it is commonly agreed that TMS-induced “virtual lesions” may involve long-term-
depression-like plasticity effects at the level of NMDA receptors (Dayan et al., 2013). 
The difficulty in establishing a unitary neurophysiological mechanism of action of 
TMS is due to the complex interaction of a range of experimental factors including 
stimulation frequency, intensity, timing and duration, in addition to pulse train length, coil 
orientation, coil type, scalp-to-cortex distance and brain state at the time of stimulation 
(Pell et al., 2011; Sandrini et al., 2011; Peterchev et al., 2012; Parkin et al., 2015; Rossini 
et al., 2015; Valero-Cabré et al., 2017). 
 
 
Figure 2.8: TMS protocols. TMS can be applied as single (spTMS) or multiple pulses 
in low (1 Hz rTMS) or high frequencies (10 Hz rTMS). More recent protocols such as 
theta-burst stimulation (TBS) are increasingly used, both in research and for clinical 
applications. TBS entails applying short bursts of 50 Hz pulses in the theta range as a 
continuous (cTBS; 20-40 s), intermittent (iTBS; 2 s interleaved by a pause of 8 s), or 
intermediate (imTBS; 5 s interleaved by a pause of 10 s) train. Contrary to cTBS, iTBS 
is associated with facilitatory after-effects. Adapted with permission (Springer Nature) 
from Dayan et al. (2013). 
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2.8 Prediction accuracy 
In line with the primary goal of the current thesis, the experimental chapters 
assess the predictive power of a set of regions of interest informed by prior fMRI and 
TMS studies of neurologically-normal subjects. By arranging all patients in a 2×2 
contingency table according to the presence or absence of damage to a region of interest 
and the presence or absence of a functional impairment of interest (for details, see 
experimental chapters), prediction/classification accuracy can be expressed in terms of 
positive and negative predictive values, sensitivity, specificity and the odds ratio (Altman 
and Bland, 1994a, b; Bland and Altman, 2000; Glas et al., 2003). Critically, these 
measures allow the strength of the relationship between a binary predictor/classifier (i.e. 
the presence or absence of damage) and the behaviour it is trying to predict/classify (i.e. 
the presence or absence of a functional impairment) to be evaluated from a multitude of 
angles. As can be seen in Table 2.1, each of the accuracy metrics mentioned above are 
derived as follows: 
Table 2.1: 2×2 contingency table. 
Functional Impairment 
 Present Absent 
Region of 
Interest 
Damaged TP FP 
Preserved FN TN 
 
 
TP = true positives; FP = false positives; FN = false negatives; TN = true negatives. 
(i) Positive Predictive Value = TP / (TP + FP) 
The positive predictive value indicates the proportion of patients with the functional 
impairment of interest among those with damage to the region of interest. 
(ii) Negative Predictive Value = TN / (FN + TN) 
The negative predictive value indicates the proportion of patient without the functional 
impairment of interest among those with no damage to the region of interest  
(iii) Sensitivity = TP / (TP + FN) 
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The sensitivity indicates the proportion of patients with damage to the region of interest 
among those with the functional impairment of interest. 
(iv) Specificity = TN / (FP + TN) 
The specificity indicates the proportion of patients with no damage to the region of 
interest among those without the functional impairment of interest. 
(v) Odds Ratio = (TP ÷ FP) / (FN ÷ TN) 
The odds ratio indicates how many times higher the odds for the presence of the 
functional impairment of interest is in those with damage to the region of interest than 
those with no damage to the region of interest. In other words, it represents a single 
metric that reflects the overall performance of a binary predictor/classifier (i.e. its 
calculation considers all four cells of the 2×2 contingency table). In contrast to other 
single indicators of predictor/classifier performance such as overall accuracy or Youden’s 
index, the odds ratio is prevalence-independent and has a more straightforward 
interpretation (Glas et al., 2003). In addition, it is widely used in the biomedical literature, 
which makes it preferable to potential alternatives because the current work aims to 
reach biomedical researchers. 
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CHAPTER 3 (Experiment I): 
Predicting Phonological Processing Impairments from Stroke 
Damage to Regions Identified by TMS and fMRI Studies of 
Normal Phonological Processing 
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3.1 Summary 
Transcranial magnetic stimulation (TMS) focused on either the left supramarginal 
gyrus (SMG) or opercular part of the left inferior frontal gyrus (pOp) has been reported 
to transiently disrupt the ability to perform phonological more than semantic tasks in 
neurologically-normal individuals. Likewise, many functional magnetic resonance 
imaging (fMRI) studies have shown greater activation in SMG and/or pOp for 
phonological relative to semantic tasks. Here I sought to determine whether damage to 
the regions identified by previous TMS and fMRI studies impaired phonological 
processing abilities in right-handed, English speaking adults, who were investigated at 
least 1 year after a left-hemisphere stroke. 
When the regions of interest were limited to 0.5 cm3 of grey matter centred around 
sites that had been identified with TMS-based functional localisation, phonological 
impairments were observed in 74% (40/54) of patients with damage to the SMG and/or 
pOp regions and 21% (21/100) of patients sparing these regions. This classification 
accuracy was significantly better than that observed when using regions of interest 
centred on activation sites from prior fMRI studies of normal phonological processing 
(odds ratio = 10.7 for TMS versus 7.0 for fMRI). Moreover, the discriminatory power of 
the functionally localised TMS sites was not improved further by combining TMS and 
fMRI sites (odds ratio = 9.5). These results suggest that TMS-based functional 
localisation in neurologically-normal participants helped to identify which parts of pOp 
and SMG were necessary for efficient phonological processing. More generally, the use 
of regions of interest derived from TMS studies of neurologically-normal individuals 
might, in the future, help us to improve our ability to predict outcome and recovery after 
stroke. 
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3.2 Introduction 
The goal of my first study was to investigate whether, and how consistently, 
phonological processing abilities are impaired by stroke damage to regions associated 
with normal phonological processing by prior TMS and fMRI studies. There are several 
reasons why damage to regions derived from TMS, fMRI and lesion studies might have 
inconsistent effects on phonological processing abilities. For example, fMRI and TMS 
studies of neurologically-normal subjects typically establish a region’s contribution to task 
performance based on inferred neuronal activation (in fMRI studies) or slowed reaction 
times during disruptive stimulation (in TMS studies). However, neither of these 
measurements indicate that the region is essential for accuracy. They may not be if other 
intact brain areas can take over, or learn to take over, the lost function. Lesion studies 
are therefore needed to assess how critical a region is for a given type of processing. 
Similarities between TMS-induced “virtual” lesions and stroke-induced “real” lesions are, 
on the other hand, that minor forms of damage may lead to slower reaction times rather 
than reduced accuracy; and in both cases there can be neuroplasticity-related changes 
at the network level (Hartwigsen, 2018). For example, Price et al. (1999) reported a 
patient who, despite not showing an impairment of accuracy in the context of stroke 
damage to a region of interest (ROI), was, nonetheless, significantly slower than normal. 
In contrast, the challenge with lesion studies is that they might not necessarily locate the 
regions where damage is causing the deficit, particularly when (i) the cohort studied 
includes patients with large lesions and (ii) the inferred critical locus is biased towards 
areas that are most susceptible to vascular events (Kimberg et al., 2007; Inoue et al., 
2014; Mah et al., 2014; Sperber and Karnath, 2017). The motivation for my first study 
was thus to determine whether TMS and fMRI could be used to help localise the brain 
regions where stroke damage consistently and persistently impairs accuracy on 
phonologically demanding tasks. 
Previous research in neurologically-normal individuals has shown that targeting 
either the left supramarginal gyrus (SMG) (Hartwigsen et al., 2010a; Sliwinska et al., 
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2015) or pars opercularis of the left inferior frontal gyrus (pOp) (Gough et al., 2005; 
Hartwigsen et al., 2010b) with repetitive transcranial magnetic stimulation (TMS) 
increases reaction times during tasks taxing phonological processing (e.g., do two words 
sound the same?) more than during tasks indexing semantic processing (e.g., are two 
words related in meaning?). These TMS findings are consistent with a wealth of 
functional imaging studies that have shown greater activation in SMG and/or pOp for 
phonological relative to semantic tasks (Price et al., 1997; Poldrack et al., 1999; Booth 
et al., 2002; Devlin et al., 2003; McDermott et al., 2003; Seghier et al., 2004; Gitelman 
et al., 2005; Simard et al., 2013). 
In the current study, it was hypothesised that, if SMG and pOp are necessary for 
normal phonological processing, then stroke damage to these regions should impair the 
ability to perform phonologically demanding tasks, unless other brain regions (e.g., in the 
right hemisphere) can compensate for the lost function. More generally, if this proof-of-
principle study finds that damage to the same regions associated with phonological 
processing in prior TMS and/or fMRI investigations also impairs phonological processing 
in stroke patients, then TMS and/or fMRI may provide a useful tool for identifying and 
understanding lesion sites that predict outcome after stroke. 
In this context, it is relevant to make a distinction between regions of interest that 
were previously identified using TMS-based functional localisation (Gough et al., 2005; 
Sliwinska et al., 2015) and TMS sites that were centred on areas of peak activation from 
previous fMRI studies (Hartwigsen et al., 2010a, b). This is because TMS-based 
functional localisation has shown that the site that is most sensitive to TMS (averaged 
over subjects) does not necessarily correspond to the site of peak activation in fMRI 
studies (averaged over subjects). For example, the average TMS pOp site [-52, 16, 8] 
identified after functional localisation in Gough et al. (2005) is at least 1 cm anterior and 
inferior to the fMRI coordinates for pOp activation [-50, 6, 24] reported in Devlin et al. 
(2003), with an Euclidean distance of 19 mm between the two points. Likewise, the 
average TMS SMG site [-52, -34, 30] identified after functional localisation by Sliwinska 
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et al. (2015) is at least 1 cm inferior and lateral to the fMRI coordinates for SMG activation 
[-42, -40, 46] reported in Devlin et al. (2003), with an Euclidean distance of 20 mm 
between the two points. Conversely, the TMS sites reported by Hartwigsen et al. (2010a, 
b) without functional localisation ([-47, 6, 21] for pOp and [-45, -39, 45] for SMG) are 
almost identical to those reported in the fMRI study by Devlin et al. (2003). 
Previous lesion studies have already shown that stroke damage to SMG and/or 
pOp and/or the white matter underlying these areas can cause deficits in tasks that 
require phonological processing, including speech production (Mirman et al., 2015), 
sentence production (Faroqi-Shah et al., 2014), non-word repetition (Faroqi-Shah et al., 
2014), and phonological decisions (Geva et al., 2011). Additionally, the number of 
phonological errors produced during picture naming has also been reported to correlate 
with lesion status in a left perisylvian region involving SMG, pOp and the withe matter 
underneath (Schwartz et al., 2012). However, all the lesion studies mentioned above 
averaged effects across groups of patients including those with large lesions that 
damaged multiple brain regions. It is therefore not possible to establish whether 
phonological processing was impaired by damage to SMG alone, pOp alone or a 
combination of both. Nor does it allow us to determine how consistently damage to either 
of these regions leads to phonological processing impairments in individual subjects. 
Moreover, other studies that have dissociated the brain areas where tissue loss is 
uniquely related to phonological or semantic processing impairments (Butler et al., 2014; 
Halai et al., 2017) identified SMG and pOp sites that were not exactly the same as those 
targeted in the TMS studies that were used to inform the current experiment (i.e. Gough 
et al., 2005 and Sliwinska et al., 2015). This inter-study variability in the lesion sites 
associated with phonological processing impairments might be the consequence of (i) 
inter-patient differences in the effect of damage to the same areas (Lorca-Puls et al., 
2018); (ii) inter-study differences in the type of phonological processing being tested; (iii) 
inter-study differences in the lesion sites being tested (Lorca-Puls et al., 2018); and/or, 
(iv) the possibility that damage to multiple brain regions can cause the same impairment 
 96 
 
with only a subset of them detected in any given lesion analysis (Gajardo-Vidal, Lorca-
Puls et al., 2018). 
To better understand inter-patient variability, lesion studies need to (i) determine 
when and where stroke damage consistently impairs phonological processing abilities 
following SMG and pOp lesions; (ii) evaluate the effect of damage to different parts of 
SMG independently from damage to different parts of pOp (and vice versa); and (iii) 
compare how well the behavioural effect of interest is captured by a variety of 
phonological processing tasks. 
In summary, Experiment I aimed to investigate the consistency of lesion effects 
in individual patients. In particular, how well the presence or absence of damage to a set 
of regions of interest predicts the presence or absence of a deficit of interest (i.e. 
classification/prediction accuracy). This is essential for testing our ability to generate 
accurate outcome predictions for future patients. In contrast, many lesion studies focus 
on the statistical significance of group-level effects (i.e. averaged over subjects), rather 
than the consistency of effects across individual patients. The problem with group-level 
statistics is that (a) they treat what might otherwise be meaningful between-subject 
variability as noise in the data (Seghier and Price, 2018) and (b) statistical significance 
in lesion analyses can be driven by inconsistent effects that are only present in a subset 
of patients (Price et al., 2017; Gajardo-Vidal, Lorca-Puls et al., 2018; Lorca-Puls et al., 
2018). By focusing on the consistency of lesion effects rather than their statistical 
significance, it is therefore expected that such issues will be (at least partially) avoided. 
3.2.1 Research question 
In brief, the current experiment attempted to address the following research 
questions: 
 Can damage to regions from prior TMS and fMRI studies of phonological 
processing in neurologically-normal individuals be used to accurately predict the 
incidence of persistent phonological impairments in stroke patients?  
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 If so, which of the two types of regions of interest (from prior TMS or fMRI studies) 
yields the best classification accuracy? 
3.3 Materials and Methods 
3.3.1 Participants 
Data from all participants were retrieved from the Predicting Language Outcome 
and Recovery After Stroke (PLORAS) database (Price et al., 2010a; Seghier et al., 
2016); for details, see Chapter 2. At a minimum, the data available for each patient 
included: a full assessment of speech and language abilities using the Comprehensive 
Aphasia Test (Swinburn et al., 2004); and a 3D lesion image, in standard space, created 
from a T1-weighted high resolution (1 mm isotropic voxels) anatomical whole-brain 
volume, using an automated lesion identification software (Seghier et al., 2008a). The 
study was approved by the Joint Research Ethics Committee of the National Hospital for 
Neurology and Neurosurgery and the UCL Queen Square Institute of Neurology. All 
patients gave written informed consent prior to participation and were compensated £10 
per hour for their time. 
Two samples of participants were selected: Sample 1 was used to investigate 
phonological processing abilities after damage to regions of interest from TMS and fMRI 
studies; Sample 2 was used to select phonologically demanding tasks that had been 
administered to all the patients in Sample 1. The following inclusion criteria were 
common to both samples: 
(1) aged over 18; 
(2) no history of neurological or psychiatric illness (other than stroke); 
(3) right-handed (pre-morbidly), to minimise confounds from an increased probability of 
atypical language lateralisation in left-handers (e.g., Knecht et al., 2000; Szaflarski 
et al., 2002); 
(4) normal or corrected-to-normal vision and hearing (as per self-reports), to ensure that 
impaired performance on any of the language tasks was not a consequence of the 
inability to see and/or hear the stimuli; 
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(5) native speaker of English (either monolingual or bilingual), to ensure that lower 
scores were not the consequence of pre-morbid language abilities and to control for 
differences in language recovery trajectories between monolingual native English 
speakers and bilingual non-native English speakers following stroke (as shown in 
Hope et al., 2015); 
(6) at least 1 year post-stroke, to allow for changes in cerebral autoregulation and 
functional reorganization to have largely occurred (e.g., Saur et al., 2006); and 
(7) more than 1 cm3 of stroke damage (as measured by an automated lesion 
identification tool), because (i) the binary 3D lesion images used in the current study 
(for details, see Chapter 2) were not available for patients whose lesions were 
smaller than 1 cm3 and (ii) lesions smaller than 1 cm3 seldom result in phonological 
impairments (Price et al., in preparation); therefore, their inclusion would inflate the 
true negative rate (i.e. no deficit when little damage) for both types of prediction (from 
TMS and fMRI regions of interest). 
In addition, the following inclusion criteria were specific to Sample 1: 
(a) left-hemisphere stroke (as attested by a clinical neurologist), to focus on patients 
whose language outcomes are unknown as opposed to patients with right-
hemisphere lesions who were not expected to have phonological impairments; and 
(b) up to 5 years post-stroke, to control for longer term changes related to slow recovery 
or decline caused by vascular dementia (the incidence of which has been shown to 
be higher in stroke patients than neurologically-normal individuals; Pendlebury and 
Rothwell, 2009; Allan et al., 2011; Gorelick et al., 2011; O’Brien and Thomas, 2015; 
van der Flier et al., 2018). 
A total of 154 patients met these criteria and were included in Sample 1 (see 
Table 3.1 and Figure 3.1). The neuroimaging and behavioural data from these patients 
were used to test how consistently damage to very specific regions of interest (from TMS 
and fMRI) resulted in phonological processing impairments. 
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Table 3.1: Summary of demographic and clinical data for Sample 1. 
Factor  Sample 1 (N = 154) 
Age at stroke onset (years) M 56.2 
 SD 12.7 
 Range 18.7-86.5 
Age at scan acquisition (years) M 59.0 
 SD 12.7 
 Range 21.3-90.0 
Time post-stroke (years) M 2.7 
 SD 1.2 
 Range 1.0-5.0 
Lesion size (cm3) M 80.1 
 SD 79.9 
 Range 1.4-464.7 
Gender Males 111 
 Females 43 
 
 
 
Figure 3.1: Lesion overlap map for Sample 1. Lesion overlap map of the 154 stroke 
patients included in Sample 1, depicting the frequency of overlapping lesions at each 
given voxel. 
The second sample (i.e. Sample 2) was used to aid in the selection of 
phonological measures that showed a good sensitivity-specificity balance. To this end, 
Sample 2 was uniquely comprised of patients who had also been tested on the 
phonological and semantic decision tasks used in the TMS studies from which the 
regions of interest were derived (i.e. Gough et al., 2005 and Sliwinska et al., 2015); for 
details, see Chapter 2. By comparing their performance on the TMS tasks with that on 
the CAT tasks that had been administered to all patients (including those in Sample 1), 
it was possible to identify a set of phonological measures that best captured the variance 
in the TMS phonological task. A total of 42 patients were allocated to Sample 2 (see 
Table 3.2 and Figure 3.2). There was no overlap between Samples 1 and 2. 
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Table 3.2: Summary of demographic and clinical data for Sample 2. 
Factor  Sample 2 (N = 42) 
Age at stroke onset (years) M 53.7 
 SD 12.4 
 Range 23.2-77.3 
Age at testing (years) M 63.4 
 SD 12.2 
 Range 28.0-84.0 
Time post-stroke (years) M 9.7 
 SD 6.9 
 Range 1.1-35.0 
Lesion size (cm3) M 76.7 
 SD 79.0 
 Range 3.7-302.9 
Gender Males 27 
 Females 15 
Hemisphere damaged Left 18 
 Right 22 
 Both 2 
Delay between CAT and TMS 
tasks administration (months) 
M 17.6 
SD 16.6 
 Range 0.0-51.5 
 
 
 
Figure 3.2: Lesion overlap map for Sample 2. Lesion overlap map of the 42 stroke 
patients included in Sample 2, depicting the frequency of overlapping lesions at each 
given voxel. 
The patients in Sample 1 were, on average, significantly (i) younger at the time 
of data collection (t(194) = 2.02, p = 0.045) and (ii) earlier post-stroke (t(42) = 6.58, p < 
0.001) than the patients in Sample 2. No other statistically significant between-sample 
differences in demographic and clinical variables were found. For formal comparison of 
CAT scores and lesion distributions, see Table 3.3 and Figure 3.3, respectively. 
 
 
 
 101 
 
Table 3.3: Comparison of CAT scores between Sample 1 and Sample 2. 
CAT Task No. Sample 1 
M(±SD) 
Sample 2 
M(±SD) 
t df p 
1 55.0(±9.0) 55.0(±9.4) 0.00 185 1.000 
2 56.7(±5.8) 57.7(±4.7) 1.16 80 0.249 
3 57.9(±10.7) 66.7(±6.3) 6.78 112 0.000 
4 53.7(±7.4) 54.0(±5.5) 0.35 87 0.727 
5 58.9(±7.9) 64.6(±5.1) 5.62 102 0.000 
6 57.4(±7.4) 57.6(±7.5) 0.12 187 0.904 
7 56.4(±6.9) 61.2(±4.0) 5.82 115 0.000 
8 55.8(±7.7) 61.3(±4.7) 5.73 109 0.000 
9 57.2(±8.7) 65.5(±5.8) 7.26 96 0.000 
10 57.7(±9.1) 65.9(±4.7) 8.00 130 0.000 
11 53.6(±8.1) 57.0(±5.7) 3.05 92 0.003 
12 54.0(±8.8) 62.3(±5.0) 7.98 118 0.000 
13 53.3(±10.0) 60.7(±3.6) 7.56 180 0.000 
14 53.5(±8.8) 62.0(±6.1) 7.15 92 0.000 
15 52.9(±9.1) 61.2(±6.1) 7.02 96 0.000 
16 54.2(±9.4) 61.6(±3.6) 7.87 174 0.000 
17 57.5(±11.0) 68.1(±5.3) 8.78 142 0.000 
18 55.9(±10.2) 64.3(±6.4) 6.56 104 0.000 
19 55.3(±9.5) 63.8(±6.3) 6.80 99 0.000 
20 55.2(±9.6) 66.0(±4.9) 9.92 133 0.000 
21 54.0(±11.4) 65.3(±5.3) 9.12 147 0.000 
22 55.0(±9.8) 61.4(±2.8) 7.10 194 0.000 
23 53.6(±10.7) 63.1(±7.2) 6.69 95 0.000 
24 58.1(±6.0) 59.8(±4.0) 2.23 96 0.028 
25 57.9(±9.0) 64.3(±4.6) 6.34 134 0.000 
26 56.6(±9.1) 63.4(±5.3) 6.16 115 0.000 
27 60.5(±9.8) 69.3(±4.6) 8.13 147 0.000 
 
The p values highlighted in bold (right-most column) survived a Bonferroni correction for 
multiple comparisons (i.e. p < 0.002). See Chapter 2 for which tasks correspond to each 
number. t = t statistic; df = degrees of freedom. 
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Figure 3.3: Comparison of the distribution of lesions between Sample 1 and 
Sample 2. The figure depicts areas of the brain where the degree of damage was 
significantly greater in patients from Sample 2 than Sample 1. As expected, the 
differences are restricted to the right-hemisphere given the composition of Sample 2 (i.e. 
22 patients with right-hemisphere damage and 2 patients with bilateral damage) relative 
to that of Sample 1 (i.e. only patients with unilateral left-hemisphere damage). No brain 
regions were identified where the degree of damage was significantly greater in patients 
from Sample 1 than Sample 2. The statistical map comprises voxels that survived a 
voxel-level family-wise error (FWE) corrected threshold (i.e. p < 0.05, FWE-corrected) 
as well as an extent threshold for each cluster of 20 voxels. The colour scale shows the 
range of t values associated with statistically significant effects. 
 
3.3.2 Assessing phonological processing abilities 
All patients recruited to the PLORAS database are assessed on the 
Comprehensive Aphasia Test (CAT) (Swinburn et al., 2004). The CAT is a fully 
standardised test battery, which consists of a total of 27 different tasks; for details, see 
Chapter 2. 
The current study focused on 3 tasks from the CAT that (i) required phonological 
processing while (ii) placing minimum demands on semantics. These tasks were “non-
word reading”, “non-word repetition” and “digit span”. Patients with phonological 
processing impairments were expected to have difficulties performing all three of these 
tasks. In contrast, if performance was only impaired on the non-word reading task, this 
could be the consequence of poor visual perceptual/orthographic processing abilities. 
Likewise, if performance was only impaired on the non-word repetition and/or digit span 
tasks, this could be the consequence of poor auditory perceptual/speech processing 
skills. 
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There are no “pure” indices of phonological and semantic processing. For 
example, the CAT non-word reading, non-word repetition and digit span tasks arguably 
involve multiple cognitive component processes such as translating visual inputs (for 
non-word reading) or auditory inputs (for non-word repetition) into phonological 
representations, and holding these phonological codes in working memory prior to 
speech articulation (for digit span). Similarly, the TMS phonological and semantic tasks 
can be broken down into a number of levels of processing, each drawing on specific 
computations and representations. For instance, the TMS semantic task requires 
comparing the meaning of two written words online, which may in part be supported by 
implicitly accessing the associated phonological representations (although to a much 
lesser extent than the role played by the respective semantic representations). In 
consideration of this situation, I performed a detailed hypothesis-driven task analysis to 
inform the selection of tasks that differentially weight phonological versus semantic 
processing abilities (see Figure 3.4). In addition, in order to validate the tasks utilised to 
ascertain the presence or absence of phonological processing impairments in the current 
lesion study, a direct comparison of CAT and TMS phonological scores was conducted 
(see Section 3.3.3). These issues will be revisited in Chapter 6. 
3.3.3 Cross-validating the definition of phonological processing impairments  
The 3 phonologically demanding tasks selected from the CAT are different to the 
tasks used to define the regions in the TMS studies by Gough et al. (2005) and Sliwinska 
et al. (2015); for a task analysis, see Figure 3.4. To ensure that comparable types of 
phonological processing were being tested, I used data from Sample 2 to correlate 
scores on the TMS phonological and semantic tasks (from Gough et al. 2005 and 
Sliwinska et al. 2015; see Section 3.3.4 for why these studies were selected to inform 
the ROI definition step) with scores on each of the three phonologically demanding tasks 
from the CAT (i.e. non-word reading / non-word repetition / digit span), and every 
possible combination of them. 
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Figure 3.4: Task analysis. The levels of processing hypothesised to be required for 
completing the TMS phonological (PD) and semantic (SD) decision tasks, and the 
following tasks from the Comprehensive Aphasia Test (CAT): non-word reading (NWRd), 
non-word repetition (NWRp) and digit span (DS). Black is used to highlight the 
phonological processes of interest that are shared by the TMS phonological task and at 
least one of the CAT phonological tasks. Dark grey indicates necessary/explicit 
processes. Light grey signifies supporting/implicit processes. 
A significant correlation between the TMS and CAT phonological scores would 
suggest that both tapped phonological processes that are shared by a range of language 
tasks. This is preferable to two potentially attractive alternatives. One would be to 
conduct a new TMS study in neurologically-normal participants using the CAT tasks. The 
problem here is that all 3 of the CAT tasks that selectively weight phonological 
processing involved speech production, which is difficult to measure in TMS studies 
because voice onset times are hidden by noise and jaw movements. The other option 
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would be to administer the TMS phonological task to the patients in Sample 1. Here the 
problem would be that a significant number of individuals from Sample 1 would not be 
able to perform the task or generate enough correct responses that can be used to 
measure reaction times. 
3.3.4 Regions of interest from prior TMS and fMRI studies 
Only those TMS studies that met the following inclusion criteria were selected for 
ROI definition: (i) neurologically-normal right-handed participants were tested in their 
native language; (ii) TMS was delivered over the left supramarginal gyrus (SMG) and/or 
the pars opercularis of the left inferior frontal gyrus (pOp); (iii) TMS-based functional 
localisation was used to identify the SMG and/or pOp sites that are most sensitive to 
disruptive stimulation prior to the main experiment; (iv) performance on well-matched 
phonologically and semantically demanding tasks was directly compared; (v) TMS over 
SMG and/or pOp had a significantly greater disruptive effect on phonological than 
semantic processing abilities; (vi) the average coordinates of the SMG and/or pOp 
testing sites where TMS resulted in statistically significant effects were provided in MNI 
or Talairach space. The decision to exclusively focus on studies that utilised TMS-based 
functional localisation was motivated by the fact that, without functional localisation, 
stimulation sites in TMS studies are typically taken from previous fMRI studies (e.g., 
Hartwigsen et al. 2010a, b), which would render any comparison between the predictive 
power of TMS-derived and fMRI-derived regions redundant. Consequently, solely the 
TMS studies by Gough et al. (2005) and Sliwinska et al. (2015) were deemed suitable 
for the ROI definition stage.  
In Gough et al. (2005) and Sliwinska et al. (2015), TMS-based functional 
localisation was achieved by delivering TMS over either pOp or SMG while 
neurologically-normal participants performed a phonological task in which they had to 
decide whether two written words rhymed (i.e. the localiser task). When TMS shortened 
response times relative to no TMS (i.e. had a facilitatory effect), another site within the 
same brain region was tested. When TMS increased response times (i.e. had a 
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disruptive effect), the same site was retested to determine whether stimulation resulted 
in consistent slowdowns. Only a site where TMS resulted in two or more response-time 
slowdowns during the localiser task was selected as a target site for that particular 
participant for the main experiment. In the main experiment, alternative phonological and 
semantic tasks were employed where subjects had to make judgements about the sound 
structure (e.g., do two words sound the same?) or meaning (e.g., are two words related 
in meaning?) of visually presented pairs of words.   
In the current experiment, the TMS regions of interest were spheres (radius of 5 
mm, 0.5 cm3 in volume), centred on the mean MNI coordinates for SMG [-52, -34, 30] 
and pOp [-52, 16, 8] that were reported in studies that used TMS-based functional 
localisation (i.e. Gough et al., 2005 and Sliwinska et al., 2015); see Figure 3.5. The size 
of the regions (5 mm radius) was chosen based on the expected spatial resolution of 
TMS, which has been argued to be in the order of 5-10 mm (Brasil-Neto et al., 1992a, b; 
Wilson et al., 1993; Ravazzani et al., 1996; Thielscher and Kammer, 2002). 
 
 
Figure 3.5: TMS regions of interest. The TMS regions are shown in blue for SMG (A) 
and red for pOp (B). 
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Regarding the inclusion criteria for fMRI study selection, the literature was 
searched for articles that: (i) employed an acquisition protocol which ensured whole-
brain coverage; (ii) tested neurologically-normal right-handed participants in their native 
language; (iii) explicitly contrasted activation elicited by phonologically and semantically 
demanding tasks; (iv) reported statistically significant effects for the comparison of 
phonologically more than semantically demanding tasks in SMG and/or pOp; (v) 
provided the locations of peak activation within SMG/pOp in MNI or Talairach space. 
From those studies that met these criteria, only the coordinates of the most significant 
voxel within SMG and/or pOp (i.e. the one associated with the maximum statistic value) 
for the contrast “phonologically more than semantically demanding tasks” were used for 
ROI definition. It is worth noting that other researchers might prefer to conduct 
coordinate-based meta-analyses on fMRI data (e.g., Eickhoff et al., 2012) to derive 
potential critical regions. Here, I decided to focus on fMRI studies that directly 
investigated functional specialisation within SMG and pOp for phonological relative to 
semantic processing so as to maximise comparability between the selected fMRI and 
TMS studies in as many aspects as possible. 
The six fMRI studies briefly described below were ultimately selected to inform 
the ROI definition step. In Booth et al. (2002), the phonological task required participants 
to determine whether a final word rhymed with either of two preceding words. For the 
semantic task, participants had to determine whether a final word was related in meaning 
with one of two preceding words. Different sets of words were presented in the visual 
and auditory modalities in separate runs. In Devlin et al. (2003), the phonological task 
required subjects to decide whether a written word had two syllables. For the semantic 
task, subjects had to decide whether a written word represented a man-made item. In 
Seghier et al. (2004), the phonologic task required participants to give a response only if 
two visually presented words rhymed. For the semantic task, participants had to respond 
whenever two visually presented words belonged to the same semantic category. In 
McDermott et al. (2003), subjects were instructed to attend closely to the relations among 
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upcoming written words. For the phonological task, they were told to think about how the 
words sounded alike. For the semantic task, they were told to think about how the words 
could be meaningfully connected (i.e. semantic associations). In Gitelman et al. (2005), 
the phonological task required participants to respond if two visually presented words 
were homophones. For the sematic task, participants had to respond if two visually 
presented words were synonyms. In Simard et al. (2013), subjects had to match a new 
word presented at the centre of the screen with one of four reference words presented 
at the top of the screen according to specific rules discovered by trial and error using 
feedback. The phonological rule required subjects to do the matching based on syllable 
rhyme, whereas the semantic rule required subjects to do the matching based on sematic 
category. Across all studies, the contrast of interest yielded brain regions that showed 
significantly greater activation for phonologically than semantically demanding tasks 
(irrespective of input modality). 
In the current experiment, the fMRI regions of interest were also spheres (radius 
of 5 mm, 0.5 cm3 in volume). For SMG, they were centred on x, y, z MNI coordinates [-
57, -21, 39; -42, -40, 46; -54, -36, 40] from Booth et al. (2002), Devlin et al. (2003), and 
Seghier et al. (2004); see Figure 3.6. The SMG coordinates from Simard et al. (2013) 
were not considered because they fell outside the boundaries of the brain: [-60, -32, 52]. 
For pOp, the fMRI regions of interest were centred on [-58, 5, 13; -50, 6, 24; -57, 9, 24; 
-41, 3, 20] from McDermott et al. (2003), Devlin et al. (2003), Gitelman et al. (2005), and 
Simard et al. (2013); see Figure 3.7. The coordinates reported in McDermott et al. (2003) 
and Seghier et al. (2004) were converted from Talairach space to MNI space using the 
tal2icbm transformation (Lancaster et al., 2007). 
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Figure 3.6: fMRI SMG regions of interest. From top to bottom, the fMRI SMG regions 
derived from Booth et al. (2002), Devlin et al. (2003), and Seghier et al. (2004) are shown 
in yellow. 
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Figure 3.7: fMRI pOp regions of interest. From top to bottom, the fMRI pOp regions 
derived from McDermott et al. (2003), Devlin et al. (2003), Gitelman et al. (2005), and 
Simard et al. (2013) are shown in green. 
 
3.3.5 Determining the threshold for critical damage 
The experiment aims to establish whether damage to regions of interest from 
prior TMS and fMRI studies is consistently associated with phonological processing 
impairments in stroke patients. But, what constitutes damage? Does the whole of the 
region have to be damaged? If not, what proportion of damage consistently results in a 
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deficit? A section of the experiment therefore involved finding the percent damage 
“threshold” above which patients were more likely to have phonological processing 
impairments (as defined here) and below which patients were less likely to have 
phonological processing impairments. I established this threshold by finding the degree 
of damage that yielded the highest “odds ratio”, which quantitatively describes the 
strength of the association between the presence/absence of one factor (e.g., 
phonological processing impairments) and the presence/absence of another factor (e.g., 
percent damage to a region of interest).  
The first step in determining the threshold for critical damage was to divide all the 
patients in Sample 1 into those who did and did not present with selective phonological 
processing impairments (Subsets 1A and 1B). Selective phonological processing 
impairments were categorised as the occurrence of phonological impairments in the 
absence of semantic impairments. Semantics impairments were defined as impaired 
performance on a semantically demanding task that involved auditory inputs (i.e. auditory 
word-to-picture matching) in addition to a semantically demanding task that involved 
visual inputs (i.e. either visual word-to-picture matching or visual semantic associations). 
This subgrouping certainly depends on the sensitivity of the CAT tasks to detect 
phonological versus semantic processing impairments. With that being said, I chose to 
focus on patients with selective phonological processing impairments in an attempt to 
rule out the possibility that the critical damage thresholds were biased by those whose 
phonological processing impairments could be attributed to co-occurring auditory (i.e. 
impaired auditory word-to-picture matching) and visual perceptual deficits (i.e. impaired 
visual word-to-picture matching or visual semantic associations).  
As the patients differed widely in lesion size, the second step in determining the 
threshold for critical damage involved matching the Subsets 1A and 1B for lesion size by 
finding the minimum and maximum lesion volumes that were common to both groups 
with no significant differences in mean lesion size across groups. The resulting group 
size was 23 patients in Subset 1A and 32 patients in Subset 1B (see Table 3.4 and 
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Figure 3.8). Of note, one potential risk of matching these subgroups for lesion size is that 
it could be the case that the likelihood of damage to any given critical region is very 
strongly correlated with the size of the lesion (i.e. the larger the lesion the more likely it 
is that the region of interest will be damaged), meaning that the statistical power of the 
analysis would be dramatically reduced. However, given the size of Sample 1 (N = 154), 
I considered this would be less of an issue than in smaller studies. Not matching the 
subgroups for lesion size (by range and mean) could, on the other hand, result in critical 
damage thresholds that are biased by patients with large lesions. In other words, critical 
damage thresholds that only indicate that the larger the lesion the more likely it is that 
the function of interest will be impaired, weakening the inferences that can be drawn with 
respect to the importance of lesion location. There is no perfect solution to the problem 
of teasing the effects of lesion size and site apart. However, in line with the aims of the 
thesis (i.e. predicting language outcome from lesion site), I decided to adopt a more 
conservative approach. In addition, an advantage of using a subset of the patients to 
determine the critical damage thresholds is that the remaining patients can serve as a 
validation group, which is somewhat similar to splitting the data into training and testing 
sets. 
For each percentage of damage (i.e. 70%, 80%, 90% and 100%), the patients 
with and without phonological processing impairments were arranged into a 2×2 
contingency table. This allowed me to express the classification accuracy in terms of 
positive and negative predictive values, sensitivity, specificity and the odds ratio (Altman 
and Bland, 1994a, b; Bland and Altman, 2000; Glas et al., 2003); for details, see Chapter 
2. The comparison of predictive values for different regions was performed using the 
method proposed by Leisenring et al. (2000) as implemented in the R package 
“DTComPair” (Stock and Hielscher, 2014). In what follows, “damage” always refers to 
the proportion of damaged voxels among all voxels within specific regions of interest. 
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Table 3.4: Summary of demographic and clinical data for Subsets 1A and 1B. 
Factor  Subset 1A 
(n = 23) 
Subset 1B 
(n = 32) 
Age at stroke onset (years) M 51.1 55.1 
 SD 14.9 11.7 
 Range 18.7-75.4 24.8-73.4 
Age at scan acquisition (years) M 53.6 58.1 
 SD 15.0 11.5 
 Range 21.3-78.2 29.4-76.1 
Time post-stroke (years) M 2.4 3.0 
 SD 1.0 1.1 
 Range 1.0-4.5 1.1-4.7 
Lesion size (cm3) M 82.2 76.0 
 SD 25.4 25.5 
 Range 44.3-128.7 44.0-135.7 
Gender Males 16 30 
 Females 7 2 
 
No significant mean differences between Subset 1A and Subset 1B (i.e. p > 0.05). 
 
 
 
Figure 3.8: Lesion overlap map for Subsets 1A and 1B. Lesion overlap map of the 23 
patients from Subset 1A (upper row) and the 32 patients from Subset 1B (bottom row), 
depicting the frequency of overlapping lesions at each given voxel. Comparison of the 
distribution of lesions between Subset 1A and Subset 1B did not yield any brain areas 
where the degree of damage was significantly greater in one subgroup relative to the 
other at a voxel-level statistical threshold of p < 0.05, FWE-corrected. 
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3.4 Results 
3.4.1 Cross-validating the definition of phonological processing impairments 
Figure 3.9 shows how strongly scores on the TMS phonological and semantic 
tasks correlated with scores on the three phonologically demanding tasks from the CAT 
(i.e. non-word reading / non-word repetition / digit span), and every possible combination 
of them, in the 42 patients from Sample 2 (i.e. those who had been tested on both the 
CAT and TMS tasks). The CAT measures that best captured the variance in the TMS 
phonological task were non-word reading (r(40) = 0.64) and the combination of non-word 
reading and digit span (r(40) = 0.62). Critically, both these phonological measures were 
also significantly more correlated with the TMS phonological task than the TMS semantic 
task (z = 2.89, p = 0.004 and z = 3.00, p = 0.003, respectively). In contrast, the 
association between the TMS phonological task and the CAT non-word repetition task 
did not reach statistical significance (r(40) = 0.17, p = 0.288). Therefore, “phonological 
processing impairments” were defined as the combination of abnormally low scores on 
both the non-word reading and digit span tasks. 
The weak correlation between scores on the CAT non-word repetition task and 
the TMS phonological task (see Figure 3.9) may in part be explained by the fact that, in 
the CAT non-word repetition task, patients are provided with an auditory template of the 
target non-word which could be used as an external cue to guide speech articulation. 
This may lessen the demands on covert phonological processing prior to overt 
articulation, particularly when contrasted with the CAT digit span and non-word reading 
tasks. 
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Figure 3.9: Strength of the association between TMS and CAT scores. The TMS 
phonological and semantic measures were the homophone judgement and semantic 
association tasks used by Gough et al. (2005) and Sliwinska et al. (2015). Scores on 
these tasks (for details, see Chapter 2) were correlated with those on seven different 
phonological measures from the CAT: non-word reading (NWRd), non-word repetition 
(NWRp), digit span (DS), and every combination of them (T-scores were averaged for 
each task pair/triplet). Two patients were classified as outliers because they had scores 
> 3 SD below the group mean on the non-word reading task and were therefore removed 
from all correlation analyses. For each CAT phonological measure, there are two 
columns: the left-hand side column indicates the strength of the correlation with the TMS 
phonological task, whereas the right-hand side column indicates the strength of the 
correlation with the TMS semantic task. Error bars represent 95% CIs. ns = not 
significant; * = statistically significant at p < 0.05; ** = statistically significant at p < 0.01; 
*** = statistically significant at p < 0.001. 
 
3.4.2 Critical damage thresholds 
The degree of damage that best explained the presence or absence of 
phonological impairments in Subsets 1A and 1B was 80%, for both the TMS and fMRI 
regions (see Table 3.5). Henceforth, “above-threshold damage” refers to 80% damage 
or above to any given set of regions. 
 
 
 116 
 
Table 3.5: Critical damage thresholds for TMS and fMRI regions. 
ROI Threshold PPV NPV Sensitivity Specificity Odds Ratio 
TMS 100% 25% 57% 4% 91% 0.4 
 90% 47% 60% 30% 75% 1.3 
 *80%* 57% 68% 52% 72% *2.8* 
 70% 48% 63% 52% 59% 1.6 
fMRI 100% 29% 54% 17% 69% 0.5 
 90% 41% 57% 48% 50% 0.9 
 *80%* 45% 64% 65% 44% *1.5* 
 70% 42% 58% 65% 34% 1.0 
 
Threshold = percentage of the region of interest (ROI) damaged; PPV/NPV = positive 
and negative predictive values. 
 
3.4.3 Classification accuracy for TMS regions 
Summing over patients who had above-threshold damage to SMG, pOp or both, 
the incidence of phonological impairments was 74% (40/54). This was more than three 
times greater than the incidence of phonological impairments in patients who had below-
threshold damage to both SMG and pOp (21/100 = 21%). When the classification 
accuracy of the TMS regions was re-expressed in terms of the odds ratio (i.e. a single 
metric that reflects the overall performance of a binary predictor/classifier), it was 
observed that the odds for the presence of phonological impairments in those with 
above-threshold damage to the TMS regions was 10.7 times higher than the odds for 
the presence of phonological impairments in those with below-threshold damage to the 
TMS regions (see Table 3.6). 
When the effect of each lesion site was considered separately, I found that the 
incidence of phonological impairments was higher when SMG but not pOp was damaged 
(12/16 = 75%) than when pOp but not SMG was damaged (13/21 = 62%), and raised to 
88% (15/17) when both SMG and pOp were damaged. In those with below-threshold 
damage to both regions, the incidence of phonological impairments was 14% (10/74) 
after 0-20% damage to either SMG or pOp, and 42% (11/26) after 21-79% damage to 
one or both of these regions. 
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Table 3.6: Classification accuracy for TMS and fMRI regions in Sample 1. 
ROI Threshold PPV NPV Sensitivity Specificity Odds Ratio 
(1) TMS 80% 74% 79% 66% 85% 10.7 
(2) fMRI 80% 64% 80% 72% 73% 7.0 
(1) & (2) as above 64% 84% 80% 70% 9.5 
 
Threshold = critical damage threshold for each region of interest (ROI); PPV/NPV = 
positive and negative predictive values. 
 
3.4.4 Classification accuracy for fMRI regions 
The TMS regions provided a better account of the data than the fMRI regions. 
For example, the odds ratio was 10.7 for the TMS regions compared to 7.0 for the fMRI 
regions. This indicates that the ability to discriminate between those with and without 
phonological impairments was higher when using the TMS regions than the fMRI 
regions. Moreover, combining the TMS and fMRI regions did not improve the 
classification accuracy relative to using the TMS regions only (9.5 versus 10.7); see 
Table 3.6. 
The improved classification accuracy for TMS compared to fMRI predictions 
arose because the incidence of phonological impairments in the presence of above-
threshold damage was significantly lower for the fMRI regions (44/69 = 64%) than the 
TMS regions (40/54 = 74%); X2 = 4.51, p = 0.034. There were no differences in the 
incidence of phonological impairments in those who had below-threshold damage to the 
TMS and fMRI regions (21/100 = 21% for TMS and 17/85 = 20% for fMRI). See Table 
3.7 for spatial overlap between TMS and fMRI regions. 
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Table 3.7: Overlap between spherical TMS and fMRI regions. 
 TMS ROIs fMRI ROIs 
 SMG pOp SMG pOp 
 1 2 3 4 5 6 7 8 9 
1 100% 0% 0% 0% 2% 0% 0% 0% 0% 
2 0% 100% 0% 0% 0% 0% 0% 0% 0% 
3 0% 0% 100% 0% 0% 0% 0% 0% 0% 
4 0% 0% 0% 100% 0% 0% 0% 0% 0% 
5 2% 0% 0% 0% 100% 0% 0% 0% 0% 
6 0% 0% 0% 0% 0% 100% 0% 0% 0% 
7 0% 0% 0% 0% 0% 0% 100% 31% 0% 
8 0% 0% 0% 0% 0% 0% 31% 100% 0% 
9 0% 0% 0% 0% 0% 0% 0% 0% 100% 
 
The table shows the percentage of each of the regions listed at the top contained within 
each of the regions on the left-hand side. x, y, z MNI coordinates for regions of interest 
(ROIs): 1 = [-52, -34, 30]; 2 = [-52, 16, 8]; 3 = [-57, -21, 39]; 4 = [-42, -40, 46]; 5 = [-54, -
36, 40]; 6 = [-58, 5, 13]; 7 = [-50, 6, 24]; 8 = [-57, 9, 24]; 9 = [-41, 3, 20]. 
 
3.4.5 The real extent of the lesions in patients with damage to the TMS regions and 
phonological impairments 
Examination of the lesion sites revealed that all the patients with above-threshold 
damage to either of the TMS regions (n = 25) had lesions that were much larger than the 
0.5 cm3 grey matter spheres. For example, the smallest lesion in patients with 
phonological impairments after above-threshold damage to the TMS SMG region was 
44.3 cm3 and extended into the primary somatosensory cortex, posterior part of the 
superior temporal gyrus/sulcus, portions of the long gyrus of the insula and surrounding 
white matter (see Figure 3.10A below and Figure 4.4 in Chapter 4). Likewise, for the 
TMS pOp region, the smallest lesion associated with phonological impairments was 
48.8 cm3 and included the primary motor and premotor cortices, portions of the 
superior/middle temporal gyri, short gyri of the insula, anterior lentiform nucleus and 
surrounding white matter (see Figure 3.10B below and Figure 4.3 in Chapter 4). 
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Figure 3.10: Smallest lesion sites. (A) The smallest lesion site associated with 
phonological impairments following above-threshold damage to the TMS SMG region 
(blue) is shown in violet (overlap = 100%). (B) The smallest lesion site associated with 
phonological impairments following above-threshold damage to the TMS pOp region 
(red) is shown in cyan (overlap = 87%). See also Figures 4.3 and 4.4 in Chapter 4 for 
lesion overlap maps. 
 
3.5 Discussion 
The current experiment studied the accuracy with which damage to TMS and 
fMRI regions of interest identified in neurologically-normal individuals predicted 
phonological processing abilities in patients with a left-hemisphere stroke. The regions 
of interest were 0.5 cm3 spheres centred on MNI coordinates obtained from previous 
TMS and fMRI studies of normal phonological processing. The TMS sites were not the 
same as the fMRI sites (see Table 3.7) because they had been functionally localised to 
the position where disruptive TMS showed its maximal effect on phonological processing 
(Gough et al., 2005; Sliwinska et al., 2015). It was found that lesions to the TMS regions 
accounted for the incidence of persistent phonological impairments better than lesions 
to the fMRI regions and that the discriminatory power was not improved by combining 
the TMS and fMRI sites (see Table 3.6). This suggests that TMS-based functional 
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localisation in neurologically-normal participants helped to identify which parts of pOp 
and SMG were necessary for efficient phonological processing. 
3.5.1 The predictive value of the TMS regions was surprisingly high 
The high predictive value of the TMS regions is remarkable for the following three 
reasons. First, whereas TMS “virtual” lesion effects are transient (lasting typically from 
milliseconds to minutes), the effects of “real” lesions were measured at least 1 year after 
stroke onset which provides a substantial amount of time for recovery to occur. Second, 
phonological processing abilities were captured in the current lesion study using different 
tasks and less sensitive measures (accuracy versus response times) than those utilised 
in the original TMS studies (i.e. Gough et al., 2005 and Sliwinska et al., 2015). Third, the 
physiological mechanisms driving the effects of TMS and stroke on behaviour are known 
to differ. Specifically, TMS is thought to disrupt cortical excitability through long-term 
depression-like effects at the level of NMDA receptors (Dayan et al., 2013), whereas 
stroke (either ischemic or haemorrhagic) triggers a cascade of events that ultimately 
leads to neuronal cell death (Lo et al., 2003). In this context, the current study indicates 
that the effect of interest is sufficiently robust insofar as it was not completely masked by 
these potential confounding factors.  
Additionally, the relatively high predictive power of the TMS regions implies that 
TMS may be a useful technique for guiding the identification of critical lesion sites in that 
it appears that the disruptive effect of TMS on behaviour tends to occur most frequently 
when regions that are necessary for task performance are stimulated (i.e. high 
specificity). It is therefore possible to imagine a situation where relatively weak forms of 
stimulation (or damage) lead to slowed reaction times, with the behavioural effects only 
flipping over into reduced accuracy when the stimulation (or damage) reaches a certain 
threshold. For example, Shimotake et al. (2015) investigated the role of the ventral 
anterior temporal lobe in semantic memory by delivering graded levels of stimulation 
intensity over a single functionally defined region in patients who had undergone 
subdural electrode implantation. The results revealed a significant positive relationship 
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between reaction times and stimulation intensity (i.e. slower reaction times as stimulation 
intensity increased) during picture naming and visual word-to-picture matching, with a 
decline in accuracy only being observed at the strongest intensity level. 
3.5.2 The TMS regions are persistently necessary for accurate phonological 
processing 
The effect of damage to TMS SMG or pOp on phonological processing was 
measured in terms of a persistent loss of accuracy on phonologically demanding tasks. 
In contrast, the TMS effects found in these regions were expressed in terms of a transient 
slowing of response times (Gough et al., 2005; Sliwinska et al., 2015). Slower response 
times as a result of disruptive stimulation in TMS studies indicate that the region of 
interest was involved in the process of interest but does not completely answer the 
question of whether the region was essential for task performance. Conversely, the fact 
that a loss of accuracy on phonologically demanding tasks was reliably observed after 
either TMS SMG or pOp damage suggests that other areas of the brain were not typically 
able to fully compensate for the function played by these regions, despite years of 
recovery time. In other words, the TMS regions seem to be persistently necessary for 
accurate phonological processing. 
3.5.3 The lower predictive value of the fMRI compared to TMS regions was not 
surprising 
The lower predictive value of the fMRI regions compared to the TMS regions is 
not unexpected. This is because disruptive TMS is used to probe brain function by 
delivering magnetic pulses that interfere with neural activity in the stimulated region, 
thereby causing a transient “virtual” lesion (Pascual-Leone et al., 1999, 2000; Walsh and 
Rushworth, 1999; Walsh and Cowey, 2000). Conversely, fMRI detects regions that are 
activated by a given task but does not indicate which regions (if any) are necessary for 
task performance (Price et al., 1999; Rorden and Karnath, 2004; Poldrack, 2008). In 
short, the causal effect of brain damage on behaviour is more likely to be predicted by 
TMS regions (that are known to be required for efficient function) than fMRI regions that 
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might not necessarily be related to the function being investigated. Furthermore, it is 
possible that the spatial localisation of some of the fMRI effects might have been biased 
towards the vascular origin of the fMRI signal and away from its neural source (Menon, 
2012). This would suggest that TMS-based functional localisation is effective not only 
because it takes into account inter-subject variability in functional anatomy but also 
because it is not affected by the vascular architecture of the brain, thereby providing 
lesion studies with a more accurate starting point. 
There are two other factors that could help explain, at least in part, why the 
predictive power of the fMRI regions was lower than that of the TMS regions. First, the 
fMRI regions were selected from studies that used phonological tasks that were not 
exactly the same as those utilised in (i) the TMS studies that identified the TMS regions 
or (ii) the CAT assessment administered to the stroke patients reported here. The fMRI 
tasks may, therefore, have engaged different types of processing (e.g., phonological 
recoding versus covert articulation). Although I examined the degree to which the TMS 
and CAT phonological tasks were equated, I did not have the data available to assess 
the degree to which the fMRI and CAT tasks tapped equivalent levels of processing. 
Second, the fMRI regions were centred around the MNI coordinates from several 
different studies that each reported distinct parts of SMG [-57, -21, 39; -42, -40, 46; -54, 
-36, 40] or pOp [-58, 5, 13; -50, 6, 24; -57, 9, 24; -41, 3, 20]. Given inconsistency in the 
location of effects across multiple studies, and the use of relatively low statistical 
thresholds, it is plausible that some of the fMRI results were false positives (e.g., Eklund 
et al., 2016; Chen et al., 2018). Notably, the classification accuracy was not improved 
when I centred the fMRI regions on the across-study mean coordinates (as opposed to 
the study-specific coordinates). 
Despite the relative advantage of TMS over fMRI in guiding the search for critical 
lesion sites, it is nonetheless true that fMRI studies have to a greater or lesser degree 
converged on a set of regions that include those that are necessary for normal 
phonological performance. Moreover, it remains to be tested whether, in contexts other 
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than the one investigated here (e.g., when looking at other language or cognitive 
functions), fMRI-derived regions may prove to be as predictive as (or more than) TMS-
derived regions. And, even if this was not the case, fMRI studies would still be essential 
for pointing TMS studies to parts of the brain that have been associated with normal 
performance. In other words, fMRI would at the very least provide a rough estimate of 
the location of critical regions, which can then be further refined by using TMS-based 
functional localisation.   
3.5.4 Explaining inter-patient variability in the effect of damage to the same regions 
Although the TMS sites were significantly more predictive than the fMRI sites, the 
incidence of phonological impairments after damage to the TMS regions (i.e. the positive 
predictive value) was still below 75%. This across-subject inconsistency in the mapping 
between lesion and impairment might reflect inter-subject variability in (i) the cognitive 
strategy used for task performance prior to the stroke (e.g., Seghier et al., 2008b; Kherif 
et al., 2009; Woollams et al., 2017); (ii) the ability to recover phonological processing 
skills after damage to the TMS regions (e.g., Specht et al., 2009; Abel et al., 2015; Griffis 
et al., 2017a; Skipper-Kallal et al., 2017a, b); and/or (iii) the brain regions that support 
phonological processing (e.g., Price and Friston, 2002; Noppeney et al., 2006; Seghier 
et al., 2012; Blank et al., 2017). These factors would induce inconsistency in the effect 
of both real (stroke) and virtual (TMS) lesions. 
Additional variability between real and virtual lesions might arise because the 
sensitivity of the CAT phonological measure (based on the accuracy of non-word reading 
and digit span) was lower than that used in the TMS studies (i.e. response times to 
phonological decisions tasks); and/or if the spheres of interest that I used for the lesion 
study do not match exactly the full extent of grey and white matter that is affected by 
disruptive TMS.  
Another possibility is that persistent (as opposed to transient) phonological 
impairments might be the consequence of more extensive damage that incorporates the 
grey and white matter around the original TMS regions. Consistent with this, careful 
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examination of the lesion sites highlighted that all the patients with the impairment of 
interest and above-threshold damage to the either of the TMS regions (n = 12 for SMG 
and n = 13 for pOp) had lesions that included the grey and white matter surrounding the 
spherical regions of interest. In other words, there is no evidence to conclude that focal 
damage to either the TMS SMG or pOp regions (i.e. sparing other neighbouring areas) 
is sufficient to cause persistent phonological impairments. The next chapter (i.e. 
Experiment II), therefore, pursues how more predictive regions can be selected. 
3.5.5 Limitations 
There are a number of limitations to the present study that are worth discussing 
further. First, the tasks used to measure phonological processing abilities in the lesion 
study (i.e. non-word reading and digit span) were not the same as those utilised in the 
TMS studies (i.e. phonological decisions; Gough et al., 2005; Sliwinska et al., 2015). This 
could have artificially reduced the consistency of the effect of “real” and “virtual” lesions 
on phonological performance, thereby compromising the predictive value of the TMS 
regions of interest (i.e. it might have inflated the prediction error). Reassuringly, however, 
(i) non-word reading and digit span have been widely used to index phonological 
processing (i.e. good face and construct validity) (e.g., Vallar et al., 1997; Silveri and 
Cappa, 2003; Rapcsak et al., 2009); (ii) neurologically-normal individuals performing 
these tasks reliably activate SMG and pOp (e.g., Crottaz-Herbette et al., 2004; Wimmer 
et al., 2010); and (iii) impairments on non-word reading and digit span are associated 
with damage to SMG and pOp (e.g., Philipose et al., 2007; Baldo et al., 2012; Hickok et 
al., 2014). Furthermore, the scores from the phonological measure used in the current 
study (i.e. a combination of non-word reading and digit span) were shown to correlate 
well with those obtained from the TMS phonological measure (i.e. good convergent 
validity). And, the scores from the combined non-word reading and digit span measure 
were significantly more correlated with scores from the TMS phonological measure than 
scores from the TMS semantic measure (i.e. good discriminant validity). Finally, the 
results I have presented demonstrate that regions associated with the TMS phonological 
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measure predicted performance on the CAT phonological measures. This suggests that 
the function of the regions being investigated is involved in the computation of 
phonological processes that are shared by a range of language tasks rather than being 
specific to the TMS phonological task. 
Second, in contrast to TMS studies of neurologically-normal subjects where a 
region’s contribution to task efficiency is typically inferred from slowed reaction times 
during disruptive stimulation (e.g., Gough et al., 2005; Sliwinska et al., 2015), here the 
effect of damage to the TMS regions on phonological processing was recorded in terms 
of a persistent impairment of accuracy. This will be less sensitive to phonological 
processing impairments than response time measurements. However, the effect of 
damage on accuracy shows how a transient behavioural effect (lasting from milliseconds 
to minutes) induced by disruptive TMS over SMG or pOp translated into a persistent loss 
of accuracy after stroke lesions to the same regions. 
Third, whereas Gough et al. (2005) and Sliwinska et al. (2015) utilised TMS-
based functional localisation to select subject-specific testing sites, the TMS regions of 
interest used in the current study were centred on the mean MNI stimulation coordinates 
(i.e. averaged over subjects in the TMS studies). Arguably, this could have resulted in 
greater localisation error in the lesion study than the TMS studies. However, the 
observation that phonological processing impairments (as defined here) occurred 
frequently following stroke damage to the TMS regions suggests that the effect of interest 
generalized well across studies in spite of these differences. 
In summary, the consistency of “real” lesion effects might be even higher if all 
sources of between-study variation described above are controlled in future experiments. 
3.6 Conclusions 
This study investigated the accuracy with which damage to regions of interest 
derived from previous TMS and fMRI investigations of phonological processing in 
neurologically-normal individuals can predict the incidence of persistent phonological 
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impairments in stroke patients. It was found that the incidence of phonological 
impairments was predicted significantly better by the presence or absence of damage to 
the TMS than fMRI regions. Moreover, the discriminatory power of the TMS sites was 
not improved further by adding the fMRI sites. Critically, the fact that damage to the TMS 
regions was reliably associated with the presence of phonological impairments suggests 
that most patients were not able to fully substitute the function played by TMS SMG and 
TMS pOp even after years of recovery time, implying that these regions are likely to play 
a critical role in normal phonological processing. Together, these findings indicate that 
the use of regions of interest centred on stimulation sites identified with TMS-based 
functional localisation might, in the future, help us improve our ability to predict language 
outcome and recovery after stroke. 
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CHAPTER 4 (Experiment II): 
Improving the Prediction Accuracy of the TMS Regions 
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4.1 Summary 
Experiment I showed that the incidence of persistent phonological impairments 
was predicted significantly better by the presence or absence of damage to regions 
derived from previous TMS than fMRI studies of phonological processing in 
neurologically-normal subjects. Critically, however, less than 75% of the patients with 
above-threshold damage to the TMS regions had phonological impairments; and 
phonological impairments were observed in 21% of the patients with below-threshold 
damage to the TMS regions. Experiment II, therefore, sought to determine whether the 
classification/prediction accuracy of phonological processing impairments could be 
further improved by adapting the TMS regions to include the surrounding grey and white 
matter where the presence/absence of damage was consistently associated with the 
presence/absence of phonological processing impairments. 
This novel TMS-guided lesion-deficit mapping approach improved the 
classification/prediction accuracy, even in a completely independent sample of patients 
who were more than 5 years post-stroke. Specifically, the odds ratio for the “TMS-guided” 
regions was more than 3 times higher than that for the original TMS regions. In other 
words, the ability to discriminate patients with phonological impairments from those 
without phonological impairments was substantially better when using the TMS-guided 
regions than the original TMS regions. Likewise, the regions identified using TMS-guided 
lesion searches yielded a classification accuracy that was approximately 2 times higher 
than that for regions identified by adapting the borders of the original fMRI regions. These 
results provide details about the functional anatomy of phonological processing that are 
not readily available from TMS or fMRI studies in combination or in isolation. For 
example, the lesion analysis has shown that the critical regions underlying persistent 
phonological impairments include a combination of grey and white matter in either the 
vicinity of the left pars opercularis (pOp) or the left supramarginal gyrus (SMG). The 
findings from Experiment II therefore offer information that is useful for future clinical 
predictions as well as the interpretation of TMS and fMRI studies of normal phonological 
processing. 
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4.2 Introduction 
In Experiment I, 26% of the patients with damage to the TMS regions did not 
have phonological processing impairments. One reason for this may be that the critical 
lesion sites that cause persistent phonological impairments extend beyond the 
boundaries of the spherical regions of interest centred on the TMS sites and incorporate 
the surrounding grey and white matter. The goal of my second study was, therefore, to 
investigate whether the classification/prediction accuracy can be improved by adapting 
the borders of the regions of interest to include the grey and white matter around the 
TMS sites where there is a consistent association between the presence/absence of 
damage and the presence/absence of phonological impairments. It was hypothesised 
that adapting the regions of interest to account for the real extent of the lesions in those 
with phonological impairments should result in an improvement in the classification 
accuracy. Alternatively, redefining the borders of the regions of interest was not expected 
to improve classification accuracy if the areas around the TMS sites were co-incidentally 
damaged because they share the same vasculature as the original TMS regions 
(Kimberg et al., 2007; Inoue et al., 2014; Mah et al., 2014; Sperber and Karnath, 2017) 
but are not essential for phonological processing. 
Previous lesion-deficit mapping studies in which stroke patients were required to 
perform phonological decision tasks similar to those utilised to identify the TMS regions 
(in Gough et al., 2005 and Sliwinska et al., 2015) have already shown that other brain 
regions lying in close proximity to SMG and pOp, including the white matter underneath, 
are likely to play an important role in normal phonological processing (Baldo and 
Dronkers, 2006; Geva et al., 2011; Pillay et al., 2014). For instance, Geva et al. (2011) 
tested a relatively small sample of 18 stroke patients on two phonological tasks where 
on each trial they had to decide whether two written words rhymed (i.e. visual rhyme 
judgements) or whether two written words sounded the same (i.e. visual homophone 
judgements). Impaired performance on both these phonological decision tasks was 
associated with damage to a region including the left pars opercularis, the anterior part 
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of the supramarginal gyrus and underlying white matter, even after factoring out 
confounds from lesion size or overt speech production. Similarly, another lesion-deficit 
mapping study (Pillay et al., 2014) assessed 40 chronic left-hemisphere stroke patients 
on a visual two-choice rhyme matching task in addition to a set of control tasks, and 
found a significant cluster extending from the left supramarginal gyrus into the posterior 
part of the left superior temporal gyrus and planum temporale (including the surrounding 
white matter) where damage was associated with impaired performance, even after 
removing variance explained by lesion size and overt speech articulation. Furthermore, 
a wide range of studies involving various experimental procedures and clinical 
populations have also suggested a role for neighbouring regions in phonological 
processing, such as the left ventral premotor cortex, posterior part of the left superior 
temporal gyrus and the white matter tracts running between frontal and parietal sites 
(e.g., Leff et al., 2009; Chang et al., 2010; Rolheiser et al., 2011; Baldo et al., 2012; 
Schwartz et al., 2012; Kümmerer et al., 2013; Butler et al., 2014; Cogan et al., 2014; 
Mandelli et al., 2014; Tate et al., 2014; Henry et al., 2016; Leonard et al., 2016). 
A similar picture emerges when considering the findings from functional 
neuroimaging studies that have shown increased activation in the left supramarginal 
gyrus and/or pars opercularis of the left inferior frontal gyrus as well as adjacent regions 
for tasks requiring phonological processing relative to tasks requiring semantic 
processing (Price et al., 1997; Poldrack et al., 1999; Booth et al., 2002; Devlin et al., 
2003; McDermott et al., 2003; Seghier et al., 2004; Gitelman et al., 2005; Simard et al., 
2013). For instance, McDermott at al. (2003) had a group of 20 neurologically-normal 
subjects passively view lists of phonologically-related (e.g., weep, beep, heap) and 
semantically-related (e.g., bed, rest, awake) words presented in randomly ordered 
blocks. By contrasting the hemodynamic changes during the phonological and semantic 
conditions, they concluded that preferential activation for phonological processing was 
seen in a bilaterally distributed cluster including but not limited to the left premotor cortex, 
opercular part of the left inferior frontal gyrus and left supramarginal gyrus. Likewise, 
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Devlin et al. (2003) reported activation in the left supramarginal gyrus, opercular part of 
the left inferior frontal gyrus and left premotor cortex (among other regions) during an 
fMRI study of 12 neurologically-normal individuals that compared (i) phonological 
decisions on whether a word had two syllables and (ii) semantic decisions on whether a 
word corresponded to a man-made object. Another fMRI study by Seghier et al. (2004) 
also found greater activation in the left superior temporal gyrus for phonological (do two 
words rhyme?) relative to semantic (do two words belong to the same semantic 
category?) decisions, in addition to the left supramarginal gyrus and other areas. 
The implication that phonological processing involves regions that neighbour 
SMG and pOp (such as the left ventral premotor cortex and left posterior superior 
temporal gyrus) has also been supported by a large number of fMRI studies that have 
used a wide range of tasks and methods to probe the various components of the 
phonological network (e.g., Gold et al., 2005; Graves et al., 2008; Papoutsi et al., 2009; 
McGettigan et al., 2011; Chevillet et al., 2013; Hope et al., 2014; Mei et al., 2014; Evans 
and Davis, 2015; Goranskaya et al., 2016). Moreover, TMS delivered directly over the 
left premotor cortex (Meister et al., 2007; Sato et al., 2009; Krieger-Redwood et al., 2013) 
or the posterior part of the left superior temporal gyrus (Acheson et al., 2011), for 
example, has been shown to disrupt the efficiency with which phonological tasks can be 
performed (Murakami et al., 2015). From a neural network perspective, where multiple 
brain regions contribute to any one task via dynamic interactions, it follows that the 
constituents of the phonological system should share dense structural and functional 
connections. Indeed, this is in line with what is known about the so called dorsal language 
stream that underpins the mapping between sensory and motor speech codes for overt 
and covert speech processing (e.g., Hickok and Poeppel, 2007; Saur et al., 2008; Xiang 
et al., 2010; Pei et al., 2011; Herman et al., 2013; Liebenthal et al., 2013; Margulies and 
Petrides, 2013; Dick et al., 2014; Fridriksson et al., 2016; Rolston and Chang, 2018). 
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4.2.1 Research question 
In brief, the current experiment attempted to answer the following research 
question: 
 Can the prediction accuracy be improved by adapting the regions of interest 
assessed in Experiment I to include the grey and with matter areas around the 
TMS sites where the presence/absence of damage is consistently associated 
with the presence/absence of phonological processing impairments? 
The new regions of interest were generated using data from patients reported in 
Experiment I (Sample 1). I then compared the classification/prediction accuracy of (a) 
the new regions and (b) the original TMS regions, in an independent sample of patients 
who differed from those used in Experiment I (1-5 years post-stroke) because they were 
tested more than 5 years after their stroke. In addition to comparing the classification 
accuracy of the new and original TMS regions, I was also able to investigate whether a 
similar classification performance could be obtained by adapting the borders of regions 
identified in previous fMRI rather than TMS studies of neurologically-normal individuals. 
4.3 Materials and Methods 
4.3.1 Participants 
There were two groups of participants. Sample 1 included data from the same 
154 patients that were selected in Experiment I (see Table 3.1 in Chapter 3). In 
Experiment II, these participants were used to investigate how the TMS regions of 
interest from Experiment I could be adapted (into TMS-guided regions) to improve the 
classification accuracy (i.e. how well the presence or absence of damage predicts the 
incidence of phonological impairments). The predictive power of the new regions was 
tested in a second (independent) sample of patients. This independent sample (Sample 
3) included 108 participants who had been excluded from Sample 1 (in Experiment I) 
because they were tested more than 5 years post-stroke onset. The overlap between 
Sample 3 in the current chapter (Experiment II) and Sample 2 in Experiment I was 16 
patients only. 
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Just like those in Sample 1, the patients in Sample 3 were all adult stroke 
survivors who: (1) had a left-hemisphere lesion (as attested by a clinical neurologist) that 
was greater than 1 cm3 (as measured by an automated lesion identification tool; Seghier 
et al., 2008a); (2) had no history of neurological or psychiatric illness that were not related 
to their stroke; (3) were right-handed (pre-morbidly); (4) were native speakers of English 
(either monolingual or bilingual); and (5) had normal or corrected-to-normal vision and 
hearing (as per self-reports). See Table 4.1 for demographic and clinical details and 
Figure 4.1 for lesion overlap map. The prevalence of phonological impairments in 
Sample 3 (40/108 = 37%) was approximately the same as in Sample 1 (61/154 = 40%). 
Table 4.1: Summary of demographic and clinical data for Sample 3. 
Factor  Sample 3 (N = 108) 
Age at stroke onset (years) M 50.6 
 SD 12.2 
 Range 17.2-72.3 
Age at scan acquisition (years) M 60.8 
 SD 11.0 
 Range 33.2-83.6 
Time post-stroke (years) M 10.1 
 SD 6.0 
 Range 5.1-36.0 
Lesion size (cm3) M 129.3 
 SD 106.5 
 Range 1.2-405.0 
Gender Males 66 
 Females 42 
 
 
 
Figure 4.1: Lesion overlap map for Sample 3. Lesion overlap map of the 108 stroke 
patients included in Sample 3, depicting the frequency of overlapping lesions at each 
given voxel. 
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Despite the similarity in the inclusion criteria used to allocate patients to Samples 
1 and 3, I expected that prediction accuracy would be less in Sample 3 because these 
patients had longer to recover (i.e. > 5 years post-stroke) than those in Sample 1 (i.e. 1-
5 years post-stroke). However, this was not of concern because the observation of 
interest is whether the presence or absence of phonological impairments in Sample 3 is 
better predicted by the TMS-guided regions than the original TMS regions or fMRI-guided 
regions (i.e. predictions are compared on the same group of patients). 
Comparison of demographic and clinical variables showed that, on average, the 
patients in Sample 3 had (i) significantly larger lesions (t(188) = 4.06, p < 0.001) and 
were significantly (ii) younger at the time of stroke onset (t(260) = 3.57, p < 0.001) and 
(iii) later post-stroke (t(113) = 12.68, p < 0.001) than the patients in Sample 1. For formal 
assessment of differences in lesion distributions and CAT scores, see Figure 4.2 and 
Table 4.2, respectively. 
 
 
Figure 4.2: Comparison of the distribution of lesions between Sample 1 and 
Sample 3. The figure depicts areas of the brain where the degree of damage was 
significantly greater in patients from Sample 3 than Sample 1. No brain regions were 
identified where the degree of damage was significantly greater in patients from Sample 
1 than Sample 3. The statistical map comprises voxels that survived a voxel-level family-
wise error (FWE) corrected threshold (i.e. p < 0.05, FWE-corrected) as well as an extent 
threshold for each cluster of 20 voxels. The colour scale shows the range of t values 
associated with statistically significant effects. 
 
4.3.2 Defining phonological processing impairments 
As in Experiment I, the patients were classified as having “phonological 
impairments” when their performance on both the non-word reading and digit span tasks 
from the CAT was within the impaired range (for rationale, see Chapter 3). In addition, 
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the severity of phonological impairments was measured by averaging scores across the 
non-word reading and digit span tasks. 
Table 4.2: Comparison of CAT scores between Sample 1 and Sample 3. 
CAT Task No. Sample 1 
M(±SD) 
Sample 3 
M(±SD) 
t df p 
1 55.0(±9.0) 55.0(±8.7) 0.07 246 0.946 
2 56.7(±5.8) 56.9(±6.4) 0.33 254 0.739 
3 57.9(±10.7) 59.1(±10.0) 0.97 259 0.333 
4 53.7(±7.4) 53.8(±6.3) 0.18 254 0.857 
5 58.9(±7.9) 60.4(±8.3) 1.48 253 0.139 
6 57.4(±7.4) 57.6(±6.7) 0.18 253 0.860 
7 56.4(±6.9) 57.5(±6.5) 1.26 260 0.210 
8 55.8(±7.7) 56.8(±7.1) 0.97 260 0.332 
9 57.2(±8.7) 58.5(±8.1) 1.23 260 0.220 
10 57.7(±9.1) 59.1(±8.2) 1.29 258 0.199 
11 53.6(±8.1) 54.7(±7.7) 1.08 258 0.280 
12 54.0(±8.8) 56.7(±8.7) 2.47 260 0.014 
13 53.3(±10.0) 56.4(±8.7) 2.62 249 0.009 
14 53.5(±8.8) 56.7(±9.5) 2.75 260 0.006 
15 52.9(±9.1) 53.9(±9.0) 0.95 260 0.344 
16 54.2(±9.4) 55.0(±8.3) 0.80 247 0.424 
17 57.5(±11.0) 60.9(±10.1) 2.51 260 0.013 
18 55.9(±10.2) 57.2(±9.8) 1.05 259 0.293 
19 55.3(±9.5) 56.9(±8.7) 1.36 255 0.175 
20 55.2(±9.6) 58.3(±9.6) 2.55 260 0.011 
21 54.0(±11.4) 56.5(±11.2) 1.72 259 0.087 
22 55.0(±9.8) 57.6(±7.9) 2.38 255 0.018 
23 53.6(±10.7) 55.4(±11.4) 1.26 260 0.207 
24 58.1(±6.0) 58.5(±5.2) 0.62 259 0.534 
25 57.9(±9.0) 59.3(±8.3) 1.24 257 0.218 
26 56.6(±9.1) 57.1(±8.7) 0.42 255 0.672 
27 60.5(±9.8) 61.9(±9.2) 1.09 249 0.279 
 
None of the p values (right-most column) survived a Bonferroni correction for multiple 
comparisons (i.e. p < 0.002). See Chapter 2 for which tasks correspond to each number. 
t = t statistic; df = degrees of freedom. 
 
4.3.3 Generating new TMS-guided and fMRI-guided regions 
Using a subset of data from Sample 1 only, the borders of the TMS regions were 
adapted to take into account the extent of damage in those with phonological 
impairments. To do this, I created lesion overlap maps for patients with phonological 
impairments who either had damage to (1) the TMS SMG but not pOp regions; or (2) the 
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TMS pOp but not SMG regions. The brain areas where the presence or absence of 
damage best explained the presence or absence of phonological impairments became 
the TMS-guided regions. 
The fMRI-guided regions were identified in the same way as the TMS-guided 
regions, with the only exception that patients (from Sample 1) with damage to spherical 
regions of interest centred on the mean fMRI coordinates ([-52, 6, 20] for pOp and [-51, 
-32, 42] for SMG) were used to create the lesion overlap maps. 
4.3.4 Determining the threshold for critical damage 
To determine the degree of damage that maximised classification accuracy, I 
systematically investigated how well patients with and without phonological impairments 
were segregated when they either had 70%, 80%, 90% or 100% damage to the TMS-
guided or fMRI-guided regions. This was achieved by selecting two subsets of patients 
from Sample 1 (with and without phonological impairments) that were matched for lesion 
size (i.e. Subset 1A and Subset 1B). Subset 1A included patients who had selective 
phonological processing impairments (i.e. phonological but not semantic impairments; 
see Chapter 3). Subset 1B included those who did not meet the criteria used to define 
phonological impairments. Lesion size was matched across Subsets 1A and 1B by 
finding the minimum and maximum lesion volumes that were common to both groups, 
with no significant differences in mean lesion size across groups (see Table 3.4 in 
Chapter 3).  
For each percentage of damage (70%, 80%, 90% and 100%), the classification 
accuracy for discriminating between Subset 1A (with phonological impairments) and 
Subset 1B (without phonological impairments) was expressed in terms of positive and 
negative predictive values, sensitivity, specificity and the odds ratio (Altman and Bland, 
1994a, b; Bland and Altman, 2000; Glas et al., 2003). The threshold was set at the 
degree of damage that had the highest odds ratio, which quantitatively describes the 
strength of the association between the presence/absence of a deficit of interest (i.e. 
phonological impairments) and the presence/absence of damage to a particular set of 
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regions. The generalizability of these thresholds was then tested in an independent 
sample of patients (the validation group described above). 
4.4 Results 
4.4.1 The TMS-guided regions 
The new TMS-guided regions incorporated the grey and white matter, around the 
original TMS sites (i.e. 0.5 cm3 spheres), that was consistently damaged in the lesion 
overlap maps (see Figures 4.3A and 4.4A).  
For pOp, the new region was 20.6 cm3 in size and extended deep into the 
underlying white matter, including portions of the anterior and long segments of the 
arcuate fasciculus, uncinate fasciculus, inferior fronto-occipital fasciculus, external and 
internal capsule as well as portions of the left ventral premotor cortex and caudate 
nucleus (see Figure 4.3B). This TMS-guided pOp region was 100% damaged in 12/13 
of the patients with above-threshold damage to the original TMS pOp region and 
phonological impairments. Of note, 80% of the original TMS pOp regions was contained 
within the new TMS-guided pOp region (see Table 4.3). 
For SMG, the new region was 24.9 cm3 in size and extended deep into the 
underlying white matter, including portions of the anterior, posterior and long segments 
of the arcuate fasciculus, the inferior longitudinal fasciculus and inferior fronto-occipital 
fasciculus as well as portions of the posterior part of the superior temporal gyrus (see 
Figure 4.4B). This TMS-guided SMG region was at least 85% damaged in 11/12 of the 
patients with above-threshold damage to the original TMS SMG region and phonological 
impairments. Of note, 82% of the original TMS SMG regions was contained within the 
new TMS-guided SMG region (see Table 4.3). 
 138 
 
 
 
Figure 4.3: TMS-guided pOp region. (A) Lesion overlap map of patients with 
phonological impairments following above-threshold damage to the TMS pOp region (n 
= 12). (B) The TMS-guided pOp region (in red) only included voxels that were damaged 
in 12 out of 12 patients from the lesion overlap map. 
 
 
 
Figure 4.4: TMS-guided SMG region. (A) Lesion overlap map of patients with 
phonological impairments following above-threshold damage to the TMS SMG region (n 
= 11). (B) The TMS-guided SMG region (in blue) only included voxels that were damaged 
in at least 10 out of 11 patients from the lesion overlap map. 
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4.4.2 The fMRI-guided regions 
 The new fMRI-guided regions included the grey and white matter, around the 
original fMRI sites (i.e. 0.5 cm3 spheres centred on the across-study mean coordinates), 
that was consistently damaged in the lesion overlap maps (see Figure 4.5A). 
For pOp, the new region was 18.1 cm3 and encompassed portions of the ventral 
sensorimotor cortex, ventral premotor cortex and short gyri of the insula as well as 
portions of the anterior and long segments of the arcuate fasciculus (see Figure 4.5B). 
This fMRI-guided pOp region was 100% damaged in 17/17 of the patients with above-
threshold damage to the original fMRI pOp region and phonological impairments.  
 
 
Figure 4.5: fMRI-guided pOp region. (A) Lesion overlap map of patients with 
phonological impairments following above-threshold damage to the mean fMRI pOp 
region (n = 17). (B) The fMRI-guided pOp region (in green) only included voxels that 
were damaged in 17 out of 17 patients from the lesion overlap map. 
For SMG, the new region was based on one patient only, because no other 
patients with phonological impairments had selective damage to the original fMRI SMG 
region while sparing the fMRI pOp region. Consequently, the new fMRI-guided SMG 
region was very large (161.8 cm3) and encompassed most of the left perisylvian cortex 
(see Figure 4.6), including 94% of the fMRI-guided pOp region (see Table 4.3). 
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Figure 4.6: fMRI-guided SMG region. The lesion of one patient only (i.e. PS0288) 
contributed to the fMRI-guided SMG region, because no other patients had phonological 
impairments in the presence of above-threshold damage to the mean fMRI SMG region 
and below-threshold damage to the mean fMRI pOp region. 
 
Table 4.3: Overlap between TMS, TMS-guided and fMRI-guided regions. 
  TMS TMS-guided fMRI-guided 
  SMG pOp SMG pOp SMG pOp 
TMS SMG 100% 0% 3% 0% 1% 0% 
 pOp 0% 100% 0% 4% 0% 3% 
TMS-guided SMG 82% 0% 100% 0% 15% 1% 
 pOp 0% 80% 0% 100% 11% 39% 
fMRI-guided SMG 100% 46% 100% 90% 100% 94% 
 pOp 0% 50% 1% 35% 11% 100% 
 
The table shows the percentage of each of the regions listed at the top contained within 
each of the regions on the left-hand side. 
 
4.4.3 Critical damage thresholds 
The degree of damage that best segregated patients with selective phonological 
impairments (Subset 1A) from those without phonological impairments (Subset 1B) was 
80% for TMS-guided regions and 90% for fMRI-guided regions (see Table 4.4). 
Henceforth, “above-threshold damage” refers to instances where the degree of damage 
to the region of interest was equal to or greater than these thresholds. 
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Table 4.4: Critical damage thresholds for TMS-guided and fMRI-guided regions. 
ROI Threshold PPV NPV Sensitivity Specificity Odds Ratio 
TMS-guided 100% 70% 64% 30% 91% 4.2 
 90% 69% 67% 39% 88% 4.5 
 *80%* 70% 74% 61% 81% *6.7* 
 70% 54% 70% 65% 59% 2.7 
fMRI-guided 100% 100% 60% 9% 100% --- 
 *90%* 67% 61% 17% 94% *3.2* 
 80% 57% 60% 17% 91% 2.0 
 70% 55% 61% 26% 84% 1.9 
 
Threshold = percentage of the region of interest (ROI) damaged; PPV/NPV = positive 
and negative predictive values. 
 
4.4.5 Classification accuracy for TMS-guided regions in Sample 1 
Over all 154 patients in Sample 1, the incidence of phonological impairments was 
85% (46/54) in those with above-threshold damage to one or both of the TMS-guided 
regions and 15% (15/100) in those with below-threshold damage to both TMS-guided 
regions. When the classification accuracy of the TMS-guided regions was re-expressed 
in terms of the odds ratio (i.e. a single metric that reflects the overall performance of a 
binary predictor/classifier), it was observed that the odds for the presence of phonological 
impairments in those with above-threshold damage to the TMS-guided regions was 32.6 
times higher than the odds for the presence of phonological impairments in those with 
below-threshold damage to the TMS-guided regions. This basically means that the 
discriminatory ability (or power) of the TMS-guided regions was very high. 
When the effect of each lesion site was considered separately, it was found that 
the incidence of phonological impairments after damage to TMS-guided “SMG and pOp”, 
“SMG not pOp”, and “pOp not SMG” was: 89% (17/19), 90% (9/10) and 80% (20/25), 
respectively. In those with below-threshold damage to both regions, the incidence of 
phonological impairments was 5% (2/39) in the context of 0-20% damage to SMG and/or 
pOp, rising to 21% (13/61) in those with 21-79% damage to either SMG or pOp or both. 
Critically, the effect of damage to the TMS-guided regions cannot be explained 
by lesion size because, even after matching lesion size across groups (see Tables 4.5 
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and 4.6), the incidence and severity of phonological processing impairments were 
significantly worse in patients with above-threshold damage to either of the TMS-guided 
regions than in control patients (i.e. those with below-threshold damage to both TMS-
guided regions). 
Table 4.5: Summary of demographic and clinical data for lesion-size-matched groups. 
Factor  SMG 
n = 8 
pOp 
n = 13 
Control 
n = 30 
Age at stroke onset (years) M 57.4 48.3 57.6 
 SD 10.2 14.7 12.2 
 Range 44.2-76.9 27.8-72.9 24.8-75.4 
Age at scan acquisition (years) M 59.9 50.6 60.3 
 SD 10.2 14.5 12.0 
 Range 46.5-78.3 30.7-74.1 29.4-78.2 
Time post-stroke (years) M 2.5 2.3 2.7 
 SD 1.3 0.9 1.0 
 Range 1.1-4.5 1.1-3.8 1.0-4.6 
Lesion size (cm3) M 85.1 90.8 77.6 
 SD 29.2 20.9 19.8 
 Range 44.3-117.8 57.6-128.7 51.5-127.0 
Gender Males 7 9 26 
 Females 1 4 4 
Phonological performance Imp (Not) 8 (0) 10 (3) 10 (20) 
 M 45.1 46.9 53.1 
 SD 4.2 7.0 7.3 
 Range 37.5-50.0 37.5-60.0 37.5-67.0 
% damage to TMS-guided SMG M 93.7 30.8 46.8 
 SD 6.1 27.3 26.2 
 Range 86.0-100.0 0.0-72.0 0.0-79.0 
% damage to TMS-guided pOp M 19.8 93.3 33.2 
 SD 23.9 8.2 28.3 
 Range 1.0-60.0 80.0-100.0 0.0-78.0 
 
The three patient groups listed at the top of the table were matched for lesion size; 
F(2,48) = 1.78, p = 0.180. Imp = number of patients with phonological impairments; Not 
= number of patients who did not meet the criteria for phonological impairments. 
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Table 4.6: Comparison of the incidence and severity of phonological processing 
impairments. 
 Incidence Severity 
Group SMG vs. Control pOp vs. Control SMG vs. Control pOp vs. Control 
n 8 vs. 30 13 vs. 30 8 vs. 30 13 vs. 30 
% / M 100% vs. 33% 77% vs. 33% 45.1 vs. 53.1 46.9 vs. 53.1 
X2 / t a 6.93 2.91 2.56 
df a 1 36 41 
OR / d a 6.67 1.16 0.85 
p 0.001 0.008 0.006 0.014 
  
a = Fisher’s exact test; % = percentage of patients with phonological impairments from 
the corresponding patient group; M = mean phonological score for each patient group; 
X2 = chi-square statistic; t = t statistic; df = degrees of freedom; OR = odds ratio; d = 
Cohen’s d. 
 
4.4.6 Comparing the classification accuracy for TMS and TMS-guided regions 
4.4.6.1 Sample 1 
Over all 154 patients in Sample 1, the incidence of phonological impairments rose 
to 85% (46/54) from 74% (40/54) in those with above-threshold damage to the TMS-
guided versus TMS regions while falling to 15% (15/100) from 21% (21/100) in those 
with below-threshold damage to the TMS-guided versus TMS regions (see Table 4.7 and 
Figure 4.7); which resulted in a higher classification accuracy for the TMS-guided regions 
relative to the original TMS regions (odds ratio = 32.6 versus 10.7). However, this is not 
surprising given that the TMS-guided regions were defined from the lesion sites of 25 
patients who had impaired phonological processing after damage to one or the other of 
the TMS regions. Data from these 25 patients were therefore excluded to compare how 
well the new regions explained outcome in other patients in Sample 1 (i.e. cross-
validation). This was only possible in 10 patients who had below-threshold damage to 
both TMS sites but above-threshold damage to the TMS-guided sites (one SMG, eight 
pOp and one both); see Table 4.8. As 8/10 of these patients had phonological 
impairments, outcome was 80% consistent with the predictions of the TMS-guided 
regions (where above-threshold damage predicts the presence of phonological 
 144 
 
impairments) but only 20% consistent with the predictions of the original TMS regions 
(where below-threshold damage predicts the absence of phonological impairments). 
Table 4.7: Classification accuracy for TMS, TMS-guided and fMRI-guided regions in 
Sample 1. 
ROI Threshold PPV NPV Sensitivity Specificity Odds Ratio 
(1) TMS 80% 74% 79% 66% 85% 10.7 
(2) TMS-guided 80% 85% 85% 75% 91% 32.6 
(3) fMRI-guided 90% 88% 73% 46% 96% 18.9 
(2) & (3) as above 85% 86% 77% 91% 35.7 
 
Threshold = critical damage threshold for each region of interest (ROI); PPV/NPV = 
positive and negative predictive values. 
 
 
 
Figure 4.7: Classification accuracy for TMS and TMS-guided regions. 
Improvements in the classification accuracy can be seen when the lesion categorisation 
changed from original TMS regions to TMS-guided regions. Patients with above-
threshold damage to the TMS-guided regions exhibited higher incidence of phonological 
impairments (i.e. impaired non-word reading and digit span) than patients with above-
threshold damage to the original TMS regions. 
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Table 4.8: Lesion categorisation. 
Above-threshold 
damage to: 
TMS-guided 
SMG 
TMS-guided 
pOp 
TMS-guided 
SMG & pOp 
Neither 
TMS SMG 9 (8) 0 3 (3) 4 (1) 
TMS pOp 0 15 (12) 0 6 (1) 
TMS SMG & pOp 0 2 (2) 15 (13) 0 
Neither 1 (1) 8 (6) 1 (1) 90 (13) 
 
The numbers of patients who moved from one lesion group to another, with number of 
patients who had phonological processing impairments (i.e. impaired performance on 
both non-word reading and digit span) shown in parentheses. 
 
4.4.6.2 Sample 3 
In an independent sample of patients (i.e. patients who were not used to define 
the regions), the classification accuracy of the TMS-guided regions was more than 3 
times higher than that of the original TMS regions (odds ratio = 27.6 versus 8.2). In other 
words, the ability to discriminate between those with and without phonological 
impairments was substantially better when using the TMS-guided regions relative to 
using the original TMS regions. 
As can be seen from Table 4.9, the improvement in the classification accuracy 
was primarily because the TMS-guided regions were better able to explain the absence 
of phonological impairments (i.e. the negative predictions). Specifically, below-threshold 
damage resulted in phonological impairments in only 6% of patients (i.e. the error was 
very low), but error was higher (18%) in those who had below-threshold damage to the 
original TMS regions. The positive predictions (i.e. of who will have a deficit) were less 
accurate (perhaps because many patients had recovered). The critical point, however, 
is that the positive predictive value was roughly the same if predictions were based on 
the TMS-guided regions (64%) or the original TMS regions (65%). Thus, over positive 
and negative predictions, the presence of phonological impairments could almost entirely 
be accounted for by damage to the TMS-guided regions (i.e. 93% compared to 70% for 
the original TMS regions). 
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Table 4.9: Classification accuracy for TMS, TMS-guided and fMRI-guided regions in 
Sample 3. 
ROI Threshold PPV NPV Sensitivity Specificity Odds Ratio 
(1) TMS 80% 65% 82% 70% 78% 8.2 
(2) TMS-guided 80% 64% 94% 93% 69% 27.6 
(3) fMRI-guided 90% 65% 76% 55% 82% 5.7 
(2) & (3) as above 64% 94% 93% 69% 27.6 
 
Threshold = critical damage threshold for each region of interest (ROI); PPV/NPV = 
positive and negative predictive values. 
 
4.4.7 Comparing the classification accuracy for fMRI-guided and TMS-guided 
regions 
4.4.7.1 Sample 1 
The classification accuracy for the TMS-guided regions was nearly 2 times higher 
than that for the fMRI-guided regions (odds ratio = 32.6 versus 18.9). This mainly 
occurred because the TMS-guided regions were better able to explain the absence of 
phonological impairments (i.e. the negative predictions). Specifically, below-threshold 
damage to the TMS-guided regions resulted in phonological impairments in 15% of 
patients compared to 27% of patients with below-threshold damage to the fMRI-guided 
regions. Consequently, a greater proportion of the patients with phonological 
impairments was accounted for by above-threshold damage to the TMS-guided (75%) 
than fMRI-guided (46%) regions (see Table 4.7). 
When the SMG regions were not considered, both the TMS-guided and fMRI-
guided pOp regions yielded identical classification accuracies (odds ratio = 18.9 for 
both). This occurred primarily because the positive and negative predictive values of the 
TMS-guided pOp region and the fMRI-guided pOp region were very similar; see Table 
4.10 for details. However, a significantly larger proportion of the patients with 
phonological impairments were explained by above-threshold damage to the TMS-
guided pOp region (61%) than the fMRI-guided pOp region (46%); X2 = 7.36, p = 0.007. 
 
 147 
 
Table 4.10: Classification accuracy for TMS-guided and fMRI-guided pOp regions. 
ROI Threshold PPV NPV Sensitivity Specificity Odds Ratio 
Sample 1 (1-5 years post-stroke) 
TMS-guided pOp 80% 84% 78% 61% 92% 18.9 
fMRI-guided pOp 90% 88% 73% 46% 96% 18.9 
Sample 3 (> 5 years post-stroke) 
TMS-guided pOp 80% 59% 81% 73% 71% 6.3 
fMRI-guided pOp 90% 65% 76% 55% 82% 5.7 
 
Threshold = critical damage threshold for each region of interest (ROI); PPV/NPV = 
positive and negative predictive values. 
 
4.4.7.2 Sample 3 
It was found that, although Sample 3 was entirely independent of the region 
identification process, the classification accuracy of the TMS-guided regions (odds ratio 
= 27.6) was more than 4 times higher than that of the fMRI-guided regions (odds ratio = 
5.7). As in Sample 1, the improvement in the classification accuracy was primarily 
because below-threshold damage to the TMS-guided regions predicted the absence of 
phonological impairments more accurately than below-threshold damage to the fMRI-
guided regions (94% versus 76% accuracy); see Table 4.9. Consequently, a 
substantially greater proportion of the patients with phonological impairments was 
explained by above-threshold damage to the TMS-guided than fMRI-guided regions 
(93% versus 55%). 
When the SMG regions were not considered, the classification accuracy of the 
TMS-guided pOp region was similar to that of the fMRI-guided pOp region (odds ratio = 
6.3 versus 5.7); see Table 4.10 for details. Again, however, a significantly larger 
proportion of the patients with phonological processing impairments could be accounted 
for by above-threshold damage to the TMS-guided pOp region (73%) than the fMRI-
guided pOp region (55%); X2 = 5.44, p = 0.020. 
4.4.8 Inconsistency in the effect of TMS-guided pOp lesions in Sample 3 
Consideration of the effect of each lesion site separately, showed that above-
threshold damage to the TMS-guided pOp region only inconsistently resulted in 
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phonological impairments in Sample 3 (i.e. > 5 years post-stroke). Specifically, 13/26 
(50%) of the patients with above-threshold damage to TMS-guided pOp had 
phonological impairments (compared to, for instance, 8/9 = 89% for those with above-
threshold damage to TMS-guided SMG). To investigate what factors could explain the 
inconsistency in the mapping between lesion and deficit for TMS-guided pOp, I 
generated the hypothesis that the subsets of patients with versus without phonological 
impairments in the context of above-threshold damage to the TMS-guided pOp region 
may differ in some critical way (e.g., age at stroke onset or time post-stroke). 
By examining the demographics of patients in Sample 3 with phonological 
impairments (n = 13) versus without phonological impairments (n = 13) in the context of 
above-threshold damage to the TMS-guided pOp region (but below-threshold damage 
to TMS-guided SMG), I found that the patients without phonological impairments were 
(i) tested later post-stroke (M(±SD) = 7.7(±2.5) versus 11.1(±4.4) years, t(19) = 2.40, p 
= 0.027) and (ii) younger at the time of stroke onset (M(±SD) = 57.3(±8.9) versus 
46.7(±12.5) years, t(24) = 2.49, p = 0.020), with (iii) no significant differences in mean 
lesion size (M(±SD) = 186.0(±90.4) versus 169.7(±94.7) cm3, p = 0.658). Together, these 
results seem to be consistent with the possibility that a subset of the patients with 
damage to TMS-guided pOp might have been able to recover their phonological 
processing skills after years of recovery time. 
Preliminary evidence in favour of the recovery hypothesis comes from a small 
group of patients whose phonological processing abilities were assessed with the CAT 
more than once. Specifically, 13 patients from Sample 1 (i.e. 1-5 years post-stroke) with 
phonological impairments in the context of above-threshold damage to the TMS-guided 
pOp region were followed up at least one year after the initial assessment session (M = 
30.1 months, SD = 13.2, range = 14 to 49 months). Comparison of task scores confirmed 
that these patients had, on average, experienced a significant improvement in 
phonological performance between time point 1 and 2 (M = 43.9 versus 45.7; t(12) = 
2.03, p = 0.033 one-tailed). Post-hoc analyses revealed that the behavioural changes 
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were mainly driven by digit span scores (M = 43.9 versus 47.3, p = 0.021 one-tailed), 
with no significant contribution from non-word reading scores (M = 43.9 versus 44.2, p = 
0.426 one-tailed). Overall, this preliminary set of results appears to suggest that inter-
patient variability in the recovery of language function might play a role in explaining 
inconsistency in the mapping between the presence of TMS-guided pOp damage and 
the presence of phonological impairments. 
4.5 Discussion 
Experiment II identified new regions of interest that included the grey and white 
matter that was damaged in patients with phonological impairments and lesions to either 
the TMS pOp region or the TMS SMG region. The classification accuracy of these new 
“TMS-guided” regions was found to be substantially better than that of the original TMS 
regions, even when tested in an independent sample of patients (i.e. Sample 3). 
Similarly, the classification accuracy of the TMS-guided SMG and pOp regions was 
substantially better than that of the fMRI-guided SMG and pOp regions irrespective of 
time post-stroke. 
In Sample 1 (1-5 years post-stroke), the TMS-guided regions outperformed the 
original TMS regions in every single metric of classification accuracy including positive 
and negative predictive values, sensitivity and specificity. In Sample 3 (> 5 years post-
stroke), the advantage of the new TMS-guided regions arose at the level of negative 
predictions and sensitivity. This is because below-threshold damage to the TMS-guided 
regions was very consistently associated with spared phonological processing abilities 
(i.e. high negative predictive value). Put another way, the incidence of phonological 
impairments was almost entirely explained by above-threshold damage to the TMS-
guided regions (i.e. high sensitivity), which means that most (if not all) of the regions that 
are critical for phonological processing were successfully identified. 
The finding that damage to TMS-guided SMG and/or pOp accounts for the 
majority of patients with phonological impairments has implications for understanding the 
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functional anatomy of phonological processing and are also relevant for making clinical 
predictions for future patients. 
4.5.1 The effect of damage to the TMS-guided regions on phonological processing 
The TMS-guided region for SMG included parts of the left posterior superior 
temporal gyrus, arcuate fasciculus, inferior longitudinal fasciculus and inferior fronto-
occipital fasciculus. Damage to this region caused phonological processing impairments 
in more than 85% of patients irrespective of the time post-stroke tested (1-5 years in 
Sample 1 and > 5 years in Sample 3). The TMS-guided region for pOp included parts of 
the left ventral premotor cortex, caudate nucleus, arcuate fasciculus, uncinate fasciculus, 
inferior fronto-occipital fasciculus, external and internal capsule. The effect of damage to 
this region was less consistent than the effect of damage to the TMS-guided SMG region, 
particularly in patients who were tested more than 5 years after their stroke (i.e. Sample 
3). Plausibly, it might be the case that the potential for recovery is greater after damage 
to the TMS-guided pOp region than the TMS-guided SMG region. Indeed, preliminary 
longitudinal evidence indicated that phonological performance improved over time 
despite TMS-guided pOp damage in a small subset of patients from Sample 1 whose 
language abilities were assessed more than once after stroke. 
Prior studies of clinical populations (when considered individually) had already 
associated subsets of these areas with phonological processing skills (e.g., Abdullaev et 
al., 1998; Tettamanti et al., 2005; Teichmann et al., 2009; Rolheiser et al., 2011; Geva 
et al., 2011; Henry et al., 2016; Halai et al., 2017). Over and above what was previously 
shown, Experiment II revealed the full extent of damage that could cause persistent 
phonological processing impairments. The extent of the TMS-guided regions also 
suggests that persistent phonological impairments might be the consequence of a 
combination of grey and white matter damage. This provides details about the functional 
anatomy of phonological processing that are not readily available from TMS or fMRI 
studies together or in isolation because these techniques primarily assess cortical 
function. The further limitation for TMS studies is that they can only target a few testing 
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sites located on the cortical surface and therefore tens of experiments would be required 
to conclude that all cortical regions that are important for task efficiency have been 
identified. In contrast, although fMRI can measure cortical activity across the whole of 
the brain, task-related activity may not be essential for task performance or even 
contribute to task performance (e.g., Price et al., 1999). Conversely, a limitation of the 
current lesion study is that the data I have reported do not allow me to answer the 
question of what proportion of the TMS-guided regions is truly critical for the presence of 
phonological impairments and what proportion of the TMS-guided regions is merely a 
by-product of co-occurring patterns of stroke damage caused by the vascular anatomy 
of the brain.  
On the other hand, the findings reported in this chapter, could not have been 
reached without prior fMRI and TMS studies of neurologically-normal individuals. Whole 
brain fMRI studies were used to pinpoint task-related cortical sites and thereby guide the 
TMS studies by specifying which cortical regions are activated during normal 
phonological processing (e.g., Devlin et al., 2003; McDermott et al., 2003; Seghier et al., 
2004). The TMS studies were needed to ascertain whether and where regions from fMRI 
studies contribute to phonological performance (e.g., Gough et al., 2005; Sliwinska et 
al., 2015). Based on these results, the current study has shown how lesion analyses with 
stroke patients identified the extent of grey/white matter that is required for phonological 
processing and how these extended regions were more predictive of behaviour when 
they were informed by the TMS sites rather than the fMRI sites. For example, in the 
current study, the TMS-guided pOp region extended medially into dorsal (e.g., arcuate 
fasciculus) and ventral (e.g., uncinated fasciculus) white matter tracts, whereas the fMRI-
guided pOp region extended more laterally and anteriorly into the ventral sensorimotor 
cortex (while sparing ventral white matter tracts). 
4.5.2 The depth and extent of the TMS effect on phonological processing 
The finding that the critical lesion sites included the white matter underlying SMG 
and pOp raises the possibility that the effect of TMS on phonological processing in 
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neurologically-normal individuals might also be emerging from disruption to much more 
extensive areas than the recorded site of stimulation. Indeed, contrary to earlier studies 
where the focality of the electromagnetic fields induced by the TMS coil was estimated 
to range between 5-10 mm (Brasil-Neto et al., 1992a, b; Wilson et al., 1993; Ravazzani 
et al., 1996; Thielscher and Kammer, 2002), more recent research into the biophysical 
aspects of TMS has suggested that in addition to the local effects of magnetic pulses on 
the targeted brain region, more remote ones could also take place via spreading of TMS-
evoked activity to distal but highly interconnected (both structurally and functionally) 
cortical areas that form part of the same network (Siebner et al., 2009; Wagner et al., 
2009; Liew et al., 2014; Nummenmaa et al., 2014; Neggers et al., 2015). This assertion, 
however, needs to be qualified by the fact that in non-human primates the direct 
propagation of electrical-stimulation-induced-activity is typically restricted to the next 
synapse (i.e. to monosynaptic connections) due to synaptic inhibition by GABAergic 
interneurons (unless stimulation is of very high frequency; i.e. > 200 Hz) (Logothetis et 
al., 2010). In the context of SMG and pOp specifically, it is therefore plausible to 
hypothesise that spread of electrical-stimulation-induced-activity may potentially occur 
based on of the following four lines of evidence: (i) Petrides & Pandya (2009) have shown 
in non-human primates that SMG and pOp are connected via long monosynaptic 
association tracts (i.e. through the superior longitudinal fasciculus and the arcuate 
fasciculus); (ii) Martino et al. (2013) have confirmed the existence of similar connections 
(i.e. superior longitudinal fasciculus and arcuate fasciculus) between SMG and pOp in 
humans; (iii) Matsumoto et al. (2004) have demonstrated that electrical stimulation 
applied directly over pOp in patients with intractable epilepsy elicits neural responses in 
SMG and vice versa; and, finally, (iv) Hartwigsen et al. (2016) have shown that 
concurrently targeting SMG and pOp with TMS does not have an additive effect on 
phonological processing given that, for example, TMS over SMG leads to decreased 
fMRI activity in pOp (Hartwigsen et al., 2017). Alternatively (or in addition), it could be 
the case that the reactivity of the whole of the network is altered when one of its nodes 
is perturbed (e.g., Binney and Lambon Ralph, 2015). In relation to the results of 
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Experiment II, thus, an impairment could either be due to disruption of the cortex, 
underlying white matter or both. Future lesion studies are therefore required to compare 
the phonological processing abilities of stroke patients with focal damage to the grey 
matter only, white matter only or both. However, this might not be feasible at all since 
stroke lesions only very rarely affect the grey matter in the absence of co-occurring white 
matter damage and vice versa. 
4.5.3 Performance was not worse following damage to both regions than SMG or 
pOp alone 
In line with the study by Hartwigsen et al. (2016), the findings obtained from 
Sample 1 (1-5 years post-stroke) indicate that concurrent damage to TMS-guided SMG 
and pOp did not have an additive effect on the loss of accuracy with which phonologically 
demanding tasks could be performed. This is not surprising given how consistently 
damage to each region alone impairs phonological processing abilities during the first 5 
years after stroke onset. However, it raises the possibility that concurrent damage to the 
TMS-guided SMG and pOp regions - both of which extend deep into the underlying white 
matter - does not have an additive effect on performance because lesions to any part of 
the dorsal stream (that sever the underlying white matter tracts) impede the cycling of 
information between frontal and parietal sites. Thus, damage to either region may 
arguably be sufficient to emulate the disruptive effect of concurrent damage to both SMG 
and pOp. Likewise, as pointed out by Hartwigsen et al. (2016), TMS of SMG or pOp may 
also affect the normal functioning of the other region by knocking-out the white matter 
tracts that connect them.  
4.5.4 Focusing on the consistency of lesion effects rather than their statistical 
significance 
The TMS-guided lesion-deficit mapping approach presented here also has 
advantages relative to other types of analysis techniques whose primary focus is on 
identifying the most significant across-subject association between lesion and deficit in 
a purely statistical sense. For example, I found that damage to either TMS-guided SMG 
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or TMS-guided pOp is sufficient to impair performance on phonologically demanding 
tasks. Moreover, by deriving a set of measures of classification/prediction accuracy, I 
have been able to show how damage to either of these regions was very consistently 
associated with persistent phonological processing impairments during the first 5 years 
post-stroke (approximately 90% with TMS-guided SMG damage and 80% with TMS-
guided pOp damage), which provides a much more appealing explanation of the 
incidence of aphasic symptomatology than that expected on the basis of recent reviews 
(Watila and Balarabe, 2015). In addition, by cross-validating the regions in an 
independent sample of patients who were more than 5 years post-stroke (i.e. Sample 3), 
I have demonstrated that the consistency of the TMS-guided SMG effect on phonological 
processing was not affected by time post-stroke (i.e. positive predictive value was still 
greater than 85%), whereas that of the TMS-guided pOp effect experienced a noticeable 
drop; presumably because a subset of the pOp patients were able to regain some of their 
phonological processing abilities over time. Therefore, this novel TMS-guided 
methodology that focuses on classification/prediction accuracy (expressed as the 
consistency of the effect across individual patients) rather than group-level statistics 
(e.g., t, F and/or p values) may, in the future, help us improve our ability to predict 
outcome after stroke. 
4.5.5 Inter-patient variability in the effect of damage to the TMS-guided regions 
Damage to TMS-guided SMG and pOp as defined in this study was associated 
with impairments on tasks that required phonological processing. However, not all the 
patients with damage to the TMS-guided regions performed poorly on phonologically 
demanding tasks. Plausibly, these patients may have had milder impairments that could 
only be detected by using more sensitive measures such as reaction times or by testing 
them earlier post-stroke (before recovery had occurred). Nevertheless, the fact that some 
individuals were able to produce accurate responses (even if they were slower than 
normal) might reflect inter-subject variability in (i) the functional anatomy of phonological 
processing (e.g., Price and Friston, 2002; Noppeney et al., 2006; Seghier et al., 2012; 
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Blank et al., 2017); (ii) the cognitive strategy used for task performance prior to the stroke 
(e.g., Seghier et al., 2008b; Kherif et al., 2009; Woollams et al., 2017); and/or (iii) the 
ability to recover phonological processing skills after damage to the TMS-guided regions 
(e.g., Specht et al., 2009; Abel et al., 2015; Griffis et al., 2017a; Skipper-Kallal et al., 
2017a, b). In relation to this last point, it is possible that at least some of the patients 
might have learnt to recruit an alternative set of areas (e.g., in the right hemisphere) to 
aid language recovery after a left-hemisphere stroke (e.g., Brownsett et al., 2014; 
Geranmayeh et al., 2016, 2017; Xing et al., 2016; Lukic et al., 2017). Indeed, it has 
already been shown by means of TMS that regions within the right SMG and right pOp 
support normal phonological processing (i.e. in the absence of left-hemisphere damage) 
(Hartwigsen et al., 2010a, b). Future studies will need to identify the lesion and non-
lesion factors that might explain who will and will not be able to regain their phonological 
processing abilities after full or partial damage to TMS-guided SMG and/or pOp. 
4.5.6 Limitations 
A potential weakness of the current study is that there was a noticeable fall in the 
accuracy with which damage to the TMS-guided pOp region predicted the presence of 
phonological processing impairments when using Sample 3 (> 5 years post-stroke) 
relative to using Sample 1 (1-5 years post-stroke). This could be an indication of 
overfitting, which would mean that the TMS-guided pOp region was not only capturing 
the signal but also the noise in the data from Sample 1, thereby limiting its generalizability 
(Arbabshirani et al., 2017). However, such an explanation would be at odds with three 
other observations: (i) damage to TMS-guided SMG remained a very reliable predictor 
of phonological performance even when tested in Sample 3 and even though TMS-
guided SMG was identified using the exact same procedure as for TMS-guided pOp; (ii) 
analysis of Sample 3 indicated that the TMS-guided SMG and pOp regions were able to 
explain phonological impairments in 94% of the affected patients, and (iii) the ability to 
discriminate the presence or absence of phonological impairments was better when 
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using the TMS-guided regions than the original TMS regions or fMRI-guided regions, 
irrespective of time post-stroke (i.e. in Samples 1 and 3; see Tables 4.7 and 4.9).  
A more plausible account of the loss of prediction accuracy in the case of the 
TMS-guided pOp region would be that a subset of the patients with pOp damage were 
able to regain their phonological processing skills after years of recovery time. Indeed, 
preliminary results (reported here) from an ongoing longitudinal study appear to support 
the idea that recovery of language function could explain, at least in part, why the 
consistency of the TMS-guided pOp effect decreases over time. Furthermore, recent 
evidence suggests that, contrary to what is commonly assumed, patients continue to 
recover their language abilities even years after stroke onset (Holland et al., 2017; Hope 
et al., 2017). Such long-term recovery of language function has been shown to be 
contingent upon the successful recruitment of intact regions in the damaged hemisphere 
(typically the left) as well as those in the undamaged hemisphere (typically the right) 
(e.g., Brownsett et al., 2014; Geranmayeh et al., 2016, 2017; Xing et al., 2016; Lukic et 
al., 2017). In line with these findings, previous TMS studies of neurologically-normal 
individuals have associated regions within the right SMG and right pOp with phonological 
processing (Hartwigsen et al., 2010a, b) and shown that the influence of right on left pOp 
activity is associated with more efficient performance on phonologically demanding tasks 
(Hartwigsen et al., 2013). Future studies will need to investigate (i) the lesion and non-
lesion factors that might indicate who will and will not recover from damage to TMS-
guided pOp; (ii) the brain regions that can support phonological processing following 
TMS-guided pOp lesions; and (iii) if and why less patients recover from damage to the 
TMS-guided SMG region than the TMS-guided pOp region.  
Another potential limitation is that not all the patients who were impaired on the 
digit span and non-word reading tasks had above-threshold damage to TMS-guided 
SMG or TMS-guided pOp. In these patients, it is therefore necessary to determine 
whether the aphasic symptoms were caused by (i) damage to other regions that form 
part of the phonological system but that were not the focus of the current study; (ii) 
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inconsistent effects of partial damage to TMS-guided SMG and pOp; and/or (iii) a 
combination of damage to areas that support visual and auditory perception and/or 
speech production. 
Finally, the current study does not discount the possibility that identical pOp and 
SMG regions could have been identified utilising voxel-based lesion-deficit mapping 
approaches (e.g., voxel-based lesion-symptom mapping or voxel-based morphometry) 
or that the same classification accuracy could have been obtained by using regions 
derived from other lesion-deficit mapping analyses such as an “unguided” lesion overlap 
map of patients with phonological impairments. These issues will be covered in the next 
chapter (i.e. Experiment III). 
4.6 Conclusions 
This study investigated whether the classification/prediction accuracy of the 
incidence of phonological processing impairments could be further improved by adapting 
the borders of the original TMS SMG and pOp sites (from Experiment I) to include the 
surrounding grey and white matter. It was shown that the classification accuracy of these 
new “TMS-guided” regions (which extended deep into the underlying white matter) was 
more than 3 times higher than that of the original TMS regions irrespective of time since 
stroke. Likewise, the ability to discriminate between those with and without phonological 
impairments was substantially better when using TMS-guided SMG and pOp regions 
than fMRI-guided SMG and pOp regions. In addition, it was found that the mapping 
between TMS-guided pOp lesions and phonological impairments was less consistent in 
patients who were more than 5 years versus 1 to 5 years post-stroke. Preliminary 
longitudinal evidence suggested that this probably occurred because a subset of patients 
with TMS-guided pOp damage were able to regain their phonological processing skills 
after years of recovery time.  
In summary, the novel contribution of the current study is to identify the extent of 
pOp and SMG damage that impairs accurate phonological processing, even years after 
stroke. Collectively, the results appear to indicate (i) that the critical lesion sites involve 
 158 
 
a combination of grey and white matter and (ii) that other brain areas are not typically 
able to consistently compensate for the contribution that these TMS-guided regions 
make to phonological processing. These findings may therefore have important clinical 
implications for predicting the incidence of phonological processing impairments in future 
patients. 
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CHAPTER 5 (Experiment III): 
Comparing the Prediction Accuracy of the TMS-guided Regions 
with that of a Set of Regions Derived from Voxel-based Lesion-
Deficit Mapping Analyses 
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5.1 Summary 
Experiment II showed that the incidence of phonological processing impairments 
was predicted better when the SMG and pOp regions were adapted to include the grey 
and white matter that was consistently damaged in patients with (i) phonological 
processing impairments and (ii) lesions to one or the other of the spherical TMS regions 
derived from previous studies of neurologically-normal individuals. Experiment III 
compared the classification accuracy of the TMS-guided regions to that of three sets of 
regions obtained from voxel-based lesion-deficit mapping analyses: ROI-1 was derived 
from an “unguided” lesion overlap map of all patients with selective phonological 
processing impairments. The area of maximum lesion overlap included both the dorsal 
and ventral white matter and had less than 20% overlap with either the TMS-guided SMG 
or pOp regions. ROI-2 comprised regions where the frequency of damage was most 
significantly different in a voxel-based comparison of lesion sites in two groups of patients 
- with and without phonological impairments. This lesion analysis identified a region in 
the mid portion of the left superior temporal gyrus extending into the ventral white matter. 
ROI-3 involved regions where the degree of structural damage was most significantly 
correlated with the severity of the functional impairment of interest in a voxel-based 
multiple regression analysis across patients with and without phonological impairments. 
The results included 92% of the voxels in ROI-2 (i.e. ROI-2 and ROI-3 were very similar). 
Comparison of the prediction accuracy for the new regions with that for the TMS-
guided regions showed that the presence/absence of phonological impairments was 
better predicted by the presence/absence of damage to the TMS-guided regions than 
any of the other three sets of regions in both Sample 1 (used to define the regions) and 
Sample 3 (that was entirely independent of the region identification process). 
The finding that the TMS-guided SMG and pOp regions improved classification 
accuracy compared to the unguided-lesion-overlap-map region (ROI-1) illustrates how 
TMS studies of the healthy brain can be used to guide the identification of regions where 
brain damage is likely to cause persistent behavioural effects. Critically, however, the 
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highest classification accuracy was observed when the TMS-guided regions were 
combined with ROI-2 or ROI-3; because the most significant effects from the voxel-based 
statistical analyses identified the mid part of the left superior temporal gyrus rather than 
the pOp and SMG regions of interest from TMS studies of neurologically-normal 
participants. Consequently, lesions to ROI-2 (or ROI-3) accounted for a unique and 
significant proportion of the variability in phonological outcomes. This highlights how 
different approaches to lesion-deficit mapping (including those introduced in Chapter 3 
and 4) may help to pinpoint all the critical nodes of a distributed neural system where 
damage disrupts behaviour. 
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5.2 Introduction 
The goal of my third study was to investigate whether the ability to discriminate 
between patients with and without phonological impairments was higher when using the 
TMS-guided regions identified in Experiment II than regions obtained from three different 
types of lesion analysis that did not depend on previous studies of neurologically-normal 
individuals. These included: (i) an unguided lesion overlap map from patients with 
selective phonological impairments; (ii) a voxel-based comparison of lesioned versus 
non-lesioned voxels in patients with and without phonological impairments; and (iii) a 
voxel-based multiple regression analysis that revealed where the degree of structural 
damage correlated with the severity of phonological impairments. 
I hypothesised that the classification accuracy of the TMS-guided regions would 
be higher than that of the alternative set of regions because there is already prior 
evidence that the TMS regions contribute to normal phonological processing. 
Alternatively, however, it might be possible to identify the critical lesion sites from highly 
controlled statistical analyses without the need for regions of interest from TMS studies 
of neurologically-normal subjects.  
The first lesion-deficit mapping analysis involved (a) creating a lesion overlap 
map from patients with selective phonological processing impairments and (b) extracting 
the brain areas (if any) that were commonly compromised in these patients. This is a 
widely used approach that pinpoints the parts of the brain where damage is frequently 
observed in patients with a deficit of interest. For instance, in a seminal study, Dronkers 
(1996) overlapped the binary lesion images (manually extracted from CT and MRI scans) 
of a group of 25 stroke patients who had the same behavioural deficit (i.e. apraxia of 
speech) and found that a region of the left precentral gyrus of the insula was damaged 
in all cases (i.e. 100% lesion overlap). The well-recognised problem with such lesion 
overlap approach is that a lesion overlap map (LOM) from stroke patients inevitably 
conflates critical regions with non-critical regions that are co-incidentally damaged by 
stroke but irrelevant for the function being investigated (Kimberg et al., 2007; Inoue et 
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al., 2014; Mah et al., 2014; Sperber and Karnath, 2017). This is particularly problematic 
when the same deficit can be caused by damage to two or more different regions (that 
are each part of a distributed neural system that supports the function of interest) 
because, when a lesion overlap map is created for all patients with the deficit, the area 
of maximum lesion overlap may not include the critical lesion sites at all. Instead, the 
maximum overlap will be skewed towards regions that are most susceptible to stroke 
damage (Kimberg et al., 2007; Inoue et al., 2014; Mah et al., 2014; Sperber and Karnath, 
2017). Specifically, the white matter in the vicinity of the central portion of the middle 
cerebral artery is particularly vulnerable to stroke damage (e.g., Phan et al., 2005; 
Stoeckel et al., 2007; Cheng et al., 2011) and might be consistently compromised in 
patients whose phonological processing impairments are caused by damage to SMG or 
pOp or both. The TMS-guided regions help to overcome this problem by (i) grouping 
patients according to damage to “distant” regions of interest, and (ii) removing patients 
with very large lesions that span multiple sites. 
The second lesion-deficit mapping analysis entailed identifying the brain regions 
where the frequency of damage was greater in patients with selective phonological 
impairments relative to patients without phonological impairments. Such methodology 
involves the use of formal statistical machinery to draw inferences about the differential 
distribution of damage in two groups of tightly matched subjects who are assumed to 
differ along one dimension only (i.e. usually the presence or absence of a deficit of 
interest) (Karnath et al. 2004; Rudrauf et al., 2008). For example, Karnath et al. (2004) 
conducted a voxel-wise statistical analysis that compared the lesion images of a group 
of 140 right-hemisphere stroke patients, who either did or did not exhibit the symptoms 
of spatial neglect. It was shown that, relative to the control group (i.e. patients that did 
not have spatial neglect), those with spatial neglect had a higher frequency of damage 
to a set of regions encompassing the right superior temporal gyrus, planum temporale, 
sensorimotor cortex, insula, putamen and caudate nuclei (even after Bonferroni 
correction for multiple comparisons). Despite the rational logic of this analysis, there are 
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two reasons why I hypothesised that regions based on univariate voxel-based statistical 
comparisons of two groups would be less predictive than the TMS-guided regions. The 
first is the same as that raised above for the unguided lesion overlap map: the spatial 
extent and location of the identified regions may be distorted when multiple lesion sites 
(e.g., SMG and pOp) can result in the same deficit. The second is that the inclusion of 
patients who may have recovered from initial deficits could hamper the identification of 
necessary regions because these patients would mistakenly be assigned to the control 
group (Karnath and Rennig, 2017). I, therefore, hypothesised that the regions identified 
by the voxel-based statistical comparison of two groups (with and without the deficit) 
would (i) not necessarily be the same as those identified by the TMS-guided approach 
and (ii) have lower prediction accuracy than the TMS-guided regions. 
The third lesion-deficit mapping analysis was a univariate voxel-based 
correlational methodology that identified the brain regions where the degree of damage 
to each voxel correlated with the severity of phonological impairments after factoring out 
other sources of variance (e.g., semantic processing abilities). This type of voxel-based 
lesion-deficit technique differs from the group comparison described above because 
patients do not need to be split into impaired and non-impaired subsets. For instance, 
Bates et al. (2003) found that poor speech fluency was associated with damage to 
portions of the insula and superior longitudinal fasciculus. Furthermore, by identifying an 
alternative set of areas where damage was associated with poorer auditory 
comprehension, the authors were able to confirm that language production and 
comprehension dissociate at the neural level. More recent developments in univariate 
lesion-deficit mapping permit (i) the addition of multiple regressors to factor out variance 
unrelated to the cognitive process being investigated, such as lesion size and 
behavioural covariates of no interest (e.g., Geva et al., 2011; Schwartz et al., 2012; Pillay 
et al., 2014) and (ii) the use of continuous measures of structural abnormality (Tyler et 
al., 2005; Leff et al., 2009; Butler et al., 2014; Gajardo-Vidal, Lorca-Puls et al., 2018; 
Lorca-Puls et al., 2018). The multiple regression approach was therefore expected to 
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identify similar regions of interest to the group comparison analysis described above. 
However, it might be more sensitive to effects of interest than the group comparison 
because the behaviour of interest (i.e. phonological processing abilities) and structural 
damage are both measured on a continuous scale (i.e. the severity of impairments and 
the degree of structural abnormality) rather than a categorical scale (i.e. the presence or 
absence of an impairment/damage). Conversely, the inclusion of regressors of no 
interest (e.g., semantic processing abilities) may sensitise the analysis to the effects of 
interest but might also remove variance of interest.    
The decision to perform univariate voxel-based rather than multivariate machine-
learning-based lesion-deficit mapping analyses was primarily motivated by the following 
three observations: (i) multivariate lesion-deficit mapping methods are still in their early 
days as reflected by the lack of consensus as to how these types of analyses should be 
conducted (Karnath et al., 2018) and ongoing discussions on how to optimally estimate 
the statistical significance of the ensuing spatial maps (e.g., Yourganov et al., 2018); (ii) 
it is not clear how the weights in multivariate models should be interpreted in 
neurobiological terms since large weights may bear no relationship at all to the cognitive 
process under study (and vice versa; Haufe et al., 2014) or how the lesion information 
should be encoded to produce stable results (Rondina et al., 2016); and, finally, (iii) as 
mass-univariate analyses, popular multivariate implementations are prone to 
displacement of lesion-deficit mappings towards areas of greater susceptibility to 
vascular events (Sperber et al., 2018) and can fail to capture a substantial proportion of 
the variance they are designed to explain (Zhang et al., 2014; Pustina et al., 2018). 
Hence, although multivariate machine-learning-based lesion-deficit mapping techniques 
hold great promise and may eventually replace their univariate counterparts, the current 
state of affairs makes it difficult to exploit their full potential. Moreover, the overarching 
goal of the current chapter was to evaluate the added value of the TMS-guided lesion-
deficit mapping approach introduced in Experiment II against a representative collection 
of techniques. This condition seems at present to be better satisfied by univariate voxel-
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based rather than multivariate machine-learning-based methods. In addition and 
considering the distributed nature of the brain systems underpinning human cognitive 
functions, I formally assessed the possibility that prediction accuracy may be highest 
when the joint (or multivariate) contribution of multiple regions of interest is taken into 
account, which is somewhat equivalent to carrying out a network analysis. 
In summary, each of these approaches to lesion-deficit mapping have attracted 
some level of criticism for one reason or another (for more details, see Bates et al., 2003; 
Hillis et al., 2004; Inoue et al., 2014; Mah et al., 2014; Price et al., 2017; Gajardo-Vidal, 
Lorca-Puls et al., 2018; Lorca-Puls et al., 2018). The critical point, however, is that 
univariate lesion-deficit mapping analyses are still widely used by and remain very 
popular among researchers (de Haan and Karnath, 2018), which makes them a 
representative collection of techniques. Furthermore, the focus of the current study was 
not to determine the best way to assess lesion-deficit associations but to compare the 
classification accuracy of the TMS-guided regions with that of an alternative set of 
regions derived from a variety of voxel-based lesion-deficit mapping analyses. In this 
sense, previous TMS and fMRI studies of neurologically-normal subjects have implicated 
multiple brain areas in phonological processing (e.g., Devlin et al., 2003; McDermott et 
al., 2003; Acheson et al., 2011; Krieger-Redwood et al., 2013; Murakami et al., 2015; 
Hartwigsen et al., 2016). From a neural network perspective, it is therefore possible to 
anticipate that if different lesion-deficit mapping methodologies identify different critical 
nodes of the phonological system where brain damage impairs behaviour, then the 
highest classification accuracy should be observed when the regions are considered in 
combination rather than in isolation. Conversely, if highly overlapping regions are 
detected or if a subset of the regions consists of areas that are commonly compromised 
by stroke but do not include the full extent of damage that is necessary for the presence 
of persistent phonological impairments, then the accuracy of the classification/prediction 
will not necessarily benefit from using the regions in combination because they are 
redundant or have limited predictive power. 
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5.2.1 Research question 
In short, the current experiment attempted to address the following research 
question: 
 How does the classification accuracy of the TMS-guided regions compare to that 
of an alternative set of regions derived from voxel-based lesion-deficit mapping 
analyses? 
5.3 Materials and Methods 
5.3.1 Participants 
Samples 1 (1-5 years post-stroke) and 3 (> 5 years post-stroke) in the current 
chapter were the same as Samples 1 and 3 in the previous chapter (i.e. Experiment II). 
Sample 1 was used to test how consistently damage to distinct regions of interest derived 
from various types of lesion-deficit mapping analyses was associated with the presence 
or absence of phonological processing impairments. Sample 3 was used to validate the 
lesion-deficit associations identified with Sample 1, while also considering the effect of 
time post-stroke (> 5 years versus 1-5 years). There was no overlap between Samples 
1 and 3. 
As in Experiments I and II, two subsets of patients were selected from Sample 1 
to determine the percentage of damage to any given region that best accounted for the 
presence or absence of phonological impairments. Subset 1A included those who were 
categorised with phonological impairments but not semantic impairments (see Chapter 
3). Subset 1B included those who were matched to Subset 1A for left-hemisphere lesion 
size but did not meet the criteria used to define phonological impairments. Lesion size 
was matched between the two groups by finding the minimum and maximum lesion 
volumes that were common to both groups with no significant differences in mean lesion 
size across groups. For more details on Subsets 1A and 1B, see Table 3.4 in Chapter 3. 
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5.3.2 Regions of interest from univariate lesion-deficit mapping analyses 
There are multiple ways in which lesion-deficit analyses can be conducted 
including lesion overlap maps of patients of interest and distinct types of statistical 
comparisons (group or correlational) of patients with and without deficits. These analyses 
can also be conducted with different types of behavioural data (presence/absence of 
deficit or severity of deficit) and different types of lesion images (presence/absence of 
damage or degree of damage) (for more information, see Rorden et al., 2007; de Haan 
and Karnath, 2018; Karnath et al., 2018; Sperber and Karnath, 2018).    
I chose to draw on three clearly distinguishable methodologies that are widely 
used by the lesion-deficit mapping community, thereby providing a representative 
collection of techniques. The classification accuracy for each set of regions was 
compared to that of the TMS-guided regions (i.e. those identified in Experiment II). 
Additionally, I explored the possibility that using a combination of regions may provide a 
better fit of the data than considering each of the different types of regions alone. 
The first region of interest (ROI-1) was derived from an overlap map of the lesion 
images from all 23 patients in Subset 1A (categorised with phonological impairments but 
not semantic impairments); see Figure 5.1A. The purpose of this “unguided” lesion 
overlap map analysis was to identify the brain regions most commonly damaged in 
patients with selective phonological impairments. It was found that the maximum number 
of patients who had damage at any given voxel was 19 (out of 23). This degree of 
overlap, however, was only observed in a very small region (i.e. 0.1 cm3). Comparison 
of the classification accuracy for different degrees of overlap identified that an overlap of 
16 patients (out of 23), observed over a 7.3 cm3 region (see ROI-1 in Figure 5.1B), was 
the best predictor of phonological performance. 
The second region of interest (ROI-2) was identified using a univariate voxel-
based group comparison of the frequency of lesions (as encoded by the binary lesion 
images) in the 23 patients with phonological but not semantic impairments (Subset 1A) 
and the 32 patients who did not meet the criteria for phonological impairments (Subset 
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1B). The analysis (i) was conducted in NPM (non-parametric mapping) which is part of 
the MRIcron software package (https://www.nitrc.org/projects/mricron); and (ii) followed 
procedures described in Rorden et al. (2007) including (a) using the Liebermeister test 
(which has been shown to be more sensitive than the Chi-Squared or Fisher's Exact test) 
and (b) limiting the analysis to voxels that were damaged in at least 20% of the 55 
patients (for rationale, see Sperber and Karnath, 2017). The resulting region of interest 
(1.0 cm3) comprised all the voxels that surpassed a statistical threshold of p < 0.001 
uncorrected, one-tailed (see ROI-2 in Figure 5.1C); because no effects survived a voxel-
level family-wise error (FWE) corrected threshold (i.e. p < 0.05, FWE-corrected). 
The third region of interest (ROI-3) was derived from a univariate voxel-based 
multiple regression analysis that identified voxels where greater lesion load was 
significantly associated with poorer phonological processing abilities across the 55 
patients in Subsets 1A and 1B (combined). This was performed in SPM12 using multiple 
regression and the general linear model. The imaging data entered into the analysis were 
the continuous (fuzzy) lesion images that index the degree of structural abnormality on 
a continuous scale from 0 (completely normal) to 1 (completely abnormal) at each and 
every voxel of the brain relative to normative data drawn from a sample of 64 
neurologically-normal controls (for more details, see Chapter 2). The continuous lesion 
images provided a richer level of information than the binary lesion images used in the 
group comparison described above (but note that either type of image could be used in 
either analysis). The behavioural regressor of interest was the average scores of non-
word reading and digit span, which are sensitive to phonological processing impairments. 
In addition, the following regressors were included to factor out other sources of variance: 
(i) auditory word-to-picture matching scores which are sensitive to auditory recognition 
of aurally presented words and lexical-semantic processing, (ii) visual word-to-picture 
matching scores which are sensitive to visual recognition of written words and lexical-
semantic processing and (iii) visual semantic associations scores, which are sensitive to 
picture recognition and semantic processing. As in the voxel-based group comparison 
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described above, the search volume for the voxel-based correlational analysis was 
restricted to voxels that were damaged in at least 20% of the 55 patients from Subsets 
1A and 1B (for rationale, see Sperber and Karnath, 2017). The statistical threshold was 
set at p < 0.001 uncorrected, one-tailed (see ROI-3 in Figure 5.1D); because no 
significant effects were observed at a voxel-level FWE-corrected threshold of p < 0.05. 
5.3.3 Determining the threshold for critical damage 
For each region, I investigated how accurately different thresholds of damage (e.g., 
100%, 90%, 80% and 70%) categorised 55 patients in Subsets 1A and 1B into those 
with versus without phonological impairments; see Chapters 3 for details. 
5.3.4 Evaluating the combination of regions that maximised classification 
accuracy 
A logistic regression framework was used to formally evaluate whether the 
presence or absence of above-threshold damage to each region made a unique and 
significant contribution to classification accuracy. Specifically, the binary outcome 
variable was the presence or absence of phonological impairments (as defined by 
abnormally low performance on both the non-word reading and digit span tasks), and 
the predictors were the presence or absence of above-threshold damage to each set of 
regions. This analysis was conducted on Sample 1 (1-5 years post-stroke) and Sample 
3 (> 5 years post-stroke) separately. 
5.4 Results 
5.4.1 Regions of interest from univariate lesion-deficit mapping analyses 
ROI-1 (the unguided-LOM region) included portions of the white matter between 
the TMS-guided SMG and pOp regions in the anterior, posterior and long segments of 
the arcuate fasciculus, the corticospinal tract, inferior longitudinal fasciculus, inferior 
fronto-occipital fasciculus and periventricular white matter (see Figure 5.1B). Critically, 
less than 20% of either TMS-guided SMG or TMS-guided pOp was contained within ROI-
1 (see Table 5.1). In contrast, greater damage to ROI-1 co-occurred with greater damage 
to the TMS-guided regions (see Figure 5.2). 
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ROI-2 (from the voxel-based group comparison of patients with versus without 
phonological impairments) was located in the mid part of the left superior temporal gyrus 
including portions of the planum temporale and Heschl’s gyrus as well as portions of the 
inferior longitudinal fasciculus, inferior fronto-occipital fasciculus and hippocampus (see 
Figure 5.1C). This region is completely different from ROI-1 and the TMS-guided regions 
(see Table 5.1). Importantly, the degree of damage to ROI-2 co-varied with that to the 
TMS-guided regions (see Figure 5.2), and significantly more so for the SMG region than 
the pOp region (z = 4.42, p < 0.001 in Sample 1; z = 2.83, p = 0.005 in Sample 3). 
ROI-3 (where greater lesion load was associated with poorer phonological 
processing abilities) was similar to ROI-2 in that it was centred on the mid portion of the 
left superior temporal gyrus (see Figure 5.1D). Specifically, 92% of ROI-3 was contained 
within ROI-2 (see Table 5.1). As with ROI-2, greater lesion load in ROI-3 was more 
strongly correlated with greater lesion load in the TMS-guided SMG region than the TMS-
guided pOp region (z = 4.20, p < 0.001 in Sample 1; z = 3.54, p < 0.001 in Sample 3); 
see Figure 5.2. 
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Figure 5.1: Univariate lesion-deficit mapping regions. (A) Lesion overlap map of 
patients with selective phonological processing impairments in Subset 1A (n = 23). (B) 
ROI-1 (in violet) only included voxels that were damaged in 16 out of 23 patients from 
the lesion overlap map. The voxel-based lesion-deficit mapping regions are shown in 
green for ROI-2 (C) and cyan for ROI-3 (D). 
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Figure 5.2: Co-occurring patterns of damage. The figure illustrates how likely it was 
that any given pair of regions were concurrently affected by stroke damage in Samples 
1 and 3. All regional lesion load correlations were statistically significant at p < 0.001, 
except for that between TMS-guided pOp and ROI-3 in Sample 3 (i.e. r(108) = 0.25, p = 
0.008). 
 
Table 5.1: Overlap between TMS-guided and univariate lesion-deficit mapping regions. 
  TMS-guided Univariate 
  SMG pOp ROI-1 ROI-2 ROI-3 
TMS-guided SMG 100% 0% 61% 4% 0% 
 pOp 0% 100% 24% 0% 0% 
Univariate ROI-1 18% 8% 100% 2% 8% 
ROI-2 0% 0% 0% 100% 92% 
 ROI-3 0% 0% 0% 9% 100% 
 
The table shows the percentage of each of the regions listed at the top contained within 
each of the regions on the left-hand side. 
 
5.4.2 Critical damage thresholds 
The thresholds for the degree of damage that best explained the presence or 
absence of phonological impairments was: 90%, 70% and 100%, for ROI-1, ROI-2 and 
ROI-3, respectively (see Table 5.2). Henceforth, “above-threshold damage” refers to 
instances where the degree of damage to the region of interest was equal to or greater 
than the region-specific threshold. 
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Table 5.2: Critical damage thresholds for univariate lesion-deficit mapping regions. 
ROI Threshold PPV NPV Sensitivity Specificity Odds Ratio 
ROI-1 100% 100% 63% 17% 100% --- 
 *90%* 70% 64% 30% 91% *4.2* 
 80% 56% 65% 43% 75% 2.3 
 70% 52% 67% 57% 63% 2.2 
ROI-2 100% 75% 61% 13% 97% 4.7 
 90% 67% 63% 26% 91% 3.4 
 80% 69% 67% 39% 88% 4.5 
 *70%* 71% 68% 43% 88% *5.4* 
ROI-3 *100%* 75% 72% 52% 88% *7.6* 
 90% 72% 73% 57% 84% 7.0 
 80% 72% 73% 57% 84% 7.0 
 70% 70% 74% 61% 81% 6.7 
 
Threshold = percentage of the region of interest (ROI) damaged; PPV/NPV = positive 
and negative predictive values. 
 
5.4.3 Classification accuracy for Sample 1 
For ROI-1, phonological impairments were observed in 89% (33/37) of the 
patients with above-threshold damage and 24% (28/117) of the patients with below-
threshold damage. For ROI-2, phonological impairments were observed in 85% (33/39) 
of the patients with above-threshold damage and 24% (28/115) of the patients with 
below-threshold damage. For ROI-3, phonological impairments were observed in 81% 
(35/43) of the patients with above-threshold damage and 23% (26/111) of the patients 
with below-threshold damage (see Table 5.3). 
The odds ratios for ROI-1, ROI-2 and ROI-3 were: 26.2, 17.1 and 14.3, all of 
which were lower than that for the TMS-guided regions (i.e. 32.6); see Table 5.3. 
However, the odds ratio experienced a marked increase when the TMS-guided regions 
were combined with ROI-2 (49.2) or ROI-3 (47.5). This is because ROI-2 and ROI-3 
accounted for 7 and 8 patients with phonological impairments who did not have above-
threshold damage to the TMS-guided regions, respectively. Conversely, the TMS-guided 
regions accounted for 20 patients with phonological impairments who did not have 
above-threshold damage to ROI-2, 19 patients who did not have above-threshold 
damage to ROI-3 and 16 patients who did not have above-threshold damage to ROI-1. 
 175 
 
There was no further improvement when ROI-1 was included in any combination of the 
other ROIs or when ROI-2 and ROI-3 were added to the same analysis (see Table 5.3). 
In other words, the best classification accuracy was obtained from the combination of the 
TMS-guided regions with ROI-2 (or ROI-3). 
Table 5.3: Classification accuracy for TMS-guided and univariate lesion-deficit mapping 
regions in Sample 1. 
ROI Threshold PPV NPV Sensitivity Specificity Odds 
Ratio 
(1) TMS-guided 80% 85% 85% 75% 91% 32.6 
(2) ROI-1 90% 89% 76% 54% 96% 26.2 
(3) ROI-2 70% 85% 76% 54% 94% 17.1 
(4) ROI-3 100% 81% 77% 57% 91% 14.3 
(1) & (2) as above 83% 87% 80% 89% 33.9 
(1) & (3) as above 83% 91% 87% 88% 49.4 
(1) & (4) as above 81% 92% 89% 86% 47.5 
(2) & (3) as above 85% 80% 66% 92% 23.4 
(2) & (4) as above 82% 82% 69% 90% 20.6 
(3) & (4) as above 82% 77% 59% 91% 15.3 
(1) & (2) & (3) as above 82% 91% 87% 87% 44.7 
(1) & (2) & (4) as above 79% 92% 89% 85% 43.5 
(1) & (3) & (4) as above 81% 92% 89% 86% 47.5 
(2) & (3) & (4) as above 82% 82% 69% 90% 20.6 
(1) & (2) & (3) & (4) as above 79% 92% 89% 85% 43.5 
 
Threshold = critical damage threshold for each region of interest (ROI); PPV/NPV = 
positive and negative predictive values. 
 
5.4.4 Classification accuracy for Sample 3 
Although Sample 3 was entirely independent of the region identification process, 
the classification accuracy of the TMS-guided regions (odds ratio = 27.6) was still 
substantially better than that of ROI-1 (odds ratio = 10.8), ROI-2 (odds ratio = 5.7) or 
ROI-3 (odds ratio = 7.8). The best fit of the data, however, was when the analysis 
included the TMS-guided regions as well as ROI-3 (odds ratio = 55.7), with no further 
improvements observed when the TMS-guided regions were combined with ROI-1 (odds 
ratio = 39.7) or ROI-2 (odds ratio = 30.7) or when any other combination of ROIs was 
used (see Table 5.4). 
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The combination of the TMS-guided regions and ROI-3 resulted in very high 
sensitivity because 98% (39/40) of patients with phonological impairments had above-
threshold damage to one or more of these regions. Put another way, the absence of 
above-threshold damage to these regions predicted the absence of phonological 
impairments in 98% (40/41) of patients (i.e. very high negative predictive value). The 
positive predictive value, however, was much lower because 42% (28/67) of patients 
with above-threshold damage to the regions of interest did not have phonological 
impairments (see Table 5.5 for full breakdown). 
Table 5.4: Classification accuracy for TMS-guided and univariate lesion-deficit mapping 
regions in Sample 3. 
ROI Threshold PPV NPV Sensitivity Specificity Odds 
Ratio 
(1) TMS-guided 80% 64% 94% 93% 69% 27.6 
(2) ROI-1 90% 72% 81% 65% 85% 10.8 
(3) ROI-2 70% 66% 75% 53% 84% 5.7 
(4) ROI-3 100% 69% 78% 60% 84% 7.8 
(1) & (2) as above 63% 96% 95% 68% 39.7 
(1) & (3) as above 59% 95% 95% 62% 30.7 
(1) & (4) as above 58% 98% 98% 59% 55.7 
(2) & (3) as above 64% 84% 75% 75% 9.0 
(2) & (4) as above 65% 86% 80% 75% 12.0 
(3) & (4) as above 65% 77% 60% 81% 6.3 
(1) & (2) & (3) as above 59% 95% 95% 62% 30.7 
(1) & (2) & (4) as above 58% 98% 98% 59% 55.7 
(1) & (3) & (4) as above 58% 98% 98% 59% 55.7 
(2) & (3) & (4) as above 63% 86% 80% 72% 10.3 
(1) & (2) & (3) & (4) as above 58% 98% 98% 59% 55.7 
 
Threshold = critical damage threshold for each region of interest (ROI); PPV/NPV = 
positive and negative predictive values. 
 
 
 
 
 
 
 177 
 
Table 5.5: Incidence of phonological processing impairments according to the damage 
status of the best combination of regions. 
Above-threshold 
damage to: 
Phonological 
Impairments? 
Yes No 
Sample 1 (1-5 years post-stroke) 
(1) TMS-guided SMG only 5 0 
(2) TMS-guided pOp only 13 5 
(3) ROI-2 only 7 3 
(1) & (2) not (3) 2 0 
(1) & (3) not (2) 4 1 
(2) & (3) not (1) 7 0 
(1) & (2) & (3) 15 2 
Neither (1), (2) or (3) 8 82 
Error 13% 12% 
Sample 3 (> 5 years post-stroke) 
(1) TMS-guided SMG only 1 1 
(2) TMS-guided pOp only 9 12 
(3) ROI-3 only 2 7 
(1) & (2) not (3) 5 4 
(1) & (3) not (2) 7 0 
(2) & (3) not (1) 4 1 
(1) & (2) & (3) 11 3 
Neither (1), (2) or (3) 1 40 
Error 3% 41% 
 
The error term represents the percentage of those patients with phonological 
impairments who did not have above-threshold damage to any of the regions (i.e. false 
negative rate; left-hand side column) as well as the percentage of those patients without 
phonological impairments who had above-threshold damage to one or more of the 
regions (i.e. false positive rate; right-hand side column). 
 
5.4.5 Logistic regression analysis 
In Sample 1, the full logistic regression model predicted with an overall accuracy 
of 88% the presence or absence of phonological impairments relative to 60% for an 
intercept only model (X2(3) = 84.27, p < 0.001, Nagelkerke R2 = 57.0%). Crucially, each 
of the variables included in the regression equation (i.e. TMS-guided pOp, TMS-guided 
SMG and ROI-2) made a unique and significant contribution to prediction accuracy, over 
and above that added by the other regions; and even after controlling for the effect of 
lesion size (p < 0.05 for all). 
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In Sample 3, the full model yielded a prediction accuracy (i.e. 81%) which was 
significantly higher than that (i.e. 63%) of an intercept only model (X2(3) = 47.26, p < 
0.001, Nagelkerke R2 = 48.4%). More importantly, above-threshold damage to TMS-
guided pOp, TMS-guided SMG or ROI-3 was significantly and independently associated 
with the presence of phonological impairments, even after factoring out variance 
accounted for by lesion size (p < 0.05 for all). 
5.5 Discussion 
 Experiment III compared the predictive power of the TMS-guided regions (from 
Experiment II) with that of an alternative set of regions derived from a representative 
collection of voxel-based lesion-deficit mapping analyses. I found that the ability to 
discriminate patients with versus without phonological impairments was substantially 
better when using the TMS-guided regions identified in Experiment II than regions 
obtained from: (i) an unguided lesion overlap map (LOM); (ii) a voxel-based comparison 
of lesions in patients with versus without phonological impairments; and (iii) a voxel-
based multiple regression analysis. Moreover, when the anatomical location of these 
regions was compared, it was shown that the degree of overlap between any given pair 
varied greatly, ranging from as much as 92% (e.g., for ROI-2 and ROI-3) to as little as 
0% (e.g., for TMS-guided and ROI-2 or ROI-3); see Table 5.1. More importantly, 
however, the combination of the non-overlapping TMS-guided pOp, TMS-guided SMG 
and ROI-2/ROI-3 regions yielded the highest classification accuracy, because each 
region explained a unique and significant proportion of the variance in phonological 
outcome irrespective of time post-stroke (1-5 years versus > 5 years) and lesion size.        
5.5.1 The lesion sites that best explain the incidence of phonological impairments 
The presence or absence of phonological impairments was explained by the 
TMS-guided regions better than any of the other sets of regions (see Tables 5.3 and 
5.4). However, the best fit of the data was when the analysis took into account ROI-2 or 
ROI-3 (centred on the mid portion of the left superior temporal gyrus) as well as the TMS-
guided regions (pOp and SMG). This is because damage to the TMS-guided regions 
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explained phonological impairments in patients who did not have damage to ROI-2 or 
ROI-3; while, conversely, damage to ROI-2 or ROI-3 explained phonological impairments 
in patients who did not have damage to the TMS-guided regions (see Table 5.5 for full 
breakdown). Together, the TMS-guided regions and ROI-2 or ROI-3 were able to 
account for the incidence of phonological impairments after stroke in most of the affected 
patients (i.e. sensitivity 87% in Sample 1 and 98% in Sample 3; see Tables 5.3 and 5.4). 
Put another way, the absence of damage to these regions predicted the absence of 
phonological impairments very accurately (i.e. negative predictive value 91% in Sample 
1 and 98% in Sample 3; see Tables 5.3 and 5.4). This is quite remarkable in that it 
provides a much more consistent explanation of the incidence of aphasic 
symptomatology than that expected on the basis of recent reviews (Watila and Balarabe, 
2015) and may, in future, help to improve our ability to predict positive outcomes after 
stroke. Moreover, it highlights how distinct regions of interest derived from a variety of 
lesion-deficit mapping analyses can each contribute unique information, which when 
integrated could help to pinpoint all the critical nodes of a distributed neural system where 
brain damage disrupts behaviour (Gajardo-Vidal, Lorca-Puls et al., 2018). 
5.5.2 The seed TMS regions increased classification accuracy 
The functionally localised TMS regions based on studies of neurologically-normal 
individuals (from Gough et al., 2005 and Sliwinska et al., 2015) were essential for 
stratifying the patients into different groups (with damage to pOp or SMG) before 
generating lesion overlap maps. Without such guidance, a lesion overlap map identified 
brain areas that were commonly compromised in patients with selective phonological 
impairments, but the region of interest derived from the unguided lesion overlap map (i.e. 
ROI-1) did not include the full extent of pOp and SMG damage that was necessary for 
the presence of persistent phonological impairments. Instead, the unguided-lesion-
overlap-map region (ROI-1) included the white matter tracts running between SMG and 
pOp. Consequently, damage to ROI-1 was highly likely in patients with SMG or pOp 
lesions (see Figure 5.2). The involvement of these white matter tracts may merely reflect 
 180 
 
greater susceptibility to vascular damage caused by stroke (Phan et al., 2005; Stoeckel 
et al., 2007; Cheng et al., 2011; Mah et al., 2014; Sperber and Karnath, 2016) because 
the lesion overlap map approach cannot exclude the possibility that the same white 
matter areas are as frequently damaged in patients without phonological impairments as 
they are in patients with phonological impairments. In brief, the inferred spatial extent 
and location of critical regions in the unguided lesion overlap map may have been 
distorted towards regions that are commonly compromised by stroke (Kimberg et al., 
2007; Inoue et al., 2014; Mah et al., 2014; Sperber and Karnath, 2017).  
5.5.3 The voxel-based statistical analyses failed to detect the TMS-guided regions 
The univariate voxel-based analyses (used to identify ROI-2 and ROI-3) failed to 
identify the TMS-guided SMG and pOp regions that have been found to be important for 
normal phonological processing. This is unlikely to be due to limited statistical power 
because there were plenty of patients with damage to both SMG and pOp (see Figure 
3.8 in Chapter 3). Instead, it suggests an inconsistent mapping of damage/preservation 
with the presence or absence of phonological impairments. For example, damage to a 
region may not always be associated with a deficit of interest if the analysis includes 
patients who have recovered from an earlier deficit (Karnath and Rennig, 2017). In 
addition, preservation of a region will not be associated with spared performance when 
the same functional impairment can be caused by more than one lesion site (Gajardo-
Vidal, Lorca-Puls et al., 2018) as appears to be the case with TMS-guided SMG and 
pOp. This is particularly problematic for univariate voxel-based analyses that assume 
that the effect of damage to one voxel is not influenced by the lesion status of any other 
voxel in the brain (i.e. thousands of independent statistical tests are conducted on a 
voxel-by-voxel basis) (DeMarco and Turkeltaub, 2018). Thus, when damage to more 
than one region (e.g., region A or B) can independently cause the same functional 
impairment, univariate voxel-based analysis will fail to identify regions A and B (unless 
the frequency of damage to A & B is substantially greater than that to either region alone). 
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This is because preservation of region A will inconsistently be associated with preserved 
function if region B is damaged and vice versa. 
The importance of SMG and pOp for phonological processing might also have 
been missed because the univariate statistical analyses used to identify ROI-2 and ROI-
3 were not able to determine how the combination of damage to two different regions 
impacts upon outcome and recovery (Price et al., 2017). For example, the results of 
Experiment II and III suggest that it is the combination of damage to cortical regions 
(SMG or pOp) and the underlying white matter that causes persistent phonological 
impairments. This is related to the so called “partial injury problem”, whereby a functional 
impairment is only observed when a certain portion of a critical region encompassing 
multiple voxels is damaged (Rorden et al., 2009). The problem arises because the 
association between lesion and deficit appears to be inconsistent if the effect of damage 
on behaviour is assessed at the level of single voxels. In other words, the ability of 
univariate voxel-based analyses to detect statistically significant effects is compromised 
by the fact that partial damage to different parts of TMS-guided SMG or pOp does not 
consistently result in phonological processing impairments. However, if the contribution 
of multiple voxels (or patches of voxels) is considered simultaneously, the problem 
becomes solvable. Future statistical lesion-deficit analyses may therefore need to use 
multivariate rather than univariate methods to, for instance, test whether the effect of 
damage to one or more regions is super-additive of the effect of damage to either region 
alone. 
5.5.4 The voxel-based statistical analyses identified similar regions 
 Whereas less than 10% of ROI-2 or ROI-3 were contained within ROI-1 or the 
TMS-guided regions, there was a substantial degree of overlap between ROI-2 and ROI-
3 (see Table 5.1). Specifically, most of the voxels comprising ROI-3 (i.e. 92%) were also 
part of ROI-2. This is not surprising given that the voxel-based analyses that identified 
ROI-2 and ROI-3 were designed to answer essentially the same question: where in the 
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brain does the presence or absence of damage is associated with the presence or 
absence of phonological impairments? 
There were also some differences between ROI-2 and ROI-3. For instance, ROI-
2 covered a larger area than ROI-3 (1.0 cm3 versus 0.1 cm3) including the underlying 
white matter and portions of the hippocampus. As these regions were based on results 
that were thresholded at p < 0.001 uncorrected (given that no voxels survived correction 
for multiple comparisons), the differences between ROI-2 and ROI-3 might represent 
false positives. Future studies are therefore required to investigate whether the 
dissimilarities between ROI-2 and ROI-3 occurred because the group comparison that 
identified ROI-2 was performed using binary measures of structural abnormality (i.e. 
binary lesion images), while the multiple regression analysis that identified ROI-3 was 
conducted on continuous measures of structural abnormality (i.e. fuzzy lesion images). 
In addition, there were discrepancies in how the analyses controlled for co-occurring 
semantic impairments: the group comparison only looked at patients with phonological 
impairments in the context of normal semantic performance. In contrast, the multiple 
regression analysis factored out additional residual variance related to inter-patient 
differences in semantic processing abilities with the inclusion of behavioural covariates 
of no interest. 
The important point for the purpose of the current study is, however, that the 
presence or absence of damage to ROI-2 or ROI-3 provided the same classification of 
outcomes (with versus without phonological impairments) in 38/44 (86%) and 30/37 
(81%) of patients in Samples 1 and 3, respectively. ROI-3 only differed from ROI-2 by (i) 
explaining three more patients with phonological impairments in Samples 1 and 3 (ROI-
2 explained an additional patient in Sample 1) and (ii) misclassifying two more patients 
without phonological impairments in Samples 1 and 3 (ROI-2 misclassified two additional 
patients in Sample 3).   
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5.5.5 Limitations 
One potential limitation of the current study is that the odds ratio (i.e. a single 
metric that reflects the overall performance of a binary predictor/classifier) for each of the 
four sets of regions suffered a noticeable drop when moving from Sample 1 (1-5 years 
post-stroke) to Sample 3 (> 5 years post-stroke). This could have been caused by a lack 
of generalizability of the results from one sample to the next (i.e. overfitting; Arbabshirani 
et al., 2017). However, the fact that other accuracy metrics exhibited the opposite pattern 
(see Tables 5.3 and 5.4) seems to go against such an explanation and instead favour an 
interpretation in terms of an overall effect of time post-stroke (an indirect index of 
recovery of language function). Put another way, it might be that the number of patients 
who are able to regain their phonological processing abilities following damage to one or 
more of the identified regions increases with recovery time. This would be consistent with 
prior reports that have shown that patients continue to improve their residual language 
skills even years after stroke onset (Holland et al., 2017; Hope et al., 2017) by, for 
example, recruiting an alternative set of intact regions (e.g., Brownsett et al., 2014; 
Geranmayeh et al., 2016, 2017; Xing et al., 2016; Griffis et al., 2017a; Lukic et al., 2017; 
Skipper-Kallal et al., 2017a, b). Future cross-sectional and longitudinal studies will need 
to investigate the lesion and non-lesion factors that might explain who will and will not 
have persistent phonological impairments in those with full or partial damage to the 
regions that have been found to be critical for accurate phonological processing here. 
 A second potential limitation is that, although the classification accuracy of the 
TMS-guided regions was demonstrated to be substantially higher than that of ROI-2 and 
ROI-3 which were derived from analyses that used the most popular univariate voxel-
based lesion-deficit mapping approaches, it remains to be tested whether the results 
would change if the latest machine learning algorithms were utilised to take into account 
how the effect of damage to one region depends on that in another by explicitly modelling 
the multivariate patterns in which brain damage can affect behaviour (Zhang et al., 2014; 
Hope et al., 2015; Yourganov et al., 2016; Pustina et al., 2018). However, despite their 
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relative advantages, sophisticated machine learning techniques are not without 
problems because (i) as in univariate analyses, they depend on operator decisions such 
as the definition of a single region (be it a single voxel, an anatomically-defined region 
or a data-defined region); and (ii) the multi-region lesion information extracted can 
become very complex and non-intuitive because of the high dimensionality that arises 
when the same deficit can be caused by damage to multiple regions and, conversely, 
when multiple deficits are associated with damage to the same region. Furthermore, 
there is no standard way of conducting multivariate lesion analyses since new methods 
are constantly being developed (e.g., Rondina et al., 2016; Yourganov et al., 2016; 
Malherbe et al., 2018; Pustina et al., 2018). For the time being, my findings in this study 
have shown that the presence or absence of damage to the TMS-guided SMG and/or 
pOp regions is a highly reliable predictor of the incidence of phonological processing 
impairments. 
Finally, the focus of my thesis has so far been on establishing whether TMS (and 
fMRI) of the healthy brain can be used to guide the identification of lesion sites that 
predict language outcome after stroke. However, (a) the level of processing that affects 
performance on phonologically demanding tasks in patients with damage to either of the 
identified TMS-guided regions has not yet been investigated in depth; (b) I also need to 
determine whether TMS-guided SMG or pOp lesions impair phonological more than 
semantic processing, as predicted by prior TMS studies (e.g., Gough et al., 2005; 
Hartwigsen et al., 2010a, b; Sliwinska et al., 2015; Hartwigsen et al., 2016); (c) it would 
be relevant to know whether the functional impairment that arises following damage to 
either the TMS-guided SMG or pOp regions differs in any measurable way. All these 
issues will be addressed in my fourth experiment (see next chapter). 
5.6 Conclusions 
This study showed that the ability to discriminate patients with versus without 
phonological impairments was substantially better when using the TMS-guided regions 
than regions derived from: (i) an unguided lesion overlap map of patients with selective 
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phonological impairments; (ii) a voxel-based statistical comparison of lesion sites in 
patients with versus without phonological impairments; or (iii) a voxel-based multiple 
regression analysis that correlated the degree of damage with the severity of 
phonological impairments. The highest classification accuracy was observed when the 
TMS-guided SMG and pOp regions were combined with ROI-2 in Sample 1 or ROI-3 in 
Sample 3. 
These findings demonstrate (i) that the seed TMS regions (from previous studies 
of neurologically-normal individuals) were essential for informing the search for critical 
lesion sites, (ii) how the integration of results from a variety of lesion-deficit mapping 
techniques can help to locate all the parts of a distributed cognitive system where brain 
damage disrupts behaviour, and (iii) the importance of the mid portion of the left superior 
temporal gyrus (which was part of ROI-2 and ROI-3) for phonological processing. 
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CHAPTER 6 (Experiment IV): 
Investigating the Functional Role of the TMS-guided SMG and 
pOp Regions 
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6.1 Summary 
 Experiment IV sought to characterise in greater detail the functional role played 
by the TMS-guided SMG and pOp regions. By analysing patients’ performance across a 
collection of tasks that placed varying demands on a wide range of sensory, motor and 
cognitive functions (such as auditory/visual perception, phonology, semantics and 
speech articulation), I found that: (i) damage to both TMS-guided regions disrupted the 
ability to perform tasks that involved phonological processing with and without the need 
to generate overt speech responses; (ii) the association between damage and impaired 
performance was significantly greater for phonologically than semantically demanding 
tasks following lesions to either region; and (iii) there were no noticeable differences in 
the behaviour of patients with damage to the TMS-guided SMG versus pOp regions. 
Taken together, these findings suggest that the TMS-guided SMG and pOp regions play 
a critical role in covert phonological processing, which is consistent with both being part 
of the dorsal language stream that supports the mapping between sensory and motor 
speech codes for overt and covert articulation. 
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6.2 Introduction 
The goal of my fourth study was to characterise in greater detail the functional 
role played by the TMS-guided regions (i.e. SMG and pOp), which could be of particular 
relevance to gaining a deeper understanding of the results reported in previous chapters 
as well as findings from other lesion, TMS and fMRI studies of phonological processing. 
The original studies of the undamaged brain that identified the seed TMS SMG 
and pOp regions used in Experiments I and II (i.e. Gough et al., 2005 and Sliwinska et 
al., 2015), employed a phonological decision task that did not require speech production. 
Specifically, neurologically-normal participants were asked to make a button press 
response to indicate whether pairs of visually presented words that had different 
spellings sounded the same (e.g., jeans - genes). It was found that TMS over SMG or 
pOp relative to no stimulation caused significant slowing in response times during 
phonological decisions but not during semantic decisions that involved making button 
press responses to indicate whether pairs of visually presented words were related in 
meaning (e.g., gift - present). The increased sensitivity to TMS during phonological 
contrasted with semantic processing is consistent with ample evidence from prior 
functional imaging studies that have shown higher activation in SMG and/or pOp for 
phonological than semantic tasks (Price et al., 1997; Poldrack et al., 1999; Booth et al., 
2002; Devlin et al., 2003; McDermott et al., 2003; Seghier et al., 2004; Gitelman et al., 
2005; Simard et al., 2013). It is also in line with reports that TMS over SMG or pOp was 
associated with less efficient performance on phonological relative to semantic 
decisions, irrespective of input modality (Hartwigsen et al., 2010a, b). 
The observation that TMS over SMG or pOp affects phonological decision 
performance independently of input modality (i.e. visual or auditory) (Hartwigsen et al., 
2010a, b) suggests that the recorded behavioural effect is not the consequence of 
disrupted perceptual processing. Likewise, an explanation in terms of perturbed motor 
speech production can be excluded because the phonological decisions used in prior 
TMS studies of SMG and pOp processing involved button press rather than overt speech 
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responses. There is also prior functional imaging (Crottaz-Herbette et al., 2004; Wimmer 
et al., 2010) and lesion (Geva et al., 2011) evidence that SMG and pOp support covert 
articulation after controlling for visual-to-phonological recoding. Together, previous TMS, 
fMRI and lesion studies of neurologically-normal subjects and brain-damaged patients 
therefore indicate that parts of SMG and pOp are involved in covert phonological 
processing.  
In this context, I hypothesised that the degree of damage to the TMS-guided SMG 
or pOp regions would be a significant predictor of inter-patient differences in performance 
on phonologically demanding tasks more than semantically demanding tasks, 
irrespective of the stimulus modality (visual or auditory) or whether overt speech 
production was required. Testing these hypotheses in the samples of patients from 
Experiments I-III is essential because the lesion studies in those chapters used larger 
regions of interest (TMS-guided) that involve a combination of white and grey matter. 
Moreover, phonological processing abilities were measured using speech production 
tasks (i.e. non-word reading and digit span) rather than phonological decisions with 
button press responses. It is therefore possible that stroke damage to the TMS-guided 
regions may have a larger impact on overt than covert phonological processing tasks if 
some of the grey and white matter included in these regions is necessary for speech 
articulation or if the demands on phonological processing are not completely matched 
across tasks (i.e. higher for overt than covert phonological tasks). Likewise, it is possible 
that stroke damage to the TMS-guided regions may impair semantic as well as 
phonological tasks if some of the grey and white matter included in these regions is 
necessary for a type of processing that is common to both phonological and semantic 
tasks. 
Another point that remains to be addressed is whether the effects of damage on 
behaviour differ for the SMG and pOp regions. In this sense, previous studies on the 
connectivity profiles of SMG and pOp have shown that these two regions are structurally 
and functionally densely interconnected (Catani et al., 2005; Makris et al., 2005; Xiang 
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et al., 2010; Margulies and Petrides, 2013; Martino et al., 2013). Moreover, by using a 
multiple receptor mapping approach, it has been demonstrated that the distribution of 
transmitter receptors in SMG is similar to that in pOp (Amunts et al., 2010; Caspers et 
al., 2013), suggesting the existence of a shared functional substrate between these two 
regions. Consequently, I predicted that the performance pattern of patients with damage 
to TMS-guided SMG would closely resemble that of patients with damage to TMS-guided 
pOp across a wide range of language tasks. Alternatively, the presence of lesion-specific 
task effects would point to a greater degree of functional differentiation between SMG 
and pOp than is possible to infer from prior research findings.  
6.2.1 Research question 
In brief, the current experiment attempted to answer the following research 
question: 
 What is the functional role of the TMS-guided SMG and pOp regions? 
6.2.2 Rationale 
If the functional impairment caused by damage to the TMS-guided regions is at 
the level of covert phonological processing, then damage to the TMS-guided regions 
should predict the ability to perform tasks that involve phonological processing but do not 
necessitate overt speech production. In the test battery administered to all patients (CAT; 
Swinburn et al., 2004), the writing-to-dictation task (hear a word and write it down) 
involves covert phonology (holding a phonological representation of the heard word in 
memory while the associated orthography is retrieved) because the response is in writing 
(i.e. it does not require overt speech production). I therefore investigated how well 
damage to the TMS-guided regions predicted performance on writing-to-dictation after 
controlling for other types of processing involved in this task including: (i) 
visual/orthographic processing, (ii) lexical-semantic processing and (iii) hand writing 
(copying text).   
Conversely, if the functional impairment caused by damage to the TMS-guided 
regions is at the level of overt phonological processing, then damage to the TMS-guided 
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SMG and pOp regions should predict performance on tasks involving overt speech 
production (e.g., non-word reading and digit span) but not on tasks that do not require 
overt speech production (i.e. writing-to-dictation). 
In addition, I investigated the degree to which damage to one or the other of the 
TMS guided regions was associated with performance on semantic tasks that either 
involved matching heard/seen words to pictures or semantic associations between two 
pictures. This allowed me to compare the strength of the lesion-deficit mapping for a 
range of tasks that varied in their demands on phonological and semantic processing.    
Finally, I compared the performance of patients with damage to TMS-guided 
SMG versus pOp across the 27 tasks that comprise the Comprehensive Aphasia Test 
(CAT). 
6.3 Materials and Methods 
6.3.1 Participants 
To minimise confounds from recovery of language function, only patients who 
were between 1 and 5 years post-stroke onset were included in the current study (i.e. 
Sample 1 from Experiments I, II and III). 
6.3.2 Task analysis 
The strength of the lesion-deficit association was considered for two phonological 
tasks involving overt speech production (non-word reading and digit span), one 
phonological task that required covert phonological processing without overt speech 
production (writing-to-dictation) and five control tasks: (i) visual word-to-picture matching; 
(ii) auditory word-to-picture matching; (iii) semantic associations of pictures of objects; 
(iv) reading function words; and (v) copying text. Details of each task can be found in 
Chapter 2. Figure 6.1 shows (a) an analysis of the levels of processing that might be 
engaged by each task and (b) how the combination of multiple tasks allows inferences 
to be made about the functional role played by the TMS-guided regions. 
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Figure 6.1: Task analysis. The levels of processing hypothesised to be required for 
completing the TMS phonological (PD) and semantic (SD) decision tasks, and the 
following tasks from the Comprehensive Aphasia Test (CAT): non-word reading (NWRd), 
digit span (DS), writing-to-dictation (WD), visual word-to-picture matching (VWPM), 
auditory word-to-picture matching (AWPM), semantic associations (SA), function word 
reading (FWRd), and copying text (CT). Black is used to highlight the phonological 
processes of interest that are shared by the TMS phonological task and at least one of 
the CAT phonological tasks. Dark grey indicates necessary/explicit processes. Light grey 
signifies supporting/implicit processes. 
 
6.3.3 Comparing the effect of damage to the TMS-guided regions on covert versus 
overt phonological processing 
Three different multiple regression models were used to test whether the TMS-
guided SMG and pOp regions are involved in covert versus overt phonological 
processing:  
(1) The first model included non-word reading scores as the outcome variable and 
percentage of damage to TMS-guided SMG or pOp (in separate analyses) as the 
predictor of interest. In addition, the following behavioural covariates of no interest 
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were included to control for task components unrelated to the function being 
investigated (i.e. phonological processing): (i) function word reading scores (which 
are sensitive to the visual/orthographic processing of written words and speech 
articulation), (ii) visual word-to-picture matching scores (which are sensitive to the 
visual/orthographic processing of written words and lexical-semantic processing) 
and (iii) semantic associations scores (which are sensitive to semantic processing).  
(2) The second model included digit span scores as the outcome variable and 
percentage of damage to TMS-guided SMG or pOp (in separate analyses) as the 
predictor of interest. The behavioural covariates of no interest were: (i) function word 
reading scores, (ii) auditory word-to-picture matching scores (which are sensitive to 
the auditory/phonetic processing of spoken words and lexical-semantic processing) 
and (iii) semantic associations scores.  
(3) The third model included writing-to-dictation scores as the outcome variable and 
percentage of damage to TMS-guided SMG or pOp (in separate analyses) as the 
predictor of interest. This assessed whether the SMG and pOp regions were 
required for a task involving covert but not overt phonological processing. The 
behavioural covariates of no interest were: (i) copying text scores (which are 
sensitive to hand writing), (ii) auditory word-to-picture matching scores and (iii) 
semantic associations scores. Of note, performance on the writing-to-dictation task 
could be aided by accessing the semantic representations of the heard words; 
particularly, for highly frequent and imageable lexical items. 
6.3.4 Comparing the effect of damage to the TMS-guided regions on phonological 
versus semantic processing abilities 
To determine whether the TMS-guided SMG and pOp regions are preferentially 
involved in phonological rather than semantic processing, the strength of the relationship 
between the degree of TMS-guided SMG or pOp damage and scores on each of the 
phonological tasks (i.e. non-word reading, digit span and writing-to-dictation) was 
compared with that between the degree of TMS-guided SMG or pOp damage and scores 
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on each of the semantic tasks (i.e. visual/auditory word-to-picture matching and semantic 
associations). 
6.3.5 Testing for differences in the effect of damage to TMS-guided SMG versus 
pOp 
To assess region-specific effects of damage on behaviour, the performance of 
patients with above-threshold damage to TMS-guided SMG was compared to that of 
patients with above-threshold damage to TMS-guided pOp across the 27 tasks 
comprising the Comprehensive Aphasia Test (CAT; for details, see Chapter 2), which 
systematically vary the demands on a wide range of sensory, motor and cognitive 
functions (Swinburn et al., 2004). For critical damage thresholds, see Table 4.4 in 
Chapter 4. 
All the statistical analyses described above were conducted in IBM SPSS 
Statistics for Windows, Version 22.0 (IBM Corp., Armonk, New York, USA). 
6.4 Results 
6.4.1 Comparing the effect of damage to the TMS guided-regions on covert versus 
overt phonological processing 
Inter-patient differences in covert phonological processing abilities were 
significantly predicted by the degree of TMS-guided SMG and/or pOp damage (p < 0.01) 
irrespective of output modality (spoken for non-word reading/digit span and written for 
writing-to-dictation) and even after accounting for the effect of auditory/visual processing, 
semantic processing, speech articulation and hand writing skills (see Table 6.1). 
6.4.2 Comparing the effect of damage to the TMS-guided regions on phonological 
versus semantic processing abilities 
Consistent with the findings from prior TMS studies of neurologically-normal 
individuals, greater damage to TMS-guided SMG or pOp was significantly associated 
with poorer performance, and significantly more so for phonologically than semantically 
demanding tasks (p < 0.05 for all comparisons). The only comparison that did not quite 
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reach statistical significance (p = 0.066) was the difference in the strength of the 
relationship between digit span versus visual word-to-picture matching performance and 
damage to the TMS-guided pOp region (see Table 6.2). Plausibly, this occurred because 
the visual word-to-picture matching task involves orthographic-to-phonological recoding. 
Table 6.1: Detrimental effect of damage to the TMS-guided regions on covert and overt 
phonological processing. 
Model Outcome Predictors Covariates 
  SMG 
only 
pOp 
only 
SMG & pOp  
  β β β β  
1 NWRd -0.07*** -0.07*** -0.06** -0.06** FWRd + VWPM + SA 
2 DS -0.11*** -0.06*** -0.10*** -0.04** FWRd + AWPM + SA 
3 WD -0.12*** -0.10*** -0.09*** -0.08*** CT + AWPM + SA 
 
β = unstandardized beta coefficients from the multiple regression analyses indexing the 
detrimental effect (i.e. minus sign) of TMS-guided SMG and/or pOp damage on 
phonological processing abilities; ** = statistically significant at p < 0.01; *** = statistically 
significant at p < 0.001. See Figure 6.1 legend for key to abbreviations. 
 
6.4.3 Testing for differences in the effect of damage to TMS-guided SMG versus 
pOp 
Performance on all 27 tasks from the CAT was compared in patients with above-
threshold damage to the TMS-guided SMG region but not the pOp region (n = 10) versus 
TMS-guided pOp region but not the SMG region (n = 25). There were no statistically 
significant differences in the incidence or severity of impairments after Bonferroni 
correction for multiple comparisons (i.e. p < 0.002); see Figure 6.2. Without Bonferroni 
correction, non-word repetition scores were lower in patients with above-threshold 
damage to TMS-guided SMG (M = 44.2, SD = 6.4) than pOp (M = 52.3, SD = 8.0; t(33) 
= 2.85, p = 0.008). No other between-group differences in task performance yielded p 
values smaller than 0.05. 
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Table 6.2: Preferential involvement of the TMS-guided regions in phonological versus 
semantic processing. 
   SMG 
   AWPM VWPM SA 
SMG NWRd r -0.51*** vs. -0.28*** -0.51*** vs. -0.21* -0.51*** vs. -0.07 
  z 2.68 3.68 4.69 
  p 0.007 < 0.001 < 0.001 
 DS r -0.63*** vs. -0.28*** -0.63*** vs. -0.21* -0.63*** vs. -0.07 
  z 4.64 5.29 5.83 
  p < 0.001 < 0.001 < 0.001 
 WD r -0.60*** vs. -0.28*** -0.60*** vs. -0.21* -0.60*** vs. -0.07 
  z 4.29 5.42 5.97 
  p < 0.001 < 0.001 < 0.001 
   pOp 
   AWPM VWPM SA 
pOp NWRd r -0.53*** vs. -0.29*** -0.53*** vs. -0.36*** -0.53*** vs. -0.09 
  z 2.88 2.27 4.70 
  p 0.004 0.024 < 0.001 
 DS r -0.51*** vs. -0.29*** -0.51*** vs. -0.36*** -0.51*** vs. -0.09 
  z 2.72 1.84 4.05 
  p 0.006 0.066 < 0.001 
 WD r -0.57*** vs. -0.29*** -0.57*** vs. -0.36*** -0.57*** vs. -0.09 
  z 3.78 3.11 5.34 
  p < 0.001 0.002 < 0.001 
 
r = correlation coefficient (i.e. Pearson's r); z = z-score for the difference in correlation 
strength; * = statistically significant at p < 0.05; *** = statistically significant at p < 0.001. 
Nine patients who had missing scores on the writing-to-dictation (WD) and/or semantic 
associations (SA) tasks were excluded from all correlation analyses (i.e. N = 145). See 
Figure 6.1 legend for key to abbreviations. 
 
6.5 Discussion 
 Experiment IV investigated the functional role played by the TMS-guided regions. 
The results showed that damage to TMS-guided SMG or pOp disrupted the ability to 
perform tasks that involved covert phonological processing with and without the need to 
produce overt speech responses, such as when reading non-words, repeating digit 
strings and writing to dictation words and non-words. Moreover, the degree of TMS-
guided SMG or pOp damage accounted for a significantly greater proportion of the 
variability in performance on phonologically demanding tasks relative to semantically 
demanding tasks. Finally, no evidence was found that the effect of damage to the TMS-
guided SMG region differed from that to the TMS-guided pOp region despite comparing 
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the performance of the patients across a set of tasks that systematically varied the 
demands on a wide range of sensory, motor and cognitive functions. These findings 
suggest that the SMG and pOp regions of interest form part of the same phonological 
processing system, which breaks down following damage to either part. 
 
 
Figure 6.2: Incidence and severity of impairments. Top row: the incidence of impaired 
performance in patients with above-threshold damage to either TMS-guided SMG (n = 
10) or TMS-guided pOp (n = 25) across all 27 tasks from the CAT is shown. Lighter 
colours signal spared performance. Bottom row: black circles indicate the group mean 
T-score for each task, with error bars representing one standard deviation above or 
below the group mean. * = two patients with above-threshold damage to the TMS-guided 
SMG region did not complete these tasks from the CAT. See Chapter 2 for which tasks 
correspond to each number. 
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6.5.1 Covert versus overt phonological processing 
An important advance from the lesion results, over and above previous TMS 
findings, is that multiple functions were rapidly and safely assessed for the same lesion 
site. Thus, although the phonological tasks used in the lesion study were not the same 
as those utilised in the TMS studies (i.e. Gough et al., 2005 and Sliwinska et al., 2015), 
I was able to investigate how lesions to either the TMS-guided SMG region or the TMS-
guided pOp region affected performance across a wide range of language/cognitive 
tests. This in turn helped to pinpoint the underlying functional impairment. Specifically, 
by comparing performance on tasks that did and did not require patients to generate a 
covert phonological representation, I found that the degree of damage to both TMS-
guided SMG and pOp was important for explaining inter-patient differences in 
phonological processing abilities even after factoring out confounds from visual, auditory, 
semantic and overt speech processing. Furthermore, I found that the detrimental effect 
of damage to the TMS-guided SMG and pOp regions on performance was not limited to 
phonological tasks requiring speech production. This renders an interpretation in terms 
of difficulties arising from a breakdown at the level of the motor execution of speech 
unlikely. An interpretation in terms of these lesion sites affecting covert phonological 
processing is, on the other hand, consistent with prior TMS studies of neurologically-
normal participants (Gough et al., 2005; Hartwigsen et al., 2010a, b; Sliwinska et al., 
2015) which used phonological decision tasks that did not necessitate overt speech 
responses. Likewise, the fact that damage to the TMS-guided SMG and pOp regions 
had a negative impact on the ability to write words to dictation is also in agreement with 
previous functional imaging (e.g., Crottaz-Herbette et al., 2004; Wimmer et al., 2010) 
and lesion (e.g., Geva et al., 2011) studies associating the left supramarginal gyrus and 
opercular part of the left inferior frontal gyrus with covert rather than overt phonological 
processing. 
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6.5.2 Phonology versus semantics 
The observation that greater TMS-guided SMG or pOp damage was more 
strongly associated with poorer performance on phonologically than semantically 
demanding tasks mirrors prior findings from TMS (Gough et al., 2005; Hartwigsen et al., 
2010a, b; Sliwinska et al., 2015; Hartwigsen et al., 2016) and functional imaging (Price 
et al., 1997; Poldrack et al., 1999; Booth et al., 2002; Devlin et al., 2003; McDermott et 
al., 2003; Seghier et al., 2004; Gitelman et al., 2005; Simard et al., 2013) studies of 
neurologically-normal participants. It is also in keeping with research positing the 
existence of two functionally dissociable streams for language processing: a dorsal 
pathway (including SMG and pOp) underlying the mapping from sound to articulation 
and a ventral pathway supporting the mapping from sound to meaning (e.g., Hickok and 
Poeppel, 2007; Saur et al., 2008; Kümmerer et al., 2013; Fridriksson et al., 2016). 
6.5.3 TMS-guided SMG versus TMS-guided pOp 
The comparison of performance over multiple tasks also revealed that the effect 
of damage to TMS-guided SMG did not differ from the effect of damage to TMS-guided 
pOp. This is in line with research showing that the receptor fingerprints of SMG and pOp 
are alike (Amunts et al., 2010; Caspers et al., 2013). It is also consistent with these two 
areas both being part of the dorsal language pathway that maps sensory and motor 
phonological representations of speech sounds for covert and overt articulation (Hickok 
and Poeppel, 2007; Saur et al., 2008; Fridriksson et al., 2016). Since SMG and pOp have 
been shown to be structurally connected through dorsal white matter tracts (Catani et 
al., 2005; Makris et al., 2005; Martino et al., 2013; Dick et al., 2014), it is not surprising 
that stroke lesions that sever these connections impair performance on tasks that load 
heavily on phonological processing (Rolheiser et al., 2011; Kümmerer et al., 2013). One 
way that the TMS-guided regions might contribute to covert speech processing is via a 
dynamic bidirectional information flow that gives rise to a reverberating process (i.e. loop) 
that allows abstract sensory speech codes to be integrated with their motor counterparts 
(and vice versa) (Cogan et al., 2014). The assumption of a highly dynamic and interactive 
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system is in agreement with studies that have examined the spatiotemporal dynamics 
(Pei et al., 2011; Herman et al., 2013; Liebenthal et al., 2013) and functional connectivity 
(Xiang et al., 2010; Margulies and Petrides, 2013) of the phonological network. 
6.5.4 Limitations 
One potential limitation of the current study is that although a fully standardised 
test battery was utilised to assess the language/cognitive skills of the stroke patients 
included in Experiment IV, there are no “pure” indices of phonological processing. For 
instance, both the non-word reading and digit span tasks that defined the presence or 
absence of phonological processing impairments required overt speech responses. 
Therefore, impaired performance on either of these tasks could arise at the level of (i) 
overt articulation, (ii) covert articulation or (iii) a combination of the two. Confounds from 
speech production could have been avoided if more specific tasks that did not involve 
any type of speech output such as phonological decisions had been used. Moreover, 
reaction times measurements (that are not currently available from our test battery) might 
have indicated that some of the patients that did not show an impairment of accuracy on 
the non-word reading and digit span tasks were, nonetheless, slower than normal. Here, 
I capitalised on the opportunities afforded by the Comprehensive Aphasia Test (i.e. a 
multi-task assessment procedure that has been adopted by many others; see Fyndanis 
et al., 2017) by performing a detailed a priori task analysis to inform the statistical 
analyses that allowed me to tease apart effects of interest from uninteresting ones. 
Therefore, the results of Experiment IV provide a richer picture of the functional role 
played by the TMS-guided SMG and pOp regions than could possibly be obtained based 
on the findings from a limited set of very specific behavioural probes. 
Another potential weakness is that the expected difference between greater 
TMS-guided pOp damage and worse performance on digit span than visual word-to-
picture matching tasks did not quite reach statistical significance (see Table 6.2). This 
could have occurred because the demands of the visual word-to-picture matching task 
on phonological processing were higher than implied by the task analysis (i.e. Figure 
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6.1). It could also be the case that regions neighbouring pOp were involved in specific 
aspects of the visual word-to-picture matching task, thereby attenuating the effect of 
interest (due to co-incidental damage). In addition, disparities in the sensitivity to the 
behavioural consequences of damage between these two tasks (driven, for instance, by 
the unequal number of items included) may have concealed the effect of interest. 
Crucially, however, the reported findings are largely consistent with prior evidence and 
in line with the predictions laid out at the beginning of the chapter. Future studies will, 
therefore, need to test if the use of alternative behavioural measures produces similar or 
different results. 
Another potential limitation is that even though a large number of stroke patients 
(N = 154) were used to examine the function of TMS-guided SMG and TMS-guided pOp, 
only a relatively small subset of those from the main sample had damage to one or the 
other of these regions. This could have limited the statistical power to detect some of the 
effects that were considered (e.g., Button et al., 2013; Lorca-Puls et al., 2018). For 
example, patients with above-threshold damage to the TMS-guided SMG region tended 
to obtain lower scores on the non-word repetition task than patients with above-threshold 
damage to the TMS-guided pOp region. However, the region-specific effect on non-word 
repetition did not survive when p values were corrected for the number of statistical 
comparisons conducted (i.e. 27 in total). Beyond potential statistical power issues, 
however, the results from Experiment IV align well with expectations based on previous 
research findings (as discussed above). 
It, nonetheless, remains possible that TMS-guided SMG damage had a more 
pronounced impact (albeit not significantly) on the ability to repeat non-words than TMS-
guided pOp damage. This might be explained by the fact that the auditory phonological 
representations of speech sounds have been localised to the mid-posterior portion of the 
left superior temporal gyrus (STG) (Warren et al., 2005; Desai et al., 2008; McGettigan 
et al., 2011; Leonard and Chang, 2014; Mesgarani et al., 2014; Evans and Davis, 2015). 
These auditory representations (in addition to somatosensory ones in SMG) have been 
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shown to play a critical role in guiding the overt reproduction of incoming streams of 
aurally presented unfamiliar words (Rogalsky et al., 2015; Leonard et al., 2016; 
Markiewicz and Bohland, 2016; Basilakos et al., 2017; Behroozmand et al., 2018), which 
has been incorporated into current neurocomputational models of speech processing 
(Golfinopoulos et al., 2010; Tourville and Guenther, 2011; Hickok, 2012, 2014). In this 
context, it is noteworthy that (i) the TMS-guided SMG region included portions of the 
posterior STG and (ii) due to the spatial proximity of these two areas of the cortex, stroke 
lesions affecting SMG are more likely to involve mid-posterior STG than lesions to pOp, 
as indicated by Experiment III. 
6.6 Conclusions 
This study investigated the type of processing that is affected in patients with 
damage to the TMS-guided regions. By factoring in performance across a collection of 
language tasks that systematically varied the demands on phonology, semantics, 
visual/auditory perception and speech articulation, I found that damage to the TMS-
guided regions disrupted phonological processing independently of the involvement of 
speech production: including reading non-words, repeating digit strings and writing 
words to dictation. Furthermore, greater damage to the TMS-guided SMG or pOp regions 
was associated with worse performance on phonologically compared to semantically 
demanding tasks, suggesting that the TMS-guided regions are preferentially involved in 
phonological than semantic processing as predicted by previous TMS studies of 
neurologically-normal individuals. Finally, the behavioural effects of damage were 
remarkably similar (i.e. no statistically significant differences) for both TMS-guided 
regions. These findings are, therefore, consistent with prior conclusions that SMG and 
pOp both play a critical role in covert rather than overt articulation (i.e. covert 
phonological processing). 
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CHAPTER 7: 
General Discussion 
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The goal of this thesis was to investigate whether regions derived from previous 
transcranial magnetic stimulation (TMS) and functional magnetic resonance imaging 
(fMRI) studies of the undamaged brain could be used to guide the identification of areas 
of the brain where stroke damage consistently predicts language outcome in individual 
patients. I additionally compared how well phonological processing abilities were 
explained by the presence or absence of damage to multiple regions of interest obtained 
from a range of (new and standard) lesion-deficit mapping approaches. In what follows, 
I will briefly recapitulate the most relevant findings and their implications for the design 
of future studies to address unanswered questions and ultimately identify new ways of 
predicting outcome after stroke. 
7.1 The predictive power of the TMS regions is better than that of the fMRI 
regions 
 The incidence of phonological processing impairments was predicted 
significantly better by damage to spherical regions of interest centred on brain sites 
identified by previous TMS than fMRI studies of phonological processing in 
neurologically-normal individuals. This is not surprising given that TMS-induced 
magnetic pulses are used to directly interfere with neural activity in the targeted brain 
region while behavioural effects are recorded, thereby generating causal evidence for 
the involvement of the stimulation site in the cognitive function being investigated. In 
contrast, fMRI measures changes in hemodynamic responses across the whole of the 
brain as a proxy for the underlying neural activity fluctuations that result from 
experimental manipulations. The advantage of fMRI relative to TMS is that it can test 
every cortical area of the brain in the same experiment. The advantage of TMS is that it 
can test whether specific regions of interest (e.g., those identified by fMRI) are essential 
for accurate or efficient processing. TMS is therefore an important complement to fMRI 
because regional activation does not necessarily indicate that the region is essential for 
task performance. For example, activation could represent (i) false positives (e.g., Eklund 
et al., 2016; Chen et al., 2018; Takata et al., 2018), (ii) vascular responses that are 
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downstream to the neural activity (e.g., Sheth et al., 2005), (iii) neural activity from 
processing that is unrelated to the function of interest (e.g., Christoff, 2012), or (iv) neural 
activity that is related to a function of interest but can also be supported by other brain 
regions (Price et al., 1999).  
In addition, TMS is useful for localising which part of an activated brain region is 
most important for the function of interest. This is known as TMS-based functional 
localisation and was used in the TMS studies that defined the initial regions of interest 
(i.e. Gough et al., 2005 and Sliwinska et al., 2015). My conclusion that the lesion-deficit 
mapping was more accurate with TMS than fMRI regions of interest is therefore 
specifically related to TMS regions identified with functional localisation. Without using 
functional localisation, the TMS regions would have been exactly the same as the fMRI 
regions (e.g., Hartwigsen et al., 2010a, b).     
Although the predictive power of the TMS sites was better than that of the fMRI 
sites, the effect of damage to these regions was not entirely consistent across patients. 
Inter-subject variability in the importance of a brain region for a particular function could 
arise for multiple reasons. For example, the patients may have had different functional 
anatomy prior to their stroke or they may have differed in the degree and type of re-
learning strategies engaged after their stroke. There are multiple ways to characterise 
inter-subject variability. I plan to investigate it using fMRI of neurologically-normal 
participants and examining (i) functional overlap maps that quantify the degree to which 
activation in specific regions of the brain is consistent or inconsistent across participants 
(Seghier and Price, 2016) and (ii) data-driven (Kherif et al., 2009; Seghier and Price, 
2009) and hypothesis-driven clustering to ask whether more than one processing 
pathway exists for the same task (Seghier and Price, 2010; Seghier et al., 2014).  
If I find that one subset of subjects tends to activate one set of regions (e.g., SMG 
and pOp) whereas another set of subjects tends to activate another set of regions (e.g., 
STG and PMC), this would suggest an alternative phonological pathway that could 
support recovery of language function following loss of pOp or SMG. Such a conclusion 
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could be further pursued by conducting fMRI studies of patients performing phonological 
tasks to test (a) whether patients who recovered their phonological processing abilities 
after damage to one set of phonological areas (e.g., either pOp & SMG or STG & PMC) 
show increased activation (compared to neurologically-normal controls) in the alternative 
set of areas and (b) whether the degree of activation in the preserved set of areas is 
related to the patients’ phonological performance in any measurable way. 
7.2 The lesion sites underlying persistent phonological impairments 
involve a combination of grey and white matter 
 When the borders of the spherical TMS regions of interest were adapted to 
account for the real extent of the lesions (involving both grey and white matter) in the 
patients with phonological processing impairments, the prediction accuracy experienced 
a marked increase even when tested in a completely independent sample of patients. 
This indicates that persistent phonological impairments may, at least in part, have been 
caused by damage to the white matter underlying the seed TMS regions. However, in 
order to ultimately demonstrate that persistent phonological impairments are the 
consequence of a combination of grey and white matter damage, future lesion studies 
need to compare the performance of stroke patients with focal damage to the (i) grey 
matter only, (ii) white matter only or (iii) both. The results might also offer new insights 
into how TMS affects phonological processing in neurologically-normal individuals. I, 
nonetheless, anticipate that the likelihood of identifying such patients will be rather small 
due to the typical extent and shape of vascular lesions. 
7.2.1 Inconsistency in the effect of damage to the TMS-guided pOp region 
 Although the predictive power of the TMS-guided regions was better than that of 
the original TMS regions, the effect of damage to the TMS-guided regions was still not 
entirely consistent. Specifically, 10% of patients with damage to the TMS-guided SMG 
region did not have phonological impairments and 20% of patients with damage to the 
TMS-guided pOp region did not have phonological impairments. For patients with 
damage to the TMS-guided SMG region, the consistency of the effect on phonological 
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processing abilities did not appear to be affected by time post-stroke (1-5 years versus 
> 5 years). In contrast, damage to the TMS-guided pOp region consistently resulted in 
phonological impairments in most of the affected patients during the first 5 years post-
stroke (i.e. 80%) but inconsistently after 5 years post-stroke (i.e. 50%). I also noted that 
8/13 (62%) of patients from Sample 3 (i.e. > 5 years post-stroke) who did not have 
persistent phonological impairments in the context of TMS-guided pOp damage were 
more than 9.6 years post-stroke, whereas 12/13 (92%) of those who did have persistent 
phonological impairments following TMS-guided pOp damage were less than 9.6 years 
post-stroke. This led me to hypothesise that patients with pOp damage might slowly 
recover over a period of many years. Indeed, my preliminary findings from an ongoing 
longitudinal study of patients with TMS-guided pOp (but not TMS-guided SMG) damage 
suggested that language recovery might start to play a more important role as a function 
of time since stroke onset (see Experiment II). What is less clear, however, is why 
language recovery is more apparent in patients with TMS-guided pOp than TMS-guided 
SMG damage. A tentative explanation might have to do with the strategic location of the 
TMS-guided SMG region which spatially overlaps with that of a parietotemporal white 
matter bottleneck that, in stark contrast to a frontal white matter bottleneck, has been 
shown to contribute to chronic language impairments after left hemispheric stroke (Griffis 
et al., 2017b).  
To identify the lesion and non-lesion factors that may determine who will and will 
not recover their language abilities in the presence of TMS-guided pOp (or TMS-guided 
SMG) damage, I plan to conduct a follow-up study involving longitudinal language and 
fMRI testing of a group of patients with damage to the TMS-guided pOp region and 
phonological processing impairments. I also plan to search the PLORAS database for 
patients who perform unexpectedly well on phonologically demanding tasks from the 
CAT despite damage to the TMS-guided pOp region and who have completed the fMRI 
paradigm. This would allow me to test whether they show any peri-lesional activation 
that explains their good phonological performance or whether they engage other brain 
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regions (see previous section). Mapping the brain regions activated by patients with 
damage to TMS-guided pOp (or SMG) during phonological processing is essential for 
explaining inconsistent lesion effects. By combining fMRI data from neurologically-
normal controls and stroke patients, I would like to understand how functionally related 
but anatomically distant regions of the brain communicate with each other during 
phonological processing and how the phonological network is affected by stroke damage 
(e.g., Seghier et al., 2010, 2012). 
In addition, given that the TMS-guided SMG region has proven to be a very 
reliable predictor of the incidence of phonological impairments irrespective of time post-
stroke, I would like to ascertain its potential for clinical translation by conducting a 
validation study with another independent sample of patients. 
7.3 Phonological processing abilities after stroke are best explained by 
considering the presence or absence of damage to regions identified by 
TMS-guided and voxel-based lesion-deficit mapping analyses 
 The prediction accuracy of the incidence of phonological processing impairments 
in stroke patients was substantially better when using the TMS-guided regions than an 
alternative set of regions derived from: (i) an unguided lesion overlap map of patients 
with selective phonological impairments (ROI-1); (ii) a voxel-based comparison of lesions 
in patients with versus without phonological impairments (ROI-2); and (iii) a voxel-based 
multiple regression analysis across patients with and without phonological impairments 
(ROI-3). Crucially, however, the highest classification accuracy was observed when the 
TMS-guided regions were combined with ROI-2 or ROI-3. This highlights how the 
integration of results from different lesion-deficit analyses may help locate the parts of a 
distributed neural system where brain damage disrupts behaviour. Indeed, TMS, fMRI 
and univariate voxel-based lesion-deficit mapping studies may reveal the “tip of the 
iceberg” (i.e. where the most significant group-level effects are observed), but systematic 
lesion analyses are still required to determine the size and shape of the critical regions 
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that maximise prediction accuracy (Price et al., 2017; Gajardo-Vidal, Lorca-Puls et al., 
2018).  
 The voxel-based lesion-deficit analyses identified (albeit at an uncorrected voxel-
level threshold of p < 0.001 one-tailed) two additional regions (i.e. ROI-2 and ROI-3) that 
both included the mid part of the left superior temporal gyrus. This is in line with the 
findings from prior studies associating a very similar area located in the mid part of the 
left superior temporal gyrus with auditory phonological representations, possibly 
encoded at the level of the syllable (e.g., McGettigan et al., 2011). However, further 
research is needed to validate the mid part of the left superior temporal gyrus as a 
relevant predictor of the incidence of phonological processing impairments after stroke. 
 It would also be informative from a methodological point of view to know why the 
voxel-based regions were similar but not identical despite both analyses being designed 
to answer essentially the same question. A potential explanation for the observed 
discrepancies might be that ROI-2 was identified from a group comparison conducted on 
binary lesion images (indexing the presence or absence of damage in a categorical 
manner: only 0s and 1s), whereas ROI-3 was identified from a multiple regression 
analysis conducted on continuous lesion images (indexing the degree of damage on a 
continuous scale: from 0 to 1). One way to test this hypothesis would be to replicate each 
analysis with binary and continuous lesion images and compare the results. 
Perhaps more importantly, however, by combining the TMS-guided regions with 
ROI-2 or ROI-3, I accounted for nearly all the patients in my large cohort who had 
phonological impairments. This is relevant because it implies that preservation of these 
regions is likely to support recovery of phonological processing abilities after stroke. This 
could be tested by monitoring phonological processing abilities, over time, in stroke 
patients with initial phonological impairments who have lesions that spared the TMS-
guided regions, ROI-2 and ROI-3. 
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7.4 The TMS-guided regions are involved in covert phonological processing 
 By analysing patients’ performance across a wide range of tasks, I was able to 
replicate and extend the findings from previous TMS and fMRI studies of neurologically-
normal individuals. First, I found that the degree of damage to the TMS-guided SMG 
and/or pOp regions significantly predicted performance on phonologically demanding 
tasks that did and did not necessitate overt speech responses. Second, I showed that 
the degree of damage to TMS-guided SMG or TMS-guided pOp accounted for a 
significantly greater proportion of the variability in performance on phonologically than 
semantically demanding tasks, which is consistent with prior TMS (Gough et al., 2005; 
Sliwinska et al., 2015) and fMRI studies of the healthy brain (Devlin et al., 2003; 
McDermott et al., 2003). Third, I did not find any evidence of differential effects of damage 
on behaviour for the TMS-guided SMG region compared to the TMS-guided pOp region.  
Together, these results suggest that parts of pOp and SMG contribute to an 
integrated network of regions involved in covert phonological processing, which breaks 
down following damage to either part. Indeed, Hartwigsen et al. (2016) reported that TMS 
over both SMG and pOp does not have an additive disruptive effect on phonological 
processing over and above what is seen after targeting either region alone. Critically, 
these authors revealed in a subsequent study (Hartwigsen et al., 2017) that focal 
perturbation of SMG during phonological processing suppresses activity in the whole 
phonological network including pOp, which explains the absence of an additive 
detrimental effect on behaviour after concurrently disrupting SMG and pOp. Future lesion 
studies will need to establish if similar findings are observed irrespective of the particular 
choice of phonological tasks. 
7.5 An 8-step procedure for identifying regions that predict outcome after 
stroke 
Taken together, the results of my experiments suggest that regions that are 
critical to a function of interest can be identified using the following 8 simple steps: 
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(1) fMRI in neurologically-normal individuals: search the whole brain for regions 
selectively activated by a process of interest (e.g., phonological processing). 
(2) TMS in neurologically-normal individuals: guided by Step 1, use TMS-based 
functional localisation to identify where disruptive stimulation selectively interferes 
with the process of interest.   
(3) Lesion analyses in a large sample of stroke patients: guided by Step 1 or 2, 
stratify patients according to the presence or absence of above-threshold damage 
to each region of interest. 
(4) Lesion-outcome analyses in patient subgroups: for each subgroup resulting 
from Step 3, find full extent of grey and/or white matter where the presence or 
absence of above-threshold damage is most consistently associated with the 
presence or absence of the deficit of interest (e.g., phonological processing 
impairments). Use these results to refine the regions of interest. 
(5) Evaluate prediction/classification accuracy: categorise patients according the 
presence or absence of the deficit of interest following above-threshold damage to 
each set of regions of interest from Steps 1, 2 & 4. Calculate prediction/classification 
accuracy (i.e. odds ratio, positive predictive value, negative predictive value, 
sensitivity and specificity). 
(6) Lesion-outcome-demographic analyses: investigate how the 
prediction/classification accuracy in Step 5 could be improved by considering the 
influence of demographic/clinical variables (e.g., age, time post-stroke, handedness, 
etc.). 
(7) Validation in a large and independent sample of patients: using the criteria from 
Step 6, calculate how well the prediction/classification accuracy (particularly positive 
and negative predictive values) replicates in new patients. 
(8) Clinical translation: when lesion sites have high predictive values (positive or 
negative), new patients can be given a prediction with a confidence rating.  
 212 
 
7.6 Conclusions 
This thesis has shown how regions of interest derived from previous TMS and 
fMRI studies of neurologically-normal subjects may be used to guide the identification of 
lesion sites that consistently predict language outcome after stroke. The proposed 
methodological procedure can easily be extended to help answer scientifically and 
clinically relevant questions in other behavioural domains (i.e. apart from language). The 
findings reported here also indicate that our ability to generate accurate outcome 
predictions may benefit from the integration of results from multiple lesion-deficit 
mapping approaches. 
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Appendix 1 (Chapter 2) 
1 Visual phonological decision task 
No. Session Block Stimuli Sound same? 
     1 = Yes; 0 = No 
1 practice 0 ceiling sealing 1 
2 practice 0 forest frost 0 
3 practice 0 border bother 0 
4 practice 0 petal pebble 0 
5 practice 0 tyre tire 1 
6 practice 0 hour our 1 
7 practice 0 circle circus 0 
8 practice 0 berry bury 1 
9 practice 0 sausage sauces 0 
10 practice 0 cereal serial 1 
11 practice 0 pillow plough 0 
12 practice 0 allowed aloud 1 
1 test 1 ask axe 0 
2 test 1 heel heal 1 
3 test 1 sail sale 1 
4 test 1 pain pane 1 
5 test 1 honey hunter 0 
6 test 1 doe dough 1 
7 test 1 blood blush 0 
8 test 1 void volt 0 
9 test 1 sweet suite 1 
10 test 1 way weigh 1 
11 test 1 sew sow 1 
12 test 1 jury duty 0 
13 test 1 egg edge 0 
14 test 1 him hymn 1 
15 test 1 shot shop 0 
16 test 1 toe tow 1 
17 test 1 pound pounce 0 
18 test 1 pint pine 0 
19 test 1 chant chart 0 
20 test 1 fair fare 1 
21 test 1 links lynx 1 
22 test 1 mail mile 0 
23 test 1 filter fillet 0 
24 test 1 ware wear 1 
25 test 1 owl old 0 
26 test 1 ate eight 1 
27 test 1 grass grace 0 
28 test 1 ewe you 1 
29 test 1 great grate 1 
30 test 1 road rode 1 
31 test 1 map mop 0 
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32 test 1 weed weir 0 
33 test 2 court corpse 0 
34 test 2 foil fail 0 
35 test 2 fall fault 0 
36 test 2 seed soot 0 
37 test 2 four for 1 
38 test 2 won one 1 
39 test 2 beet beat 1 
40 test 2 wrap rap 1 
41 test 2 diary dairy 0 
42 test 2 brake break 1 
43 test 2 shake shock 0 
44 test 2 hear here 1 
45 test 2 bear bare 1 
46 test 2 knows nose 1 
47 test 2 mist moist 0 
48 test 2 mall mole 0 
49 test 2 pray prey 1 
50 test 2 liar lair 0 
51 test 2 navel novel 0 
52 test 2 moose mouse 0 
53 test 2 gown gone 0 
54 test 2 rain reign 1 
55 test 2 boil bowl 0 
56 test 2 ail ale 1 
57 test 2 foul fowl 1 
58 test 2 sight cite 1 
59 test 2 would wood 1 
60 test 2 lad lid 0 
61 test 2 sole soul 1 
62 test 2 groan grow 0 
63 test 2 beach beech 1 
64 test 2 wheel well 0 
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2 Visual semantic decision task 
No. Session Block Stimuli Related 
meaning? 
     1 = Yes; 0 = No 
1 practice 0 thin open 0 
2 practice 0 bar cave 0 
3 practice 0 door window 1 
4 practice 0 gold silver 1 
5 practice 0 never now 1 
6 practice 0 skirt hero 0 
7 practice 0 lessen few 1 
8 practice 0 hell lady 0 
9 practice 0 many some 1 
10 practice 0 clam oyster 1 
11 practice 0 coffee them 0 
12 practice 0 cheat factor 0 
1 test 1 best first 1 
2 test 1 pull both 0 
3 test 1 cup sell 0 
4 test 1 elm oak 1 
5 test 1 flask jar 1 
6 test 1 haul soon 0 
7 test 1 duke king 1 
8 test 1 wolf drain 0 
9 test 1 slow quick 1 
10 test 1 five two 1 
11 test 1 jam real 0 
12 test 1 lace sole 1 
13 test 1 chain side 0 
14 test 1 bean lack 0 
15 test 1 frog rest 0 
16 test 1 how why 1 
17 test 1 lift rare 0 
18 test 1 fork spoon 1 
19 test 1 inch mile 1 
20 test 1 leaf stem 1 
21 test 1 beak bill 1 
22 test 1 blind tear 0 
23 test 1 wine stool 0 
24 test 1 toy once 0 
25 test 1 pound dime 1 
26 test 1 fleet pig 0 
27 test 1 tar grace 0 
28 test 1 ice myth 0 
29 test 1 fate wish 1 
30 test 1 doe fawn 1 
31 test 1 draw paint 1 
32 test 1 won scent 0 
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33 test 2 shape will 0 
34 test 2 oath guy 0 
35 test 2 dye thing 0 
36 test 2 isle part 0 
37 test 2 beer told 0 
38 test 2 thick age 0 
39 test 2 seat egg 0 
40 test 2 cage jail 1 
41 test 2 lake sea 1 
42 test 2 hunt juice 0 
43 test 2 dirt dust 1 
44 test 2 jump strut 1 
45 test 2 gain care 0 
46 test 2 prune bleak 0 
47 test 2 straw west 0 
48 test 2 deck sail 1 
49 test 2 brass steel 1 
50 test 2 ear staff 0 
51 test 2 light dark 1 
52 test 2 feel mood 1 
53 test 2 boy man 1 
54 test 2 dew dawn 1 
55 test 2 toad joy 0 
56 test 2 debt poor 1 
57 test 2 hay neat 0 
58 test 2 went go 1 
59 test 2 chop slice 1 
60 test 2 bush swim 0 
61 test 2 dog cat 1 
62 test 2 crane duck 1 
63 test 2 ash flame 1 
64 test 2 tent gasp 0 
 
 
