We prove sub-and superoptimality principles of dynamic programming and show how to use the theory of viscosity solutions to construct almost optimal strategies for two-player, zero-sum differential games driven by abstract evolution equations in Hilbert spaces.
Introduction
The main purpose of this paper is to show how Isaacs equations and the theory of viscosity solutions can be used to construct nearly optimal strategies for two-player, zero-sum differential games driven by abstract evolution equations in a Hilbert space. Let us briefly describe the game we have in mind. Let H be a real, separable Hilbert space and T > 0 be a fixed time horizon. For an initial time t ∈ [0, T ] and x ∈ H, the dynamics of the game are given by an evolution equation We will call M(t) the set of controls for player I, and N(t) the set of controls for player II.
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This setting is very general. The state equation can be for instance a single equation or a system of controlled semilinear PDE. We recall that an operator A is maximal dissipative if and only if it generates a semigroup of contractions e tA , i.e. e tA ≤ 1.
The pay-off functional associated with the trajectory of the system given by (1) is
J(t, x;W (·), Z(·)) =

T t L(s, X(s),W (s), Z(s))ds + h(X(T )).
(
Player I controls W and wants to maximize J over all choices of Z. Player II controls Z and wants to minimize J over all choices of W . The game is played in continuous time. Following Elliot and Kalton [8] we define admissible strategies for both players and consider the upper and lower versions of the game. In the lower game player II chooses Z(s) knowing W (s), and in the upper game player I chooses W (s) knowing Z(s). Admissible strategies of player I:
Γ (t) := {α : N(t) → M(t), nonanticipating}
Admissible strategies of player II:
∆ (t) := {β : M(t) → N(t), nonanticipating}.
Strategy α (resp., β ) is nonanticipating if whenever Z 1 (r) = Z 2 (r) (resp., W 1 (r) = W 2 (r)) a. Lower value of the game:
Upper value of the game:
The lower and upper value Isaacs equations associated with the two value functions are
where the lower value Hamiltonian F − is defined by
and the upper value Hamiltonian F + is defined by
Above ·, · is the inner product in H, and Du is the Fréchet derivative of a function u.
The lower value function V should be the unique viscosity solution of the lower Isaacs equation (5) − (with F − ) and the upper value function U should be the unique viscosity solution of the upper Isaacs equation (5) + (with F + ). The definition of viscosity solution will be given in the next section. Equality F − = F + is known as the Isaacs condition. If this happens, by uniqueness of viscosity solutions of (5) we obtain that V = U and we then say that the game has value.
Notice that, since sup inf ≤ inf sup, we always have F − ≤ F + . In particular if V is a viscosity solution of (5) − then it is a viscosity subsolution of (5) + so if comparison holds for (5) + (a subsolution is less than or equal to a supersolution) we get V ≤ U.
There are several papers in which viscosity solutions and Isaacs equations have been used to construct a saddle (and an approximate saddle) point strategies for infinite dimensional differential games in Hilbert spaces [12, 17, 19] . In these papers Berkovitz's notion of strategy and pay-off [1] is employed. We show how to construct nearly optimal strategies in the Elliott-Kalton sense. Our approach is based on the proofs of sub-and superoptimality principles of dynamic programming which are interesting on their own and in fact are the main results of this paper. The proofs use the method of regularization by sup-and inf-convolutions and integration along trajectories, together with some techniques of [9] and [11] . This method was used before to show sub-and superoptimality principles for finite dimensional control problems [21] and finite dimensional stochastic differential games [22] , and was recently generalized to infinite dimensional control problems [10] . Similar method was employed in [3] to construct stabilizing feedbacks for nonlinear systems and in [20] to study feedback stabilization of finite dimensional nonlinear H ∞ control systems.
Notation, definitions and background
Throughout this paper H is a real separable Hilbert space equipped with the inner product ·, · and the norm · .
Let B be a bounded, linear, positive, self-adjoint operator on H such that A * B is bounded on H and
for some c 0 ≤ 0. Such an operator always exists, for instance B = ((−A + I)(−A * + I)) −1/2 (see [18] ). We refer to [5] for various examples of B. Using the operator B we define for γ > 0 the space H −γ to be the completion of H under the norm
The function u is B-continuous on Ω if it is B-upper-semicontinuous and B-lowersemicontinuous on Ω . We will say that a function v is B-semiconvex (respectively, B-semiconcave) if there exists a constant
is concave). We will denote by B R the open ball of radius R centered at 0 in H. The following conditions will be assumed throughout the paper.
Hypothesis 1
• A is a linear, densely defined, maximal dissipative operator in H.
• W and Z are complete, separable metric spaces.
and there exist a constant M > 0 and a local modulus of continuity ω such that
for all t, s ∈ [0, T ], x, y ∈ H, w ∈ W , z ∈ Z and some local modulus ω.
The solution of the Isaacs equation is understood in a modified viscosity sense of Crandall and Lions [5, 6] . We consider two sets of tests functions:
Sometimes it is necessary to take the finite linear combinations of functions η(t)g 0 ( x ) above as test2 functions, however this will not be needed here.
Below we present the definition of viscosity solution. We point out that this definition applies to terminal value problems.
Definition 1. A B-upper semicontinuous function
if whenever v − ϕ − g has a local maximum at (t,x) ∈ (0, T ) × H for ϕ ∈ test1 and g ∈ test2 then
A B-lower semicontinuous function u on (0, T ) × H is a viscosity supersolution of (7) if whenever v + ϕ + g has a local minimum at (t,x) ∈ (0, T ) × H for ϕ ∈ test1 and g ∈ test2 then
A function v is a viscosity solution of (7) if it is both a viscosity subsolution and a viscosity supersolution of (7).
For a function v we will denote by
is defined the same by reversing the inequality above. It is well known (see for instance [2] ) that for a semi-convex (resp., semi-concave) function v its subdifferential (resp., superdifferential) at a point (s, z) is equal to
i.e. it is equal to the closure of the convex hull of the set of weak limits of derivatives of v nearby.
Solution of (1) is understood in the mild sense (see for instance [16] ), which means that
It is well known [16] that under the assumptions of Hypothesis 1 for every t
Also we have that if ϕ is a test1 function, t < τ < T , and X is the solution of (1), then
(see [16] , Proposition 5.5, page 67).
Regularization by B-sup-and B-inf-convolutions
We first recall the results about sup-and inf-convolutions from [10] . Following the functions introduced in [6] and their modifications from [10] , for a function u :
The following properties of B-sup-and inf-convolutions have been proved in [10] , Lemma 4.2.
Lemma 1. Let w be such that
(ii) The function
is convex (respectively,
is concave). In particular w λ ,ε,β (respectively, w λ ,ε,β ) is B-semiconvex (respectively, B-semiconcave). 
such that w λ ,ε,β (respectively, w λ ,ε,β ) is a viscosity subsolution (respectively, supersolution) of
(respectively,
for β sufficiently small (depending on δ ), in the sense that if v − ψ has a local maximum (respectively, v + ψ has a local minimum) at (t, x) for a test function ψ = ϕ + g then
The above lemma leaves us with a small problem. It is not even clear if u λ ,ε,β and u λ ,ε,β satisfy pointwise inequalities at all points of their differentiability. This is indeed true. In fact under some assumptions on the Hamiltonian F, w λ ,ε,β satisfies the Isaacs inequality at every point for some elements of its subdifferential and w λ ,ε,β satisfies the Isaacs inequality at every point for some elements of its superdifferential. The right elements of the sub-/superdifferentials are the weak limits of derivatives. In Lemma 3 we use the notation from Lemma 2. The proof of Lemma 3 is the same as the proof of Lemma 4.5 of [10] .
Lemma 3. Let the assumptions of Lemma 2 be satisfied and let F(t, x, ·) be weakly sequentially continuous for every
The assumption that F ∓ (t, x, ·) be weakly sequentially continuous is a bit restrictive but it is satisfied for instance when W and Z are compact metric spaces. Proof. We will only show the weak sequential continuity of F − . Let p n ⇀ p. Recall that F − = sup w inf z . Therefore for every w there is z n such that
By compactness of Z we can assume that z n →z for somez so passing to the liminf above we get
b(t, x, w,z) + L(t, x, w,z).
It is now enough to take the inf z and then sup w in the above inequality to obtain the weak sequential lower-semicontinuity of F − . The weak sequential uppersemicontinuity of F − is proved similarly. ⊓ ⊔
Sub-and superoptimality principles and construction of almost optimal strategies
The proofs of the the following sub-and superoptimality inequalities of dynamic programming are the main result of this paper.
Theorem 1. Let Hypothesis 1 be satisfied and let F − (t, x, ·) and F + (t, x, ·) be weakly sequentially continuous for every (t, x) ∈ (0, T ) × H. Suppose that for every (t, x) there exists a modulus ω t,x such that if X is the solution of (1) then
for all t ≤ s 1 ≤ s 2 
≤ T and all W ∈ M(t), Z ∈ N(t). Let u be a function such that
for some k ≥ 0 and such that for every R > 0 there exists a modulus σ R such that
. (22) (ii) If u is a viscosity subsolution of (5) − then for every
(iv) If u is a viscosity subsolution of (5) + then for every
0 < t < s < T , x ∈ H u(t, x) ≤ sup α∈Γ (t) inf Z∈N(t) s t L(τ, X(τ), α[Z](τ), Z(τ))dτ + u(s, X(s)) .
Remark 1. Condition (19) says that trajectories starting at a fixed point x at a fixed time t are uniformly continuous on [t, T ], uniformly in W ∈ M(t), Z ∈ N(t).
It is a little restrictive, however it seems necessary to obtain uniform estimates on the error terms in the proof. In general one may expect it to hold when the semigroup e tA has some regularizing properties. It was shown in [10] that it holds for example if A = A * , it generates a differentiable semigroup, and
for some δ < 2. One can also check that (19) is satisfied if the semigroup e tA is compact.
Proof. We will only show (i) and (ii) as the proofs of (iii) and (iv) are analogous.
Step 1. (Reduction to the B-semiconcave case): Let (t, x) be fixed and let δ be such that 0 < δ < t < t + h < T − δ . We choose m and K as in Lemma 2. We notice that it follows from (20) and (21) that
where the modulusσ R can be explicitly calculated from σ R . Since by (10) all trajectories of (1) stay in some ball B R on time interval
using (14), (24) and Lemma 3, it is enough to show (ii) when u is B-semiconcave and such that for every (τ, y)
By Lemma 1 we may assume that u(τ, y) − 
for τ ∈ [t,t + h). Denote by X(τ) the trajectory corresponding to controls W (τ) and Z n (τ).
Step 3. (Integration along trajectories): It follows from the B-semiconcavity of u that
Therefore it follows from (11), (19) and (26) that
where o( 1 n ) is independent of W and Ψ . We now repeat the above process starting at (t + h, X(t + h) to obtain a control Z n on [t + h,t + 2h) such that
After n iterations we produce a control Z n on [t, s) which we can extend to the interval [t, T ] so that Z n ∈ N(t) for which
where o( 1 n ) is independent of W and Z n Step 4. (Construction of the strategy): We now define a strategy
By construction of Z n it is clear that β n is nonanticipating, i.e. β n ∈ ∆ (t). Moreover we have
where o( 1 n ) is independent of W and β n . This gives the superoptimality principle (22) after we take the sup over W ∈ M(t), then inf over β ∈ ∆ (t), and then let n → ∞.
(ii) Let (t, x) be fixed and let δ be such that 0 < δ < t < t + h < T − δ . By the same argument as in Step 1 of (i) it is enough to show (ii) when u is B-semiconcave and is such that for every (τ, y)
Let Z be any control in N(t). For n ≥ 1 we set h = (s − t)/n. We take (a, p) ∈ D − u(t, x) satisfying (27) and we choose w 1 ∈ W such that
and then we define a control W n (τ) = w 1 for τ ∈ [t,t + h) Arguing similarly as in Step 2 of (i) we then obtain
where X is the solution of (1) with the controls W n and Z, and the term o( 1 n ) is independent of Z and w 1 . After n iterations of this process we produce points w 1 , ..., w n ∈ W and a piecewise constant control W n ∈ M(t) such that w n (τ) = w i for τ ∈ [t + (t − 1)h,t + ih), i = 1, ..., n, and such that
where o( 1 n ) is independent of Z and W n by (19) . Therefore we can define a nonanticipative strategy α n ∈ Γ (t) by setting α n [Z](τ) = W n (τ). This strategy satisfies
where o( for i = 1, ..., n.
It is now standard to notice (see [22] ) that for every 
where o( 1 n ) is independent of β andW . (We remind that X above is the solution of (1) with W :=W and Z := β [W ] .) It is now enough to take the sup over W ∈ M(t), then inf over β ∈ ∆ (t), and then let n → ∞. ⊓ ⊔ An immediate corollary of Theorem 1 is that viscosity solutions of (5) − and (5) + must be the lower and upper value functions respectively.
Corollary 1. Let the assumptions of Theorem 1 be satisfied and let u(T, x) = g(x)
for x ∈ H. If u is a viscosity solution of (5) − (resp., (5) + ) then u = V (resp., u = U). In particular V and U satisfy the Dynamic Programming Principle.
Unfortunately the general proof of existence of viscosity solutions of (5) − and (5) + is based on the Dynamic Programming Principle and the direct verification that the value function is a viscosity solution. Proofs by Perron's method with different definitions of solutions are in [13, 24] and in [14] for B-continuous viscosity solutions when A is more coercive. When B is compact existence of solutions of general equations like (1) was shown in [5] by finite dimensional approximations. Proofs using the value functions of the games are in [15, 23] and in [4] when A = 0. Unfortunately none of these papers provides an exact reference to the fact that lower and upper value functions considered in this paper are viscosity solutions of (5) − and (5) + in the sense of Definition 1. However the proof of this basically follows the arguments of the finite dimensional proof of [9] with necessary modifications using continuous dependence estimates for (1) and other techniques that can be found in [5, 6, 16] . The reader can also consult [15] for a complete proof in the infinite horizon case even though it uses a different definition of viscosity solution. Here we just state the result. Then U and V are the unique viscosity solutions of (1) satisfying (20) and (21) .
The proofs of the superoptimality principles (i) and (iii) provide an explicit method of construction of almost optimal strategies using the Isaacs equations. Let us for instance explain how to construct for ν > 0 a ν-optimal strategy on an interval [t, s] for player II in the lower game. We apply the proof of superoptimality principle (i) to the lower value function V . We first choose R > sup t≤τ≤s X(τ) and take λ , ε, β small such that |V (τ, y) − V λ ,ε,β (τ, y)| ≤ ν 4 for τ ∈ (0, T ), y ≤ R and (s − t)γ R,δ (λ , ε, β ) < ν/4. We then take n big enough and proceed as in Steps 2-4 of the proof of (i) to obtain a strategy β n ∈ ∆ (t) such that for every W ∈ M(t) ν Under a different set of assumptions which guarantee that value functions for the games with A replaced by bounded approximating operators (for instance the Yosida approximations or operators considered in [5] ) converge to the original value functions, the same procedure can be used to construct nearly optimal feedback strategies for the approximating games with bounded operators and consequently for the original game. When the operator A is bounded, the assumption (19) about equicontinuity of the trajectories is automatically satisfied.
