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Network Analysis of Corticocortical Connections Reveals
Ventral and Dorsal Processing Streams in Mouse Visual
Cortex
QuanxinWang,1,2 Olaf Sporns,3 and Andreas Burkhalter1
1Department of Anatomy and Neurobiology, Washington University School of Medicine, St. Louis, Missouri 63110, 2Allen Institute for Brain Science,
Seattle, Washington 98103, and 3Department of Psychological and Brain Sciences, Indiana University, Bloomington, Indiana 47405
Much of the information used for visual perception and visually guided actions is processed in complex networks of connections within
the cortex. To understand how this works in the normal brain and to determine the impact of disease, mice are promising models. In
primate visual cortex, information is processed in a dorsal stream specialized for visuospatial processing and guided action and a ventral
stream for object recognition.Here,we traced theoutputs of 10 visual areas andusedquantitative graphanalytic tools ofmodernnetwork
science to determine, from the projection strengths in 39 cortical targets, the community structure of the network. We found a high
density of the cortical graph that exceeded that shownpreviously inmonkey. Each source area showed auniquedistributionof projection
weights across its targets (i.e., connectivity profile) that was well fit by a lognormal function. Importantly, the community structure was
strongly dependent on the location of the source area: outputs from medial/anterior extrastriate areas were more strongly linked to
parietal, motor, and limbic cortices, whereas lateral extrastriate areas were preferentially connected to temporal and parahippocampal
cortices. These two subnetworks resemble dorsal and ventral cortical streams in primates, demonstrating that the basic layout of cortical
networks is conserved across species.
Introduction
The discovery that outputs from primate primary visual cortex
(V1) flow through distinct dorsal and ventral streams (Unger-
leider and Mishkin, 1982; Goodale and Milner, 1992) has raised
the question whether similar pathways exist in the visual system
of afoveal rodents (Livingstone andHubel, 1988;McNaughton et
al., 1989; Salinas-Navarro et al., 2009). Although the scheme re-
ceived support from behavioral observations in rat (Kolb, 1990),
cortical streams have not been demonstrated anatomically.
Studies in primates have shown that the ventral stream uses
visual information for object recognition, whereas the dorsal
stream is specialized for spatial perception and visually guided
actions (Kravitz et al., 2011). In rodents, the notion of “two visual
systems ” originated from studies in hamster, which showed that
the cortex plays a role in recognizing “what ” an object is, whereas
taking action “where ” to move was thought to be determined by
the optic tectum (Schneider, 1969). This explanation was later
revised by experiments in rats, which showed that lesions in the
temporal cortex interfere with object recognition, whereas le-
sions in the parietal cortex impair spatial orientation (Kolb et al.,
1994; Tees, 1999; Ho et al., 2011). Based on these findings, it was
proposed that rodents have functionally specialized cortical
streams. Indeed, it seems plausible that evolution has selected
separate systems for recognizing predators and for navigating
routes of escape (Livingstone and Hubel, 1988). Support for this
organization comes from studies in rat that show that inputs to
the amygdala, a nucleus involved in the acquisition and expres-
sion of fear, derive from ventral but not from dorsal extrastriate
visual cortex (McDonald and Mascagni, 1996).
Mouse visual cortex contains10 areas (Wang and Burkhal-
ter, 2007), whose topographic organization was recently con-
firmed by calcium imaging of visual responses (Marshel et al.,
2011). Many of these areas receive inputs from the thalamus, but
the most direct and strongest visual input to V1 derives from
parallel retino-geniculate pathways (Frost and Caviness, 1980;
Simmons et al., 1982) specialized for high spatial/low temporal
and low spatial/high temporal sensitivity (Gao et al., 2010). Out-
puts fromV1 are distributed acrossmany cortical regions, among
these to at least nine extrastriate visual areas (Olavarria andMon-
tero, 1989; Wang and Burkhalter, 2007). The strongest of these
outputs terminate in the lateromedial (LM) and anterolateral
(AL) extrastriate visual areas on the lateral side of V1. Outputs
from LM are biased to ventral regions, whereas AL projects more
strongly to dorsal cortex, suggesting that these areas are gateways
of ventral and dorsal streams (Wang et al., 2011). To determine
the nodes of these streams, we traced the connections of 10 areas
of mouse visual cortex. Quantitative assessments of connection
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strengths, cluster, and graph analyses demonstrate that visual
areas are segregated into interconnected dorsal and ventral
modules that are reminiscent of dorsal and ventral streams in
primates.
Materials andMethods
Experiments were performed in 6- to 8-week-old C57BL/6J male and
female mice. All experimental procedures were approved by the Institu-
tional Animal Care and Use Committee at Washington University and
conformed to the National Institutes of Health guidelines.
Tracer injections. For tracer injections, male and female mice were
anesthetized with a mixture of ketamine (86 mg/kg) and xylazine (13
mg/kg, i.p) and secured in a head holder. The body temperature was
maintained at 37°C. In each animal, the callosal and the ipsilateral corti-
cal connections were labeled on the left side of the brain. Callosal con-
nections were retrogradely labeled by making 30–40 pressure injections
(Picospritzer; Parker-Hannafin) with glass pipettes (20mtip diameter)
of bisbenzimide (5% in H2O, 20 nl each; Sigma) into the right occipital,
temporal, and parietal cortices. Local intracortical connections within
the left hemisphere were anterogradely labeled by inserting glass pipettes
(15 m tip diameter) into the brain and iontophoretic injection (3 A,
7 s on/off duty cycle for 7 min; Midgrad current source; Stoelting) of
biotinylated dextran amine (BDA; 10,000 molecular weight, 5% in H2O,
20 nl; Invitrogen). Injections were performed stereotaxically 0.35 mm
below the pial surface, using a coordinate system whose origin was the
intersection between the midline and a perpendicular beam drawn from
the anterior border of the transverse sinus at the pole of the occipital
cortex. The coordinates of the injected areas were (anterior/lateral in
mm): V1, 1.1/2.8; LM, 1.4/4.1; AL, 2.4/3.7; posterior (P), 1.0/4.2; latero-
intermediate (LI), 1.45/4.2; postrhinal (POR), 1.15/4.3; rostrolateral
(RL), 2.8/3.3; anterior (A), 3.4/2.4; posteromedial (PM), 1.9/1.6; antero-
medial (AM), 3.0/1.7.
Histology.Three days after the tracer injections,micewere deeply anes-
thetizedwith an overdose of ketamine/xylazine and perfused through the
heart with PBS, followed by 1% paraformaldehyde (PFA) in 0.1 M phos-
phate buffer, pH 7.4. The cortex was immediately separated from the rest
of the brain, flattened or completely unfolded, placed whitematter down
on a filter paper laying on top of a thin strip of sponge, and covered with
a glass slide (25 75 1mm). The assemblywas postfixed in a Petri dish
filled with 4% PFA and stored overnight at 4°C. After postfixation, the
tissue was cryoprotected in 30% sucrose and cut on a cryostat or freezing
microtome in the tangential plane at 50 m.
To identify the injected area as well as the targets of anterogradely
BDA-labeled projections, we visualized in every case the regional myelo-
architecture and the callosal connections. Previously, we have used these
landmarks as reference to locate and/or directly identify the visuotopi-
cally organized areas V1, LM, P, LI, POR, AL, RL, A, PM, and AM (Wang
and Burkhalter, 2007). Both histological patterns were imaged in wet-
mounted sections with a CCD camera (CoolSnap EZ; Photometrics).
Sections through layer 4 were imaged under a dissecting microscope
(Wild M5, Leica), equipped with dark-field optics. Under these condi-
tions, heavily myelinated areas appeared lighter than the background
(Fig. 1c). Sections through layer 2/3 were imaged under a fluorescence
microscope (Nikon Eclipse 80i) equipped with UV optics. This illumi-
nation revealed blue retrogradely bisbenzimide-labeled callosal projec-
tion neurons (Fig. 1a). To parcel the rest of cortex in which
myeloarchitecture and callosal patterns showed less structure, we stained
complete sets of sections of each BDA-injected hemisphere with an an-
Figure 1. Connections of V1 in tangential sections through flat-mountedmouse cerebral cortex. a,b, Dark-field image of anterogradely labeled axonal projections (yellow, high-density clusters
aremarkedbyevenhigher-density red–browncenters) after injectionofBDA intoV1 (arrow). Blue labeling ina represents landmarkpatternof retrogradelybisbenzimide-labeled callosal projection
neurons. c, Dark-field image of wet-mounted, unstained section through layer 4, showing bright myelin-rich cortical fields. d, CO-stained tangential section through layer 4, showing differential
expression across cerebral cortex. Scale bars, 1 mm. Axes: A, anterior; P, posterior; M, medial; L, lateral. Arrows indicate injection site. A, Anterior; AID, anterior dorsal insula; AIV, anterior ventral
insula; AL, anterolateral; AM, anteromedial; Amy, amygdala; AOB, accessory olfactory bulb; Au, auditory; CA1, hippocampus; CC, corpus callosum; Cg1, cingulate 1; Cg2, cingulate 2; DA, dorsal
anterior; DLO, dorsal lateral orbital; DP, dorsal posterior; FrA, frontal association; IL, infralimbic; LEC, lateral entorhinal; LI, lateral intermediate; LM, lateralmedial; LO, lateral orbital;M1,motor 1;M2,
motor 2;MEC,medial entorhinal; MM,mediomedial; MO,medial orbital; OB, olfactory bulb; P, posterior; PaS, parasubiculum; Pir, piriform; PM, posteriormedial; POR, postrhinal; PrL, prelimbic; PrS,
presubiculum; PV, parietal ventral; rf, rhinal fissure; RL, rostrolateral; RSD, retrosplenial dysgranular; RSG, retrosplenial granular; S1, somatosensory 1; S2, somatosensory 2; TEa, temporal anterior;
TEp, temporal posterior; Tu, olfactory tubercle; V1, primary visual; VO, ventral orbital. Abbreviations apply to subsequent figures.
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tibody against type 2 muscarinic acetylcholine receptor (m2AChR;
MAB367; Millipore), visualized the expression with Alexa Fluor 647-
labeled secondary antibody (A21247; Invitrogen) and imaged the sec-
tions under infrared fluorescence (Wang et al., 2011). To further validate
the m2AChR-based parcellation scheme, we stained alternate series of
tangential sections from three flat-mounted hemispheres, which were
not injected with BDA, for cytochrome oxidase (CO) histochemistry and
Nissl substance. BDA-labeled projections were visualized by incubating
sections in avidin and biotinylated HRP (Vectastain ABC Elite) and in-
tensifying the diaminobenzidine reaction product with AgNO3 and
HAuCl2 (Jiang et al., 1993). The reacted sections were dehydrated,
cleared, and coverslipped with DPX. The intensified, BDA-labeled sec-
tions were imaged under dark-field illumination.
Digital overlays of BDA-labeled projections with images of the myelo-
architecture, callosal connections, m2AChR, and CO staining patterns
were used for assigning terminal clusters to cortical areas. Superimposi-
tions with m2AChR immunofluorescence were performed by matching
blood vessels within the same case. Alignments with CO patterns were
done across cases, by first overlying the intensely labeled areas V1 and
primary somatosensory cortex (S1) with corresponding myeloarchitec-
tonic regions of another brain and then matching the BDA-labeled pro-
jections to the CO-stained template.
Optical densitometry. The strength of BDA-labeled projections was
determined by optical densitometry (Wang et al., 2011). Densitometric
measurements were made in bright-field images taken with a CCD cam-
era at 4. The images were then analyzed with customized Matlab soft-
ware. Projections were identified as clusters of terminal axon branches
with high bouton density. The optical density of each projection was
determined at four different depths of the superficial 400 m of cortex.
Deep layers were excluded to minimize potential contamination of opti-
cal density measurements by fibers of passage, which in rodents often
travel through layers 5 and 6 (Coogan and Burkhalter, 1993). Optical
densities were determined relative to the darkest region at the center of
the injection site and scaled to the unstained background. Blood vessels
were subtracted from the image as white unstained profiles, and a 5 m
Gaussian blur was applied. The absolute density of a projection repre-
sented the average across the four levels of cortical gray matter. The
strength of a given projection was expressed as percentage of the sum
total of projection densities across all areas of cortex labeled by a single
injection.Mean SEMrelative densitymeasurements from three to four
mice were averaged and plotted for each projection target. We have
shown previously that optical density is tightly correlated with bouton
density (Wang et al., 2011) and therefore likely reflects the strength of
synaptic connections.
Retrograde labeling.BDAmostly anterogradely labeled axons and axon
terminals. However, in some cases, BDA also retrogradely labeled small
numbers of neurons. Although retrograde labeling was much too sparse
to significantly affect the density of anterograde labeling, it was consistent
enough to assess qualitatively whether reciprocal connections were
present.
Network analyses. For quantitative network analysis, the mean esti-
mates for the strengths of projections obtained by optical densitometry
were combined into a 10 40 connection matrix (10 source regions, 39
target regions, plus self-connections that are set to zero). A smaller 10
10 submatrix M consisted of all interconnections between the 10 source
regions, including all reciprocal projections. In addition to connection
densities, we estimated projection lengths between the 10 source regions
by using a standard flat map of cortex (Fig. 1d) and measuring the Eu-
clidian distances between the center-of-mass coordinates of different
brain regions, determined with customized Matlab software.
We used several standard clustering and dimension reduction tech-
niques, including k-means, nonmetric multidimensional scaling
(NMDS), and principal component analysis (PCA), to assess the similar-
ity of projection profiles. Treating the anatomical data as a network of
areas and inter-areal projections (nodes and edges), we applied several
graph-theoretical measures, available as part of the Brain Connectivity
Figure 2. Connections of POR in tangential sections through flat-mounted mouse cerebral cortex. a, Dark-field image of wet-mounted, unstained section through layer 4 showing bright
myelin-rich cortical fields.b, Dark-field imageof anterogradely labeledaxonal projections (white) after injectionofBDA intoPOR (arrow). c, Blue labeling represents landmarkpatternof retrogradely
bisbenzimide-labeled callosal projection neurons. d, Overlay of callosal connections (blue) and BDA-labeled projections (white). Scale bars, 1 mm. Arrows indicate injection site.
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Toolbox (Rubinov and Sporns, 2010) to the fully weightedM submatrix.
Thesemeasures were chosen to gain additional insights into the commu-
nity structure of the visual network. We computed the modularity and
the optimal modularity partition of M using a modularity metric that is
based on the density of connections within modules relative to the den-
sity between modules (Girvan and Newman, 2002). We also derived the
matrix of shortest directed paths between all pairs of nodes as well as
the nodal betweenness centrality, a measure that captures how many
of the shortest paths across the network pass through a given node
(Sporns, 2011).
Graph measures were computed on the nearly full matrix M as well as
on a reduced matrix M, identical to M but with the weaker half of all
projections removed. This reduced matrix retained 76% of the original
projection density. To assess the degree to which graph measures were
attributable to the global connection topology and not to connection
densities, node degrees, or strengths, we compared graph metrics ob-
tained from the two empirical networks M and M to two different ran-
dom models, respectively. Network M was randomized by randomly
reordering incoming projections for each node, thus preserving the total
strength of the afferent projections each node. NetworkMwas random-
ized by rewiring projections according to a Markov switching algorithm
(Maslov and Sneppen, 2002), thus preserving the in- and out-degree and
out-strength of each node. Both random models degraded global con-
nection topology, and all statistical comparisons were performed against
samples of 10,000 random networks.
Results
Output of V1
We found that the heavily myelinated area V1 projects to 25
cortical targets (Fig. 1b) (see Fig. 4a). In 19 of them, the projec-
tions were strong enough for quantification by scaling their op-
tical density to the summed density of all 19 projections.
The strongest projections were highly topographic and termi-
nated in well-defined areas LM, LI, P, POR, posterior area 36
(36p), AL, RL, AM, and PM (Wang and Burkhalter, 2007) con-
tainedwithin the cytoarchitectonic regions designated in the atlas
by Franklin and Paxinos (2007) as lateral and medial secondary
visual (V2L, V2ML, V2MM), posterior parietal (lateral, medial)
association (LPtA,MPtA) areas, and ectorhinal cortex. Injections
into the upper field periphery of V1-labeled areas LM, AL, and LI
at primarily separate locations within the large acallosal ring in
V2L lateral to V1 (Fig. 1a,b). In contrast, lower-field injections
labeled a single patch at the shared border between LM, AL, and
LI (data not shown) (Wang and Burkhalter, 2007, their Figs. 4B,
5B, 6A). Additional topographic maps were found in the tempo-
ral area P, contained within V2L. Ectorhinal cortex (Franklin and
Paxinos, 2007) contained visuotopic maps in the parahippocam-
pal areas POR and 36p. Anterior V2L, LPtA, andMPtA (Franklin
and Paxinos, 2007) containedmaps in the posterior parietal areas
RL, A, and AM (Wang and Burkhalter, 2007). Projections to the
medial extrastriate cytoarchitectonic field V2ML (Franklin and
Paxinos, 2007) terminated in the topographically organized area
PM (Wang and Burkhalter, 2007).
Much sparser projections were found in the septa of S1, the
dysgranular (RSD) and granular (RSG) retrosplenial areas
(Franklin and Paxinos, 2007), the mediomedial area (MM)
(Wang and Burkhalter, 2007) contained within V2MM
Figure3. Connections ofA in tangential sections through flat-mountedmouse cerebral cortex.a, Dark-field imageofwet-mounted, unstained section through layer 4 showingbrightmyelin-rich
cortical fields. b, Dark-field image of anterogradely labeled axonal projections (white) after injection of BDA into area A (arrow). c, Blue labeling represents landmark pattern of retrogradely
bisbenzimide-labeled callosal projection neurons. d, Overlay of callosal connections (blue) and BDA-labeled projections (white). Scale bars, 1 mm. Arrows indicate injection site.
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(Franklin and Paxinos, 2007), the primary cingulate area
(Cg1) (Franklin and Paxinos, 2007) located at the crest of the
medial wall, and the ventral orbitofrontal area VO (Franklin
and Paxinos, 2007) (Fig. 1b) (see Fig. 4a). In addition, sparse
inputs were found in lateral and medial entorhinal cortices
(MEC, LEC) (Franklin and Paxinos, 2007) as well as the pre-
subiculum (PrS) (Franklin and Paxinos, 2007) (see Fig. 4a).
Each of these targets overlapped with previously identified
cytoarchitectonic areas (Franklin and Paxinos, 2007) but were
distinguished here by CO (Fig. 1d) and m2AChR (Wang et al.,
2011) (data not shown) expression. Although this parcellation
scheme may be coarser than its cytoarchitectonic counterpart
(Franklin and Paxinos, 2007), it is much more discriminating
in horizontal sections.
Previously, we have shown that LM projects more strongly
to temporal cortex, whereas the outputs of AL favor dorsal and
medial cortices (Wang et al., 2011). Here, we show that these
projections funnel into mutually interconnected ventral and
dorsal streams with multiple nodes. This organization is best
illustrated by first showing the projections of areas POR and A,
which are far downstream the ventral and dorsal streams,
respectively.
Figure 4. Relative strength of connections labeled after injection of BDA into areas V1, LM, LI, P, POR, AL, PM, RL, AM, and A ofmouse visual cortex.a–k, Average SEMoptical density ( y-axis)
of a specific projection target (x-axis) scaled by the summed density of all projections labeled by an injection of a specific area (red bar). Target regions indicated in black have unidirectional
connections with the source region. Green labels indicate reciprocal connections. Open bars indicate that labeling was not strong enough for quantification. The percentages indicated by arrows
represent the strengths of connections (excluding V1) in the ventral (red shading) and dorsal (blue shading) areas.
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Outputs of POR
Injections into POR (n  3) were found in callosally connected
parahippocampal cortex bordered by LM, LI, P, and the rhinal
sulcus (Fig. 2a,c,d). Projections were observed in 35 cortical tar-
gets and were generally stronger in ventral than dorsal cortex
(Fig. 2b). Of the total weight of PORprojections, 83% terminated
in temporal, parahippocampal, and piriform areas, whereas 13%
were found in parietal, medial, retrosplenial, cingulate, prefron-
tal, and orbitofrontal cortices (see Fig. 4e). Within V1, labeling
was densest at the lateral border, indicating that the projections
originated from the upper nasal representation of POR. In areas
LM, AL, and LI, the connections were clustered at distinct loca-
tions within the large acallosal ring lateral of V1 (Fig. 2b,d). The
projections to the CO-dense areas P and 36p (Fig. 1d) were ex-
tremely strong, such that, under dark-field illumination, light
scatter was reduced, and weaker inputs to the CO-pale areas 36,
36a, and TEa (anterior temporal) (Fig. 1d), contained within
temporal association and secondary ventral auditory cortex
(AuV) (Franklin and Paxinos, 2007), appeared paradoxically
stronger (Fig. 2b). Strong inputs were found in the CO-pale au-
ditory belt area TEp (posterior temporal) within AuV (Franklin
and Paxinos, 2007), whereas inputs to the CO-dense auditory
areas Au (primary auditory) andDP (dorsal posterior) within the
dorsal auditory belt AuD (Franklin and Paxinos, 2007) were
weaker (Figs. 1d, 2b). The projections to the CO/m2AChR-dense
(Wang et al., 2011) MEC and more weakly CO-expressing LEC
were approximately equally strong (Fig. 2b) (see Fig. 4e). In con-
trast to the inputs to temporal cortex, projections to dorsal and
medial cortices were weak. This includes inputs to the densely
CO/m2AChR-expressing areas S1 and RSG, the paler areas of
secondary somatosensory (S2) (Wang et al., 2011), posterior pa-
rietal (RL, A, AM), posterior medial (PM), Cg1, and the CO-pale
MMcortex (Figs. 1d, 2b) (see Fig. 4e). Similarly, weak inputs were
found in the CO-pale prefrontal prelimbic (PrL) and infralimbic
(IL) (Franklin and Paxinos, 2007) areas as well as the CO-dense
VO (Fig. 1d) (see Fig. 4e).
Outputs of A
Three injections were made in the posterior parietal area A in the
lateral parietal association cortex (Franklin and Paxinos, 2007),
interposed betweenV1 and S1 (Fig. 3a,c). Each of these injections
labeled 27 cortical projections. The projectionswithinV1marked
subregions that confirmed the topographic organization of area
A (Wang and Burkhalter, 2007). Unlike the projections of POR,
most connections of area A terminated in anterior, medial, and
dorsal cortices (Fig. 3b,d). Of the total weight of projections, 84%
terminated in medial occipital, parietal, cingulate, frontal, and
prefrontal cortices, whereas only 13% were destined for tempo-
ral, entorhinal, and piriform cortices (Fig. 4k). The dorsal bias
was evident in the weak inputs to LM, LI, P, TEp, DP, Au, and the
even sparser projections to POR, 36p, 36, and LEC (Figs. 3b, 4k).
We found no inputs to MEC but some inputs to LEC and sub-
stantial inputs to the grid, head-direction, and border cell con-
taining PrS (Franklin and Paxinos, 2007; Boccara et al., 2010). In
contrast, inputs to AL, RL, S2, and the dorsal anterior auditory
belt area (DA) contained within AuV (Franklin and Paxinos,
2007) were strong (Fig. 3b). Strong inputs were also found at
topographically matching locations in barrels and septa of S1,
Figure 5. Connections of the LI in tangential sections through flat-mounted mouse cerebral cortex. a, Dark-field image of wet-mounted, unstained section through layer 4 showing bright
myelin-rich cortical fields. b, Dark-field image of anterogradely labeled axonal projections (white) after injection of BDA into area LI (arrow). c, Blue labeling represents landmark pattern of
retrogradely bisbenzimide-labeled callosal projection neurons. d, Overlay of callosal connections (blue) and BDA-labeled projections (white). Scale bars, 1 mm. Arrows indicate injection site.
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whereas the projections to the trunk and limb representations of
S1 were weak (Fig. 3b). Furthermore, strong projections were
found in AM, PM, RSD, the neck representation of primary mo-
tor cortex (M1) (Franklin and Paxinos, 2007), the posterior whis-
ker motor area (M2) (Brecht et al., 2004; Franklin and Paxinos,
2007), and the frontal eye field in Cg1 (Brecht et al., 2004) (Fig.
3b). Inputs to PrL, IL, and VO were weak.
Nodes of the ventral stream
The ventrally biased connections suggested that areas LI and P
may be nodes of the ventral stream. Indeed, 66% of LI inputs
terminated in temporal and parahippocampal regions, whereas
only 28% projected to occipital, parietal, medial, frontal, and
cingulate cortices (Fig. 4c). The dorsoventral asymmetry was
even stronger (74 vs 23%) for area P (Fig. 4d).
Area LI injections (n  3) were located at the lateral posterior
corner of the acallosal region lateral to V1 and labeled 33 cortical
projections (Figs. 4c, 5a,c,d). In the example shown in Figure 5b,
projections were biased to posterior V1, indicating that they origi-
nated from the upper visual field of LI. Projections to temporal cor-
tex included LM, P, TEp, Au, DP, and DA, parahippocampal areas
[POR, 36p, TEa, 35, MEC, LEC, PrS, parasubiculum (PaS)], the
subiculum (Sub), and the subcortically located claustrum (Cl) (Fig.
4c). Projections to the medial, parietal, limbic, and orbitofrontal
cortices included PM,MM, AL, RL, A, AM, S1, S2, RSD, RSG, Cg1,
and VO. LI shared many connections with LM, but unlike LM, LI
projected to S2 and auditory cortices (Au, DA, DP, TEp) (Fig. 4c).
Area P injections (n  3) were located in acallosal cortex
behindLMand labeled 34 cortical regions (Figs. 4d, 6a,c,d). In the
example shown in Fig. 6b, inputs were biased to medial V1, indi-
cating that P was topographically organized. Projections to LM
and AL were weak and even sparser in PM, RL, A, and AM. The
only strong input was to MM, which contrasted with sparse pro-
jections to RSD, RSG, Cg1, and the second cingulate area (Cg2)
(Franklin and Paxinos, 2007), which in rat represents eye and
periocular movements (Brecht et al., 2004) (Fig. 4d). In contrast,
inputs to temporal (LI, TEp, Au, DP) and parahippocampal areas
(POR, 36p, 36a, 35, MEC, PaS, PrS) were strong (Fig. 4d).
Nodes of the dorsal stream
The dorsally biased connections suggested that PM and the pos-
terior parietal areas RL and AM are nodes of the dorsal stream.
Indeed, each area showed a preference for dorsal over ventral
targets: PM (64 vs 31%), RL (57 vs 35%), and AM (63 vs 30%)
(Fig. 4g–i).
Area PM injections (n 3)were located in the acallosal region
posteromedial to V1 and labeled projections to 32 cortical re-
gions (Figs. 4g, 7a,c,d). In the example shown in Figure 7b, pro-
jections were biased to posterior V1, indicating that PM is
topographically organized. Although the connections favored
dorsal over ventral areas, PM provided extensive inputs to tem-
poral (LM, LI, P, TEp, Au, DP, DA) and parahippocampal (POR,
TEa, 36p, 36a, 35, MEC, LEC, PaS, PrS) cortices. This ventral
stream feature was also evident in the sparse input to S1 and S2
(Fig. 4g). However, the strong inputs to AL, AM, RL, A, MM,
RSD, RSG, the eye and periocularmotor areas (Cg1, Cg2) (Brecht
et al., 2004), prefrontal cortex (PrL, IL), and VO suggest that PM
projections favor the dorsal stream.
Figure6. Connections of P in tangential sections through flat-mountedmouse cerebral cortex.a, Dark-field imageofwet-mounted, unstained section through layer 4 showingbrightmyelin-rich
cortical fields. b, Dark-field image of anterogradely labeled axonal projections (white) after injection of BDA into area P (arrow). c, Blue labeling represents landmark pattern in of retrogradely
bisbenzimide-labeled callosal projection neurons. d, Overlay of callosal connections (blue) and BDA-labeled projections (white). Scale bars, 1 mm. Arrows indicate injection site.
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Area RL injections (n  3) were associated with the small
callosal ring near the tip of V1 and labeled 25 cortical projections
(Figs. 4h, 8a,c,d). In the example shown in Figure 8b, inputs were
biased to lateral V1, indicating that RL contains a visuotopicmap.
Inputs to LMand LI and the temporal areas (P, Au,DP,DA)were
weak or completely absent in TEp. Similarly, sparse inputs were
found in POR, 36p, 36a, 35, LEC, and PrS. In contrast, the pro-
jections toAL andPMwere strong but sparse inMM. Inputs to S1
and S2 were notably strong and paralleled by projections to whis-
ker motor (M2) (Brecht et al., 2004) and eye movement (Cg1)
areas (Brecht et al., 2004).
Area AM injections (n 3) were located medial to the tip of
V1 and labeled 30 cortical regions (Figs. 4i, 9a,c,d). In the exam-
ple shown in Figure 9b, projections were inmedial V1, indicating
that AM contains a visuotopic map. Similar to PM and RL, AM
provided strong or moderate input to LM, AL, PM, RL, and A.
However, projections to S1, temporal (P, Au, DP, DA, TEp), and
parahippocampal (POR, TEa, 36p, 36a, 35, LEC) cortices were
weak or absent in MEC. The notable exception was the relatively
strong projection to PrS, which in rat contains head, grid, and
border cells (Boccara et al., 2010). This input was paralleled by
projections to RSD and RSG, which are known to contain head
direction cells (Taube, 2007). Strong inputs were also found to
the periocular motor cingulate area (Cg1) and whisker motor
cortex (M2).
Connectivity profiles of dorsal and ventral nodes
The ordering of target areas by geographic location suggested that
each source area has a unique distribution of projection strengths
across different targets (Fig. 4). To further support this claim, we
ordered projection targets by projection strengths. Figure 10
shows that the projections of each source area are distributed in a
remarkably similar manner. Connection weights vary over
two to three orders of magnitude, and distributions are well fit
by a lognormal function. By comparison, the data are fit very
poorly by normal (Gaussian) distributions. Furthermore, Fig-
ure 10 shows that, when connection weights are taken into
account, each source area has a unique distribution of projec-
tion targets. In monkey, such source-specific target distribu-
tions were referred to as areal connectivity profiles (Markov et
al., 2011). Most interestingly, when the source areas were or-
dered according to their dorsoventral location, we found that
the connection strengths to ventral and dorsal areas progres-
sively increased. These trends can be seen along the ventral
stream by the gradual strengthening of connections to ventral
areas (Fig. 10a– e, red boxes) and along the dorsal stream by
the shift of dorsal areas (Fig. 10f– k, blue boxes) to the left of
side of the graph.
Similarity structure of regional projections
The connection data consist of projection densities from 10
sources to 40 targets, which can be represented as 10 vectors of 40
observations (self-connections set to zero; Fig. 11a). Each area
showed a unique pattern of projections. We assessed the
between-area similarities of these projections using four ap-
proaches: the normalized dot product, k-means clustering,
NMDS, and PCA. These analyses yielded similar projection pat-
terns, with two sets of regions clustering together.
Figure 7. Connections of PM in tangential sections through flat-mounted mouse cerebral cortex. a, Dark-field image of wet-mounted, unstained section through layer 4 showing bright
myelin-rich cortical fields. b, Dark-field image of anterogradely labeled axonal projections (white) after injection of BDA into area PM (arrow). c, Blue labeling represents landmark pattern of
retrogradely bisbenzimide-labeled callosal projection neurons. d, Overlay of callosal connections (blue) and BDA-labeled projections (white). Scale bars, 1 mm. Arrows indicate injection site.
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We first calculated the vector angle (derived from the normal-
ized dot product) for each pair of connection vectors, excluding
mutual connections. The resulting similarity matrix was reor-
dered tominimize entries near themain diagonal, thus arranging
regions according to the similarity of their projection patterns
(Fig. 11b). V1was placed near themiddle of the reorderedmatrix.
Figure 11b shows that hot colors are clustered at opposite corners
of the matrix, indicating greater similarity of connections among
ventral or dorsal areas, and that the networks of ventral and dor-
sal areas are relatively distinct. k-means clustering was performed
for two to five clusters, starting from 1000 random configura-
tions and using the cosine of the vector angle as the distance
metric. The Dunn’s index was used to identify the clustering with
maximal within-cluster coherence and between-cluster distance.
The optimal partitions consisted of two clusters, one containing
AL, RL, AM, PM, and A and the other containing V1, LM, LI,
POR, and P. NMDS was performed using the vector angle be-
tween projections as distancemeasure. A configurationminimiz-
ing Kruskal’s stress parameter separated AL, RL, AM, PM, and A
fromV1, LM, LI, POR, and P when data were projected onto two
dimensions (Fig. 11c). PCA was performed on the correlation
matrix of the projection patterns and resulted in dorsal and
ventral clusters of areas similar to that found by NMDS (Fig.
11d). In both plots, V1 was more closely associated with the
ventral stream, reflecting strong reciprocal connectivity with
LM (Fig. 12a).
Modularity and community structure
Using the connection matrix M (and M) for the 10 reciprocally
connected regions, we computed the optimal modularity parti-
tion andmodularity score. For bothM andM, the optimalmod-
ularity partition split the regions into two communities, one
comprising V1, LM, LI, POR, and P and the other AL, RL, AM,
PM, and A. The proportion of within-module to between-
module projections was 61–39%. To visualize the community
structure, we displayed the connections of the 10  10 matrix
after optimally arranging regions and connections with the Ka-
mada–Kawai energy minimization layout algorithm (Kamada
and Kawai, 1989) implemented in Pajek (http://pajek.imfm.si/).
Figure 12a shows that the two communities have distinct pat-
terns. We tested the significance of the modularity score by com-
paring to two different random populations (see Materials and
Methods). The modularity score estimated from the empirical
data was significantly greater than in the modularity found in
both populations of randomized networks (p 0.0001).
To reveal the projection strengths to destinations other than
to the injected visuotopically organized areas (V1, LM, LI, P,
POR, AL, PM, RL, A, AM), we replotted the inputs of the 10
source regions to 30 targets. Figure 12b shows that the strongest
inputs from areas of the ventral module terminated in the hip-
pocampus (CA1), the olfactory cortex (Pir), insular gustatory/
visceral cortex [anterior ventral (AIV) and anterior dorsal (AID)
insulas] (Franklin and Paxinos, 2007), the parahippocampal ar-
eas (MEC, LEC, Sub, PaS, 35, 36p, 36a), and the auditory areas
(Au, TEp, DP). In contrast, areas of the dorsal module made
stronger projections to the retrosplenial cortex (RSD, RSG), the
somatosensory cortex (S1, S2), the prefrontal areas (PrL, IL), and
the motor areas that control limb, whisker, and eye movements
(M1, M2, Cg1, Cg2). These dorsoventral network asymmetries
are even more striking in a plot of the normalized ratio of inputs
from each module (Fig. 12c).
Figure 8. Connections of RL in tangential sections through flat-mounted mouse cerebral cortex. a, Dark-field image of wet-mounted, unstained section through layer 4 showing bright
myelin-rich cortical fields. b, Dark-field image of anterogradely labeled axonal projections (white) after injection of BDA into area RL (arrow). c, Blue labeling represents landmark pattern of
retrogradely bisbenzimide-labeled callosal projection neurons. d, Overlay of callosal connections (blue) and BDA-labeled projections (white). Scale bars, 1 mm. Arrows indicate injection site.
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Paths and centrality
Two regions can exchange signals via direct or indirect paths. In
weighted networks, indirect paths (passing through an interme-
diate node) can be “shorter” than those made by direct connec-
tions if their combined weights are strong. We found that,
although the matrix of 10 regions was virtually fully connected,
the shortest paths between two directed pairs of regions were
often indirect. Figure 13a shows the distancematrix, derived after
transforming connectionweights to connection lengths using the
inverse transform.Most short paths within the twomodules rep-
resented direct connections. However, for many pairs located in
different modules, the distance of the direct connection was lon-
ger than the path involving one intermediate step. Thus, although
direct connections between modules offer potential paths, infor-
mation may more effectively be exchanged through stronger in-
direct channels.
Nodes that serve as relays for many short paths may be con-
sidered hubnodes. These hubs can be identified by their between-
ness centrality. Only 6 of 10 regions (LM, LI, POR, AL, PM, RL)
participate in at least one of the short indirect paths (Fig. 13b),
identifying the areas as integrative centers (Sporns, 2011) of uni-
modal and multimodal sensory inputs (Sporns et al., 2007). No-
tably, not a single short path linking the two modules traveled
through V1, indicating that, similar to cat and monkey, V1 is not
a network hub for inter-areal communication (Sporns et al.,
2007). To control for the effect of node degree on centrality, we
compared the regional betweenness centrality to that obtained
from two different populations of random networks. LM had
significantly greater centrality relative to both random models
(p  0.05; p  0.01). Thus, LM is a central hub of the visual
network. In monkey, this is a property of V4, which ranks higher
in the hierarchy (Felleman and Van Essen, 1991; Coogan and
Burkhalter, 1993).
Spatial embedding and wiring economy
From the area map (Fig. 1d), we estimated the average lengths of
inter-areal pathways as Euclidean distances of the center-of-mass
between different areas. Projection weights and lengths were in-
versely correlated (r0.51, p 0.0001), indicating that nearby
areas aremore strongly linked.We calculated the total wiring cost
as the sum of the product of connection weights and lengths. We
then generated rewired connection matrices using the two ran-
dom models. None of the rewired connection patterns had a
lower wiring cost than the one found empirically (p  0.0001).
We then adopted a rewiring strategy that randomly permuted
regional positions while keeping the connection topology un-
changed. Analysis of 3,628,800 (10!) permutations yielded a total
of 2278 configurations (0.06%) with a maximal improvement in
wiring cost of 5.7%. Hence, although not strictly optimal, the
spatial embedding of mouse visual cortex connectivity conserves
wiring length.
Discussion
We traced the connections of 10 areas of mouse visual cortex and
measured the optical densities (i.e., bouton densities;Wang et al.,
2011) of efferent projections. Retrograde labeling and associated
filling of local axon arbors was rare, accounting for a negligible
0.001–0.01% of the long-range projection strength (Helmstaed-
ter et al., 2007). Thesemeasurements revealed a networkwith two
modules, indicating that medial/anterior extrastriate visual areas
Figure 9. Connections of AM in tangential sections through flat-mounted mouse cerebral cortex. a, Dark-field image of wet-mounted, unstained section through layer 4 showing bright
myelin-rich cortical fields. b, Dark-field image of anterogradely labeled axonal projections (white) after injection of BDA into area AM (arrow). c, Blue labeling represents landmark pattern of
retrogradely bisbenzimide-labeled callosal projection neurons. d, Overlay of callosal connections (blue) and BDA-labeled projections (white). Scale bars, 1 mm. Arrows indicate injection site.
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(AL, RL, A, AM, PM) are more strongly
linked to parietal, motor, and limbic cor-
tices, whereas lateral extrastriate areas
(LM, P, LI, POR) are preferentially con-
nected to temporal and parahippocampal
regions. This modularity coincides with
the representation of visuospatial and ob-
ject recognition functions in dorsal and
ventral rat cortices (McDaniel et al., 1982;
Kolb and Walkey, 1987; Ho et al., 2011)
and suggests that visual information is
processed in dorsal and ventral streams.
We have found that the cortical net-
work in mice is more complex than re-
ported in rat, showing that single areas
have at least twice as many projection tar-
gets (Miller and Vogt, 1984; Reep et al.,
1990; McDonald and Mascagni, 1996;
Burwell and Amaral, 1998). Factors that
may contribute to this apparent increase
are that our search for projections was
cortex-wide and our parsing of visual cor-
tex was more extensive. As a result, we
have assigned projections that in rat were
thought to belong to a single cytoarchitec-
tonic area (Miller and Vogt, 1984; Reep et
al., 1990, 1994; Paperna and Malach,
1991) to multiple areas contained within
this cytoarchitectonic region, whichmade
the connectivity denser than presumed.
Thus, without comparable area maps
across species, it is difficult to determine
how much denser the cortical graph in
mice really is. Our results show that the
10  10 matrix of injected areas is 99%
connected through dense short and
sparser long-range connections at near-
optimal wiring costs. The connectivity
drops to 70 and 79% reciprocity in a 25 25matrix of areas with
direct input from V1. This is a 30% denser connectivity than
estimated for visually related areas in monkey (Felleman and
Van Essen, 1991; Markov et al., 2011).
Unlike previous studies, which showed that all corticocortical
connections in rat are reciprocal (Vogt and Miller, 1983; Miller
and Vogt, 1984), we found 20–40% unidirectional connections.
We believe that this is a gross overestimate because cell body
labeling with BDAwas extremely sparse and iontophoretic injec-
tions clearly suboptimal for retrograde tracing of reciprocal con-
nections (Jiang et al., 1993).
Many connections we have found inmice were identified pre-
viously in rat (Vogt andMiller, 1983;Miller andVogt, 1984; Reep
et al., 1990, 1994, 1996; Paperna and Malach, 1991; McDonald
and Mascagni, 1996; Witter and Amaral, 2004; Agster and Bur-
well, 2009), which eliminates species or technical differences
as explanations for streams. Although streams have been pro-
posed previously in rats based on distinctive connectionswith the
amygdala (McDonald and Mascagni, 1996), the detailed organi-
zation in mice was only revealed here by identifying visual areas
(Wang andBurkhalter, 2007) and applying graph analysis to con-
nection weights (Markov et al., 2011; Sporns, 2011). The analysis
shows that the projection density of each source area varies over
two to three orders of magnitude, which is only half the span
found in the200 larger monkey cortex (Markov et al., 2011).
As inmonkey (Markov et al., 2011), we found that the projection
weights are distributed in log-normal manner. This suggests that
the scaling of inter-areal connections is conserved across species
and that the strength of interactions between areas may obey
similar rules, assuming that information flow is captured by
structural data (Binzegger et al., 2004). Moreover, our analysis
shows that each visual area has a distinct connectivity profile
(Markov et al., 2011), which orders areas by the weight of inputs.
Importantly, we found that the order depends on the location of
an area: the more ventral, the stronger the connections to ventral
areas, and the more dorsal, the stronger the outputs to dorsal
areas. This indicates that the visual cortical network in mice is
organized into ventral and dorsal processing streams, reminis-
cent of the organization in cats and primates (Ungerleider and
Mishkin, 1982; Hilgetag et al., 2000). Unsurprisingly, we found
that the connections within streams are 22% stronger than be-
tween streams. However, connections across streams are abun-
dant, and the shortest and thus presumably most effective paths
connecting the two streams often go through distinct hubs
(Sporns et al., 2007) such as LM and AL.
It is important to note that the network in mice differs from
that in monkey. For example, in mice, V1 projects to all visual
areas (Olavarria andMontero, 1989; this study), whereas inmon-
key, only V2, V3, V4, andmiddle temporal areaMT receive input
fromV1 (Felleman andVan Essen, 1991). In addition, V1 inmice
Figure 10. Projection densities are unique for each target area and follow a lognormal distribution. a–k, Circles and error bars
represent the mean and SDs of individual measurements of optical density (same sample sizes as in Fig. 4), and projections are
orderedbymeandensity for each of the 10 source areas under study. The curves represent an average over 10,000 randomsamples
obtained from a log-normal distribution with the samemean and SD and an equal number of points as the data. The shaded area
is defined by the 2.5 and 97.5 percentiles of the 10,000 samples. Colors at the bottom of each plot label the target areas by their
association with the ventral (red) and dorsal (blue) streams.
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and rats sends input to somatosensory, retrosplenial, cingu-
late, orbitofrontal, temporal, and parahippocampal cortex
(Vogt and Miller, 1983; Miller and Vogt, 1984; Reep et al., 1990,
1996; Burwell and Amaral, 1998), which in monkey are not di-
rectly connected to V1 (Felleman and Van Essen, 1991). In rats
andmice, many V1 targets process somatosensory, auditory, and
motor information (Wagor et al., 1980; Chen et al., 1994; Brett-
Green et al., 2003; Brecht et al., 2004), suggesting that outputs
from V1 are readily integrated with other modalities, a process
that in monkey is performed only on outputs from higher areas.
The difference may reflect the smaller number of hierarchical
levels in rodent than primate visual cortex (Coogan and Burkhal-
ter, 1993; Burkhalter and Wang, 2008).
The modular dorso/ventral structure of the network broadly
agrees with lesion studies in rat, showing that damage of the
ventral areas reduces visual acuity and object recognition but
spares spatial orientation (McDaniel et al., 1982; Tees, 1999; Ho
et al., 2011). In contrast, lesions in dorsal and medial areas dis-
rupt visuospatial discrimination and navigation (Sa´nchez et al.,
1997; Pinto-Hamuy et al., 2004; Save and Poucet, 2009). Fit-
tingly, recent calcium imaging studies found that neuronal tun-
ing to high-spatial frequency (SF) is more frequent in LI than in
AL, RL, and AM, which are more selective for high-temporal
frequency (TF) and the direction of motion (Andermann et al.,
2011; Marshel et al., 2011), suggesting that ventral areas encode
image detail, whereas dorsal areas encode visual motion (Van
Essen andGallant, 1994). However, the recordings also show that
the organization is more complex. For example, in LM, the sen-
sitivity for SF was low and many neurons were tuned to high TF
(Marshel et al., 2011). Thismay not be surprising, given the dense
connections of LM with dorsal and ventral areas. It suggests,
however, that LM is a divided gateway to ventral and dorsal
streams that may resemble monkey V2,
which contains neurons with dorsal and
ventral properties (Nassi and Callaway,
2009). Another surprise was that the dor-
sal stream area PM preferred ventral
streamproperties (Van Essen andGallant,
1994), such as high SF, low TF, and slow
speeds (Andermann et al., 2011; Marshel
et al., 2011). That PM belongs to the dor-
sal stream is supported by the lack of con-
nections with the amygdala (Wang and
Burkhalter, 2011). However, PM receives
strong inputs from V1, which may supply
detailed information about the shape of
slow-moving objects. Thus, as inmonkey,
the dorsal stream may have multiple
branches specialized for the processing of
visual information from self-motion and
moving objects viewed from fixed loca-
tions (Kravitz et al., 2011).
PM stands out with strong projections
to eye movement and attention centers in
Cg2 and to the head direction cell-
containing retrosplenial cortex (Muir et
al., 1996; Brecht et al., 2004; Taube, 2007;
this study). Interestingly, the head direc-
tion responses recorded in putative rat
PM were found to be influenced by visual
input (Chen et al., 1994), suggesting re-
mapping of egocentric coordinates in an
external, allocentric, reference frame. We
found that areas RL, A, and AM are strongly reciprocally con-
nected to S1, S2, cingulate, motor, and putative vestibular corti-
ces within S2 (Nishiike et al., 2000). Each of these areas is highly
sensitive to coarsely topographic, transient visual information
(Andermann et al., 2011; Marshel et al., 2011) presumably gen-
erated by optic flow patterns during self-motion. The areal con-
nectivity pattern suggests that these visual inputs are combined
with somatosensory, proprioceptive, vestibular, andmotor effer-
ent copy signals, used for path integration. The network between
both branches of the dorsal stream may link the internal path
integration information with inputs from external landmarks
and enable goal-directed navigation.
In rat, visual input toMEC is five times stronger than input to
LEC (Kerr et al., 2007). We found that, in mice, MEC and LEC
receive approximately equal input from the ventral stream,
whereas dorsal stream inputs terminate mainly in LEC. Thus,
unlike in rat (Deshmukh and Knierim, 2011), ventral “what”
input flows to MEC and LEC, whereas dorsal “where” input to
LEC is stronger. This organization supports the findings of
object-responsive neurons and place-responsive neurons in LEC
in the presence of local objects and suggests that LEC processes
external landmark information (Deshmukh and Knierim, 2011).
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Figure 13. Paths, distances, and centrality. a, Distance matrix recording the topological length of the shortest path between
sources and targets, computed from the weighted submatrix M. White dots indicate matrix entries in which the shortest path
corresponds to a direct connection between areas. All unmarked entries have path lengths of two or three steps, i.e., the shortest
path passes through at least one intermediate node. Note that within-module paths are overwhelmingly direct, whereas many
indirect paths are found for node pairs located in different modules. b, Betweenness centrality of visual regions in submatrix M,
corresponding to thenumberof shortest paths that pass througheachnode.Areas LMandALhavehighest betweenness centrality,
whereas no shortest paths pass through area V1.
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