Estimation in the multivariate context when the number of observations available is less than the number of variables is a classical theoretical problem. In order to ensure estimability, one has to assume certain constraints on the parameters. A method for maximum likelihood estimation under constraints is proposed to solve this problem. Even in the extreme case where only a single multivariate observation is available, this may provide a feasible solution. It simultaneously provides a simple, straightforward methodology to allow for specific structures within and between covariance matrices of several populations. This methodology yields exact maximum likelihood estimates.
Introduction
This article addresses the fundamental problem of determining the exact maximum likelihood estimates (MLEs) for the mean vector and covariance matrix structures of pdimensional multivariate normal distributions with special reference to the case where the number of observations, n, may be less than the dimension of the observations, p. In such cases, constraints on the parameters have to be introduced to ensure estimability. Such constraints are usually suggested by the underlying experimental design, as well as the nature of the data. These additional structures on parameters, mean vectors, and covariance matrices can easily be incorporated using the proposed procedure of estimation by combining the principles discussed in the two papers by Strydom and Crowther (2012, 2013) . In this article, it is shown how this method even provides an estimation solution in the extreme case where a number of multivariate populations are sampled with only one observation per population. Specifi approaches for dealing with a variety of scenarios are presented.
No general maximum likelihood estimation procedures are known in the case where n < p. In order to ensure estimability, reparameterization is required which in essence reduces the number of parameters. Each parameterization then calls for the derivation of its own set of likelihood equations which should then be maximized. This process is cumbersome in the easiest of applications. The complexity of the problem increases in magnitude in the case of several multivariate populations. For this reason, assumptions such as equality of covariance matrices of several populations are often required. Less restrictive assumptions, such as proportionality of covariance matrices of several populations, represent a problematic estimation problem even when n ≥ p (Flury 1986 ). When n < p, estimation of the covariance matrices is impossible-unless restrictions are imposed. The method proposed in this article enables and illustrates straightforward maximum likelihood estimation in a variety of complicated practical applications.
Although the procedure proposed in this article is focused on relatively small samples, the techniques can be applied to model the same structures in large samples (Strydom and Crowther 2012, 2013) . Many aspects of the Behrens-Fisher problem and other similar problems can be addressed in this way. However, if insuffici t sample sizes are available, but certain structures between (or within) samples may be assumed, the same procedure provides a simple approach to the estimation of the underlying parameters. Although normality is assumed in this article, the procedure may be applied similarly in a broader context to distributions in the exponential class.
In this article, the focus is on the following aspects:
r It is shown that the theory for maximum likelihood estimation under constraints provides a simple framework within which, for relatively small samples (n < p), the MLEs of mean vectors and covariance structures can easily be obtained.
r The scope, flexibility, and usefulness of the methodology is illustrated by estimating the covariance matrices under three different variations of growth: proportional, linear, and linear porportional.
r The accuracy of the MLEs of covariance matrices obtained when n < p is presented in simulation studies.
r A practical application illustrates the potential and innovative use of the methodology in the context of a seemingly unrelated regression (SUR) model. The theoretical background of the estimation procedure is given in Section 2. A simple example is used to show that the exact MLEs are obtained using the proposed procedure. In Section 3, the covariance matrix estimation for several multivariate populations when n < p is illustrated using simulated data. The accuracy of the results is illustrated by way of simulation studies in the case of linear growth, proportional growth, as well as linear proportional growth of the covariance matrices. These underlying structures are suggested as practical and sensible assumptions or constraints that may exist within and among covariance matrices. These constraints enable estimation even in the case of relatively small sample sizes. Finally, in Section 4, a practical application to a SUR model (Greene 2012 ) is considered. In this case, data observed for four companies over 20 years (1935) (1936) (1937) (1938) (1939) (1940) (1941) (1942) (1943) (1944) (1945) (1946) (1947) (1948) (1949) (1950) (1951) (1952) (1953) (1954) are modeled as 20 single (n = 1) four-dimensional multivariate observations. MLEs of both the mean vectors and covariance matrices are obtained simultaneously under diffe ent structural assumptions. The seemingly unrelated regression model is fit ed under the assumption of proportional covariance matrices allowing for different trends in growth.
Theoretical background
Suppose that y i1 , y i2 , . . . , y in i represent n i observations of k independent random samples from N p (μ i , i ) distributions (i = 1, 2, . . . , k). Let y i represent the sample mean vector
and S i the matrix of mean sums of squares and cross products of the ith sample
Note that n i is not assumed to be larger than p. If any of the n i is less than or equal to p, the MLEs in general do not exist unless additional restrictions on parameters are imposed. Let
. . .
The covariance matrix of t is given by
where
and H i j : p × p with h i j = 1 and all other elements equal to zero (Muirhead 1982) .
Parameter structures can be fitted by specifying constraints g(m) = 0 on the elements of m. The MLE of m under the constraints can be obtained from the expression (Strydom and Crowther 2012, 2013) :
* is a generalized inverse of G t V G m . When n i < p, the covariance matrices are singular and certain restrictions hold between the elements of each vector of observations y i , i = 1, . . . , k. Since different sets of independent restrictions may be imposed sequentially, the result (5) also holds for singular covariance matrices V and G t V G m Crowther 1995, 1998; Crowther and Shaw 1989) . In general, the double-iterative procedure implies a double iteration over t and m. The fi st iteration stems from the Taylor series linearization of g(t ) and the second from the fact that V may be a function of m.
The present issue is that the MLEs of m do not exist in general, except under constraints which are implied by assuming a particular model. In the procedure (5) for obtaining the MLEs of μ i and i under constraints, the vector t of canonical statistics with the corresponding covariance matrix V is used as the point of departure for any model considered within this framework. The algorithm given by Strydom and Crowther (2012) is then used to obtain these MLEs.
The Wald test statistic may also serve as an indication of whether certain constraints exist, which may be imposed in order to ensure estimability. The examples of covariance matrix estimation in Section 3 and Section 4 implement specifica ly various types of structures (constraints) on the variances and covariances in order to obtain MLEs for the parameters. These structures are implied by the data and the theory underlying the specifi application.
Introductory example
As a simple example to demonstrate the potential of the process described in (5) and its equivalence to traditional maximum likelihood , eight observations were simulated from a multivariate normal distribution with mean zero and covariance matrix 
The structure in the covariance matrix implies that the restrictions g(m) required by the estimation process in (5) are given by: .
These estimated values may also be verifi d directly by making use of the fact that if the covariance matrix has the structure = dI + ecc , then −1 has the same structure (Graybill 1983) , namely
for some δ and . The MLEs of δ, , and −1 are obtained from the likelihood function:
The MLEs follow directly as:
Since the transformation of to −1 is one to one, the MLE of is the inverse of the MLE of −1 . This yields exactly the same estimated values for d and e as given above.
Traditional maximum likelihood estimation may increase drastically in difficulty with more complicated structures. With the maximum likelihood procedure outlined in (5), the problem may usually be resolved in a straightforward way.
Covariance matrix estimation
The case of relatively few observations can only be addressed if the existence of underlying structures between and/or within covariance matrices can be assumed. The constraints in essence reduce the number of independent parameters to be estimated. Under this scenario, the procedure for maximum likelihood estimation under constraints described in the previous section provides an elegant and direct solution to this problem.
In the framework of procedure (5), when the mean vectors are assumed to be zero, the canonical statistics with expected values simplify to
and
for i = 1, . . . , 5 and K the commutation matrix (cf., (4)).
In the next three subsections, simulations are given where the number of multivariate observations in each case presented is less than or equal to the dimension of the observations and constraints have to be imposed on the parameters in order to obtain MLEs. Traditionally, constraints such as equal covariance matrices are assumed. Assumptions like, for example, proportionality of covariance matrices could in many instances provide a much more realistic and desirable solution. Proportionality of covariance matrices implies equal correlation matrices, but allows for different covariance structures. Structures between and within the covariance matrices may be imposed which would ensure estimability.
For each simulation, relatively small random samples Y i : p × n i , p > n i , for i = 1, 2, 3, 4, 5 generated from N(0, i ) distributions, are considered. These small samples result in the unbiased singular sample covariance matrix estimates
, 5 with the ith estimate having rank n i . Structures between and within covariance matrices are imposed to ensure estimability and are illustrated with the simulations in the following subsections.
Due to the complexity of estimation and the problem of relatively small sample sizes, equality of covariance matrices is often assumed in the simultaneous modeling of mean vectors and covariance structures. In the following subsections, the accuracy of MLEs under less restrictive but practically sensible assumptions, is illustrated. These assumptions are proportional growth, linear growth, and linear proportional growth of covariance matrices with a compound symmetry structure. For each scenario, the random samples generated are described, the theory (constraints) formulated, followed by a short summary of results accompanied by a table with specific detail.
Simulation of proportional growth in covariances
The columns of Y i : 6 × 2 for i = 1, 2, 3, 4, 5 represent five independent samples of size two generated from N(0, i ) distributions where
i.e., where consecutive population covariance matrices are proportional. These small samples result in the unbiased singular sample covariance matrix estimates 1 2
, 4, 5 and each estimate has rank 2.
Constraints
The proposed methodology only requires specification of the constraints implied by the underlying structural relationships. The structures within and between the i 's are represented by the constraints g(m) =
where g 1 (m) implies the compound symmetry structure within covariance matrices and g 2 (m) implies the proportionality between the covariance matrices.
The compound symmetry structure on each of the five covariance matrices is specified by In this case, the matrix 11 . Similarly for C β and Q β . When proportional covariance matrices are assumed, a typical subvector of the constraints g 2 (m) is given by:
where ρ is a measure of growth and
It is sufficient to use only the firs two elements of each i in the restrictions, since equality of diagonal and off-diagonal elements are specified as well. The growth factor, ρ, may be determined in various ways, e.g., ρ = 
Results
For 1000 simulated samples with i givenin (7), α = 5, β = 3, n i = 2, i = 1,..., 5and pro-portionality constant or growth factor ρ = 1.3, the MLEs of ρ and i were calculated. Conver-gence of the double-iterative process is not guaranteed, but in general it converges in relatively few iterations.
On the left-hand side in Table 1 , the population values for the covariance matrices and growth factor are given. The average of the MLEs of the covariance matrices and growth factor calculated for 1000 simulations are given on the right-hand side in Table 1 .
Simulation of linear growth
In this subsection, the accuracy of the MLEs of covariance matrices with compound symmetry structure growing linearly, is illustrated. Random samples Y i :6× 2fori = 1, 2, 3, 4, 5 were Table 1 . Simulation of proportional growth. n 1 = 2, n 2 = 2, n 3 = 2, n 4 = 2, n 5 = 2.
Population covariance matrices
Estimated covariance matrices Growth factor ρ = 1.3
Estimated growth factor ρ = 1.3047 
These small samples result in the unbiased singular sample covariance matrix estimates 1 2 Y i Y i , i = 1, 2, 3, 4, 5 and the ith estimate has rank 2.
Constraints
The compound symmetry structure within the covariance matrices is again specified by the restriction g 1 (m) given by (8)in Section 3.1. The constraints specifying linear growth in vari-ances and in covariances are, respectively,
where i [k, l] is the covariance of the kth and lth variable measured in the ith sample and
The corresponding derivatives are given by
These constraints allow for different linear trends in variances and covariances, respectively.
Results
For 1000 simulated samples with 1 given in (11), linear growth specified according to (12) andcompoundsymmetryaccordingto(8), the MLE of 1 was calculated. On the left-hand side in Table 2 , the population values for the covariance matrices and linear growth factors are given. The average of the MLEs of the covariance matrices and linear growth factors calculated for 1000 simulations are given on the right-hand side in Table 2 .
Simulation of linear proportional growth
In this subsection, the MLEs obtained in the presence of linear proportional growth in covariance matrices with compound symmetry structure are given. Random samples Y i : 6 × 2 for i = 1, 2, 3, 4, 5 were generated from N(0, i ) distributions where lines and that the covariance matrices are proportional. The assumption of proportionality implies equal corresponding correlation coeffici ts.
Constraints
The compound symmetry structure within the covariance matrices is again specified by the restriction g 1 (m) (cf., (8)). Proportional covariance matrices are implied by the restriction g 2 (m) (cf., (9)). The linear structure between covariance matrices is in this case implied by the constraints g r (m),where
with derivative G r (m) = Q X ∂ρ ∂m and Q X as defin d by (12) in Section 3.2. Table 3 . Simulation of linear proportional growth. n 1 = 2, n 2 = 2, n 3 = 2, n 4 = 2, n 5 = 2. 
Results
On the left-hand side in Table 3 , the population values for the covariance matrices and growth factor are given. The average of the MLEs of the covariance matrices and growth factor calcu-lated for 1000 simulations are given on the right-hand side in Table  3 .Notethatthematrix Av also equals the average of any two estimated 's which are on equal distances from the center of the five estimated 's. For example, Av = 0.5( 1 + 5 ). The corresponding population and estimated correlation matrices are also given.
Seemingly unrelated regression model
In this section, the flexibility and potential of the methodology given in Section 2 are practically illustrated in the case of longitudinal data with a specific focus on the SUR model (Greene 2012) . Greene (2012) used a subset of the Grunfeld data set consisting of data of four firms over 20 years. The investment equation is given by:
I ji = β 1 j + β 2 j F ji + β 3 j C ji + e ji , j = 1, 2, 3, 4 and i = 1, 2, . . . 20 (15) where I ji is the real gross investment for the jth firm in year i, F ji is the real value of the firm-shares outstanding, C ji is the value of the capital stock, β 1 j , β 2 j , and β 3 j are the respective regression constant and coeffici ts, and e ji is a disturbance term.
The SUR model can be formulated in terms of 20 independent multivariate observations. Let
where y represents 20 independent multivariate observations that fall into the estimation framework described in Section 2. Note that each observation needs to be considered as a four-dimensional multivariate (normal) sample of size one. In the following subsections, the same regression models are fit ed to the mean vectors, i.e., four regression models are fitted over time. However, it is argued that the usual assumption of equal covariance matrices is too restrictive. Constraints are used to impose relations within and between the covariance matrices. MLEs for both the mean vectors and covariance matrices are obtained using the general methodology described in Section 2 and illustrated in the following subsections. The effect of the different covariance structures on the estimates of the mean vectors is illustrated clearly.
Estimating mean vectors and regression parameters
The SUR model in the example referred to is fitted to the four elements of the 20 independent vector observations. Since a single multivariate observation from each population is observed, the iterative process (5) is initialized with
where A = X (X X ) −1 X and X = block(X 1 , X 2 , X 3 , X 4 ), a block-diagonal matrix with
This results in an initial estimate of i of rank 1 instead of the usual estimate t i2 − vec(t i1 t i1 ), which is equal to zero as a starting value.
The constraints implied by the four regression models require the defin tion of the following matrices:
where I 4 [ j, ] is the jth row of the 4 × 4 identity matrix, D 1 selects the mean vectors μ 1 , μ 2 , . . . , μ 20 from m, and C 1 selects successively the firs , second, third, and fourth elements of the 20 mean vectors μ i , i = 1, 2, . . . 20. The corresponding set of constraints specifying the multiple regression is given by
Estimating covariance matrices
Estimability is obtained traditionally by assuming equal covariance matrices-an assumption which is generally too restrictive and usually yields unacceptable estimates. In the following subsections, more general and acceptable assumptions regarding the covariance matrices, which provide more reasonable estimates, are illustrated. In the first of these subsections, equality of covariance matrices is assumed, just to illustrate the estimation procedure under constraints. In the subsequent sections, the MLEs of regression parameters under the following covariance structures are given:
r Proportional growth with a single growth factor r Proportional growth with two different growth factors, i.e., allowing a change in growth r Linear growth in proportional covariance matrices r Linear growth in proportional covariance matrices using two splines These scenarios illustrate the versatility of the proposed methodology and provide the MLEs of the regression parameters under more realistic covariance assumptions.
Variances and covariances constant over time
In order to express the assumption of equal covariance matrices, i.e., 1 = 2 = ··· = 20 = in terms of constraints, the following matrices are used in the sequel:
The matrix D 2 selects vec( 1 + μ 1 μ 1 ), . . . , vec( 20 + μ 20 μ 20 ) from m and Q 2 equates the covariance matrices. Consequently, the constraint which implies equality of covariance matrices is given by
Imposing the constraints g 1 (cf., (19)) and g 2 given in (21) on m yields the traditional MLEs of the parameters (Greene 2012).
Proportional growth in covariance matrices
In many situations, the assumption of proportional covariance matrices over time periods is acceptable, which implies equal correlations of corresponding variates. This assumption then compensates for the lack of information due to an insufficient number of observations at any point in time. Different growth factors are allowed over specific time periods.
Proportional growth with a single growth factor.
The first model considered is that of a constant proportional increase or decrease in covariance matrices, stipulated by i = ρ i −1 ,asillustratedin Table 4 .Constraintsarespecifiedsimilarly tothosein Section 3.1.A typical subvector of the constraints g 2 (m) is given by:
with derivative 
over the first 10 and over the last 10 covariance matrices. The notation i [1, 1] represents the variance of the first variable measured in the ith sample, i = 1, . . . , 20. As can be seen from Table 5 , the first growth factor ρ 1 indicates a positive growth of 1.0729 per year in variances over the first 10 years, while the second growth factor ρ 2 represents a slight negative growth in variances of 0.9915 per year over the last 10 years. The model in this case is fitted making use of the additional restriction that 10 = 11 . Equal corresponding correlation coeffici ts of all the covariance matrices can be seen again.
4.2.3
Linear growth in proportional covariance matrices 4.2.3.1. Linear growth in proportional covariance matrices. The assumption of proportional covariance matrices over time periods may be extended to accommodate a linear Table 6 . Estimated linear growth in proportional covariance matrices. increase over the time slots by making use of the fact that if covariance matrices are proportional, then each covariance matrix is also proportional to the overall average covariance matrix Av = 1 20 20 i=1 i , constituting 20 different proportionality constants ρ i for i = 1, 2, . . . , 20. The ρ i 's can now be restricted, for example, to be on one or more straight lines in order to ensure estimability. This linearization of the ρ i s also implies that the corresponding elements of the i 's are on straight lines. In this way, equal correlation coefficients as well as a linear increase or decrease on the corresponding elements of the i 's are accomplished. Formally ρ i = α + iβ which again implies that
Constraints are specified similarly to those in Section 3.1, where a typical subvector of the constraints g 2 (m) (cf., (9)) is given by:
with derivative ( 
The MLEs under these constraints are illustrated in Table 6 . The estimated average covariance matrix for the model fitted in Table 6 is given by: 
4.2.3.2.
Linear growth in proportional covariance matrices using two splines. The model can be reformulated similarly in terms of two growth splines separately fitted over the f i st 10 and last 10 years. The estimated average covariance matrix for this model fitted in Table 7 ( 4 + 7 + 12 + 19 ). As can be expected, the results in Table 4 correspond largely to the results in Table 6 , while the results in Table 5 correspond to the results in Table 7 to a large extent. It is, however, evident that as far as the means and the covariances are concerned, the growth patterns in the fi st 10 years differ substantially from that in the second 10 years. These examples stress the importance of taking different covariance patterns into consideration.
