Abstract-In this paper, the problem of channel tracking is considered for multiple-input multiple-output (MIMO) communication systems where the MIMO channel is time-varying. We consider a class of MIMO systems where orthogonal space-time block codes are used as the underlying space-time coding schemes. For such systems, a two-step MIMO channel tracking algorithm is proposed. As the first step, Kalman filtering is used to obtain an initial channel estimate for the current block based on the channel estimates obtained for previous blocks. Then, in the second step, the so-obtained initial channel estimate is refined using a decision-directed iterative method. We show that, due to specific properties of orthogonal space-time block codes, both the Kalman filter and the decision-directed algorithm can be significantly simplified. Simulation results show that the proposed tracking method can provide results in a symbol error rate performance that is 1 dB better than that of the differential receiver.
Finally, Lemma 1 establishes that the asymptotic behavior of (28), while integrating over either of the two polyhedra, is the same. Each multiple integral in (28) is in the form of I M of Lemma 1, i.e., polynomial in cM with smallest exponent M + M i=1 (N 0M + ki) = MN.
Therefore, the upper bound (16) decays with 0MN in low spectral efficiency, indicating diversity order is no less than MN. At the same time, MN is actually the maximum possible diversity order, so the outage probability of MMSE receiver has diversity of MN.
We now proceed to show the high-rate result, where the developments parallel those for M = 2 in (20). For R > M log M the outage region A can be upper and lower bounded with orthogonal slabs along the coordinates. The first set that is a subset of A has M orthogonal slabs where the jth slab is defined as j dM and i6 =j Therefore, the right-hand side of the bound (16) is the same as (28) with the exception that the integration region A could be either of above sets. Considering the possibility of some zero k i in (27) and the unbounded shape of A, there are dominating terms such as This indicates that the bound (16) decays with 0(N0M+1) in high spectral efficiency. This completes the proof of Theorem 2.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) communications and space-time coding have been the focus of extensive research efforts. Among different space-time coding schemes presented in the literature, orthogonal space-time block codes (OSTBCs) [1] , [2] are of particular interest because they achieve full diversity at a low receiver complexity. Indeed, given the MIMO channel, the maximum likelihood (ML) optimal receiver for OSTBCs consists of a linear receiver followed by a symbol-by-symbol decoder. Also, it has recently been shown in [3] that for a majority of OSTBCs, the MIMO channel is blindly identifiable. This interesting property of OSTBCs is based on the assumption that the channel is fixed during a long enough time interval. However, the channel may be time-varying in practice due to the mobility of the transmitter and/or receiver, as well as due to the carrier frequency mismatch between the transmitter and receiver. Therefore, channel tracking is essential in these cases.
In [4] , Kalman filtering has been studied in application to channel tracking for MIMO communication systems. The method of [4] is based on two assumptions. First, the underlying space-time coding scheme is based on Alamouti code [1] , and therefore its application is limited to the case of two transmit antennas. Second, the channel is assumed to be time-varying during the transmission of each block. The latter assumption implies that the linear ML receiver is optimal in a mean sense [4] .
Kalman filtering has been applied to the problem of MIMO channel tracking in several other research reports [5] , [6] . Also, in [7] , a fre-quency domain equalization method has been proposed for single carrier MIMO systems. Particle filtering has also been used in [8] for MIMO channel tracking. However, neither of the methods of [6] and [8] has been developed for OSTBCs. In [9] , a Kalman filtering approach has been used in the maximization step of an expectation-maximization (EM) method to track the frequency selective MIMO channel when the underlying code is an OSTBC and when an orthogonal frequency division multiplexing (OFDM) is used. However, this method does not make use of the structure of the underlying OSTBC to simplify Kalman filtering.
In this paper, we extend the result of [4] for any type of OSTBCs and show that Kalman filtering can be significantly simplified due to the specific structure of OSTBCs. Unlike [4] , we assume that the channel is fixed during the transmission of each block of data, and it can only change between blocks. Based on such an assumption, we develop a two-step channel tracking algorithm. In the first step, Kalman filtering is used at the beginning of each block to obtain an initial channel estimate for that block based on the channel estimate obtained for previous block. In the second step, to improve the quality of the channel estimate obtained by Kalman filtering, we propose a simple iterative channel estimation technique. This iterative method is in fact a decision-directed algorithm and it consists of sequential use of a linear receiver and a linear channel estimator.
We should mention that the idea of iterating the MIMO channel and symbol estimates is very common in the literature (see, for example, [10] ). However, our paper presents two contributions to the field. First, we extend the results in [4] to any type of OSTBCs. Second, we use interesting properties of OSTBCs to show that the Kalman filtering based channel tracking can be significantly simplified.
The rest of the paper is organized as follows. Section II provides a background on the topic. We present our channel tracking algorithm in Section III. Simulation results are presented in Section IV and conclusions are drawn in Section V.
II. BACKGROUND
Consider a MIMO system with N transmit and M receive antennas.
We consider a block transmission scheme and assume that within the block period T the channel is fixed, i.e., the channel is assumed to be quasi-static. However, between different blocks the channel can change. Based on such an assumption, the nth received block can be written as
where Y(n) is the T 2 M matrix of the received signals, X(n) is the T 2 N matrix of transmitted signals, V(n) is the T 2 M matrix of noise, and H(n) is the N 2 M channel matrix during the nth block period. The noise V(n) is assumed to be zero-mean complex Gaussian and both spatially and temporally white with variance In space-time block coding, the matrix X(n) is a mapping that transforms a block of complex symbols to a T 2 N complex matrix.
Hence, we hereafter replace X(n) with X(s(n)) where s(n) is the nth symbol vector of length K. It follows from the definition of OSTBC that matrix X(s(n)) can be written as (2) where Ref1g and Imf1g denote the real and imaginary parts, respectively, and C k and D k matrices are defined as 1 C k = X(u k )
where u k is the kth column of identity matrix I K and j = p 01. Let us define the "underline" operator for a matrix P as P vecfRe(P)g vecfIm(P)g (5) where vecf1g refers to the vectorization operator stacking all the columns of a matrix on top of each other. Using (2) and (5), one can rewrite (1) as [11] y(n) Y(n) = A(H(n))sn +ṽn (6) wheres n s(n),ṽ n V(n) and the 2MT 2 2K real matrix
It has been shown that for any channel matrix H(n), the matrix A(H(n)) satisfies the so-called decoupling property, i.e., its columns are orthogonal to each other and have identical norms [12] . More specifically, it satisfies
where k 1 k F denotes the Frobenius norm. Let us define the 2MN 2 1 time-varying channel vector h(n) as h(n) H(n). With a small abuse of notation, we hereafter replace A(H(n)) with A(h(n)). 
Therefore, we rewrite (8) as
consists of a linear receiver followed by a symbol-by-symbol decoder [13] . Indeed, the linear receiver computesŝ n , the estimate ofs n aŝ
1 In fact, any OSTBC is completely defined by the set of matrices fC ; D g .
Then, the symbol-by-symbol decoder builds the estimateŝ(n), of
compared with all points in the constellation corresponding to s k (n) and the closest point in this constellation to the kth element ofŝ(n) is accepted as the kth decoded symbol.
Note, however, that implementation of the ML decoder requires the knowledge of the time-varying channel. If the channel is fixed, one can use training to estimate the channel in a nonblind fashion. However, in practice, the channel is time-varying, and hence tracking of the MIMO channel is required. Recently, blind channel estimation has been studied in the literature (see, for example, [3] ). The blind channel estimation of [3] is based on the assumption that the channel is fixed, and hence, it is not applicable to time-varying channels.
Without assuming any model for the MIMO channel, the problem of joint channel tracking and symbol detection is ill-posed. Fortunately, in many practical scenarios, the wireless channels can be modeled with a few parameters. It has been shown in [16] that the first-order autoregressive (AR) model can be used as a sufficiently precise method to describe the time-varying behavior of wireless channels. Based on this model, we assume that the channel variation between adjacent blocks is modeled as a first-order AR model, i.e., H(n) = H(n 0 1) + W(n) (12) where W(n)isanN2M noise matrix that is assumed to be zero-mean complex Gaussian with independent entries and variance of 2 w =2 per real dimension. This implies that W(n), and consequently H(n), are zero-mean wide-sense stationary processes. The parameter is a complex scalar that can be estimated using the method of [15] , and hence, it is herein assumed to be known. The noise variance 
III. KALMAN-FILTER-BASED CHANNEL TRACKING
In this section, we study the problem of channel tracking via Kalman filtering. We propose a two-step channel tracking algorithm. In the first step of this algorithm, Kalman filtering is used to obtain an initial channel estimate for each block based on the channel estimates obtained for the previous blocks. In the second step, the so-obtained initial channel estimate is refined using an iterative decision-directed technique, which involves a linear ML channel estimator based on the decoded symbols. In fact, the linearity of such an ML channel estimator follows from the interesting properties of OSTBCs. We will also show that due to the specific structure of OSTBCs, Kalman-filtering-based channel tracking can be significantly simplified.
To derive the two-step channel tracking algorithm, we rewrite (6) as 
Since ( (e2MN) It follows from (13) and (15) that givens n , the ML estimate of the channel vector h(n) can be obtained aŝ
Therefore, if the information symbols were available, the optimal ML channel estimation would involve a linear estimator as in (23). However, in practice, the information symbols are not available and they have to be estimated. To overcome this problem, one can use an iterative decision-directed channel estimation scheme. That is, given an initial channel estimate for the nth block, sayĥ n . This estimate ofsn will, in turn, be used in (23) instead ofs(n) to obtain a new estimate for h(n), sayĥ (1) (n). This new channel estimate will again be used in (11) instead of h(n) to obtain a new estimate of s(n). This procedure is repeated until the normalized difference between two consecutive channel estimates is negligible. The accuracy of this iterative decision-directed channel estimation scheme depends on the availability of a precise enough initial channel vector estimateĥ (0) (n). We propose to use Kalman filtering to obtain the initial channel estimate,ĥ (0) (n), based on the channel estimates obtained for the previous blocks as well as the nth block received data. In what follows, we discuss the details of the Kalman filtering technique when applied to our MIMO channel tracking problem. We show that using Lemma 1, the Kalman filter can be simplified significantly. To show this, we use (13) as the observation model of the Kalman filter [14] . Note that the data model in (13) We can use (24) as the real-valued state transition equation required for Kalman filtering.
The Kalman filtering problem for channel tracking in OSTBC-based MIMO communication system can now be formally stated as follows:
Given the measurement-to-state matrix B(s n ), use the observed datã y n to find the minimum mean squared error (MMSE) estimate of the components of the state vector h(n) for each n 1.
Given the estimate of the state at time n01, i.e., h(n01jn01),and the associated error covariance matrix P(n01jn01),theKalman filter [14] is used to obtain the estimate of the state at time n, i.e., h(njn) and the associated error covariance matrix P(njn). The Kalman filtering algorithm can be summarized as follows:
h(njn 0 1) = Fh(n 0 1jn 0 1) 
is the innovation process, P (n) is the innovation covariance matrix, G(n) is the Kalman gain [14] , and R = Efṽ nṽ T n g is the covariance matrix of the measurement noiseṽn. As we assumed that the measurement noise is spatio-temporally white with a variance of 
where the fact that B T (sn)B(sn) = ks(n)k 2 I2MN has been used. The proof is complete.
Based on Lemma 2, if P(0j0) is initialized as a diagonal matrix, P(njn01) and P(njn) always take the form of (34) and (35), respectively. Hence, P 01 in (30) is simplified as in (38). It is also noteworthy that using (37) and (38) the Kalman filter gain G(n) in (30) can be written as
Using (27) 
We then use the so-obtainedĥ (0) (n) in the aforementioned iterative procedure to improve its accuracy.
Remark 1: Note that the simplified Kalman filter requires the knowledge of the symbol vectors n (or s(n)). However, the primary objective is to decode s(n). To overcome this obstacle, we propose to replaces n 
Note that given the predicted channel vector h(njn 0 1), the symbol estimate in (46) is optimal in the ML sense. Remark 2: To initiate the whole process, we also need to obtain an accurate enough channel estimateĥ(0) as well as its initial covariance 0I2MN. To obtain such an initial channel estimate, one can use a training block s(0), which is known at the receiver. At the beginning of the tracking process, the receiver can then use (23) to obtain the ML estimate of h(0) as fĥ 
Remark 3: To avoid error propagation, we need to repeat training once in a while. The training repetition period (TRP) determines the bandwidth efficiency of the system and it is defined as the distance, in terms of number of blocks, between two consecutive training blocks.
Remark 4: In terms of computational complexity, the proposed channel tracking method enjoys the low computational complexity of linear processing. More specifically, the first step requires the computation of B T (ŝ n )ỹ(n), and therefore, 2M T real multiplications are required for computation of each entry of h(njn). Taking into account that h(njn) is of length 2M N, the total computational complexity of the first step is of order O(M 2 NT ). The second step is indeed an iterative algorithm. In each iteration, we need to compute four quantities: kh (k01) (n)k 2 , A T h (k01) (n)ỹn, kŝ k n k 2 , and B Tŝ (k) nỹn .
Computing these four quantities requires 2M N, 4KM T , 2K, and 
IV. SIMULATION RESULTS
In our numerical example, we consider the 3/4 rate code of [12] with N = M = T = 4, and K = 3. The signal-to-noise ratio (SNR) is defined as of channel estimation accuracy, we compare our Kalman filtering based channel tracking technique with the online implementation of the technique developed in [3] . In order to implement the method of [3] in an online manner, we have used the subspace tracking approach proposed in [3, Section III.G]. In our comparison, we use normalized mean squared error (NMSE) of the channel estimates defined as
In terms of symbol-error rate (SER), we compare our method not only with the method of [3] but also with the differential space-time coding scheme [12] . The latter scheme does not require the channel to be estimated. It should be mentioned that the two methods with which the proposed method is compared do not require regular transmission of pilots, whereas the proposed method does. Fig. 1 shows the NMSE of the channel estimates versus the block index n, for different methods and for two different values of SNR.
In this figure, TRP = 10 blocks is chosen. As can be seen from this figure, compared to the method of [3] , the proposed channel tracking scheme has a lower NMSE as it tracks the channel between every two pilots. Fig. 2 illustrates the SERs of different methods, versus SNR, for TRP = 10. In this figure, we have also plotted the SER for the (clairvoyant) coherent ML receiver that is aware of the time-varying channel. It is noteworthy that the latter receiver does not correspond to any practical application and it is herein considered only for the sake of comparison. We have also plotted the performance of a differential coding scheme which uses the same OTSTBC which we have used in our method. As can be seen from this figure, for TRP = 10, our Kalman filtering based technique outperforms the differential space-time coding scheme by 1 dB. It is interesting to observe that our technique outperforms the technique of [3] by more than 2 dB. In fact, when applied to track a timevarying MIMO channel, the algorithm of [3] performs even worse than the differential scheme. This is not surprising as [3] assumes that the MIMO channel is fixed within the observation interval. Therefore, the method of [3] is not applicable whenever the MIMO channel variations are fairly fast.
It is worth mentioning that each training block, the performance of our technique in terms of the NMSE degrades until the next training block is received. This explains the "periodic" behavior of our algorithm.
V. CONCLUSION
In this paper, we investigated the problem of channel tracking for MIMO communication systems where the MIMO channel is time-varying. We considered MIMO systems where orthogonal space-time block codes are used to encode the information symbols. For such systems, we presented a two-step MIMO channel tracking algorithm. As the first step, Kalman filtering is used to obtain an initial channel estimate for the current block based on the channel estimates obtained for previous blocks. Then, in the second step, the so-obtained initial channel estimate is refined using a decision-directed iterative method. We have shown that due to the interesting properties of orthogonal space-time block codes, both the Kalman filter and the decision-directed algorithm can be significantly simplified. To initiate this method and to avoid error propagation, one needs to use a training block once in a while. The number of information carrying blocks between two consecutive training blocks (called training repetition period) is a measure of bandwidth efficiency of our channel tracking scheme. Our simulation results show that with a training repetition period of 10 blocks, our channel tracking method can have a performance, in terms of symbol error rate, within 2 dB from the coherent ML receiver.
