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We consider the generalized Liknard equation x” + f(x) h(x’)x’ + g(x) k(x’) =0 
without the Signum condition xg(x) > 0 for all x #O and give a necessary and 
sufficient condition for the boundedness of all solutions of this equation and their 
derivatives. 0 1987 Academic Press, Inc. 
1. INTRODUCTION AND STATEMENT OF RESULT 
In this paper we shall discuss the boundedness of solutions of the 
generalized Lienard equation 
xv + f(x) h(x’)x’ + g(x) k(x’) = 0 (1.1) 
or an equivalent system 
x’ = y 
Y’ = -f(x) h(Y) Y - g(x) KY) 
(1.2) 
in whichf and g are continuous on R and h and k are continuous positive 
on R. We define the functions F, G, and K by F(x) =i;f(<) dtj, G(x) = 
s; g(5) &, and K(y) = 1; (v/k(v)) 4, respectively. 
The problems on the boundedness of solutions have been studied by a 
number of authors since the 1950s. For the most part, these problems have 
been established under the Signum condition 
xdx) ’ 0 if 1x1 Lkforsomek>O (1.3) 
(see, for example, [ 1, 3-61). In particular, Burton [ 1 ] gave a necessary 
and sufficient condition for the special case k(y) = 1: 
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THEOREM A. Suppose that f(x) 2 0 for all x E R, k(y) = 1 for all y E R 
and xg(x) > 0 for all x#O. Then all solutions of (1.2) are bounded if and 
only if 
IF(x)I +G(x)+ ~0 as lx++oo. (1.4) 
Heidel [3] showed that (1.4) is the sufficient condition for a more 
general case: 
THEOREM B. Suppose that f(x) 2 0 for all x E R, K(y) + cc as I y I --) co, 
and xg(x) > 0 for all x # 0. Zf (1.4) is satisfied, then all solutions of (1.2) are 
bounded. 
Here we have a question. Can the Signum condition (1.3) really be 
necessary to discuss the boundedness of solutions of (1.2)? We consider 
that (1.3) should be merely a convenient assumption for an easy proof of 
the problem. May it possibly hold that all solutions of (1.2) are bounded if 
and only if (1.4) is satisfied, even if we do not assume (1.3)? This equation 
can be solved affirmatively in some sense. 
The purpose of this paper is to give a necessary and sufficient condition 
for the boundedness of solutions of (1.2) without requiring the Signum 
condition (1.3). 
We make here the following assumptions: 
(A,) f(x)20 for all xER, 
(A,) there exist constants P > 0 and Q > 0 such that 
G(x)2 -P for all x E R, 
G(x) < lim sup G(u) for all x >= Q, 
U’cc 
G(x) < lim sup G(u) for all x5 -Q, and 
u+-m 
Remark 1.1. It is clear that the last two members of (A,) are equivalent 
to the following condition: 
There exist sequences {t,} tending to co and { cfi} tending to 
- cc such that G(<,) and G(r,J are increasing with respect o n. 
Remark 1.2. (A,)-(A,) guarantee that all solutions of (1.2) are 
continuable in the future (see [7]). 
We will now state our main result. 
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THEOREM 1.1. Suppose that assumptions (A 1))(A3) hold. Then all 
solutions of (1.2) are bounded if and only if there exist sequences {x,,> 
tending to co and {a,} tending to - cz such that 
F(x,) -+ cc or G(x,) + 00 as n -+ co 
and (1.5) 
F(R,)+ -cc or G(Zn) + co as n+c0. 
Remark 1.3. If (1.3) holds, then (AZ) is automatically satisfied. 
Therefore, the above result is a generalization of Theorems A and B. 
2. NOTATIONS AND LEMMAS 
Let R” denote the n-dimensional Euclidean space with any suitable norm 
II.11 and let R denote R’. Consider a system 
x'=f(t, x, Y) 
Y' = g(t, x, Y), 
(2.1) 
where x and y are p- and q-vectors, respectively, and f (t, x, y) and 
g(t, x, y) are continuous on [0, 00) x RP x RY. 
We shall use some auxiliary functions of the type V: [0, cc) x 
RP x RY -+ R which are continuous and satisfy locally a Lipschitz condition, 
and we define 
ljc2.1j(t,x, y)=limsup~{V(t+h,x+hf(t,x, y), 
h-O+ 
y + hg(t, x, Y))- v(tt x, Y,}. 
In this section we give some lemmas which will play an important role in 
the proof of our main result. 
The following is the classical theorem on the boundedness of solutions of 
(2.1) (cf. [S, p. 381). 
THEOREM C. Suppose that there exists a continuous function V: 
[0, co) x RP x RY + R which is locally Lipschitz and satisfies the following 
conditions: 
V(t, x, y) -+ cc as 11 x II + 1) y 11 -9 Go unz~ormly in t, (2.2) 
$2.,)k 4 Y) so. (2.3) 
Then all solutions of (2.1) are bounded. 
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Note that (2.2) implies 
D, - u {(x, Y): v(t, x, Y) 5 2) is bounded for all 3, E R. (2.4) 
IE co,‘mo) 
In fact, it follows from (2.2) that for any I, there exists N > 0 such that 
D, c B, = ((x, y): I/x 11 + (1 y 1) 5 N}. The following lemma shows that the 
conclusion of Theorem C still holds under (2.3) and a condition which is 
more general than (2.4). 
LEMMA 2.1. Suppose that there exists a continuous function V: [0, 00) x 
RP x RY + R which is locally Lipschitz and satisfies 
each connected component of D, is bounded for all 1 E R, (2.5) 
and 
~(2.&X~ Y)SO. (2.6) 
Then all solutions of (2.1) are bounded. 
Proof Suppose that there exists an unbounded solution (x(t), y(t)) of 
(2.1) defined on a right-maximal interval [to, T) (T may be cc ). Then there 
exists a sequence (T,,] tending to T such that 
IIx(Tn)ll + II Y(TJII + 00 as n+co. (2.7) 
From (2.6) we have that 
V(t, x(t), r(t)) 5 V(to, x(to), y(to)) = A 
for all t E [to, T), that is, 
(x(t), y(t)) E D;l* for all t E [to, T), 
where DT is a connected component of DA. On the other hand, DX is 
bounded by (2.5). This contradicts (2.7) and the proof is complete. 
We note that if V is bounded along certain sets in RP x RY, that is, there 
exists a constant 1, such that D, is unbounded for all 12 A,, then (2.5) in 
Lemma 2.1 is not satisfied. In this case, solutions of (2.1) are not 
necessarily bounded even if (2.6) is assumed. Therefore, in general, it would 
be difficult to deal with the boundedness of solutions of (2.1) without (2.5). 
Hereafter we will consider the case that (2.5) is not satisfied. To begin 
with, we give the following Lemma 2.2 which is useful to prove Lemma 2.3 
below. 
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LEMMA 2.2. Let V: [0, 00) x RP x RY -+ R he a continuous,function such 
that 
V(t, x, y) -+ a as II y/I -+ co uniformly in t ,for each fixed x, (2.8) 
and let A M = {(x7 Yh II x II 5 MY y E RY > for a constant M > 0. Then for any 
2 E R and M > 0, the set D, n A, is bounded. 
Proof: From (2.8) it follows that for any 1~ R and XERJ’, there exists 
N(A, x) > 0 such that II y II > N implies V( t, x, y) > 1, for all t 2 0. Since N is 
continuous with respect to 1 and x, for any M> 0 let fi(A, M) = 
maxllxll ( ,,,, N(I, x), then II x I/ 5 M and /I y I/ > m imply V(t, x, y) > E. for all 
t 2 0. Therefore, )I x II 5 M and V( t, x, y) 5 1 for all t 2 0 imply 1 y I 2 fi and 
so 
Thus, D, n A,,,, is bounded and the lemma is proved. 
Let SC and s denote the complement and the closure of S, respectively. 
The following lemma is related to the work of Burton [2] and is 
convenient to apply. For a set Sz in RP, let N(Q) = sup(p: each connected 
component of D, n (Q x RY) is bounded}. 
LEMMA 2.3, Suppose that there exist a function V: [0, “c) x RP x RY + R 
with continuous first partial derivatives and disjoint unbounded sets Q,, . . . . Q, 
in RP satisfying the conditions: 
V(4 4 y) + a as I/ y II + 00 unzformly in t for each fixed x, (2.9) 
&(t, x, Y) 5 0, (2.10) 
N, = N(SZi) < co foreach 1 giik, (2.11) 
each connected component of D, n (lJ:= ,52, x R”)” is bounded 
for all ,u E R, (2.12) 
and 
there exist sequences {y In >, . . . . { ykn} tending to 00 such that 
V(t,x, y)=Ni, xcSZi, and IIxIJ =yin imply VC2.,)(trx, y)uO. (2.13) 
Moreover, suppose that there exist continuous functions Wi: Qj + [0, OO), 
locally Lipschitz which satisfy 
W,(x) -+ cc as I/XII + 00, (2.14) 
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and that for each 15 i 5 k and each A> Ni, there exist continuous functions 
4i: (Ni, A] + (0, CO) and pi: [0, 00) -+ [0, 00) such that 
I>=V(t,x,y)>N,andx~~~imply Vt2.,)(t,x, y) 5 
-4itVtf9 x3 Y)) tii(wi(x)) I wi(*.l)(t7 x9 Y)l, 
and 
and It/;(s) ds = co. 
(2.15) 
(2.16) 
Then all solutions of (2.1) are bounded. 
Proof. Suppose that there exists an unbounded solution (x(t), y(t)) of 
(2.1) defined on a right maximal interval [to, T) (T may be a). Then there 
exists a sequence (T,,} tending to T such that 
IIx(TJl+ II Y(TJII -+ a~ as n-+03. (2.17) 
Define 1 as in the proof of Lemma 2.1, then 
(x(t), y(t)) E DA for all t E [to, T). (2.18) 
Claim 1. There exists a subsequence {t,} of {T,,} such that 
x(trt) E Qi for some fixed i, 
and 
II x(&J II --+ cc as n-tco. 
Suppose that there exists an integer m > 0 such that 
(2.19) 
x(Tn)~ (J Qi 
( > 
c 
for all n 2_ m, 
i=l 
then it follows from (2.18) that 
(x(T,), ~(T,,))ED,~($~Q~xIV~ forall nlm. 
Therefore, by (2.12) we conclude that {x(T,), y(T,,)} is bounded, which is 
a contradiction to (2.17). Thus, there exists a subsequence (pn’n) of { TH} 
such that x( TJ E uf= 1 Qi and so we can pick a subsequence {t, > of {p”} 
such that x(t,) E Qi for some fixed i. We next suppose that {x(tJ > is 
bounded, then (2.9) and Lemma 2.2 imply {x(tJ, y(t,)} is bounded. This 
contradicts (2.17). 
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Claim 2. V(t, x(t), y(t)) > Ni for all t E [r,, T), where i is given in 
Claim 1. 
Suppose not. Then there exists s1 E [to, T) such that V(,sI, x(s,), 
Y(sl)) 5 Ni. If v(sl 9 x(s,), y(s,)) = 1, < Ni, then from (2.10) we have that 
(x(t), y(t)) E DA, for all t E [s,, 7’). Therefore, by Claim 1, (x(t,), 
y(t,)) E Di., n (Q, x RY) for all large y1 and so by the definition of Ni, 
WL)> .J~cJ)~ b IS ounded, contradicting (2.19). If V(S,, x(sI), y(s,)) = N,, 
then (2.10) and the above argument imply 
J”(c x(t)> y(t)) = N, for all tE [s,, T). (2.20) 
From (2.19) we have that there exist s2 E [s,, T) and an integer m > 0 such 
that )I x(s2) (I = yjm and x(sz) E 52,. Therefore, V’(S,, x(sJ, y(sJ) <O by 
(2.13) and (2.20) and V’(t, x(t), y(t)) is continuous so there exists 
sj E (sz, T) such that 
which is a contradiction to (2.20). 
We now consider two cases: 
(i) x(t)fzRi for all tE [t,, T), 
(ii) there exists a sequence {z,} such that r, < t, < z, + , , x(r,) E 1%2~ 
and x(t)~D~ for all t E [r,, t,]. 
In the first case, by (2.15), (2.18), and Claim 2, 
p(2.1)(fT x(t), y(t)) < -$bi( W,(x(t))) 1 wi(2.1,(t, x(t), y(t)) 1 
#it v(t3 x(r)3 Y(t))) = 
for all t E [t,, T). We integrate both sides from t, to t E [t,, T) and obtain 
where V(t) = V(t, x(t), y(t)). Therefore, by (2.16), Wi(x(t)) is bounded for 
all t E [t , , T) and, hence by (2.14), x(t) is bounded for all t E [t , , T), which 
is a contradiction. The case for the intervals [z,, t,] is similar and the 
proof of Lemma 2.3 is now complete. 
3. PROPOSITIONS AND PROOF OF THEOREM 1.1 
To clarify the proof of Theorem 1.1, we first give some sufficient con- 
ditions for the boundedness of solutions of (1.2) (Propositions 3.1 and 3.2) 
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and a sufficient condition to guarantee the existence of an unbounded 
solution of (1.2) (Proposition 3.3). We shall prove Proposition 3.1 and 3.2 
by using Lemma 2.1 and 2.3, respectively. 
PROPOSITION 3.1. Suppose that the assumptions (A,) and (A,) hold. rf 
there exist sequences {x”} tending to co and (a,,} tending to -CC such that 
GkJ + ~0 and G(2,) -+ a3 as n-+co, (3.1) 
then all solutions of (1.2) are bounded. 
Proof Define V(x, y) = K(y) + G(x). Then it follows from (3.1) and 
(A3) that (2.5) is satisfied and from (A,) that 
Ij(l.z)(x, y) = -f(x) ho 2 < . k(y) y =O, 
therefore (2.6) holds. By Lemma 2.1 all solutions of (1.2) are bounded. 
PROPOSITION 3.2. Suppose that the assumptions (A,)-(A,) hold. Zf there 
exist sequences {xn} tending to CC and {f,) tending to - CC such that 
f-(x,) + a and F(gJ + - 00 as n-+c0, (3.2) 
then all solutions of (1.2) are bounded, 
Remark 3.1. It follows from (A,) and (3.2) that F(x)-+ _+ co as 
x+ *aI. 
Proof of Proposition 3.2. We first note that if lim sup,, m G(x) = 
lim sup, _ ~ o. G(x) = co, then (3.1) holds. Therefore, by Proposition 3.1 
all solutions of (1.2) are bounded. We only consider the case 
lim sup, _ m G(x)< 00 and lim sup,, ~03 G(x) < co. Other cases are 
similar. 
Define V(x, y) = K(y) + G(x). Then it follows from (AZ) that (2.9) is 
satisfied, and from (A,) that 
V(1.2)@-7 Y) = -f(x) 
h(y) k(y) y250; 
therefore (2.10) holds. 
By (A,) we have that F(x) 2 0 for all x 2 0 and F(x) 5 0 for all x 5 0. Let 
Q, = {x: x>Q>, i-2, = { x: X-C -Q), W,(x)=F(x), and W*(x)= -F(x), 
where Q is the constant given in (A,). Then N1 = lim sup,, m G(x) < 00 
and IV2 = lim sup,, ~ o. G(x)< co, and by Remark 3.1, W,(x)+ co as 
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x+m and Wr(x)-+cc as x-+ --co, therefore (2.11) and (2.14) are 
satisfied. Since (C2, n Sz,)’ is bounded, by Lemma 2.2, (2.12) is also 
satisfied. 
We next show that (2.13) holds. If V(x, y) = N, and x 2 Q, then K(y) = 
V(x, y) - G(x) = N, - G(x) > 0 and so y # 0. Similarly, if V(x, y) = N, and 
x5 -Q, then y # 0. We notice that there exist sequences {yi,} and (yZn} 
tending to co such thatf(x) > 0 when x = yin and x = -yzn. In fact, if there 
exists y 2 0 such that f(x) =0 for all x 2 y or all x 5 -y, then F(X) s 
jg f(T) dt < co or F(x) 2 -J&Y f(4) d< > -co, respectively, which con- 
tradicts (3.2). By the above argument, if V(x, y) = Ni, x E sZi, and 1 x 1 = yin 
(i= 1, 2) then tiCl,z,(x, y)= -f(x)(h(y)/k(y))y2<0, therefore (2.13) 
holds. 
Finally, we show that (2.15) and (2.16) hold. For any II E R, if 
V(x, y) 5 A, then by (A*), K(y) 5 A+ P. Therefore, it follows from (A3) that 
y is bounded and so there exist constants a >O and /I>0 such that 
h(y) 1 
k(y)” 
and - 5 8. 
k(y) - 
(3.3) 
Thus, we have 
K(Y) 5 s’- PI 4 = By2/2. 
0 
(3.4) 
If ,J 2 V(x, y) > N, and x E Di, then from (A,) we have that 
K(y) = V(x, y) - G(x) > V(x, y) - Ni > 0; 
therefore by (3.4) 
I Y I > j2t V(x, Y) - N,)lB. (3.5) 
Since 1 wi,,,,,(x, y)l =f(x) I yl (i= 1, 2), it follows from (3.3) and (3.4) 
that 
$,.2)(X, Y) = -f(x) g Y2 
S --~1 J~(V(X, y)-Ni)/‘P I f@i(l.2)(X, Y)I, 
which satisfies (2.15) and (2.16) with ii(s) = Jz and tii(s) = tl J?@ 
(i = 1, 2). Hence, by Lemma 2.3 all solutions of (1.2) are bounded. 
Remark 3.2. If the following assumption (A*)’ is satisfied instead of 
(A2), then the conclusion of Proposition 3.2 still holds. 
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(A?)‘: There exist constants P > 0, Q > 0 and sequences It;“> tending 
to cc and {r,, > tending to - cc such that 
G(x)2 -P for all x E R, 
G(x) 5 lim sup G(u) for all x >= Q, 
U’rn 
G(x) 5 lim sup G(u) for all x 5 -Q, 
u--t -m 
f(LJ>o, G( 5,) < lim sup G(x), 
x - 5 
f(m-03 G( l,,) < lim sup G(x). 
x’-zc 
It is clear that (A,), (A,)’ is weaker than (A,), (A,). If G(x)=sin x for 
sufficiently large 1 xl with (3.2), for example, then (AZ)’ is satisfied but (AZ) 
is not satisfied. 
Remark 3.3. Consider the system 
x’ = y 
y’= -fb)Y-g(x). 
(3.6) 
Then even if the first member of (A*) is not assumed we can show 
tl= p = 1, where tx and fi are the constants given in (3.3). Therefore, by 
Propositions 3.1 and 3.2 we obtain 
THEOREM 3.1. Suppose that the assumptions (A,) and (AZ) hold except 
for G(x) 2 -P for all x E R. Zf (1.5) is satisfied, then all solutions of (3.6) 
are bounded. 
PROPOSITION 3.3. Suppose that the assumptions (A ,)-(A,) hold. If 
sup F(x) < 00 and sup G(x) < co, (3.7) 
X20 X20 
then there exists an unbounded solution of (1.2). 
Remark 3.4. The condition (3.7) can be replaced by 
inf F(x) > - co and sup G(x) < 00. 
x 5 0 x 4 0 
Proof of Proposition 3.3. Suppose that there exists a constant N> 0 
such that 
G(x) -IN for all x 10. 
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Then from (A,) we have that for any c > 0, 
j(‘ g(5) 4 = jy s(5) 4 -ji’ g(l) 4 
sN+P for all x 2 C. (3.8) 
From (A3) there exists a constant A4> 1 such that 
K(M)>2(N+P)+K(l). (3.9) 
Since h(y) and k(y) are positive functions, there exists a constant c( > 0 
such that 
O<lIola 
k(y) - 
for all 1 5 y 5 M. (3.10) 
It follows from (3.7) and (A ,) that for any 0 < E < (N + P)/M there exists a 
constant L > 0 such that 
a [~fW~<~. s (3.11) 
We now consider the solution (x(t), y(t)) of (1.2) with (.x(O), 
y(0)) = (L, M). Suppose that there exists t2 E [0, co) such that y(t2) = 1 and 
y(t)> 1 for all t E [0, t2). Then there exists t, E [0, t2) such that 
Y(tl)=M and 1 5 y(t) 5 M 
Let V(x, y)=K(y)+ G(x); then we have 
for all t E [tl, t2]. (3.12) 
&1.2)(X? Y) = -f(x) 3 Y2. 
Integrating the above equality from t, to t,, we obtain from (3.10)-(3.12) 
and x(tl) 2 L that 
vx(t2)> v(t2)) = Vx(t1)7 y(t,)) 
- s ,; $g/ Y(s)f(x(s)) x'(s) ds 
2 J'Mt, 1, y(t, 1) - cdf j" f@(s)) x'(s) ds 
11 
= Wt,), At,))--a jx;:;;f(:) d5 
> Vx(t,), Y(t*))-M& 
> Wt,), Y(tl))- (N+P)- 
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Since y(t,) = M and y(t2) = 0, 
K(l)fG(x(t,))>K(M)+G(x(t,))-(N+P). 
Therefore, by (3.8) and (3.9) we have that 
z:(M)-2(N+P)>K(l), 
which is a contradiction. Hence x’(t) = v(t) > 1 for all t 2 0 and (x(t), y(t)) 
is an unbounded solution of (1.2). Thus the proof is now complete. 
We will now prove our main result. 
Proof of Theorem 1.1. The sufficiency for the case that G(x,) --) cc and 
G(Z-,) + cc as n + cc, or F(x,) -+ cc and F(I,) -+ -co as n + co follows 
immediately from Propositions 3.1 and 3.2, respectively, and the sufficien- 
ties for other cases can be shown in a similar way. The necessity 
immediately from Proposition 3.3 and Remark 3.4. 
Remark 3.5. It is also true that Theorem 1.1 holds under assumption 
(A,)’ instead of (A*), however, this is not so easy to see and seems to 
require several additional pages for the proof. Hence, we omit it. 
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