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1. Introduzione: il quadruplice rapporto tra IA e linguaggio
Il semplice gesto di rivolgersi a un computer utilizzando il linguaggio naturale in una 
qualche lingua specifica appare tanto banale oggi, quanto poteva sembrare insensato 
cinquanta anni fa, quando la tecnologia dei calcolatori era ancora ai primordi seppure 
in rapida espansione. Tuttavia, tale cambiamento non si deve a una maggiore fiducia 
riposta in presunte capacità “intelligenti” dei calcolatori. Piuttosto, è in uso credere 
che ciò che il calcolatore fa in maniera opportuna quando ci rivolgiamo ad esso in 
linguaggio naturale sia dovuto all’invenzione di tecniche informatiche, di programmi 
e software, che gli rendono possibile l’elaborazione del nostro linguaggio senza effet-
tivamente comprenderlo. Ciò che è cambiato è, dunque, la consapevolezza dell’utente 
umano in merito al fatto che i calcolatori sono dotati di sistemi in grado di “sezionare” 
il linguaggio e, grazie a questa operazione, di effettuare i compiti che vengono chiamati 
a fare. In tal modo, è come se una certa parte dell’atteggiamento del senso comune nei 
confronti del calcolatore riducesse tutto a una questione di interfacce, siano esse vocali 
o di scrittura grafica.
 Se, tuttavia, i problemi relativi all’interazione uomo-macchina hanno ricevuto non 
poca attenzione, soprattutto negli ultimi anni con la diffusione delle tecnologie informa-
tiche oltre il ristretto gruppo degli specialisti del settore fino alla progressiva e capillare 
conquista di uno spazio nella vita quotidiana di quasi ogni individuo, il problema dei 
rapporti fra calcolatori e linguaggio non risiede solo in una mera questione di interfacce. 
E se, ancora, parlare di un’effettiva comprensione del linguaggio da parte dei calcolatori, 
ovvero dei programmi che girano su di essi, è una questione che ha a lungo interessato, 
in merito alla natura dell’intelligenza, del ragionamento e dei meccanismi del pensiero in 
generale, discipline come la filosofia, le scienze cognitive e l’Intelligenza Artificiale (IA), 
non va dimenticato che il rapporto fra calcolatori elettronici e linguaggio ha almeno una 
quadruplice dimensione.
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In primo luogo, l’informatica è una scienza di linguaggi. La programmazione viene 
effettuata tramite opportuni linguaggi formalizzati, specificamente collegati alle partico-
lari esigenze di programmazione. Inoltre, il calcolatore non sarebbe versatile e adattabile 
alle più disparate applicazioni se non fosse in qualche modo governabile, e la sua gover-
nabilità risiede nella potenza del linguaggio (macchina) da cui sono regolate tutte le sue 
operazioni più semplici, le quali ineriscono direttamente le sue componenti materiali e 
strutturali. Infine, è vero che il problema dell’interfaccia in linguaggio naturale è anche, 
ma non solo, un problema di programmi, scritti in un apposito linguaggio di program-
mazione e in grado di rispondere sempre più adeguatamente alle esigenze di una comu-
nicazione antropocentirca e teleoantropica, nelle due direzioni dall’uomo al calcolatore 
e dal calcolatore all’uomo.
In secondo luogo, il linguaggio naturale è stato considerato fin dai primordi dell’IA, 
di poco posteriori a quelli della scienza dei calcolatori, il paradigma cui ispirarsi nel ten-
tativo di produrre una macchina intelligente, in grado di pensare e di esprimere il suo 
pensiero in linguaggio naturale nel corso dell’interazione con esseri umani. Fu Turing, 
all’inizio degli anni cinquanta del secolo scorso, a suggerire che un calcolatore in grado 
di conversare in linguaggio naturale con un essere umano sarebbe stato la dimostrazione 
del raggiungimento dell’obiettivo di costruire una macchina pensante, dando vita, e 
insieme uno scopo, ai problemi della meccanizzazione dei processi intelligenti e, pari-
menti, della corretta valutazione dei risultati conseguiti a questo fine.
In terzo luogo, in un particolare momento della storia dell’intelligenza artificiale, 
alla metà degli anni settanta, è stato proprio lo studio e la progettazione di modelli che 
fossero in grado di comprendere situazioni del mondo reale, attraverso l’elaborazione di 
brevi episodi narrativi, in particolare a Yale e Carnegie-Mellon, a mostrare l’importanza 
e la crucialità del problema della rappresentazione della conoscenza in un sistema intelli-
gente. La comprensione delle descrizioni in linguaggio naturale di situazioni del mondo 
reale presentò una serie di ostacoli di difficile risoluzione e aprì la via, da una parte, alle 
riflessioni epistemologiche che portarono a una revisione dei principi dell’IA simbolica 
tradizionale e, dall’altra, provocò l’immissione in questo ambito di studi e ricerche, sotto 
una nuova luce e attraverso nuove metodologie di indagine, di tutti quei problemi che 
avevano caratterizzato la filosofia del linguaggio nel corso del novecento. Il primo fra 
tutti fu quello di una definizione della semantica per un sistema intelligente, in grado 
di analizzare frasi e discorsi dal punto di vista sintattico, ma non, con la stessa relativa 
facilità, di incorporare nel suo bagaglio epistemico, e quindi di utilizzare, le conoscenze 
apprese attraverso l’elaborazione del linguaggio naturale.
Infine, c’è la dimensione della linguistica, uno degli sviluppi della quale, all’interno 
delle discipline dell’artificiale, ha preso il nome di linguistica computazionale. Essa si 
è dedicata specificamente, a partire dagli studi considerati rivoluzionari di Chomsky 
sulle grammatiche generative, alla costruzione di sistemi automatici di elaborazione del 
linguaggio naturale, sia dal punto di vista sintattico, che semantico, non tralasciando di 
affrontare questioni connesse alla pragmatica della comunicazione, e producendo una 
quantità enorme di risultati, che, in taluni casi, sono stati discussi anche come acquisi-
zioni sulla via di una comprensione dei problemi legati al linguaggio e al pensiero.
 Nel corso di questo capitolo saranno delineati gli eventi principali della nascita e della 
sviluppo dell’IA e delle discipline simulative nell’ambito delle scienze cognitive in senso 
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lato. In più punti e da diverse angolazioni verranno affrontate questioni legate al quadru-
plice rapporto fra linguaggio e IA, che abbiamo sommariamente tracciato in questo para-
grafo, lasciando ai capitoli successivi l’approfondimento delle tematiche più strettamente 
collegate alla rappresentazione della conoscenza e alla linguistica computazionale.
2. La dicotomia delle origini
Circa mezzo secolo fa (ricorre proprio in questo periodo il cinquantenario) un gruppo di 
studiosi provenienti da diverse discipline fondava l’IA, o, meglio, dava un nome univo-
co – artificial intelligence – a un complesso di ricerche il cui indirizzo unitario risiedeva 
nella prospettiva regolativa che le permeava. Questi erano John McCarthy, Marvin 
Minsky, Nathaniel Rochester, Claude Shannon, i quattro ideatori del seminario estivo 
di Dartmouth, cui si affiancarono altri matematici e studiosi di discipline interessate al 
programma, quali, ad esempio, Ray Solomonoff, Arthur Samuel, Oliver Selfridge, Tren-
chard More. Nel corso del seminario, che ebbe luogo nell’estate del 1956 venne discusso, 
tra le altre cose, il programma Logic Theory Machine (conosciuto anche come Logic The-
orist) appena ultimato ad opera di Allen Newell, Herbert Simon e Clifford Shaw.
Molti furono gli invitati al seminario di Dartmouth, anche se non tutti accettarono. 
In particolare, tra essi erano presenti giovani ricercatori provenienti da diversi campi del 
sapere, tra cui, oltre alla matematica, anche la psicologia e l’economia. Tra essi, ad esem-
pio, c’erano George Miller, John Nash, John Holland, Julian Bigelow, Ross Ashby1 e ciò 
mostra sia la risonanza che l’evento doveva avere nelle intenzioni dei suoi promotori, sia il 
background sul quale si instaurava la nascente disciplina, cui finalmente veniva conferito un 
nome. Infatti, se l’intelligenza artificiale era pronta ormai ad assumersi in veste autonoma il 
progetto di sviluppare lo studio dei meccanismi alla base del ragionamento, sia nella dire-
zione dello studio dei processi di pensiero, sia in quella della produzione di procedimenti 
algoritmici in grado di far svolgere ad una macchina compiti tradizionalmente ritenuti 
peculiari dell’uomo nell’esercizio delle sue funzioni “più elevate”, non si può, d’altra parte, 
negare che tale progetto era in realtà la continuazione di uno precedente, che affondava le 
sue radici più lontane nella filosofia in quanto disciplina gnoseologica ed epistemologica 
e nella logica come teoria del ragionamento, e quelle più vicine nel recentissimo sviluppo 
della cibernetica, il giovane campo di ricerca dedicato allo studio del controllo e della tra-
smissione dell’informazione nei sistemi biologici e artificiali.
Il ventennio che precedette la nascita dell’IA è significativo proprio per l’evoluzione 
che ebbe la cibernetica, per i risultati pratici effettivi che diede in campo bellico e che 
portarono ad essa un numero sempre crescente di risorse finanziarie, e, infine, per le 
interconnessioni fra la cibernetica e le discipline interessate all’agire razionale dell’uomo, 
quali la psicologia, l’economia e alcune branche della filosofia, interconnessioni che sem-
bravano necessariamente dover sfociare in una fusione almeno parziale di metodi, obiet-
tivi e tecniche da parte di tutti coloro che si occupavano di tali tematiche. Un apporto 
non secondario giungeva anche da quei matematici e logici interessati a esplorare le reali 
1 Ricordiamo che Alan Turing morì suicida nel 1954, un anno prima della presentazione del seminario 
di Dartmouth (1955), che a sua volta precede di un anno il suo svolgimento (estate 1956).
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possibilità dei nuovi calcolatori elettronici, lo sviluppo dei quali a partire dalla metà 
degli anni Quaranta del secolo scorso2 procedeva a grandi passi fra conquiste tecniche 
sempre più ravvicinate e prestazioni di fatto letteralmente inimmaginabili anche soltanto 
un decennio prima.
Il retroterra dell’IA, dunque, è rintracciabile in buona parte nella vasta mole di studi 
che si erano prodotti, nei venti anni precedenti la proposta del nome divenuto canonico 
di questa disciplina, nell’ambito della cibernetica come scienza unificante lo studio delle 
tecniche di controllo dei sistemi. Le figure di spicco di questo filone di ricerca sono 
Weiner, McCulloch, Pitts, Bigelow, Rosenbleuth. Essi presero parte alle dieci conferenze 
Macy, che ebbero luogo dal 1946 al 1953, con McCulloch a presiedere e Heinz von 
Foerster, l’inventore negli anni Settanta della cibernetica del secondo ordine o dei sistemi 
auto-osservanti, come segretario. Le conferenze Macy testimoniano dell’enorme interes-
se che andavano acquisendo tali questioni presso l’opinione scientifica internazionale, in 
particolare quella statunitense. Esse costituirono, negli anni di gestazione dell’IA, «una 
tempesta di fuoco intellettuale, in quanto vollero esaminare fino a che punto le analogie 
tra organismi e macchine potevano essere legittimamente spinte» (Pogliano, 2004, p. 
183 [traduzione mia]). L’idea era quella di istituire una sorta di piattaforma interdiscipli-
nare fra studiosi di diverse discipline «sotto il segno di “comunicazione” e “messaggio”, 
[che dovevano costituire] una base per le conversazioni tra varie persone interessate a 
lanciare un nuovo crogiolo di idee scientifiche» (ibid. [traduzione mia]). Naturalmente, 
per ottenere questo sarebbe stato necessario creare un linguaggio comune affinché «i 
vocabolari della ingegneria e della fisiologia potessero essere utilizzati in maniera inter-
scambiabile» (ibid. [traduzione mia]).
L’esigenza di un linguaggio condiviso rimarrà in parte disattesa, o quantomeno 
resterà un nodo problematico3, anche se un nucleo essenziale di tematiche costituisce il 
centro dell’attenzione degli studiosi co-interessati a questo sforzo. In particolare, se la 
cibernetica si configurò come la scienza dei meccanismi di controllo e di trasmissione 
dell’informazione nei sistemi naturali o artificiali, la nascita della teoria dell’informazione 
ad opera di Claude Shannon nel 1948 appare strettamente connessa con la cibernetica, 
ma allo stesso tempo comincia a porre le basi per il passaggio dal comportamentismo al 
cognitivismo che in quegli stessi anni fece tutt’uno con l’insorgere dell’IA e con la sem-
pre maggiore attenzione riservata alle nuove macchine di calcolo, i calcolatori elettronici, 
come strumenti per lo studio dei fenomeni mentali. Infatti, se già con la cibernetica 
si va verso un superamento del comportamentismo attraverso il rinnovato impiego di 
un vocabolario mentalistico nelle descrizione di processi teleologici o orientati ad uno 
scopo4, è con la teoria dell’informazione che si ha una rivalutazione di ciò che poteva 
2 ENIAC (Electronic Numerical Integrator And Computer) è considerato il primo calcolatore elettronico 
della storia. Fu progettato all’Università della Pennsylvania da Eckert e Mauchly, e realizzato nel 1946.
3 Si rimanda al saggio di Pogliano per una ricostruzione storica delle Macy Conferences all’interno del 
quadro degli studi sulla cibernetica e delle interazioni con le istituzioni governative (militari e non) che 
sponsorizzarono, primariamente per fini bellici, questo tipo di ricerche.
4 Per una ricostruzione storica minuziosa dell’evoluzione della cibernetica a partire dai suoi albori fino alle 
sue estreme trasformazioni e conseguenze si rimanda a Cordeschi (1998). Tale lavoro contiene, inoltre, una 
storia dettagliata dell’IA e nella versione inglese ampliata (Cordeschi, 2002) viene esposto anche il dibattito 
contemporaneo in merito alle scienze dell’artificiale, ben inserito nel quadro dell’eredità della cibernetica.
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costituire un ottimo, tanto quanto necessario, elemento esplicativo dei processi mentali 
cognitivi, definitivamente oltre l’angusto schema restrittivo comportamentista stimolo-
risposta (S-R).
Vi è un ulteriore aspetto di cui va tenuto conto in merito alla trama di idee che costi-
tuirono l’humus dell’intelligenza artificiale, aspetto che può essere rintracciato nell’og-
getto specifico della teoria dell’informazione. Essa si occupava, infatti, della trasmissione 
dell’informazione e dell’individuazione di regole matematicamente formulate che 
descrivessero tale fenomeno. Le tesi esposte da Shannon e Weaver, nel loro largamente 
conosciuto The Mathematical Theory of Communication, si basavano sull’idea che l’infor-
mazione poteva da ultimo essere studiata e regolamentata attraverso una sua riduzione 
a stringhe di bit, cioè unità binarie, i cui valori erano 0 e 1. Questo procedimento di 
digitalizzazione era lo stesso principio su cui era fondata la scienza dei calcolatori, sia per 
quanto riguarda la tecnica della loro realizzazione (prima con relè e poi, dopo il 1948, 
con transistor), sia, soprattutto, in relazione ai presupposti teorici della loro realizzabilità 
effettiva, dovuti a Von Neumann, il quale tradusse in un macchina concreta la macchina 
universale astratta di Turing.
Inoltre, è già con la cibernetica che è visibile la dicotomia che accompagnerà in 
seguito i primi stati dello sviluppo dell’IA, quella menzionata in precedenza fra elementi 
“ingegneristici” ed elementi “fisiologici”, la cui messa in comunicazione e in interrelazio-
ne costituiva uno degli scopi delle conferenze Macy. In essa si può vedere uno dei tratti 
caratteristici della cibernetica prima e dell’IA poi. Per intendere a fondo la natura di tale 
dicotomia va innanzitutto compresa la discontinuità provocata dall’affermarsi dell’IA 
come disciplina autonoma.
Il punto di svolta, si è già detto, è il seminario programmato a Dartmouth per l’estate 
del 1956. La proposta data 1955 e comincia con le seguenti parole:
Proponiamo che venga costituito un gruppo di ricerca di dieci studiosi per due 
mesi sull’intelligenza artificiale durante l’estate del 1956 presso il Dartmouth Col-
lege di Hanover, nel New Hampshire. La ricerca deve procedere sulla base della 
congettura che ogni aspetto dell’apprendimento o di ogni altra caratteristica dell’in-
telligenza può essere in linea di principio descritta così precisamente da potersi 
costruire una macchina in grado di simularla. Si tenterà di trovare il modo in cui 
far sì che la macchine usino il linguaggio, diano luogo ad astrazioni e concetti, 
risolvano tipi di problemi ora dominio esclusivo dell’uomo e migliorino se stesse. 
Riteniamo che un significativo avanzamento può essere ottenuto in uno o più di 
questi problemi se un gruppo attentamente selezionato di scienziati lavori su di 
esso in maniera congiunta nel corso di un’estate5. [Traduzione ed enfasi mie.]
In queste poche righe è già evidente la prospettiva all’interno della quale l’IA intende 
cimentarsi nello studio dei fenomeni cognitivi. L’uso di un vocabolario mentalistico o 
psicologico per descrivere il comportamento di sistemi naturali o artificiali era già un 
dato di fatto nella cibernetica e ne costituisce il maggiore lascito per la nascente IA. La 
discontinuità deve allora essere ritrovata nell’impiego di un particolare macchinario, che 
5 Il testo integrale della proposta, con annesso elenco delle persone cui fu inviata, è reperibile al sito: 
http://www_formal.stanford.edu/jmc/history/dartmouth/dartmouth.html
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per principio costitutivo diviene il mezzo di indagine principale dell’IA, il calcolatore 
elettronico. Le possibilità che questo nuovo dispositivo, soggetto a un rapido e continuo 
perfezionamento, sembrava schiudere all’inizio della sua storia6, creando un’attesa che 
per certi aspetti non è stata affatto in seguito disillusa, erano immense. Ciò è conferma-
to negli scritti risalenti al periodo immediatamente precedente la nascita dell’IA se, per 
esempio, von Nuemann (1951) si spinge ad indagare le condizioni di realizzabilità di 
automi autoriproducibili implementati su una macchina universale di Turing e quest’ul-
timo un anno prima (Turing, 1950) introduce l’idea di una macchina pensante attra-
verso il celeberrimo gioco dell’imitazione, su cui ritorneremo in seguito, formulando un 
elenco di possibili obiezioni a tale idea con relative risposte.
La discontinuità di cui si diceva, e che porta al sorgere di una disciplina con il nome 
di intelligenza artificiale, è da ricercare anche nel carattere peculiare dei fondamenti 
della nascente scienza informatica, tenendo conto del fatto che teoria dell’informatica e 
IA procedono di pari passo nelle loro fasi iniziali7. Entrambe hanno come antecedente 
negli anni Trenta lo sviluppo, ad opera di logici e matematici come Alan Turing, Alonzo 
Church, Emil Post, Stephen Kleene e, non ultimo per importanza, Kurt Gödel, della 
teoria della computabilità (effettiva), che si occupava dello studio dei metodi o procedi-
menti effettivi (puramente meccanici) di risoluzione dei problemi, meglio conosciuti 
come algoritmi. Tale teoria prende le mosse dall’individuazione della classe dei problemi 
effettivamente risolvibili attraverso procedure algoritmiche, i quali, secondo la nota tesi 
di Church8, sono tutti e soltanto quelli esprimibili attraverso una funzione ricorsiva 
generale. In altri termini, tale tesi afferma – con una vasta mole di elementi a favore e 
senza alcun controesempio a tutt’oggi presentato, e tuttavia senza la possibilità di essere 
rigorosamente dimostrata perché, pur richiamando le nozioni di algoritmo e di funzione 
calcolabile con un procedimento effettivo, ha carattere fondativo e definitorio – che una 
funzione è effettivamente calcolabile, e dunque computabile, se e solo se esiste una mac-
china di Turing in grado di effettuare tale operazione di calcolo, in ultima istanza ridu-
cibile a un insieme di operazioni elementari direttamente eseguibili dalla macchina9.
Fu Alonzo Church ad enunciare nel 1936 l’equivalenza fra funzioni ricorsive generali 
e funzioni calcolabili attraverso un algoritmo, accostando un concetto rigorosamente 
definito, il primo, ad uno intuitivo, il secondo. Infatti, proprio negli stessi anni Alan 
Turing aveva dimostrato che l’insieme delle funzioni ricorsive generali era sovrapponibile 
all’insieme delle funzioni calcolabili per mezzo di una Macchina di Turing (MdT), il for-
6 Storia che certamente ha una preistoria nelle macchine di calcolo ideate e costruite nei secoli precedenti, 
come ad esempio l’addizionatrice di Pascal o la macchina di Babbage
7 Simmetricamente, è possibile constatare oggi una compenetrazione di informatica e IA in merito 
agli strumenti software prodotti e commercializzati. Il confine già labile fra i due ambiti tende sempre più 
facilmente a scomparire, anche se questo deriva principalmente dall’ambiguità della nozione di intelligenza 
artificiale rintracciabile a livello di risultati conseguiti, nella misura in cui una classificazione di essi nell’uno 
o nell’altro ambito è molto poco rilevante dal punto di vista pratico.
8 Tale tesi viene a volte denominata “Tesi di Church-Turing”, per sottolineare il notevole influsso della 
caratterizzazione proposta da Turing per le funzioni computabili (il formalismo della Macchina di Turing) 
sulla formulazione della tesi da parte di Church (Church, 1936).
9 Per un approfondimento delle tematiche legate alla computabilità e ai problemi relativi ai sistemi for-
mali individuati in seno alla logica novecentesca si veda Sandri (in questo volume). Per un’introduzione alla 
teoria della computabilità si rimanda all’esauriente e limpida trattazione di Frixione, Palladino (2004).
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malismo astratto da lui inventato e di cui una caratteristica principale consiste nell’essere 
indipendente da altri formalismi. Grazie a questa indipendenza fu possibile al matema-
tico inglese dare una definizione rigorosa di procedimento effettivo o effettivamente 
calcolabile, a partire da un insieme molto semplice di elementi. Vediamo, dunque, in 
cosa consiste una MdT.
 Una Macchina di Turing è un dispositivo teorico dotato di un nastro costituito da un 
numero infinto di caselle, una testina per la lettura e la scrittura dei simboli sulle caselle 
del nastro e un insieme di istruzioni che descrivono le operazioni che la macchina può 
compiere. La testina di lettura/scrittura ha la possibilità di scorrere a destra e a sinistra 
di una casella alla volta. I simboli che possono essere scritti costituiscono l’alfabeto della 
macchina e poiché è dimostrabile che ogni alfabeto finito può essere espresso da un 
alfabeto di, al massimo, un simbolo, unitamente alla possibilità dell’assenza di simbolo, 
cioè la casella vuota, le operazioni eseguibili dalla macchina consistono soltanto nella 
scrittura o nella cancellazione del simbolo dell’alfabeto mono-simbolico con conse-
guente spostamento o meno della testina a destra o a sinistra, o, infine, nel semplice 
spostamento della testina mantenendo invariato il contenuto (presenza o assenza del 
simbolo) della casella. La macchina, inoltre, possiede stati interni, che le permettono di 
tenere conto delle operazioni già eseguite. Ogni istruzione si applica, infatti, in modo 
sequenziale a partire da quella immediatamente precedente, cioè dall’unione di stato 
interno e simbolo sulla casella cui ha condotto l’applicazione dell’istruzione precedente. 
La configurazione iniziale, prima dell’esecuzione della prima istruzione, costituisce l’in-
put della macchina; quella finale, cioè dopo l’esecuzione dell’istruzione che porta ad uno 
stato terminale, è l’output.
Generalmente le istruzioni di una MdT hanno la struttura di quintuple ordinate, delle 
quali due simboli rappresentano il contenuto simbolico iniziale e quello finale dell’applica-
zione dell’istruzione (i quali possono coincidere), altri due lo stato interno iniziale e quello 
finale della macchina e il quinto lo spostamento o il mancato spostamento della testina. 
La quintupla è ordinata nel senso che i primi due elementi esprimo lo stato interno e il 
contenuto simbolico della casella che indicano univocamente l’istruzione che deve essere 
eseguita fra quelle disponibili, e i secondi tre indicano il simbolo che la macchina deve 
scrivere, la direzione dello spostamento o il mancato spostamento, e lo stato interno che 
la macchina deve assumere. L’insieme delle quintuple costituisce una particolare MdT, 
specifica per l’assolvimento di un determinato compito, cioè per lo svolgimento di un 
procedimento effettivo di risoluzione di un problema eseguibile in maniera puramente mec-
canica. Ad esempio, una delle applicazioni più semplici della MdT con alfabeto binario10 
consiste nel calcolare la funzione successore di un numero n dato in input, codificato sul 
nastro attraverso una serie di n caselle giustapposte con all’interno il simbolo dell’alfabeto, 
con l’aggiunta di un’ulteriore casella piena ad una delle estremità della serie di caselle che 
codifica il numero n. La macchina restituisce così in output il successore di n, cioè la serie 
di n + 1 caselle dotate del simbolo dell’alfabeto binario11.
10 Il quale, va ricordato, non è un requisito necessario. Una MdT può funzionare con alfabeti dotati di 
un numero qualsivoglia di termini, purché finito.
11 La codifica e la decodifica non sono processi teoricamente necessari al funzionamento della MdT. Esse 
sono, per così dire, “operazioni esterne” al procedimento algoritmico o di calcolo effettivo.
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Non è qui possibile continuare l’esposizione dettagliata del funzionamento della 
MdT12. È opportuno, invece, sottolinearne le caratteristiche teoriche più importanti ai 
fini del nostro discorso. In primo luogo, una MdT è un dispositivo astratto, nel senso 
che non è rilevante la natura del supporto materiale che implementa la MdT. In altri 
termini, essa funziona sia se a metterla in pratica sono agenti umani, ad esempio dotati 
di carta e matita, che eseguono pedissequamente le sue operazioni, sia se a eseguire le 
istruzioni è un dispositivo automatico in grado di effettuare le operazioni di scrittura, 
cancellazione, spostamento in relazione a un nastro secondo quanto ordinato volta per 
volta dalle istruzioni. In secondo luogo, a rigore non è necessario che l’alfabeto sia bina-
rio, bensì può contenere un numero qualsivoglia finito di simboli, stante la riducibilità 
di ogni alfabeto a uno binario. Ciò che conta è la discretezza dei simboli impiegati. 
Tale caratteristica, unitamente alla località e alla finitezza del calcolo, costituiscono i tre 
fondamenti teorici della possibilità di una MdT e, perciò, della cacolabilità mediante 
procedimento effettivo. Infine, poiché ogni insieme di istruzioni è espresso in forma 
simbolica, è anch’esso traducibile nell’alfabeto della macchina e implementabile insieme 
al suo input. Ciò sta a significare che è possibile costruire una MdT a tutti gli effetti 
universale in grado di implementare tutte le macchine di Turing specifiche per lo svolgi-
mento di un compito determinato, cioè il calcolo di una particolare funzione ricorsiva 
generale. La Macchina Universale di Turing (MUdT), anch’essa opportunamente dotata 
di istruzioni, è in grado di emulare la MdT particolare nel senso che, eseguendo le pro-
prie istruzioni sul nastro che ha come input la MdT particolare unitamente all’input di 
questa, il comportamento da essa esibito sarà identico a quello che la MdT particolare 
esibirebbe se agisse in maniera indipendente, ovvero lo svolgimento del compito di 
computazione di una medesima funzione ricorsiva generale.
Se immaginiamo di essere noi gli esecutori materiali di una MdT, cioè di avere a 
disposizione un nastro la cui lunghezza è superiore a qualunque nostra esigenza opera-
tiva13, di avvalerci di un alfabeto costituito da un solo simbolo (più la possibilità dello 
spazio vuoto), e di agire in conformità a un manuale che riporta tutte le possibili istru-
zioni eseguibili, è evidente come il numero delle operazioni da compiere attraverso la 
MdT per svolgere compiti anche molto semplici, cioè calcolare funzioni intuitivamente 
facili, come l’addizione fra due numeri naturali, appare soverchiante se rapportato alle 
nostre possibilità effettive di eseguire il compito, materialmente scrivendo o cancellando 
di volta in volta il simbolo sulle caselle del nastro. Il tempo richiesto da questo processo 
noioso e ripetitivo all’inverosimile potrebbe far sembrare del tutto inutile, a livello pra-
tico, una MdT. Tuttavia, il formalismo inventato da Turing ha influenzato la successiva 
nascita dell’IA da un duplice punto di vista.
12 Per un approfondimento si rimanda al già citato Frixione, Palladino (2004, cap. 4). Per chi volesse 
cimentarsi con l’esposizione originale ad opera di Turing stesso si rimanda a Turing (1936-1937). Il secondo 
dei due articoli contiene le correzioni dello stesso Turing ed è ristampato in Copeland (2004). Vale la pena 
ricordare che già il titolo dell’articolo in cui Turing espone per la prima volta il funzionamento di una MdT 
svela il punto di partenza della sua indagine, cioè l’intenzione di contribuire al chiarimento dell’Entschei-
dungsproblem o problema della decisione che faceva parte, come nodo essenziale da sciogliere, del programma 
hilbertiano di una fondazione definitiva, rigorosa e assoluta della matematica.
13 Per ovvie ragioni di praticità abbiamo preferito questo vincolo piuttosto che quello di un “nastro 
infinito”.
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In primo luogo, esso è l’antecedente teorico della Macchina di von Nuemann, cioè lo 
schema generale di realizzazione di ogni calcolatore elettronico, per come noi lo cono-
sciamo. La Macchina o Architettura di von Neumann si compone, infatti, di quattro parti 
principali: un dispositivo (o più di uno) di input, un dispositivo (o più di uno) di output, 
un’unità di memoria e un processore. Queste ultime due in particolare corrispondono, 
rispettivamente, al nastro e alla testina di scrittura/cancellatura della Macchina Universale 
di Turing (MUdT). Il processore (Central Processing Unit – CPU) incorpora alcune ope-
razioni di base in due sottounità, l’unità di controllo e quella di calcolo, le quali, unita-
mente alle istruzioni che vengono fornite in input e che non sono altro che la tavola delle 
istruzioni di una MdT specifica, sono in grado di operare sulla memoria14 e produrre un 
risultato conforme all’esecuzione della MdT emulata. In una prospettiva storica si può 
affermare esser stata la traducibilità dei dati, attraverso opportuni algoritmi, cioè funzioni, 
di codifica, in linguaggio binario e la creazione di unità di memoria binarie (bit) raggrup-
pate in pacchetti (byte), a rendere possibile la programmazione dei calcolatori non solo per 
il calcolo di semplici funzioni aritmetiche, ma per tutte quelle attività, come l’elaborazione 
di testi, di immagini o di suoni, il cui oggetto è codificabile in informazione binaria. Non 
è tutto. Le possibilità sono state ancor più accresciute dall’introduzione di opportuni 
linguaggi di programmazione, che hanno permesso di programmare i calcolatori (cioè 
di “caricarli” con MdT specifiche) a un livello diverso da quello del linguaggio binario, 
cioè il cosiddetto linguaggio-macchina. Infatti, attraverso opportuni algoritmi di codifica, 
programmi interpreti e compilatori, nel corso del tempo le istruzioni che venivano date 
ai calcolatori poterono essere espresse in maniera sempre più generale e simile a quella del 
linguaggio (naturale) con il quale era formulato il diagramma astratto dell’algoritmo e, in 
definitiva, con cui veniva descritto a livello intuitivo il programma.
Tali enormi possibilità sono state ulteriormente accresciute, infine, dalla compren-
sione sempre maggiore dei meccanismi che regolano la programmazione algoritmica. 
Progettare un algoritmo e scrivere un programma sono due attività distinte. Tuttavia, 
entro certi limiti, sono anche sovrapposte, nella misura in cui i differenti linguaggi di 
programmazione in cui può essere scritto un medesimo algoritmo devono tutti includere 
la possibilità di esprimere le strutture basilari della costruzione algoritmica. Esse trovano 
una giustificazione teorica e un’espressione formale con il noto teorema enunciato nel 
1966 da Corrado Böhm e Giuseppe Jacopini, secondo il quale ogni algoritmo è imple-
mentabile attraverso tre strutture soltanto: la sequenza, la selezione ed il ciclo. Questo 
14 In prima approssimazione e tanto per rendere l’idea questa è identificabile, anche se non totalmente, 
con la memoria di lavoro, la RAM (Random Access Memory) degli attuali computer, essendo la memoria di 
massa, cioè quella contenuta ai nostri giorni negli hard disk o in altre memorie periferiche (CD-ROM, DVD-
ROM, memorie removibili collegate attraverso porte USB), genericamente considerate da von Nuemann 
parte del sottosistema input-output. La portata del loro sviluppo e la necessità delle loro dimensioni, infatti, 
erano ancora inimmaginabili negli anni Quaranta; inoltre, si deve procedere in ogni caso ad un caricamento 
sulla RAM dei dati in esse contenute, in virtù del fatto che la CPU ha bisogno di una memoria operativa su 
cui processare dati localmente interessanti dal punto vista dell’elaborazione, cioè relativi alle specifiche opera-
zioni compiute in ogni determinato istante di tempo. Il passaggio di dati in input e output può avvenire anche 
nel corso dell’elaborazione e questa è una delle prime deviazioni dal modello teorico standard della MdT, 
che prevede lo svolgimento di una computazione senza interferenze dall’inizio alla fine del processo (oggi, si 
potrebbe dire, con un’espressione di moda in filosofia della mente, in maniera “incapsulata”).
32 Capitolo 1
teorema è alla base della programmazione strutturata in informatica, basata sulla proget-
tazione di schemi algoritmici, i ben noti diagrammi o grafi di flusso, molto comprensibili 
dal punto di vista intuitivo, e, dunque, facilitanti l’attività di invenzione degli algoritmi 
stessi da parte del programmatore umano.
Per quanto la programmazione strutturata diventi di uso comune soltanto nel corso 
degli anni Settanta15, in seguito alla dimostrazione del teorema di Böhm-Jacopini16, fin 
dagli anni Quaranta fu forte l’influenza che esercitò sugli studiosi delle possibilità del 
calcolatore, tra cui i fondatori dell’IA, l’impiego dell’operazione di scelta condizionata, 
e conseguentemente di salto (condizionato) all’istruzione da eseguire, nella program-
mazione17. Questo espediente sembrava mettere in grado la macchina di scegliere fra 
più alternative18, di poter fare qualcosa a certe condizioni o, altrimenti, qualcos’altro, 
qualora quelle condizioni non si fossero verificate. La possibilità di decidere, seppure 
tra alternative in competizione gia prefissate, suggeriva l’idea di una certa autonomia 
e indipendenza del programma e, a fortiori, del comportamento esibito dal calcolato-
re e di tutte le periferiche da esso controllate. Inoltre, l’utilizzo del ciclo di iterazione 
all’interno di un algoritmo dotava i programmi che li realizzavano sul calcolatore di un 
forte potere esplorativo, che portava le capacità di analisi, almeno a livello teorico, e in 
seguito anche effettivo, molto oltre quelle umane. La possibilità di prendere in esame in 
un determinato problema molti casi ripetutamente, sulla base dei dati introdotti in input 
dall’utente o ripescati dalle memorie di massa, fino al rinvenimento della soluzione, se da 
una parte costituiva una procedura inusuale per il modo di ragionare dell’uomo, dall’al-
tra, proprio per questo, conferiva al calcolatore una potenza di analisi ben maggiore di 
quella umana.
In secondo luogo, il formalismo introdotto da Turing inaugura una visione totalmente 
funzionale dei procedimenti effettivi di risoluzione dei problemi. Perciò, si può affermare 
che sulla base della scorta teorica provvista dall’enunciazione dei requisiti della MdT si 
cominciò a intravedere la possibilità di una riproduzione dei processi di ragionamento in 
maniera del tutto distaccata dal supporto su cui essi operavano. Una MdT, strettamente 
parlando, è identificata dall’insieme delle quintuple che definiscono tutte le operazioni 
che essa può compiere dato un certo input. Le quintuple, che costituiscono le istruzioni 
della MdT, comprendono, come si è visto, simboli che indicano gli stati interni della 
macchina, sulla scorta dei quali, unitamente ai simboli letti sul nastro, la macchina pro-
cede. Tali stati interni partecipano alla definizione funzionale della macchina. Solo uno 
stato interno e un simbolo presente sul nastro in corrispondenza della testina definiscono 
la parte iniziale dell’istruzione che deve essere eseguita, e va da sé che l’accostamento di 
stato interno e simbolo deve essere univoco, nel senso che deve determinare in maniera 
15 Per un’introduzione si rimanda a Wirth (1972).
16 Il quale di fatto consente di non dover ricorrere alle istruzioni di indirizzamento, quali ad esempio il 
go to, il cui uso indiscriminato complica considerevolmente la struttura generale dell’algoritmo.
17 L’operazione di scelta condizionata corrisponde, dal punto di vista logico, ad un condizionale se-allora, 
in cui l’antecedente è costituito da una proposizione che esprime la condizione e il conseguente da una coppia 
di proposizioni in forma disgiuntiva, che specificano le azioni eseguibili da parte del programma.
18 È abbastanza intuitivo il fatto che ogni scelta fra più alternative può essere ridotta a una serie di scelte 
fra due alternative soltanto, come è previsto dal teorema di Böhm-Jacopini.
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inequivocabile l’operazione che la macchina deve eseguire. Ad una configurazione inizia-
le di stato interno e simbolo deve seguire una e una sola operazione.
Il fatto che un procedimento di risoluzione potesse essere identificato in una serie 
di istruzioni il cui fattore determinante fossero gli stati (interni) in cui si trovava la 
macchina fu una delle più potenti idee che portarono allo scardinamento del paradigma 
comportamentista basato sullo schema Stimolo-Risposta, già in parte indebolito dalle 
riflessioni sull’architettura dei sistemi dovute alla cibernetica. In altri termini, veniva 
introdotta l’idea che fossero gli stati interni del sistema a essere importanti nell’evolu-
zione del suo comportamento. Essi si frapponevano tra stimolo e risposta, mediando un 
rapporto che la psicologia comportamentista aveva assunto come diretto. Inoltre, per-
mettevano che il passaggio dall’input all’output fosse sì deterministico, ma non nel senso 
della sua osservabilità dall’esterno, bensì per via del requisito di determinatezza cui erano 
sottoposte le istruzioni che formavano la MdT stessa. Gli stati della macchina furono 
visti, anche grazie alla realizzazione del calcolatore elettronico come controparte concre-
ta della MdT, come gli stati invisibili della macchina, cioè su un altro piano rispetto a 
quello degli input forniti e degli output esibiti. Poiché una MdT era in grado di calcolare 
una funzione matematica, e ancor più, poiché grazie agli algoritmi di codifica, una cal-
colatore elettronico equivalente a una MUdT era in grado di svolgere svariati compiti, 
purché in qualche misura formalizzabili come dati e istruzioni in codice macchina, il 
passaggio all’analogia fra stati interni della macchina e stati mentali dell’uomo era a un 
passo dall’essere effettuato. In un altro modo ancora, e generalizzando, si può dire che 
come il comportamento di una macchina poteva essere spiegato dalle sue componenti 
funzionali, così forse anche il pensiero poteva essere analizzato e spiegato dal punto di 
vista degli stati interni, “mentali”, ascrivibili all’uomo, e invisibili, cioè individuabili su 
un altro piano o rintracciabili ad un altro livello, rispetto a quello del comportamento. 
La strada per un nuovo tipo di spiegazione del pensiero era tracciata, o perlomeno i 
presupposti per la sua nascita erano stati gettati, e questa era una risposta molto forte 
ai problemi insormontabili nati in seno alla psicologia del comportamento, poiché era 
supportata da una concreta prospettiva di ricerca.
La duplice influenza esercitata da Turing con l’introduzione del suo formalismo – da 
una parte, la concretizzazione della MUdT teorica in un dispositivo materiale, che di 
fatto effettuava calcoli ma i cui impieghi andarono subito oltre questa applicazione pri-
migenia, e, dall’altra, la nuova forte focalizzazione su una visione funzionale, tipica della 
MdT, dei procedimenti di risoluzione dei problemi, via l’introduzione degli “stati interni 
della macchina” – fu alla base della nascita dell’IA e della dicotomia, non oppositiva 
peraltro, che la configurazione del nuovo indirizzo di studi prese ben presto. Si è parlato 
di tale dicotomia come delle “due anime dell’IA”19: l’una, definita “ingegneristica”, è 
interessata allo sfruttamento estensivo delle possibilità dei calcolatori elettronici; l’altra, 
“scientifica” – e non più fisiologica, come era per la cibernetica – ha come obiettivo, 
a fini esplicativi, lo studio dei processi dell’intelligenza umana, includendo anch’essa 
tra i suoi traguardi quello di realizzare sistemi che possono essere riconosciuti come 
19 Si veda, ad esempio, Fum (1994, pp. 24-27), che riprende, su questa via interpretativa, una precedente 
caratterizzazione di Winston (1984).
34 Capitolo 1
intelligenti. Il primo di questi due approcci, in riferimento alle influenze evidenziate 
del formalismo di Turing, si concentra sullo sfruttamento delle macchine concrete che 
realizzano la MUdT con lo scopo di vagliarne le possibilità e di ottenere quanti più 
risultati possibili, a prescindere dai metodi di programmazione, con l’intento, inoltre, di 
fornire strumenti utili all’uomo in riferimento all’esecuzione di compiti che richiedono 
l’impiego massiccio di capacità intellettuali. Il secondo approccio, richiamandosi alla 
caratterizzazione funzionale della MdT, si cura di indagare il fenomeno dell’intelligenza 
quanto alle sue componenti e parti, accostando al risultato anche la necessaria comprensio-
ne del procedimento e tendendo alla realizzazione di sistemi la cui costituzione “interna” 
rispecchi quella dei sistemi naturali intelligenti, ovvero, in definitiva, dell’uomo.
Si è già detto che tale dicotomia non va vista in maniera oppositiva e che, soprattutto 
per quanto riguarda le origini dell’IA, appare improprio istituire una netta demarcazione 
fra questi due approcci. Essa, e ciò sarà oggetto del prossimo paragrafo, si afferma nel 
tempo di un ventennio e si concretizza grazie all’assunzione di alcune ipotesti di fondo 
sulla natura dell’intelligenza e dei sistemi che possono definirsi intelligenti, il cui sviluppo 
e la cui discussione porteranno a ben altre dicotomie, e in alcuni casi a veri e propri dua-
lismi. Negli anni in cui si forma il nuovo indirizzo di studi che prende il nome di IA, la 
simulazione dell’intelligenza oscilla ancora, senza soluzione di continuità, fra la riprodu-
zione dei risultati e la ricostruzione dei processi, autorizzando una lettura dei primi sforzi 
compiuti dall’IA come manifestante un doppio senso della nozione di “intelligenza”. 
Infatti, più che accentuare diversamente i due termini “artificiale” e “intelligenza”, come 
suggerisce Fum (1994, p. 26), i due approcci sembrano riferirsi a due diverse accezioni 
di intelligenza, che denotano il modo in cui essa entra a far parte della ricerca.
Nel primo caso, l’intelligenza che si tenta di simulare è da intendersi in un senso per 
così dire metaforico: se i risultati sono quello che conta, l’importante sarà il fatto che essi 
siano esibiti da un calcolatore e allo stesso tempo riconosciuti come tali, cioè intelligenti; 
in questa accezione il termine “intelligente”, fatto salvo il vincolo del calcolatore, può 
dilatarsi in termini di principio fino a divenire coestensivo alla classe di ogni azione cui 
normalmente, nella pratica quotidiana, si conferisce questo attributo e l’intelligenza 
assume qui il ruolo di un’idea regolativa, di un terminus ad quem ideale. Nel secondo 
caso, intelligenza va intesa in senso letterale, ovvero come ricerca delle condizioni neces-
sarie e sufficienti del comportamento intelligente, attraverso la loro replicazione su un 
dispositivo artificiale quale è il calcolatore, la cui programmabilità garantisce in primo 
luogo la natura funzionale delle componenti alla base del suo comportamento20. Qui in 
particolare, la locuzione “condizioni necessarie e sufficienti” è da intendersi come le parti 
e le relazioni fra le parti di un sistema la cui presenza è necessaria per il verificarsi di un 
comportamento reputato intelligente e sufficiente per assolvere al compito esplicativo in 
merito alla natura dei processi di pensiero.
È verosimile supporre che queste due componenti della proto-IA abbiano agito in 
maniera complementare alla sua nascita e alla sua affermazione, unitamente al fermento 
delle discipline che costituirono l’ambiente della sua formazione e il cui obiettivo era, 
20 Naturalmente, la caratterizzazione funzionale di un processo non esclude la necessità che esso si realizzi 
su un qualche supporto. Tuttavia, questo è ben lontano dal dire che ci si muove in un’ottica fisicalista.
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da diversi punti di vista, quello di una comprensione sempre maggiore del fenomeno 
umano, in quanto oggetto di studio scientifico. Soffermeremo ora la nostra attenzione 
sugli sviluppi dell’IA, che comportarono un affermarsi sempre maggiore della spinta 
all’indagine dei processi cognitivi umani.
3. Euristica e logica
Nel corso degli ultimi venti anni, e a cinquanta dall’atto di nascita ufficiale dell’IA, è 
assurta a pratica consueta la presentazione dell’IA come di un campo disciplinare ricco 
di contrasti e teatro di una rivoluzione concettuale che ha portato alla nascita di un 
nuovo paradigma scientifico21. Tale visione delle cose è strettamente collegata al ruolo 
che l’IA ha avuto nella nascita e nell’affermazione di un ambito di studi interessato 
alla comprensione e alla spiegazione dei processi mentali: le scienze cognitive. Natu-
ralmente, ciò deriva direttamente dalla più che rapida espansione dell’IA letteralmente 
intesa, cioè in quanto disciplina autonoma volta all’indagine del pensiero attraverso la 
programmazione al calcolatore, la cui autonomia, peraltro, è andata sempre più affie-
volendosi a causa delle contaminazione continua, e connaturata tanto alle sue origini 
quanto al suo sviluppo, con ambiti di ricerca non sovrapponibili ad essa e già conso-
lidati, quali la filosofia, la psicologia, la neurofisiologia e le neuroscienze in genere, la 
fisica, l’antropologia, la linguistica e la logica. Tuttavia, se è possibile rintracciare un 
nucleo autonomo dell’IA, esso risiede nello specifico aspetto metodologico che essa 
impiega, prima ancora che nelle assunzioni sul mentale e sul pensiero che la suppor-
tano, comuni, nelle loro sfaccettature e diversità, alla vasta congerie di quelle della 
psicologia e di certa parte della filosofia. Il tratto centrale dell’aspetto metodologico 
dell’IA è da ritrovare nella simulazione al calcolatore, che per buona parte della sua 
storia degli inizi è stata caratterizzata come programmazione euristica. Ne vedremo ora 
brevemente gli elementi essenziali, i suoi rapporti con lo studio del fenomeno “intelli-
genza” e le vicende contrastate di quella parte cospicua dell’IA che più specificamente 
si è posta questo obiettivo.
L’IA individuò nell’utilizzo di tecniche euristiche di programmazione il tratto 
distintivo in relazione all’informatica tout court. La programmazione euristica rispec-
chia il tentativo di cogliere, nella progettazione di programmi intelligenti, alcuni 
aspetti tipici del modo di ragionare dell’uomo. I primi teorici dell’IA si cimentarono 
nella costruzione di programmi in grado di affrontare sfide in alcuni giochi, quali gli 
scacchi, la dama o il tic tac toe. La studio delle forme di ragionamento che l’uomo 
impiegava nei giochi era stato inaugurato dall’opera di von Neumann e Morgenstern 
(von Neumann, Morgenstern, 1943) volta all’indagine della razionalità ottimale 
messa in campo dai soggetti nell’attività stessa del giocare. La teoria dei giochi ha 
ricoperto un altro ruolo di primo piano nella nascita dell’IA, al punto che Herbert 
Simon, nella sua autobiografia, ricorda di aver formulato fra i primi l’affermazione 
che gli scacchi furono la drosofila dell’IA (Simon, 1991), cioè ricoprirono lo stesso 
21 Su questo si possono vedere, a titolo di esempio, i primi due capitoli di Pessa, Penna (2000 e successive 
edizioni) o l’introduzione di Borghi, Iachini (2002), il primo un manuale, il secondo una raccolta di saggi, 
dedicati entrambi allo studio dei processi cognitivi e alle discipline che hanno come oggetto la mente.
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ruolo avuto da questa specie di moscerino nei confronti della nascente genetica, per 
le cui prime ricerche fu largamente impiegato date le sue caratteristiche riproduttive 
e cromosomiche.
Tale affermazione va inquadrata nella vasta discussione suscitata dal libro di Von 
Neumann e Morgenstern, la cui indagine ai fini dell’individuazione di un agire razio-
nale oggettivo fu, tuttavia, emendata dallo stesso Simon in vista di un ridimensiona-
mento della nozione di razionalità in gioco22. Se argomento della teoria dei giochi 
e della teoria del comportamento economico dell’uomo, e a seguire anche dell’IA, 
doveva essere considerata la razionalità, allora essa andava intesa in senso soggettivo e 
non assoluto, cioè relativamente al singolo agente razionale che faceva ricorso ad essa 
nell’affrontare i problemi. Ciò equivale a dire che le soluzioni che un uomo trova a un 
problema affrontato, laddove esso ammette più soluzioni di diverso tipo e di differente 
valore, non sono necessariamente quelle ottimali. È sufficiente che esse siano soddisfa-
centi, relativamente all’insieme di priorità pratiche che in quel momento l’individuo 
si sta ponendo e limitatamente alle sue capacità soggettive di risoluzione del proble-
ma o della sfida affrontata. Tanto per fare un esempio, se devo compiere un viaggio, 
sceglierò il mezzo di trasporto più adatto al tipo di tragitto che devo compiere, ma 
tenendo conto anche della quantità delle risorse economiche disponibili, così come, se 
devo scrivere l’algoritmo che calcola una certa funzione, non è detto che, in base alle 
mie conoscenze e capacità nel momento in cui mi dedico a questo compito, io sia in 
grado di costruire l’algoritmo ottimale, invece che soltanto uno dei possibili (infiniti) 
algoritmi che calcolano la funzione con un dispendio computazionale maggiore di 
quello ottimale.
Fu la nozione di euristica a importare tutto questo nell’IA. Da un punto di vista 
generale un’euristica è una sorta di espediente messo in atto per conseguire un deter-
minato obiettivo. Quando ci si trova di fronte a un problema e le possibili scelte, che 
corrispondono ad altrettante azioni, sono molteplici, generalmente si sceglie quella 
che, in base alle proprie conoscenze del momento, sembra la più promettente. Un’eu-
ristica può essere considerata, dunque, un criterio di azione, inteso in senso lato, che 
individua uno stile di comportamento nella soluzione di un determinato problema. 
Essa determina, per riprendere la terminologia della teoria dei giochi, una fra le infi-
nite strategie possibili conformi al numero finito delle regole ammesse; o anche, detto 
in altri termini e da un punto di vista effettivo, una delle infinite azioni attuabili a 
partire dall’insieme limitato delle risorse disponibili. Un giocatore di poker, ad esem-
pio, può scegliere una strategia difensiva basata sull’attesa e magari cambiare stile di 
gioco (adottare un’altra euristica) giocando al rilancio, nel caso in cui le sue risorse 
siano aumentate, attraverso le vincite, fino al punto di consentirglielo; o, ancora, un 
produttore esecutivo, può destinare una parte cospicua delle risorse per girare un film 
all’impiego di effetti speciali e spendere poco per pagare gli attori, o viceversa, cercare 
di ottenere attori di elevata qualità dai cachet più sostanziosi, il tutto in stretta dipen-
denza con l’obiettivo che la produzione si è posta.
22 La critica di Simon è contenuta nella recensione del libro di Von Neumann e Morgenstern (Simon, 
1945). Sull’influsso della teoria dei giochi sulla nascente IA si rimanda a Franchi (2004).
 L’IA e il linguaggio fra storia e epistemologia 37
Dal punto di vista tecnico, la controparte algoritmica della nozione intuitiva di euri-
stica fu individuata in primo luogo dai programmatori di IA nelle funzioni euristiche23, 
tipiche dell’ambito della risoluzione automatica dei problemi. Si può dire, in linea molto 
generale, che dato uno spazio problemico, il quale è un sottoinsieme dello spazio degli 
stati che una determinata classe di problemi può assumere (rispettivamente, una singola 
partita del gioco degli scacchi e la classe di tutte le partite del gioco degli scacchi), con 
l’utilizzo di una funzione euristica il programma produce uno spazio di ricerca effetti-
vo nella maggior parte dei casi considerevolmente inferiore a quello prodotto da una 
ricerca (alla) cieca. La funzione, infatti, non fa altro che assegnare valori, in base a certi 
parametri inseriti dal programmatore, ai possibili passi della ricerca, scegliendo quello 
più favorevole. Naturalmente, la nozione di euristica non è stata impiegata soltanto nel 
problem solving. Euristiche sono state utilizzate nella pianificazione, per mettere in prati-
ca una delle strategie da sempre considerate dai teorici dell’IA come più specificamente 
human-like, cioè l’analisi mezzi-fini, un procedimento di ricerca guidato dall’obiettivo, 
in qualche maniera imparentato con il concetto di retroazione della cibernetica e incor-
porato da Simon e Newell nel General Problem Solver (GPS). Essa consiste nel considera-
re un’azione o un compito come il modo per diminuire la differenza fra lo stato iniziale 
in cui ci si trova e quello finale che costituisce l’obiettivo. Il procedimento di risoluzione 
tenta di ridurre progressivamente la distanza fra essi. Anche nel mettere in pratica tale 
strategia ci si può avvalere di diverse funzioni euristiche24.
Il ruolo giocato dalle euristiche è stato centrale anche negli sviluppi successivi dell’IA 
e, in alcuni casi, come fanno notare anche Cordeschi e Tamburrini, è stato alla base di 
nuovi approcci algoritmici nella progettazione di sistemi intelligenti: «l’evoluzionismo 
darwiniano, con le nozioni di mutazione e selezione, ha ispirato gli algoritmi evolutivi, 
applicati sia in IA […] sia nella cosiddetta Vita Artificiale […]. Vi sono inoltre euristiche 
che prendono lo spunto da comportamenti individuali o collettivi osservati nel mondo 
animale, come le strategie cooperative di ricerca e segnalazione di fonti di cibo messe in 
opera da colonie di formiche» (Cordeschi, Tamburrini, 2001, p. 24). Ciò mostra che la 
nozione di euristica è andata assumendo nel corso degli sviluppi dell’IA un significato 
sempre più vasto, accostando motivi che potrebbero essere definiti di ispirazione “biolo-
gista” a quelli più tradizionali ascrivibili a una tendenza “razionalista” e includendo con 
ciò molto più che i metodi impiegati dagli esseri umani nella risoluzione individuale 
e soggettiva dei problemi. Con il termine “euristica”, dunque, oggi si etichettano tutti 
quegli aspetti della realtà che possono in qualche modo fornire un’utile indicazione 
nella progettazione di sistemi che esibiscano un comportamento intelligente. Ciò ha 
comportato di pari passo, come vedremo, una sorta di evoluzione della stessa nozione di 
intelligenza in quanto oggetto di studio preminente dell’IA.
23 Tra gli altri vantaggi di questa impostazione, ridurre l’euristica a una funzione – cioè, a un’operazione 
di calcolo e a un’assegnazione di valore – ha quello di renderla immediatamente conforme ai presupposti della 
programmazione, cioè, di fatto, direttamente implementabile in maniera algoritmica.
24 Per questo, come anche per il problem solving, cfr. Matteuzzi (in questo volume). Non è del tutto fuori 
luogo vedere nella pianificazione, più ancora che nella risoluzione automatica di problemi, quel tratto caratte-
ristico dell’IA di ispirazione puramente americana, la cui cultura intrisa di pragmatismo e attivismo (in senso 
deweyano) ha costituito una delle spinte extra-scientifiche più forti all’insorgere e all’affermazione soprattutto 
di quella parte dell’IA volta allo studio sistematico del pensiero in compiti pratico-organizzativi.
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In ogni caso, è proprio con l’impiego di euristiche che l’IA si configura, anche e 
soprattutto, come disciplina volta all’indagine dei processi di pensiero e non soltanto 
come branca peculiare della scienza dei calcolatori. Herbert Simon, di cui si è già 
detto, e Allen Newell ne furono i principali promotori. In particolare quest’ultimo era 
stato allievo di George Polya e aveva avuto modo di conoscere approfonditamente i 
suoi studi sull’impiego dell’euristica nella risoluzione di problemi matematici. In que-
gli anni, se la nozione di sistema assiomatico formalizzato era già consolidata, quanto a 
possibilità e limiti, uno stesso grado di chiarezza non aveva raggiunto la comprensione 
dei procedimenti intuitivi e creativi utilizzati dai matematici nella dimostrazione di 
teoremi. Polya catalogò una serie di metodi euristici utilizzati dai matematici a questo 
fine (Polya, 1944). Perciò, da una parte, non stupisce che il primo programma messo 
a punto da Newell, Simon e Shaw, e discusso al seminario di Dartmouth, fosse il Logic 
Theorist, che impiegava metodi euristici per risolvere i teoremi enunciati da Russell e 
Whitehead nei Principia Mathematica, trovando in alcuni casi dimostrazioni dotate 
di una certa eleganza e paragonabili nella struttura a quelle umane. Dall’altra, non è 
parimenti sorprendente, pur come conseguenza di più ampia portata, che da allora in 
poi la deduzione logica, in forma di derivazione formale, sia divenuta per molto tempo 
la tipologia standard di risoluzione dei problemi e la logica simbolica il paradigma di 
riferimento per l’IA.
Il consolidarsi della logica come linea guida all’interno dell’IA è uno dei punti nodali 
del suo sviluppo, ma sono necessarie alcune considerazioni ulteriori per inquadrarlo nella 
giusta ottica. A un certo livello, quello che si potrebbe definire di base, i calcolatori operano 
in maniera strettamente logica, nel senso che la computazione avviene su basi puramente 
formali, quelle incorporate nel formalismo che Turing ha utilizzato per dare una definizio-
ne formale di algoritmo. L’uscita dalle limitazioni poste da questo formalismo, riassunte 
nella tesi di Church-Turing di cui si è già parlato, è uno degli obiettivi principali della 
teoria delle computabilità e finora molte alternative sono state proposte, alternative che qui 
non è possibile passare in rassegna25. Tuttavia, occorre distinguere le forme ipotetiche di 
estensione dei limiti della computazione classica dall’uso che di esse si fa in sede di spiega-
zione dei fenomeni cognitivi, intendendo questo termine in senso lato, ovvero inclusivo di 
tutto ciò che può rientrare nell’orizzonte dello studio di ciò che in maniera semplificatrice 
viene chiamato “mente”.
Un discorso analogo va fatto per la logica. Se è vero che un calcolatore procede “in 
modo naturale” per via logica, in virtù della definizione della sua struttura di base26, e 
25 Estensioni della nozione classica di computazione possono essere considerate, ad esempio, tutte quelle 
che rientrano nella Natural Computation, cioè le reti neurali (basate sul modello delle reti neuronali), la 
computazione molecolare (basata sul modello dell’espressione molecolare a partire dal DNA), la computazione 
quantistica (che sfrutta le relazioni fra particelle descritte dal modello standard della fisica subatomica), gli 
algoritmi evolutivi (imperniati sul modello della trasmissione genetica); ancora, un altro armamentario teo-
rico legato all’estensione dei limiti della computazione è quello dei sistemi dinamici. Si rimanda a Sandri (in 
questo volume) per un’introduzione a queste tematiche e alla letteratura davvero ricca in merito.
26 È sempre possibile pensare ad hardware di diversa concezione rispetto a quelli riconducibili all’Ar-
chitettura di Von Neumann – ad esempio hardware paralleli (cioè che sfruttano più microprocessori in 
elaborazione parallela) o analogici (piuttosto che digitali e, quindi, dispensati dall’eseguire operazioni con 
informazione codificata in maniera puramente discreta, invece che continua) – ma la loro riproducibilità, 
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quindi la programmazione ha considerato i limiti imposti dalla logica come suoi pro-
pri limiti, il superamento di esse per certi versi è già inscritto nelle prime fasi dell’IA 
e proprio ad opera di coloro che considerarono tale disciplina una via privilegiata per 
lo studio del pensiero umano. Il Logic Theorist27, infatti, si muoveva nell’ambito della 
dimostrazione dei teoremi. A partire da una serie di assiomi e per mezzo di un certo 
numero di regole di inferenza era in grado di dimostrare, attraverso derivazione per 
applicazione delle regole, un insieme piuttosto vasto di teoremi. Due sono gli aspetti 
fondamentali del programma. In primo luogo, il fatto che la ricerca della dimostrazio-
ne procedeva, come si è detto, attraverso l’impiego di euristiche, che limitavano l’esplo-
sione combinatoria di un tipo di ricerca altrimenti basato sull’applicazione continua 
di tutte le regole a tutti gli assiomi e a tutte le derivazioni incrementali dagli assiomi. 
La soluzione trovata non era ottimale, né era garantito che si trovasse una soluzione, 
ma ciò portava alla risoluzione di molti più problemi, rispetto al modo esaustivo ma 
cieco, il quale era fattualmente inservibile per via delle enormi risorse computazionali 
richieste. In secondo luogo, dal punto di vista teorico il programma va pensato come 
l’insieme di tre parti fondamentali: gli assiomi, le regole di inferenza e un sistema di 
operatori atti a scegliere ed applicare le regole di inferenza. È proprio quest’ultima 
parte che implementa le euristiche, cioè metodi che, intuitivamente, pur mantenendo 
l’andamento logico-deduttivo ne indicano il percorso forgiando le scelte “intelligenti” 
del programma.
Poste le basi di questo tipo di programmazione, le conseguenze furono veloci e 
immediate. Il Logic Theorist venne esteso nel 1957 da Newell e Simon nel General 
Problem Solver (GPS)28, la cui ambizione era quella di diventare un solutore flessibile 
di ogni tipo di problemi a partire da quelli per cui fu programmato inizialmente, cioè 
il gioco degli scacchi, alcuni quesiti geometrici e quiz su parole. L’azione del program-
ma era diretta da un’unità di controllo centrale che applicava regole alle conoscenze 
presenti nella memoria di lavoro, la quale riceveva informazioni da una periferica input 
di qualche tipo. La strategia generale utilizzata dal programma era l’analisi mezzi-fine 
e la riduzione del problema target in sottoproblemi. Le euristiche particolari intro-
dotte erano frutto di un paziente confronto fra le prestazioni del programma, sia per 
quanto riguarda i risultati che in relazione al cammino compiuto per raggiungerli, e 
un insieme di solutori umani a cui si chiedeva di descrivere verbalmente le operazioni 
compiute per risolvere lo stesso problema. Con il GPS, dunque, prende l’avvio, in 
maniera ancor più sistematica che con il Logic Theorist, una metodologia rigorosa di 
indagine dei processi cognitivi umani cui è stato dato il nome di Information Processing 
Psycology e che diverrà, pur fra notevoli evoluzioni e cambiamenti, uno dei pilastri 
cioè la possibilità della loro simulazione, sui calcolatori “ordinari” – la Macchina di Von Neumann – mostra 
che: 1) la questione è di natura teorica più che pratica e riguarda forme di computazione che vanno oltre la 
Turing-computazione; 2) è ipotizzabile che esista sempre un livello a cui le diverse forme di computazione 
siano traducibili l’una nell’altra; 3) tutto ciò, infine, vale finché il calcolatore rimane lo strumento tecnico 
privilegiato per questo tipo di ricerca simulativa. Il suo abbandono, tuttavia, presupporrebbe la contempora-
nea formulazione di una valida e migliore alternativa.
27 Di esso sono state date varie descrizioni. Si veda, ad esempio, Newell e Shaw (1957).
28 Si vedano Ernst, Newell (1969) e Newell, Simon (1972).
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delle scienze cognitive, il nuovo corso che la psicologia cognitiva intraprende a partire 
dagli anni Settanta29.
Ben presto si palesarono anche i limiti di questo modello, tra cui il principale venne 
individuato nel fatto di poter agire solo su domini fortemente strutturati. Infatti, se l’im-
piego del programma era soggetto alla via obbligata di trovare una efficace strutturazione 
del problema da sottoporre alla macchina, questo portava direttamente alla considerazio-
ne che solo problemi molto circoscritti (toy-problem, così chiamati con esplicito richiamo 
all’interesse dell’IA delle origini alla teoria dei giochi) potevano essere dati in pasto al 
programma, per la difficoltà di rendere in maniera esplicita, e dunque formale, quella 
conoscenza del mondo reale che costituisce lo sfondo ai numerosi problemi che i solutori 
umani affrontano in maniera intelligente. Si cominciò a pensare che per ottenere una 
maggiore ampiezza di applicazione nella risoluzione di compiti intelligenti era necessario 
disporre di un formalismo quanto più generale possibile e non riversare la conoscenza 
in euristiche implicitamente contenute nel programma. In altri termini, quanto più 
l’applicazione di un modello doveva essere generale e rispecchiare la vasta gamma di 
problemi che un essere umano poteva affrontare – il che costituiva lo scopo principale 
dichiarato dell’IA “psicologistica”, cioè volta allo studio dei processi mentali – tanto più 
la conoscenza riguardante uno specifico dominio doveva essere separata dai metodi per 
arrivare alla soluzione del problema.
Ci si accorse, dunque, nel corso degli anni Sessanta di un rapporto di proporzionalità 
inversa sussistente fra la generalità potenziale dei modelli simulativi del pensiero e l’impie-
go delle euristiche, poiché se queste si prospettano per un verso come limitative della ricer-
ca nello spazio problemico, per l’altro, affinché un modello sia in grado di affrontare un 
numero molto elevato di problemi, esse devono essere quanto meno possibile specializzate, 
cioè libere dal contesto della loro applicazione, e passibili di un’applicazione generale. Così 
facendo esse perdono le loro peculiarità e tendono ad avvicinarsi al metodo più generale 
e astratto di ragionamento umano, quello logico, applicabile a qualsiasi tipo di conoscenza 
che può essere resa in forma esplicita. Tuttavia la logica ha esigenze molto precise e rigorose, 
e la ricerca di un modello simulativo generale della cognizione pose così l’IA di fronte ad 
un’alternativa: da una parte abbandonare il sogno di un vero GPS, cioè di una solutore 
di ogni tipo di problemi in vista di obiettivi più a portata di mano, dall’altra affrontare il 
problema della conoscenza di cui dotare un programma affinché le sue applicazioni fossero 
più generali possibili. Entrambe le vie furono intraprese.
La prima è la via dei sistemi esperti, così chiamati perché mettono in pratica un qualche 
tipo di esperienza specifica e molto approfondita relativa a un determinato settore. Un 
sistema esperto, molto generalmente, utilizza un’ampia base di conoscenza specifica e un’uni-
tà di controllo che corrisponde in genere a un motore inferenziale. Questo opera in base ad 
un insieme di regole che permettono di trarre conclusioni in base alle conoscenze possedu-
te dal programma e a partire dagli input disponibili, che descrivono la situazione in esame. 
I sistemi esperti sono in genere sistemi a regole di produzione, ovvero proposizioni condi-
zionali, il cui antecedente costituisce le precondizioni per l’esecuzione dell’azione o – ed è 
29 Si rimanda a Luccio (1998) per un’agile ed efficace resoconto storico degli sviluppi del cognitivismo 
psicologico nella seconda metà del Novecento.
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il caso più tipico per quanto riguarda i sistemi esperti – per la formulazione di un’ipotesi 
espressa in forma proposizionale-dichiarativa a partire dai dati disponibili. DENDRAL fu 
il primo sistema esperto riconosciuto come tale; il suo campo di applicazione era la chimica 
organica. In seguito, questi programmi, che hanno costituito uno dei campi di maggior 
successo per l’IA, ebbero una larga diffusione nel campo della diagnosi medica dove una 
completa conoscenza della corrispondenza fra sintomi e diagnosi disponibili è proibitiva 
per un essere umano dal punto di vista quantitativo. Si ricordano, ad esempio, MYCIN del 
1972 e la sua estensione EMYCIN che costituiva una base per la costruzione di altri sistemi 
esperti specifici e che lanciava l’idea della shell, ovvero di una struttura per sistemi esperti 
la cui base di conoscenza vuota poteva essere riempita con differenti domini semantici, o, 
se si vuole, universi ontologici specifici, su cui operava lo stesso motore inferenziale. Altri 
esempi di sistemi esperti possono essere considerati il programma PLANT realizzato da 
Michalski nel 1981, specifico per la diagnosi delle malattie di alcuni tipi di piante (la soia 
principalmente) e XCON, che McDermott progettò nel 1980 per la progettazione e la 
realizzazione delle strutture hardware di grandi computer.
Va fatto notare che i sistemi esperti non aspirano ad esibire caratteristiche human-
like per quanto riguarda i processi da loro messi in atto. Al contrario, hanno il fine di 
supplire alle carenze umane in merito alla quantità delle conoscenze possedute e alla 
velocità di reperimento delle stesse, conservandole in una base di conoscenza esplicita e 
non ambigua come è quella ammessa da una rappresentazione logica formale30. In essi, 
il requisito della limitatezza delle conoscenze disponibili, uno dei tratti caratteristici del 
principio della razionalità limitata, viene regolarmente trasgredito.
Un discorso diverso merita l’altro cammino intrapreso dall’IA e relativo al supe-
ramento dei domini-giocattolo in cui i programmi di IA successivi agli sviluppi degli 
anni cinquanta mostrarono di muoversi in modo abbastanza efficace. Oltre questo 
punto si manifestò come necessario l’affrontare il problema della conoscenza. Esso 
nasce con il tentativo di trattare problemi più complessi, tipici del mondo reale, per i 
quali i programmi dovevano essere dotati di una dose massiccia di buon senso, al fine 
di capire, effettivamente, ciò che andava fatto e in che direzione muovere per trovare 
una soluzione. Offrire un dominio strutturato non sembrava un compito difficile se 
tutti gli elementi in gioco potevano essere esplicitati, magari attraverso una rappresen-
tazione nel calcolo dei predicati, come, ad esempio, faceva il programma realizzato da 
McCarthy alla fine degli anni Cinquanta, l’ADVICE TAKER31. In tale programma la 
conoscenza del dominio di riferimento era rappresentata in modo esplicito attraverso 
la logica dei predicati. Tuttavia, poiché l’intento esplicito era quello di catturare e 
immettere nel sistema la conoscenza di senso comune, la rappresentazione di questa 
30 Quando si parla di rappresentazione secondo i canoni della logica formale si allude alla logica del 
primo ordine, la quale è dotata della possibilità di esprimere esplicitamente le proprietà e la quantificazione 
degli individui che godono delle proprietà (anche se questo secondo aspetto è meno rilevante del primo ai fini 
della programmazione in IA). L’utilizzo massiccio della logica per rappresentare la conoscenza e il desiderio di 
semplificare la programmazione portarono alla nascita del PROLOG, uno dei linguaggi di programmazione 
tipici dell’IA, interamente basato sul formalismo della logica del primo ordine. Per un’esposizione completa 
si rimanda a Kowalski (1979), uno degli ideatori del PROLOG, implementato per la prima volta da Alain 
Colmerauer a Marsiglia negli anni 1972-1973 e sviluppato in seguito a Edimburgo.
31 Per una descrizione si rimanda a McCarthy (1968).
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non poteva prescindere da una qualche formalizzazione del fattore “tempo”, che viene, 
invece, tralasciato nella logica (intesa in senso non modale). Perciò, si assunse un tempo 
parcellizzato, discreto, costituito da una successione di stati s1, s2, …, sn che entravano 
a far parte della rappresentazione formalizzata in forma dichiarativa di una determinata 
situazione, come argomento aggiuntivo della relazione n-adica che esprimeva lo stato 
di cose. Tanto per fare un esempio:
essere sul (libro, tavolo, s1)
esprime il fatto che il libro si trova sul tavolo nel momento temporale individuato dallo 
stato s1. In tal modo era possibile indicizzare tutti gli stati temporali discreti e porli in 
una relazione ordinata, la quale costituiva un’informazione in più per il programma nel 
momento in cui effettuava il confronto fra le descrizioni formalizzate della situazione.
 Il problema che si palesò ben presto con questo tipo di soluzione era quello di non 
riuscire a far sì che il programma non si arenasse nella ripetizione ad ogni passo, che 
consisteva nel passaggio dallo stato si allo stato si+1, delle assunzioni che descrivevano 
lo sfondo (frame) sul quale il programma era chiamato ad operare. Infatti, ogni volta il 
programma si trovava ad elencare, accanto a tutto ciò che nella situazione cambiava in 
seguito ad un’azione, cioè all’applicazione di un operatore di inferenza, anche tutto ciò 
che rimaneva invariato, con grave dispendio computazionale. McCarthy corse ai ripari 
per risolvere quello che è conosciuto nella letteratura come frame problem, introducendo 
la regola di circoscrizione per trarre inferenze non monotone da un insieme di fatti32, 
la quale stabilisce che l’insieme dei fatti noti è sufficiente a trarre una conclusione in 
maniera deduttiva nell’impossibilità di dare una descrizione esauriente in senso asso-
luto della situazione in esame. Tale regola si traduce per il programma in una nuova 
conoscenza formale in base alla quale è possibile soffermarsi solo sui dati rilevanti per la 
soluzione del problema, che per il sistema sono quelli circoscritti dalla regola stessa ed 
espressi sotto forma di proposizioni assiomatiche.
Tutto questo, però, non era che la punta dell’iceberg del problema della conoscenza. 
Innanzitutto, il formalismo di McCarthy si applicava soltanto a quei sistemi che fanno 
largo uso di conoscenza rappresentata in modo esplicito attraverso la logica dei predi-
cati e procedono attraverso l’applicazione di regole di derivazione tipiche della logica 
formale. Questo, come si è visto, non vale per tutti programmi di IA. Ne sono esempio 
i programmi che si avvalgono di funzioni euristiche o di strategie più o meno generali 
implementate nella struttura del programma e non esplicitate al livello del programma, 
quali l’analisi mezzi-fine o la riduzione in sottoproblemi o le concatenazioni in avanti, 
all’indietro (forward chaining e backward chaining) o miste tipiche dei sistemi a regole di 
produzione, che approntano un pattern-matching fra i dati disponibili, o gli obiettivi da 
raggiungere, e le regole da eseguire. E poiché resta il fatto che tale processo avviene vero-
similmente sulla scorta della valutazione, rispettivamente, della compatibilità, da una 
parte fra le precondizioni e i dati disponibili, e dall’altra fra le conseguenze e gli obiettivi 
32 Un descrizione è data in McCarthy (1980). Per un’esposizione approfondita sulle implicazioni logiche 
di questa regola si rimanda a Fisher Servi (2001, cap. 4).
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da perseguire, entrambi appartenenti a una regola di produzione, ormai dovrebbe essere 
chiaro che tale regola fu considerata come la forma più generale di transizione epistemi-
ca o operativa in un sistema intelligente. Di conseguenza, questo può essere definito in 
termini generali anche come un applicatore automatico di conoscenze ma a partire da dati 
disponibili in ingresso sempre diversi, frutto di volta in volta sia dell’immissione dall’ester-
no sia dell’elaborazione stessa, da cui la richiesta di metodi sempre più sofisticati per 
sviluppare il ragionamento non monotòno.
In secondo luogo, si è già detto che il fine perseguito da ricercatori come Newell e 
Simon era quello di porre le basi per una simulazione complessiva dei processi cognitivi. 
La metodologia impiegata per il GPS si dimostrò ben presto limitata. La creazione di 
un modello che corrispondesse ai protocolli auto-descrittivi dei solutori umani era troppo 
esposta alle manchevolezze dell’analisi introspettiva, una critica nei confronti della quale 
era già stata avanzata alla fine del diciannovesimo secolo nell’ambito della psicologia 
scientifica. In conseguenza di questo, se, cioè, non tutti i processi cognitivi poteva-
no essere disponibili ad un resoconto introspettivo, veniva a mancare la completezza 
dell’informazione necessaria per valutare i modelli simulativi e diventava impossibile la 
formulazione di una teoria generale psicologica dell’elaborazione dell’informazione che 
costituisse il passo ulteriore e ultimativo rispetto alla costruzione di modelli simulativi di 
singoli individui umani, le “microteorie”, per riprendere la terminologia usata da Newell 
e Simon nel loro Human Problem Solving.
Le varie estensioni di GPS, sviluppate da Newell e collaboratori alla ricerca di una 
teoria unificata della cognizione (Newell, 1990), rientrano ancora all’interno dell’impo-
stazione della psicologia dei processi di informazione, sviluppandone il quadro concet-
tuale in una visione ampliata del sistema mente-cervello e tenendo conto, almeno nelle 
intenzioni, degli apporti delle varie discipline interessate allo studio dei processi mentali 
che si sono affermate negli ultimi trenta anni, a cominciare dai risultati delle neuro-
scienze. Tuttavia, al di là degli intenti dichiarati, gli elementi essenziali della information 
processing psychology sono stati tutti mantenuti in questo approccio, tra cui l’idea cardine 
che pensare sia elaborare informazione attraverso componenti, separate ma largamente 
interconnesse, dedicate a memoria (mantenimento, recupero e immagazzinamento 
dell’informazione), percezione, attività senso-motoria e attività cognitive di alto livello, 
come il ragionamento. Conseguentemente i sistemi che ne sono derivati, e che sono stati 
realizzati per avere quel grado di generalità cui aspiravano in passato gli autori di GPS, si 
configurano come architetture cognitive composte di differenti parti funzionali in genere 
soggette a una determinata unità di controllo centrale e ricalibrabili di volta in volta su 
uno specifico compito a partire da obiettivi di diverso tipo forniti in input e da metodi 
(operatori, regole, euristiche) determinati dagli obiettivi stessi.
Un esempio in tal senso è GOMS (Goals, Operators, Methods and Selection Rules), pre-
sentato per la prima volta nel 1983 (Card, Moran, Newell, 1983). Come preannunciato 
dal nome, GOMS è una collezione di metodi applicabili per raggiungere certi obiettivi, 
espressi sottoforma di successioni di operatori e scelti attraverso opportune regole di sele-
zione. Il raggiungimento di un obiettivo prevede anche la possibilità di una scomposizione 
del cammino di soluzione in sotto-obiettivi e un utilizzo di metodi (o dello stesso metodo) 
in maniera gerarchica. Il modello GOMS è pensato, infatti, per risolvere una serie di pro-
blemi legati alle interfaccia grafiche e più in generale all’interazione uomo-macchina, un 
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settore di ricerca affermatosi in IA negli ultimi decenni33. Un esempio ancora più famoso 
è SOAR (State, Operator and Result), la cui prima presentazione è del 1987 (Laird et al., 
1987) e la cui discussione è ancora in Newell (1990) e riguarda la sua plausibilità come 
modello generale delle cognizione. Le parti principali di SOAR sono una memoria a breve 
termine o di lavoro, una memoria a lungo termine, un sistema di elaborazione e scelta, e 
un sistema percettivo-motorio. SOAR non è, dunque, un programma di IA implementa-
bile in maniera univoca. Esso è un’architettura di base, implementabile con diverse forme 
di rappresentazione della conoscenza, in maniera dipendente dal contesto, e con diversi 
algoritmi di apprendimento e di scelta dei metodi da impiegare. SOAR opera, come già 
GOMS, applicando metodi selezionati a problemi di volta in volta specifici e la sua pecu-
liarità risiede nella raffinata differenziazione fra i sottotipi di memoria di cui è fornito, che 
gli permettono di gestire in maniera separata diversi generi di informazione (relativa alla 
situazione attuale, a contesti e preferenze per metodi, a operatori e piani).
Il corso di questa evoluzione da semplici programmi ad architetture sempre più com-
plesse che rispecchiano, per così dire, la mappa funzionale della mente ipotizzata dalla psi-
cologia dei processi di informazione, mostra che buona parte del tentativo di generalizzare i 
risultati raggiunti con i primi programmi di IA in alcuni campi particolari è legata al modo 
in cui le conoscenze sono implementate, gestite ed elaborate dai vari apparati individuati in 
maniera funzionale, ovvero, detto in termini più generali, rappresentate34. Nel corso degli 
anni Settanta il problema della conoscenza diviene centrale in IA proprio in virtù della 
possibilità di produrre modelli sempre più flessibili di agenti nel mondo reale, quel mondo 
che alcuni critici dell’IA, come il filosofo Hubert Dreyfus, definiscono «una quantità orga-
nizzata di oggetti, scopi, abilità, pratiche secondo cui le attività umane hanno significato o 
sono ragionevoli» e che è molto differente dall’ambito in cui si muovono i programmi di 
IA, cioè inevitabilmente un micromondo, un semplice «insieme di fatti interconnessi [che] 
può costituire un universo, un dominio, un gruppo» (Dreyfus, 1981, p. 185), ma non esse-
re dotato della stessa ricchezza del mondo reale, per muoversi nel quale occorre sviluppare 
una dose massiccia di senso comune e di capacità di agire in dipendenza dal contesto.
4. I paradigmi contrapposti
Il momento in cui la conoscenza riceve notevole attenzione da parte dei ricercatori in IA è 
anche quello in cui l’IA, o una sua parte, comincia a rimettere in discussione i suoi obiettivi 
e i suoi principi. Gli obiettivi di una riproduzione globale del comportamento intelligente 
33 Si consideri da questo punto di vista l’evoluzione che ha subito la figura dell’informatico, ormai sempre 
più una figura specializzata nella realizzazione di interfacce fra esperti umani e sistemi informatici in grado di 
coadiuvare l’azione dell’uomo. È nata in questo modo la figura dell’ingegnere della conoscenza, che media fra 
uomo e macchina nel tentativo di rendere sempre maggiormente fruttuosa la loro interazione nell’affrontare 
un problema in qualche ambito specifico. L’ingegnere della conoscenza non ha competenza sul dominio di 
applicazione del sistema, se non quel tanto che basta a renderlo più accessibile all’esperto che lo utilizza. Uno 
dei campi di maggiore interesse a questo fine è, naturalmente, l’elaborazione del linguaggio naturale.
34 Per un ulteriore esempio si può vedere il modello di Anderson ACT-R, che si avvale, in modo com-
plementare, di conoscenze rappresentate sia in maniera simbolica che subsimbolica e procede, comunque, 
attraverso la messa in atto di un sistema a regole di produzione. Per una esposizione si rimanda a Anderson, 
Lebière (1999).
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vengono abbandonati o in vista di architetture della mente da comprovare per via simu-
lativa e da implementare di volta in volta in maniera diversa, o attraverso il proliferare di 
interessi verso settori specifici, come i già visti sistemi esperti, l’elaborazione del linguaggio 
naturale, la visione artificiale, la traduzione automatica o il ragionamento analogico, solo 
per fare alcuni esempi. Da un punto di vista molto generale si può dire che per quanto 
riguarda la questione della conoscenza essa diventa il problema dell’IA in più modi. In 
primo luogo, ci si interroga su quale sia il modo migliore per dotate un programma di una 
conoscenza robusta e flessibile, e da questa riflessione deriva la dicotomia fra conoscenza 
procedurale e conoscenza dichiarativa, la prima direttamente connessa alla struttura algo-
ritmica del programma e la seconda espressa attraverso le formule proposizionali di un 
linguaggio formale35. Inoltre, ci si interroga su quali siano le forme più adatte per rappre-
sentare la pervasiva dipendenza da contesto della conoscenza umana. Da una tale riflessione 
scaturiscono in risposta, ad esempio, i frame di Minsky e gli script di Schank36.
I fattori che portano a tutto questo sono molteplici. Innanzitutto è forte, come si è 
detto, la convinzione da parte dei ricercatori in IA che siano la conoscenza e i modi di 
cui un programma dispone per gestirla il nodo centrale per arrivare ad avere un sistema 
che si comporti in maniera intelligente. Inoltre, negli anni Settanta, anche ad opera 
delle ricerche nel campo dell’IA, c’è un rinnovato interesse da parte degli psicologi per 
la questione della natura dei concetti e della loro rappresentazione in sistemi artificiali. 
A questo si aggiunge la non poca diffidenza con cui una certa parte della filosofia ha 
guardato l’IA fin dagli inizi, sia per quanto riguarda la possibilità di una macchina pen-
sante37, sia, e molto di più, relativamente al tema della conoscenza, attraverso cui essa ha 
rovesciato nell’IA, passando soprattutto per la nozione di “rappresentazione”, le questio-
ni filosofiche aperte e i temi di discussione in corso in merito a tutto ciò che è connesso 
con la semantica e il problema del significato. Infine, non va sottovalutato l’impatto della 
nascita delle scienze cognitive nei primi anni Settanta che fa dell’IA la sua controparte 
metodologica di indagine, da un parte, rifondando in maniera rigorosa e proprio attra-
verso l’indicazione della rappresentazione delle conoscenze come tema fondamentale, i 
metodi e gli obiettivi della psicologia cognitiva, che aveva sposato in pieno la visione 
del pensiero come elaborazione di informazioni (la già citata “psicologia del processi di 
informazione”); e dall’altra, portando alle estreme conseguenze i presupposti della ten-
denza “psicologistica” dell’IA delle origini. La definitiva congiunzione fra IA e psicologia, 
35 Nel corso degli anni Settanta la discussione è stata ingrandita oltre la sua reale portata. In effetti, ogni 
tipo di conoscenza, in via di principio, deve potersi tradurre per un programma in un codice operativo, 
laddove la rappresentazione dichiarativa favorisce l’utente nell’inserimento dei dati – e, simmetricamente, 
il programma, dotandolo della possibilità di operare autonomamente su banche dati esterne variabili – e il 
programmatore nella realizzazione di alcuni elementi algoritmici del programma.
36 Per una trattazione specifica della questione della rappresentazione della conoscenza si rimanda a 
Pezzulo (in questo volume).
37 La letteratura in proposito è troppo vasta per essere citata. Si rimanda a Ciavatta (in questo volume) 
per una introduzione ad alcune delle questioni di filosofia della mente e del linguaggio che hanno un rap-
porto diretto con l’IA. In questa sede vogliamo soltanto accennare al fatto che anche soltanto in merito al 
tema delle possibilità di una macchina pensante molti hanno scritto, e prendendo a volte posizioni fra loro 
nettamente antitetiche, a cominciare da Turing e Gödel, e proseguendo, solo per fare alcuni nomi, con Lucas 
(il prototipo del gran detrattore), Hofstadter, Searle, Penrose e lo stesso Dreyfus nel suo noto pamphlet di 
notevole impatto What computers can’t do.
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che porta alla nascita delle scienze cognitive, è anche la causa principale dello scaturire 
della visione per “paradigmi contrapposti” che ha determinato il corso degli ultimi venti 
anni tanto dell’IA quanto della psicologia sperimentale in generale.
Un’ampia opera di revisione dei principi dell’intelligenza artificiale è stata, infatti, 
compiuta a partire dall’inizio degli anni Ottanta, quando si è cominciato a parlare di 
una nuova IA. I problemi sollevati dalla questione di come dotare un programma di 
conoscenza, non hanno prodotto soltanto un insieme di forme di rappresentazione e 
influenzato le stesse ricerche in ambito psicologico e filosofico. Essi hanno condotto a 
una revisione dell’IA dei primi tre decenni che dagli anni Ottanta in poi è stata definita 
classica per distinguerla da quella di nuovo corso38, anche se non tutto ciò che la caratte-
rizzava è stato messo in discussione. In particolare, ciò che non è venuto meno è il fatto 
di considerare l’IA una metodologia adatta (la più adatta forse) allo studio dei fenomeni 
mentali attraverso la realizzazione di simulazioni al calcolatore dei processi cognitivi, 
essendo tali simulazioni la traduzione algoritmica di teorie (computazionali in senso 
lato) su alcuni aspetti della cognizione (anch’essa intesa in senso lato, come vedremo 
in seguito). Il ruolo rivestito dalla simulazione è quello di permettere una messa in atto 
della teoria formulata, attraverso una realizzazione empirica che consenta il vaglio del 
suo potere predittivo e dunque, in una certa misura, esplicativo. La costruzione di model-
li della mente (non importa se totali o parziali) o di tutto ciò che può essere caratterizzato 
con un vocabolario mentalistico continua ad essere lo scopo principale dell’IA.
D’altro canto, la revisione cui l’IA è andata soggetta ha riguardato l’assunto principa-
le alla base della psicologia dell’elaborazione dell’informazione: l’ipotesi del sistema fisico 
di simboli, esposta nel 1976 in uno degli articoli cardine della filosofia dell’IA da Newell 
e Simon. Nelle pagine iniziali del saggio essi spiegano che un sistema fisico di simboli è 
un insieme di entità fisiche (simboli) passibili di composizione in entità di livello supe-
riore (strutture simboliche) che risultano essere, quindi, combinazioni di simboli colle-
gati in modo fisico, «come per esempio, un segno che è accanto ad un altro». Il sistema 
è in grado di operare su queste strutture a determinati intervalli di tempo attraverso 
«processi di creazione, di modificazione, di riproduzione e di distruzione». Un sistema 
fisico di simboli è, dunque, «una macchina che produce nel tempo un insieme di strut-
ture simboliche in evoluzione», con l’importante precisazione che «tale sistema esiste in 
un mondo di oggetti che è più ampio di tali espressioni simboliche» e a cui rimanda 
attraverso una duplice relazione di designazione (relativa a un oggetto) e di interpreta-
zione (relativa a un processo). Nel primo caso, «data l’espressione, il sistema può o avere 
qualche effetto sull’oggetto stesso o comportarsi in modi che dipendono dall’oggetto»; 
nel secondo, un’espressione è interpretabile dal sistema se «designa un processo e se, data 
l’espressione, il sistema può eseguire il processo», ovvero, se il sistema «può richiamare 
ed eseguire i propri processi a partire dalle espressioni che li designano» (Newell, Simon, 
1976, pp. 19-20 della traduzione italiana).
Il sistema cui alludono Newell e Simon è un dispositivo, realizzato fisicamente, in 
grado di manipolare operativamente elementi simbolici il cui riferimento è fissato dalla 
38 A volte chiamata nouvelle AI, altre volte con l’acrostico NFAI (New-Fangled Aritificial Intelligence) 
contrapposto a GOFAI (Good Old-Fashoned Artificial Intelligence).
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relazione di denotazione-intepretazione. Non è difficile scorgervi le somiglianze con la 
controparte fisica della macchina teorica (universale) di Turing, cioè il calcolatore elet-
tronico costruito secondo lo schema ideato da Von Neumann. L’esposizione che danno 
Simon e Newell è certamente più intuitiva che formale. Tuttavia, l’importanza del siste-
ma fisico di simboli risiede nell’ipotesi che i due autori avanzano e che serve a giustifica-
re, a livello di principio, l’impresa “psicologistica” in IA. In base a tale ipotesi, un sistema 
fisico di simboli è dotato delle caratteristiche necessarie e sufficienti per «l’azione intelligen-
te in generale» (Ibid.). In altri termini, l’ipotesi del sistema fisico simbolico afferma che un 
sistema in grado di manipolare simboli è capace di agire in maniera intelligente, anche se 
non specifica che si debba trattare di una manipolazione nei termini della logica formale. 
Conseguenza immediata di ciò è che il calcolatore elettronico rientra direttamente in 
questa definizione ed ha, quindi, i requisiti per svolgere, opportunamente programmato, 
compiti intelligenti, nel senso che è in grado di trasformarsi in un “sistema intelligente” 
sulla base di un programma che rispecchi i meccanismi dell’intelligenza umana (e non sola-
mente al quale un osservatore possa attribuire dall’esterno un comportamento ritenuto 
intelligente39). Conseguenza mediata di questa affermazione, invece, è la sua inversa, 
e cioè che tutto ciò che è in grado di agire in maniera intelligente deve esibire, a un 
qualche livello, caratteristiche fisico-simboliche relativamente a un contesto di cui è una 
sotto-parte. Ciò naturalmente vale anche per i sistemi biologici e, dunque, per l’uomo.
L’ipotesi del sistema fisico di simboli costituisce, dunque, una giustificazione della 
visione, cara all’IA, di una mente come elaboratore simbolico. A rigore, però, tale ipotesi 
non prevede un’esclusiva manipolazione nel senso della logica formale, né, strettamen-
te parlando, va intesa riferirsi a simboli che siano tali in ogni caso per qualcuno che 
dall’esterno possa gettare un’occhiata all’interno della macchina (o della testa). I simboli 
assolvono la loro funzione simbolica innanzitutto per il sistema, nel senso che lo metto-
no in grado di agire in maniera intelligente all’interno di un mondo. Spiegare come ciò 
sia possibile, con quali meccanismi funzionalmente individuati, è compito dell’IA, come 
di altre discipline ad essa collegate. Tuttavia, la portata della rappresentatività dei simboli 
va vista come relativa alla macchina e la nozione di rappresentazione in gioco non è 
riducibile a quella di una relazione di somiglianza iconica o di semplice etichettatura40.
 All’ipotesi del sistema fisico simbolico è stata data nel tempo un’interpretazione forse 
più restrittiva di quella che la sua enunciazione sembra implicare. La manipolazione 
simbolica è stata considerata manipolazione sintattica formale su simboli interpretabili in 
maniera univoca sia dall’interno che dall’esterno del sistema. Questo è quello che ha inteso 
Fodor con la sua Teoria Computazionale e Rappresentazionale della Mente41 ed è anche 
il significato attribuito alla famosa analogia, sbandierata e criticata dai detrattori dell’IA 
classica, fra processi mentali e software del calcolatore. Tuttavia, al di là delle innumere-
39 Questo richiama la cosiddetta questione filosofica dell’intenzionalità, che qui non è possibile affronta-
re. Si rimanda alla già citata bibliografia in merito ai rapporti fra filosofia della mente e della psicologia, da 
un parte, e IA, dall’altra.
40 Proprio la nozione di rappresentazione continua a suscitare un ampio dibattito nelle scienze cognitive 
in generale, ricevendo contributi e indicazioni specialmente dalla filosofia (della mente), dall’IA, dalla psico-
logia, dalle neuroscienze.
41 Formulata da Fodor a partire da Fodor (1975) e nei suoi scritti successivi.
48 Capitolo 1
voli questioni di filosofia della psicologia e della mente suscitate, il fatto che l’IA abbia 
avuto come obiettivo la simulazione dei processi cognitivi non implica che essi debbano 
intendersi in maniera restrittiva e assoluta come processi di manipolazione formale degli 
stessi simboli a tutti i livelli di descrizione che di tali processi si possono dare. Piuttosto, 
appare più naturale caratterizzare l’IA in generale – anche quella classica dunque – come 
una disciplina che è progressivamente evoluta verso l’individuazione delle architetture 
funzionali di sistemi (artificiali o biologici) in grado di esibire attività intelligente, attra-
verso una qualche forma di rappresentazione interna che non è detto sia necessariamente 
di stampo corrispondentistico e incentrata sul modello della semantica formale di Tarski 
e che allo stesso tempo implica, con le dovute cautele, un certo grado di simbolismo.
Molte voci, peraltro, si sono levate contro i principi dell’IA classica in quanto studio 
della mente, a partire dal rifiuto del “simbolico” e dalla negazione dei presupposti della 
psicologia dell’elaborazione di informazione (sequenzialità, controllo centrale), fino ad 
arrivare all’enucleazione di nuovi approcci che costituiscono, più che il fallimento dell’im-
presa dell’IA, l’integrazione delle sue metodologie con nuove tecniche simulative e la presa 
di coscienza di un cambiamento di tendenza all’interno della psicologia in generale, cam-
biamento dovuto al sempre maggiore influsso delle discipline neuroscientifiche.
L’introduzione delle reti neurali come tecnica simulativa, ad esempio, è stata motiva-
ta dal tentativo di spingere la simulazione in direzione della neurofisiologia, denotando 
una certa tensione verso il recupero di un eliminavismo psicologico di altro tipo rispet-
to a quello di stampo comportamentista. Occorre, però, distinguere le reti neurali in 
quanto metodologia empirica di ricerca in vari campi (dalla biologia evoluzionistica, alla 
sociobiologia – entrambe comprese all’interno della Vita Artificiale – alla neurofisiolo-
gia) e le reti neurali come apparato teorico esplicativo dei processi mentali, il quale ha 
preso il nome di connessionismo.
Molto sommariamente, una rete neurale è formata da una serie di nodi collegati (in 
modi che possono variare, e anche molto, a seconda del tipo di rete) fra loro. Ogni nodo 
è individuato da tre elementi: il suo posto nella topologia della rete, il valore di attiva-
zione e il suo valore di soglia, superato il quale scarica, cioè influisce sulle connessioni in 
uscita influenzando i nodi a lui collegati. Le connessioni di attivazione hanno un peso, 
un coefficiente numerico, che determina il mutamento del valore di attivazione immesso 
attraverso la connessione dal nodo che scarica. I nodi sono disposti in strati, in genere 
uno di input, uno di output ed altri eventuali strati intermedi che si dicono nascosti. Al 
di là delle differenti tipologie di rete42, l’idea generale è quella di codificare in forma 
numerica un determinato input, ottenendo un vettore di attivazione che propagandosi 
nella rete genera un determinato output dopo un’opportuna decodifica (o senza, nel caso 
di singoli nodi output che si escludono a vicenda, la cui interpretazione è evidentemente 
univoca e immediata). Una rete viene poi “spinta a riconoscere” certi input vagliandone 
gli output prodotti su un certo numero di prove. Con opportuni auto-aggiustamenti dei 
pesi delle connessioni (ma anche, in determinati casi, con cambiamenti nella topologia 
attuati dall’esterno) alla fine la rete sarà in grado di svolgere il compito specifico per cui 
42 Per un’introduzione dettagliata alle reti neurali si rimanda a Floreano, Mattiussi (2002).
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è stata addestrata, attraverso un procedimento di prova ed errore, e non esplicitamente 
programmata.
Con l’introduzione delle reti neurali si è sviluppato il connessionismo come tenta-
tivo di risposta ai fallimenti dell’IA tradizionale simbolica. Esso va alla ricerca di una 
maggiore plausibilità biologica nella spiegazione delle attività di pensiero, attraverso 
l’introduzione di un meccanismo simulativo che si richiama esplicitamente alla struttura 
del cervello o all’attività neuronale. C’è da dire, però, che esiste un gap fra il funziona-
mento effettivo del sistema nervoso centrale e delle sue componenti, i neuroni, fra loro 
collegati da legami di tipo elettrochimico, e il modo in cui una rete neurale attua il 
passaggio di informazione. La complessità del cervello composto di milioni di neuroni 
è di gran lunga superiore a quella di una rete neurale composta di un numero estrema-
mente esiguo di neuroni simulati e tale complessità non è legata tanto al numero dei 
neuroni, quanto alle caratteristiche chimiche oltre che elettriche che regolano le loro 
connessioni. In altri termini, una rete neurale è un modello esclusivamente “elettrico” del 
cervello, o di una parte di esso43. Tuttavia, ciò che si vuole cogliere con una rete neurale è 
la peculiarità del tutto tipica del cervello di essere un sistema in cui l’informazione viene 
“elaborata”, se ancora si può usare questo termine, in maniera parallela, cioè attraverso 
l’attivazione contemporanea di numerosi neuroni, distribuita, ovvero fortemente delo-
calizzata (almeno a partire da un certo livello verso il basso), e statisticamente, cioè non 
deterministicamente, condizionata, poiché l’attività di un neurone è dipendente dalla sua 
funzione di attivazione, che in genere è definita dalla sommatoria dei valori dei neuroni 
in input mediati dall’azione del (cioè moltiplicati per il) valore del peso della connessio-
ne. Il fatto che un neurone si attivi è, perciò, del tutto dipendente dal contesto (la rete) 
in cui esso si trova e fortemente suscettibile di stravolgimento (attivazione mancata o 
presente) sulla base dell’influsso di piccolissime variazioni che si riverberano su tutta la 
rete neurali stessa. Il fatto che a un input segua o meno un determinato output diventa, 
perciò, un fatto statistico.
Il connessionismo come tendenza delle scienze cognitive degli ultimi venti anni, ha 
messo in atto la revisione di alcuni degli assunti fondamentali della psicologia dell’elabo-
razione dell’informazione, negando la necessarietà della mono-serialità dell’elaborazione, 
avvalendosi di sistemi che non hanno bisogno di un’unità di controllo centrale a super-
visionare il processo (fatta eccezione per la fase di addestramento in cui, in molti casi, è 
il programmatore a indirizzare la rete verso un certo comportamento) e basati sul prin-
cipio della auto-organizzazione. Inoltre, e questo è l’aspetto su cui di più hanno insistito 
i critici dell’IA tradizionale, il connessionismo è subsimbolico, nel senso che esso non 
effettua manipolazioni di simboli, non distinguendo di fatto nell’elaborazione fra un 
momento, o un elemento, rappresentativo e un momento, o un processo, manipolativo, 
ma agisce ad un livello inferiore, su codifiche numeriche degli input, la cui fasi interme-
43 È noto che le rete neurali si sono ispirate a vari modelli pre-esistenti del funzionamento delle unità 
cerebrali e risalenti alla metà del ventesimo secolo. Ad esempio, si possono ricordare il modello del neurone 
proposto da McCulloch e Pitts o le regole associative hebbiane. Si rimanda alla bibliografia già menzionata 
in merito alle reti neurali per una presentazione di tali antecedenti teorici e tecnici. Per quanto riguarda il 
connessionismo, il testo classico che dà avvio, in epoca recente, a questo tipo di ricerche, è costituito dai due 
volumi di Rumelhart, McClelland et al. (1986).
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die di elaborazione attraverso la rete non hanno alcun riferimento esterno equivalente 
a quello degli input e degli output o a quello di tutte le fasi di elaborazione di un sistema 
di IA tradizionale, identificato, dal punto di vista connessionista, genericamente con un 
manipolatore di simboli per mezzo di regole esplicite formalmente applicabili.
Non è qui possibile passare in rassegna tutte le diverse posizioni in merito alla natura 
subsimbolica del connessionismo né riguardo a quale livello vada situata la plausibilità 
biologica del subsimbolismo delle reti neurali, se effettivamente a quello dei neuroni o a 
un qualche livello intermedio fra i neuroni e gli stati mentali simbolicamente rappresen-
tazionali44. Due cose, però, vanno sottolineate.
In primo luogo, le reti neurali hanno dimostrato di essere un potente strumento 
simulativo proprio in quei compiti cognitivi, come la percezione di basso livello o la 
formazione e l’ascrizione categoriale (a partire da un insieme di input simili) in cui l’IA 
classica aveva avuto maggiori difficoltà. D’altra parte, proprio nelle attività cognitive in 
cui è massiccio l’uso di rappresentazione simboliche, discrete, esplicitamente individua-
bili e manipolabili, come la creazione di piani o le forma di ragionamento inferenziale, 
non soltanto deduttivo, l’utilizzo di reti neurali non ha prodotto – se soltanto fino ad ora 
o per ragioni di principio è ancora argomento dibattuto che ne chiama in causa molti 
altri relativi all’impresa in generale delle scienze cognitive – apporti più significativi di 
quelli dell’IA simbolica.
In secondo luogo, il connessionismo testimonia di una spinta verso il biologico e 
del tentativo di realizzare simulazioni45 che non trascurino i vincoli imposti dallo studio 
degli organismi viventi in generale (le varia branche della biologia) e del cervello e del 
corpo umani in particolare (la neurofisiologia e le neuroscienze). Questa tendenza è 
sfociata in progetti di ricerca più ampi del connessionismo e che si avvalgono della meto-
dologia delle reti neurali, così come di altri tipi di programmazione. Tutto ciò, infatti, 
è confluito negli ultimi anni nel vasto campo della Vita Artificiale (Artificiale Life), che 
attraverso l’impiego di differenti metodologie di programmazione al calcolatore, quali, 
tra le altre, le reti neurali, la programmazione evolutiva, gli automi cellulari, gli algoritmi 
genetici e la programmazione multi-agente, mira a studiare e riprodurre virtualmente 
il fenomeno “vita” utilizzando, in genere, un approccio a partire dal basso, cioè basato 
sull’evoluzione di organismi simulati calati in uno specifico ambiente fatto di oggetti 
virtuali e di altri organismi simulati. L’autoriproduzione degli organismi e il passaggio 
generazionale conducono alla proliferazione degli organismi che mostrano una maggiore 
capacità di adattamento al mondo in cui operano e allo sviluppo, per mezzo delle leggi 
di mutazione e selezione nella trasmissione dell’informazione genetica (ovvero del codice 
con cui sono scritti i programmi che simulano gli organismi), di nuove specie più com-
44 Per una riflessione sulle varie sfaccettature del connessionismo e sui differenti modi di intenderlo si 
rimanda al numero di Behavioral and Brain Science curato da Smolenky (1988) e all’introduzione scritta da 
Marcello Frixione per l’edizione italiana (Frixione, 1992). In merito al nuovo corso intrapreso dalla scienza 
cognitiva si è parlato anche di microcognizione. Per una discussione si veda, ad esempio, Clark (1989).
45 Non bisogna dimenticare che, pur enfatizzando aspetti della cognizione estranei alla scienza cognitiva 
classica, il connessionismo, come anche gli altri nuovi orientamenti post-classici dell’IA, non abbandonano 
un rigoroso approccio simulativo che si avvale nella quasi totalità dei casi del calcolatore tradizionale. Il 
parallelismo, infatti, è uno dei tratti delle simulazione stessa, visto che può essere realizzato, senza perdita di 
effettività dal punto di vista teorico, sulla macchina rigidamente sequenziale di von Neumann.
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plesse e sempre meglio attrezzate a sopravvivere nell’ambiente virtuale. Come si vede, 
al di là delle molteplici applicazioni, il paradigma della Vita Artificiale è quello della 
biologia ed essa costituisce un progetto di ricerca, ancora giovane, che pur scaturendo 
dalle riflessioni sull’IA, se ne distacca ampiamente a favore di un’idea del tutto diversa 
in merito alla reale natura della cognizione, fino a diventare anche un fiorente campo 
di ricerca sulle dinamiche dell’evoluzione dei sistemi biologici, la riproducibilità virtuale 
della quale supplisce alla mancata osservabilità in natura se non per quanto riguarda le 
sue conseguenze effettive46.
In genere, si può affermare che la tendenza degli ultimi anni nello studio della mente 
sia stata quella di cambiare in senso estensivo gli assunti di fondo di ciò che l’IA classica 
considerava mente fino a includere le influenze che su un dato sistema artificiale sono 
prodotte dall’ambiente in cui vive e dai vincoli dovuti alla sua “corporeità”, cioè alla spe-
cifica struttura fisica e materiale complessiva che esibisce comportamenti classificabili 
come “mentalistici” (umani o animali). In tal senso si è parlato di uno sviluppo, rispet-
tivamente, in senso orizzontale e in senso verticale degli elementi in gioco nel darsi, e 
quindi nella spiegazione, della cognizione47. 
Condivide gli assunti di tale impostazione anche la cosiddetta nuova robotica, che a 
partire sempre dagli anni Ottanta del secolo scorso inaugura un altro filone nello studio 
dei processi cognitivi. Rodney Brooks ne è stato l’artefice e iniziatore, proponendosi 
l’ambizioso obiettivo di ricreare sistemi artificiali non virtuali (cioè robot) che espri-
messero capacità progressivamente sempre più raffinate di azione “intelligente”. Per 
fare questo Brooks ha affrontato, in una prospettiva ribaltata rispetto a quella dell’IA 
classica, la questione del controllo, già affrontata dalla cibernetica negli anni Quaranta48. 
Brooks sostiene che non è necessario dotare un sistema artificiale di un elaboratore di 
informazioni per compiere azioni semplici come lo spostamento nel mondo reale, il 
superamento e l’aggiramento di ostacoli, la ricerca di una qualche oggetto particolare. 
L’IA classica, sostiene Brooks, ha fallito nel cercare di dotare un sistema artificiale di 
queste capacità, perché esse dal punto di vista simbolico richiedono un elevato potere 
rappresentazionale su cui far operare un’unità di controllo e calcolo al fine di determina-
re il cammino di soluzione migliore per ogni compito da effettuare. Tutto questo non è 
necessario, ci dice Brooks, poiché ciò di cui possiamo fare a meno è la rappresentazione, 
intesa nel senso tradizionale del termine, cioè simbolica, formalizzabile e di alto livello. 
I suoi automi si avvalgono di una serie di meccanismi a stati finiti tra loro interconnessi 
ma disposti su livelli gerarchici diversi e asimmetricamente indipendenti dal basso verso 
l’alto. In termini più precisi, in base al principio che l’evoluzione deve aver determinato 
prima la nascita di abilità senso-motorie e solo in seguito di quelle di tipo ragionativo e 
linguistiche, il primo livello di meccanismi che determinano il comportamento dell’au-
46 La Vita Artificiale nasce nella seconda metà degli anni Ottanta del secolo scorso. Per una visione 
d’insieme delle prime ricerche svolte si rimanda a Langton (1995). Per vedere in che modo questo campo 
di studi ha condizionato lo studio della mente si vedano Parisi (1999) e il volume di Sistemi Intelligenti (1, 
2006) dedicato alle prospettive italiane della vita artificiale.
47 Per una rassegna degli studi recenti che fanno propria questa espansione concettuale si rinvia Borghi 
e Iachini (2002).
48 Si veda ancora Cordeschi (1998, 2002).
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toma servirà alla sua mobilità primaria (muoversi evitando gli ostacoli); a questo, che 
funziona in maniera autonoma e indipendente, può essere aggiunto un secondo, che 
non deve entrare in contrasto col primo e che, per esempio, spinge l’automa alla ricerca 
di un qualche oggetto particolare, e poi un terzo che determina la presa e il trasporto 
degli oggetti (come funzione distinta dal semplice movimento), e così via. La compli-
cazione progressiva di tale struttura gerarchica dovrebbe condurre all’emergere di un 
comportamento sempre più intelligente e questo senza che sia presente nella macchina 
alcun apparato rappresentazionale classico.
Brooks definisce questo approccio basato sul comportamento (behavior-based), poiché 
l’intelligenza diventa un fattore emergente attribuito dall’esterno. Il richiamo al comporta-
mentismo e alla robotica sviluppata negli anni Trenta e Quaranta del Novecento è molto 
forte, nonché sono evidenti le connessioni con la cibernetica. L’attribuzione di comporta-
mento intelligente all’automa, infatti, avviene attraverso l’impiego di un vocabolario menta-
listico e intenzionale che si avvale di locuzioni come “diretto allo scopo”, “desidera”, “evita”, 
senza che tali termini facciano parte di un’unità rappresentazionale interna, quale potrebbe 
essere qualcosa di analogo a una memoria a lungo termine dei sistemi di IA classica, né, 
tanto meno a un sistema di comunicazione di informazione simbolicamente espressa all’in-
terno del robot. «Il mondo costituisce il miglior modello [di se stesso per l’automa]», così afferma 
Brooks (1991, p. 417, traduzione mia) discutendo la prima delle caratteristiche su cui sono 
costruiti questi modelli: l’essere situati (situatedness) in un ambiente reale con cui interagi-
scono e nel quale sono messi alla prova. Inoltre, essenziale a questo tipo di impostazione è il 
fatto che tali sistemi abbiano un rapporto col mondo attraverso il loro corpo (embodiment), 
che garantisce un riferimento esterno fisso ed effettivo (un “significato”) alle operazioni 
interne del robot (problema del grounding49) e determina il prodursi di un comportamento 
intelligente, seppur tale solo per chi osserva dal di fuori l’agire dell’automa50.
Un ultimo approccio che prende le mosse da una rivisitazione dei principi dell’IA clas-
sica è quello dei sistemi dinamici, proposto da van Gelder nel corso degli anni Novanta. 
Anche in questo caso, come per la nuova robotica, è la questione del controllo a suscitare 
dubbi sull’effettiva opportunità di costruire modelli dotati di un apparato rappresenta-
zionale, in base al quale svolgere azioni algoritmicamente strutturate. Per van Gelder, il 
computazionalismo con i suoi principi di sequenzialità, atemporalità51, discretezza non 
è in grado di far svolgere ad un sistema azioni la cui realizzabilità tecnica è di gran lunga 
49 Il problema del grounding (“ancoramento a terra”) è stato molto discusso negli ultimi anni in merito 
alla questione dell’effettivo potere semantico attribuibile a un sistema intelligente e riguarda la natura speci-
fica della capacità di simbolizzazione di un sistema. Per tale ragione è strettamente, ma non esclusivamente, 
legato alla diatriba fra IA simbolica e subsimbolica ed è noto in letteratura come symbol grounding problem. 
Per una presentazione si rimanda ad Harnad (1990) e per una discussione più recente ad Harnad (2002).
50 Per un discussione approfondita di questo nuovo approccio all’IA si rimanda Brooks (1999). Non si 
può, tuttavia, dimenticare che un tentativo in questa direzione era già stato fatto qualche anno prima da 
Valentino Braitenberg con i suoi veicoli (Braitenberg, 1984).
51 In realtà, come si è visto, ogni computazione avviene secondo un ordine sequenziale, ogni passo del 
quale viene effettuato in un determinato istante tn di tempo. Tuttavia, la velocità di esecuzione non conta e 
il processo può essere dilatato o velocizzato a piacimento senza che il risultato cambi. Nei sistemi dinamici il 
vincolo al rispetto del tempo effettivo, oltre a permettere la rappresentazione della continuità del processo, è 
parte integrante della simulazione del processo, che, si ritiene, se avviene in quel determinato lasso di tempo, 
è anche a causa delle caratteristiche specifiche fisico-strutturali del sistema che lo implementa.
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meno complessa di quella messa in campo da un algoritmo, come nel caso dei meccanismi 
di regolazione a retroazione52. L’idea è che meccanismi analoghi siano alla base dell’attività 
cognitiva umana e che sia possibile descriverne le caratteristiche in maniera esatta attra-
verso la teoria dei sistemi dinamici, cioè per mezzo di sistemi di equazioni differenziali che 
descrivano l’evoluzione continua del valore di alcuni elementi variabili una volta fissati i 
parametri, cioè i vincoli della situazione che viene analizzata. Va fatto notare che all’interno 
di questo approccio vengono fatte rientrare tutte le modellizzazioni che in qualche modo 
catturano il potere del continuo, in cui l’elemento temporale è determinante perché è in 
base ad esso che è possibile individuare ognuno degli infiniti stati del sistema in esame: 
basta assegnare un valore alla variabile tempo e le altre variabili del sistema assumeranno 
di conseguenza un proprio determinato valore. Anche le reti neurali sono classificabili in 
alcuni casi come sistemi dinamici, pure se non ne esauriscono la portata, visto che i sistemi 
dinamici non si riferiscono esclusivamente a modellizzazioni dell’apparato cerebrale. Come 
fa notare van Gelder, è possibile descrivere dinamicamente anche teorie psicologiche come, 
ad esempio, il rapporto che varia continuamente fra i meccanismi cognitivi che regolano 
la scelta o la motivazione ad agire53.
5. L’intelligenza e il linguaggio
La nascita di numerosi sottocampi delle scienze cognitive, in qualche modo collegati 
all’IA anche se non coincidenti, è stata causata, come si è visto, dalla progressiva conte-
stazione dei principi della psicologia dell’elaborazione dell’informazione. Questo ha pro-
dotto non solo una vasta mole di ricerche ispirate a metodologie diverse rispetto a quelle 
dell’IA classica e simbolica, ma anche, a livello epistemologico, a una vera e propria visio-
ne per “paradigmi contrapposti” che è entrata di fatto a far parte della retorica descrittiva 
ed esortativa delle scienze cognitive, per cui ogni nuovo filone di ricerca afferma la sua 
esistenza e ritaglia il suo spazio di autonomia a partire dalla negazione di un principio, 
metodologico o metafisico, del paradigma precedente più che dalla definizione rigorosa 
di un universo di indagine, individuata spesso a posteriori rispetto al metodo impiegato. 
Prima di trarre alcune conclusioni da tutto il discorso fin qui condotto vale la pena 
richiamare ancora una volta il ruolo rivestito dal linguaggio all’interno dell’IA.
L’informatica è, in larga parte, scienza di linguaggi. Per programmare un calcola-
tore basato sull’architettura di von Neumann occorre esprimersi nel suo linguaggio (il 
linguaggio macchina) o in un linguaggio di livello superiore che possa essere tradotto, 
di passaggio in passaggio, nel linguaggio macchina, attraverso programmi compilatori 
e interpreti. In genere, il livello cui si programma è più elevato rispetto a linguaggi che 
governano direttamente il funzionamento della macchina54, al fine di facilitare il com-
52 Per un esempio, quello della valvola di controllo della velocità del motore in una macchina a vapore 
di Watt, rimandiamo a van Gelder (1996).
53 Per le applicazioni in ambito cognitivo della teoria dei sistemi dinamici si rimanda a Port e van Gelder 
(1995).
54 È questo il caso, ad esempio, dell’ASSEMBLY, linguaggio di programmazione molto vicino al linguag-
gio macchina. A rigore, poiché si danno molti hardware differenti e a causa dello stretto legame fra questo 
linguaggio e il calcolatore, è più corretto parlare di famiglia di linguaggi ASSEMBLY, i quali variano a secon-
da del tipo di macchina, cioè di unità elaborativa della macchina, per cui sono progettati.
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pito della programmazione per mezzo di linguaggi più vicini alla formulazione dell’al-
goritmo in termini di linguaggio naturale. La gerarchia dei linguaggi, però, ha come 
caratteristica comune a tutti i livelli quella della non-ambiguità, che rende i linguaggi da 
questo punto di vista omogenei: ogni linguaggio deve poter essere tradotto in uno di livel-
lo immediatamente inferiore in maniera diretta e deterministica (ad opera di programmi 
appositi)55. Tutto questo, d’altra parte, è questione che riguarda l’implementazione di un 
algoritmo56 e non l’IA in senso stretto.
L’IA, tuttavia, ha cominciato a occuparsi ben presto del linguaggio naturale, a 
cominciare, si può dire, dai primi tentativi di traduzione automatica e dai problemi ad 
essa connessi. Bar-Hillel, ad esempio, individuò ben presto nella polisemia una delle 
difficoltà più spinose da affrontare. Se, infatti, una traduzione non consiste nella mera 
corrispondenza biunivoca di termini fra la lingua di partenza e quella di arrivo, la que-
stioni della polisemia dei termini si presenta come il problema principale da affrontare 
per una ideale FAHQMT, acrostico che sta per Fully Automated High-Quality Machine 
Translation (Bar-Hillel, 1960). Ciò che sottolineava Bar-Hillel era la difficoltà per un 
sistema automatico di trattare un termine che si presentasse con la stessa forma grafica e 
avesse un diverso significato a seconda del contesto del discorso di cui faceva parte.
Se molteplici sono stati i tentativi, in parte anche molto raffinati ed efficaci, di produrre 
sistemi di traduzione automatica57, il problema di fondo, quello della comprensione del 
linguaggio, preliminare anche a quello della resa di una lingua in un’altra lingua, ha riguar-
dato tutti i campi dell’IA in cui il problema della conoscenza è stato determinante, nonché, 
specificamente, il problema della stessa elaborazione automatica del linguaggio naturale, la 
quale costituisce uno dei campi di applicazione più vasti e attivi nel corso di tutta la storia 
passata e recente dell’IA. L’elaborazione del linguaggio naturale si occupa dei problemi 
relativi alla comprensione e alla produzione del linguaggio naturale da parte del calcolatore 
e sarà argomento specifico della seconda parte di questo volume, cui si rimanda per tutte 
le questioni teoriche e tecniche. Per ora vogliamo soltanto ricordare due eventi che hanno 
segnato la storia dell’IA e che hanno avuto come protagonista il linguaggio.
In un celebre saggio del 1950, prima ancora che la locuzione “intelligenza artificiale” 
fosse coniata e accettata ad indicare un indirizzo di studi ben preciso, Alan Turing si 
interrogò sulla possibilità di costruire macchine pensanti e, per affrontare la questione, 
ideò il ben noto gioco dell’imitazione che nella letteratura successiva fu conosciuto come 
test di Turing. Egli propose di immaginare una situazione per cui un interrogante ha la 
possibilità di dialogare con due individui, un uomo e una donna, soltanto attraverso una 
telescrivente che metta in collegamento due ambienti totalmente separati. Il gioco consiste 
nel tentativo di indovinare per mezzo di domande astutamente poste dall’interrogante 
55 Non è vero l’inverso. Esiste, infatti, una sorta di dipendenza asimmetrica fra i livelli dei linguaggi di 
programmazione, poiché se ciò che viene programmato ad alto livello deve essere “chiaro”, cioè eseguibile diret-
tamente e senza ambiguità da parte della macchina, non è vero che ogni operazione della macchina (o espressa 
in un linguaggio di basso livello come il linguaggio macchina) deve essere espressa in maniera univoca in un 
linguaggio di alto livello. In altri termini, e semplificando, si potrebbe dire che a un’istruzione segue un’azione 
determinabile univocamente, ma una medesima azione può essere comandata da istruzioni diverse.
56 Per alcune interessanti riflessioni in merito si rimanda a Hofstadter (1979, cap. X).
57 Hofstadter (1997) affronta la questione della traduzione da differenti punti di vista. Per quanto riguar-
da la traduzione automatica si vedano la sezione Poems XV e il cap. 16.
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il genere dei due individui interrogati. L’uomo deve cercare di confondere l’interrogante 
sulla sua natura maschile, mentre la donna deve, dal canto suo, aiutarlo dicendo non 
solo la verità, ma una verità molto plausibile sul suo essere donna. A un certo punto, 
Turing propone di sostituire l’uomo con un calcolatore e avanza l’ipotesi che se il gioco 
in questa forma può continuare senza alcuna variazione, o, in altri termini, se il calcola-
tore interrogato riesce ad ingannare l’interrogante esattamente come farebbe l’uomo che 
deve fingere di essere donna, mostrandosi in tal modo come un essere umano e non 
come una macchina, allora da questo fatto scaturisce una conclusione sorprendente: 
il calcolatore può essere considerato una macchina pensante (Turing, 1950). Ciò che 
questo semplice esperimento mentale significa è che una macchina che sia in grado di 
dialogare con un uomo, senza che questi si accorga di stare parlando con una macchina, 
testimonia della presenza di una macchina pensante ed è questo il modo in cui è stato in 
seguito interpretato il Test di Turing58. Di fatto, Turing, passando in rassegna le possibili 
obiezioni alla tesi da lui sostenuta, suggerisce che il vero scopo di questo gioco è quello 
di dirci qualcosa sulle condizioni a cui noi uomini saremmo disposti ad affermare la pre-
senza di intelligenza in un dispositivo e quali sono gli ostacoli pregiudiziali umani che 
impediscono di sposare la tesi sulla possibilità delle macchine pensanti.
Il premio assegnato ad una macchina che avesse superato il Test di Turing, il Loebner 
Prize, ha avuto giudizi controversi e lo stesso Test è stato criticato in quanto criterio troppo 
ingenuo per arrivare a stabilire la realtà o meno di una macchina pensante. Si può dire ad 
esempio che il linguaggio non si esaurisce nel discorso pronunciato o scritto. Tuttavia, al 
di là delle dispute, occorre sottolineare che Turing ha fissato un criterio per l’intelligenza, 
quello linguistico, che guida da sempre i comportamenti sociali umani59. E se questo può 
essere considerato ancora di matrice largamente comportamentistica, ha però due conse-
guenze fondamentali. La prima è quella di aver già in tempi molto remoti aperto la que-
stione su quale sia effettivamente la natura dell’intelligenza che l’IA si propone di indagare: 
se, cioè, sia da intendersi secondo i dettami intuitivi del senso comune o non sia piuttosto 
necessaria una definizione rigorosa di intelligenza che ne preceda la sua indagine e guidi 
la ricerca (dell’IA) in maniera effettiva. La seconda è quella di aver spostato il baricentro 
dell’attenzione dell’IA sugli aspetti più astratti del mentale, cioè la capacità di espressione 
e comprensione linguistica, in maniera del tutto disinteressata dalle questioni relative al 
supporto materiale (corpo e ambiente) che realizza il fenomeno dell’intelligenza:
«Il metodo delle domande e delle risposte sembra essere adatto per introdurre 
nell’esame quasi ogni campo della conoscenza umana che desideriamo. Non desi-
deriamo penalizzare la macchina per la sua incapacità di brillare in un concorso 
58 A partire dal 1990 è stato istituito un premio, il Loebner Prize, da assegnare a colui che avesse costruito 
un programma in grado di superare il Turing Test. La gara viene disputata ogni anno, ma nessuno è riuscito 
ancora a vincere la medaglia d’oro. I premi minori vengono, comunque, assegnati ai programmi che hanno 
dimostrato di avvicinarsi di più al superamento del test. Rimandiamo al sito ufficiale per i dettagli e per la 
storia della competizione: http://www.loebner.net/Prizef/loebner-prize.html
59 È intuitivamente comprensibile, ma non sempre viene sottolineato con la dovuta energia, il fatto che 
Turing non abbia mai parlato di “test di Turing”, bensì soltanto di gioco dell’imitazione. Ciò che importa, 
comunque, è che il primo risulta essere un’evoluzione, e in parte una deviazione, del secondo nella letteratura 
sull’IA degli anni seguenti la morte di Turing stesso. Per una discussione in merito si rimanda a Lolli (1994).
56 Capitolo 1
di bellezza, né penalizzare un uomo perché perde una corsa contro un aeroplano. 
Le condizioni del nostro gioco rendono irrilevanti queste incapacità. […] l’inter-
rogante non può chiedere dimostrazioni pratiche» (Ibid., p. 169).
Nel far questo, peraltro, è già visibile una sorta di rigetto del comportamentismo, visto 
che il calcolatore che inganna l’uomo lo fa sì su basi esteriori (la comunicazione linguisti-
ca), ma, in accordo con le idee di Turing, tale inganno è possibile solo in virtù dell’essere il 
calcolatore programmato in un certo modo. Non va dimenticato che Turing è uno dei padri 
fondatori del funzionalismo in IA e, inoltre, che il colpo decisivo al comportamentismo 
doveva essere portato di lì a qualche anno da Chomsky proprio in merito alla questio-
ne del linguaggio60. Questo corrobora l’idea di un Turing influenzato dal nuovo corso 
della psicologia e, dunque, intenzionato non tanto a fornire un criterio esteriore, e non 
mentalistico, dell’intelligenza, quanto piuttosto a fornire le condizioni esteriori per poter 
affermare l’intelligenza di un dispositivo meccanico di cui si conosce perfettamente la struttu-
ra interna. L’accento va posto sul fatto che si tratta di una macchina, e una macchina ben 
conosciuta a differenza dell’uomo, più che sul comportamento da essa esibito. In tal modo 
appare indebolita l’accusa di comportamentismo rivolta al gioco dell’imitazione.
Turing, perciò, rilancia nella prospettiva dell’IA il problema del linguaggio e di tutte 
le questioni ad esso connesse, già largamente presenti nella riflessione filosofica nove-
centesca, della quale costituiscono uno dei tratti fondamentali. Altro evento significativo 
della storia dell’IA, e correlato al primo, è l’argomento della stanza cinese proposto da 
Searle nel 1980 che riguarda esplicitamente il problema della comprensione del linguaggio 
naturale. Fin dagli anni Sessanta l’interesse dell’IA nei confronti dell’elaborazione del 
linguaggio naturale è stato molto forte. Fra i primi pionieristici programmi ci sono stati i 
sistemi HEARSAY sulla comprensione del parlato, sviluppati alla Carnegie-Mellon Uni-
versity (Reddy et al., 1973; Lesser et al., 1975), che si sono avvalsi di una concezione del 
linguaggio come gerarchia di livelli fortemente imparentata con la linguistica strutturale. 
Uno studio sistematico del linguaggio naturale nei termini della comprensione di esso 
viene intrapreso soltanto negli anni Settanta, contemporaneamente all’approfondimento 
delle tematiche relative alla conoscenza di cui un programma può essere dotato. In effet-
ti, i problemi sono strettamente collegati, se si pensa che la comprensione del linguaggio, 
ancor prima che la sua produzione, appariva possibile soltanto all’interno delle cono-
scenze già possedute dal programma. Il problema della comprensione del linguaggio e 
quello della conoscenza sono stati visti, perciò, come due facce della stessa medaglia, il 
problema della semantica di un sistema artificiale.
Diversi furono i modelli di comprensione ed elaborazione del linguaggio naturale 
proposti nel corso degli anni Settanta. Basti ricordare il più famoso, SHRDLU di Terry 
Winograd, un programma che dimostrava di saper compiere operazioni in un universo 
limitato e ben definito composto di blocchi tridimensionali e di farlo interagendo con 
un utente esterno in linguaggio naturale (Winograd, 1972). Diverse critiche furono 
mosse a questo programma, che faceva largo uso di una semantica procedurale, basata su 
una conoscenza non dichiarativa ma in grado di tradurre ordini in operazioni eseguibili. 
60 Chomsky (1957).
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Esse erano incentrate sulla limitatezza del dominio, il micromondo, in cui il programma 
si trovava ad operare. In risposta a tali critiche, acquistò sempre più favore l’idea che un 
sistema veramente intelligente avrebbe dovuto essere in grado di comprendere qualsiasi 
tipo di discorso, o testo, in linguaggio naturale e dimostrare di poter sostenere un col-
loquio fatto di domande e risposte in merito al tema del discorso, una linea di ricerca 
che fu intrapresa da Roger Schank e collaboratori a Yale. I sistemi artificiali sviluppati da 
questo gruppo erano in grado di dimostrare la loro comprensione dei testi rispondendo 
a domande su di essi. Tali sistemi si avvalevano di una memoria a lungo termine in cui 
la conoscenza era rappresentata sotto forma di script, modelli stereotipati di situazioni 
che, una volta richiamati dal programma, fungevano da contesto per la comprensione 
del testo fornendo una conoscenza di default per tutto ciò che nel discorso, in genere un 
breve racconto, non era affermato esplicitamente (Schank, Abelson, 1977).
Tali programmi rientrano a pieno a titolo nella prospettiva tipica dell’IA degli anni 
Settanta di dotare un programma artificiale con una conoscenza adeguata del mondo 
reale. L’obiettivo polemico immediato della critica di Searle furono proprio i program-
mi sviluppati a Yale, ma la portata delle sue argomentazioni era più vasta e mirata a 
problematizzare tutta la questione della semantica dei sistemi artificiali. In particolare, 
l’argomento che egli propose, quello della stanza cinese, prospetta una situazione del 
genere. Si immagini che un individuo di lingua inglese situato in una stanza chiusa 
riceva attraverso una feritoia due plichi di simboli in cinese e uno in inglese. L’uomo, 
che non conosce affatto il cinese, sa come correlare i due plichi in cinese attraverso le 
istruzioni contenute in quello in inglese, istruzioni che esprimono le operazioni da com-
piere a seconda del simbolo in cinese che l’uomo vede scritto. Facendo un’analogia con 
i programmi sviluppati a Yale, il primo plico di simboli in cinese contiene una storia, il 
secondo una serie di domande e il terzo, quello in inglese, le istruzioni per rispondere 
alle domande sulla storia. I simboli che egli scrive sui fogli da passare all’esterno della 
stanza sono il risultato della correlazione fra i primi due plichi per mezzo dell’applica-
zione delle istruzioni del manuale in inglese, in cui ad ogni simbolo o serie di simboli 
cinesi è assegnata un’operazione, che consiste nella scrittura, cioè nel tracciare, altri sim-
boli cinesi. La stringa di simboli prodotta alla fine del processo costituisce la risposta da 
comunicare all’esterno. Poiché, afferma Searle, l’uomo è in grado di correlare i simboli 
in base alle istruzioni senza conoscere il significato di tali simboli, bensì solo in base alla 
loro forma, se ne deduce che la manipolazioni formale di simboli non è analoga alla 
comprensione di un discorso in un lingua che non si conosce, e, quindi, a fortiori, della 
lingua medesima. Tuttavia, per chi sta fuori della stanza, ciò che o chi si trova all’interno 
(uomo o calcolatore che sia) è in grado di comprendere il cinese (Searle, 1980).
L’argomento della stanza cinese è stato largamente discusso e criticato in molti suoi 
aspetti61, a cominciare dal fatto che Searle trascura di affrontare la questione della plau-
sibilità di una situazione come quella da lui ideata e di come possa essere costruito un 
61 Il numero di Behavioral and Brain Sciences in cui l’argomento è presentato riporta le obiezioni avan-
zate da Searle stesso al suo argomento, con relativa confutazione, nonché i commenti, a favore o contro 
l’argomento, di numerosi filosofi, psicologi e studiosi di IA. Per una discussione critica più approfondita 
dell’argomento di Searle, la quale affronta il problema anche dal punto di vista dell’imparare un’altra lingua 
rispetto alla propria lingua madre, si rimanda a Hofstadter e Dennett (1981, cap. 22).
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sistema di tal genere. In particolare non è chiara la natura delle istruzioni del manuale di 
cui si avvale l’uomo nella stanza, a parte l’essere istruzioni di manipolazione formale-sin-
tattica dei simboli. In effetti, l’argomento sembra soltanto spostare di livello il problema 
dell’intelligenza artificiale, perché non ci dice come effettivamente funziona il sistema 
ideato da Searle, bensì si arresta ad una descrizione superficiale di esso.
Si può, tuttavia, considerare l’argomento di Searle come una doppia critica all’IA. In 
primo luogo, egli mette in guardia dal considerare intelligente un programma solo per-
ché esibisce uno specifico comportamento intelligente, che in questo caso è l’interazione 
con l’utente in linguaggio naturale. Il referente di questa critica è il Test di Turing nella 
sua versione standard e l’appunto è nei confronti di una metodologia di ricerca in IA 
che basi i suoi successi sulla riuscita nella prestazione da parte di un sistema artificiale, 
la quale può non essere sufficiente ad attribuire capacità simili a quelle umane e pro-
durre soltanto il cosiddetto effetto Eliza, dal nome del programma di Weizenbaum che 
ingannava i suoi utenti facendo loro credere di stare effettivamente comunicando con 
una macchina in grado di condurre, attraverso il dialogo, una terapia psichiatrica62. Se 
letta così, la critica di Searle ancora una volta riguarda le condizioni in base a cui siamo 
disposti a definire un sistema artificiale “intelligente”. Più in generale si può affermare 
che essa pone il problema di quale definizione possa essere data dell’intelligenza e del 
pensiero, affinché ne sia indagabile la natura attraverso le strategie simulative.
Secondariamente la critica di Searle è rivolta contro la psicologia dell’elaborazione 
dell’informazione e la visione classica dell’IA, che nelle parole dei suoi detrattori, coincide 
con la metafora della mente come software. L’argomento della stanza cinese è, da questo 
punto di vista, portato contro l’IA simbolica, la quale fornirebbe una spiegazione dei 
processi di pensiero come mera manipolazione sintattica di simboli. La riduzione dell’IA 
a questa prospettiva è quantomeno problematica, se non semplicistica e di comodo. Tut-
tavia, il fatto che Searle porti questa critica all’IA a partire dalla nozione di comprensione 
del linguaggio naturale e concluda con l’affermazione di un esclusivo possesso di questa 
capacità da parte di quei sistemi che lui definisce dotati, senza ulteriori specificazioni, 
dei “poteri causali del cervello” (ibid., p. 417), non va considerato soltanto una presa di 
posizione bio-sciovinistica o una sottile argomentazione che riguarda meramente questioni 
filosofiche relative a mente e linguaggio, bensì può essere anche visto come un’anticipazio-
ne del cambiamento, imminente ai tempi in cui Searle scrive, cui le scienze cognitive sareb-
bero andate soggette nei successivi venticinque anni e che si può riassumere nella sempre 
maggiore influenza apportata dalle neuroscienze e della biologia nello studio della mente.
Negli ultimi due decenni l’IA è diventata solo una delle tante discipline coinvolte 
nello sforzo delle scienze cognitive di studiare la mente umana. In questa impresa essa 
viene in genere accostata ad altre a formare un settore interdisciplinare di ricerca, che 
nella forma più tipica viene descritto come esagono cognitivo, in cui concorrono allo 
studio dei fenomeni mentali la psicologia, la filosofia, la linguistica, l’antropologia, le 
neuroscienze e l’intelligenza artificiale stessa63. All’interno dell’esagono le neuroscienze 
62 Si veda Weizenbaum (1976).
63 Si considerino, ad esempio, le riflessioni di Bara nell’affrontare il problema di una definizione di scien-
za cognitiva (1990, p. 19); e per un punto di vista filosofico sulla questione si consulti Marconi (2001)
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sono andate acquisendo sempre maggiore importanza, soprattutto con l’apporto mas-
siccio di risultati, il confronto con i quali non può essere eluso da parte di coloro che si 
dedicano allo studio della mente.
Tuttavia, la cospicua mole di dati derivata dalle neuroscienze – gli esperimenti di 
brain imaging, i risultati della neuropsicologia, le scoperte della neurofisiologia – sono 
ancora lontani dall’essere racchiusi in una teoria unitaria del sistema mente-cervello, che 
sia da intendersi o meno in senso eliminativistico nei confronti di tutto ciò che può esse-
re catalogato come fenomeno mentale. Sulla base di queste premesse l’approccio simu-
lativo, tipico dell’IA, riveste ancora una cruciale importanza per lo studio della mente. 
Tutto sta a intendersi sul significato della nozione di simulazione. Negli ultimi anni la 
locuzione “simulare la mente” è pervenuta a significare principalmente la riproduzione 
di tre dei suoi aspetti fondamentali: la sua inscindibile unione con un corpo (e quindi la 
sua realizzazione in un cervello che a quel corpo è collegato in molti modi attraverso il 
sistema nervoso periferico); la sua collocazione in un ambiente sociale e naturale di volta 
in volta determinato, la situatedness di cui si diceva in merito alla robotica; l’evoluzione 
che ha portato gli esseri naturali (gli animali e l’uomo) a sviluppare determinate carat-
teristiche cerebrali e mentali.
L’IA ha seguito questo tipo di sviluppo nel momento in cui, con la nascita delle scien-
ze cognitive, la psicologia e la filosofia ad essa correlata hanno cominciato a influenzare 
la metodologia di ricerca simulativa, spingendola a una serie di cambiamenti collegati 
alle nuove acquisizioni transdisciplinari in atto. Teorie di filosofia della mente e di filo-
sofia della psicologia hanno condizionato nell’ultimo ventennio la psicologia e le scienze 
cognitive, così come, al contrario, esperimenti e teorie psicologiche formulate per spie-
gare tali esperimenti hanno influenzato la filosofia64. Questo ribollire di idee, favorito 
dalla caduta di rigorose barriere disciplinari, ha influenzato l’IA sia nei suoi principi che 
nella sua metodologia di fondo. Così, ad esempio, ha preso piede il connessionismo, che 
invoca il ricorso alla simulazione del cervello, o di un suo surrogato funzionale, al fine 
di cogliere la vera essenza della cognizione. Allo stesso modo, l’affermarsi della nuova 
robotica, anch’essa, peraltro, come l’IA delle origini, divisa tra obiettivi “ingegneristici” e 
obiettivi “psicologistici”, è motivato dal rigetto di una concezione del mentale distaccato 
dal mondo in cui opera. E gli esempi potrebbero continuare.
In definitiva, i nuovi approcci allo studio della mente sono il segno di un cambia-
mento nella nozione di intelligenza, o, meglio, dell’allargamento del background esplica-
tivo di tale nozione. Se intelligenza vuol dire pensiero, nelle nuove scienze cognitive esso 
è più indagato senza tenere conto della struttura funzionale del supporto che lo realizza 
(il cervello) e delle attività percettivo-motorie che rendono la cognizione situata in un 
mondo e in un corpo. Solo a partire da questa prospettiva la conoscenza che un sistema 
ha è vista come ancorata alla realtà e, allo stesso tempo, dotata di una certa flessibilità 
rispetto al contesto in cui il sistema agisce. Il superamento del simbolico, di una con-
cezione del pensiero visto esclusivamente come elaborazione, astratta e separata dalla 
realtà, di quantità formalmente individuate di informazione, non ha significato l’abban-
64 Per uno sviluppo di queste tematiche si rimanda in particolar modo a Paternoster (2002) e Marraffa 
(2003), e ancora a Marconi (2001).
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dono della nozione di rappresentazione, anche se è stata necessaria una sua rivisitazione 
tutt’ora in atto, né il rifiuto della strategia simulativa. Il funzionalismo stesso, primo 
tassello su cui tutta la ricerca in IA è stata costruita e intimamente legato alla possibilità 
stessa della simulazione, non appare un principio superato, bensì un elemento teorico 
da rivedere, ancorché in vista di un suo allargamento onnicomprensivo delle diverse 
metodologie utilizzate dalle “discipline cognitive”, conformemente all’ipotesi di Marr 
circa la divisione in livelli di spiegazione funzionale per quanto riguarda la ricerca nelle 
scienze cognitive65.
I nuovi approcci all’IA si sono caratterizzati per una maggiore attenzione ai fenomeni 
di basso livello del pensiero, proponendo una concezione bottom up nella costruzione di 
sistemi artificiali e focalizzandosi sempre più spesso su metodi statistici e sullo studio e 
la riproduzione di fenomeni attraverso quella che si può considerare una strategia emer-
gentistica, in base alla quale i fenomeni che vengono indagati risultano essere qualcosa 
di qualitativamente nuovo e diverso rispetto alle componenti dei sistemi che li esibiscono. 
Si potrebbe dire, in termini molto generali, che due sono i sensi di emergenza di cui 
si avvale la ricerca in scienze cognitive: uno verticale, che riguarda l’emergenza di un 
fenomeno all’interno di un determinato individuo (un sistema naturale o artificiale), e 
uno orizzontale, relativo all’indagine dei fenomeni evolutivi come metodo per la rico-
struzione storica dello svilupparsi di specifiche capacità cognitive. Che bilancio possiamo 
trarre a questo punto?
Lo sviluppo che hanno avuto le scienze cognitive negli ultimi decenni ha portato 
all’indagine di nuovi aspetti connessi con la cognizione, che in precedenza venivano tra-
lasciati. Tuttavia, la retorica dei paradigmi contrapposti ha contribuito a oscurare i pregi 
di un’integrazione fra i diversi approcci metodologici, espressione di concezioni della 
mente non alternative, bensì piuttosto complementari. Lo studio di fenomeni mentali di 
basso livello ha portato ad una maggiore conoscenza di essi, ma non a un’analoga spie-
gazione dei fenomeni di alto livello, tra cui primeggiano il ragionamento e il linguaggio. 
Né, ancora, è dato vedere come sia possibile indagare i fenomeni di alto livello con stra-
tegie bottom up, né se ci sia o meno un’impossibilità di principio. I molteplici approcci 
all’IA vanno considerati perciò complementari, passibili di un’integrazione sempre 
maggiore nel lungo periodo, apparendo sempre più remota l’idea di una spiegazione e di 
una riduzione analitica e diretta di tutti i processi cognitivi a semplici elementi di base66. 
Lo stesso studio del cervello sembra andare, analogamente, in una medesima direzione 
65 Nel primo capitolo del suo libro sulla visione computazionale David Marr espone la teoria dei tre 
livelli gerarchici della spiegazione computazionale di un fenomeno cognitivo. Il primo è il livello della teoria 
computazionale e specifica il fenomeno indagato nei termini degli scopi da perseguire, dei risultati ottenuti 
e dei dati di partenza. Il livello algoritmico, intermedio, riguarda la struttura dei processi e delle procedure 
che, una volta implementate, portano alla realizzazione del fenomeno oggetto di indagine simulativa. Il livello 
dell’implementazione è, appunto il terzo livello e riguarda la conformazione fisica del supporto che dà corpo al 
livello algoritmico e realizza fisicamente il livello computazionale (Marr, 1982). Non sfugga la somiglianza fra 
questa impostazione e quella della pratica informatica in generale. Tuttavia, essa va correttamente interpretata 
non come una fonte di discredito nei confronti della prima, ma come segno della complessità della seconda, 
a fronte di eccessive semplificazioni di comodo in merito alla banale manipolazione sintattica di informazioni 
di cui l’informatica (la programmazione del software) dovrebbe costituire, secondo una certa visione, l’esem-
pio canonico e il termine di paragone par excellence.
66 Per una discussione recente in merito si veda il botta e risposta fra Parisi (2006) e Castelfrachi (2006).
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di ultra-frammentazione, piuttosto che, al contrario, verso una teoria neurofisiologica 
unificata del pensiero.
E il linguaggio? Considerato una delle principali attività cognitive anch’esso è andato 
soggetto a ricerche di IA di diversa impostazione. La produzione di sistemi artificiali 
simbolici per la produzione e la comprensione del linguaggio ha incontrato numerosi 
problemi che saranno discussi nel corso di questo volume. Tuttavia, l’impiego di una 
metodologia simulativa connessionista non ha prodotto risultati superiori rispetto 
a quelli delle strategie dell’IA tradizionale, ma piuttosto acquisizioni su prestazioni 
specifiche67. Va, inoltre, ricordato che l’attribuzione di un ruolo rilevante alla natura 
situata e sociale dell’intelligenza ha prodotto una serie di ricerche peculiari anche in 
merito al linguaggio e alla sua connessione con il mondo, con l’agire e con il contesto 
sociale dell’azione68. Questo, d’altra parte, vale per i risultati conseguiti, senza accennare 
alla disputa sulla natura stessa del linguaggio, questione anch’essa oggetto di studio da 
parte di molteplici discipline. Il linguaggio ha di per sé natura simbolica, e questo può 
essere tanto un elemento a favore, quanto contro, per ciò che riguarda la sua indagine 
da parte dell’IA tout court. Peraltro, proprio la complessità del linguaggio naturale ha 
suggerito anche metodi di indagine statistici, soprattutto delle sue produzioni, quali testi 
e discorsi, del tutto peculiari rispetto ai più tradizionali richiami alla plausibilità psico-
biologica che guida le scienze cognitive, mostrando come la dicotomia ingegnerismo/
psicologismo, tecnica/spiegazione della mente, sia non solo ancora presente nell’IA, ma 
anche necessaria là dove si presenta non come dualismo bensì come un insieme unico 
ma differenziato di metodi di indagine.
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