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Abstract
It has been recently proved that the arc-analytic type of a singular Brieskorn polyno-
mial determines its exponents. This last result may be seen as a real analogue of a theo-
rem by E. Yoshinaga andM. Suzuki concerning the topological type of complex Brieskorn
polynomials. In the real setting it is natural to investigate further by asking how the signs
of the coefficients of a Brieskorn polynomial change its arc-analytic type.
The aim of the present paper is to answer this question by giving a complete clas-
sification of Brieskorn polynomials up to the arc-analytic equivalence. The proof relies
on an invariant of this relation whose construction is similar to the one of Denef–Loeser
motivic zeta functions.
The classification obtained generalizes the one of Koike–Parusiński in the two variable
case up to the blow-analytic equivalence and the one of Fichou in the three variable case
up to the blow-Nash equivalence.
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1 Introduction
In order to obtain a classification of real singularities with no continuous moduli, T.-C. Kuo
[16] introduced the blow-analytic equivalence. He proved that it is an equivalence relation
for real analytic function germs with no continuous moduli for isolated singularities.
S. Koike and A. Parusiński [15] introduced invariants of the blow-analytic equivalence
constructed similarly to Denef–Loeser motivic zeta functions [6] but realized through the
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2 Complete arc-analytic classification of Brieskorn polynomials
Euler characteristic with compact support. Using these invariants, together with the Fukui
invariants [10], they classified entirely Brieskorn polynomials ⋆ in two variables up to the
blow-analytic equivalence [15, Theorem 6.1]. However, for the three variable case, these in-
variants do not allow them to distinguish the following Brieskorn polynomials [15, Theorem
7.3]: 푥푝 + 푦푘푝 + 푧푘푝 and −푥푝 − 푦푘푝 − 푧푘푝 where 푝 is even.
Then G. Fichou [7] introduced the blow-Nash equivalence as a semialgebraic version of
the blow-analytic equivalence allowing him to construct richer invariants. These invariants
are still constructed analogously to Denef–Loeser motivic zeta functions, but, this time, re-
alized through the virtual Poincaré polynomial, a real analogue of the Hodge–Deligne poly-
nomial due to C.McCrory andA. Parusiński [18, 19]. Using these invariants, G. Fichou clas-
sified entirely Brieskorn polynomials † in three variables up to the blow-Nash equivalence
by showing that the Fichou motivic zeta functions of the above cited Brieskorn polynomials
are different [7, Example 4.10].
In this paper, we are going to work with a slightly different framework by considering
the classification of Brieskorn polynomials up to the arc-analytic equivalence. This relation
was introduced in [5]. It is a characterizationof the blow-Nash equivalence in simpler terms.
It also allows one to prove it is an equivalence relation for Nash function germs, which was
expected but not known yet for the blow-Nash equivalence. Moreover, using recent results
due to A. Parusiński and L. Păunescu [21], one may prove it has no continuous moduli even
without the isolated singularitiy condition.
It is already known that the arc-analytic type of a singular Brieskorn polynomial deter-
mines its exponents [5, Corollary 8.4]. This last result is a real analogue of a theorem by E.
Yoshinaga and M. Suzuki [23] concerning the topological type of complex Brieskorn poly-
nomials. In the complex case, it is possible to assume that the coefficients of a Brieskorn
polynomial are all equal to 1 using a linear change of variables. This is not possible with
real numbers where we can only assume that the coefficient of a monomial of even degree
is either 1 or −1. So, it is natural to wonder what is the impact of the signs of the coefficients
of a Brieskorn polynomial on its arc-analytic type.
The aim of this papier is to answer this question by giving a complete classification of
Brieskorn polynomials up to the arc-analytic equivalence.
The main result is divided into two parts. First, it states that the motivic invariant intro-
duced in [5] is a complete arc-analytic invariant for Brieskorn polynomials. Next, it explains
how to determine the arc-analytic type of a singular Brieskorn polynomial from its expo-
nents and coefficients.
More precisely, we show that two singular Brieskorn polynomials are arc-analytically
equivalent if and only if they share the same exponents and if their coefficients of even
degree not multiple of an odd exponent share the same signs. In order to prove this theo-
rem, we are going to show that we may recover the concerned signs from the real motivic
zeta function introduced in [5], which is enough since it is an invariant of the arc-analytic
equivalence. The proof relies on formulae given in the last section for the virtual Poincaré
polynomials of the fibers of a Brieskorn polynomial.
In addition to completing the arc-analytic classification of Brieskorn polynomials, this
result highlights some differences between the arc-analytic classification and other real an-
alytic function germ classifications. On the one hand, the arc-analytic classification is finer
than the 퐶0-(right-)equivalence. Indeed, contrary to the complex case, the 퐶0 class of a
Brieskorn polynomial doesn’t determine its exponents. For example, if a Brieskorn polyno-
mial has an odd exponent, it is 퐶0-equivalent to pr1 ∶ (푥1,… , 푥푑) ↦ 푥1 and therefore, 푥
2−푦3
is 퐶0-equivalent to 푥2 − 푦9. On the other hand, the arc-analytic classification is coarser than
the analytic-(right-)equivalence. Let 푝 be an odd number, then, by Proposition 4.1, 푥푝 + 푦푘푝
and 푥푝 − 푦푘푝 are arc-analytically equivalent, hence the sign of the coefficient in front of 푦푘푝
is not determined by the arc-analytic type. This phenomenon doesn’t hold anymore for the
analytic equivalence or the bi-Lipschitz equivalence (see [14, Example 6.3]). Nevertheless,
these latter admit continuous moduli contrary to the arc-analytic equivalence.
One could investigate further by obtaining a complete arc-analytic classification ofweighted
⋆ i.e. polynomials of the form ±푥푝 ± 푦푞 .
† i.e. polynomials of the form ±푥푝 ± 푦푞 ± 푧푟.
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homogeneous polynomials. It is currently known that the arc-analytic type of a weighted
homogeneous polynomialwhich is alsoNewton non-degenerate and convenient determines
its weights [3], but nothing is known about the coefficients.
Acknowledgements. I am sincerely grateful toAdamParusiński for our fruitful discussions
during the preparation of this article. I expressmy gratitude and thanks to Toshizumi Fukui
who warmly welcomed me in Saitama University where this work has been carried out.
2 Recollection
We refer the reader to [4, §7] for a survey concerning the material covered in this section.
2.1 The arc-analytic equivalence
Definition 2.1 ([5, Definition 7.5]). Two Nash ⋆ function germs 푓, 푔 ∶ (ℝ푑 , 0) → (ℝ, 0) are
said to be arc-analytically equivalent if there exists a semialgebraic homeomorphism ℎ ∶
(ℝ푑 , 0)→ (ℝ푑 , 0) such that
(i) 푓 = 푔◦ℎ
(ii) ℎ is arc-analytic † , i.e. it maps real analytic arcs to real analytic arcs by composition.
(iii) There exists 푐 > 0 such that | det dℎ| > 푐 where dℎ is defined ‡ .
Remark 2.2. We recall the following properties of the arc-analytic equivalence.
• It is an equivalence relation [5, Proposition 7.7]: indeed, under the assumptions of the
definition, ℎ−1 is arc-analytic and there exists 푐′ > 0 such that | det dℎ−1| > 푐′, see [11] and
[2, Corollary 3.6].
• It coincides with the blow-Nash equivalence of Fichou [5, Proposition 7.9].
• It has no continuous moduli by [21], see [4, Theorem 7.5].
The following result will be useful. It is a weak version of an arc-analytic analog of a
theorem by T. Fukui and L. Păunescu for the blow-analytic equivalence [12, Theorem (0.2)].
Theorem 2.3 ([7, Corollary 4.5]). Let 퐹 ∶ (ℝ푑 × 퐼, {0} × 퐼) → (ℝ, 0) be Nash where 퐼 is a
compact interval. For 푡 ∈ 퐼 , set 푓푡 = 퐹 (⋅, 푡) ∶ (ℝ
푑 , 0)→ (ℝ, 0). Assume that for all 푡 ∈ 퐼 , 푓푡 admits
an isolated singularity at the origin, it is weighted homogenous and that the weight system doesn’t
depend on 푡. Then for all 푡, 푡′ ∈ 퐼 , 푓푡 and 푓푡′ are arc-analytically equivalent.
2.2 A motivic invariant of the arc-analytic equivalence
Definition 2.4 ([20, §4.2]). AnAS-set is a semialgebraic subset퐴 ⊂ ℙ푛
ℝ
such that given a real
analytic arc 훾 ∶ (−1, 1)→ ℙ푛
ℝ
satisfying 훾(−1, 0) ⊂ 퐴 there exists 휀 > 0 such that 훾(0, 휀) ⊂ 퐴.
Remark 2.5 ([20, §4.2]). The AS-subsets of ℙ푛
ℝ
form the boolean algebra spanned by semi-
algebraic arc-symmetric § subsets of ℙ푛
ℝ
. Particularly, AS is closed under ∪,∩, ⧵.
The following remark will be useful for the computations in Section 4.3.
Remark 2.6 ([20, Proposition 4.6 & Theorem 2.8]). Real Zariski-constructible sets are AS-
sets.
Definition 2.7. We denote by 퐾0(AS) the free abelian group spanned by the symbols [퐴],
퐴 ∈ AS , modulo:
(i) If there is a bijection 퐴 → 퐵 whose graph is in AS then [퐴] = [퐵].
⋆ A Nash function is a smooth function with semialgebraic graph. Such a function is necessarily real analytic.
† This is a notion due to K. Kurdyka [17].
‡ Indeed, K. Kurdyka proved that a semialgebraic arc-analytic map is real analytic outside a set of codimension at
least 2.
§ A subset 푆 of a real analytic manifold 푀 is arc-symmetric if given a real analytic arc on 푀 , either this arc is
entirely included in 푆 or it meets 푆 at isolated points only. This is a a notion due to K. Kurdyka [17].
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(ii) If 퐵 is a closed AS-subset of 퐴 then [퐴] = [퐴 ⧵ 퐵] + [퐵].
Moreover, 퐾0(AS) has a ring structure induced by the cartesian product:
(iii) [퐴 × 퐵] = [퐴][퐵].
We denote by 0 = [∅] the class of the empty set which is the unit of the addition, by 1 = [{∗}]
the class of the point which is the unit of the product and by 핃AS = [ℝ] the class of the affine
line. We setMAS = 퐾0(AS)
[
핃
−1
AS
]
the localization of 퐾0(AS)with respect to
{
핃
푖
AS
, 푖 ∈ ℕ
}
.
Theorem 2.8 ([18][7][19]). There exists a unique ring morphism 훽 ∶ 퐾0(AS) → ℤ[푢], called the
virtual Poincaré polynomial, such that if 퐴 ∈ AS is compact and non-singular then 훽([퐴]) =∑
푖 dim퐻푖(퐴,ℤ2)푢
푖.
Moreover, the virtual Poincaré polynomial encodes the dimension since if 퐴 ∈ AS is nonempty
then deg 훽([퐴]) = dim퐴 and the leading coefficient is positive.
Example 2.9. 훽([ℝ]) = 훽([ℙ1
ℝ
⧵ {∗}]) = 훽([ℙ1
ℝ
]) − 훽([∗]) = 푢 + 1 − 1 = 푢
Remark 2.10. The virtual Poincaré polynomial induces a ring morphism 훽 ∶ MAS →
ℤ[푢, 푢−1].
Remark 2.11. Using the cell decomposition property of semialgebraic sets, one may prove
that every additive invariant of the semialgebraic sets up to semialgebraic homeomorphisms
factorizes through the Euler characteristic with compact support, see [22]. It is then not
possible to recover the dimension since, for example, 휒푐(푆
1) = 0. Hence, working withAS-
sets allows us to use the virtual Poincaré polynomial which is an additive invariant encoding
more information. Notice also that 훽([퐴])|푢=−1 = 휒푐(퐴).
The following Grothendieck group is a real analogue of the one defined by Guibert–
Loeser–Merle [13] that fits our context.
Definition 2.12 ([5, Definition 3.4, Notation 3.5]). We denote by퐾0(AS
푛
mon) the free abelian
group spanned by symbols [휑푋 ∶ ℝ
∗
↻
푋 → ℝ∗], where 푋 ∈ AS , the graph Γ휑푋 ∈ AS , the
graph of the action Γℝ∗×푋→푋 ∈ AS and 휑푋(휆 ⋅ 푥) = 휆
푛휑푋(푥), modulo the relations:
(i) If there is a ℝ∗-equivariant bijection ℎ ∶ 푋 → 푌 with AS-graph such that 휑푋 = 휑푌 ◦ℎ
then
[휑푋 ∶ ℝ
∗
↻
푋 → ℝ∗] = [휑푌 ∶ ℝ
∗
↻
푌 → ℝ∗]
(ii) If 푌 ⊂ 푋 is a closed ℝ∗-invariant AS-subset then
[휑푋 ∶ ℝ
∗
↻
푋 → ℝ∗] = [휑푋|푋⧵푌 ∶ ℝ∗ ↻ 푋 ⧵ 푌 → ℝ∗] + [휑푋|푌 ∶ ℝ∗ ↻ 푌 → ℝ∗]
(iii) Fix 휑푌 ∶ ℝ
∗
↻
휏푌 → ℝ
∗ satisfying the required conditions to be a symbol. Set 휓 =
휑푌 pr푌 ∶ 푌 × ℝ
푚 → ℝ∗. If 휎 and 휎′ are two actions of ℝ∗ on 푌 × ℝ푚 which are liftings
of 휏 then 휓 ∶ ℝ∗
↻
휎(푌 ×ℝ
푚)→ ℝ∗ and 휓 ∶ ℝ∗
↻
휎′ (푌 ×ℝ
푚) → ℝ∗ satisfy the conditions
to be symbols and we add the relation[
휓 ∶ ℝ∗
↻
휎(푌 ×ℝ
푚)→ ℝ∗
]
=
[
휓 ∶ ℝ∗
↻
휎′(푌 ×ℝ
푚) → ℝ∗
]
The fiber product over ℝ∗ induces a structure of ring by adding the following relation:
(iv) [ℝ∗
↻
(푋 ×ℝ∗ 푌 ) → ℝ
∗] = [휑푋 ∶ ℝ
∗
↻
푋 → ℝ∗][휑푌 ∶ ℝ
∗
↻
푌 → ℝ∗] where the action of
ℝ
∗ on 푋 ×ℝ∗ 푌 is the diagonal action.
The cartesian product induces a structure of 퐾0(퐴푆)-algebra by adding the following rela-
tion:
(v) [퐴][휑푋 ∶ ℝ
∗
↻
휏푋 → ℝ
∗] = [휑푋◦ pr푋 ∶ ℝ
∗
↻
휎퐴 ×푋 → ℝ
∗] where 휆 ⋅휎 (푎, 푥) = (푎, 휆 ⋅휏 푥).
We set퐾0(ASmon) = lim←←←←←→
퐾0(AS
푛
mon)where the direct system is defined as follows. For 푛 = 푘푚
with 푘 ∈ ℕ>0, we set 휃푚푛 ∶ 퐾0(AS
푚
mon) → 퐾0(AS
푛
mon) defined by [휑푋 ∶ ℝ
∗
↻
푚푋 → ℝ
∗] ↦
[휑푋 ∶ ℝ
∗
↻
푛푋 → ℝ
∗]where 휆 ⋅푛 푥 = 휆
푘 ⋅푚 푥.
Notation 2.13. We denote by 0 = [∅] the class of the empty set which is the unit of the
addition, by ퟙ = [id ∶ ℝ∗
↻
ℝ
∗ → ℝ∗] the class of the identity which is the unit of the
product and by
핃 = 핃ASퟙ = [pr2 ∶ ℝ
∗
↻
ℝ ×ℝ∗ → ℝ∗]
Jean-Baptiste Campesato 5
the class of the affine line.
We setM = 퐾0(ASmon)[핃
−1]. Notice thatM has a natural structure ofMAS-algebra.
Proposition 2.14 (The forgetful morphism [5, §3]). There exists a unique morphism of MAS-
modules ⋅ ∶ M →MAS such that
[
휑푋 ∶ ℝ
∗
↻
푋 → ℝ∗
]
= [푋].
Proposition 2.15 ([5, Proposition 4.16]). For 휀 ∈ {+,−}, there exists a unique morphism of
MAS-algebras 퐹
휀 ∶ M →MAS such that 퐹
휀
([
휑푋 ∶ ℝ
∗
↻
푋 → ℝ∗
])
=
[
휑−1
푋
(휀1)
]
.
Remark 2.16. The forgetful morphism is not compatible with the ring structures since the
one onM is induced by the fiber product whereas the one onMAS is induced by cartesian
product. Particularly 훽
(
ퟙ
)
= 푢 + 1 ≠ 1 = 훽(1).
However, themorphisms 퐹 휀 are compatiblewith the ring structures since the fiber prod-
uct over one point coincides with the cartesian product.
Definition 2.17 ([5, Definition 4.2]). We define the motivic zeta function of a Nash function
germ 푓 ∶ (ℝ푑 , 0)→ (ℝ, 0) by
푍푓 (푇 ) =
∑
푛≥1
[
ac푛
푓
∶ ℝ∗
↻
픛푛(푓 )→ ℝ
∗
]
핃
−푛푑푇 푛 ∈ MJ푇 K
where
• 픛푛(푓 ) =
{
훾(푡) = 푎1푡 +…+ 푎푛푡
푛, 푎푖 ∈ ℝ
푑 , 푓 (훾(푡)) = 푐푡푛 +⋯ , 푐 ≠ 0
}
• ac푛
푓
∶ 픛푛(푓 )→ ℝ
∗ is the angular component map defined by ac푛
푓
(훾) = ac(푓◦훾) ∶= 푐
• 휆 ⋅ 훾(푡) = 훾(휆푡)
so that
[
ac푛
푓
∶ ℝ∗
↻
픛푛(푓 ) → ℝ
∗
]
∈ 퐾0(AS
푛
mon
).
Theorem 2.18 ([5, Theorem 7.11]). If 푓, 푔 ∶ (ℝ푑 , 0) → (ℝ, 0) are two arc-analytically equivalent
Nash function germs then 푍푓 (푇 ) = 푍푔(푇 ).
Definition 2.19 ([5, Definition 6.11]). We define the modified zeta function of a Nash func-
tion germ 푓 ∶ (ℝ푑 , 0)→ (ℝ, 0) by
푍̃푓 (푇 ) = 푍푓 (푇 ) −
ퟙ −푍naive
푓
(푇 )
ퟙ − 푇
+ ퟙ ∈ MJ푇 K
where 푍naive
푓
(푇 ) is obtained from 푍푓 (푇 ) by applying coefficientwise M→M, 훼 ↦ 훼ퟙ.
Remark 2.20. By its very definition, the modified zeta function is also an arc-analytic in-
variant. Actually 푍푓 (푇 ) and 푍̃푓 (푇 ) encode the same information [5, Corollary 6.14]:
푍푓 (푇 ) = 푍̃푓 (푇 ) +
ퟙ − 핃−1푍̃naive
푓
(푇 )
ퟙ − 핃−1푇
− ퟙ
Proposition 2.21 ([5, Notation 6.1]). There exists a unique 퐾0(AS)-bilinear map, called the con-
volution product, ∗∶ 퐾0(AS
푚
mon) × 퐾0(AS
푛
mon) → 퐾0(AS
푚푛
mon) satisfying the following relation on
symbols[
휑푋 ∶ ℝ
∗
↻
푋 → ℝ∗
]
∗
[
휑푌 ∶ ℝ
∗
↻
푌 → ℝ∗
]
= −
[
휑푋 + 휑푌 ∶ ℝ
∗
↻
≠
(
푋 × 푌 ⧵ (휑푋 + 휑푌 )
−1(0)
)
→ ℝ∗
]
+
[
pr2 ∶ ℝ
∗
↻
=
(
(휑푋 + 휑푌 )
−1(0) × ℝ∗
)
→ ℝ∗
]
where 휆 ⋅≠ (푥, 푦) = (휆
푛 ⋅ 푥, 휆푚 ⋅ 푦) and 휆 ⋅= (푥, 푦, 푟) = (휆
푛 ⋅ 푥, 휆푚 ⋅ 푦, 휆푚푛푟).
Remark 2.22. This induces a convolution product ∗∶ M×M→Mwhich isMAS -bilinear,
commutative, associative and whose unit is ퟙ.
Theorem 2.23 (The convolution formula [5, Theorem 6.15]). Let 푓푖 ∶ (ℝ
푑푖 , 0) → (ℝ, 0) be a
Nash function germ for 푖 = 1, 2. Define 푓1 ⊕ 푓2 ∶ (ℝ
푑1+푑2 , 0) → (ℝ, 0) by 푓1 ⊕ 푓2(푥1, 푥2) =
푓1(푥1) + 푓2(푥2). Then
푍̃푓1⊕푓2(푇 ) = −푍̃푓1(푇 )⊛ 푍̃푓2(푇 )
where⊛ consists in applying ∗ coefficientwise.
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3 Statement of the main theorem
Definition 3.1. A polynomial 푓 ∈ ℝ[푥1,… , 푥푑] is said to be a Brieskorn polynomial if it is
of the following form
푓 (푥) =
푑∑
푖=1
휀푖푥
푘푖
푖
, 휀푖 ≠ 0, 푘푖 ≥ 1
Notation 3.2. Sincewe are only interested in the arc-analytic classification of Brieskorn poly-
nomials, we can perform the following easy simplifications:
• Without modifying the arc-analytic type, we may replace 휀푖 by its sign sgn(휀푖) using a
linear change of variables ⋆ .
• Without modifying the arc-analytic type, we may reorder the variables and assume that
the exponents are ordered:
푘1 ≤ 푘2 ≤ ⋯ ≤ 푘푑
• Still by reordering the variables, wemay assume that if some exponents are equal, we put
the positive coefficients first:
푘푖 = 푘푖+1 = ⋯ = 푘푖+푚 ⇒ 휀푖 ≥ 휀푖+1 ≥ ⋯ ≥ 휀푖+푚
• A Brieskorn polynomial 푓 is non-singular if and only if there exists 푖 such that 푘푖 = 1 if
and only if 푍̃푓 (푇 ) = 0 if and only if 푍푓 (푇 ) =
∑
푛 핃
−푛푇 푛.
Indeed, assume that 푘1 = 1 then by applying theNash inversemapping theorem to (푥1,… , 푥푑) ↦
(푓 (푥1,… , 푥푑), 푥2,… , 푥푑) we get that 푓 is arc-analytically equivalent to 푥1. In this case, we
have that 푍̃푓 (푇 ) = 0 and we already know, by [5, Proposition 8.3], that if ∀푖, 푘푖 ≥ 2 then
푍̃푓 (푇 ) is non-zero.
We have just proved the following result. Assume that two Brieskorn polynomials 푓 and 푔
are arc-analytically equivalent. If 푓 is non-singular then 푔 is also non-singular.
From now on, we elude the non-singular case by assuming that 푘1 ≥ 2.
Theorem 3.3 (Main theorem). Consider two Brieskorn polynomials
푓 (푥) =
푑∑
푖=1
휀푖푥
푘푖
푖
and 푔(푥) =
푑∑
푖=1
휂푖푥
푙푖
푖
satisfying the following conditions:
(a) 휀푖, 휂푖 ∈ {±1}
(b) 2 ≤ 푘1 ≤ ⋯ ≤ 푘푑 and 2 ≤ 푙1 ≤ ⋯ ≤ 푙푑
(c) 푘푖 = 푘푖+1 = ⋯ = 푘푖+푚 ⇒ 휀푖 ≥ ⋯ ≥ 휀푖+푚 and 푙푖 = 푙푖+1 = ⋯ = 푙푖+푚 ⇒ 휂푖 ≥ ⋯ ≥ 휂푖+푚
Then the following are equivalent:
(1) 푓 and 푔 are arc-analytically equivalent
(2) 푍푓 (푇 ) = 푍푔(푇 )
(3) (i) ∀푖, 푘푖 = 푙푖
(ii) For 푗 such that 푘푗 is even and not multiple of an odd exponent 푘푚, we have 휀푗 = 휂푗
The previous statement was conjectured in [1, Conjecture 1.10.1]. It is compatible with
the classifications of Brieskorn polynomials in two and three variables respectively byKoike–
Parusiński [15] and Fichou [7].
Remark 3.4. Wededuce fromTheorem 3.3 and the remarks inNotations 3.2 that themotivic
zeta function defined in Definition 2.17 is a complete arc-analytic invariant for the Brieskorn
polynomials.
⋆ When 푘푖 is odd, we could also have fixed that 휀푖 = 1.
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4 Proof of the main theorem
4.1 What is currently known
The implication 3.3.(1)⇒3.3.(2) derives fromTheorem2.18. Wealreadyknow that 3.3.(2)⇒3.3.(3).(i)
by [5, Corollary 8.4]. The implication 3.3.(3)⇒3.3.(1) may be derived from the following
proposition.
Proposition 4.1 ([1, Lemme 1.10.2]). Let 푝 ∈ ℕ>0 ⧵ (2ℕ>0), 푘 ∈ ℕ>0, 푚1,… , 푚푘 ∈ ℕ>0 and
휀1,… , 휀푘 ∈ {−1, 1}. Then the polynomials
푓 (푥, 푦) = 푥푝 +
푘∑
푖=1
휀푖푦
푚푖푝
푖
and 푔(푥, 푦) = 푥푝 +
푘∑
푖=1
푦
푚푖푝
푖
are arc-analytically equivalent.
Proof. If 푝 = 1, we may conclude as for the last item of Notations 3.2. Hence, we assume
that 푝 ≥ 3.
The following proof is inspired from [15, p.2095].
Let
ℎ푠(푥, 푦) = 푥
푝 +
∑
푖, 휀푖=−1
(
푝푥푦
푚푖(푝−1)
푖
+ 푠푦
푚푖푝
푖
)
+
∑
푖, 휀푖=1
(
푝푥푦
푚푖(푝−1)
푖
+ 푦
푚푖푝
푖
)
, 푠 ∈ [−1, 1]
Let 훼 = lcm(푚푖) and define 휇푖 by 훼 = 푚푖휇푖. For 푠 ∈ [−1, 1], ℎ푠 is weighted homogeneous with
weights (훼, 휇1,… , 휇푘) and has an isolated singularity at the origin. Indeed,
1
푝
휕푥ℎ푠 = 푥
푝−1 +
푘∑
푖=1
푦
푚푖(푝−1)
푖
is a sum of squares since 푝 − 1 is even.
Then, by Theorem 2.3, ℎ−1 and ℎ1 are arc-analytically equivalent.
Let
푙푠(푥, 푦) = 푥
푝 +
푘∑
푖=1
(
푝푠푥푦
푚푖(푝−1)
푖
+ 휀푖푦
푚푖푝
푖
)
, 푠 ∈ [0, 1]
Then, again by Theorem 2.3, 푓 = 푙0 and ℎ−1 = 푙1 are arc-analytically equivalent.
In the same way, we show that ℎ1 and 푔 are arc-analytically equivalent.
Hence we have 푔 ∼ ℎ1, ℎ1 ∼ ℎ−1 and ℎ−1 ∼ 푓 , thus 푓 and 푔 are arc-analytically equiva-
lent. ■
Hence it remains to prove that 3.3.(2)⇒3.3.(3).(ii).
4.2 Essence of the proof
Lemma 4.2 ([5, Example 6.10]). Let 휀 ∈ {±1} and 푘 ∈ ℕ>0. Then
푍̃휀푥푘 (푇 ) = −푇 −⋯ − 푇
푘−1
−
(
ퟙ −
[
휀푥푘 ∶ ℝ∗
↻
ℝ
∗
→ ℝ
∗
])
핃
−1푇 푘 − 핃−1푇 푘+1 −…− 핃−1푇 2푘−1
−
(
ퟙ −
[
휀푥푘 ∶ ℝ∗
↻
ℝ
∗
→ ℝ
∗
])
핃
−2푇 2푘 − 핃−2푇 2푘+1 −…− 핃−2푇 3푘−1
−⋯
=
∑
푚≥1
[
휀푥푘 ∶ ℝ∗
↻
ℝ
∗ → ℝ∗
]
핃
−푚푇 푚푘 −
∑
푛≥1
핃
−
⌊
푛
푘
⌋
푇 푛
where the action is given by 휆 ⋅ 푥 = 휆푥.
8 Complete arc-analytic classification of Brieskorn polynomials
Remark 4.3. Notice that if 푘 is odd then ퟙ −
[
휀푥푘 ∶ ℝ∗
↻
ℝ
∗ → ℝ∗
]
= 0. Indeed, we have the
following commutative diagram
ℝ
∗
휀푥푘 !!
❈❈
❈❈
❈❈
❈❈
휀푥푘
≃,AS
// ℝ
∗
id
}}④④
④④
④④
④④
ℝ
∗
where the action on the right side is given by 휆 ⋅ 푥 = 휆푘푥.
The rest of this section is devoted to the proof of 3.3.(2)⇒3.3.(3).(ii). For this purpose,
we are going to prove that if 푓 is a singular Brieskorn polynomial, then for each monomial
appearing in the expansion of 푓 with an even degree not multiple of an odd exponent, we
are able to recover the sign of its coefficient from 푍푓 (푇 ).
We first fix some notation. Let
푓 (푥) =
푑∑
푖=1
휀푖푥
푘푖
푖
be a Brieskorn polynomial as in the statement of Theorem 3.3.
We denote by 푎푛 the coefficients of 푍̃푓 (푇 ) so that
푍̃푓 (푇 ) =
∑
푛≥1
푎푛푇
푛
Notice that by [5, Proposition 8.3], we already know how to express (푘1,… , 푘푑) in terms
of the coefficients of 푍̃푓 (푇 ).
We denote by 퐾 the set of even exponents which are not multiple of an odd exponent,
i.e.
퐾 =
{
푘푖, ∀푗 ∈ J1, 푑K, 푘푗 ∈ (2ℕ+ 1)⇒ 푘푗 ∤ 푘푖
}
We assume that 퐾 =
{
푘푖1 ,… , 푘푖푠
}
with
푘푖1 < 푘푖2 < ⋯ < 푘푖푠
For 푘 ∈ 퐾 and 휀 ∈ {+,−}, we set 휎휀
푘
= #
{
푖, 푘푖 = 푘, 휀푖 = 휀1
}
, i.e. 휎+
푘
(resp. 휎−
푘
) is the number
of positive (resp. negative) coefficients of degree 푘. Our goal is to deduce these 휎휀
푘
from
푍푓 (푇 ), or equivalently from 푍̃푓 (푇 ).
Lemma 4.4. Let 푘 ∈ 퐾 . Then
훽
(
푥 ∈ ℝ{푖, 푘푖|푘}, ∑
푖, 푘푖|푘 휀푖푥
푘푖
푖
= 0
)
= 푢#{푖, 푘푖|푘}−1 − 훽 (푎푘) 푢∑푑푖=1⌊ 푘푘푖 ⌋−1
and, for 휀 = +,−,
훽
(
푥 ∈ ℝ{푖, 푘푖|푘}, ∑
푖, 푘푖|푘 휀푖푥
푘푖
푖
= 휀1
)
=
(
푢훽
(
퐹 휀(푎푘)
)
− 훽
(
푎푘
))
푢
∑푑
푖=1
⌊
푘
푘푖
⌋
−1
+ 푢#{푖, 푘푖|푘}−1
where, for 퐼 ⊂ {1,… , 푑}, we set ℝ퐼 =
{
(푥1,… , 푥푑) ∈ ℝ
푑 , ∀푗 ∉ 퐼, 푥푗 = 0
}
.
Proof. From Theorem 2.23 and Lemma 4.2, we get
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푎푘핃
∑푑
푖=1
⌊
푘
푘푖
⌋
= − ∗
푖, 푘푖|푘
(
ퟙ −
[
휀푖푥
푘푖
푖
∶ ℝ∗
↻
ℝ
∗ → ℝ∗
])
=
∑
퐼⊂{푖, 푘푖|푘}(−1)
|퐼 | ∗
푖∈퐼
[
휀푖푥
푘푖
푖
∶ ℝ∗
↻
ℝ
∗ → ℝ∗
]
=
∑
퐼⊂{푖, 푘푖|푘}
([
푥 ∈ (ℝ∗)퐼 ,
∑
푖∈퐼
휀푖푥
푘푖
푖
≠ 0
]
−
[
(푥, 푦) ∈ (ℝ∗)퐼 × ℝ∗,
∑
푖∈퐼
휀푖푥
푘푖
푖
= 0
])
where 퐼 is possibly empty. Notice it is also possible to deduce this formula from [3, Propo-
sition 4.8].
Hence, by additivity of the virtual Poincaré polynomial,
훽
(
푎푘
)
푢
∑푑
푖=1
⌊
푘
푘푖
⌋
=
∑
퐼⊂{푖, 푘푖|푘}
(
훽
(
푥 ∈ (ℝ∗)퐼 ,
∑
푖∈퐼
휀푖푥
푘푖
푖
≠ 0
)
− (푢 − 1)훽
(
푥 ∈ (ℝ∗)퐼 ,
∑
푖∈퐼
휀푖푥
푘푖
푖
= 0
))
= 훽
(
푥 ∈ ℝ{푖, 푘푖|푘}, ∑
푖, 푘푖|푘 휀푖푥
푘푖
푖
≠ 0
)
− (푢 − 1)훽
(
푥 ∈ ℝ{푖, 푘푖|푘}, ∑
푖, 푘푖|푘 휀푖푥
푘푖
푖
= 0
)
= 푢#{푖, 푘푖|푘} − 푢훽
(
푥 ∈ ℝ{푖, 푘푖|푘}, ∑
푖, 푘푖|푘 휀푖푥
푘푖
푖
= 0
)
Thus
훽
(
푥 ∈ ℝ{푖, 푘푖|푘}, ∑
푖, 푘푖|푘 휀푖푥
푘푖
푖
= 0
)
= 푢#{푖, 푘푖|푘}−1 − 훽 (푎푘) 푢∑푑푖=1⌊ 푘푘푖 ⌋−1
Similarly, we get
훽
(
퐹 휀(푎푘)
)
푢
∑푑
푖=1
⌊
푘
푘푖
⌋
= 훽
(
푥 ∈ ℝ{푖, 푘푖|푘}, ∑
푖, 푘푖|푘 휀푖푥
푘푖
푖
= 휀1
)
− 훽
(
푥 ∈ ℝ{푖, 푘푖|푘}, ∑
푖, 푘푖|푘 휀푖푥
푘푖
푖
= 0
)
So that,
훽
(
푥 ∈ ℝ{푖, 푘푖|푘}, ∑
푖, 푘푖|푘 휀푖푥
푘푖
푖
= 휀1
)
=
(
푢훽
(
퐹 휀(푎푘)
)
− 훽
(
푎푘
))
푢
∑푑
푖=1
⌊
푘
푘푖
⌋
−1
+ 푢#{푖, 푘푖|푘}−1
■
Proof of 3.3.(2)⇒3.3.(3).(ii).
We are going to compute inductively 휎±
푘푖푟
for 푟 = 1,… , 푠 in terms of the coefficients of 푍̃푓 (푇 ),
which is enough to conclude.
Assume that 휎±
푘푖1
,… , 휎±
푘푖푟−1
are already known. We are going to compute 휎±
푘푖푟
. Notice
that the following argument allows one to compute directly 휎±
푘푖1
.
By Lemma 4.4, we may express 휋 = 훽
⎛⎜⎜⎝푥 ∈ ℝ{푖, 푘푖|푘푖푟},
∑
푖, 푘푖|푘푖푟 휀푖푥
푘푖
푖
= 1
⎞⎟⎟⎠ in terms of the
coefficients of 푍푓 (푇 ).
For an exponent 푘푖 dividing 푘푖푟 , we write 푘푖 = 2
푁푖 푙푖 with 푙푖 odd. Notice that by definition
of 퐾 , 푘푖 ∈ 퐾 and 푁푖 > 0. Then, using the AS-change of variables 푥̃푖 = 푥
푙푖
푖
, we get
휋 = 훽
⎛⎜⎜⎝푥 ∈ ℝ{푖, 푘푖|푘푖푟},
∑
푖, 푘푖|푘푖푟 휀푖푥
푘푖
푖
= 1
⎞⎟⎟⎠ = 훽
⎛⎜⎜⎝푥 ∈ ℝ{푖, 푘푖|푘푖푟},
∑
푖, 푘푖|푘푖푟 휀푖푥̃푖
2푁푖 = 1
⎞⎟⎟⎠
10 Complete arc-analytic classification of Brieskorn polynomials
By Theorem 4.11, if the leading coefficient of 휌 ∶= 휋 − 푢#{푖, 푘푖|푘푖푟}−1 is positive then
deg(휌) =
∑
푘∈퐾, 푘|푘푖푟 휎
−
푘
and thus 휎−
푘푖푟
= deg(휌) −
∑
푘∈퐾, 푘|푘푖푟
푘≠푘푖푟
휎−
푘
Otherwise, still by Theorem 4.11, if the leading coefficient of 휌 is negative, then
deg(휌) =
∑
푘∈퐾, 푘|푘푖푟 휎
−
푘
− 1 and thus 휎−
푘푖푟
= deg(휌) + 1 −
∑
푘∈퐾, 푘|푘푖푟
푘≠푘푖푟
휎−
푘
Since we already know 휎−
푘푖푗
for 푗 < 푟, we are able to compute 휎−
푘푖푟
.
Finally, 휎+
푘푖푟
= #
{
푖 ∈ J1, 푑K, 푘푖 = 푘푖푟
}
− 휎−
푘푖푟
. ■
4.3 Some virtual Poincaré polynomials
Lemma 4.5. Let 푘 ∈ 2ℕ>0 and 푔 ∈ ℝ[푦1,… , 푦푑] (푑 possibly equals 0). Then
훽
(
(푥1, 푥2, 푦1,… , 푦푑) ∈ ℝ
2+푑 , 푥푘
1
− 푥푘
2
+ 푔(푦) = 0
)
= 푢훽
(
(푦1,… , 푦푑) ∈ ℝ
푑 , 푔(푦) = 0
)
+ (푢− 1)푢푑
Proof. Assume that 푘 = 2푁 푙where 푙 is odd, then themapℝ2+푑 → ℝ2+푑 definedby (푥1, 푥2, 푦1,… , 푦푑) ↦
(푥푙
1
, 푥푙
2
, 푦1,… , 푦푑) is anAS-bijection. Hence
훽
(
(푥1, 푥2, 푦1,… , 푦푑) ∈ ℝ
2+푑 , 푥푘
1
− 푥푘
2
+ 푔(푦) = 0
)
= 훽
(
(푧1, 푧2, 푦1,… , 푦푑) ∈ ℝ
2+푑 , 푧2
푁
1
− 푧2
푁
2
+ 푔(푦) = 0
)
Now, notice that
푧2
푁
1
− 푧2
푁
2
= (푧1 − 푧2)
푁−1∏
푗=0
(
푧2
푗
1
+ 푧2
푗
2
)
Since 푁 ≥ 1, (푧1, 푧2) ↦
(
푧1 − 푧2,
∏푁−1
푗=0
(
푧2
푗
1
+ 푧2
푗
2
))
is a bijection with AS-graph as ex-
plained in what follows. First its graph is in AS since it is a polynomial mapping. For the
bijectivity, fix 푡 = 푧1 − 푧2. If 푡 ≠ 0, then
푁−1∏
푗=0
(
푧2
푗
1
+ 푧2
푗
2
)
=
(푧2 + 푡)
2푁 − 푧2
푁
2
푡
and the function ℝ → ℝ defined by 푧2 →
(푧2+푡)
2푁−푧2
푁
2
푡
is a bijection. Indeed, it is surjective
as a polynomial of odd degree and it is one-to-one since it is strictly increasing as one can
be convinced by noticing that its derivative 2
푁
푡
(
(푧2 + 푡)
2푁−1 − 푧2
푁−1
2
)
is positive (as a poly-
nomial of even degree with positive leading coefficient and no real root). When 푡 = 0, we
get that
푁−1∏
푗=0
(
푧2
푗
1
+ 푧2
푗
2
)
= 2푁푧2
푁−1
2
which also defines a bijection with AS-graph.
Hence
훽
(
(푧1, 푧2, 푦1,… , 푦푑) ∈ ℝ
2+푑 , 푧2
푁
1
− 푧2
푁
2
+ 푔(푦) = 0
)
= 훽
(
(푢1, 푢2, 푦1,… , 푦푑) ∈ ℝ
2+푑 , 푢1푢2 + 푔(푦) = 0
)
Since (푢1, 푦1,… , 푦푑) ↦
(
푢1, 푢2 = −
푔(푦)
푢1
, 푦
)
is a bijection with AS-graph from ℝ∗ × ℝ푑 to{
(푢1, 푢2, 푦1,… , 푦푑) ∈ ℝ
∗ × ℝ1+푑 , 푢1푢2 + 푔(푦) = 0
}
, we have
훽
(
(푢1, 푢2, 푦1,… , 푦푑) ∈ ℝ
2+푑 , 푢1푢2 + 푔(푦) = 0
)
= 훽
(
(0, 푢2, 푦1,… , 푦푑) ∈ ℝ
2+푑 , 푔(푦) = 0
)
+ 훽(ℝ∗ × ℝ푑)
= 푢훽
(
(푦1,… , 푦푑) ∈ ℝ
푑 , 푔(푦) = 0
)
+ (푢 − 1)푢푑
■
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Lemma 4.6. Let
푓 = 휀
푟∑
푖=1
푥2
푁
푖
+
푠∑
푗=1
휀푗푦
2푘푗
푗
with 푟, 푠 ≥ 0, 휀, 휀푗 ∈ {±1} and 푘푗 < 푁 . Then
훽 ((푥, 푦) ∈ ℝ푟 × ℝ푠, 푓 (푥, 푦) = 0) = (푢푟−1)훽
(
푦 ∈ ℝ푠,
푠∑
푗=1
휀푗푦
2푘푗
푗
= −휀
)
+훽
(
푦 ∈ ℝ푠,
푠∑
푗=1
휀푗푦
2푘푗
푗
= 0
)
Proof. Themap (ℝ푟⧵{0})×ℝ푠 ↦ (ℝ푟⧵{0})×ℝ푠 definedby (푥, 푦)↦ (푥, 푧) =
(
푥,
(∑푟
푖=1 푥
2푁
푖
)−2−푘푗
푦푖
)
is a bijection with AS-graph. Indeed, since 푘푗 < 푁 , the function 푥 ↦
(∑푟
푖=1 푥
2푁
푖
)2−푘푗
is arc-
analytic at the origin and at the infinity.
Hence
훽 ((푥, 푦) ∈ ℝ푟 × ℝ푠, 푓 (푥, 푦) = 0)
= 훽 ((푥, 푦) ∈ (ℝ푟 ⧵ {0}) ×ℝ푠, 푓 (푥, 푦) = 0) + 훽
(
푦 ∈ ℝ푠,
푠∑
푗=1
휀푗푦
2푘푗
푗
= 0
)
= 훽
(
(푥, 푧) ∈ (ℝ푟 ⧵ {0}) ×ℝ푠, 휀 +
푠∑
푗=1
휀푗푧
2푘푗
푗
= 0
)
+ 훽
(
푦 ∈ ℝ푠,
푠∑
푗=1
휀푗푦
2푘푗
푗
= 0
)
= (푢푟 − 1)훽
(
푧 ∈ ℝ푠, 휀 +
푠∑
푗=1
휀푗푧
2푘푗
푗
= 0
)
+ 훽
(
푦 ∈ ℝ푠,
푠∑
푗=1
휀푗푦
2푘푗
푗
= 0
)
■
Until Lemma 4.10, we are going to use the following notations:
푃퐴,퐵(푥, 푦) =
퐴∑
푖=1
푥2
푁
푖
−
퐵∑
푗=1
푦2
푁
푗
and
푅(푧) =
푠∑
푖=1
휀푖푧
2푘푖
푗
with
• (퐴,퐵) ∈ ℕ2
≥0
⧵ {(0, 0)}
• 휀푖 ∈ {±1}
• 푠 ≥ 0
• 1 ≤ 푘푖 < 푁
In order to lighten the notations, if 푓 ∈ ℝ[푥1,… , 푥푑], we will simply write 훽(푓 = 휀) for
훽
(
푥 ∈ ℝ푑 , 푓 (푥) = 휀
)
.
Lemma 4.7. • 훽(푃퐴+1,퐵 + 푅 = 0) = (푢 − 1)훽(푃퐴,퐵 +푅 = −1) + 훽(푃퐴,퐵 +푅 = 0)
• 훽(푃퐴,퐵+1 +푅 = 0) = (푢 − 1)훽(푃퐴,퐵 +푅 = 1) + 훽(푃퐴,퐵 + 푅 = 0)
Proof. We first rewrite:
훽(푃퐴+1,퐵 +푅 = 0) = 훽
(
(푤, 푥, 푦, 푧) ∈ ℝ × ℝ퐴 × ℝ퐵 × ℝ푠, 푤2
푁
+ 푃퐴,퐵(푥, 푦) +푅(푧) = 0
)
= 훽
(
(푤, 푥, 푦, 푧) ∈ ℝ∗ × ℝ퐴 ×ℝ퐵 ×ℝ푠, 푤2
푁
+ 푃퐴,퐵(푥, 푦) +푅(푧) = 0
)
+ 훽
(
푃퐴,퐵 +푅 = 0
)
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To compute the first term of the RHS, we use the following change of variables:
푤 = 푤̃, 푥푖 = 푤푥̃푖, 푦푗 = 푤푦̃푗 , 푧푖 = 푤
2푁−푘푖 푧̃푖
Hence
훽(푃퐴+1,퐵 +푅 = 0) = 훽
(
(푤̃, 푥̃, 푦̃, 푧̃) ∈ ℝ∗ ×ℝ퐴 ×ℝ퐵 ×ℝ푠, 1 + 푃퐴,퐵(푥̃, 푦̃) +푅(푧̃) = 0
)
+ 훽
(
푃퐴,퐵 +푅 = 0
)
= (푢 − 1)훽(푃퐴,퐵 +푅 = −1) + 훽(푃퐴,퐵 +푅 = 0)
We obtain the second equality, noticing that
훽(푃퐴,퐵+1 +푅 = 0) = 훽(푃퐵+1,퐴 + (−푅) = 0)
■
Lemma 4.8.
훽(푃퐴,퐵 +푅 = 0) − 푢
퐴+퐵+푠−1 =
{
(푢퐵 − 푢퐴)훽(푅 = 1) + 푢퐴훽(푅 = 0) − 푢퐵+푠−1 if 퐵 ≥ 퐴
(푢퐴 − 푢퐵)훽(푅 = −1) + 푢퐵훽(푅 = 0) − 푢퐴+푠−1 if 퐴 ≥ 퐵
Proof. Assume that 퐵 ≥ 퐴.
Set 훼퐴,퐵 = 훽(푃퐴,퐵 + 푅 = 0) − 푢
퐴+퐵+푠−1.
By Lemma 4.5, 훼퐴,퐵 = 푢훼퐴−1,퐵−1. Hence,
훼퐴,퐵 = 푢
퐴훼0,퐵−퐴
= 푢퐴
(
훽(푃0,퐵−퐴 + 푅 = 0) − 푢
퐵−퐴+푠−1)
)
By Lemma 4.6,
훼퐴,퐵 = 푢
퐴
(
(푢퐵−퐴 − 1)훽(푅 = 1) + 훽(푅 = 0) − 푢퐵−퐴+푠−1
)
= (푢퐵 − 푢퐴)훽(푅 = 1) + 푢퐴훽(푅 = 0) − 푢퐵+푠−1
If 퐴 ≥ 퐵, we reduce to the previous case noticing that
훽(푃퐴,퐵 +푅 = 0) = 훽(푃퐵,퐴 + (−푅) = 0)
■
Lemma 4.9.
훽(푃퐴,퐵 +푅 = 1) − 푢
퐴+퐵+푠−1 =
{
푢퐵−1 (푢훽(푅 = 1) − 푢푠) if 퐵 ≥ 퐴
푢퐵 (훽(푅 = 0) − 훽(푅 = −1)) if 퐴 > 퐵
Proof. First, notice that by Lemma 4.7,
(푢 − 1)훽(푃퐴,퐵 +푅 = 1) = 훽(푃퐴,퐵+1 + 푅 = 0) − 훽(푃퐴,퐵 +푅 = 0)
Next, by Lemma 4.8,
(푢−1)훽(푃퐴,퐵+푅 = 1) =
{
푢퐵(푢 − 1)훽(푅 = 1) − 푢퐵+푠−1(푢 − 1) + 푢퐴+퐵+푠−1(푢 − 1) if 퐵 ≥ 퐴
−푢퐵(푢 − 1)훽(푅 = −1) + 푢퐵(푢 − 1)훽(푅 = 0) + 푢퐴+퐵+푠−1(푢 − 1) if 퐴 > 퐵
■
Lemma 4.10.
훽(푃퐴,퐵 + 푅 = −1) − 푢
퐴+퐵+푠−1 =
{
푢퐴−1 (푢훽(푅 = −1) − 푢푠) if 퐴 ≥ 퐵
푢퐴 (훽(푅 = 0) − 훽(푅 = 1)) if 퐵 > 퐴
Proof. Notice that 훽(푃퐴,퐵 +푅 = −1) = 훽(푃퐵,퐴 + (−푅) = 1). ■
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The following formulae generalize the ones obtained by G. Fichou for the homogeneous
case of degree 2 [8, Proposition 2.1, Corollaries 2.5&2.6] [9, Proposition 2.1].
Theorem 4.11. Fix 1 ≤ 푘1 < ⋯ < 푘푑 with 푑 ∈ ℕ≥1.
For 푟 ∈ {1,… , 푑}, fix (퐴푟, 퐵푟) ∈ ℕ
2
≥0
⧵ {(0, 0)} and define 푃푟 ∈ ℝ[푥푟,1,… , 푥푟,퐴푟 , 푦푟,1,… , 푦푟,퐵푟] by
푃푟(푥푟, 푦푟) =
퐴푟∑
푖=1
푥2
푘푟
푟,푖
−
퐵푟∑
푗=1
푦2
푘푟
푟,푗
Define 푓 ∈ ℝ[푥푟,푖, 푦푟,푗]1≤푟≤푑 by 푓 =
∑푑
푟=1 푃푟.
Set 휎+ =
∑푑
푟=1 퐴푟, 휎
− =
∑푑
푟=1 퐵푟 and 푠 = 휎
+ + 휎− the number of variables.
Set 푚 = min
(
{푟, 퐴푟 ≠ 퐵푟}
)
with the convention min(∅) = ∞.
Then
훽 (푓 = 0) − 푢푠−1 =
{
−푢휎
+−1 + 푢휎
−
if 푚 ≠ ∞ and 퐴푚 > 퐵푚
푢휎
+
− 푢휎
−−1 otherwise
훽 (푓 = 1) − 푢푠−1 =
{
푢휎
−
if 푚 ≠ ∞ and 퐴푚 > 퐵푚
−푢휎
−−1 otherwise
훽 (푓 = −1) − 푢푠−1 =
{
푢휎
+
if 푚 ≠ ∞ and 퐵푚 > 퐴푚
−푢휎
+−1 otherwise
Proof. We are going to prove the theorem by induction on 푑 (i.e. on the number of different
exponents appearing in the expansion of 푓 ).
When 푑 = 1, it is a direct consequence of Lemmas 4.8, 4.9 and 4.10 (case 푠 = 0).
Now, assume that the theorem is proved for some 푑 ≥ 1 and define 푓 as in the state-
ment. Let 푘푑+1 > 푘푑 and (퐴푑+1, 퐵푑+1) ∈ ℕ
2
≥0
⧵ {(0, 0)}. To lighten the notations, we set
(퐴,퐵) ∶= (퐴푑+1, 퐵푑+1). We are going to compute 훽
(
푃푑+1 + 푓 = 휀
)
− 푢퐴+퐵+푠−1, 휀 ∈ {−1, 0, 1}.
1. First case: 푚 = ∞. Notice that in this case, we have 휎+ = 휎−.
(a) Assume that 퐴 = 퐵. By Lemma 4.8, we have
훽
(
푃푑+1 + 푓 = 0
)
− 푢퐴+퐵+푠−1 = 푢퐴
(
훽(푓 = 0) − 푢푠−1
)
= 푢퐴+휎
+
− 푢퐵+휎
−−1
By Lemma 4.9, we have
훽
(
푃푑+1 + 푓 = 1
)
− 푢퐴+퐵+푠−1 = 푢퐵
(
훽(푓 = 1) − 푢푠−1
)
= −푢퐵+휎
−−1
By Lemma 4.10, we have
훽
(
푃푑+1 + 푓 = −1
)
− 푢퐴+퐵+푠−1 = 푢퐴
(
훽(푓 = −1) − 푢푠−1
)
= −푢퐴+휎
+−1
(b) Assume that 퐴 > 퐵. By Lemma 4.8, we have
훽
(
푃푑+1 + 푓 = 0
)
− 푢퐴+퐵+푠−1 = 푢퐴
(
훽(푓 = −1) − 푢푠−1
)
+ 푢퐵 (훽(푓 = 0) − 훽(푓 = −1))
= −푢퐴+휎
+−1 + 푢퐵+휎
−
By Lemma 4.9, we have
훽
(
푃푑+1 + 푓 = 1
)
− 푢퐴+퐵+푠−1 = 푢퐵 (훽(푓 = 0) − 훽(푓 = −1))
= 푢퐵+휎
−
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By Lemma 4.10, we have
훽
(
푃푑+1 + 푓 = −1
)
− 푢퐴+퐵+푠−1 = 푢퐴
(
훽(푓 = −1) − 푢푠−1
)
= −푢퐴+휎
+−1
(c) Assume that 퐴 < 퐵. By Lemma 4.8, we have
훽
(
푃푑+1 + 푓 = 0
)
− 푢퐴+퐵+푠−1 = 푢퐴 (훽(푓 = 0) − 훽(푓 = 1)) + 푢퐵
(
훽(푓 = 1) − 푢푠−1
)
= 푢퐴+휎
+
− 푢퐵+휎
−−1
By Lemma 4.9, we have
훽
(
푃푑+1 + 푓 = 1
)
− 푢퐴+퐵+푠−1 = 푢퐵
(
훽(푓 = 1) − 푢푠−1
)
= −푢퐵+휎
−−1
By Lemma 4.10, we have
훽
(
푃푑+1 + 푓 = −1
)
− 푢퐴+퐵+푠−1 = 푢퐴 (훽(푓 = 0) − 훽(푓 = 1))
= 푢퐴+휎
+
2. Second case: 1 ≤ 푚 ≤ 푑. Assume that 퐴푚 > 퐵푚 (the other case is similar).
(a) Assume that 퐴 = 퐵:
By Lemma 4.8, we have
훽
(
푃푑+1 + 푓 = 0
)
− 푢퐴+퐵+푠−1 = 푢퐴
(
훽(푓 = 0) − 푢푠−1
)
= −푢퐴+휎
+−1 + 푢퐵+휎
−
By Lemma 4.9, we have
훽
(
푃푑+1 + 푓 = 1
)
− 푢퐴+퐵+푠−1 = 푢퐵
(
훽(푓 = 1) − 푢푠−1
)
= 푢퐵+휎
−
By Lemma 4.10, we have
훽
(
푃푑+1 + 푓 = −1
)
− 푢퐴+퐵+푠−1 = 푢퐴
(
훽(푓 = −1) − 푢푠−1
)
= −푢퐴+휎
+−1
(b) Assume that 퐴 > 퐵.
By Lemma 4.8, we have
훽
(
푃푑+1 + 푓 = 0
)
− 푢퐴+퐵+푠−1 = 푢퐴
(
훽(푓 = −1) − 푢푠−1
)
+ 푢퐵 (훽(푓 = 0) − 훽(푓 = −1))
= −푢퐴+휎
+−1 + 푢퐵+휎
−
By Lemma 4.9, we have
훽
(
푃푑+1 + 푓 = 1
)
− 푢퐴+퐵+푠−1 = 푢퐵 (훽(푓 = 0) − 훽(푓 = −1))
= 푢퐵+휎
−
By Lemma 4.10, we have
훽
(
푃푑+1 + 푓 = −1
)
− 푢퐴+퐵+푠−1 = 푢퐴
(
훽(푓 = −1) − 푢푠−1
)
= −푢퐴+휎
+−1
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(c) Assume that 퐴 < 퐵.
By Lemma 4.8, we have
훽
(
푃푑+1 + 푓 = 0
)
− 푢퐴+퐵+푠−1 = 푢퐴 (훽(푓 = 0) − 훽(푓 = 1)) + 푢퐵
(
훽(푓 = 1) − 푢푠−1
)
= −푢퐴+휎
+− + 푢퐵+휎
−
By Lemma 4.9, we have
훽
(
푃푑+1 + 푓 = 1
)
− 푢퐴+퐵+푠−1 = 푢퐵
(
훽(푓 = 1) − 푢푠−1
)
= 푢퐵+휎
−
By Lemma 4.10, we have
훽
(
푃푑+1 + 푓 = −1
)
− 푢퐴+퐵+푠−1 = 푢퐴 (훽(푓 = 0) − 훽(푓 = 1))
= −푢퐴+휎
+−1
■
By evaluating in 푢 = −1 the previous formulae, we obtain the following corollary.
Corollary 4.12.
휒푐(푓 = 0) = (−1)
푠−1 + (−1)휎
+
+ (−1)휎
−
휒푐(푓 = 1) = (−1)
푠−1 + (−1)휎
−
휒푐(푓 = −1) = (−1)
푠−1 + (−1)휎
+
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