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Abstract
In this paper we study sub-semigroups of a ﬁnite or an inﬁnite zero-divisor semigroup S determined by properties of the zero-
divisor graph (S). We use these sub-semigroups to study the correspondence between zero-divisor semigroups and zero-divisor
graphs. In particular, we discover a class of sub-semigroups of reduced semigroups and we study properties of sub-semigroups
of ﬁnite or inﬁnite semilattices with the least element. As an application, we provide a characterization of the graphs which are
zero-divisor graphs of Boolean rings. We also study how local property of (S) affects global property of the semigroup S, and
we discover some interesting applications. In particular, we ﬁnd that no ﬁnite or inﬁnite two-star graph has a corresponding nil
semigroup.
© 2007 Elsevier B.V. All rights reserved.
Keywords: Zero-divisor semigroup; Sub-semigroup; Zero-divisor graph; Boolean graph; Semilattice; Nil semigroup
1. Introduction
For any commutative semigroup S with zero element 0, there is an undirected zero-divisor graph (S) associated
with S. The vertex set of (S) is the set Z(S)∗ consisting of all non-zero zero-divisors of S, and for distinct vertices
x and y of (S), there is an edge linking x and y if and only if xy = 0 [7]. In [7, Theorem 1.5, 6, Theorem 1], some
fundamental properties and possible structures of (S) were studied. For example, for any semigroup S, it was proved
that (S) is a connected simple graph with diameter less than or equal to 3, that the core of (S) is a union of triangles
and squares, that any vertex of (S) is either an end vertex or in the core if there exists a cycle in (S), and that
for any non-adjacent vertices x, y, there exists a vertex z such that N(x) ∪ N(y) ⊆ N(z), where N(x) is the set of
vertices adjacent to x and N(x)=N(x)∪ {x}. In [6, Theorem 4], the authors provided a descending chain of ideals Ik
of S, where Ik consists of all elements of S with vertex degree greater than or equal to k in (S). These fundamental
structure results are especially powerful when one studies the following general problem: Given a connected simple
graph G, does there exist a semigroup S such that (S)G? Some classes of graphs were given in [7,6,12,11] to give
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positive or negative answers to this problem. The zero-divisor graph was extensively studied for commutative rings, see,
e.g., [4,1,3,10,2].
Recall that a commutative ring (a commutative semigroup) R is called von Neumann regular if for any x ∈ R, there
exists an element y in R such that x = xyx. Recall that R is said to be Boolean, if r2 = r holds for all r ∈ R. Obviously,
R is regular if it is Boolean. Recall that a semilattice S is a partially ordered set in which every pair of elements has a
greatest lower bound in S. For a commutative semigroup S, it is known that S is Boolean if and only if (S,∧) is a (lower)
semilattice, where a ∧ b = ab. Conversely, each semilattice is a commutative Boolean semigroup under the binary
operation ab = a ∧ b [8, Corollary 1.2]. In this paper, we use the standard terminology Boolean ring from ring theory.
We adopt the standard terminology semilattices for commutative Boolean semigroups. Recall that a semigroup S with
0 is called a zero-divisor semigroup, if each element of S is a zero-divisor. Obviously, each semigroup S with 0 has a
unique maximal zero-divisor ideal Z(S) with the property (S)(Z(S)). On the other hand, given any semigroup S
with 0, we can extend S to a zero-divisor semigroup S1 such that S is an ideal of S1. For example, take any t /∈ S and
let S1 = S ∪ {t}. Deﬁne further
t2 = 0, ts = 0, ∀s ∈ S.
Then S1 is a zero-divisor semigroup and S is an ideal of S1.
In this paper, we study some sub-semigroup structures of a zero-divisor semigroup by properties of the graph
(S)=G. First we prove that if there is a vertex x such that the graph has three parts (S)= T (x) ∪ {x} ∪ Cx , where
T (x) contains all end vertices adjacent to x such that there is no edge linking a vertex in T (x) with a vertex in Cx , and
that eitherCx is non-empty or |G|3 and x is adjacent to at least one end vertex, then {x}∪Cx ∪{0} is a sub-semigroup
of S. In particular, if x is adjacent to at least one end vertex and |G|3, then either x2 = 0 or x2 = x. We also provide
various conditions such that the end vertices adjacent to a single vertex together with 0 forms a sub-semigroup. For
reduced commutative semigroups, we ﬁnd a class of sub-semigroups which in some sense is dual to the Ik mentioned
above. As an application, we characterize the graphs which are zero-divisor graphs of Boolean rings. We also use these
sub-semigroups to study the correspondence between semigroups and zero-divisor graphs. In particular, we study the
correspondence between semilattices and the zero-divisor graphs. In order to show the power of sub-semigroups in
computation, we consider a graph G which has a unique corresponding zero-divisor semigroup, where the core K(G)
of G is the union of a square and a triangle. We prove that two vertices of K(G) can be adjacent to arbitrarily many
(ﬁnite or inﬁnite) additional end vertices, while if we add end vertices to the other three vertices of K(G), the resulting
graph has no corresponding semigroups. This example also provides a satisfactory illustration to Theorem 2.10. In
Theorem 2.10, we study algebraic and graph theoretic properties of a semigroup determined by the local property of
two adjacent vertices each of which links to end vertices, and we discover some interesting applications. In particular,
we ﬁnd interesting properties of (S) for a nil semigroup S. For example, we ﬁnd that no ﬁnite or inﬁnite two-star
graph has a corresponding nil semigroup. This contrasts sharply with the star graph case. Very recently, the ﬁrst author
completely determined the structures of all nilpotent zero-divisor semigroups Swhose zero-divisor graph is isomorphic
to a star graph K1,n, for all ﬁnite or inﬁnite cardinal number n.
Unless speciﬁcally indicated, all semigroups in this paper are multiplicatively commutative ﬁnite or inﬁnite zero-
divisor semigroups with zero element 0, where 0x = 0 for all x ∈ S, all semilattices are assumed to have the least
element 0, and all graphs are undirected, simple, and connected. For a given connected simple graph G, if there exists
a zero-divisor semigroup S such that (S)G, then we say that the graph G corresponds to the semigroup S, and that
S corresponds to the graph G. For any distinct vertices x, y in a graph G, if x and y are adjacent, we denote it as x − y.
We adopt the graph theoretic notations from [5]. For example, a vertex is called an end vertex, if its vertex degree is
one. The core of a graph G, which will be denoted as K(G), is the largest subgraph of G every edge of which is an
edge of a cycle in G. We denote the complete graph with n vertices by Kn. Similarly, we denote a complete bipartite
graph with two partitions of sizes m, n by Km,n. For notions and results about commutative semigroups we use [8] as
a basic reference.
2. Sub-semigroups related to a single vertex
Theorem 2.1. Let S be a zero-divisor semigroup with corresponding graph G such that S=V (G)∪{0}. For an element
x of S, assume that V (G) = Cx ∪ {x} ∪ T (x) is a disjoint union of three subsets satisfying the following conditions:
(1) T (x) contains all end vertices adjacent to x.
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(2) There is no edge linking a vertex in T (x) with a vertex in Cx whenever T (x) = ∅ and Cx = ∅.
(3) Either Cx = ∅, or |V (G)|3 and x is adjacent to at least one end vertex. Then Cx ∪ {0, x} is a sub-semigroup
of S.
Proof. First assumeCx =∅. By assumption (3), assume further that y is any end vertex adjacent to x. Since |V (G)|3,
x is not an end vertex. Then x2 is not an end vertex if x2 = 0 since (x2)(x)2, where (x) is the vertex degree
of x. In particular x2 = y if x2 = 0. In this case, {x, 0} must be a sub-semigroup of S. In fact, if x2 = 0 and x2 = x,
then we have a path x2 − y − x, contradicting the assumption that y is an end vertex.
Now assume that Cx = ∅. Then there is at least one element z ∈ Cx such that z − x. First let us consider xS. If
xt = y ∈ T (x) for some t ∈ S, then we have z− y where z ∈ Cx, y ∈ T (x), contradicting condition (2). Thus we must
have xS∩T (x)=∅, i.e., xS ⊆ Cx ∪{0, x}. For any a ∈ Cx , we now proceed to prove aD ⊆ D, whereD=Cx ∪{0, x}.
We need only to prove aCx ⊆ D. Assume to the contrary that there is an element b ∈ Cx such that ab = z /∈D, i.e.,
z ∈ T (x). If a is not adjacent to x, then there is an element c ∈ Cx such that a − c. In this case there is an edge c − z,
where by assumption z ∈ T (x), c ∈ Cx , contradicting condition (2) again. If a is adjacent to x, then by assumption
(1), a is not an end vertex. Thus by condition (1) and (2) there is an element a = c ∈ Cx such that a − c. In this case,
we also have an edge c − z, where z ∈ T (x), c ∈ Cx , contradicting condition (2) one more time. These contradictions
show aD ⊆ D. Finally, we obtain D2 ⊆ D and hence D is a sub-semigroup of S. 
Corollary 2.2. Let S be a zero-divisor semigroup with corresponding graph G such that V (G) = S − {0}, where
|V (G)|2. For a vertex x of G, let Tx be the set of all end vertices adjacent to x. Then
(1) If |V (G)|3 and |Tx |1, then {0, x} is a sub-semigroup of S.
(2) If (S) is not a star graph, then S − Tx is a sub-semigroup of S.
Proof. (1) In Theorem 2.1, let T (x) = S − {0, x}. Then Cx = ∅. By the ﬁrst paragraph of the proof of Theorem 2.1,
we know that {0, x} is a subgroup of S, since |V (G)|3 and Tx = ∅.
(2) In Theorem 2.1, let T (x)= Tx be the set of all end vertices adjacent to x. If (S) is not a star graph, then Cx = ∅
and S − T (x) = Cx ∪ {0, x}. The result then follows from Theorem 2.1. 
Recall that a two-star graph is a graph G consisting of two star graphs with a bridge connecting the two sub-centers
s and t (Fig. 1), where each of U and V consists of ﬁnitely or inﬁnitely many end vertices with |U |1, |V |1. Recall
that the two-star graphs and star graphs are all the possible zero-divisor graphs of semigroups that contain no cycles
[7, Theorem 1.3]. Thus for any semigroup S with a particular x (x = 0), |V ((S))|3 if and only if exactly one of the
following situations occurs:
(1) (S) is a star graph with center x, and x is adjacent to more than one end vertices.
(2) (S) is a two-star graph with x as one of its sub-centers.
(3) (S) has a cycle.
Corollary 2.2(1) tells us that in a zero-divisor semigroup S, we have either x2=0 or x2=x if |S|4 and in(S)=G
there exists an end vertex adjacent to x. We remark that this result may fail if |V (G)| = 2. The only counterexample
occurs in the star graph case. In fact, let S = {0, a, x} and deﬁne a commutative binary operation by
0S = 0, x2 = a, a2 = 0, ax = 0.
Then S is a semigroup and (S) = K2. Obviously, {0, x} is not a sub-semigroup of S.
For a vertex v of a connected graph G, if v is not an end vertex and there is no end vertex adjacent to v, then v is
said to be an internal vertex of G. For an internal vertex v of a graph G and another graph H which is disjoint with G,
we get a new graph by attaching the graph H to v, i.e., we add an edge linking v to every vertex of H.
Fig. 1.
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Fig. 2.
Table 1
· a1 a2 a3 x1 x2
a1 0 0 0 0 a1
a2 0 0 a2 0
a3 0 a2 a1
x1 x1 0
x2 x2
Corollary 2.3. If G is a graph which is not the graph of any semigroup and F is a graph obtained from G by attaching
another graph to an internal vertex of G, then F is not the graph of any semigroup. In particular, if G is a graph which
is not the graph of any semigroup and F is a graph obtained from G by adding some end vertices to an internal vertex
of G, then F is not the graph of any semigroup.
Proof. This follows immediately from Theorem 2.1 or Corollary 2.2. 
Example 2.4. Let S = U ∪ {0, s, t} ∪ V be a semigroup such that (S) is the two-star graph in Fig. 1. Then
(1) Both U ∪ {0, s, t} and V ∪ {0, s, t} are sub-semigroups of S.
(2) Ss = {0, s} and St = {0, t}.
Proof. (1) This follows directly from Corollary 2.2(2).
(2) This follows from the fact that {0, s, t} is an ideal of S. 
In Corollary 2.13, we will further show that in a two-star graph with sub-centers s and t, at least one of the Ss and St
is idempotent.
Example 2.5. For any ﬁnite or inﬁnite cardinal number k with nk4, let Mn,k be the complete graph Kn together
with k end vertices each of which linked to distinct vertices of Kn. Then Mn,k has no corresponding semigroups.
Proof. By [11, Theorem 2.2], the graph Mn,3 has no corresponding semigroups. Since Mn,k is obtained by adding
some end vertices to some internal vertices of Mn,3, the result follows from Corollary 2.3. 
Theorem 2.1, Corollaries 2.2 and 2.3 are particularly powerful when the related graph (S) − Tx has a unique
corresponding zero-divisor semigroup, as is illustrated by the following examples.
Example 2.6.1. The following graph G in Fig. 2 has a unique corresponding zero-divisor semigroup. In fact let
S = V (G) ∪ {0}. Then the unique multiplication table of S is given by 0S = S0 = 0 and Table 1.
Proof. Since a3x1 ∈ ann(x2) ∩ ann(a1) ∩ ann(a2), we obtain a3x1 = a2. Hence a22 = 0. By symmetry, we also have
a3x2 = a1 and a21 = 0. Since a2x1 ∈ ann(x2)∩ ann(a3), we have a2x1 = a2. By symmetry, a1x2 = a1. From a3x1 = a2
and a3x2 = a1, we obtain a23x1 = 0 and a23x2 = 0. Thus a23 ∈ ann(x1) ∩ ann(x2) ∩ ann(a1) ∩ ann(a2), from which we
obtain a23 =0. Nowwe consider the possible value of x21 . First x21 = 0 by a2x1=a2. Also we have x21 = 0, x2, a1, a2, a3
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Fig. 3.
since a2(x21 ) = a2. Thus x21 = x1. By symmetry, we also have x22 = x2. This leads to the unique possibly associative
table as shown above. Finally we veriﬁed the associativity with the aid of a computer. 
Now let us consider graphs H obtained by adding some end vertices to some vertices of G. We have the following
conclusions:
Example 2.6.2 (Continuation of Example 2.6.1). Each of the graphs in Fig. 3 has a unique zero-divisor semigroup,
where each of U and V consists of ﬁnitely or inﬁnitely many end vertices.
Proof. Consider a graph H in Fig. 3 and let G be the subgraph of H induced on the vertex set V (H) − (V ∪ U).
Denote S1 = V (H) ∪ {0} and S = S1 − (U ∪ V ). If S1 is a zero-divisor semigroup with (S1) = H , then (S) = G.
By [6, Theorem 4], S is an ideal of S1. In particular, S is a sub-semigroup of S1. By Example 2.6.1, there exists (up to
isomorphism) exactly one associative multiplication in S. Thus we can assume that S1 − (V ∪V ) has the multiplication
given in Example 2.6.1.
(1) Let us ﬁrst assume U = ∅, V = ∅. Now in order to determine the structure of S1, it will sufﬁce to determine
values of uv and vw, for all u, v ∈ V , w ∈ (S1 − V )∗.
For any u ∈ V , we have a2u = 0. From
x2u ∈ ann(x1) ∩ ann(a2) ⊆ {0, x2, a1}
we have x2u=x2, since x2u=a1 implies 0=a1a3= (a3x2)u=a1u. Also x2u=x2 implies u2 = 0 and a1=a1x2=a1u.
Since
x1u ∈ ann(x2) ∩ ann(a1) ∩ ann(a2) = {0, a2},
we obtain x1u = a2. This implies x1u2 = 0. Since u2 = 0 and x21 = x1, we have either u2 = a1 or u2 = x2. However,
u2 = a1 implies a1 = a1x2 = (ux2)u = x2u = x2, a contradiction. Thus we must have u2 = x2 for all u in V. Now
that x1u = a2 implies x1(a3u) = 0, we must have a3u = a1, since otherwise one has a3u = x2 and hence a1x2 = 0,
a contradiction. Finally, for any u = v ∈ V we conclude uv = x2. In fact, we have uv = x1 since uv ∈ ann(a2). If
uv = a1, then a1 = a1u = u2v = x2v = x2, a contradiction. If uv = a2, then 0 = a2u = u2v = x2. If uv = a3, then
0 = (a1u)v = a1. If uv =w ∈ V , then wx1 = u(vx1)= ua2 = 0. These contradictions show uv = x2. In summary, we
obtained the multiplication table (Table 1) and the following:
VV = {x2}, x2u = x2, x1u = a2, a1u = a1 = a3u, a2u = 0.
The discussions show that the graph H in Fig. 1 (U = ∅ and V arbitrary case) uniquely determines a possibly
associative multiplication table on S1 = V (H) ∪ {0}. The remaining work is to verify the associativity. This is really
the case, either by direct veriﬁcation or by taking advantage of a computer. In Table 2,we list the table for U = ∅,
V = {u, v}, and we veriﬁed the associativity of the table with the aid of a computer.
(2) Now assumeU = ∅ and V = ∅. Let x=a1, T (x)=U andCx =H −(U ∪{x}). Then it follows from Theorem 2.1
that S1 −U is a sub-semigroup of S1 such that (S1 −U)=H −U . Again by Theorem 2.1, S1 −V is a sub-semigroup
of S1 such that (S1 − V ) = H − V . Hence by symmetry and by (1), if we start from the same multiplication deﬁned
by Table 1 in S1 − (U ∪ V ), then the structures of the sub-semigroups S1 −U and S1 − V are uniquely determined by
Table 2. Thus in order to determine the possible structure of S1, it is only necessary to determine the values of uv for
all u ∈ U, v ∈ V .
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Table 2
· a1 a2 a3 x1 x2 u v
a1 0 0 0 0 a1 a1 a1
a2 0 0 a2 0 0 0
a3 0 a2 a1 a1 a1
x1 x1 0 a2 a2
x2 x2 x2 x2
u x2 x2
v x2
Table 3
· a1 a2 a3 x1 x2 u1 u2 v1 v2
a1 0 0 0 0 a1 0 0 a1 a1
a2 0 0 a2 0 a2 a2 0 0
a3 0 a2 a1 a2 a2 a1 a1
x1 x1 0 x1 x1 a2 a2
x2 x2 a1 a1 x2 x2
u1 x1 x1 a3 a3
u2 x1 a3 a3
v1 x2 x2
v2 x2
Fig. 4.
Fig. 5.
Sinceuv ∈ ann(a1)∩ann(a2) ⊆ {0, a1, a2, a3},wemust haveuv=a3. In fact, ifuv=a1, then 0=x1a1=(x1v)u=a2u,
a contradiction. By symmetry we also have uv = a2. Below we list Table 3 for U = {u1, u2}, V = {v1, v2} and we
veriﬁed the associativity with the aid of a computer.
This ends the proof since the general case is a trivial generalization of the |U | = |V | = 2 case. 
Example 2.6.3 (2.6.1 and 2.6.2 continued). For other graphs H obtained by adding some end vertices to some vertices
of G in Example 2.6.1, H has no corresponding semigroups.
Proof. Consider the graphs in Figs. 4 and 5, where U is non-empty and it consists of some end vertices. In each case,
there exist non-adjacent vertices x, y such that for any z, N(x)∪N(y)N(z), where by deﬁnition N(z)=N(z)∪ {z}.
In fact, for a graph in Fig. 5, consider
N(x1) ∪ N(a3) = U ∪ {a1, a2, x2}.
For a graph in Fig. 4, consider
N(x2) ∪ N(a3) = U ∪ {a1, a2, x1}.
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Fig. 6.
Table 4
· a1 a2 a3 x1 u x2 v x3 w
a1 a1 0 0 0 0 a1 a1 a1 a1
a2 a2 0 a2 a2 0 0 a2 a2
a3 a3 a3 a3 a3 a3 0 0
x1 x1 x1 a3 a3 a2 a2
u x1 a3 a3 a2 a2
x2 x2 x2 a1 a1
v x2 a1 a1
x3 x3 x3
w x3
Table 5
· a1 a2 a3 x1
a1 0 0 0 0
a2 0 a1 0 a1
a3 0 0 a3 a3
x1 0 a1 a3 a3
By [6, Theorem 1(4)], a graph in Figs. 4 or 5 has no corresponding semigroup. By Corollary 2.3, only a graph in Fig. 3
has a corresponding semigroup. 
Example 2.7. Each of the graphs in Fig. 6 has corresponding semigroups, where U,V and W consist of ﬁnitely or
inﬁnitely many end vertices.
Proof. We only construct a semigroup S = {0, a1, a2, a3} ∪ U ∪ V ∪ W for the |U | = |V | = |W | = 2 case since the
general case is a trivial generalization of this ﬁnite case. For U = {x1, u}, V = {x2, v},W = {x3, w}, we easily deduce
the following associative multiplication table (Table 4) starting from a known corresponding semigroup ofK3 in a way
similar to the proof of Example 2.6.2. We veriﬁed the associativity with the aid of a computer. 
Proposition 2.8. Let G be the graph of a semigroup S and assume that G has a cycle. For a vertex x in G that is not
an end vertex, let Tx be the set of end vertices adjacent to x. Then Tx ∪ {0} is a sub-semigroup of S, if x2 = 0.
Proof. For any u, v ∈ Tx with uv = 0, obviously uv = x since x2 = 0 and (uv)x = 0. Let c = uv. If c is not an end
vertex of G, then by [6, Theorem 1(3)] it is in the core of G since the graph G has a cycle. There exists another vertex
d in the core such that d = x, c and x − c− d . Then from 0= dc= (du)v, we obtain du= x since by [6, Corollary 1],
S − Tx is an ideal of S. But then we have x2 = d(xu) = 0, a contradiction. Thus uv must be an end vertex and hence
uv ∈ Tx . 
In Proposition 2.8, the condition that G has a cycle cannot be dropped from the assumption. A counterexample
already appears in the remark after Corollary 2.2. It is also easy to ﬁnd many counterexamples for any star graph
K1,n (n2). The other condition x2 = 0 could not be dropped from Proposition 2.8 either.
Example 2.9. Consider the semigroup S={0, a1, a2, a3, x1} with the multiplication table (Table 5). It is easy to verify
that S is a semigroup. Obviously, (S) has a triangle, and Ta1 ∪ {0} is not a sub-semigroup of S. 
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Fig. 7.
Recall that a semigroup S is called a reduced semigroup if there exist no non-zero nilpotent elements in S.
Theorem 2.10. Let G be the graph of a ﬁnite or an inﬁnite semigroup S. If there exist two adjacent vertices s, t in G
such that Ts = ∅, Tt = ∅, s2 = s, t2 = t and neither s nor t is an end vertex, where Ts (respectively, Tt ) consists of all
end vertices adjacent to s (respectively, to t), then the following conclusions hold:
(1) TsTt ⊆ N(s) ∩ N(t) and sS = {0, s}, tS = {0, t}. In particular, both sS and tS are minimal ideals of S and
TsTt ⊆ K(G), where K(G) is the core of G.
(2) There is no nilpotent element in Ts ∪ Tt .
(3) If further one of the following conditions holds, then Ts is a (reduced) sub-semigroup of S: (I) Each element of
N(s) ∩ K(G) is nilpotent. (II) The edge s − t is not contained in any quadrilaterals.
Proof. (1) and (2) Let us ﬁrst show that TsTt ⊆ N(s) ∩ N(t). Assume y ∈ Ts and x ∈ Tt . By assumption y = t and
x = s. Consider the subgraph of G in Fig. 7. Since xy ∈ ann(s) ∩ ann(t), the value of xy has only three possibilities,
i.e., xy = s, xy = t, xy = c ∈ N(s) ∩ N(t).
If xy = s, then we have 0 = sx = x2y and hence x2 = 0. Since 0 = ts = (ty)x, we have ty = t . Thus ty2 = t . On
the other hand, we have 0 = sy = xy2 and thus y2 = t . Finally, we have t2 = ty2 = ty = t , contradicting assumption
on vertex t. Thus xy = s. By symmetry, we also have xy = t . Thus we must have xy = c ∈ N(s) ∩ N(t). In this
case we have x2 = 0, since 0 = cx = x2y. Similarly, we also have y2 = 0. Therefore, sS = ann(y) = {0, s} and
tS = ann(x) = {0, t}. In particular, we have sx = s, ty = t . Hence, Ts ∪ Tt contains no nilpotent element.
(3) By (1), the graph G has a cycle. Thus every vertex of G is either an end vertex or in the core K(G) [6, Theorem
1(3)]. Now we assume that either condition (I) or (II) holds, and we show that Ts ∪{0} is a sub-semigroup of S. For any
y ∈ Ts and x ∈ Tt , let c= xy. Then in G there is a triangle t − s − c− t and c ∈ N(t)∩N(s) by (1). Let y2 = d. Then
d ∈ N(s) and we have td= ty2 = t . Hence, d = s, t and d is not a nilpotent element. Also, d = c since c− t but d is not
adjacent to t. If condition (I) holds, then d /∈N(s) ∩ K(G) and hence d is an end vertex, i.e., y2 ∈ Ts . If condition (II)
holds, then d must be an end vertex adjacent to s, since otherwise we have another vertex h ∈ K(G) such that h = s
and d − h. Then from (hy)y = 0 we have hy = s, which also implies h = t . Since t = ty, thus ht = (hy)t = st = 0. In
this case, we have a square s − d − h − t − s (see Fig. 7), contradicting assumption (II). This shows that y2 ∈ Ts for
all y ∈ Ts .
For distinct elements y, z ∈ Ts , obviously yz ∈ N(s). If yz= s, then 0 = st = t (yz)= tz= t , a contradiction. Thus
yz ∈ N(s). Since t (yz) = t , yz is not nilpotent. Thus we have yz ∈ Ts if condition (I) holds. In general, if yz is not an
end vertex, then in a way similar to the above y2 case we obtain a cycle of length four s − yz− h− t − s. This proves
that T 2s ⊆ Ts if either condition (I) or condition (II) holds.
In conclusion, Ts ∪ {0} is a sub-semigroup of S if the condition (I) or condition (II) holds. From (2) we already know
that Ts is reduced. This completes the proof. 
Theorem 2.10 actually reveals some information on how local property of (S) affects global property of the
semigroup S. In fact, we have the following:
Corollary 2.11. Assume that in G=(S) there exists a path y − s − t − x such that s2 = 0, t2 = 0, where both x and
y are end vertices of (S). Then
(1) K(G) is not empty and it contains at least |TsTt | triangles, where Ts (respectively, Tt ) consists of all end vertices
adjacent to s (respectively, to t).
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Fig. 8.
(2) S has at least two minimal ideals of the form {0, s}.
(3) If further either the ideal I2 = V (K(G))∪ {0} is nil or the edge s − t is not contained in any square, then S has at
least two disjoint reduced sub-semigroups which do not contain the zero element.
(4) Assume further that each element of S has a ﬁnite order. If either Ts or Tt is not a sub-semigroup of S, then S has
a zero-divisor sub-semigroup S0 such that (S0) is a square.
Proof. (1)–(3) follow directly from Theorem 2.10.
(4) Assume that Ts is not a sub-semigroup of S. Then there exist elements y, z ∈ Ts such that yz is a vertex in the core
K(G). By the proof of Theorem 2.10(3), there exists a non-zero element h ∈ S such that s−yz−h− t is a square. Also
hs=s, t (yz)= t and hence neither yz nor h is nilpotent. Since (hy)z=0, we have hy=s and hence h(xy)=sx=s. Since
both 〈h〉 and 〈yz〉 are ﬁnite reduced sub-semigroups of S, there exist non-zero idempotent elements (yz)m and hn by
[8, Corollary 5.9]. Now consider the subgraph ofG in Fig. 8. Since t (yz)m= t , we have (yz)m = s, t, yx. Since hns=s,
we have hn = s, t, yx. Finally hyz= 0 implies hn = (yz)m since hn is reduced. Denote S0 ={0, s, t, (yz)m, hn}. Then
S0 is a zero-divisor sub-semigroup of S such that the graph (S0) is a square. 
Recall that a semigroup S with zero element is said to be nil if all elements of S are nilpotent. A semigroup S is said
to be nilpotent if there exists a ﬁnite positive integer n such that Sn = {0}. Obviously all nilpotent semigroups are nil.
It is also known that the class of inﬁnite nil semigroups is much larger than the class of inﬁnite nilpotent semigroups.
As an immediate application of Theorem 2.10(2), we have the following corollary:
Corollary 2.12. Let S be a ﬁnite or an inﬁnite nil semigroup. For any adjacent vertices s and t, if in N(s) there is an
end vertex e = t , then there is no end vertex in N(t).
Proof. By assumption, Ts = ∅ and s is not an end vertex. If t is an end vertex, then N(t) = {s} and certainly there is
no end vertex in N(t). If t is not an end vertex, then we must have Tt = ∅, otherwise by Theorem 2.10(2) we deduce
that e is not nilpotent, contradicting the assumption on S. 
If s and t are the two sub-centers of a two-star graph (S), then we already have Ss = {0, s} and St = {0, t}, since
{0, s, t} is an ideal of S. As an immediate application of Theorem 2.10 or Corollary 2.11, we now further conclude that
at least one minimal ideal of the two is idempotent:
Corollary 2.13. If (S) is a ﬁnite or an inﬁnite two-star graph whose sub-centers are s and t, then either s or t is
idempotent. In particular, no (ﬁnite or inﬁnite) two-star graph has a corresponding nil semigroup.
Proof. Assume in the contrary that s2 = s and t2 = t . Then by Theorem 2.10(1) K(G) is not empty, a
contradiction. 
Corollary 2.14. For any adjacent vertices s, t in (S) such that neither s nor t is an end vertex, if either sS = {0, s}
or the edge s − t is not contained in any triangle, then at least one of the following conditions holds: (1) Ts = ∅, (2)
Tt = ∅, (3) s2 = s, (4) t2 = t .
Proof. If none of the four conditions holds, then take an x from Ts and an y from Tt . By Theorem 2.10(1), we obtain
a triangle s − xy − t − s and we have Ss = {0, s}, contradicting the assumption. 
We remark that Examples 2.6.1–2.6.3 also give a nice illustration to Theorem 2.10 and Corollary 2.11. Recall that
in the unique semigroup S determined by the graph G in Fig. 3, where both U and V are non-empty and each of them
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consists of ﬁnitely or inﬁnitely many end vertices, we must have
a21 = 0 = a22, UV = {a3}, U2 = {x1}, V 2 = {x2}, x21 = x1, x22 = x2.
Notice that neither U nor V is a sub-semigroup of S. Notice also that in both N(a1) ∩ K(G) and N(a2) ∩ K(G) there
is a non-nilpotent element, and that the edge a1 − a2 is contained in a square. This also shows neither condition (I) nor
(II) in Theorem 2.10(3) can be weakened further.
For any 1m |V (G)|, the graphG is said to bem-uniquely determined (by neighborhoods), if for any x, y ∈ V (G)
with |N(x)| = |N(y)| = m, N(x) = N(y) implies x = y.
Proposition 2.15. Let G be the graph of a ﬁnite or an inﬁnite zero-divisor semigroup S. Let s be a vertex of G with the
greatest degree m. Assume that G is m-uniquely determined and s2 = s. Then {s, 0} is an ideal of S.
Proof. For any x ∈ S with xs = 0, we have sx /∈N(s). ThusN(s) ⊆ N(sx) and henceN(s)=N(sx). By assumption,
we obtain sx = s. This shows that Ss ⊆ {s, 0}. 
3. Sub-semigroups of semilattices and N -determined graphs
It is easy to observe that vertices of the zero-divisor graph (R) of a Boolean ring R are uniquely determined by their
neighborhoods, i.e., N(x) = N(y) only if x = y for any vertices of (R) [9, p. 2], where N(x) = {y ∈ (R) | y − x}
and is the set of neighbors of x in (R). In the following, we will call such graphs N-determined for short. However,
this result does not hold for general semilattices.
Proposition 3.1 (DeMeyer and DeMeyer [6, Theorem 3(2)] and Zuo and Wu [12, Proposition 3.2]). Let r be a ﬁnite
integer with r2. For any ﬁnite or inﬁnite complete r-partite graph G, there exists a semilattice S such that (S)G.
The graph (S) is not N-determined when at least one partition of (S) contains more than one vertex.
Proof. Weonly prove the ﬁnite case since the inﬁnite case is similar. In fact, let S={0}∪(⋃ri=1Ai) be a disjoint union of
r+1 non-empty subsets, whereAi={aiki | 1kimi}. Deﬁne a2iki =aiki , airais=ai1 (r = s), aikajl=0 (i = j). Then
S is a commutative zero-divisor semigroup whose zero-divisor graph (S) is the complete r-partite graph. Obviously,
S is a semilattice. 
For semigroup S with zero element 0, let Z(S)∗ = Z(S) − {0}. Deﬁne an equivalence relation ∼ in Z(S)∗ in the
following natural way:
x ∼ y if and only if N(x) = N(y).
For any 0 = x ∈ Z(S)∗, denote by Sx the equivalence class containing x, i.e.,
Sx = {y ∈ Z(S) | y = 0, N(y) = N(x)}.
In the following Theorem 3.2 and Corollary 3.3, we do not need to assume that S is a zero-divisor semigroup.
Theorem 3.2. Let S be any ﬁnite or inﬁnite reduced commutative semigroup with zero-element 0. Then for any x in
Z(S)∗,
(1) Sx is a sub-semigroup of S.
(2) Let Sx = {y ∈ Z(S)∗ |N(y) ⊆ N(x)}. Then Sx is a sub-semigroup of S, 0 /∈ Sx and Sx is an ideal of Sx .
In particular, (1) and (2) hold for any commutative regular zero-divisor semigroups.
Proof. (1) FirstSx = ∅ for any x ∈ Z(S)∗ since x ∈ Sx . For any non-zero y inZ(S)∗, obviously xy = 0 ifN(y)=N(x).
Since S is reduced, we further obtain xy /∈N(x). Hence N(x) ⊆ N(xy). Conversely, for any element u ∈ N(xy), we
have u = x, y, xy and xu = y. Since (xu)y = 0, we have xu ∈ N(y) = N(x). Hence, (xu)2 = (x2u) · u = 0, and
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therefore, xu = 0. This shows N(xy) ⊆ N(x), and hence N(x) = N(xy). By the argument, zy ∈ Sx holds for any
y, z ∈ Sx . Thus Sx is a sub-semigroup of S and 0 /∈ Sx .
(2) For any y ∈ Sx , if xy = 0, then x ∈ N(y) but x /∈N(x), contradicting assumption that N(y) ⊆ N(x). Thus
xy = 0. We have xy /∈N(x) since S is reduced. Therefore N(x) ⊆ N(xy). Conversely, for any u ∈ N(xy), we have
uxy=0, u = x, y, xy. If ux = 0, then ux = y. Thus ux ∈ N(y) ⊆ N(x), and hence (ux)2=ux2u=0, a contradiction.
Thus we also have N(xy) ⊆ N(x), and hence N(x)=N(xy). This shows that Sx is an ideal of Sx . Now if z ∈ Sx ,
then we have N(yz) ⊆ N(xyz)=N(xy)=N(x) and hence yz ∈ Sx . This shows that Sx is a sub-semigroup of S.
Obviously 0 /∈ Sx . 
Corollary 3.3. For any reduced commutative semigroup S with zero-element 0, the zero-divisor graph (S) is N-
determined if and only if N(y) ⊆ N(x) implies yx = x for all y, x in Z(S)∗.
Proof. (⇐) If N(x) = N(y), then by Theorem 3.2(1) we have x = xy = yx = y. Therefore, (S) is N -determined.
(⇒) Assume (S) is N -determined and N(y) ⊆ N(x). By Theorem 3.2(2) we have N(xy) = N(x) and hence
xy = x. 
Corollary 3.4. For a reduced commutative zero-divisor semigroup S, if the graph (S) is N-determined, then S is a
semilattice with the least element 0.
Proof. This follows from the necessary part of Corollary 3.3. 
For any semigroup S with zero element 0, denote
US = {N(x)|x ∈ Z(S)∗} ∪ N(0),
where N(0) is deﬁned to be Z(S)∗. Then US is a partially ordered set with the following ordering: N(x)N(y) if and
only if N(x) ⊇ N(y). Since Theorem 3.2 and Corollary 3.3 hold in particular for semilattices S with zero element, we
have the following:
Corollary 3.5. For any semilattice S with zero element 0, the following statements are equivalent:
(1) The graph (S) is N-determined.
(2) The map x → N(x) is an order-preserving isomorphism from the partially ordered set S to US .
In particular, if (S) is N-determined, then US is a semilattice with the least element N(0) whose meet operation is
deﬁned by
N(x) ∧ N(y) = N(xy),
and the semilattice US is isomorphic to the semilattice S.
Proof. For any semilattice S, xy if and only if yx = x for all x and y in S [8, Corollary 1.2]. Then the result follows
from Corollary 3.3. 
As another application of Theorem 3.2 and Corollary 3.3, we obtain the following results which should be compared
with Proposition 3.1:
Corollary 3.6. For any ﬁnite or inﬁnite cardinal number n2, let Kn be the complete graph with n vertices. Choose
any x not in V (Kn) and link some vertices of Kn to x to obtain a new simple connected graph G. Then there exists (up
to isomorphism) exactly one semilattice S with zero element such that (S)G.
Proof. For the graph G constructed, ﬁrst notice that G is not N -determined if and only if in Kn there exists exactly
one vertex not adjacent to x.
If x is adjacent to every vertex of Kn, then G = Kn+1. In this case, the conclusion is obviously true.
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Assume in Kn there exists exactly one vertex y not adjacent to x, and assume further that there exists a semilattice S
with zero element 0 such that (S)=G and V (G)=S∗. If xy /∈ {x, y}, then we have xy= (xy)2 = ((xy)x) ·y=0y=0,
a contradiction. Thus either xy = x or xy = y. This proves the uniqueness of such S if it exists. On the other hand, for
any set S with |S| = |G| and 0 /∈ S, we ﬁx two elements x, y in S and deﬁne a partial order  in S1 = S ∪ {0} in the
following way:
0z, zz, xy, ∀z ∈ S1.
Then S1 is a semilattice with zero element 0 such that (S1)G.
Now assume that in Kn there is more than one vertex not adjacent to x. Then G is N -determined. Assume further
that there exists a semilattice S such that (S) = G. Assume S − {0} = V (G). For any vertex a in Kn which is not
adjacent to x, since N(x) ⊆ N(a), by Theorem 3.2(2) we obtain N(a) = N(ax). Since G is N -determined, we have
a=ax. This shows that if such semilattice exists, then it is unique up to isomorphism. Obviously we have an associative
multiplication table on the vertices of G such that (S) = G. This completes the proof. 
Corollary 3.7. The following graphs have no corresponding semilattices:
(1) The complete graph Kn together with more than one end vertex, where n is any ﬁnite or inﬁnite cardinal number
with n4.
(2) The complete r-partite graphKm1,m2,...,mr together with end vertices,where r2 andmi are any cardinal numbers
with mi2 for all i.
(3) Any ﬁnite or inﬁnite two-star graph.
Proof. Without loss of generality, we only prove the ﬁnite cases. Assume to the contrary that there exists a semilattice
S such that (S) = G.
(1) This follows from [11, Theorem 3.2].
(2) Without loss of generality we assume that G is a complete bipartite graph
Km,n = {ai | 1 im} ∪ {bj | 1jn}
together with some end vertices and we assume x1 is an end vertex adjacent to a1 in A, where m2. Since
(a1a2)x1 = 0, we have a1a2 = a1. Now consider a2x1. If a2x1 = a1, then a21 = 0. Thus a2x1 = b for some b ∈ B.
However, we have a22x1 = a2b = 0 and thus a22 = a1, a contradiction.
(3) Assume that G = {xi | 1 im} ∪ {a, b} ∪ {yj | 1jn}, where xi − a − b − yj ,∀i, j . If S = V (G) ∪ {0} is a
semilattice such that (S)=G, then by Theorem 3.2(2) we have x1b= b, y1a= a, since N(x1) ⊆ N(b),N(y1) ⊆
N(a). Then we have 0 = by1 = (x1y1)b and 0 = ax1 = (x1y1)a. Thus we obtain
x1y1 ∈ {a, yj } ∩ {b, xi},
which is obviously impossible. 
Remark. (1) By Corollaries 2.13 and 3.7(3), any ﬁnite or inﬁnite two-star graph has neither nil semigroups nor
semilattices.
(2) Corollary 3.7(2) contrasts sharply with Proposition 3.1.
Recall that a Boolean algebra is a distributive complemented lattice with the smallest element 0 and the largest
element 1. Recall from [2, p. 225] that a graph G is called complemented if for each vertex x of G, there exists a
vertex y such that x ⊥ y, i.e., x = y and the edge x − y is not part of any triangle. G is called uniquely comple-
mented if G is complemented and whenever x ⊥ y and x ⊥ z, then N(y) = N(z). Following [9], a simple graph G is
called aBoolean graph ifG is the zero-divisor graph of someBoolean ring. It can be veriﬁed that a Boolean graph is both
N -determined and uniquely complemented. (For details, see the proof of Theorem 3.8.) By [9, Theorem 4.2,
Corollary 4.3], a Boolean graph with more than two vertices has a unique corresponding zero-divisor semigroup
and a unique corresponding ring. In the ﬁnal part of this paper, we use Theorem 3.2 and Corollary 3.3 (or Corollary
3.5) to give a characterization of a Boolean graph.
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Theorem 3.8. A simple connected graph G is a Boolean graph if and only if the following conditions hold:
(1) The graph G is N-determined.
(2) The graph G is (uniquely) complemented.
(3) For any x, y ∈ V (G) with N(x) ∩ N(y) = ∅, there exists some z ∈ V (G) such that N(x) ∩ N(y) = N(z).
(4) The graph G has a corresponding semilattice with the least element 0.
Proof. (⇒)AssumeG=(R) for a Boolean ring R. ThenZ(R)∗=R−{0, 1} and R is commutative with characteristic
2. For any non-zero idempotent element e of Z(R), we have N(e) = [(1 − e)R]∗.
(1) If N(e)=N(f ), then (1 − e)R = (1 − f )R. Assume (1 − e)f = (1 − f )r . Then f − ef = (1 − f )f r = 0. Thus
we have f = ef = f e = e. This shows that (R) is N -determined.
(2) For a Boolean ring R we have T (R) = R, where T (R) is the total quotient ring of R. Thus from [2, Theorem 3.5]
we know that (R) is uniquely complemented.
(3) First it is routine to verify that
x + y + xy = 0, N(x) ∩ N(y) = [(1 − x)(1 − y)R]∗
holds for all non-zero elements x, y ∈ Z(R). ThusN(x)∩N(y)=∅ if and only if 1=x+y+xy. If x+y+xy = 1,
it follows from x + y + xy = 1 − (1 − x)(1 − y) that
N(x) ∩ N(y) = [(1 − x)(1 − y)R]∗ = N(x + y + xy).
(4) This is obvious.
(⇐) Now assume that there is a semilattice S with least element 0 and such that V (G) = S∗, where G = (S).
Assume further that the graphG satisﬁes conditions (1)–(3). LetUS ={N(x) | x ∈ S} be the set of neighborhoodsN(x)
of vertices x ∈ V (G) together with N(0) = S∗, and equip US with the partial order  deﬁned by the following:
N(x)N(y) ⇔ N(x) ⊇ N(y).
Take any element not in S and we denote it as 1. Denote N(1) = ∅. Set
R = S ∪ {1}, P (G) = {N(x)|x ∈ R} = US ∪ {N(1)}.
Then the partial order in US is trivially extended to P(G). Since G is N -determined, US is a semilattice isomorphic to
the lattice S by Corollary 3.5. Thus it is easy to see that P(G) is also a semilattice with the least element N(0) and the
largest element N(1). Notice that in P(G) we have
N(x) ∧ N(y) = N(xy).
Now we deﬁne N(x) ∨ N(y) = N(x) ∩ N(y). If N(x) ∩ N(y) = ∅, then by condition (3) there exists some
z ∈ S∗ such that N(x) ∨ N(y) = N(z). If N(x) ∩ N(y) = ∅, then deﬁne N(x) ∨ N(y) = N(1). It is obvious that
(P (G),∧,∨, N(0), N(1)) is a lattice. We claim that P(G) is a distributive lattice. In fact, it sufﬁces to prove that
(N(x) ∨ N(y)) ∧ N(z) = (N(x) ∧ N(z)) ∨ (N(y) ∧ N(z)).
Of course, we have
(N(x) ∨ N(y)) ∧ N(z)(N(x) ∧ N(z)) ∨ (N(y) ∧ N(z)),
i.e., (N(x) ∨ N(y)) ∧ N(z) ⊆ (N(x) ∧ N(z)) ∨ (N(y) ∧ N(z)). Conversely, ﬁrst notice
N(x) ∧ N(z) = N(xz), N(y) ∧ N(z) = N(yz), N(x) ∨ N(y) = N(x) ∩ N(y).
Assume N(x) ∩ N(y) = N(k). For any t ∈ N(xz) ∩ N(yz), we have (tz)x = 0 = (tz)y. Thus tz ∈ N(k) and hence
tzk = 0. Thus t ∈ N(kz) = N(k) ∧ N(z). This implies the converse inclusion
(N(x) ∨ N(y)) ∧ N(z) ⊇ (N(x) ∧ N(z)) ∨ (N(y) ∧ N(z)).
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Table 6
· a1 a2 a3 a4
a1 a1 0 0 a1
a2 0 a2 a2 0
a3 0 a2 a3 0
a4 a1 0 0 a4
By condition (2), G is complemented. Thus P(G) is a complemented lattice and hence a Boolean algebra. In the
following we denote by N(x) the complement of N(x).
Clearly, there is a multiplication operation on R: for any x, y ∈ R, xy= z if and only ifN(x)∧N(y)=N(z). Deﬁne
an addition + on R as follows: Given x, y ∈ R, then there is a unique z ∈ R such that
(N(x) ∧ N(y)) ∨ (N(x) ∧ N(y)) = N(z).
We then deﬁne x + y = z. It is routine to verify that R is a Boolean ring with the identity element 1 and that (R)=G.
This completes the proof. 
By Theorem 3.8, most semilattices with zero element have zero-divisor graphs which have no corresponding rings.
By Corollary 3.6 and Theorem 3.8, there are abundant N -determined non-Boolean graphs which have corresponding
semilattices. In fact, almost all graphs in Corollary 3.6 satisfy conditions (1) and (4), but conditions (2) and (3) fail.
Furthermore, by Proposition 3.1 it is easy to see that for any m, n2, the complete bipartite graph Km,n satisﬁes
conditions (2)–(4) of Theorem 3.8, but condition (1) fails. In particular, the square graphC4 satisﬁes conditions (2), (3)
and (4), but it does not satisfy condition (1). The unique semilattice corresponding to C4 is S = {0, ai | i = 1, 2, 3, 4}
whose multiplication table is as given in Table 6.
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