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Abstract
The numerical approximation of definite integrals, or quadrature, often involves
the construction of an interpolant of the integrand and subsequent integration of the
interpolant. It is natural to rely on polynomial interpolants in the case of one di-
mension; however, extension of integration of polynomial interpolants to two or more
dimensions can be costly and unstable. A method for computing surface integrals
on the sphere is detailed in the literature (Reeger and Fornberg, Studies in Applied
Mathematics, 2016). The method uses local radial basis function (RBF) interpola-
tion to reduce computational complexity when generating quadrature weights for a
particular node set. This thesis expands upon the same spherical quadrature method
and applies it to an arbitrary smooth closed surface defined by a set of quadrature
nodes and triangulation.
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I. Literature Review
1.1 Background Motivation
An increasing number of applications, arising for example in geophysics, require
partial differential equations (PDEs) to be solved on irregular geometries [1]. A
numerical solution of PDEs is often paired with numerical quadrature over smooth
(closed) surfaces in order to obtain integrated quantities, such as total energy, average
temperature, etc. [2]. Accurate approximation of PDEs and integrals on a surface
often requires the construction of node sets featuring spatially varying densities in
order to capture rapidly changing features (viz. regions of large curvature). This
thesis presents an approach for calculating quadrature weights for such node sets to
be used in integral approximations over a smooth closed surface S. That is,
IS(f) :=
∫∫
S
f(x, y, z)dS ≈
N∑
i=1
Wif(xi, yi, zi) =: I˜S(f) (1)
where f(x, y, z) is a scalar function known at some N quadrature nodes and WN :
{Wi}Ni=1 are the corresponding quadrature weights.
Earlier literature focused on computing surface integrals on the sphere, or spherical
quadrature, over very specific node sets, partnered with tabulated weights for select
values of N (the total number of nodes) [3, 4, 5]. More recent literature borrowed
concepts from radial-basis-function-generated finite differences (RBF-FD) applied to
spatially variable node sets for spherical quadrature [2]. This more recent technique
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for spherical quadrature is expanded upon in Chapter II and adapted for use in
approximating integrals of arbitrary smooth closed surfaces. The need for approxi-
mations to surface integrals on surfaces other than the sphere arises in applications
that vary from geophysics, where the earth may be treated as an ellipsoid rather than
a sphere, to biology, where particle interactions may require models more complicated
than colliding spheres (see, for example, [6] and references therein).
This chapter introduces the inherent benefits of using radial basis functions (RBFs)
as an approximation basis for node sets featuring spatially variable density. These
benefits, which include high orders of accuracy when integrating the interpolant (e.g.
O(N−3.5) for a sphere on nearly uniformly spaced points) and relatively cheap com-
putation cost (e.g. O(N logN) for the techniques borrowed from [2]), are why RBFs
were chosen for use during interpolation in this thesis.
1.2 Radial Basis Functions
The approximation of a multivariate function f(x), x ∈ Rd (d the dimension),
can be accomplished in many ways - for example, the use of multivariate polynomials
as a basis [7]. When moving beyond one dimension, Mairhuber [8] showed that
interpolation with a set of basis functions that do not depend on the data locations is
an ill-posed problem. That is, an infinite number of configurations of the points where
the interpolation conditions are enforced lead to a singular linear system of equations
on the interpolation coefficients. Multivariate polynomial interpolation suffers from
this problem. Radial basis function interpolation, on the other hand, uses (as the set
of basis functions) translates of a single function {φ(ri)}Ni=1, where ri = ||x − xi|| is
the distance of any point x in the observational domain to the point xi (where an
interpolation condition will be enforced). As such, RBFs do not suffer from the same
problem as multivariate polynomials and become useful in this regard.
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Not only can radial basis functions be applied for any number of dimensions, but
they also have excellent approximation properties. They can be applied on meshless
data sets, allowing a user to easily enhance interpolation properties over certain data
features. For example, there may be unique results occurring for a certain region
of interest. Clustering data nodes near the region of interest reduces uniformity in
data fidelity. However, radial basis functions have the ability to work regardless of
this constraint. Examples of RBFs can be found in table 1 [9, 10], where ε is a
non-negative parameter for the infinitely smooth RBFs that affects the RBF shape.
Table 1. Types of Radial Basis Functions φ(r)
Piecewise Smooth (Conditionally Positive Definite)
MN Monomial |r|2m+1
TPS thin plate spline |r|2mln|r|
Infinitely Smooth (Positive Definite)
MQ Multiquadric
√
1 + (εr)2
IQ Inverse quadric 1
1+(εr)2
IMQ Inverse MQ 1√
1+(εr)2
GA Gaussian e−(εr)2
BE Bessel
J d
2−1
(εr)
(εr)
d
2−1
1.3 History of RBFs
Radial basis functions are a more recent development in mathematics. Uncon-
ditional nonsingularity of the interpolation problem for a specific case was given by
German scientist Bochner in 1933 [11]. This was followed by the use of positive def-
inite functions, a class of functions to which many RBFs belong, in specific metric
3
spaces in 1938 by Schoenberg [12]. It was not until 1971, however, that Hardy applied
multiquadric (MQ) functions to applications in topography given coordinate data for
irregular surfaces [13]. The multiquadric functions are radial functions of the form
indicated in table 1.
In Hardy’s work, RBFs were used to interpolate irregular smooth surfaces given
discrete data [13]. In 1990, he published another article summarizing MQ and
multiquadric-biharmonic (MQ-B) methods for use in such applications as geodesy,
geophysics, surveying and mapping, geography, remote sensing, signal processing,
and more [1]. After this emergence of MQ equations, radial basis functions became
increasingly popular.
Also in 1990, Kansa published a paper using multiquadrics as a basis for approx-
imating the solution to partial differential equations [14]. He pointed out that these
functions are continuously differentiable and integrable over a meshless grid, and are
therefore useful for representing other functions in the setting of integral and differ-
ential equations. Their simple extension to higher dimensions makes multiquadrics
and other radial basis functions great candidates for solving PDEs.
The construction of a RBF interpolant can be computationally intensive, par-
ticularly if the node set SN : {xi}Ni=1 (where the interpolation conditions are to be
enforced) is large. In the presence of N interpolation conditions on N nodes, a dense
linear system of equations of size N × N must be solved. Further complicating the
matter is that these interpolants are often used to construct approximate differential
operators (as in the case of [14]) whose application is through a dense matrix multipli-
cation. This computational complexity inspired the development of RBF-generated
finite differences (RBF-FD) [15, 16, 17, 18], which considers for each node xi ∈ SN a
subset Nn ⊂ SN of n points nearest xi and constructs an interpolant (and subsequent
approximate differential operator) on that set. This reduces computational cost to N
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linear systems of size n × n and an approximate differential operator that is sparse
[19]. The differences between global RBF approximations and RBF-FD has analogy
to those between pseudo-spectral methods and finite differences for approximating
derivatives.
1.4 Numerical Quadrature over Surfaces
The strong approximation properties of radial basis functions in interpolation
and the solution of PDEs led to their consideration for approximations to surface
integrals. Reeger and Fornbeg discuss numerical quadrature over the surface of a
sphere [2], forming the building blocks for this thesis. As a result, much of their work is
reiterated in Chapter II for completeness. Various integration methods on the sphere
are written by [5, 20, 21, 22, 23]. For instance, [23] proposes spherical harmonics as
a set of basis functions for interpolation and analyzes the variability in results for
using different quasi-uniform node sets on S2. On the other hand, when applying the
associated quadrature weights to approximate a surface integral, Womersley and Sloan
[5] suggest the use of exact cubature weights (quadrature weights in R3) associated
with polynomials of certain degrees, while also analyzing the use of various quasi-
uniform node sets on S2.
Some of the methods for numerically computing surface integrals on the sphere
have been adapted to other surfaces [24, 25]. Just as this thesis adapts from a spher-
ical quadrature method [2] to approximate an integral over a smooth closed surface
S ⊂ R3, Atkinson [24] also adapts spherical quadrature methods to solve integral
equations defined over simple smooth surfaces. He presents two general methods:
product Gaussian quadrature and finite element integration. The product Gaussian
quadrature uses Gauss-Legendre nodes and quadrature weights for the unit sphere
S2, with convergence rate O((2N−1/2−1)−u) on nearly uniform node sets (u the num-
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ber of times f in (1) is continuously differentiable). The finite element integration
discretizes S2 into triangles, with convergence rate O(K−1) (K the number of trian-
gles) when using spherical triangles, and O(K−2) when mapping spherical triangles
to planar triangles. He interpolates integrals over simple smooth surfaces using a
one-to-one mapping with S2 coupled with one of his two methods.
Fuselier et al. [25] developed quadrature methods that extend to manifolds M
that are either homogeneous (including S2) or diffeomorphic to homogeneous spaces.
Their methods result in a convergence rate of roughly O(N−2) for sufficiently smooth
integrands.
Additional types of quadrature for surfaces in R3 can be found at [26, 27, 28].
For example, [26] discusses numerical quadrature for piecewise smooth surfaces using
polynomial interpolants, while [27] couples Thin-Plate Spline interpolation (see table
1) with Green’s integral formula [29] for a meshless cubature in R3. Quadrature
involving a Galerkin discretization of a boundary integral equation with a weakly
singular kernel is adapted from electromagnetics to a general framework in [28].
In any case, a common theme throughout the development of each of these meth-
ods is that they are fixed to particular node sets featuring near-uniform density in
order to achieve stability. Some of these can achieve high orders of accuracy, even
spectral, on the near-uniform data sets, but at the expense of a lengthy, often in-
tractable, process for constructing the node sets themselves. For further discussion
of node sets on S2, see section 2.1.1.
1.5 Organization of Thesis
The aim of this thesis is to evolve the spherical quadrature method described in
the literature [2] and apply it to approximate the surface integral of a scalar function
over an arbitrary smooth closed surface. Chapter II walks through the steps involved
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in applying the spherical quadrature method, from discretizing a sphere surface to
computing the quadrature weights. This is followed in Chapter III by a similar
procedure applied to an arbitrary smooth surface. Chapters IV and V include some
results of the methods described in Chapter III and possible future considerations.
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II. Spherical Quadrature
Much of the basis behind the method for numerical quadrature over a smooth
closed surface comes from the techniques used for spherical quadrature discussed in
[2]. The purpose of this chapter is to explain the construction of the set of weightsWN
in (1) for S the surface of a sphere with radius ρ centered at the origin. The N nodes
make up the set SN : {(xi, yi, zi)}Ni=1. This notation will be consistent throughout this
chapter. The process to construct the quadrature weights can be summarized by
1. Discretize the sphere surface using a node set SN and triangulation T .
2. For each triangle τk ∈ T , k = 1, ..., K, project a local region SΩk containing n
surface nodes (from SN) and corresponding triangles to a plane tangent to the
sphere.
3. Interpolate the transformed integrand over n projected points Nn ⊂ SN in the
tangent plane using radial basis functions as a basis.
4. Integrate the interpolant over a triangle in the tangent plane region Ωk to get
planar quadrature weights
5. Convert the planar quadrature weights to spherical quadrature weights to be
used in (1)
This process will set the foundation for understanding the surface quadrature pre-
sented in Chapter III.
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2.1 Discretizing the Surface S
2.1.1 Types of Node Sets.
The sphere surface S2 can be easily parameterized, and hence many discretization
processes exist to yield a desired set of surface nodes SN ⊂ S2. The approximation
in (1) requires such a set of quadrature nodes SN of N nodes in R3. Various types
of node sets exist for S2, including the following examples illustrated in figure 1.
Define quasi-uniform to mean that the spatial density of a set of points on S2 is near
uniform (such node sets are necessary when considering the methods discussed in
section 1.4). That is, each point on S2 accounts for approximately the same surface
area. Some quasi-uniform node sets include Fibonacci, Icosahedral, minimum energy,
and maximum determinant. The Fibonacci node set [30] creates a mesh such that
each node on S2 represents roughly the same area (see section 2.3.2 on fill distance).
Meanwhile, the Icosahedral node set discussed in [25] subdivides the triangular facets
of the icosahedron. Quasi-minimum energy nodes in [25], on the other hand, treat
the nodes as point charges and nearly minimize the Riesz energy over possible node
configurations [31, 32]. Another minimum energy node set locally minimizes potential
energy [5]. The last depicted quasi-uniform node set, the maximum determinant node
set [5], locally maximizes the determinant of the interpolation matrix on the basis of
spherical harmonics. These node distributions vary such that they should be chosen
based on the application.
To illustrate the geometric flexibility of the present spherical quadrature method,
this thesis considers the Halton node set that maps the first N points from the Halton
sequence in R2 to the unit sphere S2 as discussed in [23]. Likewise, the random node
set maps N pseudo-random (computer generated) points from the standard normal
distribution in R2 to S2 also as discussed in [23].
Each of these node sets generates a different set of quadrature weights, with vary-
9
Fibonacci Icosahedral
Minimum
Energy
Maximum
Determinant Halton Random
Figure 1. Example node distributions over S2. Illustrations include N = 1443 for the
Fibonacci node set, N = 1442 for Icosahedral, and N = 1444 for the rest.
ing effects on convergence of the methods used to generate them [5, 23].
2.1.2 Delaunay Triangulation.
The set of quadrature nodes SN can be constructed in many ways as seen in section
2.1.1. An example of such a set appears in figure 2a. From the set SN a spherical
triangulation T = {τk}Kk=1 is constructed [33] such that
• the triangle vertices are the elements of SN ,
• the triangle edges are geodesics between the vertices of the triangles (uniquely
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defined as long as the two vertices on the edge are not separated, in angle, by
exactly pi),
• no triangle contains an element of SN other than its vertices,
• the interiors of the triangles are pairwise disjoint,
• the union of the set T covers S2, and
• no circumcircle of a triangle τk contains an element of SN on its interior.
An example Delaunay triangulation is illustrated in figure 2b. It is a generalization
of the straight line dual of the Voronoi diagram, formally introduced by Delaunay in
1934 [34]. The particular triangulation listed here covers the convex hull of the sphere
nodes, and is further discussed by Renka in [33]. Renka also includes an O(N logN)
algorithm for its construction. The triangulation can also be generalized to higher
dimensions according to [35].
The triangulation T allows IS(f) in (1) to be written as
IS(f) =
∫∫
S
f(x, y, z)dS =
K∑
k=1
∫∫
τk
f(x, y, z)dS
such that each τk ∈ T , for k = 1, ..., K, can be considered independently. That is,
quadrature can be performed on each individual triangle before adding up all the
quadrature weights to yield the desired weights WN for the surface integral I˜S(f).
2.2 Projection into a 2-D plane
With SN and T in hand, the following subsections will transform a three-dimensional
region, SΩk , on a sphere surface to a two-dimensional region, Ωk, on a plane tangent
to the sphere.
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(a) Nodes SN distributed over S2. (b) Delaunay triangulation T from
section 2.1.2.
(c) Nearest nodes Nn and surface region
SΩk projected to tangent plane.
(d) s(η, ξ) interpolating g(η, ξ) over
planar region Ωk
Figure 2. Progression of quadrature steps from sections 2.1.2 through 2.2.3
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2.2.1 Projecting Neighboring Nodes to a Tangent Plane.
In order to reduce the dimensionality of the quadrature problem (1), consider
parameterizing each triangle {τk}Kk=1 ∈ T locally through a change of variables. The
change of variables is performed via a gnomonic projection [36] into a plane that is
tangent to the sphere at a point in each triangle τk, as seen in figure 2c. The hallmark
of the chosen projection must be that geodesics on the sphere become lines in the
tangent plane. This requirement enforces that the surface area of each triangle in T
is not included more than once, and that the surface integral over a spherical triangle
τk becomes an area integral over a planar triangle τ˜k.
To form the projection for some spherical triangle τk, let τABC be the vertex
representation of τk - that is, xA,xB,xC ∈ SN are the vertices of τk - and define
xM = [xM , yM , zM ] =
xA + xB + xC
3
As this point lies below the sphere surface, the spherical triangle midpoint is
x˜M := [x˜M , y˜M , z˜M ] =
xM
||xM ||2ρ
(for a sphere of radius ρ) to project xM to the sphere surface S. The equation for the
tangent plane that passes through x˜M and that has the same normal vector as that
of the sphere surface at x˜M is
x˜m(x− x˜m) + y˜m(y − y˜m) + z˜m(z − z˜m) = 0
since x˜M − 0 is the surface normal at x˜M .
Consider projecting n neighboring nodes (from SN and nearest x˜M) into the tan-
gent plane. Call this set of neighboring nodes Nn. Projecting this set of nodes is a
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necessity when approximating a surface integral over an entire spherical triangle τk
via an area integral over a planar triangle τ˜k. Let SΩk represent the region of the
sphere surface S occupied by the neighboring nodes in Nn. The projection occurs
by finding the intersection between the plane tangent to the sphere at x˜M and the
line passing through a point (x, y, z) ∈ S near (x˜M , y˜M , z˜M). That is, consider the
parameter c such that
x˜M(x− x˜M) + y˜M(y − y˜M) + z˜M(z − z˜M) = 0
x˜
y˜
z˜
 = c

x
y
z

are satisfied simultaneously. Therefore,
c =
x˜2M + y˜
2
M + z˜
2
M
x˜Mx+ y˜My + z˜Mz
=
ρ2
x˜Mx+ y˜My + z˜Mz
(2)
Notice that a singularity in c occurs where x˜M · x = 0, for · the vector dot product.
That is, when the vector in the direction of x is perpendicular to the vector in the
direction of the triangle midpoint x˜M . This will become an important factor when
approximating the integral of f in the tangent plane since a discrete set of points
from Sn near τk, but not within τk, will need to be projected as well. As a result,
only points Sn within a 90◦ angle of x˜M are considered for projection.
2.2.2 Defining a Two-Dimensional System.
Now that the region SΩk about a spherical triangle τk ∈ T has been projected into
a tangent plane, it is natural to define a two-dimensional coordinate system in the
plane for computation. Let Ωk represent the two-dimensional planar region projected
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and transformed from SΩk . To simplify converting the three-dimensional planar coor-
dinates x˜: (x˜, y˜, z˜) to two-dimensional planar coordinates ω: (η, ξ), consider rotating
the coordinates (x˜, y˜, z˜) so that x˜M is located along the z-axis at (0, 0, ρ). Further-
more, this would place the tangent plane at x˜M parallel to the (x, y) plane, making
all z˜ set equal to ρ. This can be done through a series of rotation matrices
M1 =

x˜M√
x˜2M+y˜
2
M
y˜M√
x˜2M+y˜
2
M
0
− y˜M√
x˜2M+y˜
2
M
x˜M√
x˜2M+y˜
2
M
0
0 0 1
 and M2 =

z˜M
ρ
0 −
√
x˜2M+y˜
2
M
ρ
0 1 0√
x˜2M+y˜
2
M
ρ
0 z˜M
ρ

where ρ =
√
x˜2M + y˜
2
M + z˜
2
M . So,
M2M1 =

x˜M z˜M
ρ
√
x˜2M+y˜
2
M
y˜M z˜M
ρ
√
x˜2M+y˜
2
M
−
√
x˜2M+y˜
2
M
ρ
− y˜M√
x˜2M+y˜
2
M
x˜M√
x˜2M+y˜
2
M
0
x˜M
ρ
y˜M
ρ
z˜M
ρ

When performing the rotation on the triangle midpoint,
M2M1

x˜M
y˜M
z˜M
 =

0
0
ρ

verifies the intended rotation. Performing the transformation from three-dimensional
coordinates (x, y, z) ∈ SΩk to two-dimensional coordinates (η, ξ) ∈ Ωk (with c in (2)
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paired with the rotation matrices) yields the transformation

η
ξ
γ
 = cM2M1

x
y
z
 =

ρ[z˜M (x˜Mx+y˜My)−z(x˜2M+y˜2M )]√
x˜2M+y˜
2
M (x˜Mx+y˜My+z˜Mz)
ρ2(x˜My−y˜Mx)√
x˜2M+y˜
2
M (x˜Mx+y˜My+z˜Mz)
ρ

Just as intended, the last element of the planar coordinates is the radius of the
sphere and can therefore be dropped from the two-dimensional coordinate system.
This yields the same results as [2]:
ω =
η
ξ
 =
1 0 0
0 1 0


η
ξ
γ

=
ρ[z˜M (x˜Mx+y˜My)−z(x˜
2
M+y˜
2
M )]√
x˜2M+y˜
2
M (x˜Mx+y˜My+z˜Mz)
ρ2(x˜My−y˜Mx)√
x˜2M+y˜
2
M (x˜Mx+y˜My+z˜Mz)

(3)
for x˜2M + y˜2M 6= 0.
That is, when x˜M is already at (0, 0, ρ) (or (0, 0,−ρ)) and before applying the
rotation matrices M1 and M2, the parameter c becomes
c =
ρ2
x˜Mx+ y˜My + z˜Mz
=
ρ2
ρz
=
ρ
z
16
This results in (3) becoming (for x˜2M + y˜2M = 0) [2]
ω =
η
ξ
 =
1 0 0
0 1 0
 c

x
y
z

=
1 0 0
0 1 0


ρx
z
ρy
z
ρz
z

=
ρxz
ρy
z

(4)
Hence, a two-dimensional coordinate system is defined for each tangent plane region
Ωk projected from SΩk about τk ∈ T for k = 1, ..., K.
2.2.3 Radial Basis Function Interpolation.
With a two-dimensional coordinate system defined, it is imperative to understand
radial basis function (RBF) interpolation in order to interpolate the integrand g in
ISΩk (f) =
∫∫
SΩk
f(x, y, z)dS =
∫∫
Ωk
g(η, ξ)dηdξ = IΩk(g)
for IΩk the area integral over Ωk (see figure 2d). As mentioned in section 1.3, RBFs
are a type of basis function that can be used in interpolation in more than one dimen-
sion. Given a set of points (nodes) Nn: {xj}nj=1 in a domain Ωk and corresponding
measurements or samplings of an unknown scalar function g, {g(xi)}ni=1, interpolation
attempts to approximate g at other locations (besides those from Nn). In practice,
Nn will consist of the n nodes in SN nearest x˜M projected to the plane tangent to the
sphere at x˜M and transformed to the two-dimensional coordinate system (η, ξ). The
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interpolation is done by forming a linear combination of basis functions such that the
interpolation formula (interpolant) has the form
s(x) =
n∑
j=1
cjφ (||x− xj||) , x ∈ Rd (5)
Here, d is the dimension, {cj}nj=1 the coefficients that must be selected to satisfy inter-
polation conditions or constraints, and φ the set of basis functions. The interpolation
constraints
s(xj) = g(xj), s, g ∈ R, j = 1, ..., n (6)
are enforced on the linear combination (5) to ensure that the approximation matches
exactly at locations where information is known. The radial basis functions φ(rj)
depend on the radial parameter rj = ||x − xj||, j = 1, ..., n, which implies that the
value of the radial function depends only on its distance from the center point xj
- and is thus rotationally invariant. This invariance property plays a key role in
the derivation of the quadrature weights in section 2.3.2. The choice of the norm
|| · || can be made based on the application, but is most often the Euclidean two-
norm. The definitions of the radial functions differ only on the center point, so the
set {φ(||x − xj||)}nj=1 is a collection of translations of the same function. Using the
Euclidean two-norm, the interpolant takes the form
s(x) =
n∑
j=1
cjφ
(√
(x(1) − x(1)j )2 + (x(2) − x(2)j )2 + · · ·+ (x(n) − x(n)j )2
)
(7)
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Examples of RBFs that can be used in (7) are found in table 1. In determining the
coefficients {cj}nj=1, the interpolation constraints (6) form the linear system
AC = G (8)
where
A =

φ(||x1 − x1||) φ(||x1 − x2||) · · · φ(||x1 − xn||)
φ(||x2 − x1||) φ(||x2 − x2||) · · · φ(||x2 − xn||)
...
... . . .
...
φ(||xn − x1||) φ(||xn − x2||) · · · φ(||xn − xn||)

, C =

c1
c2
...
cn

,
and G =

g(x1)
g(x2)
...
g(xN)

Thus, A is an n× n matrix, while C and G are column vectors with n elements.
For many choices of φ(x), the matrix A can be shown to be invertible [7]; however,
in those cases where A is singular, (7) can be regularized with polynomial constraints:
s(x) =
n∑
j=1
cRBFj φ (||x− xj||2) +
M∑
l=1
cpl pil(x), (9)
n∑
j=1
cRBFj pil(xj) = 0, for l = 1, ...,M (10)
to guarantee nonsingularity [7]. That is, the polynomial terms are orthogonal to the
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RBF coefficients. As an example, for x ∈ R2, M = (m+ 1)(m+ 2)/2 and
pi(η, ξ) = {1} for m = 0
pi(η, ξ) = {1, η, ξ} for m = 1
pi(η, ξ) = {1, η, ξ, η2, ηξ, ξ2} for m = 2
pi(η, ξ) = {1, η, ξ, η2, ηξ, ξ2, η3, η2ξ, ηξ2, ξ3} for m = 3
...
pi(η, ξ) = {1, η, ξ, η2, ηξ, ξ2, · · · , ηm, ηm−1ξ, · · · , ηξm−1, ξm}
The inclusion of polynomial terms in (9) and the largest degree of the polynomial
terms included (m) can have impacts on the accuracy of the approximation (see for
example [10]) even when A is nonsingular. Furthermore,M is limited by, for instance,
(m+1)(m+2)
2
< n since invertibility is no longer possible for M > n . As a result of (9)
and (10), the linear system now becomes
A˜C˜ = G˜ (11)
where
A˜ =
 A P
P T 0(M×M)
 , C˜ =
CRBF
Cp
 , and G˜ =
 G
0(M×1)

Here, A and F are the same matrix and vector, respectively, from (8), CRBF and Cp
are column vectors defined by CRBFj = cRBFj , j = 1, ..., N , and C
p
l = c
p
l , l = 1, ...,M ,
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as from (9), while
P =

pi1(x1) pi2(x1) · · · piM(x1)
pi1(x2) pi2(x2) · · · piM(x2)
...
... . . .
...
pi1(xn) pi2(xn) · · · piM(xn)

Thus, P is an n ×M matrix, A˜ is an (n + M) × (n + M) matrix, and C˜ and G˜ are
column vectors with (n+M) elements.
Referring back to table 1, when using the infinitely smooth basis functions, the
interpolation matrix A is positive-definite (nonsingular). Whereas, the monomial
RBFs (piecewise smooth functions) applied in this thesis do not always have positive
definiteness [7]. As a result, (9) with nonsingular interpolation matrix A˜ is used to
interpolate g(η, ξ) on the two-dimensional coordinate system (η, ξ) of section 2.2.2.
Notice
IΩk(g) ≈ IΩk(s) =
n∑
j=1
cRBFj IΩk
(
φ
(√
(η − ηj)2 + (ξ − ξj)2
))
+
(m+1)(m+2)
2∑
l=1
cpl IΩk(pil(η, ξ))
(12)
Define
I˜ =
IRBF
Ip

where IRBFj = IΩk
(
φ
(√
(η − ηj)2 + (ξ − ξj)2
))
, j = 1, 2, ..., n, and Ipl = I(pil(η, ξ)),
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l = 1, 2, ...,M . Since A˜C˜ = G˜ and A˜ is invertible,
IΩk(g) ≈ C˜T I˜ =
(
A˜−1G˜
)T
I˜
= G˜T
((
A˜T
)−1
I˜
)
= G˜TW
That is, W =
(
A˜T
)−1
I˜ is the solution to A˜TW = I˜. Enumerate the elements of W
as
W =
[
wRBF1 w
RBF
2 · · ·wRBFn wp1 wp2 · · · wp(m+1)(m+2)
2
]T
Note that by equation (11) only the first n elements in G˜ have nonzero values, so
IΩk(g) ≈ G˜TW =
n∑
j=1
wRBFj g(ηj, ξj) = I˜Ωk(g) (13)
2.3 Weight calculations
To find the weights {wRBFj }nj=1 for approximating IΩk(g), the linear system of
(11) must be constructed. The matrix A˜ is readily populated by evaluating each of
the basis functions (RBFs and polynomials) at each of the n interpolation points.
The construction of I˜Ωk(g), on the other hand, requires integrating each of the basis
functions (preferably analytically) over the planar triangle τ˜ABC .
2.3.1 Planar triangles.
In order to compute the weights for (13), the values of IRBFj , j = 1, 2, ..., n, and
Ipl , l = 1, 2, ...,M , from (12) are required. While integrating polynomial terms in I
p
l
is more common, this section discusses a way to obtain the values IRBFj exactly.
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2.3.1.1 Integrating Rotationally Invariant Functions over Right Tri-
angles.
Let O: ωO = (ηO, ξO) be an arbitrary projection point in the (η, ξ) plane defined in
section 2.2.2. As adapted from [2], a radial basis function φ
(√
(η − ηO)2 + (ξ − ξO)2
)
can be integrated over the projected triangle τ˜ABC ∈ Ωk with vertices A: ωA =
(ηA, ξA), B: ωB = (ηB, ξB), and C: ωC = (ηC , ξC) (A, B, C being projected nodes)
by integrating over a combination of six different right triangles. How these six
triangles relate to τ˜ABC is different for each individual choice of O. Now consider
D: ωD = (ηD, ξD), E: ωE = (ηE, ξE), and F : ωF = (ηF , ξF ) to be the orthogonal
projection of O onto the lines through sides AB, BC, and AC of τ˜ABC , respectively
(see figure 3). Then it will be shown that the integral I(φ) over τ˜ABC can be written
as
Iτ˜ABC (φ) :=
∫∫
τ˜ABC
φ
(√
(η − ηO)2 + (ξ − ξO)2
)
dξdη = sOADItOAD(φ) + sODBItODB(φ)
+ sOBEItOBE(φ) + sOECItOEC (φ)
+ sOFAItOFA(φ) + sOCF ItOCF (φ)
That is, it can be computed as a linear combination of the integrals over the right
triangles tOAD, tODB, tOBE, tOEC , tOFA, and tOCF with corresponding weights sOAD,
sODB, sOBE, sOEC , sOFA, and sOCF , respectively, equal to +1 or −1.
Consider the integral
ItOAD(φ) =
∫∫
tOAD
φ
(√
(η − ηO)2 + (ξ − ξO)2
)
dξdη (14)
since the integrals for the other five right triangles are analogous. Since O could be
located anywhere in Ωk, it will generally not be at the origin, and the side DO will
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(b)
A
B
C
O
D
E
F
(c)
A
B
C
O
D
E
F
(a)
(0, 0) (α, 0)
(α, β)
Figure 3. Example divisions of a planar triangle into six right triangles. (a) Final
orientation of an individual right triangle used for RBF integration. (b) Example division
of τ˜ABC where the signs sOAD, sODB, sOBE , sOEC , sOFA, and sOCF in equation (19) are
all positive. (c) Example division where the signs sOAD, sOFA, and sOCF are positive
while signs sODB, sOBE , and sOEC are negative.
not align with the η-coordinate axis. As discussed in [37], consider moving O to the
(η, ξ) origin by the change of variables (depcited in figure 4b)
ω′ = ω − ωO
Next consider the rotation matrix
R =
 cosθ sinθ
−sinθ cosθ
 and R−1 =
cosθ −sinθ
sinθ cosθ

where θ is the counterclockwise angle between the positive η-axis and the vector in
the direction of the side DO. Thus, define the change of variables
ω′′ = Rω′ = R(ω − ωO) =
 (η − ηO)cosθ + (ξ − ξO)sinθ
−(η − ηO)sinθ + (ξ − ξO)cosθ

that corresponds to translating ωO to (0, 0) and rotating the edge DO to lie on the
positive η-axis with the edge AD either above or below, but perpendicular to, the
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η-axis (see figure 4c). Note that
(η′′)2 + (ξ′′)2 = (η − ηO)2 + (ξ − ξO)2 (15)
and ∣∣∣∣∣∣∣
∂η′′∂η ∂ξ′′∂η
∂η′′
∂ξ
∂ξ′′
∂ξ

∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
cosθ −sinθ
sinθ cosθ

∣∣∣∣∣∣∣
= cos2θ + sin2θ = 1
So, dηdξ = dη′′dξ′′. Therefore, (14) is equivalently
∫∫
tOAD
φ
(√
(η − ηO)2 + (ξ − ξO)2
)
dξdη =
∫∫
t˜OAD
φ
(√
(η′′)2 + (ξ′′)2
)
dη′′dξ′′
for t˜OAD the triangle tOAD translated and rotated. Now with O at the origin and
DO lying on the positive η-axis with AD perpendicular to it, η′′D = η′′A and ξ′′D = 0.
Letting αD = |η′′D|, (15) shows that
αD = |η′′D| =
√
(η′′D)2 + (ξ
′′
D)
2 =
√
(ηD − ηO)2 + (ξD − ξO)2
is the length of edge DO. Similarly letting βOAD = |ξ′′A|, from (15),
βOAD = |ξ′′A| =
√
(ηD − ηA)2 + (ξA − ξD)2
is the length of edge AD. As a result, the integral over the triangle t˜OAD is now
∫∫
t˜OAD
φ
(√
(η′′)2 + (ξ′′)2
)
dξ′′dη′′ =
∫ αD
0
∫ βOAD
αD
η′′
0
φ
(√
(η′′)2 + (ξ′′)2
)
dξ′′dη′′
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for AD above the η-axis (see figure 4d). For AD below the η-axis (figure 4e), let
η′′′ = η′′ and ξ′′′ = −ξ′′ where
∫ αD
0
∫ 0
−βOAD
αD
η′′
φ
(√
(η′′)2 + (ξ′′)2
)
dξ′′dη′′ =
∫ αD
0
∫ 0
−βOAD
αD
η′′′
φ
(√
(η′′′)2 + (−ξ′′′)2
)
(−1)dξ′′′dη′′′
=
∫ αD
0
∫ βOAD
αD
η′′′
0
φ
(√
(η′′′)2 + (ξ′′′)2
)
dξ′′′dη′′′
In any case,
∫∫
tOAD
φ
(√
(η − ηO)2 + (ξ − ξO)2
)
dξdη =
∫ αD
0
∫ βOAD
αD
η
0
φ(
√
η2 + ξ2)dξdη (16)
Here, αD is the length of side DO. So, αE and αF would be the lengths of sides
EO and FO, respectively. Likewise, βODB, βOEC , βOBE, βOFA, and βOCF could be
defined in a similar way as βOAD.
2.3.1.2 Some Closed Form Integrals of RBFs.
Note that many commonly considered RBFs can be integrated exactly over right
triangles in R2. For example, given a right triangle with base α and height β, then
∫ α
0
∫ β
α
η
0
(η2 + ξ2)
3
2dξdη =
1
40
α
(
3α4sinh−1
(
β
α
)
+ β
√
α2 + β2(5α2 + 2β2)
)
,
∫ α
0
∫ β
α
η
0
(η2 + ξ2)
5
2dξdη
=
1
336
α
(
15α6sinh−1
(
β
α
)
+ β
√
α2 + β2(33α4 + 26α2β2 + 8β4)
)
,
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0 3.75
2
0
3.75
9
3
!O
!D
!A
(a)
-0.5 0 2.75
20
-0.5
0
2.75
90
3
(0; 0)
!0D = !D - !O
!0A = !A - !O
(b)
-0.5 0 2.75
200
-0.5
0
2.75
900
(0; 0) !00D = R !0D
!00A = R !0A
(c)
-0.5 0 2.75
200
-0.5
0
2.75
900
(0; 0) (,D; 0)
(,D; -OAD)
(d)
-0.5 0 2.75
200
-2.75
0
0.5
900
(0; 0)
(,D; 0)
(,D;!-OAD)
(e)
Figure 4. (a)-(d) is the progression of shifting and rotating a right triangle for use in RBF
integration as outlined in section 2.3.1.1. Note that (a) has different axes for scaling
purposes. In the case of ωD < ωO in (a), (b)-(d) would look upside-down, resulting in (e).
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and
∫ α
0
∫ β
α
η
0
(η2 + ξ2)
7
2dξdη
=
α
(
105α8sinh−1
(
β
α
)
+ β
√
α2 + β2(279α6 + 326α4β2 + 200α2β4 + 48β6)
)
3456
Each of these are defined as long as α 6= 0 (that is, when the vertices of the right
triangle are not all three collinear) [2]. Hence, these closed form integrals of monomial
RBFs can be used to evaluate such integrals as (16).
2.3.1.3 Integration over Arbitrary Triangles via Integration over
Right Triangles.
To integrate radial basis functions over planar triangles, first consider a right
triangle tXY Z in the (η, ξ) plane made up of the line segments from X: (ηx, ξx) to Y ,
Y : (ηy, ξy) to Z, and Z: (ηx, ξz) to X. Suppose that φ(η, ξ) is integrable with respect
to both η and ξ and define
φ1(η, ξ) = +
1
2
∫ η
φ(η, ξ)dχ and φ2(η, ξ) = −1
2
∫ ξ
φ(η, ξ)dΨ
(this holds for all the radial basis functions used this thesis, as well as multivariate
polynomials). Then,
φ(η, ξ) =
∂
∂η
φ1(η, ξ)− ∂
∂ξ
φ2(η, ξ)
Define
Φ

η
ξ

 =
φ1(η, ξ)
φ2(η, ξ)

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so that the line integral of Φ along the line from X to Y can be written as
LIXY (Φ) :=
1∫
0
Φ

ηX
ξX
+ t
ηY − ηX
ξY − ξX

 ·
ηY − ηX
ξY − ξX
 dt
= −
1∫
0
Φ

ηY
ξY
+ t
ηX − ηY
ξX − ξY

 ·
ηX − ηY
ξX − ξY
 dt = −LIY X(Φ)
Since the boundary of tXY Z is a closed and piecewise smooth contour, and so long as
X, Y , and Z are oriented counterclockwise in the plane, Green’s theorem [29] allows
the integral of tXY Z to be written as
ItXY Z (φ) = LIXY (Φ) + LIY Z(Φ) + LIZX(Φ)
Note that if φ(η, ξ) = 1, then
Area(tXY Z) = ItXY Z (φ) = ItXY Z (1) > 0
Also note that ∂
∂η
(1
2
η)− ∂
∂ξ
(−1
2
ξ) = 1. Continuing with a counterclockwise orientation,
ItXY Z (1) = LIXY

−12ξ
1
2
η

+ LIY Z

−12ξ
1
2
η

+ LIZX

−12ξ
1
2
η


=
1
2
ξX − ξY
ηY − ηX
 ·
ηZ − ηX
ξZ − ξX

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With a clockwise orientation, the direction (and therefore sign) of the path changes:
ItXY Z (1) = LIXZ

−12ξ
1
2
η

+ LIZY

−12ξ
1
2
η

+ LIY X

−12ξ
1
2
η


= −1
2
ξX − ξY
ηY − ηX
 ·
ηZ − ηX
ξZ − ξX

Therefore, let
sXY Z := sign

ξX − ξY
ηY − ηX
 ·
ηZ − ηX
ξZ − ξX

 = ±1 (17)
where sXY Z = 1 if the vertices of tXY Z are oriented counterclockwise, and sXY Z =
−1 if they are oriented clockwise. It is apparent that if the vertices are oriented
counterclockwise, then sXY Z = 1 and
sXY ZItXY Z (φ) = ItXY Z (φ) = LIXY (Φ) + LIY Z(Φ) + LIZX(Φ)
Whereas vertices oriented clockwise yields sXY Z = −1 and
sXY ZItXY Z (φ) = (−1)ItXY Z (φ) = (−1)(LIXZ(Φ) + LIZY (Φ) + LIY X(Φ))
= (−1)(−LIZX(Φ)− LIY Z(Φ)− LIXY (Φ))
= LIZX(Φ) + LIY Z(Φ) + LIXY (Φ)
In either case,
sXY ZItXY Z (φ) = LIXY (Φ) + LIY Z(Φ) + LIZX(Φ) (18)
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Recall that the task at hand is to show that the integral over an arbitrary right
triangle can be evaluated by computing integrals over six right triangles with common
vertex O. Parts of these right triangles may reside within τ˜ABC , while other parts
may reside outside. A combination of the six right triangles should create the area
for the ABC triangle. By adding or subtracting the integrals of the six right triangles
in question, it is claimed that the integral value Iτ˜ABC (φ) over τ˜ABC can be found by
evaluating
Iτ˜ABC (φ) =sABC(sOADItOAD(φ) + sODBItODB(φ) + sOBEItOBE(φ) + sOECItOEC (φ)+
sOCF ItOCF (φ) + sOFAItOFA(φ)) (19)
for signs sOAD, sODB, sOBE, sOEC , sOFA, and sOCF defined as in (17) by replacing
XY Z and preserving vertex order. Depending on the orientation of the six right
triangles and τ˜ABC , the signs may all be 1, or only some may be equal to 1. As seen
in figure 3, (b) depicts a τ˜ABC such that all the signs are positive, while (c) depicts a
τ˜ABC such that the signs sOAD, sOFA, and sOCF are positive while signs sODB, sOBE,
and sOEC are negative. Regardless, the orientation of the vertices A, B, C, D, E, F ,
and O is the deciding factor on delegating the values for the signs.
Recall that Green’s theorem [29] is based on a boundary (path) integral and that
LIOA = −LIAO. With all this information, the following works backwards to achieve
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(19) [38]. Similar to figure 3(c),
sABC(sOADItOAD(φ) + sODBItODB(φ) + sOBEItOBE(φ)+
sOECItOEC (φ) + sOCF ItOCF (φ) + sOFAItOFA(φ))
= sABC(LIOA(Φ) + LIAD(Φ) + LIDO(Φ)+
LIOD(Φ) + LIDB(Φ) + LIBO(Φ)+
LIOB(Φ) + LIBE(Φ) + LIEO(Φ)+
LIOE(Φ) + LIEC(Φ) + LICO(Φ)+
LIOC(Φ) + LICF (Φ) + LIFO(Φ)+
LIOF (Φ) + LIFA(Φ) + LIAO(Φ))
= sABC(LIAD(Φ) + LIDB(Φ) + LIBE(Φ)+
LIEC(Φ) + LICF (Φ) + LIFA(Φ))
= sABC(LIAB(Φ) + LIBC(Φ) + LICA(Φ)) = Iτ˜ABC (φ)
Now that the integrals of RBFs for individual triangles can be evaluated exactly, the
following puts all the previous Chapter II information together to yield the desired
quadrature weights for IS(f).
2.3.2 Converting Weights from Planar to Spherical.
Recall from sections 2.2.1 and 2.2.2 that the nearest neighboring nodes for each
triangle τk ∈ T (that is, the points in Nn) are projected onto the (η, ξ) plane, and
then a transformation allows the projected nodes to be treated as though they exist
in two-dimensional space. With intermediate quadrature weights from (13) in hand,
the task of relating the weights computed for each tangent plane to the ones required
for computing surface integrals on the sphere remains.
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Considering the change of variables (3) and (4) from section 2.2.2, inverse trans-
formations mapping points in Ωk back to SΩk can be realized by
x =
ηρ√
ρ2 + η2 + ξ2
y =
ξρ√
ρ2 + η2 + ξ2
z =
ρ2√
ρ2 + η2 + ξ2
(20)
in the case of x˜2M + y˜2M = 0. Similarly, when the triangle midpoint x˜M is not located
on the z-axis (x˜2M + y˜2M 6= 0), the inverse transformation is
x =
x˜M
(
ηz˜M + ρ
√
x˜2M + y˜
2
M
)
− ρξy˜M√
ρ2 + η2 + ξ2
√
x˜2M + y˜
2
M
y =
y˜M
(
ηz˜M + ρ
√
x˜2M + y˜
2
M
)
+ ρξx˜M√
ρ2 + η2 + ξ2
√
x˜2M + y˜
2
M
z =
−η√x˜2M + y˜2M + ρz˜M√
ρ2 + η2 + ξ2
(21)
That is, τk ∈ T is parameterized locally by the parameters η and ξ. Given a surface
parameterization x(η, ξ), y(η, ξ), z(η, ξ), it is true by definition [39] that
∫∫
τk
f(x, y, z)dS =
∫∫
τ˜k
f(x(η, ξ), y(η, ξ), z(η, ξ))
∣∣∣∣∣∣∣∣ ∂∂ηx(η, ξ)× ∂∂ξx(η, ξ)
∣∣∣∣∣∣∣∣
2
dηdξ
In either case of (20) or (21), and after much simplification,
∣∣∣∣∣∣∣∣ ∂∂ηx(η, ξ)× ∂∂ξx(η, ξ)
∣∣∣∣∣∣∣∣
2
=
ρ3
(ρ2 + η2 + ξ2)
3
2
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So, ∫∫
τk
f(x, y, z)dS =
∫∫
τ˜k
f(x(η, ξ), y(η, ξ), z(η, ξ))
ρ3
(ρ2 + η2 + ξ2)
3
2
dηdξ
Defining
g(η, ξ) = f(x(η, ξ), y(η, ξ), z(η, ξ))
ρ3
(ρ2 + η2 + ξ2)
3
2
,
the integral over τk can be approximated as discussed in the preceding sections to
give
∫∫
τk
f(x, y, z)dS ≈
n∑
j=1
wRBFj f(x(η, ξ), y(η, ξ), z(η, ξ))
ρ3
(ρ2 + η2 + ξ2)
3
2
(22)
Notice that the parameterization for each triangle τk is different, so the respective
parameterization will now be indexed as ηk and ξk. Considering the surface integral
over all of the sphere S,
IS(f) =
K∑
k=1
∫∫
Tk
f(ηk, ξk)
ρ3
(ρ2 + η2k + ξ
2
k)
3
2
dηkdξk
≈
K∑
k=1
n∑
j=1
(wRBFk )jf((ηk)j, (ξk)j)
ρ
(ρ2 + (ηk)2j + (ξk)
2
j)
3
2
Here, {(wRBFk )j}nj=1 is the set of weights in (22) for triangle τk and {(ηk)j}nj=1,
{(ξk)j}nj=1 represent the n nearest neighbors in SN to x˜M after the parameteriza-
tion is applied.
Let Ki, i = 1, 2, ..., N , be the set of all pairs (k, j) such that ((ηk)j, (ξk)j) 7→
(xi, yi, zi). That is, each node (xi, yi, zi) maps to at least one respective (ηk, ξk)
plane. Indeed, this easily occurs more than once as each triangle τk projects n nearest
neighbors. The larger n is, the more times each node will be projected into separate
tangent planes. So each node (xi, yi, zi) has quadrature weights from a number of
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triangles, and the sum of those weights from all the planar regions it was projected
into is called Wi. Then the integral IS(f) can be written as
IS(f) ≈
N∑
i=1
 ∑
(k,j)∈Ki
(wRBFk )j
ρ3
(ρ2 + (ηk)2j + (ξk)
2
j)
3
2
 f(xi, yi, zi)
=
N∑
i=1
Wif(xi, yi, zi) = I˜S(f) (23)
As with previous parts, the above calculations are referenced from [2]. Equation (23)
is the cumulation of the works of Chapter II, and is the numerical approximation of
the integral (i.e. quadrature) of some function f(x, y, z) over the surface of a sphere.
The accuracy of (23) will depend on the accuracy of the RBF interpolation scheme
employed for each planar region Ωk [2]. Over scattered data sets, the accuracy is often
reported relative to the fill distance [40] (a.k.a. mesh-size or mesh norm [25]). The
fill distance is defined based on the situation. In some cases, the mesh size is the
(largest) distance between any two points. In the case of the sphere used in this
chapter, the fill distance can be described as the diameter (in arc-length) of the
largest empty spherical cap between two points on the sphere surface. Whereas on
the tangent planes, the fill distance is the diameter of the largest empty planar circle
in the convex hull of the point set. In other words,
hN ,Ωk := 2supx∈Ωkdist(x,N )
where N is the set of points in a bounded domain Ωk and hN ,Ωk is the diameter
(not radius) of the largest empty circle between any two points in Ωk (adapted from
[2, 25]).
When projecting the points on the sphere to an (ηk, ξk) plane, the sphere fill
distance may become distorted as per (20) and (3). As this affects the accuracy of
35
the approximation integral from (23), verifying that the distortion will not decrease
the accuracy significantly for a small change in sphere fill distance is important [2].
2.3.3 Some Test Cases Over a Sphere Used in [2].
A total of six test cases are presented in [2], of which two in particular are re-
displayed here for the purpose of comparison in section 4.2. For the unit sphere S2,
these are
f˜1(x, y, z) = 1 + x+ y
2 + x2y + x4 + y5 + x2y2z2
f˜2(x, y, z) =
1 + sign(−9x− 9y + 9z)
9
whose exact surface integrals are
IS2(f˜1) = 216pi
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IS2(f˜2) = 4pi
9
Consider the application of the method discussed in this chapter with φ(r) = r7,
m = 7 (degree of polynomial), and n = 80 (nearest neighboring nodes). Note that
f˜1(x, y, z) ∈ C∞(S2) with convergence rates from the RBF quadrature method dis-
played in figure 5. Meanwhile, f˜2(x, y, z) is a discontinuous yet bounded function
whose convergence rates from the RBF quadrature method are displayed in figure
6. The relative errors reported in figures 5 and 6 are the maximum error over 1000
random rotations of each node set. The minimum energy (H) nodes were generated
by [2] using the methods from [32], which appear in [25]. The minimum energy (W)
nodes were generated from [5]. It was shown in [2] that various test integrands in
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Figure 5. Relative error in RBF quadrature for test function f˜1(x, y, z) over R2 as applied
in [2].
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Figure 6. Relative error in RBF quadrature for test function f˜2(x, y, z) over R2 as applied
in [2].
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C∞(S2) resulted in a convergence rate of O(N−3.5), as illustrated in figure 5. Since
f˜2(x, y, z) is a discontinuous function, its expected convergence rate should be worse
than that of a smooth function.
It was noted in section 2.2.3 that as the degree of interpolating polynomial m
increases, then the accuracy of the interpolation should conceptually increase as well.
An application of varying m is depicted in figure 7 verifying this concept. However,
just as the accuracy increases with increasing m and n, so too does the CPU time for
computing the quadrature weights increase. As a result, balancing between accuracy
and computation cost is dependent on the application.
For fixed m = 7, n = 80, and φ(r) = r7, the total cost in computing the RBF
quadrature weights over S2 is illustrated in figure 8 [41]. Not only is the spherical
quadrature method in [2] accurate at O(N−3.5) (for smooth integrands f), the method
is computationally inexpensive at O(N logN) operations and O(N) memory usage.
When expanding the computation of weights beyond one core, parallel scalability
with number of cores was also observed (see figure 8c).
With the conclusion of Chapter II, the following chapter adapts the numerical
quadrature method for a sphere surface to a quadrature method for a smooth closed
surface. Because much of the methodology remains the same in approximating a
smooth versus sphere surface, a separate chapter was dedicated to spherical quadra-
ture as a build-up to the more recent research on surface quadrature.
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Figure 7. (Adapted from [2]) For some example function f(x, y, z) = cos(pi2 z) with a given
number of nodes and radial basis function φ(r) = r7, (left) indicates the quadrature error
with respect to the number of nearest neighbors n and degree of polynomial m used in
equation (9), (right) indicates the CPU time (in seconds) for computing the quadrature
weights with respect to n and m. The black dashed line indicates the constraint
(m+1)(m+2)
2 < n, such that the interpolation problem becomes singular when the constraint
is not met. These plots were generated in machines with dual Intel Xeon E5-2687W 3.1
GHz, 8-core processors.
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Figure 8. (Adapted from [2]) Timing results for computation of the RBF quadrature
weights for the surface area of R2 as applied in [41]. The spherical quadrature method has
rate O(N) for computation cost and memory usage for at least millions of nodes, while a
cost of O(N logN) operations is expected for when the Delaunay triangulation and nearest
neighbor search dominate the computation [41]. Parallel scalability with number of cores
was also observed. These plots were generated in machines with dual Intel Xeon
E5-2687W 3.1 GHz, 8-core processors.
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III. Quadrature for Smooth Closed Surfaces
As the previous chapter focused on approximating the integral of some scalar func-
tion f(x, y, z) over the surface of a sphere, this chapter too approximates the integral
of some scalar function f(x, y, z), but over a generalized closed smooth surface. The
surface S can either be predefined implicitly by h(x, y, z) = 0, predefined explicitly by
a parameterization of coordinates x(u, v), y(u, v), and z(u, v), or simply be expressed
through a set SN of N points in R3. However, if the surface is not predefined by
an equation and is only described by a set of quadrature nodes SN , then the surface
shape appears as a clustering of N points. This being the case, the remainder of this
paper assumes that in the case of only SN being given (no surface equations), then a
triangulation T with triangles {τk}Kk=1 is also given whereby the nodes SN make up
the vertices of the triangles - just as in Chapter II.
A process for discretizing a surface described by h(x, y, z) = 0 using N nodes and
an associated triangulation is described in the section 3.1. While a surface described
explicitly by a parameterization of coordinates x(u, v), y(u, v), and z(u, v) can be
expressed by discrete nodes and a triangulation, this thesis does not go into details
about how this is done. This is a topic left for future consideration.
Just as with Chapter II, this chapter seeks to approximate the integral of f(x, y, z),
but over some smooth closed surface S as in (1):
IS(f) :=
∫∫
S
f(x, y, z)dS ≈
N∑
i=1
Wif(xi, yi, zi)
with quadrature weightsWN : {Wi}Ni=1 for N nodes. The organization of this chapter
is similar to that of the previous chapter, in that it will walk through the steps
for determining the quadrature weights in (1). As various steps are similar, many
references to Chapter II will be made while the differences are expanded upon. The
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Figure 9. Example surface of revolution of a Cassini oval which has been discretized using
distmeshsurface. The quadrature method of Chapter III focuses on approximating the
integral over each individual triangle.
material for this chapter was derived from [42].
3.1 Triangulation
Consider a smooth closed surface S defined by h(x, y, z) = 0. While the sur-
face is defined, the quadrature method for this chapter requires quadrature nodes
{(xi, yi, zi)}Ni=1 ∈ SN and corresponding triangulation T . Suppose, however, an ap-
plication requires both SN and T to be composed (only given h(x, y, z) = 0). This
section focuses on a MATLAB program called distmeshsurface by Persson and
Strang [43], which does just that.
Distmeshsurface takes a surface function h(x, y, z) = 0 and outputs equilibrium
nodes based on its algorithm, as well as the necessary triangulation T . Recall the
earlier description for fill distance in section 2.3.2. The mesh size for this algorithm
can be described as the closest distance between any two points (Euclidean two norm).
While the full algorithm can be found at [43], a summary of its mechanism can be
described by the following:
1. Fill a user-defined domain with points separated by a given mesh size, and
connect the uniformly distributed points with edges to create a tessellation.
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2. Points whose edges are completely outside the surface S (edges not crossing
through S) are discarded, and the new grid is re-triangulated.
3. Following the re-triangulation, the points are moved around (while ensuring they
remain approximately on S) to make the edge lengths as uniform as possible
through a repelling force dependent on the current edge lengths.
4. Steps 2 and 3 repeat until the edge lengths are uniform within a set tolerance.
The algorithm then outputs quadrature nodes SN ∈ R3 and triangulation T , as in
figure 9.
3.2 Locating Projection Origin(s)
Now with quadrature nodes SN and triangulation T , the next step in this thesis’
quadrature method is to reduce the problem dimensionality from three to two. As in
Chapter II, the integral over each surface triangle is considered separately. However,
the flat triangles in T are only approximations to the surface, not actually part of the
surface whose edges are geodesics. As a result, the projection and change of variables
for each triangle {τk}Kk=1 ∈ T must be made so that the sum of the projected areas do
not exceed the surface area of S. This is done by first locating a projection “origin”
xO, or point through which a portion SΩk of the surface is projected onto the plane
through the triangles vertices (see figure 12).
To start, consider the three edges of triangle τABC ∈ T : AB, AC, and BC with
vertices xA: (xA, yA, zA), xB: (xB, yB, zB), and xC : (xC , yC , zC). Now consider an
adjacent triangle τABE with third vertex xE: (xE, yE, zE) (see figure 10). Triangles
τABC and τABE share the edge AB. Also note that the planes containing these tri-
angles each have their own respective normals nABC and nABE of τABC and τABE,
respectively.
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Figure 10. Taking a region SΩk about τABC , this illustrates the computation of the edge
normals for edges AB, CA, and BC.
Let
nAB =
1
2
(nABC + sign(nTABCnABE)nABE)
describe the average of the two normals that lies on the edge AB. The same can be
done similarly to define nAC and nBC , as in figure 10.
Define the “cutting plane” through the edge AB to be the plane containing the
edge AB such that the plane is parallel to nAB. Consider the cutting planes passing
through the edges AB and AC of triangle τABC . Also consider the vectors vAB (which
points from xA to xB) and vCA (which points from xC to xA). Note that the vectors
nAB and vAB are both parallel to the cutting plane through the edge AB. Likewise,
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(a) (b)
Figure 11. (a) Taking the cross product of nAB and vAB yields the perpendicular vector
nOAB. (b) Taking the cross product of nOAB and nOCA yields the perpendicular vector
vOA.
the vectors nCA and vCA are both parallel to the cutting plane through the edge AC.
In order to mathematically define the cutting plane through the edge AB, a normal
vector to the plane is required. From the vector cross product,
nOAB = nAB × vAB.
where the subscript O indicates that the projection origin xO also falls in the AB
cutting plane (see figure 11a). Similarly,
nOCA = nCA × vCA
nOBC = nBC × vBC
From nOAB and nOCA, a vector vOA (pointing in the same direction as the vector
from xO to xA) can be computed via
vOA = nOAB × nOCA
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as shown in figure 11b. The line in the direction of vOA and passing through xA can
be parameterized by
xO = xA + tvOA (24)
such that xO is the point along this line that intersects the cutting plane for the edge
BC. This cutting plane can be represented by
nOBC · (x− xB) = 0 (25)
where · is the vector dot product. Solving for t from (24) and (25) yields
t =
nOBC · (xB − xA)
nOBC · vOA
Hence, the projection origin used for triangle τABC is
xO = xA +
nOBC · (xB − xA)
nOBC · vOA vOA (26)
While the above can certainly be used as the projection origin for projecting the
triangle area into a plane, notice that the node xC was not included. If a more
symmetric version of the projection origin (with regard to all three vertices of τABC)
is preferred, it can be written as
xO = xM +
1
3V
[(nOBC · (xB − xA))vOA + (nOCA · (xC − xB))vOB + (nOAB · (xA − xC))vOC ]
(27)
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where
V = ((xC − xB)× nBC) · [((xB − xA)× nAB)× ((xA − xC)× nCA)]
= ((xA − xC)× nCA) · [((xC − xB)× nBC)× ((xB − xA)× nAB)]
= ((xB − xA)× nAB) · [((xA − xC)× nCA)× ((xC − xB)× nBC)]
3.3 Projecting the Nearest Neighboring Nodes
Just as with section 2.2.1, the n nearest nodes Nn: {xj}nj=1 ∈ SN to each triangle
are needed for numerical approximation via RBF interpolation. When projecting
these neighbors, care must be taken to avoid projecting points for which the vector
from the projection origin xO to the point being projected (x ∈ Nn) is not an angle
more than 90◦ from the normal nABC . Similar to section 2.2.1, points at this angle
result in singularities in the following mathematics. Therefore, points having these
conditions are not utilized for projection. That is, consider the projection of a point
x ∈ SΩk to the plane
nABC · (x− xM) = 0
containing triangle τABC , for xM the midpoint of τABC . The projection illustrated in
figure 12 can be performed by finding the intersection of the line
x˜ = xO + t(x− xO)
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where xO is taken from (27) and x˜ is the projection of x ∈ Sn onto the τABC plane.
Plugging the x˜ equation into the equation for the plane yields
t =
nABC · (xM − xO)
nABC · (x− xO)
so that
x˜ = xO +
nABC · (xM − xO)
nABC · (x− xO) (x− xO)
= xO +
n
(x)
ABC(xM − xO) + n(y)ABC(yM − yO) + n(z)ABC(zM − zO)
n
(x)
ABC(x− xO) + n(y)ABC(y − yO) + n(z)ABC(z − zO)
(x− xO)
(28)
where nABC : (n
(x)
ABC , n
(y)
ABC , n
(z)
ABC), xM : (xM , yM , zM), x: (x, y, z), and xO: (xO, yO, zO).
Another example of this process is illustrated by the points in figure 13a being pro-
jected as in figure 13b. Note that (28) differs from the spherical case in section 2.2.1
only in that nABC is no longer the vector x˜M through the origin, while xO is no longer
at the origin. Following the same procedure as with Chapter II, the projected nodes
{x˜j}nj=1 will then be used to define a two-dimensional coordinate system on the τABC
plane.
3.4 Defining a Two-Dimensional Coordinate System
Recall from section 2.3.2 that in order to simplify the transformation from three-
dimensional coordinates to two-dimensional, points in the three-dimensional coordi-
nate system were multiplied by a rotation matrix
M =

x˜M z˜M
ργ
y˜M z˜M
ργ
−γ
ρ
− y˜M
γ
x˜M
γ
0
x˜M
ρ
y˜M
ρ
z˜M
ρ

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xO
Figure 12. Projection of region SΩk onto planar region Ωk by projection origin xO.
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where x˜M : (x˜M , y˜M , z˜M) was the spherical triangle midpoint, ρ =
√
x˜2M + y˜
2
M + z˜
2
M
and γ =
√
x˜2M + y˜
2
M . This rotation matrix rotated any triangle midpoint x˜M to the
z-axis at (0, 0, ρ) while also preserving length and area. For an arbitrary smooth
closed surface S, the transformation is more complex as the projection origin xO for
each τk is not necessarily located at the origin (0, 0, 0).
In order to achieve a similar result as was done with the spherical quadrature in
section 2.3.2, the three-dimensional coordinate system is translated such that xO is
moved to the origin. Thus, define the coordinates
x′′′ = x˜− xO.
for x˜ defined in (28). While the surface S may not be symmetric about the origin
as with the sphere, the points x′′′ can still be rotated about the origin to align nABC
with the vertical axis. As a result, the rotation matrix becomes
M12 =

n
(x)
ABCn
(z)
ABC
γnρn
n
(y)
ABCn
(z)
ABC
γnρn
−γn
ρn
−n(y)ABC
γn
n
(x)
ABC
γn
0
n
(x)
ABC
ρn
n
(y)
ABC
ρn
n
(z)
ABC
ρn

where
γn =
√
(n
(x)
ABC)
2 + (n
(y)
ABC)
2
ρn =
√
(n
(x)
ABC)
2 + (n
(y)
ABC)
2 + (n
(z)
ABC)
2
for nABC : (n
(x)
ABC , n
(y)
ABC , n
(z)
ABC). Notice thatM12 is of the same form as rotation matrix
M , only differing by the same reasons that the projection into the plane differs, as in
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section 3.3. Rotating the translated coordinate system,
x′′ = M12x′′′
= M12(x˜− xO)
=
nABC · (xM − xO)
nABC · (x− xO) M12(x− xO)
=
nABC · (xM − xO)
nABC · (x− xO)

n
(x)
ABCn
(z)
ABC(x−xO)+n
(y)
ABCn
(z)
ABC(y−yO)−((n
(x)
ABC)
2+(n
(y)
ABC)
2)(z−zO)√
(n
(x)
ABC)
2+(n
(y)
ABC)
2
√
(n
(x)
ABC)
2+(n
(y)
ABC)
2+(n
(z)
ABC)
2
−n(y)ABC(x−xO)+n
(x)
ABC(y−yO)√
(n
(x)
ABC)
2+(n
(y)
ABC)
2
n
(x)
ABC(x−xO)+n
(y)
ABC(y−yO)+n
(z)
ABC(z−zO)√
(n
(x)
ABC)
2+(n
(y)
ABC)
2+(n
(z)
ABC)
2

constructs a new three-dimensional coordinate system such that xM , x, and xO are
the same as in section 3.3 (see for example figure 13c). When simplified, the x and
y terms (first and second terms of the vector, respectively) remain dependent on x.
However, the z term (third term in the vector) simplifies to
z′′ =
n
(x)
ABC(xM − xO) + n(y)ABC(yM − yO) + n(z)ABC(zM − zO)√
(n
(x)
ABC)
2 + (n
(y)
ABC)
2 + (n
(z)
ABC)
2
which is not dependent on the points x ∈ SN . As a result, the plane containing
the points x′′ is indeed parallel with the (x, y) plane. Further, the two-dimensional
coordinate system depends on the x and y terms of x′′ by
x′ =
1 0 0
0 1 0
x′′
=
nABC · (xM − xO)
nABC · (x− xO)
1 0 0
0 1 0
M12(x− xO)
where x′ ∈ R2, as in figure 13d.
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Recall that in the two-dimensional coordinate system, the RBF interpolant is
defined based on both φ(η, ξ) and polynomial terms {pil(η, ξ)}Ml=1 in (9). Because
some x′ points may be located far from the (0, 0) (large angle between nABC and
x− xO) the polynomial function values pil(η, ξ) can be large related to the size of φ.
As a result, the interpolation matrix A˜ for s(η, ξ) may be ill-conditioned. To remedy
large polynomial terms, the points x′ are shifted one last time by x′M , the projected
midpoint of triangle τk. This point is chosen since the projected neighboring nodes
are nearest xM . That is, the final two-dimensional coordinate system is
ω =
η
ξ
 = x′ − x′M
=
1 0 0
0 1 0
M12(nABC · (xM − xO)nABC · (x− xO) (x− xO)− (xM − xO)
)
=
1 0 0
0 1 0
M12 1nABC · (x− xO)(nABC × ((x− xO)× (xM − xO)))
where xM is moved to the origin. Note that all the operations performed to get x˜ to
ω are transformations for rotation and/or translation. As a result, the planar region
Ωk maintains the same lengths and area as it did in the triangulation T . In this
process, it can be thought of that the surface S is rotated and translated (along with
the integrand) before any approximations for the integral (13) are carried out. With
this, the planar quadrature weights {wRBFj }nj=1 in (13) are computed identically as in
section 2.2.3 with calculations of RBF integrals evaluated as in section 2.3.1.
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(a)
(b)
35.2
-6.95
z"
4.5
y"
-7
35.3
x"
-7.05 4.4
(c)
4.35 4.4 4.45 4.5
x'
-7.05
-7
-6.95
y'
(d)
Figure 13. An example of the progression of coordinates on S from R3 in SΩk to R2 in Ωk.
(a) A triangulation of the surface
h(x, y, z) = (x2 + y2 + z2)2 − 2a2(x2 − y2 − z2) + a4 − b4 = 0 with parameters a ≈ 0.331,
b ≈ 0.348. (b) The projection of Nn neighboring nodes and the corresponding SΩk surface
region from (a). (c) The Nn projected points after having been shifted and rotated. (d)
The two-dimensional coordinate system of the planar region Ωk before the final shift.
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3.5 Converting Planar Weights to Surface Weights
Just as in section 2.3.2, this section will take the surface integral
∫∫
SΩk
f(x, y, z)dS
for SΩk the region of interest (i.e. SΩk includes the neighboring nodes Nn and the
corresponding triangulation) and rewrite it as an area integral to be approximated
with the quadrature weights determined in the section 3.4. The conversion from a
surface to area integral used in section 2.3.2 for the sphere was relatively simple as
the distance between the projection point (origin) and the projected triangle mid-
point x˜M was always ρ, and the nodes on SN were projected onto the tangent plane
through a scalar c from section 2.2.1. For an arbitrary smooth closed surface S, the
derivation for the transformation ratio for g(η, ξ) to f(x, y, z) focuses on the use of a
local parameterization of S described by x(η, ξ): (x(η, ξ), y(η, ξ), z(η, ξ)). While this
chapter acquires much of its information from [42], this particular section is based on
the details in [44].
To begin, consider the points x(η, ξ), x(η+∆η, ξ), and x(η, ξ+∆ξ) on S, and the
corresponding vectors x(η+∆η, ξ)−x(η, ξ) and x(η, ξ+∆ξ)−x(η, ξ). Let ∆η,∆ξ > 0.
Recall that when two vectors a and b compose the sides of a parallelogram, then the
area of the parallelogram is A = ||a × b||. Thus, the area of the parallelogram with
sides x(η + ∆η, ξ)− x(η, ξ) and x(η, ξ + ∆ξ)− x(η, ξ) is
AS patch = ||(x(η + ∆η, ξ)− x(η, ξ))× (x(η, ξ + ∆ξ)− x(η, ξ))||2
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which can be rewritten as
AS patch =
∣∣∣∣∣∣∣∣∆η∆ξ∆η∆ξ [(x(η + ∆η, ξ)− x(η, ξ))× (x(η, ξ + ∆ξ)− x(η, ξ))]
∣∣∣∣∣∣∣∣
2
=
∣∣∣∣∣∣∣∣x(η + ∆η, ξ)− x(η, ξ)∆η × x(η, ξ + ∆ξ)− x(η, ξ)∆ξ
∣∣∣∣∣∣∣∣
2
∆η∆ξ
since ∆η,∆ξ > 0. As ∆η,∆ξ → 0,
dS =
∣∣∣∣∣∣∣∣ ∂∂ηx(η, ξ)× ∂∂ξx(η, ξ)
∣∣∣∣∣∣∣∣
2
dηdξ
where dS is the same used for
∫∫
SΩk
f(x, y, z)dS
In planar coordinates, considering the same parallelogram, the area element for inte-
gration in the plane is given as
dA =
∣∣∣∣∣∣∣∣ ∂∂η x˜(η, ξ)× ∂∂ξ x˜(η, ξ)
∣∣∣∣∣∣∣∣
2
dηdξ
That is,
I(g) =
∫∫
Ωk
g(η, ξ)dA
such that g(η, ξ) = f(η, ξ)dS/dA since dS = (dS/dA)dA. Note that x˜ from section
3.3 is used instead of the points in the (η, ξ) plane. As described before, the operations
performed in section 3.4 preserve the same area between planar region Ωk and the
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triangle in T . Expanding the terms in dA,
∂
∂η
x˜(η, ξ) =
∂
∂η
(
xO +
nABC · (xM − xO)
nABC · (x(η, ξ)− xO)(x(η, ξ)− xO)
)
=
nABC · (xM − xO)
(nABC · (x(η, ξ)− xO))2
[
(nABC · (x(η, ξ)− xO)) ∂
∂η
x(η, ξ)
−
(
nABC · ∂
∂η
x(η, ξ)
)
(x(η, ξ)− xO)
]
and similarly for ∂
∂ξ
x˜(η, ξ). Therefore,
∂
∂η
x˜(η, ξ)× ∂
∂ξ
x˜(η, ξ)
=
(nABC · (xM − xO))2
(nABC · (x(η, ξ)− xO))3
(
(x(η, ξ)− xO) ·
(
∂
∂η
x(η, ξ)× ∂
∂ξ
x(η, ξ)
))
nABC
Substituting this back into the equation for dA,
dA =
∣∣∣∣∣∣∣∣ ∂∂η x˜(η, ξ)× ∂∂ξ x˜(η, ξ)
∣∣∣∣∣∣∣∣
2
dηdξ
=
|nABC · (xM − xO)|2
|nABC · (x(η, ξ)− xO)|3
∣∣∣∣(x(η, ξ)− xO) · ( ∂∂ηx(η, ξ)× ∂∂ξx(η, ξ)
)∣∣∣∣ ||nABC ||2dηdξ
It was noted earlier that g(η, ξ) = f(η, ξ)dS/dA since dS = (dS/dA)dA. Hence,
dS =
dS
dA
dA =
∣∣∣∣∣∣ ∂∂ηx(η, ξ)× ∂∂ξx(η, ξ)∣∣∣∣∣∣
2
dηdξ
|nABC ·(xM−xO)|2
|nABC ·(x(η,ξ)−xO)|3
∣∣∣(x(η, ξ)− xO) · ( ∂∂ηx(η, ξ)× ∂∂ξx(η, ξ))∣∣∣ ||nABC ||2dηdξ dA
=
∣∣∣ nABC||nABC ||2 · (x− xO)∣∣∣∣∣∣∣ ∂∂ηx(η,ξ)× ∂∂ξx(η,ξ)|| ∂
∂η
x(η,ξ)× ∂
∂ξ
x(η,ξ)||2 · (x− xO)
∣∣∣∣
(
nABC · (x− xO)
nABC · (xM − xO)
)2
dA
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Therefore,
ISΩk (f) =
∫∫
SΩk
f(x, y, z)dS =
∫∫
Ωk
f(x, y, z)
∣∣∣ nABC||nABC ||2 · (x− xO)∣∣∣∣∣∣∣ ∂∂ηx(η,ξ)× ∂∂ξx(η,ξ)|| ∂
∂η
x(η,ξ)× ∂
∂ξ
x(η,ξ)||2 · (x− xO)
∣∣∣∣
(
nABC · (x− xO)
nABC · (xM − xO)
)2
dA (29)
Equation (29) is then used for a parameterized surface S defined by x(η, ξ). From
section 3.4,
I(g) =
∫∫
Ωk
g(η, ξ)dηdξ ≈
n∑
j=1
wRBFj g(ηj, ξj)
where this section determined
g(x, y, z) = f(x, y, z)
∣∣∣ nABC||nABC ||2 · (x− xO)∣∣∣∣∣∣∣ ∂∂ηx(η,ξ)× ∂∂ξx(η,ξ)|| ∂
∂η
x(η,ξ)× ∂
∂ξ
x(η,ξ)||2 · (x− xO)
∣∣∣∣
(
nABC · (x− xO)
nABC · (xM − xO)
)2
As a result, a similar procedure as in section 2.3.2 applies when determining the
overall weights WN . Recall that each quadrature weight wRBFj is actually computed
as (wRBFk )j for each triangle k = 1, ..., K, and each projected node (xj, yj, zj) for
j = 1, ..., n. As with the spherical quadrature, let Ki, for i = 1, ..., N quadrature
nodes, be the set of all pairs (k, j) such that ((ηk)j, (ξk)j) 7→ (xi, yi, zi). Then the
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integral of f over the whole surface S is
IS(f) =
K∑
k=1
∫∫
τk
f(x, y, z)dS
≈
N∑
i=1
 ∑
(k,j)∈Ki
(wRBFk )j
∣∣∣ nABC||nABC ||2 · ((xk)j − (xO)k)∣∣∣∣∣∣∣ ∂∂ηx(η,ξ)× ∂∂ξx(η,ξ)|| ∂
∂η
x(η,ξ)× ∂
∂ξ
x(η,ξ)||2 · ((xk)j − (xO)k)
∣∣∣∣
(
nABC · ((xk)j − (xO)k)
nABC · ((xM)k − (xO)k)
)2
f(xi, yi, zi)
=
N∑
i=1
Wif(xi, yi, zi) = I˜S(f)
(30)
Equation (30) is the numerical approximation for the integral of f over an explicitly
parameterized surface. Suppose instead that the surface S is defined implicitly by
h(x, y, z) = 0. Note that
∂
∂η
x(η, ξ)× ∂
∂ξ
x(η, ξ)
|| ∂
∂η
x(η, ξ)× ∂
∂ξ
x(η, ξ)||2
is a unit normal to the surface S. This can be related to the gradient ∇h(x, y, z)
(also a surface normal) by
∂
∂η
x(η, ξ)× ∂
∂ξ
x(η, ξ)
|| ∂
∂η
x(η, ξ)× ∂
∂ξ
x(η, ξ)||2
= sign
((
∂
∂η
x(η, ξ)× ∂
∂ξ
x(η, ξ)
)
· ∇h(x, y, z)
) ∇h(x, y, z)
||∇h(x, y, z)||2
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which when placed in (30) gives
IS(f) =
K∑
k=1
∫∫
τk
f(x, y, z)dS
≈
N∑
i=1
 ∑
(k,j)∈Ki
(wRBFk )j
∣∣∣ nABC||nABC ||2 · ((xk)j − (xO)k)∣∣∣∣∣∣ ∇h(x,y,z)||∇h(x,y,z)||2 · ((xk)j − (xO)k)∣∣∣
(
nABC · ((xk)j − (xO)k)
nABC · ((xM)k − (xO)k)
)2
· f(xi, yi, zi)
=
N∑
i=1
Wif(xi, yi, zi) = I˜S(f)
(31)
Equation (31) is hence the numerical approximation for the integral of f over an
implicitly defined surface. Consider, however, that S may not be defined explicitly
through parameterization nor implicitly by h(x, y, z) = 0. Just as the intermediate
quadrature weights in section 3.3 were determined with only quadrature nodes SN
and a triangulation T , IS(f) must also be computable under the same conditions.
Section 3.6 covers this case.
3.6 Approximating a Normal to the Surface
Suppose that the surface S is defined neither explicitly through a parameterization
nor implicitly by h(x, y, z) = 0. Instead, only a node set SN and triangulation T are
provided. The terms
∇h(x)
||∇h(x)||2 and
∂
∂η
x(η, ξ)× ∂
∂ξ
x(η, ξ)
|| ∂
∂η
x(η, ξ)× ∂
∂ξ
x(η, ξ)||2
were the only terms in (30) and (31) which did not use the information provided by
SN and T . Notice that just as points in the (η, ξ) plane are dependent on the nodes
in SN , so too can the nodes {(xj, yj, zj)}nj=1 for n projected nodes be expressed as
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a function of η and ξ. That is, the projection and transformations carried out on
{(xj, yj, zj)}nj=1 provide a local “explicit” parameterization for each projected point in
SN :
(x(ηj, ξj), y(ηj, ξj), z(ηj, ξj)) = (xj, yj, zj) for j = 1, ..., n
where (ηj, ξj) is the two-dimensional planar version of (xj, yj, zj). While the true
parameterization (x(η, ξ), y(η, ξ), z(η, ξ)) is unknown (since S is not equation-based),
(x(η, ξ), y(η, ξ), z(η, ξ)) can be approximated through a radial basis function interpo-
lation
x(η, ξ) ≈ sx(η, ξ) :=
n∑
j=1
cRBFxj φ
(√
(η − ηj)2 + (ξ − ξj)2
)
+
M∑
l=1
cpxlpil(η, ξ)
y(η, ξ) ≈ sy(η, ξ) :=
n∑
j=1
cRBFyj φ
(√
(η − ηj)2 + (ξ − ξj)2
)
+
M∑
l=1
cpylpil(η, ξ)
z(η, ξ) ≈ sz(η, ξ) :=
n∑
j=1
cRBFzj φ
(√
(η − ηj)2 + (ξ − ξj)2
)
+
M∑
l=1
cpzlpil(η, ξ)
Without loss of generality, cRBFx1 , ..., cRBFxn , c
p
x1, ..., c
p
xM ∈ R are chosen such that
sx(ηj, ξj) = x(ηj, ξj), j = 1, 2, ..., n, along with constraints
∑n
j=1 c
RBF
xj pil(ηj, ξj) = 0,
for l = 1, 2, ...,M . The coefficients for sx(η, ξ), sy(η, ξ), and sz(η, ξ) are evaluated by
the matrix multiplication elaborated in section 2.2.3. Once the interpolants sx(η, ξ),
sy(η, ξ), and sz(η, ξ) are constructed,
∂
∂η
x(η, ξ)× ∂
∂ξ
x(η, ξ)
can be approximated by
∂
∂η
sx(η, ξ)× ∂
∂ξ
sx(η, ξ)
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where
sx(η, ξ) =

sx(η, ξ)
sy(η, ξ)
sz(η, ξ)
 ≈

x(η, ξ)
y(η, ξ)
z(η, ξ)
 = x(η, ξ)
The partial derivatives of sx(η, ξ) (and therefore sx(η, ξ)) can be determined by, for
instance,
∂
∂η
sx(η, ξ) =
n∑
j=1
cRBFxj
∂
∂η
φ
(√
(η − ηj)2 + (ξ − ξj)2
)
+
M∑
l=1
cpxl
∂
∂η
pil(η, ξ)
∂
∂ξ
sx(η, ξ) =
n∑
j=1
cRBFxj
∂
∂ξ
φ
(√
(η − ηj)2 + (ξ − ξj)2
)
+
M∑
l=1
cpxl
∂
∂ξ
pil(η, ξ)
where the partial derivatives of the RBF φ will depend on the chosen basis function.
Hence, (30) becomes
IS(f) =
K∑
k=1
∫∫
τk
f(x, y, z)dS
≈
N∑
i=1
 ∑
(k,j)∈Ki
(wRBFk )j
∣∣∣ nABC||nABC ||2 · ((xk)j − (xO)k)∣∣∣∣∣∣∣ ∂∂η sx(η,ξ)× ∂∂ξ sx(η,ξ)|| ∂
∂η
sx(η,ξ)× ∂∂ξ sx(η,ξ)||2
· ((xk)j − (xO)k)
∣∣∣∣
(
nABC · ((xk)j − (xO)k)
nABC · ((xM)k − (xO)k)
)2
f(xi, yi, zi)
=
N∑
i=1
Wif(xi, yi, zi) = I˜S(f)
(32)
which is the numerical approximation of f over a surface S expressed by a set of
nodes SN and triangulation T .
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IV. Results
4.1 Test Surface
This chapter applies the material presented in Chapter III to a surface S implicitly
defined by
h(x, y, z) = (x2 + y2 + z2)2 − 2a2(x2 − y2 − z2) + a4 − b4 = 0 (33)
and several test integrands. S is a surface of revolution induced by the Cassini oval
[45] in the (x, y) plane (rotated about the x-axis) with parameters a and b. Examples
can be seen in figure 15. Parameters a and b are chosen to satisfy a = λb for values
of λ = {0.8, 0.85, 0.9, 0.95} and b such that S has surface area equal to 1 (see figure
14 for slices of S in the (x, y) plane). This was done to normalize the surface area’s
contribution to any error curves shown. The surface area of S can be approximated
using MATLAB’s quad2d where, in polar coordinates [39],
A(S) =
2pi∫
0
pi
2∫
−pi
2
∣∣∣∣∣∣∣∣ ∂∂θx(θ, φ)× ∂∂φx(θ, φ)
∣∣∣∣∣∣∣∣
2
dθdφ
with
x(θ, φ) = r(φ)

cos(φ)
sin(φ)sin(θ)
sin(φ)cos(θ)

and [45]
r(φ) =
√√
b4 − a4 + a4cos2(2φ) + a2cos(2φ)
The quadrature nodes SN and triangulation T were generated using distmeshsur-
face [43], where the fill distance (as described in section 2.3.2) varied from 0.005 to
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Figure 14. Slices of Cassini ovals used for application, where a = λb for λ values shown.
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a = 0.95 and b = 1 a = 0.6 and b = 1 a = 1.05 and b = 1
Figure 15. Example Cassini ovals rotated about the x-axis for given parameter values a
and b. For a < b, S appears as an increasingly pinched oval as a→ b. For a = b, S is
completely pinched (but inherently not smooth), while a > b depicts S as a piecewise
smooth closed surface with two separated ovals.
0.10. Mesh sizes much smaller than 0.005 were not considered because of the com-
putational time required to generate them with distmeshsurface, while mesh sizes
much larger than 0.10 generate too few nodes for a reasonable approximation.
4.2 Applying the Chapter III Quadrature Method
Following section 3.4, the approximation (12) here uses the RBF φ(r) = r7, n = 80
(number of nearest neighbors), and m = 7 (degree of polynomial terms). From the
implicitly defined surface in (33), the quadrature weights for (31) were determined.
If f(x, y, z) = 1, then (31) becomes the surface area of S:
A(S) = 1 =
∫∫
S
1dS ≈
N∑
i=1
Wi
As described in section 4.1, the surface area of S was set up to equal 1. With this, the
sum of the quadrature weights in (33) should be approximately equal to 1. Suppose,
however, that (32) was used instead such that an approximation to the true normal
(∇h(x, y, z)) was utilized:
∂
∂η
sx(η, ξ)× ∂
∂ξ
sx(η, ξ)
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Figure 16. Relative error in RBF quadrature for the surface area over surfaces
h(x, y, z) = 0 for various λ on sets of quasi-uniformly spaced nodes with: (a) surface
normal computed via ∇h; (b) surface normal approximated. For the computations,
φ(r) = r7, n = 80, and m = 7.
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Estimates for computing surface areas of S defined by (33) are given in figure 16. In
either case, a convergence rate of O(N−3.5) is achieved. The large errors for smaller
N in both cases, and larger N in the case of the approximate surface normal, will be
discussed after the results are presented.
Now consider
fi(x, y, z) = Fi · n, i = 1, 2, 3
where
n =
∇h(x, y, z)
||∇h(x, y, z)||2
F1 =
1
3

x
y
z

F2 =
1
(x2 + y2 + z2)3/2

x
y
z

F3 = ∇× F3b = ∇×

−1
2
y
1
2
x
0

Note that f1, f3 ∈ C∞(S) while f2 is also continuous except for when the denominator
is zero. That is, f2 ∈ C∞(S) since x2 + y2 + z2 = 0 does not exist on S. Also consider
f4(x, y, z) =
2
pi
tan−1(100z) and f5(x, y, z) = sign(z) =

+1, z > 0
0, z = 0
−1, z < 0
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Mathematically, IS(f1) is (by the Divergence Theorem) [39]
IS(f1) =
∫∫
S
(F1 · n) dS =
∫∫∫
V
(∇ · F1) dV
=
∫∫∫
V
1dV
That is, it is the volume of the region enclosed by the surface S. Recall that S is a
surface of revolution about the x-axis, such that
h(x, y, 0) = (x2 + y2)2 − 2a2(x2 − y2) + a4 − b4 = 0 (34)
Then,
r(x) = y(x) =
√
−a2 − x2 +
√
b4 − 4a2x2
where y(x) is one of four roots of (34) and, from this, x =
√
a2 + b2 when y = 0.
Therefore,
IS(f1) =
∫
x
∫∫
A
1dydz
 dx
=
√
a2+b2∫
0
pir2(x)dx
= 2pi
√
a2+b2∫
0
(
−a2 − x2 +
√
b4 − 4a2x2
)
dx
=
pi
6a
[
2a(b2 − 2a2)
√
a2 + b2 + 3b4sinh−1
(
2a
√
a2 + b2
b2
)]
The error plot for IS(f1) can be found in figure 17.
The integral of f2(x, y, z), however, uses the Divergence Theorem [39] and a prop-
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Figure 17. Relative error in RBF quadrature for function f1(x, y, z) over surfaces
h(x, y, z) = 0 for various λ on sets of quasi-uniformly spaced nodes with: (a) surface
normal computed via ∇h; (b) surface normal approximated. For the computations,
φ(r) = r7, n = 80, and m = 7.
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erty concerning F2(x, y, z) [46]:
IS(f2) =
∫∫
S
(F2 · n) dS =
∫∫∫
V
(∇ · F2) dV
=
∫∫∫
V
4piδ3
(
x2 + y2 + z2
)
dV
= 4pi
The error plot for IS(f2) can be found in figure 18.
The integral of f3(x, y, z) uses Stokes’ Theorem [39],
IS(f3) =
∫∫
S
((∇× F3b) · n) dS =
∮
∂S
F3b · dr
=
tf∫
t0
F3b(r(t)) · r′(t)dt
=
tf∫
t0
(
F
(1)
3b (x(t), y(t), z(t))x
′(t) + F (2)3b (x(t), y(t), z(t))y
′(t)
)
dt
=
∫
∂S
(
F
(1)
3b (x, y, z)dx+ F
(2)
3b (x, y, z)dy
)
which Green’s Theorem [39] relates the last line to
IS(f3) =
∫∫
A
(
∂
∂x
F
(2)
3b (x, y, z)−
∂
∂y
F
(1)
3b (x, y, z)
)
dxdy
=
∫∫
A
1dxdy
= 0
The last step follows from the assumptions of Stokes’ Theorem, where the the surface
contour (boundary) traverses one direction for the upper half of S but the opposite
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Figure 18. Relative error in RBF quadrature for function f2(x, y, z) over surfaces
h(x, y, z) = 0 for various λ on sets of quasi-uniformly spaced nodes with: (a) surface
normal computed via ∇h; (b) surface normal approximated. For the computations,
φ(r) = r7, n = 80, and m = 7.
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Figure 19. Relative error in RBF quadrature for function f3(x, y, z) over surfaces
h(x, y, z) = 0 for various λ on sets of quasi-uniformly spaced nodes with: (a) surface
normal computed via ∇h; (b) surface normal approximated. For the computations,
φ(r) = r7, n = 80, and m = 7.
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direction for the bottom half of S, so that the surface normals are consistent from
one to the other [39]. This causes the integrals for the upper and lower halves of S to
be equal in magnitude but opposite in sign. The resultant error plot for IS(f3) can
be found in figure 19.
Now, consider f4(x, y, z) = 2pi tan
−1(100z) (where the details concerning f4 are
from [47]). Since S is a surface of revolution induced by the Cassini oval in the (x, y)
plane, then S ∈ R3 is also symmetric about the (x, y) plane. Therefore, define the
portion of S for which z ≥ 0 to be S+. Similarly, let S− be the portion of S for which
z < 0. So,
IS(f4) =
∫∫
S
2
pi
tan−1(100z)dS
=
∫∫
S+
2
pi
tan−1(100z)dS +
∫∫
S−
2
pi
tan−1(100z)dS
=
∫∫
S+
2
pi
tan−1(100z)dS +
∫∫
S+
2
pi
tan−1(100(−z))dS
Since arctangent is an odd function (i.e. tan−1(−x) = −tan−1(x)),
IS(f4) =
∫∫
S+
2
pi
tan−1(100z)dS −
∫∫
S+
2
pi
tan−1(100z)dS = 0
The resultant error plot for f4(x, y, z) is illustrated in figure 20.
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Figure 20. Relative error in RBF quadrature for function f4(x, y, z) over surfaces
h(x, y, z) = 0 for various λ on sets of quasi-uniformly spaced nodes with: (a) surface
normal computed via ∇h; (b) surface normal approximated. For the computations,
φ(r) = r7, n = 80, and m = 7.
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Similar to IS(f4), the integral of f5(x, y, z) = sign(z) is
IS(f5) =
∫∫
S
sign(z)dS
=
∫∫
S+
(+1)dS +
∫∫
S−
(−1)dS
=
∫∫
S+
dS −
∫∫
S−
dS
Since the surface integral over S (with an integrand of 1) represents the surface area
of S, the surface integrals over S+ and S− each represent half the surface area of S.
That is,
IS(f5) =
1
2
∫∫
S
dS
−
1
2
∫∫
S
dS
 = 0
The resultant error plot for f5(x, y, z) is illustrated in figure 21.
Notice that with almost all the error plots, the convergence rate is O(N−3.5) or bet-
ter, which is that attained with the sphere for continuous functions. The convergence
rate for f4(x, y, z) is closer to O(N−2.5). A lower convergence rate is to be expected
due to the steep gradient that occurs along the (x, y) plane. The convergence rate
for f5(x, y, z) was approximately O(N−0.75), which is similar to the convergence rate
illustrated by f˜2(x, y, z) in section 2.3.3. These rates are not surprising, since as long
as the surface gradient ∇h is nonzero, the surface S is as smooth as the sphere.
Recall the computational costs of O(N logN) operations and O(N) memory stor-
age for the sphere quadrature. These computational costs will remain nearly the same
for the smooth closed surface S since the operations performed for the intermediate
quadrature weights in (13) and final quadrature weights in (1) are the same for both
the sphere and smooth surface S. The cases of the smooth surface and the sphere
differ only in that a projection origin must be computed for each triangle. This adds
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Figure 21. Relative error in RBF quadrature for function f5(x, y, z) over surfaces
h(x, y, z) = 0 for various λ on sets of quasi-uniformly spaced nodes with: (a) surface
normal computed via ∇h; (b) surface normal approximated. For the computations,
φ(r) = r7, n = 80, and m = 7.
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only a few scalar operations and an initial O(N logN) sorting process (to determine
the vectors nAB, nBC , and nCA in section 3.2).
For fixed m = 7, n = 80, and φ(r) = r7, the total cost in computing the RBF
quadrature weights over S implicitly defined by (33) is illustrated in figure 22. Since
the spherical quadrature method and the Chapter III quadrature method differ only
by the computation of the projection origin, it is not surprising that they exhibit sim-
ilar computational costs. Whether using the exact gradient or approximate to it, the
Chapter III quadrature method is computationally inexpensive at O(N) operations
and O(N) memory usage. The memory usage plot exhibits no apparent difference
between the two, while the computation time plot exhibits a constant displacement.
This displacement comes from computing the gradient approximation. While parallel
scaling was not tested for the method in Chapter III, it is expected parallel scalabil-
ity with number of cores will be observed similar to the spherical quadrature plot in
figure 8c.
In each of the error plots, the error is large for N less than roughly 102.6. This is
because mesh sizes that are too large generate too few points (N ≈ 102.6 ≈ 400) such
that the requirement for Gnomonomic projection (x−xO within 90◦ of nABC) is often
violated for n = 80. Meanwhile, increases in error past N ≈ 104.5 ≈ 31, 500 (in the
case of the approximate surface normal) are indicative of numerical approximation
errors when computing derivatives for (32). The deliberation for the increase in error
is left for future consideration.
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Figure 22. Timing results for computation of the RBF quadrature weights for the surface
area of S implicitly defined by (33) as applied in section 4.2. The quadrature method has
rate O(N) for computation cost and memory usage for at least millions of nodes. An
additional computational cost is observed when computing the approximation to the
gradient. These plots were generated in machines with dual Intel Xeon E5-2687W 3.1
GHz, 8-core processors.
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V. Conclusion
5.1 Future Considerations
With such rich areas of applicability, this thesis infers many avenues for future
consideration. The work here uses only monomial radial basis functions, whereas
infinitely smooth RBFs have more robust convergence properties [7]. Therefore, it
is important to consider the stable use of these RBFs in the future, as was done for
interpolation in [13, 14, 48, 49, 50].These infinitely smooth RBFs include the shape
parameter ε that has been discussed throughout the literature [49, 51, 52]. Using
different RBFs, and analyzing how ε affects the results would provide intriguing future
work.
Decreasing computation time when generating either SN or T is a separate but
important issue. Using a less costly version of distmeshsurface would help with
computing these. Furthermore, distmeshsurface does not generate SN and T for a
surface defined by parameterized coordinates x(u, v), y(u, v), and z(u, v). Developing
an algorithm that does so could be a significant contribution.
When analyzing the numerical approximation for errors for an approximated sur-
face normal (see section 4.2), there is an increase in error past N ≈ 104.5 ≈ 31, 500.
Deliberating the source of this is an important avenue for future research.
Other future considerations include non-smooth (jagged) or non-closed surfaces.
Non-smooth surfaces pose an issue when approximating the derivative in use with
(32). Furthermore, the quadrature method from this thesis requires the projection
of nearest neighbors, whereby cusps in the surface may cause difficulty. Non-closed
surfaces present a similar issue when using points near the surface boundary. Approx-
imating the integral of a scalar function f over a non-smooth or non-closed surface
would indeed be a challenging but significant endeavor.
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5.2 Concluding Remarks
In the case of approximating surface integrals on the sphere, the convergence rate
of the method in Chapter II was determined to be on the order of O(N−3.5) for quasi-
uniform node sets. Therefore, the spherical quadrature method from Chapter II yields
accurate results with fast convergence. The results of Chapter IV showed simlar
convergence for smooth, closed surfaces at still low computational cost. However,
the computation for generating the quadrature nodes SN and triangulation T via
distmeshsurface took an intensive amount of time. It is only after these nodes and
triangulation are generated that the results in Chapter IV can be interpreted.
The method for using an approximation to the surface normal is very robust in
the sense that the integral of a scalar function f should be able to be approximated
over any smooth closed surface S regardless of a (un)known parameterization. As
the accuracy of the approximation attains levels of approximately 10−10, this can be
considered an excellent approximation. Furthermore, the convergence rate remained
the same at O(N−3.5). As the method discussed in Chapter III allows the surface
to be on scattered grids, it can be used for a wide range of applications. Depending
on the surface, however, the user may need to acquire a large number of samples to
achieve a desired accuracy.
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