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Abstract
Analytically or computationally intractable likelihood functions can arise in com-
plex statistical inferential problems making them inaccessible to standard Bayesian
inferential methods. Approximate Bayesian computation (ABC) methods address
such inferential problems by replacing direct likelihood evaluations with repeated
sampling from the model. ABC methods have been predominantly applied to pa-
rameter estimation problems and less to model choice problems due to the added
difficulty of handling multiple model spaces. The ABC algorithm proposed here ad-
dresses model choice problems by extending Fearnhead and Prangle (2012) where
the posterior mean of the model parameters estimated through regression formed
the summary statistics used in the discrepancy measure. An additional stepwise
multinomial logistic regression is performed on the model indicator variable in the
regression step and the estimated model probabilities are incorporated into the set
of summary statistics for model choice purposes. A reversible jump Markov chain
Monte Carlo step is also included in the algorithm to increase model diversity for
thorough exploration of the model space. This algorithm was applied to a validating
example to demonstrate the robustness of the algorithm across a wide range of true
model probabilities. Its subsequent use in three pathogen transmission examples of
varying complexity illustrates the utility of the algorithm in inferring preference of
particular transmission models for the pathogens.
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1 Introduction
The genesis of mathematical models to describe pathogen transmission data is usually
attributed to the susceptible-infectious-recovered (SIR) model proposed by
Kermack and McKendrick (1927). There have since been various modifications to the
basic SIR model form to account for the inclusion of an exposed class (SEIR model),
re-introduction of the removed or infectious class back into the susceptible class (SIRS or
SIS models), lagged infections and more complex contact processes, such as network
models, to account for inhomogeneous mixing (Diekmann et al., 2012). For the
applications considered here, the models involve discrete event Markov processes, which
can be simulated exactly using the Gillespie algorithm (Gillespie, 1977), to account for
the effect of variability due to small population sizes of the examples.
There is often uncertainty about the most appropriate model out of a selection of
competing models to best describe the pathogen transmission data and the dynamics of
the disease. In a Bayesian context, there are several approaches to address this issue:
calculation of a comparison measure (e.g. Bayes factor (Kass and Raftery, 1995), DIC
(Spiegelhalter et al., 2002) and marginal likelihood or ‘evidence’ (Friel and Pettitt, 2008))
and model jumping algorithms such as the reversible jump Markov chain Monte Carlo
(RJ-MCMC) algorithm (Green, 1995) are the most commonly used. This paper explores
the use of a novel approximate Bayesian computation (ABC) model choice algorithm to
address model choice problems for pathogen transmission data sets.
ABC is a relatively new field of study developed for problems where the likelihood
function is intractable, either computationally or analytically (Beaumont et al., 2002).
ABC algorithms rely on repeated simulation from the model to overcome this
intractability.
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McKinley et al. (2009) applied ABC using pre-specified summary statistics to epidemic
data and compared the ABC algorithms used with data-augmented MCMC which is
considered the gold standard for likelihood-based inference methodologies. O’Neill (2010)
and Jewell et al. (2009) provided summaries of Bayesian methodologies for pathogen
transmission data. Also, McKinley et al. (2014) proposed an alternate simulation-based
Bayesian inference method using a pseudo-marginal MCMC approach
(Andrieu and Roberts, 2009).
Exploration of model choice problems using ABC however has remained relatively limited
due to the added complexity of handling multiple model spaces. Criticism of the ability
of ABC algorithms to handle model choice problems was noted by Robert et al. (2011).
Marin et al. (2013) proposed theoretical properties of summary statistics that would
allow for appropriate discrimination between models when ABC is used with those
summary statistics. Grelaud et al. (2009) and Didelot et al. (2011) explored the use of
ABC for model choice problems involving models from the exponential family, where low
dimensional sufficient statistics exist for both parameter estimation and model choice.
Toni et al. (2009) and Toni and Stumpf (2010) investigated the use of their sequential
Monte Carlo ABC (SMC ABC) algorithm for both parameter estimation and model
choice purposes.
This paper explores the use of a multinomial logistic regression for the model indicator
variable to extend the Fearnhead and Prangle (2012) method for model choice problems
using ABC algorithms with applications to various pathogen transmission data sets. This
differs from the approach in Prangle et al. (2014) where multiple binomial logistic
regressions were used instead for applications involving more than two models.
Section 2 presents and validates the introduced ABC model choice algorithm that
extends Drovandi and Pettitt (2011) and Fearnhead and Prangle (2012). Section 3
applies the method to pathogen transmission data sets of varying levels of detail.
Section 4 presents a discussion of the proposed method and potential further directions.
2 Methodology
2.1 Overview of ABC algorithms
ABC algorithms originated with the rejection sampling ABC algorithm (RS ABC)
(Fu and Li, 1997; Weiss and von Haeseler, 1998; Pritchard et al., 1999; Beaumont et al.,
2002) to analyse statistical inferential problems with intractable likelihoods. RS ABC
proposes parameter values from the prior distribution, generates simulations using the
proposed parameters and rejects the proposed parameter set unless some chosen
discrepancy measure denoted ρ(.), typically the (normed) differences of user-specified
summary statistics between the observed and simulated data, is less than a pre-specified
tolerance ǫ. The algorithm terminates when a fixed number of proposals has been
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accepted at the specified tolerance.
While straightforward to implement, RS ABC produces a large amount of computational
wastage as each parameter proposal is drawn from the prior distribution which may be
very diffuse compared with the posterior distribution of interest. This issue was
alleviated substantially through the development of Markov chain Monte Carlo ABC
(MCMC ABC) (Marjoram et al., 2003) where, after an initial rejection sampling step,
parameter values are drawn from a tuned proposal distribution that is dependent on the
values at the previous iteration. Simulated data are generated using the proposed
parameter values and the proposals are only accepted with a certain probability
according to the Metropolis-Hastings ratio and provided the discrepancy between the
simulated and observed data is within the pre-specified tolerance similar to RS ABC.
The development of SMC ABC algorithms further improved the computational efficiency
of ABC algorithms (Beaumont et al., 2009; Sisson et al., 2009; Toni et al., 2009). SMC
ABC algorithms propagate a set of ‘particles’ or parameter values through a sequence of
non-increasing tolerances and the particle set corresponding to the final tolerance is the
approximate posterior distribution of interest.
2.2 Approximate Bayesian Model Choice Algorithm
There has been limited research in ABC algorithms for model choice problems in
comparison with problems solely involving parameter estimation. Grelaud et al. (2009)
showed how the addition of a model indicator variable into the parameter set could be
used to handle model choice problems for competing models from the exponential family
while Beaumont (2008) illustrated a post-simulation regression adjustment for the model
indicator variable using logistic regression. Toni et al. (2009) and Toni and Stumpf
(2010) extended their variant of the basic SMC ABC algorithm to incorporate model
choice problems in a similar fashion as Grelaud et al. (2009) and applied it to various
biological examples.
This section introduces a new variant of the adaptive SMC ABC algorithm with
replenishment (Algorithm 2) of Drovandi and Pettitt (2011) for model choice problems.
The full algorithm is referred to as the ‘approximate Bayesian model choice’ (ABMC)
algorithm to distinguish it from the ABC model choice algorithm (Grelaud et al., 2009).
The algorithm comprises of two parts: the FP step (Algorithm 1) estimates the
regression coefficients used to calculate the summary statistics in the discrepancy
measure extending Fearnhead and Prangle (2012), and the SMC step (Algorithm 2) is
the SMC ABC replenishment algorithm (Drovandi and Pettitt, 2011) with an RJ-MCMC
kernel for jumping between models.
The first modification undertaken is the inclusion of the model indicator
(M∈ {1, 2, . . . , K} where K is the total number of candidate models) in the set of
parameters θ. The vector of parameters in model k is denoted θk. The target (posterior)
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density is then
πǫ (θk, k|y) ∝ P (M = k) π (θk|M = k)
∫
x
fk (x|θk)1 (ρ (x,y) < ǫ) dx
where y denotes the observed data, x is the data simulated from the likelihood for model
k, fk(.|.), P (M = k) is the prior probability for the model indicator M, π (θk|M = k) is
the prior density for the parameters in model k conditional on the model indicator and
1 (ρ (x,y) < ǫ) is the indicator function which equals to 1 when ρ (x,y) < ǫ and 0
otherwise.
Fearnhead and Prangle (2012) proposed the use of posterior mean estimates of the model
parameters obtained through stepwise linear regressions as the summary statistics for the
ABC discrepancy measure. The method estimates the regression coefficients from a large
simulation study prior to executing the main ABC algorithm.
The FP step (Algorithm 1) extends the Fearnhead and Prangle (2012) method to include
a stepwise multinomial (or binomial for cases with two candidate models) logistic
regression to estimate the summary statistics related to model choice. The forward
stepwise algorithm used here terminates when the decrease in BIC (Schwarz, 1978) from
its current value to the next is less than 0.5% of its current value. The logistic regression
is performed on the model indicator variable to obtain the regression coefficients to
estimate the posterior model probabilities. The estimated posterior model probabilities
will then be used as the summary statistics in the ABC discrepancy measure for model
choice. The stepwise linear regressions for the model parameters (conditional on the
model indicator) then estimate regression coefficients for the posterior means as in
Fearnhead and Prangle (2012).
For notational convenience, h(x) denotes the regression summary statistics or covariates
for the logistic and linear regressions as a multivariate function of simulated data from the
candidate models. However, different functions can be used for the different regressions.
The SMC step (Algorithm 2) implements the SMC ABC replenishment algorithm
(Drovandi and Pettitt, 2011) using the Euclidean distance between the estimated model
probabilities and posterior means of the parameters (using the coefficients of the
regressions) obtained from the observed and simulated data sets as the discrepancy
measure. Prangle et al. (2014) proved that the posterior model probabilities are Bayes
sufficient for the model indicator, i.e. the posterior distribution is dependent on the data
(y) only through the Bayes sufficient statistics for any prior distribution and almost all y
(Kolmogorov, 1942).
The SMC step is initialised using rejection sampling with a user-specified initial tolerance
ǫ1 to produce a set of N particles
{
θi, ρi
}N
i=1
, where ρi denotes the discrepancy calculated
for θi. The particle set is then sorted by the discrepancy values and a proportion
(α ∈ (0, 1)) of the particles with the largest discrepancies are dropped from the particle
set. The tolerance value for the next iteration t (ǫt) is the value of the largest ρ
i in the
remaining particle set.
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The remaining particles are then used to resample (with replacement) the particle set
until there are N particles in the set again. Specifically, a new particle value is drawn by
sampling from the current set and perturbed using an MCMC kernel Rt times to help
ensure diversity in the particle set. The MCMC kernel used here was an independent
proposal from model to model using RJ-MCMC to allow for a particle to swap models
during a move step with probabilities πkold,kprop where kold is the current model indicator
and kprop is the value of the new model indicator. The model move step is similar to that
of Toni and Stumpf (2010).
The model parameter values θ∗k are then drawn from a user-specified proposal distribution
qk(.). The proposal distributions used here were multivariate normal (Beaumont et al.,
2009; Filippi et al., 2013) with the mean and covariance structure computed from the
remaining particle set for continuous parameters in each model (Drovandi and Pettitt,
2011). Moves for discrete parameters in a model are proposed using the relative
frequencies of the particles in the corresponding model’s remaining particle set.
After the Nα = αN particles are resampled, the acceptance probability p
acc
t and Rt values
are calculated as pacct =
iacc
Rt−1Nα
and Rt = ⌈
log(c)
log(1−pacct )
⌉ where iacc is the number of accepted
proposals in iteration t and c is the theoretical non-move probability for a resampled
particle (Drovandi and Pettitt, 2011). The process is then repeated until the tolerance is
below some user-specified final tolerance ǫT or the acceptance probability becomes too
small.
The algorithm introduced here differs from the approach described in Prangle et al.
(2014) where only binomial logistic regressions were used in the FP step. Pairwise
estimation of the model probabilities was implemented for the case with three models in
Prangle et al. (2014) whereas we utilise the multinomial logistic regression instead. The
truncation correction factor proposed by Prangle et al. (2014) was also omitted as the
same priors were used for both the FP step and SMC step, but should be included
otherwise.
In order to assess the performance of the (multinomial) logistic regression in
distinguishing between competing models, the misclassification matrix is presented in the
applications considered here. The (i, j)-th entry in a misclassification matrix is the
proportion of simulations generated from model i that is classified as model j. The
classification rule used here is to select the model corresponding to the largest posterior
model probability estimated from additional simulated data generated using random
draws from the priors and the estimated logistic regression coefficients. The number of
simulations used to calculate the misclassification matrix is the same as the number of
simulations used in the FP step for simplicity, but need not be the same.
Histograms and cumulative distribution function (cdf) plots of the probabilities of correct
model allocation (i.e. probability of being allocated to model k given the simulation was
generated from model k) calculated from the additional simulated data are also produced
and presented in the corresponding Web Appendices for the pathogen transmission
examples. As these diagnostics are computed in the FP step, the set of regression
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summary statistics can be modified and the FP step repeated until sufficiently good
diagnostics are obtained prior to commencing with the SMC step.
Algorithm 1 FP Step
1: Given that there are K candidate models, draw M/K sets of parameters from each of
the candidate model’s prior distribution where M is large.
2: For each set of parameter values, simulate a data set from the corresponding model
and compute the regression summary statistics of the simulated data sets h(x).
3: Perform a stepwise multinomial logistic regression on the model indicator variable
using h(x) as the covariates. Then, for each candidate model, perform a stepwise
linear regression on each of the model’s parameters with the corresponding subset of
h(x).
For the applications considered here, it was assumed that all models were equally likely a
priori, and probabilities of transitioning from one model to another (itself included) in
the RJ-MCMC move (πkold,kprop) were also equal. The ABMC algorithm was run with
50, 000 simulations for each model in the FP step, 2, 000 particles in the SMC step, half
the particles being dropped from one iteration to the next (α = 0.5) and a value of 0.01
for the theoretical non-move probability c in the formula for Rt. The algorithm was
terminated when the final tolerance (ǫT ) of 1 was reached or when the acceptance
probability dropped below the pre-specified threshold (paccT ) of 1% (unless otherwise
specified).
2.3 Validating Example
To validate the ABMC algorithm, we trialled the method on a relatively simple model
choice problem involving three discrete distributions. The 1, 000 observed data sets (each
of size 100) used in this example were generated from a Poisson distribution with a mean
of 0.5, herein referred to as the generated data sets. The competing models considered
are the Poisson distribution with mean λ, the geometric distribution with probability of
‘success’ pgeo (and support including 0) and the negative binomial distribution with
parameters r and pnb. The priors for the parameters were Exp(1) for λ and r, and U [0, 1]
for pgeo and pnb.
The posterior model probabilities were also derived numerically (Web Appendix A) for
the specification of the models and priors above, and compared with the ABMC
estimates (see Didelot et al. (2011) for the model comparison example with just the
Poisson and geometric distributions). To investigate the performance of the algorithm
across a spectrum of model probability values, 1, 000 data sets were generated such that
the model probabilities of the correct model (Poisson) for the collection of generated data
sets were approximately uniformly distributed between 0.01 and 0.99.
The set of regression summary statistics considered comprised of the mean, variance,
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Algorithm 2 SMC step
4: Run a rejection sampling algorithm with the initial tolerance ǫ1 to produce a set of N
particles
{
θi, ρi
}N
i=1
using the difference between the observed and simulated estimates
of model probabilities and posterior means (using the regression coefficients) as the
discrepancy measure. Compute also the acceptance probability pacc1 and R1. Set t = 1.
5: Sort the particle set by their discrepancy values ρ and set ǫt = ρ
(N−Nα) (where ρ(.)
denotes the ordered values of ρ) and ǫMAX = ρ
(N). If ǫMAX < ǫT or p
acc
t < p
acc
T , then
the algorithm is terminated.
6: Compute the parameters of the K separate MCMC kernels qk(.) using the particle set{
θi, ρi
}N−Nα
i=1
. Set iacc = 0.
7: for j = N −Nα + 1 to N do
8: Resample θj from
{
θi
}N−Nα
i=1
.
9: for l = 1 to Rt do
10: Denote the current model indicator as kold.
11: Draw a new model indicator kprop ∼ Multinomial (1; πkold,1, . . . , πkold,K).
12: Propose move θ∗kprop ∼ qkprop(.) then simulate data x
∗
kprop
∼ fkprop(.|θ
∗
kprop
).
13: Compute the Metropolis-Hastings ratio r = min
(
1,MHkold,kprop
)
where
MHkold,kprop =
P (M = kprop)
P (M = kold)
π
(
θ∗kprop|M = kprop
)
π (θkold |M = kold)
1
(
ρ
(
x∗kprop ,y
)
< ǫt
)
qkold (θkold)
qkprop
(
θ∗kprop
) πkprop,kold
πkold,kprop
.
14: if U(0, 1) < r then
15: Set θj =
{
kprop,θ
∗
kprop
}
, ρj = ρ(x∗kprop ,y) and iacc = iacc + 1.
16: end if
17: end for
18: end for
19: Set t = t+ 1.
20: Compute the acceptance probability pacct =
iacc
Rt−1Nα
and Rt = ⌈
log(c)
log(1−pacct )
⌉. Return to 5:
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Figure 1: Validating example: plot of the estimated posterior model probabilities for the
Poisson model obtained using the ABMC algorithm against the true model probabilities
for the Poisson model.
median absolute deviation, number of zeros, maximum value, interquartile range,
skewness, kurtosis, and mean-variance ratio.
For the collection of 1, 000 generated data sets, the average misclassification matrix was
calculated instead. It was obtained by taking the element-wise average of each
misclassification matrix obtained from the 1, 000 generated data sets in the validating
example. The standard deviations were obtained similarly. The average misclassification
matrix from the 1, 000 generated data sets with standard deviations in parentheses is
given below.


p(geometric) p(Poisson) p(negative binomial)
geometric 0.689 (0.007) 0.109 (0.003) 0.202 (0.005)
Poisson 0.067 (0.004) 0.866 (0.004) 0.066 (0.002)
negative binomial 0.408 (0.004) 0.114 (0.002) 0.478 (0.004)


The average misclassification matrix suggests good identification for the Poisson model
using the set of regression summary statistics specified however the discrimination
between the geometric and negative binomial models is less evident. This result is
consistent with the facts that non-informative priors were chosen for the parameters in
the models and the geometric distribution is a special case of the negative binomial
distribution (with r = 1). Hence it is possible to simulate data from the negative
binomial distribution with characteristics of the geometric model and vice versa.
The model choice results obtained from the 1, 000 generated data sets are illustrated in
Figure 1 with the estimated model probabilities obtained using the ABMC algorithm
plotted against the true posterior model probabilities of the Poisson model. It is clear
that there is a strong agreement between the analytical and ABC results for this simple
example.
3 Application to Pathogen Transmission Data Sets
It may not always be clear what transmission model best represents the underlying
transmission process of reported infection data, particularly for a new strain of pathogen
or a pathogen that exhibits long term persistence despite control measures. A better
understanding of the transmission process could improve control measures for the
pathogen. One possible avenue of investigation is to compare different transmission
models, proposed either through expert clinical opinions or transmission models of
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similar diseases, which translates into a model choice problem thus facilitating the use of
the ABMC algorithm proposed.
3.1 Pathogen Transmission in a Hospital Ward
Antibiotic-resistant nosocomial infections such as methicillin-resistant Staphylococcus
aureus (MRSA) is an issue that affects most hospitals around the world
(Bonten and Bootsma, 2010) despite continual control efforts. The analysis here used
observed weekly patient MRSA incidence data collected for 134 weeks from 2001 to 2004
in an ICU ward at the Princess Alexandra Hospital (Brisbane, Australia)
(McBryde et al., 2007) as shown in Web Figure 3.
The two models compared here comprised of the original model proposed by
McBryde et al. (2007) (herein referred to as the standard model)
dYp
dt
= φpYh (Np − Yp)− µ
′(1− σ)Yp + µσ(Np − Yp) (1a)
dYh
dt
= φhYp (Nh − Yh)− κYh (1b)
and an alternate model based on the transmission dynamic of Greenwood (1931) which we
refer to as the Greenwood model (whereby provided that at least one person is colonised,
there is a constant colonisation pressure for the corresponding susceptible group)
dYp
dt
= φ′p1 (Yh > 0) (Np − Yp)− µ
′(1− σ)Yp + µσ(Np − Yp) (2a)
dYh
dt
= φh1 (Yp > 0) (Nh − Yh)− κYh. (2b)
Here, Yp and Yh represent the number of colonised patients and health-care workers
(HCWs) respectively, and Np and Nh the total number of patients and HCWs in the
ward (see Web Appendix B and McBryde et al. (2007) for more details). The only model
parameters to be estimated are φp and φ
′
p. All other parameters are fixed and
summarised in Web Table 2.
Due to the small population sizes in the ICU, purely deterministic models as described by
(1) and (2) will not accurately represent the system as they do not capture the
stochasticity inherent in such systems. Hence, stochastic variants of the models were
implemented as discrete Markov processes using the rates specified in (1) and (2) as the
relative probabilities with the initial population sizes for the simulations sampled from
the stationary distribution of the corresponding Markov process assuming MRSA is
endemic in the study ward (McBryde et al., 2007). A new variable I(t) measuring the
incidence was also introduced into the system in order to compare the simulations with
the observed data (Drovandi and Pettitt, 2008).
As Yh is not directly observed in the data, we utilised a pseudo-equilibrium approximation
in which the number of colonised HCWs (Yh) is eliminated from the system by
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Figure 2: Hospital MRSA example: estimated model probabilities for the standard model
(asterisks) and Greenwood model (circles) across the SMC iterations. The model prob-
ability for the standard model estimated using numerical integration is indicated by the
dashed horizontal line.
approximating it with the steady-state value ( Yh) obtained by setting
dYh
dt
((1b) and
(2b)) to zero (see Web Appendix B and Drovandi and Pettitt (2008) for further details).
For this comparatively small scale problem, the ABMC algorithm was run with the final
tolerance set to 0 thus the SMC step only terminates when the acceptance probability is
below its set threshold. The priors for the parameters were U[0, 0.5] for both φp and φ
′
p
(Web Appendix B). The regression summary statistics for this example comprised of the
mean, variance, median absolute deviation, autocovariances and autocorrelations up to
lag 5, counts of zeros, ones and twos in the data, AR(1) coefficient, maximum value and
coefficients of the categorical regression of data on indicators of previous time step data
xt = β0 + β11(xt−1 = 0) + β21(xt−1 = 1) + β31(xt−1 = 2) + β41(xt−1 > 2)
where xt is the incidence at time t.
The misclassification matrix was
( p(standard) p(Greenwood)
standard 0.527 0.473
Greenwood 0.256 0.745
)
.
The misclassification matrix showed a lack of discrimination between the two models for
simulations from the standard model, but identified Greenwood model simulations well.
It was suspected that this was because the standard model simulations over the prior
range chosen exhibited a wide range of behaviour, some of which resemble simulations
from the Greenwood model. The corresponding histograms and cdf plots of the
probabilities of correct model allocation are provided in Web Figure 5 and Web Figure 6.
The final estimated model probability obtained was 0.979 in favour of the standard
model (Figure 2). The estimates of the transmission parameters for the standard and
Greenwood models were 0.0429 (95% CI:[0.0319,0.0554]) and 0.00867 (95% CI: [0.00629,
0.0123]) respectively (Web Figure 7).
The ABMC algorithm inferred a strong preference towards the standard model over the
Greenwood model for the observed MRSA data set as measured by the empirical estimate
of the model probabilities. For this example, it was also possible to calculate the evidence
for each of the models (using the likelihood evaluation described in Drovandi and Pettitt
(2008) and numerical integration) and arrive at an estimated posterior probability of
0.966 for the standard model, similar to the estimate obtained by the ABMC algorithm.
While the results provided strong evidence for the standard model compared with the
Greenwood model for the spread of MRSA in the ICU, consistent with previous studies
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Table 1: Tristan da Cunha cold outbreak example: model descriptions for the four can-
didate models where S, E, I and R represent the susceptible, exposed, infectious and
recovered populations respectively, γk (k = 1, 2, 3, 4) is the transmission rate in Model k,
νk is the recovery rate, τ is the time delay between being infected and infectious in Model
2, δ is the rate of progression from exposed to infectious in Model 3 and e is the rate
immunity diminishes in Model 4.
Model 1 Model 2 Model 3 Model 4
dS
dt
−γ1S(t)I(t) −γ2S(t)I(t− τ) −γ3S(t)I(t) −γ4S(t)I(t) + eR(t)
dI
dt
γ1S(t)I(t)− ν1I(t) γ2S(t)I(t− τ)− ν2I(t) δE(t)− ν3I(t) γ4S(t)I(t)− ν4I(t)
dR
dt
ν1I(t) ν2I(t) ν3I(t) ν4I(t)− eR(t)
dE
dt
— — γ3S(t)I(t)− δE(t) —
(McDonald, 1997), caution should be used in generalising the results due to the
simplifications made in the models. It may also be desirable to include effects of
environmental contamination directly as well as community-acquired MRSA acquisitions
(van Kleef et al., 2013).
3.2 Tristan da Cunha Cold Outbreak
We now consider a more involved example where there are more than two competing
models and there is more than one parameter per model which could be continuous or
discrete valued. Specifically, we revisit the Tristan da Cunha October-November 1967
common cold outbreak example analysed as a model choice problem using SMC ABC
(Toni et al., 2009).
The data used in the analysis to follow were the number of infectious and recovered
individuals collected over a period of 21 days between October 1967 and November 1967
(as shown in Table 3 in Toni et al. (2009)). The four candidate models considered in
Toni et al. (2009), as summarised in Table 1, were used.
Stochastic variants of these deterministic models were used to generate the simulated
data for the ABMC algorithm. The initial number of susceptibles (S0) is unknown and
was estimated as a separate discrete valued parameter in each model. It was assumed
that there were no initially recovered individuals in the population and the outbreak was
triggered by one initial infectious individual. The priors used are listed in
Web Appendix D.
The set of regression summary statistics used here comprised of the mean, variance,
median absolute deviation, autocovariances and autocorrelations up to lag 5, number of
zeros observed, AR(5) coefficients, maximum value and time point at which it was
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Figure 3: Tristan da Cunha cold outbreak example: estimated model probabilities for
Model 1 (squares), Model 2 (circles), Model 3 (asterisks) and Model 4 (diamonds) across
the SMC iterations.
recorded, 10th, 15th, . . . , 90th percentiles of the time-ordered data points for both the
infectious and recovered individual numbers, time at which the last infectious individual
recovers and cross-covariances up to lag ±10 between the infectious and recovered
individual numbers.
The misclassification matrix obtained for this example was


p(Model 1) p(Model 2) p(Model 3) p(Model 4)
Model 1 0.929 0.012 0.056 0.002
Model 2 0.228 0.704 0.067 0.001
Model 3 0.189 0.050 0.761 0.001
Model 4 0.007 0.003 0.001 0.990


The histograms and cdf plots of the probabilities of the correct model allocation are
shown in Web Figure 17 and Web Figure 18 respectively.
For this example, the final estimated model probabilities obtained from the ABMC
algorithm were [0.064, 0.664, 0.272, 0] giving stronger support for Model 2 and Model 3
out of the four competing models (Figure 3). The algorithm was unable to select the
most dominant model as was also reported by Toni et al. (2009). This is not surprising as
the transmission mechanisms of Model 2 and Model 3 are similar with the lagged
infectious individuals in Model 2 essentially playing the role of the exposed class in Model
3. The main inference that can be drawn is that a latent period is a key component of
the cold outbreak observed.
The parameter estimates for the two most preferred models are summarised in Table 2 as
well as Web Figure 19 and Web Figure 20.
It should be noted that the data used for this analysis only covered one of the outbreaks
recorded in the 1964-1968 period (Shibli et al., 1971). A clearer picture of the outbreaks
may possibly be obtained by incorporating the other outbreaks provided they are of the
same strain. Another improvement to the transmission models considered here might be
to incorporate covariate variables such as the household, gender, age, and social structure
(school or workplace) of the individuals (Becker and Hopper, 1983).
3.3 Hagelloch Measles Outbreak 1861
A detailed epidemic data set is available for a measles outbreak in the German village
Hagelloch in 1861 (Pfeilsticker, 1863; Oesterle, 1992). The data set has been recently
analysed by Britton et al. (2011) using a three-level mixing multitype epidemic model
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Table 2: Tristan da Cunha cold outbreak example: parameter estimation results for the
two most preferred models using the ABMC algorithm.
model parameter mean 95% CI
S0 40.3 [37.0, 48.0]
Model 2 γ2 0.103 [0.0256, 0.320]
ν2 0.387 [0.198, 0.631]
τ 3.61 [1.24, 4.95]
S0 40.7 [37.0, 49.0]
Model 3 γ3 0.531 [0.0965, 2.94]
ν3 0.290 [0.142, 0.902]
δ 1.22 [0.105, 3.89]
and by Groendyke et al. (2012) using an exponential-family random graph model
(ERGM) contact network approach. In both cases, an SEIR epidemic model was used to
model the observed measles outbreak. Neal and Roberts (2004) considered the data set
in a model choice context with competing nested contact network models using an
RJ-MCMC algorithm.
Britton et al. (2011) assumed the spread of the measles outbreak was propagated by a
three-level mixing multitype epidemic model. Transmissions could occur either through
household contacts, classroom contacts (for two separate classes) or contacts with
community members at large with different transmission rates (λH , λG1, λG2 and λC
respectively). The exposure and infectious periods were assumed to be fixed.
For the network model of Groendyke et al. (2012), the disease was assumed to spread
with transmission rate λ through a contact network generated using an ERGM where the
probability of contact between individuals i and j (pij) was given by
log
(
pij
1− pij
)
=Xijη
and Xij is the set of pairwise covariates for individual i and individual j which includes a
constant term, binary (whether the pair share a household, class, or gender) and
continuous covariates (age difference and Euclidean distance between house locations).
The contact network parameters η = (η1, η2, η3, η4, η5, η6, η7, η8) are defined as in
Groendyke et al. (2012) where η1 is the household effect, η2 is the Class 1 effect, η3 is the
intercept, η4 is the Class 2 effect, η5 is the female effect, η6 is the male effect, η7 is the age
difference effect and η8 is the house location distance effect.
For our analysis, it was assumed that the exposure and infectious periods in both models
follow gamma distributions (see Web Appendix E for a justification). For notation
purposes, let kE and θE denote the shape and scale parameters for the gamma
distribution describing the exposure period, and similarly kI and θI for the infectious
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Figure 4: Hagelloch measles example: estimated model probabilities for the multitype
epidemic model (asterisks) and contact network model (circles) across the SMC iterations.
Table 3: Hagelloch measles example: parameter estimation results for the MME model
using the ABMC algorithm.
parameter mean 95% CI
λh 2.01 [0.11, 3.87]
λg1 2.62 [0.59, 3.96]
λg2 2.07 [0.17, 3.92]
λc 0.31 [0.10, 0.94]
kE 15.9 [9.44, 19.9]
θE 0.80 [0.43, 0.99]
kI 20.3 [15.1, 24.8]
θI 0.53 [0.27, 0.74]
period. The modified multitype epidemic (MME) model and contact network (CN)
model described were then compared using the ABMC algorithm. The priors used are
listed in Web Appendix E.
The regression summary statistics used were the mean, variance, number of zero counts,
median absolute deviation, autocovariances and autocorrelations up to lag 5, maximum
value and time at which the maximum value occurred (for the exposed and infectious
classes only) and AR(5) coefficients for the four different epidemic groups (S, E, I, R) as
well as the cross-covariances up to lag ±5 between different epidemic group pairs,
aggregated separately by school class, house, gender and age.
The misclassification matrix was
( p(MME) p(CN)
MME 0.997 0.003
CN 0.004 0.996
)
.
The histogram and cdf plots of the probabilities of the correct model allocation are
provided in Web Figure 24 and Web Figure 25.
The final estimated model probability from the ABMC algorithm was 0.994 for the MME
model (Figure 4). The parameter estimates for the MME model are summarised in
Table 3 with associated histograms provided in Web Figure 26 and Web Figure 27.
Based on the observed data, there is strong support for the MME model over the CN
model for the observed measles data set of the 1861 outbreak in Hagelloch. The model
choice result implies that after accounting for the difference in the households and school
classes of the individuals, the effects of age, gender and house location differences
between individuals were of secondary importance to the transmission process as these
variables were explicitly accounted for in the CN model but not in the MME model.
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While the models considered in this analysis were fairly detailed, there exists additional
information from the data set not considered in the models which could potentially
provide a more comprehensive understanding of this particular outbreak. For instance,
both models used in this example did not factor in the recorded deaths or maximum fever
temperatures which may act as proxies for the severity of the measles infection for each
individual.
4 Discussion
An inferential method for model choice problems based on ABC has been presented here.
The approach of Fearnhead and Prangle (2012) was extended with a stepwise
multinomial logistic regression to estimate the summary statistics for model choice
purposes, namely the posterior model probabilities estimated from the regression
coefficients. The algorithm then proceeds with a standard ABC algorithm to obtain the
approximate posteriors of interest. For our purposes, we have used the SMC ABC
replenishment algorithm (Drovandi and Pettitt, 2011). The method was validated using a
simple example where the posterior model probabilities can be obtained directly through
numerical integration. The algorithm was then applied to pathogen transmission data
sets with varying levels of detail.
A potential improvement to the algorithm would be to incorporate bias-reduction (Firth,
1993) when performing the logistic regression in the FP step as its maximum likelihood
estimates are known to be biased, and there is a non-zero probability that the estimates
are unbounded, affecting the comparison between different subsets in the stepwise
regression. The impact of bias-reduction was briefly investigated for the hospital MRSA
example in Web Appendix C which showed good agreement with the results in
Section 3.1. This provides some degree of confidence in the inferences drawn here.
Implementation of the bias-reduced multinomial logistic regression (Bull et al., 2002;
Kosmidis and Firth, 2011) cannot be readily applied to large data sets as is required by
the FP step due to the matrix operations involved.
Similar to Fearnhead and Prangle (2012), the examples above have used forward stepwise
regressions in the FP step as it is easily implemented, straightforwardly handles large sets
of summary statistics and increases computational efficiency by setting non-significant
regression coefficients to 0. There are however certain contexts or selections of summary
statistics where other variable subset selection or shrinkage methods, such as ridge
regression or lasso, may perform better, such as for sets of highly correlated summary
statistics. Another alternative to these methods is the SMC algorithm on a binary space
proposed in Scha¨fer and Chopin (2013) for variable selection which could potentially be
more robust. Explorations and comparisons of these variable selection methods would
improve the algorithm performance and applicability, and could be investigated in future
work.
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Further computational savings could also be achieved if the user-specified parameters for
the ABC algorithm (e.g. the proportion of particles dropped at each iteration (α) and
theoretical non-move probability (c) for the SMC ABC replenishment algorithm) were
tuned to their optimal values. While there has been some recent research into the
fine-tuning of ABC algorithms (Sedki et al., 2013; Silk et al., 2013), there still exists
plenty of opportunities to expand and improve on the current literature.
Practitioners should also be cautious about the potentially strong dependence on the
priors used for the parameters. If it was deemed appropriate to truncate the priors after
the FP step, the truncation correction proposed in Prangle et al. (2014) must be
incorporated to account for this modification. As with any Bayesian analysis, the
sensitivity of the inference to prior choice used should be thoroughly investigated,
particularly in model choice problems where the priors can have a substantial influence.
This could be done through repetition of the analysis using alternate priors, or even a
family of priors (Doss, 2010). However, this was not investigated here as the main focus
was to illustrate the application of the ABMC algorithm on a variety of pathogen
transmission model choice problems rather than in-depth analyses of the examples. The
inferences drawn here are still valid for the choice of priors used, and showed strong
agreement with the model probabilities calculated without the use of ABC for examples
in Section 2.3 and Section 3.1.
5 Supplementary Materials
Web Appendices, Tables and Figures referenced in Sections 2, 3 and 4 along with
accompanying MATLAB codes are available with this paper at the Biometrics website on
Wiley Online Library.
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