Abstract. We consider various specializations of the non-twisted quantum affine algebras at roots of unity. We define and study the q-characters of their finitedimensional representations.
Introduction
The theory of q-characters of finite-dimensional representations of quantum affine algebras was developed in [FR, FM] . In those works, q was assumed to be a generic non-zero complex number (i.e., not a root of unity). In the present paper we extend the results of [FR, FM] to the case when q is a root of unity.
There are different versions of the quantum affine algebra U q g when q is specialized to a root of unity ǫ: the non-restricted specialization U ǫ g studied by Beck and Kac [BK] , the restricted specialization U res ǫ g studied by Chari and Pressley [CP4] (following the general definition due to Lusztig [L] ), and the "small" affine quantum group U fin ǫ g, which is the image of the natural homomorphism U ǫ g → U res ǫ g. It was shown in [CP4] that all irreducible finite-dimensional representations of U res ǫ g (of type 1) are highest weight representations with respect to a triangular decomposition in terms of the Drinfeld generators (more precisely, these results were obtained in [CP4] in the case when ǫ is a root of unity of odd order, but we extend them here to all roots of unity). Using these results, we define the ǫ-characters of a U res ǫ g-module V via the generalized eigenvalues of a commutative subalgebra of U res ǫ g on V . We establish various properties of the ǫ-character homomorphism; in particular, we show that the q-characters specialize to ǫ-characters as q → ǫ.
In addition, using the results of [BK] we show that all irreducible finite-dimensional representations of U fin ǫ g (of type 1) are highest weight representations, describe their highest weights and define the corresponding ǫ-characters. We show that each irreducible U fin ǫ g-module admits a unique structure of U res ǫ g-module. This allows us to obtain the ǫ-characters of U fin ǫ g-modules from the ǫ-characters of U res ǫ g-modules. Finally, we study the quantum Frobenius homomorphism, following Lusztig's definition [L] . Let l be the order of ǫ 2 and ǫ * = ǫ l 2 ∈ {±1}. The Frobenius homomorphism maps U res ǫ g (more precisely, its modified version) to either U res ǫ * g or U res ǫ * g L to , depending on whether l is divisible by the lacing number r ∨ or not. Here g L denotes the Langlands dual Lie algebra to g (it is twisted if g is not simply-laced) and we use the notation Rep U for the Grothendieck ring of finite-dimensional representations of an algebra U . In this paper we deal only with the non-twisted quantum affine algebras, and so we consider in detail only the case when (l, r ∨ ) = 1.
The Frobenius pull-backs of irreducible finite-dimensional U res ǫ * g-modules are irreducible U res ǫ g-modules. We determine completely their ǫ-characters in terms of the ordinary characters of irreducible finite-dimensional representations of the simple Lie algebra g.
A decomposition theorem (previously proved by Chari and Pressley [CP4] in the case when ǫ has odd order) allows one to decompose any irreducible finite-dimensional representation of U res ǫ g as a tensor product of a Frobenius pull-back and a module which remains irreducible when restricted to U fin ǫ g ⊂ U res ǫ g. Thus, we obtain an isomorphism of vector spaces Rep U res ǫ g ≃ Rep U fin ǫ g ⊗ Rep U res ǫ * g. One can use this decomposition to obtain the ǫ-characters of all irreducible finitedimensional U res ǫ g-modules. Similar results can be obtained for the twisted quantum affine algebras. We will describe the q-characters and ǫ-characters of twisted quantum affine algebras in a separate publication. useful discussions. This research was supported in part by the Packard Foundation and the NSF.
Definitions
2.1. Root data. Let g be a simple Lie algebra of rank ℓ. Let (·, ·) be the invariant inner product on g, such that the square of the length of the maximal coroot α ∨ max equals 2. The induced inner product on the dual space to the Cartan subalgebra h of g is also denoted by (·, ·). Denote by I the set {1, . . . , ℓ}. Let {α i } i∈I , {α ∨ i } i∈I {ω i } i∈I be the sets of simple roots, simple coroots and fundamental weights of g, respectively. We denote by α max the maximal (positive) root of g.
Let r ∨ be the maximal number of edges connecting two vertices of the Dynkin diagram of g. Thus, r ∨ = 1 for simply-laced g, r ∨ = 2 for B ℓ , C ℓ , F 4 , and r ∨ = 3 for G 2 .
Set
. All r i 's are equal to 1 for simply-laced g, and r i = 1 or r ∨ depending on whether α i is short or long, for non-simply laced g.
. LetÎ = {0, 1, . . . , ℓ} and let (C ij ) i,j∈Î be the Cartan matrix of g. We set r 0 = r ∨ . We also fix a choice of a function o :
2.2. Quantum affine algebras. Let q be an indeterminate, C(q) the field of rational functions of q and C[q, q −1 ] the ring of Laurent polynomials with complex coefficients.
Let q i = q r i , i ∈Î.
In this paper we deal exclusively with finite-dimensional representations of quantum affine algebras, all of which have level zero. The (multiplicative) central element of the quantum affine algebra acts as the identity on such representations. To simplify our formulas, we will impose in the definition of the quantum affine algebra the additional relation that this central element is equal to 1.
The quantum affine algebra U q g (of level zero) in the Drinfeld-Jimbo realization [Dr1, J] is an associative algebra over C(q) with generators
(i ∈ I), and relations:
Here we use the notation k 0 = k
, where α max = i∈I a i α i . The algebra U q g has a structure of a Hopf algebra with the comultiplication ∆ and the antipode S given on the generators by the formulas:
The Hopf algebra U q g is defined as the C(q)-subalgebra of U q g with generators
Let ν be the involution of U q g defined by
Let σ be an automorphism of the affine Dynkin diagram, i.e., σ :Î →Î, such that (α i , α j ) = (σα i , σα j ). Then we also denote by σ an U q g automorphism defined by the formulas
Let T i , i ∈Î, be the C(q)-algebra automorphisms of U q g, defined by the formulas
Here we used the following notation for divided powers
The above formulas are taken from [CP4] , §1. They are related to Lusztig's operators KT, LSS, B] ). The algebra U q g is isomorphic over C(q) to the algebra with generators
, with the following relations:
for all sequences of integers n 1 , . . . , n s , and i = j, where Σ s is the symmetric group on s letters, and φ ± i,n 's are determined by the formula
In fact, according to [B] (see also [CP4] , §1), the isomorphism described in Theorem 2.1 has the form
where Tω i is an automorphism of U q g given by a certain composition of braid group automorphisms T i and a diagram automorphism σ of type (2.2). For any a ∈ C × , there is a Hopf algebra automorphism τ a of U q g defined on the generators by the following formulas:
for all i ∈ I, n ∈ Z. Given a U q g-module V and a ∈ C × , we denote by V (a) the pull-back of V under τ a .
Lemma 2.2. If g = sl 2n+1 , then the automorphism (2.1) ν in new realization is given by formulas
, then the automorphism (2.1) ν in new realization is given by formulas
Proof. It is clear from the commutation relations in the new realization that the formulas in the lemma define an algebra automorphism. So, it is sufficient to check that this automorphism coincides with ν on x ± i and k i , i ∈Î. It is clearly true for k i . Moreover, it is also true for i ∈ I, since x
The element x ± 0 can be represented as a (h − 1)-fold "q-commutator" of x ∓ j,±1 and h − 2 zero modes x ∓ i,0 (see Theorem 12.2.1 in [CP2] ), where h is the Coxeter number. But the Coxeter number of any non-twisted affine algebra sl 2n+1 is even if g = sl 2n+1 , and odd if g = sl 2n+1 , see for example [K] . In both cases, the lemma follows.
Similarly, let U res q g be the C[q, q −1 ]-subalgebra of U q g generated by k
For i ∈ I, r ∈ Z >0 , define
For i ∈ I, n ∈ Z, define the elements P i,n ∈ U q g by
Note that
Theorem 2.3 ([CP4], Proposition 6.1). We have U res q g ± ⊂ U res q g, U res q g 0 ⊂ U res q g. The algebra U res q g is generated by the subalgebras U res q g + , U res q g − and k i , i ∈ I. Moreover,
Let ǫ ∈ C be a primitive s-th root of unity, i.e., ǫ s = 1 and ǫ k = 1 for k = 1, 2, . . . , s−1. Let ǫ i = ǫ r i and let
i ∈Î. In other words, l is the order of ǫ 2 , and l i is the order of ǫ 2 i . Thus, l is the minimal natural number with the property [l] ǫ = 0 and l i is the minimal natural number with the property
Define the structure of a module over the ring C[q, q −1 ] on C by the formula
Denote this module by C ǫ . Set
2.4. Non-restricted integral form and small affine quantum group. Let U q g be the C[q, q −1 ]-subalgebra of U q g generated by k
This is a C[q, q −1 ] Hopf subalgebra of U q g preserved by automorphisms T i , i ∈Î. Using Theorem 2.1 we obtain that U q g may also be described as the
We have a natural homomorphism U ǫ g → U res ǫ g. Denote by U fin ǫ g the image of this homomorphism. We call U fin ǫ g the small affine quantum group of g at q = ǫ. This is the subalgebra of U res ǫ g generated by k ±1 i and x ± i , i ∈Î. We remark that Chari and Pressley use in [CP4] the notation U fin ǫ g for a larger subalgebra of U res ǫ g, which includes P i,n , i ∈ I, n ∈ Z in addition to the above generators.
Note that if l = 1, we have:
Hence from now on, when dealing with U ǫ g or U fin ǫ g, we will always assume that l > 1. Lemma 2.4. For l > 1, the following relations hold in U fin
Proof. This follows from the fact that the elements (x
A finite-dimensional representation of U q g is said to be of type 1 if k i , i ∈ I, act by semi-simple operators with eigenvalues in q Z i . A finite-dimensional representation V of U res ǫ g is said to be of type 1 if V has a basis of eigenvectors of the elements k i , k i l i , i ∈ I, and for each vector v from this basis there exist integers λ i , such that
V is said to be of type 1 if the restriction of V to U q g (resp., U res ǫ g) is of type 1. In what follows we consider only modules of type 1.
It follows from the formulas defining the coproduct in U q g that the tensor product of two type 1 representations is of type 1. Hence the Grothendieck rings of the type 1 finite-dimensional representations of U q g and U res ǫ g, carry ring structures. We denote these rings by Rep U q g and Rep U res ǫ g, respectively. A vector v in a U q g-module (resp.,
, then V is called a highest weight representation.
Theorem 2.5. Every irreducible finite-dimensional representation of U res ǫ g is a highest weight representation. An irreducible highest weight representation V with highest weight vector v is finite-dimensional if and only if there exists an I-tuple of polynomials with constant term 1,
such that
Proof. In [CP4] , Proposition 8.1 and Theorem 8.2, the theorem is proved when s is odd and (s, r ∨ ) = 1, using the triangular decomposition (2.5) for U res q g. The same proof applies in general (the assumption on s can be dropped as the decomposition (2.5) does not depend on the choice of ǫ).
The I-tuple of polynomials P is called the highest weight of V . We write V = V (P) for the irreducible representation V with highest weight P. We refer to the polynomials P i (u) as Drinfeld polynomials.
There is an analogous description of irreducible finite-dimensional U q g-modules given as highest weight representations given in [CP2, CP3] (see Theorem 2 of [FR] for a summary of these results). Namely, irreducible U q g-modules are also classified by highest weights P, which are I-tuples of polynomials in C(q) [u] with constant coefficient 1. We denote the irreducible U q g-module with highest weight P by V (P) q .
There is a natural partial order on the set of I-tuples of polynomials with constant coefficient 1, determined by the degrees of these polynomials. The next proposition shows that all irreducible finite-dimensional representations of U res ǫ g can be obtained as subquotients of specializations of U q g-modules, and moreover, the corresponding decomposition matrix is triangular. Proposition 2.6. Let V (P) q be an irreducible highest weight U q g-module of dimension d with highest vector v and highest weight P, such that
is a surjective ring homomorphism, and
where P ǫ is obtained from P by substituting q = ǫ.
Since U res q g is a Hopf subalgebra of U q g, we obtain that e is a homomorphism of rings. Since the degrees of the polynomials P i (u) determine the highest weight of V (P) q , considered as a U q g-module, we obtain that any U q g-subquotient occurring in [V (P) res ǫ ] has highest weight less than P with respect to our partial order. This proves the surjectivity of e and formula (2.6) Given an irreducible U q g-module V , we call the U res ǫ g-module V res ǫ the specialization of the module V .
. By Lemma 2.4, the elements h i,ml i act on V by 0. Therefore Ψ ± i (u) necessarily satisfies the property that
(cf. Section 6.5 of [BK] ). Note that the commuting elements h i,n , n = ml i , are algebraically independent in U res ǫ g, and hence in U fin ǫ g. Therefore for any choice of (Ψ ± i (u)) i∈I satisfying the condition (2.8), there exists a unique irreducible highest weight representation with highest weight (Ψ ± i (u)) i∈I . We will say that a polynomial P (u) ∈ C[u] is l-acyclic if it is not divisible by (1 − au l ) (equivalently, the set of roots of P (u) does not contain a subset of the form {a, aǫ 2 , . . . , aǫ 2l−2 }, a ∈ C × , where ǫ 2 is a primitive root of unity of order l).
The following statement essentially follows from the results of Beck and Kac [BK] .
Theorem 2.7. Every irreducible finite-dimensional representation of U fin ǫ g is a highest weight representation. An irreducible highest weight representation V with highest weight (Ψ ± i (u)) i∈I is finite-dimensional if and only if there exists an I-tuple of polynomials with constant term 1, P = (P i (u)) i∈I , where
where by the rational function appearing in the right hand side we understand its expansion in u ±1 .
Proof. Theorem 6.3 of [BK] describes the so-called diagonal finite-dimensional representations of the non-restricted specialization U ǫ g (although l is assumed in [BK] to be odd, the proof of Theorem 6.3 does not depend on this restriction). It states in particular that these representations are highest weight representations. Since we have a surjective homomorphism U ǫ g ։ U fin ǫ g, any irreducible U fin ǫ g-module gives rise to an irreducible U ǫ g-module. Therefore we obtain that every irreducible finite-dimensional U fin ǫ g-module is a highest weight module. Furthermore, according to Theorem 6.3 of [BK] , the irreducible highest weight representation of U ǫ g with highest weight (Ψ ± i (u)) i∈I is finite-dimensional if and only if
where P
(1)
i (u) are two polynomials in u of equal degrees with non-zero constant coefficients. In addition, f i (u) is regular at 0 and at ∞, and f i (0) = f i (∞) −1 .
By Lemma 2.4, the irreducible U ǫ g-module obtained by pull-back from an irreducible U fin ǫ g-module is diagonal. In addition, its highest weight satisfies formula (2.8). But then for each i ∈ I there exists a unique polynomial P i (u), such that formula (2.9) holds. This completes the proof.
Proposition 2.8. Let P = (P i (u)) i∈I be an I-tuple of polynomials with constant term 1, such that P i (u) is l i -acyclic for each i ∈ I. Then the irreducible U res ǫ g-module V (P) remains irreducible when restricted to U fin ǫ g. In particular, any irreducible U fin ǫ g-module may be extended to a U res ǫ g-module. Proof. This statement is proved in Theorem 9.2 of [CP4] in the case when the order of ǫ is odd (although the algebra U fin ǫ g in [CP4] includes the elements P i,n , the same proof works for the algebra without the elements P i,n , as in our definition of U fin ǫ g). For general root of unity ǫ one repeats the proof of [CP4] replacing l by l i , where appropriate.
In fact, an irreducible U fin ǫ g-module can be extended to a U res ǫ g-module in a unique way. This follows from the Decomposition Theorem 4.12 (which is proved in this paper under the assumption that (l, r ∨ ) = 1).
3. The ǫ-characters 3.1. Definition. Let V be a finite-dimensional representation of U res ǫ g. We have a commutative subalgebra generated by the elements P ± i,n , i ∈ I, n ∈ Z and k i , i ∈ I, acting on V . Let v 1 , . . . , v d be a basis of common generalized eigenvectors of these elements. In what follows we look at the generalized eigenvalues of the series P ± i (u), i ∈ I and k i , i ∈ I. 
where j in , m in are non-negative integers and a inj , b inm are non-zero complex numbers. Moreover, the generalized eigenvalues of
, and we have
Proof. In the case of U q g the analogous statement follows from Proposition 1 in [FR] . Lemma 3.1 then follows from Proposition 2.6.
The q-character of a U q g-module V defined in [FR] (see also [FM] ) encodes the generalized eigenvalues of P 
We denote it by χ ǫ (V ).
Theorem 3.2. The map
is an injective homomorphism of rings. Moreover, for any irreducible finite-dimensional
by setting q equal to ǫ. Proof. The first part follows from Theorem 3 in [FR] and Proposition 2.6. The second part follows from Proposition 2.6.
In particular, we obtain that the ring Rep U res ǫ g is commutative.
is called dominant if it does not contain factors Y i,a in negative powers. The monomial in χ ǫ (V ) corresponding to the highest weight vector is always dominant. We call it the highest weight monomial. The i-th fundamental representation V ω i (a) is by definition the irreducible U res ǫ g-module whose highest weight monomial is Y i,a .
Theorems 2.5 and 3.2 imply that the map
is an isomorphism of rings (cf. the analogous statement in the case of Rep U q g in [FR] , Corollary 2).
3.2.
Properties of the ǫ-characters. Using the definition, Proposition 2.6 and Theorem 3.2, we obtain that the ǫ-characters satisfy combinatorial properties similar to q-characters. In this section we list these properties.
We have the ordinary character homomorphism χ :
a∈C × i∈I has weight λ if β(M ) = y λ .
Lemma 3.3. The following diagram is commutative:
i ] i∈I Given a subset J of I, denote by U res ǫ g J the subalgebra of U res ǫ g generated by 
by the formula
Thus β(A i,a ) corresponds to the simple root α i .
Using Theorem 4.1 in [FM] and Proposition 2.6, we obtain:
Proposition 3.5. Let V be an irreducible U res ǫ g module. The ǫ-character of V has the form
where m + is the highest weight monomial and for each p, M p is a product of A −1 i,c , i ∈ I, c ∈ C × , a p is a nonnegative integer.
Define the rings K i , i ∈ I by the formula
Corollary 5.7 in [FM] and Proposition 2.6 imply:
Lemma 3.6. The image of the ǫ-character homomorphism equals K. Moreover,
3.3. The ǫ-characters of the small quantum group U fin ǫ g. The ǫ-characters of finite-dimensional U fin ǫ g-modules are defined similarly to the ǫ-characters of U res ǫ gmodules. Namely, we consider the generalized eigenvalues Ψ ± i (u) of the series Φ ± i (u) on a given finite-dimensional U fin ǫ g-module V . By Proposition 2.8, all irreducible U fin ǫ gmodules may be obtained as restrictions of U res ǫ g-modules. Therefore we find from Lemma 3.1 that these generalized eigenvalues have the form (2.9), where P i (u) = j i j=1 (1 − a ij u) is an l i -acyclic polynomial for each i ∈ I. We attach to a set of common generalized eigenvalues of this form, the monomial i∈I
Then we obtain an injective ring homomorphism
Then we have the following Lemma 3.7. Let V be a finite dimensional U res ǫ g module with ǫ-character χ ǫ (V ). Then
). Since all irreducible U fin ǫ g-modules may be obtained by restriction from irreducible U res ǫ g-modules, we see that the study of ǫ-characters of U fin ǫ g-modules is reduced to the study of ǫ-characters of U res ǫ g-modules.
The Frobenius homomorphism
In this section we introduce the Frobenius homomorphism following Lusztig [L] , §35. Because in the case of roots of unity of even order this homomorphism is not discussed in detail in the literature (except for [L] ), we first give a brief overview.
Recall that we denote by ǫ a fixed primitive root of unity of order s. If s is an odd number, relatively prime to r ∨ , then we expect that there exists a Frobenius homomorphism U res ǫ g → U g, although we have not been able to locate such a homomorphism in the literature (such a homomorphism has been constructed by Lusztig in [L1] in the case of U q g with the above restrictions on s). If s is even, but not divisible by 4 and by r ∨ (so that l is odd and not divisible by r ∨ ), then presumably there exists a homomorphism U res ǫ g → U res −1 g. If s is even and the above additional conditions are not satisfied, the construction becomes considerably more complicated.
The important aspect of Lusztig's definition of the Frobenius homomorphism is that it uses the modified quantized enveloping algebraU res ǫ g (it is denoted byU in [L] ) instead of U res ǫ g. This appears to be necessary in order to give a uniform definition of the Frobenius homomorphism for roots of unity of odd and even orders (subject to some mild restrictions mentioned below). In this section we apply Lusztig's definition of the Frobenius homomorphism using the modified quantized enveloping algebra U res ǫ g. However, for the purposes of our paper the difference between U res ǫ g andU res ǫ g is inessential, because the category of finite-dimensional U res ǫ g-modules of type 1 is equivalent to the category of unitalU res ǫ g-modules. 4.1. The modified quantized enveloping algebra. Let Λ = span Z {ω 1 , . . . , ω ℓ } be the weight lattice of g. For λ ∈ Λ,
Here we set (α 0 , λ) = −(α max , λ). Let 1 λ ∈ U λ be the image of 1 ∈ U q g in U λ . The space U λ is a left U q g-module. For g ∈ U q g, we denote by g1 λ the image of g in U λ . SetU
This is a C(q)-algebra with multiplication given by
Now we compare the algebraU q g with the modified quantized enveloping algebraU defined in [L] . The latter is assigned to a root datum, which consists of two lattices X, Y , a set I, a pairing , : Y × X → Z, a bilinear form · : Z[I] × Z[I] → Z, and embeddings I ֒→ X, I ֒→ Y satisfying the conditions listed in [L] , § §1.1.1, 2.2.1.
We take as I the setÎ of vertices of the Dynkin diagram of g, as X the weight lattice Λ of g (spanned by ω i , i ∈ I), and as Y the coroot lattice Q ∨ of g (spanned by α ∨ i , i ∈ I). The pairing between X and Y is defined by the formula α ∨ i , ω j = δ ij for all i, j ∈ I. The bilinear form on Z[Î] is defined by the formula i · j = (α i , α j ) for i, j = 0, 0 · j = −(α max , α j ) for j = 0 and 0 · 0 = (α max , α max ). The embeddingÎ ֒→ X is defined by the formula i → α i , i = 0; 0 → −α max . The embeddingÎ ֒→ Y is defined by the formula i → α ∨ i , i = 0; 0 → −α ∨ max . Attached to these data are associative algebras over C(q), U andU, defined in [L] (see §3.1.1, §23.1.1, and Corollary 33.1.5). Straightforward and explicit comparison gives:
Lemma 4.1. The algebra U is isomorphic to the algebra U q g extended by the elements k 1/r i i , i ∈Î. The algebraU is isomorphic to the algebraU q g.
A representation ofU q g is called unital if λ∈Λ 1 λ acts on it as the identity (note that the infinite sum λ 1 λ is a well-defined operator on anyU q g-module). We will consider only finite-dimensional unitalU q g-modules. These are the finite-dimensional U q g-modules, which do not contain subspaces of positive dimension on whichU q g acts by 0.
Let V be a finite-dimensional unital representation ofU q g. Then using the projectors 1 λ , we obtain a decomposition V = ⊕ λ∈Λ V λ . We define a U q g-module structure on V by the rule
Conversely, if V is a type 1 finite-dimensional U q g-module, then we have the weight decomposition V = ⊕ λ V λ . Define the action ofU q g in V by letting 1 λ act as the identity on V λ and by zero on V µ , µ = λ.
Hence we obtain the following result (cf. [L] , §23.1.4):
Lemma 4.2. The category of finite-dimensional U q g-modules of type 1 is equivalent to the category of finite-dimensional unitalU q g-modules.
Note that strictly speakingU q g is not a Hopf algebra. However, we define tensor product ofU q g-modules using Lemma 4.2, see also [L] , §23.1.5.
The automorphisms T i on U q g induce automorphisms ofU q g, which we also denote by T i .
4.2.
Specialization to the root of unity. Next we defineU res q g as the C[q, q −1 ]-subalgebra ofU q g, generated by the elements (x ± i ) (n) 1 λ , i ∈Î, n ≥ 0, λ ∈ Λ. Note that we have the following relations inU res q g,
Then we setU res
Lemma 4.3. The algebrasU res q g andU res ǫ g are generated by (x
extend to injective algebra homomorphisms. Here we extended a weight λ of g J to a weight of g by the rule α ∨ i , λ = 0 if i ∈ I \ J. Proof. This lemma follows from Theorem 2.3 and the commutation relations in U q g.
4.
3. Definition of the Frobenius homomorphism. Recall that ǫ s = 1, l = s if s is odd and l = s/2 if s is even.
From now on, we impose the following restrictions on s. First we assume that s > 2 (if s = 1, 2 then the Frobenius homomorphism is just the identity map). Next, in this section we exclude from consideration the case g = sl 2n+1 because of condition 35.1.2 b) in [L] . We will deal with it in Section 4.4. Finally, due to condition 35.1.2 a) in [L] we assume that l = 2, 4 in the case r ∨ = 2, and l = 2, 3, 6 in the case r ∨ = 3.
In what follows a weight λ ∈ Λ is called l-admissible if α ∨ i , λ is divisible by l i for all l. In other words, λ is l-admissible if λ = i∈I a i ω i , where each a i is divisible by l i . Denote the lattice of all l-admissible weights by Λ l , and for each λ = i∈I a i ω i ∈ Λ l , denote by λ/l the weight i∈I (a i /l i )ω i .
In [L] , §35.1.6 an algebraU * over C[q, q −1 ] is introduced. It is defined in the same way asU with respect to the Cartan datum dual to the Cartan datum used in the definition ofU (see [L] , §2.2.5). Let R be a C[q, q −1 ]-module, on which the operator of multiplication by q has order s.
Then by Theorem 35.1.9 in [L] , there exists an algebra homomorphism RU → RU * . In the case at hand this result translates as follows. If l is relatively prime to r ∨ , define * U ǫ g to beU res ǫ * g, where
where ǫ * = ǫ l 2 /r ∨ . Here g L is the twisted affine Kac-Moody algebra, whose Cartan matrix is the transpose of the Cartan matrix of g. The algebraU res ǫ * g L is defined in the same way asU res ǫ g above (using the Drinfeld-Jimbo realization, with the generators labeled in a way compatible with the labeling of the generators ofU res ǫ g). Then there exists an algebra homomorphism
Here and below we put a bar over the elements of the target algebra to avoid confusion. The homomorphism Fr is called the quantum Frobenius homomorphism.
Remark 4.4. In [L] , the algebra U q g is defined over Q(q) and the algebra U res q g is defined over Z[q, q −1 ]. However, all of the results of [L] referred to above, remain valid if we replace Q(q) by C(q) and Z[q,
The defining relations of the algebraU used in [L] are strictly speaking different from those used here. Namely, the relations between the generators x + i , i ∈Î (and x − i , i ∈Î) are described in [L] in terms of a certain bilinear form (see [L] , § §1.2.3, 1.2.4) instead of the quantum Serre relations that we use here. However, it is known that the quantum Serre relations are included into these relations (see [L] , §1.4), and therefore there is a surjective homomorphismU res q g →U. When q = 1, this homomorphism is actually an isomorphism by a theorem of Gabber-Kac, and the same is true for q = −1 by [L] , §32 (unless g = sl 2n+1 which we have excluded from consideration in this subsection). The homomorphism Fr is the composition of the homomorphismU res q g →U with the Frobenius homomorphism from [L] , Theorem 35.1.9 (when R = C ǫ ).
In order to avoid twisted quantum affine algebras, we assume from now on that l is relatively prime to r ∨ . We will describe the q-characters of twisted quantum affine algebras and the Frobenius homomorphism involving them in a separate paper. We remark that the condition 35.1.2 a) of [L] (see above) is automatically satisfied if l is relatively prime to r ∨ .
Note that when l is relatively prime to r ∨ , we have: ǫ i = ǫ and l i = l for all i ∈Î. Therefore Λ l = l · Λ and λ/l = λ/l for λ ∈ Λ l .
Note that ǫ * = ǫ l 2 is equal to 1 is l is odd and s = l, or if l is even, and to −1 if l is odd and s = 2l. Note also that −ǫ * = (−ǫ) l . By Proposition 33.2.3 in [L] , the algebraṡ U res 1 g andU res −1 g are isomorphic if g = sl 2n+1 . In the same way as in the proof of Lemma 4.2 we obtain the following result (see the beginning of Section 2.5 for the definition of U res ǫ g-modules of type 1). Lemma 4.5. The category of finite-dimensional U res ǫ g-modules of type 1 is equivalent to the category of finite-dimensional unitalU res ǫ g-modules. Therefore, the quantum Frobenius homomorphism induces a map of Grothendieck groups
By [L] , §35.1.10, this map is a ring homomorphism.
Lemma 4.6. We have Fr((x
Proof. We use the fact that the automorphisms T ′′ i,−1 = νT i ν, i ∈Î, commute with the Frobenius homomorphism (see [L] , §41.1.9), and so do the automorphisms σ of the Dynkin diagram of g (see Section 2.2). Hence the automorphisms νTω i ν, i ∈ I, also commute with the Frobenius homomorphism. From this we find:
, by our assumption). If l is odd then m and n have the same parity, and all the signs cancel. If l is even, then m is also even, and we acquire the sign (−1) nr o(i) nr .
4.4.
The case g = sl 2n+1 . Let now g = sl 2n+1 . We define the Frobenius homomorphism Fr :U ǫ * sl 2n+1 →U ǫ sl 2n+1 using the generators (x ± i,r ) (m) as in Lemma 4.6:
Lemma 4.7. These formulas give rise to a well-defined homomorphism of algebras. Moreover, the induced map Fr * : Rep U res ǫ * g → Rep U res ǫ g is a ring homomorphism.
Proof. We embed the Dynkin diagram of sl 2n+1 into the Dynkin diagram of sl 2n+2 in such a way that the numbers o(i) coincide. By Lemma 4.3, we have the corresponding embeddingsU res ǫ sl 2n+1 → · U ǫ sl 2n+2 andU ǫ * sl 2n+1 →U ǫ * sl 2n+2 . It follows from Lemma 4.6 that the image ofU res ǫ sl 2n+1 under the Frobenius homomorphisṁ U ǫ sl 2n+2 →U ǫ * sl 2n+2 is contained inU ǫ * sl 2n+1 . Hence we obtain an algebra homomorphismU res ǫ sl 2n+1 →U ǫ * sl 2n+1 , given by the above formula. The lemma follows.
By a direct computation similar to the one used in the proof of Lemma 4.6 we obtain the following formulas for the Frobenius homomorphism in the case of U res ǫ sl 2n+1 in terms of the Drinfeld-Jimbo generators.
Lemma 4.8. Let g = sl 2n−1 , then
4.5. Properties of the Frobenius homomorphism. Recall the automorphism τ a defined by formula (2.4). It gives rise to an automorphism ofU res ǫ g in an obvious way. Using Lemma 4.6, we obtain:
Denote by U fin ǫ g the subalgebra of U res ǫ g generated by U res ǫ g 0 and x ± i,r , i ∈ I r ∈ Z.
Theorem 4.12. Let V (P) be an irreducible U res ǫ g module with Drinfeld polynomials P. Then V (P) ≃ V (P 0 ) ⊗ V (P 1 ). Moreover V (P 1 ) is the Frobenius pull-back of an irreducible U res ǫ * -module and V (P 0 ) is irreducible over U fin ǫ g. Proof. This theorem is proved in [CP4] , Theorems 9.1-9.3, in the case when ǫ is a root of unity of odd order (i.e., s = l and l is odd). The proof given in [CP4] goes through for other l (under our assumption that l is relatively prime to r ∨ ) with the following changes: Lemma 9.5 of [CP4] should be replaced by Lemma 4.6 and the diagram (49) of [CP4] in the case of even l should be replaced by the identity Fr • ev b = ev (ǫb) l • Fr (which is proved in the same way as the commutativity of the diagram (49)). Finally, the proof uses the description of the Drinfeld polynomials of the Frobenius pull-backs of irreducible U res ǫ * -modules. These Drinfeld polynomials are determined in Theorem 4.15 below.
Theorem 4.12 and Proposition 2.8 imply:
Corollary 4.13. There is an isomorphism of vector spaces
The decomposition in Corollary 4.13 is not a decomposition of rings. However, the Frobenius map Fr * : Rep U res ǫ * g → Rep U res ǫ g is a ring homomorphism. Therefore we have a natural ring structure on the quotient of Rep U res ǫ g by its ideal generated by the augmentation ideal of Rep U res ǫ * g. By Corollary 4.13, this quotient is isomorphic to Rep U fin ǫ g. We call the induced multiplication on Rep U fin ǫ g the factorized tensor product. It would be interesting to extend it to the level of the category of finitedimensional representations of U fin ǫ g. The statement of Theorem 4.12 remains true in the case when l is divisible by r ∨ . However, in the course of proving it we need to use information about the Frobenius homomorphism which in that case takes values in the (modified) twisted quantum affine algebra. This case will be discussed in a separate paper.
In the next section we compute ǫ-characters of the Frobenius pull-backs.
4.7. The ǫ-characters of the Frobenius pull-backs. Recall the notation
Note that because l is relatively prime to r ∨ , l is also relatively prime to each r i , and so
. The monomial Y i,a corresponds to the polynomial (1 − a l u l ).
Note that we have a homomorphism χ ǫ * : Rep U res
Lemma 4.14. Let V be an irreducible representation of U res ǫ * sl 2 (where o(1) = 1) with Drinfeld polynomialP (u) . Then the Drinfeld polynomial of Fr
Proof. Note that if a l = b l then (a/b) l = 1 and Y i,a = Y i,b . Therefore the rule described in the theorem is correctly defined. Recall that Fr * : Rep U res ǫ * sl 2 → Rep U res ǫ sl 2 , as well as χ ǫ and χ ǫ * , are ring homomorphisms. Since the ring U res ǫ * sl 2 is generated by the fundamental representation V ω 1 (a), it is sufficient to prove the lemma when V = V ω 1 (a).
In this case the Drinfeld polynomial isP (u) = 1 − au. Let v be the highest weight vector in V and Fr * (V ω 1 (a))). By Lemma 5.1 in [CP4] , we obtain:
So, P m v = 0 unless m is divisible by l. If m = nl, then for odd l we obtain:
We have:P n v = 0, unless n = 1, andP 1 v = −av. In addition,kv = ǫ l 2 v, kv = ǫ l v. Hence we find: P m = 0, unless m = l, and v = −av.
For even l we obtain:
−n 2k nP n v. We have:P n v = 0 unless n = 1, andP 1 v = −av. Hence we find again that P m = 0, unless m = l, and v = −av.
It remains to determine the ǫ-character of Fr * (V ω 1 (a l )). Since the Drinfeld polynomial of this module is 1 − a l u l , we find that the highest weight monomial is Y 1,a . By Proposition 2.6 and Theorem 3.2, the other monomial in it must be obtained by specialization of a monomial in the q-character of the irreducible U q sl 2 -module with the highest weight monomial l−1 j=0 Y 1,aq 2j . Moreover, by Lemma 3.1, the degree of this monomial must be equal to −l. There is only one monomial of such degree, i.e., the lowest weight monomial, and it is equal to l−1 j=0 Y −1 1,aq 2j+2 . Therefore we obtain that the ǫ-character of Fr * (V ω 1 (a l )) is equal to Y i,a + Y −1 i,a . On the other hand, we have: χ ǫ * (V ω 1 (a l )) =Ȳ 1,a l +Ȳ −1 1,a l , and the proposition follows. We can now obtain the description of the ǫ-characters of Frobenius pull-backs for general g.
Set θ(i) = (1 − o(i))/2.
Theorem 4.15. Let V be an irreducible representation of U res ǫ * g with Drinfeld polynomials P i (u), i ∈ I. Then the i-th Drinfeld polynomial of Fr * (V ) is equal to P i (u l ), if l is odd, and to P i ((−1) θ(i) u l ) if l is even.
Moreover, if l is odd, then χ ǫ (Fr * (V )) is obtained from χ ǫ * (V ) by replacingȲ Proof. Restricting to the subalgebras U res ǫ i sl 2 ⊂ U res ǫ g and using Lemmas 4.10 and 3.4, we obtain the statement of the theorem from Lemma 4.14.
Theorem 4.15 allows us to write down explicit formulas for the ǫ-characters of Frobenius pull-backs from the ǫ * -characters of irreducible U res ǫ * g-modules, which we now set out to determine. 4.8. The ǫ * -characters of irreducible U res ǫ * g-modules. First, we consider the case when ǫ * = 1 (i.e., l is odd and s = l, or l is even). There is a surjective homomorphism U res 1 g → U g (where U g is the universal enveloping algebra of g = g[t, t −1 ]), which sends the generators (x ± i ) (n) of U res 1 g to the corresponding generators of U g. In fact, this map gives rise to an isomorphism between U g and the quotient of U res 1 g by the ideal generated by the central elements (K i − 1), i ∈ I (see [CP2] , Proposition 9.3.10). Hence the category of finite-dimensional type 1 U res 1 g-modules is equivalent to the category of finite-dimensional g-modules, on which the Cartan subalgebra h ⊂ g ⊂ g acts diagonally (we call them weight modules).
The description of irreducible finite-dimensional representations of g is as follows [C, CP1] . Consider the "evaluation homomorphism" φ a : g = g[t, t −1 ] → g corresponding to evaluating a Laurent polynomial in t at a point a ∈ C × . For an irreducible gmodule V λ with highest weight λ, let V λ (a) be its pull-back under φ a to an irreducible representation of g. Then V λ 1 (a 1 ) ⊗ . . . ⊗ V λn (a n ) is irreducible if a i = a j , ∀i = j, and these are all irreducible finite-dimensional representations of g up to an isomorphism.
Therefore in order to obtain χ 1 (V ) for an arbitrary irreducible U res ǫ * g-module, it suffices to know χ 1 (V λ (a)). Those can be found by explicitly computing the image of P ± i (u) under the evaluation homomorphism. The answer is the following. Let χ(V λ ) be the ordinary character of the g-module V λ , considered as a polynomial in y Combining this statement with Theorem 4.15, we obtain a complete description of the ǫ-characters of irreducible Frobenius pull-backs in the case when ǫ * = 1.
Next, consider the case when ǫ * = −1 (i.e., s = 2l and l is odd). Introduce a function ψ : I → {±1} by the rule: ψ(i) = ψ(j), whenever (α i , α j ) = 0, and min{r i , r j } = 1. We fix this function by the requirement that o(i) = ψ(i) if r i = 1. We also set ϕ(i) = (1 − ψ(i))/2.
Note that under our assumption that l is not divisible by r ∨ , we have the equality Y i,aǫ θ(i) = Y i,aǫ ϕ(i) .
We say that a monomial M ∈ Z[Ȳ ±1 i,a ] i∈I,a∈C × is supported at a 0 ∈ C × if M ∈ Z[Ȳ ±1 i,a 0 ψ(i) ] i∈I,k∈Z . Any monomial can be written in a unique way as a product of monomials supported at some a 1 , . . . , a k ∈ C × . 
