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Introduccio´n
Contexto general. La nocio´n de marcos en espacios de Hilbert surge en 1952 en el trabajo de Duffin
y Schaeffer con el estudio de desarrollos de tipo L2 con respecto a sistemas exponenciales, denominados
desarrollos no armo´nicos, similares a las representaciones dadas por la transformada de Fourier. Sin
embargo, los marcos fueron reconsiderados recie´n en el an˜o 1986 en el trabajo de Daubechies, Grossmann
y Meyer sobre onditas, que son marcos en espacios de Hilbert con una estructura determinada. Junto
con marcos de Gabor, las onditas y sus generalizaciones son una fuente de investigacio´n importante del
ana´lisis funcional. Actualmente, la estructura adicional de varias clases de marcos se ha dejado de lado
y se consideran marcos generales (abstractos) en espacios de Hilbert. Algunos de los investigadores ma´s
importantes de esta nocio´n son P. Cazzasa, E. Christensen, H. Han y D. Larson.
En la teor´ıa de marcos se han considerado varios problemas de investigacio´n que se encuentran rela-
cionados con algunos to´picos centrales de otras a´reas del ana´lisis funcional y la teor´ıa de operadores. Un
ejemplo de esta situacio´n es la llamada conjetura de Feichtinger, relacionada con las conjeturas “paving”
de Anderson y la famosa conjetura de Kadison-Singer. De hecho, estas relaciones dieron un impulso al
estudio de estos problemas, que derivaron en la reciente solucio´n (por la positiva) de la conjetura de
Kadison-Singer obtenida por Marcus, Spielman y Srivastava. Otro ejemplo de tal situacio´n es el llamado
problema de disen˜o de marcos. En este caso el problema es el de hallar marcos con cierta estructura,
ma´s precisamente con operador de marco y normas de los elementos de marco pre-establecidas. Este
problema esta´ ı´ntimamente relacionado con el teorema de Schur-Horn de la teor´ıa de mayorizacio´n. De
forma similar, la interaccio´n entre estos dos problemas ha motivado recientemente el intere´s y desarrollo
de resultados en estas a´reas de investigacio´n.
El desarrollo de la teor´ıa de marcos esta´ tambie´n influenciado por las aplicaciones de esta teor´ıa a
situaciones reales; como ejemplo, podemos considerar la transmisio´n de sen˜ales a trave´s de canales con
ruido: en este caso, el ruido perturba los datos transmitidos y el problema es hallar co´digos de transmisio´n
y estrategias de reconstruccio´n que minimicen el error en la recuperacio´n de las sen˜ales. En este contexto,
los llamados marcos ajustados constituyen una clase importante, no so´lo debido a la simpleza de su fo´rmula
de reconstruccio´n, sino a que adema´s presentan robustez ante problemas que surgen en las aplicaciones,
como el mencionado anteriormente (ver [18, 37], entre otros). En el trabajo [9], J.J. Benedetto y M. Fickus
introducen una herramienta muy u´til para el estudio geome´trico de los marcos ajustados en espacios de
Hilbert de dimensio´n finita: el potencial de marco PM (tambie´n llamado potencial de Benedetto-Fickus).
Recientemente, ha habido intere´s en la estructura de marcos que minimizan otro potencial, llamado error
medio cuadra´tico (MSE) (ver [31, 48, 53]).
El estudio del potencial de marco y del MSE esta´n a su vez relacionados con la nocio´n de mayorizacio´n
del ana´lisis matricial; en efecto, sucede que esta sencilla nocio´n explica las desigualdades halladas para
estos funcionales en la teor´ıa de marcos finitos, as´ı como la estructura espectral de los mı´nimos (bajo
ciertas condiciones de normalizacio´n). Este es, a su vez, el punto de partida para el desarrollo de los
1
2llamados “potenciales convexos” ([46]) que incluyen el potencial de marco y el MSE, y que proporcionan
una medida de la dispersio´n del espectro de los operadores de marcos.
Contexto espe´cifico. Sea W un subespacio cerrado de un espacio de Hilbert H y sea I un conjunto
finito o infinito numerable. Una sucesio´n (posiblemente finita) F = {fi}i∈I en W es un marco para W, si
existen constantes positivas 0 < a ≤ b, tales que
a ‖f‖2 ≤
∑
i∈I
|〈f, fi〉|2 ≤ b ‖f‖2 para cada f ∈ W .
Si a = b decimos que F es un marco ajustado para W.
Un marco F para W, proporciona esquemas de codificacio´n - decodificacio´n lineales (t´ıpicamente
redundantes) y estables de vectores (sen˜ales) enW. En efecto, si V es un subespacio cerrado de H, tal que
V ⊕W⊥ = H (e.g. V = W) entonces, es posible encontrar marcos G = {gi}i∈I para V tales que verifican
la siguiente fo´rmula de reconstruccio´n
f =
∑
i∈I
〈f, gi〉 fi , para cada f ∈ W .
La representacio´n anterior se encuentra dentro de la teor´ıa de dualidad oblicua (ver [23, 24, 29, 30]). Por
lo general, en algunas situaciones aplicadas se desea desarrollar esquemas de codificacio´n - decodificacio´n,
como antes, con algunas caracter´ısticas adicionales. En algunos casos, buscamos esquemas con propie-
dades pre-determinadas (e.g., para los cuales la sucesio´n de normas {‖fi‖2}i∈I as´ı como las propiedades
espectrales de la familia F se dan por adelantado), que conducen a lo que se conoce en la literatura como
problema de disen˜o de marco (ver [4, 9, 15, 17, 45, 53]). En otros casos, buscamos pares duales oblicuos
(F ,G) nume´ricamente robustos, que se conoce como disen˜os de marcos o´ptimos (ver[7, 24, 31, 46, 51, 59]).
Como ya hemos mencionado, la teor´ıa de dualidad oblicua para marcos finitos es un escenario amplio
para el esquema de codificacio´n-decodificacio´n lineal en un espacio de Hilbert W, basado en la nocio´n de
muestreo consistente. La teor´ıa de dualidad oblicua ha sido desarrollada y extendida en varias formas (ver
[3, 5, 28, 24, 30]). De hecho, se ha aplicado exitosamente al estudio de dualidad para sistemas invariantes
por traslaciones finitamente generados en L2(Rd) (ver [23, 35, 36]).
Recordemos que Benedetto y Fickus introdujeron un funcional definido para sucesiones finitas de
vectores (de norma uno) F = {fi}i∈In (donde In = {1, . . . , n}), llamado potencial de marco, dado por
PM (F) =
∑
i, j ∈In
|〈fi , fj〉| 2 .
En el caso que dimH <∞, unos de sus mejores resultados muestra que los marcos ajustados de norma uno
-que constituyen una clase importante de marcos, pues su fo´rmula de reconstruccio´n es simple y presentan
propiedades de robustez- pueden caracterizarse como los mı´nimos (locales) de estos funcionales, entre todos
los marcos de norma uno. Desde entonces, ha habido intere´s en los mı´nimos (locales) del potencial de
marcos, dentro de ciertas clases de marcos, ya que tales mı´nimos pueden considerarse como sustitutos
naturales de los marcos ajustados (ver, por ejemplo [16, 46]). Notemos que, dada F = {fi}i∈In ∈ Hn
entonces PM (F) = tr (S2F). Recientemente, ha habido intere´s en la estructura de marcos que minimizan
otros potenciales, llamado error medio cuadra´tico (MSE), dado por MSE(F) = tr (S−1F ) (ver [31, 48, 53]).
Tanto el potencial de marco como el MSE son ejemplos de los llamados potenciales convexos, introducidos
en [46]. Resulta que, los mı´nimos de estos potenciales convexos comparten la estructura espectral y
geome´trica de los mı´nimos del potencial de marco. Es bien conocido, que en el caso V = W, los marcos
Departamento de matema´tica - UNLP Hoja 2 de 96
Introduccio´n
ajustados F para W - i.e. mı´nimos de potenciales convexos- dan lugar a pares duales o´ptimos (F ,G)
(nume´ricamente robustos). Por lo tanto, parece evidente que en el caso V ⊕W⊥ la construccio´n de pares
duales oblicuos robustos (F ,G), esta´ relacionado con la construccio´n de marcos F que son mı´nimos de
potenciales convexos (e.g. el potencial de marco).
Se sabe que el problema de disen˜o de marcos, tiene una formulacio´n equivalente en te´rminos de la
relacio´n entre la diagonal principal de un operador semi-definido positivo y su espectro. En el contexto
finito dimensional esta relacio´n esta´ caracterizada en el Teorema de Schur-Horn de ana´lisis matricial. Han
habido recientes avances importantes tanto en el problema de disen˜o de marcos, como en el Teorema de
Schur-Horn en dimesio´n infinita, principalemte por la fuerte vinculacio´n entre ambos resultados. Existen
parametrizaciones completas de los marcos con normas y autovalores (de sus operadores de marco) pre-
determinados [15], por las llamadas sucesiones de eigensteps, que se obtienen en te´rminos de la teor´ıa de
entrelace, otro resultado importate de la teor´ıa matricial. Resulta que la estructura espectral de los duales
oblicuos (que incluye duales cla´sicos) de un marcos finito, puede describirse en te´rminos de la relacio´n
entre el espectro de un operador semi-definido positivo y el espectro de su compresio´n a subespacios [48].
En el contexto finito dimensional, estas relaciones se conocen como las desigualdades de Fan-Pall (que
incluye las desigualdades de entrelace de Cauchy como un caso particular). Sin embargo, en ambos casos,
los resultados correspondientes en la teor´ıa de marcos no tienen en cuenta ninguna estructura adicional
del marco inicial. Por ejemplo, en el caso del problema de disen˜o de marcos, parece natural preguntarse
si podemos construir un marco estructurado (e.g. wavelet, marcos de Gabor o marcos generados por tras-
laciones), con estructura predeterminada. Ana´logamente, en caso que fijemos un marco estructurado F
para W, es natural preguntarse si podemos construir un marco dual estructurado con ciertas propiedades
predeterminadas.
Como ejemplo espec´ıfico de los problemas mencionados anteriormente, consideramos la siguiente si-
tuacio´n concreta. Sea L2(Rk) el espacio de Hilbert complejo - con respecto a la medida de Lebesgue - y
la representacio´n unitaria de Zk determinada por Zk 3 ` 7→ T` ∈ L(L2(Rk)), donde T`(f)(x) = f(x− `),
x ∈ Rk. Sea W ⊂ L2(Rk) un subespacio invariante por traslaciones enteras (denominado SIT), es decir
que W es invariante bajo la accio´n de T` para todo ` ∈ Zk. Sea F = {fi}i∈In ∈ Wn una familia finita en
W. Entonces, la familia generada por traslaciones E(F) = {T`fi}(`,i)∈Zk×In esta´ contenida en W. Un pro-
blema natural en este contexto es el de describir las posibles estructuras de los marcos E(F) (denominados
marcos SG); este problema puede considerarse un problema de disen˜o estructurado. Concretamente, se
trata de describir las relaciones entre el espectro y las normas de tales marcos (en realidad, en te´rminos
de una estructura interna de espectro y normas que describimos ma´s abajo). Por otro lado, en el caso en
que E(F) resulte un marco para W resulta de intere´s entender la familia de marcos E(G) que resultan
duales para E(F), que se obtengan por traslaciones enteras de una familia inicial G.
Vale la pena aclarar que la nocio´n de potencial de marco definida por Benedetto y Fickus no tiene
una extensio´n natural al conjunto de marcos para un espacio de Hilbert de dimensio´n infinita. Sin em-
bargo, utilizando un entorno adecuado, veremos que es posible extender la nocio´n general de potencial
convexo al contexto de marcos E(F) generados por traslaciones de una familia finita F = {fi}i∈In . Es-
tas extensiones caracterizan a los marcos E(F) que son ajustados como sus minimizadores, bajo ciertas
restricciones naturales. Esto sugiere a su vez, el estudio de los llamados disen˜os o´ptimos con propiedades
predeterminadas.
Sobre los problemas considerados en esta tesis. Es bien sabido que las propiedades de la familia
E(F) con respecto a un subespacio invariante por traslaciones y finitamente generado W, pueden ser
estudiadas mediante una fibracio´n del problema: a tal fin consideramos Γ : L2(Rk) → L2(Tk, `2(Zk))
dada por Γf(x) = (fˆ(x + `))`∈Zk (donde fˆ denota la transformada de Fourier de f ∈ L2(Rk)) que es un
Departamento de matema´tica - UNLP Hoja 3 de 96
4isomorfismo isome´trico; entonces E(F) es un marco para W con cotas a y b si y solo si {Γfi(x)}i∈In es
un marco para JW(x) (donde JW(x) ⊆ `2(Zk) es la clausura del subespacio {Γ(f)(x) : f ∈ W}) con
cotas a y b, para x ∈ Tk ctp. Con estas nociones, extendemos la teor´ıa de Fan-Pall al contexto de campos
medibles de matrices semi-definidas positivas (en un espacio de medida) y al contexto de compresiones
en te´rminos de selecciones medibles de subespacios. Esto nos permite dar una descripcio´n expl´ıcita, de lo
que llamamos estructura espectral fina, de duales E(G) de un marco E(F) fijo, para W ⊂ L2(Rk) FSIT.
La estructura fina de E(F) como una familia fibrada sobre el toro Tk junto con la teor´ıa de funciones
rango para FSIT’s W (ver [10, 11, 54]) puede utilizarse para desarrollar extensiones naturales de los
potenciales convexos a este contexto. Concretamente, dada una funcio´n convexa ϕ : R≥0 → R≥0, definimos
el potencial PWϕ (E(F)) asociado al par (ϕ,W), como una integral sobre Tk, de los correspondientes
potenciales en las fibras (para enfoques relacionados con diferentes problemas en FSIT’s, ver [1, 35, 36]).
El potencial de marco convexo as´ı definido mide la ”dispersio´n”de la estructura espectral fina de la
sucesio´n. Como veremos ma´s adelante, estos potenciales de marcos convexos detectan marcos ajustados
como sus mı´nimos (bajo ciertas condiciones de normalizacio´n).
Los potenciales convexos en FSIT’s proponen varias cuestiones relacionadas con los problemas de
disen˜os o´ptimos. En particular, dados W, V FSIT’s, tales que V ⊕ W⊥ = L2(Rk) y una familia finita
F = {fi}i∈In , tal que E(F) es un marco para W, consideramos el problema de disen˜ar duales oblicuos
o´ptimos E(G) que son las traslaciones enteras de la familia G = {gi}i∈In en V y tal que G tiene la
siguiente restriccio´n de norma
∑
i∈In ‖gi‖2 ≥ w, para w > 0. Con el fin de hacer frente a este problema,
desarrollamos dos nuevas herramientas en el contexto de marcos de traslaciones. Por una parte, obtenemos
la estructura espectral fina de marcos duales oblicuos SG de un marco fijo E(F), que describe de forma
detallada los autovalores del campo medible de operadores positivos, definido en Tk correspondiente a
los operadores de marco de los duales oblicuos SG de E(F). Como consecuencia, derivamos condiciones
necesarias y suficientes para la existencia de duales oblicuos SG ajustados E(G) de E(F). Por otra parte,
consideramos la construccio´n water-filling (tanto para funciones en espacios de probabilidad como para
campos medibles de operadores positivos de rango finito) y mostramos que esta contruccio´n conduce a
soluciones o´ptimas del problema de disen˜o de duales oblicuos. Esto es, mostramos que las construcciones
por water-filling son o´ptimas respecto a la mayorizacio´n (considerada en el contexto general de los espacios
de probabilidad) que es un resultado de intere´s independiente. Con estas herramientas se resuelve por
completo el problema de disen˜ar marcos duales oblicuos o´ptimos con restricciones de norma, mencionado
antes; resulta que estos duales oblicuos SG o´ptimos son ma´s estables que el llamado dual oblicuo cano´nico.
Sen˜alamos que la estructura de la solucio´n o´ptima se obtiene en te´rminos de un ana´lisis global.
En este trabajo de tesis tambie´n hemos desarrollado una extensio´n del Teorema de Schur-Horn para
campos medibles de matrices semi-definidas positivas y tenemos en cuenta las posibles estructuras finas de
los marcos SG para FSIT’s (ver Seccio´n 1.3 para preliminares en sucesiones Bessel SG y Teorema 2.3.2).
Este tipo de ana´lisis, tambie´n representa un problema de disen˜o de marco, donde las caracter´ısticas
prescriptas se obtienen en te´rminos de alguna estructura interna (o bien) es inherente a la sucesio´n de
Bessel SG, relativa a W FSIT. Adema´s, mostramos que la teor´ıa de Fan-Pall para campos medibles
de matrices semi-definidas positivas puede usarse para obtener una parametrizacio´n de sucesiones de
Bessel SG con propiedades predeterminadas, similares a las obtenidas en te´rminos de los eigensteps. A
la vez, usamos estos resultados para mostrar que existen mı´nimos de un potencial convexo arbitrario
(pero fijo) asociado al par (ϕ,W) con normas predeterminadas. Esto es, para una funcio´n convexa fija
ϕ : R≥0 → R≥0, y para una sucesio´n fija de nu´meros positivos α1 ≥ . . . ≥ αn > 0, mostramos que existen
vectores fi ∈ W para 1 ≤ i ≤ n, tales que ‖fi‖2 = αi y tales que F minimiza el potencial convexo asociado
al par (ϕ,W) entre todas las sucesiones finitas de vectores enW con normas predeterminadas por los α’s.
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Como herramienta para abordar este problema, consideramos la nocio´n de mayorizacio´n en espacios de
probabilidades.
Se ha observado que la posicio´n relativa de los subespacios W y V juega un papel importante cuando
comparamos dualidad oblicua con dualidad cla´sica. Este feno´meno ha sido estudiado, principalmente se
ha estudiado el a´ngulo entre los subespacios W y V. En este trabajo de tesis damos una descripcio´n
detallada del roll de la geometr´ıa relativa de W y V en dualidad oblicua, en el caso de subespacios de
dimensio´n finita. Nuestro ana´lisis se basa en las desigualdades de Lidskii multiplicativas y en la lista
completa de los llamados a´ngulos principales entre W y V. Los resultados obtendidos proporcionan una
medida cuantitativa o´ptima de estas relaciones.
Adema´s consideramos dos problemas intr´ınsecos a la dualidad oblicua en dimensio´n finita. En primer
lugar notamos que el dual oblicuo cano´nico (U · F)#V de una rotacio´n r´ıgida U · F = {U fi}i∈In de F ,
en general, no es una rotacio´n r´ıgida del dual oblicuo cano´nico F#V de F (como si ocurre en la dualidad
cla´sica). As´ı, calculamos la rotacio´n r´ıgida U0 de W tal que el dual oblicuo cano´nico (U0 · F)#V es o´ptimo
respecto a la submayorizacio´n, entre todas las rotaciones r´ıgidas. Esto implica una familia de desigualdades
en te´rminos de potenciales convexos.
En segundo lugar, consideremos la norma aliasing correspondiente al muestreo consistente asociado
a los subespacios V y W. La norma aliasing mide la incidencia del complemento ortogonal de W en la
reconstruccio´n consistente f 7→ f˜ = Qf , donde Q denota la proyeccio´n oblicua sobre W a lo largo de V⊥
(ver [29, 39]). Se sabe que la norma aliasing se puede acotar en te´rminos del a´ngulo entre V y W (ver
[61]) sin embargo esta cota no es o´ptima. Calculamos de forma exacta la norma aliasing correspondiente
al muestreo consistente. Adema´s introducimos la nocio´n de aliasing para pares duales oblicuos (F ,G) que
mide la incidencia del complemento ortogonal de W en el esquema de codificacio´n-decodificacio´n (consis-
tente) correspondiente a F y a G. En este contexto calculamos las rotaciones r´ıgidas U0 que minimizan
el aliasing de los pares duales (U · F , (U · F)#V ) para el marco fijo F . Extendemos la nocio´n del aliasing
para el caso de FSIT’s.
Organizacio´n de la tesis. En el Cap´ıtulo 1 describimos algunas nociones y hechos preliminares de la
teor´ıa de marcos para subespacios en espacios de Hilbert. Con el fin de tratar los potenciales convexos
generales, por un lado, consideramos la sub-mayorizacio´n y log-mayorizacio´n en Rd, que son relaciones
espectrales entre operadores positivos de rango finito (o matrices). En particular, incluimos las desigualda-
des de Lidskii aditivo y su ana´logo multiplicativo. Por otro lado, consideramos la teor´ıa de mayorizacio´n en
espacios de probabilidad. Finalizamos el cap´ıtulo describiendo la geometr´ıa relativa entre subespacios de
dimensio´n finita. En la Seccio´n 2.3.1 obtenemos una caracterizacio´n exacta de la existencia de sucesiones
de Bessel SG con estructura fina predeterminada en te´rmino de las relaciones de mayorizacio´n en espacios
de probabilidad; este resultado esta´ basado en la versio´n general del Teorema de Schur-Horn para campos
medibles de matrices semi-definitas positivas (sobre espacios de medida). En la Seccio´n 2.3.2 obtenemos
una parametrizacio´n de todas las sucesiones de Bessel SG con estructura fina predeterminada que genera-
liza la construccio´n de eigensteps en el ambiente finito dimensional. Lo anterior se obtiene en te´rminos de
la extensio´n natural del Teorema de desigualdades de Fan-Pall para campos medibles de matrices positi-
vas. En el Cap´ıtulo 3, mostramos que dada una sucesio´n fija de nu´meros positivos α1 ≥ . . . ≥ αn > 0, una
funcio´n convexa ϕ : R≥0 → R≥0 y un FSIT W ⊂ L2(Rk), existen vectores fi ∈ W para i ∈ In, tales que
‖fi‖2 = αi y tales que F minimiza el potencial convexo asociado al par (ϕ,W), sobre todas las sucesiones
finitas. En este sentido, primero consideramos en la Seccio´n 3.3.1 el caso uniforme, en el que la dimensio´n
de las fibras de W son constantes. Una vez resuelto el caso uniforme, podemos reducir la existencia de
sucesiones de Bessel SG o´ptimas al modelo finito dimensional: desarrollado en la Seccio´n 3.3.2. El caso ge-
neral del problema de disen˜o o´ptimo con normas predeterminadas en un FSIT, es estudiado en la Seccio´n
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63.3.3. En la Seccio´n 4.1 obtenemos una conveniente parametrizacio´n del conjunto de los duales oblicuos
de un marco fijo y usamos esto para calcular los posibles autovalores de los operadores de marco de los
duales oblicuos. A partir de estos resultados calculamos la estructura espectral fina de los duales oblicuos
en te´rminos de relaciones de entrelace. En la Seccio´n 4.2 obtenemos resultados, ana´logos a los anteriores,
para duales oblicuos SG en FSIT’s. En la Seccio´n 5.1, luego de recordar algunas nociones estandar de
ana´lisis funcional, calculamos las rotaciones r´ıgidas U de W tales que la dispersio´n de los autovalores del
operador de marco del dual oblicuo (U · F)#V es mı´nima, respecto de la submayorizacio´n. Tambie´n descri-
bimos propiedades de los marcos duales oblicuos o´ptimos (con restricciones de norma) correspondientes
a la rotacio´n o´ptima de F . En la Seccio´n 5.2 estudiamos el problema de disen˜o o´ptimo de marcos duales
oblicuos E(G)- de un marco SG fijo E(F) (finitamente generado)- que satisface ciertas restricciones de
norma. En primer lugar mostramos que la construccio´n water-filling para funciones positivas en espacios
de probabilidad es o´ptima, respecto a la submayorizacio´n. Luego construimos el dual oblicuo SG o´ptimo
con restricciones de norma y explicamos la relacio´n de nuestra construccio´n con la construccio´n natural
de water-filling (no-conmutativo) para campos medibles de operadores positivos y de rango finito. En la
u´ltima Seccio´n del trabajo, calculamos de forma exacta el valor de la norma aliasing del muestreo consis-
tente basado en los subespacios V y W e introducimos la nocio´n de aliasing para pares duales oblicuos
(F ,G). En este contexto, calculamos las rotaciones r´ıgidas U de W que minimizan el aliasing para el par
dual oblicuo (U · F , (U · F)#V ). Finalmente, extendemos la nocio´n de aliasing al contexto de SIT’s. Los
problemas tratados en esta Seccio´n no son de naturaleza global, sino que se resuelven a nivel de las fibras.
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Cap´ıtulo 1
Preliminares
En este cap´ıtulo presentamos las principales notaciones que utilizaremos a lo largo de la tesis. Adema´s,
describimos algunas nociones y hechos preliminares de la teor´ıa de marcos cla´sica y la teor´ıa de marcos
generados por traslaciones enteras. Con el fin de desarrollar las desigualdades de Fan-Pall y el Teorema
de Schur-Horn para campos medibles (ver Cap´ıtulo 2) recordamos las definiciones de mayorizacio´n- en
vectores de Rd y en espacios de probabilidad- y algunas propiedades u´tiles. Por u´ltimo describimos la
geometr´ıa relativa entre subespacios de dimensio´n finita, de gran utilidad en el problema de disen˜os de
marcos y en el ca´lculo de la norma aliasing (ver Cap´ıtulo 5).
1.1. Notaciones y nociones ba´sicas
Usaremos las letras H, K, H1, H2, etc, para denotar a los espacios de Hilbert complejos (separables).
Consideramos
M = Ip
def
= {1, . . . , p} para p ∈ N o M = N, (1.1)
de manera que dimH = |M|. I sera´ un conjunto finito o infinito numerable de ı´ndices. Enumeramos a
continuacio´n algunas notaciones y conceptos ba´sicos que se usara´n en todo el trabajo:
1. Llamaremos L(H1,H2) al espacio de operadores lineales y acotados de H1 en H2.
2. Si H1 = H2, escribiremos L(H) = L(H,H), que es una C−a´lgebra.
3. Si C ∈ L(H1,H2), notaremos R(C) a su rango y kerC a su nu´cleo.
4. Si A ∈ L(H1,H2), su norma (de operadores) es
‖A‖ = sup{‖Aξ‖ : ξ ∈ H1, ‖ξ‖ = 1} = mı´n{M ≥ 0 : ‖Aξ‖ ≤M‖ξ‖, ξ ∈ H1}.
Con esta norma, L(H1,H2) es un espacio de Banach (y L(H) es un a´lgebra de Banach).
5. Gl(H) denota al grupo de los operadores inversibles de L(H), qque resulta abierto.
6. Si A ∈ L(H), su espectro es
σ(A) = {λ ∈ C : λI −A /∈ Gl(H)}.
7. A(H) = {A ∈ L(H) : A∗ = A}, es el subespacio real de operadores autoadjuntos.
8. U(H) = {U ∈ Gl(H) : U−1 = U∗}, el grupo unitario de H.
7
89. L(H)+ = {A ∈ L(H) : 〈Aξ, ξ〉 ≥ 0, para todo ξ ∈ H} ⊂ A(H), el cono de los operadores
semidefinidos positivos.
10. Notaremos Gl(H)+ = Gl(H) ∩ L(H)+, al conjunto de los operadores positivos inversibles.
Por otra parte, se usara´ sin mayores detalles algunas propiedades de los operadores en un espacio de
Hilbert H, como por ejemplo:
1. Existencia de ra´ıces cuadradas de operadores en L(H)+.
2. La descomposicio´n polar (DP) A = U |A| para cualquier A ∈ L(H), donde |A| = (A∗A)1/2 y U es
una isometr´ıa parcial adecuada. Tambie´n la DP a derecha: A = |A∗|U .
3. Si A ∈ L(H), entonces R(A∗)⊥ = kerA y kerA∗A = kerA.
4. Si A ∈ L(H)+, entonces R(A) ⊂ R(A1/2) ⊆ R(A).
En el caso en que H es de dimensio´n finita, lo identificaremos con H = Cd. As´ı:
1. Si K = Ck, L(H,K) se indentificara´ con las matrices k × d a valores complejos, notadas Mk×d(C).
2. Si H = K = Cd, identificaremos con L(H) =Md(C) a las matrices complejas d× d.
3. Si T ∈Md(C), notamos por ‖T‖ a su norma espectral, por rk(T ) = dimR(T ) a la dimensio´n de su
rango y por tr (T ) a su traza.
4. Gl (d) ⊆Md(C) es el grupo de las matrices inversibles.
5. A(d) ⊆Md(C) es el subespacio real de las matrices autoadjuntas.
6. Con U(d) ⊆Md(C) denotamos al conjunto de las matrices unitarias.
7. Md(C)+ denota al conjunto de las matrices semidefinidas positivas.
8. Gl (d)+ =Md(C)+ ∩ Gl (d), es el conjunto de las matrices positivas inversibles.
Finalmente, para un x ∈ Rd denotamos por x↓ ∈ Rd (x↑ ∈ Rd respectivamente) al re-ordenamiento de
x en forma decreciente (creciente respectivamente). Notamos por (Rd)↓ = {x ∈ Rd : x = x↓} al conjunto
de vectores cuyas entradas esta´n ordenadas en forma decreciente, y (Rd)↑ = {x ∈ Rd : x = x↑} al de
vectores cuyas entradas esta´n ordenadas en forma creciente.
Dada S ∈ Md(C)+, λ(S) = λ↓(S) = (λ1(S) , . . . , λd(S) ) ∈ (Rd)↓ es el vector de autovalores de S -
contando multiplicidades - dispuestos en orden decreciente. Ana´logamente, denotamos con λ
↑
(S) ∈ (Rd)↑
al vector de autovalores de S ordenados al reve´s.
Si W ⊆ Cd es un subespacio notamos por PW ∈ Md(C)+ a la proyeccio´n ortogonal sobre W . Dados
x , y ∈ Cd denotamos por x⊗ y ∈Md(C) a la matriz de rango uno, dada por
x⊗ y (z) = 〈z , y〉x para cada z ∈ Cd . (1.2)
Notemos que, si x 6= 0, entonces la proyeccio´n Px def= Pspan{x} = ‖x‖−2 x⊗ x .
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1.2. Marcos en subespacios de Hilbert
1.2. Marcos en (sub)espacios de Hilbert
Sea W un subespacio cerrado de H y F = {fi}i∈I una sucesio´n en W. Decimos que F es una sucesio´n
de Bessel en W, si existe b > 0 tal que:∑
i∈I
|〈f, fi〉|2 ≤ b ‖f‖2, para toda f ∈ W. (1.3)
En este caso se verifica que si {ci}i∈I ∈ `2(I), entonces
‖
∑
i∈I
cifi‖2 ≤ b
∑
i∈I
|ci|2.
En particular ‖fi‖2 ≤ b para todo i ∈ I. Esto significa que toda sucesio´n de Bessel es acotada superiormente
en norma. En caso que ı´nfi∈I ‖fi‖ > 0, diremos que la sucesio´n de Bessel es acotada inferiormente.
Decimos que F es un marco en W, si existen constantes 0 < a ≤ b tales que:
a ‖f‖2 ≤
∑
i∈I
|〈f, fi〉|2 ≤ b ‖f‖2, para toda f ∈ W. (1.4)
Estas constantes a y b se denominan cota inferior y cota superior del marco F , respectivamente. El marco
F se denomina ajustado si estas cotas coinciden y ajustado normalizado (o tambie´n de Parseval) cuando
ambas cotas son iguales a 1. Diremos que F es un marco de norma uniforme, si ‖fi‖ = c para todo i ∈ I.
Si F = {fi}i∈I es una sucesio´n de Bessel en H, definimos el operador de ana´lisis T ∗ : H → `2(I) dado por
H 3 f T ∗7−→ (〈f, fi〉)i∈I ∈ `2(I).
La Eq. (1.3) significa que T ∗ ∈ L(H, `2(I)) (o sea que T ∗ es acotado, ‖T ∗‖2 ≤ b), y la Eq. (1.4) dice que
F es un marco si y so´lo si T ∗ es, adema´s, acotado inferiormente. Esto u´ltimo equivale a la suryectividad
(y continuidad) del adjunto de T ∗, T ∈ L(`2(I),H) dado por
`2(I) 3 c = (ci)i∈I 7−→ T (c) =
∑
i∈I
cifi ∈ `2(I).
Denominamos a T operador de s´ıntesis de W. Si F = {fi}i∈I es un marco de W, definimos el operador de
marco de F dado por
Sf = TT ∗f = T
(〈f, fi〉)i∈I = ∑
i∈I
〈f, fi〉fi, f ∈ W. (1.5)
Notemos que S es positivo e inversible en W. De la Ec. (1.5) se deducen las siguientes fo´rmulas de
reconstruccio´n:
f =
∑
i∈I
〈f, fi〉 S†fi =
∑
i∈I
〈f, S†fi〉 fi para todo f ∈ W, (1.6)
donde S† denota la pseudo-inversa de Moore-Penrose de S (operador semi-definido positivo y de rango
cerrado).
A la sucesio´n nume´rica
(〈f, S†fi〉)i∈I se la denomina coeficientes de marco de f para F . Tiene la siguiente
propiedad de optimalidad: si
c = (ci)i∈I ∈ `2(I) y f =
∑
i∈I
cifi =⇒
∑
i∈I
|〈f, S†fi〉|2 ≤
∑
i∈I
|ci|2.
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Es decir que los coeficientes de marco de f para F dan la recostruccio´n o´ptima para cada f ∈ W. Definimos
tambie´n, el marco dual de F , G = {gi}i∈I, donde gi = S†fi, i ∈ I. Notemos que la Ec. (1.6) se transforma
en
f =
∑
i∈I
〈f, fi〉gi =
∑
i∈I
〈f, gi〉fi para todo f ∈ W.
Con el fin de describir la dualidad oblicua, fijamos dos subespacios cerrados V, W ⊆ H tales que
W⊥ ⊕ V = H, esto es W⊥ + V = H y W⊥ ∩ V = {0}. Por lo tanto, W⊥ es un complemento (algebraico)
de W y V. En este caso, esta´ bien definido PW |V : V → W, que resulta un isomorfismo lineal y acotado;
en particular dimV = dimW como espacios de Hilbert. Por otra parte, las condiciones W⊥ ⊕ V = H y
W ⊕V⊥ = H son equivalentes.
Definicio´n 1.2.1. (Ver [29, 30, 24]) Sean V, W subespacios cerrados de H tales queW⊥⊕V = H. Fijado
F = {fi}i∈I marco para W, dada una sucesio´n de Bessel G = {gi}i∈I en V, decimos que G es un V-dual
(oblicuo) de F si
g =
∑
i∈I
〈g, fi〉 gi = TG T ∗F g, ∀ g ∈ V. (1.7)
4
En tal caso TG T ∗F = PV//W⊥ , donde PV//W⊥ denota la proyeccio´n oblicua con R(PV//W⊥) = V y
ker(PV//W⊥) =W⊥ (ver [29, 30]). As´ı, adjuntando en ambos lados de la Eq.(1.7) tenemos que
(TG T ∗F )
∗ = TF T ∗G = (PV//W⊥)
∗ = PW//V⊥ ,
por lo tanto, TG es suryectivo en V y entonces G es un marco para V. As´ı, obtenemos otra fo´rmula de
reconstruccio´n
f =
∑
i∈I
〈f, gi〉 fi, ∀ f ∈ W.
Consideramos el conjunto de los V-duales oblicuos de F , dado por
DV(F) def= {G = {gi}i∈I es un V-dual de F} . (1.8)
Observacio´n 1.2.2. Sea F = {fi}i∈I un marco para W. Si V =W, entonces la sucesio´n de Bessel G en
W es un W-dual de F si es un marco dual para F en W en el sentido cla´sico (ver [21]), i.e. TG T ∗F = PW .
As´ı se tiene el siguiente conjunto
DW(F) = D(F) def= {G = {gi}i∈I es un marco dual para F en W } ,
conocido como el conjunto de los duales cla´sicos de F .
En el conjunto de los duales cla´sicos de F , existe un elemento distinguido, llamado el dual cano´nico
(cla´sico) de F , notado por
F# = {f#i }i∈I y dado por f#i = S†F fi para i ∈ I, (1.9)
En el contexto general de la dualidad oblicua tambie´n existe un marco V-dual para F distinguido, llamado
V-dual cano´nico, notado por
F#V = {f#V, i}i∈I y dado por f#V, i = PV//W⊥ f#i para i ∈ I , (1.10)
donde F# = {f#i }i∈I es el dual cano´nico de F . El esquema de codificacio´n-decodificacio´n basado en el
par dual oblicuo (F ,F#V ) tiene ciertas propiedades de optimalidad (ver [29, 30]). 4
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1.3. Marcos en SIT’s
1.3. Marcos en subespacios invariantes por traslaciones enteras
En esta Seccio´n vamos a considerar a L2(Rk) como espacio de Hilbert complejo y separable, respecto
a la medida de Lebesgue.
Definicio´n 1.3.1. Sea L2(Rk) espacio de Hilbert complejo y separable.
1. Sea V un subespacio cerrado de L2(Rk). Decimos que V es un subespacio invariante por traslaciones
enteras (SIT) si:
f ∈ V =⇒ T`f ∈ V para cualquier ` ∈ Zk,
donde Tyf(x) = f(x− y) es la traslacio´n por y ∈ Rk.
2. Sea C un subespacio de L2(Rk). Consideramos el SIT generado por C, dado por
S(C) def= span {T`f : f ∈ C, ` ∈ Zk}. (1.11)
S(C) es el SIT mas pequen˜o que contiene a C.
3. Sea V ⊆ L2(Rk) un SIT. Decimos que V es finitamente generado (FSIT) si existe un conjunto finito
C ⊂ L2(Rk) tal que V = S(C). En tal caso, la longitud de V es el mı´nimo de #(C) (i.e. el cardinal
de C) tal que V = S(C). Si C es unitario, decimos que V es un SIT principal.
4
En la Seccio´n 2.1 mostaremos la existencia de representaciones espectrales medibles para operadores
SP autoadjuntos, cuyos rangos esta´n en un FSIT.
Con el fin de describir la estructura fina de un SIT consideramos la siguiente representacio´n de L2(Rk)
(ver [10, 11, 54] y [14] para extender estos conceptos al contexto ma´s general de las acciones de grupos abe-
lianos localmente compactos). Sea T = [−1/2, 1/2) dotado de la medida de Lebesgue y sea L2(Tk, `2(Zk))
el espacio de Hilbert de las funciones a valores en `2(Zk) de cuadrado integrable, que consiste en todas
las funciones medibles a valores vectoriales φ : Tk → `2(Zk) con la norma
‖φ‖2 =
∫
Tk
‖φ(x)‖2`2(Zk) dx <∞.
Entonces, tiene sentido considerar la funcio´n Γ : L2(Rk) → L2(Tk, `2(Zk)) definida para f ∈ L1(Rk) ∩
L2(Rk) por
Γf : Tk → `2(Zk) , Γf(x) = (fˆ(x+ `))`∈Zk , (1.12)
fˆ denota la transformada de Fourier de f ∈ L2(Rk). En este caso Γ resulta un isomorfismo isome´trico
entre L2(Rk) y L2(Tk, `2(Zk)).
Sea V ⊂ L2(Rk) un SIT. Entonces, existe una funcio´n JV : Tk → { subespacios cerrados de `2(Zk)} tal
que: si PJV (x) denota la proyeccio´n ortogonal sobre JV(x) para x ∈ Tk, entonces para ξ, η ∈ `2(Zk) la
funcio´n x 7→ 〈PJV (x) ξ , η〉 es medible y
V = {f ∈ L2(Rk) : Γf(x) ∈ JV(x) para x ∈ Tk ctp.}. (1.13)
La funcio´n JV es la funcio´n rango medible asociada a V. Por [11, Prop.1.5], la Eq. (1.13) establece una
biyeccio´n entre SIT’s de L2(Rk) y las funciones rango medibles. En el caso que V = S(A) ⊆ L2(Rk) es el
SIT generado por A = {hi : i ∈ I} ⊂ L2(Rk), donde I es un conjunto finito o infinito numerable, entonces
para x ∈ Tk ctp. tenemos que
JV(x) = {Γhi(x) : i ∈ I}−‖·‖ . (1.14)
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Definicio´n 1.3.2. Sea V un SIT de L2(Rk) y sea d(x) = dim JV(x) para x ∈ Tk. El espectro de V es el
conjunto medible dado por
Spec(V) = {x ∈ Tk : d(x) 6= 0}.
4
Recordemos que una transformacio´n lineal acotada S ∈ L(L2(Rk)) conmuta con las traslaciones (SP)
si T` S = S T` para cada ` ∈ Zk. En este caso (ver [11, Teorema 4.5]) existe un campo (debilmente) medible
de operadores [S](·) : Tk → `2(Zk) (i.e. tal que para cada ξ, η ∈ `2(Zk) la funcio´n Tk 3 x 7→ 〈[S]x ξ , η〉 es
medible) y esencialmente acotada (i.e. la funcio´n Tk 3 x 7→ ‖ [S]x ‖ es esencialmente acotada) tal que
[S]x
(
Γf(x)
)
= Γ(Sf)(x) para x ∈ Tk ctp. , f ∈ L2(Rk) . (1.15)
Adema´s, ‖S‖ = sup escx∈Tk ‖ [S]x ‖. Rec´ıprocamente, si s : Tk → L(`2(Zk)) es un campo de operadores
debilmente medible y esencialmetne acotado entonces, existe un u´nico operador acotado S ∈ L(L2(Rk))
que es SP y tal que [S] = s. Por ejemplo, sea V un SIT y PV ∈ L(L2(Rk)) la proyeccio´n ortogonal sobre
V. Entonces, PV es SP de modo que la funcio´n [PV ](·) : Tk → L(`2(Zk)) esta´ dada por [PV ]x = PJV (x), i.e.
la proyeccio´n ortogonal sobre JV(x), para x ∈ Tk ctp.
Las nociones previas asociadas a SIT’s y operadores SP, permitira´n desarrollar un estudio detallado
de los marcos generados por translaciones. Sea F = {fi}i∈I una sucesio´n (posiblemente finita) en L2(Rk).
Notamos con E(F) a la familia generada por traslaciones (SG) de F , dada por
E(F) = {T`fi}(`,i) ∈ Zk×I.
Para x ∈ Tk, sea ΓF(x) = {Γfi(x)}i∈I, sucesio´n (posiblemente finita) en `2(Zk). Entonces (ver [11, 54])
E(F) es una sucesio´n b-Bessel si y so´lo si ΓF(x) es una sucesio´n b-Bessel para x ∈ Tk ctp.
En este caso, tiene sentido considerar TΓF(x) : `2(I) → `2(Zk) y SΓF(x) : `2(Zk) → `2(Zk) el operador de
s´ıntesis y el operador de marco de ΓF(x), respectivamente. Si E(F) es b-Bessel entonces SE(F) es SP.
Si F = {fi}i∈I y G = {gi}i∈I son tales que E(F) y E(G) son sucesiones de Bessel, entonces (ver
[35, 54]) se verifica la siguiente relacio´n funtamental:
[TE(G) T ∗E(F)]x = TΓG(x) T
∗
ΓF(x) , para x ∈ Tk ctp . (1.16)
La Eq. (1.16) tiene algunas consecuencias importantes, por ejemplo si W es un SIT de L2(Rk) y adema´s
asumimos que F , G ∈ Wn entonces:
1. Para cada f, g ∈ L2(Rk),
〈SE(F) f, g〉 =
∫
Tk
〈SΓF(x) Γf(x), Γg(x)〉`2(Zk) dx .
Por un lado, este hecho implica que [SE(F)]x = SΓF(x) para x ∈ Tk ctp. Por otra parte, se verifica
que E(F) es marco para W con constantes de marco 0 < a ≤ b si y so´lo si ΓF(x) es marco para
JW(x) con constantes de marco 0 < a ≤ b para x ∈ Tk ctp (ver [11]).
2. Como [PW ]x = PJW (x) para x ∈ Tk ctp., entonces, E(G) es un dual (cla´sico) para E(F) en W si y
so´lo si ΓG(x) es un dual (cla´sico) para ΓF(x) en JW(x) para x ∈ Tk ctp. (ver [11, 35, 36]).
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1.4.1. Mayorizacio´n en Rd
Finalizamos la Seccio´n con la nocio´n de dualidad oblicua SG. Para esto, consideramos V, W ⊆ L2(Rk)
dos FSIT’s tales que V ⊕ W⊥ = L2(Rk) y F = {fi}i∈In ∈ Wn una sucesio´n finita tal que E(F) es un
marco para W.
Dada G = {gi}i∈In ∈ Vn tal que E(G) es marco para V. A partir de [35] (ver tambie´n [23, 34, 36]),
consideramos el conjunto de los V-duales SG de E(F):
DSGV (F) = DSGV (E(F)) = {E(G) : E(G) es V − dual SG de E(F) } . (1.17)
Si V = W, escribimos DSGV (F) = DSG(F) (que es la clase de los duales SG de tipo I, en la terminolog´ıa
de [35]). Dado E(G) ∈ DSGV (F) obtenemos las siguientes fo´rmulas de reconstruccio´n: para f ∈ W y g ∈ V,
respectivamente
f =
∑
(`, i)∈Zk×In
〈f, T` gi〉 T` fi y g =
∑
(`, i)∈Zk×In
〈g, T` fi〉 T` gi .
En este contexto, si E(G) ∈ DSGV (F) y SE(G) es el operador de marco de E(G), entonces SE(G) es un
operador SP tal que [SE(G)]x = SΓG(x) para x ∈ Tk ctp. En la Seccio´n 4.2 (ver Teorema 4.2.4) describimos la
estructura espectral fina de E(G) esto es la funcio´n Tk 3 x 7→
(
λj([SE(G)]x)
)
j∈N
, donde
(
λj([SE(G)]x)
)
j∈N
denota la sucesio´n de autovalores del operador positivo de rango finito [SE(G)]x, contando multiplicidades
y ordenados en forma no-creciente para x ∈ Tk ctp.
1.4. Mayorizacio´n
La mayorizacio´n entre vectores (ver [6, 44]) juega un papel importante en la teor´ıa de marcos. Por un
lado, permite caraterizar la existencia de marcos con ciertas propiedades predeterminadas (ver [4, 15, 17]).
Y por otro, la mayorizacio´n es una relacio´n de pre-orden que implica una familia de desigualdades de trazas.
Este u´ltimo hecho se usa para explicar la estructura de los mı´nimos del potencial de marco de Benedetto-
Fickus ([9, 16]), como as´ı tambie´n, para describir potenciales convexos ma´s generales para marcos finitos
(ver [45, 46, 48, 49, 51]).
1.4.1. Mayorizacio´n en Rd
En esta seccio´n presentamos algunos aspectos ba´sicos de la teor´ıa de mayorizacio´n. En el libro [6] se
puede hallar un estudio ma´s detallado sobre esta nocio´n. Dado x = (x1, · · · , xd) ∈ Rd, denotamos por
x↓ ∈ Rd el vector de coordenadas ordenadas de forma decreciente, obtenido por permutaciones de las
coordenadas de x. Si x, y ∈ Rd entonces decimos que x esta´ sub-mayorizado por y, y notamos x ≺w y, si∑
i∈Ik
x↓i ≤
∑
i∈Ik
y↓i para cada k ∈ Id = {1, . . . , d}. (1.18)
Si x ≺w y y adema´s se verifica que ∑
i∈Id
xi =
∑
i∈Id
yi, (1.19)
decimos que x esta´ mayorizado por y, y lo notamos x ≺ y. Como consecuencia inmediata de la definicio´n,
notemos que tanto la nocio´n de submayorizacio´n como la de mayorizacio´n son invariantes bajo permuta-
ciones de las coordenadas de vectores. Por otro lado, si x ≺ y, es decir valen las ecuaciones (1.18) y (1.19)
entonces tambie´n vale ∑
i∈Ik
y↑i ≤
∑
i∈Ik
x↑i para cada k ∈ Id = {1, . . . , d}, (1.20)
Departamento de matema´tica - UNLP Hoja 13 de 96
14
donde x↑ denota el vector de coordenadas ordenadas en forma creciente obtenida de x por permutaciones
de sus coordenadas. De hecho, basta que dos cualesquiera de las tres condiciones dadas por estas fo´rmulas
valgan, para que valga la tercera.
Ejemplo 1.4.1. Denotamos con 1 = (1, 1, · · · , 1) ∈ Rd, al vector con todas sus entradas iguales a uno.
Si x ∈ Rd≥0 y
∑
i∈Id x1 = 1, entonces
1
d
1 =
(1
d
, . . . ,
1
d
)
≺ (x1, . . . , xd) ≺ (1, 0, . . . , 0).
La nocio´n de mayorizacio´n se presenta naturalmente en varios contextos. Por ejemplo, en f´ısica, si xi
representa la probabilidad de un sistema de encontrarse en el estado i, la relacio´n x ≺ y nos indica que
el estado x es ((ma´s cao´tico)) que el estado y. En economı´a, si y1, . . . , yd y x1, . . . , xd representan ingresos
de los individuos 1, . . . , d en los pa´ıses x e y, respectivamente, entonces x ≺ y se interpreta como que la
distribucio´n de ingresos es ma´s equitativa en x que en y. 4
La log-mayorizacio´n entre vectores en Rd≥0 es un ana´logo multiplicativo de la mayorizacio´n en Rd≥0.
En efecto, dados x, y ∈ Rd≥0 decimos que x esta´ log-mayorizado por y, notado x ≺log y, si∏
i∈Ik
x↓i ≤
∏
i∈Ik
y↓i para cada k ∈ Id−1 y
∏
i∈Id
x↓i =
∏
i∈Id
y↓i .
Si x, y ∈ Rd≥0 son tales que x ≺log entonces x ≺w y (ver [6]). Por otro lado, escribimos x6 y si xi ≤ yi
para cada i ∈ Id . Un ejercicio esta´ndar de ana´lisis matricial es mostrar que si x, y ∈ Rd≥0 se verifica:
x6 y =⇒ x↓6 y↓ =⇒ x ≺log y =⇒ x ≺w y.
Nuestro intere´s en la mayorizacio´n esta´ motivado por la relacio´n de esta nocio´n con las desigualdades
de trazas para funciones convexas. Recordemos que f : R→ R se dice convexa si dados x, y ∈ R y t ∈ [0, 1]
se verifica que:
f(t x+ (1− t) y) ≤ t f(x) + (1− t)f(y).
A partir de esta definicio´n consideremos los siguientes conjuntos:
Conv(R≥0) = {ϕ : R≥0 → R≥0 , ϕ es convexa}
Convs(R≥0) = {ϕ ∈ Conv(R≥0) , ϕ es estrictamente convexa}.
Considerando las nociones anteriores, describimos algunas caraterizaciones de la mayorizacio´n.
Teorema 1.4.2. Sean x, y ∈ Rd≥0. Las siguientes afirmaciones son equivalentes:
1. x ≺ y.
2. Para toda h ∈ Conv(R≥0)
tr (h(x))
def
=
∑
i∈Id
h(xi) ≤
∑
i∈Id
h(yi) = tr (h(y)) .
3. φ(x) ≺w φ(y), donde φ : Rd≥0 → Rd≥0 es inducida por h ∈ Conv(R≥0) y dado por
φ(x) = (h(x1), · · · , h(xd)) para x ∈ Rd≥0.

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Teorema 1.4.3. Sean x, y ∈ Rd≥0. Las siguientes afirmaciones son equivalentes:
1. x ≺w y.
2. tr (h(x)) ≤ tr (h(y)), para toda h ∈ Conv(R≥0) y no-decreciente. 
Sea A ∈Md(C) una matriz y consideremos |A| = (A∗A)1/2 su mo´dulo, a lo largo de la tesis notamos con:
a. λ(A) ∈ Cd al vector autovalores de A contando multiplicidad.
b. σ(A) al vector de autovalores de |A| (tambie´n llamado vector de valores singulares de A) contando
multiplicidad y ordenado de forma decreciente.
c. d(A) = (a11, . . . , add) ∈ Cd a la diagonal principal de A.
La familia de normas unitariamente invariantes es bien conocida y forma una clase importante de normas
en el ana´lisis matricial.
Definicio´n 1.4.4. Una norma unitariamente invariante (NUI) ‖| · ‖| enMd(C) es una norma que satisface
‖| U T V ‖| = ‖| T ‖|
para cada U, V, T ∈Md(C) tal que U, V son matrices unitarias. 4
Ejemplo 1.4.5. Como ejemplos de NUI’s consideramos:
1. La norma espectral ‖ · ‖sp, dada por
‖T‖sp = σ1(T ),
donde σ1(T ) es el valor singular de T ma´s grande.
En el caso que dimV = d ∈ N consideramos
2. Las p-normas. Dado 1 ≤ p <∞
‖T‖p =
∑
j∈Id
σj(T )
p
1/p ,
donde σk(T ) = λk(|T |) = λk(T ∗T )1/2 para 1 ≤ k ≤ d, son los valores singulares de T .
3. Las normas Ky-Fan. Dado k = {1, . . . , d}
‖T‖(k) =
∑
j∈Ik
σj(T ) .
Notemos que ‖T‖(1) = ‖T‖sp y ‖T‖(d) = ‖T‖1 (1-norma). 4
Con el fin de caracterizar la existencia de marcos generados por traslaciones enteras con estructura
fina predeterminada en te´rminos de relaciones de mayorizacio´n, en el Cap´ıtulo 2, extendemos nociones y
resultados cla´sicos de ana´lisis matricial, como el Teorema de Schur-Horn y las Desigualdades de Fan-Pall
para campos medibles de matrices autoadjuntas. A continuacio´n, enunciamos algunos resultados cla´sicos
de ana´lisis matricial, tales como: el Principio de dominacio´n de Ky-Fan, el Teorema de Schur-Horn, el
Teorema de Lidskii versio´n aditiva y el Teorema de entrelace de Cauchy.
El siguiente teorema es una caracterizacio´n de las NUI’s en te´rminos de la submayorizacio´n. Para un
mayor detalle de este resultado ver [6].
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Teorema 1.4.6. (Principio de dominacio´n de Ky-Fan). Sean A,B ∈Md(C). Entonces son equivalentes:
1. ‖| A ‖| ≤ ‖| B ‖| , para toda NUI ‖| · ‖| .
2. ‖A‖(k) = ‖B‖(k) para todo k = {1, . . . , d}.
3. σ(A) ≺w σ(B). 
El Teorema de Schur-Horn caracteriza todas las posibles diagonales de matrices en la o´rbita unitaria de
una matriz A ∈ A(d) como aquellos vectores c ∈ Rd tales que c ≺ λ(A). (Ver [6]).
Teorema 1.4.7. (Schur-Horn). Sean b, c ∈ Rd. Las siguientes afirmaciones son equivalentes:
1. c ≺ b
2. Existe B ∈ A(d) tal que d(B) = c y λ(B) = b.
Si, adema´s, b y c tienen entradas no negativas, lo anterior equivale a
3. Existen vectores de norma 1 x1, · · · , xd ∈ Cd tales que
diag(B) =
∑
j∈Id
cj xj x
∗
j .

A continuacio´n, enunciamos el Teorema de Lidiskii aditivo (ver [50]) y el Teorema de Lidskii multiplicativo
(ver [49]) para matrices. Ambos teoremas contienen una descripcio´n detallada para el caso de igualdad.
Teorema 1.4.8. (Teorema de Lidskii aditivo). Sean A,B ∈ A(d), k ∈ Id y J ⊆ Id con |J | = k. Entonces∑
j∈J
λj(A) +
k∑
i=1
λ↑i (B) ≤
∑
j∈J
λj(A+B) ≤
∑
j∈J
λj(A) +
k∑
i=1
λi(B) (1.21)
Por otra parte, si
(
λ(A) + λ↑(B)
)↓
= λ(A+B). Entonces existe una BON {vi}i∈Id de Cd tal que
A =
∑
i∈Id
λi(A) vi ⊗ vi y A+B =
∑
i∈Id
(
λi(A) + λi(B)
)
vi ⊗ vi.

En lo que sigue, dados x = (xi)i∈Id , y = (yi)i∈Id ∈ Rd, x ◦ y = (xi yi)i∈Id ∈ Rd denota el producto entrada
a entrada de los vectores.
Teorema 1.4.9. (Teorema de Lidskii multiplicativo). Sea S ∈ Md(C)+ inversible y sea λ ∈ (Rd>0)↓.
Entonces, para cada V ∈Md(C) tal que λ(V ∗V ) = λ se tiene que
λ(S) ◦ λ↑ ≺log λ(V SV ∗) ≺log λ(S) ◦ λ ∈ (Rd>0)↓ . (1.22)
Por otra parte, si λ(V SV ∗) = (λ(S) ◦ λ↑)↓ (resp. λ(V SV ∗) = λ(S) ◦ λ) entonces existe una BON {vi}i∈Id
de Cd tal que
S =
∑
i∈Id
λi(S) vi ⊗ vi y |V | =
∑
i∈Id
λ
1/2
d+1−i vi ⊗ vi (1.23)
(
resp. S =
∑
i∈Id λi(S) vi ⊗ vi y |V | =
∑
i∈Id λ
1/2
i vi ⊗ vi
)
. 
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Finalmente, recordamos el Teorema de entrelace de Cauchy (ver [6]), que relaciona los autovalores de
una matriz autoadjunta con los de sus submatrices principales y que se utiliza en la prueba del Teorema
2.1.4.
Teorema 1.4.10. (Entrelace de Cauchy). Sea A ∈ A(d), r ∈ Id y sea Ar ∈ Md−1(C) la submatriz
principal de A, que se obtiene de borrar la fila y la columna r−e´simas de A. Entonces
λk(A) ≤ λk(Ar) ≤ λk+1(A),
para cada k ∈ Id−1. Es decir que
λ1(A) ≤ λ1(Ar) ≤ λ2(A) ≤ · · · ≤ λd−1(A) ≤ λd−1(Ar) ≤ λd(A).

1.4.2. Mayorizacio´n en espacios de probabilidad
En el Cap´ıtulo 3 se describe la nocio´n de potenciales convexos en el contexto de familias Bessel de
trasladados de sucesiones finitas. Para esto, necesitamos la siguiente nocio´n general de mayorizacio´n entre
funciones en espacios de probabilidad.
A lo largo de esta Seccio´n (X,X , µ) denotara´ un espacio de probabilidad, i.e. X es una σ-a´lgebra
de conjuntos en X y µ es una medida de probabilidad definida en X . Denotamos por L∞(X,µ)+ =
{f ∈ L∞(X,µ) : f ≥ 0}. Para f ∈ L∞(X,µ)+, la reordenada decreciente de f (ver [44]), notada por
f∗ : [0, 1)→ R≥0, esta´ dada por
f∗(s) def= sup {t ∈ R≥0 : µ{x ∈ X : f(x) > t} > s} para s ∈ [0, 1) . (1.24)
Observacio´n 1.4.11. Mencionaremos algunas propiedades interesantes de la reordenada decreciente de
funciones, que utilizaremos ma´s adelante. Sea f ∈ L∞(X,µ)+, entonces:
1. f∗ es una funcio´n continua a derecha y no-creciente.
2. f y f∗ son equimedibles, i.e. para cada conjunto de Borel A ⊂ R se tiene que µ(f−1(A)) =
|(f∗)−1(A)|, donde |B| denota la medida de Lebesgue del conjunto boreliano B ⊂ R. A la vez,
esto implica que para cada ϕ : R≥0 → R≥0 continua: ϕ◦f ∈ L∞(X,µ) si y so´lo si ϕ◦f∗ ∈ L∞([0, 1])
y en este caso ∫
X
ϕ ◦ f dµ =
∫ 1
0
ϕ ◦ f∗ dx .
3. Si g ∈ L∞(X,µ) es tal que f ≤ g, entonces 0 ≤ f∗ ≤ g∗. Ma´s au´n, si f∗ = g∗, entonces f = g.
4. Si consideramos el espacio de probabilidad ([0, 1],B, dt) - conjuntos de Borel en [0,1] con medida de
Lebesgue - entonces f∗ ∈ L∞([0, 1], dt) es tal (f∗)∗ = f∗.
5. Si c ∈ R es tal que f + c ≥ 0, entonces (f + c)∗ = f∗ + c. 4
Definicio´n 1.4.12. Sean f, g ∈ L∞(X,µ)+ y sean f∗, g∗ sus reordenadas decrecientes. Decimos que f
submayoriza g (en (X,X , µ)), notado por g ≺w f , si∫ s
0
g∗(t) dt ≤
∫ s
0
f∗(t) dt para 0 ≤ s ≤ 1 .
Si adema´s, tenemos que
∫ 1
0 g
∗(t) dt =
∫ 1
0 f
∗(t) dt decimos que, f mayoriza g y se escribe g ≺ f . 4
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Para verificar la mayorizacio´n entre funciones en espacios de probabilidades, podemos considerar las
llamadas transformaciones doble estoca´sticas (DS). Recordemos que un operador lineal D actuando en
L∞(X,µ) es una transformacio´n doble estoca´stica si D es unital, positiva y preserva traza, i.e.
D(1X) = 1X , D
(
L∞(X,µ)+
) ⊆ L∞(X,µ)+ y ∫
X
D(f)(x) dµ(x) =
∫
X
f(x) dµ(x)
para cada f ∈ L∞(X,µ). Vale aclarar que D resulta contractiva con respecto a ‖ · ‖∞ y ‖ · ‖1.
Nuestro intere´s en la mayorizacio´n se basa en su relacio´n con desigualdades entre integrales en te´rmi-
nos de funciones convexas. El siguiente resultado resume esta relacio´n, como as´ı tambie´n, el rol de las
transformaciones DS (ver por ejemplo [20, 55]).
Teorema 1.4.13. Sean f, g ∈ L∞(X,µ)+. Las siguientes condiciones son equivalentes:
1. g ≺ f ;
2. Existe D : L∞(X,µ)→ L∞(X,µ) una transformacio´n DS, tal que D(f) = g;
3. Para cada funcio´n convexa ϕ : R≥0 → R≥0 se tiene que∫
X
ϕ(g(x)) dµ(x) ≤
∫
X
ϕ(f(x)) dµ(x) . (1.25)
Si so´lo se tiene que g ≺w f , entonces la Eq. (1.25) se verifica si asumimos, adema´s, que ϕ es una funcio´n
convexa no-decreciente. 
Ejemplo 1.4.14. El operador D, dado por D(f) = (
∫
X f dµ) · 1X , es una transformacio´n DS. Por lo
tanto, tenemos la relacio´n de mayorizacio´n (
∫
X f dµ) · 1X ≺ f . Por otra parte, si ϕ : R≥0 → R≥0 es
cualquier funcio´n convexa y f ∈ L∞(X,µ)+, entonces por el Teorema 1.4.13, tenemos que
ϕ(
∫
X
f dµ) =
∫
X
ϕ
(
(
∫
X
f dµ) · 1X(x)
)
dµ(x) ≤
∫
X
ϕ(f(x)) dµ(x) , (1.26)
que es la desigualdad cla´sica de Jensen. Usando el hecho previo, notemos que si c ∈ R es tal que 0 ≤ c ≤∫
X f dµ, entonces c · 1X ≺w f . 4
El siguiente resultado jugara´ un papel importante en el estudio de la estructura de los mı´nimos respecto
a la sub-mayorizacio´n, en conjuntos de funciones apropiados.
Proposicio´n 1.4.15 ([20]). Sean f, g ∈ L∞(X,µ)+ tales que g ≺w f . Si existe una funcio´n ϕ ∈
Convs(R≥0) y no-decreciente tal que∫
X
ϕ(f(x)) dµ(x) =
∫
X
ϕ(g(x)) dµ(x) entonces g∗ = f∗ . 
Con las notaciones del Ejemplo 1.4.14 notemos que la Proposicio´n 1.4.15 implica que si ϕ es estrictamente
convexa y tal que se verifica la igualdad en la Eq. (1.26), entonces f∗ =
∫
X f dµ y por lo tanto f =
∫
X f dµ.
Observacio´n 1.4.16. (Relacio´n entre mayorizacio´n en Rd y mayorizacio´n en espacios de probabilidad).
Sea Ωd = {1, · · · , d} y µd : P(Ωd)→ R≥0 la medida de probabilidad dada por:
µd(A) =
#(A)
d
,
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donde A ⊂ Ωd, P(Ωd) denota el conjunto partes de Ωd y #(A) denota el cardinal de A. Si x ∈ Rd
consideramos la funcio´n medible
fx : Ωd → R, dada por fx(i) = xi, i ∈ Id.
As´ı, se verifica que: dados x, y ∈ Rd≥0, entonces
x ≺ y ( resp. x ≺w y) ⇐⇒ fx ≺ fy ( resp. fx ≺w fy) en (Ωd, µd) (1.27)
En efecto, notemos que si h ∈ Conv(R≥0) entonces
1
d
tr (h(x)) =
1
d
∑
i∈Id
h(xi) =
∫
Ωd
h ◦ fx dµd.
Por lo tanto, tenemos que
x ≺ y ( resp. x ≺w y) ⇐⇒
∫
Ωd
h ◦ fx dµd ≤
∫
Ωd
h ◦ fy dµd ( si adema´s h es no-decreciente)
⇐⇒ fx ≺ fy ( resp. fx ≺w fy).
La primera equivalencia se deduce a partir del Teorema 1.4.2 (resp. Teorema 1.4.3), mientras que la
segunda equivalencia se deduce del Teorema 1.4.13.
4
1.5. Geometr´ıa relativa entre subespacios de dimensio´n finita
Comenzamos la u´ltima seccio´n del cap´ıtulo, describiendo los a´ngulos y vectores principales entre
subespacios de dimensio´n finita.
Sean V, W ⊆ H subespacios de dimensio´n finita con dimV = dimW = d. Sean PV y PW las proyec-
ciones ortogonales sobre V y W, respectivamente. Los a´ngulos principales
0 ≤ θ1 ≤ . . . ≤ θd ≤ pi
2
,
esta´n definidos (ver [32, 40]) de manera tal que el operador positivo de rango finito |PW PV | ∈ L(H)
satisface
λ(|PW PV |) = (cos(θ1) , . . . , cos(θd) , 0|M|−d) ∈ `1+(M)↓ . (1.28)
Decimos que w1 , . . . , wd ∈ W (respectivamente v1 , . . . , vd ∈ V) son vectores principales (o direcciones
principales) entre V y W si constituyen una BON de W (respectivamente si son BON de V), tales que
|PV PW |wi = cos(θi)wi ( respectivamente|PW PV | vi = cos(θi) vi ) para i ∈ Id . (1.29)
Una caracterizacio´n alternativa de los a´ngulos y vectores principales es la siguiente: dado k ∈ Id se
define inductivamente
〈vk , wk〉 = cos(θk) = ma´x
v∈V
ma´x
w∈W
〈v , w〉,
sujeto a las restricciones
‖v‖ = ‖w‖ = 1 , 〈v, vi〉 = 0 y 〈w , wi〉 = 0 para 0 ≤ i ≤ k − 1 ,
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donde consideramos v0 = w0 = 0. Notemos que los a´ngulos principales entre V y W son una medida
cualitativa de la posicio´n relativa entre estos subespacios.
Si asumimos que W⊥ ⊕ V = H, entonces tiene sentido considerar la proyeccio´n oblicua PV//W⊥ , en
este caso existe una conexio´n entre los a´ngulos y los vectores principales de V y W con la estructura
geome´trica y espectral de PV//W⊥ . En efecto, es conocido (ver [22]) que la pseudo-inversa de Moore-
Penrose de PV//W⊥ esta´ dada por
(PV//W⊥)
† = PW PV =⇒ |PV//W⊥ |† = |PV PW | y |PW//V⊥ |† = |PW PV | . (1.30)
En este caso, como rk(PV//W⊥) = d, |PV PW | tambie´n tiene rango d y, por lo tanto θd < pi/2. Ma´s au´n,
por la Eq. (1.29), los vectores pricipales entre V y W satisfacen que
|PV//W⊥ |wi =
1
cos(θi)
wi y |PW//V⊥ | vi =
1
cos(θi)
vi para i ∈ Id . (1.31)
Consideremos la descomposicio´n polar PV PW = U |PV PW |, donde U ∈ L(H) es la isometr´ıa parcial
(u´nica) con espacio inicialW y espacio final V. Tenemos que |PW PV | = U |PV PW |U∗. Por lo tanto, dados
{wi}i∈Id ∈ Wd vectores principales entre V y W, en lo que sigue, supondremos que los correspondientes
vectores principales {vi}i∈Id ∈ Vd entre V yW esta´n dados por vi = U wi, para cada i ∈ Id . En particular,
se cumple que
PW vi = cos(θi)wi y PV wi = cos(θi) vi para cada i ∈ Id , (1.32)
ya que, por ejemplo, PV wi = PV PW wi = U |PV PW |wi = cos(θi) U wi = cos(θi) vi .
Observacio´n 1.5.1 (Dos definiciones de a´ngulo entre subespacios). En la literatura existen dos nociones
diferentes de a´ngulo entre subespacios. A continuacio´n las incluimos, las comparamos y las relacionamos
con los a´ngulos principales definidos anteriormente. Para esto, consideramos dos subespacios de dimenso´n
finita V, W ⊆ H con dimV = dimW = d. Sean (θj)j∈Id los a´ngulos principales entre V y W.
1. En [60] los autores presentan el a´ngulo θV,W ∈ [0, pi/2] entre V y W, definido por
cos(θV,W) = ı´nf
f∈W , ‖f‖=1
‖PVf‖ . (1.33)
Por lo tanto,
cos(θV,W)2 = ı´nf
f∈W, ‖f‖=1
〈|PV PW |2f , f〉 = cos(θd)2 . (1.34)
As´ı, tenemos la identidad θV,W = θd . Si, adema´s, asumimos que W⊥ ⊕ V = H, entonces las Eqs.
(1.31) y (1.34) proporcionan una prueba sencilla para la identidad ‖PV//W⊥‖ = cos(θV,W)−1.
2. Existe otra idea de a´ngulo entre subespacios, el llamado a´ngulo de Dixmier, notado por [V, W]D ∈
[0, pi/2] y dado por
cos([V, W]D) = sup
v∈V, w∈W, ‖v‖=‖w‖=1
|〈v, w〉| = ‖PV PW‖ = cos(θ1) . (1.35)
As´ı, tenemos la identidad [V, W]D = θ1 . Si asumimos, adema´s, que W⊥ ⊕ V = H entonces es bien
conocido (ver [26]) que ‖PV//W⊥‖ = sin([V, W⊥]D)−1, esto implica que sin([V, W⊥]D) = cos(θV,W)
y por lo tanto, tenemos que
θV,W = pi/2− θV,W⊥ . 4
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Cap´ıtulo 2
Ana´lisis Matricial en L∞(Tk,Mn(C)) y
aplicaciones
En este cap´ıtulo construimos una extensio´n del Teorema Schur-Horn para campos medibles de matri-
ces semi-definidas positivas y caracterizamos la estructura fina de sucesiones de Bessel SG en FSIT’s (ver
Seccio´n 1.3 para los preliminares de sucesiones de Bessel SG, Definicio´n 2.3.1 y Teorema 2.3.2); es decir
que resolvemos un problema de disen˜o de marcos, donde las carater´ısticas predeterminadas de las suce-
siones de Bessel SG se describen en te´rminos de alguna estructura interna (o fina), relativa al subespacio
invariante por traslaciones y finitamente generado W. Tambie´n mostramos que la teor´ıa de Fan-Pall para
campos medibles de matrices semi-definidas positivas (ver Teorema 2.1.4) se puede usar para obtener
una descripcio´n detallada de las suseciones de Bessel SG con estructura fina predeterminada, similar a
la obtenida en te´rminos de los auto-pasos o´ eigensteps considerados en [15]. En el Cap´ıtulo 3 usamos
sucesivamente estos resultados para mostrar que dados W un FSIT, una funcio´n convexa ϕ : R>0 → R>0
y una sucesio´n de nu´meros positivos α1 ≥ · · · ≥ αn > 0, existen vectores fi ∈ W tales que ‖fi‖2 = αi
para i ∈ In, y tal que la sucesio´n de Bessel SG inducida por estos vectores minimiza el potencial convexo
asociado al par (ϕ,W), entre todas las sucesiones de Bessel SG con tales propiedades.
2.1. Desigualdades de Fan-Pall para campos medibles
En esta seccio´n construimos las desigualdades de Fan-Pall para compresiones de campos medibles de
matrices semi-definidas positivas (ver Teorema 2.1.4). Pero antes, enunciamos un resultado de Ron y Shen
(Ver [54]), que se utiliza en numerosas pruebas.
En lo que sigue consideramos un subespacio de medida (X,X , |·|) del espacio de medida (Tk,B(Tk), |·|)
del k−toro con la medida de Lebesgue en conjuntos de Borel.
Lema 2.1.1. (Ver [54]) Sea M : X → A(n) un campo medible y acotado de matrices autoadjuntas.
Entonces, existen
1. Campos medibles de vectores wj : X → Cn para j ∈ In, tales que {wj(x)}j∈In es una BON de Cn
para x ∈ X ctp.
2. Funciones medibles y acotadas λj : X → R para j ∈ In tales que λ1 ≥ . . . ≥ λn y
M(x) =
∑
j∈In
λj(x) wj(x)⊗ wj(x) para x ∈ X ctp.

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Notemos que el resultado anterior hace referencia a la existencia de funciones medibles de autovalores y de
campos medibles autovectores de matrices autoadjuntas. Al final de la seccio´n extenedemos este resultado
a otro ma´s general, que tambie´n describe la existencia de funciones medibles de autovalores y de campos
medibles autovectores pero de operadores SP cuyos rangos viven en FSIT’s (ver Lema 2.1.7).
Proposicio´n 2.1.2. Sea G : X → Mn(C)+ un campo medible y acotado de matrices semi-definidas
positivas, con autovalores medibles λj : X → R≥0 para j ∈ In tales que λ1 ≥ . . . ≥ λn. Asumamos que las
funciones medibles βj : X → R≥0 para j ∈ In−1 satisfacen la condicio´n de entrelace
λj(x) ≥ βj(x) ≥ λj+1(x) para j ∈ In−1 y x ∈ X ctp. (2.1)
Entonces, existe una funcio´n medible W : X →Mn, n−1(C) tal que W ∗(x)W (x) = In−1 y
λ
(
W ∗(x)G(x)W (x)
)
=
(
β1(x), . . . , βn−1(x)
)
, para x ∈ X ctp. (2.2)
Demostracio´n. Argumentamos por induccio´n sobre n (el taman˜o de G). Por la Eq. (2.1), notemos que
β1 ≥ . . . ≥ βn−1. Usando el Lema 2.1.1 (ver [54]), consideramos campos medibles de vectores uj : X → Cn
para j ∈ In tales que {uj(x)}j∈In es una BON de autovectores de G(x) para x ∈ X ctp.
Asumimos que βn−1 = λn. Sea G′(x) = V (x)∗G(x)V (x), donde V (x) es la matrix n× (n− 1), cuyas
columnas son los vectores u1(x), . . . , un−1(x), para x ∈ X. Entonces, G′ es el campo medible acotado de
matrices (diagonales) semi-definidas positivas de taman˜o n − 1 con autovalores medibles λj : X → R≥0
para j ∈ In−1. Si asumimos que podemos encontrar una funcio´n medible Z : X →Mn−1, n−2(C) tal que
Z∗(x)Z(x) = In−2 y λ
(
Z∗(x)G′(x)Z(x)
)
=
(
β1(x), . . . , βn−2(x)
)
para x ∈ X ctp., fijamos
W (x) =
(
Z(x) 0n−1
0tn−2 1
)
, para x ∈ X .
Entonces, es fa´cil ver que W : X →Mn,n−1(C) tiene las propiedades deseadas. Notemos que un argumento
similar se aplica en el caso que λj = βj o´ λj+1 = βj para j ∈ In−1. Iterando el argumento anterior y
considerando una particio´n conveniente de X en conjuntos medibles podemos asumir, sin pe´rdida de
generalidad, que
λj(x) > βj(x) > λj+1(x) , para j ∈ In−1 y x ∈ X ctp.
En este caso, definimos
γj(x) =
∏
i∈In−1
(
λj(x)− βi(x)
)
∏
k 6=j
(
λj(x)− λk(x)
) , para j ∈ In y x ∈ X ctp.
Los supuestos anteriores (desigualdades de entrelace estrictas) implican que γj(x) > 0 esta´ bien definido
para x ∈ X ctp.; ma´s au´n, las funciones γj : X → R≥0 son medibles para j ∈ In.
Fijado ξj = γ
1/2
j : X → R≥0 para j ∈ In, sea v =
∑
j∈In ξj uj : X → Cn y sea P : X →Mn(C)+ dado
por P (x) = I−Pv(x) (la proyeccio´n ortogonal sobre {v(x)}⊥, notemos que v(x) 6= 0 ctp.). Con px(t) ∈ R[t]
denotamos al polinomio caracter´ıstico de P (x)G(x)P (x). Entonces, un argumento bien conocido sobre
productos tensoriales alternos (ver [6]) muestra que
px(t) = t
∑
j∈In
γj(x)
∏
k 6=j
(
t− λk(x)
)
=⇒ px
(
λj(x)
)
= λj(x)
∏
i∈In−1
(
λj(x)− βi(x)
)
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para j ∈ In, x ∈ X ctp. y px(0) = 0. Por lo tanto,
px(t) = t
∏
j∈In−1
(
t− βj
)
y
∑
j∈In
ξ2j (x) = 1 , para j ∈ In−1 y x ∈ X ctp.,
mediante la comparacio´n de los coeficientes principales de las dos representaciones del polinomio. Esta
u´ltima condicio´n de normalizacio´n muestra, en particular, que P (x) = I − v(x)⊗ v(x) para x ∈ X ctp. y
por lo tanto P es una funcio´n medible.
Finalmente, sea {wj : X → Cn}j∈In una BON medible de autovectores para P , tal que P (x)wn(x) = 0
para x ∈ X ctp. Sea W : X →Mn, n−1(C) tal que W (x) es la matriz n × n − 1 cuyas columnas son los
vectores w1(x), . . . , wn−1(x); entonces W es la funcio´n medible con las propiedades deseadas. 
Lema 2.1.3. Sean λj : X → R≥0 para j ∈ In funciones medibles, tales que λ1 ≥ . . . ≥ λn. Sea d ∈ In−1
y sea βj : X → R≥0 para j ∈ Id funciones medibles, tales que β1 ≥ . . . ≥ βd y tales que satisfacen las
desigualdades de entrelaces
λj(x) ≥ βj(x) ≥ λn−d+j(x) , para j ∈ Id y x ∈ X ctp. (2.3)
Entonces, existen funciones medibles γi , j : X → R>0 para 0 ≤ i ≤ n− d y j ∈ In−i tales que:
1. γ0 , j = λj para j ∈ In y γn−d , j = βj para j ∈ Id.
2. Si 0 ≤ i ≤ n− d, entonces γi , j(x) ≥ γi , j+1(x), para j ∈ In−i−1 y x ∈ X ctp.
3. Si 0 ≤ i ≤ n− d− 1, entonces γi , j(x) ≥ γi+1 , j(x) ≥ γi , j+1(x) para j ∈ In−i−1 y x ∈ X ctp.
Demostracio´n. Argumentamos por induccio´n (decreciente) en te´rminos de d. Notar que la afirmacio´n es
verdadera si d = n− 1. Asumimos que el resultado se verifica para d+ 1 funciones medibles entrelazadas
para algu´n d ∈ In−2 . Dadas las funciones medibles βj para j ∈ Id como antes, vamos a construir funciones
medibles αj : X → R>0 para j ∈ Id+1 tales que
λj ≥ αj ≥ λn−(d+1)+j para j ∈ Id+1 y αj ≥ βj ≥ αj+1 para j ∈ Id , (2.4)
por lo tanto α1 ≥ . . . ≥ αd+1 . Notar que el Lema ser´ıa una consecuencia de esta construccio´n y de la
hipo´tesis inductiva (donde las funciones αj juegan el papel de γn−d+1 , j para j ∈ Id+1).
Observemos que por las desigualdades de entrelace de la Eq. (2.3), tenemos que
mı´n{λr+1 , βr} ≥ ma´x{βr+1 , λn−d+r} para r ∈ Id−1, j ∈ In−1 y x ∈ X ctp. (2.5)
Definimos αj : X → R>0, para j ∈ Id+1, de la siguiente forma:
αj :=
{
ma´x{βj , λn−(d+1)+j} si 1 ≤ j ≤ d ;
mı´n{βd , λd+1} si j = d+ 1 . (2.6)
Por construccio´n las funciones αj son medibles, y es fa´cil verificar (usando la Eq. (2.5)) que satisfacen la
Eq. (2.4). 
El siguiente resultado es el Teorema de las desigualdades de entrelace de Fan-Pall para campos medibles
de operadores positivos.
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Teorema 2.1.4. (Teorema de entrelace de Fan-Pall para campos medibles) Sea G : X → Mn(C)+ un
campo medible de matrices semi-definidas positivas, con autovalores medibles asociados λj : X → R>0
para j ∈ In, tales que λ1 ≥ . . . ≥ λn. Sea d ∈ In−1 y sean βj : X → R>0 para j ∈ Id, funciones medibles
tales que β1 ≥ . . . ≥ βd. Las siguientes condiciones son equivalentes:
1. λj(x) ≥ βj(x) ≥ λn−d+j(x) , para j ∈ Id y x ∈ X ctp.
2. Existe una funcio´n medible a valores proyecciones P : X →Mn(C)+ tales que
rkP (x) = d y λ
(
P (x)G(x)P (x)
)
=
(
β1(x), . . . , βd(x), 0n−d
)
, para x ∈ X ctp.
Demostracio´n. En primer lugar, asumimos que las funciones {βj}j∈Id satisfacen las desigualdades de
entrelace del ı´tem 1. Sea γi , j : X → R≥0 para 0 ≤ i ≤ n − d y j ∈ In−i funciones medibles como las del
Lema 2.1.3. Por la Proposicio´n 2.1.2 existe un campo medible W1 : X →Mn , n−1(C) tal que
W1(x)
∗W1(x) = In−1 y λ
(
W1(x)
∗GW1(x)
)
=
(
γ1 , 1(x), . . . , γ1 , n−1(x)
)
, para x ∈ X ctp.
Argumentando como antes, usando la Proposicio´n 2.1.2 podemos construir, para 2 ≤ i ≤ n − d, campos
medibles Wi : X →Mn−i+1 , n−i(C) tales que Wi(x)∗Wi(x) = In−i para x ∈ X ctp. y
λ
(
Wi(x)
∗ · · ·W1(x)∗G(x)W1(x) · · ·Wi(x)
)
=
(
γi , 1(x), . . . , γi , n−i(x)
)
, para x ∈ X ctp .
Sea W = W1 · · ·Wn−d : X →Mn , d(C), que por construccio´n es medible y notar que
W ∗(x)W (x) = Id y λ
(
W (x)∗G(x)W (x)) = (β1(x), . . . , βd(x)
)
, para x ∈ X ctp .
Por lo tanto, si consideramos P = WW ∗ : X →Mn(C), entonces P es un campo medible de proyecciones
con las propiedades deseadas.
Rec´ıprocamente, asumimos que existe una funcio´n medible a valores proyeccio´n P : X → Mn(C)+
que satisface el ı´tem 2. Entonces el ı´tem 1 es consecuencia del Teorema 1.4.10 (teorema de entrelace de
Cauchy). 
Como lo anticipamos en la Seccio´n 1.3, mostraremos la existencia de representaciones espectrales
medibles de operadores SP autoadjuntos cuyos rangos esta´n en un FSIT (ver Lema 2.1.7), que se deriva
del Lema 2.1.1. En este sentido, recordamos la definicio´n de generador cuasi-ortogonal y el Teorema de
descomposicio´n para FSIT’s (para un mayor detalle de estas nociones ver [11]).
Definicio´n 2.1.5. Sea W ⊂ L2(Rk) un FSIT. Decimos que f ∈ W es un generador cuasi-ortogonal de
W si
‖g‖2 =
∑
`∈Zk
|〈T`f, g〉|2 , para cada g ∈ W . (2.7)
4
El Teorema que sigue, es consecuencia de un par de resultados de [11]. Muestra la descomposcio´n
de cualquier FSIT de L2(Rk) en una suma ortogonal finita de SIT principales con generadores cuasi-
ortogonales. Adema´s, este Teorema es crucial en la prueba del Lema 2.1.7.
Teorema 2.1.6. Sea W un FSIT de L2(Rk), con d = sup escx∈Tk d(x), donde d(x) = dimJW(x) para
x ∈ Tk. Entonces W puede descomponerse como suma ortogonal
W =
⊕
j∈Id
S(hj), (2.8)
donde hj es un generador cuasi-ortogonal de S(hj) para j ∈ Id y Spec(S(hj+1)) ⊆ Spec(S(hj)) para
j ∈ Id−1 (ver Definicio´n 1.3.2). Ma´s au´n, {Γhj(x)}j∈Id(x) es una BON de JW(x) para x ∈ Tk ctp. 
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Como lo anticipamos, el siguiente Lema es una reformulacio´n del Lema 2.1.1, y hace referencia a la
existencia de funciones medibles de autovalores y de campos medibles de autovectores de operadores SP
autoadjuntos.
Lema 2.1.7. Sea W un FSIT en L2(Rk) con d = sup escx∈Tk d(x), donde d(x) = dim JW(x) para x ∈ Tk.
Sea S ∈ L(L2(Rk)) un operador SP autoadjunto, tal que R(S) ⊆ W. Entonces, existen:
1. Campos medibles de vectores vj : Tk → `2(Zk) para j ∈ Id, tales que {vj(x)}j∈Id(x) es una BON en
JW(x) para x ∈ Tk ctp.
2. Funciones medibles, acotadas λj : Tk → R≥0 para j ∈ Id, tales que λ1(x) ≥ . . . ≥ λd(x)(x), λj(x) = 0
si j > d(x) y
[S]x =
∑
j∈Id(x)
λj(x) vj(x)⊗ vj(x) , para x ∈ Tk ctp. (2.9)
Demostracio´n. Considerando una particio´n finita conventiente de Tk en conjuntos medibles, podemos
asumir, sin pe´rdida de generalidad, que d(x) = d para x ∈ Tk. En tal caso, por el Teorema 2.1.6 tenemos
que
W =
⊕
j∈Id
S(hj),
donde hj ∈ W para j ∈ Id, son tales que {Γhj(x)}j∈Id es una BON de JW(x) para x ∈ Tk. Consideremos
el campo medible de matrices semi-definidas positivas M(·) : Tk →Md(C)+ dado por
M(x) =
(〈
[S]x Γhj(x), Γhi(x)
〉)
i,j ∈Id
.
Por [54], existen funciones medibles λj : Tk → R≥0para j ∈ Id, tales que λ1 ≥ . . . ≥ λd y campos medibles
de vectores wj : Tk → Cd para j ∈ Id, tales que {wj(x)}j∈Id es una BON de Cd y
M(x) =
∑
j∈Id
λj(x) wj(x)⊗ wj(x) para x ∈ Tk ctp. (2.10)
Si wj(x) = (wij(x))i∈Id para j ∈ Id, consideramos campos medibles de vectores vj : Tk → `2(Zk) para
j ∈ Id, dados por
vj(x) =
∑
i∈Id
wij(x) Γhi(x) para x ∈ Tk ctp .
Entonces, es fa´cil ver que {vj(x)}j∈Id es una BON de JW(x) para x ∈ Tk ctp. y adema´s la Eq. (2.10)
implica que la Eq. (2.9) se verifica. 
2.2. Teorema de Schur-Horn para campos medibles
La nocio´n de mayorizacio´n entre vectores reales juega un papel importante en la teor´ıa de marcos
finitos. En particular, es bien conocido que la existencia de sucesiones finitas con normas predeterminadas
y operadores de marcos puede caracterizarse en te´rminos de mayorizacio´n, aplicando el Teorema de Schur-
Horn.
A continuacio´n desarrollamos el teorema de Schur-Horn para campos medibles de matrices autoad-
juntas y usamos este resultado en la prueba del Teorema 2.2.3. Nuestra prueba es una adaptacio´n de la
prueba dada en [38] para el teorema cla´sico de Schur-Horn. Tambie´n, usamos la existencia de autovalores
y autovectores medibles de campos medibles de matrices autoadjuntas (ver Lema 2.1.1).
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Teorema 2.2.1. (Teorema de Schur-Horn para campos medibles). Sea A(·) : X → A(n) un campo
medible de matrices autoadjuntas con autovalores medibles bj : X → R para j ∈ In, tales que b1 ≥ · · · ≥ bn.
Sean cj : X → R funciones medibles para j ∈ In. Las siguientes afirmaciones son equivalentes:
1. c(x) =
(
c1(x), · · · , cn(x)
) ≺ b(x) = (b1(x), · · · , bn(x)), para x ∈ X ctp.
2. Existe una campo medible de matrices unitarias U(·) : X → U(n), tal que
d
(
U(x)∗A(x) U(x)
)
= c(x) , para x ∈ X ctp. (2.11)
donde d(B) ∈ Cn es la diagonal de la matriz B ∈Mn(C).
Demostracio´n. En primer lugar, notemos que la implicacio´n 2. =⇒ 1. se deduce del Teorema 1.4.7
(Teorema cla´sico de Schur-Horn para matrices). Ahora, vamos a probar que 1. =⇒ 2. asumiendo que
las entradas de los vectores c(x) y b(x) esta´n ordenadas en forma no-creciente, esto es, c1(x) ≥ c2(x) ≥
. . . cn(x) y b1(x) ≥ b2(x) ≥ . . . bn(x). A partir de algunos resultados de [54], que muestran la existencia
de campos medibles de matrices unitarias que diagonalizan el campo A, podemos asumir, sin pe´rdida de
generalidad, que A(x) = Db(x), donde Db(x) es la matriz diagonal con diagonal principal (b1(x), . . . , bn(x))
para x ∈ X ctp.
La prueba se realiza por induccio´n sobre n. El caso n = 1 es trivial; en efecto, en tal caso, tenemos
que c1(x) = b1(x), entonces podemos tomar U(x) = [1] y A(x) = [b1(x)]. De esta forma, asumimos que
n ≥ 2. Como c(x) ≺ b(x), tenemos b1(x) ≥ c1(x) ≥ cn(x) ≥ bn(x); si b1(x) = bn(x) se sigue que todas las
entradas de c(x) y b(x) coinciden, entonces A(x) = c1(x)I(x), y podemos tomar U(x) = I. Considerando
una particio´n conveniente de X podemos asumir, sin pe´rdido de generalidad, que b1(x) > bn(x) en X.
Ana´logamente, si c1(x) = cn(x) entonces la matriz unitaria U(x) = n
−1/2 (wj k)j,k∈In , donde w = e−2piin
−1
,
satisface que U(x)∗Db(x) U(x) =
(
c1(x), . . . , cn(x)
)
. Por lo tanto, considerando una particio´n conveniente
de X podemos asumir que c1(x) > cn(x) en X.
Para n = 2, tenemos que b1(x) > b2(x) y b1(x) ≥ c1(x) ≥ c2(x) =
(
b1(x) − c1(x)
)
+ b2(x) ≥ b2(x).
Consideramos la matriz
U(x) =
1√
b1(x)− b2(x)
(√
b1(x)− c2(x) −
√
c2(x)− b2(x)√
b2(x)− c2(x)
√
b1(x)− c2(x)
)
para x ∈ X , ctp.
Notemos que U(x) : X →M2(C)+ es una funcio´n medible y se prueba facilmente que U(x)∗ U(x) = I2,
as´ı U(x) es unitario para x ∈ X ctp. Cuentas elementales muestran que
U(x)∗A(x) U(x) =
(
c1(x) ∗
∗ c2(x)
)
para x ∈ X , ctp.
Esto es, d
(
U∗(x)A(x)U(x)
)
=
(
c1(x), c2(x)
)
y U(·) tiene las propiedades deseadas.
Suponemos que n ≥ 3 y asumimos que el Teorema se verifica si los vectores c(x) y b(x) tienen taman˜o
a lo sumo n− 1. Para cada x ∈ X, sea k(x) el entero ma´s grande entre los k ∈ In, tal que bk(x) ≥ c1(x).
Como b1(x) ≥ c1(x) > cn(x) ≥ bn(x), vemos que 1 ≤ k ≤ n − 1. Entonces, considerando una particio´n
conveniente de X en conjuntos medibles podemos asumir, sin pe´rdida de generalidad, que k(x) = k para
x ∈ X, ctp. As´ı, por como se definio´ a k(x), tenemos que bk(x) ≥ c1(x) > bk+1(x) para x ∈ X, ctp. Sea
η(x) = bk(x) + bk+1(x) − c1(x) y observar que η(x) =
(
bk(x) − c1(x)
)
+ bk+1(x) ≥ bk+1(x). Entonces, el
vector medible
(
bk(x), bk+1(x)
)
mayoriza al vector medible
(
c1(x), η(x)
)
y bk(x) > bk+1(x) para x ∈ X,
ctp. Sea
D1(x) =
(
bk(x) 0
0 bk+1(x)
)
para x ∈ X , ctp.
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Por el caso n = 2, tenemos un campo medible de matrices unitarias U1(·) : X → U(2) tal que
d
(
U1(x)
∗D1(x)U1(x)
)
=
(
c1(x), η(x)
)
para x ∈ X , ctp.
Como bk(x) = η(x) +
(
c1(x)− bk+1(x)
)
> η(x), analizamos los siguientes dos casos:
Caso 1. Si k = 1 entonces b1(x) > η(x) ≥ b2(x) ≥ · · · ≥ bn(x); si consideramos D2(x) ∈ Mn−2(C) la
matriz diagonal con diagonal principal (b3(x), . . . , bn(x)), entonces Db(x) = D1(x)⊕D2(x) y(
U1(x) 0
0 In−2(x)
)∗(
D1(x) 0
0 D2(x)
)(
U1(x) 0
0 In−2(x)
)
=
(
c1(x) Z(x)
∗
Z(x) V1(x)
)
donde Z(x)∗ =
(
z(x), 0, . . . , 0
) ∈ M1,(n−1)(C), z(·) : X → C es una funcio´n medible y V1(x) ∈ Mn−1(C)
es la matriz diagonal con diagonal principal
(
η(x), b3(x), . . . , bn(x)
)
. Ma´s au´n, en este caso resulta que(
η(x), b3(x), · · · , bn(x)
)
mayoriza a
(
c2(x), · · · , cn(x)
)
para x ∈ X, ctp. (ver [38]). Por hipo´tesis inductiva
existe un campo medible U2(·) : X → U(n− 1) tal que d
(
U2(x)
∗V1(x)U2(x)
)
=
(
c2(x), · · · , cn(x)
)
. As´ı, si
U(x) = (U1(x) ⊕ In−2) · (1 ⊕ U2(x)) para x ∈ X, ctp., entonces U(·) : X → U(n) tiene las propiedades
deseadas.
Caso 2. Si k > 1 entonces b1(x) ≥ . . . ≥ bk−1(x) ≥ bk(x) > η(x) ≥ bk+1(x) ≥ . . . ≥ bn(x). Sea D2(x) ∈
Mn−2(C) la matriz diagonal con diagonal principal β(x) =
(
b1(x), . . . , bk−1(x), bk+2(x), . . . , bn(x)
) ∈
Rn−2 , notar que en este caso(
U1(x) 0
0 In−2(x)
)∗(
D1(x) 0
0 D2(x)
)(
U1(x) 0
0 In−2(x)
)
=
(
c1(x) W (x)
∗
W (x) V2(x)
)
donde W (x)∗ =
(
w(x), 0, . . . , 0
) ∈M1,(n−1)(C), w(·) : X → C es una funcio´n medible y V2(x) ∈Mn−1(C)
es la matriz diagonal con diagonal principal
γ(x) :=
(
η(x), b1(x), . . . , bk−1(x), bk+2(x), . . . , bn(x)
)
para x ∈ X , ctp.
En este caso, resulta que
(
c2(x), . . . , cn(x)
) ≺ γ(x) para x ∈ X, ctp. Por hipo´tesis, existe un campo
medible U2(·) : X → U(n − 1), tal que d
(
U2(x)
∗ V2(x) U2(x)
)
=
(
c2(x), . . . , cn(x)
)
para x ∈ X ctp.
Notemos que existe una matriz de permutacio´n P ∈ U(n), tal que P ∗ Db(x) P = D1 ⊕ D2. As´ı, si
U(x) = P · (U1(x)⊕ In−2) · (1⊕U2(x)) para x ∈ X ctp., entonces U(·) : X → U(n) tiene las propiedades
deseadas. 
Observacio´n 2.2.2. El Teorema 2.2.1 puede escribirse de la siguiente manera: Sean bj , cj : X → R
funciones medibles para j ∈ In. Entonces las siguientes afirmaciones son equivalentes:
1. c(x) =
(
c1(x), · · · , cn(x)
) ≺ b(x) = (b1(x), · · · , bn(x)) para x ∈ X ctp.
2. Existe B : X → A(n) un campo medible de matrices autoadjuntas, tal que
d
(
B(x)
)
= c(x) y λ
(
B(x)
)
= b(x) para x ∈ X ctp.,
donde d(B) ∈ Cn denota la diagonal de la matriz B ∈Mn(C).
4
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Con el fin de mostrar el resultado principal de esta seccio´n, introducimos la nocio´n de mayorizacio´n
de vectores de distintos taman˜os: dados a = (ai)i∈In ∈ Rn y b = (bi)i∈Im ∈ Rm decimos a esta´ mayorizado
por b, notado a ≺ b, si ∑
i∈Ik
a↓i ≤
∑
i∈Ik
b↓i , 1 ≤ k ≤ mı´n{n,m} y
∑
i∈In
ai =
∑
i∈Im
bi . (2.12)
El siguiente Teorema esta´ basado en el Teorema de Schur-Horn para campos medibles (Teorema 2.2.1).
Nuestro enfoque es una adaptacio´n de resultados bien conocidos en la teor´ıa de marcos finitos (ver [4]).
En adelante, consideramos Tk dotado de la medida de Lebesgue.
Teorema 2.2.3. Sean b : Tk → (R≥0)d y c : Tk → (R≥0)n campos medibles de vectores. Entonces, las
siguientes afirmaciones son equivalentes:
1. c(x) ≺ b(x) para x ∈ Tk ctp.
2. Existen campos medibles de vectores uj : Tk → Cd para j ∈ In tales que ‖uj(x)‖ = 1 para j ∈ In y
Db(x) =
∑
j∈In
cj(x) uj(x)⊗ uj(x) , para x ∈ Tk ctp.
Demostracio´n. En primer lugar, notemos que la implicacio´n 2. =⇒ 1. se deduce de resultados conocidos
de la teor´ıa de marcos en dimesio´n finita (ver [4]) en cada punto x ∈ Tk. Por lo tanto, mostramos que
1. =⇒ 2. Asumimos, sin pe´rdida de generalidad, que las entradas de los vectores b(x) y c(x) esta´n
ordenados en forma no-creciente. Consideramos los siguientes dos casos:
Caso 1: asumimos que n < d. Consideramos c˜ : Tk → Cd dado por c˜(x) = (c(x) , 0d−n) para x ∈ Tk.
Entonces, c˜(x) ≺ b(x) para x ∈ Tk y por lo tanto, por el Teorema 2.2.1 existe un campo medible
U(·) : Tk → U(d) tal que
d
(
U(x)∗Db(x) U(x)
)
=
(
c1(x) , . . . , cn(x) , 0d−n
)
para x ∈ Tk ctp. (2.13)
Con v1(x) , . . . , vd(x) ∈ Cd denotamos las columnas de C(x) = D1/2b(x) U(x), para x ∈ Tk. Entonces, la Eq.
(2.13) implica que:
‖vj(x)‖2 = cj(x) para j ∈ In , vj = 0 para n+ 1 ≤ j ≤ d
y Db(x) = C(x)C(x)
∗ =
∑
j∈In
vj(x)⊗ vj(x) para x ∈ Tk ctp.
As´ı, los vectores uj(x) se obtienen de vj(x) por normalizacio´n, para x ∈ Tk ctp. y j ∈ In .
Caso 2: asumimos que n ≥ d y consideramos b˜ : Tk → Cn dado por b˜(x) = (b(x) , 0n−d) para x ∈ Tk.
Entonces, c(x) ≺ b˜(x) para x ∈ Tk y por lo tanto, por el Teorema 2.2.1 existe un campo medible
U(·) : Tk → U(n) tal que
d
(
U(x)∗Db˜(x) U(x)
)
=
(
c1(x) , . . . , cn(x)
)
para x ∈ Tk ctp. (2.14)
Sean v˜1(x) , . . . , v˜n(x) ∈ Cn las columnas de C(x) = D1/2b˜(x)U(x), para x ∈ Tk. Como antes, la Eq. (2.14)
implica que
‖v˜j(x)‖2 = cj(x) para j ∈ In y Db˜(x) =
∑
j∈In
v˜j(x)⊗ v˜j(x) para x ∈ Tk ctp.
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Si consideramos v˜j(x) =
(
vi,j(x)
)
i∈In entonces, la segunda igualdad de arriba implica que v˜i,j(x) = 0 para
x ∈ Tk ctp. y para cada d + 1 ≤ i ≤ n. Si consideramos vj(x) =
(
vi,j(x)
)
i∈Id para x ∈ T
k ctp. y j ∈ In ,
tenemos que
‖vj(x)‖2 = cj(x) para j ∈ In y Db(x) =
∑
j∈In
vj(x)⊗ vj(x) para x ∈ Tk ctp.
As´ı, los vectores uj(x) se obtienen de vj(x) por normalizacio´n, para x ∈ Tk ctp. y j ∈ In . 
2.3. Existencia de marcos generados por traslaciones con estructura
fina predeterminada
En esta seccio´n caraterizamos la estructura fina de una sucesio´n de Bessel E(F), donde F = {fi}i∈In ∈
Wn. Por estructura fina (o relativa) de E(F) nos referimos a la sucesio´n de normas de los vectores
ΓF(x) = {Γfi}i∈In y a la sucesio´n de autovalores de [SE(F)]x para x ∈ Tk (ver Definicio´n 2.3.1 para una
descripcio´n precisa). En la Seccio´n 2.3.1 resolvemos un problema de disen˜o de marcos y mostramos que la
estructura espectral de E(F) puede describirse en te´rminos de relaciones de mayorizacio´n (ver Teorema
2.3.2). Mientras que en la Seccio´n 2.3.2 obtenemos una extensio´n natural de la nocio´n de eigensteps
introducida en [15], que permite describir una construccio´n paso a paso de sucesiones de Bessel E(F) con
estructura fina predeterminada.
2.3.1. Una caraterizacio´n en te´rminos de las relaciones de mayorizacio´n
Comenzamos con una descripcio´n detallada de la estructura fina de una sucesio´n de Bessel E(F).
Definicio´n 2.3.1. Sea W un FSIT con d(x) = dim JW(x) para x ∈ Tk, y sea F = {fi}i∈In ∈ Wn una
sucesio´n finita en L2(Rk) tal que E(F) es una sucesio´n de Bessel. En adelante consideramos:
1. la estructura espectral fina de E(F), que es la funcio´n debilmente medible
Tk 3 x 7→
(
λj
(
[SE(F)]x
))
j∈N
∈ `1+(Zk) , (2.15)
donde λj
(
[SE(F)]x
)
= λj(x) para j ∈ Id(x) es como en el Lema 2.1.7, y λj
(
[SE(F)]x
)
= 0 para j ≥
d(x)+1 y x ∈ Tk. As´ı, la estructura espectral fina de F describe los autovalores del operador definido
positivo de rango finito [SE(F)]x = SΓF(x) ∈ L(`2(Zk)) para x ∈ Tk ctp., contando multiplicidades
y ordenados de forma no-creciente.
2. La estructura fina de E(F) dada por la estructura espectral fina junto a la funcio´n medible a valores
vectoriales Tk 3 x 7→
(
‖Γfi(x)‖2
)
i∈In
∈ Rn≥0 . 4
Teorema 2.3.2 (Existencia de sucesiones generadas por traslaciones con estructrura fina predetermi-
nada). Sea W un FSIT en L2(Rk) y sea d(x) = dim JW(x) para x ∈ Tk. Dadas funciones medibles
αj : Tk → R≥0 para j ∈ In y λj : Tk → R≥0 para j ∈ N, las siguientes condiciones son equivalentes:
1. Existe F = {fj}j∈In ∈ Wn tal que E(F) es una sucesio´n de Bessel y tal que:
a. ‖Γfj(x)‖2 = αj(x) para j ∈ In y x ∈ Tk ctp;
b. λj
(
[SE(F)]x
)
= λj(x) para j ∈ N y x ∈ Tk ctp.
Departamento de matema´tica - UNLP Hoja 29 de 96
30
2. Se verifican las siguientes condiciones de admisibilidad:
a. λj(x) = 0 para x ∈ Tk ctp. tal que j ≥ mı´n{d(x), n}+ 1.
b.
(
αj(x)
)
j∈In ≺
(
λj(x)
)
j∈Id(x) para x ∈ T
k ctp.
Demostracio´n. Asumimos que existe F = {fj}j∈In ∈ Wn tal que ‖Γfj(x)‖2 = αj(x) para j ∈ In y
λj
(
[SE(F)]x
)
= λj(x) para j ∈ N y x ∈ Tk ctp. Consideramos el campo medible de matrices semi-definidas
positivas G : Tk →Mn(C)+ dado por la matriz Gramiana
G(x) =
(〈
Γfi(x),Γfj(x)
〉)
i,j∈In
para x ∈ Tk.
Notemos que G(x) es la matriz representacio´n de T ∗ΓF(x)TΓF(x) ∈ L(Cn) con respecto a la base cano´nica
de Cn para x ∈ Tk; usando el hecho de que los operadores de rango finito T ∗ΓF(x)TE(F) y TΓF(x)T ∗ΓF(x) =
[SE(F))]x tienen los mismos autovalores positivos (contando multiplicidades) vemos que
λj
(
G(x)
)
=
{
λj(x) para 1 ≤ j ≤ mı´n{d(x), n}
0 for mı´n{d(x), n}+ 1 ≤ j ≤ n para x ∈ T
k ctp.
Por otra parte, la diagonal principal de G(x) es
(‖Γfj(x)‖2)j∈In = (αj(x))j∈In ; as´ı, por el Teorema cla´sico
de Schur-Horn vemos que(
αj(x)
)
j∈In
≺ λ
(
G(x)
)
∈ Rn+ =⇒
(
αj(x)
)
j∈In
≺
(
λj(x)
)
j∈Id(x)
para x ∈ Tk ctp.
Rec´ıprocamente, asumimos que
(
αj(x)
)
j∈In ≺
(
λj(x)
)
j∈Id(x) para x ∈ T
k ctp. Considerando una
particio´n conveniente de Tk en conjuntos medibles asumimos, sin pe´rdida de generalidad, que d(x) = d
para x ∈ Tk. Por lo tanto, por el Teorema 2.2.3, existen campos medibles de vectores uj : Tk → Cd para
j ∈ In tal que ‖uj(x)‖ = 1 para x ∈ Tk ctp. y j ∈ In, y tales que
Dλ(x) =
∑
j∈In
αj(x) uj(x)⊗ uj(x) , para x ∈ Tk ctp., (2.16)
donde λ(x) =
(
λj(x)
)
j∈Id para x ∈ T
k. As´ı, por el Teorema 2.1.6 existen campos medibles de vectores
vj : Tk → `2(Zk) para j ∈ Id tales que {vj(x)}j∈Id es una BON de JW(x) para x ∈ Tk ctp. Sea
uj(x) =
(
uij(x)
)
i∈Id para j ∈ In y x ∈ T
k, entonces consideramos la sucesio´n finita F = {fj}j∈In ∈ Wn
determinada por Γfj(x) = α
1/2
j (x)
∑
i∈Id uij(x) vi(x) para j ∈ In y x ∈ Tk. Es claro que
‖Γfj(x)‖2 = ‖α1/2j (x) uj(x)‖2 = αj(x) para x ∈ Tk ctp. j ∈ In .
Ma´s au´n, usando la Eq. (2.16) es fa´cil ver que
[SE(F)]x vi(x) =
∑
j∈In
Γfj(x)⊗ Γfj(x)
 vi(x) = λi(x) vi(x) para i ∈ Id y x ∈ Tk ctp.
Por lo tanto, λj
(
[SE(F)]x
)
= λj(x) para j ∈ N y x ∈ Tk ctp. 
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Observacio´n 2.3.3. Sea W un FSIT en L2(Rk) y sea d(x) = dim JW(x) para x ∈ Tk. Sean αj : Tk →
R≥0, j ∈ In , funciones medibles y S ∈ L(L2(Rk))+ un operador SP positivo tal que R(S) ⊆ W. Sea
Tk 3 x 7→
(
λj([S]x)
)
j∈N
la estructura espectral fina de S (que esta´ bien definida por el Lema 2.1.7).
Asumimos que para x ∈ Tk ctp. tenemos que(
αj(x)
)
j∈In
≺
(
λj([S]x)
)
j∈Id(x)
.
Entonces, existe F = {fi}i∈In ∈ Wn tal que E(F) es una sucesio´n de Bessel,
SE(F) = S y ‖Γfj(x)‖2 = αj(x) para x ∈ Tk ctp. y j ∈ In .
En efecto, si en la prueba del Teorema 2.3.2 tomamos campos medibles de vectores vj : Tk → `2(Zk) tales
que {vj(x)}j∈Id es una BON de JW(x) y tal que [S]xvj(x) = λj([S]x) vj para x ∈ Tk ctp. (notemos que
esto siempre se puede hacer por el Lema 2.1.7) entonces concluimos, como antes, que
[SE(F)]x vj(x) = λj
(
[S]x
)
vj(x) para j ∈ Id =⇒ [SE(F)]x = [S]x para x ∈ Tk ctp. 4
2.3.2. Eigensteps medibles
Finalizamos el cap´ıtulo con una extensio´n natural de la nocio´n de eigensteps introducida en [15], que
permite describir un procedimento inductivo para construir una sucesio´n finita F = {fi}i∈In ∈ Wn, tal
que la estructura espectral fina de SE(F) y de la sucesio´n finita de funciones medibles ‖Γfi(·)‖2 : Tk → R≥0
son predeterminadas. Esto es, obtenemos una descripcio´n detallada de una construccio´n paso a paso de
sucesiones de Bessel E(F) con estructura fina predeterminada. Cabe aclarar, que nuestras te´cnicas no
son extensiones de las empleadas en [15]; de hecho, nuestro enfoque se basa en un modelo aditivo para
operadores desarrollado en [8], que se incluye en esta seccio´n.
Observacio´n 2.3.4. Sea W un FSIT y sea d(x) = dim JW(x), para x ∈ Tk ctp. Sea F = {fi}i∈In ∈ Wn,
tal que E(F) es una sucesio´n de Bessel y consideramos:
1. αi(x) = ‖Γfi(x)‖2, para i ∈ In y x ∈ Tk ctp.
2. λi(x) = λi
(
[SE(F)]x
)
, para i ∈ In y x ∈ Tk ctp., donde Tk 3 x 7→
(
λi
(
[SE(F)]x
))
i∈N
denota la
estructura espectral fina de E(F).
Notemos que en este caso se verifican las siguientes condiciones de admisibilidad:
Ad.1 Si i ≥ mı´n{n, d(x)}+ 1 entonces λi(x) = 0 para x ∈ Tk ctp.
Ad.2
(
αi(x)
)
i∈In ≺
(
λi(x)
)
i∈Id(x) para x ∈ T
k ctp.
En efecto, la condicio´n Ad.1 se deduce del hecho que R
(
[SE(F)]x
) ⊆ JW(x), para x ∈ Tk ctp. Mientras
que, la condicio´n Ad.2 se sigue del Teorema 2.3.2.
Para j ∈ In, consideramos la familia Fj = {fi}i∈Ij ∈ Wj . En este caso, E(Fj) = {T`fi}(`,i)∈Zk×Ij y
Sj = SE(Fj) es el operador SP tal que
[Sj ]x = SΓFj(x) =
∑
i∈Ij
Γfi(x)⊗ Γfi(x) ∈ L(`2(Zk))+ para j ∈ In y x ∈ Tk ctp.
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Para i ∈ Ij y j ∈ In, consideramos la funcio´n medible λi,j : Tk → R≥0, dada por
λi,j(x) = λi
(
[Sj ]x
)
, para x ∈ Tk ctp.
donde Tk 3 x 7→
(
λi([Sj ]x)
)
i∈N
denota la estructura espectral fina de E(Fj) (notemod que por cons-
truccio´n λi
(
[Sj ]x
)
= 0 para i ≥ j + 1). Entonces, es bien conocido (ver [15]) que (λi,j(x))i∈Ij entrelaza a(
λi,(j+1)(x)
)
i∈Ij+1 , i.e.
λi,(j+1)(x) ≥ λi,j(x) ≥ λ(i+1),(j+1)(x) para i ∈ Ij , j ∈ In−1 , y x ∈ Tk ctp.
Notemos que para x ∈ Tk ctp., se verifica que∑
i∈Ij
λi,j(x) = tr ([Sj ]x) =
∑
i∈Ij
‖Γfi(x)‖2 =
∑
i∈Ij
αi(x) para j ∈ In .
Finalmente, por construccio´n, se tiene que Sn = SE(F) y por lo tanto, λi,n(x) = λi(x) para i ∈ In y
x ∈ Tk, ctp. El resultado previo motiva la siguiente extensio´n de la nocio´n de eigensteps indroducida en
[15]. 4
Definicio´n 2.3.5. SeaW un FSIT y sean λi, αi : Tk → R≥0 para i ∈ In, funciones medibles que satisfacen
las condiciones de admisibilidad Ad.1 y Ad.2 de la Observacio´n 2.3.4. Una sucesio´n de eigensteps para
(λ, α) es una sucesio´n doble indexada de funciones medibles λi,j : Tk → R≥0, para i ∈ Ij y j ∈ In tal que:
1. λi,(j+1)(x) ≥ λi,j(x) ≥ λ(i+1),(j+1)(x) para i ∈ Ij , j ∈ In−1 y x ∈ Tk ctp.
2.
∑
i∈Ij λi,j(x) =
∑
i∈Ij αi(x) para j ∈ In y x ∈ Tk ctp.
3. λi,n(x) = λi(x) para i ∈ In y x ∈ Tk ctp. 4
Observacio´n 2.3.6. Consideremos las notaciones y terminolog´ıa de la Observacio´n 2.3.4. Entonces para
(λ, α) se tiene que
((
λi,j(·)
)
i∈Ij
)
j∈In
es una sucesio´n de eigensteps. Decimos que
((
λi,j(·)
)
i∈Ij
)
j∈In
es una
sucesio´n de eigensteps para (λ, α) asociada a F . 4
En lo que sigue, vamos a mostrar que cualquier sucesio´n de eigensteps, es la sucesio´n asociada a la
sucesio´n finita F = {fi}i∈In ∈ Wn tal que E(F) es una sucesio´n de Bessel (ver Teorema 2.3.12). Con el
fin de mostrar esto, introducimos el modelo aditivo para operadores SP cuyos rangos viven en FSIT.
Definicio´n 2.3.7. Sea W un FSIT y sea d : Tk → N≥0 la funcio´n medible dada por d(x) = dim JW(x)
para x ∈ Tk. Sea S0 ∈ L(L2(Rk))+ un operador SP y tal que R(S0) ⊂ W. Dada una funcio´n medible
m : Tk → Z tal que m(x) ≤ d(x) para x ∈ Tk ctp. consideramos el conjunto
UWm (S0) =
{
S0 +B : B ∈ L(L2(Rk))+ es SP, R(B) ⊂ W, rk
(
[B]x
) ≤ d(x)−m(x) x ∈ Tk ctp.} (2.17)
4
Notacio´n 2.3.8. En el Lema 2.3.9 usamos la siguiente notacio´n. Si µ : Tk → `1(N)+ entonces
Dr(µ(x)) =
µ1(x) · · · 0... . . . ...
0 · · · µr(x)
 ∈ A(r).
4
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Lema 2.3.9. Consideremos la Definicio´n 2.3.7 y la Notacio´n 2.3.8. Sea Tk 3 x 7→
(
λj
(
[S0]x
))
j∈N
la
estructura espectral fina de S0. Sea µ : Tk → `1(N)+ una funcio´n medible tal que µj(x) = 0 para
j ≥ d(x) + 1, x ∈ Tk ctp. Entonces las siguientes afirmaciones son equivalentes:
1. Existe S ∈ UWm (S0) tal que λj([S]x) = µj(x) para j ∈ Id(x) y para x ∈ Tk ctp.
2. Existe P : Tk → ∐x∈TkM2d(x)−m(x)(C)+ un campo medible tal que P (x) = P ∗(x) = P 2(x) y
rk
(
P (x)
)
= d(x) para x ∈ Tk ctp. y
λ
(
P (x) D2d(x)−m(x)
(
µ(x)
)
P (x)
)
=
(
λ1
(
[S0]x
)
, . . . , λd(x)
(
[S0]x
)
, 0d(x)−m(x)
)
. (2.18)
Demostracio´n. Consideramos una particio´n finita conveniente de Tk en subconjuntos medibles y asumi-
mos, sin pe´rdida de generalidad, que m(x) = m y que d(x) = d para x ∈ Tk ctp. Notemos que, los casos
en que m = d y m ≤ 0 son triviales. Por lo tanto, tiene sentido que consideremos m = 1, . . . , d − 1. En
este caso, por el Teorema 2.1.6 tenemos que
W =
⊕
j∈Id
S(hj),
donde hj ∈ W para j ∈ Id, son tales que {Γhj(x)}j∈Id es una BON de JW(x) para x ∈ Tk.
Con estas observaciones, comenzamos la prueba del lema:
1 =⇒ 2. Si S ∈ UWm (S0), entonces por la Definicio´n 2.3.7 tenemos que S = S0 + B, donde B es un
operador autoadjunto y SP, tal que R(B) ⊂ W.
As´ı consideramos los campos medibles M0, M, E : Tk →Md(C) dados por
• M0(x) =
(〈
[S0]x Γhj(x), Γhi(x)
〉)
i,j∈Id
para x ∈ Tk ctp.
• M(x) =
(〈
[S]x Γhj(x), Γhi(x)
〉)
i,j∈Id
para x ∈ Tk ctp.
• E(x) =
(〈
[B]x Γhj(x), Γhi(x)
〉)
i,j∈Id
para x ∈ Tk ctp.
Notemos que por hipo´tesis se verifica que E(x) ∈ Md(C)+ es tal que rk
(
E(x)
)
= rk
(
[B]x
) ≤ d − m y
λj
(
M0(x) + E(x)
)
= λj
(
M(x)
)
= λj
(
[S]x
)
= µj(x) para j ∈ Id y x ∈ Tk ctp. Por el Lema 2.1.1, existen
funciones medibles λj : Tk → R≥0 para j ∈ Id, tales que λ1 ≥ . . . ≥ λd ≥ 0 y campos medibles de vectores
vj : Tk → Cd para j ∈ Id, tales que {vj(x)}j∈Id es una BON de Cd y
E(x) =
∑
j∈Id
λj(x) vj(x)⊗ vj(x) =
∑
j∈Id−m
λ
1/2
j (x) vj(x)⊗ λ1/2j (x) vj(x) para x ∈ Tk ctp.
As´ı, E(x) puede factorizarse como E(x) = V ∗(x)V (x), tal que V ∗(x) ∈ Md,d−m(C) es la matriz cuyas
columnas son los vectores λ
1/2
j (x) vj(x) ∈ Cd, y por lo tanto V (x) ∈Md−m,d(C). Si
T (x) =
(
(M0(x))
1/2
V (x)
)
∈M2d−m,d(C) =⇒ T ∗(x) T (x) = M0(x) + E(x) y
T (x)T (x)∗ =
(
M0(x) (M0(x))
1/2 V ∗(x)
V (x) (M0(x))
1/2 V (x) V ∗(x)
)
∈M2d−m(C). (2.19)
Departamento de matema´tica - UNLP Hoja 33 de 96
34
Sea U(·) : Tk → U(2d−m) un campo medible de matrices unitarias, tal que U(x) diagonaliza a T (x) T (x)∗
(ver [54]) y verifica que
U(x)
(
T (x)T (x)∗
)
U∗(x) = D
(
λ(T (x)T (x)∗)
)
= D2d−m
(
µ(x)
)
,
ya que T ∗(x)T (x) y T (x)T ∗(x) tienen los mismos autovalores positivos, para x ∈ Tk ctp. Por otro lado,
consideramos P (·) : Tk →M2d−m(C)+ un campo medible a valores proyecciones, tal que P (x) esta´ dado
por P (x) = U(x)P1 U
∗(x), donde P1 = Id ⊕ 0d−m. Notemos que por construccio´n P (x) es una proyeccio´n
ortogonal con rk
(
P (x)
)
= d y por los resultados previos
P (x) D2d−m
(
µ(x)
)
P (x) = U(x) P1
(
T (x)T (x)∗
)
P1 U
∗(x) = U(x)
(
M0(x) 0
0 0
)
U∗(x),
esto muestra que la Eq. (2.18), en este caso, se verifica.
2 =⇒ 1. Consideramos P (x) ∈M2d−m(C) como en el item 2. Por un lado, existe U(·) : Tk → U(2d−m)
un campo medible de matrices unitarias tal que U∗(x) P (x) U(x) = P1, donde P1 = Id ⊕ 0d−m es como
antes. Por lo tanto, tenemos que
λ
(
P1
(
U∗(x) D2d−m
(
µ(x)
)
U(x)
)
P1
)
=
(
λ1
(
[S0]x
)
, . . . , λd
(
[S0]x
)
, 0d−m
)
. (2.20)
Como rk
(
U∗(x) D2d−m
(
µ(x)
)
U(x)
)
≤ d entonces vemos que existe T (·) : Tk →M2d−m,d(C) un campo
medible tal que
U∗(x) D2d−m
(
µ(x)
)
U(x) = T (x) T ∗(x).
Sean T1 : Tk →Md(C) y T2 : Tk →Md−m,d(C) campos medibles un´ıvocamente determinados por la Eq.
T (x) =
(
T1(x)
T2(x)
)
=⇒ U∗(x) D2d−m
(
µ(x)
)
U(x) = T (x) T ∗(x) =
(
T1(x)T
∗
1 (x) T1(x)T
∗
2 (x)
T2(x)T
∗
1 (x) T2(x)T
∗
2 (x)
)
(2.21)
Entonces, las Eqs. (2.20) y (2.21) junto con la definicio´n de P1, implican que
λ
(
T1(x) T
∗
1 (x)
)
=
(
λ1
(
[S0]x
)
, . . . , λd
(
[S0]x
))
para x ∈ Tk ctp .
Por otro lado, notemos que para x ∈ Tk ctp. se tiene que
T ∗(x) T (x) = T ∗1 (x) T1(x) + T
∗
2 (x) T2(x)
def
= M˜0(x) + E(x)
con rk
(
E(x)
) ≤ d−m,
λ
(
M˜0(x)
)
= λ
(
T ∗1 (x) T1(x)
)
=
(
λ1
(
[S0]x
)
, . . . , λd
(
[S0]x
))
y λ
(
T ∗(x)T (x)
)
=
(
µ1(x), . . . , µ2d−m(x)
)
.
Sea W (·) : Tk → U(d) un campo medible de matrices unitarias tales que W ∗(x) M˜0(x) W (x) = M0(x)
para x ∈ Tk ctp, donde
M0(x) =
(〈
[S0]x Γhj(x), Γhi(x)
〉)
i,j∈Id
para x ∈ Tk ctp.
Sea W ∗(x)E(x)W (x) =
(
bij(x)
)
i,j∈Id para x ∈ T
k y sea B ∈ L(L2(Rk))+ el operador SP determinado por
R(B) ⊂ W y las Eqs.〈
[B]x Γhj(x), Γhi(x)
〉
= bij(x) , para i, j ∈ Id y x ∈ Tk ctp .
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Entonces, rk
(
[B]x
) ≤ d−m para x ∈ Tk ctp. de forma que S := S0 +B ∈ UWm (S0). Adema´s, tenemos que(〈
[S]x Γhj(x), Γhi(x)
〉)
i,j∈Id
= W ∗(x)
(
M˜0(x) + E(x)
)
W (x)
lo cual muestra que λj
(
[S]x
)
= µj(x) para j ∈ Id y para x ∈ Tk ctp. 
Observacio´n 2.3.10. Consideremos las notaciones de la Definicio´n 2.3.7 y las del Lema 2.3.9. Por el
Teorema 2.1.4, la existencia de un campo medible P : Tk → ∐x∈TkM2d(x)−m(x)(C), como el del Lema
2.3.9, es equivalente a las siguientes condiciones:
1. si m(x) ≤ 0 entonces µi(x) ≥ λi
(
[S]x
)
para i ∈ Id(x),
2. si m(x) ≥ 1 entonces µi(x) ≥ λi
(
[S]x
)
para i ∈ Id(x) y µd(x)−m(x)+i(x) ≤ λi
(
[S]x
)
para i ∈ Im(x).
4
El Teorema que sigue describe la estructura espectral fina de los elementos de UWm (S0).
Teorema 2.3.11. Considerando las notaciones de la Definicio´n 2.3.7. Dada una funcio´n medible µ : X →
`1(N)+ las siguientes afirmaciones son equivalentes:
1. Existe C ∈ UWm (S0) tal que λ([C]x) = µ(x), para x ∈ Tk ctp.
2. Para x ∈ Tn \ Spec(W) ctp. tenemos que µ(x) = 0. Para x ∈ Spec(V) ctp. tenemos que µi(x) = 0
para i ≥ d(x) + 1 y
a. si m(x) ≤ 0, entonces µi(x) ≥ λi
(
[S]x
)
para i ∈ Id(x) ;
b. si m(x) ∈ Id(x)−1, entonces µi(x) ≥ λi
(
[S]x
)
para i ∈ Id(x) y
λi
(
[S]x
) ≥ µ(d(x)−m(x))+i(x) para i ∈ Im(x) .
Demostracio´n. Es consecuencia del Lema 2.3.9 y de la Observacio´n 2.3.10. 
Teorema 2.3.12. Sea W un FSIT y sean λi, αi : Tk → R≥0 para i ∈ In funciones medibles que
satisfacen las hipo´tesis de admisibilidad Ad.1 y Ad.2 de la Observacion 2.3.4. Consideremos una sucesio´n de
eigensteps
((
λi,j(·)
)
i∈Ij
)
j∈In
para (λ, α). Entonces, existe F = {fi}i∈In ∈ Wn, tal que
((
λi,j(·)
)
i∈Ij
)
j∈In
es la sucesio´n de eigensteps asociada a F .
Demostracio´n. En primer lugar notemos que tanto las hipo´tesis como las propiedades de los objetos que
nos gustar´ıa construir se verifican puntualmente. Por lo tanto, considerando una particio´n conveniente de
Tk en conjuntos medibles podemos asumir, sin pe´rdida de generalidad, que d(x) = d ≥ 1 para x ∈ Tk
ctp. Ahora, argumentamos por induccio´n sobre j. Notemos que por hipo´tesis para i = j = 1, se verifica
que λ1,1(x) = α1(x) para x ∈ Tk ctp. Sea f1 ∈ W tal que ‖Γf1(x)‖2 = α1(x), para x ∈ Tk ctp. En
efecto, podemos tomar f1 ∈ W determinada por la condicio´n Γf1(x) = α1/2(x) Γh1(x), donde {hi}i∈I` son
los generadores cuasi-ortogonales de la descomposicio´n de W como suma ortogonal (ver Teorema 2.1.6).
Entonces, por construccio´n ‖Γf1(x)‖2 = α1(x) y λ1,1(x) = ‖Γf1(x)‖2 = λ1
(
[SE(f1)]x
)
para x ∈ Tk ctp.
Asumiendo que para j ∈ In−1 hemos construido Fj = {fi}i∈Ij ∈ Wj tal que
λi,`(x) = λi
(
[SE(F`)]x
)
para i ∈ I` , ` ∈ Ij y x ∈ Tk ctp. (2.22)
Ahora construimos fj+1 de la siguiente manera: consideramos µi = λi,j+1 para i ∈ Ij+1 y µi = 0 para
i > j+1; establecemos que µ = (µi)i∈N : Tk → `1(N)+ que es una funcio´n medible. Adema´s, consideramos
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S = SE(Fj) ∈ L(L2(Rk))+ que es un operador SP con R(S) ⊂ W y m(x) = m = d − 1. Por otra parte,
tomando ` = j en la Eq. (2.22) vemos que λi
(
[S]x
)
= λi,j para i ∈ Ij y λi
(
[S]x
)
= 0 para i ≥ j + 1 y
x ∈ Tk ctp.
Por hipo´tesis, vemos que λi,j+1 ≤ λi,j+2 ≤ . . . ≤ λi,n = λi, ya que las condiciones de admisibilidad de la
Observacio´n 2.3.4 se verifican, concluimos que µi = λi,j+1 = 0 siempre que i ≥ d+ 1. Por otro lado, como
d−m = 1 vemos que el ı´tem 2 del Teorema 2.3.11 puede re-escribirse como las relaciones de entrelace
µi(x) ≥ λi
(
[S]x
) ≥ µi+1(x) para i ∈ Ij y x ∈ Tk ctp.
que se verifican por hipo´tesis (ver condicio´n 1. en la Definicio´n 2.3.5). Por lo tanto, por la Definicio´n
2.3.7 y el Teorema 2.3.11, existe B ∈ L(L2(Rk))+ operador SP tal que R(B) ⊂ W, rk([B]x) ≤ 1 para
x ∈ Tk ctp., y tal que λi([S + B]x) = µi = λi,j+1 para i ∈ Ij+1 y x ∈ Tk ctp. Las condiciones previas
sobre B, implican que existe fj+1 ∈ W tal que B = SE(fj+1). En efecto, fj+1 es tal que satisface:
Γfj+1(x) ⊗ Γfj+1(x) = [B]x para x ∈ Tk ctp. Finalmente, si consideramos Fj+1 = {fi}i∈Ij+1 entonces
SE(Fj+1) = SE(Fj) + SE(fj+1) = S + B y por lo tanto λi,j+1(x) = λi
(
[SE(Fj+1)]x
)
para i ∈ Ij+1 y x ∈ Tk
ctp. Esto completa el paso inductivo.

Finalizamos el cap´ıtulo con la siguiente observacio´n. Con las notaciones y terminolog´ıas del Teorema
2.3.12 notemos que la susecio´n construida F = {fi}i∈In es tal que su estructura fina esta´ predeterminada
por (λ, α): en efecto, λi
(
[SE(F)]x
)
= λi,n(x) = λi(x) y ‖Γfi(x)‖2 = αi(x) para i ∈ In y x ∈ Tk (este
u´ltimo hecho puede verificarse usando induccio´n y el item 2. de la Definicio´n 2.3.5). Esto es, los eigensteps
medibles dan una descripcio´n fina de las sucesiones de Bessel E(F) con estructura fina predeterminada.
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Cap´ıtulo 3
Potenciales convexos en FSIT’s
Benedetto y Fickus introdujeron (en [9]) un funcional definido sobre sucesiones finitas de vectores (de
norma uno), llamado potencial de marco, dado por
PM ({fi}i∈In) =
∑
i, j ∈In
|〈fi , fj〉| 2 . (3.1)
En el caso que dimH <∞, uno de sus resultados ma´s importantes muestra que los marcos ajustados de
norma uno -que constituyen una clase importante de marcos, pues su fo´rmula de reconstruccio´n es simple
y presentan propiedades de robustez- pueden caracterizarse como mı´nimos (locales) de este funcional entre
todos los marcos de normas uno. Desde entonces, ha habido intere´s en los mı´nimos (locales) del potencial
de marco, dentro de ciertas clases de marcos, ya que tales mı´nimos pueden considerarse como sustitutos
naturales de los marcos ajustados (ver por ejemplo [16, 46]). Notemos que, dada F = {fi}i∈In ∈ Hn
entonces PM (F) = tr (S2F). Recientemente, ha habido intere´s en la estructura de marcos que minimizan
otro potencial, llamado error medio cuadra´tico (MSE), dado por MSE(F) = tr (S−1F ) (ver [31, 48, 53]).
A continuacio´n, consideramos una familia de potenciales introducida en [46], que contiene el potencial de
marco y el MSE.
Antes de describir los potenciales convexos para sucesiones finitas de vectores, respecto a un subespacio
de dimensio´n finita recordemos los siguientes conjuntos: Conv(R≥0) = {ϕ : R≥0 → R≥0 , ϕ es convexa}
y Convs(R≥0) = {ϕ ∈ Conv(R≥0) , ϕ es estrictamente convexa}.
Definicio´n 3.0.13. Dada ϕ ∈ Conv(R≥0) y un subespacio de dimensio´n finita W ⊂ H, el potencial
convexo asociado a (ϕ,W), denotado por PWϕ , se define de la siguiente manera: para una sucesio´n finita
F = {fi}i∈In ∈ Wn con operador de marco SF ∈ L(H)+,
PWϕ (F) = tr (ϕ(SF )PW) , (3.2)
donde ϕ(SF ) ∈ L(H)+ se obtiene por ca´lculo funcional y tr (·) denota la traza usual (semi-finita) en L(H).
4
Observacio´n 3.0.14. Notemos que por construccio´n, PW SF = SF PW = SF : entonces, es claro que
PWϕ (F) =
∑
i∈Id
ϕ
(
λi(SF )
)
, (3.3)
donde d = dimW y (λi(SF ))i∈Id ∈ (R≥0)d denota el vector de autovalores del operador positivo SF |W ∈
L(W)+, contando multiplicidades y ordenado en forma no-creciente (usamos la convencio´n I0 = ∅). En
37
38
particular, si ϕ ∈ Conv(R≥0) es tal que ϕ(0) = 0 obtenemos que
PWϕ (F) = tr (ϕ(SF )) = tr (ϕ(GF )) ,
donde GF =
(〈fi, fj〉)i,j∈In es la matriz Gramiana de la sucesio´n finita F = {fi}i∈In . Esto es, si ϕ(0) = 0,
PWϕ = Pϕ no depende deW. Por ejemplo, si ϕ(x) = x2 entonces PWϕ (F) = Pϕ(F) coincide con el potencial
de marco. En efecto, por la Eq. (3.1) tenemos que
PWϕ (F) = Pϕ(F) = tr
(
S2F
)
= tr
(
(T ∗F TF )
2
)
=
∑
i, j ∈In
|〈fi , fj〉| 2 = PM (F) . (3.4)
4
Para ϕ ∈ Conv(R≥0) y para un subespacio de dimensio´n finita W ⊂ H, PWϕ (F) es una medida de la
dispersio´n de los autovalores del operador de marco de F . Es decir, bajo ciertas hipo´tesis de normalizacio´n
de la familia F , cuanto menor es el valor de PWϕ (F), ma´s concentrados esta´n los autovalores de SF |W ∈
L(W)+. Esta es la motivacio´n principal para considerar estos potenciales convexos (ver [46, 48, 51, 53]).
3.1. Potenciales convexos para sucesiones de traslaciones en FSIT’s
En esta seccio´n extendemos la nocio´n de potencial convexo a sistemas generados por traslaciones
enteras de familias finitas F = {fi}i∈In ∈ Wn, dondeW es un FSIT y mostramos como primera aplicacio´n
del Teorema 2.3.2, que bajos ciertas condiciones, estos potenciales convexos, detectan marcos ajustados
para W como sus mı´nimos (ver Teorema 3.1.7).
Definicio´n 3.1.1. Sea W un FSIT en L2(Rk), sea F = {fi}i∈In ∈ Wn, tal que E(F) es una sucesio´n
de Bessel y consideremos ϕ ∈ Conv(R≥0). El potencial convexo asociado a (ϕ,W) de E(F), denotado
PWϕ (E(F)), esta´ dado por
PWϕ (E(F)) =
∫
Tk
P JW (x)ϕ (ΓF(x)) dx , (3.5)
donde P
JW (x)
ϕ (ΓF(x)) = tr
(
ϕ(SΓF(x)) [PW ]x
)
es el potencial convexo asociado a (ϕ, JW(x)) de la sucesio´n
ΓF(x) = {Γ fi(x)}i∈In en `2(Zk) para cada x ∈ Tk ctp. 4
Observacio´n 3.1.2. Consideremos las notaciones de la Definicio´n 3.1.1. Veamos que el lado derecho en la
Eq. (3.5) esta´ bien definido. En efecto, por el Lema 2.1.7 tenemos la representacio´n espectral de [SE(F)](·),
como en la Eq. (2.9), en te´rmino de las funciones medibles y acotadas λj(·) : Tk → R≥0, para j ∈ In. Si
consideramos la funcio´n medible y acotada d(x) = dim JW(x) para x ∈ Tk entonces, usando la Eq. (3.3)
vemos que
P JW (x)ϕ (ΓF(x)) =
∑
j∈Id(x)
ϕ(λj(x)) para x ∈ Tk ctp .
As´ı, la funcio´n no-negativa
Tk 3 x 7→ P JW (x)ϕ (ΓF(x))
es medible, acotada y por lo tanto integrable en Tk. Esto muestra que el potencial convexo PWϕ (E(F)) es
un nu´mero real no-negativo bien definido. 4
La observacio´n anterior muestra que si ϕ(0) = 0, el potencial convexo PWϕ = Pϕ no depende del FSIT
W.
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Ejemplo 3.1.3. SeaW un FSIT de L2(Rk) y sea F = {fi}i∈In ∈ Wn. Si fijamos ϕ(x) = x2 para x ∈ R≥0,
entonces el correspondiente potencial de E(F) que denotamos PM (E(F)), esta´ dado por
PM (E(F)) =
∫
Tk
tr
(
S2ΓF(x)
)
dx =
∫
Tk
∑
i, j∈In
|〈Γfi(x),Γfj(x)〉|2 dx .
As´ı, (ver Eq. (3.4)), PM (E(F)) es una extensio´n natural del potencial de marco de Benedetto-Fickus. 4
Observacio´n 3.1.4. Sea W un SIT de L2(Rk) y sea A ∈ L(`2(Zk))+ un operador positivo: en [27], E.
Dutkay introduce la funcio´n traza local de A relativa a W, notada τW, A : Tk → [0,∞], y dada de la
siguiente manera: para x ∈ Tk
τW, A(x) = tr (A [PW ]x) ,
donde tr (·) denota la traza usual (semi-finita) en L(`2(Zk)). Podemos extender la nocio´n de funcio´n traza
local, como describimos arriba, en el siguiente conexto: dado T ∈ L(L2(Rk))+ un operador positivo y SP,
la funcio´n traza local de T respecto a W esta´ dada por
τW, T (x) = tr ([T ]x [PW ]x) x ∈ Tk . (3.6)
Notemos que, si A ∈ L(`2(Zk))+ y T ∈ L(L2(Rk))+ es el u´nico operador positivo SP, tal que [T ]x = A
para x ∈ Tk, entonces
τW, A(x) = τW, T (x).
Si adema´s asumimos que W es un FSIT y consideramos ϕ ∈ Conv(R≥0) y F = {fi}i∈In ∈ Wn, entonces
tenemos que
PWϕ (E(F)) =
∫
Tk
τW,ϕ(SE(F))(x) dx ,
donde ϕ(SE(F)) ∈ L(L2(Rk))+ se obtiene por ca´lculo funcional. En efecto, observemos que en este caso
ϕ(SE(F)) es un operador SP tal que
[ϕ(SE(F))]x = ϕ( [SE(F)]x) = ϕ(SΓF(x)) para x ∈ Tk ctp. 4
Sea W un FSIT. En lo que sigue mostramos que bajos ciertas condiciones, los potenciales convexos
PWϕ (E(F)) para sucesiones finitas F ∈ Wn, detectan marcos ajustados para W como sus mı´nimos (ver
Teorema 3.1.7). A la vez, este hecho motiva el estudio de la estructura de los mı´nimos de potenciales con-
vexos para sucesiones finitamente generadas en L2(Rk) (bajo ciertas restricciones), ya que estos mı´nimos
pueden considerarse como sustitutos naturales de marcos ajustados. Con el fin de establecer los resultados
relacionados a estos hechos, introducimos las siguientes nociones y notaciones.
Observacio´n 3.1.5. Sea (X,X , µX), (Y,Y, µY ) dos espacios de medida; consideramos su suma directa,
notada X
⊕
Y , dada por el triplete (X ⊕ Y,X⊕Y, µX ⊕ µY ), donde
1. X ⊕ Y = X d∪ Y , es la unio´n disjunta de los conjuntos. Adema´s, consideramos las inclusiones
cano´nicas ηX : X → X ⊕Y y ηY : Y → X ⊕Y de X e Y en la unio´n disjunta, respectivamente. Por
lo tanto ηX y ηY son funciones inyectivas, tales que ηX(X)∩ ηY (Y ) = ∅ y ηX(X)∪ ηY (Y ) = X ⊕Y .
2. X⊕Y = {A⊕B = ηX(A) ∪ ηY (B) : A ∈ X , B ∈ Y};
3. µX ⊕ µY es la medida dada por µX ⊕ µY (A⊕B) = µX(A) + µY (B);
Usando las funciones ηX y ηY consideramos a X e Y como subespacios de X ⊕ Y . 4
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Notacio´n 3.1.6. En lo que sigue consideramos:
1. Un FSIT no nulo de L2(Rk) de longitud `, notado W;
2. F = {fi}i∈In ∈ Wn tal que E(F) es una sucesio´n de Bessel;
3. d(x) = dim JW(x) ≤ `, para x ∈ Tk;
4. La medida de Lebesgue en Rk, notada | · | ; Xi = d−1(i) ⊆ Tk y pi = |Xi|, i ∈ I` .
5. Notamos por CW =
∑
i∈I` i · pi > 0.
6. El espectro de W es el conjunto medible Spec(W) = ⋃i∈I` Xi = {x ∈ Tk : d(x) 6= 0}. 4
Como primera aplicacio´n del Teorema 2.3.2 mostramos en el item 2. del siguiente resultado, la exis-
tencia de marcos ajustados uniformes generados por traslaciones enteras para un FSIT arbitrario.
Teorema 3.1.7. (Estructura de los mı´nimos de PWϕ con restricciones de norma) Con las Notaciones 3.1.6
y considerando n ≥ sup escx∈Tk d(x). Entonces:
1. Para cualquier familia finita G = {gi}i∈In ∈ Wn, con
∑
i∈In ‖gi‖2 = 1 tal que E(G) es una sucesio´n
de Bessel, y para cada ϕ ∈ Conv(R≥0) tenemos que:
PWϕ (E(G)) ≥ CW ϕ(C−1W ) . (3.7)
Adema´s, si asumimos que ϕ ∈ Convs(R≥0), entonces PWϕ (E(G)) = CW ϕ(C−1W ) si y so´lo si E(G) es
un marco ajustado (uniforme) para W con cota de marco C−1W , i.e.
SE(G) = C−1W PW . (3.8)
2. Existe una familia finita F = {fi}i∈In ∈ Wn, tal que ‖fi‖2 = n−1 para i ∈ In y tal que E(F) es un
marco ajustado (uniforme) para W. Notemos que la cota inferior en la Eq. (3.7) se alcanza en F .
Demostracio´n. Para probar el ı´tem 1 consideremos el siguiente triplete (Xij ,Xij , ρij) donde Xij =
Xi , Xij = Xi es la σ-a´lgebra de conjuntos de Borel en Xi y ρij = | · |i como antes, es la medida de
Lebesgue de Xi, para j ∈ Ii y para i ∈ I`. Con las notaciones de la Observacio´n 3.1.5, consideramos el
espacio de medida
(X,X , µ) =
⊕
i∈I`
⊕
j∈Ii
(Xij ,Xij , | · |ij) .
Para j ∈ Ii y para i ∈ I`, tambie´n consideramos las inclusiones cano´nicas ηi,j : Xi,j → X. As´ı, para cada
x ∈ X existen u´nicos i ∈ I`, j ∈ Ii y x˜ ∈ Xi,j = Xi tales que ηi,j(x˜) = x. Notemos que, por construccio´n,
µ(X) =
∑
i∈I` i · pi = CW .
Sea λE(G) : X → R≥0 la funcio´n medible de autovalores de E(G) definidos de la siguiene manera: para
x ∈ X, sean (i , j) ∈ I` × Ii y x˜ ∈ Xi,j = Xi (determinados un´ıvocamente) tales que ηi,j(x˜) = x; en este
caso establecemos
λE(G)(x) = λj( [SE(G)]x˜) = λj(SΓG(x˜)) ,
donde λj( [SE(G)]x˜) ∈
(
`1+(Zk)
)↓
es la estructura espectral fina de E(G) (ver Definicio´n 2.3.1). Si ϕ ∈
Conv(R≥0), entonces
PWϕ (E(G)) =
∫
X
ϕ(λE(G)(x)) dµ(x). (3.9)
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En efecto, por la Eq. (3.5)
PWϕ (E(G)) =
∫
Tk
P JW (x)ϕ (ΓG(x)) dx =
∫
Spec(W)
P JW (x)ϕ (ΓG(x)) dx,
donde P
JW (x)
ϕ (ΓG(x)) es el potencial convexo asociado a (ϕ, JW(x)), respecto de la sucesio´n finita ΓG(x) =
{Γ gi(x)}i∈In ∈ `2(Zk), definido como en la Eq. (3.3) (notemos que P JW (x)ϕ (ΓG(x)) = 0 para x ∈ Tk \
Spec(W)). Por lo tanto, si x ∈ Xi para algu´n i ∈ I`, entonces se tiene que
P JW (x)ϕ (ΓG(x)) =
i∑
j=1
ϕ(λj(SΓG(x))) .
Para i ∈ I` tenemos que∫
Xi
P JW (x)ϕ (ΓG(x)) dx =
∫
Xi
i∑
j=1
ϕ(λj(SΓG(x))) dx =
∫
⊕ij=1Xij
ϕ(λE(G)(x)) dµ(x) .
Por otro lado, ya que Spec(W) = ⋃
i∈I`
Xi y X = ⊕i∈I` ⊕j∈Ii Xi,j ,
PWϕ (E(G)) =
∑
i∈I`
∫
Xi
P JW (x)ϕ (ΓG(x)) dx =
∑
i∈I`
∫
⊕ij=1Xij
ϕ(λE(G)(x)) dµ(x) =
∫
X
ϕ(λE(G)(x)) dµ(x) ,
que prueba la Eq. (3.9). Si G es como el del ı´tem 2, entonces ∑i∈In ‖gi‖2 = 1 y en particular, si tomamos
ϕ(x) = x en la Eq. (3.9), tenemos que∫
X
λE(G)(x) dµ(x) =
∫
Tk
tr
(
SΓG(x)
)
dx =
∫
Tk
∑
i∈In
‖Γgi(x)‖2 dx =
∑
i∈In
‖gi‖2 = 1 .
Considerando la medida de probabilidad µ˜ = C−1W µ. Entonces, como en el Ejemplo 1.4.14, obtenemos∫
X
λE(G)(x) dµ˜(x) = C−1W =⇒ C−1W · 1X ≺ λE(G) ( en (X,X , µ˜) ) . (3.10)
Si tomamos ϕ ∈ Conv(R≥0) entonces, usando el hecho previo y el Teorema 1.4.13, tenemos que
ϕ(C−1W ) =
∫
X
ϕ(C−1W · 1X) dµ˜ ≤
∫
X
ϕ(λE(G)(x)) dµ˜(x)
= C−1W
∫
X
ϕ(λE(G)(x)) dµ(x) = C−1W P
W
ϕ (E(G)),
que prueba la Eq. (3.7). Si ϕ ∈ Convs(R≥0) y adema´s PWϕ (E(G)) = ϕ(C−1W )CW , usando la Eq. (3.9) y la
relacio´n de mayorizacio´n en la Eq. (3.10), tenemos que∫
X
ϕ(λE(G)(x)) dµ˜(x) =
∫
X
ϕ(C−1W ) dµ˜ .
As´ı, por la Proposicio´n 1.4.15,
(λE(G))∗ = C−1W 1[0,1] =⇒ λi( [SE(G)]x) = C−1W para i ∈ Id(x) y x ∈ Tk ctp .
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Por lo tanto, SE(G) = C−1W PW i.e. E(G) es un marco ajustado para W. Rec´ıprocamente, notemos que si
SE(G) = C−1W PW la cota inferior en la Eq. (3.7) se alcanza.
Para probar el item 2. notar que, por hipo´tesis Spec(W) = ⋃i∈In Zi. Para x ∈ Tk, fijamos α(x) = 0 si
x ∈ Tk \ Spec(W) y:
α(x) :=
{
j · (n · CW)−1 si x ∈ Zj y pj > 0
0 si x ∈ Zj y pj = 0 (3.11)
Entonces, es fa´cil ver que (α(x))j∈In ≺ (CW)j∈Id(x) para j ∈ In y x ∈ Tk ctp. Por lo tanto, por el Teorema
2.3.2 existe F = {fi}i∈In ∈ Wn tal que ‖Γfi(x)‖2 = α(x) para i ∈ In y tal que SΓF(x) = C−1W PJW (x), para
x ∈ Tk ctp. As´ı, SE(F) = C−1W PW y
‖fi‖2 =
∫
Tk
α(x) dx = (nCW)−1
∑
j∈In
∫
Zj
j dx = (nCW)−1
∑
j∈In
j · pj = n−1 .

3.2. Water-filling en espacios de medidas
Como lo anticipamos, los resultados del Cap´ıtulo 2 surgieron como motivacio´n para mostrar que dada
una sucesio´n de nu´meros positivos α1 ≥ . . . ,≥ αn > 0, un funcio´n ϕ : R≥0 → R≥0 yW ⊂ L2(Rd) un FSIT
existen vectores fi ∈ W tales que ‖fi‖2 = αi para i ∈ In y tal que la sucesio´n de Bessel SG inducida por
estos vectores minimizan el potencial convexo asociado al par (ϕ,W) (ver Definicio´n 3.1.1) entre todas
las sucesiones finitas (este problema se resuleve en la Seccio´n 3.3). Como herramienta para tratar este
problema, consideramos la construccio´n del water-filling (llenado con agua o´ principio de compuertas)
en te´rminos de mayorizacio´n en espacios de probabilidad.
El water-filling tiene sus or´ıgenes en el trabajo de Shanon [57], como solucio´n al problema de distri-
bucio´n espectral o´ptima (ver [25]). Sus te´cnicas tambie´n han sido la herramienta principal en el disen˜o de
canales con capacidad o´ptima (ver [59] y los trabajos ma´s recientes sobre te´cnicas iterativas de water-filling
[52, 56]).
Como primer paso hacia una extensio´n de esta construccio´n, examinamos su contraparte escalar,
en el contexto general de espacios de medidas. En la pro´xima seccio´n mostraremos que las te´cnicas de
water-filling producen soluciones o´ptimas en el contexto general (no-conmutativo) de campos medibles de
matrices semidefinidas positivas.
A lo largo de esta Seccio´n (X,X , µ) denotara´ un espacio de propabilidad y L∞(X,µ)+ denotara´ el
conjunto de todas las funciones positivas en L∞(X,µ).
Definicio´n 3.2.1 (Water-filling a nivel c). Sea f ∈ L∞(X,µ)+. Dado c ≥ inf esc f ≥ 0, consideramos
fc ∈ L∞(X,µ)+, dada por fc = ma´x{f, c} = f +(c−f)+, donde g+ denota la parte positiva de la funcio´n
real g. 4
Con el fin de estudiar las propiedades de submayorizacio´n de la funcio´n fc obtenida por water-filling,
consideramos el siguiente resultado, en el cual obtenemos una relacio´n sencilla entre la reordenada decre-
ciente de f y fc.
Lema 3.2.2. Sea f ∈ L∞(X,µ)+ y sea c ≥ inf esc f ≥ 0. Consideremos el nu´mero
s0 = µ{x ∈ X : f(x) > c} . Entonces, f∗c (s) =
{
f∗(s) si 0 ≤ s < s0 ;
c si s0 ≤ s ≤ 1 . (3.12)
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Demostracio´n. Notemos que por la Eq. (1.24), para 0 ≤ s < s0 tenemos
f∗(s) = sup {t ∈ R≥0 : µ{x ∈ X : f(x) > t} > s}
= sup {t ∈ R≥0 : µ{x ∈ X : f(x) > t} > s y t ≥ c}
= sup {t ∈ R≥0 : µ{x ∈ X : fc(x) > t} > s y t ≥ c}
= sup {t ∈ R≥0 : µ{x ∈ X : fc(x) > t} > s} = f∗c (s) .
Es fa´cil ver que si s0 ≤ s ≤ 1, entonces f∗c (s) = c. 
Para probar el Teorema 3.2.5, que se enuncia ma´s adelante, necesitamos una versio´n re-parametrizada
de algunos resultados ba´sicos de la Seccio´n 1.4.2:
Lema 3.2.3. Sean a , b ∈ R tales que a < b y sea k ∈ L∞([ a , b ], ν)+ una funcio´n continua a derecha
no-creciente, donde ν = (b− a)−1 dt es la medida normalizada en [a, b]. Entonces
1. La reordenada decreciente k∗(t) = k
(
(b− a) t+ a ), para t ∈ [0 , 1).
2. Fijemos la constante c ∈ R. Si
(b− a) c ≤
∫ b
a
k(t) dt =⇒ (s− a) c ≤
∫ s
a
k(t) dt para s ∈ [a , b] .
Demostracio´n. En primer lugar consideramos la funcio´n k˜ dada por
k˜(t) = k((b− a) t+ a) para t ∈ [0, 1),
y luego consideramos los conjuntos
{u ∈ [0, 1) : k˜(u) > s} = [0, β) y {r ∈ [a, b) : k(r) > s} = [a, α).
Notemos que, por el hecho que k˜ y k son no-crecientes y continuas a derecha y por la definicio´n de k˜,
tenemos que α = β(b− a) + a. As´ı
k∗(t) = sup {s ∈ R≥0 : ν{r ∈ [a, b) : k(r) > s} > t}
= sup {s ∈ R≥0 : |{r ∈ [a, b) : k(r) > s}| > t (b− a)}
= sup {s ∈ R≥0 : |{u ∈ [0, 1) : k˜(u) > s}| > t}
= (k˜)∗(t).
Pero es sencillo verificar que (k˜)∗ = k˜, por lo tanto
k∗(t) = k˜(t) = k
(
(b− a) t+ a ) para t ∈ [0, 1).
Para probar el item 2, consideremos k ∈ L∞([a, b], ν) y aplicamos el item 1, as´ı
k∗(t) = k
(
(b− a) t+ a ) para t ∈ [0, 1).
Notemos que por hipo´tesis,
0 ≤ c ≤
∫
[a,b]
k dν .
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Por el Ejemplo 1.4.14 concluimos que c ≺w k. Como c∗ = c, entnces para s ∈ (a, b] tenemos que
(s− a) c = (b− a)
∫ s−a
b−a
0
c∗ dt ≤ (b− a)
∫ s−a
b−a
0
k∗(t) dt
= (b− a)
∫ s−a
b−a
0
k((b− a) t+ a) dt =
∫ s
a
k(t) dt .

Con las notaciones del Lema 3.2.3 notemos que el ı´tem 2 es una reformulacio´n (usando la re-parametriza-
cio´n del ı´tem 1 de las desigualdades de submayorizacio´n) correspondientes a c ≺w k en ([a, b], ν), siempre
que c ≤ ∫[a,b] k dν (ver Ejemplo 1.4.14).
Observacio´n 3.2.4. Sea f ∈ L∞(X,µ)+. Consideremos la funcio´n φ : [inf esc f,∞)→ R≥0, dada por
φ(c) =
∫
X
fc dµ =
∫
X
[f(x) + (c− f(x))+] dµ(x) .
Entonces, es fa´cil ver que φ tiene las siguientes propiedades:
1. φ(inf esc f) =
∫
X f dµ y l´ımc→+∞ φ(c) = +∞;
2. φ es continua y estrictamente creciente.
Por lo tanto, para cada w ≥ ∫X f dµ existe un u´nico c(w) = c ≥ inf esc f , tal que
φ(c(w)) = w i.e.
∫
X
fc(w) dµ = w . (3.13)
4
Teorema 3.2.5 (≺w-optimalidad del water-filling). Sea f ∈ L∞(X,µ)+, consideremos w ≥
∫
X f dµ y la
constante c(w) = c como en la Observacio´n 3.2.4. Entonces, para cada h ∈ L∞(X,µ)+,
f ≤ h y
∫
X
h dµ ≥ w =⇒ fc ≺w h .
Demostracio´n. Asumamos que f ≤ h y ∫X h dµ ≥ w. Si consideramos s0 = µ{x ∈ X : f(x) > c}
entonces, por el Lema 3.2.2, tenemos que Eq. (3.12) se verifica. As´ı, usando la Observacio´n 1.4.11, vemos
que si 0 ≤ s < s0, entonces ∫ s
0
f∗c (t) dt =
∫ s
0
f∗(t) dt ≤
∫ s
0
h∗(t) dt . (3.14)
Fijado s0 ≤ s ≤ 1, consideramos
α =
∫ s0
0
h∗(t) dt−
∫ s0
0
f∗c (t) dt ≥ 0 y k = h∗ +
1
1− s0 α ∈ L
∞([0, 1], dt)+.
Notemos que k es una funcio´n continua y no-creciente. En este caso, obtenemos que∫ 1
s0
k(t) dt =
∫ 1
s0
h∗(t) dt+ α
=
∫ 1
s0
h∗(t) dt+
(∫ s0
0
h∗(t) dt−
∫ s0
0
f∗c (t) dt
)
≥ w − (w − (1− s0) c) = (1− s0) c .
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As´ı, el Lema 3.2.3 (aplicado a la funcio´n k|[s0 , 1] ) implica que
(s− s0) c ≤
∫ s
s0
k(t) dt =
∫ s
s0
h∗(t) dt+
s− s0
1− s0 α para cada s ∈ [s0 , 1] .
Por lo tanto, usando la desigualdad anterior y el Lemma 3.2.2, concluimos que, para s0 ≤ s < 1∫ s
0
f∗c (t) =
∫ s0
0
h∗(t) dt− α+ (s− s0) c
≤
∫ s
0
h∗(t) dt+
(
s− s0
1− s0 − 1
)
α ≤
∫ s
0
h∗(t) dt .
Este u´ltimo hecho junto a la Eq. (3.14), muestran que fc ≺w h. 
El Teorema 3.2.5, implica una familia de desigualdades integrales en te´rmino de funciones convexas
involucrando el water-filling de la funcio´n f a nivel c. Vamos a necesitar estos hechos con el fin de mostrar
las propiedades de optimalidad de la versio´n no-conmutativa del water-filling.
Corolario 3.2.6. Con las notaciones del Teorema 3.2.5, si ϕ ∈ Conv(R≥0) es no-decreciente, entonces∫
X
ϕ ◦ fc dµ ≤
∫
X
ϕ ◦ h dµ . (3.15)
Si existe ϕ ∈ Convs(R≥0) no-decreciente tal que se verifica la igualdad de la Eq. (3.15) entonces h = fc.
Demostracio´n. La primera afirmacio´n es consecuencia de la relacio´n de submayorizacio´n en el Teorema
3.2.5 y del Teorema 1.4.13. Si, adema´s, asumimos que ϕ ∈ Convs(R≥0) es tal que se verifica la igualdad
en la Eq. (3.15), entonces por la Proposicio´n 1.4.15, vemos que f∗c = h∗. Sea B = {x ∈ X : f(x) > c} tal
que s0 = µ(B). As´ı, es fa´cil probar que
(f · 1B)∗(s) =
{
f∗(s) si s ∈ [0, s0) ;
0 si s ∈ [s0, 1) .
En particular, notemos que (f · 1B)∗ = 1[0,s0) · f∗c . Por un lado, tenemos (h · 1B)∗ = 1[0, s0) · (h · 1B)∗. Por
lo tanto, como h ≥ h · 1B ≥ f · 1B, por la Observacio´n 1.4.11 tenemos que
h∗ ≥ (h · 1B)∗ = 1[0,s0) · (h · 1B)∗ ≥ (f · 1B)∗ = 1[0,s0) · f∗c =⇒ (h · 1B)∗ = (f · 1B)∗ .
As´ı, usando una vez ma´s la Observacio´n 1.4.11, obtenemos que h · 1B = f · 1B = fc · 1B > c · 1B, donde el
u´ltimo hecho se sigue de la Definicio´n 3.2.1. Finalmente, notar que
µ(h−1({c})) = |(h∗)−1({c})| = |(f∗c )−1({c})| = 1− µ(B) ,
esto muestra que h · 1X\B = c · 1X\B, entonces h = fc . 
3.3. Marcos o´ptimos con normas predeterminadas para FSIT’s
Antes de describir el problema principal de esta seccio´n, introducimos la siguiente definicio´n:
Definicio´n 3.3.1. Sea W un FSIT de L2(Rk) y sea α = (αi)i∈In ∈ (Rn>0)↓. Consideramos
Bα(W) = {F = {fi}i∈In ∈ Wn : E(F) es sucesio´n de Bessel , ‖fi‖2 = αi , i ∈ In} , (3.16)
el conjunto de las familias finitas con normas predeterminadas por α que generan sucesiones de Bessel SG
en W. 4
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Notemos que las restricciones sobre las familias F = {fi}i∈In ∈ Bα(W) (esto es, ‖fi‖2 = αi para
i ∈ In) son de naturaleza global. Nuestro problema es tratar de describir las F ∈ Bα(W), tales que sus
correspondientes sucesiones de Bessel E(F) sean marcos para W lo ma´s estables posible. Lo ideal, ser´ıa
buscar sucesiones F tales que E(F) sean marcos ajustados para W. Sin embargo, el Teorema 2.3.2 indica
que hay algunos obsta´culos para la existencia de tales sucesiones (este es el caso del Teorema 3.3.5, que
enuciaremos y demostraremos ma´s adelante).
Por un simple argumento de re-escaleo, podemos asumir que
∑
i∈In αi = 1; entonces el Teorema 3.1.7
muestra que si existe F0 ∈ Bα(W) tal que E(F0) es un marco ajustado para W, entonces E(F0) es el
mı´nimo de cualquier potencial convexo PWϕ (ver Definicio´n 3.1.1) para cualquier funcio´n convexa ϕ ∈
Conv(R≥0) y PWϕ (E(F0)) = CW ϕ(C−1W ). Por otra parte, si ϕ ∈ Convs(R≥0) es una funcio´n estrictamente
convexa, dicha F ∈ Bα(W) para la cual PWϕ (E(F)) = PWϕ (E(F0)), es tal que E(F0) es un marco ajustado.
Esto muestra que en el caso general, con el fin de buscar las familias F ∈ Bα(W) tales que los esquemas
de codificacio´n asociados a sus correspondientes sucesiones de Bessel E(F) sean lo ma´s estables posible,
podemos estudiar los mı´nimos del potencial convexo PWϕ asociado a ϕ ∈ Convs(R≥0).
Por lo tanto, dada ϕ ∈ Conv(R≥0), en lo que sigue mostramos la existencia de sucesiones finitas
Fop ∈ Bα(W), tales que
PWϕ (E(Fop)) = mı´n{PWϕ (E(F)) : F ∈ Bα(W)} .
Adema´s, si ϕ ∈ Convs(R≥0) describimos la estructura espectral fina del operador de marco de E(Fop). Si
ϕ(x) = x2, nuestros resultados se extienden a resultados de [9, 16, 46], para el potencial de marco en el
contexto de sucesiones de Bessel SG que viven en W FSIT.
En la Seccio´n 3.3.1 consideramos el caso uniforme, en el que la dimensio´n de las fibras de W son
constantes en Spec(W). Una vez resuelto el caso uniforme, reducimos la existencia de sucesiones de Bessel
SG o´ptimas a un modelo finito dimensional: nos ocupamos de este modelo en la Seccio´n 3.3.2. El caso
general del problema de disen˜o o´ptimo con normas predeterminadas en un FSIT es estudiado en la Seccio´n
3.3.3.
3.3.1. El caso de dimensio´n uniforme
Consideramos las Notaciones 3.1.6. En esta seccio´n obtenemos la estructura espectral fina de los mı´ni-
mos de los potenciales convexos en Bα(W) bajo el supuesto que d(x) = d para x ∈ Spec(W) ctp. Para
describir este caso particular, usamos nociones y construcciones de water-filling desarrolladas en la Seccio´n
3.2.
Con la idea de simplificar la notacio´n, consideramos la siguiente observacio´n:
Observacio´n 3.3.2. Sea (Z , Z , | · |) un espacio de medida (no nulo) de (Tk , B , | · |) y consideramos
(Ir,P(Ir),#(·)) i.e, Ir dotado de la medida de conteo. En adelante consideramos el espacio producto
X
def
= Z × Ir dotado de la medida producto µ def= | · | ×#(·). Tambie´n notemos que el espacio producto
se puede escribir como X =
⊕
i∈Ir Z. 4
Lema 3.3.3. Consideremos las notaciones de la Observacio´n 3.3.2 y sea α : Z → Rr una funcio´n medible.
Sea α˘ : X → R dada por
α˘(x, i) = αi(x) para i ∈ Ir y x ∈ Z .
Entonces, α˘ es una funcio´n medible y se tiene que:
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1. Si ϕ ∈ Conv(R≥0) entonces
∫
X ϕ ◦ α˘ dµ =
∑
i∈Ir
∫
Z ϕ(αi(x)) dx .
2. Sea β : Z → Rr una funcio´n medible y sea β˘ : X → R una funcio´n construida de forma ana´loga a
la funcio´n α˘. Si
α(x) ≺ β(x) para x ∈ Z ctp. =⇒ α˘ ≺ β˘ en (X,X , µ˜),
donde µ˜ = (r · |Z|)−1 µ.
3. Ana´logamente, α(x) ≺w β(x) para x ∈ Z ctp. implica que α˘ ≺w β˘ en (X,X , µ˜).
Demostracio´n. Para probar que α˘ es medible, basta ver como fue definida. La prueba del ı´tem 1 pasa por
realizar la siguiente cuenta∑
i∈Ir
∫
Z
ϕ(αi(x)) dx =
∑
i∈Ir
∫
Z×{i}
(ϕ ◦ α˘)(x) dx =
∫
Z×Ir
(ϕ ◦ α˘)(x) dx =
∫
X
ϕ ◦ α˘ dµ .
Para probar el ı´tem 2 notemos que si ϕ ∈ Conv(R≥0), entonces α(x) ≺ β(x) implica que
∑
i∈Ir ϕ(αi(x)) ≤∑
i∈Ir ϕ(βi(x)) para x ∈ Z, ctp. Entonces, usando el ı´tem 1 tenemos que∫
X
ϕ ◦ α˘ dµ˜ = (r · |Z|)−1
∫
Z
∑
i∈Ir
ϕ(αi(x)) dx ≤ (r · |Z|)−1
∫
Z
∑
i∈Ir
ϕ(βi(x)) dx =
∫
X
ϕ ◦ β˘ dµ˜ .
Como ϕ ∈ Conv(R≥0) es arbitraria, a partir del Teorema 1.4.13 tenemos que α˘ ≺ β˘.
Finalmente el item 3. se prueba usando argumentos similares, basados en la caraterizacio´n de la subma-
yorizacio´n en te´rminos de desigualdades entre integrales involucrando funciones convexas no-decrecientes
dada en el Teorema 1.4.13 (ver tambie´n [20]). 
Lema 3.3.4. Sea (X,X , µ) un espacio de probabilidad y sean f, g ∈ L∞(X,µ)+ tales que f ≺w g. Sean
c, d ≥ 0 tales que ∫X fc dµ = ∫X gd dµ, donde fc y gd denotan los water-fillings de f y g a nivel c y d,
respectivamente. Entonces, fc ≺ gd en (X,µ).
Demostracio´n. Consideremos s0 = µ{x ∈ X : f(x) > c} ∈ [0, 1]. Notemos que, por construccio´n g ≤ gd
en X por lo tanto g∗ ≤ (gd)∗ en [0, 1]. As´ı, para s ∈ [0, s0] tenemos∫ s
0
(fc)
∗ dt =
∫ s
0
f∗ dt ≤
∫ s
0
g∗ dt ≤
∫ s
0
(gd)
∗ dt . (3.17)
Po otra parte,∫ s0
0
(gd)
∗ dt ≥
∫ s0
0
g∗ dt ≥
∫ s0
0
f∗ dt =⇒ α :=
∫ s0
0
(gd)
∗ dt−
∫ s0
0
f∗ dt ≥ 0 .
Usando la Observacio´n 3.2.4 y la hipo´tesis, tenemos que∫ s0
0
f∗ dt+ (1− s0) c =
∫ s0
0
(gd)
∗ dt+
∫ 1
s0
(gd)
∗ dt =⇒ (1− s0) c =
∫ 1
s0
[(gd)
∗ +
α
1− s0 ] dt .
As´ı, por el Lema 3.2.3 se tiene que para s ∈ [s0, 1]:
(s− s0) c ≤
∫ s
s0
[(gd)
∗ +
α
1− s0 ] dt =⇒ (s− s0) c ≤
∫ s
s0
(gd)
∗ dt+ α .
Departamento de matema´tica - UNLP Hoja 47 de 96
48
Esta u´ltima identidad muestra que para s ∈ [s0, 1], tenemos∫ s
0
(fc)
∗ dt =
∫ s0
0
(gd)
∗ dt− α+ (s− s0) c ≤
∫ s0
0
(gd)
∗ dt+
∫ s
s0
(gd)
∗ dt . (3.18)
El Lema es una consecuencia de las Eqs. (3.17) y (3.18). 
El Teorema que sigue es el primer resultado importante de este cap´ıtulo.
Teorema 3.3.5 (Existencia de sucesiones o´ptimas en Bα(W)). Consideremos las notaciones 3.1.6. Sea
α = (αi)i∈In ∈ (Rn>0)↓, asumamos que W es tal que d(x) = d para x ∈ Spec(W) ctp. y consideremos
r = mı´n{n, d}. Sea p = pd = |Spec(W)|. Entonces, existen c = c(α, d, p) > 0 y Fop ∈ Bα(W) tales que:
1. Para x ∈ Spec(W) ctp. tenemos que
λj([SE(Fop)]x) =
{
ma´x{αjp , c} si j ∈ Ir ;
0 si j ≥ r + 1 . (3.19)
En particular, si d ≤ n (i.e. r = d) se tiene que E(Fop) es un marco para W.
2. Para cada ϕ ∈ Conv(R≥0) se verifica
p ·
∑
j∈Ir
ϕ(ma´x{αj
p
, c}) + p (d− r)ϕ(0) = PWϕ (E(Fop)) ≤ PWϕ (E(F)) , para cada F ∈ Bα(W) .
(3.20)
Demostracio´n. Consideramos Spec(W) como un subespacio de medida del Tk dotado de la medida de
Lebesgue (no-vac´ıo, de otra manera el resultado es trivial). As´ı consideramos X = Spec(W)×Ir dotado con
la medida producto µ = | · |×#(·), donde #(·) denota la medida de conteo en Ir (como en la Observacio´n
3.3.2). Consideramos tambie´n la medida normalizada µ˜ = 1p·r µ en X. Sea F = {fi}i∈In ∈ Bα(W), fijamos
βj(x) = ‖Γfj(x)‖2 para j ∈ In y x ∈ Spec(W) ctp. Notemos que∫
Spec(W)
βj(x) dx = ‖fj‖2 = αj , para j ∈ In . (3.21)
Sean γ˘, β˘ : X → R≥0 funciones medibles determinadas por
γ˘(x, j) =
αj
p
y β˘(x, j) = βj(x) para x ∈ Spec(W) y j ∈ Ir.
Consideramos la funcio´n D : L∞(X, µ˜)→ L∞(X, µ˜) dada por
D(h)(x, j) = r ·
∫
Spec(W)×{j}
h dµ˜ =
1
p
∫
Spec(W)
h(x, j) dx para x ∈ Spec(W) y j ∈ Ir .
Entonces, es fa´cil ver que D es positivo, unital y preserva traza, i.e. D es una transformacio´n doble
estoca´stica. Por otra parte, por la Eq. (3.21) tenemos que D(β˘) = γ˘ y por el Teorema 1.4.13 concluimos
que γ˘ ≺ β˘.
Ahora consideramos la funcio´n medible a valores vectoriales β↓(x) = (β↓j (x))j∈In , que se obtiene re-
ordenando las entradas del vector β(x) = (βj(x))j∈In para x ∈ Z independientemete. Por construccio´n
obtenemos la relacio´n de submayorizacio´n (βj(x))j∈Ir ≺w (β↓j (x))j∈Ir para cada x ∈ Z (notemos que
consideramos las primeras r entradas de estas n-uplas).
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As´ı, si consideramos la funcio´n medible β˘↓ : X → R≥0, determinada por β˘↓(x, j) = β˘↓j (x) si x ∈
Spec(W) y j ∈ Ir, entonces el Lema 3.3.3 muestra que β˘ ≺w β˘↓ en (X, µ˜). Por transitividad, concluimos
que γ˘ ≺w β˘↓. Por la Observacio´n 3.2.4 existe un u´nico b ≥ inf escx∈X β˘↓(x) tal que el water-filling de β˘↓
a nivle b, notado (β˘↓)b, satisface∫
X
(β˘↓)b dµ˜ = (r · p)−1
∑
i∈In
αi ≥
∫
X
β˘↓ dµ˜ .
Ana´logamente, sea c ≥ inf escx∈X γ˘(x) tal que el water-filling de γ˘ a nivel c, notado (γ˘)c, satisface∫
X
(γ˘)c dµ˜ = (r · p)−1
∑
i∈In
αi ≥
∫
X
γ˘ dµ˜ .
As´ı, usando el Lema 3.3.4 vemos que
(γ˘)c ≺ (β˘↓)b en (X, µ˜) . (3.22)
Por el Lema 2.1.7 existen funciones medibles λj : Tk → R≥0 para j ∈ Id tales que tienen una representacio´n
de [SE(F)]x = SΓF(x) como en la Eq. (2.9), en te´rmino de ciertos campos medibles de vectores vj : Tk →
`2(Zk) para j ∈ Id, tales que {vj(x)}j∈Id es una BON de JW(x) para x ∈ Spec(W) ctp. En tal caso
λj(x) = 0 para j ≥ r + 1 y x ∈ Spec(W) ctp.
Si consideramos e(x) ≥ 0 determinado por la condicio´n∑
i∈Ir
ma´x{β↓i (x), e(x)} =
∑
i∈Ir
λi(x) (=
∑
i∈Id
λi(x)) , para x ∈ Spec(W) ctp.
entonces, por [46] (ver tambie´n [48, 49, 50]) tenemos que
(δi(x))i∈Ir
def
= (ma´x{β↓i (x), e(x)})i∈Ir ≺ (λi(x))i∈Ir , para x ∈ Spec(W) ctp. (3.23)
Notemos que el vector (δi(x))i∈Ir puede considerarse como el water-filling (discreto) del vector (β
↓
j (x))j∈Ir
a nivel e(x), para x ∈ Spec(W) ctp. Si δ˘, λ˘ : X → R≥0 son funciones medibles determinadas por
δ˘(x, j) = δj(x) y λ˘(x, j) = λj(x) para x ∈ Spec(W) y j ∈ Ir,
entonces, por el Lema 3.3.3 tenemos que δ˘ ≺ λ˘ en (X, µ˜). Notemos que por construccio´n, δ˘ ≥ β˘↓ y∫
X
δ˘ dµ˜ = (r · p)−1
∑
i∈In
αi .
Por lo tanto, por el Teorema 3.2.5, tenemos que (β˘↓)b ≺ δ˘. Juntando todas las relaciones de mayorizacio´n,
vemos que
(γ˘)c ≺ (β˘↓)b ≺ δ˘ ≺ λ˘ , en (X, µ˜) . (3.24)
Recordemos que por construccio´n, tenemos que
(γ˘)c(x) = ma´x{αj
p
, c} , para x ∈ Spec(W)× {j} ⊂ X y j ∈ Ir . (3.25)
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Entonces, es fa´cil verificar que
(r · p)−1
∑
i∈In
αi =
∫
X
(γ˘)c dµ˜ = r
−1 ·
∑
j∈Ir
ma´x{αj
p
, c} =⇒
(αj
p
)
j∈In
≺
(
ma´x{αj
p
, c})j∈Ir . (3.26)
De esta forma, por el Teorema 2.3.2, existe una sucesio´n Fop = {fopi }i∈In ∈ Wn tal que la estructura
espectral fina
(
λj([SE(Fop)]x)
)
j∈N
satisface la Eq. (3.19) y tal que ‖Γfopi (x)‖2 = αip , para i ∈ In y
x ∈ Spec(W) ctp. En particular, ‖fopi ‖2 = αi para i ∈ In, es decir Fop ∈ Bα(W). Si ϕ ∈ Conv(R≥0)
entonces, por las relaciones de mayorizacio´n en (X, µ˜) de la Eq. (3.24) y por el Lema 3.3.3,
PWϕ (E(Fop)) =
∫
Spec(W)
[
∑
j∈Ir
ϕ(ma´x{αj
p
, c}) + (d− r)ϕ(0)] dx =
∫
X
ϕ ◦ (γ˘)c dµ+ p (d− r)ϕ(0)
≤
∫
X
ϕ ◦ λ˘ dµ+ p (d− r)ϕ(0) =
∫
Spec(W)
[
∑
j∈Ir
ϕ(λj(x)) + (d− r)ϕ(0)] dx
= PWϕ (E(F)) .
De esta forma, Fop satisface los ı´tems 1 y 2 del Teorema. 
El resultado previo muestra que efectivamente existen marcos estructurados o´ptimos con normas
predeterminadas, en el sentido que estos marcos minimizan cualquier potencial de marco en Bα(W).
Adema´s, hemos mostrado algunas relaciones de mayorizacio´n que permiten describir la estructura espectral
de cualquier marco o´ptimo por la Eq. (3.19).
Teorema 3.3.6 (Estructura fina de sucesiones o´ptimas en Bα(W)). Con las hipo´tesis y notaciones del
Teorema 3.3.5, asumimos que F ∈ Bα(W) es tal que existe ϕ ∈ Convs(R≥0) para la cual PWϕ (E(F)) =
PWϕ (E(Fop)). Entonces, para x ∈ Spec(W) ctp. tenemos que
λj([SE(F)]x) =
{
ma´x{αjp , c} = ma´x{β↓j (x) , c} si j ∈ Ir ;
0 si j ≥ r + 1 , (3.27)
donde β↓1(x) ≥ . . . β↓n(x) ≥ 0 se obtienen re-ordenando la sucesio´n
β(x) = (β1(x), . . . , βn(x)) = (‖Γf1(x)‖2, . . . , ‖Γfn(x)‖2) ∈ Rn
en orden no-creciente, independientemente para x ∈ Spec(W).
Demostracio´n. Continuamos usando las notaciones y terminolog´ıas de la prueba del Teorema 3.3.5. Asu-
mimos, adema´s, que F ∈ Bα(W) es tal que existe ϕ ∈ Convs(R≥0) con
p ·
∑
j∈Ir
ϕ
(
ma´x{αj
p
, c}
)
+ p (d− r)ϕ(0) = PWϕ (E(F)) .
Entonces, usando este u´ltimo hecho y el Lema 3.3.3 vemos que
(r · p)
∫
X
ϕ ◦ (γ˘)c dµ˜ = (r · p)
∫
X
ϕ ◦ λ˘ dµ˜ .
Por lo tanto, por la Eq. (3.24) tenemos que∫
X
ϕ ◦ (γ˘)c dµ˜ =
∫
X
ϕ ◦ (β˘↓)b dµ˜ =
∫
X
ϕ ◦ δ˘ dµ˜ =
∫
X
ϕ ◦ λ˘ dµ˜ .
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As´ı, por [20] las funciones (γ˘)c, (β˘
↓)b, δ˘, λ˘ son equi-medibles. Por un lado, la Eq. (3.23) junto a la igualdad
anterior, implican que ma´x{β↓j (x), e(x)} = λj(x), para x ∈ Spec(W) ctp. y j ∈ Ir. Por lo tanto, por
construccio´n, δ˘ = λ˘. Por otra parte, por el Corolario 3.2.6 tambie´n tenemos que (β˘↓)b = δ˘. As´ı, (β˘↓)b =
δ˘ = λ˘; en particular, obtenemos que ma´x{β↓j (x), b} = λj(x), para j ∈ Ir y x ∈ Spec(W) ctp.
Notemos que, como (γ˘)c y λ˘ son equi-medibles, entonces |λ˘−1(ma´x{αjp , c})| = |(γ˘)c−1(ma´x{
αj
p , c})|
para j ∈ Ir. As´ı, λ˘ toma los valores ma´x{αj , c} para j ∈ Ir. Como λ˘ y (γ˘)c son inducidas por las funciones
a valores vectoriales
Spec(W) 3 x 7→
(
ma´x{αj
p
, c}
)
j∈Ir
∈ (Rr≥0)↓ y Spec(W) 3 x 7→
(
λj(x)
)
j∈Ir
∈ (Rr≥0)↓
respectivamente, concluimos que(
ma´x{αj
p
, c}
)
j∈Ir
=
(
λj(x)
)
j∈Ir
=
(
ma´x{β↓j (x), b}
)
j∈Ir
, para x ∈ Spec(W) ctp.
A partir de este u´ltimo hecho, elegimos b = c y el resultado se verifica. 
Observacio´n 3.3.7. Consideremos las notaciones y terminolog´ıa del Teorema 3.3.5. Vemos que existe
una fo´rmula sencilla para la constante c. En efecto, notemos que si Fop ∈ Bα(W) es la solucio´n estructural
del problema de optimizacio´n considerado en el Teorema 3.3.5, entonces∑
j∈Ir
λj
(
[SE(Fop)]x
)
= tr
(
[SE(Fop)]x
)
=
∑
j∈In
‖Γfj(x)‖2 para x ∈ Tk ctp.
Por lo tanto, ∑
i∈Ir
ma´x{αj
p
, c} =
∑
j∈In
αj , (3.28)
y esto muestra que c se obtiene por la condicio´n previa de water-filling discreto. En particular, podemos
deducir las siguientes condiciones para la existencia de marcos SG ajustados con normas predeterminadas
dadas por α: 4
Corolario 3.3.8. Consideremos las hipo´tesis y notaciones del Teorema 3.3.5. En el caso de dimensio´n
uniforme, en particular con d(x) = d para x ∈ Spec(W) ctp. Tenemos que
existen marcos ajustados en Bα(W) ⇐⇒ d = r ≤ n y d · α1 ≤
∑
j∈In
αj .
Demostracio´n. Es una consecuencia directa de las Eqs. (3.19) y (3.28). 
3.3.2. Una reduccio´n al modelo finito-dimensional
El Teorema 3.3.5 permite reducir el estudio de la estructura espectral de los mı´nimos de potenciales
convexos en FSIT’s con restricciones de norma a un model finito dimensional. En efecto, consideramos las
Notaciones 3.1.6 y, por una cuestio´n de simplicidad, asumimos que pi > 0 para cada i ∈ I` . Consideramos
α ∈ (Rn>0)↓ y sea F ∈ Bα(W). Para cada i ∈ I` sea Wi ⊂ L2(Rk) el FSIT y cerrado cuyas fibras
coinciden con las fibras de W en Zi = d−1(i) y coinciden con el subespacio nulo en otra parte, y sea
Fi = {fi,j}j∈In ∈ Wni determinada por
Γfi,j(x) = χZi(x) Γfj(x) para x ∈ Tk ctp. y j ∈ In ,
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donde χZ denota la funcio´n caracter´ıstica del conjunto medible Z ⊂ Tk. Fijamos una funcio´n ϕ ∈
Conv(R≥0). Como cada Wi es un FSIT uniforme, satisface las hipo´tesis del Teorema 3.3.5. Entonces
concluimos que para cada i ∈ I` existe Fdisi = {fdisi,j }j∈In ∈ Wni tal que
‖fdisi,j ‖2 = ‖fi,j‖2 para j ∈ In y PWiϕ (E(Fdisi )) ≤ PWiϕ (E(Fi)) para i ∈ I` .
Podemos reconstruir la familia inicial F = {fi}i∈In pegando las familias Fi para i ∈ I` . Ana´logamente,
si pegamos las familias Fdisi obtenemos la familia Fdis (de manera que (Fdis)i = Fdisi ∈ Wni como antes
para i ∈ I`). Notemos que Fdis ∈ Bα(W) ya que
‖fdisi ‖2 =
∑
j∈In
‖fdisi,j ‖2 = ‖fi‖2 = αi para i ∈ In ,
usando el hecho que los subespacios {Wi}i∈I` son mutuamente ortogonales. Adema´s
PWϕ (E(Fdis)) =
∑
i∈I`
PWiϕ (E(Fdisi )) ≤
∑
i∈I`
PWiϕ (E(Fi)) = PWϕ (E(F)) .
Ahora, la estructura espectral fina de Fdisi es de naturaleza dicreta (como se describio´ en el Teorema
3.3.5). Por otra parte, esta estructura fina esta´ explicitamente determinada en te´rminos de la matriz
B = (p−1i ‖fi,j‖2)i∈I`, j∈In ∈ R`×n≥0 que verifica la identidad pT B = α , (3.29)
con p = (pi)i∈I` y α = (αi)i∈In . Notemos que tales matrices constituyen un conjunto convexo y compacto
de Rm×n≥0 . La ventaja de este enfoque es que podemos usar herramientas sencillas como convexidad,
compacidad y continuidad en un contexto de dimensio´n finita, para mostrar la existencia de una estructura
espectral o´ptima en nuestro modelo reducido. Sin embargo, el modelo reducido tiene un caracter bastante
combinatorio (ver la definicio´n de Λopα, p(δ) dada ma´s adelante), por lo tanto lo construimos en etapas.
Notacio´n 3.3.9. Con el fin de simplificar la exposicio´n del pro´ximo resultado, introducimos las siguientes
notaciones que son motivadas por las observaciones anteriores. Sean m, n ∈ N:
1. Inspirados en la Eq.(3.29), para sucesiones finitas α ∈ (Rn>0)↓ y p = (pi)i∈Im ∈ Rm>0 consideramos el
conjunto de particiones ponderadas
Wα, p
def
= {B ∈ Rm×n≥0 : pT B = α} .
Es fa´cil verificar que Wα, p(m) es un conjunto compacto y convexo (con las operaciones vectoriales
entrada a entrada y la topolog´ıa producto).
2. Dado d ∈ N definimos la funcio´n Ld : Rn≥0 → (Rd≥0)↓ dada por
Ld(γ)
def
=
{
(ma´x{γ↓i , cd(γ)})i∈Id si d ≤ n
(γ↓, 0d−n) si d > n
para cada γ ∈ Rn≥0 , (3.30)
donde la constante cd(γ) ∈ R≥0 esta´ determinada un´ıvocamanete por tr (Ld(γ)) = tr (γ), en caso
que d ≤ n.
3. Sea δ = (di)i∈Im ∈ Nm tal que 1 ≤ d1 < . . . < dm. Para cada B ∈Wα, p consideramos
Bδ =
[
Ldi(Ri(B) )
]
i∈Im ∈
∏
i∈Im
(Rdi≥0)
↓ , (3.31)
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donde Ri(B) ∈ Rn≥0 denota la i-e´sima fila de B. Por otra parte, usando las notaciones previas
introducimos el modelo reducido (para el espectro o´ptimo)
Λopα, p(δ)
def
= {Bδ : B ∈Wα, p} ⊂
∏
i∈Im
(Rdi≥0)
↓ .
En general, Λopα, p(δ) no es un conjunto convexo y la estructura de este conjunto parece ma´s bien
compleja. 4
Para la prueba de la siguiente proposicio´n ver [46].
Proposicio´n 3.3.10. Dado d ∈ N sea Ld : Rn≥0 → (Rd≥0)↓ la funcio´n definida en el item 2. de las
Notaciones 3.3.9. Entonces se verifica que:
1. γ ≺ Ld(γ) ,
2. Ld(γ) ≺ β para cada β ∈ Rd≥0 tal que γ ≺ β.

El siguiente resultado describe la existencia y unicidad de la solucio´n a un problema de optimacio´n
convexa para una ϕ ∈ Conv(R≥0) fija, que corresponde a un modelo reducido de la minimizacio´n del
potencial convexo PWϕ en Bα(W) para un FSIT W y una sucesio´n de pesos α ∈ (Rn>0)↓. Este resultado
sera´ necesario para probar el Teorema 3.3.14.
Teorema 3.3.11. Sean m,n ∈ N, α ∈ (Rn>0)↓, p = (pi)i∈Im ∈ Rm>0 y δ = (di)i∈Im ∈ Nm tales que
1 ≤ d1 ≤ . . . ≤ dm. Si ϕ ∈ Conv(R≥0), entonces existe Ψop = [ψopi ]i∈Im ∈ Λopα, p(δ) tal que∑
i∈Im
pi tr (ϕ(ψ
op
i )) ≤
∑
i∈Im
pi tr (ϕ(ψi)) para cada Ψ = [ψi]i∈Im ∈ Λopα, p(δ) .
Ma´s au´n, si ϕ ∈ Convs(R≥0), entonces Ψop es u´nico.
Demostracio´n. Consideremos el conjunto
Λα, p(δ)
def
=
⋃
B∈Wα, p
M(B) ⊆
∏
i∈Im
(Rdi≥0)
↓ ,
donde
M(B)
def
= {[λi]i∈Im ∈
∏
i∈Im
(Rdi≥0)
↓ : Ri(B) ≺ λi , i ∈ Im} .
Notemos que por construccio´n Λopα, p(δ) ⊂ Λα, p(δ).
Veamos que Λα, p(δ) es un conjunto convexo: en efecto, sean [λi]i∈Im ∈ M(B1) y [µi]i∈Im ∈ M(B2)
para B1, B2 ∈ Wα, p(m) y t ∈ [0, 1]. Tomamos la matrix B = tB1 + (1 − t)B2 ∈ Wα, p (ya que Wα, p es
un conjunto convexo). Entonces
[ γi ]i∈Im = [ t λi + (1− t)µi ]i∈Im ∈M(B) ⊆ Λα, p(δ) :
por un lado, γi ∈ (Rdi≥0)↓ para i ∈ Im y por otro lado, por el Teorema 1.4.8 tenemos que, para cada i ∈ Im
Ri(B) = tRi(B1) + (1− t)Ri(B2) ≺ tRi(B1)↓ + (1− t)Ri(B2)↓ ∈ (R≥0)↓ .
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Por las hipo´tesis (y la definicio´n de mayorizacio´n) se deduce que
Ri(B1)
↓ ≺ λi y Ri(B2)↓ ≺ µi =⇒ Ri(B) ≺ t λi + (1− t)µi = γi
para cada i ∈ Im . Esto prueba que Λα, p(δ) es un conjunto convexo. Ma´s au´n, por la compacidad de Wα, p
y por las condiciones que definen a M(B) para B ∈Wα, p , se sigue que Λα, p(δ) es un conjunto compacto.
Sea
ϕp : Λα, p(δ)→ R≥0 dado por ϕp(Ψ) def=
∑
i∈Im
pi tr (ϕ(ψi)) ,
para Ψ = [ψi]i∈Im ∈ Λα, p(δ) . Es fa´cil ver que ϕp es convexa, y es estrictamente convexa siempre que
ϕ ∈ Convs(R≥0). Usando este u´ltimo hecho se deduce que existe Ψ0 ∈ Λα, p(δ) tal que
ϕp(Ψ0) ≤ ϕp(Ψ) para cada Ψ ∈ Λα, p(δ) ,
y tal que Ψ0 es u´nico siempre que ϕ ∈ Convs(R≥0). Notemos que por construccio´n existe alguna B ∈Wα, p
tal que Ψ0 = [ψ
0
i ]i∈Im ∈M(B). Entonces, por el item 2 de las Notaciones 3.3.9,
Ri(B) ≺ ψ0i =⇒ Ldi(Ri(B)) ≺ ψ0i =⇒ tr (ϕ(Ldi(Ri(B)))) ≤ tr
(
ϕ(ψ0i )
)
para i ∈ Im .
Por lo tanto, la sucesio´n Bδ definida en la Eq. (3.31) usando la matriz B satisface que ϕp(Bδ) ≤ ϕp(Ψ0).
As´ı definimos Ψop
def
= Bδ ∈ Λopα, p(δ) ⊂ Λα, p(δ), que tiene las propiedades deseadas. Finalmente, las
observaciones previas muestran que Ψ0 = Ψ
op ∈ Λopα, p(δ) siempre que ϕ ∈ Convs(R≥0).
Corolario 3.3.12. Considerando las notaciones y terminolog´ıa del Teorema 3.3.11. Asumimos que n ≥ dm
y que ϕ ∈ Convs(R≥0) es diferenciable en R≥0. Entonces
Ψop ∈
∏
i∈Im
(Rdi>0)
↓ .
Demostracio´n. Sea Ψop = [ψopi ]i∈Im donde cada vector ψ
op
i ∈ (Rdi≥0)↓ , y asumimos que existe i0 ∈ Im
tal que ψopi0 = (ψ
op
i0,j
)j∈Idi0 satisface que ψ
op
i0,k
= 0 para algu´n 1 ≤ k ≤ di0 . Sea 1 ≤ k0 ≤ di0 el ma´s
pequen˜o de dichos ı´ndices y B ∈Wα, p tal que Bδ = Ψop. Recordemos de la Eq. (3.30) que, si denotamos
ci = cdi(Ri(B)) para cada i ∈ Im , entonces
ψopi0,j = Ldi0 (Ri0(B))j = ma´x{Ri0(B)
↓
j , ci0} para j ∈ Idi0 ,
ya que n ≥ di0 por hipo´tesis. Por lo tanto, en este caso ci0 = 0 y Ri0(B)↓k0 = 0. Sea j0 ∈ In tal que
0 = Ri0(B)
↓
k0
= Bi0 , j0 . Por construccio´n
∑
i∈Im pi Bi , j0 = αj0 > 0, por lo tanto existe i1 ∈ Im tal que
Bi1, j0 > 0. Sea {ej}i∈In la base cano´nica de Rn. Para cada t ∈ I = [0, βi1, j0 pi1pi0 ] se considera la matriz
B(t) definida por sus filas de la siguiente manera:
• Ri0(B(t)) = Ri0(B) + t ej0
• Ri1(B(t)) = Ri1(B)− pi0 tpi1 ej0
• Ri(B(t)) = Ri(B) para i ∈ Im \ {i0, i1}.
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Es fa´cil verificar que B(t) ∈Wα, p para t ∈ I y que B(0) = B. Consideramos Ψ(t) = [ψi(t)]i∈Im = B(t)δ ∈
Λopα, p(δ) para t ∈ I y notar que Ψ(0) = Ψop. Ahora consideramos dos casos:
Case 1: Bi1, j0 > ci1 (recordar que ψ
op
i1 , j
= Ldi1 (Ri1(B))j = ma´x{Ri1(B)
↓
j , ci1}). As´ı Bi1, j0 = Ri1(B)↓k
para algu´n 1 ≤ k ≤ di1 y consideramos 1 ≤ k1 ≤ di1 el ma´s grande de tales ı´ndices k. En este caso existe
ε > 0 tal que
ψi0(t) = ψ
op
i0
+ t ek0 and ψi1(t) = ψ
op
i1
− pi0
pi1
t ek1 para t ∈ [0, ] .
Por lo tanto, para t ∈ [0, ] tenemos que
f(t) = ϕp(Ψ(t))− ϕp(Ψop) = pi0 (ϕ(t)− ϕ(0)) + pi1 (ϕ(Bi1, j0 −
pi0
pi1
t)− ϕ(Bi1, j0)) .
As´ı f(0) = 0 y por hipo´tesis f(t) ≥ 0 para t ∈ [0, ]. Por otra parte,
f ′(0) = pi0 (ϕ
′(0)− ϕ′(Bi1, j0)) < 0
ya que por hipo´tesis ϕ′ es estrictamente creciente y Bi1, j0 > 0. Esta condicio´n contradice el hecho previo
sobre f . Por lo tanto los vectores de Ψop tienen entradas no nulas.
Case 2: Bi1, j0 ≤ ci1 . Por lo tanto, en este caso 0 < ci1 y existe 0 ≤ r ≤ di1 − 1 tal que
ψopi1 = (Ri1(B)
↓
1 , . . . , Ri1(B)
↓
r , ci1 , . . . , ci1)
por lo que existe ε > 0 tal que para t ∈ [0, ε] tenemos que
ψi1(t) = (Ri1(B)
↓
1 , . . . , Ri1(B)
↓
r , ci1 , . . . , ci1)−
pi0 t
(d− r) pi1
d1∑
j=r+1
ej .
As´ı, para t ∈ [0, ] tenemos que
f(t) = ϕp(Ψ(t))− ϕp(Ψop) = pi0 (ϕ(t)− ϕ(0)) + pi1 (d− r) (ϕ(ci1 −
pi0 t
(d− r) pi1
)− ϕ(ci1)) .
Como antes, f(0) = 0 y f(t) ≥ 0 para t ∈ [0, ]; un ca´lculo sencillo muestra que en este caso tambie´n
tenemos que f ′(0) < 0, que contradice el resultado previo. As´ı, los vectores en Ψop tienen entradas no
nulas. 
3.3.3. El caso general: existencia y estructura de los mı´nimos de PWϕ en Bα(W)
Sea W un FSIT arbitrario de L2(Rk) y sea α = (αi)i∈In ∈ (Rn>0)↓. Recordemos que
Bα(W) = {F = {fi}i∈In ∈ Wn : E(F) es una sucesio´n de Bessel , ‖fi‖2 = αi , i ∈ In} .
Dada ϕ ∈ Conv(R≥0), en lo que sigue mostraremos la existencia de sucesiones finitas Fop ∈ Bα(W) tales
que
PWϕ (E(Fop)) = mı´n{PWϕ (E(F)) : F ∈ Bα(W)} .
Ma´s au´n, si ϕ ∈ Convs(R≥0), entonces describimos la estructura espectral fina del operador de marco de
E(Fop).
Con el fin de enunciar y probar el resultado principal de esta seccio´n (Teorema 3.3.14) consideramos
las siguientes notaciones:
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Notacio´n 3.3.13. Con las Notaciones 3.1.6, sea α = (αi)i∈In ∈ (Rn>0)↓. Entonces, consideramos:
1. IW
def
= {i ∈ I` : pi > 0} y m = mW def= #(IW);
2. δW
def
= (d˜1, . . . , d˜m) ∈ (Nm)↓ obtenidos re-nombrando a (di)i∈IW , tales que d˜1 < . . . < d˜m ;
3. Z˜1, . . . , Z˜m ⊂ Tk tal que Z˜i = d−1(d˜i) para i ∈ Im ; por lo tanto Spec(W) =
⋃
i∈Im Z˜i ;
4. pW
def
= (p˜1, . . . , p˜m) ∈ Rm>0 tal que p˜i = |Z˜i|, para i ∈ Im ;
5. Para ϕ ∈ Conv(R≥0) tenemos [ψopi ]i∈Im = Ψop (= Ψop(α, W, ϕ)) ∈ Λopα, pW (δW) como en el Teorema
3.3.11, i.e. tal que∑
i∈Im
p˜i tr (ϕ(ψ
op
i )) ≤
∑
i∈Im
p˜i tr (ϕ(ψi)) para cada Ψ = [ψi]i∈Im ∈ Λopα, pW (δW) .
En este caso escribimos ψopi = (ψ
op
i,j)j∈Id˜i ∈ (R
d˜i
≥0)
↓, para i ∈ Im . 4
Teorema 3.3.14. Sea α = (αi)i∈In ∈ (Rn>0)↓ y consideremos las Notaciones 3.1.6 y 3.3.13, para una
ϕ ∈ Conv(R≥0) fija. Entonces, existe Fop ∈ Bα(W) tal que:
1. λj
(
[SE(Fop)]x
)
= ψopi, j para x ∈ Z˜i , j ∈ Id˜i y i ∈ Im ;
2. Para cada F ∈ Bα(W) tenemos que∑
i∈Im
p˜i tr (ϕ(ψ
op
i )) = P
W
ϕ (E(Fop)) ≤ PWϕ (E(F)) .
Si asumimos que ϕ ∈ Convs(R≥0) y si F ∈ Bα(W) es tal que PWϕ (E(F)) = PWϕ (E(Fop)) entonces
SE(F) tiene la misma estructura espectral fina que SE(Fop). Si asumimos adema´s que ϕ ∈ Convs(R≥0) es
diferenciable en R≥0 y que n ≥ d˜j para j ∈ Im entonces E(F) es un marco para W.
Demostracio´n. Sea F = {fi}i∈In ∈ Bα(W). Para i ∈ Im y j ∈ In consideramos
Bi,j
def
=
1
p˜i
∫
Z˜i
‖Γfj(x)‖2 dx =⇒ pTW B =
∑
i∈Im
p˜iBi,j =
∫
Spec(W)
‖Γfj(x)‖2 dx = ‖fj‖2 = αj ,
para cada j ∈ In . Usando las Notaciones 3.3.9 tenemos que B ∈Wα, pW .
Ahora, para un i ∈ Im fijo, consideramos los pesos βi = p˜iRi(B)↓ ∈ Rn≥0 . Por razones de simplicidad
asumimos, sin pe´rdida de generalidad, que βi = p˜iRi(B). Para i ∈ Im , sea Wi un FSIT cuyas fibras
coinciden con las deW en Z˜i y son el subespacio nulo en otra parte. As´ı, Spec(Wi) = Z˜i y dimJWi(x) = d˜i
para x ∈ Spec(Wi). Para i ∈ Im , sea Fi = {fi,j}j∈In donde Γfi,j(x) = Γfj(x) para x ∈ Z˜i y Γfi,j(x) = 0
en otra parte; entonces Fi ∈ Bβi(Wi) y
[SE(Fi)]x = SΓFi(x) = [SE(F)]x para x ∈ Z˜i = Spec(Wi) , i ∈ Im .
Si consideramos la minimizacio´n de PWiϕ en Bβi(Wi) entonces, el Teorema 3.3.5 y la Observacio´n 3.3.7
implican que existe ci ≥ 0 tal que
p˜i
∑
j∈Id˜i
ϕ(ma´x{Bi,j , ci}) ≤ PWiϕ (E(Fi)) y
∑
j∈Id˜i
ma´x{Bi,j , ci} =
∑
i∈In
Bi,j . (3.32)
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Usando las Notaciones 3.3.9 y la Eq. (3.26), tenemos que para i ∈ Im
Ld˜i(Ri(B)) = (ma´x{Bi,j , ci})j∈Id˜i =⇒ BδW = [(ma´x{Bi,j , ci})j∈Id˜i ]i∈Im ∈ Λ
op
α, pW (δW) .
Notemos que W = ⊕i∈ImWi (suma ortogonal) y por lo tanto∑
i∈Im
p˜i
∑
j∈Id˜i
ϕ(ma´x{Bi,j , ci}) ≤
∑
i∈Im
PWiϕ (E(Fi)) = PWϕ (E(F)) .
Sea [ψopi ]i∈Im = Ψ
op (= Ψop(α, W)) ∈ Λopα, pW (δW) como en las Notaciones 3.3.13. Entonces∑
i∈Im
p˜i tr (ϕ(ψ
op
i )) ≤
∑
i∈Im
p˜i
∑
j∈Id˜i
ϕ(ma´x{Bi,j , ci}) ≤ PWϕ (E(F)) . (3.33)
Recordemos que por construccio´n, existe Bop = (γi,j)(i , j)∈Im×In ∈ Wα, pW tal que BopδW = Ψop. En este
caso,
ψopi = Ld˜i( (γi,j)j∈In) =⇒ (γi,j)j∈In ≺ ψ
op
i para i ∈ Im .
Sea γ : Spec(W) → Rn dada por γ(x) = Ri(Bop) = (γi,j)j∈In si x ∈ Z˜i, para i ∈ Im ; ana´logamente, sea
λ : Spec(W) → ∐i∈Im Rd˜i , λ(x) = ψopi si x ∈ Z˜i, para i ∈ Im . Entonces, por las observaciones previas
tenemos que γ(x) ≺ λ(x) para x ∈ Spec(W). As´ı, por el Teorema 2.3.2 existe Fop = {fopj }j∈In tal que
‖Γfopj (x)‖2 = γi,j y λj
(
[SE(Fop)]x
)
= ψopi , j si x ∈ Z˜i para i ∈ Im .
Ya que Bop ∈Wα, pW entonces
‖fopj ‖2 =
∫
Spec(W)
‖Γfopj (x)‖2 dx =
∑
i∈Im
p˜i γi,j = αj para j ∈ In =⇒ Fop ∈ Bα(W)
y
PWϕ (E(Fop)) =
∫
Spec(W)
tr (ϕ(λ(x))) dx =
∑
i∈Im
p˜i tr (ϕ(ψ
op
i ))
(3.33)
=⇒ PWϕ (E(Fop)) ≤ PWϕ (E(F)) . (3.34)
Como F ∈ Bα(W) era arbitrario, los hechos previos muestran que Fop satisface los items 1. y 2. del
enunciado.
Asumimos adema´s, que ϕ ∈ Convs(R≥0) y F ∈ Bα(W) es tal que PWϕ (E(F)) = PWϕ (E(Fop)).
Entonces, por las Eqs. (3.32), (3.33) y (3.34) vemos que
p˜i
∑
j∈Id˜i
ϕ(ma´x{Bi,j , ci}) = PWiϕ (E(Fi)) para i ∈ Im .
Por lo tanto, por el caso de igualdad en el Teorema 3.3.6 y la unicidad de Ψop del Teorema 3.3.11
concluimos que
λj
(
[SE(F)]x
)
= λj
(
[SE(Fi)]x
)
= ψopi, j para x ∈ Z˜i , j ∈ Id˜i , i ∈ Im .
Finalmente, en el caso que ϕ ∈ Convs(R≥0) es diferenciable en R≥0 y n ≥ d˜m entonces, por la
Proposicio´n 3.3.12, vemos que SE(F) es acotado por arriba enW (pues, los vectores en Ψop tienen entradas
no nulas) y por lo tanto E(F) es un marco para W. 
Finalizamos el cap´ıtulo con la siguiente observacio´n. Con las notaciones del Teorema 3.3.14, notemos
que la familia o´ptima Fop ∈ Bα(W) depende de una funcio´n convexa ϕ ∈ Conv(R≥0), que fue fijada con
anterioridad. Es decir, a diferencia del caso uniforme, no hemos podido mostrar que existe Funiv ∈ Bα(W)
tal que Funiv es un mı´nimo de PWϕ en Bα(W) para cada ϕ ∈ Conv(R≥0). Es natural preguntarse si existe
una solunio´n universal de este tipo Funiv ∈ Bα(W). Conjeturamos que este es siempre el caso.
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Cap´ıtulo 4
Estructura espectral de duales oblicuos
En este cap´ıtulo obtenemos una parametrizacio´n conveniente del conjunto de los duales oblicuos de
un marco dado y usamos esto para calcular los posibles autovalores de los operadores de marcos de los
duales oblicuos. Esto se puede ver en la Proposicio´n 4.1.4 para el caso de duales oblicuos en dimensio´n
finita y en la Proposicio´n 4.2.3 para el caso de duales oblicuos SG en FSIT’s. A partir de estos resultados
calculamos la estructura espectral fina de los duales oblicuos en te´rminos de relaciones de entrelace (ver
Teorema 4.1.6 y Teorema 4.2.4). Con todos estos resultados, en el Cap´ıtulo 5 mostramos que dentro de
la clase de duales que satisfacen ciertas restricciones de normas, existe una subfamilia cuyos miembros
minimizan cada potencial convexo. Estos duales o´ptimos esta´n lo ma´s cercanos a ser marcos ajustados
entre todos los duales oblicuos con restricciones de normas.
El cap´ıtulo consta de dos secciones, en la primera describimos la estructura espectral de los duales oblicuos
o´ptimos en dimensio´n finita y en la segunda seccio´n la estructura espectral fina de los duales oblicuos SG
en FSIT’s.
4.1. Estructura espectral de duales oblicuos o´ptimos en dimensio´n fi-
nita
Sean V y W subespacios cerrados de un espacio de Hilbert H tales que W⊥ ⊕ V = H. Bajo estos
supuestos tiene sentido hablar de dualidad oblicua (ver Seccio´n 1.3 para los preliminares de dualidad
oblicua en dimensio´n finita). Consideremos F = {fi}i∈I ∈ W una sucesio´n que es marco para W y
recordemos que el conjunto de los V-duales oblicuos de F , esta´ dado por
DV(F) = {G = {gi}i∈I es un V-dual de F} .
En lo que sigue vamos a considerar una parametrizacio´n de DV(F) en te´rminos de DW(F) = D(F),
i.e. el conjunto de los marcos duales cla´sicos para F en W.
Proposicio´n 4.1.1 ([24]). Sean V yW subespacios cerrados de H tales queW⊥⊕V = H. Sea F = {fi}i∈I
un marco para W. La funcio´n
D(F) 3 {gi}i∈I 7→ {PV//W⊥ gi}i∈I ∈ DV(F)
es una biyeccio´n (lineal) entre D(F) y DV(F) que manda a F# en F#V .
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Demostracio´n. Consideremos G = {gi}i∈I ∈ D(F) y G′ = {PV//W⊥ gi}i∈I , entonces TG′ = PV//W⊥ TG y
por lo tanto
TG′ T ∗F = PV//W⊥ TG T
∗
F = PV//W⊥ PW = PV//W⊥ .
As´ı, G′ ∈ DV(F) y la funcio´n esta´ bien definida. Para verificar que la funcio´n es inyectiva, sean G = {gi}i∈I
y K = {ki}i∈I ∈ D(F) tales que PV//W⊥gi = PV//W⊥ki para i ∈ I. Entonces,
PV//W⊥TG = PV//W⊥TK =⇒ PV//W⊥(TG − TK) = 0 =⇒ R(TG − TK) ⊆ W⊥ .
Pero adema´s R(TG − TK) ⊆ W, entonces R(TG − TK) = {0} y TG = TK .
Finalmente, para probar la suryectividad de la funcio´n, recordemos que W⊥⊕V = H, por lo tanto, la
funcio´n PV//W⊥ |W :W → V es un isomorfismo lineal y acotado. As´ı, dado K = {ki}i∈I ∈ DV(F) existe una
u´nica sucesio´n de Bessel G = {gi}i∈I en W tal que PV//W⊥gi = ki para i ∈ I. Entonces, PV//W⊥TG = TK
y por lo tanto
PV//W⊥ = TK T
∗
F = PV//W⊥TG T
∗
F =⇒ PV//W⊥(TG T ∗F − PW) = 0 .
Ya que R(TG T ∗F − PW) ⊆ W la ecuacio´n previa implica que TG T ∗F − PW = 0. Entonces G ∈ D(F) es tal
que {PV//W⊥ gi}i∈I = K. 
El resultado previo permite obtener otras representaciones de los V-duales de F a partir de la teor´ıa
cla´sica de los marcos duales para F en W. El siguiente resultado es un ejemplo de este feno´meno.
Corolario 4.1.2. Sean V y W subespacios cerrados de H tales que W⊥ ⊕ V = H. Sea F = {fi}i∈I
un marco para W con marco V-dual cano´nico F#V = {f#V, i}i∈I definido en la Eq. (1.10). Dado cualquier
G ∈ V I, entonces G ∈ DV(F) ⇐⇒ existe una sucesio´n de Bessel Z = {zi}i∈I ∈ V I tal que
TZ T ∗F f =
∑
i∈I
〈f, fi〉 zi = 0 para cada f ∈ H y G = {f#V, i + zi}i∈I .
Demostracio´n. Sea K = {ki}i∈I ∈ D(F) tal que G = {PV//W⊥ ki}i∈I como en la Proposicio´n 4.1.1. Ya que
K ∈ D(F), es bien conocido que existe una sucesio´n de Bessel X = {xi}i∈I enW tal que K = {f#i +xi}i∈I
y tal que TX T ∗F = 0, donde TX denota el operador de s´ıntesis de X (ver por ejemplo [21]). Por lo tanto,
G = {PV//W⊥(f#i + xi)}i∈I lo que muestra que TG = TF#V + PV//W⊥TX con (PV//W⊥TX )T
∗
F = 0 y el
resultado se verifica para Z = {PV//W⊥xi}i∈I ∈ V. El rec´ıproco es directo. 
A partir de ahora, limitaremos nuestra atencio´n a sucesiones finitas de vectores en H; en consecuencia,
vamos a considerar descomposiciones W⊥⊕V = H, donde V y W son subespacios de dimensio´n finita del
espacio de Hilbert H.
En lo que sigue, nos ocuparemos de las propiedades espectrales de los operadores de marco de los
V-duales de F . As´ı, introducimos algunas notaciones y nociones convenientes:
Definicio´n 4.1.3. Sean V y W subespacios de dimensio´n finita de un espacio de Hilbert H tales que
W⊥ ⊕ V = H. Sea F = {fi}i∈In un marco para W. Consideramos
SDV(F) def= {SG = TG T ∗G : G ∈ DV(F)} ⊂ L(H)+ ,
el conjunto de todos los operadores de marco de los marcos V-duales de F . 4
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Proposicio´n 4.1.4. Sean V y W subespacios de dimensio´n finita de un espacio de Hilbert H tales que
W⊥ ⊕ V = H y sea dimV = dimW = d. Sea F = {fi}i∈In un marco para W. Entonces,
SDV(F) =
{
SF#V
+B : B ∈ L(H)+ , R(B) ⊆ V y rkB ≤ n− d
}
.
Demostracio´n. Dado G ∈ DV(F), el Corolario 4.1.2 muestra que existe una sucesio´n de Bessel Z = {zi}i∈In
en V tal que TG = TF#V +TZ y TZ T
∗
F = 0. Notar que TF#V
= PV//W⊥ TF# = PV//W⊥ S
†
F TF lo cual implica
que TZ T ∗F#V
= 0. Por lo tanto,
SG = TG T ∗G = (TF#V
+ TZ)(TF#V
+ TZ)∗ = SF#V
+ SZ ,
donde SZ ∈ L(H)+ es el operador de marco de Z, cuyo rango es finito. Como TZT ∗F = 0 entonces
dim kerTZ ≥ d. Por lo tanto, R(SZ) = R(TZ) de modo que R(SZ) ⊂ V y rkSZ = rkTZ ≤ n− d.
Rec´ıprocamente, sea B ∈ L(H)+ tal que R(B) ⊆ V y rk(B) ≤ n− d. Entonces, existe Z ∈ L(Cn , V),
tal que Z T ∗F = 0 y B = ZZ
∗: en efecto, como dim(R(T ∗F )
⊥) = n − d existe una isometr´ıa parcial W ∈
L(Cn , V) con espacio inicial kerW⊥ ⊂ R(T ∗F )⊥ y espacio final R(B) = R(B1/2) de modo que Z = B1/2W
tiene las propiedades deseadas. Si {ei}i∈In denota la base cano´nica de Cn y G = {(TF#V +Z)ei}i∈In entoncesG es una sucesio´n finita en V tal que TG = TF#V + Z de manera que
TG T ∗F = TF#V
T ∗F = PV//W⊥ .
Por lo tanto G ∈ DV(F) y SG = SF#V + ZZ
∗ = SF#V
+B, puesto que ZT ∗F#V
= 0. 
Observacio´n 4.1.5. Sea A0 ∈Md(C)+ y consideremos un entero m < d. Definimos
U(A0 , m)
def
= {A0 + C : C ∈Md(C)+ , rkC ≤ d−m } . (4.1)
La estructura espectral del conjunto U(A0 , m) ha sido descripta en [48]. Recordemos que: dado µ ∈ (Rd)↓
existe A = A0 + C ∈ U(A0 , m) tal que λ(A) = µ (i.e. los autovalores de A, contando multiplicidades y
ordenados en forma no-creciente, coinciden con las entradas de µ) si y so´lo si
1. µi ≥ λi(A0) para i ∈ Id , si m ≤ 0;
2. µi ≥ λi(A0) para i ∈ Id y µd−m+i ≤ λi(A0) para i ∈ Im , si m ≥ 1. 4
Recordemos de la Eq. (1.1) que M ⊆ N puede ser M = Ip o M = N de modo que dimH = |M|. En
adelante, `1+(M)↓ denota el espacio de las sucesiones λ = (λi)i∈M con λi ≥ λj ≥ 0 para i, j ∈ M tal que
i ≤ j y tr (λ) def= ∑i∈M λi <∞.
Sea F = {fi}i∈In ∈ Hn una sucesio´n finita con operador de marco SF ∈ L(H)+. As´ı, SF es un operador
semidefinido positivo y de rango finito, con rango W = Span{fi : i ∈ In} ⊂ H. Sea d = dimW, y sea
(SF )W ∈ L(W)+ la compresio´n de SF a W. As´ı, definimos
λ(SF ) = ((λi((SF )W))i∈Id , 0|M|−d) ∈ `1+(M)↓ ,
donde (λi((SF )W))i∈Id ∈ Rd>0 denota el vector de autovalores de la compresio´n (SF )W ∈ L(W)+, contando
multiplicidades y ordenados en forma no-creciente. Es fa´cil verificar que λ(SF ) ∈ `1+(M)↓ coincide con el
vector de valores singulares (o s-nu´meros) del operador compacto SF ∈ L(H)+ (ver [58]).
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Teorema 4.1.6 (Estructura espectral de los V-duales). Sean V y W subespacios de dimensio´n finita de
un espacio de Hilbert H tal que W⊥⊕V = H y sea dimV = dimW = d. Sea F = {fi}i∈In un marco para
W. Denotamos λ(SF#V ) = λ
#
V = (λ
#
V, j)j∈M y consideramos m = 2d− n. Dado µ = (µi)i∈M ∈ `1+(M)↓, las
siguientes condiciones son equivalentes:
1. Existe G ∈ DV(F) tal que λ(SG) = µ;
2. µi = 0 para i ≥ d+ 1 y:
a. si m ≤ 0, entonces µi>λ#V, i para i ∈ Id ;
b. si m ≥ 1, entonces µi>λ#V, i para i ∈ Id y µd−m+i ≤ λ#V, i para i ∈ Im.
Demostracio´n. Fijamos {vi}i∈Id BON de V. Sea A0 ∈ Md(C)+ dada por A0 = (〈SF#V vj , vi〉)i, j∈Id y sea
m = 2d − n (de modo que d −m = n − d). Entonces λ(SF#V ) = (λ(A0) , 0|M|−d) ∈ (`
1
+(M))↓. Usando la
Proposicio´n 4.1.4, a cada SG = SF#V
+ B ∈ SDV(F) podemos asociar el elemento A0 + C ∈ U(A0 , m)
donde C = ( 〈Bvj , vi〉 )i, j∈Id ∈Md(C)+ de forma que
λ(SG) = (λ(A0 + C) , 0|M|−d) ∈ `1+(M)↓ .
Rec´ıprocamente, si A0 +C ∈ U(A0 , m), entonces existe G ∈ DV(F) tal que la matriz correspondiente
a SG , como antes, es A0 + C. Luego, las observaciones previas muestran que
{λ(SG) : G ∈ DV(F)} = {(λ(A) , 0|M|−d) : A ∈ U(A0 , m)} . (4.2)
La prueba se sigue ahora de la Eq. (4.2) y de la Observacio´n 4.1.5. 
Observacio´n 4.1.7. Usando el Teorema 4.1.6, si V =W (i.e. dualidad cla´sica) recuperamos la estructura
de los duales cla´sicos del marco F para el espacio de Hilbert W como se describe en [48]. 4
Corolario 4.1.8. Existe G ∈ DV(F) Parseval en V si y so´lo si:
(a) 1 ≥ λ#V, i para i ∈ Id , si m = 2d− n ≤ 0;
(b) 1 ≥ λ#V, i para i ∈ Id y 1 = λ#V, i para i ∈ Im, si d− 1 ≥ m = 2d− n ≥ 1.
Demostracio´n. Sea G un marco para V. Notemos que G es Parseval en V, i.e. SG = PV , si y so´lo si
λi(SG) = 1 para cada i ∈ Id . As´ı, el resultado ahora se sigue del Teorema 4.1.6. 
Observacio´n 4.1.9. Con las notaciones y terminolog´ıa del Teorema 4.1.6, notemos que el Corolario 4.1.8
puede escribirse como sigue: existe G ∈ DV(F) Parseval en V si y so´lo si
SF#V
≤ PV y dimR(PV − SF#V ) ≤ d−m = n− d = dim kerTF .
Esta u´ltima formulacio´n de la existencia de marcos V-duales Parseval se asemeja formalmente a [33,
Proposicio´n 2.4] en el caso de dualidad cla´sica. 4
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4.2. Estructura espectral fina de duales oblicuos SG en FSIT’s
Sean V y W FSIT’s de L2(Rk) tales que W⊥ ⊕ V = L2(Rk). Sea F = {fi}i∈In tal que E(F) es un
marco para W y recordemos que el conjunto de los V−duales SG de E(F) esta´ dado por
DSGV (F) = DSGV (E(F)) = {E(G) : E(G) es V − dual SG de E(F) } .
Sea E(G) ∈ DSGV (F) y sea SE(G) el operador de marco de E(G). Recordemos que en este caso SE(G) es
un operador shift preserving (SP) tal que [SE(G)]x = SΓG(x) para x ∈ Tk ctp, y la estructura espectral
fina de E(G) es la funcio´n Tk 3 x 7→
(
λj([SE(G)]x)
)
j∈N
; donde
(
λj([SE(G)]x)
)
j∈N
denota la sucesio´n de
autovalores del operador positivo de rango finito [SE(G)]x, contando multiplicidades y ordenados en forma
no-creciente, para x ∈ Tk ctp.
En el siguiente resultado consideramos la funcio´n medible d : Tk → {0, . . . , n} dada por
d(x) = dim JW(x) = dim JV(x) para x ∈ Tk ctp.
Lema 4.2.1. Sea G = {gi}i∈In ∈ Vn tal que E(G) es un marco para V. Sea B ∈ L(L2(Rk))+ un operador
SP tal que R(B) ⊆ V. Las siguientes afirmaciones son equivalentes:
1. Existe Z = {zi}i∈In ∈ Vn tal que B = SE(Z) y TE(G) T ∗E(Z) = 0 para x ∈ Tk ctp.
2. rk([B]x) ≤ n− d(x) para x ∈ Tk ctp.
Demostracio´n. En primer lugar considerando una particio´n finita conveniente de Tk en conjuntos medibles
asumimos, sin pe´rdida de generlidad, que d(x) = d ∈ N para x ∈ Tk ctp. Por el Lema 2.1.7 existen
campos medibles de vectores vj : Tk → `2(Zk) para j ∈ In tal que si (λj(SΓG(·)))j∈N = (λj(·))j∈N denota
la estructura espectral fina de E(G) entonces
[SE(G)]x =
∑
j∈Id
λj(x) vj(x)⊗ vj(x) , para x ∈ Tk ctp . (4.3)
Luego, en este caso {vj(x)}j∈Id es una BON de JV(x) para x ∈ Tk, ctp. Con las consideraciones anteriores,
comenzamos la prueba del lema.
2 =⇒ 1. Asumimos que B ∈ L(L2(Rk))+ es un operador SP tal que R(B) ⊆ V y tal que rk([B]x) ≤ n−d
para x ∈ Tk ctp. Veamos que existe Z = {zi}i∈In ∈ Vn tal que B = SE(Z) y TE(G) T ∗E(Z) = 0. En efecto,
como [B]x ∈ L(`2(Zk))+ es tal que R([B]x) ⊆ JV(x) para x ∈ Tk ctp., consideramos el campo medible de
matrices representacio´n
[
[B]x
] ∈Md(C)+ de [B]x respecto a {vj(x)}j∈Id BON de Cd. Entonces usando los
campos medibles de vectores {vj(x)}j∈Id como en la prueba del Lema 2.1.7 obtenemos campos medibles
wj : Tk → `2(Zk) para j ∈ Id, tales que {wj(x)}j∈Id es una BON de JV(x) y [B]xwj(x) = λj([B]x)wj(x)
para j ∈ Id y x ∈ Tk, ctp. En particular, vemos que
([B]x)
1/2 =
mı´n{d,n−d}∑
j=1
λj([B]x)
1/2wj(x)⊗ wj(x) , para x ∈ Tk ctp.
Sea V : Tk → L(Cn, `2(Zk)) el campo medible de isometr´ıas parciales dado por
V (x)uj(x) =
{
wj−d si d+ 1 ≤ j ≤ d+ mı´n{d, n− d} ,
0 cc.
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Como V (x)V ∗(x) es la proyeccio´n ortogonal sobre span{wj(x) : j ∈ Imı´n{d,n−d}} y R(V ∗(x) ) ⊆
kerV (x)⊥ ⊆ span{uj(x) : d+ 1 ≤ j ≤ n} =⇒ TΓG(x)V ∗(x) = 0 para x ∈ Tk, ctp.
Para i ∈ In consideramos zi ∈ V determinado un´ıvocamente por Γzi(x) = ([B]x)1/2 V (x)ei para
x ∈ Tk, ctp., donde {ei}i∈In denota la BON cano´nica de Cn. Si tomamos Z = {zi}i∈In entonces TΓZ(x) =
([B]x)
1/2 V (x) para x ∈ Tk ctp. As´ı, usando la Eq. (1.16), vemos que
[TE(G) T ∗E(Z)]x = TΓG(x)T
∗
ΓZ(x) = TΓG(x)V
∗(x)([B]x)1/2 = 0 , para x ∈ Tk ctp.
Por otra parte, notemos que
[SE(Z)]x = SΓZ(x) = ([B]x)1/2 V (x)V ∗(x) ([B]x)1/2 = [B]x , para x ∈ Tk ctp.
1 =⇒ 2. Asumimos que existe Z = {zi}i∈In ∈ Vn tal que B = SE(Z) y TE(G) T ∗E(Z) = 0. Entonces, por la
Eq. (1.16), tenemos que 0 = TΓG(x) T ∗ΓZ(x) y por lo tanto rk(T
∗
ΓZ(x)) ≤ n− rk(TΓG(x)) = n− d para x ∈ Tk
ctp. Finalmente,
rk
(
[SE(Z)]x
)
= rk(SΓZ(x)) = rk(TΓZ(x)) = rk(T ∗ΓZ(x)) ≤ n− d para x ∈ Tk ctp. 
Definicio´n 4.2.2. Sea V ⊆ L2(Rk) un FSIT. Sea G = {gi}i∈In tal que E(G) es un marco para V con
operador de marco SE(G). Recordemos que d(x) = dim JV(x) para x ∈ Tk. Entonces, consideramos
UV(E(F)) =
{
SE(G) +B : B ∈ L(L2(Rk))+ es SP, R(B) ⊂ V, rk([B]x) ≤ n− d(x), x ∈ Tkctp.
}
(4.4)
4
Recordemos el modelo aditivo para operadores SP cuyos rangos viven en FSIT’s, introducido en el
Cap´ıtulo 2 (ver Definicio´n 2.3.7):
UVm(S0) =
{
S0 +B : B ∈ L(L2(Rk))+ es SP, R(B) ⊂ V, rk([B]x) ≤ d(x)−m(x) para x ∈ Tk ctp.
}
,
notemos que UV(E(F)) = UVm(S0) cuando consideramos m(x) = 2d(x)− n y S0 = SE(G).
Proposicio´n 4.2.3. Consideremos las notaciones de la Definicio´n 4.2.2. Sea E(F)#V = {T` f#V, i}(`,i)∈Zk×In
el V-dual cano´nico SG de E(F). Entonces,
{SE(G) : E(G) ∈ DSGV (F)} = UV(E(F)#V ) . (4.5)
Demostracio´n. Sea G = {gi}i∈In ∈ Vn tal que E(G) ∈ DSGV (F). Sea Z = {zi}i∈In ∈ Vn dado por
zi = gi − f#V, i para i ∈ In . Entonces E(Z) = {T` zi}(`, i)∈Zk×In es una sucesio´n de Bessel en V tal que
TE(G) = TE(F)#V
+ TE(Z). En este caso, tenemos que TE(Z) T ∗E(F) = 0 y de esta forma TE(Z) T
∗
E(F)#V
= 0,
ya que R(T ∗E(F)) = R(T
∗
E(F)#V
). As´ı,
SE(G) = (TE(F)#V
+ TE(Z)) (TE(F)#V
+ TE(Z))∗ = SE(F)#V
+ SE(Z) .
Luego, concluimos que B = SE(Z) ∈ L(L2(Rk))+ es SP, R(SE(Z)) ⊂ V y, por el Lema 4.2.1, que
rk
(
[SE(Z)]x
) ≤ n− d(x) para x ∈ Tk, ctp.
Rec´ıprocamente, si S ∈ UV(E(F)#V ) entonces S = SE(F)#V+B, donde B ∈ L(L
2(Rk))+ es SP, R(B) ⊂ V
y rk([B]x) ≤ n − d(x) para x ∈ Tk, ctp. Por el Lema 4.2.1 vemos que existe Z = {zi}i∈In tal que
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TE(Z) T ∗E(F) = 0 y B = SE(Z). Si fijamos G = {gi}i∈In dado por gi = f#V, i + zi para i ∈ In, se tiene que
E(G) es una sucesio´n de Bessel en V tal que TE(G) = TE(F)#V + TE(Z). Usando que TE(Z) T
∗
E(F)#V
= 0
concluimos, como antes, que
SE(G) = SE(F)#V
+ SE(Z) = SE(F)#V
+B = S 
La Proposicio´n 4.2.3 muestra que el conjunto de los operadores de marco de los V-duales SG de un
marco fijo E(F) puede describirse en te´rminos del modelo aditivo UV(E(F)#V ). As´ı la estructura espectral
fina de los elementos de UV(E(F)#V ) puede describirse usando el Teorema 2.3.11. Como consecuencia de
esto, obtenemos el siguiente resultado:
Teorema 4.2.4 (Estructura espectral fina de los V-duales). Sean V y W FSIT’s de L2(Rk) tales que
W⊥ ⊕ V = L2(Rk). Sea F = {fi}i∈In tal que E(F) es un marco para W y E(F)#V el marco V-dual
cano´nico SG de E(F). Denotamos por A = S
E(F)#V
y por λ#V, i(x) = λi([B]x) para i ∈ N y para x ∈ Tk
ctp. Sea m la funcio´n medible dada por m(x) = 2d(x) − n, para x ∈ Tk. Dada una funcio´n medible
µ : Tk → `1(N) descripta como µ = (µi)i∈N , las siguientes afirmaciones son equivalentes:
1. Existe E(G) ∈ DSGV (F) tal que
λi
(
[SE(G)]x
)
= µi(x) , i ∈ N , x ∈ Tk ctp.
2. µ = 0 si x /∈ Spec(V). Si x ∈ Spec(V) entonces µj(x) = 0 para j ≥ d(x) + 1 y
a. Si m(x) ≤ 0: µi(x)>λ#V, i(x) para i ∈ Id(x).
b. Si m(x) ≥ 1: µi(x)>λ#V, i(x) para i ∈ Id(x) y µd(x)−m(x)+i(x) ≤ λ#V, i(x) para i ∈ Im(x).
Demostracio´n. Se deduce de la Proposicio´n 4.2.3 y del Teorema 2.3.11. 
Como una consecuencia de la descripcio´n de la estructura espectral fina de los V-duales SG de E(F)
caracterizamos la existencia de los V-duales SG ajustados o tight de E(F), (comparar con [33]).
Corolario 4.2.5. Con las Notaciones del Teorema 4.2.4. Entonces, existe E(G) ∈ DSGV (F) c− ajustado
si y so´lo si
1. A = S
E(F)#V
≤ c · PV ;
2. rk([c · PV − SE(F)#V ]x) ≤ mı´n{d(x), n− d(x)} para x ∈ Spec(V) ctp.
Demostracio´n. El Teorema 4.2.4 implica que existe un marco E(G) ∈ DSGV (F) tal que SE(G) = c · PV si y
so´lo si c ≥ λi([A]x) para i ∈ Id(x) y λi([A]x) = c para i ∈ Im(x) siempre que m(x) = 2d(x) − n ≥ 1, para
x ∈ Spec(V) ctp. Estas u´ltimas dos condiciones son equivalentes al hecho de que c · PV ≥ SE(F)#V y
rk
(
[c · PV −A]x
) ≤ d(x)−m(x) = n− d(x) siempre que m(x) ≥ 1 .
Notemos tambie´n, que en el caso que m(x) ≤ 0 se tiene n−d(x) ≥ d(x) = dim JV(x). La prueba se deduce
de estas observaciones. 
Observacio´n 4.2.6. Consideremos las notaciones del Teorema 4.2.4. Como consecuencia del Corolario
4.2.5, obtenemos la siguiente dicotomı´a relacionada con la existencia de los V-duales oblicuos ajustados
de E(F):
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1. Si n ≥ 2 d(x) para x ∈ Tk ctp., entonces para cada c ≥ ‖S
E(F)#V
‖, existe E(G) ∈ DSGV (F) que es un
marco c− ajustado para V.
2. Si existe N ⊂ Tk tal que N tiene medida de Lebesgue positiva y n < 2 d(x) para x ∈ N ctp.
Entonces: en caso de que exista E(G) ∈ DSGV (F) c− ajustado se tiene que c = ‖SE(F)#V ‖. 4
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Cap´ıtulo 5
Aliasing y disen˜os o´ptimos
En el Cap´ıtulo 4 hemos estudiado la estructura espectral de los duales oblicuos de un marco dado y
hemos obtenido una descripcio´n expl´ıcita de los autovalores de los operadores de marco de estos duales
oblicuos. En este cap´ıtulo, calculamos la estructura de los ≺w −mı´nimos en el conjunto de los duales
oblicuos con restricciones de normas (ver Teorema 5.1.2 para el caso de duales oblicuos en dimensio´n
finita y el Teorema 5.2.1 para los duales oblicuos SG). Estos duales oblicuos o´ptimos poseen propiedades
importantes: por un lado, son los que minimizan simultaneamente los potenciales convexos; y por otro,
son lo ma´s cercanos a ser ajustados entre todos los duales oblicuos.
Por otro lado, se sabe que la posicio´n relativa de los subespacios W y V juega un papel importante
cuando comparamos dualidad oblicua con dualidad cla´sica. En la Seccio´n 5.1.3 damos una descripcio´n
detallada del roll de la geometr´ıa relativa de W y V en dimensio´n finita (ver Seccio´n 1.5 para los prelimi-
nares de geometr´ıa relativa de subespacios de dimensio´n finita). Nuestro ana´lisis se basa en el Teorema
1.4.9 (desigualdades de Lidskii multiplicativas).
Adema´s consideramos dos problema intr´ınseco a la dualidad oblicua en dimensio´n finita. Primero
calculamos la rotacio´n r´ıgida U0 de W tal que el dual oblicuo cano´nico (U0 · F)#V es o´ptimo respecto a la
submayorizacio´n, entre todas las rotaciones r´ıgidas. Esto implica una familia de desigualdades en te´rminos
de potenciales convexos. Y en segundo lugar calculamos de forma exacta la norma aliasing, este resultado
no solo mejora los conocidos previamente, sino que nos permite estudiar el aliasing para pares duales y
sus mı´nimos. Finalmente, en la Seccio´n 5.3.2 extendemos la nocio´n del aliasing para el caso de FSIT’s.
5.1. Disen˜os o´ptimos en dimensio´n finita
En ciertas situaciones aplicadas, se desea caracterizar la existencia (y encontrar me´todos expl´ıcitos
de construccio´n) de marcos con algunos para´metros predeterminados. Este tipo de problemas se conoce
como problemas de disen˜o de marcos, y ellos son el nu´cleo de la teor´ıa de marcos finitos (ver por ejemplo
[9, 16, 31, 46, 48, 49, 53] y el libro reciente [19]). En la Seccio´n 4.1 hemos resuelto problemas de este tipo,
nuestro intere´s ahora es resolver problemas de disen˜os para marcos finitos con restricciones de norma.
5.1.1. Duales oblicuos o´ptimos con restricciones de norma
Sean W, V ⊂ H subespacios de dimensio´n finita tales que W ⊕ V⊥ = H, y sea dimW = dimV = d.
Fijado un marco F = {fi}i∈In ∈ Wn paraW, nos preguntamos si existe G ∈ DV(F) con ciertos para´metros
predeterminados; y si tal dual existe nos gustar´ıa obtener un procedimiento para construirlos. Por ejemplo,
dado µ ∈ (Rd≥0)↓ nos preguntamos si existe G ∈ DV(F) con λ(SG) = µ. Notemos que el Teorema 4.1.6
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de la seccio´n anterior resuelve completamente este problema. Ma´s au´n, la prueba de la Proposicio´n 4.1.4
contiene un procedimiento para construir efectivamente tal dual.
Como una consecuencia de la descripcio´n de los espectros de los elementos en S(DV(F)), vemos que
si G ∈ DV(F) entonces SF#V ≤ SG . Este u´ltimo hecho implica que el V-dual cano´nico es o´ptimo respecto
a diversos criterios (incluyendo potenciales convexos). Sin embargo, desde un punto de vista nume´rico el
V-dual oblicuo cano´nico podr´ıa no ser la mejor opcio´n entre los V-duales para F . Por ejemplo, el nu´mero
de condicio´n del operador de marco SF#V
puede no ser mı´nimo en DV(F); de hecho, el Corolario 4.1.8
muestra que bajo ciertos supuestos podemos considerar un V-dual Parseval de F (que tiene el mı´nimo
nu´mero de condicio´n).
Con el fin de buscar V-duales que sean nume´ricamente ma´s estables que el dual oblicuo cano´nico,
procedemos de la siguiente manera: para t ≥ tr
(
SF#V
)
consideramos
DV, t(F) def=
{G = {gi}i∈In ∈ DV(F) : ∑
i∈In
‖gi‖2 ≥ t
}
.
Notemos que si t > tr
(
SF#V
)
entonces el V-dual cano´nico no esta´ en DV, t(F) y por lo tanto, es natural
preguntarse si existe un dual o´ptimo en DV, t(F). Usando la identidad∑
i∈In
‖gi‖2 = tr (SG) =
∑
i∈Id
µi , (5.1)
donde λ(SG) = µ, vemos que el Teorema 4.1.6 proporciona una solucio´n completa al problema de disen˜o de
marco, en el sentido de que permite obtener una descripcio´n completa de los autovalores de los operadores
de marco de los elementos de DV, t(F).
Observacio´n 5.1.1. Sea A0 ∈Md(C)+, t ≥ tr (A0) ≥ 0 y consideremos un entero m < d. Se define
Ut(A0 , m)
def
= {A0 + C : C ∈Md(C)+ , rk(C) ≤ d−m, tr (A0 + C) ≥ t} .
La estructura espectral y geome´trica del conjunto Ut(A0 , m) se describe en [48]. En particular, se muestra
que existe ≺w-mı´nimo en este conjunto. En efecto, usando las nociones previas, si λ(A0) = λ = (λi)i∈Id ∈
(Rd≥0)↓, consideramos hm : [λd , ∞)→ R≥0 dada por
hm(t) =
d∑
i=ma´x{m, 0}+1
(t− λi)+ ,
donde x+ representa la parte positiva de x. Notemos que hm es estrictamente creciente; por lo tanto existe
un u´nico cλ,m(t) = c ≥ λd tal que hm(c) = t− tr (λ). Luego, se definen
1. νλ ,m(t)
def
=
(
(c− λ1)+ + λ1 , . . . , (c− λd)+ + λd
) ∈ (Rd≥0)↓, si m ≤ 0;
2. νλ ,m(t)
def
= (λ1 , . . . , λm , (c− λm+1)+ + λm+1 , . . . , (c− λd)+ + λd) ∈ Rd≥0 , si m ∈ Id−1 .
Notemos que si t > tr (A0) entonces νλ ,m(t) ∈ Rd>0 . As´ı, resulta que (ver [48])
1. Existe Aop ∈ Ut(A0 , m) tal que λ(Aop) = νλ ,m(t)↓;
2. Para cada A ∈ Ut(A0 , m) se verifica que νλ ,m(t) ≺w λ(A);
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3. Si A = A0 +B ∈ Ut(A0 , m) entonces λ(A) = νλ ,m(t) si y so´lo si νλ ,m(t) = λ(A0) + λ↑(B) y existe
una BON {zi}i∈Id de Cd tal que
A0 =
∑
i∈Id
λi zi ⊗ zi y B =
∑
i∈Id
λd−i+1(B) zi ⊗ zi . 4
El siguiente resultado muestra que existen mı´nimos estructurales de potenciales estrictamente convexos
en DV, t(F), i.e. duales G ∈ DV, t(F) que simulta´neamente minimizen cada potencial convexo. Esto es
interesante desde el punto de vista de las aplicaciones, ya que las evaluaciones de los potenciales convexos
(e.g. el potencial de marco que se describio´ en la Eq. (3.1)) son generalmente ma´s fa´ciles de calcular que
ciertos para´metros estructurales, como por ejemplo la lista de autovalores o autovectores.
Teorema 5.1.2 (Duales o´ptimos en DV, t(F)). Sean V yW subespacios de dimensio´n finita de un espacio
de Hilbert H tal que W⊥ ⊕ V = H y sea d = dimV = dimW. Sea F = {fi}i∈In un marco para W y
denotamos λ#V
def
= λ(SF#V
). Para cada t ≥ tr
(
λ#V
)
existe ν ∈ `1+(M)↓ con las siguientes propiedades de
minimalidad:
1. Existe Gop ∈ DV, t(F) tal que λ(SGop) = ν;
2. Para cada funcio´n no-decreciente h ∈ Conv(R≥0) se tiene que
Ph(Gop) ≤ Ph(G) , G = {gi}i∈In ∈ DV, t(F) . (5.2)
Ma´s au´n, si adema´s asumimos que h ∈ Convs(R≥0) y G = {gi}i∈In ∈ DV, t(F) alcanza la igualdad en la
Eq. (5.2), entonces λ(SG) = ν y existe {xi}i∈Id BON para V, tal que
SF#V
=
∑
i∈Id
λ#V, i xi ⊗ xi y B = SG − SF#V =
∑
i∈Id
λd−i+1(B) xi ⊗ xi .
Demostracio´n. Fijamos {vi}i∈Id una BON de V y consideramos A0 ∈Md(C)+ dada por
A0 =
( 〈SF#V vj , vi〉 )i, j∈Id .
Argumentando como en la prueba del Teorema 4.1.6, y teniendo en cuenta la identidad de la Eq. (5.1)
vemos que
{λ(SG) : G ∈ DV, t(F)} = {(λ(A) , 0|M|−d) : A ∈ Ut(A0 , m)} . (5.3)
Consideremos λ = λ(A0) = (λ
#
V, i)i∈Id ∈ Rd>0, notemos que t ≥ tr (λ). Tomamos m = 2d − n y νλ,m(t) ∈
Rd>0 definido como en la Observacio´n 5.1.1. Finalmente, definimos
ν = (νλ,m(t), 0|M|−d) ∈ `1+(M) .
Si h ∈ Conv(R≥0) es una funcio´n no-decreciente entonces, por la Eq. (3.3), tenemos que
Ph(G) =
∑
i∈Id
h(λi(SG)) = tr ((SG)V) para G ∈ DV(F) . (5.4)
As´ı, la prueba ahora se deduce de las Eqs. (5.3) y (5.4), la Observacio´n 5.1.1 y de las relaciones entre
submayorizacio´n y funciones convexas no-drecrecientes desarrolladas en la Seccio´n 1.4.1. 
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5.1.2. Una aplicacio´n: minimizando la distancia a los marcos ajustados en DV(F)
Consideremos las notaciones y terminolog´ıa del Teorema 5.1.2. Como ya lo mencionamos anteriormente
(ver las Observaciones 3.0.14) el marco dual oblicuo o´ptimo Gop ∈ DV, t(F) es el que minimiza la dispersio´n
de los autovalores del operador de marco, entre todos los duales oblicuos G ∈ DV, t(F). En este sentido,
describimos una medida natural de la dispersio´n de los autovalores, que cuantifica - de manera clara - lo
cerca que esta´ un marco de ser ajustado.
Antes recordemos que dado un espacio de Hilbert V, una norma unitariamente invariante (NUI) ‖| · ‖|
en L(V) es una norma que satisface
‖| U T V ‖| = ‖| T ‖|
para cada U, V, T ∈ L(V) tal que U, V son operadores unitarios (ver Seccio´n 1.4.1).
Definicio´n 5.1.3. Sea V un subespacio de dimensio´n finita de un espacio de Hilbert H con d = dimV y
sea ‖| · ‖| una NUI en L(V). Dado G = {gi}i∈In ∈ Vn un marco para V definimos la distancia a los marcos
ajustados asociada a ‖| · ‖| , notada Θ( ‖| · ‖| , G), por
Θ( ‖| · ‖| , G) = ı´nf
c>0
‖| (SG)V − c IV ‖| ,
donde (SG)V ∈ L(V) denota la compresio´n del operador de marco de G a su rango V. Si c0 = c0( ‖| · ‖| ) > 0
es tal que Θ( ‖| · ‖| , G) = ‖| (SG)V − c0 IV ‖| entonces decimos que c0 es la ‖| · ‖| -constante o´ptima de ajuste
para G. 4
A partir de la Definicio´n 5.1.3, notemos que Θ( ‖| · ‖| , G) puede describirse como la ‖| · ‖| -distancia
de la compresio´n (SG)V del operador de marco de G al subconjunto R>0 · IV ⊂ L(V). Es claro que la
distancia a los marcos ajustados mide la proximidad del marco G a los marcos ajustados, en te´rmino de
la dispersio´n (mı´nima) de los autovalores de SG con respecto a c ∈ R. Como mostramos en los ejemplos
que siguen, la constante o´ptima de ajuste (as´ı como la distancia a los marcos ajustados) de un marco fijo
depende de la NUI considerada.
Ejemplos 5.1.4. Sea V un subespacio de dimensio´n finita del espacio de Hilbert H y sea d = dimV. Sea
G = {gi}i∈In ∈ Vn un marco para V.
1. Si consideramos la 2-norma en L(V) entonces,
f(c) = ‖(SG)V − cIV‖22 =
∑
i∈Id
(λi(SG)− c)2 para c > 0
alcanza su mı´nimo en c0,2 = 1/d ·
∑
i∈Id λi(SG) y Θ(‖ · ‖2 , G) = (
∑
i∈Id(λi − c0,2)2)1/2.
2. Si consideramos la norma espectral en L(V) entonces,
f(c) = ‖(SG)V − cIV‖ = ma´x
i∈Id
|λi(SG)− c| para c > 0
alcanza su mı´nimo en c0,∞ = 1/2(λ1(SG) + λd(SG)) y Θ(‖ · ‖ , G) = 1/2(λ1(SG)− λd(SG)).
Notemos que tanto Θ(‖ · ‖2 , G) como Θ(‖ · ‖ , G) son nociones naturales de la dispersio´n del espectro de
(SG)V . 4
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Sea V un subespacio de dimensio´n finita de un espacio de Hilbert H y sea ‖| · ‖| una UNI en L(V).
Si G1, G2 ∈ Vn son marcos para V, es claro que la desigualdad Θ( ‖| · ‖| , G1) ≤ Θ( ‖| · ‖| , G2) muestra
que la dispersio´n de los autovalores del operador de marco de G1 es ma´s pequen˜a que la dispersio´n de los
autovalores del operador de marco de G2, medidas con la NUI ‖| · ‖| . Sin embargo, podr´ıa darse el caso
de que la desigualdad previa se invierta para una NUI diferente.
El corolario que sigue muestra que los duales o´ptimos con restricciones de norma del Teorema 5.1.2
minimizan la distancia a los marcos ajustados con respecto a todas las normas unitariamente invariantes,
proporcionando as´ı una ilustracio´n simple e intuitiva del hecho de que tales duales o´ptimos minimizan la
dispersio´n de sus correspondientes operadores de marco de un modo estructural.
Corolario 5.1.5. Sean V y W subespacios de dimensio´n finita de un espacio de Hilbert H tales que
W⊥⊕V = H y sea d = dimV = dimW. Sea F = {fi}i∈In un marco para W, sea G = {gi}i∈In ∈ DV(F) y
definimos t :=
∑
i∈In ‖gi‖2. Si Gop ∈ DV, t(F) es como en el Teorema 5.1.2 entonces, para cada NUI ‖| · ‖|
en L(V) tenemos que
‖| (SGop)V − c IV ‖| ≤ ‖| (SG)V − c IV ‖| para cada c > 0 . (5.5)
En particular, Θ( ‖| · ‖| , Gop) ≤ Θ( ‖| · ‖| , G) para toda NUI ‖| · ‖| .
Demostracio´n. Fijemos G ∈ DV(F). De la definicio´n de t se sigue que G ∈ DV, t(F). As´ı, por el Teorema
5.1.2 tenemos que
Ph(Gop) =
∑
i∈Id
h(λi(SGop)) = tr (h(SGop)) ≤ Ph(G) =
∑
i∈Id
h(λi(SG)) = tr (h(SG))
para cualquier h ∈ Conv(R≥0) no-decreciente. Luego por el Teorema 1.4.3 (ver Seccio´n 1.4.1) tenemos
que
(λj(SGop))j∈Id ≺w (λj(SG))j∈Id .
Por otra parte, como tr (SGop) = t =
∑
i∈In ‖gi‖2 = tr (SG), la relacio´n de mayorizacio´n λ(SGop) ≺ λ(SG)
se satisfacen en este caso. A partir del Teorema 1.4.2 tenemos que para cualquier funcio´n h ∈ Conv(R≥0)
(ver Seccio´n 1.4.1)
(h(λj(SGop)) )j∈Id ≺w (h(λj(SG)) )j∈Id . (5.6)
Si σ(T ) = (σj(T ))k∈Id denota el vector de valores singulares de T ∈ L(V) entonces, tenemos que
σ((SG)V − c IV) = (|λj(SG)− c|)↓j∈Id and σ((SGop)V − c IV) = (|λj(SGop)− c|)
↓
j∈Id .
Por lo tanto, si elegimos h(t) = |t− c| para t ∈ R≥0 entonces h ∈ Conv(R≥0) y Eq. (5.6) implica que
σ((SG)V − c IV) ≺w σ((SGop)V − c IV) =⇒ ‖| (SGop)V − c IV ‖| ≤ ‖| (SG)V − c IV ‖| ,
donde hemos usado el principio de dominacio´n de Ky-Fan (ver Teorema 1.4.6). De esta manera, se verifica
la Eq. (5.5) y el corolario se prueba a partir de este hecho. 
Cabe destacar, que adema´s de su interpretacio´n simple, el Corolario 5.1.5 muestra una importante
caracter´ıstica de Gop, que es la estabilidad nume´rica del esquema de codificacio´n - decodificacio´n basado
en el par dual oblicuo (F ,G) mejorado por el esquema inducido por (F ,Gop).
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5.1.3. Par (V ,W)−dual oblicuo o´ptimo con para´metros predeterminados
Se sabe que la posicio´n relativa de los subespacios W y V juega un papel importante cuando compa-
ramos dualidad oblicua con dualidad cla´sica. En esta Seccio´n damos una descripcio´n detallada del roll de
la geometr´ıa relativa de W y V en dimensio´n finita.
Comenzamos fijando las siguientes notaciones:
Notacio´n 5.1.6. En lo que resta de esta seccio´n, vamos a considerar:
1. V, W ⊂ H dos subespacios de dimensio´n finita tales que V ⊕W⊥ = H.
2. ∠(V;W) = (θj)j∈Id ∈ ([0, pi/2)d)↑ a´ngulos principales, donde d = dimV = dimW (Ver Eq. (1.28) de
la Seccio´n 1.5).
3. {vj}j∈Id ∈ Vd , {wj}j∈Id ∈ Wd vectores principales en V y W, respectivamente, que satisfacen la
Eq. (1.32).
4. F = {fi}i∈In ∈ Wn un marco para W con
λ(SF ) = λ = (λi)i∈M y λ(SF#V
) = λ#V = (λ
#
V, i)i∈M . 4
Consideremos las Notaciones 5.1.6. Con el fin de tener una estimacio´n de λ#V notemos que
F#V = PV//W⊥ · F# =⇒ TF#V = PV//W⊥ S
†
F TF
y por lo tanto
SF#V
= PV//W⊥ S
†
F (PV//W⊥)
∗ = PV//W⊥ S
†
F PW//V⊥ . (5.7)
La observacio´n previa, junto con las desigualdades de Lidskii multiplicativas (ver Teorema 1.4.9), nos
permiten obtener las siguientes cotas en te´rmino de la estructura espectral de SF y los a´ngulos principales
(i.e. la geometr´ıa relativa) entre V y W. Mostramos que las cotas, dadas en el siguiente resultado, son
una medida cuantitativa de como la geometr´ıa relativa de los subespacios V y W impacta en la dualidad
oblicua.
Teorema 5.1.7. Consideremos las Notaciones 5.1.6. Si µ =
(
λ−1d−j+1 cos
−2(θj)
)↓
j∈Id entonces
∏
j∈Ik
µj ≤
∏
j∈Ik
λ#V, j ≤
 d∏
j=d−k+1
λj cos
2(θj)
−1 , k ∈ Id . (5.8)
Ma´s au´n, λ#V = µ (resp. λ
#
V =
(
λ−1d−j+1 cos
−2(θd−j+1)
)
j∈Id ) si y so´lo si existe una BON en W de vectores
principales {wi}i∈Id entre V y W tal que
SF =
∑
j∈Id
λd−j+1(SF ) wi ⊗ wi
(resp. SF =
∑
j∈Id λj(SF ) wi ⊗ wi).
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Demostracio´n. Consideremos la representacio´n de SF#V
dada en la Eq. (5.7). Sea PV//W⊥ = V M la
descomposicio´n polar (DP), donde M = |PV//W⊥ |. Notemos que R(M) =W, por lo tanto, M restringido
a W es inversible (i.e. W reduce a M). Por otro lado, como R(SF#) = W entonces la restriccio´n de
SF# = S
†
F a W es tambie´n inversible (i.e. W reduce a SF#). De esta forma, la Eq. (5.7) implica que
SF#V
= V (M S†FM ) V
∗. (5.9)
Como V es una isometr´ıa parcial con espacio inicial W y espacio final V, de la Eq. (5.9) se sigue que
λ(SF#V
) =
(
λ
(
MW (S
†
F )W MW
)
, 0|M|−d
)
, (5.10)
donde, en general, SW ∈ L(W) denota la restriccio´n de S al subespacios W, asumiendo que W reduce a
S. Como λ
(
(S†F )W
)
= (λ−1d , . . . , λ
−1
1 ) y λ(MW)
(1.31)
= (cos(θd)
−1, . . . , cos(θ1)−1), vemos que el resultado
es una consecuencia del Teorema 1.4.9 (desigualdades de Lidskii multiplicativas) y de la definicio´n de
log-mayorizacio´n. 
Considerando las Notaciones 5.1.6. El resultado anterior sugiere que podemos sacar ventaja de la
posicio´n relativa entre los subespacios V y W para construir esquemas de codificacio´n-decodificacio´n de
duales o´ptimos con propiedades predeterminadas. En efecto, sea U ∈ L(H) un operador unitario tal que
U(W) ⊂ W (i.e. W es U -invariante). As´ı, consideramos el marco U · F = {U fj}j∈In para W. Notemos
que U · F preserva esencialmente cada propiedad de F (e.g., relaciones lineales, lista de autovalores de su
operador de marco, normas de los elementos del marco, etc). En particular, (U · F)# = U · F# ya que
SU ·F = UTF T ∗FU
∗ = USFU∗. Esto es, el marco dual cano´nico (cla´sico) de U ·F enW es la rotacio´n por U
del marco dual cano´nico para F enW. En particular, tenemos que S(U ·F)# = USF#U∗. Sin embargo, F y
U · F pueden tener diferentes propiedades con respecto a la V-dualidad como mostramos a continuacio´n:
Ejemplo 5.1.8. SeaH = C3 y sea {e1, e2, e3} la base cano´nica deH. Sean V = {e2, e1+e3√2 } yW = {e1, e2}.
Notemos que en este caso tenemos que C3 = V ⊕W⊥. Consideremos
F1 = {e1; (cos(pi/3), sin(pi/3), 0)} ⊆ W ,
F2 = {e2; (cos(pi/2 + pi/3), sin(pi/2 + pi/3), 0)} ⊆ W .
Por lo tanto, F2 = U · F1 donde U es la rotacio´n por (el a´ngulo) pi/2 en el plano W y tal que Ue3 = e3.
Cuentas sencillas muestran que λ(S
(F1)#V
) = (8/3; 1; 0) y λ(S
(F2)#V
) = (3,59; 0,74; 0). Este u´ltimo hecho
muestra que no existe un operador unitario U ′ tal que U ′(V) = V y tal que (F2)#V = U ′(F1)#V . 4
El ejemplo previo muestra que las propiedades espectrales del V- dual cano´nico del marco U · F
dependen de U y motiva la construccio´n de operadores unitarios U ∈ L(H) con U(W) =W, tales que el
par dual (U · F , (U · F)#V ) induce un esquema de codificacio´n-decodificacio´n o´ptimo. Como una medida
de optimalidad podemos considerar la minimizacio´n del conjunto de potenciales convexos del par entre
todos los pares. Pero, como las propiedades espectrales de U ·F son independientes de U , calculamos estos
operadores unitarios U0 ∈ L(H), con U0(W) = W, que minimizan - para una funcio´n h ∈ Conv(R≥0)
no-decreciente - el potencial convexo Ph[(U · F)#V ] entre todos los operadores unitarios U ∈ L(H) tales
que U(W) = W. Como veremos, existen soluciones estructurales para este problema. En este sentido,
el Teorema 5.1.9 describe las rotaciones r´ıgidas U0 que dejan invariante a W y tales que la estructura
espectral del V-dual oblicuo cano´nico de U0 · F es o´ptimo respecto a la log-mayorizacio´n.
Teorema 5.1.9. Considerando las Notaciones 5.1.6. Sea {xi}i∈Id ∈ Wd una BON de W tal que SF xj =
λj xj para cada j ∈ Id .
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1. Sea U0 ∈ L(H) un operador unitario tal que U0 xj = wd−j+1 para cada j ∈ Id . Entonces
λ(S
(U0·F)#V
) =
(
(cos−2(θj)λ−1d−j+1)
↓
j∈Id , 0|M|−d
)
. (5.11)
2. Si h ∈ Conv(R≥0) es no-decreciente entonces
Ph((U0 · F)#V ) = mı´n{Ph((U · F)#V ) : U ∈ L(H) es unitario y , U(W) =W} . (5.12)
Ma´s au´n, si asumimos que h ∈ Convs(R≥0) y U · F alcanza el mı´nimo en la Eq. (5.12) entonces existen
vectores principales {w′j}j∈Id y una BON {x′i}i∈Id de W tal que SF x′j = λj x′j y Ux′j = w′d−j+1 , para
j ∈ Id .
Demostracio´n. Sea U ∈ L(H) un operador unitario tal que U(W) =W y sea U ·F = {Ufi}i∈In . Entonces,
notemos que
(U · F)#V = PV//W⊥ (U · F)# = PV//W⊥ U · F#
y por lo tanto, en general tenemos que
S
(U ·F)#V
= PV//W⊥ U SF# U
∗ P ∗V//W⊥ . (5.13)
Argumentando como en la prueba del Teorema 5.1.7 y considerando M = |PV//W⊥ | (y la descomposicio´n
polar PV//W⊥ = V M), concluimos que
λ(S
(U ·F)#V
) =
(
λ
(
MW (U S
†
F U
∗)WMW
)
, 0|M|−d
)
, (5.14)
donde en general SW ∈ L(W) denota la restriccio´n del operador S al subespacio reductivo W. Usando la
Eq. (1.31), si U0 es como en el ı´tem 1., entonces
MW (U0 S
†
F U
∗
0 )W MW wj = cos
−2(θj)λ−1d−j+1 wj para j ∈ Id .
De esta forma, el resultado previo junto a la Eq. (5.14) muestran el ı´tem 1.
Si U ∈ L(H) es un operador unitario tal que U(W) =W, el Teorema 5.1.7 implica que∏
j∈Ik
λj(S(U0·F)#V
) ≤
∏
j∈Ik
λj(S(U ·F)#V
) , k ∈ Id . (5.15)
Como se explico´ en la Seccio´n 1.4.1, la Eq. (5.15) implica la siguiente desigualdad∑
j∈Ik
λj(S(U0·F)#V
) ≤
∑
j∈Ik
λj(S(U ·F)#V
) , k ∈ Id . (5.16)
Si h ∈ Conv(R≥0) es no-decreciente, por la relacio´n de submayorizacio´n en la Eq. (5.16), concluimos que
Ph((U0 · F)#V ) =
∑
j∈Id
h(λj(S(U0·F)#V
)) ≤
∑
j∈Id
h(λj(S(U ·F)#V
)) = Ph((U · F)#V ) ,
y esto prueba la Eq. (5.12). Ana´logamente, la afirmacio´n final del enunciado se deduce de la Eq. (5.14),
del Teorema 1.4.9 y de las propiedades de log-mayorizacio´n mencionadas en la Seccio´n 1.4.1. 
Considerando las Notaciones 5.1.6, notemos que el Teorema 5.1.9 describe las rotaciones r´ıgidas U0
que dejan invariante a W y tales que la estructura espectral λ((U0 · F)#V ) del V-dual oblicuo cano´nico de
U0 · F es o´ptimo respecto a la log-mayorizacio´n.
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Observacio´n 5.1.10 (Construccio´n de pares de subespacios en posicio´n general con geometr´ıa relativa
predeterminada). Consideremos un espacio de Hilbert H tal que dimH ≥ 2d. Sea B = {ei}i∈M una BON
de H, donde M es como en la Eq. (1.1). Con el fin de describir algunos ejemplos sobre los resultados
previos recordamos una construccio´n sencilla de un par de subespacios V y W en posicio´n general (i.e.
V ∩ W = V ∩ W⊥ = V⊥ ∩ W = V⊥ ∩ W⊥ = {0}), dimV = dimW = d, con a´ngulos principales
predeterminados y tales que W = Span{ei : i ∈ Id} (i.e. un subespacio ordenado respecto a B). Usamos
la notacio´n S ⊕⊥ T para la suma directa de subespacios mutuamente ortogonales S y T . Si A ∈ L(S)
y B ∈ L(T ) escribimos A ⊕⊥ B para notar la suma directa de operadores actuando en los subespacios
mutuamente ortogonales S y T .
Fijamos 0 < θ1 ≤ . . . ≤ θd < pi/2. Para cada i ∈ Id, sea wi = ei y vi = cos(θi) ei + sin(θi) ei+d.
Entonces wi, vi ∈ Hi = Span{ei, ei+d}, para i ∈ Id; Sea Qi ∈ B(Hi) la proyeccio´n oblicua sobre Vi = C·vi,
correspondiente a la descompossicio´n Vi ⊕ (Wi)⊥ = Hi, donde Wi = C · wi, para i ∈ Id. Notemos que en
este caso PWivi = cos(θi)wi y PViwi = cos(θi) vi.
Entonces, el a´ngulo ∠(Vi;Wi) = θi y la matriz representacio´n de Qi y su mo´dulo |Qi| con respecto a
Bi = {ei, ei+d} (la BON de Hi) esta´n dados por
[Qi]Bi =
(
1 0
tan θi 0
)
and [ |Qi| ]Bi =
(
1/ cos(θi) 0
0 0
)
, (5.17)
respectivamente, para cada i ∈ Id.
Por construccio´n Hi ⊥ Hj para i, j ∈ Id, i 6= j. Por lo tanto, si tenemos V = ⊕⊥i∈IdVi yW = ⊕⊥i∈IdWi =
Span{ei : i ∈ Id} entonces
1. V ⊕W⊥ = ⊕⊥i∈Id(Vi ⊕W⊥i )⊕⊥ Z = H, donde Z = {ei : i ∈ I2d}⊥;
2. PV//W⊥ = ⊕⊥i∈IdQi ⊕⊥ 0, donde 0 ∈ B(Z).
3. Ana´logamente, |PV//W⊥ | = ⊕⊥i∈Id |Qi| ⊕⊥ 0, donde 0 ∈ B(Z).
4. PW = ⊕⊥i∈IdPWi ⊕⊥ 0 y PV = ⊕⊥i∈IdPVi ⊕⊥ 0, donde 0 ∈ B(Z).
Los hechos anteriores nos permiten concluir que ∠(V;W) = (θi)i∈Id y que {wi}i∈Id y {vi}i∈Id son direc-
ciones principales en W y V respectivamente, que verifican la Eq. (1.32) (como en las Notaciones 5.1.6).
Finalmente, resaltamos que la Eq. (5.17) implica las siguientes representaciones en bloque
[PV//W⊥ ]B =
 Id 0 0Dt 0 0
0 0 0
 y [ |PV//W⊥ | ]B =
Dc 0 00 0 0
0 0 0

donde Id, Dt, Dc ∈Md(C) yDt ,Dc son matrices diagonales, cuyas diagonales principales son (tan(θi))i∈Id
y (1/ cos(θi))i∈Id , respectivamente. 4
Ejemplo 5.1.11. La Observacio´n 5.1.10 permite construir ejemplos relacionados a los resultados obteni-
dos hasta el momento, mostrando que esencialmente todos los casos son posibles. En efecto, fijamos d ≥ 1
y 0 < θ1 ≤ . . . ≤ θd < pi/2. Sea p ≥ 2d y H = Cp; sea B = {ei}i∈Ip la BON cano´nica de Cp. Aplicando la
construccio´n descripta en la Observacio´n 5.1.10 obtenemos los subespacios W = Span{ei : i ∈ Id} y V en
Cp con geometr´ıa relativa predeterminada por (θi)i∈Id .
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Sea F = {fi}i∈In un marco para W y con (SF )W denotamos a la compresio´n del operador de marco
de F a W. Argumentando como en la prueba del Teorema 5.1.7 (ver Eq. (5.10)) vemos que
λ(SF#V
) = (λ(Dc [(SF )W ]−1BW Dc), 0p−d) ,
donde BW = {ei : i ∈ Id} es la BON de W formada por las direcciones principales de W, que satisface
(1.32), y Dc ∈Md(C) es la matriz diagonal con diagonal principal (1/ cos(θi))i∈Id ; hemos usado que, con
las notaciones de la prueba del Teorema 5.1.7, [M ]BW = Dc (ver el comentario final de la Observacio´n
5.1.10).
Podemos considerar Cd ⊂ Cp via x 7→ (x, 0p−d) y por lo tanto Cd = W bajo esta convencio´n.
Adoptamos esto, con el fin de evitar escribir la cola de 0’s en los vectores. En efecto, consideramos d = 4,
n = 8 y fijamos p ≥ 2 · d; sea θi = i/10pi para i ∈ I4. Sea F = {fi}i∈I8 un marco para W = C4 donde fi
es la i-e´sima columna de la matriz T dada por
T =

−0,8923 0,7793 −0,2450 −1,2525 0,8375 0,6204 1,8390 1,0051
−1,8153 −0,7316 −0,4738 −0,0409 1,0187 −1,3496 −0,6385 −0,9796
−1,6115 1,8009 1,0621 −0,2177 −0,8959 −1,5240 0,3411 0,0238
1,2938 −1,8622 1,1808 0,5853 0,7188 −0,0065 −1,1048 0,7963
 .
En este caso, los autovalores de S−1F y SF#V
esta´n dados, respectivamente, por
λ((S−1F )W) = (0,2959, 0,1717, 0,1033, 0,0574) , λ((SF#V
)V) = (2,1984, 0,3424, 0,1697, 0,1208) .
La matriz representacio´n de la compresio´n (U0)W de la rotacio´n o´ptima como en el Teorema 5.1.9 con
respecto a BW = {e1}i∈I4 esta´ dada por
[(U0)W ]BW =

0,4804 0,0480 0,4424 0,7558
0,5244 0,6397 −0,5601 −0,0461
0,5660 −0,7505 −0,3167 −0,1267
−0,4169 −0,1590 −0,6247 0,6408
 .
Ma´s au´n, el espectro del operador de marco de (U0 · F)#V es
λ((S
(U0·F)#V
)V) = (0,3111, 0,2122, 0,1858, 0,1758) .
Notemos que los nu´meros de condicio´n de (SF#V
)V y (S(U0·F)#V
)V son (aproximadamente) 18,2 y 1,8,
respectivamente. Por otra parte, si consideramos la norma espectral ‖ · ‖ (como una NUI) entonces la
distancia a los ajustados (ver Definicio´n 5.1.3) de los marcos duales oblicuos cano´nicos son
Θ(‖ · ‖ ,F#V ) ≈ 1,04 and Θ(‖ · ‖ , (U0 · F)#V ) ≈ 0,14 .
Por lo tanto, las propiedades espectrales de F#V son mejoradas por (U0 · F)#V , que se obtiene mediante la
rotacio´n de F en W conforme a U0. 4
Consideremos las Notaciones 5.1.6. Para una rotacio´n r´ıgida fija U que deja invariante a W y para un
t ≥ tr
(
S
(U ·F)#V
)
fijo, el Teorema 5.1.2 describe la estructura espectral λ#V, t(U ·F) de los V-duales oblicuos
Gopt (U) ∈ Dt(U · F) que minimizan simultaneamente cada potencial convexo en el conjunto Dt(U · F). Es
natural preguntarse si siempre la estructura espectral λ#V, t(U0·F) de Gopt (U0) (dual o´ptimo con restricciones
de traza basada en una rotacio´n r´ıgida o´ptima de F) tiene alguna propiedad de optimalidad. Para poder
abordar este problema, consideramos los siguientes resultados.
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Lema 5.1.12. Sean λ = (λi)i∈Id , µ = (µi)i∈Id ∈ Rd≥0 , sea m ≤ 0 un entero y asumamos que λ ≺w µ. Si
consideramos a νλ ,m(t) y a νµ ,m(t) como en la Observacio´n 5.1.1 (basados en λ y en µ, respectivamente)
para algu´n t ≥ tr (µ) (≥ tr (λ)), tenemos que νλ ,m(t) ≺ νµ ,m(t).
Demostracio´n. Recordemos que por construccio´n tr (νλ ,m(t)) = tr (νµ ,m(t)) = t. Por lo tanto, el caso
νλ ,m(t) =
t
d · 1 del resultado se deduce por la conocida relacio´n td · 1 ≺ ρ para cada ρ ∈ Rd, tal que
tr (ρ) = t. En cualquier otro caso (ver la Observacio´n 5.1.1), existe 1 ≤ r ≤ d− 1 tal que
νλ ,m(t) = (λ1 , . . . , λr , c · 1d−r) con c ≤ λr .
Por otro lado, podemos escribir νµ ,m(t) = (α , β) ∈ (Rd≥0)↓ donde
α = (µi + (c
′ − µi)+)ri=1 ∈ (Rr≥0)↓ y β = (µi + (c ′ − µi)+)di=r+1 ∈ (Rd−r≥0 )↓ .
As´ı, para cada k ∈ Ir tenemos que∑
i∈Ik
λi ≤
∑
i∈Ik
µi ≤
∑
i∈Ik
(µi + (c
′ − µi)+) =⇒ (λi)i∈Ir ≺w α ,
en la primera desigualdad hemos usado que λ ≺w µ. Por [47, Lemma 5.6] concluimos que νλ ,m(t) ≺w
νµ ,m(t). Finalmente el resultado se deduce a partir de la igualdad tr (νλ ,m(t)) = tr (νµ ,m(t)). 
Teorema 5.1.13. Consideramos las Notaciones 5.1.6 y asumimos que n ≥ 2d (i.e. 2d − n ≤ 0). Sea
{xi}i∈Id ∈ Wd una BON de autovectores para SF en W, i.e. tal que SF xj = λj xj para cada j ∈ Id . Sea
U0 ∈ L(H) un operador unitario tal que U0 xj = wd−j+1 para cada j ∈ Id . Entonces,
1. Si U ∈ L(H) es un operador unitario tal que U(W) =W, entonces tr
(
S
(U0·F)#V
)
≤ tr
(
S
(U ·F)#V
)
.
2. Si t ≥ tr
(
S
(U ·F)#V
)
y considerando Gopt (U) ∈ DV, t(U · F) (resp. Gopt (U0) ∈ DV, t(U0 · F)) el dual
o´ptimo, como en el Teorema 5.1.2, entonces para cada h ∈ Conv(R≥0)
Ph(Gopt (U0)) ≤ Ph(Gopt (U)) . (5.18)
Demostracio´n. Como se explico´ en la prueba del Teorema 5.1.9, si U y U0 son como arriba, entonces se
verifica la Eq. (5.16). En este caso
tr
(
S
(U0·F)#V
)
=
∑
j∈Id
λj(S(U0·F)#V
) ≤
∑
j∈Id
λj(S(U ·F)#V
) = tr
(
S
(U ·F)#V
)
,
lo cual muestra el ı´tem 1. Por otro lado, si t ≥ tr
(
S
(U ·F)#V
)
≥ tr
(
S
(U0·F)#V
)
entonces la Eq. (5.16) junto
con el Lema 5.1.12 y el Teorema 5.1.2 (notar que en este caso m = 2d− n ≤ 0) implican que∑
j∈Ik
λj(SGopt (U0)) ≤
∑
j∈Ik
λj(SGopt (U)) , k ∈ Id .
Por lo tanto, la Eq. (5.18) se deduce de las propiedades de mayorizacio´n, descriptas en la Seccio´n 1.4.1 y
de la Definicio´n 3.3. 
Departamento de matema´tica - UNLP Hoja 77 de 96
78
5.2. Duales oblicuos SG o´ptimos con restricciones de norma
Consideremos V y W dos FSIT’s de L2(Rk) tales que W⊥⊕V = L2(Rk) y F = {fi}i∈In tal que E(F)
es un marco para W.
En la Seccio´n 4.2 hemos descripto la estructura espectral fina de los elementos de DSGV (F), y como
consecuencia hemos mostrado que el V−dual cano´nico SG es o´ptimo respecto a ciertos criterios. Sin
embargo, en determinadas situaciones aplicadas, el V−dual cano´nico SG puede no ser la mejor eleccio´n:
por ejemplo, nos puede interesar los duales oblicuos SG de E(F) tales que los espectros de sus operadores
de marco este´n lo ma´s concentrado posible. Idealmente, queremos buscar marcos duales oblicuos SG
ajustados para E(F), aunque el Corolario 4.2.5 muestra que hay restricciones para la existencia de tales
duales.
Con el fin de buscar V-duales alternativos que son espectralmente ma´s estables, procedemos de la
siguiente manera: para w ≥∑i∈In ‖f#V, i‖2, donde E(F)#V = {T` f#V, i}(`, i)∈Zk×In , consideramos
DSGV , w(F) = DSGV, w(E(F)) def=
{
E(G) ∈ DSGV (F) : G = {gi}i∈In y
∑
i∈In
‖gi‖2 ≥ w
}
.
Notemos que si w >
∑
i∈In ‖f
#
V, i‖2 entonces E(F)#V /∈ DSGV , w(F) y por lo tanto, es natural preguntarse si
existe un dual o´ptimo que cumpla con los requisitos anteriores. Usando la identidad∑
i∈In
‖gi‖2 =
∫
Tk
∑
i∈In
‖Γgi(x)‖2 dx =
∫
Tk
tr
(
[SE(G)]x
)
dx =
∫
Tk
∑
i∈N
µi(x) dx (5.19)
donde λ( [SE(G)]x) = (µi(x))i∈N para x ∈ Tk ctp., hemos visto que el Teorema 4.1.6 da una solucio´n
completa al problema de disen˜o de marco en el sentido que permite obtener una descripcio´n completa
de la lista de autovalores de los operadores de marco de los elementos en DSGV , w(F). Entonces, es natural
buscar aquellos duales oblicuos SG E(G) ∈ DSGV , w(F) que minimizan los potenciales convexos PVϕ , para
ϕ ∈ Conv(R≥0); para esto usamos la construccio´n del water-filling en te´rmino de submayorizacio´n, en el
contexto general de espacios de medida desarrollada en la Seccio´n 3.2 (en particular ver Teorema 3.2.5).
A continuacio´n aplicamos los resultados de la Seccio´n 3.2 junto a las propiedades de submayorizacio´n
(ver Seccio´n 1.4.1) para concluir que existen duales oblicuos SG o´ptimos estructurales con restricciones
de norma. Estas soluciones o´ptimas se obtienen en te´rminos del water-filling no-conmutativo.
Teorema 5.2.1 (Duales o´ptimos en DSGV , w(F)). Sean V y W FSIT’s de L2(Rk) tales que W⊥ ⊕ V =
L2(Rk). Sea F = {fi}i∈In tal que E(F) es un marco para W y w >
∑
i∈In ‖f
#
V, i‖2, donde E(F)#V =
{T` f#V, i}(`, i)∈Zk×In . Entonces, existe Gop = {gopi }i∈In ∈ Vn tal que:
1. E(Gop) ∈ DSGV , w(F) y
∑
i∈In ‖g
op
i ‖2 = w.
2. Para cada G = {gi}i∈In tal que E(G) ∈ DSGV , w(F) y cada funcio´n ϕ ∈ Conv(R≥0) no-decreciente,
tenemos que
PVϕ (E(Gop)) ≤ PVϕ (E(G)) .
Demostracio´n. Sea d(x) = dim JV(x) = dim JW(x) para x ∈ Tk, ctp. Para cada i ∈ In , sea Xi = d−1(i) ⊆
Tk, pi = |Xi| (la medida de Lebesgue de Xi) y ri = mı´n{n − i, i}. Como E(F) es un marco para W
entonces Spec(V) = Spec(W) = ⋃i∈In Xi. Adema´s, para j ∈ Iri y para i ∈ In consideramos el espacio
de medida (Xij ,Xij , | · |ij), donde Xij = Xi, Xij = Xi denota la σ-a´lgebra de conjuntos de Borel en Xi
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y | · |ij = | · |i denota la medida de Lebesgue de Xi. Luego, usando la Observacio´n 3.1.5, construimos el
espacio de medida
(Y,Y, ν) =
⊕
i∈In
⊕
j∈Iri
(Xij ,Yij , | · |ij).
En particular, ν(Y ) =
∑
i∈In ri · pi. Tambie´n consideramos las funciones de inclusio´n cano´nicas ηi,j :
Xi,j → Y para j ∈ Iri y para i ∈ In.
Sea G = {gi}i∈In tal que E(G) ∈ DSGV (F). Por la Proposicio´n 4.2.3, SE(G) = SE(F)#V + B = A + B,
para algu´n B ∈ L(L2(Rk))+ SP, tal que R(B) ⊂ V y rk([B]x) ≤ n − d(x) para x ∈ Tk ctp. Sea i ∈ In y
x ∈ Xi , por el Teorema 1.4.8 (versio´n aditiva del Teorema de Lidskii) tenemos que(
λi−j+1
(
[S
E(F)#V
]x
)
+ λj([B]x)
)
j∈Ii
≺
(
λj
(
[SE(G)]x
) )
j∈Ii
, (5.20)
mientras que λj
(
[SE(G))]x
)
= 0 para j ≥ i + 1. Notemos que R([B]x) ⊂ JV(x) y rk([B]x) ≤ n− i. Por lo
tanto rk([B]x) ≤ mı´n{n− i, i} = ri . As´ı, para x ∈ Xi tenemos que
λi−j+1
(
[S
E(F)#V
)]x
)
+ λj([B]x) =
{
λi−j+1
(
[S
E(F)#V
]x
)
+ λj([B]x) si 1 ≤ j ≤ ri ;
λi−j+1
(
[S
E(F)#V
]x
)
si ri + 1 ≤ j ≤ i . (5.21)
Ahora, la Eq. (5.20) junto con la Eq. (5.21) implican que, para cualquier ϕ ∈ Conv(R≥0): si x ∈ Xi
entonces
ri∑
j=1
ϕ
(
λi−j+1
(
[S
E(F)#V
]x
)
+ λj([B]x)
)
+
i∑
j=ri+1
ϕ
(
λi−j+1
(
[S
E(F)#V
]x
) ) ≤∑
j∈Ii
ϕ
(
λj
(
[SE(G)]x
) )
. (5.22)
Consideramos las notaciones previas. Para x ∈ Y , sea (i , j) ∈ In × Iri y x˜ ∈ Xi,j = Xi (determinados
un´ıvocamente) tal que ηi,j(x˜) = x; en este caso definimos la funcio´n medible h : Y → R≥0 dada por:
h(x) = λi−j+1
(
[S
E(F)#V
]x˜
)
+ λj([B]x˜).
Si w0 =
∑
i∈In ‖f
#
V, i‖2 y asumimos que E(G) ∈ DSGV , w(F), entonces usando la Eq. (5.19) vemos que∫
Tk
tr ([B]x) dx =
∫
Tk
tr
(
[SE(G)]x − [SE(F)#V ]x
)
dx ≥ w − w0 ≥ 0 .
Consideramos ahora la funcio´n medible f : Y → R≥0 dada como antes por f(x) = λi−j+1
(
[S
E(F)#V
]x˜
)
para
x˜ ∈ Xij = Xi , con (i , j) ∈ In × Iri tal que ηi,j(x˜) = x. Argumentando como en la prueba del Teorema
3.1.7 obtenemos que ∫
Y
f dν =
∑
i∈In
∫
Xi
∑
j∈Iri
λi−j+1
(
[S
E(F)#V
]x
)
dx . (5.23)
Por otra parte, por construccio´n se verifica que h ≥ f y∫
Y
h(x) dν(x) =
∑
i∈In
∑
j∈Iri
∫
Xi
(λi−j+1
(
[S
E(F)#V
]x
)
+ λj([B]x)) dx ≥ (w − w0) +
∫
Y
f(x) dν(x)
def
= w′ .
Departamento de matema´tica - UNLP Hoja 79 de 96
80
Consideremos el espacio de probabilidad (Y,Y, ν˜), donde ν˜ = ν(Y )−1 ν. Sea c = c(w′) ≥ inf esc f tal que∫
Y fc dν = w
′ (como el de la Observacio´n 3.2.4), donde fc = f + (c − f)+ (ver Definicio´n 3.2.1). Por el
Corolario 3.2.6 y las observaciones previas vemos que si ϕ ∈ Conv(R≥0) es no-decreciente, entonces∫
Y
ϕ ◦ fc dν ≤
∫
Y
ϕ ◦ h dν . (5.24)
Para j ∈ In consideramos las funciones medibles ξj : Spec(V)→ R>0 definidas como sigue: para i ∈ In y
x ∈ Xi ,
ξj(x) =

fc(ηij(x)) = ma´x{c , λi−j+1
(
[S
E(F)#V
]x
)} si 1 ≤ j ≤ ri
λi−j+1
(
[S
E(F)#V
]x
)
si ri + 1 ≤ j ≤ i
0 si i+ 1 ≤ j ≤ n
, (5.25)
Notemos que por construccio´n, si ϕ ∈ Conv(R≥0) entonces∫
Y
ϕ ◦ fc dν =
∑
i∈In
∫
Xi
∑
j∈Iri
ϕ(ξj(x)) dx . (5.26)
Usando la definicio´n de f y las propiedades de fc de la Observacio´n 3.2.4, vemos que si x ∈ Xi , entonces
existen λop1 (x) ≥ . . . ≥ λopri (x) ≥ 0 tales que
ξj(x) = λi−j+1
(
[S
E(F)#V
]x
)
+ λopj (x) para cada j ≤ ri . (5.27)
Sea µ = (µj)j∈N : Tk → `1(N)+ tal que: µj(x) = 0 para j ∈ N siempre que x ∈ Tk \Spec(V), mientras que
para i ∈ In y x ∈ Xi se tiene que µj(x) = 0 para j ≥ i+ 1 y(
µj(x)
)
j∈Ii
=
[(
ξj(x)
)
j∈Ii
]↓
. (5.28)
Con todas las observaciones previas vemos que µ = (µj)j∈N satisface las condiciones del ı´tem 2 en el
Teorema 4.1.6. As´ı, existe Gop = {gopi }i∈In tal que E(Gop) ∈ DSGV (F) y λ( [SE(Gop)]x) = (µj(x))j∈N para
x ∈ Tk ctp. En este caso, si consideramos la Eq. (5.19), usando las Eqs. (5.27), (5.28) y tomando ϕ(x) = x
en la Eq. (5.26) obtenemos
∑
i∈In
‖gopi ‖2 =
∫
Tk
∑
j∈N
µj(x) dx =
∑
i∈In
∫
Xi
∑
j∈Iri
ξj(x) +
i∑
j=ri+1
λi−j+1
(
[S
E(F)#V
]x
) dx
=
∫
Y
fc dν +
∑
i∈In
∫
Xi
i∑
j=ri+1
λi−j+1
(
[S
E(F)#V
]x
)
dx
= (w − w0) +
∫
Tk
tr
(
[S
E(F)#V
]x
)
dx = w ,
donde tambie´n hemos utilizado la relacio´n de la Eq. (5.23), dada antes. En particular, Gop satisface el
ı´tem 1 del Teorema. Ahora, si E(G) ∈ DSGV , w(F), usando las Eqs. (5.22), (5.24), (5.25) y (5.28) tenemos,
PVϕ (E(G)) ≥
∫
Y
ϕ ◦ h dν +
∑
i∈In
∫
Xi
i∑
j=ri+1
ϕ ◦ λi−j+1
(
[S
E(F)#V
]x
)
dx
≥
∫
Y
ϕ ◦ fc dν +
∑
i∈In
∫
Xi
i∑
j=ri+1
ϕ ◦ λi−j+1
(
[S
E(F)#V
]x
)
dx = PVϕ (E(Gop))
donde usamos tambie´n la Eq. (5.26) y el hecho que λ([SE(Gop)]x) = µ(x) para x ∈ Tk ctp. 
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Corolario 5.2.2 (Unicidad esencial del operador de marco de los V-duales o´ptimos con restricciones de
norma). Considerando las notaciones del Teorema 5.2.1, asumimos que G = {gi}i∈In es tal que E(G) ∈
DSGV , w(F) y que existe una funcio´n ϕ ∈ Convs(R≥0) no-decreciente tal que
PVϕ (E(Gop)) = PVϕ (E(G)) . (5.29)
A partir de la Propoosicio´n 4.2.3 sabemos que SE(G) = SE(F)#V
+B, con B ∈ L(L2(Rk))+ operador SP y
R(B) ⊂ V . Entonces,
1.
∑
i∈In ‖gi‖2 = w;
2. Existe c > 0 y campos medibles de vectores vi : Tk → `2(Zk) para i ∈ In tal que {vi(x)}i∈Id(x) es
una BON de JV(x) para x ∈ Spec(V) ctp.,
[S
E(F)#V
]x =
∑
i∈Id(x)
λi([SE(F)#V
]x) vi(x)⊗ vi(x) , para x ∈ Spec(V) ctp.
y tal que para x ∈ Spec(V) ctp. tenemos que
[B]x =
d(x)∑
i=r(x)+1
(
c− λi([SE(F)#V ]x)
)+
vi(x)⊗ vi(x) ,
donde r(x) = ma´x{2d(x)− n, 0}, para x ∈ Tk.
La constante c > 0 no depende de G. Por otra parte, en este caso PVψ (E(G)) = PVψ (E(Gop)) para cada
ψ ∈ Conv(R≥0) no-decreciente.
Demostracio´n. Usando las notaciones y nociones empleadas en la prueba del Teorema 5.2.1 y argumen-
tando como en la parte final de la demostracio´n de dicho Teorema, vemos que la Eq. (5.29) implica
que ∫
Y
ϕ ◦ h dν˜ =
∫
Y
ϕ ◦ fc dν˜ ,
donde ν˜ = ν(Y )−1 ν es el espacio de probabilidad que se obtiene normalizando ν. Por el Corolario 3.2.6
tenemos que h = fc , donde c = c(w
′) es como el de la prueba del Teorema 5.2.1. Por lo tanto, para i ∈ In
y x ∈ Xi, se tiene
λi−j+1
(
[S
E(F)#V
]x
)
+ λj([B]x) =
{
ma´x{λi−j+1
(
[S
E(F)#V
]x
)
, c} si 1 ≤ j ≤ ri ;
λi−j+1
(
[S
E(F)#V
]x
)
si ri + 1 ≤ j ≤ i . (5.30)
Por otra parte, por la Eq. (5.22) y las propiedades de h tenemos que
PVϕ (E(G)) =
∑
i∈In
∫
Xi
∑
j∈Ii
ϕ
(
λj
(
[SE(G)]x
) )
dx
≥
∫
Y
ϕ ◦ h dν +
∑
i∈In
∫
Xi
i∑
j=ri+1
ϕ ◦ λi−j+1
(
[S
E(F)#V
]x
)
dx = PVϕ (E(G)) .
As´ı, debemos tener la igualdad en la Eq. (5.22) para i ∈ In y x ∈ Xi ctp. Como ϕ es estrictamente
convexa, entonces la relacio´n de mayorizacio´n en la Eq. (5.20) junto con el caso de igualdad en el Teorema
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de Lidskii aditivo (ver Teorema 1.4.8) implican que para i ∈ In y x ∈ Xi ctp, existe {zj(x)}j∈Ii BON de
JV(x) (no necesariamente de campos medibles de vectores como funciones de x) tal que
[S
E(F)#V
]x =
∑
j∈Ii
λj
(
[S
E(F)#V
]x
)
zj(x)⊗ zj(x) y [B]x =
∑
j∈Ii
λi−j+1([B]x) zj(x)⊗ zj(x) . (5.31)
Sea P ∈ L(L2(Rk))+ la proyeccio´n ortogonal sobre R = R(B), tal que P es SP y [P ]x = PR([B]x) para
cada x ∈ Tk. Sea p : Tk → N una funcio´n medible dada por p(x) = tr ([P ]x) para x ∈ Tk. Entonces, por
inspeccio´n de las Eqs. (5.30) y (5.31) vemos que P S
E(F)#V
= S
E(F)#V
P ,
[P ]x [SE(F)#V
]x [P ]x + [B]x = c · [P ]x para x ∈ Tk ctp.,
y, para i ∈ In y x ∈ Xi
[I − P ]x [SE(F)#V ]x [I − P ]x =
i−p(x)∑
j=1
λj
(
[S
E(F)#V
]x
)
zj(x)⊗ zj(x) .
Como a + (c − a)+ = ma´x{a, c} para a, c ≥ 0, estos u´ltimos hechos implican la existencia de campos
medibles de vectores vi : Tk → `2(Zk) para i ∈ In con las propiedades deseadas. En efecto, las identidada-
des previas muestran que solo tenemos que considerar campos medibles de autovectores de los operadores
P S
E(F)#V
P y (I − P )S
E(F)#V
(I − P ), cuya existencia se deduce del Lema 2.1.7.
Finalmente, si Gop es como en el Teorema 5.2.1, una inspeccio´n cuidadosa de la prueba de dicho
Teorema, muestra que
λ
(
[SE(G)]x
)
= λ
(
[SE(Gop)]x
)
para x ∈ Spec(V) ctp.,
que implica las propiedades de optimalidad de E(G) para ψ ∈ Conv(R≥0) no-decreciente. 
Con las notaciones del Corolario 5.2.2, vemos que para x ∈ Tk ctp. tenemos
[SE(Gop)]x =
r(x)∑
i=1
λi
(
[S
E(F)#V
]x
)
vi(x)⊗ vi(x) +
d(x)∑
i=r(x)+1
ma´x{λi
(
[S
E(F)#V
]x
)
, c} vi(x)⊗ vi(x) ,
donde podemos usar que a+ (c− a)+ = ma´x{a, c} para a, c ≥ 0. En particular, notar que
λd(x)
(
[SE(Gop)]x
) ≥ ma´x{c , λd(x)([SE(F)#V ]x)},
implica que el nu´mero de condicio´n de [SE(Gop)]x es menor o igual que el nu´mero de condicio´n de [SE(F)#V
]x
- ambos actuando sobre JV(x) - para x ∈ Tk ctp. Esto es, el dual oblicuo SG o´ptimo E(Gop) mejora la
estabilidad (espectral) del dual oblicuo SG cano´nico E(F)#V = E(F#V ).
La representacio´n de [SE(Gop)]x, dada anteriormente, motiva la siguiente construccio´n, que tambie´n
caracteriza a todos los elementos de DSGV , w(F) que son mı´nimos en el sentido del Teorema 5.2.1.
Definicio´n 5.2.3 (Water-filling no-conmutativo a nivel c en UV(E(G) ) ). Sea G = {gi}i∈In tal que E(G)
es un marco para V con operador de marco SE(G) . Por el Lema 2.1.7 podemos considerar campos medibles
de vectores vj : Tk → `2(Zk) para j ∈ In tal que
[SE(G)]x =
∑
j∈Id(x)
λj
(
[SE(G)]x
)
vj(x)⊗ vj(x), para x ∈ Tkctp., (5.32)
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es una representacio´n espectral de [SE(G)]x y {vj(x)}j∈Id(x) es una BON de JV(x), (d(x) = dim JV(x) ≤ n).
Dado c ≥ 0 definimos el water-filling (no-conmutativo) de SE(G) a nivel c respecto a la representacio´n de
la Eq. (5.32), notado (SE(G))c ∈ UV(E(G) ), como el u´nico operador positivo SP tal que R
(
(SE(G))c
) ⊂ V
y
[(
SE(G)
)
c
]
x
=
∑
i∈Ir(x)
λi
(
[SE(G)]x
)
vi(x)⊗ vi(x) +
d(x)∑
i=r(x)+1
ma´x{λi
(
[SE(G)]x
)
, c} vi(x)⊗ vi(x) (5.33)
donde r(x) = ma´x{2d(x)− n, 0} (recordar que I0 = ∅) para x ∈ Tk ctp. 4
Observacio´n 5.2.4. Considerando las notaciones de la Definicio´n 5.2.3:
1. Notemos que
[(
SE(G)
)
c
]
x
como se describio´ en la Eq. (5.33) es un campo medible bien definido de
operadores semi-definidos positivos que esta´n esencialmente acotados.
2. Observemos que en la representacio´n espectral de
[(
SE(G)
)
c
]
x
dada en la Eq. (5.33), los autovalores
no esta´n necesariamente dispuestos en orden no-creciente.
3. Finalmente, notemos que
(
SE(G)
)
c
∈ UV(E(G) ), pues
[(
SE(G)
)
c
]
x
− [SE(G)]x es un operador positivo
con rango a lo sumo d(x)− r(x) ≤ n− d(x), para x ∈ Tk, ctp. 4
Finalizamos la Seccio´n con los siguientes comentarios: con las ideas y notaciones del Teorema 5.2.1,
sea S
E(F)#V
y consideremos campos medibles de vectores vi : Tk → `2(Zk), para i ∈ In, tales que
[
S
E(F)#V
]
x
=
∑
i∈Id(x)
λi
(
[S
E(F)#V
]x
)
vi(x)⊗ vi(x), (5.34)
es una representacio´n espectral de
[
S
E(F)#V
]
x
respecto a {vi(x)}i∈Id(x) BON de autovectores, donde d(x) =
dim(JV(x)), para x ∈ Tk ctp. Sea c > 0 tal que, si
(
S
E(F)#V
)
c
es el water-filling de S
E(F)#V
a nivel c respecto
a la representacio´n en la Eq. (5.34) entonces,∫
Tk
tr
([(
S
E(F)#V
)
c
]
x
)
dx = w .
Por construccio´n
(
S
E(F)#V
)
c
∈ UV(E(F)#V ) y por lo tanto, por la Proposicio´n 4.2.3, existe G0 ∈ DSGV , w(F)
tal que SG0 =
(
S
E(F)#V
)
c
. Como ya lo hemos notado, Gop del Teorema 5.2.1 se construye de esta manera;
por lo tanto, en este caso tenemos que para cada ϕ ∈ Conv(R≥0) no-decreciente,
PVϕ (E(G0)) ≤ PVϕ (E(G)) , para cada G ∈ DSGV , w(F) .
Por otra parte, por el Corolario 5.2.2, cualquier marco con estructura o´ptima G ∈ DSGV , w(F) (i.e. tal que G es
un PVϕ -mı´nimo en DSGV , w(F) para cualquier ϕ ∈ Conv(R≥0)) se obtiene de esta manera. Esto es, los marcos
V-duales SG con estructura o´ptima para E(F) con restricciones de norma, son exactamente aquellos
G ∈ DSGV , w(F) cuyos operadores de marco se construyen empleando el water-filling no-conmutativo, dado
en la Definicio´n 5.2.3.
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5.3. Aliasing
En esta seccio´n consideramos la llamada norma aliasing correspondiente al muestreo asociado a los
subespacios V y W. La norma aliasing mide la incidencia del complemento ortogonal de W en la recos-
truccio´n consistente f 7→ f˜ = Qf , donde Q denota la proyeccio´n oblicua sobre W a lo largo de V⊥ (ver
[29, 39]). Se sabe que la norma aliasing puede acotarse en te´rminos del a´ngulo entre V y W (ver [61])
aunque esta cota no es o´ptima. Calculamos de forma exacta la norma aliasing del muestreo consistente.
Tambie´n introducimos la nocio´n de aliasing para pares duales oblicuos (F ,G) que mide la incidencia del
complemento ortogonal de W en el esquema (consistente) de codificacio´n-decodificacio´n correspondiente
a F y G. En este contexto calculamos las rotaciones r´ıgidas o´ptimas U0 que minimizan el aliasing de los
pares duales (U · F , (U · F)#V ) para el marco fijo F .
5.3.1. Aliasing en dualidad oblicua
Sean W, V ⊂ H subespacios cerrados tales que V⊥ ⊕ W = H (o equivalentemente W⊥ ⊕ V = H).
Recordemos que en este contexto la norma aliasing asociada al muestreo consistente
f 7→ f˜ = PW//V⊥f , f ∈ H (5.35)
(ver [29, 39]) esta´ dada por
A(W,V) = sup
e∈W⊥\{0}
‖PW//V⊥ e‖
‖e‖ = ‖PW//V⊥ PW⊥‖ . (5.36)
Notemos que la norma aliasing mide la incidencia del complemento ortogonal de W en el esquema de
codificacio´n-decodificacio´n (oblicuo) general en la Eq. (5.35) basados en estos dos subespacios. Podemos
interpretar A(W,V) como una medida de la cantidad de ruido que nos dar´ıa el esquema de codificacio´n-
decodificacio´n oblicuo, cuando se muestrea una sen˜al perturbada f+e que tiene una componente e ∈ W⊥.
Este feno´meno es de intere´s, so´lo cuando V 6=W (pues A(W,W) = 0).
Lema 5.3.1. Consideremos las notaciones 5.1.6. Entonces
1. |PW⊥PV | vi = sin(θi) vi para cada i ∈ Id .
2. |PW⊥PV//W⊥ |2wi = tan2(θi)wi para cada i ∈ Id .
Demostracio´n. Recordemos que con las Notaciones 5.1.6, {vi}i∈Id es una BON de V tal que |PW PV | vi =
cos(θi) vi , para i ∈ Id . En este caso,
|PW⊥PV |2 = PV − |PW PV |2 =⇒ |PW⊥PV | vi = sin(θi) vi para cada i ∈ Id . (5.37)
Para probar el ı´tem 2, fijemos i ∈ Id . Por la Eq. (1.32) sabemos que PWPV vi = PW vi = cos(θi)wi . Por
otro lado, recordemos de la Eq. (1.30) que
(PV//W⊥)
† = PW PV =⇒ PV//W⊥ wi = cos(θi)−1 vi , (5.38)
como vi ∈ V = (ker PW PV)⊥ y wi ∈ W = R(PW PV). Ana´logamente, obtenemos que
PW//V⊥ vi
(5.38)
= P ∗V//W⊥(cos(θi)PV//W⊥wi) = cos(θi) |PV//W⊥ |2wi
(1.31)
= cos(θi)
−1wi . (5.39)
Por otra parte,
|PW⊥PV//W⊥ |2 = |PW⊥ PV PV//W⊥ |2 = PW//V⊥ |PW⊥PV |2 PV//W⊥ .
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As´ı, usando las observaciones previas y la Eq. (5.37) tenemos que, para cada i ∈ Id ,
|PW⊥PV//W⊥ |2wi
(5.38)
= PW//V⊥ |PW⊥PV |2(cos(θi)−1 vi)
(5.37)
= sin(θi)
2
cos(θi)
PW//V⊥ vi
(5.39)
= tan2(θi)wi .
Esto completa la prueba. 
Consideremos las Notaciones 5.1.6, en particular asumamos que V y W son de dimensio´n finita. As´ı,
usando que ‖PW//V⊥‖ = cos(θd)−1 tenemos que A(W,V) ≤ cos(θd)−1 (i.e. con las notaciones de la
Observacio´n 1.5.1 tenemos A(V,W) ≤ cos(θW,V)−1, ver [61]). Sin embargo, la cota previa para A(W,V)
no es buena: en el caso que V = W se tiene que A(W,W) = 0, pero cos(θd)−1 = 1. A continuacio´n
calculamos de forma exacta el valor de la norma aliasing. Este resultado no so´lo mejora los conocidos
previamente, sino que sera´ esencial para estudiar el aliasing de pares duales y sus mı´nimos.
Corolario 5.3.2. Consideremos las Notaciones 5.1.6. Entonces,
A(W,V) = tan(θd) .
Demostracio´n. A partir de la definicio´n de aliasing Eq. (5.36) y el Lema 5.3.1 tenemos que
A(W,V) = ‖PW//V⊥ PW⊥‖ = ‖ |PW⊥PV//W⊥ | ‖ = ma´x
i∈Id
tan(θi) = tan(θd) . 
Consideremos las Notaciones 5.1.6. Sea G = {gi}i∈Id ∈ DV(F), i.e. tal que TF T ∗G = PW//V⊥ . Entonces,
cuando aplicamos el esquema de codificacio´n-decodificacio´n inducido por el par (F ,G), el complemento
ortogonal W⊥ tambie´n puede tener una incidencia en el proceso de muestreo. En el caso que V 6= W,
si muestreamos la perturbacio´n f + e para f ∈ W y e ∈ W⊥ existe una perturbacio´n correspondiente
de los coeficientes T ∗Gf dada por T
∗
Ge: en este caso, la norma al cuadrado de la perturbacio´n (energ´ıa) es
‖T ∗Ge‖2 = 〈SG e , e〉. As´ı, introducimos la siguiente definicio´n:
Definicio´n 5.3.3. Sean W, V ⊂ H subespacios cerrados tales que W ⊕ V⊥ = H. Sean F = {fi}i∈I y
G = {gi}i∈I marcos para W y V respectivamente, tales que G ∈ DV(F). Entonces, definimos el aliasing
relativo al par dual oblicuo (F ,G), notado A(F ,G) dado por
A(F ,G) = sup
e∈W⊥\{0}
‖T ∗G e‖
‖e‖ = supe∈W⊥\{0}
〈SG e , e 〉1/2
‖e‖ . 4
Con las notaciones de la Definicio´n 5.3.3, notemos que A(F ,G) depende de F por el hecho de que
G ∈ DV(F). Por definicio´n, A(F ,G) es una medida normalizada de la incidencia relativa de W⊥ en el
ana´lisis de sen˜ales perturbadas en te´rminos de G, en el sentido que
‖T ∗G e‖ ≤ A(F ,G) ‖e‖ , e ∈ W⊥ .
Existe una interpretacio´n alternativa del aliasing A(F ,G) que es la siguiente: con las notaciones previas,
sea e ∈ W⊥: entonces
‖T ∗G e‖2 =
∑
i∈I
|〈e , gi〉|2 =
∑
i∈I
|〈e , PW⊥gi〉|2 = ‖T ∗Ĝ e‖
2 ,
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donde Ĝ = {PW⊥gi}i∈In es considerado como una sucesio´n finita en W⊥. Por lo tanto,
A(F ,G) = sup
e∈W⊥\{0}
(∑
i∈I
|〈e , PW⊥gi〉|2
‖e‖2
)1/2
= sup
e∈W⊥\{0}
‖T ∗Ĝ e‖
‖e‖ ,
puede considerarse como una medida de la energ´ıa residual de muestreo (normalizada) de Ĝ = PW⊥ · G
en W⊥.
Asumimos adema´s que F = {fi}i∈I es un marco Parseval paraW i.e. SF = PW . Entonces, F#V ∈ DV(F)
es tal que SF#V
= |PW//V⊥ |2. As´ı, en este caso
A(F ,F#V ) = sup
e∈W⊥\{0}
〈SF#V e , e 〉
1/2
‖e‖ = supe∈W⊥\{0}
‖PW//V⊥e‖
‖e‖ = A(W,V) .
En oposicio´n a A(W,V), el aliasing A(F ,G) depende de la eleccio´n del par dual oblicuo (F , G) con-
siderado, y no so´lo de los subespacios V y W. Entonces, es natural considerar el problema de disen˜ar
marcos F y G paraW y V respectivamente, tales que (F ,G) sea un par dual oblicuo con A(F ,G) mı´nimo.
Observacio´n 5.3.4. Consideremos las Notaciones 5.1.6. Dado G ∈ DV(F), es fa´cil ver a partir de la
Definicio´n 5.3.3 que
A(F ,G) = ‖T ∗G PW⊥‖ = ‖PW⊥ SG PW⊥‖1/2 (5.40)
Por otro lado, como consecuencia de la Proposicio´n 4.1.4 vemos que SF#V
≤ SG =⇒ PW⊥ SF#V PW⊥ ≤
PW⊥ SG PW⊥ . Por lo tanto
A(F ,F#V ) = ‖PW⊥SF#V PW⊥‖
1/2 ≤ ‖PW⊥SGPW⊥‖1/2 = A(F ,G) .
En este caso el par dual oblicuo cano´nico (F ,F#V ) minimiza el aliasing entre todos los pares duales oblicuos
(F ,G) para G ∈ DV(F). 4
Consideremos las Notaciones 5.1.6 y sea U ∈ L(H) un operador unitario tal que U(W) = W. Como
se mostro´ en las secciones anteriores, la estructura espectral de S
(U ·F)#V
depende de la eleccio´n de tal
unitario. Por lo tanto, es natural considerar operadores unitarios U como antes, que minimizan el aliasing
A(U · F ,G), donde G ∈ DV(U · F). La Observacio´n 5.3.4 muestra que en este caso podemos restringir la
atencio´n a los pares duales oblicuos de la forma (U · F , (U · F)#V ) para un operador unitario U ∈ L(H)
tal que U(W) =W. El siguiente resultado corresponde al esquema de ana´lisis previo y enlaza soluciones
o´ptimas de este problema a soluciones o´ptimas del problema considerado en el Teorema 5.1.9.
Teorema 5.3.5. Consideremos las Notaciones 5.1.6. Sea {xj}j∈Id ∈ Wd una BON de autovectores de SF
en W, i.e. tal que SF xj = λj xj para cada j ∈ Id .
1. Si U ∈ L(H) es un operador unitario tal que U(W) =W, entonces
A
(
U · F , (U · F)#V
)
≥ ma´x
j∈Id
tan(θj)
λ
1/2
d−j+1
.
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2. Si U0 ∈ L(H) es un operador unitario tal que U0 xj = wd−j+1 para cada j ∈ Id , entonces
A
(
U0 · F , (U0 · F)#V
)
= ma´x
j∈Id
tan(θj)
λ
1/2
d−j+1
.
En particular, la cota inferior en el ı´tem 1. es o´ptima (o´ ajustada).
Demostracio´n. Sea U ∈ L(H) un operador unitario tal que U(W) =W. Entonces, como en la prueba del
Teorema 5.1.9, tenemos que
S
(U ·F)#V
= PV//W⊥ U SF# U
∗ PW//V⊥
Por lo tanto, por la Eq. (5.40) deducimos que
A
(
(U · F)#V , U · F
)2
= ‖PW⊥PV//W⊥ U SF# U∗ PW//V⊥PW⊥‖ . (5.41)
Por otra parte, por el Lema 5.3.1, vemos que
|PW⊥PV//W⊥ |2wi = tan2(θi)wi para cada i ∈ Id . (5.42)
En particular, rk(|PW⊥PV//W⊥ |) = #({i ∈ Id : θi > 0}) def= k. Sea P la proyeccio´n ortogonal sobre
N = R(|PW⊥PV//W⊥ |) . Entonces, por el Teorema 1.4.10 (Teorema de entrelace de Cauchy) tenemos que
los autovalores λ
(
P (USF#U∗)P
)
= (µi)i∈M satisfacen que:
µi ≥ λ(d−k+i)(SF#) = λ−1k−i+1 si 1 ≤ i ≤ k y µi = 0 si i ≥ k + 1 . (5.43)
Aplicando el Teorema 1.4.9 (versio´n multiplicativa del Teorema de Lisdkii) para el operador actuando en
N , donde |PW⊥PV//W⊥ | actu´a como un operador inversible, obtenemos(
tan2(θd−k+i)
)
i∈Ik
◦ (µi)i∈Ik ≺w
(
λi
( |PW⊥ PV//W⊥ | (P U SF# U∗ P ) |PW⊥ PW//V⊥ | ))
i∈Ik
=
(
λi
(
PW⊥PV//W⊥ U SF# U∗ PW//V⊥PW⊥
) )
i∈Ik
∈ Rk ,
donde la u´ltima igualdad se deduce tomando la descomposicio´n polar de PW⊥PV//W⊥ . En particular,
usando la relacio´n de sub-mayorizacio´n, la Eq. (5.41) y las desigualdades en (5.43) vemos que
A
(
U · F , (U · F)#V
)2 ≥ ma´x
i∈Ik
{
tan2(θd−(k−i))
λk−i+1
}
= ma´x
i∈Id
{
tan2(θj)
λd−j+1
}
,
que muestra el ı´tem 1. Fijamos el unitario U0 ∈ L(H) del ı´tem 2. Entonces (U0 SF#V U
∗
0 )wi = λ
−1
d−i+1wi
para i ∈ Id . Recordemos de la Eq. (5.42) que |PW⊥PV//W⊥ |wi = tan(θi)wi para i ∈ Id . Entonces
λ
(
|PW⊥ PV//W⊥ | U0 SF# U∗0 |PW⊥ PW//V⊥ |
)
=
((
tan2(θj)
λd−j+1
)↓
j∈Id
, 0|M|−d
)
.
Esto muestra que el par dual cano´nico correspondiente a U0 · F alcanza el aliasing mı´nimo. 
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Observacio´n 5.3.6. Consideremos las Notaciones 5.1.6. Si G ∈ DV(F), entonces la compresio´n
(SG)W⊥ = PW⊥SG |W⊥ ∈ L(W⊥)+
de SG a W⊥ es una medida (a valores operadores) de la incidencia de W⊥ en el esquema de codificacio´n-
decodificacio´n basado en el par dual oblicuo (F ,G). Por la Eq. (5.40), se deduce que
A(F ,G) = ‖(SG)W⊥‖1/2,
donde ‖T‖ representa la norma del operador T ∈ L(W⊥). Podemos considerar otra medida (natural) a
valores escalares de la forma
Ah(F ,G) = tr (h((SG)W⊥)) ,
para h ∈ Conv(R≥0) no-decreciente y tal que h(0) = 0 (que esta´ bien definida ya que (SG)W⊥ es un
operador positivo de rango finito y h(0) = 0). Una inspeccio´n cuidadosa de la prueba del Teorema 5.3.5
muestra que, con las notaciones anteriores,
Ah
(
U0 · F , (U0 · F)#V
)
≤ Ah
(
U · F , (U · F)#V
)
para cada operador unitario U ∈ L(H) tal que U(W) = W, i.e. que la rotacio´n r´ıgida U0 tiene otras
propiedades de optimalidad. 4
5.3.2. Aliasing en FSIT’s
Sean V y W SIT’s de L2(Rk) tales que V ⊕W⊥ = L2(Rk). Sea F = {fi}i∈In tal que E(F) un marco
paraW. En este contexto tiene sentido hablar tanto de dualidad oblicua (usual) como de dualidad oblicua
SG y para esto recordemos que
DSGV (F) = DSGV (E(F)) = {E(G) ∈ DV(E(F)) : G = {gi}i∈In ∈ Vn} ,
es el conjunto de los V-duales SG de E(F) (ver Seccio´n 1.3). Dado E(G) ∈ DSGV (F) obtuvimos las
siguientes fo´rmulas de reconstruccio´n: para cada f ∈ W y g ∈ V,
f =
∑
(`, i)∈Zk×In
〈f, T` gi〉 T` fi y g =
∑
(`, i)∈Zk×In
〈g, T` fi〉 T` gi .
El siguiente Lema se deriva de resultados y te´cnicas de [2, 42, 43].
Lema 5.3.7. Sean V yW SIT de L2(Rk) tales que V ⊕W⊥ = L2(Rk). Sean JV y JW las funciones rangos
de los SIT V y W, respectivamente. Entonces,
1. W⊥ es un SIT con funcio´n rango JW⊥(x) = [JW(x)]⊥ para x ∈ Tk ctp.
2. Si Q = PV//W⊥ entonces Q es un operador SP.
3. JV(x)⊕ JW(x)⊥ = `2(Zk) y [Q]x = PJV (x)//JW (x)⊥ para x ∈ Tk ctp.
4. E(G) ∈ DSGV (F) ⇐⇒ ΓG(x) is JV(x)− dual de ΓF(x), para x ∈ Tk ctp.
Demostracio´n. Por hipo´tesis V y W son SIT de L2(Rk) tales que V ⊕W⊥ = L2(Rk).
Departamento de matema´tica - UNLP Hoja 88 de 96
5.3.2. Aliasing en FSIT’s
1. Sean v ∈ W, w ∈ W⊥ y ` ∈ Zk entonces:
〈T`w, v〉 = 〈w, T−`v〉 = 0 .
2. Sea u ∈ L2(Rk) tal que u = fu + gu donde fu ∈ V y gu ∈ W⊥. Dado ` ∈ Zk tenemos, por hipo´tesis,
T` fu ∈ V y T` gu ∈ W. Entonces,
T` u = T`(fu + gu) = T` fu + T` gu =⇒ Q (T` u) = T` fu = T` (Q u), ∀ u ∈ L2(Rk).
3. Ya que la transformacio´n T 7→ [T ] es un C∗-isomorfismo, vemos que [Q]x ∈ L(`2(Zk)) es una
proyeccio´n para x ∈ Tk ctp. Por lo tanto,
PV Q = Q =⇒ [PV Q]x = [PV ]x [Q]x = [Q]x
y como [PV ]x = PJV (x) tenemos que R(Q(x)) ⊆ JV(x). Por otra parte, se verifica que
QPV = PV =⇒ [QPV ]x = [Q]x[PV ]x = [PV ]x,
entonces JV(x) ⊆ R([Q]x), as´ı JV(x) = R([Q]x). Ana´logamente, como Q∗ = PW//V⊥ vemos que
R(([Q]x)
∗) = R([Q∗]x) = JW(x) y esto implica que ker([Q]x) = JW⊥(x) = JW(x)⊥ para x ∈ Tk ctp.
4. Ver [11, Teorema 2.3].

Observacio´n 5.3.8. Consideremos el Lema 5.3.7. Sean S y T subespacios cerrados de L2(Rk). Con el fin
de caracterizar cuando la suma (algebraica) de estos subespacios es un subespacio cerrado, recordemos la
Eq. (1.35) donde definimos el a´ngulo de Dixmier entre S y T , notado por [S, T ⊥]D ∈ [0, pi/2], y dado por
cos[S, T ]D = sup{|〈v, w〉|, v ∈ S1, w ∈ T1} ,
donde S1 = {f ∈ S : ‖f‖ = 1} (de forma similar para T1). Es bien sabido (ver [26]) que [S, T ]D > 0 si y
so´lo si S ∩ T = {0} y S + T es un subespacio cerrado de L2(Rk).
Asumimos adema´s que S ⊕ T = L2(Rk) y que Q = PS//T es su correspondiente proyeccio´n oblicua.
Entonces (ver [26])
‖Q‖ = 1
sin[S, T ]D . 4
Proposicio´n 5.3.9. Sean S, T ⊆ L2(Rk) SIT de L2(Rk). Las siguientes afirmaciones son equivalentes:
1. S ⊕ T ⊥ = L2(Rk);
2. JS(x)⊕ JT (x)⊥ = `2(Zk) para x ∈ Tk ctp. y sup escx∈Tk ‖PJS(x)//JT (x)⊥‖ <∞;
3. JS(x)⊥ ∩ JT (x) = {0} y inf escx∈Tk [JS(x), JT (x)⊥]D > 0.
En este caso tenemos que [S, T ⊥]D = inf escx∈Tk [JS(x), JT (x)⊥]D .
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Demostracio´n. 1 =⇒ 2. Es inmediata a partir del Lema 5.3.7.
2 =⇒ 1. Asumimos que JS(x) ⊕ JT (x)⊥ = `2(Zk) y que [Q]x = PJS(x)//JT (x)⊥ es su correspondiente
proyeccio´n oblicua. Como la funcio´n [Q]x : Tk →
∐
x∈Tk L(JS(x), JT (x)) es debilmente medible y esen-
cialmente acotada entonces, por [11, Teorema 4.5] sabemos que existe una u´nica transformacio´n lineal y
acotada Q = PS//T ⊥ ∈ L(S, T ) que es SP y tal que [Q]x = PJS(x)//JT (x)⊥ .
1 =⇒ 3. Si S ⊕ T ⊥ = L2(Rk), por el Lema 5.3.7 tenemos que JS(x)⊕ JT ⊥(x) = `2(Zk), y por lo tanto
las dimensiones de JS(x) y JT (x) coinciden y son finitas, adema´s ya que JS(x) ∩ JT (x)⊥ = {0} se tiene
que [JS(x), JT (x)⊥]D > 0.
3 =⇒ 1. Si asumimos que JS(x) ∩ JT (x)⊥ = {0} y que inf esc[JS(x), JT (x)⊥]D > 0, notemos que
[S, T ⊥]D = inf esc[JS(x), JT (x)⊥]D. Esta u´ltima condicio´n es equivalente a que S ∩ T = {0} y S + T es
un subespacio cerrado de L2(Rk) (ver [26]). 
Como aplicacio´n de los resultados previos, calculamos el valor exacto de la norma aliasing (ver [29, 39])
en te´rminos de la geometr´ıa relativa de los FSIT’s V y W. En efecto, recordemos que la norma aliasing
correspondiente al muestreo consistente
f 7→ f˜ = PW//V⊥f , para f ∈ L2(Rk)
notado A(V, W), esta´ dado por
A(V, W) = sup
e∈W⊥
‖PW//V⊥e‖
‖e‖ = ‖PW//V⊥ PW⊥‖ .
Definicio´n 5.3.10. Sean S, T ⊂ L2(Rk) subespacios cerrados. Definimos la apertura entre S y T , notada
[S, T ]a ∈ [0, pi/2), como el a´ngulo determinado por
cos([S, T ]a) = ı´nf
f∈T , ‖f‖=1
‖PSf‖ . 4
Observacio´n 5.3.11. Consideremos las notaciones de la Definicio´n 5.3.10. En tal caso resulta que la
apertura [S, T ]a coincide con la nocio´n de a´ngulo entre los subespacios S y T como se definio´ en la Eq.
(1.33) (y cos([S, T ]a) que tambie´n se conoce como el coseno del a´ngulo ma´s chico en [42]). Se cumple la
siguiente relacio´n (ver [42, 43]):
cos([S, T ]D)2 = 1− cos([S, T ]a)2 =⇒ [S, T ]a = pi/2− [S, T ⊥]D .
Por lo tanto, usando las relaciones anteriores y la Proposicio´n 5.3.9 tenemos que si S, T ⊂ L2(Rk) son
SIT tales que S⊥ ⊕ T = L2(Rk) entonces
[S, T ]a = sup esc
x∈Tk
[JS(x), JT (x)]a < pi/2 . 4
Consideramos otra vez las notaciones de la Definicio´n 5.3.10 y asumimos, adema´s que L2(Rk) = S⊕T ⊥.
Entonces, de las Observaciones 5.3.8 y 5.3.11 vemos que
‖PS//T ⊥‖ =
1
sin[S, T ⊥]D =
1
cos[S, T ]a .
A partir de esto y como se hizo en la Seccio´n anterior, se obtiene la siguiente cota superior de la norma
aliasing (ver [61])
A(S, T ) ≤ ‖PS//T ⊥‖ =
1
cos[S, T ]a .
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Notemos que, como antes, esta cota conocida no es buena: si tomamos S = T entonces A(S, T ) = 0 pero
cos[S, T ]a = 1.
A continuacio´n calculamos de forma exacta la norma aliasing.
Proposicio´n 5.3.12. Sean V y W FSIT’s de L2(Rk) tales que W ⊕ V⊥ = L2(Rk). La norma aliasing
A(V,W) correspondiente al par oblicuo (V,W) esta´ dada por
A(V, W) = tan([V, W]a) .
Demostracio´n. Notemos que JV(x) y JW(x) son subespacios de dimensio´n finita de `2(Zk) y, por la
Proposicio´n 5.3.9, vemos que JV(x)⊥ ⊕ JW(x) = `2(Zk) para x ∈ Tk ctp. Por lo tanto, aplicando el
Corolario 5.3.2, concluimos que
A(JV(x), JW(x)) = ‖PJW (x)//JV (x)⊥ PJW (x)⊥‖ = tan([JV(x), JW(x)]a) , para x ∈ Tk , ctp.
Finalmente, usando la Observacio´n 5.3.11, tenemos que
A(V, W) = ‖PW//V⊥ PW⊥‖ = sup esc
x∈Tk
tan([JV(x), JW(x)]a) = tan([V, W]a) . 
Conjetura 5.3.13. Conjeturamos que la Proposicio´n 5.3.12 se verifica para un muestreo consistente
de una descomposicio´n oblicua S ⊕ T ⊥ = H en un espacio de Hilbert H arbitrario. Por los resultados
obtenidos en la Seccio´n 5.3.1 la conjetura es verdadera para S y T subespacios de dimensio´n finita. Por
la Proposicio´n 5.3.12 esta conjetura se verifica para algunos subespacios S y T de dimensio´n infinita, en
buena posicio´n. 4
Consideramos las Notaciones 5.1.6 y los resultados previos, podemos definir el aliasing relativo al par
dual oblicuo (E(F), E(G)); tal como se hizo en la Seccio´n 5.3.1.
Definicio´n 5.3.14. SeanW, V ⊂ L2(Rk) FSIT’s tales queW⊕V⊥ = L2(Rk). Sean E(F) y E(G) marcos
para W y V respectivamente tales que E(G) ∈ DSGV (F). Entonces, definimos el aliasing relativo al par
dual oblicuo (E(F), E(G)), notado por A(E(F), E(G)) y dado por
A(E(F), E(G)) = sup esc
x∈Tk
A(ΓF(x),ΓG(x)) = ‖T ∗E(G) PW⊥‖ = ‖PW⊥ S∗E(G) PW⊥‖1/2.
4
Teorema 5.3.15. Consideremos las Notaciones 5.1.6. Sean yj : Tk → `2(Zk) campos medibles de vectores,
tales que {yj(x)}j∈Id(x) es una BON de autovectores de [SE(F)]x en JW(x), i.e. tal que [SE(F)]x yj(x) =
λj(x) yj(x) para cada j ∈ Id y x ∈ Tk ctp.
1. Si U ∈ L(H) es un operador unitario tal que U(W) =W, entonces
A(U · E(F) , (U · E(F))#V ) ≥ ma´xj∈Id sup escx∈Tk
tan(θj(x))
λ
1/2
d−j+1(x)
para x ∈ Tk, ctp.
2. Sean wj : Tk → `2(Zk) campos medibles de direcciones principales. Si U0 ∈ L(H) es un operador
unitario tal que U0 yj(x) = wd−j+1(x) para cada j ∈ Id , entonces
A(U0 · E(F) , (U0 · E(F))#V ) = ma´xj∈Id sup escx∈Tk
tan(θj(x))
λ
1/2
d−j+1(x)
para x ∈ Tk, ctp.
En particular, la cota inferior del ı´tem 1 se alcanza.
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Demostracio´n. De la Definicio´n 5.3.14 y argumentando como en la prueba del Teorema 5.3.5, se prueba
el Teorema. 
Observacio´n 5.3.16. Si asumimos que E(F) es marco Parseval para W (i.e. SE(F) = PW). Entonces
E(F)#V ∈ DSGV (E(F)) es tal que SE(F)#V = |PW//V⊥ |
2. As´ı, se tiene que
A
(
E(F) , E(F)#V
)
= sup esc
x∈Tk
ma´x
j∈Id
tan(θj(x)) = sup esc
x∈Tk
tan(θd(x))
= tan([V,W]a) = A(V,W), para x ∈ Tk ctp.
Luego podemos concluir que A(V,W) se recupera al considerar el aliasing para el par (E(F), E(F)#V ),
con E(F) marco Parseval.
4
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