Abstract-TWDM
INTRODUCTION
With the rapid deployment of GPON and EPON in the past decade, broadband optical access for residential users has proliferated worldwide with over 100M FTTH/FTTB subscribers [1] . To meet the ever-increasing bandwidth demands from end users, next generation passive optical networks (PONs), i.e., XG-PON and 10G EPON, have been standardized by ITU-T and IEEE respectively, providing 10Gb/s aggregated capacity [2] . Recently, TWDM PON (time and wavelength division multiplexed PON) was also demonstrated with 40Gb/s capacity [3] . In addition to residential services, operators are very interested in leveraging the existing FTTx infrastructure for business applications, providing services to small, medium business and enterprise customers, as well as wireless base stations [4] . The convergence of residential, business and wireless applications over passive optical networks will result in more efficient utilization of the fiber infrastructure and bring more revenue for the operators.
In this paper, a prototype system for TWDM PON with WDM overlay is demonstrated for converged services. In this system, TWDM PON renders 40Gb/s aggregated capacity for residential users, while WDM overlay provides 1.25Gb/s dedicated bandwidth for business customers. Colorless ONUs (optical network units) using reflective semiconductor optical amplifiers (RSOAs) supports 16 channels in WDM overlay, with a total capacity of 20Gb/s. For future large scale deployment, integrated OLT (optical line terminal) transceiver in enhanced CFP module and low-cost tunable ONU transceivers in SFP+ module are developed for TWDM PON.
II. TWDM PON WITH WDM OVERLAY
A. Network Architecture Fig. 1 shows the architecture of TWDM PON with WDM overlay. In such a network, TWDM PON has 4~8 channels in downstream on ITU grid in L+ band (1600~1610nm) and 4~8 channels in upstream on ITU grid in C-band (1520~1530nm), while WDM overlay uses 16~32 wavelength channels in C band (1530~1560nm) for upstream and 16~32 wavelength channels in L band (1565~1595nm) for downstream. All these wavelengths for TWDM PON and WDM overlay are multiplexed and transmitted through the same ODN (optical distribution network). At the remote node, TWDM PON uses power splitter so that all its downstream/upstream wavelengths are shared among residential users. On the other hand, WDM overlay uses a mux/demux (e.g. AWG in the figure) so each business customer is provided with a dedicated wavelength pair for downstream/upstream transmissions. The mux/demux for WDM overlay could be cascaded with the power splitter as shown by the solid lines in the figure. Alternatively, the mux/demux could be used in parallel with the power splitter, and a WDM filter in the remote node separates/combines the TWDM PON wavelengths and the WDM overlay wavelengths, as shown in the figure by the dashed lines. In the cascaded case, the power budget requirement for WDM overlay is much higher as the WDM overlay signals must pass through the power splitter. However, this approach is preferred as it keeps the remote node untouched. 
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B. TWDM PON with Pluggable Optical Transceivers
For large scale deployment of TWDM PON in the near future, technology development and engineering solutions of optical transceiver modules must be made commercially viable for manufacturability and cost effectiveness. Recently, OLT transceiver in enhanced CFP module and ONU transceivers in SFP+ module have been developed with error-free performance in a TWDM PON [5] . A microprocessor is included in the OLT transceiver module for control and monitoring purpose. For ONU transceiver, its transmitter uses a thermally tuned DFB laser directly modulated at 2.5Gb/s by a burst-mode laser diode driver, and its receiver consists of thermally tuned optical filter (TF) packaged inside a ROSA together with an APD photodiode and a transimpedance amplifier (TIA). Both OLT and ONU transceivers have built-in RSSI (receiver signal strength indicator) with ±1dB accuracy. The eye diagrams for all the upstream and downstream channels are shown in Fig. 3 . The transmitter output powers for OLT and ONU modules are 10dBm and 4dBm, respectively. All the transmitters achieves better than 9dB extinction ratio. Note that, as the TWDM PON upstream in our prototype uses 4 channels in C band, WDM overlay must avoid these wavelengths in its upstream. It is preferred that C-band wavelengths (1520~1530nm) are used for TWDM PON upstream, instead of C band (1530~1560nm). For performance verification and network throughput testing, one OLT transceiver module and five ONU transceiver modules are plugged in our prototype system for TWDM PON with WDM overlay. The bit error rates for the 10Gb/s downstream and 2.5Gb/s upstream transmissions are tested and the results are shown in Fig. 3 , for all the channels at back-to-back, after 20km and 40km single mode fiber. With feedforward error correction, better than 36dB power budget is achieved with error-free performance in the system. Furthermore, no packet drop is observed for 2.3Gb/s aggregated throughput in a single upstream channel and 1Gb/s throughput for each ONU (limited by the gigabit Ethernet port of the ONU) in the downstream.
C. WDM Overlay Using RSOAs
In WDM PONs, wideband tunable lasers, FP lasers or RSOAs with injection locking or self-seeding are commonly used as colorless ONU transmitter [6] . Colorless transmitter using a selfseeded RSOA was recently demonstrated in a pure WDM PON [7] . For WDM PON overlay in our prototype, self-seeding scheme using C and L band RSOAs is implemented through a combination of a mux/demux (i.e. 200GHz AWG with 16 channels), a Faraday rotator and partial reflection mirror [8] . 1.25Gb/s upstream signals from self-seeded RSOAs pass through a 1:16 power splitter and 20km feeder fiber before being demuxed and detected at OLT with APD receivers. Error-free performance is achieved for drop fiber length (i.e. cavity length for self-seed RSOA) varying from 0 to 5km. With longer cavity, the eye diagrams from the self-seeded RSOA become noisier and less open, but the extinction ratio remains above 6dB for all the channels. Fig. 4 shows the receiver sensitivity of all the 16 channels with 200GHz channel spacing. Shorter drop fiber leads to better performance in the upstream. Because the RSOA gain chips are different for OLT and ONUs, so is the performance for downstream and upstream transmissions. As the transmitted powers of all the channels are kept above4dBm (output power after the partial reflection mirror), the power budget for WDM overlay is enough support 40km reach. Although an aggregated capacity of 20Gb/s is demonstrated in our system, 40Gb/s total capacity can be achieved by replacing the 16-channel AWG with a 32-channel AWG. Higher data rate WDM overlay with 10Gb/s per channel is currently under investigation. Major challenges in 10Gb/s transmission using self-seeded RSOA are the bandwidth limitation of RSOAs and fiber dispersion penalty in C and L band. Fiber dispersion can be reduced by using O-band RSOA, while the RSOA bandwidth limitation can be alleviated with electronic equalization or advanced modulation formats. 
III. CONCLUSIONS
To support converged services for residential, business and wireless applications, a prototype system of TWDM PON with WDM overlay is demonstrated in this paper. While the TWDM PON renders 40Gb/s (downstream) and 10Gb/s (upstream) shared capacity for residential users, 16-channel WDM overlay provides 1.25Gb/s dedicated bandwidth for business customers. Such TWDM PON with WDM overlay can co-exist with legacy GPON and EPON systems, ensuring smooth evolution and future upgrade of broadband optical access networks.
