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ABSTRACT 
For l<p<oo,let 
be the 1, norm of an m x n complex matrix A = ( aij) E C,,,... The main purpose of 
this paper is to find, for any p, q > 1, the best (smallest) possible constants 
T(m, k, n, p, 9) and o(m, k, n, p, 9) for which inequalities of the form 
hold for all A E C,r,Xk, B E Ckxn. This leads to upper bounds for inner products on 
Ck and for‘&di&y 1, operator norms on C,,, XS,. 
*Research sponsored in part by Air Force Office of Scientific Research, Air Force System 
Command, Grant AFOSR-83-0150. 
LINEAR ALGEBRA AND ITS APPLICATIONS 62: l-10 (1984) 1 
0 Elsevier Science Publishing Co., Inc., 1984 
52 Vanderbilt Ave., New York, NY 10017 0024-3795/84/$3.00 
2 MOSHE GOLDBERG 
1. INTRODUCTION AND STATEMENT OF RESULTS 
The 2, norm, 1~ p < cc, of an m X rz complex matrix A = (aij) E C,,, 
is defined by 
IAlP= ( ,fl ~llaijlp)l’p~ 
where for p = CXI (a case which need not be treated separately) we have 
IAl, = max]crij]. 
i.j 
Studying these Zp norms, Ostrowski [4] obtained the following results: 
THEOREM 1.1 [4, Theorem 71. If 1~ p 6 2 and if A, B are rectangular 
matrices such that AB exists, then 
WI, G I4,IBl,. 
THEOREM 1.2 [4, Theorem 81. Zf 1<9626p, l/p+l/q=l, andif 
A, B are rectangular matrices such that AB exists, then 
WI, Q I4,PI,~ 
WI, G l4,lBl,~ 
While Ostrowski proved that for 1~ p -C 2 < 9 the inequalities in Theo- 
rems 1.1, 1.2 may fail, these theorems were extended in [2] as follows: 
THEOREM 1.3 [2, Theorem 1.31. Zf p > 2 and if A E Cnlxk, B E Ckxn. 
then 
lABI, < k’-2’plAIpIB(p. 
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THEOREM 1.4 [2, Theorem 1.41. Zf l<p,<2<q, l/p+l/q=l, ad 
A E C,,,xk, B E Ckxn, then 
WI, < n’-2’9~AlplBI,, 
lABI, < mi-2’QIAI,JBI,~ 
In this paper we generalize Theorems 1.1-1.4 as follows: 
THEOREM 1.1’. LetAEC,,, u~KZBEC~~~. Zf l<q<p<2, then 
lABI, G I4lBI,~ (1.1) 
PI, G I49lBIp; (l-2) 
andif l<p<q<2, then 
JABI, < n “p--l’91AlplB19, (1.3) 
JAB/, Q m1’p-1’91AlqlBlp. 0.4) 
THEOREM 1.2’. Let A E Cmxk, B E Ckxn, and 1 < q d 2 < p. Zf l/p + 
l/q>l, then 
WI, G IAlplBI,Y (1.5) 
lABI, G l4,lBl,; WV 
and if l/p + l/q 6 1, then 
JABI, < kl-l’p-l’ 914,1B19~ (1.7) 
lABI, < k1-1’p-1’91AlqlBlp. 0.8) 
THEOREM 1.3’. LetAECmxk ad BECK._. Zfpaqa2, then 
lABI, < k 1-1’p-1’91AJplB19, 
IABI, Q k 1-1’p-1’91AlqlBlp; 
(1.9) 
(1.10) 
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andifq>p>2, then 
lABI, < k1-1/P-1/9n1’P~1’91AlplBlg, (1.11) 
lABI, < k1-1’p-1/9,1’p-1’9~AIqlB(p’ (1.12) 
THEOREM 1.4’. LetAECnrxk, BECKY,,, ad 1~ PG~Gw If l/p+ 
l/q 2 1, then 
If-l, 6 n”P-“9(AIpIBI,, (1.13) 
lABI, < m”P~“91A191Blp; (1.14) 
ad if l/p + l/q 6 1, then 
lABI, < k1-1’p~“9n1’p-1’9~Alp~B~9, (1.15) 
lABI, < k1-1’p-1’~,1’p-1’91AIqlBlp. (1.16) 
Theorems l.l’-1.4’-proved in Section 2-obviously cover all possible 
relations between p and q, for p, q > 1. Moreover, for p = q, Theorems 1.1’ 
and 1.3’ reduce to Theorems 1.1 and 1.3, respectively; and taking l/p + l/q 
= 1, Theorems 1.2’, 1.4’ yield Theorems 1.2 and 1.4; hence, Theorems 
l.l’-1.4’ indeed generalize Theorems 1.1-1.4. 
If A=a=(a,,..., a,) is a row vector and B=b*=(Pl,...,Pk)* is a 
column vector (* denoting the adjoint), then AB = ab* is the standard inner 
product (a, b) on Ck. Applying Theorems l.l’-1.4’ to this case and noting 
that Ib*l, = Ibl,, we immediately obtain: 
COROLLARY 1.1. Let a, b E Ck be k-vectors. Then for 1~ p, q Q 2, 
I(a, b) I G lal,lbl,~ (1.17) 
I(a, b) 1 d k1~1~p~1~91alplblq~ (1.18) 
I(a, b) I< lal,lbl,~ 1,&l, 
P 4 
(1.19) 
I(a, b)~~k’~1’P-1’qIalplb19, b+‘s1. 
4 
(1.20) 
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Setting p = 4 in (1.17) and (1.18), we obtain the two inequalities, 
[(a, b) I Q l4,lblP~ l<p<% 
\(a, b)\=s Jc-2’Pl~lplblp~ Pa 2, 
which were observed already in [2]. If p and q are conjugate, i.e., l/p + l/q 
= 1, then (1.19), (1.20) yield Hiilder’s inequality: 
\(a, b) 1 Q blplbl,~ ;+;=I, pal. 
In addition to the above I, norms, let us also consider the usual 2, 
operator nom, 1 =G p G co, of a matrix A = (aij) E Cmxn: 
\lAll, = max{ IAx\,: x EC”, Ix\, = 1). 
Using Theorems l.l’-1.4’, we shall easily prove in Section 2: 
THEOREM 1.5. Let A E C,,,. Then for 1 d Q Q p < 2, 
l141p =s IAl,; 
llAllp Q m”P-“91A19; 
for 1<9<2<p, l/p+l/9>1, 
l141p G IAl,; 
for 1<992Gp, l/p+l/9<1, 
l141p < ,3-l/P-‘/9I4,; 
(1.21) 
(1.22) 
(1.23) 
(1.24 
(1.25) 
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fmq>p>% 
llAl/P Q nz1/P-1/9n’-‘/P-‘/91A19; 
for l<p,<2<q, l/p+l/q>l, 
II All P‘<m 1’P-1’91A19; 
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(1.26) 
(1.27) 
andfor l<PG2<c/, l/p+l/q<l, 
]]A]lp < m1/P-1/9n1-“P-‘/qIAI,. (1.28) 
Note that for the special cases p = q and l/p + l/q = 1, Theorem 1.5 
reduces to Theorem 1.6 of [2]. In particular, for p = q we obtain 
IAlp l<p<2, 
l141p G 
n’-2’P]AJp, p>2. 
As shown at the end of Section 2, choosing certain incidence [i.e., (O,l)] 
matrices, each of the inequalities in Theorems l.l’-1.4’, 1.5, and 1.6, becomes 
an equality. Thus none of the inequalities in this paper can be improved. In 
particular, this implies that the results in Theorems l. l’-1.4’ provide the best 
(smallest) possible constants, T(m, k, n, p, q) and a(m, k, n, p, q), for which 
inequalities of the form 
WI, d T(m, k, n, p, q)lAI,l~I,, PI, G dm, k, 12, p9q)lAIq14, 
hold for ah A E Cmxk, B E Ckxn. 
2. PROOFS 
We start by quoting: 
LEMMA 2.1 ([3, Corollary 1.4.51; compare [l, Chapter 1, Section 161). Zf 
x E Ck and if p > q > 1, then 
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If we define for convenience 
i 
1, p>q>L 
pP,(k)= p/p-1/9 q>p>l, 
then Lemma 2.1 can be restated as follows: 
LEMMA 2.2. ForxECkandp,g>l, 
We next consider the mixed l,,, norm, p, q >, 1, of a matrix A = (aij) E 
C mxn, [41, 
IAIpq= [ jI$l ( i~llffijlp)9'p]1'93 
and prove: 
LEMhfA2.3. Fmp,q>1andAEC,,,, 
I 4P9 =Gp,b414p 
JAI,9 G Pqp(414p* 
(2.2) 
(2.3) 
Proof Denote the columns of A by a 1,. . . , a ,,. Then (2.1) yields 
JAI,, = 1(1~1lP,..., l%lP) I9 
~~(~,,~~~l~~l,,...,~,,~~~l~“l,~l, 
= ~pq~~~(~l~l19,...,la,14)(4 = IJP,b)lAI,, 
and (2.2) holds. By (2.1) again, we obtain 
IAIp9 = I(l~Il,,..., b”lP)19 
4 ~9p~~~l~l~llp....,l~nlp~ Ip = ~9P~~~l4,~ 
and the lemma follows. 
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LEMMA 2.4. Let A G Cmxk, BE Ckxn. Let p, q > 1, and let q’ be the 
conjugate of q so that l/q + l/q’ = 1. Then, 
WI, G IA=I,~,IBl,,~ 
WI, G lATl,,lBl,~, 3 
where AT denotes the transpose of A. 
Pro& Set C = AB, C = (y, j). By Hiilder’s inequality, 
Hence, 
(2.4) 
(2.5) 
= IA=I~~,IBI~,~ 
and (2.4) is established. To obtain (2.5) we repeat the proof with q and q’ 
exchanged. m 
We are now ready for 
Proof of Theorems l.l’-1.4’. First use (2.4), (2.2), and (2.3) to obtain 
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Thus, if 1~9~p~2, then 9’&p, so (1.1) follows; and if l~p~9~2, 
then again 9’2 p, and (1.3) follows. If 1~ 9 G 2 < p and l/p + l/9 > 1, 
then l/9’ = 1 - l/9 d l/p, so 9’ > p, and (2.6) yields (1.5). Similarly, if 
1~9~2~pwithl/p+l/9~1,then9’~pand 
P,,,@) = k l/q’- l/p = k’~ l/P- l/q , (2.7) 
so (1.7) holds. If p > 9 > 2, then p > 9’, so we have (2.7) again, and (2.6) 
gives (1.9); and if 9 >, p > 2, then again p > 9’, and we obtain (1.11). If 
1 G p G 2 G 9 and l/p + l/q 2 1, then 9’2 p, and we get (1.13). Finally, if 
1 G p < 2 G 9 with l/p + l/9 Q 1, then by (2.6) and (2.7), we obtain (1.15). 
Using (2.5), (2.3), and (2.2), we find instead of (2.6), 
Hence,, considering as before the eight cases, 1 < 9 < p < 2, 1 < P d 9 G 2, 
lGq<2<pwith l/p+l/q>l, 1<9<2<pwith 1/~+1/9<1, ~29 
22, 9>p>2, l<p<2<9 with l/p+l/q>l, and l<pG2$9 with 
l/p + l/9 G 1, we obtain (1.2), (1.4), (l-6), (1.8), (l.lO), (1.12), (1.14) and 
(1.16), respectively. n 
Proof of Theorem 1.5. Suppose 1~ 9 d p < 2. Then by (1.2), for any 
n-vector x E C”(which we view as an n x 1 matrix), 
WI, G l4,l~l,~ 
l141p = , yy IA% G IAl,, 
=t, 
so (1.21) follows. The other seven inequalities in Theorem 1.5 follow precisely 
along the same lines, where instead of (1.2) we use (1.4), (1.6), (1.8), (l.lO), 
(1.12), (1.14), and (l-16), respectively. n 
We conclude the paper by showing that our inequalities in Theorems 
l.l’-1.4’, 1.5, and 1.6, are sharp; that is, for certain matrices they become 
equalities. For this purpose we introduce four m X fl incidence matrices, 
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E(m, n), R(m, n), C(m, n), and I(m, n), defined by 
i=l ,**a, m, j=l,..., n. 
A direct calculation shows that for A = E(m, k), B = E(k, n), we obtain 
equality in (Ll), (1.2), (1.5), and (1.6); for A = C(m, k), B = R(k, n), equal- 
ity holds in (1.3), (1.4), (1.13), and (1.14); for A = R(m, k), B = C(k, n), it 
holds in (1.7)-(1.10); for A = R(m, k), B = J(k, n), it holds in (1.11) and 
(1.15); and for A = J(m, k), B = C(k, n), it holds in (1.12) and (1.16). 
The same types of incidence matrices (or vectors) provide equalities in 
(1.17)-( 1.28). 
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