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Ce mémoire a été rédigé en vue de l’obtention de l’habilitation à diriger des recherches auprès 
de l’Université Lyon 1. Pour ce faire, j’ai réalisé la synthèse de mes travaux de recherches 
depuis que j’ai commencé celles-ci lors de mon arrivée dans le groupe des Collisions 
Atomiques dans les Solides de l’Institut de Physique Nucléaire de Lyon. Durant toute cette 
période j’ai eu la chance de pouvoir mener ces travaux qui présentent une certaine unité, et 
qui se prêtent donc assez facilement à cette synthèse. 
 
Je n’ai pas cherché à rédiger une thèse, dans la mesure où de nombreux pans de ces 
recherches ont été publiés dans des articles entièrement reproduits dans ce mémoire. Le 
lecteur pourra donc lire celui-ci à plusieurs niveaux. La lecture approfondie des articles 
reproduits permettra de rentrer pleinement dans le sujet de l’interaction ion-cristal. La lecture 
des commentaires originaux permet, quant à elle, de recevoir mes analyses assez personnelles 
sur les différents travaux réalisés. 
 
J’ai également voulu ajouter de-ci, de-là quelques élucubrations spéculatives qui montrent 
que, en ayant travaillé sur une thématique pendant tout ce temps, on peut avoir des idées 
originales que l’on aimerait continuer à développer. C’est le rôle du chercheur.  
 
Ce mémoire comporte trois chapitres très déséquilibrés. Le premier, de loin le plus important, 
décrit nos expériences basées sur les échanges de charge et le dépôt d’énergie par des ions 
lourds en condition de canalisation. Le second est consacré aux mesures de temps de fission 
nucléaire, en particulier aux expériences de blocage cristallin. Le dernier chapitre porte sur la 
mesure de la photoionisation par création de paires électron-positon. 
 
Les travaux présentés sont de nature essentiellement expérimentale, avec l’appui de 
simulations. Je rapporte essentiellement sur les travaux pour lesquels j’ai eu une contribution 
importante. Toutefois, ceux-ci ont toujours été entrepris au sein de collaborations, et je me 
dois de rendre hommage à mes collaborateurs qui, à différents niveaux, ont permis leur 
réalisation. Je ne ferai pas de remerciements individuels, mais je préciserai que j’ai eu cette 
chance de pouvoir travailler avec des scientifiques pour lesquels la compréhension de la 
Physique était la motivation majeure. Cette qualité nous a permis de ne pas nous enfermer 
dans une monoculture, et d’aborder des sujets très pluridisciplinaires.  
 
J’ai également puisé sans vergogne dans les résultats des travaux de thèse de deux étudiants 
de notre groupe, Frédéric BARRUÉ et Etienne TESTA. Si j’ai participé activement à leur 
encadrement et à l’orientation de leurs recherches, c’est eux qui ont réalisé le travail 





1 Echange de charge et perte d’énergie par des ions 
lourds en condition de canalisation dans un cristal 
 
L’article ”Heavy ion channeling : principles and applications” [Cohen 04] servira 
d’introduction générale sur la canalisation d’ions lourds rapides dans des cristaux. Il a été co-
rédigé avec Camille Cohen pour les actes de l’école d’été Tracks 03, organisée en septembre 
2003 à Mühlhausen, en Allemagne. A l’occasion de cette école, j’ai eu l’opportunité de faire 
le cours correspondant, à un public de niveau doctoral et post-doctoral. 
La première partie présente les généralités sur les effets de canalisation et de blocage de 
particules rapides dans une cible cristalline. Elle est donc bien adaptée à l’introduction 
générale de ce chapitre. 
La seconde partie est orientée vers la localisation d’impuretés en surface et dans le volume de 
cristaux, ainsi qu’à la localisation de réactions de fission nucléaire par blocage. Nous 
reviendrons sur ce dernier point dans le chapitre suivant de ce mémoire.  
La troisième partie présente de façon générale l’intérêt de la canalisation d’ions lourds pour la 
perte d’énergie et les échanges de charge. Certains résultats ont été obtenus par notre 
collaboration, et, pour les expériences auxquelles j’ai contribué, des développements seront 
présentés dans ce chapitre. 
 
Dans le domaine des vitesses élevées (très au-delà de la vitesse de Bohr) mais pas très 
relativistes, je classerai les processus d’échange de charges en trois catégories, en raison de 
leur importance :  
- tout d’abord, les processus dominant dans les collisions ion-atome en général : ce sont 
des processus faisant intervenir les potentiels coulombiens écrantés du projectile et de la cible 
atomique. C’est le cas de la capture dite mécanique (MEC, pour Mechanical Electron 
Capture), ou non-radiative, dans laquelle le recul du noyau cible intervient nécessairement 
pour satisfaire à la conservation de l’énergie et de l’impulsion. C’est aussi le cas de 
l’ionisation par impact sur les noyaux écrantés de la cible (NII, pour Nuclear Impact 
Ionization). La canalisation d’ions lourds permet d’étudier la variation, voire l’extinction, de 
ces processus en fonction de l’énergie transverse, donc du paramètre d’impact. 
- Ensuite, les processus résultant de l’interaction ion-électron (indépendamment –ou 
presque- du noyau atomique auquel l’électron est lié). Dans le cas de la capture d’un électron, 
la conservation de l’énergie et de l’impulsion peut être satisfaite par l’émission d’un photon 
pour la capture électronique radiative (REC, pour Radiative Electron Capture), qui est le 
processus inverse de l’effet photoélectrique. A défaut d’un troisième corps mis en jeu, le 
processus de capture doit être résonnant, comme c’est le cas pour la capture résonnante 
diélectronique (ou RTE, pour Resonant Transfer and Ionization) qui est le processus inverse 
de l’émission Auger. L’ionisation par impact sur un électron cible (EII, pour Electron Impact 
ionization) fait intervenir des états finals dans le continuum des états libres, et n’est donc pas 
résonnante, mais présente un seuil en énergie cinétique de l’électron cible dans le référentiel 
du centre de masse.  
Ces derniers processus sont en général dominés par ceux du premier type, d’un facteur au 
moins égal à Zcible. En condition de canalisation, pour lesquelles les collisions à petit 
paramètre d’impact avec les noyaux cible sont supprimées, ce sont les processus dominant 
l’échange de charge. Des études avec une forte statistique permettent d’extraire une 
information originale sur le gaz d’électrons (densités locales, profils Compton). 
 4 
- Enfin, on rajoutera une sous-catégorie des processus du second type, qui sont les 
processus d’interaction ion-électron très exotiques, pour lesquels la section efficace est très 
petite, très inférieure au barn, comme la capture résonnante triélectronique (RT2E, pour 
Resonant Transfer and Double Ionization) qui met en jeu des corrélations à trois électrons, ou 
la capture résonnante par excitation nucléaire NEEC (Nuclear Excitation by Electron Capture) 
qui est le processus inverse de la conversion interne. La canalisation d’ions lourds peut 
permettre la mise en évidence de tels processus en fournissant une cible « épaisse » 
d’électrons (typiquement plus de 1020 e-/cm2). 
La figure 1 ci-dessous illustre les différents modes d’échange de charge résultant de 
l’interaction ion-électron, au moyen de diagrammes des transitions en énergie dans le 
référentiel de l’ion : un électron de la cible cristalline (dont on néglige l’énergie de liaison, et 
qu’on suppose au repos dans le laboratoire) possède une énergie cinétique ( ) 21 cmE ee −= γ , 
où γ est le facteur de Lorentz, et me la masse de l’électron. 
 
Figure 1 : Description schématique des transitions en énergie correspondant aux différents 
modes d’échange de charge par interaction ion-électron, observables en condition de 
canalisation d’ions lourds. Les niveaux d’énergie sont ceux du projectile ionique (atomique et 
nucléaire dans le cas de la NEEC). 
 
Une description détaillée des échanges de charge par des ions lourds rapides a été présentée 
dans ma thèse [Dauvergne 93], et reprise avec un éclairage nouveau dans celle d’Etienne 
Testa récemment [Testa 05], au sein de notre groupe de recherche. 
Dans ce chapitre nous ferons la synthèse de travaux effectués par notre collaboration sur ces 
différents processus dans l’ordre inverse de celui ci-dessus, c'est-à-dire en commençant par 
les processus à faible section efficace, afin de rompre avec l’ordonnancement habituel… 
 
Nous verrons que, en plus de l’étude de ces processus d’échange de charge pour eux-mêmes, 
d’autres informations originales peuvent être extraites de ces expériences.  
- Le mélange intra-couche influence considérablement la durée de vie d’états 
métastables peuplés par capture ou ionisation dans un solide, même pour des ions canalisés.  
- Pour des ions fortement chargés à relativement faible vitesse, la polarisation du gaz 
d’électrons du cristal est telle qu’on peut mesurer un déplacement du niveau du continuum 















































- Les ions subissant des collisions rasantes sur les rangées d’atomes sont soumis à un 
régime particulier pour les échanges de charge : la fréquence des collisions est telle que des 
électrons capturés dans des états excités n’ont pas le temps de décroître vers des états stables. 
C’est l’effet de superdensité, associé à une très forte perte d’énergie, car la densité 
électronique locale est très élevée au voisinage des rangées cristallines.  
- L’influence de l’excitation résonnante cohérente, qui n’est pas corrélée au premier 
ordre à cet effet de superdensité, sera discutée. 
 
Nous verrons enfin quelques aspects spécifiques du dépôt d’énergie par des ions lourds 
canalisés.  
- Nous avons étudié, en fonction de l’énergie transverse des ions canalisés, les 
corrélations entre émission électronique par les surfaces d’un cristal, la perte d’énergie et les 
échanges de charge. Dans le cas des ions subissant l’effet de superdensité près des rangées 
d’atomes au voisinage de la surface d’entrée, le rendement d’émission électronique est très 
élevé, et, pour un cristal mince, la perte d’énergie intégrée sur toute l’épaisseur de cible est 
très supérieure à la normale. A l’opposé, les ions de faible énergie transverse sont caractérisés 
par un faible rendement d’émission électronique, associé à une faible perte d’énergie et à un 
gel des états de charge. 
- L’utilisation des ions très lourds hydrogénoïdes ralentis en dessous de 20 MeV/u au 
GSI permet de faire des études originales sur le ralentissement de ces ions en canalisation ; en 
effet, le gel de leur état de charge, autorisé par les grands paramètres d’impact et par la faible 
densité électronique rencontrée, conduit à une perte d’énergie par collisions distantes qui peut 
excéder la perte d’énergie hors canalisation, pour laquelle les ions ont une charge à l’équilibre 
beaucoup plus faible. 
 
Nous conclurons ce chapitre par les perspectives offertes par l’étude en cours de l’émission 
ionique en condition de canalisation, qui devrait apporter une information nouvelle sur la 
dynamique de l’endommagement sous impact d’ions lourds. 
 
 
1-1 La canalisation d’ions lourds rapides dans des cristaux. 
Principes généraux et applications typiques 
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The paper presents a review on selected aspects of high-energy ion channeling. Ion trajectories and ﬂuxes are ob-
tained in the frame of the ‘continuum model’, in which atomic strings or planes are considered as uniformly charged
objects. Computer simulations treating the consecutive binary collisions are also presented. Some typical applications
are described, which take mostly beneﬁt of the development of a highly non-uniform ion ﬂux strongly peaked far from
the heart of target atoms. These applications concern of course particle–matter interactions through, for instance,
reﬁned studies of the impact parameter dependence of energy loss and of charge exchange processes. They also concern
material and surface science or nuclear physics, through lattice location measurements.
 2004 Elsevier B.V. All rights reserved.
PACS: 61.85.+p; 34.70.+e
Keywords: Channeling; Blocking; Energy loss; Charge exchange1. Introduction
When a beam of swift ions enters a single
crystal along a major crystallographic planar or
axial direction, one observes a spectacular reduc-
tion of the yield associated to events that imply
close nuclear encounters (nuclear reaction, large
angle elastic scattering, formation of core-shell
electron vacancies on target atoms and corre-
sponding X-ray emission. . .). All these eﬀects are* Corresponding author. Tel.: +33-4-72-44-62-57; fax: +33-4-
72-43-12-43.
E-mail address: d.dauvergne@ipnl.in2p3.fr (D. Dauvergne).
0168-583X/$ - see front matter  2004 Elsevier B.V. All rights reser
doi:10.1016/j.nimb.2004.03.017characteristic of a phenomenon called Channeling,
discovered and explained 40 years ago [1]. Chan-
neling is the direct consequence of the fact that, in
the particular beam-crystal geometry described
above, the ions experience strongly correlated
binary collisions with target atoms. These colli-
sions focus the beam far from the atomic strings or
planes of the crystal. Thus, the uniform ﬂux
associated to an ion beam impinging a crystal
surface becomes progressively highly non-uniform
as the ions penetrate in the bulk, with a pro-
nounced maximum at the center of the ‘channels’
delimited by the atomic rows or planes. We will
brieﬂy show in Section 2 how one can very
precisely calculate ion trajectories and ﬂuxes inved.
Fig. 1. Formation of a shadow cone and of a blocking cone.
C. Cohen, D. Dauvergne / Nucl. Instr. and Meth. in Phys. Res. B 225 (2004) 40–71 41crystals. The knowledge of the ion’s ﬂux can be
exploited in many ways, illustrated in Section 3.
First one can determine the crystallographic loca-
tion of a given population of nuclei inside a crystal
by studying the associated yield of close nuclear
encounter events. Such studies are beneﬁcial in
material science for the localization of impurity
lattice sites, of defects, of surface atom relaxation,
of strains in epitaxial layer growth. . . [2]. But they
are also beneﬁcial in nuclear physics when deter-
mining the pathlength before fragmentation of
nuclei that have ﬁrst been excited by violent col-
lisions at regular crystal lattice sites and thus the
lifetime of these nuclei [3–5]. The second interest-
ing feature of the non-uniform ﬂux of channeled
ions is that it permits to study speciﬁcally the
interaction, at given impact parameter, of these
ions with target electrons and particularly with
loosely bound valence or conduction electrons.
When the projectile is much faster than the elec-
trons of the medium, one can use a crystal as a
very dense quasi-free electron gas target and study
charge exchange processes. Such studies, presented
in Section 4, concern electron impact ionization or
excitation (EII or EIE) [6,7], radiative electron
capture (REC) [8] (that is the reverse of the pho-
toelectric eﬀect), resonant transfer and excitation
(RTE) [9] (the reverse of the Auger eﬀect), or nu-
clear excitation by electron capture (NEEC, the
reverse of internal conversion). One can also study
in detail the impact parameter dependence of ion
energy loss and determine the contribution of local
and non-local interactions in this process [7,10–
12]. Finally, we will show in Section 5 that one can
also exploit the fact that the correlated binary
collisions of channeled ions with target atoms are
quasi-periodic in time: this may induce resonant
coherent excitation, populating excited atomic or
nuclear levels [13–16].2. Ion trajectories and ﬂuxes in channeling geometry
2.1. Shadow behind an atom
Let us consider the situation represented in
Fig. 1. A uniform ﬂux of ions impinges on the ﬁrst
of a pair of atoms, the incident beam directionbeing parallel to the axis joining the two atoms.
Each ion is repelled by the screened Coulomb
potential generated by the ﬁrst atom, the smaller
the impact parameter the stronger the deﬂection.
The result is the formation of a shadow cone of
radius R at the level of the second atom. Roughly
(and strictly in the case of a Coulomb potential), R
is proportional to ðZ1Z2d=EÞ1=2, where Z1 and Z2
are, respectively, the atomic numbers of the ions
and of the atom, d the distance between the pair of
atoms and E the ion energy. A typical order of
magnitude is R ¼ 0:1 A for E ¼ 0:1 MeV/u and
d ¼ 3 A, i.e. a typical interatomic distance. Thus,
if the two atoms are on the ﬁxed positions shown
in Fig. 1, there will be no close nuclear encounter
on the second one. Assume now that the relative
positions of the two atoms, perpendicularly to the
mean axis, may ﬂuctuate with a standard variation
q. It can then be demonstrated that the close
encounter yield on the second atom is only a
function of the ratio q=R. In the following we will
choose to normalize these yields to the ones cor-
responding to a uniform ion ﬂux.
Let us now consider an ion beam entering a
crystal parallel to low index atomic rows with a
uniform impact parameter distribution. One can
use Monte Carlo simulations to calculate ion tra-
jectories resulting from a sequence of binary col-
lisions characterized by a realistic screened
Coulomb potential. In such simulations, the
instantaneous positions of the crystal atoms, with
respect to their mean site, that are sampled by a
given ion are determined through the thermal
Fig. 2. Normalized close nuclear encounter probability as a
function of penetration depth for a 10 MeV proton beam
entering an Au crystal, parallel to a Æ0 1 1æ direction. This
probability is obtained by Monte-Carlo simulations of se-
quences of binary collisions. The data are from [17].
42 C. Cohen, D. Dauvergne / Nucl. Instr. and Meth. in Phys. Res. B 225 (2004) 40–71vibration laws. Once a set of trajectories is calcu-
lated, the ion ﬂuxes and thus the close nuclear
encounter yields can be readily obtained. We
present in Fig. 2, from [17], the result of a Monte-
Carlo simulation providing the close nuclear
encounter yield, as a function of penetration
depth, for 10 MeV protons entering a gold crystal
parallel to a Æ0 1 1æ direction. After some marked
oscillations, this yield becomes independent of
penetration depth and levels around 2%. At the
very surface, the yield corresponds to the uniform
entrance ﬂux and is thus equal to 1. We will showFig. 3. Normalized ion ﬂux variation with penetration depth at
distances larger than 1.2 A from atomic strings for a 10 MeV
proton beam entering an Si crystal, parallel to a Æ0 1 1æ direc-
tion. This ﬂux is obtained by Monte-Carlo simulations of se-
quences of binary collisions.in Section 3 how the very strong ﬁrst peak yield
can be used to provide information on the surface
structure of crystals. As an example, we also show
in Fig. 3 the calculated variation with the pene-
tration depth of the ion ﬂux at distances larger
than rmin ¼ 1:2 A from any atomic string when a
beam of 10 MeV protons enters a silicon crystal
along the Æ1 1 0æ direction. The normalization is
made with respect to a uniform ion ﬂux. One can
see in the ﬁgure a marked ﬂux peaking eﬀect far
from atomic strings: after some oscillations this
ﬂux stabilizes at a value around 2. The latter value
is of course determined by the chosen cut-oﬀ rmin.
2.2. Averaged continuum potentials, transverse
energy conservation
Rather quantitative assessments can be made
when introducing reasonable approximations in
order to replace the numerical calculations pre-
sented above by an analytical description of the
channeling phenomena. The discrete series of
binary collisions with atoms can be approximated
by a continuous interaction between a projectile
and uniformly charged strings or planes. In this
frame, simple physical quantities that govern the
behavior of the projectile population in the crystal
are introduced and general trends can be predicted
with the help of statistical physics.
Calling V the screened Coulomb ion-atom po-
tential and z the penetration depth, the axial con-






V ½ðr2 þ z2Þ1=2dz; ð1Þ
where d is the inter-atomic spacing.
The planar potential Y ðyÞ at distance y from a
plane is given by




h þ r21=2idr; ð2Þ
where dp is the distance between two adjacent
atomic planes.
In what follows we shall restrict ourselves to the
description of axial channeling. We show in Fig. 4
from [12] the axial potential map in a plane per-
pendicular to the Æ1 1 0æ axis of a silicon crystal.
Fig. 4. (a) Potential map per unit charge in the plane transverse to a Æ1 1 0æ direction in Si. This potential is averaged along Æ1 1 0æ. The
values corresponding to the isocontours are (in eV) 1: 0.5, 2: 1.5, 3: 2.25, 4: 5, 5: 15, 6: 21, 7: 50. (b) Electron density map in the same
transverse plane. This density is also averaged along Æ1 1 0æ. The values corresponding to the isocontours are (in electron A
	3Þ 1: 0.032,
2: 0.1, 3: 0.24, 4: 0.5, 5: 1.0, 6: 3.0, 7: 10.0, 8: 30.0. From [12].
C. Cohen, D. Dauvergne / Nucl. Instr. and Meth. in Phys. Res. B 225 (2004) 40–71 43This map has been obtained by summing the axial
potentials, given by relation (1), corresponding to
the six rows represented in the ﬁgure and by setting
to zero the value of the potential at the channel
center. The motion of ions of kinetic energy E in
the transverse plane is characterized by the con-
servation of the ‘transverse energy’ E?. The latter
is determined by the entrance conditions and, in
the small angle approximation, is given by
E? ¼ QUðrÞ þ EU2 ¼ QUðriÞ þ EU2i : ð3Þ
In relation (3), relativistic corrections are ne-
glected. U is the angle between the ion’s trajectory
and the atomic string at position r, while Ui and ri
are respectively the entrance angle and impact
parameter. In this paper, we are interested in swift
ions, that are most of the time highly stripped and
can thus be assimilated to point charges
Q ¼ Z1 	 n, n being the number of core electrons,
bound close to the ion’s nuclei. Unless speciﬁed,
we will use Q ¼ Z1 in the following. Relation (3)
allows one to calculate the ion trajectories.
It is worthwhile to discuss the validity of the
approximations that have been introduced in the
present subsection. If one considers a set of binary
collisions, E? changes abruptly at each collision,
because the angle U changes at a ﬁxed distance
from the string. Then, between two collisions, this
change is somewhat compensated because the
potential component of E? changes continuously,
as does the distance of the ion to the string, whilethe angle U is constant. A good check of the
continuum approximation is to test up to what
extent this compensation does conserve E?. For
this purpose, one may calculate the value of E? at
the half-way plane between the ði	 1Þth and the
ith atom of a string, using the continuum poten-
tial. The continuum approximation holds if the
binary collision with the ith atom does not induce
a signiﬁcant change of E? calculated at the half-
way plane between the ith and the ðiþ 1Þth atom
of the string. The result is that E? is conserved at
the ﬁrst-order and thus the continuum model
represents a good approximation as far as the
minimum distance of approach to a string remains
larger than rlim ¼ ðbo 
 dÞ1=2=2. Here, bo is the col-
lision diameter associated to the Coulomb poten-
tial, which is inversely proportional to the square
of the ion velocity. Thus, as could be expected, the
smaller the interatomic distance and the larger the
ion velocity, the more accurate the continuum
model.
Of course, the instantaneous positions of the
crystal atoms in the transverse plane scatter
around their mean values along the strings. The
corresponding distribution is characterized by the
two-dimensional rms. thermal vibration amplitude
q. This weakens the correlation between successive
binary collisions and induces incoherent multiple
scattering which, in the average, increases E?.
Such a process, called dechanneling, becomes very
important when the ions can approach the strings
44 C. Cohen, D. Dauvergne / Nucl. Instr. and Meth. in Phys. Res. B 225 (2004) 40–71at distances of the order of q, i.e. when their
transverse energy is large. However, even ions with
a low initial E? experience incoherent multiple
scattering by collisions on target electrons. Thus,
their transverse energy also increases on the aver-
age, but much more slowly.
It is convenient (but somewhat arbitrary) to set
a limit to the transverse energy, E?lim, above which
an ion cannot be considered as channeled. One can
decide, for instance, that this is the case for ions
that can approach strings at distances smaller than
q and thus experience close nuclear encounter
events. With this deﬁnition, one has E?lim ¼
Z1UðqÞ. It can be seen in Fig. 4 that when a uni-
form ion ﬂux impinges on a crystal surface, most
of the ions get a potential energy much smaller
than UðqÞ. Then, roughly, they will reach a
transverse energy above E?lim if the beam entrance
direction makes an angle Ui with the string greater
than a critical value WC given by
EW2C ¼ Z1UðqÞ: ð4Þ
WC is called the channeling critical angle. Its value
depends of course on the choice of the screened
interatomic potential. A good estimate has been
provided by Lindhard [1] for axial channeling:
WC ¼ ð2Z1Z2e2=EdÞ1=2: ð5Þ2.3. Ion ﬂux at statistical equilibrium
The knowledge of the particle trajectories pro-
vides the determination of the ion ﬂux P ð~r; zÞ at
any point of the crystal. In fact, as already indi-
cated in Section 1, one can clearly see in Fig. 2 that
after some penetration depth the close nuclear
encounter yield, and thus the ion ﬂux near strings,
becomes independent of depth. This is also true far
away from the strings, as seen on Fig. 3 and, more
generally, at any point of the transverse plane.
This feature reﬂects the establishment of a statis-
tical equilibrium where all the available conﬁgu-
rations in the transverse phase space of an ion of
given E? are equiprobable. The incoherent multi-
ple scattering events described in Section 2.2
accelerate signiﬁcantly the establishment of equi-
librium. The latter is reached while the E? distri-
bution is still only marginally aﬀected by multiplescattering. Let us call P1ðr jE?Þ the contribution of
ions of transverse energy E? to the ﬂux at statis-
tical equilibrium, at distance r from an atomic
string. It can be shown that
P1ðr jE?Þ ¼ 2pr=AðE?Þ for UðrÞ < UðrE?Þ;0 for UðrÞ > UðrE?Þ:
ð6Þ
Expression (6) is fully valid only close enough to
atomic strings, i.e. in regions where equipotential
lines are circular. AðE?Þ is the available area of the
transverse space for the ion considered and rE? its
minimum distance of approach to the strings. One
can associate to each string a unit cell in the
transverse plane, centered on the string and with a
radius r0 given by
pr20 ¼ 1=Nd: ð7Þ
The overall ﬂux P1ðrÞ at statistical equilibrium is
then obtained by integrating over all transverse
energies, each E? being aﬀected with a weight




gðE?ÞP1ðr j E?ÞdE?: ð8Þ
For a beam entering parallel to a string, the inte-
gration of relation (8) leads to the very simple
result
P1ðr;Ui ¼ 0Þ ¼ ð2r=r20Þ lnðr20=ðr20 	 r2ÞÞ: ð9Þ2.4. Blocking: rule of reversibility
Let us ﬁrst consider a beam of ions ðZ1;EÞ
entering a crystal with a uniform distribution of
entrance impact parameters, and with an entrance
angle distribution characterized by a mean value
U, with respect to a given crystallographic direc-
tion, and by a spread of rms. DU. The corre-
sponding ﬂux distribution at a point ð~r; zÞ in the
crystal is noted Pinð~r; z;U;DUÞ. Let us now con-
sider an isotropic emission of the very same ions
ðZ1;EÞ from the very same point of the crystal,
ð~r; zÞ and call Poutð~r; z;U;DUÞ the ﬂux of ions
emerging from the crystal observed by a detector
placed at an angle U, with an aperture corre-
sponding to an angular spread of rms. DU. It can
be demonstrated, using the Liouville theorem, that
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Let us call vinðUÞ, or channeling yield, the close
nuclear encounter yield on any population of
atoms of given spatial distribution inside the
crystal for a beam entering with the angle U. The
consequence of relation (10) is that, whatever
U; vinðUÞ is equal to the yield voutðUÞ of ions
leaving the crystal along U after being emitted by
the very same atom population. voutðUÞ is called
the blocking yield. The equality between channel-
ing and blocking yields is well veriﬁed experi-
mentally [18]. The blocking eﬀect is schematized in
Fig. 1: the scattering by an atom generates a
‘blocking cone’ in the initially isotropic angular
distribution. The blocking cone axis is along the
axis of the atomic pair.
We show in Fig. 5 a typical blocking pattern
registered on a position sensitive detector [5]. A 24
MeV/u 238U beam was transmitted through a 6 lm
thick Si crystal. The incident angle was set a few
degrees oﬀ the Æ1 1 0æ crystal axis and the detector
was placed in order to intercept the ions that were
elastically scattered in the vicinity of the Æ1 1 0æ
direction. The darker the pattern, the larger theFig. 5. Blocking pattern in the vicinity of a Æ1 1 0æ direction of
Si. This pattern corresponds to the angular distribution of 24
MeV/u U ions after elastic scattering on crystal atoms. The
inset represents the axial blocking dip after averaging over the
azimuth. From [5].number of ions intercepted. The central bright
spot of the pattern corresponds to the intersection
of the Æ1 1 0æ direction by the detector plane, and,
obviously, the emission yield in this direction is
very weak. One also observes weak emission along
the lines that correspond to the intersection of
crystallographic planes with the detector plane.
The inset represents the one-dimensional blocking
pattern integrated over the azimuth angles and
centered along the axial direction. The emission
yield vðU ¼ 0Þ is very small, around 3%. We will
show in Section 3 that the blocking eﬀect is used to
bring valuable and speciﬁc information in surface
physics, concerning surface lattice sites. We will
also show that it is a very powerful tool for the
determination of the lifetime of excited nuclei
before fragmentation.
Recently, a departure from the reversibility rule
has been observed when heavy ions, around 1
MeV/u with an initially isotropic distribution are
transmitted through thin crystals [19]. This eﬀect
that can, at least partially, be attributed to charge
exchange processes will be discussed in Section 4.
2.5. Validity of a classical description for high
energy ion channeling
The criterion of validity for a classical descrip-
tion of a binary collision between particles depends
on the interaction potential. The problem has been
analyzed in detail by Bohr [20]. For a Coulomb
potential, a classical description holds if the
wavelength ´ associated to a particle with a
velocity equal to the relative velocity v between
collision partners and with a mass equal to the
reduced mass, l ¼ M1M2=ðM1 þM2Þ, is small at
the scale of the collision diameter:
b0 ¼ 2Z1Z2e2=lv2. Calling v0 ¼ e2=h the Bohr
velocity, this implies that the so-called ‘Bohr
parameter’ j must obey the following relation:
j ¼ b0=´ ¼ 2Z1Z2v0=v > 1: ð11Þ
In channeling, one deals with the ion motion in the
transverse plane. In the frame of the continuum
approximation, one must then ask whether the
collision of an ion with maximum transverse
velocity v?C ¼ vWC with a continuous string can be
treated classically. The ﬁrst observation is that, as
Fig. 6. Close nuclear encounter yield as a function of the tilting
angle of a 3He beam with respect to the Æ1 0 0æ direction of a W
crystal. () backscattering yield on W atoms; (n) proton yield
from the D (3He,p)4He reaction on implanted deuterium. Two
numerical simulations of this latter yield are also represented
assuming that D atoms occupy either octahedral sites (dotted
line) or tetrahedral sites (full line). The comparison with
experimental results shows that the D atoms occupy the tetra-
hedral sites. The data are from [21].
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v, the condition searched should be independent
of the longitudinal ion velocity. This is indeed the
case. With some realistic approximations con-
cerning the axial potential given by relation (1), it
can be shown that the transverse motion of a
charged particle of mass M1 can be described
classically as long as
ðM1=meÞ1=2  1; ð12Þ
me being the electron mass. This relation is thus
obviously fulﬁlled for ions. Thus, in the frame of
the continuum model, ion channeling can always
be treated classically, which is not the case for
electron channeling.
It is also important to check up to what extent
the spreading of the ion-wave packet induced by
successive collisions could aﬀect the validity of the
continuum model. This is a tough question. Let us
call a the screening radius associated to the
screened interatomic potential V . It can be shown
that, as long as the critical angle remains smaller
than about a=d (a value around 10	1 rad), the
wave-packet associated to the ion retains its width
during its collision with a string. This is the case
for swift ions above typically 100 keV/u. In such a
situation, it can also be shown that E? ﬂuctuations
can be neglected. The continuum approximation
and the E? conservation are thus not aﬀected by
quantum ﬂuctuations for high-energy ions.3. Determination of lattice sites: applications to
material science and nuclear physics
3.1. Material science
3.1.1. Lattice location of impurities
Consider an ion beam entering a crystal with an
incident direction characterized by an angle U. We
have shown in Section 2 how the non-uniform ion
ﬂux in channels, and, consequently, the yield vðUÞ
of close nuclear encounter with any population of
atoms inside a crystal could be calculated. Con-
versely, it is possible to determine the lattice sites
occupied by a population of atoms inside a crystal
by studying the corresponding close nuclear
encounter yields vðUÞ. Practically, one attempts toﬁt the values vðUÞ measured experimentally in the
vicinity of various crystallographic directions, with
yields calculated assuming various distributions of
occupied sites. This is illustrated in Fig. 6, from
[21]. The aim of the experiment was to determine
the location of deuterium atoms implanted in a bcc
tungsten crystal. The implanted deuterium was
characterized via the Dð3He; pÞ4 He nuclear reac-
tion. The angular dependence of the yield associ-
ated to this reaction, in the vicinity of the Æ1 0 0æ
direction, clearly shows that the implanted atoms
occupy tetrahedral sites.3.1.2. Heteroepitaxy
Another interesting example is the determina-
tion of lattice strains when thin layers of a species
A are epitaxially grown on the top of a crystalline
substrate of a species B. The strains result from the
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the mismatch is not too strong, and if the layer A
is not too thick, atoms A will be located in registry
with atoms B. If, for instance, the lattice parameter
of A, aA, is larger than aB, layer A will then be
compressed in the plane parallel to the substrate
surface and, in compensation, it will experience a
tensile strain perpendicularly to this plane. The
corresponding tetragonal distortion can be deter-
mined in channeling experiments. Assume cubic
meshes and a (0 0 1) surface orientation. The result
of the tetragonal distortion is that the Æ0 1 1æ axes
of A and B are not exactly parallel. The corre-
sponding angular shift can be evidenced when
comparing channeling dips, vðUÞ in the vicinity of
the Æ0 1 1æ direction corresponding to close nuclear
encounter on A and B atoms, respectively. A
typical example, from [22], is shown in Fig. 7. It
corresponds to the growth of an Fe layer (of bcc
structure) on the top of a (0 0 1) GaAs substrate
(of diamond structure). One has 2aFe=aGaAs ¼
1:015. As a consequence, the Fe layer is com-Fig. 7. Angular scans across the [0 1 1] axis 45 oﬀ the (0 0 1) surface
1 MeV 4He ions: (a) the comparison between the scans corresponding
that the latter is under compressive strain in the (0 0 1) plane. (b) a
remaining Fe surface ﬁlm is now under tensile strain in the (0 0 1) plapressed in the (0 0 1) plane. This is well evidenced
when comparing the position of the minima cor-
responding to the channeling angular scans asso-
ciated respectively to Fe and to GaAs, in the
vicinity of the Æ0 1 1æ direction. When the sample is
heated above 450 C, Fe reacts with GaAs and
forms a three-atomic compound, FeGaAs, in the
interface region. The position of the minimum of
the channeling angular scan, across Æ0 1 1æ, asso-
ciated to the non-reacted part of the deposit in the
surface region (pure Fe) is also compared in Fig. 7
to that of the substrate. This comparison clearly
shows that the presence of the reacted layer at the
interface reverses the strain experienced in the
(0 0 1) plane by the Fe ﬁlm, from compressive to
tensile.
3.1.3. Surface studies
Channeling experiments also provide very
interesting information on the structure of the very
surface of crystals. As an example, Fig. 8, from [2],
shows the comparison between two energy spectraplane of a GaAs crystal, corresponding to the backscattering of
to the substrate and to an as-deposited Fe layer demonstrates
fter heating at 450 C, an interfacial FeGaAs forms, and the
ne. From [22].
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beam incident on a W crystal. The ﬁrst one cor-
responds to a ‘random’ orientation of the beam far
from any major crystallographic direction. For the
second spectrum, the beam was aligned along a
Æ1 0 0æ axis. The energy scale in the abscissa can be
related to a depth scale, via the energy loss of ions
in the crystal: the highest energy corresponds to
backscattering events at the crystal surface. It
clearly appears in Fig. 8 that the backscattering
yield in the bulk of the crystal is reduced by about
two orders of magnitude in the axial channeling
geometry. However, there is a marked peak yield
in the corresponding spectrum, associated to
backscattering events in the very near surface re-
gion. This ‘surface peak’ is related to the strong
and narrow peak yield predicted, in the same re-
gion, by the Monte-Carlo simulations shown in
Fig. 2. Its integral is related to the penetration
depth required for the development of the shadow
cone, and is usually expressed in ‘number of atoms
per row’. Let us call ai the normalized backscat-Fig. 8. Random (d) and Æ1 0 0æ aligned ðÞ backscattering
spectra obtained with a 2 MeV 4He beam sent on a W crystal.
Note the surface peak at the high energy edge of the aligned
spectrum. The data are from [2].tering yield on the ith atom of a row. As the
entering ion ﬂux is uniform, one has a1 ¼ 1. As
seen in Fig. 2, ai decreases rapidly with i in the very
near surface region, and thus, the sum S ¼ Riai
converges rapidly. This sum is the integral of the
surface peak expressed in number of atoms per
row. Monte-Carlo simulations demonstrate that,
for a perfect crystal, S is a unique function of the
ratio q=R, q being the two-dimensional rms.
amplitude of the atom thermal vibrations per-
pendicularly to the strings, and R the radius of the
shadow cone, as illustrated in Fig. 1. The relation
between S and q=R is represented in Fig. 9, from
[23], which shows the result of many simulations
performed on various ion-crystal couples. Practi-
cally, for ions between 0.1 and 1 MeV/u, the ratio
q=R is of the order of 1 and S is thus of the order of
2 (see Fig. 9). Consequently, its value is mainly
related to the shadowing eﬃciency of surface
atoms on subsurface atoms. It then provides direct
information on the lattice location of surface
atoms. We now give some illustrations of surface
studies.
Fig. 10, from [24], represents the evolution of S
as a function of temperature T , in a Pb crystal with
a (1 0 1) surface. As q varies roughly like T 1=2, S isFig. 9. Calculation by numerical simulations, for various ion-
target combinations, of the surface peak area, expressed in
number of atoms per row. This area is represented as a function
of the ratio between the two-dimensional rms thermal vibration
amplitude q and the radius R of the shadow cone at the level of
the second atom of the atomic string considered. The data are
from [23].
Fig. 10. (d) Integral of the surface peak as a function of
temperature measured for the backscattering of a 100 keV
proton beam incident along the [1 0 1] axis of a Pb crystal with
(1 0 1) surface. The backscattered ions are detected along the
[0 1 1] direction. The full lines correspond to numerical simu-
lations assuming the absence of any surface disordering. (Sim-
ulation I) surface atom thermal vibration amplitude equal to
that of bulk atoms and (simulation II) Adjustment of thermal
vibration amplitude of surface atoms in order to ﬁt the exper-
imental results below 450 K. The data are from [24].
Fig. 11. Backscattering spectra for 1 MeV 4He ions incident
along the [1 1 0] axis of (a) a clean Ag (1 1 1) surface and of
Au-covered surfaces (b)–(d). The Ag surface peak decreases due
to shadowing by Au atoms. The data are from [2].
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sents the simulated variation of S assuming that
surface atoms vibrate like bulk atoms. The full line
II is the result of simulations in which the vibra-
tions of surface atoms are larger (by about 50%)
than those of bulk atoms. Up to 450 K, this line
ﬁts very well the experimental results, represented
by the points in the ﬁgure. Thus these measure-
ments provide a precise determination of the sur-
face thermal vibration amplitude. But the most
striking observation is the strong and increasing
discrepancy between the simulated and measured
values of S above 450 K, i.e. well below the tem-
perature of the ﬁrst-order phase transition leading
to bulk melting (600 K). The eﬀect is reversible in
T . The very high values of S measured above 450
K demonstrate the establishment of a strong sur-
face disordering, thermally activated. The authors
have been able to study the depth over which such
a disorder extends, as a function of temperature,
and have assigned these results to surface pre-
melting.Information can also be reached on the very
ﬁrst steps of epitaxy, as illustrated in Fig. 11 from
[2]. The authors have deposited increasing quan-
tities of Au, from 0 to 4 monolayers on top of an
Ag crystal (Ag and Au have the same mesh and the
same lattice parameter). The ﬁgure represents
backscattering spectra registered in axial align-
ment geometry at various steps of the deposit. One
clearly sees the gold peak appearing in the high-
energy part of the spectra, the integral of which
saturates when the deposited quantity exceeds
three monolayers. In the mean time, the Ag sur-
face peak weakens continuously and disappears
when the Au deposit exceeds three monolayers.
This behavior demonstrates: (i) that the deposition
proceeds via a layer by layer growth mode (no Au
islanding). (ii) That the deposited Au forms a good
single crystal. (iii) That the Au crystal is in perfect
epitaxy with the Ag substrate, which leads to the
shadowing of the Ag atoms by Au atoms and thus
to the disappearance of the Ag surface peak.
We now present an illustration related to sur-
face relaxation. One consequence of the disconti-
nuity corresponding to the surface is that the
lattice sites of the surface atoms diﬀer from those
of bulk atoms. For symmetry reasons this corre-
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expansion or a contraction of the ﬁrst interplanar
distances. These relaxations can be measured by
channeling in the very same way than the tetra-
gonal distortions s case of the Fe/GaAs system.
However, in the present case, this distortion con-
cerns the surface atoms of the substrate instead of
deposits. One can then perform angular scans
across an axis not perpendicular to the crystal
surface and compare the angular position of the
minima corresponding respectively to the bulk
yield (unstrained region) and to the surface peak
yield (strained region). This provides a measure-Fig. 12. Evidence for step edge relaxation, perpendicularly to
the terraces, on ð4; 1; 0Þ Cu. The surface peak blocking dips
corresponding to backscattering, in the vicinity of the [0 1 1] axis
in the terrace’s plane, of 200 keV 4He ions sent parallel to [1 0 0],
are asymmetrical. (Upper part) Clean surface; evidence for step
edge contraction; (Lower part) oxygen covered surface; evi-
dence for step edge expansion. (d) Experimental results. (Lines)
Monte-Carlo simulations with various hypotheses on the
relaxation. From [25].ment of the surface relaxation. We show in Fig. 12
from [25] an even more sophisticated illustration
of this type of studies, performed on a Cu crystal,
the surface orientation of which, ð4; 1; 0Þ, makes a
small angle with respect to the (1 0 0) plane. Such a
surface (called ‘vicinal’) self-organizes in (1 0 0)
terraces of equal length separated by periodic steps
of Æ0 0 1æ orientation. As surface atoms relax with
respect to regular bulk lattice sites, one expects
that step edge atoms should relax with respect to
other surface atom lattice sites. This is clearly
evidenced in the angular blocking scans shown in
Fig. 12. These scans were performed across the
Æ0 1 1æ axis contained in the plane of the terrace, by
moving a tightly collimated detector perpendicu-
larly to this plane. Of course, the minimum of the
bulk yield corresponds to a detection angle of 90,
i.e. when the detector is along the axis. But the
angular positions of the blocking scans corre-
sponding to the surface peak are diﬀerent, as seen
on the ﬁgure. Roughly, these positions are related
to the direction along which the edge atoms sha-
dow the other surface atoms. They provide thus
the edge atom relaxation. One sees on Fig. 12 that
for a bare Cu surface this relaxation is a contrac-
tion towards the crystal bulk below the surface
plane, while, when the Cu surface is covered by
one monolayer of oxygen, the relaxation becomes
an expansion above the surface plane.3.1.4. Characterization of defects
We have just seen that detailed information can
be brought on the sites occupied by surface or step
edge atoms by studying the behavior of the surface
peak, for instance by means of backscattering
spectra. One can also use backscattering experi-
ments in channeling geometry to determine the
displacements from regular lattice sites of bulk
atoms, i.e. to study lattice defects. This is well
illustrated in Fig. 13, from [26]. A nickel single
crystal was implanted, in its near surface region,
by Sb ions (the implantation energy was 80 keV,
corresponding to a range of 250 A). Fig. 13 shows
various backscattering spectra, corresponding to
diﬀerent implantation ﬂuences, in which the
probing beam (2 MeV 4He ions) was aligned with a
Æ1 1 0æ crystallographic direction. It also shows two
Fig. 13. Random and aligned backscattering spectra from a
2 MeV 4He helium beam on a (1 1 0)Ni crystal, for increasing
ﬂuence of 80 keV Sbþ ion implantation, inducing crystal
damage. From [26].
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respectively to a low and a high implantation dose.
In Fig. 13, the higher the channel number the
greater the energy of the backscattered ions. The
high-energy peak corresponds to backscattering
on Sb atoms, and the lower energy plateau to
backscattering on Ni atoms. On this plateau, the
lower the energy, the deeper the depth at which a
backscattering event took place. In the random
spectrum corresponding to a high implantation
ﬂuence, one observes a lowering of the high-energy
part of the Ni plateau, corresponding to back-
scattering events on Ni atoms in the shallow region
were Sb was implanted. This is related to the
change of composition in this region. But the most
interesting observation is the very strong inﬂuence
of implantation on the aligned spectra. When the
implantation ﬂuence increases, one can notice the
development and broadening of a peak of scat-
tering yield on Ni atoms in the implantation zone.
In the same time, there is a strong increase of the
backscattering yield corresponding to the deeperpart of the sample. One also observes a region just
after the peak, in which the slope of the Ni plateau
is stronger than at greater depths. All these
behaviors are related to the implantation-induced
displacement of Ni atoms from regular sites, along
the path of the implanted species. These displace-
ments have two main consequences on the inter-
action of the aligned 4He probing beam with the
crystal. First, the displaced Ni atoms are no more
located in regions of the transverse plane where the
4He ion ﬂux is low. Thus, the backscattering yield
on Ni increases in the near surface region corre-
sponding to the implanted ion path; this is the
origin of the backscattering yield peak observed.
But one must also consider that there is an angular
spread of the incoming 4He beam when crossing
this perturbed crystal region. As a consequence the
transverse energy distribution associated to the
beam is shifted towards larger E? values, which in
turn increases the backscattering yield on Ni
atoms even if they occupy regular lattice sites. This
explains the increase of this yield, when compared
to the one corresponding to an unimplanted
crystal, even in deep regions where no defects are
present. This ‘dechanneling eﬀect’ can be clearly
seen in the region of the Ni plateau with high
slope, behind the backscattering yield peak. In the
corresponding depth interval, the fast increase of
the backscattering level is more due to dechan-
neling than to direct encounter with displaced Ni
atoms. In order to extract properly the depth dis-
tribution of the concentration of displaced atoms,
one must then subtract properly the contribution
of dechanneling, for instance behind the back-
scattering yield peaks of Fig. 13. Of course one
must take into account the fact that this contri-
bution steadily increases during the penetration of
the probing beam in the perturbed region. The
evaluation of the dechanneling rate is not easy as it
depends strongly on the nature of the defects. For
instance, the dechanneling induced by point de-
fects is due to incoherent multiple scattering and
one can show that dechanneling is in this case a
decreasing function of the probing ion velocity. On
the contrary, extended defects like dislocations
induce a somewhat coherent beam bending, and,
in this case, the dechanneling eﬃciency increases
with the probing ion velocity. Finally, in order to
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placed atoms, one must determine the close
encounter yields along various crystalline direc-
tions, and, ideally, ﬁt these yields through numer-
ical simulations. The study of defects by ion
channeling can then provide precise and quantita-
tive information, but it is a diﬃcult task.
3.2. Nuclear Physics: ﬁssion time measurements
These measurements are based on the fact that
channeling and blocking yields vðUÞ corresponding
to a given population of scattering or emitting
centers crucially depend on the sites occupied by
this population, with respect to regular lattice sites.
To illustrate this feature, we show in Fig. 14, from
[27], three channeling dips, performed with the
same incoming beam, across the Æ1 1 1æ axis of a W
crystal. The ﬁrst one corresponds to backscattering
events, the second to tungsten L-X-ray production
and the third to the emission of M-X-rays. The ﬁrst
two dips are nearly identical. Both of them imply
collisions with W atoms at impact parameters
much smaller than q, the 2-D rms. vibration
amplitude of W atoms (the L-shell of W is well
localized at this scale). On the contrary, for theFig. 14. Comparison of three angular scans across the [1 1 1] axis of a
events from two depth windows respectively centered around 1200
backscattering and M-shell X-rays yields. The data are from [27].M-shell, vacancies can already be produced at im-
pact parameters somewhat larger than q. They may
then originate from ions of transverse energy
smaller than Z1UðqÞ. The consequence is that the
associated dip is narrower and that the minimum
yield is signiﬁcantly larger than in the ﬁrst two
cases. Of course, due to the reversibility principle,
the same conclusions hold for blocking: the lower
the potential energy associated to the position of
the emitting centers, the narrower and the less
pronounced the dips. The analysis of such dips and,
if necessary, their ﬁt by simulations, should then
provide the positions of the emitting centers.
This is the basis of the ﬁssion time measure-
ments. Excited nuclei, decaying mostly by ﬁssion,
are produced in a crystal by collision of energetic
ions with crystal atoms (the incident ion beam is
sent along a random direction in order not to ex-
tinct the collision probability). These excited nuclei
recoil along a given direction with a velocity that
can be determined by the kinematics of the colli-
sion. After a certain path, related to their lifetime
and velocity, ﬁssion may occur and the charged
fragments will be emitted isotropically in the frame
of the excited nuclei. These fragments will be
submitted to the blocking eﬀect to an extent thatW crystal, with 1.4 MeV 4He incident ions: (a) backscattering
and 5000 A; (b) L-shell X-rays yield and (c) comparison of
Fig. 15. Simulation of blocking dips, across the [1 1 0] axis of an
Si crystal, for Z¼ 41 ﬁssion fragments originating from 29
MeV/u Pb nuclei incident 5 oﬀ the axis. Various ﬁssion time
distributions are used. (Solid lines) Simple exponential decays
with various decrements and (dashed line) two-component time
distribution (see text). From [28].
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sites, from which they are emitted (see the ﬁrst
paragraph of the present subsection). The analysis
of the blocking dips appearing on position-sensi-
tive fragment detectors should then provide the
distribution of the time elapsed between the colli-
sion and the ﬁssion events. The shape of the dips
and the associated minimum yields vary continu-
ously when the emission point of the fragments is
located at distances from atomic strings between
0.1 A (typical order of magnitude of qÞ to a few A
(typical interatomic distances). The range of times
that can then be reached will depend on the recoil
direction and velocity. Practically the accessible
time window is between a few 10	19 and 10	16 s.
The ﬁssile excited nuclei that we are considering
are complex dynamical systems. The time depen-
dence of the ﬁssion probability depends on the
interplay between cooling down (via evaporation
of neutrons or of light charged particles and c
emission) and deformation towards the saddle
point at which the ﬁssion process becomes irre-
versible. The velocity of the deformation is limited
by the nuclear viscosity, which in turn depends on
the time-decreasing nucleus temperature. Fission
time measurements are thus expected to provide
information on nuclear dissipation. The shape and
extension of ﬁssion time distributions also depend
strongly on the evolution with the residual exci-
tation energy of the activation energies associated
respectively to particle evaporation and to ﬁssion.
The values reached by these activation energies at
low residual excitation energy will determine the
probability of ﬁssion events with long associated
times. Such events are expected to occur for highly
ﬁssile nuclei.
One can then expect that the distribution of
ﬁssion time should have complex shapes departing
from a simple exponential decay characterized by
a single decrement. In such a situation, the char-
acterization of the distributions by only a mean
‘lifetime’ is obviously insuﬃcient. The existence of
a very low tail extending towards very long times
will drastically aﬀect the mean lifetime without
changing signiﬁcantly the shape of the body of the
distribution.
An interesting feature of lifetime measurements
via the study of blocking yields is that the latterdepend very much on the shape of the lifetime
distribution and not only on mean values. This is
clearly demonstrated in Fig. 15 from [28] which
represents the simulation of blocking dips in the
vicinity of the Æ1 1 0æ axis of a thin Si crystal for
Z ¼ 41 ﬁssion fragments generated by a 29 MeV/u
Pb beam incident on the crystal 5 oﬀ the axis
direction. In the simulations various mean life-
times s and various distribution shapes were as-
sumed. For exponential shapes the blocking eﬀect
is maximum for s6 3 10	19 s. The blocking dip
is already signiﬁcantly narrower for s ¼ 10	18 s,
the blocking eﬀect is highly reduced for s ¼ 10	17 s
and disappears above s ¼ 10	16 s. But the most
striking eﬀect displayed on Fig. 15 is the very
strong diﬀerence between the blocking dip associ-
ated to an exponential decay characterized by
s ¼ 10	17 s and the one associated to a two-com-
ponent distribution of the same mean lifetime. The
latter is the weighted sum of two exponential
decays, the ﬁrst one (97%) with s1 ¼ 10	19 s,
and the second one (3%) with s2 ¼ 3 10	16 s. The
weighted sum of s1 and s2 provides a value
hsi ¼ 10	17 s. The lifetime associated to this dis-
tribution is thus fully dominated by the small
component with long lifetime, but, of course, the
blocking dip is mainly determined by the strong
component with the short lifetime. It is thus
much closer to the dip with an exponential decay
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one with a decrement of 10	17 s. However, the
inﬂuence on the dip of the weak component with a
low lifetime is detectable if the experimental sta-
tistics is appropriate.
In fact, one of the major ﬁndings of blocking
measurements is the unambiguous evidence that
very long lifetime components (s > 10	17 s) fre-
quently exist in the ﬁssion time distributions
[4,5,28,29]. This is in no way an artifact related to
the technique, as there are systems for which
blocking experiments clearly show that there is no
long lifetime [30]. Other techniques devoted to the
measurement of ﬁssion times, such as the study of
pre-scission emission multiplicity [31] are unable to
reveal such components. However, in order to
determine up to what extent the ﬁlling of the
blocking dips is related to the existence of a long
lifetime component, one must also search for all
other possible contributions to this ﬁlling. This can
be done in principle by registering blocking dips
for ions produced in the very same crystal without
any long lifetime component. This is the case of
ions elastically scattered, giving rise to the block-
ing dip shown in Fig. 5. For such ions some ﬁlling
of the dips may arise from the existence of crystal
defects, but it can also be partially due to inco-
herent multiple scattering that may re-orient the
trajectory of an ion parallel to crystallographic
directions. This eﬀect, called ‘feeding-in’ is the
reverse of the dechanneling eﬀect mentioned in
Section 2. There is still another source of feeding-
in that is speciﬁc of ﬁssion fragments and thus does
not aﬀect the blocking dips of elastically scattered
ions. This source is the post-fragmentation neu-
tron emission. The eﬃciency of such an emission is
maximal if it takes place when the fragment is far
from strings or planes, i.e. if mostly all its trans-
verse energy is kinetic. In such a situation the
trajectory re-orientation induced by neutron
emission may, for given emission directions, re-
duce the transverse energy of the fragment. The
inﬂuence of post-fragmentation neutron emission
is thus not only related to the mean number of
emitted neutrons and to their energy distribution,
but also to the time distribution of the emission.
All these features can be predicted theoretically in
a quite reliable way, and thus the eﬀect of post-fragmentation neutron emission can be rather well
accounted for.
Moreover, collisions between energetic ions and
crystal atoms produce a wide variety of excited
nuclei, with a wide range of excitation energies.
These nuclei may fragment in a more or less
symmetrical way. In order to extract interpretable
data, one has to determine the lifetime distribution
associated to a given type of fragmentation, from a
given excited nucleus, with a given initial excita-
tion energy. This has been achieved for instance in
[5], devoted to the study of the ﬁssion of uranium-
like nuclei. Those were produced by collision of
ions from a 238U beam of 24 MeV/u with the nuclei
of a Si crystal. The two fragments, A and B, pro-
duced after a collision were detected in coinci-
dence, and their atomic numbers determined,
using position-sensitive telescopes. For neutron
rich nuclei like uranium, the charged particle
evaporation is negligible and thus ZA þ ZB is
the atomic number of the excited nucleus
before fragmentation. Only events such that
ZA þ ZB ¼ 92 5 were selected, and they thus
arise from uranium-like excited nuclei. The initial
excitation energy was determined by measuring,
event by event, the neutron multiplicity, using a
high eﬃciency 4p neutron detector inside which
the goniometer supporting the Si crystal was
placed. We show in Fig. 16, from [5], the blocking
dips associated to various ranges of neutron mul-
tiplicity, i.e. to various ranges of initial excitation
energies. It clearly appears that the dips corre-
sponding to low multiplicities, i.e. to low initial
excitation energies, are the most ﬁlled. However,
the width of the dips appears to remain rather
constant, whatever the ﬁlling is. This behavior can
only be interpreted by assuming that there is a
two-component lifetime distribution with, respec-
tively, a very short (<3 · 10	19 s) and a very long (>
3 · 10	17 s) associated mean value. For high neu-
tron multiplicities, i.e. strong initial excitation
energies, the weight X of the component with long
mean lifetime is negligible. This weight continu-
ously increases when the initial excitation energy
decreases, and may reach 30–40% for neu-
tron multiplicities smaller than 4, which corre-
spond to initial excitation energies smaller than
50 MeV.
Fig. 16. Blocking dips, across the [1 1 0] axis of a Si crystal, for
ﬁssion fragments originating from U like nuclei after collision
of 24 MeV/u 238U, with target nuclei. The full lines correspond
to ﬁts performed assuming a two-component time distribution
(see text). The dotted lines correspond to the best ﬁts obtained
assuming exponential time distributions. In the ﬁts the inﬂuence
of post-scission neutron emission is taken into account. The
various dips correspond to various total neutron multiplicities
Mn, and thus to various initial excitation energies. From [5].
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blocking technique bring speciﬁc information on
long lifetime components. They also allow an
analysis of the shapes of the time distributions.Fig. 17. Energy loss distributions obtained with 29 MeV/u
incident Pb56þ ions transmitted through 1.1 lm of Si. Æ1 1 0æ
axial and random crystal orientations. The energy loss is nor-
malized to the random energy loss value, and corrected from a
Q2 dependence (see text). The integrals are not normalized.4. Energy loss and charge exchange in channeling
geometry: interaction with a dense, non-uniform
electron gas
We will ﬁrst present general considerations on
energy loss and charge exchange processes in
Sections 4.1 and 4.2, respectively. The experimen-
tal results that are presented in Sections 4.3 and 4.4
often correspond to the ‘high velocity regime’ in
which the ions velocity is signiﬁcantly larger than
the mean orbital velocity of target or projectile
electrons. In such a situation the ions are nearly
fully stripped and can be considered as pointcharges. This is, however, not the case for the re-
sults presented in Sections 4.3.4 and 4.4; here the
ions are in the ‘intermediate velocity regime’,
heavy ions may carry many electrons, not always
highly localized in the nucleus vicinity, and charge
changing cross-sections are high.
4.1. Energy loss
4.1.1. General considerations and theoretical ap-
proaches
The slowing down of ions in crystals is strongly
aﬀected by channeling eﬀects. The energy loss
distribution gðDEÞ of an initially monokinetic ion
beam transmitted through a crystal in channeling
geometry is much broader than after transmission
along a random direction. The mean energy loss is
generally signiﬁcantly smaller in channeling; the
lower edge of gðDEÞ corresponds to losses that can
be less than one half of the mean random loss, and
the upper edge to losses that can be nearly twice
the mean random loss. This is illustrated in Fig. 17
that shows the energy distributions of a Pb ion
beam, with an initial energy of 29 MeV/u, after
crossing a thin Si crystal, respectively along a
random and a Æ1 1 0æ axial orientation. In this ﬁg-
ure, the energy losses in channeling geometry are
normalized to the mean random loss, after taking
into account a correction factor related to the
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tion 4.3.2). The very broad distribution observed
in the axial case is related to the fact that ions with
diﬀerent E? explore diﬀerent accessible transverse
areas (AE?). Thus they sample diﬀerent impact
parameter distributions and electronic densities.
The analysis of gðDEÞ can then provide informa-
tion on the stopping power SðE; rÞ at various dis-
tances r from the crystal axes or planes.
In order to interpret such data, an impact
parameter description of the energy loss processes
is required. In what follows, we will consider sep-
arately the contribution of rather localized and
tightly bound core-shell target electrons and of the
delocalized valence or conduction target electron
gas. We will also suppose that ions can be de-
scribed as point charges of ﬁxed value Qe. Eﬀects
related to deviations from this behavior will be
mentioned at the end of this subsection.
In what concerns the interaction with core tar-
get electrons, various impact parameter treat-
ments, at diﬀerent levels of approximation, are
available. However, most of these treatments have
restricted domains of applicability. These restric-
tions are related to the value taken by the
Bohr parameter j ¼ 2Qvo=v characterizing the
interaction of an ion of velocity v with an electron
at rest.
If one has: (i) j > 1 and (ii) v > ve, where ve is
the orbital velocity of the target electron consid-
ered, a classical description of the slowing-down
process can be used. In the corresponding theory,
proposed by Bohr [20], target electrons are con-
sidered as classical oscillators. In random media















where N is the atomic density, bmax ¼ 1:123v=hxi is
a mean adiabatic cut-oﬀ (for b > bmax the collision
time exceeds the mean orbital period) and
bmin ¼ bo=2 ¼ Qe2=mev2. The mean frequency hxi
is deﬁned by Z2 lnðhxiÞ ¼
P
f ff lnðxfÞ, where ff
are the dipole oscillator strengths and xf the fre-
quencies associated to transitions between theatom ground state and well deﬁned ﬁnal states
indexed by f .
If j < 1, i.e. at high ion velocities and/or low Q
values, a perturbation quantum treatment is well
adapted. In random media, it leads to the well-










þ ln c2 	 b2

; ð14Þ
where b ¼ v=c, c ¼ ð1	 b2Þ	1=2. hhxi ¼ I is the
mean logarithmic excitation energy per electron
associated to the mean frequency hxi already de-
ﬁned. Surveys of stopping power for fast ions can
be found in [33,34] and references therein. For
practical use, the energy loss, the straggling (in
energy and angular), the range of ions in matter, as
well as eﬀects related to collision cascades over a
wide range of energy can be computed in ‘random
media’ by simulation codes like SRIM [35].
Recently, Schiwietz and Grande [36] have used
the non-perturbative Bloch theory [37] to propose
an approximate and simple impact parameter
description that is valid in the whole range of im-
pact parameters with respect to electrons, and that
applies for any j value. The Bloch stopping for-
mula tends asymptotically towards the Bohr
formula (13) and the Bethe formula (14) for
respectively great and small j values. In a ﬁrst
step, Schiwietz and Grande calculate the energy
transfer T ðbeÞ to a bound electron at impact
parameter be. They ﬁnd










where Tsudden ¼ 2Q2e4=mev2b2e is the energy trans-
fer to a free electron when neglecting the electron
recoil (momentum approximation). The summa-
tion, weighted by the dipole-oscillator strengths ff ,
is performed over all the ﬁnal states reached by
transitions, with frequencies xf , that imply the
considered electron. The functions h and g are
explicitly given in [36]. The function h tends to-
wards 1 when be becomes larger than the shell
radius bshell of the bound target electron. For
be < bshell, the function h decreases rapidly, com-
pensating the divergence of Tsudden when be ! 0.
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lated to the fact that the momentum approxima-
tion does not hold for collisions with small be at
the scale of b0 or of the wavelength associated to
an electron of velocity v. The function g, the
expression of which is already derived in [38], de-
pends only on the ratio between be and the adia-
batic impact parameter cut oﬀ v=xf . It accounts
for the binding of the target electron. At impact
parameters greater than v=xf the target electron
adjusts more and more adiabatically to the slow
varying external ﬁeld, and the function g tends
asymptotically towards 0. For impact parameters
smaller than 0:5v=xf ; g is practically equal to 1.
The next step of the calculation in [36] is to
extract the energy transfer TatðbÞ in a collision with
an atom at impact parameter b. The authors show
that one has simply
TatðbÞ ¼
Z
d~r T ðbeÞqeð~rÞ; ð16Þ
where qeð~rÞ is the electronic density at point~r with
respect to the target nucleus. The integral in Eq.
(16) is calculated numerically.
In the same way, one can calculate the contri-
bution of core target electrons to the energy loss of
a channeled ion, at a given point of the transverse
plane, considering the core electrons associated to
the strings delimiting an axial channel (see Fig. 4).
Such a calculation has been performed in the
frame of the classical oscillator approximation
(case of swift heavy ions with j > 1) in [39], and a
similar analysis is available in [7]. In both papers
the target was a Si crystal and only well-channeled
ions were considered. The accessible transverse
space of these ions was outside the shell radius of
the target core-electrons and thus the value of the
function h in relation (15) was equal to 1.
The authors of [7,39] have also evaluated the
contribution to slowing down due to the valence or
conduction electrons, of mean density qg. This
quasi-free Fermi gas can be characterized by the
plasma frequency
xp ¼ ð4pqge2=meÞ1=2: ð17Þ
xp is of the order of 10 eV, and, for swift ions, the
associated adiabatic cut-oﬀ parameter v=xp is very
large, much higher than the radius r0 of a unit cellin the transverse plane. In such a situation the
treatment used for the evaluation of the core
electron contribution cannot be applied. It would
concern a much too large number of electrons and,
moreover, at large distances from the ion, one
cannot anymore describe the slowing down
in terms of individual binary collisions. Then, in
[7,39] the authors have divided the energy losses in
two fractions, corresponding respectively to close
and distant collisions. The ﬁrst part is due to en-
ergy transfers to the valence electrons inside the
unit shell radius, inside the channel where the ion
lies. The corresponding energy loss was obtained
by integration, over the impact parameters with
respect to the ions, of transfers Tsudden to free
electrons, with a weight given by the local electron
density. The contribution of more distant colli-
sions, at impact parameters greater than r0 (the
radius of the unit cell, in the transverse plane, that
is associated to a string of atoms) was obtained via
relation (13) in which bmin was replaced by r0 and
bmax by the adiabatic cut-oﬀ impact parameter
corresponding to a frequency hxi ¼ xp.
We now come back to the assimilation of the
ions to point charges. This assimilation becomes
questionable when the shell radius of the electrons
that remain attached to the ion are no more small
at the scale of the impact parameters involved in
the collisions leading to the slowing down. This is
an important eﬀect at moderate velocities. Usually,
the ion size is taken into account by introducing an
eﬀective charge Z1 instead of the real charge Q in
expressions giving energy transfers or stopping
powers, like the relations (13)–(15). The prob-
lem of the screening of non-fully stripped projec-
tiles has been recently addressed in [40,41]. We will
see in Section 4.2 that, at a given velocity, the
mean charge-state of channeled ions may mark-
edly diﬀer from the equilibrium charge-state in
random media. This must of course be taken
into account when analyzing energy losses in
channeling.
We ﬁnally address the question of energy loss
ﬂuctuations (‘energy straggling’). Energy loss is a
stochastic process. Let us consider an ion with a
given charge-state Q. As already pointed out, the
energy loss of this ion can be divided in two parts.
The ﬁrst one arises from distant collisions; it can
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its contribution to energy straggling can be ne-
glected. The second one, related to individual
binary collisions is usually the main cause of en-
ergy straggling. In a binary collision model, the
number of energy transfer events for a given path
dx in matter is a random variable, and so is the
energy transferred in each collision. Thus there is
an energy loss distribution, the mean value of
which deﬁnes the stopping power S through
hdEi ¼ Sdx. If the width of this distribution is large
with respect to the maximum energy transfer in
one single interaction, the distribution tends to-
wards a gaussian, the width of which is associated
to a variance dX2. In random media, the upper
limit of dX2 has been estimated by Bohr [20]. It
applies to ions of velocity larger than the orbital
velocity of all target electrons. Introducing cor-
rective factors due to relativistic eﬀects one gets the
relation
dX2 ¼ 4pQ2e4qedxc2X ¼ dX2Bc2X ; ð18Þ
where dX2B is the non-relativistic Bohr result, c the
Lorentz factor and X a correction factor due to the
departure from the Rutherford scattering law at
relativistic energies [34].
For lower ion energies two eﬀects should be
considered. First, as seen above, there is a deﬁnite
lowering of energy transfers to tightly bound
electrons, which can be taken into account by
introducing a reduced value of qe in relation (18).
This eﬀect, that tends to lower dX2, is somewhat
compensated by eﬀects related to charge exchange,
that plays a major role for heavy ions at high and
intermediate velocities. The mean charge-state of
such ions in matter ﬂuctuates around a mean
value, which has two consequences on energy loss
processes. First, to each charge value is associated
a given stopping power value (see relations (13)
and (14)). Second, any charge exchange process
involves an energy transfer. For these two reasons,
the charge state ﬂuctuations introduce energy loss
ﬂuctuations that have been recently shown to be
dominant, when compared to the values obtained
by relation (18), for slightly relativistic heavy ions
in low Z targets [42].
We now come to the case of channeled ions. We
have seen that, in channeling geometry, the verybroad energy loss distribution is associated to the
transverse energy distribution: it does in no way
reﬂect the energy loss ﬂuctuations of a given ion.
Such ﬂuctuations are reﬂected in the energy loss
distribution of ions of given E?. We consider here
the case where these ions have a long enough path
to explore uniformly their available accessible
transverse space AðE?Þ. The variation of energy
losses that may occur along the ion trajectories
during this exploration will be considered in the
next subsection. We have seen that the energy
straggling given by relation (18) is due to close
collisions. In order to estimate its value for a well-
channeled ion with low E?, one must then intro-
duce in relation (18) a value of qe equal to the
mean electron density sampled by this ion in its
accessible transverse space AðE?Þ. As qe is much
smaller than the average electron density in the
solid, the value of dX2 is strongly reduced. Also,
we will see in Section 4.2 that the dominant charge
exchange processes take place in the vicinity of
nuclei, and are thus suppressed for well channeled
ions that are conﬁned near channel centers. As a
consequence, these ions will also be less submitted
to energy loss ﬂuctuations in connection with
charge exchange. The general conclusion is thus
that ions with low and well-deﬁned E? experience
energy loss ﬂuctuations much lower than random
ions.
4.1.2. Impact parameter dependence of stopping
rate: measurements
The ﬁrst systematic study of the variation of
energy loss with the transverse energy E?, and thus
the accessible transverse space AðE?Þ of an ion has
been achieved by Datz et al. [10], in planar chan-
neling experiments. Planar channeled ions oscillate
between two adjacent atomic planes. The planar
potential is non-harmonic, and thus the wave-
length associated to the oscillations depends on the
oscillation amplitude, which, of course, increases
with E?. This feature was used in [10] in trans-
mission type experiments through thin gold crys-
tals. The incident beam was sent parallel to the
(1 1 1) plane. A very collimated detector was used
to receive only the ions leaving the crystal precisely
along the incident direction and to analyze their
energy. These ions have necessarily undergone an
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planar channel. To each value of ni corresponds a
distinct and narrow E? window. The registered
energy loss spectrum thus consists in distinct
peaks, the positions of which provide the stopping
rate values associated to the set of selected E?i.
These values are averaged over a half-oscillation,
i.e. over the accessible AðE?iÞ. Inside this area, the
local energy loss rate may vary considerably, in
connection with the local variations of the elec-
tronic density, especially if the ion has a high E?.
The experiments of [10] can provide estimates of
the local value of the stopping power, at given
distance from an atomic plane, when comparing
the losses suﬀered by ions having respectively
undergone ni and nðiþ1Þ half-oscillations. This
comparison gives the stopping rate in the region
between AðE?iÞ and AðE?ðiþ1ÞÞ.
A measurement of the local stopping rate very
close to atomic strings has been performed by
Vickridge et al. [43]. In this work, the excitation
curve (yield as a function of incident beam energy)
of the very narrow and quasi-isolated resonance of
the nuclear reaction 27Al(p, c)28Si has been regis-
tered, by scanning the proton beam around the
resonance energy (992 keV), in random and axial
alignment geometry on an Al crystal. In channel-
ing, only the ions entering the crystal at distances
from the strings of the order of the thermal
vibration amplitude of the Al atoms (about 0.1 A),
can induce the reaction. Moreover, the reaction
can take place only near the surface, in the small
fraction Dx of the ion’s path during which they
remain at such small distances from the strings, i.e.
before the shadow cone radius becomes too large.
The thick Al crystal thus behaves as a thin target
and the excitation curve consists in a narrow peak.
The integral of the peak is ﬁxed by the value of Dx.
However, at given integral, the height and width of
this peak are determined by the local stopping
power, i.e. by the number of atomic collisions re-
quired to loose an energy amount equal to the
resonance width. The higher the stopping rate, the
smaller the peak height and the larger the peak
width. For the 1 MeV protons used in [43] it was
found that the local electronic stopping very close
to the strings was an order of magnitude larger
than the random stopping.In Section 4.4, we will give examples of stop-
ping rate measurements for ions remaining at very
large impact parameters from atomic strings, of
the order of r0 (hyperchanneled ions).
4.2. Charge exchange
Let us ﬁrst start this section with some seman-
tical notions, in order to clarify the various pro-
cesses that will be discussed therein.
Ion ionization may occur by impact on a target
nucleus (Nuclear Impact Ionization, NII) or on a
target electron (Electron Impact Ionization, EII).
At high energies, ionization cross-sections roughly
scale as the square of the target charge and thus
NII cross-sections are generally much higher than
EII ones, except for very light targets. This is also
true for inner-shell excitation of the projectile
(Nuclear Impact Excitation, NIE, and Electron
Impact Excitation, EIE).
At high velocity, electron transfer from a target
atom into a bound state of a projectile ion restricts
to a three-body process. Energy and momentum
conservation may involve the recoil of the target
atom. We will refer to this process as the
Mechanical Electron Capture (MEC). Alterna-
tively, the excess energy and momentum corre-
sponding to the electron capture can be carried out
by a photon. This process is called radiative
recombination when the initial state corresponds
to a free electron, and Radiative Electron Capture
(REC) for an initially bound electron. Radiative
recombination is the time reverse process of the
photoelectric eﬀect. In a third mechanism, electron
capture can be resonant when the energy of the
transition between the initial and ﬁnal state of the
electron matches the energy of an electronic exci-
tation of the ion. This resonant capture process is
called Dielectronic Recombination (DR) for an
initially free electron and Resonant Transfer and
Excitation (RTE) for a bound target electron.
Dielectronic recombination is the time reverse of
the Auger emission. RTE and DR can occur only
at given resonant projectile energies, and for given
initial electronic conﬁgurations (in particular it is
forbidden for bare ions).
NII and MEC are generally the dominant
charge exchange processes between a swift heavy
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tivistic ions, and/or very low Z2 values of the target
atoms). As ions penetrate inside a target, their
electronic conﬁgurations evolve until ionization
and capture probabilities level, leading to charge
equilibrium after penetration through a given
target thickness. Fluctuations in the balance be-
tween capture and loss events lead to a charge
state distribution around the equilibrium charge.
At equilibrium, the occupancy of an electronic
shell with principal quantum number n is mainly
characterized by the adiabaticity parameter
gn ¼ vion=vn, vn being the average electron velocity
in a projectile bound state, and vion the ion veloc-
ity. As predicted by Bohr, if gn < 1, the n-shell is
ﬁlled, and if gn > 1, it is empty. To a lesser extent
the equilibrium charge depends also on the atomic
number of the target atoms.
NII and MEC involve the interaction of the
projectile with the screened nuclear target Cou-
lomb ﬁeld, and are restricted to impact parameters
of the order of the orbital radius of the electron in
the bound state of the projectile.
As a consequence, for fast ions in channeling
conditions, NII and MEC will be strongly sup-
pressed because the non-uniform ﬂux distribution
inside the crystal favors large impact parameters.
Also, this non-uniform ﬂux allows one to study the
impact parameter dependence of NII and MEC.
This can be done over an impact parameter range
extending from the rms. amplitude of the target
atom thermal vibrations up to the maximum dis-
tance of approach to atomic strings or planes at
which these processes may occur. In particular,
studying MEC as a function of impact parameter
is particularly attractive at low values of gn, as we
will see below.
Then, for well-channeled ions, ionization will
occur through electron impact and capture will
require the emission of a photon (REC), except at
suitable energies for which the resonant RTE
processes is allowed. As illustrated by the electron
density map in Fig. 4(b), ions with the lowest
transverse energies sense only very low electron
densities. For instance, hyperchanneled ions (e.g.
those that are conﬁned inside equipotential 3 of
Fig. 4(a)) sample in the average a density of 0.1
eA	3, which is 7 times smaller than the meanelectron density in silicon. Moreover, this density
arises only from quasi-free electrons of the valence
or conduction bands. They will be characterized
by a much narrower momentum distribution
(Compton proﬁle) than core electrons, located
close to the atomic strings (typically inside contour
5 of Fig. 4(b)).
One can act on the electron density sensed by
channeled ions by varying their associated trans-
verse energy distribution. This can be done by
slightly tilting the crystal, by angle dW < wC, thus
by introducing a small misalignment between the
crystal axis and the beam incidence. If the initial
incidence was parallel to the axis, this misalign-
ment will induce an increase by EdW2 of the
transverse energy of channeled ions, that will en-
large their accessible transverse space, and
accordingly the ‘electron target thickness’. One can
see in Fig. 4(b), when comparing contours close to
the channel center and close to the atomic strings,
that a tilt angle smaller than the channeling critical
angle can lead to an enhancement by about one
order of magnitude of the electron target thickness
sampled by the best channeled ions.
We will now illustrate how this ability of
channeled ions to experience a dense, non uniform
electron target, can lead to original results on
charge exchange
4.3. Combined energy loss and charge exchange
measurements
The eﬀect of channeling on the charge state
distribution at the exit of a crystal target is the
most dramatic when incident ions are very far
from the charge at equilibrium. In this situation,
one can access to exclusive information on ion-
matter interaction, as we will see now.
4.3.1. E? selection: measurement of EII cross-
sections and of hyperchanneled ions stopping
Fig. 18 presents the charge state distributions
FðQoutÞ obtained with 27 MeV/u Xe35þ incident
ions (i.e. with 19 electrons) on a 20.7 lm thick
silicon crystal target [12]. In this experiment,
gL ¼ 1:2, and the charge at equilibrium in random
conditions corresponds to a partly empty L-shell,
as illustrated by the charge distribution FRðQoutÞ
Fig. 18. Emerging charge state distributions of 27 MeV/u
incident Xe35þ ions transmitted through 20.7 lm of Si: (Open
circles) random conditions FRðQoutÞ; (full circles) Æ1 1 0æ align-
ment FCðQoutÞ. From [12].
Fig. 19. Tilt angle dependence of FCðQout ¼ 37Þ and Lya yield,
in the vicinity of the Æ1 1 0æ direction of a 20.7 lm Si crystal, for
incident Xe35þ at 27 MeV/u. From [12].
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a random orientation. This charge distribution is
centered around Qout ¼ 50, i.e. is far from the
incident charge state. For Æ1 1 0æ axial alignment,
the charge state distribution FCðQoutÞ ranges from
Qout ¼ 35 up to Qout ¼ 53. Actually, this distribu-
tion reﬂects the transverse energy distribution of
channeled ions: ions with a high transverse energy
experience all impact parameters, and their charge
at the exit is close to the random equilibrium
charge. For such ions, as well as for a random
orientation, the balance between NII and MEC
determines the charge distribution. On the other
side, ions with the lowest transverse energy expe-
rience regions where the electronic density is very
small. However, one can observe only a very small
fraction of ions frozen in their initial charge state.
This means that, even for channeled ions, for
which NII is forbidden, ionization events by elec-
tron impact may occur. In Fig. 19 is shown the
dependence of FCðQout ¼ 37Þ (nearly frozen ions)on the crystal orientation relative to the axial
direction. As a comparison the Lya yield is also
shown. Lya emission results from K-shell excita-
tion or ionization, which is only possible by nu-
clear impact (the kinetic energy is below the
threshold for K-shell EII). Thus the Lya dip reﬂects
the close collision extinction dip. It can be deduced
from Fig. 19 that the critical transverse energy to
emerge with Qout ¼ 37 is 5:6 10	3 times smaller
than the critical channeling transverse energy
given by Eqs. (4) and (5). Thus these ions are
hyperchanneled. With the help of simulations,
the mean transverse energy corresponding to each
emerging charge state was determined, together
with the mean sampled electron density. These
correspondences are shown in Fig. 20. The EII
cross-sections were evaluated for each charge
state, as well as the impact parameter dependence
of energy loss. For the best-channeled ions, the
latter was found to be only slightly dependent on
the local electron density. In other words, the en-
ergy loss at large distance from the atomic strings
is dominated by distant collisions with the valence
electron gas.
4.3.2. Emission of target electrons
Information on the impact parameter depen-
dence of target ionization has been obtained re-
cently by our collaboration group, in a similar
study with 29 MeV/u Pb56þ ions incident on a thin
silicon crystal (1.1 lm). Again the exit charge-state
was used to discriminate over ions with diﬀerent
transverse energies. The energy loss was measured
with a high resolution and the secondary electron
Fig. 20. Average transverse energy (per unit charge), and mean
sampled electron density, as a function of emerging charge Qout,
for incident Xe35þ at 27 MeV/u sent on a 30.7 thick silicon
crystal along the Æ1 1 0æ axis. From [12].
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faces for each ion impact was measured (electron
multiplicities). As in the previous example, for
Æ1 1 0æ axial orientation the charge state distribu-
tion at emergence, shown in Fig. 21, is very broad,Fig. 21. Emerging charge state distributions for 29 MeV/u incident P
random conditions.reﬂecting the transverse energy distribution. It
ranges from Qout ¼ 56 up to Qout ¼ 78, whereas the
random charge distribution is centered around
Qout ¼ 69. Fig. 22 shows various electron multi-
plicity distributions from entrance and exit target
surfaces, together with energy loss distributions.
These distributions correspond to diﬀerent
emerging charge states associated respectively to
well channeled ions frozen in their initial charge
state (Qout ¼ 56, Fig. 22(a)), and poorly channeled
ions (Qout ¼ 72, Fig. 22(b)) in axial channeling
conditions. The distributions obtained for random
incidence, and corresponding to Qout ¼ 72 are also
displayed in Fig. 22(b). As already mentioned
in Section 4.1, we show in this ﬁgure reduced
energy loss values DEred, in units of mean random
loss DER, with a ﬁrst-order correction account-
ing for the mean ion charge state in the tar-
get: DEred ¼ DEðQoutÞ  ð2hQi2R=ðQ2in þ Q2outÞ=DER,
where hQiR is the mean random charge state inside
the target and Qin ¼ 56. Well-channeled frozen
ions emerge from the crystal with a mean reduced
energy loss of about 0.5. From Fig. 21 they rep-
resent typically half of the total beam. In the en-
ergy loss distribution corresponding to the Æ1 1 0æ
orientation, one can select the ions having lost
the minimal energy (see the inset on the top left ofb56þ ions transmitted through 1.1 lm of Si in Æ1 1 0æ axial and
Fig. 22. Energy loss distributions, backward and forward electron multiplicity distributions obtained with 29 MeV/u incident Pb56þ
ions transmitted through 1.1 lm of Si: (a) Æ1 1 0æ axially channeled ions emerging with Qout ¼ 56. The inset in the ﬁrst plot shows the
selection of ions with the lowest energy loss. The electron multiplicity distributions corresponding to this selection are shown. (b) ions
emerging with Qout ¼ 72; h110i and random conditions. The energy loss is normalized to the random energy loss value, and corrected
from a Q2 dependence (see text). The integrals of both multiplicity distributions and energy spectra are not normalized.
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the total beam) has a reduced energy loss lower
than 0.37. These ions are hyperchanneled. For
poorly channeled ions (Fig. 22(b)), the situation is
completely diﬀerent: such ions enter close to the
atomic strings and thus their energy loss is strongly
enhanced close to the entrance. Once the atomic
string repels them, their energy loss rate is reduced,
until they approach again another string. As the
crystal is thin, statistical equilibrium is not fully
established at the exit. In the ion path, the number
of close collisions with strings, during which the
energy loss rate is very high, is small (typically
between 1 and 4). It may exhibit strong relative
variations when comparing the trajectories of two
ions with very similar E?. The resulting energy
spectrum is very broad, and its mean value is much
higher than the random loss. One can see in Fig.
22(b) that the maximum reduced losses measured
extend up to 2.5. Although the target thickness is
much larger than the path needed to reach the
center of the channel for ions entering close to a
string (about 2000 A), high transverse energy ions
may experience very large integrated electron
densities.
Electrons collected from the surfaces are mainly
low energy secondary electrons. The correspond-ing electron yield is correlated to energy loss, as
illustrated in Fig. 22 for both backward and for-
ward emissions. The backward yield for the best
channeled 56+ ions is attenuated by a factor 0.6
with respect to the random yield. The same
behavior is observed for the forward emission
yield of these ions. In this latter case, as in random
geometry the ions emerge with a higher charge-
state than the frozen 56+ well-channeled ions, the
comparison can be done after correction for the Q2
dependence on the ion-electron collision cross-
sections. The local electron density sampled by a
hyperchanneled ion in the Æ1 1 0æ axis is less than
15% of the average electron density of silicon, a
reduction much stronger than the attenuation of
the electron multiplicity for these ions. The atten-
uation of energy loss, which is due mainly to the
extinction of close collisions near the channel
center, is also much more pronounced. This shows
that distant collisions are the main source for
secondary electron emission by hyperchanneled
projectiles.
For poorly channeled ions, one observes an
enhancement by a factor of 2 of the backward
electron multiplicity compared to random condi-
tions. The maximum of the forward electron yield
distribution is the same as in random condition,
Fig. 23. Background subtracted charge state fraction
FCðQout ¼ 32Þ=ðFCðQout ¼ 33Þ þ FCðQout ¼ 32ÞÞ as a function of
the incident energy of Br33þ ions channeled in a 1 lm thick Si
crystal, for three energy loss ranges, in units of the random
energy loss: (squares) 0.55–0.62; (crosses) 0.48–0.55; (triangles)
0.41–0.48. The data are from [39].
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with a high transverse energy may leave the crystal
at any position in the transverse space, as in ran-
dom conditions. Some ions may undergo close
collisions along a string in the vicinity of the exit,
which leads to the tail observed towards high
forward electron multiplicities.
To conclude, electron multiplicities can be
used to identify clearly the entrance impact
parameter of channeled ions. It was deduced
from these experiments that the forward electron
multiplicities are not only the result of ionization
events near the crystal exit, but may also arise
from highly ionizing events, in relation with
glancing collisions with strings, much deeper in
the crystal. Thus the forward electron yield car-
ries less information about the conditions of
emergence than backward emission does about
entrance conditions.
4.3.3. Local longitudinal momentum distribution of
target electrons
Local target-electron momentum distribution
can also be inferred from charge exchange mea-
surements in channeling. For KLL Dielectronic
Recombination for instance, the resonance condi-
tion is (non relativistic) ððme=MionÞ~pion 	~peÞ2=
2me ¼ EK 	 2EL, where~pion and~pe are respectively
the ion and electron momenta in the laboratory
frame, EK the initial K-shell binding energy, and
EL the L-shell binding energy in the ﬁnal state.
Thus the DR resonance proﬁle is broadened by the
longitudinal momentum distribution of the elec-
tron to be captured. Andersen et al. [39] have
shown that the KLL DR resonance proﬁle de-
pends on the energy loss rate of channeled Br33þ
ions in a 1 lm thick Æ1 1 0æ Si crystal. Fig. 23 shows
their data for the capture rate as a function of
incident ion energy, for three adjacent energy loss
windows, ranging between 0.41 and 0.62 times the
random energy loss rate. Such ions sense mainly
valence electrons of silicon. Both amplitude and
width of the resonance are found to vary with the
energy loss. The amplitude is directly proportional
to the electron density, whereas the width depends
on the electron Compton proﬁle. Assuming that
valence electrons behave locally like a Fermi
electron gas, energy loss rates, DR amplitudes andthe evolution of the resonance width could be
reproduced quantitatively.
A detailed analysis of the target electron
Compton proﬁle was made by Andriamonje et al.
[8], by observing REC photons. In the same way
than a DR resonance is broadened, the energy of
REC photons is spread by the longitudinal target
electron momentum distribution. In the projectile
frame, a target electron has a kinetic energy Ec,
and the energy of a photon associated to the
capture of an electron of initial binding energy Ei
and longitudinal momentum pz into the n-shell of
the projectile is
hmn-REC ¼ Ec þ En 	 cEi 	 bcpzc; ð19Þ
where En is the binding energy of the n-shell. Fig.
24 shows two X-ray spectra obtained with 60
MeV/u bare krypton ions incident on a 37 lm
thick silicon crystal. K- and L-REC peaks are
observed for both random and Æ1 1 0æ axial orien-
tation conditions. At such a high energy, the mean
charge-state at equilibrium corresponds to bare
ions, so that REC was observable for both random
and channeling conditions in this experiment. For
a random orientation, all target electrons of silicon
contribute with the same weight to REC. The
calculated contributions from core electrons (K-
and L-shells of silicon) and valence electrons, that
Fig. 24. X-ray spectra recorded at 90 in the laboratory for 60
MeV/u Kr36þ ions incident on a 37 lm thick silicon crystal. The
spectra are normalized to the same number of incident ions.
The solid lines show the calculated contributions of REC from
valence and core electrons, and Bremsstrahlung. From [8].
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the spectra. For Æ1 1 0æ axial orientation, the core
electron contribution drops down by one order of
magnitude, whereas the valence electron contri-
bution is only slightly reduced. By varying the
crystal tilt angle from axial to random orientation,
the authors of [8] could follow and interpret the
evolution of both components. In particular im-
pact parameter dependent Compton proﬁles for
core electrons were required to reproduce the
shape of the REC peaks at small tilting angles, i.e.
when the ion ﬂux distributions are non-uniform.
Such a local information is not available by other
techniques investigating Compton proﬁles, be-
cause they integrate uniformly over all impact
parameters.
4.3.4. Deceleration of highly charged ions
We have seen that channeled ions have a re-
duced probability to undergo charge exchange,
due, ﬁrst, to their large impact parameters relative
to the target nuclei and, second, to the reduced
electron density far from the atomic planes and
rows. One may use this property to deceleratehighly charged ions (for instance bare or hydro-
genic uranium ions) down to low energies where
they are very far from charge equilibrium in ran-
dom conditions, although the capture cross-sec-
tions increase dramatically with decreasing energy.
The idea is that the very high charge of those slow
ions may lead to extremely high energy-loss rates,
despite the very low electron density encountered.
There are three main limitations for deceleration
of ions frozen in a high charge-state. The ﬁrst one
is related to the increase of transverse energy due
to electronic multiple scattering (dechanneling).
The second one is the increasing MEC probability
at very large impact parameters: capture into
highly excited states occurs when the projectile
velocity is of the same order than the corre-
sponding orbital velocity. The last limitation is due
to the high probability of capture by REC in very
thick targets: even if the electron density is very
low at the center of a crystal channel, one must
account for the strong increase of REC cross-sec-
tions at low energies. We now discuss the extent of
these limitations.
Concerning the ﬁrst point, the mean increase
DE? of transverse energy due to the scattering of
channeled ions on target electrons can be esti-






The factor 1/2 in Eq. (20) accounts for the fact
that only close ion-electron collisions contribute to
angular scattering. However, this close collision
contribution drops down severely for very well
channeled ions. As already stated in Section 4.3.1
when discussing the results of [12], the energy loss
of hyperchanneled ions is essentially due to distant
collisions, which do not lead to appreciable
angular deﬂections. Thus Eq. (20) may overesti-
mate considerably the increase of transverse en-
ergy for hyperchanneled ions. Note also, but this is
a second-order eﬀect, that for a given accessible
transverse space, the reduction of the overall ion
energy counteracts the spreading of the angular
distribution ðWmax ¼ ðE?=EÞ1=2Þ.
About the second point, channeled ions may
avoid MEC as far as the Rydberg ion formed by a
capture into a highly excited state has a much
Fig. 25. Expected evolution of the energy loss for channeled
U91þ ions in the Æ1 1 0æ axis of silicon. The experimental data
(circle: most probable energy loss in channeling, square: loss for
random orientation) are taken from [45]. The random energy
loss curve corresponds to SRIM calculations [38]. The dashed
curve corresponds to the loss experienced by the best channeled
ions.
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the radius should not exceed 0.5 A). In such a
situation MEC is avoided for a well-channeled ion
(remaining near the channel center) as there is no
possible contribution of the target nucleus to an
electron capture. Using the hydrogenic atom
model of Bohr, one ﬁnds that the orbital velocity
for a shell radius of 0.5 A in a uranium atom is
roughly 10v0. (it corresponds to a principal quan-
tum number n ¼ 10). This is the velocity of a
uranium ion at 2.5 MeV/u. It is then hopeless to
slow-down a H-like uranium ion in a crystal below
this energy, but it is certainly worthwhile to try to
obtain hydrogenic uranium ions at such low
energies. One is also helped in this task by the fact
that, even for well-channeled ions, electrons cap-
tured in highly-excited states have a strong prob-
ability to be lost through EII. Classical Transport
Monte Carlo simulations have been undertaken
recently by Gr€uner et al. [44] in the MeV/u energy
region, that describe this competition between
capture and ionization as a function of impact
parameter in this intermediate velocity regime. We
will come back on this point in the next section.
For the third point, concerning the probability
of REC by hyperchanneled ions, a theoretical
estimate is easier. REC cross-sections have maxi-
mum values for capture into the lower n states of
the projectile, and thus REC can be treated as a
local process. Actually, REC cross-sections are
limited to less than 104 barns per electron for very
heavy ions in the energy range described above
(more than 2.5 MeV/u). Then, the survival prob-
ability for well channeled ions, sampling electron
densities of about 0.1 e	A
	3
, is non zero up to
lengths of a few ten microns. This allows to
decelerate considerably highly charged ions.
A ﬁrst attempt has been performed at GSI with
20 MeV/u U91þ ions extracted from the ESR
storage ring [45]. After a path length of 11 lm of
silicon (Æ1 1 0æ alignment) nearly 30% of the inci-
dent ions remained frozen in their incident charge,
and their energy loss was 4% of the initial energy,
whereas the random energy loss rate was 5%.
Starting from this result, Fig. 25 shows how the
energy loss rate should evolve with energy for well-
channeled U91þ ions. Since these ions do not cap-
ture electrons, the energy loss rate should continueto grow up like 1=v2 with decreasing energies.
Below 15 MeV/u, we arrive at the paradoxical
situation where channeled ions loose more energy
than unchanneled ions, in relation with the Q2
dependence of the stopping power. A recent and
unpublished study with a thicker crystal and a
lower incident energy conﬁrmed this eﬀect.
4.4. Breaking the reversibility rule: transverse
cooling and heating
Recently, Assmann et al. [19] reported a viola-
tion of the channeling-blocking reversibility rule
described in Section 2. This rule predicts in par-
ticular that an initially uniform angular distribu-
tion of ions should retain its uniformity when the
ions cross a crystal. The authors of [19] have sent
various beams, with uniform distributions over an
angular range very large at the scale of channeling
critical angles, on various crystals, and they ob-
served strong anisotropies in the emerging beam.
In some cases an enhancement of the angular
distribution can be observed along crystallo-
graphic axes or planes (transverse cooling), in
other cases transverse heating leads to a depopu-
lation in these directions. Both heating and cooling
phenomena depend on the ion velocity, on the
projectile and target nuclear charges, and on the
Fig. 26. Flux distributions for Y ions transmitted through a 3.4 lm thick silicon crystal, for various energies (at emergence); (right
part) circular averaged distributions around the Æ1 0 0æ axis. The incident ion energy decreases from the upper part (showing a cooling
eﬀect) to the lower part (showing a heating eﬀect) of the ﬁgure. The data are taken from [46].
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lar, cooling to heating transitions occur when the
energy of the beam of a given species decreases.
Fig. 26 illustrates such a situation for Y ions
transmitted through a 3.4 lm thick Si crystal [46].
The authors proposed that the dependence of
charge exchange with impact parameter could ex-
plain the phenomenon, at least partially. Consider,
for instance, an ion of charge Q and transverse
energy E?, given by Eq. (3). Its transverse motion
is governed by a string potential per unit charge
UðrÞ, which is a decreasing function of r. If a
charge-changing event (single electron capture or
loss) occurs at distance r, the transverse energy ofthe ion varies by UðrÞ, and, in the mean time, the
potential barrier associated to dechanneling varies
by UðrminÞ; rmin being a typical minimum distance
of approach to atomic strings or rows of the order
of q. As UðrminÞPUðrÞ, an electron loss leads to
transverse cooling, while an electron capture leads
to transverse heating. When charge equilibrium is
reached the same number of ionizations and cap-
tures occur in the average. Let us then consider the
situation of an ion experiencing a cycle consisting
of an equal number n of capture and loss events.
As the charge of the ion is conserved after the
cycle, so is the potential barrier Q 
 UðrminÞ. Let us
now call, respectively, rC and rL the average radii
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will induce a change of the transverse energy of
the ion whose absolute value is equal to nðUðrLÞ	
UðrCÞÞ. Thus, if rC < rL, the cycle will induce
transverse cooling and, conversely, if rC > rL, it
will induce transverse heating. The overall heating
or cooling eﬃciency is high if rC and rI diﬀer sig-
niﬁcantly, and, of course, if the charge-changing
cross-sections are large, which is the case for heavy
ions at intermediate velocities. A few additional
remarks are needed:
– In the experiments where cooling or heating
patterns have been observed [19,44,46], charge
exchange cross-sections are huge, and capture and
loss processes take place at large impact parame-
ters. In particular, capture occurs into excited
states of the projectile, which may lead to a de-
layed auto-ionization, at large distance from the
strings or planes. This could explain that cooling is
more persistent along the major axial directions.
– A full theoretical description of the phenom-
enon has been undertaken [44] by means of n-body
Classical Transport Monte Carlo, which leads to
encouraging results.5. Resonant coherent excitation
Okorokov [47] predicted in 1965 that channeled
particles should be sensitive to the periodicity of
the charge distribution along crystallographic
directions, i.e. to harmonics of the string potential,
Uð~r; zÞ, the variation of which with z is now con-
sidered. The zero-order continuum potential is
obtained after averaging, through Eq. (1), over all
the atoms of a string. Higher order terms corre-
spond to the maxima of the Fourier transform of
Uð~r; zÞ. Resonant Coherent Excitation (RCE) can
occur when an excitation frequency DE=h of the
projectile matches a harmonic of the collision






where v is the projectile velocity, d the interatomic
spacing along the propagation direction, c the
Lorenz factor and k a positive integer. In other
words, RCE is the resonant absorption (or emis-sion) by the projectile of a momentum corre-
sponding to the reciprocal lattice vector
Gk ¼ k2ph=d.
Under planar channeling conditions, one may
adjust the excitation frequency by varying the
angle h relative to the atomic strings belonging to
the plane [49]. For instance in the case of the (1 0 0)





k cos hð þ l sin hÞ; ð22Þ
where dh1 0 0i is the interatomic distance along a
Æ1 0 0æ string, h the angle between the trajectory
and the Æ1 0 0æ axial direction and k; l are positive
integers.
The ﬁrst observation of atomic RCE has been
reported by Datz et al. in [48] and [13]. The au-
thors measured the ionization probability as a
function of incident energy for axially channeled
H-like, low Z ions (Z¼ 4–9). When the incidence
energy matches one of the harmonic resonance
deﬁned by Eq. (21) for n ¼ 1 to n ¼ 2 electronic
excitation, the frozen H-like fraction of emerging
ions drops down, in connection with the higher
ionization probability of the n ¼ 2 states. During
these experiments, energy shifts and broadening of
resonances compared to vacuum energy transi-
tions have been observed, and interpreted in terms
of inﬂuence of the static crystal ﬁeld and of the
wake ﬁeld, the latter corresponding to the polari-
zation of the electron gas in the vicinity of the
moving charge. Further complementary studies
have been performed since then. Datz et al. did
observe atomic RCE through the radiative decay
of the excited state [14]. Komaki et al. have ex-
tended these measurements to higher Z ions at
higher energies [15]. By recording simultaneously
the energy loss, they could obtain detailed infor-
mation on the Stark splitting of the n ¼ 2 state of
Ar17þ ions as a function of the impact parameter in
planar channeling conditions. Actually, the static
transverse electric ﬁeld sampled by an ion in the
vicinity of an atomic plane (or row) is responsible
for this Stark splitting. The stronger the electric
ﬁeld, the stronger the splitting. Low transverse
energy ions, which can be selected through the
weak energy loss they experience, are conﬁned in
regions where the transverse ﬁeld is small, and the
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perturbed condition. On the opposite, ions with
the highest transverse energy, which can be se-
lected through the strong energy loss they experi-
ence, have an accessible transverse space extending
nearly all over the channels. They can thus un-
dergo RCE both close to the channel walls, with a
high eﬃciency, in regions where the Stark splitting
is strong, and at larger distances, with lower eﬃ-
ciency, in regions where the Stark splitting is weak.
The consequence is that the energy width of the
resonance is signiﬁcantly broadened for these ions.
Note that not only the RCE probability is en-
hanced close to the strings or planes, but also the
ionization of the excited ion, which makes the
quantitative evaluation of the RCE process not
straightforward. Also, as RCE takes place prefer-
entially close to atomic strings, the inﬂuence of
target atoms thermal vibrations cannot be ignored,
as it is done for instance in relation (1) where all
the atoms are assumed to be perfectly aligned
along a string. The potential Uð~r; zÞ is thus a
random function, with a given taking for each ion.
Such takings can be calculated by summing the
contribution to Uð~r; zÞ, of the individual atoms of
a string placed at random distances from regular
lattice sites, according to the thermal vibration
amplitude distribution. These ﬂuctuations tend to
lower the value of the coherence length associated
to an RCE resonance, and thus contribute to a
broadening and a weakening of the resonance.
So far, nuclear RCE has not been observed, but
theoretical descriptions and predictions on this
eﬀect are available [16].6. Concluding remarks
We have tried to show that the understanding
of ion motion in crystals raises important ques-
tions related to ion–matter interactions. The
introduction of the continuum model by Lindhard
[1] has allowed a description of channeling phe-
nomena at a high level of generality. It has in
particular permitted to beneﬁt of powerful con-
cepts originating from statistical physics. Setting
the limits of the continuum description, in con-
nection with atomic periodicity along crystallo-graphic directions or with non correlated or poorly
correlated scattering events, was also a task of
fundamental importance. Once understood, chan-
neling eﬀects provide, in turn, unique opportuni-
ties for reﬁned studies of ion–matter interaction.
These opportunities are mostly related to the very
non-uniform ion ﬂux that develops inside crystals
in aligned geometry. This feature can be taken into
beneﬁt in order to determine precisely the impact
parameter dependence of various processes. As
moreover the ion ﬂux is focused far from atomic
strings or planes, one can study very speciﬁc as-
pects of ion–electron interactions without being
perturbed by the interactions with target nuclei.
We have given a few examples of such studies in
Section 4. Of course, many other studies would
have deserved a detailed description. In particular,
we have not shown how one could also take into
beneﬁt the absence of interactions with target nu-
clei to study unexplored events, with extremely low
associated cross-sections. Let us only mention in
this domain the study of the resonant trielectronic
recombination, a process in which the capture of
an electron promotes two other electrons, already
bound, into excited states. Channeling measure-
ments have allowed to set for the cross-section of
such a process a lower limit two orders of magni-
tude weaker than previously reported during ion-
gas experiments [50]. In the same spirit, channeling
experiments are planned in order to evidence a
process called nuclear excitation by electron cap-
ture and to determine its cross-section. This eﬀect,
resonant with the ion beam energy, in which the
capture of an electron in an atomic shell leads to
nuclear excitation, is the reverse of internal con-
version [51].
We have also illustrated applications of chan-
neling for lattice site determination, and shown
that these applications could interest domains as
diﬀerent as material science and nuclear physics. In
what concerns material and surface science many
other and very powerful techniques are available.
X-rays or electron diﬀraction for instance take
beneﬁt of the very high amount of information
that can be derived from measurements in re-
ciprocal space. Scanning tunnel or atomic force
microscopy may provide atomic resolution and
allow to study objects of very small lateral
70 C. Cohen, D. Dauvergne / Nucl. Instr. and Meth. in Phys. Res. B 225 (2004) 40–71dimension. The speciﬁcity of channeling measure-
ments is related to two main features. First, these
measurements probably present the highest sensi-
tivity to atomic displacements (down to 10	2 A).
Second, they illustrate in a quite straightforward
way the presence of eﬀects implying coherent
atomic displacements, such as lattice strain or
surface relaxation. However, even if these eﬀects
are easily detectable, the reﬁned analysis of the
measurements requires some eﬀort (computer
simulation are often needed) and a real knowledge
and understanding of channeling.
Another application that would have deserved
presentation is the ability to deﬂect high-energy
beams using bent crystals. The bending is such that
the change in the crystalline orientation is kept
signiﬁcantly smaller than the channeling critical
angle over a length corresponding to the oscilla-
tion of an ion in a channel. Then, ions may remain
channeled and guided by the continuum potential.
Experiments have been performed at CERN with
light [52] and heavy ions [53] in the relativistic
energy range (above 100 GeV/nucleon). These
experiments have shown that, after transmission
through a bent crystal, a few cm long, a large
fraction of the incident beam (10–50%) could exit,
with negligible angular divergence, having been
deﬂected by a few mrad. Dechanneling by crys-
talline defects, induced by crystal bending, is
mainly responsible for the relatively low trans-
mission factors. Bent crystals are now routinely
used to deﬂect charged particle beams in high-en-
ergy accelerators.Acknowledgements
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1-2 Recherche de processus rares d’interaction ion-électron – Le 
cristal comme cible épaisse d’électrons. 
 
Le principe de ces expériences est relativement simple : les ions bien canalisés subissent 
principalement des collisions proches avec les électrons de valence ou de conduction du 
cristal. Pour le silicium par exemple, la valeur moyenne de la densité électronique du gaz de 
valence est de 0,2 e-/Å3. Un cristal de 10 µm permet ainsi d’obtenir une « épaisseur »  
d’électrons de l’ordre de 2.1020 e-/cm2. Pour comparaison, un jet gazeux fournit une cible 
d’environ 1013 e-/cm2. 
Les faisceaux disponibles au GANIL dans une émittance réduite adaptée à la canalisation sont 
au maximum de 106 à 107 ions/s sur un impact de 2 à 3 mm2. Pour adopter le langage des 
physiciens des particules, cela représente une sensibilité de l’ordre de 1 µbarn-1 par heure de 
faisceau. Une irradiation de 10h permet donc de produire un événement dont la section 
efficace est de 0,1 µbarn. Ces chiffres sont très indicatifs, il faut prendre en compte la sévérité 
éventuelle avec laquelle ont veut supprimer les collisions proches sur les noyaux, qui est 
couplée avec les conditions de faisceau et d’alignement du cristal. De plus l’efficacité de 
détection du processus considéré doit être rajoutée. De façon très générale, j’ai considéré une 
durée d’irradiation de 10h, qui correspond en pratique à un temps raisonnable de prise de 
données utile pour les temps de faisceaux alloués par les comités d’expériences. Cette durée 
peut bien sûr être supérieure, la limitation principale n’étant pas l’endommagement du cristal : 
en effet, nos expériences ont montré que la dégradation d’un cristal (mesurée par la variation 
du taux χmin d’extinction des collisions proches sur les noyaux cible en canalisation) devient 
significative pour une fluence de quelques 1013 ions/cm2 avec une incidence quelconque, avec 
les ions de plus fort dE/dx. Ce taux d’endommagement sera plus faible en conditions de 
canalisation, car il est en partie dû aux collisions élastiques sur les noyaux cible, et, de plus, le 
dépôt d’énergie électronique est réduit pour les ions canalisés. Par ailleurs, en pratique, il est 
aisé de changer de point d’impact si nécessaire. 
 
De façon plus détaillée, on sait caractériser avec précision le gaz d’électrons cible rencontré 
par les ions canalisés. La figure 2 ci-dessous illustre cette caractérisation, au moyen du taux 
de capture radiative dans une cible, normalisé à une section efficace calculée.  
 
Figure 2 : taux de capture radiative REC mesurés 
(points) et simulés (courbes), par des ions Kr36+ de 60 
MeV/u, pour les différents électrons d’un cristal de 
silicium, en fonction de son orientation par rapport à 
la direction d’axe <110>. Les taux sont normalisés à 
une valeur calculée théorique pour une orientation 
quelconque du cristal. (a) capture des électrons de 
valence ; les simulations sont obtenues avec 
différentes valeurs de divergence angulaire de 
faisceau (b) capture des électrons de cœur, les 
simulations sont obtenues pour les différentes 
couches orbitales du silicium (avec la divergence 






Le profil Compton (distribution en impulsion dans la direction de propagation du projectile) 
des électrons de cœur étant plus large que celui des électrons de valence, on peut séparer les 
contributions de ces deux populations à la capture REC, avec l’aide de simulations. Nous 
reviendrons plus en détail sur ce point dans la section I-3-2. Dans l’exemple donné figure 2, 
obtenu pour une expérience avec des ions incidents Kr36+ de 60 MeV/u en fonction de 
l’orientation par rapport à l’axe <110> d’un cristal de silicium de 37 µm, on a tenu compte de 
facteurs expérimentaux (divergence angulaire du faisceau, décanalisation dans le cristal 
relativement épais). Pour l’orientation axiale (angle nul) l’interaction avec les électrons de 
cœur du silicium est fortement diminuée par rapport à l’orientation quelconque (d’un facteur 
0,06) ; la contribution résiduelle de ces électrons de cœur est due principalement aux électrons 
de la couche n=2. La contribution des électrons de valence, quant à elle, subit aussi une légère 
diminution pour l’orientation axiale, d’environ 15%, par rapport à la densité moyenne du gaz 
de valence dans le cristal.  
Ces valeurs des contributions d’électrons de cœur et de valence varient en fonction de la 
distribution initiale de l’énergie transverse du faisceau dans le cristal, donc des conditions 
expérimentales. Mais cet exemple montre qu’on peut déterminer la densité électronique 
rencontrée par le faisceau au moyen d’une étude spécifique d’un processus dont la probabilité 
est proportionnelle à cette densité, comme la capture radiative. 
 
Après ces remarques introductives d’ordre général, je présente ci-dessous deux études dans 
lesquelles notre collaboration s’est engagée. La première a porté sur la recherche de la capture 
résonnante triélectronique (RT2E), et la seconde sur la recherche de la capture résonnante 
électronique par excitation nucléaire (NEEC). 
 
I-2-1 : Recherche de la capture résonnante triélectronique RT2E 
 
Les résultats scientifiques de cette expériences sont décrits dans la référence ci-dessous : 
”Upper limit determination of resonant trielectronic recombination cross section for krypton 
using crystal channeling” [Chevallier 00]. 
Très brièvement, pour le lecteur qui ne souhaiterait pas lire cet article, nous avons cherché à 
observer la capture résonnante d’un électron en couche L, accompagnée de l’excitation 
simultanée des deux électrons K vers la couche L, d’un ion initialement hydrogénoïde Kr34+ 
(capture triélectronique, ou RT2E, dite KK-LLL en utilisant la terminologie des transitions 
Auger). Cette expérience consistait à observer, à l’énergie de la résonance et à deux énergies 
hors résonance, le rendement de coïncidences triples entre la détection des deux photons Kα 
de désexcitation de cet état dit « triplement excité » et la détection d’ions Kr33+, transmis à 
travers un cristal aligné de 3,6 µm avec une perte d’énergie réduite, caractéristique d’un ion 
canalisé avec une faible énergie transverse. Cette expérience a été réalisée dans la voie SPEG 
du GANIL.  
Au-delà de cette publication, cette expérience a constitué un engagement considérable de ma 
part, car je l’ai conçue et proposée au comité d’expérience du GANIL une première fois fin 
1994. Dans le même temps j’interférais avec des théoriciens de structure atomique qui 
effectuaient des calculs de l’effet inverse, dit « double Auger » (émission de deux électrons 
avec cascade d’un 3e électron vers le fondamental) [Marques 1998]. Leurs calculs ont été 
revus à la baisse après une erreur, ce qui nous a poussés à soumettre à nouveau l’expérience 
déjà acceptée car il nous fallait davantage de temps de faisceau et un dispositif différent pour 
la rendre réalisable. Etant données les très faibles sections efficaces attendues, le dispositif 
expérimental a été compliqué, et nous avons décidé d’effectuer des triples coïncidences, tout 
en détectant 100% du faisceau transmis dans les divers états de charge en sortie du cristal 
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cible afin de rejeter d’éventuelles coïncidences fortuites avec le faisceau pulsé, d’intensité 
3.106 ions/s. J’ai dû concevoir tout le dispositif expérimental : 
- détection sous grand angle solide des photons X au niveau de la cible : 25% de l’angle 
solide total étaient couverts par 3 détecteurs NaI(Tl) de grande surface, un 4e détecteur 
Ge étant utilisé en plus pour avoir des spectres X de référence avec une meilleure 
résolution ; 
- détection de tous les ions transmis dans divers états de charge à l’aide de scintillateurs. 
Certains de ces scintillateurs devaient être montés sur une table de translation afin de 
déplacer l’impact du faisceau, car ils vieillissaient sous irradiation. Nous avons fait 
une expérience test dédiée à la mesure du vieillissement d’un scintillateur plastique en 
fonction de la fluence (et du flux). Pour la détection des ions dans l’état de charge 
majoritaire, j’ai conçu un compteur capable de détecter des ions lourds un par un avec 
une efficacité de 100% à un taux de comptage de 2.106/s, tout en étant insensible à 
l’irradiation. Ce dispositif, décrit dans l’article ci-dessous, consistait en une feuille de 
cuivre posée sur un scintillateur plastique dopé au plomb, qui détectait la fluorescence 
K du cuivre (de l’ordre d’une centaine de photons Kα du cuivre étaient ainsi collectés 
par ion incident, ce qui compensait la faible luminosité du plastique scintillateur). Ce 
dispositif a bien fonctionné. 
- La supervision des calculs d’optique du faisceau menés au GANIL : il fallait connaître 
les trajectoires (et leurs enveloppes) des ions de chaque état de charge afin de 
positionner les scintillateurs. 
- L’électronique de détection, chargée de réaliser des coïncidences multiples avec une 
fenêtre en temps de moins de 80 ns. 
- L’interaction avec le service technique du CIRIL, qui a dû accomplir un travail 
considérable pour adapter notre dispositif à des exigences qui ont évolué au cours du 
temps. Ce fut de plus la première expérience de canalisation dans SPEG. 
De plus l’expérience avait été initialement programmée dans LISE avec un faisceau d’ions 
Nb, pour lesquels nous espérions différencier les raies Kα hypersatellites, ce qui aurait permis 
de signer sans ambiguïté la présence d’une double lacune K des projectiles (le premier 
photon, émis alors que la couche K est vide, a une énergie supérieure au second). Cette 
première expérience a malheureusement échoué, à cause de la difficulté de l’accélérateur à 
produire ces faisceaux de niobium suffisamment intenses mais stables dans l’émittance 
voulue. Les décharges à répétition au niveau de la source ont finalement conduit à l’incendie 
d’un des cyclotrons injecteurs, un certain 6 juin 96. Nous avons donc demandé à être 
reprogrammés, cette fois-ci dans SPEG avec un faisceau de krypton, en 1997. 
Cette description ne relève peut-être pas vraiment d’un mémoire scientifique, mais elle a 
marqué le chercheur encore inexpérimenté que j’étais à l’époque.   
De plus l’enjeu scientifique n’était sans doute pas à la mesure de la difficulté de cette 
expérience, surtout lorsqu’il était évalué dans le cadre de la politique scientifique de l’IN2P3, 
bien que nous ayons été soutenus par notre Institut pour la réaliser. En effet, l’observation 
d’un état triplement excité (à deux lacunes K) d’un ion Kr33+ et de ses modes de désexcitation 
présente certainement un intérêt fondamental en physique de la structure atomique, pour 
l’étude des corrélations multiples entre électrons. Cependant, la très faible probabilité de 
production de cet état pour un ion lourd comme le krypton montre qu’il joue un rôle 
négligeable dans les réarrangements électroniques. C’était sans illusions à ce sujet que nous 
avions exposé clairement les enjeux devant le comité d’expérience de physique non-nucléaire 
du GANIL. Ses membres ont estimé que l’expérience valait la peine d’être réalisée, c’est ce 
que nous avons fait. 
Les résultats ont conduit à une valeur limite supérieure de la section efficace (environ 2mbarn 
par électron cible à la résonance), ce qui représentait une amélioration de deux ordres de 
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grandeur par rapport à une tentative d’un groupe de Michigan avec une cible gazeuse 
[Zaharakis 95]. Cependant nous avons été limités dans la sensibilité de l’expérience par la 
mauvaise qualité du cristal : celui-ci avait été aminci par attaque chimique, et l’épaisseur 
n’était pas du tout uniforme, de telle sorte qu’il y avait des parties très minces, correspondant 
probablement à des cônes d’attaque chimique autour de défauts. Une fraction des ions du 
faisceau – petite mais non négligeable -  traversait ces régions amincies sans être canalisée. Il 
en résultait une perte d’énergie inférieure à la perte d’énergie des ions canalisés dans la partie 
de la cible d’épaisseur nominale. Le bruit de fond créé par ces particules était très supérieur au 
signal attendu du RT2E (ce bruit de fond correspondait à des événements décorrélés d’une 
capture et de deux excitations, lors de collisions avec les cœurs atomiques de la cible). 
L’utilisation d’un cristal de meilleure qualité aurait permis d’améliorer notre sensibilité d’un 
ordre de grandeur, et ainsi d’atteindre la limite de l’observation attendue du signal RT2E (voir 
figure 5 de l’article). 
Depuis, la capture triélectronique KK-LLL a été mise en évidence sur des ions légers, et 
représente même une fraction appréciable de l’échange de charge [Schnell 03], ce qui montre 
que ce type de processus suscite un intérêt en physique atomique, même si ce n’est pas pour 
les ions lourds multichargés. 
 
Cette expérience aura été extrêmement formatrice pour moi, et je suis très reconnaissant 
envers les physiciens beaucoup plus expérimentés de notre collaboration de m’avoir laissé 
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We used channeling through a thin crystal to get an estimate of the cross section of the resonant trielectronic
capture by Kr341 ions. K x-ray–K x-ray coincidence measurements were performed with a selection on the
charge state and energy loss of transmitted ions. An upper limit of 1.9310227 cm2 at the resonance is
obtained, and this represents an improvement by two orders of magnitude with respect to previous ion-gas
experiments. The possibility to reach the theoretical predictions experimentally is discussed.
PACS number~s!: 34.80.Lx, 61.85.1p, 34.70.1e, 32.80.HdI. INTRODUCTION
Trielectronic recombination ~TR! is a resonant electron
capture process that may occur during heavy ion-electron
collisions: the capture of an electron by an ion with at least
two electrons in the initial state is accompanied by the simul-
taneous double electronic excitation of the ion. This process
is due to a three-electron interaction that is analogous to
dielectronic recombination ~DR!, in which electron capture
is accompanied by a single excitation. Figure 1 presents
these electronic transitions in the ion rest frame. Figure 1~a!
illustrates the particular case of the KK-LLL resonant tri-
electronic recombination for a He-like ion: the energy gained
during the capture into the n52 state of an electron with the
required kinetic energy in the ion frame is devoted to the
(1s2→2l 2l 8) excitation of the two K electrons. This leads
to an excited Li-like ion with its three electrons in the L shell
~‘‘triply’’ excited!. For sufficiently high Z ions, the radiative
decay of this triply excited state by two successive K x-ray
emissions dominates autoionization, and recombination ef-
fectively occurs. The analogy with DR is shown in Fig. 1~b!
for the K-LL resonance, occurring at a lower electron kinetic
energy.
Of course, resonant electron-capture processes similar to
DR and TR can take place during ion-atom collisions. These
processes are called respectively resonant transfer and exci-
tation ~RTE! and, following Zaharakis et al. @1#, resonant
transfer and double excitation ~RT2E!. RTE is the capture of
an initially bound electron, and can lead either to autoioniz-
ation ~RTEA! or radiative stabilization ~RTEX!. An impor-
tant feature of RTE ~and RT2E!, if one compares them to DR
~and TR!, is the broadening of the resonance due to the
Compton profile of the electron to be captured, i.e., the lon-1050-2947/2000/61~2!/022724~6!/$15.00 61 0227gitudinal momentum distribution in the initial state. For the
corresponding trielectronic process, we may use RT2E2A,
RT2EAX, and RT2E2X to denote two-Auger, Auger
1radiative, and double radiative decay of the intermediate
state, respectively.
For low Z ions, the triply excited state formed during
trielectronic recombination decays mostly by autoionization.
This has been observed for the lightest ions: Schultz @2# re-
ported on resonances above the ionization threshold pro-
duced during electron scattering or electron-impact ioniza-
tion experiments that originate from the formation of
2l 22l 8 states of H22 and He2 ions. More recently, Mu¨ller
et al. @3# measured the cross sections for the resonant capture
into n52 triply excited states of Li atoms by means of very
precise Li1-electron crossed-beam experiments, by using the
energy dependence of electron-impact ionization: with a
resonance strength of about 10220 cm2 eV, this process
~which keeps the ion charge constant! lowers the electron-
impact ionization of Li1 ions significantly ~by less than 1%!.
The time reversal process of the resonant capture during
trielectronic recombination ~trielectronic capture! is the
three-electron Auger decay, also called the ‘‘double’’ Auger
effect @DA, double deexcitation–single ionization; see Fig.
1~c!#, that has been observed in ion-atom @4,5# and ion-
surface @6,7# collision experiments. Excited light ions with a
double K hole were produced @5–7#, and the ratios R of DA
to single Auger rates for such states were found to be around
331024 for C and N ions @5,7#. Following the detailed bal-
ance principle, these ratios should be similar to the ratios of
trielectronic capture over dielectronic capture cross sections.
Trielectronic capture—and DA—are of fundamental in-
terest for the study of three-electron correlation in bound
systems. Most of the theoretical works on DA have con-©2000 The American Physical Society24-1
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that, for double-K-hole nitrogen ions, the main contribution
to DA comes from the shake-down mechanism accompany-
ing a single autoionization, when at least one 2s electron is
present in the initial state. A shake-down transition can take
place because the initial 2s and the final 1s wave functions
are not orthogonal. Their calculations show that R values
depend more strongly on the number of 2s electrons than on
the total number of L electrons. Thus ‘‘real correlation’’ ef-
fects ~e.g., those involving only 2p electrons! lead to values
of R much smaller than those involving initial 2s electrons
~typically ;1026 and ;1024, respectively; this last number
being in agreement with experimental results @7#!. Marques
et al. @10# used multiconfiguration Dirac-Fock ~MCDF! cal-
culations to estimate DA rates and the ratio R for higher Z
systems (Z536,41,64). They did not include the shake-
down contribution, which was assumed to be small (;20%
of the total DA rate for krypton, and less for higher Z ions!.
Their final calculations provided a value of R52.786
31027 for triply excited Kr331 ~three electrons in the L
shell!. For the same ion Badnell @1,11# estimated a ratio R
;1026 by using a three-L-electron interaction through con-
figuration mixing with a Breit-Pauli Hamiltonian.
For those high-Z ions, the experimental study of trielec-
tronic recombination is more attractive than the study of DA,
because the radiative decay of a double K hole dominates
autoionization. Using an initial He-like ion in its ground
state, the signature of the KK-LLL trielectronic recombina-
tion is a double K x-ray emission, along with the decrease of
the ion charge by one unit.
One attempt to observe RT2E is reported by Zaharakis
et al. in Ref. @1#. During Kr341-ion–H2-gas collisions, they
detected x rays in coincidence with Kr331 transmitted ions at
various incidence energies. Due to the low interaction rates
in such experiments, they could only measure the energy
dependence of the sum of the L ,M , . . . REC cross sections
FIG. 1. Schematic representations of ~a! KK-LLL trielectronic
recombination ~TR! for an initial ground-state He-like ion ~b! K-LL
dielectronic recombination ~DR! for the same initial state ~c! KK-
LLL three-electron Auger ~DA!.02272(;10223 cm2), and no Ka photon could be detected in co-
incidence. They gave an upper limit of the RT2E cross sec-
tion of about 10225 cm2.
Crystal channeling provides a powerful technique for in-
vestigating such a low-cross-section process, because chan-
neled ions interact mainly with a dense gas of quasifree elec-
trons. In alignment conditions, ions acquire a transverse
energy at the entrance of the crystal, according to their inci-
dence angle and their position relative to the atomic rows or
planes. Ions with a transverse energy ~per unit charge! below
the maximum value of the continuum string or planar crystal
potential are known to be channeled and can access only a
restricted part of the transverse space @12#. This results in the
extinction of close collisions with target atomic cores, and
the attendant reduction of ion-electron interactions, such as
energy loss. One can then study ion-electron interaction pro-
cesses that are hardly observable in classical ion-solid or
ion-atom collisions, as was demonstrated in previous studies
of radiative electron capture ~REC! @13–15#, electron-impact
ionization and excitation ~EII and EIE, respectively! @16–
18#, and resonant transfer and excitation @19–21#. A review
of charge-exchange experiments in channeling conditions is
given in Ref. @22#. The processes just mentioned have rela-
tively high cross sections ~more than 10 b!, and thus are
easily observable in channeling conditions. For instance, the
impact-parameter dependence of REC line shapes was stud-
ied in detail @15#, and the Compton profiles of silicon valence
electrons were found to be very close to those of free elec-
trons ~Fermi gas! for the same local density. These Compton
profiles are also responsible for the broadening of the RTE
resonance profiles reported in Refs. @19–21#. The conditions
for observing the very rare TR process in channeling condi-
tions are more stringent than those discussed above. They are
described in the following sections.
II. EXPERIMENT
A primary beam of 43.1-A MeV Kr311 from the GANIL
facility ~Caen, France! was used in our study. The final beam
on the target was obtained by means of degrading/stripping
Al foils followed by a magnetic spectrometer for the selec-
tion of the charge (341), the energy ~37.1, 40.6, and 42.7
A MeV with Dp/p51024), and the emittance (ex5ey
50.15p mm mrad). The two extreme incidence energies are
outside the KK-LLL resonance, whereas 40.6 A MeV is on
the resonance. The beam, with a typical intensity of (223)
3106 ions/s ~within a 9.4-MHz HF pulsed structure! was
sent to the Spectrome`tre a` Perte d’E´ nergie pour le GANIL
~SPEG! @23# beam line, and had a diameter of 1 mm on the
target. A sketch of the experimental setup in the SPEG line is
shown in Fig. 2. This beam line is equipped with a high-
resolution spectrometer ~8.1 mm on the focal plane corre-
sponding to Dp/p51023). The target was a 3.6-mm-thick Si
crystal oriented along the ^110& axial direction. A high effi-
ciency for the detection of projectile K x-ray–K x-ray coin-
cidences was achieved by means of three large NaI~Tl! de-
tectors covering 25% of the total solid angle. These detectors
were chosen for their large area and relatively high counting
rate capabilities, despite their poor energy resolution. Two4-2
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the third one at 55°. The K x-ray–K x-ray coincidence effi-
ciency was eKK53.760.4% ~assuming an isotropic emission
in the projectile frame!. An additional Ge detector at 125°
with a much smaller solid angle was used for observing x
rays with a better energy resolution. Transmitted ions were
charge- and energy-analyzed by the last magnetic stage of
the SPEG spectrometer. Down-charged 331 ions were de-
tected by a drift chamber ~DC331! for position information
and a plastic scintillator ~P331! for triggering ~see Fig. 2!.
The main trigger of the event-by-event acquisition ~i.e., the
trigger for possible TR events! was the detection of a 331
ion in coincidence with two photons registered simulta-
neously in two NaI~Tl! detectors. Additional triggers @single
events registered by the germanium, NaI~Tl! and DC331
detectors# were used to observe single charge-exchange and
excitation processes.
The fraction of accelerator-HF pulses containing more
than one incident ion was not negligible. The probability of
undue triggering ~detection of three uncorrelated events! in-
creases as the cube of the number of ions per pulse, and then
the experimental background increases correspondingly.
Thus we detected all the transmitted ions in such a way that
we could select, off line, those events for which no 341,
351, or 361 ion were detected within the same pulse as the
331 ion. During preliminary tests, the plastic scintillators
~type BC400! were found to detect up to ;108 Kr ions per
mm2 in our energy range before the reduction of their effi-
ciency by radiation damage became significant. In the
present experiment the charge-state distribution in channel-
ing conditions ~slightly varying with the incident energy! is
F(361)<1%, F(351).3.5%, F(341).95%,F(331)
<1%, F(321) being negligible. The 361 and 351 ions
were detected by plastic scintillators ~P361 and P351 re-
spectively; see Fig. 2!. The location of the beam impact on
these scintillators was changed when necessary. The detec-
tion of 341 ions required a special arrangement because of
its very-high-counting rate. The detector ~XRP341! was
based on x-ray fluorescence. Copper radiator foils were
placed on the top of a plastic scintillator ~see the inset of Fig.
FIG. 2. A schematic of the experimental setup.022722!. A very large number of simultaneous x rays were emitted
inside the radiator ~mainly Cu Ka arising from Cu atom
ionization!. This led to a measurable signal in the large solid
angle scintillator with a 100% efficiency.
III. RESULTS AND ANALYSIS
Channeled ions are characterized by their low-energy loss
rate. Figure 3 presents two energy-loss distributions for
transmitted 331 ions as measured by the drift chamber at
37.1-A MeV incidence energy. One corresponds to a random
crystal orientation and the other one is obtained in axial
channeling conditions (^110& orientation!. The width of the
‘‘random’’ distribution is dominated by energy straggling
~the width of the direct beam is typically 50% narrower and
is mainly due to the size of the beam spot on the target!. A
low-energy loss tail ~extending down to 0! is due to etch pits
in the crystal. These pits were formed during the chemical
etching of the crystal. The spectrum obtained in alignment
conditions has two distinct components: a narrow distribu-
tion, with a most probable energy loss roughly equal to half
of the random energy loss, and a broader one, centered at a
higher energy loss, that corresponds to unchanneled ions. In
principle, making cuts in the energy-loss spectrum allows
one to select ions with a given transverse energy inside the
crystal channel. This transverse energy is related to the mean
electronic density encountered inside the crystal channel
~see, for instance, Refs. @22,21,17,15#!. Our aim was initially
to study RT2E as a function of the sampled electron density.
The RT2E signal results from a triple coincidence of K
x-ray–K x-ray–Kr331 detection arising from a single colli-
sional event. The background signals have the same signa-
ture but originate from three uncorrelated events during the
ion’s passage through the crystal, because K emission cannot
result from a nonresonant capture by a He-like ion. Hence it
is proportional to the cube of the number of target electrons.
Then the ratio of the RT2E signal to the background rate
varies as the inverse square of the electron target ‘‘thick-
ness.’’ Unexpectedly this background was observed to in-
crease for the lowest-energy losses. Two factors can account
for this. First the total thickness of the amorphous layers
(SiO2) on the two surfaces of the crystal was measured to be
100 Å ~equivalent Si thickness for the RBS technique used!.
Mechanical electron capture ~MEC! and nuclear impact ion-
ization ~NIE! can occur in these layers, whatever the trans-
verse energy of channeled ions is. Both MEC and NIE have
much larger cross sections than REC and EIE, which are the
FIG. 3. Energy-loss distributions for axial ~full line! and random
~dashed line! crystal orientations. The energy-loss range ~axial
alignment! selected in the data analysis is indicated.4-3
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in channeling. Second, the nonhomogeneity of the target
thickness mentioned above can allow a small part of non-
channeled ions to lose very little energy in thinner parts of
the target, even less than channeled ions sampling the full
crystal thickness. Thus, we decided to optimize the fraction
of real channeled ions by selecting particles having their en-
ergy loss between 0.45 and 0.6 times the normal energy loss
~random orientation!, as indicated by the two vertical lines in
Fig. 3. No severe selection in transverse energy was made,
and the mean sampled electron density was estimated to be
equal to the total valence electron density in silicon, i.e.,
0.2e2 Å23. This electron density was deduced with an accu-
racy of 620% from the amplitude of L ,M REC lines in the
x-ray spectra, the cross sections of which are well known
@24#.
Sample x-ray spectra are presented in Fig. 4. In Fig. 4~a!
we show one of the NaI~Tl!-NaI~Tl! two-dimensional x-ray
coincidence spectra recorded at a beam energy of 37.1
A MeV, after selection of the 331 ions as discussed above.
Cuts were made in these spectra, as represented in Fig. 4~b!
@histogram of the NaI1 events after selection of K x rays
registered in NaI2, as shown in Fig. 4~a!#. Figures 4~b! and
4~c! allow the comparison between such a triple coincidence
NaI~Tl! spectrum and a spectrum obtained with the Ge de-
tector ~in coincidence with 331 ions!. Due to a much better
energy resolution of the Ge detector, one clearly sees Ka,b
components, and L ,M , . . . REC lines at higher energies. A
FIG. 4. ~a! Scatter plot of the coincidence x-ray–x-ray distribu-
tion for two NaI~Tl! detectors ~located at 90° from the beam direc-
tion!, in coincidence with Kr331 ions with the selected energy loss.
~b! Histogram of the NaI1 events corresponding to the K x ray on
NaI2 for the energy cut shown in ~a!. ~c! Energy spectrum of the Ge
detector (125°) for x rays in coincidence with Kr331 ions.02272small bremsstrahlung contribution is also visible around the
K x rays. The NaI~Tl! detectors are only able to resolve the K
x-ray peak ~that contains also some bremsstrahlung! and the
REC peak. Note that the relative amplitudes between K x
rays and REC on the two spectra are different because the
observation angles are different and also because the NaI~Tl!
spectrum is conditioned by the detection of a second K x ray.
IV. DISCUSSION
The probability for a channeled ion ~actually, an ion se-
lected in the energy-loss range defined above! to emit two K
x rays in the full solid angle and to emerge from the crystal
as 331 is represented in Fig. 5 at the three incidence ener-
gies. The error bars are due to statistics. No evidence for a
resonance is found at 40.6 A MeV. The solid line through the
experimental points is the result from a fit of these data @with
a function P(E)5aE26]. The power (26) of the energy
dependence, used in the fitting function, reflects the domi-
nance of MEC and NIE over REC and EIE. Indeed, P(MEC)
varies with energy as E25.5, P(L2REC) as E21.8, and
P(NIE) and P(EIE) depend little on the incident energy
@25#. This shows that crystal defects are the main source of
background in this experiment: for a perfect crystal, one
would have had only the background due to REC-EIE-EIE
sequential events, with an energy dependence close to E21.8.
The lines above and below the best fit correspond to 62s
deviations of the fitting parameter a. From this fit one can
extract an upper limit of the trielectronic recombination cross
section per target electron at the resonance energy. With a
95% confidence level ~based on statistics! we obtain
s(RT2E),1.9310227 cm2. Systematic uncertainties of
FIG. 5. Probability, for ions in the selected energy-loss range, of
emitting two Kab photons and capturing one electron in the crystal.
The lines are the result of a fit ~weighted by the experimental error
bars! with 62s standard deviations. The lower solid curve is the
expected RT2E resonance profile for channeled ions sampling a
density of 0.2e2 Å23. Dashed curves: calculated background and
resonance profiles for a ‘‘perfect’’ crystal ~3.6 mm thick, sampled
electron density: 0.15e2 Å3). Dotted curves: the same, for a 1.8-
mm-thick ‘‘perfect’’ crystal.4-4
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dence absolute efficiency (;610%), the absolute dose de-
termination (;620%, that comes from the photomultiplier
background on the 341 detector at high counting rates!, and
to the mean target electron density estimate (;620%).
The expected shape of the trielectronic recombination
resonance is also shown in Fig. 5. We used here the Comp-
ton profile of a free-electron gas with a density re50.2e2
Å 23, as we did in previous RTE studies @20#. The amplitude
of the calculated resonance was deduced from the final cal-
culations of Marques et al. @10#. These authors estimated the
ratio R of DA over single Auger rates for LLL triply excited
states to be 331027 for Kr ions. This ratio is close to the
ratio of trielectronic over dielectronic recombination rates, or
for RT2E over RTE cross sections ~using the same electron
Compton profile!. Badnell calculated the ratio of DA over
single-electron Auger rates to be somewhat higher (R
;1026 @1,11#!, and also made calculations for RTE for
Kr351 ions incident on H2 targets @26#. We can conclude
from our experimental results that R is smaller than 5
31026. Considering reasonably that the sensitivity of the
experiment reported in Ref. @1# is limited to ;10% of the
(L1M )-REC cross sections ~from their error bars!, i.e., to
about 10224 cm2 per target electron, our results represent an
improvement by more than two orders of magnitude for the
upper limit of the trielectronic recombination cross section.
However, using the same technique ~triple coincidences in
channeling conditions!, one could increase the sensitivity of
our experiment by more than one order of magnitude, and
reach the range of the theoretical estimates, by the following
considerations: results of calculations of the background
probability resulting from pure ion-electron interaction ~i.e.,
L ,M , . . . REC–K-L EIE–K-L EIE! are given in Fig. 5
~dashed lines!: they correspond to a ‘‘perfect’’ crystal, i.e.,
with an homogeneous thickness and without amorphous lay-
ers. Using such a crystal would allow one to select lower
electron densities for well channeled ions ~around
0.15e2 Å 23, as we did in a previous REC experiment @15#!.
For the same crystal thickness this background is calculated
to be below 1027 at the resonance energy. Note that the
corresponding calculated resonance profile is narrower, be-
cause both the width and the amplitude depend on the elec-
tron density. Since the probability of these three uncorrelated
events varies as the cube of the target thickness, using a02272thinner crystal would certainly make the trielectronic recom-
bination cross sections reachable: we present also in Fig. 5
the calculations for a 1.8-mm-thick ‘‘perfect’’ crystal ~dotted
line!, for which the signal to background ratio would be en-
hanced by another factor of 4 as compared to the 3.6-
mm-thick crystal. These last calculations correspond to the
almost thinnest crystals that can realistically be used with our
experimental setup ~energy losses have to be resolved be-
tween channeled and unchanneled ions!. We should mention
at this point that the available theoretical estimates of DA
rates at the time of our experimental run were higher by one
order of magnitude than those published in Ref. @10#. For
comparison, the same signal to background ratio would be
obtained for a 1.8-mm-thick ‘‘perfect’’ crystal or for a 7.5-
mg/cm2 amorphous carbon target ~the MEC-NIE-NIE back-
ground is considerably lower for low-Z targets!. However, in
the latter case, the RT2E rate would be lower by one order of
magnitude, which would make the accumulation of statistics
out of reach within reasonable beam times.
V. SUMMARY AND CONCLUSION
In summary, crystal channeling and triple coincidence
measurements (K x-ray–K x-ray–e2 capture by a channeled
ion! was used to estimate the KK-LLL trielectronic recom-
bination cross section for He-like krypton ions. An upper
limit is obtained that corresponds to an improvement by two
orders of magnitude over that obtained in previous ion-gas
experiments. The present result is compatible with theoreti-
cal predictions: the shake-down mechanism that provides the
main contribution to double Auger rates for low-Z systems
has a much smaller contribution at Z536 ~the shake-up, cor-
responding to trielectronic recombination, is not measurable
here!. The ‘‘pure’’ three-electron correlation contribution to
DA ~and TR! is more than one order of magnitude below the
sensitivity of our experiment. The use of much better quality
crystals could certainly help to observe this exotic electron
capture mode.
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I-2-2 Capture électronique résonnante par excitation nucléaire NEEC 
 
Ce processus est le processus inverse de la conversion interne nucléaire : un électron est 
capturé par un ion, et cette capture est accompagnée de l’excitation simultanée du noyau. 
L’électron incident doit donc avoir l’énergie nécessaire pour satisfaire la condition de 
résonance.  
Le NEEC a été proposé pour la première fois par Goldanskii et Namiot [Goldanskii 76]. Des 
études de faisabilité ont ensuite été présentées par nos collaborateurs [Cue 89, Kimball 91]. 
 





















zinR βγγ , (1) 
où E* est l’énergie de la transition nucléaire, En l’énergie de liaison de l’électron dans l’état 
final, Ei son énergie de liaison dans l’état initial, pez son impulsion longitudinale, et Mion et me 
les masses respectives de l’ion dans l’état initial et de l’électron ; β et γ sont les facteurs 
cinématiques de Lorentz pour l’ion. 
Si on considère un électron libre et au repos initialement, et si on néglige la masse de 






ME −≈ *  (2) 
La section efficace du NEEC est reliée au taux de conversion interne IC if →λ d’une transition 
d’un état nucléaire excité f vers le fondamental i (de spins Jf et Ji respectivement) par la 
relation suivante, déduite du principe du bilan détaillé (règle d’or de Fermi) : 








































if →→ =Γ λ , et Γtot est la largeur totale de l’état excité. Dans l’expression (3), ε est 
l’énergie de l’électron dans le référentiel de l’ion, et εR = (me/Mion)ER l’énergie cinétique 
correspondante pour la résonance NEEC. 
Il faut noter que le dernier terme de l’équation (3) fait intervenir une forme de résonance de 
type Lorentzienne. Or les électrons d’une cible solide ou atomique ont une distribution en 
impulsion (le profil Compton, cf. le dernier terme de la 1ère parenthèse de l’équation (1)) qui 
élargit le profil de la fonction d’excitation lorsqu’on considère l’ion comme projectile, en 
cinématique inverse. En effet, pour des ions rapides, l’élargissement de la résonance par le 
profil Compton est bien plus important que la largeur intrinsèque de celle-ci. 
Un calcul supposant une distribution de Fermi de vitesses d’un gaz d’électrons libres 
(d’énergie de Fermi EF) conduit à la section efficace suivante à la résonance : 



















Le NEEC peut jouer un rôle significatif dans le peuplement d’états nucléaires excités dans les 
plasmas chauds. De plus il suscite un intérêt certain comme moyen de peupler ou dépeupler 
des états isomériques. Le processus analogue d’excitation nucléaire par transition entre états 
atomiques liés (Nuclear Excitation by Electronic Transition) a fait l’objet de travaux intensifs 
au cours des 30 dernières années [Gemmell 02].  
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Certes, on nous objectera que, la théorie faisant intervenir des éléments de matrice de 
transitions nucléaires connues, l’observation du NEEC ne devrait pas apporter beaucoup de 
surprises. De plus les faibles sections efficaces (20 µbarn par e- cible dans le cas décrit ci-
dessus) limitent considérablement le champ d’applications de ce processus. Toutefois, sa mise 
en évidence demeure un objectif à caractère fondamental, et il est évident que ce processus 
doit être observé. 
  
L’équation (4) montre que la section efficace de NEEC est d’autant plus grande que le taux de 
conversion interne est élevé, ce qui ne facilite pas son observation en tant que processus de 
capture électronique, car l’ion ne change pas de charge s’il perd son électron, et le NEEC 
n’est pas facilement identifiable par rapport à une diffusion élastique ion-électron si la 
conversion interne est rapide.  
L’objectif initial de la proposition d’expérience NEEC au GSI (en 1989 !) était de tenter 
d’observer ce processus au moyen de la désexcitation gamma en vol d’un ion ayant capturé un 
électron. Un rendement radiatif élevé implique cependant un taux de conversion interne 
faible, et la section efficace attendue, de l’ordre du µbarn par électron cible, rend l’expérience 
irréalisable compte tenu des faisceaux disponibles au GSI (du point de vue de l’intensité dans 
l’émittance exigée pour une expérience de canalisation).   
Une autre possibilité était d’utiliser des ions avec au moins une lacune K, et de capturer un 
électron en couche L, en étant sous le seuil de conversion interne pour la couche K ; par 
exemple, on peut capturer un électron en couche L d’un ion 238U91+, en excitant la transition 
M1 de 45 keV à une énergie voisine de 24 MeV/u. L’électron retombe alors en couche K, ce 
qui bloque la conversion interne et permet de transporter le noyau excité sur de longues 
distances, car la durée de vie radiative est longue. Le passage cet ion sélectionné U90+  dans 
une seconde cible mince, avec signature d’un nouvel événement de capture électronique (par 
émission d’un photon REC ou d’une transition L), serait  alors suivi d’une ré-ionisation par 
conversion interne, et donc d’un gel de l’état de charge héliumoïde. Cependant, une telle 
expérience n’est pas facile, car elle nécessite une double analyse magnétique, qui n’est pas 
disponible au GSI à basse énergie. 
L’idée de nos collègues de Bruyères le Châtel d’observer la conversion interne retardée sur un 
noyau isomérique est donc a priori séduisante : Le noyau candidat est le 57Fe, avec une 
transition à 14 keV (voir schéma figure 3). La durée de vie du niveau excité est de 79 ns pour 















Figure 3 : schéma de la transition NEEC sur un noyau 57Fe26+. Le profil Compton 
correspond à l’élargissement calculé pour un gaz d’électrons libres de 0,2 e-/ Å3. 
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EK = 9.278 keV 
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   nucléaires 
14,413 keV 
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En utilisant des ions incidents Fe26+, les ions 25+ ayant subi une capture NEEC sont 
sélectionnés à l’aide d’un premier dipôle dans la voie LISE du GANIL, puis perdre leur 
électron par conversion sur une section droite de 5,6 m, ce qui permet de sélectionner les ions 
26+ transmis à travers un second dipôle. Le schéma de l’expérience est représenté figure 4, 
avec les taux de transmission attendus pour des ions canalisés. L’utilisation de deux faisceaux 
56Fe et 57Fe doit permettre de signer, à l’énergie de la résonance ER = 9,4 MeV/u, 
l’augmentation due au NEEC du nombre d’ions 57Fe26+ transmis au plan focal image de LISE, 
par rapport aux isotopes A=56. Le bruit de fond principal attendu est causé par l’ionisation 
dans le gaz résiduel dans la section droite entre les deux dipôles. La probabilité qu’un ion 
canalisé fasse une capture REC dans le cristal, puis subisse une ionisation dans la section 
droite avec un vide moyen de 10-7 mbar, est estimée à 5.10-9 par ion, alors que la probabilité 


















Figure 4: Schéma de principe de l’expérience NEEC pour des ions 57Fe dans la voie LISE. 
 
L’expérience réalisée en septembre 2004 a malheureusement démontré que le vide moyen 
entre les deux dipôles était environ de 6.10-6 mbar lors de l’expérience. Des études sont 
actuellement en cours pour conclure à la possibilité ou non d’améliorer ce vide. Cela peut 
sembler surprenant, mais cette voie de faisceau a été considérablement contaminée depuis la 
création du GANIL, car elle sert à la production de faisceaux secondaires ; l’insertion de 
nouveau éléments, ou la modification d’éléments existants dans cette voie, pose de nombreux 
problèmes, en particulier en ce qui concerne la radioprotection. Le reste est l’affaire de la 
bonne volonté des personnes - voire des autorités - compétentes… 
 
1-3 Etude détaillée de processus d’interaction ion-électron 
 
Dans cette section, je reviendrais sur des expériences qui ont permis d’étudier en détail des 
processus résultant de l’interaction ion-électron, tels que la capture résonante diélectronique 
(ou RTE), la capture radiative REC, et l’ionisation par impact d’électrons EII. 
Les études sur les deux premiers processus ont été menées durant ma thèse. 
 
57Fe26+   I=107 ions/s 








Cristal Si (12µm) 
Beam chopper 




- Prise de temps 
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1-3-1 La capture résonante diélectronique. 
 
Je ne m’appesantirai pas sur cette étude ancienne, et je renvoie le lecteur à la lecture de 
l’article [Andriamonje 92] ci-dessous. Mon mémoire de thèse retrace également l’analyse de 
cette expérience, réalisée en 1990, de façon très détaillée. 
Pour situer cette étude dans le contexte d’alors, il y avait une controverse sur l’existence 
présumée d’un gaz d’électron ultra-froid au centre des canaux d’un cristal, suite à la parution 
d’un article sur l’observation du RTE en condition de canalisation dans un cristal d’or par 
A. Belkacem et al. [Belkacem 90]. Des résonances anormalement étroites avaient été 
mesurées par ces auteurs. Depuis, d’autres études, dont la nôtre, ont montré que ces résultats 
ne sont pas reproductibles. 
Notre expérience n’était certes pas la plus sensible pour étudier la largeur du profil Compton 
des électrons d’un cristal, en particulier parce que la structure fine de la résonance KLL d’ions 
incidents Xe52+ ne permettait pas de caractériser cette largeur Compton. D’autre part, le cristal 
utilisé étant relativement épais, la perte d’énergie, et le réchauffement transverse associé pour 
les ions canalisés, ne permettaient pas la sélection d’ions hypercanalisés.  
Cependant, si un gaz d’électrons ultra-froid était présent au centre des canaux d’un cristal de 
silicium, notre expérience l’aurait mis en évidence, grâce à l’analyse en forme et en amplitude 
de la fonction d’excitation, toutes deux caractéristiques de la densité électronique rencontrée. 
Notre étude avait néanmoins le mérite d’être la première à mettre en évidence le processus 
RTE à la fois par les échanges de charge et par la détection des photons Kα. Ces deux mesures 
complémentaires et indépendantes étaient en relativement bon accord, et en accord avec des 
calculs obtenus à partir de taux de transition Auger publiés dans la littérature. Une meilleure 
prise en compte de la distribution angulaire de ces photons Kα (isotropes dans le référentiel du 
centre de masse, plutôt qu’en sin2θlab), aurait parfait cet accord, car il aurait renormalisé la 
courbe d’excitation RTE-X par un facteur proche de 1,5. Il n’y avait pas de quoi publier un 
erratum. Depuis, d’autres expériences ont été consacrées au RTE, y compris en cible solide. 
J’ai eu l’opportunité de participer à l’une d’entre elles lors de mon séjour au GSI en 1993, 
avec des ions U90+ [Kandler 95]. En ce qui concerne la caractérisation du gaz d’électrons cible 
rencontré par des ions canalisés, une étude réalisée par Andersen et al. [Andersen 96] à Chalk 
River aura été plus précise que la nôtre, car ils ont utilisé un spectromètre à haute résolution, 
et réalisé l’expérience avec un cristal très mince, ce qui limite le réchauffement transverse. Ils 
ont donc pu, en utilisant un faisceau d’ions brome (Z=33), étudier finement la largeur du pic 
de résonance RTE-KLL en fonction de l’énergie transverse des ions canalisés. Ils n’ont pas 













1-3-2 : la capture électronique radiative REC 
 
Notre collaboration avait réalisé une première étude de la capture radiative par des ions Xe53+ 
en condition de canalisation [Andriamonje 87]. Cependant, l’intérêt suscité par l’étude des 
profils Compton des électrons dans un cristal au moyen du RTE nous a poussés à proposer 
une nouvelle expérience en 1992, lors de ma thèse. Dans cette expérience nous pouvions 
observer la capture radiative à la fois pour des ions canalisés et pour des ions non canalisés, 
en utilisant des ions accélérés à une vitesse telle que ηK = vion/vK  > 1, où vK est la vitesse d’un 
électron K de l’ion, de telle sorte que l’état de charge majoritaire soit celui de l’ion 
complètement épluché. Nous nous posions également la question de la localité de ce 
processus : dépend-t-il de la densité électronique locale rencontrée par l’ion dans le solide, ou 
bien, à l’instar de la capture mécanique, ou de l’excitation-ionisation des atomes cible, 
responsable de la perte d’énergie, est-ce un processus à plus grande portée ? De plus, la 
polarisation du gaz d’électron par le champ électrique de l’ion très chargé modifie-t-elle 
significativement la densité électronique au voisinage de l’ion ?  
L’étude à la fois de l’amplitude et de la largeur des raies de photons REC devait nous fournir 
cette information locale sur le gaz d’électron rencontré par les ions canalisés.  
C’est pourquoi nous avons réalisé cette expérience à forte statistique (avec un cristal épais) et 
à haute résolution, en utilisant des détecteurs X de bonne résolution, et très collimatés, afin de 
réduire l’élargissement Doppler des photons détectés. 
L’article ci-dessous [Andriamonje 96] constitue un travail de synthèse assez poussé de cette 
étude, avec notamment les résultats des simulations que j’ai réalisées. Ce travail d’analyse et 
d’interprétation a été long (l’article a été publié trois ans après l’expérience). Ceci est dû à la 
richesse des informations qu’on peut en extraire. En particulier, nous avons calculé les profils 
Compton dépendant du paramètre d’impact pour les électrons de cœur du silicium, par 
transformée de Fourrier partielle des fonctions d’ondes électroniques (équations 2 et 3 de 
l’article). Ces calculs ont été nécessaires pour obtenir un bon accord entre l’expérience et les 
simulations. Cette expérience a permis, pour la première fois, d’étudier la distribution en 
impulsion des électrons d’un atome en fonction du paramètre d’impact lors d’une collision. 
Cette information n’est pas accessible par les méthodes classiques d’étude du profil Compton 
par diffusion Compton ou par annihilation de positons. Seules des expériences d’analyse de 
recul simultané des électrons et de l’atome cible peuvent, dans le cas de collisions lentes avec 
des cibles gazeuses d’atomes ou de molécules légères, fournir une information similaire. Ces 
expériences RIMS (Recoil Ion Momentum Spectroscopy) ont été largement développées dans 
la dernière décennie. 
Avec beaucoup de recul, cette expérience aurait pu être améliorée de deux façons différentes : 
la première, en utilisant un cristal plus mince : cela aurait diminué l’influence du 
réchauffement transverse des ions canalisés, et donc permis une étude plus précise du gaz 
d’électrons rencontré par les ions les mieux canalisés. La seconde amélioration aurait consisté 
en l’utilisation d’une acquisition événement par événement, avec un détecteur permettant de 
mesurer la perte d’énergie de chaque ion transmis pour chaque état de charge. Cette dernière 
amélioration a été faite par la suite dans nos expériences au GANIL, en utilisant le 
spectromètre SPEG, ou bien, si on reste dans la voie LISE, en mesurant le temps de vol sur 
quelques dizaines de mètres des ions transmis. Néanmoins, ces deux améliorations auraient 
conduit nécessairement à une diminution du taux de comptage, et donc à une plus faible 
statistique. On ne peut pas gagner sur tous les tableaux. 
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We have performed K-shell radiative electron capture (K-REC! measurements with bare 60.1-MeV/u inci-
dent krypton ions, both in channeling conditions and for random orientation of a 37-mm silicon crystal. The
sampled electron densities are quite different in each case, which has an influence both on the shape and on the
amplitude of the K-REC photon peak. We have developed simulations of the K-REC photon lines: for this we
have determined the impact parameter distribution at statistical equilibrium for various beam incidence con-
ditions ~direction and angular spread! using the continuum potential model for channeled ions. Multiple
scattering effects were included. The K-REC photon peak was calculated within the nonrelativistic dipole
approximation, K-REC being assumed to be a purely local process. Solid state electron densities were used,
and impact parameter dependent electron momentum distributions ~Compton profiles! were calculated for 2s
and 2p silicon electrons. A remarkable agreement is found between the spectra measured with very high
statistics, and the calculated ones, which leads to the following results: ~i! The dependence of the K-REC yield
on the beam incidence angle is obtained separately for silicon core and valence electrons, which was never
observed before. We find that the core electron contribution to REC is still significant for axial alignment,
whereas it is generally neglected in the literature. ~ii! Electron Compton profiles are found to vary significantly
with impact parameter. ~iii! The free electron gas model represents a fair approximation for the description of
valence electron Compton profiles. ~iv! The K-REC cross section is measured with an absolute accuracy better
than 20%, and found to be close to the value calculated within the nonrelativistic dipole approximation.
@S1050-2947~96!01808-2#
PACS number~s!: 34.70.1e, 61.85.1p, 34.80.LxI. INTRODUCTION
Channeling of swift heavy ions in thin crystals can be
used as a tool for suppressing the interaction between the
projectile and the atomic cores of a solid target. Interaction
with conduction and valence electrons of the crystal becomes
observable, and even dominant. Thus channeling allows the
observation of charge exchange processes between highly
stripped heavy ions and quasifree electrons, i.e., processes
which involve no recoil of the target atom: this is the case for
radiative electron capture ~REC! @1–3#, in which electron
capture is accompanied by the emission of a photon, reso-
nant transfer and excitation ~RTE! @4–7#, in which the cap-
ture is accompanied by the resonant electronic excitation of
the projectile, and electron impact ionization ~EII! @8,9#.
Moreover, through the study of such localized processes,
channeling can be used to get more information about the
local electronic structure in a crystal. Basically, an axially
channeled ion can be viewed as a particle trapped in a two-
dimensional potential, that is, the transverse potential, aver-
aged along the atomic rows. Then the transverse energy of541050-2947/96/54~2!/1404~13!/$10.00the ion inside the crystal determines the accessible transverse
space for the trajectory, and thus the mean electron density
sampled by the ion. As studied in detail by L’Hoir et al. @9#,
one can connect the energy loss rate and the charge state at
emergence of a channeled ion to its transverse energy. How-
ever, since energy loss is not a purely local process @10#, the
determination of the densities of target electrons in various
states sampled by channeled ions remains a major problem in
the interpretation of experiments devoted to a charge ex-
change process in channeling conditions. If the process stud-
ied is also observable in random conditions ~for which all
electrons of the crystal may participate with the same prob-
ability!, the comparison of random and aligned experiments
should allow one to extract the specific contributions of each
type of target electron.
The momentum distribution of electrons ~Compton pro-
file! reflects the dispersion of the kinetic energy of the target
electrons. For instance, it is wider for K-shell electrons than
for valence or conduction electrons. These distributions are
connected to the electron wave functions and densities. Thus
studies of charge exchange processes taking place at well1404 © 1996 The American Physical Society
54 1405K-SHELL RADIATIVE ELECTRON CAPTURE WITH . . .defined distances from atomic strings should provide addi-
tional information on the local electron density through the
corresponding electron Compton profile, and then allow a
more detailed confrontation of experiments with the theoreti-
cal description of electron structure in solids. Both RTE and
REC are processes which imply large momentum transfer for
the captured electron. They are then expected to be ‘‘local’’
processes, and thus, in principle, able to give information on
local electron densities and Compton profiles. Compton pro-
files can be deduced from RTE through the study of reso-
nance shapes, and from REC through the study of the photon
line shapes. However, in RTE experiments—KLL-RTE es-
pecially @6,11,7#—the fine structure of the resonance is a
limiting factor for a precise study of the line shape and thus
of the Compton profile of the target electrons ~except for the
lightest and heaviest ions for which the resonance structure is
either negligible or dominant with respect to the Compton
profile!. K-REC is a much more attractive case for the two
following reasons: REC is a nonresonant process, which
makes it easier to observe experimentally, and K-REC is
monoenergetic. The K-REC shape has already been used for
determining electron densities by Datz et al. @11# and by Mi-
raglia et al. @12# in their interpretation of a previous experi-
ment by Appleton et al. @1#. In these works the contribution
of core electrons to the K-REC line shape could not be
evaluated, in particular, because K-REC could not be ob-
served in random conditions.
The aim of this work is the study of K-shell radiative
capture by bare channeled ions. The K-REC line shape has
been studied as a function of the crystal orientation, i.e., of
the transverse energy distribution of the incident ions along
the crystal axis. A few years ago, we had already observed
K- and L-REC with hydrogenlike 25-MeV/u Xe 531 ions
channeled in a Si crystal @2#. However, K-REC was not eas-
ily observable in random conditions, because the K shell of
incident Xe 531 ions was rapidly filled up, mainly by nonra-
diative capture. Here we use 60.1-MeV/u Kr 361 ions inci-
dent on a thin silicon crystal. The transmitted ions are still
mostly bare in random as well as in channeling conditions,
which allows us to observe K-REC in both cases.
In Sec. II we describe the experimental setup that allows
charge state and energy analysis of the transmitted ions, and
detection of photons coming from the impact area. In Sec. III
we present our experimental data, which include charge state
distributions and high statistics x-ray energy spectra, and
also an energy spectrum of photons detected in coincidence
with well channeled ions. In Sec. IV we describe a simula-
tion code that enables us to calculate both the amplitude and
shape of the K-REC line. Compton profiles of silicon core
electrons are calculated via a partial Fourier transform of the
wave function as a function of the distance to the target
atomic rows. Valence electrons are treated in a semiclassical
way, as a nonuniform Fermi gas: electrons are considered as
free electrons with exact solid state local densities. The con-
frontation of calculated and measured profiles is discussed in
Sec. V. A fully exhaustive description of the K-REC line in
terms of core and valence electron contributions is presented,
and shows that silicon core electrons still contribute signifi-
cantly in channeling conditions, and thus should not be ne-
glected as is done in most channeling studies. We also showthat the free electron model is a good approximation for va-
lence electrons.
II. EXPERIMENT
The experiment was performed at the Grand Acceler´ateur
National d’Ions Lourds ~Caen, France!, in the LISE beam-
line, designed for charge and energy analysis of highly
stripped ions ~Fig. 1!. The beam transverse emittance was
given to be isotropic with 0.1p mm mrad @half width at half
maximum ~HWHM!# projected along one direction, and the
spot size on the target was at most equal to the spatial reso-
lution of the multiwire chambers, which is 1 mm. Under
these conditions, the beam intensity on the crystal was be-
tween 10 and 100 pA. The absolute number of incident ions
was measured using a rotating beam chopper made of silver
coated blades, from which the Ag Ka x rays were detected
by a Si~Li! diode. The crystal target was hold by a three-axis
goniometer, which could be moved with an accuracy of
1023 degrees. The effective crystal thickness was 37 mm, a
thickness that ensures single collision conditions for radia-
tive capture by channeled ions, and charge state equilibrium
for a random orientation, and allows energy loss measure-
ments. Two intrinsic Ge detectors viewed the crystal, at
90° and 125°. Vertical slits were placed in front of the de-
tectors, in order to limit Doppler broadening. A Si~Li! detec-
tor was set at 90°, but, as a lead shield masked the crystal
target, it could view only the radiative decay of long lifetime
excited states. Ions emerging from the crystal were magneti-
cally charge and energy analyzed. A multiwire proportional
gas counter placed in the dispersive focal plane was used to
measure charge state fractions and energy losses. The reso-
lution of this spectrometer was Dp/p55.531024. Upstream
from this wire chamber, two vertical slits could select ions of
given energy and charge state. These ions were sent onto an
Al foil, where they produced secondary electrons that were
detected by means of a channeltron. This signal could be
used as a trigger for the 90° Ge detector.
III. RESULTS
In Fig. 2 we present transmitted ion charge state distribu-
tions obtained with Kr 361, Kr 351, and Kr 331 incident ions,
respectively, under random and ^110& alignment conditions.
FIG. 1. Scheme of the experimental setup.
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identical, which means that charge state equilibrium is
reached within the 37-mm-thick Si target, in good agreement
with theoretical predictions @13#. Most of the emergent par-
ticles are bare ions ~74%!, which, as noted earlier, will allow
one to study K-REC by fully stripped ions in random condi-
tions also. Nevertheless, since only bare and H-like ions can
induce K-REC ~with probabilities in the ratio of 2:1!, the
K-REC cross section evaluation in random conditions will
require the knowledge of the charge distribution averaged
along the ion path in the target: for Kr 361 incident ions, the
mean fraction values of Kr 361 and Kr 351 ions inside the
target have been calculated to be 77% and 22%, respec-
tively.
In channeling conditions, Fig. 2 shows that the charge
distributions depend strongly on the incident charge state,
which means that they are far from charge equilibrium. As
Kr 361 and Kr 351 incident ions remain essentially frozen in
their initial charge state, we are in a situation of single col-
lision for both electron capture and loss. The electron capture
probability is found to be about twice larger for bare ions
than for H-like ions (4% and 2.5%, respectively!. As me-
chanical capture occurs preferentially in states with quantum
number n>2, and as K-REC is by far the dominant radiative
capture process, such a result confirms that capture by chan-
neled ions is dominated by K-REC. The probability of cap-
turing two electrons successively is quite small, and is rep-
resented by the 341 fraction obtained for Kr 361 incident
ions ~about 1023, with a large experimental uncertainty in
this particular case!. Channeled Kr 351 ions may lose their
electron by EII since the K-shell binding energy is lower
than the maximum energy transfer in an electron-electron
collision at this beam velocity: it happens to about 9% of
them. For Kr 331 incident ions the charge distribution is
dominated by EII, and only 40% of them stay frozen in their
initial charge state: their probability for losing one electron is
dominated by the L-electron loss. Moreover, as the probabil-
ity for losing successively three electrons is very small for
channeled ions, the 361 fraction (2%) is fed essentially by
FIG. 2. Charge state distributions obtained for Kr q1 incident
ions (q533,35,36) at 60.1 MeV/u on a 37-mm Si crystal for align-
ment along the ^110& direction. The dashed curve corresponds to a
calculation for random orientation @13#.the unchanneled part of the beam. As the 361 fraction is
largely dominant for random incidence, the above value of
2% is equal to the unchanneled fraction ~or more exactly to
the fraction of ions able to lose electrons in close ion-atom
collisions!, which reflects very good channeling conditions.
Let us consider now the x-ray emission by channeled Kr
ions, which gives a deeper insight into their interaction with
the crystal electrons. X-ray spectra were recorded for various
crystal orientations around the ^110& direction.
In Fig. 3 we present two energy spectra of photons de-
tected at 90° from the Kr 361 beam direction, for random and
^110& crystal orientation, respectively. They are normalized
to the same number of incident Kr 361 ions, corrected for
dead time, and the background from surrounding radioactiv-
ity has been subtracted. First of all, channeling conditions are
seen to cause a general reduction of the various components
of the random spectrum, which is made of peaks due to the
Kr Lyman series and to the radiative electron capture, and
also of a continuum due to primary and secondary brems-
strahlung.
The Lyman lines are quite strongly attenuated ~much
more than REC lines!: the reason is that Lyman photons
result mostly from deexcitation after nonradiative capture
into (n.1) shells or after excitation of a K-shell electron,
both events taking place in close collisions with Si crystal
atoms: the L a yield is measured to be 2.5% of the value
obtained for random incidence, which is to be compared to
the above 2% fraction deduced from charge state measure-
ments. In fact, the L a yield is slightly higher than 2% be-
cause some channeled ions may contribute to this yield by
deexcitation after L-REC capture.
In opposition to Lyman emission, bremsstrahlung and
REC photons result basically from the interaction of the pro-
jectile with target electrons, and the photon yields depend on
the mean electron density experienced by the projectile.
Primary bremsstrahlung is the photon emission by a target
electron accelerated in the Coulomb field of the charged pro-
jectile. The maximum photon energy is equal to the kinetic
energy Ec in the projectile frame of a target electron at rest
in the laboratory frame. Secondary electron bremsstrahlung
FIG. 3. Single spectra corresponding to all the photons detected
at 90° for 60.1-MeV/u Kr361 ions incident on a 37-mm silicon
crystal.
54 1407K-SHELL RADIATIVE ELECTRON CAPTURE WITH . . .is a two-step process, in which a target electron is elastically
scattered by the projectile, and then radiates part of its en-
ergy during slowing down in the target. The corresponding
energy spectrum extends up to ;4Ec , since forward scat-
tered electrons can be given twice the velocity of the projec-
tile in the laboratory frame.
The attenuation of the bremsstrahlung yield in channeling
conditions is measured to be 3.5, which corresponds to the
ratio (14/4) of the total number of electrons per Si atom to
the number of valence electrons.
The case of radiative electron capture is more interesting,
and also more complex: not only are the K- and L-REC peak
integrals lowered by channeling, but the line shapes are also
strongly modified. In the following we will concentrate on
the K-REC peak, which shows up the most distinctly against
the continuum. It is clearly seen that for random crystal ori-
entation the K-REC peak comprises broad wings that vanish
almost completely in channeling conditions. For random in-
cidence all types of target electrons may be captured, and the
wings are due to the contribution of core electrons that
present a broad Compton profile. In alignment conditions,
channeled projectiles capture mainly valence electrons that
present a much narrower Compton profile. Between these
two extreme orientations (^110& axial channeling and ran-
dom conditions! the body and wings of the K-REC peak
evolve differently, as will be shown later. This means that a
pertinent description of REC along the transition from chan-
neling to random conditions requires a study of the peak
shape, which reflects the various Compton profiles of the
captured target electrons. Moreover, it has to be noted that
not only the amplitude, but also the shape, of the broad con-
tribution due to the capture of core electrons varies from
random to channeling conditions. Since the impact parameter
distribution inside the crystal is quite different in each case,
this suggests that the Compton profile of core electrons in a
given atomic shell may depend on the location where the
capture occurs.
In order to study more accurately radiative electron cap-
ture by channeled ions, we have performed a coincidence
measurement using incident Kr 361 ions. The x-ray detector
was triggered by the detection of a Kr ion transmitted with
the charge 351 ~resulting from one electron capture!, and
with a reduced energy loss. We have selected channeled 351
ions that have lost less than half of the random energy loss
value. They represent (4567)% of the transmitted Kr 351
ions. The x-ray spectrum presented in Fig. 4 ~along with the
corresponding single spectrum, similar to that already shown
in Fig. 3!, is then uniquely due to channeled Kr ions that
have captured one electron of the crystal by REC. Brems-
strahlung is largely washed out since only ;2% of the total
transmitted beam is selected for triggering the coincidence.
The REC peaks appear nicely ~including M -REC!, as well as
L a , L b , and L g lines that result from deexcitation after
radiative electron capture into the L , M , and N shells, re-
spectively. In particular, L-REC and L a peaks are found
equal within 15% ~after correction for detector efficiency!.
The small discrepancy ~in favor of L-REC! is probably due
to slight differences in angular distributions of L a and
L-REC photons. The comparison of the coincidence spec-
trum with the corresponding single spectrum yields the most
important feature related to the K-REC peak: the vanishingof the wings that are visible in the single spectrum, and that
are due to the radiative capture of inner-shell target electrons
by poorly or nonchanneled ions. The coincidence K-REC
peak shows that well channeled ions can capture only elec-
trons with a narrow Compton profile, i.e., valence electrons.
It is not easy to determine with precision the absolute
mean energy of the K-REC peak: as the crystal was tilted by
35.2° when aligned along the ^110& direction, a small varia-
tion of the beam spot position on the crystal caused a signifi-
cant shift of the K-REC peak, due to the Doppler effect.
Nevertheless, the comparison of the energies of K-REC
peaks and L a peaks ~observed at 90° and 125°) indicates
that, with respect to the theoretical energy @see below Eq.
~4!#, there is no shift of the K-REC peak greater than 50 eV.
We observe a significant variation of the mean energy of the
K-REC peak between random and channeling conditions
which can be explained ~due to the drastic decrease of
K-REC cross section with increasing photon energy! by the
cumulative effects of the reduced energy loss and of the nar-
rowing of the target electron Compton profile.
Moreover, we have also obtained an x-ray spectrum ~not
shown! in coincidence with well channeled Kr 341 ions that
have captured two electrons in the crystal. The 341 fraction
is very small for 361 incident ions in channeling conditions
~see Fig. 2!. We found no evidence for double K-REC
~double electron capture accompanied by emission of one
photon!, which would correspond to photons around 94 keV
at 90° in the laboratory frame. This was expected because
the probability, for a channeled ion, to undergo a close inter-
action with two valence electrons simultaneously is quite
low, much smaller than during binary collisions with atoms,
in which core electrons, more localized around the nucleus,
can be captured.
Finally, as mentioned above, we also recorded spectra of
delayed x-rays with a Si-Li detector that could detect ~at
FIG. 4. Photon spectrum recorded at 90° for 60.1-MeV/u
Kr 361 incident ions in coincidence with well channeled ions which
have captured one electron inside the 37-mm silicon crystal aligned
along the ^110& axis. The corresponding single spectrum is also
shown.
1408 54S. ANDRIAMONJE et al.90°) only photons emitted downstream from the crystal tar-
get. These spectra were obtained in coincidence with trans-
mitted Kr 351 and Kr 341 well channeled ions. The results of
this study of delayed photons are published separately @14#.
They show that intrashell excitation plays a major role in the
evolution of metastable states of the n52 levels in channel-
ing conditions. A value of the cross section for 2s-2p mixing
has been obtained.
IV. SIMULATIONS
As noted above we have performed Monte Carlo simula-
tions, in order to reproduce the experimental K-REC peaks.
First we establish the ion flux in the crystal, i.e., the impact
parameter distribution of moving ions with respect to atomic
strings, and then their corresponding encounter probability.
On the other side, electron momentum distributions of target
electrons to be captured are determined as a function of the
impact parameter ~i.e., of the place where the capture oc-
curs!. Finally, we discuss the K-REC cross sections that are
needed to obtain absolute yields. Moreover, the comparison
with experimental data requires one to substract the brems-
strahlung continuum, which is also discussed.
A. Distribution of transverse energy for channeled ions:
Corresponding ion flux
An ion penetrating the crystal with an energy E is given a
transverse energy ET05E(c01dc)21V(rW0') where c0 is
the mean angle between the beam direction and the crystal-
lographic axis. rW0' and dc are random variables which ac-
count, respectively, for the distribution of entrance positions
~which is uniform! and entrance directions ~which corre-
sponds to the beam angular divergence around c0). V is the
continuum transverse potential. It was calculated in Ref. @9#
in the case of the ^110& axis of Si. Near the atomic strings,
we have taken into account the influence on V of the thermal
vibrations of the crystal atoms ~1D rms thermal vibration
amplitude at room temperature, u150.077 Å! by using the
single string potential proposed in Ref. @15#. The beam an-
gular divergence is supposed to be Gaussian in any trans-
verse direction. Various values of the angular width were
considered in the simulations, in order to check the value
given by the accelerator staff ~HWHM of the angular spread
projected along one direction, 0.1 mrad!.
We assumed that statistical equilibrium is reached in the
4D transverse phase space. As a consequence, a particle of
given transverse energy ET has a uniform probability to be at
any point of the accessible transverse space, i.e., at any rW'
where V(rW'),ET @16#. This is true only sufficiently far from
the crystal entrance, since the incoming ions may keep a
‘‘phase memory’’ at the beginning of their path @17#, over a
characteristic path length L . In our case the crystal thickness
(t537 mm! is much greater than L ('2.5 mm! and one
may consider that statistical equilibrium prevails all along
the crystal.
In Fig. 5 we present impact parameter distributions at
statistical equilibrium F(b ,c0) inside the ^110& crystal
channel for various mean incidence angles c0 . Here we de-
fine the impact parameter as the distance b to the closest
atomic string. F(b ,c0) is normalized as *F(b ,c0)db5 1.In the random incidence case, all positions in the transverse
space are equiprobable. Then, for a single string ~cylindrical
geometry!, the distribution F(b) increases linearly with b:
F(b)52b/b02 , 0<b<b0 , where b0 is the radius of a unit
cell in the transverse plane, associated with a single string
@pb0
251/(Nd), where d is the interatomic distance along the
^110& strings and N is the number of Si atoms per unit vol-
ume#. The departure from this distribution above b50.7 Å
is simply due to multistring effects.
In the same figure, we show first the distribution
F(b ,c050) corresponding to an incident beam parallel to
the ^110& strings without any angular divergence. In this case
the flux is strongly enhanced at large impact parameters, i.e.,
many ions are confined close to the center of the channel
~hyperchanneling!. Conversely, small impact parameters are
strongly inhibited: channeled ions cannot approach the target
atom cores.
The drawback of using a quite thick crystal is that mul-
tiple scattering, which tends to increase the transverse energy
of a particle, is not negligible. Both electronic and nuclear
contributions ~the latter being significant only for large ET
values! are taken into account in our calculations. Particles
entering the target with a transverse energy ET0 suffer, when
traversing the crystal, a mean transverse energy increase
D¯ET induced by multiple scattering on target electrons and
target nuclei. A good estimation of the contribution of target
electrons to D¯ET can be obtained, following Bonderup et al.
@18#, from the mean energy loss of these particles through
the crystal. For instance, for ions with very small ET0 values,
we find D¯ET /Q56 eV ~where Q is the projectile charge!.
For the contribution of target nuclei, we used the treatment
proposed in Ref. @16# and developed in Ref. @19#. The prob-
ability of REC events is small enough to ensure the validity
of the hypothesis of the single collision regime; conse-
quently, the probability for a REC event to occur at given
penetration depth z is uniform over @0,t# , where t is the
FIG. 5. Simulation of impact parameter distributions F(b ,c0)
relative to the nearest atomic strings, obtained for different incident
angles c0 . Dotted curve: c050, no beam angular divergence and
no multiple scattering. Dashed curve: random incidence. In the
other curves one takes into account a beam angular divergence of
0.1 mrad ~HWHM! and multiple scattering. Solid line: c050.
Dash-dotted curve: c050.03°.
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REC event for a particle entering the crystal with ET0 by
considering that its transverse energy when the REC event
may occur is ET 5ET01hDET , h being a random variable
uniformly distributed over @0,1# .
In Fig. 5 we show a distribution F(b ,c050) for which a
realistic beam angular divergence is taken into account: we
assume an isotropic Gaussian shape characterized by a width
of 0.1 mrad HWHM when projected along one direction.
Multiple scattering ~before capture! is also taken into ac-
count in this calculation of F(b). Multiple scattering and
incident beam angular divergence are seen to reduce hyper-
channeling strongly. In the following, these effects will be
included in the calculated distributions F(b) used in our
simulations. We also show in Fig. 5 the distribution
F(b ,c0) corresponding to a beam entering the crystal with
c050.03° ~the relativistic Lindhard critical angle for chan-
neling @16# is cc50.05° in our experimental conditions!.
The distribution is very close to the one corresponding to the
random case, except for small impact parameters b<0.2 Å .
B. Electron densities in the channel
In order to simulate REC events, we have assumed that
interactions with target electrons are binary events that can
be considered independently. We have then to describe the
interaction between an ion of well defined position rW' in the
transverse plane and a target electron with a well defined
wave function. The classical description of the ion trajecto-
ries is justified, owing to their high mass and velocity. In
such a situation, REC yields could be calculated within the
impulse approximation, following the treatment of Ref. @12#.
In fact, we use here a simpler approach assuming that the
probability for a REC event to occur at rW' is proportional to
the mean electron density r¯(rW') at this point of the trans-





r~rW' ,z !dz ~1!
where d is the interatomic distance along the ^110& string. In
fact, such a hypothesis is supported by comparing the depen-
dence of REC probability on impact parameter calculated in
Ref. @12# for target Si electrons in various initial atomic
FIG. 6. Comparison between the K-REC yield bPK -REC(b),
from Ref. @12# ~dashed curve! for the capture of L Si electrons by
25-MeV/u Xe 531 ions at given impact parameter b to br¯L(b) ~solid
curve!. r¯L(b) is the mean L-electron density at b @see Eq. ~1!#.quantum states (nlm) captured by high velocity Xe ions to
the mean corresponding electronic density r¯nlm(rW'). The
comparison is shown in Fig. 6 for the capture of L-shell Si
electrons. In fact, taking into account the axial symmetry
around a string, we compare bPK -REC(b) to br¯L(b)
@r¯L(b)5r¯2s(b)1r¯2p(b)#. The shapes are nearly identical;
the only difference consists in a small shift db50.03 Å on
the abscissa of the two curves. This shift is small when com-
pared both to the extension of br¯L(b) and to the uncertainty
in the impact parameter dependence of the channeled ion
fluxes. We thus decided to neglect it.
The electron encounter probability of incident projectiles
depends on the flux distribution F(b ,c0) and on the densi-
ties r¯st(b) associated with given electronic states of silicon
(1s ,2s ,2p ,valence! averaged over z . In Fig. 7 we show the
mean electron encounter probability g(b ,c0), together with
the various r¯st(b), as a function of impact parameter b . The
g(b ,c0) values are obtained from products
r¯(rW')F(rW' ,c0) in the Monte Carlo calculations, r¯(rW') be-
ing the total mean electronic density for rW' . The three dis-
tributions g(b) shown correspond to the three incident beam
orientations ~random, c050, and c050.03°) already con-
sidered in Fig. 5. For the random orientation, g(b) is simply
proportional to r¯(b). The densities r¯st(b) were calculated
from the atomic wave functions of Ref. @20# in the case of
core electrons and, for valence electrons, using the Fourier
coefficient of Ref. @21# obtained with nonlocal pseudopoten-
tials.
The analysis of Fig. 7 provides information on the contri-
bution to g(b ,c0) of each electronic state. For c050, the
capture of valence electrons takes place preferentially at
large distance from the target strings: more electrons are cap-
tured at b.0.8 Å than in the random case. However, the
overall valence capture yield, i.e., the integral over b of the
valence encounter probability, is lower than in the random
case, for which the encounter can also occur at smaller b ,
i.e., in regions of higher valence electron densities. This is
illustrated by the map of Fig. 8, which shows that the valence
FIG. 7. Mean sampled electron density distribution g(b ,c0)
~solid lines! for three different incidence angles c0 . Mean electron
densities r¯st(b) ~dotted lines!.
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these electrons are the binding electrons of the crystal lattice.
They cannot be captured by well channeled ions since the
potential in this region is rather high ~around 19 eV per unit
charge!, although much smaller than the critical transverse
energy ETC @ETC /Q5Ecc2/Q.V(b.0.15 Å )/Q5110 eV#.
As a consequence, the overall valence electron encounter
probability is smaller than in the random case only for tilt
angles c0 significantly smaller than cc . One can see in Fig.
7 that, already for a tilt angle c050.03°50.6cc , there is no
longer an effect.
Since small impact parameters are forbidden for chan-
neled ions, their encounter probability with core 2s and 2p
electrons which are rather localized near the nuclei is much
smaller than in the random case. As the spatial extension of
rnlm(b) is quite similar for these two states, the correspond-
ing encounter probabilities are reduced by about the same
amount in channeling. Of course the smaller the impact pa-
rameter the stronger this reduction. The reduction of the 1s
electrons contribution is still stronger. At the intermediate tilt
angle (c050.03°), the encounter probability with 2s and
2p electrons increases markedly but is still much smaller
than in the random case ~note that 1s electrons are still al-
most entirely hidden!. It must be pointed out that not only
the overall encounter probability but also the variation of the
local encounter probability with impact parameter depends
strongly on c0 .
C. Momentum distribution of target electrons
at a given impact parameter
The shape of the measured REC lines is mainly deter-
mined by the momentum distribution of the captured elec-
trons. A calculation of this distribution requires the knowl-
edge of the target electrons wave functions. We have
considered separately the contribution of core and valence
electrons. In Sec. IV B we have shown ~see Fig. 6! that REC
events take place at given rW' with a probability proportional
to r¯(rW'). We shall now assume that the shape of the REC
peak of capture events taking place at rW' depends on the
FIG. 8. Map of the mean valence electron density r¯val(rW') av-
eraged along z . Densities in electron per Å 3: 1, 0.032; 2, 0.08; 3,
0.15; 4, 0.225; 5, 0.275; 6, 0.35; 7, 0.45. The black circles represent
the position of the ^110& atomic strings.momentum distribution of the electrons at this point of the
transverse space. For this purpose, we have used the elec-
tronic wave functions in a mixed representation C(rW' ,pz)
5C(b ,pz) ~we recall that b is the distance to the closest










where tanu5b/z , fnl is the radial atomic wave function, and
Y lm its angular part.
The probability density uCnlm(b ,pz)u2 is the conditional
momentum distribution Jnlm(pzub)5Jnl(pzub) of a core








From Jnl(pzub) one may easily deduce the momentum dis-
tribution Jnl(pzurW') in the channel. In our simulations we
have determined the momentum distributions Fnl(pz ,c0) of
electrons of a given state captured by incident ions, when the
beam enters the crystal with an incident angle c0 . Such a
distribution is obtained by averaging the distributions
Jnl(pzurW') with a weight gnl(rW' ,c0)5rnl(rW')F(rW' ,c0)
@note that for random incidence, F(rW' ,c0@cc) is constant#.
In Fig. 9 we present the shapes of Fnl(pz ,c0) correspond-
ing to 2s and 2p electrons for various c0 values. The calcu-
lations were performed as in Fig. 7 for c050, c050.03°,
and c0@cc ~random!. For convenience, the momentum val-
ues on the abscissa are converted to REC photon energy
dispersion in the projectile frame @the pz are multiplied by
FIG. 9. Shape of the momentum distributions Fnl(pz ;c0) of
2s ~a! and 2p ~b! electrons captured for beams incident at various
c0 . Solid line: random orientation; dashed line: c050.03°; dotted
line: c050. Multiplying factors were applied to bring the curves
together at pz50. Electron momenta are converted into REC pho-
ton energies.
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the profiles are represented with the same maximum ampli-
tude. There is a clear dependence on c0 of the shape of the
distributions corresponding to 2p electrons, which provide
the major contribution to the total core Compton profile.
Such an effect is much weaker on the distributions corre-
sponding to 2s electrons. The general trend is that the mo-
mentum distribution of captured electrons is narrower in
aligned than in random conditions. As the ion flux distribu-
tion for an aligned beam favors large b values, the effect
observed can be understood in a classical picture, consider-
ing that target electrons of a given state have a lower mean
kinetic energy at large b , where the potential energy is
higher.
For 1s electrons of silicon, the spatial extension of the
wave function is of the same order as the target atom thermal
vibrations. Thus, even for a beam entering the crystal parallel
to the ^110& rows, the particles which can capture 1s elec-
trons are those which approach very close to the strings.
They experience strong multiple scattering, and they can rap-
idly be considered as unchanneled particles which sample
the crystal uniformly. Thus we directly used the atomic
Compton profile of 1s silicon electrons tabulated in Ref.
@22#, which is already averaged over b .
In principle, the calculation of the Compton profile asso-
ciated with the capture of valence electrons should be per-
formed in a similar way as for L silicon electrons. Unfortu-
nately, we are dealing with an extremely large number of
wave functions ~Bloch waves!. Moreover, these Bloch waves
are obtained as linear combinations of plane waves; thus,
Fourier transformation @Eq. ~2!# raises very severe computa-
tional problems, related to the fact that the Fourier transform
of a plane wave is a Dirac distribution. We then decided to
use a semiclassical treatment based on a description of va-
lence electrons as a nonuniform free electron gas. In such a
description, the only relevant parameters are the density
r(rW' ,z) and the associated momentum distribution
JF(pzurW' ,z)5 12pF(rW' ,z) with 2pF(rW' ,z)<pz<pF(rW' ,z)
and where pF(rW' ,z)5 \@3p2r(rW' ,z)#1/3 is the Fermi mo-
mentum experienced by an ion along its trajectory. The den-
sity r(rW' ,z) to be considered to calculate pF is the total
electron density rval(rW' ,z)1rcore(rW' ,z): a valence electron
captured in regions where the core electron density rcore is
significant has a momentum distribution which is broadened
by these core electrons. Calculating the shape of the Comp-
ton profile associated with the capture of valence electrons
within the framework of this semiclassical treatment is ques-
tionable; however, in aligned geometry, valence electrons are
mostly captured in regions where rcore is negligible and
r(rW' ,z) varies rather smoothly with the coordinates, and it
seems appropriate to use a free electron gas model. An in-
teresting feature of the results of Ref. @12# is, as stated in
Sec. IV B, that the range of the interactions leading to a REC
event is very limited @a capture in rW' has a probability pro-
portional to r¯(rW') to occur; see Fig. 6#. In our semiclassical
treatment, it is thus natural to assume that REC is a local
process, taking place at a well defined coordinate (rW' ,z)with a probability proportional to r(rW' ,z) and that the mo-
mentum distribution of the electron captured at this point is
given by JF(pzurW' ,z).
We have checked the validity of the semiclassical treat-
ment by applying it to both core and valence Si electrons,
such a treatment being indeed much more doubtful for the
former than for the latter. In this way we obtained Compton
profiles Cp1(pzub) calculated by averaging JF(pzurW' ,z) over
z with the weight r(rW' ,z). They are compared in Fig. 10 to
profiles Cp2(pzub) calculated by the quantum treatment
through Eq. ~2! for core electrons and semiclassically for
valence electrons by averaging JF(pzurW' ,z) over z with the
weight rval(rW' ,z). As in Fig. 9 the scaling factor bgc is
used for pz . At low impact parameters (b<0.3 Å!, i.e., in
regions of high and strongly b-dependent electronic densi-
ties, the profiles Cp1(pzub) are markedly too broad and thus
the semiclassical treatment is not appropriate. On the con-
trary, the agreement between the widths of Cp1(pzub) and
Cp2(pzub) is fair for b>0.3 Å ~the discrepancy never ex-
ceeds 10%). However, a significant difference remains for
large pz values: the semiclassical treatment does not repro-
duce the wings predicted by the quantum treatment. Still, the
comparison of Cp1(pzub) and Cp2(pzub) demonstrates that
the semiclassical treatment applied to all target electrons pro-
vides already rather correct Compton profiles in regions
where the overall electron density is not too high. It can thus
be applied with confidence to the valence gas, for which, as
indicated above, a full quantum treatment is out of reach.
The momentum distributions of valence electrons at point
rW', Cp1 -val(pzurW'), obtained from the semiclassical treat-
ment, can be averaged over rW' , leading to the distribution
FIG. 10. Comparison of Compton profiles Cp1(pzub) ~dashed
lines! and Cp2(pzub) ~solid lines! ~see text! at various impact pa-
rameters b . Electron momenta are converted into REC photon en-
ergies.
1412 54S. ANDRIAMONJE et al.Fval(pz). If we attribute to each position rW' a weight pro-
portional to r¯val(rW'), we simulate the Compton profile
Fval -and(pz) associated with a uniform ion flux in the crystal
~random situation!. Such a profile can be compared to the
experimental determination performed in high resolution
x-ray measurements @23#. The comparison is shown in Fig.
11. The agreement is satisfactory and confirms again the va-
lidity of the semiclassical approach that we have used.
D. Intensity and shape of the REC peak
After obtaining the longitudinal target electron momen-
tum distribution, we determined the K-REC peak shape ac-
cording to the following procedure. In the projectile frame,
the relation between the energy hn of the K-REC photon and
the captured target electron momentum for a given position
rW' in the channel is
hn5Ec1EK2gEi2bgcpz ~4!
where EK and Ei are, respectively, the final and initial bind-
ing energies of the electron, g is the Lorentz factor, and
Ec5(g21)mec2 is the kinetic energy of an electron with
the ion velocity v ion .
We calculated the K-REC capture probability within the
impulse approximation. We used the nonrelativistic dipole
approximation @24#. For the radiative recombination of a free












3expS 2 4ztan21~1/z!12exp~22pz! D ~5!
where z5AEK /(hn2EK). In our experiment, the captured
electrons are initially bound. As these binding energies are
significantly smaller than Ec , we decided, however, to use
FIG. 11. Comparison of valence momentum distributions
Fval -random(pz) uniformly averaged over the transverse space ~uni-
form flux!. Dotted line: Fval -random(pz) from Ref. @23#; solid line:
Fval -random(pz) from a nonuniform Fermi gas description of valence
electrons.Eq. ~5!. In this equation, sK -REC can be considered as a
function of the photon energy hn . As seen in Eq. ~4!, hn
depends on both the initial binding energy and the momen-
tum of the electron. The influence of the initial state on
sK -REC was thus taken into account through these depen-
dences.
hn depends also ~and mainly! on the ion kinetic energy
Ec . This energy decreases quasilinearly inside the target. In
order to fit the experimental K-REC peak we have thus taken
into account in the calculations the mean energy loss DE of
the projectile inside the crystal, which differs from channel-
ing to random conditions. As a REC event can take place at
any penetration depth, this induces a decrease
2(me /M ion)DE of hn in expression ~4!, ranging quasiuni-
formly from zero to 2(me /M ion)DE .
The REC peak was determined in the ion frame by a
Monte Carlo simulation in the following way. For an inci-
dent ion indexed by i , a transverse energy EiT is chosen,
according to the distribution of incident impact parameters
and angles, and according to the mean transverse energy in-
crease induced by multiple scattering, DET . Then the rW i'
position is sampled uniformly in the accessible transverse
space. At this position an electron momentum pz is chosen
according to the corresponding distribution. For pz , the dis-
tribution can correspond to either core or valence electrons
with weights proportional to r¯core(rW i') and r¯val(rW i'), re-
spectively. We then calculated, via Eqs. ~4! and ~5!, the pho-
ton energy hn i and the probability Pi 5sK -RECr¯(rW i')t
~where t is the target thickness! for a K-REC event to occur.
This procedure was iterated: the Pi values added at the cor-
responding abscissa hn i give the REC peak.
This calculation can be performed for any beam entrance
conditions. It has been applied to various mean entrance
angles c0 with respect to the ^110& rows. It has also been
used in the random incidence case for which all incident
particles sample the whole transverse plane uniformly.
In order to simulate our experimental results, we have to
determine the shape and intensity of the REC peak in the
laboratory frame from the calculation performed above in the
ion rest frame. We must then perform the Lorentz transform
of the photon peak. We assumed a sin2ulab dependence of the
angular distribution of the K-REC photons @25#. We also
convoluted the photon peak with a distribution function re-
sulting from the measured detector resolution and Doppler
broadening associated with the detector collimator aperture.
The combined contribution to the K-REC peak width of ion
energy loss inside the crystal, Doppler effect, and detector
resolution is quite small compared to the width of the Comp-
ton profile: for the valence electron contribution ~i.e., with
smallest momenta!, the Compton profile width is still three
times larger. Higher order REC (L-, and M -REC! lines were
obtained in the same way as the K-REC line. The relative
normalization factors of L- and M -REC with respect to
K-REC were deduced from the coincidence spectrum of Fig.
4, where the various contributions are resolved without any
background. We did not distinguish between the radiative
capture into the separate 2s , 2p1/2 , and 2p3/2 sublevels; this
separation causes an additional broadening (;80 eV! of the
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thus negligible.
E. Calculation of the background induced by bremsstrahlung
In order to estimate with precision the background below
the REC peaks to be subtracted, we have calculated for each
spectrum the shape of the bremsstrahlung contribution. The
primary bremsstrahlung ~bremsstrahlung of a target electron
in the field of the bare projectile! is obtained within the
Sommerfeld-Mau¨e method ~distorted wave–unscreened po-
tential @26#!. Then the theoretical profile is convoluted with
the silicon Compton profile, which depends on the crystal
orientation. The secondary electron bremsstrahlung is calcu-
lated as in Ref. @27# by applying the McKinley-Fesbach
equation for elastic scattering and the treatment of Koch and
Motz @28# on electron bremsstrahlung to atomic silicon. Us-
ing these calculations to adjust our experimental background
is questionable for three reasons. ~i! In the calculation, all
secondary electrons are assumed to stop inside the crystal. In
fact the range of a ‘‘knockon’’ electron with highest energy
Emax52g2b2mec25136 keV is about 300 mm in silicon
@29#, which is much larger than our crystal thickness. ~ii! In
the calculations, the secondary electron bremsstrahlung
emission is assumed to be isotropic. This is doubtful, particu-
larly for hard photons which are emitted by energetic binary
electrons, i.e., electrons scattered in the forward direction.
~iii! The bremsstrahlung yield depends strongly on ion chan-
neling effects ~see Sec. III!. However, as one observes that
the calculations reproduce quite well the shape of the experi-
mental background, we have decided to set primary and sec-
ondary electron bremsstrahlung amplitudes as free param-
eters in the fits of the spectra and to keep the calculated
shape. For random spectra, typical multiplying factors used
to adjust the calculations to the experimental background are
in the range 0.8 to 1.5.
FIG. 12. Decomposition of the single x-ray spectra of Fig. 3.
The dashed line represents the sum of the various simulated contri-
butions.V. COMPARISON TO EXPERIMENTS
A. Fitting the x-ray spectra
In Fig. 12 we compare experimental and simulated x-ray
spectra in the case of random and ^110& aligned geometries.
For the simulations, the contributions of primary and second-
ary electron bremsstrahlung and the contributions of core
and valence electrons to the REC peaks are indicated sepa-
rately. The respective weights of all these contributions were
adjusted in order to obtain the best fit: here, the simulations
are only used to predict shapes. The random spectrum calcu-
lated this way is seen not to fit perfectly the experimental
spectrum on the high energy side of the K-REC peak, corre-
sponding to the capture of electrons with high initial momen-
tum. This discrepancy is not related to the uncertainty in the
calculated contribution of secondary bremsstrahlung, since
this contribution is quite small in this region. Most probably,
the use of the impulse approximation in Eqs. ~4! and ~5! is no
longer valid when the binding energy of the electron to be
captured becomes non-negligible as compared to its kinetic
energy viewed from the projectile frame, and thus the wings
of the REC peaks are not perfectly estimated. Except for this
small discrepancy, the agreement between simulations and
experiments in both spectra of Fig. 12 is remarkable.
B. Fitting the REC yield dips
As mentioned in Sec. III, we estimated, for each beam
incidence angle c0 , the mean fraction of ions that capture
mechanically one or more electrons inside the target. For
Kr 351 ions we assigned a K-REC probability divided by 2;
FIG. 13. Channeling dips for K-REC. ~a! silicon valence elec-
tron contribution; the curves correspond to simulations for various
beam angular divergences; ~b! core electron contribution; the cal-
culated dips corresponding to various states are represented; the
beam angular divergence is 0.1 mrad HWHM. The calculated and
experimental dips in ~a! and ~b! are normalized to the random
K-REC calculated yield.
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13 we show the comparison of experimental and calculated
K-REC dips, corresponding to the capture of valence elec-
trons @Fig. 13~a!# and of core electrons @Fig. 13~b!#. All the
dips are normalized with respect to the random REC yield,
measured or calculated for c0@cc . The experimental dips
were obtained from the best fits of the spectra as shown in
Fig. 12, i.e., by adjusting each contribution to the REC peak.
Here the error bars are due to the uncertainties in the fit
~subtraction of bremsstrahlung, partition between core and
valence contributions when both are large!, and to the uncer-
tainty in the evaluation of the corrective term for the fraction
of ions with one or more electrons inside the crystal. The
calculated dips were obtained from the simulations, as de-
scribed in Sec. IV D. Simulations were performed assuming
an isotropic Gaussian beam angular divergence with various
widths. The best agreement, for the dips corresponding to
both valence and core electrons, is obtained for a value of
0.1 mrad HWHM projected along one direction, in good
agreement with the value given by the accelerator staff.
Concerning the behavior of the valence electron contribu-
tion, the experiments and the calculations are in good agree-
ment and show unambiguously the existence of a narrow dip.
The uncertainty in the fit is here negligible since both brems-
strahlung background and core electron contributions to
K-REC are very small close to the ^110& orientation. The
agreement is also very good for the core electron contribu-
tion. The value of the calculated minimum yield
(xcore50.055, with a 10% uncertainty due to the statistics
of the simulations! reproduces correctly the measured ratio
between axial and random orientation: xcore50.060
60.017. Although strongly attenuated in alignment condi-
tions, the core electron contribution to the total K-REC yield
is found to be 15%, which is not negligible.
The shoulder effect observed on the experimental dip
around c050.06°, i.e., for entrance angles slightly greater
than cc , cannot be predicted by our simulations. The latter
are based on rather simple approximations to describe chan-
neling effects ~see Sec. IV A!. In particular, we assume that
~i! particle trajectories are determined by a continuum axial
potential, ~ii! the ion flux distributions correspond to statisti-
cal equilibrium, and ~iii! all entrance directions with given
c0 are equivalent, i.e., that planar channeling effects can be
neglected. These three hypotheses, which are valid for
c0< cc , do not allow us to reproduce experimental shoul-
der effects that depend markedly on the scanning direction.
One important result of Fig. 13~b! is that xcore is signifi-
cantly higher than the value xmin50.025, measured for L a
emission, for instance. This is due to the fact that the density
associated with 2s and 2p Si electrons is significant even at
distances of .0.3 Å from the nuclei ~see Fig. 7!, which are
much larger than the rms amplitude of thermal vibrations. As
a consequence, core electrons contribute to .13% of the
total K-REC yield when the beam enters along the ^110&
direction.
C. Determination of the K-REC cross section
The K-REC cross section can be extracted from the abso-
lute yield values measured for random orientation @Figs.
13~a! and 13~b!#. They are found to be nearly identical andclose to the prediction of the nonrelativistic dipole approxi-
mation (sK -REC539310224 cm 2): the cross sections per
target electron obtained from the valence and from the core
electrons contribution are, respectively, sK -REC5(38.5
61.265.8)310224 cm 2 and sK -REC5(42.962.466.4)
310224 cm 2. The first uncertainty corresponds to the error
bars in Fig. 13, and is thus related to the fitting procedure.
The second one is our experimental absolute uncertainty
(15%).
It is of interest to compare the sK -REC values that we
obtain to the compilation of experimental cross sections pre-
sented in Ref. @30#, where cross sections are compared to the
prediction of the nonrelativistic dipole approximation for a
large variation range of the adiabaticity parameter
h51/z25(Eion /Z2EBohr)(me /M ion) where EBohr513.6
eV. Most of the results correspond to experiments performed
with gas targets, and very often the measured values are
systematically '30% lower than the theoretical predictions.
However, for h values in the 1–3 range, which corresponds
to our experimental situation (h51.86), the compiled data
are in good agreement with the predictions. Also, in this h
range, no difference is observed between cross sections mea-
sured for gas and solid targets. In a paper devoted to the
study of REC by channeling, the authors of Ref. @3# have
assumed, in order to interpret their results, that the REC
yield for ions traveling into solids could be strongly en-
hanced by the so-called ‘‘wake effect’’ which modifies the
electron density and momentum distribution around the ion.
In fact, their conclusions on REC cross sections rely on an
estimate of the mean electron density that is quite question-
able. ~They consider that the whole ion flux in ^110& align-
ment conditions is strictly restricted within the central region
of the channels. This is erroneous, since it is clear that even
with a perfect beam, the particle flux extends to the whole
transverse space, although in a nonuniform way, cf. our Sec.
IV A.! It is, nevertheless, worthwhile to discuss the influence
of the wake effect on REC, which, according to Pitarke et al.
@31#, should in principle affect the REC yield and also the
shape and energy position of the REC lines. These authors
show that the amplitude of the response of the target elec-
trons to the ion passage scales as z5h21/2, which should
affect REC yields significantly for z values above unity. In
our case, z50.73 and the wake effects on the yield should be
quite small.
Concerning the position of the REC peak, the wake effect
shift predicted by Pitarke et al. @31# should be around 20 eV,
i.e., a value too small to be evaluated owing to our experi-
mental precision. The REC yield is proportional, in a first
approximation, to the electron density r* around the ions,
which should depend on the wake effect. The dependence of
the K-REC peak width on r* is weaker: in the simple case
of a Fermi gas, this dependence scales as (r*)1/3. As indi-
cated above, in the h range corresponding to our experiment,
neither the results obtained on gas targets nor those corre-
sponding to solid targets ~i.e., our measurements, but also
experiments performed with 295-MeV/u uranium ions on be-
ryllium and carbon @30#! show any significant departure from
the predicted cross sections. As, moreover, we find a good
agreement between calculated and measured line shapes ~see
Fig. 12!, we conclude that for z,1 ~i.e., h.1), wake effects
have a negligible influence on REC.
54 1415K-SHELL RADIATIVE ELECTRON CAPTURE WITH . . .D. K-REC of valence electrons
The coincidence spectrum shown in Fig. 4 is associated
with the x-ray emission induced by the 45% ions having
suffered the smallest energy losses ~see Sec. III!. Assuming
to a first order a biunivocal relationship between the energy
loss and the transverse energy of an ion, i.e., neglecting en-
ergy loss fluctuations, one can consider that these ions are
the best channeled ones, with a well defined upper limit in
transverse energy (ET /Q)max . The K-REC peak observed
~which we will call Sexpt ) corresponds thus essentially to the
capture of target valence electrons. In Fig. 14~a! we compare
Sexpt to the K-REC peak (Scalc) calculated using the experi-
mental Compton profile of Si valence electrons determined
in Ref. @23# and taking for the K-REC cross section the value
sK -REC538.5310224 cm 2 that we have experimentally de-
termined. In Fig. 14~a!, the integral of Scalc was adjusted to
that of Sexpt , using a normalizing factor k5 0.56. Scalc cor-
responds to the valence contribution to K-REC for the whole
incident beam at random incidence. As Sexpt arises from an
aligned incident beam and corresponds to a selection of part
of this beam, it is natural to expect differences both in the
integral ~this explains why k had to be introduced! and in the
shape of Sexpt and Scalc . In fact, one can observe in Fig.
14~a! that Sexpt and Scalc have quite comparable shapes.
However, the FWHM of Sexpt is slightly narrower,
1.6460.05 keV against 1.8 keV for Scalc . As this width is
related to the electron density of the captured electrons, this
result demonstrates that the ions selected in the coincidence
experiment sample valence electron densities hardly smaller
than those sampled by a uniform ion flux.
We have used our Monte Carlo simulations in order to
determine the characteristics of the channeled ions selected
FIG. 14. Comparison of the K-REC line shape in the coinci-
dence spectrum of Fig. 4 ~solid line! to ~a! the REC line associated
with the valence electron Compton profile measured in Ref. @23#
~dashed line! and ~b! the REC line obtained from a Monte Carlo
simulation with a nonuniform Fermi gas description of valence
electrons ~dashed line!. The calculated small contribution of the
core electrons is also represented.in the coincidence experiment. As shown in Sec. IV C, the
simulations provide in particular the location (rW i' ,zi) at
which an ion with transverse energy EiT , leaving the crystal
with a charge state 351 , has suffered a K-REC event. One
can then determine to what fraction of the incident beam
correspond the 45% best channeled ions with 351 outgoing
charge state which were selected, and which electron densi-
ties they sampled. From our simulations ~where we deter-
mine a cutoff in transverse energy in order to adjust the
Scalc integral to Sexpt), we find that the selected ions originate
from 65% of the incident beam, with a cutoff
(ET /Q)max516 eV. As the V(rW')/Q value is around 19 eV
in regions where the valence electron density is maximum,
i.e., close to the cutoff value, we conclude that many of the
selected ions may sample regions of high rval . The simula-
tions provide mean values of explored electron densities
^r¯val& i5(1/n)( i51i5nr¯val(rW i')50.157 Å 23 and ^rval& i5
(1/n)( i51i5nrval(rW i' ,zi)50.223 Å 23. These mean values are
slightly smaller than those sampled by a uniform flux, which
are, respectively, equal to 0.2 Å 23 ~four valence electrons
per Si atom! and 0.255 Å 23. This is consistent with the fact
that Sexpt is slightly narrower than Scalc in Fig. 14~a!. It is also
consistent with the fact that the normalizing factor k50.56
applied to Scalc is slightly smaller than the value 0.65 which
corresponds to the fraction of the incident beam which was
selected. Another conclusion of the simulation is that
97.5% of the selected ions have captured a valence electron
and only 2.5% have captured a core electron.
In Fig. 14~b!, we compare Sexpt to the K-REC peak Ssim
obtained from the simulation ~see Sec. IV C!. Let us recall
that this calculation relies on a rather crude description of the
valence electron momentum distribution. However, Ssim re-
produces surprisingly well the shape of Sexpt . In particular,
the full width at half maximum of Ssim (1.61 keV! is found to
be in good agreement with the experimental value (1.64
keV!. There is still a small discrepancy in the wings corre-
sponding to high longitudinal electron momenta, which are
underestimated in Ssim . This discrepancy sets the limits of
the free electron model that we have used.
VI. SUMMARY AND CONCLUSION
We have measured K-REC by channeled and unchan-
neled bare krypton ions in a thin silicon crystal. We have
analyzed in detail the contribution of each electronic subshell
of the target atoms. A complete decomposition of the
K-REC peak has been obtained with the help of simulations
which calculate the momentum distribution of captured va-
lence, 2s , and 2p electrons of silicon ~the latter L-shell elec-
trons contribute significantly—by 15%—to the REC peak in
channeling conditions!. The comparison between experi-
ments and simulations provides information on the depen-
dence of the electron momentum distributions on the posi-
tion rW' in the transverse plane perpendicular to the ^110&
strings. This dependence is strong for both valence and 2p
electrons. The K-REC cross section is found very close to
the value obtained from the nonrelativistic dipole approxima-
tion calculation. We thus conclude that, for the value of the
adiabaticity parameter h corresponding to our experiment,
wake effects have a small influence on REC.
1416 54S. ANDRIAMONJE et al.Beam angular divergence and multiple scattering of ions
inside the quite thick crystal did not enable us to perform a
specific study of hyperchanneled ions, i.e., ions which ex-
plore only regions in the transverse space very far from the
atomic rows where valence electron Compton profiles are
expected to be very narrow. However, we have measured a
K-REC peak corresponding to the capture of valence elec-
trons by the best channeled ions selected through their en-
ergy loss. This peak is well reproduced by simulations in
which the valence electrons are described in the frame of a
nonuniform Fermi gas model.ACKNOWLEDGMENTS
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1-3-3 L’Ionisation par Impact d’Electrons (EII) 
 
Ce processus est le mode dominant d’ionisation d’un ion canalisé lorsque, vu de son 
référentiel, l’énergie cinétique des électrons qui le bombardent est supérieure à l’énergie de 
liaison de ses électrons. 
Notre collaboration a effectué trois expériences au cours desquelles l’ionisation par impact 
d’électrons a été étudiée [L’Hoir 90] [Dauvergne 99] [L’Hoir 06]. Dans les trois cas nous 
avons utilisé des projectiles loin de l’équilibre de charge, avec un excédent d’électrons 
(typiquement avec une couche M partiellement remplie), ce qui rend ce mode d’ionisation très 
probable, bien que très dominé par l’ionisation par impact sur les noyaux cible (les sections 
efficaces par atome sont typiquement dans le rapport Zcible loin du seuil d’ionisation). Cette 
situation permettait en effet d’identifier aisément la contribution de l’EII et celle de la NII en 
fonction de l’état de charge du projectile en sortie du cristal  (et éventuellement de sa perte 
d’énergie): les ions bien canalisés subissent quelques événements EII, et les ions mal 
canalisés subissent un grand nombre d’événements NII.  
L’article ”Charge states and energy loss of 300 MeV/u U73+ ions channeled in a silicon 
crystal” [Dauvergne 99], reproduit ci-dessous, rapporte les résultats de la première expérience 
de canalisation que nous avons effectuée au GSI en 1993. Contrairement aux autres 
publications de ce mémoire, je n’ai pas été l’auteur principal de cet article. Néanmoins j’ai 
contribué à la préparation, la menée et l’analyse de cette expérience, notamment lors de mon 
séjour au GSI cette année là. Les simulations ont été réalisées au GPS, et j’ai contribué à la 
collecte des sections efficaces nécessaires. 
 
Ces expériences en conditions d’incidence hors équilibre sont donc surtout sensibles aux 
sections efficaces EII des couches n=3, et dans une moindre mesure n=2 du projectile. Cette 
restriction est imposée par la détermination de l’énergie transverse, et donc de la densité 
électronique rencontrée. On ne peut pas déterminer la section efficace EII pour des ions dont 
l’énergie transverse autorise l’ionisation par les noyaux lorsqu’ils s’approchent des rangées ou 
des plans cristallins (cf. la figure 11 de l’article [Dauvergne 99]). 
La mesure en canalisation de l’ionisation K par impact d’électrons est certes possible. Il faut 
cependant mesurer avec précision l’énergie transverse au moyen de la perte d’énergie, afin de 
s’assurer que la NII ne contribue pas à l’ionisation. Ceci n’a jamais été fait. La seule 
expérience, au BEVALAC, ayant étudié l’ionisation K en canalisation a largement surestimé 
les résultats pour l’EII-K pour cette raison [Claytor 88]. 
Nos résultats d’ionisation par impact d’électron font apparaître des différences notables avec 
les calculs dans l’approximation des collisions binaires (ou BEA : Binary Encounter 
Approximation). Dans le cas des ions U73+ de 300 MeV/u, les valeurs nécessaires pour obtenir 
un bon ajustement des données sont d’un facteur 2 environ au-delà de ces valeurs théoriques 
(voir tableau 1 de l’article). De même, un facteur similaire doit être utilisé pour décrire 
l’ionisation d’ions Pb56+ de 29 MeV/u [L’Hoir 06]. On sait que, pour l’ionisation en couche 
K, des calculs relativistes dans le formalisme CDW permettent de reproduire cette différence 
d’un facteur 2 avec les calculs BEA dans le cas de l’uranium. Ces calculs CDW reproduisent 
bien les mesures obtenues avec des pièges EBIT. Cependant il n’est pas évident qu’il faille 
extrapoler ce facteur pour les couches plus externes. 
D’autres effets peuvent intervenir dans une cible cristalline, comme les processus à plusieurs 
étapes (excitation/ionisation), dont on tient pourtant compte dans les simulations Monte-
Carlo, et peut-être aussi les effets cohérents : bien que le champ électrique d’un noyau cible 
soit trop faible à grand paramètre d’impact pour ioniser le projectile, la somme cohérente des 
champs des noyaux alignés peut jouer un rôle, avec des interférences aussi bien constructives 
 18 
que destructives [Salin 98]. Une étude systématique de l’ionisation d’un ion hors équilibre en 
canalisation planaire, en faisant varier l’angle d’incidence dans le plan sur quelques degrés, 
pourrait permettre d’étudier de tels effets de cohérence. 
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We have studied the emerging charge states qout and energy loss of 300-MeV/u U731 incident ions trans-
mitted along a ^110& axis of a 120-mm-thick Si crystal. The emerging charge state distribution FC(qout) for
well-channeled ions is governed mainly by electron impact ionization ~EII!. The corresponding EII cross
sections were obtained by fitting the experimental FC(qout) with Monte Carlo simulations. For M shell
ionization, they were found to be twice larger than those given by the binary encounter dipole approximation.
The measured energy loss spectra were also compared to Monte Carlo simulations. The mean values and
widths of these spectra increase with qout , reflecting the increase of the stopping power S with increasing
transverse energy E' . The measured stopping for channeled ions with frozen charge state 731 and for
nonchanneled ions with charge state close to 901 is in good agreement with theoretical estimates. Owing to
the very high ion velocity, there is a significant contribution (25%) to the stopping from Si-L shell excitation
even for the best channeled ions. The width and the asymmetrical shape ~skewness m) of the energy-loss
spectra depend strongly on qout(m.0 for very well-channeled ions, m,0 for poorly channeled ions!. For
well-channeled ions, energy-loss spectra were reproduced by Monte Carlo simulations with the S(E') curve
extracted from fitting the mean energy losses. @S1050-2947~99!01604-2#
PACS number~s!: 61.85.1p, 34.80.DpI. INTRODUCTION
Channeling of swift ions allows detailed investigations of
energy loss and other atomic-collision processes such as ion-
ization, excitation, and capture for such ions, under restricted
impact parameters. In particular, by a selection of particles
with low transverse energy E' , one may suppress all atomic
processes involving the target nuclei, such as mechanical
electron capture ~MEC! and nuclear impact ionization ~NII!,
and to some extent one may isolate the contribution of va-
lence electrons from that of core electrons for processes such
as ionization, excitation, capture, and energy loss. Particles
with well-defined E' may be selected in various ways. One
can take advantage of the fact that, for ions of given velocity
v and charge state q, the energy-loss spectrum g(DE) of the
channeled beam is broad, reflecting the dependence of the
stopping power S(E') on transverse energy E' @1#. The E'
selection is here performed through a selection in energy
loss. This procedure may be used in experiments with in-
coming bare or nearly bare ions at high energy: in this case,
the dominant charge exchange process is target electron cap-
ture @radiative electron capture ~REC! @2#, dielectronic re-PRA 591050-2947/99/59~4!/2813~14!/$15.00combination @3#!, but the corresponding cross sections are
small enough to ensure that the charge state of an ion in the
crystal is nearly constant and depends little on its transverse
energy. Another method was applied in planar channeling
experiments @4#, where the E' discrimination was obtained
through a selection of particles with well-defined oscillation
wavelengths. A third method was used in @5#, where the E'
discrimination was performed through a selection of the
emergent charge state qout . This method is particularly at-
tractive when the initial charge state qin of the ion is much
lower than the equilibrium charge state, leading to a broad
emergent charge state distribution FC(qout). The charge ex-
change processes are here dominated by the ionization of the
projectile by the target electrons @electron impact ionization
~EII!# with an efficiency that increases with the mean en-
countered electron density r¯ e(E') and hence with E' . In
particular, if FC(qout5qin)!1, selection of the frozen
charge state qout5qin can be used to select particles with
very low E' .
Our previous experiments at GANIL @5# are here ex-
tended to higher energies and heavier ions by using a2813 ©1999 The American Physical Society
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corresponding to 300 MeV/u bare uranium ions is k.2,
i.e., greater than unity; a classical approach to calculation of
energy transfers to target electrons is thus permitted @6#.
The principal aims of the experiment presented in this
paper are ~i! to deduce EII cross sections from FC(qout)
measurements for very high Z ions, for which simple pertur-
bation treatments are questionable even at high velocities,
~ii! to obtain experimental energy loss spectra as a function
of qout for comparison with semiclassical calculation of en-
ergy loss in channeling.
Our results on EII will be compared to various theoretical
predictions and to other measurements, in particular to those
of Claytor et al. @7#, who also performed channeling mea-
surements with uranium ions at similar energies, but using
nearly stripped incident ions. More generally, an extended
review of charge exchange processes for heavy ions in chan-
neling was recently given by Krause and Datz @8#. In this
review, the EII results obtained by channeling and by other
methods such as electron beam ion trap ~EBIT! are compared
to theory.
In Sec. II we describe the experimental setup that allows
charge state and energy analysis of the transmitted ions. In
Sec. III we present our experimental data that include charge
state distributions F(qout) and energy loss spectra for given
qout , g(DEuqout). In Sec. IV we describe a simulation code
that enables us to calculate both F(qout) and g(DEuqout).
The comparison of simulated and measured profiles is pre-
sented in Sec. V and the results are compared to theoretical
calculations.
II. EXPERIMENT
We have used relativistic uranium ion beams
@Z1592, M15238, Eo5300 MeV/u, i.e., b5v/c50.654
and g5(12b2)21/251.32] with qin573. The thickness t
5120 mm of the silicon (Z2514) single crystal target along
the ^110& axis was large enough to ensure a broad emergent
charge state distribution FC(qout) ~i.e., a good E' selection!
and measurable energy loss distributions for each emergent
charge state.
The experiment was performed at the heavy ion synchro-
tron SIS at GSI ~Gesellschaft fu¨r Schwerionenforschung,
Darmstadt!, which provided a 300 MeV/u U731 beam. The
projectiles were injected into a high-resolution magnetic
spectrometer ~fragment separator FRS @9#!, which consists of
four ion optical stages each having one dipole magnet, five
quadrupole magnets, and four hexapole magnets. The first
two stages were used to prepare a beam of small angular
divergence ~see Fig. 1!, which is a most important parameter
in the experiment. The spot size on the silicon crystal was of
the order of 10315 mm2. This large spot size was a neces-
sary consequence of the optimization of the beam angular
divergence. It had, however, minor influence on the experi-
mental results as the rather thick silicon single crystal was
large (20-mm diameter! and x-ray topography measurementsindicated negligible misalignment or mosaic spread. The
beam intensity from SIS was typically '106 ions per second.
After charge and emittance selection by slits, it was '102
ions per second on the crystal. The beam dose was calibrated
and monitored using a scintillator outside the vacuum sys-
tem, which measured secondary radiation due to the fraction
of U ions hitting the slits.
The Si crystal target was mounted on a remotely con-
trolled, high-resolution, three-axis goniometer designed for
ultrahigh vacuum, placed at S2 , which could be moved with
an accuracy of 0.01mrad. In the focal planes after the third
and fourth stages of the FRS, the charge state distribution
was measured using multiwire chambers @multiwire propor-
tional counter ~MWPC!# in S3 and S4 . The wire chambers
were used to determine the integral, position, and shape of
the peak of a specific exit charge qout state, giving informa-
tion on the emergent charge state distribution, energy loss,
and energy loss straggling. The correspondence between the
position w ~in mm! on the MWPC and the longitudinal mo-
mentum p of the particles, which depends on the measured
rigidity Br (B , magnetic field; r, bending radius!, is given
by the dispersion D ~in mm! via Dp/p5Dw/D for our ion
optical setting. In the FRS, one has D351380 mm ~for S3)
and D459530 mm ~for S4). The charge state distributions
were measured at S3 and energy loss spectra at S4 . The
variations Dp of momentum and variations DE of energy are
related by DE/E5(11 1/g)Dp/p51.756Dp/p , which
gives DE450.0553 MeV/u and DE350.38 MeV/u for
Dw51 mm, respectively, in S4 and S3 .
The alignment of the crystal for ^110& channeling was
achieved either by maximizing the frozen charge state 731
yield or by minimizing the 901 emerging charge state yield
~these yields were measured using a scintillator placed after
the MWPC in S4 , in relation to the monitor scintillator near
S1). In reality, the observation of the frozen charge state
yield gives here a much more precise alignment than given
by the observation of the 901 charge state yield ~see Sec.
III!.
III. EXPERIMENTAL RESULTS
In Fig. 2 we present the measured yields of the emergent
charge states qout573 ~frozen! and qout590 as a function of
the tilt angle wo between the beam direction and the ^110&
axis. The angular distribution of the 731 ions is very nar-
row, with a half width at half maximum of C1/2
731
50.11 mrad. The observed angular scan for 901 emergent
ions is dominated by particles with high transverse energy,
which were mostly ionized by close encounters with target
nuclei ~NII!. The half width C1/250.285 mrad of the 901
FIG. 1. Schematic layout of the experimental setup for channel-
ing studies at the fragment separator FRS.
PRA 59 2815CHARGE STATES AND ENERGY LOSS OF 300-MeV/u . . .scan is thus, of course, larger than that of the 731 scan. C1/2
is clearly related to the transverse energy E'c required to
approach atomic strings at a distance of the order of r th , the
2D rms of the thermal displacements of atoms perpendicular
to the strings: EC1/2
2 .E'c.Us(r), Us being the string po-
tential. The value of the Lindhard relativistic critical angle
@10# c15A4Z1Z2e2/pvd is 0.39 mrad. Thus, we find a
value C1/250.73c1 , somewhat smaller than extrapolated
from numerical simulations @11# for a trial charge in silicon
at room temperature, which gives C1/250.85c1 . An upper
limit of the critical transverse energy E'c
731 to emerge in the
frozen charge state qout573 is related to E'c by E'c
731
5(C1/2731/C1/2)2E'c.0.15E'c . In fact, C1/2731 is mainly de-
termined by the beam angular divergence, as will be demon-
strated in Secs. IV and V, and thus E'c
731 is certainly signifi-
cantly smaller than this upper limit. The particles emerging
with qout573 are very well-channeled ions, but E' selection
through qout is less accurate than that in Ref. @5#: the qout
FIG. 2. Variations of the intensities of emergent charge states
qout5qin573 ~closed triangles! and qout590 ~open triangles! as a
function of the angle wo between the beam and the ^110& axis of the
Si crystal ~lines through the points are drawn to guide the eye!.573 ions, which represent 3.8% of the emergent beam, are
not all hyperchanneled ~see Secs. IV and V!. The minimum
yield of the 901 scan is .5%. This is somewhat higher
than the .2% yield obtained in Monte Carlo calculations by
Barrett @11# or measured with MeV light ions on the same
crystal and axis @12# for close encounter events. This may be
explained, at least partially, by the fact that NII is not the
only process for qout590 production; the binding energy of
the L electrons of uranium is BL.20 keV ~it depends on the
charge state! and the maximum energy transfer in a close
encounter EII process is .Eme /M U5164 keV. Hence, EII
alone may produce 901 uranium ions. Another important
contribution to the 5% minimum yield comes from tails in
the incoming beam angular distribution and to dechanneling
~see Sec. IV!.
Typical spectra measured with MWPCs at S3 and S4 are
shown in Fig. 3. In Fig. 3~a! we show the charge state dis-
tribution FC(qout) at S3 (73<qout<77) with the qout
573 peak at the center. Figures 3~b! and 3~c! show the spec-
tra for qout573 measured at S4, respectively, with and with-
out the silicon crystal. In Fig. 3~d!, we show a spectrum for
rather poorly channeled ions (qout583); the peak is broader
than for qout573 reflecting larger energy loss fluctuations.
The measured emergent charge state distributions are
given in Fig. 4, for ^110& aligned and random orientations.
The distributions were obtained by measuring sequentially
the intensity of three neighboring peaks for which the trans-
mission from the Si crystal at S2 to the MWPC at S3 was
equal to 1. In the random case, the narrow distribution
FR(qout), centered around qout590, does not correspond to
equilibrium: the target is not thick enough, considering the
very small capture cross sections ~MEC, REC! for the rela-
tivistic uranium ions studied. A tail towards low charge
states, representing about 3% of the total beam is observed
and we attribute this to planar channeling effects.
The aligned distribution FC(qout) is broad, as expected,
reflecting the influence of E' on qout . The upper regionFIG. 3. Spectra measured with MWPCs at S3 and S4 . ~a! Charge state distribution at S3 for 73<qout<77. ~b! qout5qin573 peak at S4
with the crystal. ~c! qout5qin573 peak at S4 for the direct beam. ~d! qout583 peak at S4 .
2816 PRA 59D. DAUVERGNE et al.(qout*87) of FC(qout) corresponds to very poorly chan-
neled, nonchanneled, or dechanneled ions. This region con-
tains about 10% of the distribution. Dechanneling alone can-
not explain this rather high value, which is mainly attributed
to the angular spread of the incoming beam ~see Sec. IV!.
In Fig. 5 the mean energy losses DE(qout), measured
with the MWPCs, for ^110& alignment, are plotted as a func-
tion of emergent charge state qout together with random val-
ues measured for qout589 to 92. The increase of DE with
qout arises ~i! from the increase with qout of the mean charge
state qav(qout) of the particles inside the target. Here,
qav(qout) is defined in such a way that the mean energy
losses DE(qout) scales approximately as qav2 (qout) @see Sec.
V B, Eq. ~7!# ~ii! from the increase of E' with qout and the
increase of stopping power S with E' . Hence, the ratio
DE(qout)/qav2 (qout) ~also represented in Fig. 5!, gives the
influence of the transverse energy on mean energy loss. As in
Ref. @5# for Xe ions, the mean energy loss in the random case
is lower than the DE(qout) value obtained under channeling
conditions for very high transverse energies ~here qout
FIG. 4. Charge state distributions obtained for U731 incident
ions at 300-MeV/u after transmission through a 120-mm-thick Si
crystal, for alignment along the ^110& direction @FC(qout), closed
circles# and for random orientation @FR(qout), closed triangles#.
The solid lines correspond to Monte Carlo calculations ~see Sec. V!.
FIG. 5. Mean energy loss DE(qout) measured with the wire
chamber at S3 as a function of emerging charge state qout for U731
incident ions transmitted in ^110& alignment conditions ~open
squares!. The mean energy loss for random orientation and for 89
<qout<91 are also shown ~open triangles!. The closed squares and
triangles correspond to a reduced mean energy loss
DE(qout)qin2 /qav2 (qout) using the calculated mean charge state qav
in the target ~see Sec. V!. The solid lines are the results of the
Monte Carlo calculations.>89). This is a ‘‘shoulder effect’’: due to blocking by
planes, particles with high transverse energy spend a larger
part of their path close to the target nuclei than particles with
random trajectories. The angular divergence of the beam be-
ing very small, even the measurement for the random inci-
dence is not comparable to a measurement performed on an
amorphous silicon target since channeling phenomena can-
not be completely suppressed. This is obvious when one con-
siders the shape of the energy loss spectra g(DEuqout). The
full width at half maximum ~FWHM! L1/2(qout) of the
g(DEuqout) spectra is shown in Fig. 6. These FWHM values
have been corrected for the distribution without the crystal
~see Fig. 3!, using a simple quadratic procedure. One ob-
serves an increase of the energy straggling with qout for
similar reasons as for DE . For the random measurement, the
fluctuations are much larger than calculated by Monte Carlo
simulations, whereas the mean value compares reasonably
well with theory or compilation of experimental results ~see
Sec. V!. In Fig. 7, we present the asymmetry figure m1/3
5(m3 /s3)1/3 (m is the skewness, m3 is the centered third
order moment, and s the standard deviation! of the energy
loss spectra as measured with the MWPCs at S4 . Due to the
FIG. 6. FWHM of the energy-loss spectra g(DEuqout) as mea-
sured by the wire chamber at S4 , as a function of emergent charge
state qout for ^110& alignment ~closed squares!, and for random
orientation (qout590, closed triangle!. All of the data have been
corrected for the resolution. The lines correspond to the Monte
Carlo calculations: calculated FWHM ~solid line!, 2.355V ~dotted
line!, where V2 is the calculated variance.
FIG. 7. Asymmetrical figure m1/35m3
1/3/s of the energy loss
spectra g(DEuqout) as a function of emergent charge state qout in
^110& alignment. The points ~closed squares! correspond to mea-
surements made at the wire chamber in S4 . The Monte Carlo cal-
culated m1/3 is represented by the solid line.
PRA 59 2817CHARGE STATES AND ENERGY LOSS OF 300-MeV/u . . .very large uncertainties in the experimental results, only the
qualitative behavior of m1/3 should be considered. One ob-
serves clearly a sudden change in the sign of m between
qout578 (m.0, tail toward high energy losses! and qout
579 (m,0, tail towards low energy losses!. For qout,78
one may consider g(DEuqout) as made up of a peak corre-
sponding to well-channeled ions plus a tail corresponding to
particles with higher E' whereas for qout.79, g(DEuqout)
consists of a peak corresponding to poorly channeled ions
plus a tail corresponding to rather well-channeled ions,
which have a finite probability to go out with qout.79. This
behavior was a useful guide in our simulations.
IV. MONTE CARLO SIMULATIONS
Simulations based on the calculation of ion flux distribu-
tion inside the crystal were used to calculate the emergent
charge state distributions FC(qout) and energy loss spectra
for a given exit charge state g(DEuqout). Less complex
Monte Carlo simulations were used to simulate FR(qout) and
g(DEuqout) corresponding to the random orientation. Similar
simulations were already used and are described in Refs. @5#
and @2#. We will only describe the most important features of
the model.
For calculation time reasons, the simulations ~for channel-
ing or random cases! are not full Monte Carlo simulations,
i.e., successive atomic collisions are not explicitly calculated.
One consequence is that the behavior of ions with very high
E' is not very well described because shoulder effects are
not reproduced.
A. Calculation of the particle flux: Variations of the transverse
energy with depth
An ion penetrating the crystal with energy Eo is given an
entrance position rW0' ~uniformly distributed in the transverse
plane!, and an entrance angle c5co1dc , which is distrib-
uted according to the beam angular distribution hb(dc)
around the mean incident direction at angle c0 to a ^110&
axis. The precise knowledge of hb(dc) is crucial. Overall
agreement between calculations and experimental results is
found when hb(dc) is assumed to be the sum of a Gaussian
with a 1D rms deviation of 0.075 mrad ~i.e., 0.0753A2
50.105 mrad for the 2D distribution! and a much wider
Gaussian distribution (1D rms 0.20 mrad), which contains
20% of the incident ions. Such a decomposition was neces-
sary in order to reproduce the narrow angular scan qout
573 of Fig. 2 and the emergent beam charge state distribu-
tion FC(qout) of Fig. 4, for qout*80.
Particles are assumed to move in the continuum trans-
verse potential U calculated in Ref. @5# for the ^110& axis of
Si, corrected near the strings for thermal vibrations of the
crystal atoms by using the single string potential of Ref. @13#.
Statistical equilibrium is assumed for the transverse motion,
and hence, a particle of given ET has a uniform probability to
be at any point in the accessible area of the transverse plane
A'(E') @10#. This is true only sufficiently far from the crys-
tal entrance since the incoming ions keep a ‘‘phase
memory’’ at the beginning of their path @11# over a charac-
teristic path length L . In our case, the crystal thickness (t
5120 mm) is much greater than L'6 mm and one mayconsider that statistical equilibrium prevails throughout the
crystal ~the L value was estimated from the Monte Carlo
calculations of Barrett @11# and from the scaling l/2
'dn /cc @14# for the oscillation length l of close encounter
yield due to neighboring strings at distance dn). However,
channeling with respect to planes introduces a more stable
division of the transverse phase space of axially channeled
particles into planar channeled and blocked trajectories, re-
spectively @15#. This division is responsible for shoulder ef-
fects like the increase of the stopping power above the ran-
dom value and the increase of energy loss fluctuations,
which was not taken into account in the simulation.
Multiple scattering, which tends to increase the transverse
energy, is taken into account. The changes in E' result from
multiple scattering on target electrons and on screened target
nuclei. A good estimate of the contribution of target elec-
trons to multiple scattering can be obtained following Bond-
erup et al. @16#, from the mean energy loss of these particles
in the crystal. According to @16#, the 2D variance dwe
2 of the







where me is the electron mass and dEclose is the mean en-
ergy loss corresponding to close collisions with target elec-
trons; roughly, dEclose5 12 dE . If dx is small enough to en-
sure a quasiconstant value of the transverse position rW' and
of the angle wW of the trajectory with respect to the axis, the
corresponding increase dE' in transverse energy is given by
E(wW 1dwW e)22Ew2, where dwW e is a random deflection angle
with variance given by Eq. ~2!. In what follows, the trans-
verse energy will be systematically normalized to the unit
charge and we then write:
qindE'5E~wW 1dwW e!22Ew252EwW dwW e1Edwe2 . ~3!
This contribution to dE' by electron multiple scattering is
taken into account in the Monte Carlo simulations.
Over the target thickness t, using the typical value DE
51 MeV/u for channeled ions ~see Fig. 5!, the contribution
of the quadratic term in Eq. ~3! is EDwe
2/qin55 eV. This
can be compared to the critical transverse energy E'c
5Ec1
2/qin5150 eV. The mean value of the nonquadratic
term in Eq. 3 is null. Thus, this term contributes only to the
transverse energy spread.
For the contribution to dechanneling of screened target
nuclei we used the treatment proposed in Ref. @10# and de-
veloped in Ref. @17#. As for multiple scattering in a random
medium, dechanneling by target nuclei for a given crystal
and axial direction scales approximately as Z1 /E @10#. If, for
example, one considers the experimental backscattering re-
sults of Ref. @12# for light ions along a ^110& axis of silicon,
the reduced path length Z1x/E for reaching a close encounter
yield equal to 10% of the random yield is 2.7 mm MeV21,
which gives x.2 mm in our case: dechanneling by target
nuclei is thus small in our 0.12-mm-thick target.
When the transverse energy of a given ion exceeds a
value E'max.E'c we assume that the ion is no longer chan-
neled ~the code is in any case not able to describe particles
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charge state q, it is necessary to calculate the charge state
distribution of such an ion after traversing a random silicon
target of thickness t2x and with initial charge
q: FR(qoutuq ,t2x). This was done once, using the code
ETACHA @18# for 73<q<92 and various thicknesses x.
Above a threshold value of 140 eV we found that the value
of the parameter E' had no influence on the results. The
curves presented in Sec. V were calculated with E'max
5160 eV; consequently, 3% of the beam was considered as
random at x50.
We show in Fig. 8 the transverse energy of the incoming
beam, of the emerging beam, and of the 3.8% fraction of the
emerging beam, which corresponds to qout573. This figure
illustrates the influence of dechanneling on the overall beam.
It also shows that this influence is very small for well-
channeled particles emerging with qout573.
B. Charge exchange
Ionization and capture processes induced by target elec-
trons ~EII, REC! and by target nuclei ~NII, MEC! are in-
cluded in the simulations as well as excitation by electrons
and nuclei, radiative and Auger decay. Ionization and exci-
tation are assumed to be close encounter events with a prob-
ability proportional to the local electron or nucleus density.
For a particle with a given E' , the probability for target
electron-induced processes is proportional to the mean elec-
tron density re(E') in A(E'). For nuclei, a cylindrical ge-
ometry around the strings was used ~see @5#!. The spatial
extension of the ion electronic wave functions has nearly no
effect on processes involving target electrons as the target
electron density varies little at the scale of K ,L ,M orbital
extension of uranium. For processes involving target nuclei
~see @5#!, a characteristic length is given by the 2D thermal
vibrational amplitude r50.11 Å at room temperature.
1. EII cross sections
The emergent charge state distribution FC(qout) is gov-
erned mainly by the EII processes; this means that rather
significant uncertainties in NII, excitation and capture cross
sections used in the simulations has a relatively minor influ-
ence on the determination of EII cross sections from the
FIG. 8. Transverse energy distributions for the incident beam
~characterized by its angular distribution, described by two Gauss-
ians, see text!, for the emerging beam and for emerging ions with
qout573.experiment. Conversely, it also means that the experiment is
not appropriate to determine cross sections of other processes
than EII. Although reliable values of NII, MEC, etc . . . cross
sections are necessary in the simulations; some of these pa-
rameters may be varied over a reasonable range in order to
improve the overall agreement with experimental results @in
particular FR(qout)] or to determine the precision that we
may claim on the determined EII cross sections. For the EII
cross sections themselves, we used theoretically calculated
cross sections as a starting point and modified them until an
optimum fit to the experiment was obtained.
For simplicity reasons, all cross sections were averaged
over subshells in a given shell n. This is a fair approxima-
tion, as the main information that we reach is the EII cross
section for M shell ~see Sec. V A 1!. In Sec. V A, the fitting
values sn f it
EII
, corresponding to EII in n shell will be com-
pared to available theoretical predictions and to other experi-
mental results. We now discuss the cross sections ~other than
EII! used in the Monte Carlo calculations.
2. NII cross sections
The NII cross sections were calculated in the plane wave
Born approximation ~PWBA! as described in Ref. @18#, us-
ing screened hydrogenic wave functions for the initial and
final states of atomic electrons. The calculated NII cross sec-
tions sn
NII per ion electron in shell n and per target nucleus
are presented in Table I. They are two to three orders of
magnitude higher than the corresponding sn
EII values. In par-
ticular, for the outer shells (n.2), the ratio snNII/snEII is
close to the square of the Si nuclear charge. Thus NII com-
pletely dominates for random ions, which shows that chan-
neling is absolutely necessary to obtain information on sn
EII
.
3. REC and MEC cross sections
REC cross sections for fully stripped ions were calculated
according to the Bethe-Salpeter formula @19# and are given
in Table I.
For MEC, we used two sets of cross sections. One set was
calculated in the continuum distorted wave ~CDW! approxi-
mation @20# using the code of Gayet @21#. The other set was
calculated @22# in the simpler relativistic eikonal approxima-
tion @23,24#. The influence of the population of shells and
subshells was taken into account by using the procedure sug-
gested in @18#, according to which the capture cross section
to a given subshell is assumed to be simply proportional to
the number of available vacancies.
4. Excitation cross sections
Cross sections sn
Exc for excitation by target nuclei were
calculated by Salin @25# for n<3 using the PWBA approxi-
mation. Excitation cross sections for n.4 shells were ex-
trapolated using a 1/n3 scaling. The sn
Exc values are in the
range 10225 to 10222 cm2. The excitation cross sections by
target electrons se
Exc were calculated from the excitation
cross section by target nuclei assuming a Z2
2 scaling law.
5. Recombination processes
For an ion in a solid, intrashell mixing takes place and the
mean life t of an excited state is mainly governed by the
PRA 59 2819CHARGE STATES AND ENERGY LOSS OF 300-MeV/u . . .TABLE I. Theoretical cross sections averaged over subshells s th ~in barns! ~for EII cross sections, the
index Y refers to Younger @33#, S to Scofield @43#, F to Fontes et al. @36#, and Kim to calculations performed
by @35# using the BED model of Kim and Rudd @34#!. The cross sections s f it leading to the best overall
agreement with the experimental results are expressed as a function of the s th .





1 17.8 71 600 0.6Kim, 0.6Y , 1.24F
2s:15.3
2 14.8 5.93103 18Kim, 19Y , 36S
2p:45.8
3s:5.5
3 3p:16.6 4.3 1.63104 76Kim, 48Y
3d:27.7
4 30 1.8 3.23104 170Kim
5 19 0.9 5.43104 320Kim
1–5 s f itMEC50.5s thMEC s f itREC5s thREC s f itNII51.33s thNII s f itEII5(1.960.4)3sKimEIIfastest transitions, i.e., electric-dipole transitions @26#. We
used the tables of Omidvar @27# that give the transition prob-
abilities and branching ratios for electric-dipole transitions
between levels of hydrogenlike atoms, using the 1/Z1
4 scaling
~typical t values are between 10217 and 10214 s). In the
Monte Carlo code, Auger decay was taken into account for
transitions from M to L shell only. The fluorescence yield
~i.e., the probability of radiative decay! is rF50.42 @28# for a
filled M shell ~and at least a vacancy in L shell!. For a given
number m of M electrons (1<m<18), rF(m) was calcu-
lated by assuming that the probability for Auger decay is
proportional to m(m21) and the probability for radiative
decay is proportional to m.
In our experiments, the dominant charge exchange pro-
cess is ionization: capture and recombination processes have
a relatively minor influence on the charge state distributions.
C. Energy loss
For the simulation of energy loss spectra, if one assumes
statistical equilibrium, the only needed function is S(E')
that is an averaged value over the accessible transverse space
A(E') of the stopping power S(rW') for an ion at position rW'
in the transverse plane. We impose the asymptotic behavior
at large E' to be
S~E'!5SRF12a expS 2 E'dZ2e2D G , ~4!
where d is the interatomic distance along the ^110& axis and
a an adjustable parameter; SR is the stopping power for very
large E' , i.e., for random orientation. Expression ~4! may be
derived using the hypothesis of statistical equilibrium and
the string potential Us(R). (Z1Z2e2/Ed)ln(113a2/R2)
~where a is a screening radius! derived by Lindhard @10#. We
assumed a q2 dependence of S(E') with the charge state
(73<q<92). This is reasonable, owing to the ion velocity
and to the restricted spatial extension of the orbitals of ura-
nium ions ~see Sec. V B 2!. Hence, one can write, for in-
stance, S(E' ,q)5S(E' ,qin)3qin2 /q2. In the following, we
essentially use S(E' ,qin), where qin573.For channeled particles, the energy loss spectra are
mainly determined by the shapes of the E' distribution
g(E') and of S(E'). At given E' , one must consider fluc-
tuations in energy loss, which arise from fluctuations in
charge state q and from fluctuations in energy transfer in
individual electronic collisions. The fluctuations in q are
taken into account in the simulations through a q2 depen-
dence of the stopping power. In order to calculate the vari-
ance dVT
2 associated with the statistical variation in the en-
ergy transfer in successive collisions with electrons, we used
recent theoretical @29# and experimental @30# results. At rela-
tivistic velocities, dVT




2 g2X , ~5!
where re is the mean electron density experienced, dVB
2 rep-
resents the nonrelativistic free-electron Bohr result @6#, and X
accounts for departure from the Rutherford scattering law. In
our case, from @29# and @30# one finds X.1.7. An upper
limit for VT , which should correspond to the random case, is
VT50.031 MeV/u using q592 and re514 electrons per
atom.
All of these contributions to energy loss fluctuations are
taken into account in the Monte Carlo calculation to con-
struct the g(DEuqout) curves.
D. Simulations for random orientation
In order to calculate the charge state distributions
FR(qout) and the energy loss spectra g(DEuqout) for random
orientation, we used a special random code. In this program
the ion history is described as a succession of binary colli-
sions on homogeneous, randomly distributed atoms or va-
lence electrons. There is, of course, no E' dependence in the
random code. As in the channeling code, the individual in-
teractions leading to energy loss are not described. However,
charge-changing events are simulated and hence the main
contribution to energy loss fluctuations is fully included.
2820 PRA 59D. DAUVERGNE et al.FIG. 9. Experimental angular scans ~closed squares! of the fraction of emergent charge states qout573, 76, 80, and 82 as a function of
the angle between the beam and the ^110& axis of the Si crystal. The solid lines correspond to Monte Carlo calculations.E. Fitting the experimental results
The experimental emergent charge state distributions
FC(qout) and FR(qout), respectively, for ^110& channeling
and for a random orientation, together with the energy loss
spectra g(DEuqout), were fitted at the same time to ensure
self-consistency. In order to limit the number of free param-
eters, we assumed in a first step that the ratios between theo-
retically calculated cross sections given in Table I corre-
sponding to the different shells ~for example, s1
EII/s2
EII)
were reliable. In addition, excitation cross sections, REC
cross sections ~which play a minor role here!, and decay
probabilities were held fixed at their theoretical values. The
adjustable parameters were then the scaling factor for the EII
cross sections, the widths and proportion of the two Gauss-
ians describing the incident beam angular divergence ~see
Sec. IV A! and the curve S(E').
The Monte Carlo calculations were performed consider-
ing only 5 shells (n<5): capture to higher excited states is
nearly always followed immediately by ionization and these
two events cancel.
V. RESULTS
A. Charge state distributions and EII cross sections
1. Charge states
Our best overall agreement leads to the solid lines in Fig.
4. The fitting of the random curve FR(qout) is sensitive
mainly to NII and, to a lesser extent, to MEC. The fitting of
the experimental FR(qout) does not lead to a unique set of
cross sections. However, it appears that the calculated NII
cross sections are not large enough to reproduce the large
(.55%) U901 fraction and/or that calculated MEC crosssections are too large. The theoretically calculated MEC
cross sections reported in Table I are those of @22# ~eikonal
approximation! for n<3 and CDW cross sections @21# for
n.3. These cross sections have a rather weak influence on
the fitting of FC(qout) obtained for ^110& alignment. The
solid curve in Fig. 4 was obtained with the fitting cross sec-
tions given in Table I.
The fit of FC(qout) is satisfactory. In particular, the region
of FC(qout) with a quasirandom shape, which represents
;10% of the emergent ions, is well reproduced. The region
73<qout<80 that corresponds to ;75% of the beam and
for which FC(qout) is mainly due to EII in the uranium M
shell is very well reproduced. The quality of the fit is highly
sensitive to values of s3
EII introduced in the simulations. The
solid curve of Fig. 4 have been obtained with s3 f itEII 5145b
per M shell electron.
Experimental angular scans for four qout values ~73, 76,
80, 82! are shown in Fig. 9, together with the Monte Carlo
calculated curves. It should be noted that, although we do not
use a true channeling Monte Carlo code ~statistical equilib-
rium is assumed!, the calculated curves reproduce reasonably
well the experimental data, considering that our main effort
was devoted to the best channeled ions, i.e., qout573.
In order to gain more insight into the behavior of the
channeled ions, we show in Figs. 10 and 11 various param-
eters given by the simulations, as a function of qout : the
mean transverse energy E'(qout) ~per unit charge!, the mean
sampled electron density re(qout), the mean charge state in
the target qav(qout), and the mean number of EII and NII
events per ion, NEII(qout) and NNII(qout). The definition of
qav is based on the assumed q2 scaling of the energy losses.
If Li represents the total path length travelled by an ion with
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2 S~E'!3t . ~6!
We therefore define qav(qout) as
qav
2 ~qout!5S 1t (i Liqi2D qout. ~7!
DE(qout)/qav2 (qout) is the relevant parameter to relate the
energy loss to E' .
The E'(qout) curve ~Fig. 10! gives E'(qout573)
.9 eV, whereas the map of the potential U(rW') of Ref. @5#
shows that ions are hyperchanneled for U(rW'),2.2 eV. The
analysis of the distribution h(E'uqout573) shown in Fig. 8
demonstrates that this is the case only for 30% of the ions
FIG. 10. Calculated mean transverse energy E'(qout) ~in eV,
for unit charge! and mean sampled electronic density re(qout) ~in
number of electrons per silicon atom! as a function of the exit
charge state qout . Calculations were carried out with the fitting
parameters leading to the solid lines in Figs. 4 and 5.
FIG. 11. Calculated mean charge state in the silicon crystal
qav(qout) @as defined by Eq. ~7!#, mean number NEII(qout) of EII
events per ion, and mean number NNII(qout) of NII events per ion,
as a function of the exit charge state qout . Calculations were carried
out with the fitting parameters leading to the solid lines in Figs. 4
and 5.emerging with qout573. The mean electron density re(qout
573) sampled by qout573 ions is 2.8 electrons per atom
~see Fig. 10!.
EII events ~see Fig. 11! dominate over NII events for
qout&81, which confirms that our experiment allows a pre-
cise determination of the s3
EII(M shell! cross sections. How-
ever, due to the increasing role of NII, the sensitivity de-
creases rapidly for qout*82. EII cross sections s2
EII for L
shell electrons are not tested with precision and EII for K
shell electrons (s1EII) is not tested at all. The uncertainties in
the NII cross sections are not the only source limiting the
precision of the determination of s1
EII and s2
EII for high qout
~i.e., high E'): NNII(qout) is very sensitive to the particle
flux near the strings, which is not determined precisely
enough in our simulations.
We now discuss our precision on the s3
EII cross sections
determination and compare our results to other experimental
results and theoretical predictions of the literature.
2. Precision on s3
EII
The precision on s3
EII relies on ~i! the experimental un-
certainties on FC(qout), ~ii! the sensitivity of the fit to the
s3
EII values, ~iii! the various hypotheses introduced in the
simulations to describe the particle flux, mainly the assump-
tion on the beam angular divergence and the hypothesis of
statistical equilibrium, and ~iv! the precision on the knowl-
edge of the electron density in the channel. When all param-
eters are fixed except the s3
EII value, the latter one can be
varied by 610% in order to remain within the error bars of
FC(qout). The beam angular divergence is determined with
precision when fitting the angular dependence of the various
emergent charge states, particularly of the frozen charge state
(qout5qin573). Within the hypothesis of statistical equilib-
rium, the particle flux in the channels is mostly determined
by the uniform distribution of the entrance impact parameter
~the beam angular divergence and dechanneling effects intro-
duce some modifications, which are taken into account in the
simulations!. We have seen above that the mean-free-path
for the establishment of statistical equilibrium (;6mm) is
;20 times smaller than t. The uncertainty on s3
EII intro-
duced both by the small uncertainty on the incident beam
angular divergence and by the hypothesis of statistical equi-
librium is thus certainly small at the scale of 10%.
As for the mean electron density r¯ e(rW') in the transverse
plane, we have compared predictions obtained by pseudopo-
tential calculations @31# and values extracted by Scheringer
@32# in order to fit the experimental x-ray form factors for
silicon. The agreement between the two density maps is very
good for rW' such that U(rW').10 eV. However, discrepan-
cies exist near the channel center, which never exceed 30%.
When considering the available transverse space for frozen
731 ions, the overall discrepancy between the sampled elec-
tron density r¯ e(E' ;qout573) obtained from @31# and @32#
does not exceed 15%. This is thus also the typical precision
on s3
EII specifically related to the uncertainties on r¯ e(rW'). In
Sec. V B 2, we show that the agreement between the ex-
trapolated stopping power at the channel center and theoret-
ical estimates is better than 10%. This agreement is a good
check of the theoretical predictions on energy loss, but it also
2822 PRA 59D. DAUVERGNE et al.indicates that the r¯ e(rW') values that we introduced in our
simulations are reliable, which comfort our confidence on the
s3
EII determination. Finally, considering all sources of uncer-
tainties, we conclude that the overall precision on the values
of s3
EII that we determine is ;25%.
3. Comparison with EII calculations
Very few theoretical calculations of s3
EII are available in
our experimental situation. The kinetic energy Ee of the tar-
get electrons in the ion rest frame (Ee5164 eV) is large
compared to the mean M-shell binding energy of uranium
(BM.10.3 keV), a situation favorable for a perturbation
treatment. However, the presence of many electrons and the
very high nucleus charge introduce difficulties, which may
lead to rather approximate results. A value can be extrapo-
lated from Younger @33# ~nonrelativistic distorted-wave Born
exchange approximation, sodiumlike ions!, giving s3Y
EII
545 b per M-shell electron. This estimate is ;3 times
smaller than the value s3 f it
EII extracted from our measure-
ments. We have also compared our results to the prediction
for snKim
EII of Kim and Rudd @34#, which combines the binary
encounter approximation with the dipole interaction of the
Bethe theory @binary encounter dipole approximation
~BED!#. Calculations based on this model were performed
@35# using a relativistic Hartree-Fock Slater description of
the uranium ion. The result is s3BED
EII 576 b per M-shell elec-
tron, i.e., ;1.9 times smaller than s3 f it
EII
. This is a fair agree-
ment considering the degree of approximation of the BED
model for very heavy ions with many electrons. Relativistic
distorted-wave EII calculations have recently been published
by Fontes et al. @36# for the ionization of K-shell H-like and
He-like uranium ions, for an electron energy (Ee
5198 keV) close to ours. These calculations show that
when the generalized Breit interaction is taken into account
@distorted wave Breit approximation ~DWB!#, the cross sec-
tion s1FBreit
EII calculated is ;1.5 times higher than predicted
when only taking into account the Coulomb interaction be-
ween bound and free electrons. s1FBreit
EII is found ; twice
higher than the value s1Y
EII obtained from Younger @37#. As-
suming that the ratio sY
EII/sFBreit
EII is also .0.5 for L or M
shells, we would expect s3FBreit
EII to be ;1.5 times smaller
than our measured value. Given the uncertainty of 25% in
our measurement, this may appear as a reasonable agree-
ment, even though the extrapolation may not be fully valid.
4. Comparison with other EII measurements
We have not found experimental information on s3
EII




. For these cross sections, results were
obtained for highly stripped uranium ions, with Ee rather
close to ours. In electron beam ion trap ~EBIT! experiments,
Marrs et al. @38# find s1s
EII and s2s
EII in very good agreement
with the values of s1sFBreit
EII and s2sFBreit
EII calculated by Fon-
tes et al @36#. The EII cross sections for K and L-shell ion-
ization of uranium ions with Ee5222 keV have been mea-
sured by Claytor et al. @7# in a pioneer channeling
experiment in silicon, using 405 MeV/u uranium ions with
charge state 88<qin<92. The authors of Ref. @7# take ben-efit in the fact that channeled ions have charge exchange
only through EII and REC. Assuming the REC cross section
to be known, the analysis of FR(qout) and FC(qout) provides
the fraction of channeled ions, the mean electron density r¯ e




The result for K-shell ionization is rather surprising: the au-
thors find a value s1
EII;3 times larger than predicted by
Fontes et al. and ;6 times higher than predicted by Younger
@37#. However, the agreement becomes fair for L-shell ion-
ization, for which the experimental value is ;1.5 greater
than predicted by Younger @33,37#. The surprisingly high
values found for s1
EII in Ref. @7# may be due to the fact that
for 901 and 911 incident ions, there is a strong overlap
between FC(qout) and FR(qout) and thus that NII events
may interfere when estimating s1
EII
. The main difference
between the experiment @7# and ours is related to the fact that
in our case the incident ion charge is much farther from the
equilibrium charge state reached in a random Si medium. We
are thus able to discriminate between the available accessible
areas experienced by ions emerging with different qout .
Consequently, in our case the mean electron density sensed
is a function of qout @for example, r¯ e(qout574)53.1 elec-
tron per atom and r¯ e(qout580)55.6 electron per atom, see
Fig. 10#. Moreover, the s3 f it
EII value we obtain must be con-
sistent not only with the measured broad distribution
FC(qout) but also with the energy loss spectra for each qout .
On the contrary, in Ref. @7# a single mean electron density is
considered, corresponding to an average over all channeled
ions, whatever qout is. As the beam angular divergence was
not small at the scale of C1/2 and as moreover some crystal
bending effects were observed, the mean electron density
was rather high, r¯ e56.2 electrons per atom.
B. Energy loss
1. Fitting the experimental results
If one keeps constant all the adjustable parameters used to
fit the experimental results for charge states, the energy loss
results can be fitted using various S(E') trial curves. A good
overall agreement between experiment and calculation is ob-
tained with the the mean energy loss curve tS(E' ,qin) of
Fig. 12. In this figure we show also the mean electronic
FIG. 12. Calculated curve for the mean energy loss S(E' ,qin)t
as a function of E' ~in eV, for a unit charge!, for an ion of charge
state qin in ^110& alignment. The mean electron density re(E')
sampled by ions of given transverse energy E' is also shown.
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Energy loss spectra g(DEuqout) were calculated using the
tS(E' ,qin) curve of Fig. 12 and the E' distribution experi-
enced in the crystal by ions emerging with qout . These cal-
culated spectra are shown in Fig. 13 for 73<qout<82, i.e., in
a transverse energy domain (E'&70 eV) for which the cal-
culation is expected to give reliable results. These curves are,
in most cases, asymmetrical and change rapidly in mean
value and width from one charge state to the next. A broad
g(DEuqout) curve corresponds to a broad transverse energy
distribution h(E'uqout) and to a large slope of the S(E')
curve in the E' region covered by this distribution.
The mean values DE(qout) of the calculated g(DEuqout)
curves ~the mean energy losses! are compared to the mea-
surements in Fig. 5 ~solid line!. The calculated FWHM L1/2
values of the h(E'uqout) curves are compared to the mea-
sured values in Fig. 6. The agreement is satisfactory for
qout,79. On the contrary, for high qout , the calculated val-
ues of L1/2 ~not shown! are much smaller than the measured
ones. This is also the case for the calculated values of L1/2
associated with random energy loss. One obtains
(L1/2rand)calc50.129 MeV/u, a value nearly independent of
qout and slightly dominated by the charge state fluctuations.
This Monte Carlo FWHM is calculated with a reasonable
precision but is however ;10 times smaller than the experi-
mental value (L1/2rand)exp51.3 MeV/u. Such a result is rather
intriguing even if the concept of random orientation in a
single crystal is rather questionable.
The asymmetry figure m1/35(m3)1/3/s is presented in
Fig. 7. We did not measure reliable absolute values of m .
Nevertheless, the simulations reproduce the qualitative be-
havior of m , i.e., a sudden change in the sign of m between
qout578 and qout579, with slower variations on either side.
The 78<qout<79 region corresponds to the broadest calcu-
lated g(DEuqout);L1/2 is of the order of 70% of the mean
energy loss @broad h(E'uqout) and large slope for S(E')].
The most reliable information that we obtain on stopping
is the mean energy loss, particularly for ions with very small
E' . The measured value DE(qout573).0.76 MeV/u to-
gether with the slope of the fitting curve S(E') determined
from low qout mean losses (tdS/dE'.20 keV/u per eV!
give the extrapolated value tS(E'50).0.57 MeV/u. At
low E' ~see Fig. 12!, the variation of S(E') with E' is
slower than the variation of the mean sampled electronic
density, but however the S(E') variation is faster than for
FIG. 13. Energy-loss spectra g(DEuqout) obtained by Monte
Carlo simulations for 73<qout<82.27 MeV/u Xe ions ~see Ref. @5#!. Interpreting this difference
is not easy: it depends on the relative contributions of small
and large impact parameters to energy loss due to valence
and core target electrons. The results of energy loss for well-
channeled uranium ions are analyzed in some detail in Sec.
V B 2.
2. Theoretical survey. Comparison to experimental results
In this section, our aim is to estimate the theoretical en-
ergy loss DE(E'50) at the center of the channel and to
compare it to the experimental extrapolated value.
The case of 300-MeV/u U731 ions is rather complex for
the following reasons: ~i! the velocity is relativistic ~b
50.654!. ~ii! The Bohr parameter k is larger than 1 ~k52 for
bare uranium!, which is not usually the case for high veloci-
ties. ~iii! The ion velocity is much larger than orbital veloci-
ties of the target electrons, which would usually imply a
perturbation treatment.
(a) Mean energy loss to valence electrons. Let us first
consider the mean energy loss DEval
max for a uniform flux of
point charge particles ~i.e., a random beam!. For relativistic
ions with k.1, DEval








where rval is the mean valence electron density ~4 electrons
per silicon atom!. LB
val is a logarithmic term which may be
expressed as
LB




In Eq. ~9!, pmax and pmin are effective integration limits
over the impact parameter p. The higher limit, pmax
51.123v/v is an adiabatic cutoff @6#. A simple estimate of v
is given by the plasma frequency vp5(4prvale2/me)1/2
which gives \vp516.6 eV. For 300 MeV/u U ions, one
finds pmax58.73 nm, i.e., a very large value on the atomic






The second and third term in the bracket of Eq. ~8! rep-
resent the usual relativistic correction of the first-order quan-
tum perturbation theory.
DLLS(g) is a correction term representing the deviation to
the perturbation theory, which has been recently calculated
by Lindhard and Sorensen @29# ~see Fig. 1 of this reference!.
The predicted value DLLS(g) has been confirmed experi-
mentally by Datz et al. @39# for ultrarelativistic Pb ions. In
our case, DLLS represents 13% of the overall bracket term
in Eq. ~8!. Then, with q573, Eq. ~8! gives DEval
max
5155.5 MeV5A30.654 MeV/u. This value, calculated
2824 PRA 59D. DAUVERGNE et al.with rval54 electrons/atom, is an upper limit for the energy
loss to the target valence electrons of channeled U731~it cor-
responds to the random case!.
(b) Mean energy loss at E'50: contribution of valence
and core electrons. A precise determination of the mean en-
ergy loss DEval for a channeled beam may be reached by an
impact parameter approach ~which is possible for k.1) and
by integration in the channel using local electronic densities
re(rW') ~here, averaging on re is performed along the ^110&
direction only!. For symmetry reasons ~cylindrical geometry
may be used!, this type of calculation is tractable for ion
trajectories just in the middle of the channel. This approach,
leading to a calculated value based on the variations of rval
with the distance from the channel center, was already used
in @5# and is presented in detail in Ref. @3#. Using Eq. ~23! of
@3#, one finds
DEval~qout573,E'50 !50.415 MeV/u. ~11!
This value is 37% smaller than DEval
max and is to be compared
with the overall mean energy loss 0.57 MeV/u extrapolated
with the help of simulations from the experimental result.
This comparison indicates that, as pointed out in @3#, and
in contrast to the case of MeV light ions, the contribution of
Si core electrons to the energy loss of very well-channeled
swift heavy ions is not negligible. Whereas the adiabatic cut-
off for K-shell Si electrons is small (padK 50.40 Å, using
\vK53.2 keV) as compared to the distance pstr between
the channel center and the neighboring strings ~of the order
of 2 Å!, this is not the case for L electrons: padL 54.16 Å ,
using \vL50.31 keV. The adiabaticity parameter for ions
at the channel center in their interaction with L target elec-
trons is j5pstr /pad
L .0.5. Using Eqs. ~19! and ~20! of Ref.
@3#, one finds, using a similar notation, R(j)50.9, DELfree
50.17 MeV/u, i.e., a mean energy loss to L electrons DEL
5R(j)DEL f ree50.15 MeV/u, which represents 36% of the
mean energy loss to valence electrons. The theoretical mean




This theoretical result is in excellent agreement with the
experimental extrapolated result, 0.57 MeV/u at E'50.
Such a good agreement is somewhat surprising when consid-
ering both the experimental uncertainties and the theoretical
approximations. In particular, the above calculations assume
the ion to be a point charge ~perfect screening!, which is not
such a good approximation in the case of U 731 ions. The
spatial extension of M-shell orbitals of uranium is of the
order of rM50.07 Å . Using simple electrostatics and the
shell electron density, one can estimate the effective charge
qe f f seen by a target electron in an electron-U 731 interaction
with an impact parameter p: qualitatively, qe f f(p.rM)573
and qe f f(p,rM).73. The influence of the variations of qe f f
on mean energy loss was crudely calculated classically, by
integration over impact parameters (pmin,p,pmax), which
leads to an increase of 5% of the loss, i.e., DE(qout
573,E'50)50.595 MeV/u. Even with this correction, theagreement with the experimental result is still fair ~4% dis-
crepancy, of the order of the precision of the measurements!.
Hence, the semiclassical approach presented above is appro-
priate to describe energy loss processes for hyperchanneled
300-MeV/u U 731 ions.
Finally, it is interesting to note that one may associate
with Eq. ~11! an effective valence density re f fv
al
54DEval /DEval
max52.54 electron per atom. This value is
much larger than the mean electronic density at the center of
the channel ~one electron per atom!, which shows that the
contribution of distant collisions is very important. When
considering the rev
al(rW') and U(rW') maps @5#, one may an-
ticipate that for E'*10 eV the loss to valence electrons is
independent of E' ~and equal to DEval
max) and thus that the
slope of S(E') Fig. ~12!, which is determined with precision
in this experiment, is entirely due to the contribution of core
electrons.
3. Random energy loss
For random orientation, one may calculate the mean en-
ergy loss using a similar semiclassical approach ~Eq. 8!. The
electron density is now re5ZSi514 electrons per atom and
the frequency v in Eq. ~9! is now an averaged value (\v
5174 eV) with weighting factors given by the dipole oscil-
lator strengths of Ref. @40#. We obtain DERth(q590)
52.605 MeV/u. For comparison, the tabulation of Ziegler
@41# gives DER52.87 MeV/u. The experimentally deter-
mined values DERexp(qout589)52.5 MeV/u and
DE¯ Rexp(qout590)52.65 MeV/u are not to be compared di-
rectly to the above prediction, obtained for q590. For the
incident qin573 beam and the thickness t5120 mm, the
mean charge state qav throughout the target @see Eq. ~7!# is
somewhat smaller than qout . Using the Monte Carlo random
code, we calculated qav as a function of qout and obtained
qav(qout589)587.05 and qav(qout590)587.85. Using
these values, the theoretical mean energy losses are now
DERth(qout589)52.43 MeV/u and DERth(qout590)
52.48 MeV/u, which are smaller, but close to the experi-
mental results. However, even in the measurements per-
formed in the ‘‘random’’ orientation, channeling effects
clearly appear as demonstrated by the very large width of the
energy loss spectra. These effects may seriously affect the
experimental mean energy loss value. It is hence hardly pos-
sible to confirm the general trend observed in Ref. @42# for
relativistic very heavy ions, with k,1, i.e., a stopping value
; 10% higher than given by the Born approximation.
Assuming a q2 law, the random energy loss for q573
would be 2.653(73/87.85)251.83 MeV/u. The mean en-
ergy lossDEc(73) for channeled q573 ions, normalized to
the random energy loss is then DEc(73)/DER(73)
50.76/1.8350.41. This ratio may appear rather high if di-
rectly compared to the mean encountered electronic density
re(q573)52.8 electron per atom normalized to the overall
electronic density, i.e., 2.8/Z250.2. It illustrates again the
large contribution of distant collisions.
VI. SUMMARY AND CONCLUSIONS
We have performed a channeling experiment with
300-MeV/u U 731 ions on a silicon single crystal. The angu-
PRA 59 2825CHARGE STATES AND ENERGY LOSS OF 300-MeV/u . . .lar divergence of the beam in the fragment separator FRS at
GSI ~Darmstadt!, which was checked in our Monte Carlo
simulations, was small as compared to the channeling critical
angle.
The incoming charge state (qin573) of the beam was
chosen to be much lower than the equilibrium charge state in
silicon in order to discriminate among particles of various
transverse energies by selecting emergent charge states. In
particular, the ions transmitted in a frozen charge state
(qout5qin) have travelled through the crystal with small
transverse energies (1/15 of the critical transverse energy!.
The measurement of the energy loss of these ions was used
to study the contribution of the various electron shells of
silicon. The experimental results are consistent with the
semiclassical model of Bohr, which predicts a large contri-
bution ~25%! of energy loss to silicon L-shell electrons, for
ions with zero transverse energy. The main features of the
variations of the width and asymmetry of the energy loss
spectra are well reproduced by Monte Carlo simulations for
well-channeled ions. In particular, the energy loss spectra for
ions with q578 and 79 are very broad ~FWHM values of the
order of 70% of the mean energy loss! and have opposite
asymmetries.
The good agreement between measured and predicted en-
ergy losses for well-channeled ions provides a strong indica-
tion that the mean electron densities r¯ e(E') used in the
Monte Carlo code are reliable with a precision better than
10%. These densities enter directly in the extraction of theEII cross sections from the experimental results. We have
thus been able to obtain reliable quantitative information on
the dominant charge exchange process for well-channeled
ions. The simulations show that our experiment tests mainly
and precisely the M-shell ionization of the uranium ions.
Fitting the measured experimental emergent charge state dis-
tribution gives s3
EII cross sections that are twice larger than
the values calculated using the binary encounter dipole
model. Recent calculations of s1
EII using the relativistic dis-
torted wave approximation with Breit corrections provide
very good agreement with precise experimental EII cross
section measured by EBIT for uranium, using electrons with
energy Ee close to ours. It would be interesting to compare
our results with an extension of such calculations to the
M-shell of heavy ions with many electrons.
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1-4 Dépendance en paramètre d’impact de la Capture Mécanique 
 
Captures mécanique et radiative sont deux processus qui entrent en compétition dans les 
collisions ion-matière. La figure ci-dessous, extraite de la référence [Stoehlker 98], montre 
qu’aux énergies non-relativistes, la capture mécanique est le processus dominant pour des 
ions uranium nus en collision avec des atomes d’azote. Aux énergies ultra-relativistes, c’est 
un troisième processus, la capture par création de paire, qui est dominant [Belkacem 97]. Pour 
des ions non-complètement épluchés, la capture résonante RTE contribue à certaines énergies, 
avec une amplitude comparable à celle de la capture radiative. 
Le GSI permet, après accélération, épluchage, stockage et ralentissement dans l’anneau ESR, 
d’extraire des ions hydrogénoïdes de basse énergie, tels que le paramètre d’adiabaticité η, 
égal au rapport des vitesses du projectile à celle d’un électron sur sa couche n, soit très 
inférieur à l’unité pour n=1,2. On peut donc étudier la capture électronique dans des 
conditions très loin de l’équilibre de charge. Les sections efficaces de MEC sont alors 
colossales (supérieures au Mbarn), et, pour pouvoir étudier ce processus en condition de 





















Figure 4 : sections efficaces de capture électronique par des ions U92+ lors de collisions avec 
des atomes N en fonction de l’énergie des ions uranium. La ligne en pointillés représente la 
MEC, et la ligne en tirets la REC. D’après [Stöhlker 98]. 
 
Des études menées avec des cibles de carbone minces et un faisceau de plomb de 50 MeV/u 
environ, auxquelles nous avons participé au GSI, ont montré l’influence que peuvent avoir les 
impuretés déposées en surface : des taux de capture multiple ont été mesurés [Bräuning 01], 
incompatibles avec une distribution d’événements de capture indépendants. Cependant, des 
mesures ultérieures ont permis de montrer que l’état de surface des cibles utilisées était 
largement responsable de ces taux de capture multiple anormaux (présence d’impuretés). 
Nous reviendrons toutefois sur ce point plus loin. 
La canalisation d’ions dans un cristal permet d’avoir une approche originale de l’étude de la 
MEC dans ce régime. En effet, la distribution en énergie transverse d’un faisceau canalisé, et 
Energy (MeV/u) 
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donc la distribution en paramètre d’impact aux atomes cibles, peuvent être contrôlés et 
identifiés, ce qui permet d’étaler, même avec des cristaux très épais de plusieurs microns, le 
régime de capture mécanique depuis des conditions de collision unique (pour les ions bien 
canalisés qui voyagent loin des atomes) jusqu’au régime où l’équilibre de charge peut être 
atteint. 
Ce fut en grande partie l’objet de nos études en cave A au GSI lors des dix dernières années. 
Une première expérience réalisée en 1995 avec des ions Au79+ de 53 MeV/u a permis de 
caractériser le faisceau extrait de l’ESR ([Prinz 97], [Andriamonje 97]), et de motiver nos 
demandes pour obtenir des faisceaux davantage ralentis. 
Les articles suivants ont été rédigés à partir des résultats de la seconde expérience réalisée en 
2001, avec des ions U91+ de 20 MeV/u. Le premier article, "Impact parameter dependent 
electron capture by decelerated U91+ ions at 20 MeV/u using crystal channeling conditions" 
[Dauvergne 03], correspond à une présentation de ces résultats encore préliminaires lors de la 
conférence HCI 2002.  
L’analyse minutieuse de cette expérience et les simulations associées ont été menées par 
Etienne Testa dans notre groupe, depuis son stage de DEA jusqu’à sa thèse à l’automne 2005. 
Grâce aux corrélations entre l’état de charge des ions transmis, les multiplicités d’électrons 
collectés à la surface du cristal, et les taux de raies X caractéristiques des différents types de 
capture (mécanique ou radiative), nous avons pu obtenir une information très détaillée sur les 












Des simulations ont été entreprises pour extraire des données quantitatives de cette 
expérience. Elles constituent une large part de la thèse d’Etienne TESTA dans notre groupe. 
Nous avons choisi de ne pas faire de simulations complètement Monte Carlo, dans lesquelles 
nous aurions suivi l’histoire des événements d’échange de charge par les ions au cours de leur 
trajectoire dans le cristal. Ces simulations sont trop coûteuses en temps de calcul, et il n’aurait 
pas été possible de reproduire l’ensemble de nos données. Nous avons donc choisi d’étudier, 
dans le cas de la MEC, le taux de "capture effective" en fonction de la distance minimale 
d’approche aux rangées ou aux plans suivant l’orientation du cristal. Par capture effective, 
nous entendons une capture électronique conduisant à la réduction d’une unité de l’état de 
charge de l’ion en sortie du cristal, c'est-à-dire que l’électron capturé (le plus souvent en 
couche externe (n > 4) ) n’est pas ré-ionisé. C’est ce choix qui permet la meilleure 
confrontation entre les simulations et les données expérimentales dans le domaine de 
sensibilité de cette expérience pour l’étude de la MEC en fonction du paramètre d’impact  
(entre 0,2 et 0,5 Å), et avec le minimum de paramètres ajustables dans les simulations : la 
divergence angulaire du faisceau, l’effet du réchauffement transverse des ions canalisés dans 
ce cristal relativement épais (11µm), l’influence des couches amorphes en surface du cristal, 
et bien entendu un éventuel facteur d’ajustement des probabilités de capture MEC et REC en 
fonction du paramètre d’impact. 
Ce domaine de sensibilité de 0,2 à 0,5 Å en paramètre d’impact dépend en grande partie du 
choix de l’épaisseur de cible : la limite inférieure correspond au seuil en dessous duquel les 
ions capturent plus d’une dizaine d’électrons, et donc pour lesquels on n’a plus d’information 
par l’émission X, limitée au remplissage des couches n=1 et n=2 du projectile (raies K et L) 
avec les détecteurs germanium utilisés. Une cible beaucoup plus mince (~ 1µm) aurait réduit 
considérablement le nombre d’électrons capturés, et aurait déplacé cette fenêtre vers les plus 
petits paramètres d’impact. Cependant la perte d’énergie n’aurait pas été mesurable (voir 
section 1-6 plus loin), et l’influence relative de la capture dans les couches amorphes en 
surface aurait été plus importante.  
L’article "Impact parameter charge exchange studies with channeled heavy ions" [Dauvergne 
06] a fait l’objet d’une conférence invitée à la conférence ICPEAC 2005, Rosario, Argentine. 
Il doit paraître prochainement dans les actes de cette conférence. 
Il présente le plus brièvement possible les résultats de ces simulations, sachant qu’un article 
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We use decelerated (below 20 MeV/u) H-like heavy ions extracted from the GSI-ESR storage ring to study electron capture 
processes such as Radiative Electron Capture (REC) and Mechanical Electron Capture (MEC) in channeling conditions. With the 
help of simulations, we show that MEC occurs at relatively large impact parameters into highly excited states. REC studies 
provide information about the electron gas polarization. 
 
Introduction 
Bare heavy ions can be decelerated down to a few MeV/u at the Experimental Storage Ring facility (GSI, 
Germany). Such ions are very far from their charge equilibrium in matter, since their velocity is much smaller 
than the velocity of their inner-shell bound electrons. The extraction of such beams allows one to study their 
collision with solid targets. Their interaction with matter should provide a very strong perturbation, along with a 
very high cross section for electron capture.    
We present here some results concerning the impact parameter dependence of the electron capture processes 
competing inside a crystalline target under alignment conditions.  
Indeed, channeling of charged particles in a crystal leads to a redistribution of the ion flux inside the target. 
Channeled ions have a restricted accessible transverse space, which is determined by their transverse energy [1]. 
In the continuum potential approximation, the collisions of particles along atomic strings or planes are described 
as deflections by a continuum potential, which is averaged along the crystallographic direction. With the help of 
simulations, detailed information can be extracted on the impact parameter dependence of interaction processes 
such as charge exchange and energy loss, provided that the transverse energy of channeled ions can be 
determined. This is what has been done in this work, which presents part of the results obtained recently with 
decelerated heavy ions at 20 MeV/u and below.  
 
                                                 
†
 Present address: CENBG, CNRS-IN2P3 and Université Bordeaux 1, Le Haut Vigneau, 33175 Gradignan cedex, France. 
 2 
Experiment 
A detailed description of the production of decelerated H-like heavy ions has been given in ref. [2]. 
Briefly, some 107 highly-charged ions, accelerated up to a few hundreds of MeV/u by the heavy-ion synchrotron 
SIS-18, are fast extracted. They are further totally stripped in a thick stripper foil placed between the SIS and the 
storage ring ESR, and then injected at once inside the ESR. After cooling and deceleration, they are extracted 
continuously from the ring by means of radiative recombination inside the electron cooler, which changes the 
magnetic rigidity relative to stored bare ions. Due to different orbits, the H-like ions can be deflected into the 
extraction channel by a septum magnet. The electron current in the cooler is tuned in order to adjust the extracted 
ion beam intensity. Thus, within a full cycle of about 6 minutes, a continuous beam is extracted during 4 
minutes, exponentially decreasing with time from a few 104 ions/s down to 5.103 ions/s typically. The beam is 
transported towards the experimental cave and focused with the most possible parallel optics on the crystal 
target. Behind the target, transmitted ions are analyzed in charge and momentum by a magnetic spectrometer. As 
targets, we have used silicon crystals of various thicknesses and orientations. Before setting a crystal under 
vacuum, its surfaces were cleaned by means of a fluorhydric acid solution.  
In all experiments, X-rays are detected at 90° from the beam direction. The target is biased, in such a way that 
emitted electrons from the surfaces are collected by grounded silicon detectors located in front of the two 
surfaces of the thin crystal.  
At the focal point of the spectrometer, a position sensitive detector (microchannel plate counter with delay-line 
readout) allows to detect the selected ions and to perform an event by event acquisition containing coincidences 
between X-rays, electron multiplicities and transmitted ions of identified magnetic rigidity. 
Results and simulations 
We will concentrate mainly on the experiment performed with 20 MeV/u U91+ ions channeled in an 11.7 
micrometer thick crystal. Some of the results have been presented in ref. [3]. Here we add more refined analysis 
obtained by means of simulations, which need to be described first.  
Principles of the simulations 
These simulations are aimed to estimate the mean number of electron captures by aligned projectiles as a 
function of their transverse energy, assuming statistical flux equilibrium for channeled ions. The simple idea 
behind the statistical flux equilibrium is that channeled ions of given transverse energy explore uniformly all 
their accessible transverse space. Thus the transverse energy of a channeled ion defines its impact parameter 
distribution along the path inside the crystal. The charge state at emergence is then calculated by injecting in 
Monte Carlo simulations an impact parameter dependent capture probability. Such simulations have the 
advantage to avoid full trajectory calculations, which spares computation time (trajectory calculations are made 
once for each transverse energy in order to implement the impact parameter distributions). The drawback is that 
multiple charge exchange effects, arising when an ion approaches close to a string or a plane, cannot be taken 
into account. This is why we have limited these simulations to ions with a relatively low transverse energy, i.e. 
for which each single charge exchange event can be considered independently. For high transverse energy ions, 
suffering close collisions along atomic strings, full Monte Carlo calculations are needed to follow the evolution 
of the electronic configuration. Such a work, devoted to the study of a “super-density effect” associated to the 
very high rate of atomic collisions near strings, has been described separately [4].  
The transverse energy distribution of the incoming beam depends on the crystal orientation and on the beam 
angular distribution. The latter is a parameter in the simulations, which has to be adjusted according to our 
observations. We take into account the dechanneling effects that tend to increase the transverse energy of 
channeled ions inside this relatively thick crystal. The number of electron captures is estimated as following: 
REC probabilities are proportional to the sampled local electron density, and depend on the occupation of inner 
shells (REC cross sections decrease as the mean quantum number n of the final state increases). MEC 
probabilities are adjusted as a function of impact parameter to get the best possible agreement with the various 
measurements. A small probability of MEC into the thin amorphous surface layers is also considered, which 
does not depend on the ion transverse energy. 
Results 
Figure 1 shows the charge state distributions obtained for random, (110) planar and <110> axial orientations, 
after crossing a 11.7 µm thick crystal. In such a thick crystal, the charge equilibrium is reached only for a 
random target orientation. In channeling conditions, the charge state distributions are much broader and extend 
from frozen 91+ ions to very low charge states.  
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Figure 1. Charge state distributions obtained for 20 MeV/u incident U91+ ions on a 11.7 µm thick Si crystal for various orientations. The thick 
solid lines are simulations (see text). 
 
These distributions reflect the transverse energy distributions of channeled ions, frozen ions being the best 
channeled ones. The results of the simulations are superimposed. They agree fairly well, both in the shape and in 
the absolute amplitude of the distributions (although ions with a high transverse energy are not considered in the 
simulations, we evaluated this fraction of ions that reach charge states below 82+).  
Tilting the crystal by an angle δψ relative to the incident beam increases the transverse energy E⊥ of each 
incident particle by the amount δE⊥ = E(δψ)2, where E is the total ion kinetic energy.  Thus the charge state 
distribution strongly depends on the crystal orientation. This is shown in figure 2, where we present the evolution 
of charge fractions 91 and 87 as a function of the tilt angle relative to the <110> axis. The frozen ion fraction 
disappears almost completely at a tilt angle which is less than half the channeling critical angle. The fraction of 
the lower charge state 87, increases for increasing small angles and rapidly decreases at angles only slightly 
larger than for frozen ions. This shows that many electron capture events occur for ions with relatively small 
transverse energy, since an incidence angle of 0.04° corresponds to a minimum distance of approach to atomic 
strings of about 0.4 Å for ions entering the crystal at the center of the channel. Again the simulations are able to 
reproduce the data.  
Figure 2. Evolution, with the angle relative to the <110> axis, of charge state fractions 91 and 87 for 20 MeV/u incident U91+ on a 11.7 µm 
thick Si crystal. The dashed lines are simulations. 
 
Information on the nature of electron capture is deduced from the X-ray observation. This is illustrated in figure 


















ions), and the other one for a random orientation. Both spectra show mainly transitions into n=1 and n=2 levels 
of the uranium projectiles. They correspond either to inner-shell transitions (K and L-lines) or to REC into K- 
and L-shells. As MEC occurs into excited states, the filling of the K and L-shells following MEC causes the 
emission of K and L lines. In the random spectrum, a large fraction of the L-lines is also due to the creation of L 
vacancies once the charge equilibrium is reached in this thick target, or at least once the L-shell is filled. Note 
that K- and L-REC lines are almost absent from the random orientation spectrum. The reason is that those inner 
shells are very rapidly filled inside the target by MEC, which prevents REC from occurring. On the contrary, 
ions emerging as 90+ under axial alignment are well channeled ions, for which MEC is strongly reduced inside 
the crystal.  
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Figure 3. X-ray spectra recorded at 90° for 20 MeV/u incident U91+ on a 11.7 µm thick Si crystal. Upper spectrum: axial orientation, in 
coincidence with U90+ transmitted ions. Lower spectrum: random incidence. The spectra are normalized to the same number of transmitted 
ions. 
 
For those ions, REC is the dominant capture process, and the corresponding peaks are easily observed. Here, 
even Kα lines are mainly due to the decay of electrons captured by REC into low j-values of the L-shell (note 
that the ratio Kα1/Kα2 is inverted on the two spectra in fig. 3). Thus, REC and MEC capture rates can be 
evaluated for any transverse energy of channeled ions, that are selected either by their charge state at emergence, 
or by their electron multiplicities from the crystal surface. This is shown in figure 4, where average MEC and 
REC rates are represented as a function of the minimum distance of approach to the atomic strings along the path 
inside the crystal (axial orientation). This curve is obtained as a direct output of the simulations. One can see the 
very fast increase of MEC events when ions are able to approach the strings at distances smaller than 0.4 Å to 
atomic strings. REC contributes significantly at large distances. However, no increase of the REC yield is found 
close to the target atoms, although the mean electron density sampled by ions with increasing transverse energy 
increases. This is again due to the rapid filling of inner shells by MEC and electron cascades close to the 
entrance of the crystal (ions with parallel incidence with the crystal axis penetrate the crystal at the minimum 
distance of approach to strings, and so the MEC rate is maximum there). 
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minimum distance of approach (Å)
 
Figure 4. Estimates, deduced from simulations, of the total capture yields for 20 MeV/u incident U91+ inside the 11.7 µm thick Si crystal, as a 
function of the minimum distance of approach to the <110> atomic strings for channeled ions. Solid line: MEC yield, dashed line: REC. 
 
Discussions 
Mechanical Electron Capture 
The knowledge of the complete impact parameter distribution for channeled ion trajectories inside the crystal is 
needed to extract the atomic impact parameter probabilities of MEC. In particular, one has to take into account 
the thermal vibrations of the target atoms, and dechanneling effects. This makes the dependence with atomic 
impact parameter of MEC significantly narrower than shown in Fig.4. Our experiments are mainly relevant in 
the impact parameter region 0.2 – 0.4 Å, where a maximum of constraints on the fitting procedure can be 
extracted from the experimental observations. Actually, we show in Fig.4 an effective capture probability, i.e. 
the probability to capture an electron and not to lose it by ionization afterwards. At distances of approach smaller 
than 0.2 Å, a much thinner crystal would be needed to limit the number of electron captures so that information 
can still be extracted from X-rays (no more L-lines consecutive to capture are emitted beyond 9 captured 
electrons). At distances of approach larger than 0.4 Å, the origin of the uncertainties is the determination of the 
absolute REC probabilities, of the MEC capture yield in the thin surface amorphous layers and the knowledge of 
the beam angular divergence.  
The impact parameter dependent MEC probabilities have been deduced from the capture yield presented in 
Fig.4, and the impact parameter distributions calculated by means of trajectory simulations. They have been 
compared with CDW-EIS calculations performed by P. Abufager et al. [5].  These calculations were limited up 
to n=5 due to the very large complexity of such analytical calculations for higher projectile n-shell values. These 
calculations show that for n<6 MEC occur mostly at impact parameters smaller than 0.25 Å, i.e. in a region 
where our experiments do not provide very accurate information. In fact, MEC capture into these “inner” shells 
is not the dominant process.. Actually, integrated CDW calculations show that the cross section is maximum for 
final states equal to 5 and 6, and only slowly decreases for higher n-shells. Additional CTMC calculations of 
MEC probabilities as a function of impact parameter are now in progress. 
Radiative Electron Capture 
The analysis of the K- and L-REC peaks (energy values, shape and amplitude) provide detailed information on 
the ion-electron interaction by such highly charge ions in a dense electronic medium. We have reported in ref. 
[6] that a shift of about -100 eV of the REC lines is observed compared to the calculated values corresponding to 
the capture of a free electron isolated in vacuum. This shift is attributed to the dynamic electron gas polarization 
by the high projectile charge, slowly moving inside the medium. This energy shift is found in agreement with 
values calculated by the linear response theory [7].  
 6 
Another consequence of the dynamic response of the electron gas is the local increase of the local electron 
density at the ion site, which may increase the REC yield compared to a non perturbed electron gas. Indeed, we 
do observe an increase of about 40% [6]. This increase of the local electron density is much smaller than 
predicted by the linear response theory. Actually, this is not surprising, because the first order perturbation 
calculations are certainly not valid for such a system. Non perturbative calculations are obviously needed to 





We have shown that charge exchange by decelerated highly charged ions can be studied in details as a function 
of impact parameter using crystal channeling. For 20 MeV/u U91+ ions, non radiative capture (MEC) into highly 
excited states is the dominant capture process at small impact parameters. Complete calculations of the impact 
parameter dependence of MEC are still in progress, the analytical CDW-EIS being limited to relatively low-
lying states. REC is the dominant capture mechanism at large distances from the target atoms, and provides 
interesting information on the dynamic electron gas polarization. In a more general review on these experiments, 
to be published, we will also discuss particular aspects of energy loss, the very high charge of channeled ions 
being responsible for very high energy loss rates.  
Acknowledgments 
We gratefully thank P. Abufager and R. Rivarola who provided us with calculations of electron capture.  
This work was supported by the French – German GSI-IN2P3 collaboration agreement 97-35. 
References 
1. D. S. Gemmell, Rev. Mod. Phys. 46 (1974) 129. 
2. H. T. Prinz et al., Hyperfine Interactions Cf22, 1729 (1995). 
3. D. Dauvergne et al., Nucl. Instr. And Meth. Phys. Res. B205, 773 (2003). 
4. A. L’Hoir et al., to be published in Nucl. Instr. and Meth. Phys. Res. B. 
5. P. Abufager and R. Rivarola, private communication  
6. E. Testa et al., to be published in Nucl. Instr. and Meth. Phys. Res. B  



















































































































 %	& ,  
	 	
 / 9 "6 =0  
  	 

   
  - 1   













































   7












  	 	 1  





   
   F+* 
 







      I    




,   %    
















   4 	




K  4 	





4 /    " M 	$	 40   
>





















	  7 	& 	 	#1 89  











	 	 	< :; -






















J      	 1  


































' %  
 A  





 .  






























 	2	 	 
 
	 7

























   4    1      
&
3.
P     .    >?  
	%/	40	%

.  P  /    >QR?0& ( 
  

	  7  

4       / 
>
?740&









































   .  1  	    I 
7 








   / " : D






















'    .   



































4D   	1  
	  
     
 .&     
 

 1  





 7 	&   












.   4 U& ' 	




























7   ": 3  "6 
   1 
	    





-		 #& E4.  

  7 4 
 7














with Materials 8 Atoms 
Influence of intrashell excitation ( n = 2) on the population of 
mestastable states of H- and He-like krypton ions in channeling 
conditions ’ 
S. Andriamonje a, M. Chevallier b, C. Cohen ‘, N. Cue d, D. Dauvergne b, * ,
J. Dural e, F. Fujimoto f, R. Kirsch b, A. L’Hoir ‘, J.-C. Poizat b, Y. QuCrk f, 
J. Remillieux b, C. RGhl a, H. Rothard e, J.P. Rozet ‘, D. Schmaus ‘, 
M. Toulemonde , D. Vemhet ’ 
a Centre dEtudes Nuclkaires de Bordeaux- Gradignan and IN2P3, le Haut-Vigneau, 33175 Gradignan Cedex, France 
b Institut de Physique Nuclkaaire de Lyon and IN2P3, Universiti Claude Bernard Lyon-l, 43, Bd du Nouembre 1918,69622 Vifleurbanne 
Cedex, France 
’ Groupe de Physique des Solides, CNRS URA 017, Uniuersite’ Paris VII et Paris VI, 75251 Paris Cedex 05, France 
d Deparhnent of Physics, The Hong Kong University of Science and Technology, Kowloon, Hong Kong 
’ CIRIL, UMR II CNRS-CEA, rue Claude Bloch, I4040 Caen Cedex, France 
’ Laboratoire des Solides Irradiks, Ecole polytechnique, 91 I28 Palaiseau Cedex, France 
Abstract 
We have observed elayed K, photons emitted by 60 A MeV H-like and He-like krypton ions leaving a 37 p,m silicon 
crystal, both for random and (110) axial alignment of the target. We could extract intrashell (2s -+ 2p) excitation 
probabilities, which are compared with values deduced from PWBA calculations. 
1. Introduction 
Swift heavy ions travelling inside a disordered material 
reach very rapidly a statistical equilibrium in both distribu- 
tions of charge and excitation states [1,2]. On the contrary, 
heavy ions channeled in a thin crystal interact mainly with 
outer-shell target electrons. Thus channeling allows obser- 
vation of processes such as radiative electron capture 
(REC) [3] and electron impact ionization (EII) [4,5]. In 
particular these processes can lead to the population of 
metastable states. In this paper we are interested in the 
influence of collisional intrashell (An = 0) excitation on 
the lifetimes of metastable states of H-like and He-like 
krypton ions channeled in a Si crystal. Low lying (n = 1 
and n = 2) level structures of H-like [6] and He-like [7] 
krypton ions are presented in Fig. 1. Among them, the 
2s ,,2 (H-like), 1~2s ‘S, and 3S,, ls2p “PO and 3P2 
levels cannot decay to the ground state via a single electric 
dipolar transition El [8]. Intrashell excitations, with small 
momentum transfers, involve large impact parameters, and 
thus may occur even in channeling conditions. So they 
* Corresponding author, e-mail: dauvergne@lyolav. in2p3.fr. 
’ This work was partly supported byCNRS through GDR86. 
may influence considerably the population of metastable 
states by shortening their lifetime inside the crystal. 2s-2p 
excitation probabilities were studied theoretically by 
McGuire et al. [9] in the semiclassical Coulomb approxi- 
mation for proton-neutral atom collisions, and by Nicolai 
et al. [lo] within the PWBA approximation. To our knowl- 
edge there are only a few experimental results on this 
matter up to now. However a recent experiment pointed 
out that PWBA calculations underestimate the measured 
cross section in the case of 13.6 MeV/u argon ions in 
collisions with gas targets [1 I]. 
2. Experiment 
During an experiment devoted to REC measurements in 
channeling conditions [12], that was performed on the 
LISE beam line at GANIL with 60A MeV krypton ions, 
we have observed the delayed Ml K, lines. As shown in 
Fig. 1, the decay lengths associated with the lifetimes are 
of the order of a few millimeters for projectiles of this 
velocity. Incident krypton ions, of charge 36 + , 35 + and 
33 + , respectively, 
2 S. Andriamonje et al./Nucl. Instr. and Meth. in Phys. Res. B 107 (1996) 1-5 
-17.9362 
,52,s 1 1 ///‘= El alo”‘< 
0 -17.297 
Fig. 1. Low energy level diagrams and radiative transition rates 
for H-like (a) and He-like (b) Kr ions. Energies are in keV. The 
distances in parentheses represent he mean free path in the 
laboratory frame for an ion travelhng at a velocity u = 0.343~. 
2s + Is and 2%, 4 1’S, Ml transitions, that are of interest in 
this work, are indicated by a thicker line. 
from the crystal were charge- and energy-analysed by 
means of a magnetic spectrometer. A Si(Li) diode was set 
at 90” and at a distance of 17 cm from the beam. A 3 mm 
thick lead shield was inserted between the crystal and the 
detector, in such a way that photons emitted inside the 
crystal could not be detected. The absolute dose was 
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Fig. 2. Charge state distributions obtained with 60 A MeV krypton 
ions of various incident charge states, emerging from a 37 pm Si 
crystal, for alignment with tbe (110) axis, and for random 
incidence. 
will be given in a forthcoming paper on our REC measure- 
ments [ 121. 
Charge state distributions, measured with a multiwire 
proportional gas chamber, are presented in Fig. 2 for 
respective incident charges 33+, 35+ and 36+, for both 
axial and random crystal orientations. In the latter case, the 
distributions for the three incident charges are found iden- 
tical, indicating charge equilibrium. This result is well 
reproduced by a depth dependent calculation of projectile 
charge states, using the code ETACHA [ 1,2], that gives the 
evolution of each nl state for random orientation. For 
Kr36c incident ions in (110) alignment, the single colli- 
sion regime for electron capture (by REC) is found to be 
valid since only 4% of the incident ions could capture one 
electron, and less than 0.2% of them captured two elec- 
trons successively. For Kr3’+ incident ions, the probability 
Table 1 
Measured probabilities and corresponding mean free paths for various charge-exchange processes for 60 A MeV Kr ions channeled in a 37 
pm Si crystal aligned along the (110) axis. Capture probabilities am given for a bare ion. Ionization probabilities are given per electron on 
the corresponding shell 
K-REC L-REC K-EII L-E11 
(2s-REC) 
Probability 
37 pm Si( 110) 
Mean free 
path Atlu.ml 
0.03 * 0.005 
1210 f 200 
0.006 f 0.001 
(0.005 f 0.001) 
6100 &.lOOO 
(7300 f 1400) 
0.09 f 0.015 
392 i 62 
0.4 f 0.06 
72& 11 
S. Andriamonje et al./Nucl. Instr. and Meth. in Phys. Rex B 107 (1996) 1-5 3 
of losing the K-electron by target electron impact ioniza- 
tion is 9%. For Kr3” incident ions, the probability of at 
least one EII reaches = 60%, and the capture probability 
(by L-, M- . . . REC) is too small to be measured. As only 
unchanneled ions can lose three electrons (see Table I), 
the unchanneled fraction of the beam can be deduce from 
the 36+ fraction, and is estimated to be 2%. All these 
numbers are confirmed by the analysis of X-rays emitted 
by the projectile at the crystal site, and detected at 90” and 
125” by two Ge detectors [ 121. Extracted probabilities for 
single charge exchange events by a channeled ion are 
given in Table 1, together with the corresponding mean 
free paths. From this we will deduce the production rates 
of the metastable states of Kr35+ and Kr34f, as discussed 
below. 
3. Results and discussion 
In Fig. 3 we present three delayed X-ray spectra ob- 
tained with the Si(Li) detector for random incidence (Fig. 
3a), for alignment conditions of Kr33+ (Fig. 3b) and 
Kr36” (Fig. 3c) incident ions respectively. The three spec- 
tra are normalized to the same number of incident ions. In 
random conditions (Fig. 3a), as charge equilibrium is 
reached, different incident charges lead to the same spec- 
trum. The He-like 23S, + 1’S, Ml transition is clearly 
40 - 
n (c) 
4 6 a 10 12 14 
ENERGY (keV) 
Fig. 3. Spectra of delayed photons detected at 90” from the beam 
axis. The crystal target area was hidden to this detector. (a) 
Random crystal orientation, (b) (1 IO> alignment conditions with 
Kr33+ incident ions, (c) (1 IO) alignment conditions with Kr”+ 
incident ions. The three spectra are normalized to the same 
number of incident ions. 
observable, with a low energy tail due to the Doppler shift 
accompanying the exponential attenuation within the 2 cm 
decay length after the crystal. Unfortunately, the 2s + 1s 
H-like Ml transition (12.5 keV) cannot be distinguished 
from the Pb La fluorescence line at 12.6 keV (that is 
expected to be of the same order of magnitude as the Pb 
L, line which is clearly seen at 10.5 keV1. These lines are 
part of the fluorescence X-ray spectrum due to the material 
in the target chamber: Ni, Fe, Cu and Pb of the shield. Fig. 
3 shows that this fluorescence is reduced by a factor of 2 
in alignment conditions (a continuous background, due to 
surrounding radioactivity, is also present and depends 
mainly on acquisition duration). All we can say is that the 
H-like contribution appears maller than the He-like one. 
However as the lead shield could have masked a zone 
extending at most up to 2 mm after the crystal, the 
corresponding counting loss could reach about 40% for the 
H-like case and 10% for the He-like case (cf. the “radia- 
tive” path lengths of Fig. 1). In this latter case, from our 
estimated etection solid angle of an/477 = (5.3 f 0.5) X 
10w5, we deduced a 23S, population of (6.8 + 1.6) X 
10m4, and the value predicted by the code ETACHA, that 
takes nf-nl’ intrashell excitations into account within the 
PWBA approximation, is 5.8 X 10e4, then in rather good 
agreement. However, the test of PWBA is not very severe, 
since a variation by a factor 2 of the given cross section in 
the code ETACHA leads to a variation of only 16% of the 
23S, population (this means that other processes uch as 
capture, ionization and intershell excitation dominate the 
evolution of the population of this state). 
In the spectrum of Fig. 3b, obtained with incident 
Kr331 ions, the 23S, -+ I’S, line is clearly observed. The 
shape of the line has been reproduced by a simulation 
taking into account the detection geometry, the detector 
resolution and a decay length of 2 cm (lifetime of 2 X lo- lo 
s). The area of this peak can then lead to an estimate of the 
fraction of ions emerging in the metastable state 23S ,, 
which is found to be (2.3 f 0.5) X 10m3 of the total trans- 
mitted beam. The uncertainty is due to statistics, back- 
ground subtraction and solid angle determination. We 
compare now this number with the production yield of the 
metastable 23S, state, that can be calculated if intrashell 
collisional mixing is disregarded: the most probable way 
of getting this 23S, state is the removal of one of the two 
K-electrons by target electron impact ionization, the two 
other electrons remaining unperturbed (note that the same 
process could lead to the 2’S, state, the relative probabil- 
ity being proportional to the (2.I + 1) term). If we neglect 
less probable multistep processes, the probability for get- 
ting a metastable 1~2s 23S, state from an incident ls22s 
Kr33+ ion in a target of thickness t may then be written 
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in which the first exponential factor (when divided by 
A K_E,,) corresponds to the probability for a K-electron to 
be lost between x and x + dx, and the two other exponen- 
tial factors correspond to the probability for the other 
K-electron and the 2s electron, respectively, to stay in their 
initial state (cf. Table I). The factor 3/4 corresponds to 
the probability of forming a triplet state (see above). Note 
that the radiative decay of the 23S, state is negligible 
inside the target itself, which means that ht_Ioss is here 
taken equal to A,_,,,. The calculated value of P(3S,) is 
0.075 + 0.02. The comparison of this number with the 
measured value (2.3 k 0.5) X 10m3 clearly shows that the 
‘S, state is in fact rapidly depopulated inside the crystal. 
The process that may depopulate this state is the colli- 
sional nl-nl’ intrashell excitation. Eq. (1) is no longer 
valid, since one has to consider 2s + 2p transitions, as 
well as 2p + 2s transitions that populate the 23S, state 
(note that the 2p + 2s transition does not occur in the 
H-like case, since all 2p states decay promptly to the 1s 
ground state). Each transition occurs between states that 
have the same spin, and is weighted by the ratio of the 
final to the initial degeneracy factor g,/g, = (2J, + 
1)/(2J, + 1). We performed a simulation to extract the 
value hZs_2p of the mean free path for 2s-2p collisional 
excitation, in which we determine the evolution of the 
populations of the four 3S,, 3P,, 3P, and 3P, triplet states 
inside the crystal target after K-ionization, as a function of 
A . Further K- and L-ionization probabilities were 
ta;i?into account. For low values of A2s_2p (A,,_,, -+z 
t), we assumed that all 1~21 states are statistically popu- 
lated (23 + I), at the time of the projectile K-electron 
removal. Another assumption was that A2s_2p does not 
depend on the transition energy (it is confirmed in this 
case by the PWBA calculations). Then the main contribu- 
tion to the triplet state depopulation is 3S, + 3P,, since the 
lifetime for radiative 23P, + 1’S, deexcitation is much 
smaller than that for collisional mixing, as far as A2s_Zp 
2 1 p.m (cf. Fig. 1). 
The result leads to A2s_Zp = 1.0 p,rn (with 0.7 5 A2s_2p 
< 1.7 pm). This value validates our hypothesis that A2s_2p 
-=z t. We can then deduce a cross section per target Si 
atom: uls_Zp = 2.4 X lo-l9 cm2 (1.7 X lo-l9 5 u22s_2p 9 
4.0 X lo-l9 cm2). Within these uncertainties, this value is 
only slightly smaller than the theoretical one obtained 
within the PWBA approximation (4.1 X lo-l9 cm2). 
However, since we cannot verify whether PWBA describes 
correctly 2s-2p excitation for random conditions (see 
above), we cannot conclude on a reduction of intrashell 
excitation in channeling (if, as in Ref. [ 111, the PWBA 
cross section is too small by a factor 2 , then the 2s-2p 
excitation probability would be reduced by a factor 2 to 5 
by channeling). 
Let us consider now the last spectrum (Fig. 3~). ob- 
tained with Kr36+ incident ions in channeling conditions. 
Here the He-like 23S, -+ 1’S, line does not emerge from 
the background, since the Kr34’ emergent fraction is quite 
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Fig. 4. Delayed photon spectra (for incident Kr36+ ions) in 
coincidence with well channeled transmitted ions of charge state 
35+ (a) and 34+ (b). The left scale corresponds to the nonnal- 
ization to the same number of incident ions as in specbum of Fig. 
3c. 
small (cf. Fig. 2). As in random conditions, we cannot 
observe the H-like 2s 4 1s line, since the Pb L, and Pb 
L, lines are present. In this case however, we have also 
recorded X-ray spectra (Fig. 4) where photons were de- 
tected in coincidence with well channeled transmitted 
Kr35+ ions (Fig. 4a) and Kr34+ ions (Fig. 4b) by selecting 
half of the ions with low energy loss. The spectrum (Fig. 
4a) is similar to fortuitous coincidence spectra and thus 
shows that the 2s + Is transition is not observed within 
our statistics. We find that the absence of this transition is 
compatible with the value of A2s_2p obtained above, taking 
into account that detection might be delayed until 2 mm 
after the crystal. On the contrary we do observe the 23S, 
-+ l’s0 transition in the specbum (Fig. 4b), and the 
corresponding P(23S,) value is (11.1 k 3) X 10e6. As the 
metastable He-like state is formed mainly by a sequence of 
two REC events, the second one being a capture into the L 
shell, we can again deduce the cross section for 2s-2p 
mixing, by means of a simulation of the same kind as 
above: a,,_ 2p = 3.8 X lo-l9 cm* (1.4 X lo-l9 < u2zs_2p 
4 9.4x lo-‘9 cm2>, which agrees with the value de- 
duced above from our Kr33+ experiment. 
4. Conclusion 
We have studied the populations of metastable states 
23S, and 2s,,* of Kr34+ and Kr”‘ions respectively, 
coming out from a 37 pm Si crystal in channeling condi- 
tions. Both populations are strongly reduced inside the 
crystal. In both cases this reduction is due to 2s-2p 
collisional intrashell excitation. We could determine the 
corresponding cross section, and, within an accuracy of 
S. Andriamonje er al./Nucl. Instr. and Merh. in Phys. Res. B 107 (1996) 1-5 
50%, we found it only slightly smaller than a PWA 
calculation for a neutral target atom. 
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Un autre aspect remarquable de l’interaction ion-solide qui peut être mis en évidence par la 
canalisation d’ions très lourds est la polarisation du gaz d’électron, induite par la forte 
perturbation que cause un ion très chargé et peu rapide au gaz dense des électrons d’un solide. 
Cette perturbation est un effet collectif, qui conduit à des fluctuations de la densité 
électronique au voisinage de l’ion. Si la propagation de ces fluctuations est moins rapide que 
l’ion, il se développe des fronts d’interférences à la manière des vagues dans le sillage d’un 
bateau (d’où le nom d’effet de sillage).  
Une description de l’effet de sillage en terme de perturbations au 1er ordre [Echenique 79] 
montre que la variation relative de la densité électronique locale (sur le site même de l’ion) est 
égale à vvZ p // 0piρρ =∆ , où Zp et v sont la charge et la vitesse du projectile, et v0 la vitesse 
de Bohr. Cette même théorie de la réponse linéaire du milieu prévoit un déplacement du 
niveau d’énergie du continuum, et donc de l’énergie de liaison des électrons, de ( ) ( )020 /2//lim vvZreZ pppr ωpi h−=−Φ→  , où Φ(r) est le potentiel de sillage, et ωp la 
pulsation de plasmon associé au gaz d’électrons. 




== ηζ vvZ p , η étant le paramètre d’adiabaticité. 
Une étude de l’amplitude de l’effet de sillage sur le site de l’ion peut être faite au moyen d’un 
processus permettant de caractériser ce gaz d’électrons localement : c’est le cas de la capture 
REC en couche interne d’un ion lourd. En effet, la capture radiative est un processus local, au 
sens où un électron est capturé à un paramètre d’impact de l’ordre de l’extension de la 
fonction d’onde dans l’état final. L’énergie des photons REC, somme de l’énergie cinétique 
de l’électron à capturer dans le référentiel du projectile et de l’énergie de liaison de cet 
électron dans l’état final, traduit le décalage en énergie induit par le sillage. La probabilité de 
REC est directement proportionnelle à la densité électronique locale.  
Une étude en canalisation a été réalisée par Tribedi et al. [Tribedi 95] avec des ions légers, et 
pour des valeurs de ζ proches de 1. Leurs résultats semblent montrer une évolution du 
décalage en énergie des photons REC-K en fonction de ζ. 
En ce qui concerne la densité électronique locale, une différence systématique entre sections 
efficaces de REC mesurées en cibles solides et cibles gazeuses a été observée par Stöhlker et 
al. [Stöhlker 98], et peut être interprétée par l’effet de sillage en cible dense. 
Les ions très lourds et très chargés, ralentis et extraits de l’anneau ESR du GSI, permettent 
d’obtenir les perturbations les plus fortes pour des ions rapides.  
L’article ci-dessous “Electron gas polarization effect induced by heavy H-like ions of 
moderate velocities channeled in a silicon crystal” par E. Testa et al. [Testa 06], correspond 
aux mesures réalisées lors des expériences de 2001 et 2003, avec des ions U91+ de 20 MeV/u 
et Pb81+ de 13 MeV/u. Elles ont permis d’atteindre des valeurs de ζ = 3,3 et 3,6 
respectivement. L’analyse spectroscopique minutieuse a été réalisée par Etienne Testa, et est 
rapportée dans sa thèse.  
Les conditions de ces expériences sont telles que la capture REC ne peut se produire que sur 
les électrons de valence, car la MEC bloque très rapidement la REC-K et L dans la cible pour 
les ions mal canalisés, ce qui permet de ne pas avoir à prendre en compte un éventuel 
décalage en énergie des photons REC dû aux électrons de cœur de la cible (ce décalage 
intervient à la fois par leur énergie de liaison, et par la dispersion en énergie des photons REC, 
couplée avec une forte variation de la section efficace avec l’énergie). Ce décalage n’a 
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We report on the observation of a strong perturbation of the electron gas induced by 20 MeV/u U91+ ions and 13 MeV/u Pb81+ ions
channeled in silicon crystals. This collective response (wake eﬀect) induces a shift of the continuum energy level by more than 100 eV,
which is observed by means of radiative electron capture into the K- and L-shells of the projectiles. We also observe an increase of the
REC probability by 20–50% relative to the probability in a non-perturbed electron gas. The energy shift is in agreement with calculations
using the linear response theory, whereas the local electron density enhancement is much smaller than predicted by the same model. This
shows that, for the small values of the adiabaticity parameter achieved in our experiments, the density ﬂuctuations are not strongly local-
ized in the vicinity of the heavy ions.
 2005 Elsevier B.V. All rights reserved.
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Keywords: Channeling; Highly charged ions; Radiative electron capture (REC); Wake eﬀect1. Introduction
Highly charged ions of moderate velocities induce a
strong perturbation of the electron gas in a solid. This per-
turbation consists in a dynamic screening of the projectile
charge by the electrons of the medium. If the particle prop-
agates much faster than the Fermi velocity of the electrons,
a trailing polarization cone takes place, which is due to the
collective excitation of the electron gas (wake eﬀect). The
wake potential manifests itself through the electric ﬁeld,0168-583X/$ - see front matter  2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.nimb.2005.11.073
* Corresponding author. Tel.: +33 4 72 44 62 57; fax: +33 4 72 43 14 52.
E-mail address: d.dauvergne@ipnl.in2p3.fr (D. Dauvergne).acting as the stopping force on the projectile, and is also
responsible for a Stark splitting of bound states of an
ion, which inﬂuences the transport of excited states in
solids. For a review on the wake eﬀect, see e.g. [1–3] and
references therein. In the vicinity of the projectile, the
polarization of the electron gas produces a shift,
relative to vacuum, of the continuum energy levels in the
projectile frame. This reduces the absolute binding ener-
gies of electrons in an ion. Echenique et al. [2] esti-
mated this shift, using the linear response theory, to be
limr!0ðU Zpe2=rÞ ¼  pZphxp2v=v0 , where U is the potential,
Zp and v are the ion charge and velocity, respectively,
hxp the plasmon excitation energy of the target electrons,



















Fig. 1. X-ray spectra detected at 90 from the beam direction for U91+
ions incident on a 11 lm thick silicon crystal. (a) h110i axial orientation,
in coincidence with ions transmitted in the 90+ charge state. (b) Random
orientation. Both spectra are normalized to the same number of selected
transmitted ions.
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qe, xp = (4pqee
2/me)
1/2, where me is the electron mass. Also
related to the wake are the ﬂuctuations of the electron den-
sity around the projectile. Still within the ﬁrst order pertur-
bation, the authors of [2] also predicted that the relative
enhancement of the local electron density qe should be
Dqe/qe = pZpv0/v.
Practically, transitions between bound states of an ionic
projectile may be aﬀected only by Stark splitting of these
states, whereas transitions between continuum states and
bound states are modiﬁed in energy. Among them, radia-
tive electron capture (REC) of target electrons provides a
local probe for the electron gas polarization in a solid.
First, since REC consists in the emission of a photon, the
energy of which is the sum of the kinetic energy of the
target electron in the ion frame, and the binding energy
in the ﬁnal bound state, it gives access to the energy shift
(decrease of the emitted photon energy) [3,4]. Second,
REC into deeply bound states of a heavy ion is a very local-
ized process (at the scale of the ﬁnal bound orbital size). So
the measurement of absolute REC probabilities is a test for
a possible enhancement of the local electron density at the
projectile site.
The problem arising is that strong enough perturbations
to be measurable are obtained for high Zp/v values, for
which REC is hardly observable in solids, because it
requires inner-shell vacancies.
Ion channeling leads to a non homogeneous ﬂux inside a
crystal, preventing ions from undergoing close impact
parameter collisions with target atoms. Thus channeled
ions sample mainly the quasi-free valence electron gas,
and close interaction with core electrons is substantially
attenuated. This allows REC to be the dominant electron
capture process, even at low energy. Another interesting
feature related to the impact parameter distribution is that
detailed information can be obtained by analyzing the
shape of REC lines, which depends on the longitudinal
momentum distribution of the target electrons in their ini-
tial state (Compton proﬁle). In particular this enables to
identify the contributions of core electrons, and valence
or conduction electrons [6]. Finally, the knowledge of the
ion ﬂux in the crystal, combined with the precise measure-
ments of the REC line intensities, allows one to evaluate
the electron density at the ion site.
2. Experiment
We used 20 MeV/u U91+ and 13 MeV/u Pb81+ ions
extracted from the GSI–ESR storage ring, for which
Zpv0/v values are 3.26 and 3.57, respectively. The process
for cooling, deceleration and slow extraction of H-like ions
by radiative recombination inside the electron cooler has
been described in [7]. During the extraction cycle, a contin-
uous beam of some 104 ions/s is sent onto the target with
an angular divergence suitable for channeling experiments.
The beam impact on the target is less than 3 mm in width,
and 7 mm in height. A 9.6 lm thick (111) Si crystal (tiltedat 35 for alignment along the h110i axis) was used as a
target during the experiment with U91+ ions. For the
Pb81+ ion experiment, a thin (0.8 lm) (100) silicon crystal
was tilted at 45 to allow the same axial orientation. Trans-
mitted ions were charge- and energy-analyzed by a mag-
netic spectrometer, and detected at the focal point by a
2D- position sensitive particle detector.
X-rays emitted at the target were detected by a 1 cm
thick germanium detector at 90 from the beam direction.
The detector was set at 135 mm from the beam impact in
both experiments. The Doppler broadening of X-rays by
the detector angular aperture was limited by vertical colli-
mating slits of lead (6 mm) in the U91+ experiment, and of
tantalum (8 mm) for the Pb81+ experiment.
The acquisition was done event by event, allowing for
instance the selection of coincidences between X-rays and
a given charge state at emergence.
3. Results
Part of the experimental details and results has been
reported already in [8] for the U91+ experiment. In partic-
ular the charge state distribution for h110i axial orienta-
tion of the 11 lm thick target showed a fraction of 25%
of frozen ions, and about the same for ions emerging as
90+. For the latter most of the capture was due to REC.
An illustration is given in Fig. 1, which shows X-rays
recorded for both axial and random incidences during this
experiment. The axial spectrum is recorded in coincidence
with ions emerging from the crystal with the charge 90+,
i.e. ions having captured only one electron. In the axial
spectrum, the K-REC and L-REC peaks are observed with
a very good statistics, whereas they are reduced by nearly
200
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non-radiative capture (or mechanical electron capture,
MEC) is the dominant capture process in random geome-
try. In this case, charge state equilibrium is reached and
K- and L-shell vacancies are rapidly ﬁlled below the sur-
face. The signature of MEC is still present in the axial spec-
trum, with the presence of K and L lines, that come from a
large part from decays after MEC into excited states
(n > 2). For well channeled ions, like ions emerging as
90+, most of the MEC events occur in the thin amorphous
layers at the crystal surfaces. For a more detailed discus-
sion on the X-ray spectra, see [8].
The situation is similar for 13 MeV/u Pb81+ ions chan-
neled in a 1.1 lm crystal. In this case the frozen ion fraction
was 60%, and the 80+ fraction was 20%. The target being
much thinner, the statistics on REC are lower than in the
former experiment. A spectrum recorded for the axial ori-
entation, in coincidence with He-like transmitted ions, is
shown in Fig. 2. The proportion of K lines is higher, due
to the larger relative contribution of amorphous layers to
the MEC single capture events.
Both spectra in Figs. 1 and 2 are not corrected for detec-
tion eﬃciency.
The measurements of absolute energy shifts for REC
peaks require precise energy calibration. This was made
in various ways in the whole energy range described here.
First radioactive c-ray sources were used, without the beam
on target. We also used the Pb and Ta Ka ﬂuorescence
lines (for instance the Pb Ka lines can be observed on the
spectra of Fig. 1). Additional information for the linear cal-
ibration oﬀset is obtained by setting the diﬀerences between
K- and L-REC peak energies equal to the Ka energies. The
precise knowledge of the K and L peak energies in the lab-
oratory frame allows the correction of the Doppler shift of
the photon energy emitted by fast projectiles: the derivative
of the Doppler shift is maximum at 90, and so a small
deviation of the mean laboratory angle has to be taken into
account. The energy loss inside the target was taken into
account to determine the mean energy of REC photons
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Fig. 2. X-ray spectrum detected at 90 for Pb81+ incident ions at 13
MeV/u on a 1.1 lm thick silicon crystal, aligned along the h110i direction.Pb81+ in the 1.1 lm thick target the energy loss was almost
negligible.
As done in [6], we have performed simulations based on
the statistical ﬂux equilibrium for channeled ions in the
crystal, according to the experimental conditions (beam
angular divergence, energy loss, Doppler shift and broad-
ening, detector resolution). These simulations provide the
full calculation of the REC line shape, conditioned by the
local electron density sampled by channeled ions. The
Compton proﬁle is calculated using the local density
approximation of a free valence electron gas. For core elec-
trons, an impact parameter dependent Fourier transform
of spatial wave functions is performed. Fig. 3 shows the
results of such a simulation for the K-REC line shape of
U91+ ions in the laboratory frame. This simulation was
made assuming that all incident ions in channeling condi-
tions could undergo REC in the crystal. Among them, ions
with a high transverse energy can approach the target
atoms suﬃciently close, so that they can capture core elec-
trons of silicon. The corresponding Compton proﬁle is
much broader than the Compton proﬁle of valence elec-
trons. As silicon atoms have 10 core electrons and 4 valence
electrons, one can see that the calculated rate for the cap-
ture of core electrons is strongly reduced by channeling.
In order to reproduce our experimental observations
(angular scans), we used a beam angular divergence made
of two components: a narrow one (85% of the beam), of
rms rx = ry = 0.2 mrad, and a broad one (15%), rms
rx = ry = 3.5 mrad (i.e. larger than the channeling critical
angle). According to this, the mean sampled electron den-
sities are calculated to be 0.16 eA˚3 for valence electrons,
and 0.053 e A˚3 for core electrons. The experimental peak
is superimposed on the calculations. One can see that the
calculated core electron contribution is obviously overesti-
mated, and that valence electrons represent almost all the
contribution to the K-REC peak. Actually, as we already









Fig. 3. K-REC line shape at 90 in the laboratory frame for 20 MeV/u
U91+ ions channeled in the h110i axis of a 11 lm silicon crystal.
Histogram: experiment. Solid line: simulation. The contributions from the
capture of core silicon electrons (dotted line) and valence electrons (dashed
line) are shown. The height of the calculated peak has been normalized to
the experimental one.
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MEC capture events, which rapidly ﬁll their inner-shell and
prevent REC to occur. So only ions with a restricted trans-
verse energy are able to make REC in the target. The sim-
ulations show that their mean sampled electron density is
0.17 e A˚3. This is an important point since, as calculated
for instance in [4], the strong dependence of REC cross sec-
tion on the relative velocity of target electron would make
REC peaks strongly asymmetric, which induces a negative
average energy shift of the REC peak because of the
Compton proﬁle. This has to be taken into account to cor-
rectly estimate the wake shift. In the present case where
mainly valence electrons are captured, the shift due to the
Compton proﬁle is minimum. The comparison between
calculated and measured peaks in Fig. 3 exhibits a shift
by about 100 eV for the experimental one, that we attri-
bute to the wake eﬀect.
The shift for the L-REC lines, which has to be the same
as for K-REC, is also measured, and is found in agreement
within the calibration uncertainties. Thus we present in
Table 1 the measured values in both experiments, which
are averaged for K- and L-REC. These shifts were mea-
sured by selecting REC photons in coincidence with He-
like emergent ions, i.e. ions with a small transverse energy.
The advantages are: (i) contributions of core electrons to
REC are even smaller than in Fig. 3, (ii) their energy loss
is minimum and (iii) no additional shift on the L-REC
energy comes from the various lower charge states. The
error bars come from the determination of the peak posi-
tions in the spectra, the X-ray energy calibration, the eval-
uation of the energy loss in the case of the uranium
experiment, and the theoretical knowledge of the binding
energies for the He-like ions (taken from [9]). Calculations
for the energy shift were made using the commonly admit-
ted formula indicated in the introduction, and using an
electron gas density equal to the average valence electron
density of silicon (i.e. hxp = 16.6 eV). This value assumes
that the whole valence electron gas contributes collectively
to the energy shift, i.e. that the polarization is a long range
eﬀect. It also supposes that core electrons of silicon do not
contribute signiﬁcantly to the collective response, which
may somehow underestimate this response. The agreement
between experimental and theoretical values is quite good.
As for the absolute REC cross-sections, they can be
evaluated, although the absolute detector eﬃciency was
not measured by another mean than by geometrical calcu-
lations. When looking at Figs. 1 and 2, one can get an
absolute normalization of the X-ray yields, since all theTable 1
Measured and calculated energy shifts of the continuum due to the
electron gas polarization eﬀect
Zpv0/v DE REC (eV)  pZphxp2v=v0 (eV)
U91+ 20 MeV/u 3.26 92 ± 41 85
Pb81+ 13 MeV/u 3.57 122 ± 47 93
The calculated values are given for a plasmon energy of 16.6 eV.ions having captured at least one electron in the crystal
have emitted one, and only one, photon corresponding to
the ﬁlling of the K-shell. These photons are Kab. . . and K-
REC (in this case the ﬂuorescence yield is 100% for the
initial K-vacancy). For a given charge state used to select
X-rays, the yields of K- and L-REC photons in the spectra
(corrected from the intrinsic detector eﬃciency), multiplied
by the charge fraction, provide the K- and L-REC proba-
bilities. Simulations, to be described in a forthcoming
paper, allow us to estimate the mean unperturbed electron
density hqei sampled by channeled ions, as a function of
their emerging charge state. Accounting for the angular
distribution of REC photons in the laboratory frame
[10], one can then give the absolute value of the K- and
L-REC probabilities. We use the Stobbe formulae [11] of
REC cross sections rREC, which are commonly used to esti-
mate the absolute REC cross-sections as a function of the
adiabaticity parameter g = (v/Zpv0)
2 (assuming non-rela-
tivistic velocities for both the projectile and the electron
in a bound orbital, g is the ratio of the kinetic energy of
a target electron viewed by the projectile to the binding
energy in the ﬁnal state) [10]. The K- and L-REC proba-
bilities are found to lie between 20% and 60% above the
values given by PREC = 1 expðrREC  hqei  ‘Þ,
where ‘ is the crystal thickness. Moreover, the non-relativ-
istic dipole approximation calculations of Stobbe formulae
tend to be systematically above the experimental values by
at least 25%, as reviewed in [10]. Note that exact relativistic
calculations have been performed by Eichler and Ichihara
in the case of 20 MeV/u U91+ ions [12]. Their K-REC cross
section is 20% lower than Stobbe’s one, and higher n-REC
cross-sections are in agreement within 10%. This justiﬁes
the use of Stobbe’s values as a fairly good reference on
one hand, and, on the other hand, makes our electron den-
sity enhancement even higher. Actually, some solid state
measurements at high Zp/v values tend to lead to higher
values of the REC cross-sections. For instance, our
former measurements of K-REC with 60 MeV/u Kr36+
ions (Zpv0/v = 1.1) under channeling conditions agree
perfectly with the Stobbe formula (with an absolute uncer-
tainty of ±10%) [6]. Tribedi et al. [5] used the linear
response scaling [2] of the local electron density to explain
the excess of REC cross-sections in channeling relative to
gas targets. We prefer to consider an increase of electron
density instead of an increase of cross-sections, which are
deﬁned for a single ion–electron (or ion–atom) collision.
In the present case, this density enhancement would be
by a factor 10, which is certainly not observed. However,
our values are signiﬁcantly above the calculations using a
non-perturbed electron gas. We can already claim that
the local density enhancement by the wake eﬀect is not as
localized as predicted by the linear response theory (which
could be expected since we are not at all in a regime where
Zpv0/v 1). On the other hand, the induced potential at
the projectile site results from an integration of the polari-
zation over a very large scale (a typical scaling of the per-
turbation is given by v/xp  10 A˚), which makes the
E. Testa et al. / Nucl. Instr. and Meth. in Phys. Res. B 245 (2006) 47–51 51perturbation approximation more realistic for the REC
energy shift than for the REC probability. However, in
order to get a better understanding of the whole dynamic
polarization eﬀect on REC energies and probabilities, the
comparison with REC during collisions in gas is highly
desirable, as well as a non perturbative theoretical descrip-
tion of the eﬀect.
4. Summary and conclusion
We have measured K- and L-REC with highly charged,
decelerated heavy ions in channeling conditions, which
allows to keep inner-shell vacancies, and to perform ion–
electron interaction inside a solid target. We report on a
very strong value of the energy shift due to the polarization
of the dense electron gas sampled in the solid (100 eV), in
good agreement with theoretical expectations based on ﬁrst
order perturbation. Our data show an enhancement of the
total REC probabilities with respect both to theoretical
calculations (by 20–60% relative to the non-relativistic
dipole approximation cross sections) and to measurements
performed at Zpv0/v  1 (by more than 50% compared to
gas target experiments). This is likely due to the polariza-
tion eﬀect around an ion, this eﬀect being much smaller
than predicted by the linear response theory.Acknowledgements
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 Ge → H2
 Ca → He
 O → He
 O → H2
 F → He
 U → Ar
 Pb → N2
 Dy → Ar 
 Bi → C 
 Xe → Be
Si <110> channeling:
 Kr 60 MeV/u
 Xe 25 MeV/u
 U 20 MeV/u
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I-6 Aspects originaux du dépôt d’énergie dans un cristal aligné 
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2 Mesures de temps de fission à l’aide d’un cristal 
 
Ce chapitre, beaucoup plus concis que le précédent, traite de deux types de mesures de temps 
de fission au moyen d’un cristal cible. 
La première partie est dédiée aux mesures par blocage cristallin. En collaboration avec des 
physiciens nucléaires du GANIL et de l’IPN d’Orsay, nous avons entrepris depuis une dizaine 
d’années des expériences au GANIL. Tout d’abord nous avons mesuré des temps de fission de 
noyaux uranium et plomb en fonction de leur énergie d’excitation (celle-ci étant mesurée par 
les multiplicités de neutrons dans le détecteur 4pi ORION). Plus récemment, nous nous 
sommes engagés dans des mesures cherchant à mettre en évidence la restauration d’une 
barrière de fission dans les noyaux super-lourds vers l’îlot de stabilité Z~120 (avec la 
collaboration additionnelle du CEA-Saclay). 
La seconde partie est plus spéculative, car il s’agit d’une étude sur l’intérêt d’utiliser un cristal 
aligné pour observer des temps de fission par spectroscopie X en utilisant des noyaux 
incidents hydrogénoïdes ralentis. 
2-1 Mesures de temps de fission par blocage cristallin 
 
De nouveau, je renvoie le lecteur à la lecture de la référence [Cohen 04] (section 3.2) 
reproduite au début du chapitre 1 de ce mémoire. Le principe du blocage cristallin y est très 
bien présenté, ce qui m’évitera de le paraphraser ici, et donc d’alourdir ce manuscrit. 
Le blocage cristallin ne permet pas de mesurer précisément la distribution des temps de 
fission. Il permet surtout de mettre en évidence l’existence ou non d’une fraction des 
événements de fission à des temps longs (typiquement supérieurs à 10-18s). Cette information 
est toutefois très importante pour plusieurs raisons : 
- lors de la fission de noyaux dont la barrière de fission est relativement élevée (comme le 
plomb ou l’uranium), la fission est en compétition avec l’évaporation de particules légères et 
de photons gamma. Le fait qu’un noyau puisse fissionner à des temps supérieurs à 10-18s ou 
plus après une collision, éventuellement après plusieurs émissions qui tendent à le refroidir, 
montre que la matière nucléaire possède une viscosité qui conditionne le temps moyen mis 
par le noyau pour atteindre le point de scission. En effet, la fission est un processus 
dynamique au cours duquel le noyau se déforme pour atteindre d’abord le point selle (où la 
fission devient irréversible) puis le point de scission. Pendant cette déformation, le noyau 
évapore des particules légères, ce qui modifie la barrière de fission, et donc la probabilité 
d’atteindre ce point selle. La viscosité de la matière nucléaire freine la déformation du noyau, 
ce qui favorise l’évaporation. L’existence d’une queue aux temps longs dans la distribution 
des temps de fission montre que des noyaux peuvent évaporer plusieurs particules légères et 
gammas, puis atteindre lentement le point de scission à faible énergie d’excitation résiduelle, 
pour laquelle l’évaporation n’est plus probable. La mesure de ces temps longs permet donc de 
contraindre fortement les paramètres de viscosité nucléaire.  
- Pour des noyaux très lourds, et donc instables, la mise en évidence de temps de fission longs 
à faible énergie d’excitation implique que la barrière de fission n’est pas très petite pour ces 
noyaux composés. C’est donc un moyen d’identifier les nombres dits magiques de charge ou 
de masse pour lesquels les effets de couches restaurent la barrière de fission. 
  
L’article ci-dessous ”Nuclear fission time measurements as a function of excitation energy : A 
crystal blocking experiment” [Barrué 02] correspond aux actes de la conférence ICACS 2001, 
au cours de laquelle j’ai présenté les résultats de nos expériences de mesures de temps de 
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fission de noyaux d’uranium et de plomb en fonction de l’énergie d’excitation. Ces 
expériences avaient été réalisées au GANIL avec des faisceaux d’ions 238U de 24 MeV/u et de 
208Pb de 29 MeV/u, incidents sur des cristaux de silicium. 
Les résultats de l’expérience avec l’uranium ont été publiés par notre collaboration [Morjean 
98], [Goldenbaum 00], et font apparaître une très nette évolution de la fraction d’événements 
de temps de fission longs avec l’énergie d’excitation du quasi-projectile. 
Une partie de l’analyse de la seconde expérience, ainsi que les simulations associées à l’effet 
de blocage, ont été réalisées dans notre groupe dans le cadre de la thèse de Frédéric Barrué 
[Barrué 02B].  
 
Nuclear ﬁssion time measurements as a function of excitation
energy: A crystal blocking experiment
F. Barrue a, S. Basnary b, A. Chbihi b, M. Chevallier a, C. Cohen c, D. Dauvergne a,*,
H. Ellmer c, J. Frankland b, D. Jacquet d, R. Kirsch a, P. Lautesse a, A. L’Hoir c,
M. Morjean b, J.-C. Poizat a, C. Ray a, M. Toulemonde e
a IPNL, CNRS/IN2P3, Universite Lyon I, 3 rue Enrico Fermi, 69622 Villeurbanne Cedex, France
b GANIL, DSM/CEA, IN2P3/CNRS, BP 55027, 14076 Caen Cedex, France
c GPS, Universites Paris VI and Paris VII, 2 Place Jussieu, 75251 Paris Cedex 05, France
d IPNO, CNRS/IN2P3, Universite Paris XI, BP 1, 91406 Orsay Cedex, France
e CIRIL, CNRS/CEA, rue Claude Bloch, 14040 Caen Cedex, France
Abstract
Fission times of lead and uranium nuclei have been measured at GANIL by the crystal blocking method. The inverse
kinematics was used. Fragment atomic numbers and total excitation energies were determined. For data analysis, full
Monte-Carlo trajectory calculations were used to simulate the blocking patterns. The eﬀect of post-scission emissions,
included in our simulations, is discussed. At high excitation energies, the scissions occur dominantly at times shorter
than 1019 s, whereas at low excitation energies (E < 250–300 MeV), scissions occurring at much longer times with
sizeable probabilities are observed both for uranium and for lead nuclei, leading to average scission times much longer




Measuring ﬁssion times of an excited nucleus
provides information on nuclear dissipation [1].
During its deformation toward the saddle point (at
which the ﬁssion process becomes irreversible), an
excited nucleus cools down through particle
evaporation (mainly neutron emission). During
the cooling, the neutron binding energies as well as
the ﬁssion barriers are modiﬁed at each evapora-
tion step and, depending on the nuclei considered,
the ﬁssion probability at very low residual excita-
tion energies, after neutron evaporation, can either
remain still sizeable or become negligible. Long
lifetime components, associated with ﬁssion at low
residual excitation energy, can thus show up for
highly ﬁssile nuclei. Therefore, the resulting sta-
tistical average ﬁssion times will strongly depend
on the ﬁssion probability at low residual excitation
energy. Moreover, damping of nucleon motion
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due to nuclear viscosity may slow down the whole
evolution until the scission point is reached [2].
Thus the magnitude of the viscosity inﬂuences
considerably the time needed by an excited nucleus
to reach the scission point. The excited nucleus is
thus a complex dynamical system. Its evolution
depends on the interplay between cooling down
and deformation, the velocity of which is limited
by viscosity.
This shows the importance of measuring ﬁs-
sion times for getting information on nuclear dis-
sipation, and, in particular, long ﬁssion times
(>1018 s) that cannot be predicted by the stan-
dard statistical theory [3] ignoring the eﬀects of
nuclear viscosity.
Various methods can be used to measure ﬁssion
times. Pre-scission emission multiplicities (of par-
ticles as neutrons or giant dipole resonance (GDR)
c-rays) can be related to ﬁssion times [4]. However,
such relations suﬀer from two drawbacks: ﬁrst, the
evaluation of the ﬁssion time depends on the the-
oretical model used to describe the evaporation,
and, second, pre-scission neutron and GDR c-ray
emission probabilities become very small at low
residual excitation energies, which makes this
method very little sensitive to the long times that
are associated to low residual excitation energies.
The crystal blocking technique, as used in this
work, is certainly more straightforward because it
measures in a model-independent way the recoil
distance covered by the excited nucleus during the
whole ﬁssion process (starting from the initial
collision and ending at the scission point).
2. Fission time measurements by crystal blocking
This application of the blocking technique was
proposed very soon after channeling eﬀects were
observed to aﬀect the propagation of charged
particles in aligned crystals [5–7]. During the col-
lision of a projectile with a crystal atom, a nucleus
is given an excitation energy E and a recoil mo-
mentum M~m. Then the ﬁssion occurs at a recoil
position ~rf ~mtf , where tf is the scission time. At
this stage the continuum potential approximation
is useful to understand the blocking eﬀect. In this
approximation [8], the target atomic potential is
averaged along the crystallographic direction of
interest (axis or plane). In the following we will
focus on axial eﬀects. The transverse motion of a
particle is separated from its longitudinal one.
Individual collisions with the target atoms are ig-
nored, as well as multiple scattering on electrons.
At the ﬁssion location~rf a ﬁssion fragment is given
a transverse energy
E? ¼ qfUð~rf?Þ þ EfW2f ;
where qf , Ef , Wf are respectively the fragment
charge, kinetic energy and emission angle relative
to the atomic string in the laboratory frame. Uð~r?Þ
is the continuum potential of the string, at a po-
sition ~r? in the transverse plane deﬁned as the
projection of the recoil vector~r in this plane. E? is
the sum of a potential term and a kinetic term. If
one neglects energy loss and charge exchange, and
uses the hypotheses mentioned above, E? is con-
served throughout the fragment path in the crystal.
Within this approximation, the condition for the
fragment to emerge from the crystal at an angle h
smaller than the critical channeling angle Wc ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
qfUmax=Ef
p
with respect to the axial direction is
E?6 qfUmax;
where Umax is the maximum value of the transverse
potential. Umax is reached at distances from the
strings closer than u2, that characterizes the ther-
mal vibrations of the lattice atoms. For very short
tf values, Uð~rf?Þ  Umax and most of the fragments
are deﬂected at angles greater than Wc. The
blocking eﬀect is weaker if the ﬁssion fragment has
a smaller transverse energy, i.e. if it is emitted at a
larger distance from the string.
One can then deﬁne the time sensitivity range of
the blocking method for ﬁssion time measure-
ments. Consider the probability dN=dXðh6WcÞ
for a fragment to emerge from the crystal at an
angle smaller than Wc with respect to the axial
direction. In the time sensitivity range dN=dXðh6
WcÞ increases with the mean ﬁssion time sf , i.e. the
corresponding hUðr?Þi is a decreasing function of
hr?ðsfÞi.
For short times corresponding to transverse
recoils rf? ¼ m?tf smaller than u2, the blocking
eﬀect is maximum. Such times, smaller than
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tmin ¼ u2=m?, are out of the time sensitivity range
and lead to the same result as inﬁnitely short times.
On the other hand, the upper time limit tmax
corresponds to transverse recoil distances typically
larger than the lattice constant dlattice. Fissions
occurring at times longer than tmax will take place
at positions where the transverse potential ranges
randomly between 0 and Umax. This leads to a
uniform angular distribution dN=dXðhÞ at the
crystal exit, because blocking eﬀects are compen-
sated by channeling eﬀects (although Andersen
et al. pointed out that, given a recoil direction,
there are ﬁssion time distributions that might give
rise to a ﬂux peaking at h ¼ 0 [9]).
For scission time distributions ranging from
tf < tmin to tf > tmax, blocking experiments can
provide the relative fractions of short and long
time components. However, when the scission time
distribution is broad (of the order of the sensitivity
range of the blocking technique or beyond), it
becomes very diﬃcult, due to the ﬁnite statistics
available in any experiment, to extract univocally
from the data the actual time distribution. The
evaluation of mean ﬁssion times will depend es-
sentially on the assumed longest scission times.
This is illustrated in Fig. 1, where blocking dips
around the h110i axis of silicon are simulated for
various time distributions in the case of the sym-
metrical ﬁssion of 208Pb (for 29 MeV/u incident Pb
ions, corresponding to one of the experimental
situations described below). In this case, where the
inverse kinematics is used, the time sensitivity
window is found to range roughly between
3 1019 and 1016 s for exponential ﬁssion time
distributions. Single exponential time distributions
for the ﬁssion of an excited nucleus are certainly
not realistic due to the complexity of this process,
as mentioned in the introduction. We used another
purely arbitrary type of time distribution to sim-
ulate another blocking dip shown in Fig. 1. We
used a two-component distribution with one at
very short times (mean value sf ¼ 1019 s < tmin,
the shape of this distribution being of no impor-
tance), and a second one being uniformly distrib-
uted between 0 and 6 1016 s (providing a
uniform distribution of rf? values). The relative
weights of these two components are 97% and 3%,
respectively, corresponding to an average time
sf ¼ 1017 s. This time distribution may not be
realistic either, although the longer time limit is of
the order of the values obtained by Forster et al.,
in blocking experiments for the ﬁssion of lead-like
nuclei with a sensitivity window shifted towards
longer times [10] (due to the direct kinematics used
in their case). The simulation performed with this
two-component distribution shows that small
fractions of long ﬁssion times may be evidenced
experimentally by the blocking technique. This last
simulated dip is nearly equal to the weighted sum
of the dips obtained for sf < tmin and for the uni-
form distribution corresponding to sf > tmax,
respectively. The main diﬀerence with the distri-
bution associated to sf < tmin is the enhancement
of the minimum of dN=dXðhÞ for h  0. The dif-
ference between this dip and the one correspond-
ing to a simple exponential distribution with same
mean ﬁssion time sf ¼ 1017 s is striking.
So far we have described the principle of ﬁssion
time measurements by blocking in terms of angu-
lar deﬂections caused by the continuum transverse
potential at the place where scission occurs inside
the crystal. Actually, a few points have to be dis-
cussed in order to go beyond this simple picture.
Fig. 1. Simulation of blocking dips for Z ¼ 41 ﬁssion fragments
of incident lead nuclei. The crystal axis is the h110i axis of
silicon, oriented at 5 from the incident 29 MeV/u 208Pb beam.
Various ﬁssion time distributions are used. All dips represented
by solid lines correspond to simple exponential distributions.
The dashed-line dip is obtained using a two-component time
distribution (see text).
854 F. Barrue et al. / Nucl. Instr. and Meth. in Phys. Res. B 193 (2002) 852–859
First of all, the continuum potential model
cannot lead to a correct description of fragment
trajectories close to the atomic strings. Individual
atomic collisions have to be calculated in the
simulations to account for elastic scattering by
target nuclei.
Also, ﬁssion fragment blocking patterns may be
inﬂuenced by the eﬀects of electronic multiple
scattering, energy loss and charge exchange, that
cause the non-conservation of transverse energy.
As we will see below, partial information on such
eﬀects can be obtained experimentally through
blocking studies of a ‘‘zero lifetime’’ process, like
Rutherford scattering.
After scission, the ﬁssion fragments are left in
excited states. They will dissipate their excitation
energy by emitting c-rays or light particles like
neutrons or a-particles. For each post-scission
emission, the maximum angular deﬂection dhmax of
the fragment is given by the ratio of the evapo-
rated particle momentum ppost in the center of
mass frame to the fragment momentum pf in the
laboratory frame: dhmax  ppost=pf . This deﬂection
angle has to be compared to the characteristic
magnitude of angular deﬂections caused by the
blocking, i.e. the channeling critical angle Wc. The
inﬂuence of this eﬀect on the blocking dip is then






where Z2 and d are the crystal atomic number and
inter-atomic distance along the string, respectively,
Mf and qf are the fragment mass and charge. Thus,
the relative perturbation of blocking eﬀects by a
single post-scission emission is seen to be inde-
pendent of the fragment energy.
This eﬀect of delayed particle emission by an
excited nucleus after inelastic collisions has been
previously studied for the blocking of light ions
[11–13]. For heavy ﬁssion fragments, the emission
of low momentum particles like c-rays can gener-
ally be neglected. On the contrary, post-scission
neutron evaporation can lead to noticeable modi-
ﬁcations of the blocking dips. Nevertheless, the
main problem for evaluating post-scission emis-
sion eﬀects is the lack of accurate knowledge of the
time and energy distribution for post-scission
neutrons, and in particular when the fragments
reach very low residual excitation energies. How-
ever, signiﬁcant eﬀects can be predicted for frag-
ments formed after fast ﬁssions (sf 6 tmin); these
eﬀects are associated to long particle emission
times. In such cases the fragments are emitted with
a transverse energy E? P qfUmax. At the place
where evaporation occurs, the potential term may
be small, the recoil associated to the particle
evaporation can then signiﬁcantly lower the ki-
netic term, allowing the transverse energy of some
fragments to fall below the critical transverse en-
ergy for blocking: the fragments cool down in the
transverse space.
3. Experiments
We have studied ﬁssion times of uranium and
lead as a function of excitation energy. For the ﬁrst
nucleus, that has a low ﬁssion barrier, the ﬁssion
probability is sizeable whatever the excitation en-
ergy is. The existence of long ﬁssion time compo-
nents had been already observed at low excitation
energies in blocking experiments [14,15] and ex-
periments using the time scale for X-ray ﬁlling of
K-shell vacancies [16] whereas pre-scission neutron
multiplicities [17] or GDR c-rays [18] provided
only times shorter than 1018 s.
For lead nuclei, the ﬁssion at very high excita-
tion energy is expected to be fast, like for uranium
nuclei. The ﬁssion barrier is higher in the case of
lead. Short ﬁssion times are also expected at low
excitation energies, because only ﬁrst chance ﬁs-
sions are allowed, as explained in the introduction.
Longer ﬁssion times could be expected at inter-
mediate excitation energies, where ﬁssion could
still occur after several neutron emissions. Previ-
ous blocking experiments [9,10,19] have reported
very high yields dN=dXðh  0Þ of ﬁssion fragments
observed close to axial directions, for fusion–
ﬁssion of compound nuclei with A6 200, and ex-
citation energies of the order of 100 MeV. These
high yields were attributed to ﬁssion time compo-
nents extending to times longer than 1016 s (ac-
cording to the time sensitivity window of these
experiments).
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The experimental setup as well as the results of
our uranium experiment have been described in
[20,21]. Brieﬂy, 24 MeV/u 238U ions (respectively
29 MeV/u 208Pb ions) were sent onto a 6 lm (re-
spectively 15 lm) thick silicon crystal. Both ﬁssion
fragments were detected in coincidence and Z-
identiﬁed using E–DE telescopes. The telescopes
devoted to blocking were X and Y position sensi-
tive, and located 3 m (respectively 3.5 m) behind
the crystal. The blocking patterns of ﬁssion frag-
ments were observed with the h110i axis of silicon
directed to the position sensitive telescope located
at 7 (respectively 5) with respect to the incident
beam direction. The use of small forward angles
for ﬁssion blocking observation is imposed by the
inverse kinematics, which reduces the advantage of
large ﬁssioning nuclei velocities. However, the re-
coil velocity – and in particular the transverse
component – is nearly the same for all excited
nuclei (almost independent on the excitation en-
ergy and not sensitive to perturbations caused by
pre-scission evaporations). This makes our con-
ﬁguration sensitive to shorter times than other
blocking experiments using low energy light pro-
jectiles on heavy targets. Moreover, the use of
swift fragments and of thin-, low Z-crystals mini-
mizes the eﬀect of angular multiple scattering.
The total excitation energy, ranging from 0 to
600 MeV (respectively 0–800 MeV) was measured
for each ﬁssion event by the 4p ORION neutron
detector. In the experiment using the lead ion
beam, the beam intensity was 109 particle/s, two
orders of magnitude higher than during the ex-
periment with uranium ions, a counting rate too
high to allow direct determination of neutron
multiplicities. Thus we used the ‘‘prompt’’ signal
from this detector, arising mainly from the energy
loss of neutrons in the scintillator, and therefore
correlated to the excitation energy [22].
Possible damaging of the irradiated crystal was
controlled by measuring the quality of blocking
for elastic scattering at 1 from the primary beam.
No signiﬁcant damage was observed after impact
of more than 1012 uranium ions on a spot of about
1 mm diameter. For the lead experiment, the beam
impact was changed periodically to keep the ﬂu-
ence at values below 1013 ions/mm2. Elastic
blocking patterns were recorded before and after
each impact irradiation. Oﬀ-line analysis allowed
us to check that crystal damaging was negligible.
4. Simulations and results
Simulations using full Monte-Carlo trajectory
calculations are necessary to reproduce and inter-
pret blocking dips. Each individual elastic collision
with target atoms were calculated within the Mo-
liere approximation of Thomas–Fermi potentials.
Experimental factors that could lead to a ﬁlling of
blocking patterns were taken into account empir-
ically: such factors are the position resolution of
the detector, the beam spot size, the electronic
multiple scattering in the target and, possibly,
crystal defects. To account for these factors we
considered the blocking dips of projectiles elasti-
cally scattered at 1 from the beam. Such a typical
dip is presented in Fig. 2 for lead projectiles, to-
gether with the corresponding simulation. In order
to reproduce the experimental dip, the simulated
angular distribution corresponding to an ‘‘ideal’’
experiment has been convoluted with a Gaussian
distribution with r ¼ 0:009, which shows that the
dominant factor in this spread out is the beam spot
shape. The same experimental factor has been used
for all further ﬁssion fragment blocking pattern
Fig. 2. Experimental blocking dip around the h110i axis of
silicon for elastic scattering at 1 from the incident Pb ion beam
at 29 MeV/u. The line is the adjusted result of the simulations.
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simulations. Hence we neglect possible (but minor)
diﬀerent inﬂuences due to diﬀerent multiple scat-
tering between ﬁssion fragments and elastically
scattered incident ions.
Also charge exchange may modify the trans-
verse energy of ions in the crystal. In particular,
the charge state of an ion undergoing close colli-
sions with the atomic string just after the violent
nuclear collision may change during its path in the
crystal. In our simulations we neglect charge ex-
change and use the mean charge state at equilib-
rium throughout the crystal. We consider that
fragments are point-like charges.
The blocking dips obtained for the ﬁssion of
uranium nuclei have been presented in Figs. 2 and
3 of Ref. [21] as a function of excitation energy
(with the condition Zf1 þ Zf2 ¼ 92 1 for the de-
tected fragments). The time distributions used to
ﬁt these dips are made up of two components: one
corresponding to very short times (sf  1019 s <
tmin) and a long time component (uniform distri-
bution ranging from 0 to 6 1017 s). Post-scission
neutron emissions were included in the simulations
according to the mean values for emission times
and energies from a statistical code [23].
The relative weights Xlong of the long time
components decrease with excitation energy, with
values Xlong P 40%, Xlong  20%, 10%, 6% and 0%,
corresponding to ranges of excitation energy with
average values hEi6 20, hEi  60, 120, 160 and
250 MeV, respectively. Such long ﬁssion time
fractions are compatible with those measured in
Refs. [14,15] at smaller excitation energies. Aver-
age ﬁssion times deduced in [21] from the long
ﬁssion time fractions have been used by Gontchar
et al. [24] to adjust phenomenologically the wall
term of the wall-and-window formula for one-
body dissipation in the CDSM2 model.
In the same way, we have selected excitation
energies for the ﬁssion of lead (Zf1 þ Zf2 ¼ 82, with
an uncertainty of one charge unit). Blocking dips
corresponding to high (E > 400 MeV) and low
(E < 300 MeV) excitation energies are presented
in Fig. 3(a) and (b) respectively. They are associ-
ated to fragments emitted in the forward direction
in the center of mass frame. In Fig. 3(a), the high
excitation energy blocking dip is presented to-
gether with the results of simulations using a mean
ﬁssion time sf 6 1019 s (presented as a dashed
curve). The bottom of the experimental dip is
signiﬁcantly higher than what is predicted by this
simulation. This could suggest the existence of
longer ﬁssion times. However, such a long ﬁssion
time fraction should decrease when E increases, a
behavior that is not observed in the data (subdi-
vision in energy ranges between 300 and 800 MeV
provides identical dips). Actually, this poor
agreement has been obtained with a simulation in
which the eﬀects of post-scission emission have
been neglected, although in the case of ‘‘fast’’
Fig. 3. Experimental blocking dips for the ﬁssion of lead-like
nuclei (Zf1 þ Zf2 ¼ 82). The selected fragments were emitted in
the forward direction in the center of mass. (a) E > 400 MeV.
Dashed curve: simulation using Z1 ¼ 41, average ﬁssion time
hsf i6 1019 s, without post-scission emission. Solid line: same
simulation including post-scission emission. (b) E < 300 MeV.
Dotted curve: simulation with average ﬁssion time hsf i6 1019
s, including post-scission emission. Solid line: Simulation using
93% of short ﬁssion times as above, and 7% of ﬁssion times
ranging uniformly between 0 and 1016 s.
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ﬁssion, the ﬁssion fragments are left after scission
with rather high excitation energies. We have
therefore included this eﬀect in our simulations,
considering neutron evaporation by initial frag-
ments with Zf ¼ 41, A ¼ 104 and E ¼ 100 MeV.
The characteristics of the neutrons (energy and
emission time) have been calculated with the sta-
tistical code SIMDEC [25]. As discussed in Section
2, only neutrons emitted at suﬃciently long time
after ﬁssion (t > 1018 s, i.e. at low residual exci-
tation energies) have a signiﬁcant inﬂuence on the
blocking dips. This is indeed conﬁrmed in our
Monte-Carlo simulations. However, the neutron
emission times are strongly dependent on the level
density parameter value assumed in SIMDEC. In
order to get the most reliable behavior at long
emission time, we used the value inferred from
neutron resonance studies [26] at low excitation
energies for nuclear masses around A ¼ 100. As
shown in Fig. 3(a), a signiﬁcantly better agreement
with the data is reached. Considering the rough
assumptions performed on the ﬁssion fragment
mass, charge and energy, and the diﬃculty to
adjust the statistical model parameters for post-
scission emission, such an agreement can be con-
sidered as quite satisfactory, particularly in the
minimum yield.
Similar simulations to the ones that ﬁt satis-
factorily the experimental dip in Fig. 3(a) (E >
400 MeV) are compared, in Fig. 3(b) (dotted line),
to the experimental dip corresponding to low ex-
citation energies (E < 300 MeV). A signiﬁcant
diﬀerence is observed. As the eﬀect of post-scission
neutron evaporation is already included in the
simulations, the discrepancy, in this case, can only
be attributed to a contribution of long ﬁssion times
that did not show up at high excitation energies.
We have therefore introduced a fraction Xlong of
ﬁssion events occurring at times ranging uniformly
from 0 to 1016 s. As shown by the full curve in
Fig. 3(b), a better agreement is obtained, especially
for the bottom of the dip, with Xlong ¼ 7 3%.
New information will be extracted from the
present experiment after further analysis. For in-
stance, ﬁssion occurring at lower excitation ener-
gies (after emission of an a-particle) will be studied
separately. Also planar blocking eﬀects can be used
to study very long ﬁssion times (above 1016 s),
because the crystal orientation was chosen in such
a way that the time needed by the excited nuclei to
recoil from the (1 0 1) plane (tmin ¼ 2 1017 s) was
more than one order of magnitude longer than for
the h110i axis. This will be used to improve the
scission time distribution introduced in our simu-
lations to extract the fraction Xlong.
The existence of long ﬁssion times for E < 300
MeV observed in the present experiment seems to
be in agreement with the conclusions of previous
blocking experiment for the ﬁssion of lead nuclei
with A6 200 [9,10,19] (according to Sierk syste-
matics, the ﬁssion barriers (around 13 MeV) de-
crease by less than 1 MeV between A ¼ 207 and
200; therefore the diﬀerent lead isotopes consid-
ered in the various blocking experiments should
only take into account weak discrepancies). Nev-
ertheless, although these experiments were less
sensitive to post-scission emissions (due to the use
of high-Z crystals), the long ﬁssion time compo-
nents that were deduced from these experiments
were probably overestimated, because post-
scission emission was neglected in their analysis.
However, all the experiments performed up to now
in order to reach pieces of information on the ﬁs-
sion time scales involved in the ﬁssion process of
lead nuclei have shown the existence of long ﬁssion
times with sizeable weights, corresponding to av-
erage scission times longer than 1019 s. Like in the
case of uranium [21], a strong discrepancy seems to
exist between these long average times and the
much shorter times inferred from pre-scission
emission [4].
5. Summary
We have measured ﬁssion times by the blocking
technique in single crystals over a wide range of
excitation energies for two very diﬀerent nuclei.
For highly ﬁssile uranium nuclei, a large fraction
of long ﬁssion times (above 1017 s) is observed at
low excitation energy, and vanishes progressively
above 200 MeV. Such long times are in agreement
with previous blocking measurements at low ex-
citation energies, and they provide a new piece of
information on nuclear dissipation. For the much
less ﬁssile lead nuclei, the evolution of the blocking
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dips has been analyzed for excitation energies
larger than 400 MeV and lower than 300 MeV.
The blocking dip measured for the highest excita-
tion energy is reproduced by simulations consid-
ering only short ﬁssion times (sf 6 1019 s),
provided the huge eﬀect of post-scission emission
is taken into account. For the lowest excitation
energies, a signiﬁcant fraction of long ﬁssion times
is observed, leading to an average ﬁssion time
longer than 1019 s. Like in the case of uranium,
the ﬁssion times inferred by the blocking technique
seem much longer than those inferred from pre-
scission emission.
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Z1+Z2=83-84 
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2-2 Mesures de temps de fission par spectroscopie X. Spéculons… 
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3 Photoionisation par création de paires 
 
Ce chapitre est en marge de mon activité liée à l’interaction ion-cristal. Durant mon séjour au 
Lawrence Berkeley National Laboratory, j’ai rejoint le groupe de physique atomique à haute 
énergie. Ce groupe est spécialisé dans l’étude ses processus d’électrodynamique en champs 
forts, pour laquelle il bénéficie d’un important support et de collaborations théoriques. Nous 
avons travaillé sur la photoproduction de paires e+e-, couplée à l’ionisation d’un atome. En 
effet, Ionescu et al. ont montré que, pour des photons aux énergies relativistes, le processus le 
plus probable conduisant à la photoionisation d’un atome est la création de paire sur cet atome 
[Ionescu 98]. La figure 25 ci-dessous illustre ce propos. Elle montre à la fois les sections 
efficaces d’absorption de photons par un atome d’or en fonction de l’énergie, et les sections 
efficaces conduisant à l’ionisation de la couche K de cet atome. Au-delà de quelques 
centaines de MeV, c’est la photoionisation par création de paire (PCP) qui est le processus 
dominant, même s’il est inférieur de trois ordres de grandeur au processus de création de paire 
seule. Ce dernier processus ne conduit pas à l’ionisation de l’atome cible, contrairement à 
l’effet photoélectrique et à l’effet Compton. 
 
 
Figure 25 : Sections efficaces d’absorption de photons par un atome d’or, en fonction de 
l’énergie des photons. Les sections efficaces des processus conduisant à l’ionisation K de 
l’atome sont indiquées (courbes continues). Le domaine d’énergie de photons accessibles sur 
la ligne GRAAL de l’ESRF est colorisé. 
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Deux mécanismes ont été proposés pour l’ionisation par création de paire :  
- La paire e+e- est créée dans le champ du noyau de la cible. L’électron ou le positon 
ainsi matérialisé peut entrer en collision avec un électron lié du même atome. Ce 
premier mécanisme est un processus du second ordre. La section efficace σ1 de ce 
mécanisme croît avec le numéro atomique de la cible, car la section efficace de 
création de paire sur le noyau est proportionnelle à Z2. Elle est pratiquement 
indépendante de la couche atomique. 
- la paire est créée directement sur un électron lié, et le recul de ce dernier peut être 
suffisant pour que l’atome soit ionisé ;  pour une couche atomique donnée, la section 
efficace de ce processus décroît faiblement lorsque le numéro atomique de la cible 
augmente, car le transfert d’énergie nécessaire à l’ionisation de l’atome cible 
augmente. Au premier ordre, la section efficace est proportionnelle au nombre 
d’électrons sur la couche atomique. 
 
La figure 26 ci-dessous montre la variation des sections efficaces des deux mécanismes en 
fonction du numéro atomique. 
 
Figure 26 : sections efficaces de photoionisation par création de paires e+e- en fonction du 
numéro atomique de la cible (voir texte). D’après [Ionescu 99]. 
 
Notons que seul le premier mécanisme est nouveau, au sens où il n’avait jamais été proposé ni 
observé. La création de paire sur un électron est connue, même si on ne la conçoit pas comme 
un processus de photoionisation en général.  
L’étude en fonction du numéro atomique de la cible, ainsi qu’en fonction du numéro de 
couche pour un même atome, doit donc aider à distinguer entre ces deux processus. Nous 
avons donc réalisé une série d’expériences entre 1999 et 2004. Ces expériences ont été 
réalisées sur la ligne de photons rétrodiffusés GRAAL à l’ESRF de Grenoble. 
La publication suivante, ”Measurement of Vacuum-Assisted Photoionization at 1 GeV for Au 
and Ag Targets” [Dauvergne 03B] correspond aux expériences réalisées jusqu’en 2002. 
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(Received 30 September 2002; published 15 April 2003)153002-1We report a measurement of photon impact ionization of K and L shell of Au and K shell of Ag
targets in the 1-GeVenergy range. We show that the cross section is dominated by a contribution from a
new channel called vacuum-assisted photoionization. In this process the energy-momentum balance
associated with the removal of the innershell electron is obtained by conversion of a high-energy photon
into an electron-positron pair. This measurement is consistent with the theoretical prediction that
vacuum-assisted photoionization is the most probable ionization mechanism at very high energies.
DOI: 10.1103/PhysRevLett.90.153002 PACS numbers: 32.80.FbFIG. 1. Experimental setup at the high-energy photon-
GRAAL beam line of ESRF. The inset shows details of theto ionization, includes major contributions in which the
atom is left in an excited state.
target area. B1 to B3 are plastic scintillators, Ge a germanium
detector (see text).Innershell photoionization of an atom, molecule, or
ion, is one of the most basic processes in atomic colli-
sions. With several very high energy and high intensity
synchrotron x-ray sources existing or being built around
the world, the physics of innershell photoionization
has undergone a significant rebirth in the last two decades
[1–3]. Detailed studies of single and double ionization
mechanisms, electron correlation effects, and post-
collision interaction effects have resulted in major advan-
ces of our understanding of photoionization mechanisms
in the soft and hard x-ray regime. Ionization may proceed
through the photoelectric effect or Compton scattering
and, in the limit of high energies, the cross section
associated with both processes decreases nearly linearly
with increasing photon energy [4,5].
The situation is quite different at relativistic energies.
When the photon energy exceeds twice the rest mass of
the electron, the negative-energy continuum will play an
additional important role. Photoionization can now pro-
ceed through a new channel in which the excess energy is
taken by one of the negative-energy continuum electrons
[6,7]. The final result is the creation of an innershell
vacancy (K;L;M; . . . ) along with the creation of an elec-
tron-positron pair on the same atom. The recent theoret-
ical work by Ionescu et al. [6] predicted that this new
mechanism called vacuum-assisted photoionization
(VAP) will become the most probable ionization mecha-
nism for photon energies beyond a few hundreds of MeV.
Various mechanisms contribute to the VAP cross section
and a detailed discussion of each mechanism can be found
in Ref. [6]. One of the mechanisms that contribute to the
total cross section is the well-known triplet production
[8]. This latter process is usually calculated as the inco-
herent part of the pair production process that, in addition0031-9007=03=90(15)=153002(4)$20.00The aim of this Letter is to report the first measurement
of vacuum-assisted photoionization in the GeV energy
range for Au and Ag targets and its comparison to theory.
The experimental work is carried out at the European
Synchrotron Radiation Facility (ESRF) in Grenoble,
France. High-energy photons are produced by Compton
backscattering of laser photons from the 6 GeV electron
beam (GRAAL beam line [9]). The ring is run in 16-
bunch mode, leading to a pulsed photon beam. A sketch
of the layout is shown in Fig. 1. Each backscattered
photon is tagged in energy and time by the detection of
the scattered electron after deflection inside a bending
magnet. The tagging setup consists of an array of plastic
scintillators that divide the energy range of the scattered
electrons into 15 intervals. The energy of the backscat-
tered high-energy photon is given as a difference between
the initial energy of the electron in the ring and the
detected energy of the scattered electron. The ‘‘tagged’’
photon energy distribution ranges from 0.7 to 1.5 GeV 2003 The American Physical Society 153002-1
FIG. 2. Pair creation probability in silver and gold targets.
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detection cutoff of the tagging system and the higher
photon energy limit corresponding to the Compton edge.
A two-slit collimator defines a photon beam spot of
19 mm (horizontal) and 15 mm (vertical) at the target
location. A 2-mm thick lead absorber set at the collimator
location prevents synchrotron radiation produced in the
ring from reaching the target area and creating unwanted
background. The lead absorber and the collimation result
in an attenuation of about 40% of the Compton back-
scattered high-energy photon beam. Further cleaning of
the high-energy photon beam is achieved by a strong
dipole magnet that removes all charged particles created
upstream or in the ring.
The expanded inset in Fig. 1 shows some details of the
target and detection area. The 2-m target area is kept
under primary vacuum of 103 Torr. A large area thin
scintillator (B1) set 1.8 m upstream from the target is used
as a veto of any event that involves a charged particle
impinging directly on the target. A second magnet fur-
ther sweeps out of the beam any charged particle created
downstream of B1. This combination of cleaning mag-
nets, shielding, and veto counters ensures that only pho-
tons in the selected energy range impinge on the target.
The photon beam intensity is always kept below 3
105 photons=second to avoid fortuitous events caused by
multiple incoming photons per pulse.
The high-energy photon beam has a fraction of less
than a percent probability to convert into an electron-
positron pair in the thin Au and Ag foils. The created
high-energy electron and positron fly downstream along
the same direction as the initial photon and will deviate
by at most a few mrad from the beam direction. Electron-
positron pairs created in the target are detected by a thin
scintillator B2. B2 is used to validate the trigger of the
pair production in all the measurements presented here
and its thickness is chosen in a way to bring the detection
efficiency of a charged particle close to unity while keep-
ing the probability of triggering by a high-energy photon
to a fraction of a percent. To further discriminate against
false triggers by the incident photon beam a thicker
(5 mm) plastic scintillator B3 is used to sign the pair
creation. At relativistic energies electrons or positrons are
minimum ionizing particles and will deposit about 1 MeV
in B3 independently of their energy. Two charged par-
ticles will lose twice that amount of energy. An amplitude
analysis of the response of detector B3 allows the selec-
tion of events in which two simultaneous charged par-
ticles (e and e) go through it. A calorimeter (B4) made
of entangled lead and scintillating fibers with a total
absorption length of several radiation lengths is used to
collect the total energy deposited by produced e and e
particles giving an additional measurement of the inci-
dent photon energy.
Electron-positron pair production was extensively
studied for the last several decades and a good under-153002-2standing of the process and agreement for total and
partial cross sections with theoretical calculations are
achieved. As a check of our experimental technique we
first measured electron-positron pair production total
cross section in the Au and Ag targets by selecting the
two-particle events in B3. Figure 2 shows the measured
absolute e-e pair production probabilities for Au and
Ag atoms as a function of target foil thickness. Linear fits
of the data provide a measured cross section of 35.1 and
14.2 b for Au and Ag, respectively. Fluctuations of the
data around the mean probabilities are very small. These
values are in very good agreement with the theoretical
values 36.6 and 14.7 b, respectively [8] when the exper-
imental photon incident energy range is folded in the
calculations.
A signature of VAP is given by a simultaneous detec-
tion of a K- or L-vacancy in coincidence with the produc-
tion of an electron-positron pair. Note that, unlike the
case of the produced pair, the energy of the ionized-target
electron is generally too low [6] to be detected by our
experimental setup. The innershell vacancy is detected
through its characteristic fluorescence K or K lines
when the vacancy is filled. A large area germanium
detector (Ge) is used to detect x rays emitted at the target.
We used two methods to calibrate the x-ray detection
efficiency of our system. In the first method the x-ray
detection efficiency is calculated using x-ray absorption
probabilities along the path to the detector, including
autoabsorption in the target, fluorescence yields, response
efficiency, and geometrical efficiency of the Ge detector.
In the second method we used Pb foils upstream of the
target to produce well-known amounts of electron-posi-
tron pairs. We measured innershell ionization generated
by these pairs in the Au and Ag targets and used tabulated
electron impact ionization cross sections [10] to deduce
the detection efficiency. The two methods give consistent
detection efficiencies for the set up. Figure 3(a) shows a
typical x-ray spectrum for a Ag target. The correspond-
ing energy spectrum of the particle detector B3 is shown153002-2
P H Y S I C A L R E V I E W L E T T E R S week ending18 APRIL 2003VOLUME 90, NUMBER 15in Fig. 3(b) and exhibits well separated peaks for one- and
two-particle contributions. Note that the B3 spectrum
includes in it the condition that the Ge detector sees a
photon as shown in Fig. 3(a) (fluorescence peaks and
background). When we require the creation of an inner-
shell vacancy in the target by setting a cut on the fluo-
rescence Ag-K; x rays the one-electron peak in the B3
spectrum almost vanishes and the spectrum is almost
entirely dominated by a two-particle peak (see the dark
area in Fig. 3) corresponding to the creation of an
electron-positron pair. The one-electron peak in B3 is
correlated mostly to the background seen by the Ge
detector and is likely due to Compton scattering in all
the surrounding material, including B2, which is much
thicker than the target. In contrast the detection of an
innershell vacancy selects events that took place inside
the target. This is a clear signature that innershell photo-
ionization is strongly correlated with the creation of an
electron-positron pair. Two cases are likely to have hap-
pened: (i) The innershell vacancy and the pair creation
take place on the same target atom; (ii) the innershell
vacancy and the pair conversion take place on two sepa-
rate atoms of the target. First the pair is produced in the
field of one atom and then the electron or the positron
interacts with a different atom resulting in the creation ofFIG. 3. (a) Energy spectrum of x rays detected in coincidence
with a charged particle for a 15:3 mg  cm2 thick Ag target.
(b) corresponding amplitude spectrum in the thick scintillator
B3. The gray zones of both spectra correspond to the selection
of events containing only K; photons detected by the Ge
detector.
153002-3an innershell vacancy. This constitutes a background to
our measurement that we will call a two-step process.
The interest here is to extract the contribution of VAP
that is the process in which both innershell vacancy and
pair creation take place on the same atom. In order to do
this, we measure, as a function of the target thickness, the
probability of creating an innershell vacancy (K and K,
for example) in coincidence with the creation of an
electron-positron pair (two-particle peak in B3 spec-
trum). The probability for VAP varies linearly with target
thickness while the two-step process varies as the square
of the target thickness.
Figure 4 shows the variation of the absolute probabil-
ities for innershell vacancy production in coincidence
with pair creation for Au (K and L shells) and Ag (K
shell), as a function of target thickness. The two-step
process dominates for the very thick targets. The mea-
sured probabilities are reproduced to better than 5% by
theoretical values calculated using tabulated electron-
positron cross sections [8] folded with tabulated electron
impact ionization cross sections [10]. This provides a
further check of the experimental setup. We observe a
clear departure from the quadratic dependence shown as
dashed lines for all the studied systems. The finite linear
term of the fit gives a measure of VAP. We summarize in
Table I the cross sections extracted from the fits. We also
include the pair production cross sections discussed ear-
lier in this Letter and the comparison of both processes
with theoretical predictions. These experimental results
constitute the first absolute measurement of VAP cross
section. These values are a factor of 5 to 10 larger than
contributions from Compton scattering and photoelectric
effect taken from the literature. These measurements
are consistent with the prediction that VAP dominatesFIG. 4. Probabilities for K- or L-shell vacancy production in
coincidence with pair creation in gold and silver targets. Error
bars correspond to statistical and absolute dose determination
uncertainties. Solid lines are fits using the sum of a linear and a
quadratic function. Dashed lines are the corresponding quad-
ratic functions.
153002-3
TABLE I. Cross sections per target atom for pair creation and per target shell for vacuum
assisted photoionization (VAP). Uncertainties are due to statistics and fitting procedure. An
additional 20% systematic error bar has to be accounted for experimental VAP cross sections.
Theoretical cross sections are taken from Ref. [6]. Compton scattering (CS) and photoelectric
effect (Photo) cross sections are taken from Ref. [8].
Pair Pair creation VAP CS and
creation theory [8] VAP theory [6] Photo
(barns) (barns) (mbarns) (mbarns) (mbarns)
Au K shell 35.1 36.6 8:3 6:2 19.4 2.3
Au L shell 116 76 42.2 9.3
Ag K shell 14.2 14.7 18 6 13.2 2.3
P H Y S I C A L R E V I E W L E T T E R S week ending18 APRIL 2003VOLUME 90, NUMBER 15photoionization cross sections at high energies. The the-
oretical values of VAP shown in Table I are deduced from
VAP calculations for hydrogenic Ag and Au ions [6]. They
include contributions from both the process in which the
pair is created on the target electron as well as the process
in which the pair is created on the nucleus. These two
contributions to VAP are discussed in Ref. [6]. In partic-
ular it is expected that the contribution to VAP cross
section for tightly bound Au K shell comes mainly
from the mechanism that involves pair creation on the
nucleus. The experimental value of VAP appears to be
slightly smaller than theory for Au K shell and in agree-
ment or slightly larger than theory for Au L shell and Ag
K shell. This may be an indication that the contribution
from VAP that involves pair creation on the nucleus is
smaller than predicted by theory. This could be due to
e=e mutual screening at the Au K-shell orbital scale.
However the error bars of our measurement are large and
further experimental studies are needed to draw any
definitive conclusion on the relative contributions of the
two VAP mechanisms.
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Le tableau suivant complète les résultats donnés dans l’article, en les comparant aux valeurs 
théoriques des deux mécanismes cités plus haut : 
 
Sections efficaces  expérience     Théorie ([Ionescu 99].) 
 (mbarn)     σ1   σ2 
Au couche K     11±6  14.2   5.2 
Au couche L   133±70 14.2   28 
Ag couche K     18±6    6.2    7 
 
Depuis, nous avons effectué deux nouvelles prises de données: l’une en 2003, en utilisant un 
détecteur X Si-Li afin d’avoir une meilleure efficacité à basse énergie et une sensibilité aux 
photons gamma de haute énergie la plus faible possible. Malheureusement, un défaut de 
réparation du détecteur ne nous a pas permis d’obtenir une bonne efficacité géométrique. Au 
mieux nous avons pu vérifier que l’ordre de grandeur obtenu en 2001 pour la photoionisation 
en couche L de l’or était bon. Nous n’avons pas pu mettre en évidence ce processus avec des 
cibles de cuivre. La dernière expérience, réalisée en 2004, a permis d’affiner quelque peu les 
résultats précédents avec des cibles d’or et d’argent. Les résultats sont reportés sur la 
figure 27 ci-dessous. Nous avons un problème d’efficacité relative entre les mesures avec les 
cibles d’or et les cibles d’argent. Cependant on peut renormaliser les résultats pour les cibles 
d’argent, et la variation relative entre les deux points aux épaisseurs de 3,6 et 43 mg/cm2 
reproduit parfaitement nos mesures antérieures. Pour les cibles d’or les résultats en couche K 
reproduisent également nos mesures publiées en 2003. En particulier le point à l’épaisseur 2,8 
est inférieur à la valeur mesurée avec la même cible, tout en étant compatible statistiquement. 
Ce fait renforce l’idée que le processus du deuxième ordre (création de paire dans le champ 
du noyau et ionisation de l’électron K par impact de l’électron ou du positon), calculé comme 
prépondérant pour la photoionisation K de l’or, est très inférieur aux estimations faites par un 
calcul un peu « avec les mains » d’Allan Sorensen dans la référence [Ionescu 99]. Quant à 
l’ionisation en couche L de l’or, l’ordre de grandeur de la section efficace est confirmé. 
Figure 27 : mesure de la probabilité d’ioniser un atome et de créer une paire en fonction de 
l’épaisseur de cible, pour des cibles d’or (ionisation en couche K et L) et d’argent (ionisation 
en couche K). Les mesures extraites de la référence [Dauvergne 03B] sont en noir et blanc, 
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Pour conclure ce chapitre, nous avons mis en évidence la photoionisation par création de paire 
à haute énergie. Ce processus, bien qu’il ait une faible section efficace (quelques dizaines de 
barns) peut jouer un rôle important dans l’endommagement de couches minces. En effet, le 
taux d’ionisation en couche interne sur des atomes même légers est en grande partie 
responsable de l’endommagement de ces couches minces sous irradiation par des 
rayonnements gamma de très haute énergie. Ce type de rayonnement est présent dans le 
milieu interstellaire, mais aussi dans les détecteurs auprès des accélérateurs de très haute 
énergie comme le LHC. 
Le processus du second ordre amène à se poser une question fondamentale. Lorsqu’une paire 
e+e- est créée (dans un volume dont le diamètre est typiquement égal à la longueur d’onde de 
Compton), après quelle distance parcourue par les constituants peut-on considérer que 
l’électron et le positon ne s’écrantent plus mutuellement ? La taille des orbitales K d’un atome 
d’or est typiquement du même ordre de grandeur que la longueur d’onde de Compton (à 
moins qu’un facteur 2 près). La très faible valeur obtenue pour le processus 1 peut suggérer 
qu’à cette échelle, l’écrantage est très fort et inhibe l’ionisation par impact du positon ou de 
l’électron. 
Mon esprit étant perverti par l’intérêt d’utiliser des cibles cristallines alignées, on pourrait 
imaginer une expérience cherchant à mesurer cette distance pendant laquelle l’écrantage 
existe. Le processus en deux étapes (création de paire et EII sur deux atomes distincts), 
responsable de la forte contribution quadratique aux cibles épaisses, peut être étudiée à l’aide 
d’un cristal : ce processus doit être fortement augmenté lorsque le faisceau de photons est 
aligné le long d’une direction d’axe cristallin, car les atomes utiles pour l’ionisation en couche 
interne sont dans la trajectoire des constituants de la paire, créée sur un noyau d’une rangée 
d’atomes (l’angle d’émission entre l’électron et le positon est de 1/γ, γ étant le facteur de 
Lorentz). L’écrantage entre l’électron et le positon doit contrecarrer cet accroissement dans la 
direction de l’axe. Une mesure en fonction de l’angle d’incidence pourrait permettre de 











Au travers des expériences décrites dans ce manuscrit, j’ai pu faire le point sur une quinzaine 
d’années de recherche au sein du groupe CAS de l’IPNL. De nombreux programmes ont été 
menés en parallèle, ce qui est inhérent aux expériences de relativement courte durée menées 
sur les grands accélérateurs. On a pu nous reprocher de ne pas nous concentrer sur un seul 
programme et une seule thématique, mais nous n’aurions pas pu vivre notre vie scientifique 
avec une expérience tous les trois ans. 
Certaines expériences sont très abouties, d’autres nous laissent un peu sur notre faim :  
- la capture NEEC, telle que nous avons essayé de la mettre en évidence au GANIL, est 
à portée de main ; comme je l’ai déjà précisé, c’est une question de volontés qui ne 
dépendent pas de nous ; à mon avis l’expérience vaut d’être vécue… 
- les expériences de blocage cristallin ont montré leurs limites, imposées à la fois par la 
statistique disponible avec des expériences d’une à deux semaines de faisceau, et par 
la qualité des cristaux disponibles pour faire ces expériences ; nous étudierons 
toutefois la possibilité d’effectuer de nouvelles expériences de ce type avec des 
noyaux exotiques disponibles à SPIRAL 2 ; 
- au GSI, nous n’avons pas pu atteindre la limite inférieure de l’énergie cinétique pour 
laquelle un faisceau d’uranium ou de plomb hydrogénoïde peut encore voyager dans 
un cristal sans capturer d’électrons ; toutefois les expériences avec les faisceaux 
extraits sont tellement difficiles à réaliser qu’il est difficile d’aller plus avant dans ce 
programme. 
 
Nous nous sommes lancés depuis deux ans dans une nouvelle expérience, qui est la suite 
logique des expériences associées à l’effet de superdensité. Nous voulons mettre à profit les 
très forts dépôts d’énergie associés aux collisions rasante d’un ion lourd le long d’une rangée 
pour étudier l’endommagement en surface d’un cristal. En effet, lorsqu’un ion pénètre un 
cristal en rasant une rangée, chaque atome de cette rangée peut recevoir une dizaine de keV 
par ionisation de la plupart de ses électrons. L’explosion coulombienne éventuelle de cette 
rangée, si le temps de recombinaison des atomes est suffisamment long (à l’échelle de 
quelques dizaines de femtosecondes), doit conduire à une importante émission ionique en 
surface du cristal. Ce programme est initié au GANIL, nous attendons de réaliser la première 
expérience, au cours de laquelle nous mesurerons en coïncidence les ions secondaires par 
temps de vol, avec les ions transmis à travers le cristal, en fonction de leur état de charge et de 
leur perte d’énergie, donc de leur énergie transverse. Cette première expérience devrait 
justifier la continuation de ce programme dans des conditions de surfaces très propres sous 
ultra-vide. C’est à mon avis une thématique tout à fait originale et novatrice dans le domaine 
de l’interaction ion-matière, et les informations qu’on en tirera seront fondamentales pour la 
compréhension de la dynamique de l’endommagement de la matière sous irradiation intense. 
 
Si la politique actuelle et future de nos établissements de recherche publique nous en laisse la 
possibilité, encore bien des sujets liés à l’interaction de particules chargées avec des cristaux 
peuvent être traités.  
En premier lieu, l’excitation résonnante cohérente nucléaire. Ces études figuraient déjà dans 
mon projet de recherche pour rentrer au CNRS en 1994…  Les priorités en cours ont toujours 
différé ce programme, que nous pourrions reprendre, soit au GANIL avec des faisceaux 
métastables ayant une faible énergie d’excitation, soit au GSI, auprès du futur accélérateur 
FAIR, avec lequel des transitions de quelques dizaines de keV pourraient être étudiées sur des 
noyaux stables.  
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Nous sommes également sollicités par une collaboration japonaise pour contribuer à des 
études de faisabilité d’utiliser des cristaux pour produire des positons. Ceci fait suite aux 
expériences menées au CERN sur cette thématique, auxquelles je n’ai participé que de façon 
très marginale jusqu’à présent. Nous utilisons le renforcement du taux de création de paires 
lorsqu’une particule relativiste est canalisée dans un cristal. Ce renforcement est dû à la 
somme cohérente des probabilités sur les atomes individuels. 
Notre groupe s’engage actuellement dans un programme très alimentaire de mesures de 
sections efficaces de fragmentation d’ions carbone pour la hadronthérapie. J’aimerais profiter 
de notre participation à une telle thématique pour étudier la faisabilité d’utiliser un cristal 
courbe pour dévier des faisceaux d’ions carbone de quelques centaines de MeV/u. Cela peut 
paraître irréaliste, mais il n’est pas impossible qu’on puisse courber, même en faible 
proportion, des faisceaux jusqu’à des angles de plusieurs dizaines de degrés dans un cristal de 
moins d’un centimètre d’épaisseur. Cela vaut la peine d’être tenté, lorsqu’on connaît le coût et 
la difficulté de mettre en place des systèmes de  faisceau orientables avec des têtes 
isocentriques. La figure ci-dessous est une simulation de trajectoires d’ions carbone de 400 
MeV/u dans le plan (110) d’un cristal de silicium pour plusieurs courbures perpendiculaires à 
ce plan. Avec une déflexion angulaire de 5.10-8 radian par unité de longueur d(110), une 
courbure de 30° serait atteinte avec une longueur de cristal de 4 mm. Certes la diffusion 
multiple sur les électrons n’est pas prise en compte dans cette simulation, et sera sans doutes 
la principale limitation physique pour la déflexion des particules chargées. 
Figure 26 : Simulations de trajectoires dans l’espace (x,θx) d’ions C12+ de 400 MeV/u 
canalisés dans le plan (110) d’un cristal de silicium. Les valeurs dθx correspondent à la 
variation angulaire du plan
 
du cristal par unité de longueur d(110)=3,84Å. Les valeurs de ρ 
sont les rayons de courbure correspondant. 
 
Enfin, il me faut rendre hommage à mes collaborateurs sans qui ces travaux n’auraient pas pu 
être réalisés. J’ai eu la chance de pouvoir m’insérer dans ces programmes expérimentaux, 
menés par des équipes pluridisciplinaires de taille humaine. La curiosité et l’intérêt 
scientifique sans cesse renouvelé a permis à ce petit groupe de travailler ensemble pendant 
des années, bien avant que je le rejoigne. La confiance mutuelle a – presque – toujours été le 
ciment de notre motivation à travailler ensemble. N’étant spécialiste de rien, les échanges 
avec les physiciens de la matière condensée, les physiciens atomistes et les physiciens 
nucléaires que j’ai côtoyés au cours de ces années m’ont énormément apporté.  
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