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ABSTRACT
Convection can rapidly and efficiently transport polluted boundary layer air
to the upper troposphere and lower stratosphere, thereby influencing the chemical
composition and distribution of greenhouse gases in the atmosphere. Whether mass
detrains into the upper troposphere or lower stratosphere has differing impacts on
the radiative budget and hence, on climate. Currently, there have been only a few
observing platforms capable of studying convective mass transport, which have signif-
icant limitations and are frequently restricted to field campaigns resulting in a small
number of case studies. Outside of these case studies, little is known about the actual
heights that convection detrains mass to or how much dilution a parcel rising in the
updraft experiences due to processes such as entrainment. Entrainment not only re-
duces updraft buoyancy resulting in lower mass detrainment altitudes, but also dilutes
updrafts that may be vertically transporting polluted boundary layer air, changing
the chemistry of the detrained air aloft. To account for many of the limitations in
observations, model simulations are commonly utilized; however, these models are
unconstrained and need to correctly depict both the chemistry and dynamics. To
improve our understanding of convective mass transport and help constrain model
simulations, this study focuses on 1) identifying whether convection-allowing models
can accurately depict the dynamics of mass transport, 2) building a large database
of observed convective detrainment heights to determine the heights that convection
detrains mass to, and 3) developing a methodology to retrieve observed fractional en-
trainment rates for deep convection that can be used to determine how much dilution
is experienced by rising parcels.
xv
These three objectives were researched as follows. First, biases within high-
resolution convection-allowing model forecasts were identified with focus on the ver-
tical structure and depth of deep moist convection. The object-based validation re-
vealed that while the models performed well near the surface, there were large biases
aloft. Overall, model forecasts generated too many convective elements that were in-
dividually too large and contained convection that reached the mid-troposphere twice
as often as observations, leading to an over-estimation of the amount of mass being
transported. Second, to determine the heights that convection actually detrains mass
to, a large observational database of convective detrainment heights for the midlat-
itudes was built using ground-based radar observations. A newly developed radar
echo stratification scheme was combined with high-resolution radar composites and
an anvil-proxy methodology to retrieve the level of maximum detrainment (LMD)
for convection across seven years for the months of May and July. Results showed
that on average the LMD height was around 4.3 km below the tropopause, but can
be as high as 2 km above the tropopause, with at least some mass transport oc-
curring up to 6 km above the tropopause. May storms had a slightly higher mean
tropopause-relative LMD height but July contained storms with the deepest trans-
port. An analysis focusing on morphology found that quasi-isolated strong convection
had higher LMD heights than mesoscale convective systems, with the highest LMD
heights belonging to supercells. When subset by region, the southern regions of the
United States were found to have lower mean LMD heights due to a large amount of
diurnally-driven convection. Third and finally, to better understand why storms de-
train mass to certain altitudes and to investigate the dilution of parcels with updrafts,
xvi
a buoyancy-based methodology was developed that builds upon and constrains plume
theory with observations. The methodology works on the principles of comparing the
buoyancy of an ideal parcel to that of a mixed parcel with attributes derived from
observations of vertical velocity and environmental temperature and moisture. The
method was applied to a case of weaker, mid-level convection and a case of a deep
convective cluster. The deep convective cluster was found to have mean fractional
entrainment rates of around 0.26 km−1, which was about half of the mean rate found
for the weaker, mid-level convective cell. The entrainment results also illustrated the
importance of accounting for processes such as hydrometeor drag and the ice phase
within the rising plume.
Overall, this study demonstrates the importance of including vertical infor-
mation in analysis of both models and observations. The identified model biases
in convective structure showcase where the convection-allowing models still need im-
provement and can be used to investigate where biases in precipitation fields originate.
The LMD height retrievals depict the heights of mass detrainment and can be used
to constrain chemical transport models in order to get more accurate approximations
of transport heights for radiative and climate models. The statistical distribution of
detrainment heights can also be used to estimate the amount of mass transport that
occurs into the troposphere and stratosphere. The entrainment retrieval methodol-
ogy can be applied to several observational datasets to retrieve fractional entrainment
rates for convection of various morphologies and depths as long as vertical velocity
and environmental temperature and moisture information is present. By incorporat-
ing observations, the entrainment rate retrievals can be used to constrain cumulus
xvii
parameterizations and theoretical parcel models. Furthermore, the LMD and detrain-
ment envelope retrievals can be coupled with the entrainment retrieval methodology
to determine how much dilution parcels experience before being detrained. Lastly,
further study is required to investigate why supercells detrain mass to higher altitudes




Mass exchange between the upper troposphere and lower stratosphere (UTLS) changes
the chemical composition, radiative properties, and distribution of greenhouse gases
in the atmosphere, which has significant implication for climate studies (e.g., Ra-
maswamy et al., 1992; Holton et al., 1995; Stohl et al., 2003). The stratosphere con-
tains dry, ozone-rich air while free tropospheric air is moist and contains relatively
little ozone except in regions of biomass burning (Pan et al., 2010). Exchanges of mass
between the two regions occurs in both directions (i.e., stratosphere-to-troposphere
and troposphere-to-stratosphere). Downward transport of air from the stratosphere is
a major contributor to the ozone concentrations in the free troposphere while upward
transport of certain chemical species from the troposphere can lead to destruction
of ozone (Fabian and Pruchniewicz, 1977). Since ozone is a potent greenhouse gas,
the long lifetime of ozone in the UTLS (approximately one month; Liu et al., 1987)
impacts the radiative balance.
Large-scale mass exchange mechanisms between the stratosphere and tropo-
sphere have been extensively studied (e.g., Holton et al., 1995; Plumb, 1996; Mote
et al., 1996; Waugh, 1996; Stohl et al., 2003). In the tropics, the majority of trans-
port occurs from the troposphere to the stratosphere. The Brewer-Dobson circula-
tion is responsible for upwelling air from the tropical troposphere into the tropical
stratosphere, horizontally transporting mass to the extratropical stratosphere, and
downwelling air into the middle and high latitudes of the troposphere (Holton et al.,
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1995). Nevertheless, transport from the stratosphere into the troposphere does occa-
sionally occur in the tropics due to cyclones (Baray et al., 1999) and breaking Kelvin
and Rossby waves (Fujiwara et al., 1998; Zachariasse et al., 2001). In the extra-
tropics, large-scale processes primarily involve stratosphere-to-troposphere directed
transport. The major source of mass transport into the extratropical troposphere oc-
curs via isentropic transport from the tropical troposphere and diabatic descent from
the upper stratosphere associated with the Brewer-Dobson circulation (Hintsa et al.,
1998). Significant transport into the extratropics has also been observed in synoptic-
scale features such tropical folds and cut-off lows (e.g., Ebel et al., 1991; Pan et al.,
2010; Homeyer et al., 2011; Lin et al., 2012). These tropical folds and cut-off lows
are associated with stratospheric intrusions that cause a large displacement of the
tropopause, enabling a large exchange of mass (Stohl et al., 2003).
It is generally accepted that large-scale transport mechanisms are responsible
for the majority of mass exchange, with small-scale features such as deep convection
contributing substantially less overall mass. Nevertheless, deep moist convection is
able to rapidly and efficiently transport boundary layer mass to the upper atmosphere.
Convection can transport mass from the near surface to the UTLS in minutes to
hours, as compared to days for extratropical cyclones and weeks or months for other
turbulent diffusive processes (Dickerson et al., 1987; Sigmond and Siegmund, 2000).
Unlike mass injected through large-scale ascent, convectively-transported mass has
also been shown to be relatively undiluted by both in-situ aircraft measurements and
model simulations (e.g., Dickerson et al., 1987; Pickering et al., 1988; Ström et al.,
1999; Mullendore et al., 2005). Therefore, convective injections of polluted boundary
layer air directly into the UTLS result in a significant chemical impact as boundary
layer air has a markedly different chemical composition than the free troposphere
(with the difference being amplified if mass is injected into the stratosphere).
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Changes in chemical properties (and hence radiative and climatic effects) as-
sociated with deep convective transport are predominately driven by mechanisms of
ozone destruction and production, as ozone is described as one of the most impor-
tant greenhouse gases by the IPCC (2013). Ozone precursors (e.g., carbon monoxide,
methane, volatile organic compounds) are found in large concentrations in the bound-
ary layer but have relatively sparse concentrations in the free troposphere (Jiang et al.,
2007); therefore, ozone has been heavily focused on by studies of convective transport
as ozone precursors are readily transported by convection (e.g., Thompson et al., 1994;
Barth et al., 2015; Huntrieser et al., 2016). Enhanced regions of ozone have also been
found downwind of convection, with modeling and observational studies estimating
the rate of ozone production anywhere between 3 to 17 ppbv day−1 (Thompson et al.,
1997; DeCaria et al., 2005; Cooper et al., 2006; Ott et al., 2007) and increases of up
to 40 ppbv of ozone have been found within convective clouds (Winterrath et al.,
1999). Global analysis performed by Lawrence et al. (2003) found that tropospheric
ozone concentrations due to convection increased by 12%, and simulations performed
by Jacob et al. (1993) show that up to 50% of ozone off the Northeastern coast of
the United States results from post-convective reactions, indicating the importance
of convective transport. Convective injection of water vapor into the UTLS has also
been shown by in-situ measurements (Homeyer et al., 2014), which induces cooling
at the UTLS and warming at the surface and acts as a catalyst for several heteroge-
nous reactions that promote ozone loss, which may be considerable if present in the
lower stratosphere (e.g., Forster and Shine, 1999; Kirk-Davidoff et al., 1999; Drdla
and Müller, 2012; Anderson et al., 2012).
Convection is theorized to transport majority of mass into the free troposphere;
however, convection has been shown to penetrate the tropopause to directly inject
mass into the stratosphere (e.g., Poulida et al., 1996; Wang, 2003; Hegglin et al.,
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2004; Homeyer et al., 2014; Solomon et al., 2016). Whether transported mass is
able to detrain directly into the stratosphere has implications on climate and health
factors. In the troposphere, the presence of hydrogen and nitrogen oxide radicals in
combination with volatile organic compounds transported by convection result in a
net production of ozone. In the lower stratosphere, these hydrogen radicals (and other
transported species) can result in a rapid destruction of ozone (e.g., Huntrieser et al.,
2016); which has been shown to increase the amount of UV radiation reaching the
surface (Anderson et al., 2012). Along with stratospheric ozone being transported
downward along anvil edges, any ozone produced in the free troposphere can be
transported downwards by large-scale subsidence and downward convective motions,
where it acts as a lung irritant that can lead to acute lung inflammation, damage of the
respiratory system, and has been linked with premature mortality (e.g., Silverman,
1979; Ghude et al., 2016). Furthermore, the residence times of transported species
vary significantly between the stratosphere and troposphere; therefore, knowing the
height of convective mass transport is crucial to determine what impacts convection
has on the radiative and climatic balance.
Polluted air is transported upwards via the updraft until it dynamically de-
trains out of the updraft or mixes with environmental air to become neutrally buoyant.
Overshooting tops have recently received a lot of attention with regards to convective
transport due to the proximity of polluted air to pristine stratospheric environment.
Nevertheless, the air within the overshooting top is negatively buoyant and relies
solely on mixing processes (such as gravity wave breaking) to eject mass into UTLS;
otherwise, even though the overshoot penetrates the tropopause it may not be eject-
ing a large amount mass into the stratosphere. The greatest amount of convective
mass detrainment occurs in the convectively-generated anvil and thus cannot be ne-
glected (e.g., Mullendore et al., 2013; Carletta et al., 2016). Air from the anvil can
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also be directly injected into the lower stratosphere (e.g., Poulida et al., 1996; Hegglin
et al., 2004; Mullendore et al., 2005) or can be mixed via processes such as gravity
wave breaking aloft (e.g., Hassim and Lane, 2010). While there are several observing
platforms that can be used to retrieve detrainment heights, such as aircraft, they have
large spatial and/or temporal limitations that significantly limit our understanding
of mass detrainment.
The purpose of this study is to improve our understanding of modeled and
observed convective transport by (1) validating simulated convective structure, (2)
building a large database of retrieved convective detrainment heights from radar ob-
servations, and (3) developing a methodology to retrieve deep convective entrainment
rates from observations. Evaluating simulated convective structure provides insight
into whether models are correctly depicting the dynamics of convective transport and
helps identify regions of uncertainty in simulating mass transport (Chapter 2). A new
radar echo stratification scheme is developed to distinguish between different parts of
the storm in a dynamically and physically-oriented manner (Chapter 3). The radar
echo stratification scheme is utilized to further help constrain model simulations and
to get a quantitative understanding of observed convective mass detrainment heights.
The convective detrainment heights are retrieved by building upon prior research and
using several summers of composited radar observations across CONUS (Continental
United States; Chapter 4). Lastly, one of the most important and least understood
processes affecting the convective detrainment heights for deep convection is entrain-
ment (which has to be parameterized in model simulations). Entrainment acts to
dilute the chemical composition of a parcel and also reduces the rising parcels buoy-
ancy. A method is developed that uses observations to constrain a modified plume




USING RADAR REFLECTIVITY TO EVALUATE THE VERTICAL
STRUCTURE OF FORECASTED CONVECTION
2.1 Introduction
Model simulations are commonly used for both operational forecasting and to inves-
tigate processes in the atmosphere when inadequate observations exist or are hard to
obtain, such as involving deep moist convection. In particular, the height, depth, and
internal characteristics of deep moist convection are important storm factors for the
operational and research communities. Storm height can be an indicator of convective
strength, severity, and potential for lightning and hail generation (e.g., Held, 1978;
Ushio et al., 2001; Donavon and Jungbluth, 2007; Pessi and Businger, 2009; Yang and
King, 2010). The depth and internal structure also influences the generation location
and magnitude of convectively-induced turbulence which impacts aviation (e.g., Lane
et al., 2003; Barber et al., 2018). The internal storm dynamics and microphysics are
closely tied together and affect attributes such as precipitation intensity, latent heat
release, and mass transport (e.g., Adler and Mack, 1984; Houze, 1989; Mullendore
et al., 2005; Powell and Houze, 2015). For example, modeling studies of convective
mass transport rely on atmospheric chemical models to simulate tracer and chemical
transport, reactions, and dilution. While atmospheric chemical models provide three-
dimensional detail into transport processes, these models need to first properly simu-
late internal dynamics of deep convection in order to accurately disperse such tracers.
Knowledge of the height of the upper-level storm detrainment, as dictated by storm
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dynamics, is crucial as transported boundary layer air has different radiative and
climatic effects depending on the altitude of mass transported (e.g., Dickerson et al.,
1987; Barth et al., 2007; Anderson et al., 2012). Unfortunately, convection-allowing
simulations are largely unconstrained with regards to storm height and internal char-
acteristics; therefore, modeling studies typically have to subjectively compare the
simulated convection to its observed counterpart to see whether the simulated storm
depicts similar storm features. Furthermore, as regional convection-permitting cli-
mate model simulations and down-scaling of simulations become more utilized, it is
increasingly important to correctly simulate the three-dimensional storm structure to
accurately balance the atmospheric energy budget. Objective methods are needed to
evaluate the three-dimensional structure of simulated storms.
A form of evaluation that accounts for spatial differences is necessary in high-
resolution forecasts as traditional skill scores have limited usefulness when spatial
anomalies exist between forecasts and observations (e.g., Mass et al., 2002). It is
known that the exact timing and location of convective initiation is very difficult
to predict due to the chaotic nature of the boundary layer. Consequently, using
traditional point-to-point verification often leads to a subjectively good forecast being
deemed objectively bad (e.g., Baldwin and Kain, 2006; Mittermaier, 2014). Therefore,
to evaluate the representation of convection within convection-allowing simulations,
the procedure should not be focused on precise location but should focus on evaluating
convective characteristics, such as intensity, depth, and size. One methodology that
does not emphasize precise locations and focuses more on such features is an object-
based framework (e.g., Ebert and McBride, 2000; Davis et al., 2006; Ebert and Gallus,
2009). An advantage of object-based methods is that they focus on features within
the analysis field rather than the entire field itself, meaning that regions of interest
(i.e., objects) are defined based on the criteria specified by the user performing the
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analysis. The object-based methodology enables a comparison of similar objects and
their attributes in both model simulations and observations.
At convection-allowing scales, object-based methods have been used to inves-
tigate various parameters such as updraft helicity (Clark et al., 2012), brightness-
temperature (Griffin et al., 2017), and convective initiation (Burghardt et al., 2014),
but the predominant focus has been on the evaluation of precipitation fields (e.g.,
Davis et al., 2009; Ebert and Gallus, 2009; Gallus, 2010; Johnson and Wang, 2013;
Johnson et al., 2013; Clark et al., 2014; Cai and Dumais, 2015). The general consen-
sus from the aforementioned studies indicates that high-resolution model simulations
commonly over-forecast the number of precipitating objects, precipitating objects are
frequently too large horizontally, and precipitation tends to have a high intensity bias.
While knowledge of biases in the simulated precipitation fields provides important in-
sights for operational forecasting, it is also important to determine what processes
may lead to those biases. Since the precipitation field is temporally averaged, poten-
tially important features and details may be smoothed out. As a result of temporal
smoothing, different forms of convection can produce a similar precipitation field while
being dynamically and/or microphysically distinct from each other. In contrast, the
simulated reflectivity field is not temporally averaged and provides an instantaneous
representation of convective processes enabling a more direct comparison of storm
features.
Comparisons of the simulated and observed reflectivity fields have been suc-
cessfully used to investigate several model characteristics in the past; however, studies
have evaluated the composite reflectivity field or the reflectivity field at one level, lim-
iting the usage of vertical information (e.g., Kain et al., 2008; Schwartz et al., 2009;
Jensen et al., 2010; Kain et al., 2010). Analyses that evaluated vertical convective
structure have typically been limited to case studies or short periods of time (e.g.,
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Rogers et al., 2007; Van Weverberg et al., 2011; Caine et al., 2013; Min et al., 2015);
nevertheless, these studies have revealed important model biases. For example, Caine
et al. (2013) analyzed several days of model simulations and found that simulations
tended to have higher storm tops than observations. Similarly, Van Weverberg et al.
(2011) found simulated reflectivity values that were too high in their simulations of
supercell and multicell cases.
In this study, the observed reflectivity field at multiple heights is utilized to
evaluate several months of daily convection-allowing forecasts over the Northern Great
Plains region focusing on North Dakota. The purpose of this study is to demonstrate
the usefulness of using three-dimensional reflectivity for model evaluation, investigate
the accuracy of forecasted convective depth and internal vertical convective structure,
and illustrate how convective biases change with height. Two different microphysical
schemes are analyzed to investigate the variability generated in convective forecasts
by switching schemes. Additionally, since simulated reflectivity calculations contain




Two Weather Research and Forecasting (WRF; Skamarock et al., 2008) Advanced
Research WRF (ARW) 3-km v3.7.0 model configurations with differing microphysics
are evaluated and shown in Table 1. The WRF forecasts were run operationally in
support of the 2015 North Dakota Cloud Modification Project (NDCMP) to provide
forecasters with daily guidance on convective morpohology, intensity, and coverage.
In summary, model microphysics varied between the WRF Single-Moment 6-Class
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(WSM6; Hong and Lim, 2006) and Thompson (Thompson et al., 2004, 2008) schemes
with all other physics held constant. The 3-km model domain where the analysis is
performed is predominantly located over western North Dakota, embedded within a
9-km domain that is nested within a 27-km parent domain (Fig. 1). Forecasts had a
model top of 50 hPa with 45 vertical levels on a stretched grid with an average spac-
ing of ∼215 m in the boundary layer and ∼525 m in the free troposphere. Forecasts
were initialized at 00 UTC starting 1 June 2015 through 30 September 2015 using
the 40 km North American Mesoscale (NAM) model for initial and lateral boundary
conditions. Forecasts were generated hourly out to 48 hours from initialization, but
only forecasts hours 7 to 30 were analyzed (further discussed in section 2.3.1). The
WSM6 and Thompson schemes were chosen because they are very commonly utilized
single-moment microphysical schemes for both operational and research purposes,
and many biases in these schemes (particularly precipitation) have been extensively
investigated (such as by studies mentioned in section 3.1). The purpose of using
two different microphysical schemes is not for a intercomparison of schemes, but to
highlight the variability present in convective structure and depth within WRF sim-
ulations. The size of the 3-km domain and complexity of the microphysical schemes
used was also limited by computational power and operational constraints set for
forecast completion times.
Determining the reflectivity of hydrometeors in model forecasts is not trivial,
especially for microphysical schemes that only retain single-moment (i.e., mass) in-
formation, as at a minimum, both hydrometeor concentrations and sizes are required.
Both the WSM6 and Thompson schemes provide mixing ratios of cloud water, rain,
cloud ice, snow, and graupel hydrometeors. Unlike the single-moment WSM6 scheme,
the Thompson scheme is a hybrid scheme that also provides the number concentra-
tions of cloud ice and rain. The simulated reflectivity is calculated internally within
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WRF (i.e., the “do radar ref” option) as in Morrison et al. (2009) and is hereafter
referred to as the WRF method. The radar reflectivity factor is determined in a
microphysically-specific manner, meaning the method utilizes necessary constants and
distributions directly from each microphysical scheme. The radar reflectivity factor
is determined assuming Rayleigh scattering, which is appropriate for a 10-cm wave-
length radar. In effort to account for some of the uncertainty in simulated reflectivity
calculations, a second commonly used method is utilized and discussed in section 2.4
in order to determine the sensitivity to the simulated reflectivity calculation.
2.2.2 Radar Observations
Radar observations were taken by the 10-cm wavelength Next Generation Weather
Radar (NEXRAD) Weather Surveillance Radar-1988 Doppler (WSR-88D) network
(Crum and Alberty, 1993) radars located at Bismarck, ND (i.e., KBIS) and Minot,
ND (i.e., KMBX). Radar data for each radar are initially transformed from the native
polar coordinates to a uniform grid with a grid spacing of 0.01 degree (∼1 km) in
the horizontal and 1 km in the vertical, extending up from 2 km to 13 km in height
above ground level (AGL; herein, all heights are in reference to AGL) using Radx
software (Dixon, 2010). Data are mapped out to 126 km from each radar (red circles;
Fig. 1), which is the furthest distance where the lowest elevation angle radar beam
still samples the primary 2 km analysis height (further discussed in section 2.3.1)
assuming standard atmospheric refraction. The relatively short maximum range of
126 km also limits potential issues with radar beam broadening at long distances
and loses in detectability. Only radar data nearest to the top of each hour (+/- 10
minutes) are used in order to match the hourly output of the model simulations.
When data are present from both radars for a specific hour (and within 6 minutes
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of each other), data are spatially composited using a simple distance-weighted mean.
No temporal interpolation is performed when compositing radar observations.
The three-dimensional horizontally-polarized radar reflectivity data are used
for evaluation of the model simulated radar reflectivity. Radar reflectivity is the
measure of the backscattered power returned to the receiver by meteorological and
non-meteorological targets and is primarily dependent on the concentration and cross-
sectional area of the targets. The observed reflectivity field frequently contains many
non-meteorological artifacts such as ground clutter and biological targets (i.e., birds
and bugs) that can have magnitudes equaling or surpassing meteorological echo (e.g.,
Steiner and Smith, 2002; Lakshmanan et al., 2010). Large “blooms” of reflectivity
frequently occur in the evening and overnight hours due to the presence of large
amounts of bugs and enhanced ducting of the radar beam. These artifacts need to be
removed prior to the analysis in order ensure that only active meteorological targets
remain; therefore, radar data undergo simplistic quality control filtering to eliminate
non-meteorological echo.
Dual-polarization data, in particular the cross-correlation coefficient (ρHV) and
differential reflectivity (ZDR), are utilized along with reflectivity to filter out non-
meteorological echo. The ρHV parameter is a measure of the correlation or similarity
between the returned power of the horizontally and vertically polarized pulses. Values
of ρHV close to 1.0 typically indicate meteorological scatters with near uniform particle
phases. Reductions in ρHV are often seen in mixed-phase regions, reaching values lower
than 0.8 in regions of large hail and rain-hail mixtures. Similarly, the melting of snow
hydrometers such as in stratiform regions of mesoscale convective systems (MCSs) can
also reduce values of ρHV to < 0.7. Non-meteorological scatters typically have low ρHV
values of < 0.7; however, under certain conditions, ρHV values of non-meteorological
scatters can be high and even approach 1.0 (Tang et al., 2014). ZDR is the ratio
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of the horizontally-polarized and vertically-polarized backscattered power from the
radar pulses. Meteorological values of ZDR near 0 dB typically indicate near spherical
drops or tumbling hail. Values of ZDR > 2.0 dB indicate hydrometeors with a large
horizontal cross-sectional area such as large drops, while negative values typically
indicate vertically oriented ice crystals and conical graupel. More information on
the polarimetric variables can be found in Doviak and Zrnić (1993), Ryzhkov et al.
(2005b), and Kumjian (2013a,b,c).
The quality control steps performed follow many of the individual procedures
outlined in Tang et al. (2014). Tang et al. (2014) filter radar echo by performing
quality control procedures on radar bins along the radial. Since the radar data used
in this study is gridded and only simplistic control procedures are needed, the quality
control procedures are adjusted to work with the gridded dataset. Although the pur-
pose of any quality control procedures is to remove as much non-meteorological echo
as possible while retaining all meteorological echo, for this study more emphasis is
placed on removing non-meteorological echo with reflectivity values that rival that of
convection in order to prevent misidentification of convective cores (following section
2.3.1). Initially, as in Tang et al. (2014), all pixels with ρHV < 0.95 are removed unless
they are identified as being possible hail cores or regions of melting. Hail cores are
identified as pixels containing reflectivity ≥ 45 dBZ and 18 dBZ echo tops > 8.0 km.
While Tang et al. (2014) correlated reductions in ρHV with temperature data to iden-
tify the melting layer, in this study the reductions in ρHV are correlated with enhanced
reflectivity regions near the height of the typical melting level to avoid including addi-
tional uncertainty associated with temperature data from soundings (such as spatial
and temporal representativeness). The melting level is identified as pixels containing
ρHV < 0.7 and reflectivity > 30 dBZ in the lowest 5 km, where reflectivity data must
also be present in at least three layers of the column stretching from the surface to
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5 km. Following the ρHV filter, a ZDR filtering procedure (not in Tang et al. (2014))
is included to remove any non-meteorological pixel clusters that remained. Any pixel
containing very high values of ZDR > 5 dB coupled with low values of reflectivity < 10
dBZ are removed as these high ZDR signals are typically present from biological scat-
ters such as insects (e.g., Browning et al., 2011). Meteorological echoes with ZDR > 5
dB are largely found in regions of heavy rain or regions containing large drops, which
will typically have reflectivity values > 10 dBZ. Lastly, additional reflectivity filters
are applied to the data. Columns are filtered if the rate of change of reflectivity in the
lowest two heights is > 50 dBZ or the reflectivity of the lowest level pixel is > 30 dBZ
with no echo above. These reflectivity filters enable the removal of any ground clutter
with strong reflectivity signals. Once all filters are applied, a nearest neighborhood
method is employed to filter out clutter that contains high ρHV and was not removed
by the ρHV or reflectivity filters. For a given pixel containing reflectivity data, if more
than half of the neighboring pixels have no or missing reflectivity data, the pixel is
filtered and any remaining echoes comprised of less than three pixels (i.e., 3 km2)
are removed (similar to the speckle filter in Tang et al. (2014)). After the data has
been filtered, any pixel-sized gaps created by the initial ρHV filter that are enclosed
by meteorological echo are returned to their original reflectivity value. Examples ap-
plying the filters are shown for composite reflectivity observations taken by KBIS for
typical ground clutter present during active convection (Fig. 2a, b) and during the
overnight bloom (Fig. 2c, d). Other than the reflectivity threshold associated with
the melting layer identification, the quality control procedures have low sensitivity to
the exact reflectivity thresholds chosen. For the melting layer identification, reducing
the reflectivity threshold below 30 dBZ results in retaining too much radar echo as
regions that are not the melting level are identified as such and do not get removed
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by the ρHV filter. Raising the threshold results in too much echo being removed,
especially when the melting layer consists of a broad layer of lower reflectivity values.
Although there is uncertainty associated with the observed reflectivity, such
as differences in calibration between the two radars, it is assumed this uncertainty
is small and no corrections are made to observations. The largest uncertainties are
likely aloft at the furthest distances away from the radars due to a combination
of beam broadening, non-uniform beam filling, and potential attenuation in cores
containing hail or losses in minimum signal detectability at range; however, these are
partially mitigated by only using data within a 126 km range of the radars, limiting
the magnitude of uncertainty.
2.3 Evaluation of Model Forecasts
2.3.1 Comparison Procedure
To enable a direct comparison, the radar and model data are evaluated on the same
grid. Since the radar grid contains lower horizontal grid spacing as compared to
the model grid (1-km vs 3-km, respectively), the radar domain may contain objects
smaller than the grid spacing of the model. Since the model cannot generate ob-
jects smaller than 9 km2, it would unfairly penalize forecasts when such objects are
present in observations; therefore, the radar data is interpolated to the model grid.
Furthermore, while the radar has 1-km vertical grid spacing the model grid spacing
is variable; therefore, the simulated reflectivity field is linearly interpolated in the
vertical to match the radar vertical grid.
For an unbiased comparison, the model data is further constrained temporally
and spatially. While the WRF model forecasts had no downtime, there were periods
when either the KBIS, KMBX, or both radars were down. Forecasts were evaluated
15
hourly when data were present from either or both radars, starting at forecast valid
hour 7 to hour 30 (i.e., 07 UTC to 07 UTC), giving the forecast a 7-hour spin-up time.
Similarly, since the model domain covers more area than is observable by the radars,
the forecasts are spatially constrained to the area with radar coverage at that time.
Although the radar data is composited between two radars, the ‘cone of silence’ is
still present at low levels and will influence the model evaluation. The cone of silence
is the lack of coverage directly above the radar that results from the WSR-88D radars
only being able to scan up to a maximum elevation angle of 19.5 degrees. The area
covered by the cone of silence is filtered out to 30 km from both radar locations at each
height for both the model data and radar data. The 30-km range is approximately
the radius of the cone of silence at the highest evaluation height of 13 km using the
elevation angle of 19.5 degrees.
In the subsequent analysis, forecasted objects are evaluated in two ways. First,
observed and forecasted convective objects are identified at each height, ranging from
2 km to 13 km. Convective objects are defined as continuous reflectivity regions
surpassing 45 dBZ (e.g., Caine et al., 2013). This first method treats each altitude
level separately and there is no check on vertical extent of a particular high-reflectivity
area. The second method includes vertical extent and focuses on convective cores.
Convective cores are identified as ≥ 45 dBZ at the 2-km height; this area is then
extended across all heights to form a column. Note that while the 1-km height is
ideal due to the proximity of echo to the surface and frequent use by forecasters, the
2-km height is chosen to expand the area of analysis. The 1-km height significantly
limits the horizontal area of analysis enough to produce detrimental effects on the
analysis. For example, even small spatial offsets in forecasted convection could locate
the convection outside the radar range, reducing the sample size.
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2.3.2 Forecast Assessment
To assess the general performance of forecasts in terms of predictability of ≥ 45 dBZ
objects, the number of objects, object areal coverage, and mean object sizes with
height are aggregated across the entire forecast period and are presented in Figure
3. At the base 2-km height, both WSM6 and Thompson forecasts perform well when
compared to observations, generating only 2.9% and 9.1% more objects, respectively
(Fig. 3a). Above 2-km, the differences become much more pronounced. At the typical
melting level height (i.e., 3 km), the reflectivity magnitudes are expected to increase
due to the bright band. While the bias in over-producing objects increases to 23.4%
for Thompson forecasts at the melting level, WSM6 forecasts under-predict object
counts by 17.7%. Between 5 and 10 km, both schemes consistently contain almost
double the number of observed objects, with Thompson forecasts over-predicting
objects at all heights.
The profile of the total areal coverage of objects (Fig. 3b) follows a similar trend
as Fig. 3a; however, the over-prediction of areal coverage is more pronounced than the
number of objects. In general, other than the decrease in area at the melting level for
WSM6 forecasts (discussed further in section 2.4), both forecasts considerably over-
predict the area covered by objects through all heights. At the 2-km height, WSM6
and Thompson forecasted objects cover 91% and 51.7% more area than observations,
respectively. This over-prediction of areal coverage is in-part due to more forecast
objects, but also from individual objects being too large (Fig. 3c). For Thompson
forecasts, both the over-prediction of object counts and larger mean object sizes
contribute to the bias in areal coverage. For WSM6, the bias in areal coverage in the
lower troposphere is primarily due to over-prediction of object sizes, as the number
of objects is predicted well. In the upper troposphere, the WSM6 object sizes are
consistent with observations (especially above 8 km), but the object counts are too
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high. This indicates that the primary cause of the areal coverage bias transitions
from object size to object count as one goes to higher altitudes.
To investigate the internal structure of convection, contoured frequency by
altitude diagrams (CFADS; Yuter and Houze, 1995) are generated for the entire fore-
cast period. CFADs of the reflectivity field with height are found by identifying the
convective cores at 2-km height and mapping the area covered by the cores vertically;
therefore, the reflectivity of each grid square with height within the column of the
2-km core is included. It is apparent from the CFADs that the forecasts contain
a wider spread of reflectivity values within convective cores (Fig. 4). The WSM6
CFAD also contains a different slope in maximum frequencies than observations (Fig.
4a, b). The frequency of ≥ 45 dBZ reflectivity values within WSM6 convection re-
main relatively similar between 2 km and 8 km and does not decrease with height
as in observations. Directly comparing the frequency distributions, WSM6 simulated
convection is frequently too weak by 5 to 10 dBZ up to 31% of the time below 5 km;
however, simulated convection is generally too intense between 5 and 8 km 26% of
the time (Fig. 4c). WSM6 is missing the most intense (i.e., > 55 dBZ) convection.
The Thompson CFAD slope and reflectivity distribution are more similar to obser-
vations but contain notably more spread than observations (Fig. 4a, d). The wider
distribution is caused by Thompson forecasts containing more intense convection than
observations throughout all heights (Fig. 4e). Thompson and WSM6 perform differ-
ently near the melting level, where WSM6 forecasts are frequently too weak by at
least 10 dBZ 33% of the time and Thompson forecasts are too strong by at least 10
dBZ 26% of the time (Fig. 4c, e).
To gain additional insight, the likelihood of individual convective cores sur-
passing certain depths and intensities is analyzed (Fig. 5). Of all convective cores at
2 km, 20%, 35.7%, and 44.6% of cores retain reflectivity magnitudes above 45 dBZ
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at 6 km and 3.3%, 5%, and 6.9% reach 10 km, for observations, WSM6, and Thomp-
son, respectively. These results show that forecasts contain more cores that extend
deeper into the troposphere than observations, with Thompson forecasts containing
more than double the number of cores reaching 6 and 10 km. At the 2-km height,
only 11.8% of observed cores contain reflectivity values surpassing 55 dBZ and 1.6%
surpass 60 dBZ (Fig. 5b), while only a few cores surpassed 65 dBZ and none were
observed above 70 dBZ. WSM6 has only 2.8% of cores reaching 55 dBZ, and no cores
reach 60 dBZ, indicating the forecasted convective cores are too weak (Fig. 5a). Con-
versely, Thompson convective cores are overly intense and have 52.5% and 30.8% of
cores reaching 55 and 60 dBZ, respectively, with a few cores even surpassing 75 dBZ
(Fig. 5c). The same trends are visible throughout the vertical. To further highlight
the intensity biases, the profiles are normalized the by the number of identified cores
(≥ 45 dBZ objects) at each height and shown in Figure 5d-f. In total, while 4% of all
observed cores surpass 55 dBZ at 10 km, none surpass 50 dBZ in WSM6 forecasts,
and 2% of Thompson forecasted cores manage to surpass 65 dBZ at the same height
(Fig. 5d-f). The highest reflectivity regions in Thompson extend far into the upper
troposphere, while in WSM6 the intensity rapidly decreases with height. To summa-
rize, while both microphysical schemes generate more convective cores with height,
the strongest cores are too weak in WSM6 and too strong in Thompson.
2.4 Sensitivity to Simulated Reflectivity Calculation
Since there is a great deal of uncertainty in deriving the simulated reflectivity field, a
second, commonly utilized method is used determine the sensitivity of the results to
reflectivity calculation. For the second method, the radar reflectivity factor is com-
puted following the procedure outlined in (Koch et al., 2005, herein referred to K05),
where the radar reflectivity factor is determined using fixed assumptions about the
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distributions of hydrometeor size and shape for rain, snow, and graupel and primarily
relies on their mixing ratios. These assumptions include using a fixed y-intercept and
single-moment representation of hydrometeor distributions (even though the Thomp-
son scheme has double-moment information for rain). The K05 method was previously
used by a multitude of studies (e.g., Kain et al., 2008; Weisman et al., 2008; Kain
et al., 2010; Clark et al., 2012; Pinto et al., 2015) and versions of this method are
found in many widely-used post-processing packages such as Read/Interpolate/Plot
(RIP) version 4 and NCAR Command Language (NCL). The K05 method constants
(e.g., graupel density) were adjusted to match the constants within the WSM6 and
Thompson schemes during calculation.
The aggregated evaluation of objects across the forecast period using the K05
method is presented in Figure 6. While WSM6 had nearly identical object counts to
observations at 2 km with the WRF method (dashed lines), the K05 method (solid
lines) contains 45% more objects that nearly doubles the areal coverage bias that
was already present with the WRF method. At the 3-km melting level height, the
under-forecasting of object counts and areal coverage found with the WRF method
is no longer present, with object counts nearly doubling and the areal coverage being
over three times more than observations with the K05 method. The increase in object
counts and areal coverage with the K05 method (relative to the WRF method) is vis-
ible across all heights for WSM6. Contrary to the WSM6 K05 results, the Thompson
biases in over-predicting the number and areal coverage of objects that were present
with the WRF method are similar or substantially reduced throughout all heights
with the K05 method. The object count bias is reduced by around half above the
melting level height by using the K05 method; however, the greatest differences are
in the areal coverage values. For example, for Thompson forecasts at 4 km, the WRF
method areal coverage was 160% greater than observations, which is reduced to only
20
25% with the K05 method (Fig. 6b). While Thompson mean object sizes were typi-
cally around 30 km2 larger than observations with the WRF method, the K05 method
generates objects that have very similar mean sizes (and standard deviations) to ob-
servations, from 2 km up to 9 km. For many heights and parameters, the variability
in switching simulated reflectivity calculations results in equal if not larger differences
than by retaining the same calculation but switching microphysical schemes.
Analysis of the vertical reflectivity distribution within convective cores using
the K05 method reveals that WSM6 CFADs have only minor differences between
the two methods (Fig. 7b compared to Fig. 4b). The 5 to 10 dBZ weak bias at
the height of the melting level visible in the WRF method is not present using the
K05 methodology and only a slight increase in the strong bias is visible above 8 km
(Fig. 7c). The Thompson CFAD changed more noticeably and contains less spread
with the K05 method (Fig. 7d compared to Fig. 4d), resulting in the forecast CFAD
looking more similar to the observed CFAD. The reduced spread in the reflectivity
distributions is due to a lack of the high intensity bias that was present in the WRF
method (Fig. 7e). These reductions in core intensity with the K05 method are also
visible in Figure 8. The high bias in the frequency of WSM6 convective cores reaching
higher altitudes is relatively unchanged between the K05 and WRF methods, but the
weak bias in reflectivity magnitudes is lessened (Fig. 8a). The amount of WSM6 cores
surpassing 50 dBZ at the 2 km height increases from 24.5% in the WRF method
to 42.2% in the K05 method, better matching observations; however, the greatest
changes in intensity are limited to below the melting level as the K05 and WRF
profiles have marginal differences aloft (Fig. 8a, d). The high bias in Thompson core
depths improves, reducing from 44.6% of cores reaching 6 km to 28% (as compared to
20% in observations). The difference is further improved at 10 km, where only 3.5% of
K05 Thompson cores reach 10 km as compared to 6.9% with the WRF method, where
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the observed frequency is 3.3% (Fig. 8c). The high intensity bias in the Thompson
simulated reflectivity is also improved throughout all heights, although forecasted
cores are still too intense, particularly near the surface (Fig. 8c, f). In general, the
normalized frequency of Thompson cores match the observed cores very well above 6
km, except the strongest cores still contain higher reflectivity values than observations
(Fig. 8f).
While the objective evaluation across the entire period shows differences sta-
tistically, a subjective analysis is necessary to see how physically consistent storm
systems are and to investigate the entirety of the simulated storm structure. A case
representative of the biases found in the analysis is displayed for Thompson forecasts
on the native model grid in Figure 9. The 01 UTC 2 June 2015 (25-hour) forecast
includes a mesoscale convective system and scattered isolated deep convection. At all
heights, it is apparent that high reflectivity regions cover more area using the WRF
method than the K05 method, which agrees with the overall findings that convective
cores are larger and more intense using the WRF method (Fig. 9a, d). Performance
between the two methods is most similar at 6 km, especially in coverage (Fig. 9b, e).
Although not the main focus of this study, large differences in anvil intensity exist at
10 km, with the K05 anvils being 5 to almost 15 dBZ more intense than the WRF
method and seemingly containing larger anvils (when considering > 0 dBZ regions;
Fig. 9c, f, i).
A cross-section through one of the intense storm cells following from point A
to B in Fig. 9 reveals major differences between the two methods (Fig. 10). The dif-
ferences noted in the statistical analysis between the two reflectivity calculations are
clearly visible in the cross-sections. The maximum reflectivity in the K05 convective
core is nearly 10 dBZ weaker than in the WRF method core (Fig. 10a, c, e). The
general higher intensity of cores using the WRF method results in wider and taller
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cores as the 45 dBZ isoline (i.e., the definition of convective core in this study) extends
to ∼11 km (as compared to ∼9 km in the K05 method). The same higher intensity
associated with the WRF method is seen for shallower convection (e.g., cell at 49.5
degrees N in Fig. 10b, d, f). There is also a complete lack of a stratiform precipitation
region in the K05 method that is present in the WRF method. Based on the reflectiv-
ity field, the (> 0 dBZ) anvil appears to be longer, and wider in the K05 method (Fig.
10a, c). Interpretation of these simulated reflectivity fields may be misleading, as one
may draw the conclusion that there is little snow aggregation present in the anvil of
the K05 storm; however, the opposite conclusion may be reached when analyzing the
storm using the WRF method yet the snow hydrometeor fields are identical for both
(the differences stem from K05 using the same fixed size distribution regardless of
scheme). The reflectivity field generated by the WRF method and associated with
the stratiform region covers almost twice the area of the corresponding K05 field (Fig.
10b, d). The differences between the K05 and WRF methods are likely caused by
K05 assuming a fixed distribution of hydrometeors; however, more detailed analysis
investigating individual hydrometeor fields is required to better understand where the
differences stem from.
Figure 11 shows the same case as Figures 9 and 10, except for the WSM6
scheme using the WRF method to determine the simulated reflectivity field only.
While the forecasted convection has different characteristics than those depicted in
Figure 9 because of the variation in microphysical schemes, it is easy to identify
the corresponding convective elements. The cross-section across this storm system
reveals an artificial decrease in the reflectivity magnitude at the 3-km melting level
by around 10 dBZ (Fig. 11d), which is commonly present in the WRF method for
WSM6. This misrepresentation of reflectivity intensity at the melting level causes
WSM6 forecasts to contain a sharp decrease in objects and area at that height (Fig.
23
3a, b) and was depicted well in the aggregated CFADs (Fig. 4c). It was also noted that
WSM6 contained more small, cellular elements than Thompson (which was observed
throughout the forecast period); however, these cells are typically weaker (i.e., <
40 dBZ) and did not have a pronounced impact on the evaluated convective cores.
While the cores for this case were visible extending to the same height in Thompson
and WSM6 forecasts, the anvil regions are also much less pronounced in the WSM6
scheme (Fig. 11c, d as compared to Fig. 9 and Fig. 10), which is likely caused by the
single-moment representation of rain and snow hydrometeors (e.g., Morrison et al.,
2009).
2.5 Summary and Conclusions
Four months of daily summertime forecasts generated by two models with differing
microphysics (WSM6 and Thompson) were evaluated to determine the accuracy in
depicting the vertical structure and depth of convection. Forecasts were evaluated
by comparing the simulated reflectivity field as internally generated within the WRF
model to observations taken by two S-band radars. An analysis of convective ob-
jects aggregated over the entire forecast period identified several differences between
observed and forecasted reflectivity objects. At 2-km both forecasts performed rea-
sonably well; however very large differences were found at higher altitudes. Forecasts
were found to over-predict the number of convective objects above the melting layer.
Mean forecasted object sizes were also too large, resulting in convective objects that
covered double the amount of area relative to observations. Simulated convective cores
were also deeper than in observations, with forecasts generating between 1.4 and 2.2
times as many observed cores reaching 6 and 10 km. While the number, depth, and
coverage of simulated convective cores was greater than observations, the intensities
varied according to microphysics scheme. WSM6 cores were generally too weak, and
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regions of high reflectivity did not extend far enough vertically. Furthermore, the ver-
tical reflectivity distribution did not follow the same slope as observations. Thompson
cores were significantly stronger, with 13.5% of all cores containing reflectivity val-
ues that surpassed the highest observed reflectivity value. Thompson CFADs had
a similar slope to observations, but they contained considerably more spread. The
results showcase the importance of expanding forecast evaluation into multiple lev-
els, as evaluation at one level may lead to conclusions that are not representative
for the entire three-dimensional system. Further development and implementation of
three-dimensional evaluation techniques are needed to ensure identification of, and
subsequent improvement of, forecast biases. Future precipitation evaluation studies
should consider integrating three-dimensional reflectivity data into their evaluation,
as analysis of the convective vertical structure can be useful in helping to identify
where biases in the precipitation field originate from.
In order to assess the uncertainty introduced by variations in reflectivity calcu-
lation, a sensitivity study was performed comparing the WRF simulated reflectivity
field against a commonly utilized methodology (K05 method). While the results us-
ing both methods led to the same overall conclusions, there were a number of major
differences between the two methods. For some analyses, the differences introduced
by changing reflectivity calculation method were of the same magnitude as differences
generated by changing microphysical schemes. While the simulated reflectivity field
provides a way to evaluate model forecasts in a three-dimensional manner and can
reveal a plethora of information about convective processes, determining the radar
reflectivity factor from model simulations contains substantial uncertainty, especially
for single-moment schemes. Both forecasters and researchers should use the simulated
reflectivity field as general guidance but be cautious when relying on it for specific
storm attributes. To alleviate some of the uncertainties, development and use of for-
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ward radar simulators may produce simulated variables that are more equivalent to
those observable by radar, thereby allowing a more direct storm comparison.
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Table 1: The WRF model configuration used to generated forecasts over the region







Planetary Boundary Layer YSU
Cumulus Parameterization Kain-Fritsch
Surface Layer MM5 Similarity
Microphysics WSM6 or Thompson
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Figure 1: The (blue) WRF model domains and (red) 126 km radar range from the
KMBX and KBIS WSR-88D radars where the forecast analysis is performed.
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Figure 2: The (left column) raw and (right column) quality controlled composite
reflectivity fields as observed by the KBIS radar on a, b) 1 October, 2015 at 2305
UTC and c, d) 22 September, 2015 at 0417 UTC , respectively.
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Figure 3: The a) total number, b) area coverage, and c) mean object area of ≥ 45 dBZ
objects with height. The blue lines represent forecasts using the WSM6 microphysical
scheme, red lines represent the Thompson microphysical scheme, and the black lines
represent radar observations. The solid lines in panel (c) represent the mean object
area and the dashed lines are the mean ± one standard deviation (Note that the
































































































































Figure 4: Contoured frequency by altitude diagrams (CFADs) of reflectivity within
convective cores identified at the 2 km height for a) radar observations, b) WSM6
forecasts, and c) Thompson forecasts across the entire analysis period. The differences
between CFADs are shown for d) WSM6 and radar observations and e) Thompson
and radar observations, where the blue shading indicates under-representation by the
model and red shading indicates over-representation by the model. The observed and
simulated reflectivity values are binned in 5 dBZ bins.
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Figure 5: The frequency of convective cores identified at 2 km height surpassing cer-
tain reflectivity thresholds with height for a) WSM6 forecasts, b) radar observations,
and c) Thompson forecasts. The percentage of objects that surpass certain reflectiv-
ity thresholds normalized by the amount of convective cores identified at each height
are shown for d) WSM6 forecasts, e) radar observations, and f) Thompson forecasts.
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Figure 6: As in Figure 3, except using the K05 method. The dashed lines in panels

































































































































Figure 7: As in Figure 4, except using the K05 simulated reflectivity calculation.
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Figure 8: As in Figure 5, except using the K05 simulated reflectivity calculation.
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Figure 9: The Thompson scheme’s simulated reflectivity field on the native model
grid using the (top) K05 method and (bottom) WRF method at a, d) 2 km, b ,e) 6
km, and c, f) 10 km for a 25-hour forecast valid on 2 June, 2015 at 01 UTC. Panels
(g), (h), and (i) are the absolute difference between the K05 and WRF simulated
reflectivity magnitudes in (a, d), (b, e), and (c, f) respectively, where red denotes
higher reflectivity magnitudes in the K05 method and blue denotes higher reflectivity
magnitudes in the WRF method.
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Figure 10: A vertical cross-section of the Thompson scheme’s simulated reflectivity
field on the native model grid using the a, b) K05 method and c, d) WRF method
following the black line from a, c) point A to point B and b, d) point C to point D in
Figure 9. Panels (e) and (f) are the absolute difference between the K05 and WRF
simulated reflectivity magnitudes in (a, c) and (b, d), respectively, where red denotes
higher reflectivity magnitudes in the K05 method and blue denotes higher reflectivity
magnitudes in the WRF method.
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Figure 11: The WSM6 scheme’s a) 2 km, b) 6 km, and c) 10 km simulated reflectivity
field on the native model grid using the WRF method for a 25-hour forecast, valid




STORM LABELING IN 3 DIMENSIONS (SL3D): A VOLUMETRIC
RADAR ECHO AND DUAL-POLARIZATION UPDRAFT
CLASSIFICATION ALGORITHM
3.1 Introduction
Regions of convective and stratiform precipitation are known to differ considerably
in terms of (1) microphysical composition and associated precipitation rates (e.g.,
Houghton, 1968), (2) thermodynamic properties including diabatic heating rates, per-
turbations to the altitude of the environmental melting (or freezing) level, and related
storm divergence profiles (e.g., Johnson, 1984; Houze, 1989; Mapes and Houze, 1993),
and (3) their relative frequency of occurrence across the globe (e.g., Schumacher and
Houze, 2003). Recognition of these differences has motivated several previous studies
to develop methods that objectively identify convective and stratiform precipitation
in radar and satellite observations in order to enable improvements in our under-
standing of their differences and associated physical and dynamical processes (e.g.,
Adler and Negri, 1988; Williams and Ecklund, 1995; Steiner et al., 1995; DeMott
et al., 1995; Anagnostou and Kummerow, 1997; Hong et al., 1999; Anagnostou, 2004;
Bringi et al., 2009; Yang et al., 2013).
One of the most well-known and utilized schemes for convective-stratiform
classification using ground-based radar observations is the Steiner et al. (1995, here-
after referred to as SHY) method. SHY employs a three-step procedure to distinguish
between convective and stratiform precipitation using observations at the lowest ele-
vation in a radar volume. First, any value of the radar reflectivity factor at horizontal
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polarization (ZH) that exceeds a specified threshold is considered convective. Second,
an additional exceedance threshold is used to identify previously unclassified convec-
tive elements if the ZH at a grid point surpasses the mean background ZH over a set
radius (similar to that of Adler and Negri, 1988). Third, a convective radius of influ-
ence is applied to all identified locations of convection from steps 1 and 2 to broaden
the horizontal extent of the convective classification to regions of similarly intense
precipitation. In other words, depending on the magnitude of ZH relative to the
mean background value, all points within a certain radius are labeled as convective.
Many studies have built upon the SHY procedure by incorporating vertical
information in the classification to improve its performance, particularly in cases
where convection is weak, stratiform precipitation is intense, or convective regions
are strongly tilted in the vertical (thereby inadvertently decoupling convective pre-
cipitation at low altitudes from its source aloft). Biggerstaff and Listemaa (2000)
added a step to compute the vertical lapse rate of ZH in the 3 km layer above the
ZH column-maximum value to improve the skill of the convective classification in
the SHY method, and a “brightband” (ZH maximum occuring near the melting level
in stratiform precipitation) detection method to improve the stratiform classifica-
tion. More recently, Powell et al. (2016) incorporated a range-dependent SHY-based
classification to low elevations of single-radar observations in their native polar co-
ordinates to better identify shallow convection and improve precipitation estimation.
Feng et al. (2011) focused on the top-of-atmosphere radiation budget of convective
systems and added a convectively-generated anvil (i.e., anvil resulting from direct
detrainment from the convective updraft; e.g., Mullendore et al., 2009) cloud classifi-
cation to the SHY scheme. Feng et al. (2011) used five constant altitude levels from
three-dimensional composites of multiple ground-based radars to distinguish between
convective, stratiform, and anvil clouds.
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While the aforementioned studies incorporated vertical storm information in
the SHY procedure, the primary classification between convective and stratiform
precipitation in SHY-based algorithms and similar approaches is completed using a
single low-altitude map of ZH. For research purposes such as quantitative precipi-
tation estimation, SHY-based methods applied to single-radar observations can be
adequate. However, the reliance of SHY-based methods on low-altitude observations
alone (typically at a level of 2-3 km) limits their utility for other research topics that
require knowledge on the vertical structure of convection. For example, information
on the extent and depth of convection are necessary elements of analysis for studies
on convective mass transport, cloud microphysics, diabatic heating, and gravity wave
generation (e.g., Kuo and Anthes, 1984; Nuret and Chong, 1998; Alexander, 2004;
Schumacher et al., 2004; Mullendore et al., 2005; Barth et al., 2007; Park et al., 2009;
Homeyer et al., 2014; Srinivasan et al., 2014). In addition, the use of stringent low-
altitude ZH thresholds may misclassify weak and/or shallow convection as stratiform
rain or intense stratiform rain as convection, subsequently introducing biases in the
analysis of precipitating systems. Methods that leverage the three-dimensional infor-
mation widely available in ground- and satellite-based radar observations are required
to overcome these limitations.
In this study, a method to classify radar echo using three-dimensional high-
resolution composites of radar observations from the NEXRAD WSR-88D network is
developed. The Storm Labeling in 3-Dimensions (SL3D) algorithm uses the vertical
depth and echo top altitude of ZH, additional dual-polarization (or polarimetric)
radar quantities, and the altitude of the environmental melting level to stratify radar
echo into five categories (described in Section 3.3 below). Several cases of varying
organization, complexity, and regionality are used to demonstrate the performance of
the SL3D algorithm and compare it to the traditional SHY approach. The primary
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goal of SL3D is to enable new analyses on topics that require information on vertical
storm structure by producing a regionally unspecific classification of precipitating
systems using three-dimensional radar observations.
3.2 Radar Data
The radar data used in this study are three-dimensional composites of NEXRAD
WSR-88D observations, where the volume data from individual radars are provided by
the National Centers for Environmental Information (NCEI; NOAA National Weather
Service, 1991). Radar composites are created following the methods outlined in Home-
yer (2014) and updated in Homeyer and Kumjian (2015). In short, observations from
each radar are binned in space and time at 5-minute intervals in a volume with 0.02
degree (∼2 km) longitude-latitude grid spacing and 1 km grid spacing in the vertical.
For binning, observations are weighted out to 300 km in range and within 5 min of the
composite time using a Gaussian function. Grid volumes with large cumulative bin
weights (i.e., the sum weight of all observations contributing to a grid volume) and a
high fraction of echo detection in contributing radar scans are retained for analysis.
The largest weights are given to observations closest to a radar location and closest
in time to that of the composite. The time binning component is the only difference
from the procedure outlined in Homeyer and Kumjian (2015); hence no interpolation
is performed on the individual radar scans in time or space. Each composite con-
tains up to four polarimetric variables for analysis: ZH, differential radar reflectivity
(ZDR), specific differential phase (KDP), and co-polar correlation coefficient (ρHV).
Composites in the years 2013-Present contain all four variables since the upgrade of
the NEXRAD WSR-88D network to dual-polarization was completed in early 2013,
while composites for cases prior to 2013 contain only ZH.
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The polarimetric variables from NEXRAD radars provide information on the
size, shape and/or orientation, concentration, and phase of precipitable hydromete-
ors. For example, ZH and ZDR convey information about the size and shape of the
largest hydrometeors in a sample volume, respectively, while KDP is indicative of the
presence of non-spherical hydrometeors in the beam volume. If particles are small
compared to the wavelength of the radar, positive values of ZDR and KDP indicate
scatterers with horizontal-to-vertical axis ratios greater than 1, such as rain drops,
while negative values represent scatterers with horizontal-to-vertical axis ratios less
than 1. Alternatively, ρHV enables discrimination between meteorological and non-
meteorological echoes and detection of volumes with mixed-phase (water and ice)
precipitation. Meteorological scatterers have ρHV near 1 for volumes with uniform
particle phases. ρHV reduces to values as low as 0.8 in mixed-phase regions or can
be even lower in the prescence of large hail. Non-meteorological scatterers typically
have ρHV values less than 0.5. While ρHV is not used in the SL3D classification, echo
with ρHV values below the 0.5 threshold are removed from the polarimetric radar
composites prior to analysis in this study. More information on the physical meaning
of each polarimetric radar variable is available in textbooks (e.g., Doviak and Zrnić,
1993; Bringi and Chandrasekar, 2001) and review papers (e.g., Herzegh and Jameson,
1992; Zrnić and Ryzhkov, 1999; Straka et al., 2000; Ryzhkov et al., 2005c; Kumjian,
2013a,b,c).
The ZH field may contain considerable bias due to beam broadening, partial or
complete beam shielding, attenuation by atmosphere and hydrometeors, and sidelobe
contamination. ZH observations may also contain artifacts such as ground clutter,
second-trip echoes, and three-body scatter spikes. The dual-polarization variables
(ZDR, KDP, and ρHV) are subject to substantial biases and artifacts, some of which
are unique compared to traditional single-polarization variables such as ZH. ρHV is
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often the least impacted by biases and/or artifacts, with many non-typical values
in precipitation being microphysically informative. For example, a reduction in ρHV
near the melting level in stratiform rain regions is present due to the coexistence
of liquid and frozen hydrometeors in the radar volume. KDP suffers from a large
amount of random noise but is not affected by calibration errors and systematic
biases. ZDR is largely sensitive to calibration errors and is often systematically biased
up to ± 0.5 dB in observations from WSR-88D radars (e.g., Cunningham et al., 2013;
Homeyer and Kumjian, 2015). As a result, systematic ZDR biases are corrected for
in individual radar scans prior to their inclusion in the composites using a “natural
scatterer” approach (e.g., Ryzhkov et al., 2005a). Well-known artifacts such as non-
uniform beam filling, differential attenuation, or depolarization of the radar beam
are not corrected for as these are both difficult to detect objectively and are often
insignificant relative to the scale of the radar composites (see Homeyer and Kumjian
(2015) for additional detail and justification).
3.3 SL3D algorithm
The storm classification algorithm used in this study (SL3D) stratifies radar echo
into five categories: convection, convective updraft, precipitating stratiform, non-
precipitating stratiform, and ice-only anvil. In summary, the objective of the SL3D
convective classification is to identify precipitation that is directly generated by con-
vective motions (i.e., strong vertical motion or “updrafts”). Precipitating (non-
precipitating) stratiform encompasses any mixed-phase cloud that does not contain
convective updrafts and is (is not) precipitating. Anvil is considered as ice-only cloud
resulting from upper-tropospheric detrainment of ice crystals by convection or ad-
vected from a convectively-generated stratiform region. More detailed descriptions of
the classification categories are defined in their corresponding sections below and a
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summary of the criteria applied to the radar observations is presented in Table 2. It is
important to note that the convection classification occurs first and is incrementally
followed by the stratiform (precipitating and non-precipitating) and anvil classifica-
tions. Convective echo cannot be re-labeled as stratiform or anvil. Similarly, echo
identified as stratiform cannot be relabeled as anvil. Once the precipitating and non-
precipitating echo regions are identified, echo may be identified as convective updraft
within 12 km of any echo classified as convection if one of several conditions are met,
which are outlined below.
SL3D incorporates information from the atmospheric environment. Namely,
the altitude of the 0◦ C level (i.e., the melting level) is used, which is obtained from
radiosonde observations for the cases presented in this study. While it is possible to
couple melting layer identification algorithms to SL3D using the radar observations
alone (e.g., Giangrande et al., 2008), it is outside the scope of this study to evaluate
and determine the sensitivity to each method. Since any objective classification is
prone to error, it is the authors’ preference to limit such error sources for the SL3D
algorithm and specify the altitude of the melting level.
3.3.1 Convection and Stratiform
As outlined in the Introduction, there are distinct microphysical and thermodynamic
differences between convective and stratiform precipitation. Convective precipitation
occurs when strong, deep mesoscale uplift and/or positive buoyancy leads to the
development and growth of cloud particles. As the droplets are lofted into the middle
troposphere, they freeze and grow rapidly by collection and glaciation of additional
supercooled liquid water (e.g., Churchill and Houze, 1984). These updrafts can loft
precipitable particles to the upper troposphere and thereby result in deep, vertically
erect columns of high ZH values observed by radar. Updrafts can eject large amounts
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of ice crystals in the upper troposphere, while large, precipitation-sized particles fall
out of the updraft and reach the surface as precipitation. As the particles descend,
they melt, collide, and coalesce with other particles and lead to even higher ZH near
the surface.
Stratiform precipitation results from weak mesoscale ascent at altitudes typi-
cally above the freezing level that leads to the formation, growth, and fallout of ice
crystals to lower altitudes. Upper-level detrainment from deep convection is often a
common source of ice crystals in stratiform regions. Ice crystals can also be actively
generated in the stratiform region above the melting level (e.g., Braun and Houze,
1994). The falling ice crystals in a stratiform system aggregate and lead to moderate
rates of precipitation (relative to that in convection). If the aggregates descend below
the melting level, they are often visible in radar observations as a shallow layer of
elevated ZH (i.e., the brightband) or reduced ρHV immediately below the melting level
altitude.
While the vertical structures of convective and stratiform systems are distinct,
their column-maximum ZH (i.e., composite reflectivity) and low-level ZH values can
be similar in magnitude. For example, ZH = 40 dBZ at 3 km may just as easily be
considered convective as stratiform. Thus, in order to avoid the obvious limitations
of a ZH threshold-based convective-stratiform classification at a single altitude, the
SL3D algorithm uses the depth of radar echo (i.e., continuous vertical column of ZH),
its maximum altitude (i.e., echo top), and its intensity relative to surrounding echo
to distinguish between convective and stratiform regions. The SL3D convection clas-
sification utilizes height information to identify deep convection by locating enhanced
regions of ZH that extend above the melting layer. These vertical columns of en-
hanced ZH are effectively used as a diagnostic, or proxy, for convective motion. Only
strong vertical motions can loft large particles high enough to be able to generate the
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associated continuous high ZH in the vertical dimension, while the enhanced ZH of
stratiform precipitation is confined to the melting level and below.
The SL3D convective classification is internally partitioned into three steps to
better identify convection of various extent and intensity. Radar echo in each grid
square that meets any of the following three criteria is labeled as convection: (1)
ZH = 25 dBZ echo top extending above 10 km, (2) horizontal layer “peakedness”
that is the maximum of either 4.0 dBZ or 10.0−Z2H/337.5 dBZ, or (3) ZH ≥ 45 dBZ
at any altitude above the melting level. Each of these three criteria are discussed in
more detail below.
Criteria (1) uses ZH = 25 dBZ, but ZH ≥ 30 dBZ is frequently used to define
convection and/or the convective extent (e.g., DeMott and Rutledge, 1998). While
the SL3D convective classification is relatively insensitive to the choice of ZH = 30
dBZ or ZH = 25 dBZ, the slightly lower ZH = 25 dBZ is used to better capture
weaker convection where the ZH = 30 dBZ boundary may be present just below 10
km. For criteria (2), the horizontal “peakedness” of each grid point is evaluated
to better locate shallow and mid-level convection that may be embedded within a
deep or expansive stratiform cloud. Building upon the SHY algorithm, peakedness
is considered as the difference between the ZH of the grid point being evaluated and
the median ZH of a 12 km radius around the point. The peakedness of a grid point
is determined at each height where radar echo is present in the lowest 9 km of the
radar volume. A grid point is labeled as convection if at least 50% of the vertical
column peakedness surpasses a threshold that varies with ZH (i.e., 50% of the vertical
radar echo surpasses the peakedness threshold). This variable threshold approach is
equivalent to that outlined in SHY, but a slightly altered relationship is used: the
higher of 4.0 dBZ or 10.0−Z2H/337.5 dBZ. This alteration is based on both constant
peakedness thresholds used in studies prior to SHY (e.g., Churchill and Houze, 1984)
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and our intended avoidance of an absolute reflectivity limit for convective/stratiform
discrimination when the variable peakedness threshold reaches zero. Lastly in criteria
(3), the 45 dBZ threshold is generally considered to be indicative of the transition
point from graupel to small hail at S-band and is only routinely generated by riming
in convective updrafts (e.g., Straka et al., 2000). No ZH associated with the stratiform
region should approach this threshold above the melting level, but it may approach
or exceed 45 dBZ below the melting level via microphysical or dynamical processes.
Once convective regions are identified using the three criteria outlined above,
two quality control techniques are applied that modify the classification. Any single
convective grid point that is adjacent only to non-convective grid points is removed as
they are expected to be false or inconclusive based on the classification criteria. Once
the single-point classifications are removed, any grid points immediately adjacent to
remaining convective echo are also classified as convective if their column-maximum
ZH ≥ 25 dBZ. The reason for reclassifying the adjacent grid squares and expanding the
convective classification is similar to that of the convective radius step of SHY. Grid
squares that are marginally below the peakedness threshold but are on the periphery
of identified convective regions are likely resultant from the same convective processes.
Grid points that do not meet the convective criteria undergo possible stratiform
classification. The stratiform classification in SL3D is split into two mutually exclusive
categories: (1) precipitating stratiform and (2) non-precipitating stratiform. While
vertical velocities in stratiform regions are typically an order of magnitude smaller
than those in convection, considerable differences in vertical velocities between pre-
cipitating and non-precipitating stratiform clouds have also been documented. For
instance, Schumacher et al. (2015) found that mean vertical velocities in the tropics
from the near surface to 10 km ranged from -0.1 to 0.2 m s−1 for stratiform and 0.1
to 0.9 m s−1 for convection. The full spectra of vertical velocity measurements varied
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from about -2 to 2 m s−1 for stratiform and -5 to 18 m s−1 for convection. For non-
precipitating cloud (their transitional anvil), the mean vertical velocities were weaker
than stratiform and varied from -0.05 to 0.05 m s−1, with minima and maxima ranging
from about -1.25 to 1.5 m s−1 (Schumacher et al., 2015). The non-precipitating strat-
iform region encompasses the transition between precipitating stratiform and ice-only
anvil, where some stratiform growth (i.e., aggregation) has occurred but does not lead
to precipitation. Ideally, regions categorized as precipitating stratiform include only
those observations with non-convective precipitation at the surface. However, since
radar coverage is limited near the surface, data at 3 km is used to make the primary
distinction between precipitating and non-precipitating echo. The 3 km height is
the lowest altitude with near-uniform coverage in the NEXRAD WSR-88D network.
When available, data below 3 km is used to identify additional regions of weak pre-
cipitation. The 3 km analysis level is also used in the SHY algorithm for comparisons
with SL3D in Section 3.5 below.
Precipitating stratiform is defined as that with ZH ≥ 20 dBZ at 3 km or ZH <
20 dBZ present at 3 km when ZH ≥ 10 dBZ is present at one or more of the lower
altitude levels (1 or 2 km). These ZH thresholds are similar to other studies such as
Feng et al. (2011) and Schumacher et al. (2015), which generally use ZH ≥ 10 dBZ to
identify stratiform precipitation at lower altitudes. The higher ZH = 20 dBZ threshold
at 3 km relative to the aforementioned studies was determined by analyzing several
dozen cases, and is in place to ensure precipitation is reaching the surface. ZH =
10 dBZ at 3 km is alone not a reliable indicator of precipitation. Non-precipitating
stratiform encompasses any echo that extends to altitudes at or below the melting
level, but does not meet the requirements for precipitation outlined above.
As briefly outlined above, the melting level altitude in SL3D is manually spec-
ified to assist with echo classification. While some unique radar features can be used
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to help identify stratiform regions (e.g., ZH brightband or its commonly used dual-
polarization counterpart, a ρHV reduction), such techniques are not employed within
SL3D. These techniques are not used because (1) not all stratiform regions contain
such signatures and some dual-polarization indicators of stratiform rain can also be
found in deep convection (e.g., see Houze, 1993, 1997; Steiner et al., 1995; Schumacher
et al., 2015), (2) there is insufficient vertical resolution in the radar dataset used in this
study for resolving such features, and (3) these techniques would include unnecessary
limitations to the classification based on the availability of dual-polarization variables,
which are only present in the WSR-88D data since late 2012. Fundamentally, the goal
of the SL3D algorithm is to be applicable regardless of radar polarization, intrinsic
vertical resolution, and region or large-scale environment.
3.3.2 Anvil
In previous studies, anvil regions have commonly been separated into modes thought
to be representative of unique physical and/or dynamic regimes. For example, Freder-
ick and Schumacher (2008) stratified anvil into mixed-phase and ice-only cloud due to
important differences in radiative properties between the two categories. The SL3D
anvil classification is designed to identify non-precipitating ice-only cloud above the
melting level resulting from convective detrainment in the upper troposphere (mixed-
phase non-precipitating clouds are categorized as non-precipitating stratiform). To
accomplish this, SL3D identifies regions as anvil if radar echo (ZH ≥ 0 dBZ) is only
present above an altitude of 5 km, which is typically the maximum height of the melt-
ing level and is similar to the approach of Feng et al. (2011) and Carletta et al. (2016).
Requiring the 5 km threshold prevents potential misclassifications of echo in environ-
ments where the melting level altitude approaches the surface and the likelihood of
the anvil precipitating increases.
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3.3.3 Convective Updraft
Following the convection, stratiform, and anvil classification, radar echo is evaluated
to determine whether or not signatures indicative of strong convective updrafts are
present. In order to identify convective updrafts, the SL3D algorithm searches for
three well-known radar signatures: (1) weak echo regions (WERs; bounded or un-
bounded, e.g., Browning and Donaldson, 1963; Musil et al., 1986; Calhoun et al.,
2013), (2) ZDR columns (e.g., Caylor and Illingworth, 1987; Illingworth, 1988; Bringi
et al., 1991; Conway and Zrnić, 1993; Ryzhkov et al., 1994; Brandes et al., 1995; Loney
et al., 2002; Scharfenberg et al., 2005; Kumjian and Ryzhkov, 2008; Kumjian et al.,
2014), and (3) KDP columns (e.g., Zrnić et al., 2001; Loney et al., 2002; Kumjian
and Ryzhkov, 2008; van Lier-Walqui et al., 2015). WERs are elements of a convec-
tive storm with relatively low ZH values at lower altitudes that are at least partially
bounded horizontally and above by relatively high ZH values. Such WERs have been
shown to represent a lack of large, preciptable hydrometeors due to strong (rapid)
ascent of developing particles in the updraft of a convective storm. From a radar
detectability perspective, the most easily identifiable WERs are bounded by regions
of high reflectivity. Bounded WERs are generally indicative of a strong updraft em-
bedded within a strongly sheared environment, and are commonly found in supercell
convection (e.g., Markowski, 2002). The SL3D algorithm identifies WERs in the al-
titude layer below 7 km where (1) the vertical ZH gradient ≥ 8 dBZ km−1 in a grid
volume, (2) echo is present in at least 6 of the 8 horizontally adjacent grid volumes,
and (3) column-maximum ZH ≥ 40 dBZ. Although some storms contain WERs ex-
tending to altitudes above 7 km, the altitude limitation and neighborhood check are
necessary to limit over-identification of updraft regions in vertically tilted convection.
For radar composites that include the full suite of polarimetric variables, up-
draft classifications also include ZDR and KDP columns. ZDR and KDP columns are
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regions of enhanced positive values (generally ≥ 1 dB and ≥ 0.5 dB km−1, respec-
tively) extending to altitudes above the environmental freezing level. The columns
represent deep lofting of liquid hydrometeors within a convective updraft. Since ZDR
is a size-weighted measure of particle shape, ZDR columns identify updrafts capable
of lofting large rain drops above the freezing level (that may also include small hail).
KDP columns, on the other hand, indicate updrafts that have lofted large concentra-
tions of moderately sized (2–4 mm) rain drops above the freezing level (e.g., Loney
et al., 2002). van Lier-Walqui et al. (2015) found that KDP columns are not only a
good indicator of the presence of an updraft, but changes in the volume of a KDP
column are correlated to changes in updraft mass flux.
Snyder et al. (2015) have recently developed an algorithm to objectively iden-
tify ZDR columns in single-radar observations. In short, their algorithm identifies
a column of ZDR ≥ 1 dB at altitudes above the freezing level, which is consistent
with the approach that is designed independently here using a slightly higher ZDR
threshold. In the SL3D algorithm, ZDR and KDP columns are identified as those with
ZDR ≥ 1.5 dB or KDP ≥ 0.5 deg km−1 extending at least 1 km above the freezing
level. The slightly higher threshold of ZDR compared to Snyder et al. (2015) used
here accounts for calibration issues and potential broadening of polarimetric signa-
tures when data are composited from multiple radars. The KDP threshold is set to
discriminate between high concentrations of rain drops above the melting level and
snow (which typically occupies a KDP range of −0.5 to 0.5 deg km−1). In addition,
only echo with ZH ≥ 15 dBZ is considered for ZDR column detection, and echo with
ZH ≥ 30 dBZ for KDP column detection in order to avoid common biases (noise)
along the periphery of radar echoes.
SL3D updrafts are identified by locating ZDR and KDP columns in grid volumes
that lie within 12 km of any previously identified convective grid point. The 12 km
52
radius was chosen to enable identification of updrafts that may be displaced relative
to the intense precipitation column, especially in vertically tilted storms. Based on
the authors’ experience, this distance is also a common scale of horizontal separation
between convective cells in organized convective systems. Therefore, this radius is
viewed as an upper limit for neighborhood searching, since expanding the radius to
larger values may commonly enable false identifications in non-convective rain regions.
Lastly, following identification of WERs, ZDR columns, and KDP columns, a
single quality-control step is applied. Similar to the approach for convective classifica-
tion, any grid point identified as a convective updraft that is horizontally surrounded
by non-convective updraft echoes (i.e., single-point classifications) is removed and the
prior classification restored.
3.4 Example SL3D Classifications and Convective Updraft Validation
In order to demonstrate the application of the SL3D classification, a simple dual-
polarization case is shown in Figure 12 that contains a large supercell storm in north
Texas at 0055 UTC on 18 May 2013. The melting level for this case is ∼4.75 km.
Figure 12a shows a 3-km constant altitude map of ZH. The supercell reaches a maxi-
mum ZH near 60 dBZ and contains a well-defined hook echo at 3 km in the southwest
quadrant of the storm. An extensive anvil region is visible through contrasting re-
gions of echo in the 3-km and column-maximum ZH maps (Figs. 12a & 12b) and in
the corresponding SL3D classification (Fig. 12c). There are three smaller and weaker
convective storms to the north and northeast of the supercell.
The SL3D classification shows that the precipitating portion of the supercell is
largely identified as convection, with a broad convective updraft near the location of
the hook echo. In order to determine what physical characteristics are contributing
to the SL3D classification of the supercell, a vertical cross-section of the polarimetric
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variables is presented in Figure 13 along a path that bisects the storm’s hook echo
and updraft region (the A–B line in each map of Fig. 12). The vertical sections reveal
that both a deep (up to 8 km in altitude) bounded WER and ZDR column contribute
to the updraft classification, while there is no significant KDP column signature. In
addition, the supercell reaches altitudes up to 18 km (consistent with its convective
classification) and SL3D convective regions correspond directly to vertically erect
volumes of high ZH. There is no apparent brightband in the ZH section (Fig. 13a)
and likewise little echo classified as stratiform rain by SL3D. Both forward and rear
ice-only anvil is observed to be extending away from the storm between ∼9 and 15
km and is captured well by SL3D.
While the example using WSR-88D radar observations in Figures 12 and 13 is
encouraging, validation of the performance of the echo-based updraft algorithm is de-
sired to establish confidence in its use. In order to achieve such validation, examples
of SL3D application to two multi-Doppler radar cases are included, which provide
measurements of the three-dimensional wind fields within storms. The vertical veloc-
ities were retrieved using variational integration of the continuity equation (O’Brien,
1970). Figure 14 presents application of the SL3D algorithm to a supercell storm at
0030 UTC on 30 June 2000 that was observed during the Severe Thunderstorm Elec-
trification and Precipitation Study (STEPS; Lang and Rutledge, 2002; Lang et al.,
2004). Since this case includes only single-polarization radar observations (i.e., ZH),
updraft identification in SL3D comes from the WER algorithm alone. The WER
identified in SL3D encompasses a large region of the storm extending southeast from
the hook echo located on the southwestern flank of the storm at 3 km (Fig. 14a).
In addition, the WER coincides with the highest vertical velocities observed in the
dual-Doppler wind field (i.e., the updraft; see Fig. 14d). Despite the success of the
SL3D identification, there are a couple of points worth noting: (1) while the main
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updraft region is identified, another region of enhanced vertical velocity to the north
is not identified by SL3D due to the lack of a WER, and (2) the WER identified in
SL3D extends to regions in the southeastern portion of the storm that have weak
and/or marginal upward motion.
A second validation case is provided in Figure 15. For this case, dual-Doppler
radar observations are taken from a storm in northeast Colorado (Basarab et al., 2015;
Basarab, 2015) observed at 2230 UTC on 6 June 2012 during the Deep Convective
Clouds and Chemistry (DC3) experiment (Barth et al., 2015). In contrast to the
STEPS storm, this DC3 case includes dual-polarization observations that allow for
validation of the entire three-step updraft identification algorithm in SL3D. For this
case, the updraft idenified in both SL3D and the Doppler wind field is displaced to
the south of the most intense precipitation (Figs. 15a & 15f). Although the updraft
region is displaced, the updraft location in the dual-Doppler wind field and SL3D
classification are nearly coincident. The WER is once again visible by comparing
the 3 km and column-maximum ZH (Fig. 15a & 15b, respectively), where the SL3D
identified WER is denoted by the black line. In this case, no significant KDP (Fig.
15d) columns are present so the ZDR column detection element of SL3D is the primary
source of the dual-polarization updraft classification step (white line), as depicted by
the the regions of high ZDR at ∼1 km above the melting level or a true altitude of 5
km (Fig. 15b).
3.5 Comparisons of SL3D with Traditional Methods
As outlined in the Introduction, traditional radar echo classification methods like the
SHY algorithm are designed for precipitation estimation and use a single low-altitude
map of ZH to identify convection and stratiform rain. The SL3D algorithm incorpo-
rates the three-dimensional information of the radar observations to build upon such
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classifications when information in the vertical is needed. It is therefore important to
evaluate the success of this three-dimensional approach and its performance relative
to the SHY method in order to determine the impacts on the classification. Several
comparisons of the SL3D and SHY classifications are shown in this section for storms
with varying organization, large-scale forcing, and geographic location. In order to
produce comparable classifications, the SHY algorithm is applied to ZH fields at 3 km
in each case. Based on the analysis of Feng et al. (2011) using multi-radar composites,
a ZH threshold of 43 dBZ is used for the first SHY step, a background radius of 6
km for the second step, and convective radius of up to 3 km for the final step. Echo
below 10 dBZ is considered to be too weak for precipitation and is not included in
the stratiform classification.
Figures 16a-c show maps of column-maximum ZH, the SL3D classification,
and the SHY classification, respectively, for a collection of deep quasi-linear convec-
tive storms primarily within Oklahoma and Southeast Kansas at 0125 UTC on 14
May 2009. The melting level for this case is ∼4.5 km. Comparison of the SL3D and
SHY classifications shows that the outermost boundaries of the precipitating regions
are very similar, and any differences in the overall scale of precipitating regions for
this case are arguably negligible. However, comparison of the SL3D and SHY clas-
sifications shows that convective regions are larger in the SL3D classification. This
difference in convective classification is a direct result of the dependence of the SL3D
algorithm on the vertical extent of a storm rather than a low-altitude ZH threshold
and is common across a large number of additional cases. When the SHY algorithm
is applied at an altitude of 3 km, it identifies the largest ZH values as convective, and
expands the convective classification using the two-step radii thresholds. However,
the SL3D method identifies a much larger convective region based on the vertical
extent of the storm, regardless of the magnitude of ZH at lower levels. These dif-
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ferences in convective classification are demonstrated further in the vertical cross
section labeled A–B in Figure 16a. The largest convective cell in the cross-section
has a broader horizontal extent of high reflectivity (≥ 30 dBZ) aloft than near the
surface, which is responsible for the broader SL3D convective classification compared
to SHY. For the two smaller convective cells in the cross-section, both SL3D and SHY
identify the largest ZH values as convective, but the SHY algorithm under-represents
the horizontal extent of the storms as evidenced by the ZH columns.
Figure 17 shows application of the SL3D algorithm to a case containing multi-
ple discrete supercell storms and a Mesoscale Convective System (MCS) over central
and northeastern Oklahoma, respectively, at 2325 UTC on 23 May 2011. The melt-
ing level for this case is ∼4.25 km. This case demonstrates the performance of the
SL3D classification for a wide variety of convective organizations and intensities. Only
single-polarization observations are available, such that updrafts are classified using
WER identification alone. Both SL3D and SHY produce reasonable convective clas-
sifications within the MCS, again with noticeably larger convective regions in the
SL3D classification. Differences in the scales of convective classifications between
SL3D and SHY are largest in the supercell storms, which is a reflection of the depen-
dence of SL3D on the depth of the intense reflectivity column. For the WER-only
updraft classification in SL3D, this case demonstrates that unless the convection is
sufficiently intense, little to no updraft regions are identified using the WER method
alone. In particular, each supercell has a clearly defined updraft, demonstrating the
robustness of the WER classification method in supercell storms, which (as discussed
in section 3.33.3.3) typically contain large bounded WERs. The MCS in the north-
eastern portion of the domain, however, shows little to no area classified as convective
updraft.
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The cases presented thus far are largely limited to intense and/or extreme
storms located in the Great Plains of the United States. In order to demonstrate
the success of SL3D in other regions and environments, three additional cases here
and a fourth in Section 3.3.3 below are included. First, Figure 18 shows observations
centered over southeast Texas during the landfall of Tropical Storm Bill at 0000 UTC
on 17 June 2015. Additional weaker convection and stratiform rain is included in
the northwestern portion of the domain and moderately intense convection in the
eastern portion of the domain. The melting level for this case is ∼4.75 km; however,
a pronounced increase in the melting level height is noted by the height of bright
band within Tropical Storm Bill (A–B, Fig. 18). While differences similar to those
outlined in previous cases can be observed here, focus is shifted on differences within
the tropical storm and in the broad area of weak convection surrounded by stratiform
rain in the northwest portion of the domain. Specifically, the vertical cross-section
labeled A–B in Figure 18a bisects Tropical Storm Bill, while the cross-section labeled
C–D bisects the weaker convection.
For Tropical Storm Bill, a deep convective tower is observed to be reaching
altitudes in excess of 17 km near the center of the storm, followed by a large region
of weak-to-moderate stratiform rain radially outward. Both SL3D and SHY classifi-
cations correctly identify the convective region near the center of the storm, with the
SL3D convective classification extending farther toward the center. The displacement
of the SL3D classification relative to that from SHY corresponds to the extension of
higher reflectivity aloft, capturing the weaker precipitation just below the high re-
flectivity column. Radially outward from the convective region, however, is a region
with larger differences between the SL3D and SHY classifications. Namely, there is a
region of intense stratiform rain classified by SHY as convective. Though overrepre-
sentation of convection by the SHY algorithm is rare, such false classification is due
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to the absolute ZH threshold used for convective precipitation in the SHY algorithm
(i.e., 43 dBZ).
Additional differences between the SL3D and SHY classifications are observed
in the cross-section through the weaker convection in Figure 18 (labeled C–D). This
cross-section demonstrates the SL3D classification capturing the horizontal extent
of higher reflectivity in the weaker storms while the SHY algorithm classifies smaller
regions that appear to be primarily limited to exceedances of the 43 dBZ ZH threshold
at 3 km. Leveraging of additional vertical information in the SL3D algorithm enables
improved classification of weak convection for this case and the 23 May 2011 case (see
Fig. 17a, white ellipse). This difference highlights that SHY was primarily designed
for surface precipitation estimation and is not focused on convective motions aloft.
Further examples of improvements in the classification of weaker convection
can be found in storms from the southeast United States and the northeast United
States (Figures 19 and 20, respectively). The melting level for the southeast case is
∼4.5 km and for the northeast case is ∼4.25 km. For the southeast case, there are
two lines of convection: one translating northwest to southeast across the Florida
panhandle and the other translating southwest to northeast across central Georgia.
For both convective lines, SL3D convective classifications are both more numerous
and slightly broader in horizontal extent. A cross-section is presented in Figure
19 through one of the convective regions that is broad in the SL3D classification
and marginally present in the SHY classification. In this cross-section, two weak-to-
moderate convective cells are apparent on the southern end of the storm and reach
altitudes at and slightly above the melting level. While SL3D identifies both of
these convective regions well, SHY misses the deeper of the two, which has lower
column-maximum ZH. Apart from these differences in the convective regions, the
two classifications are similar. For the northeast case, there is a large MCS in the
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central and northeastern portions of the domain and weaker discrete convection in
the western portion of the domain. The SL3D and SHY classifications are similar in
the MCS where convection is deeper and ZH is more intense, but differ considerably
in the weaker convection to the west. The vertical cross-section in Figure 20 bisects
both the weak discrete convection and deeper convection of the MCS. Once again,
the largest differences between the SL3D and SHY classifications are observed in the
weaker, shallower storms, which are marginally captured in the SHY algorithm.
3.6 Importance of the Polarimetric Updraft Classification
As outlined in section 3.3.3 and demonstrated using multiple cases in this study,
convective updraft identification using single-polarization radar observations with the
SL3D algorithm is limited to the existence of WERs in ZH. Furthermore, while WERs
are a commonly observed radar characteristic of supercell storms (e.g., Markowski
and Richardson, 2010) such as in Figure 17, many storms do not contain discernible
WERs. This limitation means that updraft regions within the majority of convection
observed by single-polarization radar cannot be detected with this method. For-
tunately, polarimetric radar observations enable updraft identification within most
convective regions without WERs through the detection of rain drops lofted to al-
titudes above the environmental freezing level (ZDR and KDP columns). However,
despite representing similar microphysical characteristics, ZDR and KDP columns do
not always coexist (e.g., Loney et al., 2002). Similarly, both ZDR and KDP vary dif-
ferently with varying sizes and concentrations of hail and hail/rain mixtures. For
example, in hail/rain mixtures, the ZDR signal may be dominated by the presence
of large, tumbling hail. KDP is affected little by hail due to the smaller dielectric
constant of ice, lower concentration of hailstones, and spherical shape of hailstones
(Balakrishnan and Zrnić, 1990). Thus, in order to enable classification of as many
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convective updrafts as possible, it is critical to use ZDR columns, KDP columns, and
WERs for updraft classification.
Figures 21 and 22 demonstrate the importance of identifying both ZDR and
KDP columns for a leading-line trailing-stratiform MCS over northern Indiana and
Ohio at 0330 UTC on 13 June 2013. The melting level for this case is ∼4.5 km.
Figures 21a-c show maps of column-maximum ZH, ZDR at 5 km altitude, and KDP
at 5 km altitude, respectively, centered on the leading convective line. The 5 km
altitude level for the polarimetric variables is chosen since it lies immediately above
the environmental melting (freezing) level. The convective line is clearly visible as
a narrow region of large ZH (> 40 dBZ) in the column-maximum map, with cor-
responding updraft regions shown as distinct maxima in the polarimetric variables
at 5 km. However, comparison of the ZDR and KDP maps reveals that the largest
values of each variable generally correspond to relatively low values in the other, es-
pecially in the northeastern elements of the convective line. This behavior suggests
that ZDR columns are more prevalent in southwestern elements of the convective line
and KDP columns are more prevalent in the northeastern portion. The spatial offsets
are further demonstrated in the vertical cross-sections in Figures 22a-c taken along
path A–B in Figure 21, which bisect a storm with sparse ZDR column detection and
prevalent KDP column detection. These cross-sections show that while no WERs or
deep ZDR columns are evident within the storm, a deep KDP column extending up to
∼3 km above the melting level enables detection of the updraft in this case.
3.7 Limitations of the SL3D Algorithm
Although several successful applications of the SL3D algorithm were presented, there
are some limitations of the method worth discussing here. While the WER updraft
classification performs well in strong supercell storms and is able to identify the core
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updraft region (e.g., Fig. 14), more quantitative validation is required. Additionally,
there are cases where false WER-based updraft classifications are revealed in the
SL3D classification. Such false WERs are typically associated with deep convection
containing narrow regions of precipitation, leading to updraft classifications on both
upstream and downstream sides of the storm. In reality, most updrafts are limited in
space to one side of a storm (e.g., Jorgensen et al., 1997; Lang and Rutledge, 2008,
and Figs. 14 and 15 here). Examples of this error can be seen for the 14 May 2009 case
in Figure 16. It should be noted, however, that such WER errors typically account
for  1 % of the total classified area (determined by analyzing updraft classifications
in several additional cases not shown here). Thus, false WER identifications are
expected to be negligible in most (if not all) cases.
While the convective classification in SL3D performs well in most cases, there
are times where some stratiform rain is falsely classified as convection. The thresholds
used in the convective classification here were chosen in order to minimize such errors
using many case studies of the NEXRAD WSR-88D composite radar observations.
These errors depend strongly on the intensity of stratiform rain and melting level
altitude (which may be modified significantly within a storm). Future studies are
needed to examine the probability of detection and false alarm rate of the convective
classification for weak convection.
Finally, there are important limitations of the SL3D algorithm related to the
characteristics of the radar dataset it is applied to. Since the SL3D classifications
require substantial vertical information to be successful, it may not be appropriate to
apply the algorithm to data from a single NEXRAD WSR-88D radar due to both a
lack of vertical coverage and resolution degradation at larger distances from the radar.
However, the SL3D algorithm can be applied to any gridded volumetric radar dataset
so long as the vertical resolution of the dataset is sufficient (≤ 1 km grid spacing)
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and the depth of the volume spans altitudes from 3 to 10 km (as required by the
classification categories). In addition, one potential issue for application of the SL3D
algorithm related to grid resolution is the sensitivity of the convective classification
to the melting level altitude. Namely, for datasets with vertical resolution that meets
or exceeds the uncertainty in the altitude of the melting level used, the ZH = 45
dBZ above the melting level criterion may be erroneously met when the melting
level altitude is under-estimated. However, it is worth noting here that this criterion
was rarely responsible for convective classifications beyond that identified by the
peakedness and echo top criteria for the cases shown in this study. Thus, while this
is a possible limitation of the algorithm, it is expected to be negligible in most cases.
3.8 Summary and Discussion
This study introduced a new storm classification algorithm for single and dual-
polarization radar observations that leverages three-dimensional information of a
volumetric dataset: the SL3D algorithm. Several cases of varying intensity, com-
plexity, and regionality were presented to demonstrate the performance of the algo-
rithm. Comparisons between the SL3D algorithm and a traditional storm classifica-
tion method (Steiner et al., 1995) revealed that convective regions were commonly
larger in scale in the SL3D classification. This difference was shown to commonly
be the result of including echo top information in the classification and is dependent
on the degree of vertical tilt of convection. For cases of less intense convection that
traditional methods were unable to detect, the SL3D algorithm was successful in their
identification (e.g., see Figs. 18, 19, & 20). Both the increased frequency of iden-
tifying convection and the larger convective regions may have an important impact
on the latent heating budget of convective systems (e.g., Houze, 1989), especially for
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latent heat retrievals utilizing two-dimensional methods to aid in discrimination of
echo (e.g., Tao et al., 1993, 2001).
In addition, a novel three-part convective updraft identification method was
introduced that leverages both single and dual-polarization radar information and
enables identification of updrafts within storms of varying intensity and complexity.
For single-polarization radar, a WER identification method was emplyed, which was
shown to perform well in supercell storms but unable to routinely identify updrafts
in cases with alternative convective organization. For dual-polarization radar obser-
vations, the addition of ZDR and KDP column detection was shown to enable updraft
identification within most classified convection extending above the melting level (see
Figs. 12, 13, 19, 20, 21, & 22). The updraft identification method may be useful for
studies investigating the variability of convection and validation of simulated convec-
tion in numerical models (e.g., Collis et al., 2013; Varble et al., 2014).
Since SL3D enables the classification of radar echo into five dynamically and
physically-based categories it allows for targeted research on individual elements of a
storm. For example, previous convective transport studies have found that ZH of ice
within anvil regions can be used as a proxy for identifying the level of maximum de-
trainment (e.g., Mullendore et al., 2009; Carletta et al., 2016). Due to its inclusion of
an ice-only anvil classification, the SL3D algorithm may enable future improvements
in this research. Finally, since the SL3D classification leverages three-dimensional
radar observations to classify storms, this approach can be applied globally using
satellite-based radar observations from systems such as the Tropical Rainfall Mea-
suring Mission (TRMM) Precipitation Radar (PR) or the Global Precipitation Mea-































































































































































































































































































































































































































































































































































Figure 12: Maps of (a) ZH at 3 km altitude, (b) column-maximum ZH, and (c) SL3D
classification for a supercell located in northeast Texas on 18 May 2013 at 0055 UTC.
The thick lines labeled A–B on each map show the location of the vertical cross-










































































Figure 13: Vertical cross-sections of (a) ZH, (b) ZDR, and (c) KDP following the thick
line in Fig. 12, from A (left) to B (right). The thick colored line at the base of each
cross-section shows the corresponding SL3D classification.
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Figure 14: Maps of (a) ZH at 3 km altitude, (b) column-maximum ZH, (c) the SL3D
classification, and (d) dual-Doppler derived mean vertical velocity in the vertical
column from a storm observed during the Severe Thunderstorm Electrification and
Precipitation Study (STEPS) on 30 June 2000 at 0030 UTC. The black lines denotes
the SL3D updraft classification using WER identification alone.
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a) ZH at 3 km Altitude b) Column-Max. ZH 
c) ZDR at 5 km Altitude d) KDP at 5 km Altitude
e) SL3D Classification f) Max. Vert. Velocity
Figure 15: Maps of (a) ZH at 3 km altitude, (b) column-maximum ZH, (c) ZDR at 5
km altitude, (d) KDP at 5 km altitude, (e) the SL3D classification, and (f) maximum
dual-Doppler derived vertical velocity on 06 June 2012 at 2230 UTC. The black lines
denote the SL3D updraft classification using WER identification alone and the white
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Figure 16: Maps of (a) column-maximum ZH, (b) SL3D classification, (c) SHY clas-
sification and a vertical cross-section of ZH following the thick line labeled A–B for a
collection of deep quasi-linear convective storms over Oklahoma and southeast Kansas
on 14 May 2009 at 0125 UTC. The thick colored lines at the base of the cross-section
show the corresponding SL3D and SHY classifications.
70






























b) ZH at 3 km







0 15 30 45 60 75
dBZ  
Supercells
Figure 17: Maps of (a) column-maximum ZH, (b) ZH at 3 km altitude, (c) SL3D
classification, and (d) SHY classification for a collection of supercell storms and an
MCS over Oklahoma on 23 May 2011 at 2325 UTC. The white ellipse in (a) encloses
weaker convection that is discussed in the text.
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Figure 18: Maps of (a) column-maximum ZH, (b) SL3D classification, (c) SHY clas-
sification and vertical cross-sections of ZH following the thick lines labeled A–B and
C–D for Tropical Storm Bill in southeast Texas and additional nearby precipitation
in Arkansas, Louisiana, Oklahoma, and Texas on 17 June 2015 at 0000 UTC. The
thick colored lines at the base of each cross-section show the corresponding SL3D and
SHY classifications.
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Figure 19: Maps of (a) column-maximum ZH, (b) SL3D classification, (c) SHY clas-
sification and a vertical cross-section of ZH following the thick line labeled A–B for
an MCS located over Alabama, Florida, and Georgia on 24 July 2013 at 0000 UTC.
The thick colored lines at the base of the cross-section show the corresponding SL3D
and SHY classifications.
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Figure 20: As in Figure 19, but for scattered weak convection and an MCS located
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Figure 21: Maps of (a) column-maximum ZH, (b) ZDR at 5 km altitude, (c) KDP at
5 km altitude, (d) SL3D classification, (e) SL3D classification with ZDR-only updraft
classification, and (f) SL3D classification with KDP-only updraft classification for an
MCS located in northern Indiana and Ohio on 13 June 2013 at 0330 UTC. The thick
























































































Figure 22: Vertical cross-sections of (a) ZH, (b) ZDR, and (c) KDP along the line in
Fig. 21, from A (left) to B (right). The thick horizontal line in each cross-section
represents the altitude of the environmental melting level and the thick colored line
at the base of each cross-section shows the corresponding SL3D classification.
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CHAPTER 4
RETRIEVALS OF CONVECTIVE DETRAINMENT HEIGHTS USING
GROUND-BASED RADAR OBSERVATIONS
4.1 Introduction
Mass exchange between the upper troposphere and lower stratosphere changes the
chemical composition, radiative properties, and distribution of greenhouse gases in the
atmosphere, which has significant implications for climate studies (e.g., Ramaswamy
et al., 1992; Holton et al., 1995; Stohl et al., 2003). It is generally accepted that large-
scale transport mechanisms such as isentropic transport from the tropical troposphere
and Rossby wave breaking are responsible for the majority of mass exchange between
the stratosphere and troposphere, with small-scale features such as deep convection
contributing substantially less mass. Nevertheless, deep convection has the ability
to rapidly and efficiently transport boundary layer mass to the upper atmosphere
(e.g., Pickering et al., 1988; Mullendore et al., 2005). Convection can transport mass
in minutes to hours, as compared to days for extratropical cyclones and weeks or
months for turbulent diffusive processes (Dickerson et al., 1987; Sigmond and Sieg-
mund, 2000). Mass can be transported into the upper troposphere, and in many
cases, convection has been observed to penetrate the tropopause and directly inject
mass into the stratosphere (e.g., Poulida et al., 1996; Fischer et al., 2003; Hegglin
et al., 2004; Homeyer et al., 2014).
Both model simulations and in-situ measurements reveal that air transported
by convection can be relatively undiluted (e.g., Ström et al., 1999; Mullendore et al.,
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2005). Injection of polluted boundary layer directly into the upper troposphere and
lower stratosphere can have significant chemical impact as free tropospheric air has
a much different chemical composition than the boundary layer air. Depending on
whether boundary layer air is transported into the upper troposphere or is able to
reach the lower stratosphere can have important yet differing radiative, climatological,
and/or health impacts.
Unfortunately, it is still difficult to identify the altitude to where mass is trans-
ported to. Retrievals of the height of mass transport have been determined from air-
craft measurements (e.g., Pickering et al., 1996), satellite measurements (Takahashi
and Luo, 2012; Takahashi et al., 2017), multi-Doppler observations (e.g., Mullendore
et al., 2013), and modeling studies (e.g., Barth et al., 2007; Bigelbach et al., 2014).
While invaluable, aircraft measurements are limited temporally, cannot continuously
sample every region of storm outflow, and generally are only included in field cam-
paigns. Satellite measurements are too coarse spatially and/or temporally to be used
reliably for assessing three-dimensional cloud-scale properties, and generally require
thermodynamic assumptions about the vertical structure of the atmosphere. Multi-
Doppler analyses require rigorous processing techniques and also typically rely on field
campaigns as only a few locations are setup for such observations. While modeling
efforts are useful in understanding how mass is transported and are able to provide
three-dimensional detail into transport processes, the chemical transport models are
largely unconstrained by observations and have a large uncertainty regarding the
height of transport. The uncertainty in these models is a combination of uncertainty
in both the chemical processes and convective dynamics.
Due to the limitations in height retrievals, the level of neutral buoyancy (LNB)
from parcel theory has been commonly utilized to determine the height of convective
detrainment. Parcel theory describes the ascent path and available potential energy
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of an air parcel initially chosen using the atmospheric properties near the surface. The
LNB is defined as the level at which the density of a positively buoyant air parcel
is equal to that of the environment. However, parcel theory does not encompass
parcel variability (spatial or temporal), ignores hydrometeor loading, perturbation
pressure forces, and most importantly does not include effects owing to entrainment
and mixing. Entrainment dilutes the parcel by mixing in cooler, drier environmental
air resulting in reduced parcel buoyancy. Therefore, deep convection typically does
not detrain at LNB but in actuality detrains below it. In certain cases, the actual
detrainment level can be lower than the LNB by 5 km or more (Mullendore et al.,
2013). The height of detrainment as determined by parcel theory is typically accepted
as the theoretical maximum height a parcel can reach.
To avoid the limitations in identifying the detrainment height with previous
methods, Mullendore et al. (2009) showed that profiles of bulk dynamic detrainment
retrieved from dual-Doppler analyses coincided well with the location of the anvil vis-
ible in the radar reflectivity field. Furthermore, Mullendore et al. (2009) noted that
the peak in total ice water content (IWC) of the anvil coincided well with the level
of maximum horizontal divergence (i.e., vertical convergence), which they termed the
level of maximum detrainment (LMD). Carletta et al. (2016) used this knowledge in
effort to develop a procedure that could objectively identify the LMD, and coupled a
radar classification scheme from Feng et al. (2011, based on Steiner et al. (1995)) to
identify suitable anvil near convection. After analyzing several dual-Doppler cases,
they concluded that radar-based detection of the LMD is promising and typically
accurate within 2 km; however, they noted several limitations: developing convection
lacks adequate anvil, detection can be limited in complex storm clusters where con-
vective elements are embedded in deep stratiform cloud, and sufficient radar coverage
is required aloft. Furthermore, they used a strict threshold radar echo stratification
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schemed that utilized only low-level echo at one height, which resulted in misclassified
echo aloft.
In order to improve our understanding of convective mass detrainment and
constrain model simulations, more frequent and easily obtainable observations are
needed. In this study, the methodology of Mullendore et al. (2009) and Carletta et al.
(2016) is built upon to determine the observed detrainment heights for convection
across four regions in the United States: Northern Plains, Southern Plains, Northeast
and Southeast. Seven years of hourly high-resolution volumetric radar composites
for the months of May and July are coupled with a three-dimensional radar-echo
classification algorithm to objectively identify convection and convectively-generated
anvil. The retrieved LMD heights for different convective morphologies are examined
to determine if there is a height dependence on convective mode.
4.2 Data
4.2.1 Radar Composites
Radar observations are composited following the procedure in section 3.2. Compos-
ites are used for every hour for the months of May and July, from 2004 to 2010. Radar
observations are analyzed between 25◦N and 49◦N latitude and between 105◦W and
70◦W longitude (23). The analysis domain is split into four regions: North-Central
(NC), South-Central (SC), Northeast (NE), and Southeast (SE). The 37◦N parallel




The Interim European Centre for Medium-range Weather Forecasts (ECMWF) Re-
analysis (ERA-Interim Dee et al., 2011) data is used to identify the tropopause height
across the analysis region (further described in section 4.3.4). The native ERA-
Interim data has a horizontal grid spacing of ∼80 km on a vertical grid containing
60 levels stretching from the surface to 0.1 hPa, with a vertical grid spacing of ∼0.25
km near the surface, decreasing to ∼1 km at 10 km, and ∼2 km at 16 km.
4.3 Determining Radar-based LMD
4.3.1 Anvil Proxy Method
To identify the LMD, the convectively-generated anvil is used as a proxy for the
dynamic detrainment envelope as in Mullendore et al. (2009) and Carletta et al.
(2016). The radar reflectivity of the anvil is used to determine the IWC by
IWC = (8.0 ∗ 10−3)(Ze + 6.7)0.61 (4.1)
where Ze is the equivalent radar reflectivity factor (Leary and Houze, 1979). The
IWC is horizontally integrated to determine the total IWC present at each altitude.
The height of the maximum in total IWC corresponds to the LMD.
The LMD is found for every precipitating storm cell for each hour, if the
precipitating cell contains an identified deep convective core and if adequate anvil
is sampled near the convective source. Only anvil within 20-km of an identified
convective core or updraft is used for the analysis. The 20-km threshold follows
Mullendore et al. (2009) and was verified by a sensitivity study to perform well when
applied to the radar data utilized by this study (not shown). For an LMD retrieval
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to occur, there must be at least 5 anvil grid squares present at one height and at
least 25 total anvil grid squares sampled within the 20-km radius to ensure adequate
anvil is sampled. Isolated anvil pixel that are not adjacent to any other anvil pixels
(horizontally and vertically) are ignored. Identification of precipitating storm cells,
convective cores, and anvil is determined by the SL3D algorithm (discussed in section
4.3.2).
The LMD retrievals are determined for storms that occur during the months
of May and July, as both months are characterized by different environments. May
is a more transition period and is typically associated with more strongly forced
convective systems and stronger upper level dynamical support, in part due to the
location of the jet stream (e.g., Bigelbach et al., 2014) while July typically contains a
warmer, more subtropical environmental in the southern analysis regions. Retrievals
are also characterized by morphology (discussed in section 4.3.3) to determine if LMD
heights are different between convective modes. Lastly, retrievals are subset by region
(i.e., NC, SC, NE, SE) to see if there is regional impact on LMD heights.
4.3.2 Radar Echo Stratification
The Storm Labeling in 3-Dimensions (SL3D Starzec et al., 2017) algorithm discussed
in chapter 3 is used to objectively stratify radar echo into four categories: convection,
precipitating stratiform, non-precipitating stratiform, and anvil. SL3D utilizes volu-
metric radar data to stratify three-dimensional radar echo primarily based on storm
height, depth, and intensity. In short, the convective classification encompasses pre-
cipitation that is directly generated by convective motions (i.e., updrafts) and is iden-
tified by columns of enhanced reflectivity extending vertically into the atmosphere.
The precipitating (non-precipitating) stratiform category consists of mixed-phased
cloud that likely has (does not have) precipitation reaching the surface. The pre-
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cipitating (non-precipitating) stratiform regions are identified by the presence (lack)
of radar echo near the surface. The anvil category is defined as non-precipitating
radar echo above the freezing level and above 5 km that consists of cloud assumed to
contain only ice hydrometeors. For more detailed stratification criteria, see Table 3.
Due to radar downtime, there are instances where low-level data are missing
in the reflectivity composites. In regions with poor radar coverage this can result in
no data up to 6 km above ground level, which adversely affects the SL3D algorithm.
For instance, the SL3D anvil category is defined as reflectivity data present above 5
km with no radar echo below. When a large layer of data up to 5 km is missing,
SL3D will still be able to identify convection regions but will stratify all echo around
the convection as anvil even though the echo is most likely a stratiform rain region.
Including this data would result in very low LMD retrievals of ∼6 km. To filter out
the erroneous classifications due to missing data, if no reflectivity data are present
within SL3D convective cores up to 4 km but reflectivity data are present at 5 km
or more, the convective cores are disregarded from the analysis and do not have an
LMD retrieved. Since the layer of missing data may only be present in a portion
of the convective core, convective cores are disregarded if over 20% of the original
core is deemed to have missing data. Additionally, if the first anvil pixel is present
at 5 or 6 km, but has a reflectivity magnitude of > 15 dBZ (similar to the method
used in Carletta et al. (2016)), the entire anvil column is disregarded as it is assumed
to have missing data below that would change the classification to precipitating or
non-precipitating stratiform.
4.3.3 Classification of Storm Morphology
Precipitating storms are also objectively classified into one of three distinct categories:
weak convection, quasi-isolated strong convection (QISC), and mesoscale convective
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system (MCS) following a criterion similar to Bigelbach et al. (2014). Bigelbach et al.
(2014) define QISC and MCSs as precipitating storms having a maximum reflectivity
≥ 40 dBZ, containing a deep convective point, and covering < 7000 km2 and ≥ 7000
km2, respectively. Weak convection is defined as precipitating storms with maximum
reflectivity < 40 dBZ regardless of size. In Bigelbach et al. (2014), a deep convective
point is defined as a column containing vertical velocities of at least 2 m s-1 at 4 km
and 5 m s-1 at 8 km. Since no vertical velocity data is available in this study, the deep
convective point definition has been altered to follow the SL3D convective definition
that focuses on deep convection and uses the criteria of 25 dBZ echo tops ≥ 10 km.
4.3.4 Identification of Tropopause Height
While it is important to know the absolute heights that convection detrains mass to,
the height of the LMD in relation to the tropopause height provides more insight
into whether mass is potentially being mixed into the stratosphere and allows for
better comparison of storms from different regions. Several methods have been previ-
ously used to identify the tropopause height in relation to deep convection, including
temperature lapse rate, stability, and potential vorticity-based (PV) definitions (e.g.,
Maddox and Mullendore, 2018, and references therein). While temperature lapse
rate and stability definitions typically perform well in identifying the tropopause for
sounding data, there are occasional occurrences where both methods are unable to
capture the initial tropopause but instead capture the “cold-point” tropopause. This
misidentification can result in a high tropopause height bias of up to 6 km or more,
which introduces a significant low bias in tropopause-relative LMD height retrievals of
deep convection. These misidentifications were also seen by Homeyer et al. (2010) and
Solomon et al. (2016) who noted that such misidentifications occur most commonly
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near the subtropical jet or regions of tropopause folding due to the lower vertical
resolution of reanalysis data resulting in an apparent “smoothed” temperature field.
To avoid introducing large errors in tropopause heights, the tropopause is















where ρ is density, u and v are the horizontal velocity components in the x- and
y-directions, respectively, f is the Coriolis parameter, θ is potential temperature, and
z is height. The first height with a PVU of ≥ 2.0 with no heights having a PVU
< 1.5 above it is identified as the tropopause height (where 1 PVU is 10-6 K m2 k-1
s-1 of PV). PV is calculated on the native ERA-Interim grid; however, because of
the coarse grid spacing aloft, the PV field is linearly interpolated to a vertical grid
with 250 m spacing ranging from 0 to 20 km to more precisely identify the height
that crosses the 2.0 PVU threshold. The representative tropopause height used for
each storm is the mean tropopause height found within the convective pixels for that
storm as determined by the SL3D algorithm. While convection strongly perturbs the
PV field at convective scales (i.e., 1 to 10 km Maddox and Mullendore, 2018), the
ERA-Interim data does not resolve convective-scale perturbations due to the coarse
grid spacing (∼80 km), so PV remains a usable field for this study.
4.4 Results
4.4.1 Applications of Anvil-based Methodology
An example application of the anvil-based methodology is presented for an intense
supercell located over northeastern Nebraska on 13 July 2004 at 00 UTC (Fig. 24).
The main storm has reflectivity magnitudes reaching ∼65 dBZ with the highest echo
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tops extending above 18 km (Fig. 24a, c). A few less intense convective cells are
visible around the main storm. The SL3D algorithm identifies five convective regions
during this time (light brown; Fig. 24b) and an extensive anvil emanating from the
storm (blue). Several precipitating regions are identified (yellow contours); however,
only the precipitating regions containing convective cores (solid yellow contours) are
considered for sampling following the criteria in section 4.3.1. A cross-section through
the main storm depicts the long anvil present between 7 and 14 km downstream of
the storm and a forward, upstream anvil extending up to 16 km (Fig. 24c). The
vertical profile of horizontally integrated IWC of all anvil pixels within 20 km of
largest convective core (i.e., storm that is intersected by the magenta line in Fig.
24b) in shown in Fig. 24d. The peak in IWC (and therefore, the radar-derived LMD)
is located at 13 km, around 2 km above the tropopause height. The LMD defines the
height where the most mass is detrained, but it is clear that the forward anvil has a
much wider envelope (Fig. 24c); indicating the large vertical spread of detrainment
altitudes observed for different parcels.
4.4.2 LMD Height Retrievals
Applying the methodology results in a total of 3,203,716 precipitating cells being
detected, of which 946,381 (29.5% of cells) contain SL3D convective cores. Of these
SL3D cores, 157,230 (4.9% of cells or 16.6% of SL3D cores) are considered deep.
Application of the anvil-based method results in a final sample size containing 135,890
storms, meaning 86.4% of deep convective cores have adequate anvil to sample at a
20 km distance and a successful LMD retrieval is performed. Table 3 illustrates a
breakdown of the number of storms sampled by region, month, and morphology across
each year. The total number of storms sampled is greater in the Southern regions,
with 65.1% of sampled storms being in either the SC or SE region. Of all sampled
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storms, 71.4% occurred in July and 88.0% are of QISC morphology. These sample
statistics showcase the large amounts of diurnally driven convection that occur over
the southern regions during the summer months. Overall, the anvil-based method
has a successful application rate ranging from 84.3 to 89.0% of usable cores when
looking at different regions, months, or morphologies, implying the method is not
biased towards any of those variables.
After the initial LMD identification, the data undergoes a last round of quality
assurance checks to make sure the retrievals are physically consistent. For any par-
ticular convective core, if there is only a single height that contained anvil or if the
LMD height is found at 6 km (the lowest height that is considered anvil), the LMD
retrieval is removed as this is likely due to missing radar data aloft. LMD retrievals
are also disregarded if the range between the LMD and anvil top is greater than 5
km or if the anvil top is above 18 km as these are were found to be commonly caused
by radar technical issues. The anvil top is considered the top of the IWC envelope.
The distribution of aggregated LMD height retrievals for all convection cate-
gorized by the months of May and July are shown in Figure 25. When comparing the
absolute LMD heights (Fig. 25a), July has a higher mean LMD than May, denoting
that convection detrains the maximum amount of mass higher in July. July storms
also have higher maximum LMD heights, reaching up to 15 km. Note that due to the
vertical grid spacing of the data (i.e., 1 km), the absolute LMD retrieval outlier points
overlay each other except when two heights have the same IWC, in which the average
of the two LMD heights is used instead. Even though July storms have a higher mean
absolute LMD, the mean tropopause-relative LMD for May storms is higher than for
July storms, denoting the May storms typically detrain closer to tropopause (Fig.
25b). There are storms in both May and July than have LMDs at and above the
tropopause, with July containing a wider distribution of LMD heights that can reach
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up to 2 km above the tropopause. Overall, convection tends to detrain the maxi-
mum amount of mass ∼4 km below the tropopause. The aggregated LMD height
retrievals are also categorized by morphology to investigate the differences between
MCSs and QISC (Fig. 26). Both the absolute and tropopause-relative mean LMD
heights are higher for QISC than MCSs, indicating the QISC more commonly detrain
to higher altitudes and closer to the tropopause. QISC also contain a larger spread
in tropopause-relative LMD heights and more commonly breach the tropopause. The
absolute LMD retrievals for July and QISC look similar as the month of July is
dominated by QISC type convection (Table 3).
The aggregated results are subdivided by region and are shown in Figure 27.
While all regions contain LMD heights that reach and surpass the height of the
tropopause, the NC and NE regions contain LMD heights that have a higher likelihood
of breaching the tropopause and have mean LMD heights up to 0.75 km higher than
the southern regions. The regional results are further broken down by month and
morphology to identify what is contributing to the differences in each region. Figure
28 shows the distributions of tropopause-relative LMD heights for each region for
May and July. For May, all regions have relatively similar mean LMD heights with
both northern regions (in particular, the NC region) having the highest LMD heights
(Fig. 28a). In July, the mean LMD heights for both northern regions increase while
the mean LMD heights for the southern regions decrease relative to May (Fig. 28b).
The northern regions have notably higher mean LMD heights than the southern
regions, with the 50th percentile of northern region LMD heights being closer to the
tropopause than the top 25th percentile of the southern region. Both north regions
have a pronounced increase in the number of storms that have LMD heights above
the tropopause even though the NE region only had two outlier storms reaching or
surpassing the tropopause height in May.
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Subjectively analyzing several cases, the decrease in mean LMD heights for
the southern regions is driven by a large increase in weakly-forced, diurnally driven
convection that occurs in the summer months. The SC and SE regions have 97%
and 304% more LMD retrievals in July than May, respectively. Similar trends are
visible when comparing differences between MCSs and QISC by region (Fig. 29).
Overall, MCSs have lower mean LMD heights than QISCs for all regions, especially
in the northern regions. Only a handful of MCSs across the several years analyzed
have LMDs at or above the tropopause, while QISCs more commonly breach the
tropopause. A subjective analysis into the QISCs with the highest LMD heights
reveals that most of these storms are easily identifiable by their radar characteristics
as supercells. This result follows on previous studies showing supercells detrain at
higher altitudes in both models (Mullendore et al., 2005; Bigelbach et al., 2014) and
observations (Mullendore et al., 2013). The storm that has the highest tropopause-
relative LMD is the supercell storm depicted in Figure 24.
4.5 Discussion
The findings show that on average, storms in May detrain most of their mass closer to
the tropopause than storms in July, and QISC storms have higher tropopause-relative
detrainment heights than MCSs. These observational results match the general con-
clusions of the Bigelbach et al. (2014) modeling study, who used high-resolution
Weather Research and Forecasting (WRF) forecasts of convection in the Southern
Great Plains to determine the detrainment heights by using simulated vertical veloc-
ity values. There are, however, some differences between the details of both studies.
Bigelbach et al. (2014) had almost no storm LMDs surpassing the tropopause while
many such storms were sampled in this study (particularly the north regions). Over-
all, the mean tropopause-relative LMD heights for May were higher in July but the
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highest tropopause-relative LMD heights were more commonly observed in July (Fig.
26), which did not match Bigelbach et al. (2014). However, if results are constrained
to only the SC region (better resembling the modeling domain used in Bigelbach
et al. (2014)), the highest tropopause-relative LMD heights occur in May rather than
July (Fig. 28) matching the Bigelbach et al. (2014) results. The decrease in mean
LMD heights from May to July is also visible if focusing on the SC region, albeit the
magnitude of decrease is much greater in Bigelbach et al. (2014) (∼2 km decrease vs
1 km in this study; Fig. 28). Comparing these studies showcases the importance in
investigating the regional differences in storm detrainment heights.
While the LMD shows the height of maximum mass detrainment, mass is still
being detrained above the LMD with the most unstable and/or least mixed parcels
detraining near the top of the anvil (Carletta et al., 2016); therefore, investigating
anvil tops helps identify the maximum height that mass detains to and provides
additional information for when the LMD heights are biased low (discussed in the
next section). Figure 30 shows the tropopause-relative heights subdivided by region
and month for the height of anvil tops. Overall, the trends between mean anvil
top detrainment heights follow similar trends when using the LMD heights (Fig.
28). The detrainment heights in May are relatively similar between regions and
July detrainments heights increase for the north regions and decrease for the south
regions. The mean anvil top detrainment heights range from ∼0.75 to 1.25 km below
the tropopause in May, as compared to ∼4 km below the tropopause for the LMD
heights (comparing Fig. 28 and Fig. 30). A significant number of storms have
anvil tops several kilometers above the tropopause, reaching up to 6 km above the
tropopause for the deepest convective cores sampled.
A similar anvil top analysis focusing on morphology is shown in Figure 31.
The mean tropopause-relative anvil top height is higher for MCSs than QISC for
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all regions even though the mean LMD height was consistently higher for QISCs
(Fig. 29). These results need to be further investigated as they imply that while on
average the greatest amount of mass is detrainment lower in MCSs than QISC, MCSs
typically have a wider detrainment envelope. These results may also be capturing the
large variability observed in several cases of MCS dual-Doppler derived detrainment
heights by Mullendore et al. (2013). QISC still have a larger spread of anvil-top
detrainment heights and contain the highest detrainment heights overall, which are
not surprisingly the same storms that have the highest LMD heights. The differences
between MCSs and QISC also show the importance of morphology on the LMD and
detrainment heights. Further detailed analysis needs to be done on why supercells
have higher detrainment heights relative to other QISC and MCSs, and why a larger
variability in MCS detrainment heights is present. Only seven MCSs have LMD at or
above the tropopause and a subjective analysis of these MCSs reveals that majority
are supercells and other strong isolate cells transitioning to linear convection.
The detrainment envelope depicts the altitudes where parcels of air are de-
training from a convective system, but also provides information on the buoyancy
and relative dilution experienced by parcels rising through the updraft. A parcel that
may be near the updraft edge experiences more mixing and entrainment of environ-
mental air, resulting in a reduction of the parcel’s buoyancy and hence, reduces the
parcel’s detrainment height; however, mixing also dilutes the parcel. Parcels that
experience less entrainment (so called ”lucky” parcels) are more buoyant and likely
detrain to higher altitudes, but are also less diluted. Therefore, although most mass is
commonly detrainment below the tropopause as visible by the mean LMD heights, the
parcels that reach the highest altitudes are likely less diluted and contain a higher
concentration of polluted boundary layer air than the parcels that detrains at the
LMD and below it (i.e., where most mass is detrained). This implies that although
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fewer parcels penetrate the tropopause, their effect on altering the chemistry of the
UTLS may still be substantial relative to the large number of (more diluted) parcels
detraining at the LMD. More research is required to investigate the relationship be-
tween detrainment altitudes and parcel dilution to determine the relative impact of
the most unstable and undiluted parcels.
4.5.1 Limitations
There are some inherent limitations to utilizing the anvil-proxy method. Only storms
that are actively producing a notable anvil can be sampled, which excludes developing
convection and storms that are embedded within an extensive stratiform rain region
and have no pristine anvil to sample. Storms that are developing into pre-existing
anvil will have their LMD retrieval incorrectly attributed to the height of the pre-
existing anvil (e.g., the cell north of the large supercell in Fig. 24), although this is
somewhat limited by focusing only on the deepest convection as weaker convection is
generally excluded from the analysis. Lastly, when several deep convective clusters
are near each other, anvil may be sampled from multiple convective sources and not
just from the convective core being analyzed, which can be sensitive to the anvil
search radius used.
Of particular note, is the low bias in LMD estimates. The LMD heights in
this study likely contain a low bias that is dependent on the anvil search radius. The
20 km anvil search radius was chosen in order to maximize both the accuracy of
the retrieved LMD height and the number of convective objects that contribute to
the LMD retrieval. Due to varying environmental conditions and internal dynamic
processes, convection may produce limited forward anvil or anvil that spans up to 20
km or more away from the convective source. For the anvil-based LMD retrieval to
work properly, adequate anvil near the convective source must be sampled; however,
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sampling anvil that is too far from the convective source may be detrimental. For
example, if the distance threshold is shorter (e.g., 10 km), the accuracy of the LMD
retrieval should be improved since only the anvil closest to the convective core is being
sampled; however, there may be no or limited anvil present in the sampling distance
(i.e., five grid squares), thereby reducing the overall detection rate. Conversely, if the
distance threshold is larger (e.g., 40 km) the amount of anvil sampled is increased and
a larger sample size of anvil pixels is attained; however, at larger distances the anvil
may begin to slope downward due to aggregation of ice hydrometeors, potential for
sampling anvil from differing convective source increases, and downstream stratiform
anvil becomes included which leads to less accurate (i.e., low-biased) LMD retrievals.
An example of a low-biased LMD retrieval is presented for a single large storm
cluster in Figure 32. The storm cluster contains several convective elements of which
some are embedded within a stratiform rain region (Fig. 32a). The storm cluster
is producing a very large anvil (blue; Fig. 32b) resulting in ample anvil to sample
within 20 km of the convective cores (cyan outline; Fig. 32b). Application of the
anvil-proxy methodology on the deepest convective element in the southwestern side
of the storm cluster returns an LMD of 12 km. A cross-section through the forward
anvil adjacent to the convective core shows that the anvil is present between 9 and 17
km (Fig. 32c), where subjectively the LMD would be selected as being higher than 12
km. A cross-section along the south side of the storm cluster shows the anvil sloping
down as distance away from the convective course increases (Fig. 32d). Sampling
a large portion of the descending anvil lowers the LMD retrieval height. A similar
scenario is observed in Fig. 24c, where the forward anvil is seen extended 1 to 2 km
above the retrieved LMD height.
When all the limitations and biases are combined, the anvil proxy method
likely depicts detrainment heights that are lower than the actual detrainment height,
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especially when considering that S-band radars cannot detect the entire anvil; how-
ever, it provides a way to collect a very large observational dataset of midlatitude
convective detrainment heights that that does not currently exist and can be used to
help constrain model simulations. The low bias also means that the observed con-
vective LMDs are higher than the radar-derived, meaning convection likely detrains
mass higher than the heights determined in this study. The methodology may be
further improved by incorporating dual-polarized radar data, which would enable the
use of SL3Ds objective updraft identification and provide more information for a more
detailed IWC calculation and estimation of hydrometeor fall speeds to help account
for the low bias.
4.6 Summary and Conclusions
Seven years of hourly ground-based radar observations for the months of May and
July are evaluated to determine the level of maximum (mass) detrainment (LMD)
by convection for four different regions: north-central, south-central, northeast, and
southeast United States. Radar observations are objectively stratified by the SL3D
algorithm to identify regions of deep convection and convectively-generated anvil.
Anvil near active deep convection is sampled and used as a proxy for the detrainment
envelope, where the maximum in the radar-derived ice water content of the anvil
represents the LMD. The methodology is regionally inspecific and can be used to
study convective detrainment altitudes regardless of location as long as adequate
radar observations are present.
Analysis of mean LMD heights shows that July storms tend to have a higher
absolute detrainment height than May storms; however, May storms have a higher
tropopause-relative detrainment height indicating that on average, May storms are
more likely to detrain closer to the tropopause than July storms. Both months contain
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individual storms that have LMD heights above the tropopause, but July contains
the highest LMD heights extending up to 2 km above the tropopause and a higher
frequency of storms reaching the tropopause. When categorized by morphology into
mesoscale convective system (MCS) or quasi-isolated strong convection (QISC), QISC
are found to have both higher absolute and tropopause-relative LMD heights and more
commonly have storm LMD heights above the tropopause. A subjective investigation
into the cases with the highest LMD heights reveals that most exhibited the radar
characteristics of supercells, supporting the findings of Mullendore et al. (2013) case
analysis.
A regional categorization found that both northern regions had higher mean
tropopause-relative LMD heights than the southern regions, regardless of month or
morphology. The finding that QISC have higher mean tropopause-relative LMD
height than MCSs was true for all regions; however, there were regional differences
between May and July. The mean tropopause-relative LMD height increased in July
for the northern regions but decreased for the southern regions, relative to May.
The decrease in the LMD heights in the southern regions is due to a large amount
of diurnally driven convection present in the summer months, decreasing the mean
LMD heights.
Lastly, while the LMD showcases the height where the maximum mass is being
transported to, there is still mass being transported above the LMD. To account for
mass transport above the LMD, the anvil top is used as a proxy for the top of
the detrainment envelope. Results showed that there are a substantial number of
storms with mass being transported well above the unperturbed tropopause (up to
6 km). The mean tropopause-relative anvil top heights for MCSs were found to also
be slightly higher than QISC for all regions, even though the mean LMD height for
MCSs was lower, which suggests that MCSs may have a wider detrainment envelope.
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More research needs to done investigating morphological differences between MCSs,
supercells, and daily convection and their impacts on detrainment altitudes.
Although the detrainment heights are likely biased low, this study built a
large dataset of observed convective detrainment heights in the midlatitudes that
was previously absent to provide an idea of aggregated detrainment altitudes and to
help constrain model simulations. If combined with mass flux estimates, this statis-
tical database can be used to approximate the amount of mass of different chemical
species that is being transported into the troposphere and stratosphere. The observed
variability present in convective detrainment altitudes for differing morphology has
important implications on parameterizations and modeling of mass transport as all
convective modes cannot be treated equally. For example, supercells are able to
penetrate and transport mass deeper into the UTLS, but MCSs have a wider range
of mass detrainment heights, which changes the vertical distribution of transported
mass. The observed regional variability in LMD heights further demonstrates the
importance of convective morphology, as the diurnally-driven convection notably re-
duced the mean LMD heights in the southern regions of the United States. The
difference in detrainment heights across May and July also indicates that seasonal
differences need to be accounted for when estimating long term transport statistics










































































































































































































































































































































Figure 23: The four analysis regions demarcated by the 37◦N parallel and 87.5◦W
meridian.
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Figure 24: The a) composite reflectivity, b) SL3D classification, c) vertical cross-
section of reflectivity following A to B, and d) horizontally integrated IWC for a
supercell located in Nebraska on 13 July 2004 at 00 UTC. The yellow lines in b)
denote identified precipitating objects, where the thick yellow lines are the objects
that match the LMD retrieval criteria. The black line in c) and d) denotes the height
of the radar-derived LMD using the anvil-proxy method and the red line denotes the
tropopause height.
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Figure 25: The boxplot distribution of a) retrieved LMD heights and b) tropopause-
relative LMD heights across the entire analysis period for the months of May and
July. The black asterisk is the mean, the horizontal red line is the median, top and
bottom of the boxes are the 75th and 25th percentiles, respectively, the whiskers are
three standard deviations from the mean, and the outliers are red crosses.
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Figure 26: As in Figure 25, except categorized by morphology.
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Figure 27: The tropopause-relative LMD height categorized by the four analysis
regions: North-Central (NC), South-Central (SC), Northeast (NE), and Southeast
(SE). The black asterisk is the mean, the horizontal red line is the median, top and
bottom of the boxes are the 75th and 25th percentiles, respectively, the whiskers are
three standard deviations from the mean, and the outliers are red crosses.
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Figure 28: The tropopause-relative LMD height categorized by the months of a)
May and b) July for the four analysis regions. The black asterisk is the mean, the
horizontal red line is the median, top and bottom of the boxplots are the 75th and
25th percentiles, respectively, the whiskers are three standard deviations from the
mean, and the outliers are red crosses.
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Figure 29: As in Figure 28, except categorized by morphology.
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Figure 30: As in Figure 28, except for the anvil-top height and not the LMD height.
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Figure 31: As in Figure 29, except for the anvil-top heights and not the LMD heights.
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Figure 32: The a) composite reflectivity, b) SL3D classification, and vertical cross-
sections of reflectivity following c) A to B and d) C to D in panels (a) and (b) for
an MCS located primarily over southeastern Iowa on 18 July 2006 at 01 UTC. The
gradient fill in panel (a) denotes the tropopause height and the black line in panels
(c) and (d) denotes the LMD height retrieved for the storm.
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CHAPTER 5
FRACTIONAL ENTRAINMENT RATE RETRIEVALS USING A
BOUYANCY-BASED PLUME FRAMEWORK
5.1 Introduction
Deep moist convection has large impacts on both global and local scales. Convection
redistributes moisture and energy within the atmosphere and interacts with large-
scale atmospheric circulations. On local and regional scales, convection-resolving
models still struggle to correctly depict the size, intensity, and structure of deep
convection and are frequently notably biased (e.g., Caine et al., 2013; Min et al., 2015;
Starzec et al., 2018). The biases in convective structure can lead to large biases in
latent heat exchanges and accumulated precipitation (e.g., Davis et al., 2009; Ebert
and Gallus, 2009; Gallus, 2010; Johnson et al., 2013; Johnson and Wang, 2013).
On global scales, deep convective clouds remain as one of the largest uncertainties
within climate model simulations by impacting the energy exchange and radiative
balance within the lower atmosphere. Misrepresentation of deep convective clouds
can produce positive feedbacks on atmospheric circulations that further influence
convection, which can result in incorrect or unphysical depictions of future climates
(e.g., Cess et al., 1996, 1990; Zhang et al., 2005; Zhao, 2014).
Large uncertainties in depiction of clouds have been commonly associated with
the parameterization of physical processes that occur on subgrid-scales (e.g., Randall
et al., 2003; Arakawa, 2004; Rybka and Tost, 2014). Cumulus parameterizations aim
to statistically depict the effects of deep moist convection and incorporate a multitude
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of small-scale convective processes to adjust transfer of energy. On global scales,
the variability between parameterizations has been shown to cause large differences
in water vapor of up to 80% and temperature of up to 4 K, particularly in the
upper troposphere due to the representation of convection within the different schemes
(e.g., Tost et al., 2006; Zhang et al., 2008; Rybka and Tost, 2014). While many
issues arise from attempting to represent highly-variable small-scale processes within
coarse resolution models, there is still lack of knowledge on certain processes such as
entrainment, which means they are poorly constrained in such parametrizations.
Entrainment of relatively colder, drier air into the convective updraft reduces
the buoyancy of the rising parcel and influences the depth, intensity, and precipitation
potential of the convective system. Entrainment has commonly been expressed using
fractional entrainment rate (λ) that is defined as the rate of change of mass with







where m is the mass of the parcel and z is height (Houze, 1993). Entrainment has
been a focus of numerous studies because of its impact on convection. For example,
an entrainment rate of 1 km−1 (i.e., 100% increase in the plumes mass per kilometer)
has been linked with up to a ten-fold decrease in the amount of realizable convective
available potential energy (Zhang et al., 2008). On larger scales, errors in depicting
entrainment was shown to be the one of the dominant causes of general circulation
models producing a diurnal cycle of rainfall several hours earlier than observed (Yang
and Slingo, 2001; Del Genio and Wu, 2010; Stirling and Stratton, 2011).
It is difficult to constrain convective parameterizations due to infrequent ob-
servations on both spatial and temporal scales that are able to measure the effects
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of entrainment. Entrainment rates have been most commonly retrieved for shallow
clouds, such as stratocumulus clouds, as these clouds are commonly devoid of precip-
itation and have weak dynamical forcing. Shallow cloud fractional entrainment rates
found by previous studies range anywhere from 0.3 to 3 km−1 with extreme entrain-
ment rates reaching 6 km−1 also being reported (e.g., Siebesma and Cuijpers, 1995;
Gerber et al., 2008; Romps, 2010; Lu et al., 2012; Yeo and Romps, 2013; Wagner
et al., 2013; Moser and Lasher-Trapp, 2017). Observational studies of deep convec-
tive entrainment rate retrievals are limited due to the complicated nature of deeper
convection, as such studies need to account for complex microphysical-dynamical in-
teractions and dynamic forces that develop within an updraft. To account for some
for these processes, Jensen and Del Genio (2006) used the conservation of equiva-
lent potential energy to retrieve entrainment rates for tropical cumulus convection
and found entrainment rates varied from 0.01 to 0.68 km−1. Guo et al. (2015) used
aircraft measurements in a moist static energy framework and found that entrain-
ment rates varied depending on cloud width, but found rates up to ∼0.8 km−1. Due
to the lack of observations, studies have shifted to developing idealized models or
theoretical frameworks to better understand the deep convective entrainment pro-
cess and attempt to retrieve “direct estimates” of entrainment by following parcel
motions in and out of the updraft. Deep convective entrainment rates have been
found to typically range up to 1.5 km−1, with rates usually lower than those seen in
shallow convection (e.g., Gregory, 2001; Khairoutdinov and Randall, 2006; Romps,
2010). Unfortunately, these models are unconstrained and difficult to verify; thus,
more observational-based methods are required.
In this study, a dynamically-based method is developed to determine the frac-
tional entrainment rate of deep convection by using observations of vertical velocity
(such as from multi-Doppler observations) and environmental temperature and mois-
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ture profiles (such as from soundings). The methodology works on the basis of com-
paring the buoyancy of an idealized (unmixed) plume to the buoyancy of the observed
(mixing) plume by constraining the ideal plume with observations as discussed in sec-
tion 5.2. The methodology is demonstrated on two modeled cases of deep convection
of different intensities using different characteristics of ideal parcel ascent described in
section 5.3. For context, the resulting fractional entrainment rates are compared to a
traditional constant entrainment rate plume model in section 5.4. Lastly, discussion
and limitations of this approach are discussed in section 5.5.
5.2 Entraining Plume Model
The procedure to determine how the entrainment rate varies with height involves
constraining plume theory by coupling vertical velocity observations with environ-
mental observations. This study contains many of the traditional assumptions made
in entraining plume theory, where the plume is assumed to represent the cloud up-
draft and the interior of the plume is considered homogeneous and in steady-state.
Furthermore, all entrained air into to updraft is assumed to be environmental (i.e.,
cloud-free) air represented by a steady-state sounding. No detrainment is included
in the model; however, a lack of the detrainment process should not affect the inter-
nal properties of the plume as detrainment only mixes the plume properties into the
environment.
A general overview schematic of the fractional entrainment rate procedure is
depicted in Figure 33. Starting at cloud base (i.e., z1 in Fig. 33), the mixed (i.e., ob-
served) parcel temperature and moisture content are determined by iteratively solving
the vertical momentum equation using observations (following section 5.2.1). An ideal
parcel is initialized at z1 with the retrieved mixed parcel properties and ascends fol-
lowing modified parcel theory until the next height with vertical velocity observations
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(e.g., z2). The difference between the ideal parcel temperature and retrieved mixed
parcel temperature at z2 is attributed to entrainment and the fractional entrainment
rate is determined (following section 5.2.2). The ideal parcel at z2 is then mixed to
match the mixed parcel properties at z2 and the process is repeated until cloud top
is reached.
Since the standard representation of parcel theory only assumes irreversible
ascent, entrainment rate retrievals will be biased as they do not include effects such
as hydrometeor drag, ice-phase processes, and perturbation pressure gradients that
act on the parcel. Parcel theory is modified to include hydrometeor drag and ice-
phase processes (as described in section 5.2.3) to investigate the variability induced
in entrainment rate retrievals when these effects are included.
5.2.1 Mixed Temperature Retrieval
Using the vertical momentum equation scaled for parcel motions, the vertical velocity














where w∗ is the mixed (i.e., observed) parcel vertical velocity, ρ is density, p′ is the
perturbation pressure, Bp is parcel buoyancy, and m is mass of the parcel (adapted
form of Eq. 7.19 from Houze (1993)). Herein, the ending subscript ‘p’ and ‘e’ on
atmospheric variables describe the ideal (unmixed) parcel and environment properties,
respectively, and the superscript ‘*’ denotes the mixed or observed parcel property
that incorporates entrainment. The first term on the right-hand side (r.h.s) is the
perturbation pressure gradient force, the second term is the ideal parcel buoyancy,
and the third term is the change in buoyancy due to entrainment of environmental
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Since the entrainment term (i.e., term three) is a negative buoyancy term relative
to the rising positively buoyant parcel, it can be combined with the unmixed parcel
buoyancy (term two) to give the mixed parcel buoyancy, B∗, which is the buoyancy











For simplicity, ignoring the pressure perturbation gradient terms and assuming the
perturbation pressure within the buoyancy term is small (e.g., Markowski and Richard-










where g is the gravitational constant, and θvp
∗, θve, and θve are the mixed parcel,
environmental, and mean environmental virtual potential temperatures, respectively.
θvp
∗ is the virtual potential temperature of the rising parcel that includes effects of












If the mixed parcel is assumed to be completely saturated, then the mixed parcel
temperature (Tp
∗) and mixed parcel water vapor mixing ratio (qvp
∗) can be iteratively
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determined by applying the Magnus equation These mixed parcel values depict what
the observed parcel temperature and moisture content must have been, respectively,
to produce the observed θvp
∗ and hence the observed vertical velocity (i.e., w∗).
Equation (5.6) assumes no hydrometeors are present to produce drag on the
parcel, which is true of irreversible ascent. Under reversible ascent, θvp
∗ in Eq. (5.6)
includes the effects of hydrometeor loading by assuming the difference between the
parcel qvp
∗ at cloud base and the parcel saturation vapor pressure at a certain height
results in development of condensate. When ice processes are included, the newly
developed hydrometeor phase is determined by following a linear function of tem-
perature further discussed in section 5.2.3. At the initial level at cloud base, it is
assumed no hydrometeors are present in the parcel.
5.2.2 Fractional Entrainment Rate
Following the assumptions made in section 5.2.1, the rate of change of a parcel’s




















where Te is the environmental temperature, Tp is the unmixed parcel temperature,
cp is the specific heat of water, Lv is the latent heat of vaporization, and qvp and qve
are the water vapor mixing ratios of the parcel and environment, respectively (Eq.
7.22 in Houze (1993)). The first two terms on the r.h.s. are the internal changes
experienced by a buoyant parcel of air and depict the dry adiabatic expansive parcel
cooling modulated by latent heating due to changes in water vapor content via phase
changes. The last term contains the effects of entrained air on the buoyancy of the
parcel by changes to the parcel temperature and water vapor content. Assuming
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no advective contributions to the plume, integrating across two heights that contain






















where χ is the mixing fraction of air that denotes the mass ratio of adiabatic cloudy
air at z1 to the mixture of air containing the adiabatic cloudy air and entrained air









as in Lu et al. (2012). While integrating Eq. (5.8), it is assumed that λ does not vary
in the layer from height z1 to z2, which is consistent with plume theory. The first
two terms on the r.h.s. in Eq. (5.8) denote the mixed parcel temperature at height
z1 and the internal changes the parcel experiences (following parcel theory; section
5.2.3) as the parcel accelerates from z1 to z2, respectively. It is possible to combine
these two terms, resulting in the unmixed parcel temperature at z2 as entrainment is
not included; therefore,
Tp
∗(z2) = Tp(z2) − ln(χ)
[










[[Te−Tp]+ Lcp [qve−qvp]] . (5.11)
The χ can be used to determine the fractional entrainment rate using Eq. (5.9).
The unmixed parcel properties can be determined using parcel theory assumptions
(section 5.2.3) while the mixed parcel temperature and be retrieved by incorporating
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observations of the environmental temperature and moisture with vertical velocity
data (as discussed in the previous section).
5.2.3 Ideal Parcel Ascent
Parcel ascent is determined by parcel theory. Parcel theory describes the ascent path
of a parcel of air relative to the environmental temperature and moisture profile. The
traditional form of parcel theory assumes pseudoadiabatic or irreversible ascent (i.e.,
all hydrometeors instantly fall out of the parcel when formed), no pressure perturba-
tion effects exist, the ice-phase is ignored, and no entrainment or mixing occurs. Since
the aforementioned effects are not included in parcel theory, any fractional entrain-
ment rate retrievals following the methodology in sections 5.2.1 and 5.2.2 would likely
be inaccurate as these processes (which are all highly active in convection) would be
unaccounted for. To account for some of these effects on the parcel bouyancy, par-
cel ascent is also determined following reversible ascent and a simplistic ice phase is
included via the deposition/freezing pathways; however, pressure gradient forces are
not included.
When the parcel is unstable, it is considered to be positively buoyant relative





where θvp is the virtual potential temperature of the ideal parcel. The virtual potential
temperature is defined as
θv = θ(1 + 0.61qvp − qhydro), (5.13)
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where θ is the potential temperature and qhydro is the hydrometeor loading or drag
term. Under irreversible ascent, qhydro is 0. When hydrometeors are included, the
parcel follows reversible ascent, where all hydrometeors are assumed to stay within
the parcel and never fall out; therefore, the impact of hydrometeor drag gradually
increases with height and acts to decelerate the parcel. While realistically the parcel
ascent is between the reversible and irreversible rates, assuming that either all hy-
drometeors fall out or all hydrometeors stay with the parcel provides the range where
the actual parcel profile should be present without attmepting to calculate the actual
amount of hydrometeors and further including more uncertainty. The mass of water








where qvs is the saturation mixing ratio, Cd is the specific heat of dry air, and Rv is
the water vapor gas constant (following Bryan and Fritsch (2002)). Lv is dependent
on temperature and is given by
Lv = Lv0 − (Cl − Cpv)(Tp − T0), (5.15)
where Lv0 is the reference latent heat of vaporization, Cl is the specific heat of liquid
water, Cpv is the specific heat of water vapor, and T0 is the reference temperature.
Eq. (5.14) is solved iteratively and limits the amount of condensate generated by
including the latent heat release of condensation, which affects the saturation vapor
mixing ratio. In reversible ascent, ∆ql is retained and qhydro(z2) = qhydro(z1) + ∆ql.
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When simple ice processes are included, ice is added in two ways: converting
only the new condensate to ice hydrometeors via deposition (e.g., Bryan and Fritsch,
2002) and converting existing water hydrometeors to ice hydrometeors via freezing.
Both pathways for conversion of liquid water to ice water follow a simple linear rela-












In summary, if the parcel temperature is ≥ 0◦C the ratio in Eq. (5.17) is 1.0 and
new hydrometeor mass is assumed to increase only via condensation growth of liquid
water and no freezing of pre-existing liquid water occurs. If the parcel temperature
is ≤ -40◦C, Eq. (5.17) has a ratio of 0 and new hydrometeor mass is assumed to
increase via deposition of excess vapor to ice water only, and all pre-existing liquid
water freezes to ice water. The linear temperature relationship results in overly-rapid
freezing process; however, it is adequate for a simple first-order approximation of
ice phase processes. Since liquid water is sub-saturated with respect to ice and ice is
super-saturated with respect to water, between 0◦C and -40◦C, an effective saturation
mixing ratio is determined by
qs = (ratio)qvs + (1.0 − ratio)qis, (5.18)
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where qis is the ice water saturation mixing ratio. The maximum potential new mass
of ice, ∆qimax, and water, ∆qlmax, is then
∆qimax = max((1.0 − ratio)(qvp − qs), 0.0), (5.19)
∆qlmax = max(ratio(qvp − qi − qs), 0.0), (5.20)
where qi is the ice water mixing ratio. The actual amount of ice and water condensed
















respectively. Ls is the temperature-dependent latent heat of sublimation and is given
by
Ls = Ls0 − (Ci − Cpv)(Tp − T0), (5.23)
where Ci is the specific heat of ice water and Ls0 is the reference latent heat of sub-
limation. For reversible processes, the hydrometeor loading term is then qhydro(z2) =
qhydro(z1) + ∆qi + ∆ql. The amount of latent heat released follows Eq. (5.16) for both
liquid water and ice water, except Ls is used for ice.
5.3 Application of Entraining Model to Convection
While the goal of this study is to develop a methodology that is able to retrieve en-
trainment rates from observations, the methodology is demonstrated on two modeled
cases of deep convection to avoid incorporating any errors or biases present in ob-
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servational data. For example, multi-Doppler observations may contain artifacts and
biases in the vertical velocity field, especially at heights above 4 km (e.g., North et al.,
2017; Oue et al., 2018). Atmospheric soundings are likely to also be spatially and/or
temporally offset from where convection is occurring. A model dataset enables a com-
prehensive three-dimensional view and provides more control for sensitivity testing
and methodology validation than a limited observational framework.
The two convective cases that are being analyzed were generated by real-time
WRF forecasts matching the WSM6 model configuration and initialization used in
Chapter 2 (section 2.2.1). To replicate the potential resolution of an observational
dataset, the simulated vertical velocity data are linearly interpolated to a vertical
grid with a grid spacing of 200 m. Environmental data (i.e., temperature and dew
point) are linearly interpolated to a vertical grid with spacing of 20 m to replicate
the resolution of sounding data. The methodology is applied to a weakly-forced shal-
low convective cell and a strong deep convective complex to 1) investigate how the
methodology performs in convection of different magnitudes, scales, and dynamical
forcing and 2) determine the potential variability in fractional entrainment rates be-
tween these convective cases.
5.3.1 Weakly-forced Shallow Convection
The modeled weakly-forced convective case valid at 18 UTC on 3 July 2018 is pre-
sented in Figure 34a, which shows several small, weak convective cells in the domain.
A vertical cross-section across the largest cell shows storm heights that reach ∼5
km with maximum reflectivity values ∼43 dBZ near the surface (Fig. 35a). The
updraft core is visible to the east of the reflectivity column with maximum vertical
velocity values reaching ∼6 m s−1 just below 3 km (Fig. 35b). The environment is
characterized by a ∼100 mb well-mixed boundary layer with a conditionally unstable
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layer between ∼850 and 700 mb that is aiding convective development (Fig. 36). A
surface-based parcel following parcel theory with irreversible ascent is able to reach
∼350 mb (black line; Fig. 36); however, a parcel following reversible ascent is only
able to reach ∼630 mb (dark green line; Fig. 36) as the strong inversion right above
the conditionally unstable layer is able to prevent deeper convective development and
provides a better representation of the height of convection occurring at this time
(e.g., Fig. 35a). The majority of the updraft and vertical velocity maximum occur
below the freezing level, limiting the impact of latent heating from ice phase processes.
Since the ice phase has a minor impact on this case, the entrainment rate re-
trieval methodology is applied using only irreversible and reversible parcel ascent to
investigate the variability in entrainment rates induced by assumptions in hydrom-
eteor content. Figure 37a shows the vertical velocity profile using three different
parcels: an ideal (unmixed) parcel that following parcel theory (red line), a mixing
parcel following the entrainment rate methodology in section 5.2 assuming irreversible
ascent (black), and a similar mixing parcel assuming reversible ascent (green). With-
out any mixing, the ideal parcel has significantly higher vertical velocities and is able
to reach a maximum vertical velocity of ∼42 m s−1 near 9 km (not shown; similar
path to the irreversible parcel in Fig. 36). Both mixing parcels better match the
vertical velocity observed in the model as they are constrained by the modeled ver-
tical velocity measurements; however, the mixed parcel vertical velocities are still
significantly larger than the modeled vertical velocity, meaning significant amounts
of air must be entrained to mix the parcel to the model values. The virtual potential
temperature profiles for each parcel ascent are shown in Figure 37b, and showcase the
large difference between the mixed or actual virtual potential temperature retrieved
using Eq. (5.6) to the virtual temperature predicted by the rising plume.
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The fractional entrainment rates for this case reveal that hydrometeor drag
cannot be neglected (Fig. 37c). The irreversible mixed parcel rates vary from ∼0.6 to
1.6 km−1 indicating that the parcel is entraining anywhere from over half to over 1.5
times its mass per kilometer. With hydrometeor drag, the rates are significant lower
and vary from ∼0.25 to 0.55 km−1. The largest fractional entrainment rate retrieved
for reversible ascent is smaller than the lowest rate retrieved for irreversible ascent.
5.3.2 Deep Convective Cluster
To investigate the retrieval methodology on more vigorous convection, a deep con-
vective case valid on 21 UTC on 3 August 2012 is presented in Figure 34b. The
storm cell being analyzed is located at the south end of a large storm cluster, with
maximum reflectivity values reaching ∼57 dBZ. A vertical cross-section through part
of the core region shows convection extending to ∼14 km with maximum updraft
velocities reaching 22 m s−1 at ∼10 km (Fig. 38). The environment is characterized
by a near-adiabatic layer extending to ∼825 mb, with a small layer of convective
inhibition above it (Fig. 39). Ascent following an ideal irreversible parcel is able
to reach 13 km with ∼2350 J kg−1 of convective available potential energy (CAPE;
Fig. 39). An ideal reversible parcel is able to reach 12.4 km but contains 43% less
CAPE. Convection in this case is clearly able to penetrate far above the freezing level,
meaning ice-phase processes are able to inject a considerable amount of latent heat
into the convective cell. Under ideal reversible mixed-phase ascent, the parcel is able
to reach the same height as the irreversible parcel (cyan line; Fig. 39).
Profiles of vertical velocity show that the ideal irreversible parcel can reach a
maximum of ∼80 m s−1 at 13 km, which is substantially greater than the modeled
velocities (Fig. 40a). The profiles of the mixed parcels show that the irreversible
mixed parcel contains slightly higher vertical velocities below ∼5.75 km (Fig. 40c),
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but as the parcel temperature decreases below freezing, latent heat associated with
ice production (visible in Fig. 40d) is able increase the buoyancy of the parcel and
generate vertical velocities greater than the irreversible parcel.
On average, the irreversible mixed parcel fractional entrainment rate is ∼0.25
km−1, with a maximum just over 0.5 km−1 at 3 km (black line; Fig. 40e). The frac-
tional entrainment rate is near zero around ∼7.5 km and becomes negative above 7.5
km (which is unphysical). This occurs because the irreversible ascent can only make
the parcel stable once the parcel properties are set to the mixed parcel (i.e., follow-
ing the slope of the pseudoadiabats at high altitudes in Fig. 39 can only make the
parcel stable). By including hydrometeor drag and ice phase processes, the average
fractional entrainment rate is similar, but the location of the maxima is shifted from
∼3 km to ∼6.5 km (cyan line; Fig. 40e). The hydrometeor drag force negates a large
portion of excess buoyancy in the parcel and the entrainment rate decreases by half
below 5 km. At 2 km, the entrainment rate becomes negative, which is caused by
hydrometeor drag reducing the parcel buoyancy enough that it momentarily becomes
stable by interacting with the shallow layer of convective inhibition that was visible
in Figure 39. Further aloft, additional latent heat release from ice processes are able
to provide a substantial increase to the parcels buoyancy, meaning entrainment rates
need to increase to account for the additional parcel acceleration. Including the ice
phase enables the parcel to reach higher altitudes (9 km as opposed to ∼7.5 km)
and now better matches the height of the modeled vertical velocity maximum, indi-
cating that ice processes cannot be neglected for deep connective entrainment rate
retrievals. Since the ice scheme is expected to generate too much ice too fast and
the hydrometeor drag term is likely too high as realistically not all the hydrometeors
are retained by the parcel, the actual entrainment rates are likely found between the
irreversible liquid-only and reversible mixed-phase parcel entrainment rate profiles.
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Interestingly, the deep convective case has fractional entrainment rates roughly half
that of the shallow case across the heights covered by both convective cells.
5.4 Comparison to Traditional Plume Theory
To put the entrainment rate retrieval results in context, they are compared to the tra-
dition form of plume theory that assumes a constant entrainment rate. The constant
entraining plume model is a simplistic approach that assumes the parcel is entraining
at the same rate everywhere as it ascends, and is commonly used by bulk plume
parameterizations. The constant entrainment rate is typically applied from either
cloud base or the surface until cloud top (which is assumed to be the level of neutral
buoyancy). The constant entrainment rate, σ, is determined by following Jensen and
Del Genio (2006) where






where θE and θES are the equivalent potential temperature and saturated equiva-
lent potential temperatures, respectively, determined following Bolton (1980). θE has
been used to investigate entrainment as it is a conserved quantity in saturated and
moist adiabatic expansion that accounts for all the (liquid) latent energy stored in
a moist parcel of air, which is commonly assumed to be a good approximation in
the tropics because the environment is relatively close to saturation. In the midlat-
itudes, this approximation is less valid as the atmosphere has significant deviations
from near-saturation. Since θE is conserved, an ideal parcel that does not mix with
the environment should have a constant θE throughout the troposphere while an
entraining parcel will have its θE reduced as it rises. Equation (5.24) is iteratively
solved by increasing the values of σ until the θE of the parcel matches the θES of the
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environment at the LMD of the convective cell. The LMD is determined following
Mullendore et al. (2009) and is defined as the greatest rate of horizontal divergence





where ρ is density that assumed to follow an exponential decay assuming a scale height
of 7.4 km. The θE of a surface-based parcel and a parcel with the properties found
at the top of the boundary layer are used to determine the constant entrainment rate
to provide a range of entrainment rates that should encompass any boundary layer
parcel.
Figure 41 shows the equivalent potential temperature profile and both the
surface and top of the boundary layer parcel ascent paths for the shallow convective
case (discussed in section 5.3.1). The LMD for this case was approximated at 4.06
km (horizontal black line; Fig. 41). For the surface parcel to reach the LMD while
constantly entraining air at the same rate, it must be entraining air at a rate of
∼0.23 km−1 while a constant entrainment rate of ∼0.19 km−1 is needed for a parcel
originating at the top of the boundary layer. For the deep convective case (discussed
in section 5.3.2), because the boundary layer is well-mixed the differences between a
surface parcel and boundary layer top parcel are relatively negligible, and the constant
entrainment rate needed is ∼0.07 to 0.08 km−1 to reach the ∼11.5 km LMD (Fig.
42).
The entrainment rates retrieved from the constant entraining plume method
are notable smaller than fractional entrainment rates retrieved following section 5.2.
For the shallow convective case, the constant entrainment rate was similar to the low-
est fractional entrainment rate retrieved assuming reversible ascent; however, overall
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the fractional entrainment rates where higher. For the deep convective case, the en-
trainment rates between the two methods were only similar between 4 and 5 km,
particularly when assuming reversible ascent. At any other height, the fractional
entrainment rates were notably higher.
5.5 Discussion
When discussing entrainment rates, it is important to understand the context of
the entrainment rates retrieved. For example, the shallow convective case had an
entrainment rate of ∼0.28 km−1 at 2 km assuming reversible ascent, meaning the
plume was entraining air at a rate of 28% of the plumes mass per kilometer. Since
the vertical grid spacing of the data is 200 m, an alternative way to think about this
process is that the plume had to entrain 5.6% of its mass between 1.8 km and 2 km to
match the properties of the plume derived from observations. The 5.6% mass increase
is relative to the mass of the parcel at 1.8 km not the original (i.e., starting) parcel,
since the original parcel has previously already increased its mass three times due to
entrainment (as it ascended from cloud base at 1.2 to 1.4 km, 1.4 to 1.6 km, and 1.6
to 1.8 km).
There are several assumptions and limitations associated with this method-
ology. One of the assumptions is that entrainment occurs only laterally. Studies
have long hypothesized that cloud-top entrainment likely plays a significant role (e.g.,
Squires, 1958; Paluch, 1979). These hypotheses have been recently refuted (e.g., Zhao
and Austin, 2005; Heus and Jonker, 2008; Romps, 2010; Dawe and Austin, 2011) sug-
gesting that majority of entrainment occurs laterally, limiting the impact of assuming
no cloud-top entrainment. Nevertheless, retrieving the mixed parcel properties (sec-
tion 5.2.1) involves utilizing the observed vertical velocity, which includes all mixing
process, but when the fractional entrainment rate is calculate based on the offset
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between the rising parcel and retrieved mixed properties, it is assumed to only occur
laterally.
Entrainment is also assumed to be continuous and homogenous; however, there
are many strong arguments against this (discussed in de Rooy et al. (2006)). While
the methodology is derived from these assumptions, they can be mitigated based on
the resolution of dataset used. For example, if vertical grid spacing of the data are
1 km, then any decrease in parcel buoyancy attributed to entrainment is distributed
equally across that 1 km (i.e., continuous, homogenous entrainment assumed across
that 1 km). If the vertical grid spacing is 1 m and there was a reduction in buoyancy,
then the assumption that entrainment was continuous and homogenous across that
1 m is more appropriate and likely more realistic than across 1 km. The method is
largely independent of the resolution of the data. The rising mixing plume is also as-
sumed to mix instantaneously and is assumed to be homogenous, which is not realistic
especially when studying smaller scale turbulent entrainment; however, the fractional
entrainment retrievals would still be sufficient to verify cumulus parameterizations
and bulk plume parameterizations of entrainment.
The pressure perturbation forces were also not accounted for, which can have
magnitudes that greatly affect the buoyancy of a parcel (e.g., Morrison, 2016), and
hence the rate of entrainment into the parcel. For shallow isolated convection in
low-shear environment, the errors are likely lower as only the buoyant perturbation
pressure gradient force will likely have a notable contribution. For deeper convection
in strong shear environments such as for mesoscale convective systems and supercells,
in addition to a larger buoyant pressure perturbation forces, the dynamic perturbation
pressure force can no longer be neglected and has a large contribution to the p′ field.
For completeness, the pressure perturbation force needs to be accounted for to retrieve
accurate entrainment rates (particularly for deeper convection).
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Lastly, there are also several caveats when applying the methodology to obser-
vational data. The methodology has a high sensitivity to the vertical velocity data;
therefore, any errors or noise in observations will produce inaccurate mixing par-
cel properties and hence entrainment rate retrievals. The methodology also requires
sounding data for retrieval of entrainment heights; however, it is not apparent where
the sounding should be taken as one sounding is likely not representative of the entire
three-dimensional storm environment. The soundings used in the two case studies
were strictly environmental, meaning they were taken far away from the convective
cells to avoid any direct cloud influences; however, entrainment of air into the updraft
likely does not only contain environmental air but a mix of environmental and cloudy
(non-updraft) air. Furthermore, the sounding is assumed to be in steady-state (i.e.,
not changing with time) as the parcel rises, which is likely unrealistic as the convection
itself alters the near-storm environment via processes such as detrainment.
5.6 Conclusions
A buoyancy-based method is developed to constrain traditional plume theory with
observations to better retrieve fractional entrainment rates. The goal of the methodol-
ogy is to be able to use observations of vertical velocity such as taken by multi-Doppler
observations and environment properties such as taken by soundings to retrieve en-
trainment rates for deep convection. The method works by using observations to
retrieve the mixed (i.e., observed) plume properties at multiple levels. An ideal par-
cel starts with the mixed plume properties and ascends between levels. The fractional
entrainment rate is retrieved by comparing the difference between the mixed and ideal
parcel, when accounting for certain processes such as hydrometeor drag and latent
heating related to the ice-phase.
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The methodology was applied to two modeled cases: a shallow convective
cell and a deep convective cluster. The shallow convective case extended to 5 km
and had a maximum updraft velocity of 6 m s−1 just below 3 km. The fractional
entrainment rates retrieved following reversible parcel ascent varied between ∼0.25
and 0.55 km−1 and were roughly half of rates found with irreversible parcel ascent.
The deep convective case extended to 14 km and had a maximum vertical velocity of
22 m s−1 around 10 km. Fractional entrainment rates varied up to 0.56 km−1 and it
was found that ice-phase processes were essential to retrieve entrainment rates aloft
as it allowed for a better representation of the mixing plume properties aloft. The
average entrainment rates for the deep convective cell were lower than the shallow
cells entrainment rates. The fractional entrainment rate retrievals were compared to
a traditional entraining plume using a constant entrainment rate. Results showed
that the constant entraining plume model had significantly lower entrainment rates
than retrieved by the buoyancy-based methodology, especially for the deep convective
case.
By directly ingesting observations, the bouyancy-based methodology can be
used to retrieve fractional entrainment rates for a large number of convective storms
to help constrain cumulus parameterizations and verify theoretical models. Retrievals
can also be used to investigate the differences in entrainment between different convec-
tive morphologies, as for example, supercells have been show to detrain mass to much
higher altitudes than ordinary convection and parcels more readily reach their LNB
(e.g., Mullendore et al., 2013). This methodology can be combined with the LMD
retrieval methodolgy in Chapter 4 to investigate the relationship between retrieved
entrainment rates and the detrainment envelope to analyze how entrainment reduces
parcel buoyancy and reduces detrainment altitudes from the LNB to the LMD. Fur-
thermore, the methodology can be used to investigate the amount of dilution that
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occurs within rising parcels in observed storms to better estimate the amount of mass
that is reaching the UTLS and to quantify the variability in parcel dilution that is
present with the detrainment envelope.
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Figure 33: A illustrative overview of the fractional entrianment rate retrieval pro-
cess, where a deep convective updraft is sampled by multiple Doppler radars with
environmental profiles taken by a sounding. The blue line depicts a hypothetical ob-
served vertical velocity while the orange line depicts a hypothetical idealized parcel
ascending between levels.
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Figure 34: The composite simulated reflectivity for a) several weak convective cells
forecasted at 18 UTC July 2018 and b) a deep convective cluster forecasted at 21 UTC
on August 2012. The red circles denote the locations of the environmental soundings.
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Figure 35: A vertical cross-section of a) simulated reflectivity and b) vertical velocity
across the analysis cell from point A to point B in Figure 34a.
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Figure 36: The environmental sounding used for the shallow convective cell. The red
and light green lines depict the environmental temperature and dew point, respec-
tively. The black and dark green lines depict the ascent path of a surface-based parcel
assuming irreversible and reversible ascent, respectively.
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Figure 37: The a) vertical velocity, b) virtual potential temperature, and c) effec-
tive entrainment rate profiles for the shallow convective case. Blue lines depict the
profile from the model, the black and dark green lines depict mixing parcels assum-
ing irreversible and reversible ascent, respectively, and the red lines depict an ideal
(non-mixing) irreversible parcel ascent. The stars in panel b) denote the mixed parcel
virtual potential temperature.
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Figure 38: A vertical cross-section of a) simulated reflectivity and b) vertical velocity
across the analysis cell from point C to point D in Figure 34b.
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Figure 39: As in Fig. 36 except for the deep convective cell. The cyan line denotes a
reversible process with ice-phase processes included.
137
Figure 40: The a, c) vertical velocity, b, d) virtual potential temperature, and e)
effective entrainment rate profiles for the deep convective case. Panels c) and d)
are the same as panels a) and b), respectively, but are shown close-up to better
illustrate the mixing parcel ascent paths. Blue lines depict the profile from the model,
the black and cyan lines depict mixing parcels assuming irreversible liquid-only and
reversible mixed-phase ascent, respectively, and the red lines depict an ideal (non-
mixing) irreversible parcel ascent. The stars in b) and d) denote the mixed parcel
virtual potential temperature.
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Figure 41: The environmental (blue) θE and (red) θES and (black dashed lines) the
parcel ascent paths from the surface and top of the boundary layer for the shallow
convective case. Parcels ascend assuming a constant entrainment rate until the parcels
reach the storm’s LMD height (denoted by a horizontal solid black line).
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The purpose of this study was to improve our understanding of convective mass
transport by using a large number of readily-available observations to validate and
better constrain model simulations. To achieve this goal: 1) high-resolution model
forecasts were evaluated to investigate the accuracy of predicted convective structure
and depth in order to identify any biases in model depictions of convection, 2) the
first database of observed convective detrainment altitudes in the midlatitudes was
built using ground-based radar observations, and 3) a framework was developed that
constrains plume theory with observations to retrieve entrainment rates for observed
deep convection.
Four months of WRF summertime convective-allowing forecasts using two dif-
ferent microphysical schemes (WSM6 and Thompson) were evaluated by comparing
the simulated reflectivity field to the observed reflectivity field to investigate whether
model simulations were able to correctly depict convective dynamics (and hence, mass
transport; Chapter 2). By using the reflectivity field, the entire three-dimensional
deep convective structure was evaluated to identify biases in simulated convection.
Results showed that while the forecasted low-level convective structure looked very
similar to observations, large differences were found aloft between forecasts and ob-
servations and between the two differing microphysical schemes, highlighting the im-
portance of extending convective model verification into the vertical. The model
forecasts contained a larger spread in reflectivity values, particularly aloft (≥ 5 km),
141
and contained more than double the amount of convective cores reaching 6 and 10
km. Thompson forecasts were found to be significantly too intense and frequently
had reflectivity values that were rarely or never seen in observations. Conversely,
WSM6 forecasts were unable to represent the highest reflectivity magnitudes that
were found in observed convection. A large sensitivity to the simulated reflectivity
calculation scheme was also shown, illustrating that while the simulated reflectivity
field can provide a general depiction of model performance it should not be relied on
for specific storm properties.
Several radar stratification schemes have been previously developed for studies
focusing on precipitation, which typically rely on strict thresholding applied to radar
echo near the surface; however, there is a lack of stratification schemes for process-
oriented or dynamical studies that require knowledge on the vertical extent and depth
of convection. To account for this, a new radar echo stratification scheme the uses
both single and dual-polarized radar observations and leverages three-dimensional
information has been developed (Chapter 3). The SL3D algorithm classifies radar
echo into five distinct dynamically and physically-based categories: updraft, con-
vection, precipitating stratiform, non-precipitating stratiform, and (ice-only) anvil.
Updrafts are objectively identified by locating weak echo regions and both ZDR and
KDP columns when dual-polarization data is available, and were shown to correctly
identify updrafts when compared against multi-Doppler dervied vertical velocity. The
SL3D algorithm was demonstrated on several cases of convection of different depths
and in differing environments and compared to a traditional low-level stratification
scheme, which revealed that SL3D was able to correctly classify weak convection that
was missed by the traditional scheme and correctly identified intense stratiform that
was misclassified as convection.
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Observations of convective mass detrainment heights are uncommon due to
many limitations in current observations platforms; therefore, limited observational
datasets exist to constrain model simulations. A large observational dataset consisting
of seven years of hourly radar composites for the months of May and July for four dif-
ferent regions was coupled with an anvil-proxy methodology to retrieve the LMD for
convection in Chapter 4. Radar echo was stratified by the SL3D algorithm (Chapter
3) and the anvil near active convection was sampled to located the convective LMD.
Analysis of the mean LMD heights showed that May had higher tropopause-relative
LMD heights but July contained the highest overall tropopause-relative LMD heights,
suggesting potential for direct mass detrainment into the stratosphere. When convec-
tion was categorized into MCS or QISC morphology, QISC were found to commonly
have LMD heights above the tropopause and had higher absolute and tropopause-
relative LMD heights. Only a few MCS cases had LMD heights above the tropopause,
but were found to have a wider detrainment envelope (based on comparing LMD
heights to anvil top heights). When investigating regionality, the northern study re-
gions were found to have higher overall mean tropopause-relative LMD heights than
the southern regions. The southern regions were dominated by a large number of
diurnally driven convective cells, particularly in July, which resulted in decreased the
mean LMD detrainment heights.
One of the greatest impacts on convective detrainment heights is the entrain-
ment of colder, drier (i.e., less buoyant) air into the convective updraft. To improve
our understanding of entrainment and constrain convective models, a method was
developed in Chapter 5 that uses observed convective and environmental properties
to constrain plume theory. The method works by comparing an ideal non-mixing
parcel to the obervationaly-derived mixing parcel, by comparing parcel bouyancy on
soundings (idealized) to parcel buoyancy based on vertical velocity (observed). The
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method also includes effects such as hydrometeor drag and ice phase latent heating.
The methodology was demonstrated on modeled cases of shallow and deep convection
and revealed that fractional entrainment rates varied up to a maximum of 0.6 km−1
and the average fractional entrainment rate was lower for deep convection. It was
found that including the ice phase was essential for the retrieval of deep convective en-
trainment rates and accounting for hydrometeor drag improved the retrieval for the
shallow convective cell. The retrieved fractional entrainment rates were compared
against a traditional form of a constant entraining plume model that is commonly
found in bulk plume cumulus parameterizations and it was found that the constant
entrainment rates were lower by a factor of two to four.
This study also showcases the importance of incorporating vertical information
into analysis of both modeled and observational datasets. Model biases were shown
to differ between the near-surface and aloft, while analysis on one level may have
led to broad and incorrect conclusions about model performance. By including verti-
cal information, similarites and differences between simulated reflectivity calculations
were revealed and illustrated the difficulty in depicting the simulated melting layer.
Inclusion of volumetric radar data enabled stratification of radar echo in a dynamical
and physically-based way, which was required to retrieve detrainment heights for con-
vection of various depths and characteristics. Lastly, the traditional form of plume
theory was expanded upon and constrained by including vertical observations of ver-
tical velocity and environmental properties, which enabled the use of observations to
retrieve fractional entrainment rates for deep convection that varied with height. All
of the procedures and algorithms developed in this study are unspecific to region or
season and can be applied anywhere where adequate radar observations exist.
The biases found in modeled convective structure showcase where convection-
allowing models need more work and the methodology is now in place to enable large
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intercomparisons of convective structure using different model physics and configura-
tions. The identified biases can also provide further information on where the biases
in the accumulated precipitation fields originate from. The convective detrainment
altitudes retrieved from observations can be used to constrain the detrainment heights
that are depicted by chemical transport models, and illustrate that convective mor-
phology must be accounted for to capture the variability in observed detrainment
heights. The retrieved detrainment heights also reveal that convection can transport
mass directly into the stratosphere via the convective anvil. Furthermore, the distri-
bution of detrainment heights can be used to estimate the amount of mass transported
into the free troposphere and stratosphere by convection. The fractional entrainment
retrieval methodology can be applied to a large observational dataset to retrieve a
database of entrainment rates similar to the database of LMD heights collected in
this study. Such large statistical datasets of observed entrainment rates are currently
severely limited and largely unavailable, especially for deep convection, and would en-
able large-scale comparisons and provide constrains for cumulus parameterizations.
The LMD height and detrainment envelope retrievals can be further coupled with
the entrainment retrieval methodology to identify how much entrainment, and hence,
parcel dilution must have occurred to different rising parcels in order to study the
amount of boundary layer mass that can reach the UTLS.
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