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Summary
The leading idea to this work came from a project started in 2011; its main
goal was to build up a project for Social Network data analysis, namely a
web service called Chicken Awards (www.chickeawards.com), whose intent
was to implement an award system on Twitter, based on users’ behavior.
The project has grown in number of users and therefore it became nec-
essary to re-design the original single server solution with a parallel imple-
mentation and a NoSQL data storage system.
That is because the growth of number of users brings a a bigger data
flow, and thus a Relational Database solution may no longer be suitable for
such a large quantity of data.
The number and types of analysis on the web service are growing in
number and consistency, and a parallel solution shall better support a more
intense analysis.
In the first chapter, an overview of the Web from its birth to the Social
Networks age is shown, while in the second chapter, a description of the
background is given.
In the following chapter, a study of the web service performance is pre-
sented, and several parallel implementation are proposed and discussed.
Finally, in the fourth chapter, the implemented solutions are tested, and
some considerations are presented.
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Chapter 1
Introduction
A brief story of Internet is here told, from its very beginning to the “era of
Social Networks”, then a third-part service for Twitter, the most important
micro-blogging service, is introduced. Finally, the purpose of this work in
introduced.
1.1 The Web is changing
Internet has an official birth date, which is 1983, January 1, when ARPANET
and the Defense Data Network changed their communication protocols to the
standard TCP/IP (Transfer Control Protocol / Internet Protocol).
From that date on, all networks and systems could be connected using
the same communication protocol. Few years later, a quick and easy way to
browse and share contents was released. It was the birth of the HyperText
Transfer Protocol, HTTP, which granted the possibility to navigate from a
web page to another via hypertextual links. It was the birth of what was
called World Wide Web, or WWW.
The first purpose of the Web was to search for information and to navigate
through the already mentioned hyperlinks. It was also possible to produce
and save contents online, even though this was rarely done by single users.
As reported in [1], the Web later became “a participatory, interactive place
where we create information collaboratively and share the results”.
It all means that the use of the web, at the beginning of the new millen-
nium, changed to something in which everybody can participate, produce,
and share contents, information and opinions: it was the birth of the Web
2.0.
The term Web 2.0 was used for the first time in [2] by DiNucci, where
she described this new revolution in the use of the net. The advent of new
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and multiple tools to use Internet(Personal Digital Assistants, and later on,
smartphones and tablets) came along with the necessity of a new concept
of the Internet itself. In fact, 2.0 was not meant to describe a new version
or something radically new, but a new way of thinking and using the net.
The variety of connected devices had their own specific needs, and the web
contents had to be re-designed to fit all the new necessities.
Years later than this term was created, Tim O’Reilly, in a famous conference[3],
attempted to clarify what this 2.0 meant, pointing out some essential features
of what was the new concept of the Internet.
The Web as a platform
In the previous Web era, Internet was basically used only to look up for
information, while now most of the pages offer services to users, to programs
and even to other services. All of these entities are called Web Services.
The most important and well-known are search engines (e.g. Google, Bing,
Yahoo), remote storage (e.g. Dropbox, OneDrive), cloud services (e.g. Azure,
Amazon), hosting services(Aruba, OVH ), and so on.
The power of a collective intelligence
“Network effects from users contributions are the key to market dominance
in the Web 2.0 era”. All the big Internet entities born before the advent of
the Web 2.0 and which kept increasing consequently, made a great advantage
of the users’ interaction.
Yahoo! was born as a catalog, namely an aggregation of works by thou-
sands of people, Amazon gain its strength by user reviews and real-time
computations for what is “most popular”, and so does Youtube to suggest
new videos and what a user may like, according to what is popular at a
certain time. Also, websites such as Wikipedia gave complete control on con-
tents to the users, and it is what allows a web service to grow and to be
always updated. That is called Radical Trust.
The importance of user data
All the data produced by the users, or by the users’ interaction with the
services are very important, and need to be saved properly. It is easy to
see how each of the big companies needs several huge databases with all the
users’ information, and they own all of their success and development to this
data and the use they made of them.
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The software as a service, not as a product
Software is thought and delivered “as a service”, not as a product. It means
that most of the “standard practices” for IT companies have to change.
Google and Yahoo’s experts stated that “software will cease to perform unless
it is maintained on a daily basis”. A real time monitoring of people behaviour
is fundamental to enhance the user experience and to deliver a constantly
updated software/service.
Some web developers also revealed that new features are sometimes added
for few hours; if they are used, they are applied to the whole web service, if
not, they are simple discarded.[REF.]
Lightweight programming model
The key feature of the Web 2.0 is the simplicity of the single content. Data
communication relies on simple open and shared protocols, such as SOAP,
XML and REST, and everything should be designed to be “hackable” and
remixable. Most of the services are open-source, and even when they aren’t,
it is easy to use or embed part of such services in other services.
Software beyond the single device
Software and services now relies on the net, hence every application involves
at least two devices, usually a client and a server. This is not different of
what happened in the old Web configuration, but now in each service more
devices are involved. Services such as Youtube and Facebook are structured
in several layers, each of them is composed by several machines. Each service
of the Web 2.0 combines now a greater number of devices, in order to well
use all data and to provide a good user-experience.
A rich user experience
Since single users are now both consumers and producers of contents, the
user experience has to be the main focus of each entity that produces web
services. Internet giants as Facebook, Google and similar, empower the user’s
possibilities on a daily basis, allowing each customer to use new tools and
features, and, as already stated, including new functionalities depending on
what users may like or use at that very moment.
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1.2 Networks of people
Several years passed after the advent of the Web 2.0, and the number of
devices able to connect to the net widely increased, as previously stated.
According to John Heggestuen[4], at the end of the 2013 roughly 1 in every 5
people owns a smartphone. It means that in the more technological countries,
every person has a full-time connection to Internet from one or more devices.
This also means that one has the possibility to connect and produce web
contents everytime and basically everywhere.
All these changes to the concept of Web also brought a new kind of ser-
vices to connect people, allowing them to share personal contents, interests,
photos and other things. They are web services where all the contents are
produced by the users, and they are called “Social Media”.
The idea leading to these services is everything but new. Websites used
to connect people are known and developed since 1994 (With the now dis-
appeared Geocities) but it is in the early years of the new millennium that
users were provided the ability and tools to share almost everything about
themselves.
A social media is a web service that allows users to create a profile with
informations to describe themselves (this is called self expression), to create
relationship with people (networking), and to share contents using the tools
of the web platform(communication).
According to Kaplan [5][6], social media are divided in six different cate-
gories, applying some theories in media research and social processes (a rough
vision of these categories may be found in figure 1.1):
• Collaborative projects: users may edit or add content to empower
global knowledge (e.g. Wikipedia).
• Blogs and microblogs: users share their thoughts about the world.
(e.g. Twitter).
• Content communities: users share multimedia contents (e.g. Flickr
or YouTube).
• Social networking: users share what happens to them and see what
happens to others ( e.g. Facebook).
• Virtual game-worlds: users represent a fictional character in a fic-
tional world. (e.g. World of Warcraft).
• Virtual social worlds: users represent themselves in a fictional rep-
resentation of the real world (e.g. Second Life ).
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Figure 1.1: A representation of the main social media categories
While these could be easily considered the most important and complete
categories, some other studies use to categorize the Social Media in much
more categories. in 2008, Brian Solis and Jesse Thomas[7] came up with
a representation of 26 categories, in a successful model called “The conver-
sation Prism”, which aimed to visually trace all the main social media in
a schema that had the user as the center (Fig.1.2). It is called prism be-
cause it subdivides the white light (the communication flow) in categories
characterized by their context, sources and results[8].
1.2.1 Social Networking
Even though some form of social interaction were present in the early ’70s
with the BBS (Bulletin Board System, a server which gave users the possibil-
ity to send multiple messages and to access shared files) the first prominent
“social service” was born, as already mentioned, in 1994, and it was called
“Geocities”. Released by Beverly Hills Internet, the service granted users to
create and develop websites which were modelled on urban areas. It then
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grew up to one million members in 1997, to reach (before being shut down)
38 million users in 2009. Actually, Geocities has not disappeared, but it is
owned by Yahoo and offered as a web hosting service in Japan [9].
Those years also witnessed the birth of several instant messaging appli-
cation, which became popular among a lot of users worldwide. Few years
later, at the beginning of the new millennium, the will to be connected one
another grew, till some services gave users the possibility to share photos,
contents, private and public messages and so on. It was the birth of the first
experiments of web social networking as we know it today.
Figure 1.2: The Conversation Prism: a graphic representation of all the
categories of the Social Web Landscape
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According to Wave 5[10], a social research by Universal McCann in 2010,
7 people out of 10 use at least one social network, and 90% of users watch
multimedia video contents online.
1.2.2 The importance of users’ data
To date, as most people may know, the quantity and type of data you share
may greatly vary from a service to another, starting right from the name you
use to show your profile to other users; in fact, the majority of important
information on social networks are the users’ personal information and their
relationships with other users.
Depending on the type of the service you are interested in, you will be
asked to register using your full name and surname (in web services with a
strong relationship with the “real world” e.g. Facebook), with a username,
or even with a pseudonym (if you are interested in services where people you
know aren’t supposed to be aware you are registered, e.g. dating services).
Also, important information a user may share are related to his/her per-
sonal life, namely hobbies, habits, tastes. It is curious to see that the easier
a person may know you are in a specific Social Network (e.g if you are using
a real name or a pseudonym), the more you have control on what you may
show to some users rather than to others.
It is well known how these web services use personal data they receive to
communicate to web marketing companies and to produce targeted adver-
tisements. In some cases they are sold/communicated in anonymous forms,
in some others it easy for a company to track who a user is and who are the
related people.
Some third-part services, also, may ask a user to have read and/or write
privileges on their Social Media account Media to offer some additional func-
tionality: they are usually statistics about the service, embedded games
playable with “friends”, chat and broadcasting services, or simply third-
part clients with a different layout. A part of these services falls under the
category of Gamification services.
1.2.3 Gamification
“Gamification” means implementing game-related mechanics and dynamics
in a non-gaming contest, in order to increase the user experience, empower
the users’ contributions and with the goal to stimulate people to do more and
better. It may involve several areas and subject, starting from the education
and learning going to physical training and exercise. Even if “game” is the
main part of the word, gamification does not mean a pure and pointless game
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experience. It is rather intended to direct people behaviour in particular
ways, rewarding them with prices of different kinds.
1.3 The Chicken Awards Project
Chicken Awards1 is a web service based on Twitter data analysis. Its goal
is to show in a funny way how users behave on the network, making them
participate to a big game, and rewarding them with special badges about
what they do and what they don’t do on Twitter, about how they interact
with other Chicken Awards users and even about what they talk about.
A lot of things have changed since the project started, and many modifi-
cation have already been performed on the beginning structure. The original
project was based on a single server and a single MySQL database, however,
as the number of users (and consequently Twitter data flowing) may increase,
this solution may no longer be the optimal one.
Several hypothesis have been made to improve the service and to grant
the same quality of service to a much greater number of users.
1.3.1 Ener
Ener was the name chosen for the core part of the Chicken Awards project. It
was born during summer 2011, and its name came from a fictional character2.
The very first Ener design was structured with different components:
• a Java grabber, listening to what each user does on Twitter, performing
some data manipulation and sending it to the database
• a MySQL database, storing the information needed to assign each
achievement
• a Web Server, to which each user can connect and check the information
connected to his/her account, progress of each achievement, and others
• a Java statistics engine which queries the database for information
about who achieved what
Those parts of the project will be discussed in Chapter 2.
1www.chickenawards.com - The name was inspired by the twitter bird, but the purpose
was to represent users in a funnier and goofier way, thus, a chicken was chosen as logo
2Ener is a villain from the manga One piece. Thanks to one of his powers, the Color
of Observation Haki, he can extend his hearing over its entire country, thus he can listen
to any conversation happening in his reign, the isle of Skypeia
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1.3.2 Towards a parallel model
With a growing number of users and users’ interaction events, a single server
for the analysis and a traditional MySQL single server database for the stor-
age may be insufficient to handle all the data needed by the service. Hence
the future evolutions of Chicken Awards will implement parallel solutions.
Since the service may be roughly divided in three parts, namely data
listening, analysis and storage, the focus will be how and why design and
implement a parallel model on one phase rather than another.
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Chapter 2
Background
In this section the internal and external components of the project will be
discussed, enlightening the pros and cons of the different tools used in the
developing and testing phases.
2.1 Chicken Awards
As already stated, Chicken Awards is a service which allows you to analyse
your behaviour on Twitter, and to earn achievements according to what you
do or what you don’t do on this Social Media. It is composed by several
software and hardware components, some of them will be now described. In
the next chapters performances of the single parts will be analysed.
Figure 2.1: The Chicken Awards Mascotte: a very proud chicken
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Java grabber
The content grabber is a Java Application using the Twitter APIs (mainly the
Streaming and the REST ones) to gather real time data from each user. The
amount of data is related to the number of users, but it is greatly affected by
external happenings. During worldwide events, in fact, the amount of tweets
may reach thousands per second.
However, with a small number of users (from 100 to 500) and in common
situations, the Java grabber was strongly tested, and no malfunctioning was
observed. As the number of users may greatly increase, and reach 10000
or more, it may be helpful to search for new solutions. The projects and
experiments of this work involve a multi-threaded software and the usage of
different multi-core architectures.
Java statistics engine
The statistics engine is also a Java Application. It periodically performs SQL
queries in order to manipulate already known information and to update
these information with new data about each user. Even if this structure is
good enough for a small amount of users, as the users increase, different,
more scalable solutions should be adopted.
Web Server
The web site is the interface between users and the server. Every activity
of the web server is shown by the website. It is written in PHP, and it
uses some of the Twitter API, in particular Oauth, which is used to register
and authenticate users. It is graphically designed using Bootstrap, a CSS and
JavaScript framework which allows a web site to have a graphical style similar
to most of the Social Media, and to easily implement a responsive interface,
in order to have a good user-experience while navigating the website with
smartphones or tablets. The website has also a database access to perform
and show statistics, descriptions and other information.
MySQL Database
The grabber and the statistics engine often need to connect to the database.
In fact they need to read, manipulate and write most of the data. Since the
project started, a lot of modifications happened to the database components,
in order to store all the information needed and to reduce redundancy.
When one of these applications has to write data, it blocks each other
access to the database (or at least to some of the tables), and so the request
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queue grows. Under these conditions, the MySQL database is good enough
for a small number of users, since it handles each request with low latency,
but as the number of users grows, and hopefully this is the case, a simple
MySQL database will no longer be sufficient to grant a fast and smooth
service. This is why other solutions were designed and tested, and a very
promising one involving a non relational database, HBase, was described in
[11], 2013, as a Master Thesis project.
2.2 Twitter
Twitter was released on Saturday, 15 july 2006, in San Francisco, by Odeo
Corporation (later Obvious Corporation) as a SMS application for groups. It
then grew up as a microblogging and Social Network service, with more than
280 million monthly active users and half billion tweet sent each day[12].
One of the main features of Twitter is that the connection between two
users may not be mutual, and it is very common, in fact. Each user has two
groups of people to which he/she is connected:
• Followers : people who are interested in user’s updates
• Friends : people who are followed, whose tweets are read by the user
As one can easily understand, the two groups may greatly differ; a very
important person (a journalist, or a politician) will likely have a great number
of followers, which may even be millions, and easily a small number of friends.
Figure 2.2: The Twitter Bird
Twitter has its strength in its simplicity, in fact by logging to the website
(or using a client) one can easily read from friends and let the followers know
what is going on.
If you are interested in numbers, you may be curious to see that roughly
80% of users are on mobile, and 77% of accounts are outside the U.S; also,
the estimated number of tweet per day is about 500 millions, slightly less
than 350000 per second[12].
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The fact that Twitter allows to write a maximum of 140 characters for
each status update is a great plus to study what happens through this Social
Media. To date, the only multimedia contents allowed in a status update are
images, hence each tweet has, in fact, a very small quantity of information.
There are some entities that may be related to a tweet, and it may be useful
to have a basic knowledge about each of them, that will be now described:
• media
The only available multimedia contents to date are images. For each
of them, some information are given: a link to the uploaded image and
to a preview window are given, sizes and types information are also
available.
• hashtags
Firstly used in August 2007, they are represented by a word or an
unspaced sentence beginning with the hash sign # (e.g. #example);
they are a form of metadata tag, widely used by Twitter to group and
search for status updates containing the same hashtags. They are also
used to identify the most frequently used ones as topics, which get the
name of Trending Topics.
• user mentions
When a tweet is referred to one or more users, it contains the user name
of those users prefixed by the @ sign (e.g. @darkmawi). Twitter gives
the opportunity to read an entire conversation among users by following
the mention trace leading from an update to an other. Each update
containing a mention may be also used to get the ID number and the
real name of each mentioned user along with some other information
related to each user account.
• urls
A user may include some URLs to the text of his/her status update.
Since each tweet has a maximum length of 140 characters, they are
shortened by the t.co service. After being shortened, each URL will
have a length of 22 characters1, even if the original URL was shorter.
2.2.1 Twitter API
Twitter API (Application Programming Interface) is available for software
developers. Two types of APIs to handle users’ data are released, alongside
1The maximum length of t.co URLs will change over time. Twitter advices to issue a
request daily to GET help/configuration and examine the fields short url length and short
url length https, even if they don’t expect it to change often
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with a special type of API dedicated to advertising:
REST APIs
These were the first APIs released. They work with GET and POST requests,
each of them is intended to do something specific, such as: asking for the
list of users followed by someone, getting the last 100 status updates from a
single user, knowing the trending topics of a region or the users member of
a certain list, and so on.
Streaming APIs
Later than REST ones, Twitter released the Streaming APIs. They no longer
work with GET and POST requests, they rather open a connection between
two endpoints. One is a group of users, while the other one is a Twitter
client (it may be a server hosting a web service, or a smartphone application).
The main advantage using this kind of APIs is that tweets are received as
they occur, so that each web server using this tool may perform real-time
operations on the received data. Streaming API are available in three options,
depending on what a developer needs:
• Public streams : they offer samples of public data flowing through Twit-
ter. Since the whole amount of status updates may be widely more than
5000 per minute, there are some guidelines to use them in a third-part
service, which won’t be discussed here, though.
• User streams : they are single-user streams, and they carry roughly all
the data corresponding to a single user’s view of Twitter.
• Site streams : they are a multiple user version of the user streams.
Generally used by web sites or mobile push servers, they allow these
services to receive real-time updates for a large number of users. Some
limitations are imposed by Twitter to the use of Site Streams, because
they are in Private Beta at the time of this work.
Someone may ask what is the implementation difference between using
the REST or the Streaming APIs, answer is in the way of designing an
application. While using the REST APIs a developer has some events driven
by the user requests, implementing the Streaming ones means having server
questioning processes running in background, and letting them communicate
with the main process (the one connected to the stream).
As an example, Twitter proposes the situation that we have a web ser-
vice accepting users’ requests; when a user connects, the server will make a
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request, and wait for a response if using the REST API, while in using the
Streaming ones a process which handles HTTP requests is run separately
from the main process; these differences are well shown in Fig. 2.3 and 2.4.
Figure 2.3: Handling users’ request via REST API
Figure 2.4: Handling users’ request via Streaming API
Ads API
These have been recently released by Twitter. They give a service the possi-
bility to integrate and manage Twitter advertising and Ad campaigns. Those
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API, though, are out of the interest of this project.
2.2.2 Other Twitter tools
Together with the well documented APIs, Twitter published several other
tools and some “Best Practices” guidelines, in order to guide and promote
the developing of many third part services, and to “create a safe and delightful
experience for our mutual users”[13]. What Twitter offers to developers is
huge, though only some of these instruments will be described.
Best Practices Guidelines
If a developer wants to participate in programming a Twitter application
or a Twitter service, there are rules that have to be followed, especially
in consuming the Twitter Pool of requests (namely the API calls) and in
granting each user privacy and security. They basically highlight some of
the common good practices in managing personal data and in operating the
web, such as sanitizing data, do not store passwords(using Oauth systems
instead), performing requests via SSL, and so on. For further information,
one can visit https://dev.twitter.com/overview/general.
APIs Overview Panel
Twitter has a real-time panel with information about the status of their
Application Program Interfaces regarding performances and availability. In-
formation are shown related to the latest 24 hours.
This turns out to be useful to developers of medium and big third party
services for this Social Media, helping in troubleshooting problems and loss
of data.
Twitter Oauth
Oauth is “An open protocol to allow secure authorization in a simple and
standard method from web, mobile and desktop application”[14]. It is widely
used by third-part services for Social Media, as it “allows users to approve
applications to act on their behalf without sharing their passwords”[15]. For
what concerns Twitter, Oauth may be asked (and therefore authorized) in
three different levels:
• Read: an application will have a vision of what the user sees on Twit-
ter, including new followers/following, favourites and all other public
activities
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Figure 2.5: The APIs Overview Panel
• Read and Write: same as read, but this time the user allows an
application to publish status updates on their behalf, such as simple
statistics, likes on YouTube, and many others
• Read, Write and Direct Messages: same as above, but now an
application may also read and write user’s private messages; this is the
typical Oauth level requested by third-part clients, since they have to
allow each user to communicate also via DMs
Depending on what a service is, a number of different types of authoriza-
tion are available:
• Application-only: not referring to a user-context, so that each re-
quests represented by a user activities (such as posting status updates)
will automatically fail, mainly used by services which needs to read
information but don’t need to act as a user
• 3-legged: similar to the more common “sign in with Twitter” feature,
but this authentication method had to be performed each time, rather
than only one as it happens with the “sign in with” option
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• PIN-based: it is designed for services which cannot access a web
browser to redirect the user. Right after the login, a code (PIN) is
shown. This has to be inserted on the application in order to confirm
the Oauth and use the application
• xAuth this offers only read and read/write access, and the authoriza-
tion to use xAuth has to be asked directly to Twitter staff, and it is
intended to exchange a username-password pair with a Oauth Token
• Oauth Echo it is used to securely delegate services for some specific
purpose, such as sending pictures (twitpic and yfrog). There are four
agents involved in a Oauth Echo procedure: User, Consumer, Delegator
and Service Provider
Twitter4j
Even if not released by Twitter itself, Twitter4j played a prominent role in
the development of Chicken Awards. It was written and published by Yusuke
Yamamoto (@Yusuke on Twitter), and it is constantly growing thanks to a
wide community all around the world. With its full Java compatibility, its
built-in Oauth support and a well structured documentation (JavaDoc), it
is one of the best choices if one is planning to build a third-part service for
Twitter in Java.
Among its features there is:
• 100% pure Java
• Android and Google App Engine ready
• Built-in Oauth support
• 100% Twitter API 1.1 compatible
It is released under Apache License 2.02, and its GitHub repository is
available for developers.
Its main purpose, and so its main strength, is to encapsulate the POST/GET
requests to Twitter, and to parse their JSON encoded results. This makes
this library a pretty good choice in applications, especially if one has not the
will to develop his/her own interface and parsing library.
Twitter4j allows each software application to get, in case it is allowed by
Twitter, the different data flows; alongside with the more common REST
2Licensee is furnished by a perpetual, non-exclusive, royalty-free, irrevocable copyright
license to reproduce, publicly display and perform, sublicense, and distribute the software
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and Streaming API for single users (UserStream), it gives the possibility to
get data from the SiteStream APIs, to have samples of the Public stream, or
even to listen to the Firehose3. That’s why Twitter4j was chosen to develop
Chicken Awards among some other minor libraries.
Twitter for websites
Since a huge number of websites referring to this Social Media came out in
the latest years, Twitter released some instructions to direct the developing
of each websites, to make them more similar to the Twitter one. For instance,
there are very strict rules in using the logo, either in colors and in orientation,
placement and even space between their logo and other graphic elements:
“Our logo is always either blue or white. The Twitter bird is
never shown in black or other colors. [...] When using the bird
with other logos and graphic elements, maintain a safety space
that equals 200% the size of the square around the bird. [...] Do
not modify or alter the marks or use them in a confusing way,
including suggesting sponsorship or endorsement by Twitter, or
in a way that confuses Twitter with another brand. Use our
official and unmodified Twitter bird to represent Twitter.”[16]
On the other side, though, they allow developers to use all of the logos
and the sprites, several widgets to display lists of tweets, to create “follow”
or “tweet” buttons, to use the Twitter Cards and other interesting features
for the web services.
Bootstrap
“Bootstrap is the most popular HTML, CSS and JS framework for developing
responsive, mobile first projects on the web”[17]. Currently at version 3.3.4,
Bootstrap is an open source project which is spreading fast, giving developers
the possibility of easily customize their own websites with an interesting
variety of functionalities, it is also possible to disable the responsive capability
to adapt to some particular situation.
It was originally developed with the name of Twitter Blueprint by Mark
Otto and Jacob Thornton, two Twitter programmers, as an internal tool for
the Social Media. Its public release happened in august 2011, since then , it
had 20 releases with two majors, a v2 with an optional responsive property
3The Twitter firehose is a very restricted feature: it returns all the public statuses.
That means more than hundred thousands per second
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for all CSS and a v3, where responsiveness was a default to grant a mobile
first approach.
Bootstrap has a wide community working on it, and as many others tools
described here, its GitHub repository is available. It is distributed under MIT
license4 and is copyright 2015 Twitter. It has been traduced by community
members in 10 languages, but none of them is officially supported by the
Developers.
Figure 2.6: Overview of the multi coloured buttons of Bootstrap
2.3 Other software tools
Several tools not directly related to the ones released by Twitter have been
used in developing Ener and in designing some parallel implementations of
it. The most important ones will be here introduced.
2.3.1 EnerUtilities
EnerUtilities is a custom library built for the project itself. It is a collection
of utilities for measuring performance and to make database operations. It
is completely written in Java, and it is detailed described in sec.3.1.
4Permission is hereby granted, free of charge, to any person obtaining a copy of the
software and associated documentation files, to deal in the Software without restriction,
including modification, sublicense and sell
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2.3.2 Java concurrent package
Java is distributed with a lot of libraries and packages. Among them, a very
interesting one for the multi-threading development is the Java concurrent.
It is a collection of different Classes and Interfaces that turns out to be very
useful. The main ones can be resumed in:
• Queues: the different structures such as maps, queues, and deques
(which is the short name for “double ended queues”) from this library
are thread-safe, a functionality which may come in handy for parallel
programming
• Timing: there are different granularity time units, from nanoseconds
to days, to manage threads waiting time
• Synchronizers: five classes with special synching and communica-
tion tools: Semaphore, CountDownLatch, CyclicBarrier, Phaser and
Exchanger
• Executors: split in Interfaces and Classes, depending of what a de-
veloper needs, those are Objects which handle the spawn, lyfe-cycle,
works and interruption of a thread. Some of these Objects may also
have other information related to the number of pending tasks, the
elapsed time from the last completed operation and the overall status
of a thread pool.
Among the Classes of the Java concurrent package, FixedThreadPool will be
further described and discussed, since it has been the subject of one of the
designed implementations.
2.3.3 Skandium
Skandium was developed by professor Mario Leyton from the NIC labs, the
Research Labs of the Faculty of Physical and Mathematical Sciences of the
University of Chile (FCFM). It is an open-source Java library for skeleton-
based parallel programming on multi-core architectures. Even though it is
no more maintained, it is considered a good choice to implement a parallel
program following the most common parallelism patterns: farm (master-
slave), pipe, for, while, if, map, fork, and divide and conquer. It is released
under the GNU General Public License5, its latest version is 1.0b2, and its
GitHub repository is available. Skandium has been used to implement several
implementations of this work, which will be described in section 3.3.
5Software under this license may be run for all purposes, including commercial purposes
and even as a tool for creating proprietary software
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2.4 Storage Systems: different solutions for
different purposes
As already stated, how and where data is stored is fundamental to the ef-
fectiveness of a web service. That is why several new database solutions
have shown up in the latest years, starting from the traditional relational
databases (SQL and its derivations), going to other types of databases known
as NoSQL, which are from slightly to completely different from what a rela-
tional database is known for.
Obviously, each solution has different peculiarities which makes it more
suitable for a certain usage rather than others.
2.4.1 Relational Databases
The Structured Query Language (SQL) appeared in 1974, and it consisted
in a data definition and manipulation language based on relational algebra.
It was used as one of the first languages for data storage in a commercial
purpose, as Edgar F.Codd reported in [18], 1970. Years later, it became a
standard for the ANSI(1984) and for the ISO (1987)[19].
A database system built according to the SQL standards is called a Rela-
tional Database, and its management systems are called RDBMS, Relational
Database Management Systems.
A RDBMS has some properties and advantages, which may be resumed
in:
• Small or controlled redundancy : even if in a normalized database re-
dundancy should be minimal, it may be allowed to have some more in
order to improve database performances.
• Authenticated access : a set of users with different privileges may be
created, so that each user has access to his/her own data and can
perform only permitted operations.
• Error check and fix : using a mechanism of logging and checkpointing,
data may be recovered if something happens to the database
• Constrained data: rules may be imposed to a relational schema, so that
if an operation violates one of these constrains, it would be automati-
cally ignored.
Most of these properties may be ensured because RDBMS handle data
via transactions, operations that must follow some constraints, defined by
the ACID properties[20]:
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• Atomicity: a transaction is either completed or not begun at all. That
means that if something occurs during the transaction, the state of the
database is reverted to the state it was before the transaction started,
using a technique defined rollback.
• Consistency: before the beginning and after the end of each trans-
action, the system must be in a valid state. When a transaction is
successfully completed, changes are applied to the RDBMS, ensuring
data consistency.
• Isolation: each transaction acts as if it was the only operation run-
ning in the database at a certain time. That means that no other
transactions may interfere. The database state may not be consistent
during this operation, but it has to be after the end of the transaction.
Hence, isolation is important because whether a transaction does not
run in isolation, it may access inconsistent data, producing inconsistent
results.
• Durability: when a transaction ends, the performed changes are per-
manent, regardless of what happens to the RDBMS later.
Pros and Cons of MySQL for Chicken Awards
MySQL was chosen as the storage solution for Chicken Awards since it was
the best known among the developers involved in the creation process.
The opportunity to use something already well known, and to take ad-
vantage of the use of triggers and constraints, led them to this natural choice.
On the other hand, though, MySQL and other RDBMS may experience
issues in handling a great amount of data which a service like this have to
consider (and which were not predicted at the very beginning).
Also, one of the greatest issues among all, is the locking mechanism of
the tables. In order to ensure consistency, MySQL does not allow more than
one operator to access the same table simultaneously, generating latency.
Receiving a lot of tweets per second means saving a lot of information,
since each tweets produces (generally) from 2 to 5 queries. Having locks
mean having lack of performances when there is need to access the same
tables hundreds times per second.
Though, MySQL may be inappropriate, unless a different solution is de-
signed.
Background 27
2.4.2 NoSQL: Not only SQL
This term was coined by Carlo Strozzi who released a shell-based relational
database management system in 1998, which did not follow the SQL stan-
dards for querying its contents.
Strozzi himself stated in his website that “NoSQL has been around since
1998 and it has nothing to do with the newborn NoSQL Movement, which
has been receiving much hype lately”[21].
The name of this “new born movement”, though, has not the meaning of
negation of the SQL standard, but it may be read as the acronym of “Not
only SQL”, as Martin Fowler stated on his website [22] and in his book with
Pramod Sadalage[23] .
In fact, some of the NoSQL databases can also implement and use the
SQL standard, even if it is not often the case.
The leading idea of NoSQL is to build a database which may handle lot of
data and may be fast in response; also, it may use different structures, such
as documents or graphs, to store data, sacrificing some of the constraints
requested by the already mentioned ACID properties.
ACID vs BASE
If a traditional SQL system has to respect the ACID properties, a NoSQL
system has other rules to be followed, which are named, in opposition, BASE
properties[24][25]:
• Basically Available: the system guarantees availability, in updating,
adding and retrieving data. Also, the system must guarantee availabil-
ity even if there are malfunctions and connectivity issues.
• Soft-state: the state of the system, and its content, is considered
“mild”, soft. It means that content and types of data may change
over time, and also operations performed on them may change, and
that is to ensure the next property.
• Eventually consistent: it is very time and effort consuming to maintain
such a system in a permanently consistent state. This property ensures
that the system shall be consistent in a future moment, if requested.
Actually, not all of these properties have to be respected by a NoSQL
database, yet is important that each NoSQL database system guarantees at
least two of the three properties of the following CAP Theorem.
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CAP Theorem
In 2000 [26] Eric Brewer stated that it is possible to have only 2 of the 3
CAP properties:
• Consistency: an interrogated system must respond in a correct way,
each time it is asked, it may be the case that there are multiple correct
answers. In that case, the system has to respond with one of them.
Of course, depending on how much a system is complicated as well as
structured, more efforts need to be done to ensure this property
• Availability: an interrogate system must respond sometimes. Of course,
it is better to receive an answer in a “short” time, but according to the
hypothesis of the theorem, even requiring a response may be enough
to generate issues. Also, receiving a late response may be even worse
than not getting one, since it may invalidate data consistency
• Partition-tolerance: if some messages or even a part of the system get
lost, the service has to be able to continue its work
Depending on what you need from a database system, you can choose 2
qualities to focus on, which will be of primary importance, and letting the
third have less importance to a system. That means a system can always be
consistent and available, but less tolerant to connectivity issue, as happens
to cluster databases; otherwise, a system which is meant to be partition-
tolerant and consistent won’t be available at each time. A representation of
the CAP theorem is shown in figure 2.7
Actually, Brewer himself spoke about the CAP rules in the latest years,
telling that “2 of 3 is misleading”:
The easiest way to understand CAP is to think of two nodes
on opposite sides of a partition. Allowing at least one node to
update state will cause the nodes to become inconsistent, thus
forfeiting C. Likewise, if the choice is to preserve consistency, one
side of the partition must act as if it is unavailable, thus forfeiting
A. Only when nodes communicate is it possible to preserve both
consistency and availability, thereby forfeiting P. The general be-
lief is that for wide-area systems, designers cannot forfeit P and
therefore have a difficult choice between C and A.
In some sense, the NoSQL movement is about creating choices
that focus on availability first and consistency second; databases
that adhere to ACID properties (atomicity,consistency, isolation,
and durability) do the opposite.[27]
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Figure 2.7: Representation of CAP Theorem
2.4.3 A wide variety of systems
MySQL
MySQL is the most used open-source Management System for relational
databases, and it is, obviously, an implementation of the Structured Query
Language. Originally developed by Michael Wildenius in 1995, it is dis-
tributed under GNU General Public Licence, but also in various proprietary
solution which allow customers to use other services.
MariaDB
MariaDB is the officially adopted solution for MySQL in Arch Linux, so it
was chosen to perform some tests on one of the machine. It was developed
and it is maintained by the same original developers of MySQL, who left the
company and continued developing MariaDB as a fork of MySQL. They also
followed the same versioning number until 5.5, when MariaDB jumped to
10, to underline differences in implementation and contents.
It may run with many different DB engines, among these the most com-
mon one is Aria (previosuly Maria), a follow-up of an other engine, MyISAM,
which is still available. MariaDB is distributed under GNU General Public
Licence.
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HyperSQL DataBase
HyperSQL Database, or HSQLDB, is a relational database engine completely
written in Java by a group of developers under the name of HSQLDB Devel-
opment Group, coordinated by a full time Maintainer, who is, to date, Fred
Toussi. It is distributed under the BSD license6
The project started in 1998 with the name of “Hypersonic SQL”, and it
was born as a all-Java database engine. Its development stopped, and the
project was closed in 2001. Some programmers who has used this RDBMS in
the latest years, though, joined up thanks to the net and started to work to-
gether, releasing a new version (1.60 ) in 2001. From that point on, HSQLBD
development has grown, and they are now to version 2.3.2.
This turned out to be an interesting RDBMS, and in fact was the final
choice for the project. Among its features, the most interesting are:
• 100% written in Java
• Full JDBC DatabaseMetaData and ResultSetMetaData support
• Full support for CallableStatement and PreparedStatement, including
batch execution to speed up data processing
• In-memory tables for fastest operation
• Support for multi-row inserts and updates
Also, HyperSQL DataBase offers the possibility to have three different
ways of data-management:
• Persistent : As most RDBMS do, tables and data are permanently
saved to the disk, each read or write operation has to be done accessing
the disk where that piece of information is saved
• Transient : For better performances, it is possible to create a whole
database, to manage tables, read and insert data in volatile memory.
That makes HSQLDB suitable for most of the application which need
a fast response from the system
• Cached : half way through the persistent and the transient mode, there
is a functionality that allows to keep in memory just a part of the rows,
according to the locality principle7.
6redistribution and use in source and binary forms, with or without modification, are
permitted, as long as the original copyright notice is included
7which states that the a value and the ones close to it in memory space and in time of
last use are frequently accessed again
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HBase
HBase from Apache is an “open-source, distributed, versioned, non-relational
database modelled after Google’s BigTable”[28]. It has been chosen as the
future database implementation for the Chicken Awards project for it is
suitable to manage tables which can be composed by billions of rows and
millions of columns, and also because it is logically and physically modelled
in a way that shall be useful to handle the service data.
Among its features there is:
• scalability: linear and modular
• consistent read and write
• Java API for a client
Data is stored column-oriented instead of row-oriented, since it grants
more space efficiency and a better data compression. Columns are also called
column families, and are represented as Array of Bytes. Tables are stored
in regions, which are a row range for the table, with a start key and an end
key; when a region gets too big, it is split in two.
HBase allows to create access groups, columns aggregations which will
probably be accessed together often, and thus saved in contiguous locations,
and to manage secondary indexes to ensure better performances on large set
of indexed data. Data are stored in column, aggregated in column families. A
timestamp is also stored, to keep track of how a certain piece of information
has changed though time.
The location of all regions is stored in the META regions. In a META
region, each row maps a region. A single META region can map around
64000 regions; each META region is mapped to a global ROOT region; it is
possible to map up to 8 ∗ 109 user regions. As an example, with 64MB for
mapping, it is possible to store 1018 bytes of data (one exabyte).
When there is need to write something, the modification are written in a
log, named Write Ahead Log or WAL, and cached to memory. Periodically,
the cache is flushed to disk, and a new log file replaces the old one. Data are
never overwritten, instead a new entry key-value is added with a timestamp,
or adding a special deletion marker. When there is need to read something,
the cached is queried, then the request proceeds to persistent data, from the
newest to the oldest.[11]
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Chapter 3
Proposal
In this section the custom library EnerUtilities is presented and its compo-
nents are described in detail. The process of updates analysis and save in
Ener is then explained, and the database structure is shown. Finally, some
parallel strategies are proposed.
3.1 Custom tools: EnerUtilities Library
A custom library was developed in order to perform analyses, database
queries and other operations: it was named EnerUtiliies and it has been
mainly used for the study of the performances, but also to encapsulate data
structures and perform some database operations, such as the creation of the
in-memory database with HSQLDB.
3.1.1 Registers
Several registers have been developed to keep track of each operation per-
formed on tweets within the different configurations of Ener.
Tweet Registers
A TweetRegister keeps track of each tweet, storing its ID, its arrival and
exit time to and from the core part of Ener. It is fundamental in having a
measure of the inter-arrival time of the status updates and to calculate each
processing time, from the analysis to the save point.
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Database Registers
A DBRegister keeps track of each database operation, it is composed by an
arrival time, an exit time, and a String representation of the query, useful to
see whether some tables perform better than others.
Analysis Registers
This register is composed by the time representation of arrival and exit time,
as well as a list of Database Registers, as the information carried by each
Tweet has to be saved in several different tables, as shown in 3.1.5, and it
is important to see how much information needs to be saved for each Status
update.
User Registers
A user register keeps track of the information related to a single user: the
amount of tweets produced (as an own update or a retweet) as well as the
analysis for each status update. It is implemented as a list of pairs, composed
by a Tweet Register and an Analysis Register, all referring to the same user.
3.1.2 Database Tools
Since operations on different databases have been performed, it has been
necessary to develop ad-hoc tools for the distinct platforms, namely tools to
connect to the standard MySQL and to HSQLDB.
Connection Tools
Working with HSQLDB reduced the time needed to operate the database,
but, working with in-memory tables only, the whole database needs to be set
up each time a program is started. That means there is need to have ad-hoc
tools to create each table, to fill the tables with data which are supposed to
be persistent (such as users table or other particular tables) and to create
connections with a specific database.
DisassembledQuery and SuperDisassembledQuery
In the original version of Ener, a tool named DisassembledQuery is used to
bring information from the analysis to the database.
Since each tweet carries a lot of information which have to be saved in
different tables, it was necessary to use a tool able to compose multiple
queries without executing them, while still performing analyses.
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These Disassembled Queries were sent to a database operator which ex-
ecuted them and saved the requested information into the database.
The results of the first and latter performances study showed a consistent
time gap between analysis and save, hence a new tool to perform multi-row
insertion, while still maintaining advantages of query composition, was de-
signed. Its name is SuperDisassembledQuery. The description of SuperDis-
assembledQuery and the QueryBricksMap, a Class created to manage the
special queries, will be shown in section 3.3.4.
3.1.3 UserStreamListener and its extensions
Twitter4j grants different tools to listen and operate on each status update
received. In order to be able to perform specific operations on these data,
it is necessary to modify those listeners. The performed modifications were
mainly related to analyse some data “on the fly” or to collect them in struc-
tures to be successively batch-analysed.
3.1.4 A dummy Ener
Since Ener is quite complicate and there was no necessity to analyse every-
thing about its components, a dummy version was created, which precisely
reproduces every step of tweet analysis and saving, but stays simpler in other
structures and operations.
The main parts (receiving, analysis and saving) have been isolated from
the whole Ener structure, and a version of Ener was replicated in order to
analyse the life-cycle of a tweet inside the system. Each status update is
received, an analyser performs some operations on it and produces some
(Disassembled) queries, which are then stored in a list.
A database operator is then called to save each query in a permanent
MySQL database.
3.1.5 A dummy database
Using the whole database of Chicken Awards, with many information which
are not related to the analyses seemed to be a bad choice, especially when
“in-memory” processing is used. So a copy of the core parts was created,
carefully following each reference, rule, and constraint of the original one.
The database has a table in which users’ primary information are stored,
called users table. A primary table keeps data of each tweet received by Ener,
and three tables are connected via foreign keys to this one.
They are:
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• peculiar interactions table, which stores particular interactions among
Chicken Awards users
• peculiar topics table, storing some topics which are particularly relevant
to the service, and which is in turn related to a table containing special
topics, named topics
• peculiar tweets table, which stores particularly interesting tweets, and
it is related to the users table
There is also a constraints free table, named independent retweet table,
where informations related to retweets are stored, and three other tables
related to the users table, whose names follow the data they contain:
• topics table
• statistics table
• interactions table
An overview of the database structure is shown in Fig.3.1.
Queries
To save data in a specific table, an appropriate query is needed. To measure
performances, 5 types of query are defined, referring to the database tables:
• Type A: to insert data in the primary tweet table
• Type B: to insert data in the peculiar tweet table
• Type C: to insert data in the independent retweet table
• Type D: to insert data in the other tables
3.1.6 From DisassembledQuery to SuperDisassembled-
Query
As already said, the gap between the time needed to analyse and the one
needed to save a status update is significant, therefore a system suitable to
take advantage of this gap has been designed: it keeps trace of priorities
among queries while composing multiple insertion instructions.
When queried, it produces a list of query parts to an operator. These
parts allow each operator to insert multiple rows at once.
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Figure 3.1: The dummy database structure
A DisassembledQuery was able to prepare a single query and carry the
single parts which have to be saved, letting the preparation of the query itself
to a Database operator.
It was designed, though, to keep track of a single database instruction at a
time, and so its parts have to be isolated to perform multiple rows insertions.
The Query Parts
Each status update carries important information to the service, which have
to be saved properly, and depending on the type of information, different
queries are produced.
This is why each portion of the analysis produces different “parts” of a
query (namely, the cell values of a row). When requested, they shall be sent
to an operator which produces a single query, access the database and store
the related information.
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The Query parts had to be isolated from the DisassembledQuery, and
re-designed to fit the new Type of this structure.
QueryPartsType
Since the aim is to build queries for multiple insertions at once, it is important
to know where each Query Part comes from, and where it has to be saved.
This led to the necessity to build a structure which could keep track of
each Query Part as well as the table they are referred to, since the original
prototype of the DisassembledQuery did not have this opportunity.
Creating a queue of multiple QueryPartsType, it is possible to use them
to create a composed query, a SuperDisassembledQuery.
SuperDisassembledQuery
The information needed to build a multiple insertions query are: the number
of the entries to insert, the destination table and the priority of each inser-
tion. Those information are used by the a database operator to build the
SuperDisassembledQuery, and to save the information to the database.
A SuperDisassembledQuery, as introduced, is a multiple-row insertion
query, and its type is related to its destination table, among the ones de-
scribed in section 3.1.5, except users table and topics. The priority policy is
described further, where the QueryBricksMap is introduced.
QueryBricksMap
The QueryBricksMap1 is a handler for the QueryPartsType, which keeps
track of the priorities among the queries, and produces lists of parts to submit
to a database operator when requested.
It has 12 lists of query parts, whose numbers represent ascending priority
(1 is the most urgent to be saved, 12 is the least), divided in types as follows:
• 1 - primary
• 2 - peculiar tweets
• 3 - peculiar interactions
• 4 - peculiar topics
• 5 - independent retweet
1it was named after the Lego R©bricks, which led the idea of the query composition
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• 6 - statistics table
• 7 - interactions table
• 8 - topics table
• 9 - primary
• 10 - peculiar tweets
• 11 - peculiar interactions
• 12 - peculiar topics
The types of the queries follow the database structure, and the priorities
are decided according to the already exposed constraints.
QueryBricksMap has methods to map the type to the priority and the
other way round, a method to calculate its overall size (namely, the sum of
each queue size), and two methods to handle the QueryPartsType, one for
receiving and storing them to the appropriate list, and one to produce a list
of parts to give to an operator.
AddQueryParts
According to the database structure and to the priority among tables, the
constrained types of queries (from primary to peculiar topics) are dived in
two groups of lists.
When a new QueryParts is ready to be accepted, if its type belongs to
one of the previously mentioned types, the latest priority inserted is queried.
If it is higher than the current one, that means that the parts which are to
be inserted may be related to something much more recent than the more
urgent queries contained in the map, therefore they have to be inserted in a
part which will be processed later.
The other query types (from independent retweet to topics table have no
constraints on insertion, so the query parts contained in each list of these
groups can be saved together.
The pseudo-code of this method is here described:
Algorithm 3.1. AddQueryParts
Input: An Object of class QueryPartsType
Output: The updated QueryBrickMaps
1: Priority ← QueryPartsType.priority;
2: if (lastPriority == 0) then
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3: lastPriority ← Priority;
4: end if
5: if (Priority ≥ 5 OR Priority ≤ 8) then
6: Insert QueryParts in the list numbered by Priority;
7: else if (lastPriority > Priority) then
8: Priority ← Priority + 8;
9: end if
10: Insert QueryParts in the list numbered by Priority;
11: lastPriority ← Priority;
ProduceQueryParts
When requested, the QueryBricksMap produces a DBTask, which essentially
is a list of QueryParts of the same type, according to their priority: the lower
the priority, the more urgent the list to be produced.
When certain conditions are met, this method re-assign the latest priority,
to ensure a correct filling of the following query parts to be inserted.
This method is used when a database operator is able to save informa-
tion, and asks the Map to produce the correct list to save, according to the
database priority. It is described in the following pseudo-code:
Algorithm 3.2. ProduceQueryParts
Input: A request of a new DBTask
Output: A DBTask composed by a list of QueryPartsType
1: toGive = 0;
2: for (i← lastGiven + 1, 12) do
3: if (list(i).size ≥ 1) then
4: toGive← i;
5: break;
6: end if
7: end for
8: if (toGive == 0) then
9: lastGiven = 0;
10: else
11: Task ← list(toGive);
12: list(toGive) = NULL;
13: lastGiven = toGive;
14: end if
15: return Task;
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3.2 Performance Analysis
In order to design and implement a parallel solution for Ener, a consistent
timing analysis has been performed on several configuration of the project
itself, to better understand which the bottlenecks could be, and to see which
the possibilities to empower Ener’s performances are.
The different analysis performed are shown in this section, with some
considerations about issues and possible improvements.
3.2.1 Original Ener
Even if this phase involves the dummy version, this one is the closest to the
real one running in Chicken Awards server to date, thus the name “Original”.
The time performances have been collected on direct stream and on pre-
viously saved tweets, and they showed slightly different results as far as the
analysis phase is concerned.
Analysis
The analysis on direct stream had been performed for a week, between
8/12/2014 and 14/12/2014, and the mean elaboration time measured was
around 0,5 milliseconds per tweet, while in a local stream produced via socket
the measured time was around 0,2 milliseconds2.
It is important to take into account that a consistent amount of elapsed
time between a status update and the next one, around 2 seconds3, was
measured on direct stream. It is too much to have consistent data to stress the
application4, so it has been implemented a solution involving Java Sockets.
Saving
Two different situation may occur when saving tweets related information:
either the status is a proper tweet or it is a retweet.
According to the database structure exposed in section 3.1.5 and in fig.
3.1, different queries are produced in these two cases, and therefore, saved
into the database. More in detail, the following queries are produced:
2All the analysis performed on direct and local streams in this section, as well as the
one with local stored data, have been performed on titanic, described in section 4.1.1
3that is because of the little number of users available for the test
4actually, it is very hard to reproduce the same situation of having a huge number of
users, and therefore, having a consistent direct stream
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• Case tweet: It is always produced a type A Query, x type B queries
and y type D queries, with 0 ≤ x ≤ 1, 0 ≤ y ≤ 6
• Case retweet: It is always produced a type C Query and 2 type D
queries
The time needed to save each query, depending on its type, has been
measured using the Database register exposed in section 3.1.1, and it is:
Query A: 95 milliseconds
Query B: 45 milliseconds
Query A: 90 milliseconds
Query B: 30 milliseconds
Hence, according to what has been measured and exposed, the time
needed to save a status update, depending on its nature, is:
Tweet mean saving time: 180 milliseconds
Retweet mean saving time: 135 milliseconds
3.2.2 Analysis and saving differences
According to this first results, a thing to stands out is the consistent difference
in time between analysis and saving phases (around 2 orders of magnitude
in direct streaming, and much more in case of local stream of stored data).
That is related to the time needed to access the disk, where the database is
stored. Hence, a solution to consistently reduce these differences has been to
use a database which could run in volatile memory, and as already introduced,
the chosen one was HSQLDB.
3.2.3 Moving to a volatile-memory solution
Using the HSQLDB configuration, the database is the same described in
section 3.1.5, with the only difference that all data present in users table
and in topics have to be loaded each time the program is started, and thus
written in the set-up code for the database.
The first analysis was on a direct stream, performed on week between
29/12/204 and 04/01/2015. It showed that differences between analysis and
saving time are now less consistent.
As already seen in section 3.2.1, using a direct stream the mean analysis
time is around 1/2 millisecond, and the saving time is around 5 milliseconds.
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An overview of the analysis and saving time on a stream is shown in figure
3.2.
Using stored data, things change a bit. While on direct stream the inter-
arrival time hardly reaches 2 seconds, it is possible to reach around 2 mil-
liseconds of inter-arrival time producing a local stream via Socket.
With such an inter-arrival time, it was possible to sense some differences
in analysis and saving time: using a dataset of 1000 tweets, the mean time
for analysis was 0,2 milliseconds and the mean time for saving was 1,2 mil-
liseconds.
According to what the analyses show, this values is still not significant to
stress the application (there is an order of magnitude between the analysis
via Socket and the interarrival time), hence, the performed tests on chapter
4 shall implement local data.
Again, an overview of these analysis is shown in figure 3.3
3.2.4 Less consistent differences
As it can be observed from the analysis performed, switching to a volatile-
database consistently lowered the time needed to save each tweet informa-
tion. Even if notable differences between analysis and saving times are still
observable, that is a good point to start designing some parallel solutions to
improve Ener’s performances.
The proposals shall concern either the analysis and the saving phases,
both in separate and in combined solution. The next section is a description
of the different proposals, while tests on these will be shown and described
in Chapter 4.
3.3 Possible solutions
Due to what it has been shown by the analyses, several strategies may be
adopted. The ones implemented in this work are now introduced.
3.3.1 Parallel Analysis phase
Tweets may be easily analysed in parallel, but overhead due to shared struc-
tures has to be taken into account.
Three different strategies were implemented: one more similar to the
original Ener, but now using Java Threads, Locks and Conditions, one using
Skandium, and one using an implementation of Java FixedThreadPool.
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In each of the three proposals, the parallel paradigm known as task farm
has been implemented, since it has been considered the most appropriate to
this purpose.
A farm is a parallel paradigm which involves a farmer and some workers.
Figure 3.2: An overview of timing using a direct-stream
Figure 3.3: An overview of timing using stored data via socket
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The farmer has a certain amount of work to assign, divided in tasks. The
farmer gives each worker a task, and waits for the workers to complete their
jobs. As soon as a worker has done, the farmer collects the results and gave
another job, if the task queue is not empty.
The parallel implementation of Ener, despite the one using Skandium,
work slightly different: the farmer does not require to collect any result
because queries are stored in shared memory structures, and as soon as a
worker completes its job, the farmer assigns it another one.
A schema of the canonical farm is shown in figure 3.4
Figure 3.4: A schematic representation of Task Farm
Analysis with multiple Threads, Locks and Conditions
As introduced in section 2.3.2, the Java concurrent library contains several
interesting tools to manage a thread life-cycle, its operations and its ter-
mination. Using Locks and Conditions a developer may orchestrate each
execution, and have threads waiting for resources only when needed, as well
as waking up as soon as a resource they need is available.
This happens using an Object called Condition, always referred to an
Object called Lock 5. The two main operations allowed on a Condition are
await and signal.
A Thread which is waiting to some resource related to a specific Con-
dition, and thus to a specific Lock, calls the function await, and pauses its
5A lock is a tool for controlling access to a shared resource by multiple threads. Com-
monly, a lock provides exclusive access to a shared resource, similar to the concept of
mutex variables [29]
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execution until a Thread which is about to free the same resource calls the
function signal.
These were the concepts applied to the first parallel implementation of
the analysis part of Ener, which was called ParallelAnalyzer.
Essentially, a number of threads are created by a super-thread called
Queue Manager, which gives each thread a status to analyse. A Lock is
applied to the status queue. Whenever one of the threads has no tweets to
analyse, it awaits on the Lock condition, and whenever the Queue Manager
is notified, it gives one of the status update to analyse. When all the threads
are busy analysing, the Queue Manager awaits till one is free and calls signal.
Analysis with Skandium
Skandium, as already stated, is a good choice to implement a well-known
parallel paradigm such as the task farm, since it was designed to easily en-
capsulate the majority of the parallelism patterns.
Skandium, though, is thought to always deliver the result of a computa-
tion; that turns out to be useful in a testing phase to control how much time
is needed to complete each instruction (using the registers), but this shall be
modified whether this implementation will be considered appropriate to be
the final one.
That is because the QueryParts produced by an analyzer need to be
delivered as they occur, rather than at the end of the analysis phase, to allow
the database operators to save each information as soon as it is available.
This implementation was called SkandiumAnalyzer.
Analysis with Fixed Thread Pool
FixedThreadPool is another tool available with the Java concurrent library.
It produces an Executor, which is basically a Thread manager, which handles
a fixed size pool of threads.
It is possible to generate and submit tasks to the Executor, which handles
the task queues and is able to await the termination of the submitted tasks. A
special version of the Analyzer, designed to handle single tasks was designed
for this configuration. The implementation was called ThreadPoolAnalyzer.
3.3.2 Parallel Saving phase
There are more issues in this part of the project, due to the database structure
just discussed.
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Trying to gain access to the same table at the same moment causes la-
tency, and this obviously gets worse in parallel computation. That is why
the Query Combiner, whose structures are introduced in section 3.3.4, will
probably be the best solution to the saving phase. However, more solutions
are taken into account, and here described.
Again, the implemented paradigm was a task farm, making sure that the
constraints among data are respected.
After having observed a lacks of performances in the use of Locks and
Conditions in the analysis phase, this type of implementation for the saving
part was not taken into account, though the chosen tools are Skandium and
the Java FixedThreadPool.
Saving phase with Skandium
Skandium, as already stated, is useful when a result of a computation is
needed, but turns out to be slightly inconvenient whether there is no need
of a direct output. On the bright side, though, it is an implementation
which is easier than the Fixed Thread Pool. The implementation was called
SkandiumSaver.
Saving phase with Fixed Thread Pool
Similar to what has been stated in section 3.3.1, a modified version of the DB-
Operator was designed in order to submit tasks to the Executor, which is the
thread manager in this implementation. This was called ThreadPoolSaver.
3.3.3 Query combiner
A solution to implement multi-rows insertions has been designed to prevent
database latency, letting Database operators work on different tables, and
thus, avoiding some latency. The Query Combiner solution involves the
already mentioned QueryBricksMap, which produces list of QueryPartsType
in order to produce a SuperDisassembledQuery. This one is a special query
which can insert multiple rows at once.
This have been implemented in two different ways, the same as the “plain”
one, giving very different results.
The two implemented solution were named SkandiumLegoSaver and Thread-
PoolLegoSaver, which gave interesting results, shown in section 4.4.
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3.3.4 A combined solution
Finally, since each status update processed by Ener have to be firstly analysed
and then saved, a solution to combine the parallel analysis and the parallel
saving phases is proposed.
The idea is to implement two task-farms, the same described in section
3.3.1. The first farm will handle the analysis phase, and its farmer will submit
each status update to an analyser, while the second farm will handle the list
of QueryPartsType described in section querying the QueryBricksMap to
submit database tasks.
Chapter 4
Implementations and results
In this chapter, machines on which tests have been performed will be intro-
duced first, then tests with different approaches, presented in the previous
chapters, are then described and explained. Finally, considerations about
each test will be presented. Tests on persistent databases have not been
performed, according to what has been stated in section 3.2.2.
Unfortunately, due to academical deadlines, it has been impossible to
complete the full set of experiments needed to precisely identify the causes
which led to the modest performance values observed.
4.1 Hardware for testing
Tests have been performed on different machines, namely a server from the
University of Pisa with multi-core architecture, titanic, and a home-desktop
whose performance are close to servers by hosting services, maxwell.
4.1.1 titanic
titanic is one of the servers of the Computer Science Department of the
University of Pisa, at the address titanic.di.unipi.it. It is a multi-
core architecture, composed by 2 AMD OpteronTM 6176 with 12 cores each,
divided in a overall of 4 sockets with 6 cores; each core has a base speed of
2300MHz. titanic runs CentOS, with Linux Kernel 2.6.18-274.el5.
4.1.2 maxwell
maxwell is a consumer Intel R©CoreTM i7-4790, with 4 cores at a base speed
of 3600GHz, with hyper-threading. Built with the purpose of testing, it
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shall be a solution more similar than titanic to the future server which
will host Chicken Awards, hence it is interesting to test how the proposed
implementations perform on such an architecture. It runs Arch Linux, with
Linux Kernel 3.14.36-1-lts.
4.2 Tests on analysis phase
The first test performed was on analysis phase, involving the implementations
described in section 3.3.1, namely ParallelAnalyzer, SkandiumAnalyzer and
ThreadPoolAnalyzer. A dataset composed by 50000 Tweets has been used
for the tests. Statuses have been collected on March 2015.
Figure 4.1: Parallel analysis performance on titanic
Figure 4.2: Parallel analysis performance on maxwell
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The charts (fig. 4.1 and 4.2) show two main things: first of all, Paralle-
lAnalyzer has the worst performances among the three on titanic, and, as
shown in table 4.1, a speed-up always lower than 1. Further analyses have
to be performed to understand the behaviour of this implementation.
SkandiumAnalyzer and ThreadPoolAnalyzer perform roughly the same,
and way better than the first one, but still they have a low speed-up.
This is probably due to the shared structures of the system, such as the
already mentioned QueryBricksMap and the other in-memory maps, which
are read and written by all the analysers and the database operators, though
a deeper analysis is needed to have a better understanding of the shared
memory structure usage.
Implementation 2 4 8
ParallelAnalyzer — 0,59 0,86 0,93
SkandiumAnalyzer — 1,12 2,43 2,95
ThreadPoolAnalyzer — 1,11 2,42 2,90
Table 4.1: Speed-up of analysis phase on titanic
Tests performed on maxwell show something different. On this archi-
tecture, the overall performances are slightly different while using a single
core, but they stabilize on a similar value while running 4. Speed-up val-
ues change a bit for ParallelAnalyzer, and change slightly for the other two
implementations in using 2 cores, while get worse than the tests on titanic
while using 4.
Implementation 2 4
ParallelAnalyzer — 1,35 1,63
SkandiumAnalyzer — 1,18 1,86
ThreadPoolAnalyzer — 1,56 1,80
Table 4.2: Speed-up of analysis phase on maxwell
It is remarkable that the overall time needed for the completion of the
tasks is greatly different from maxwell and titanic, the first one needs
slightly less than 1/3 of the time needed by the latter to complete the analysis
at their best performances.
4.3 Tests on saving phase
The tests performed on the saving phases involved the four implementations
described on section 3.3.2, and were performed on the same dataset as for
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the analysis phase, which produced 166600 queries to save.
Figure 4.3: Parallel saving performance on titanic
Figure 4.4: Parallel saving performance on maxwell
As the chart in Fig.4.3 shows, ThreadPoolSaver performs better than
SkandiumSaver using between 2 and 4 cores, but it gets slightly worse while
using 8. However these two implementations are roughly the same in terms
of performances, while their “Lego” versions, performs way better.
Actually, even if their speed-up values are not remarkable at all (as re-
ported in table 4.3), the Lego versions gave an interesting result, which is to
save all the statuses updates in roughly the same amount of time needed for
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the analyses1.
Implementation 2 4 8
SkandiumSaver — 1,18 1,44 1,32
ThreadPoolSaver — 1,32 1,52 1,27
SkandiumLegoSaver — 1,81 2,29 2,37
ThreadPoolLegoSaver — 1,90 2,35 2,35
Table 4.3: Speed-up of saving phase on titanic
Again, on maxwell (fig. 4.4) things change a bit. SkandiumSaver per-
forms the worse, while ThreadPoolSaver and its “Lego” version are roughly
the same. SkandiumLego it is the one performing better using 2 cores, but it
has slightly worse performances using 4. Their speed-up values are reported
in table 4.4
Implementation 2 4
SkandiumSaver — 1,18 1,18
ThreadPoolSaver — 1,29 1,43
SkandiumLegoSaver — 1,40 1,35
ThreadPoolLegoSaver — 1,29 1,35
Table 4.4: Speed-up of saving phase on titanic
However, the mentioned differences between the implementations are
about 200 milliseconds, which is 1/5 of a second, and on a queue of 50000
tweets, it is not a significant value.
4.4 Testing the combined solution
Phase Time
Analysis — 1824 milliseconds
Save — 3035 milliseconds
Table 4.5: Combined solution on maxwell
Finally, tests on the combined solution described in section 3.3.4 were
performed on titanic, considering variation in numbers of threads both for
the analysis and the saving phases. Two things have be highlighted.
1though it is important to note that, as shown in the various charts, the time needed
for the analysis grows with the overall number of concurrent threads
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Figure 4.5: Performances of the combined solution on titanic using 1 thread
for the analyses
Figure 4.6: Performances of the combined solution on titanic using 2 threads
for the analyses
As reported in charts, the overall number of threads involved in the com-
putation affects the analysis time, due to the common memory structures.
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Figure 4.7: Performances of the combined solution on titanic using 4 threads
for the analyses
Figure 4.8: Performances of the combined solution on titanic using 8 threads
for the analyses
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Each chart shows computation with a fixed number of analysis operators,
and a changing number of database operators.
The saving phase is only slightly affected by the number of the analysers,
thanks to the multiple insertions queries, but even if the time to analyse all
data can be halved (from 1 to 8 threads), it was not possible to undergo a
certain saving time.
This happens because, even with an in-memory database and the Su-
perDisassembledQuery, there is a trade-off value in terms of time between
accessing the database and inserting a certain amount of values.
Phase Time
Analysis — 1824 milliseconds
Save — 3035 milliseconds
Table 4.6: Combined solution on maxwell
The same test has been performed on maxwell: since it is an architecture
with 4 cores, it has only been tested with a 2-2 configuration, namely 2
threads for the analysis phase and 2 threads for the saving phase, and the
results are show in table 4.6.
4.5 Test considerations
Tests evidenced different facts.
Analysis time is affected by the overall number of concurrent threads,
probably due to the shared memory structures. This is something to consider
in designing a possible future implementation for Ener. Saving time may
reach an interesting low value using the query combiner (more or less equal
to the analysis time), but, according to the experiments, it cannot go below
a certain value.
titanic and maxwell had different performances, that is mainly related
to their architecture and number of cores. While titanic has 24 physical
cores, maxwell has 4, so the computation flow of Ener is affected by this.
Even if it is slightly better in terms of overall performances, it perfoms worse
while handling multiple threads.
Unfortunately, considering the lack of scalability of the proposed imple-
mentations, the comparison between the two architectures turned out to
be of little relevance. Further experiments are still needed to dig into the
implementations issues, and to measure other relevant facts, such as RAM
consumption and CPU usage.
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The tests presented here have to be considered as introductory, as already
stated, since there are other things to take into account, such as, but not
limited to: a deeper memory consumption study, synchronization timing
among the overall number of threads, and time needed for the database to
insert a combined query related to its size.
Finally, in designing a future implementation, two things should be taken
into account with a certain priority: a better configuration of memory struc-
ture and the differences between analysis and save phase.
It means that in a future architecture a different strategy to access these
shared structure should be adopted, either having local structures per thread
with merging policy, or designing alternative methods to communicate the
data to the analysers.
Also, the first thing to work to, will be the saving part, since experiments
showed that, in common situations such as a server by hosting services, it
may be the more urgent between the two.
58 Chapter 4
Conclusions
The Web 2.0 era brought a lot of innovations in technology. One of them
is represented by the category of the Social Media web services. Those are
meant to connect people and let them share personal information. Gamifica-
tion grew with the Social Medias in order to give users a deeper and funnier
experience on this platforms, and became a interesting part of the Web 2.0.
Chicken Awards is a web service based on Twitter, with the purpose to
reward users with achievements depending on what they do and they don’t
do on this Social. While number of users grows, the actual structure of
the service will no longer be able to handle all the data, thus some possible
parallel implementation have been introduced, described, implemented and
tested.
Different solutions have been proposed, involving both the analysis and
the saving phase with interesting, though not extremely promising, results.
The best parallel implementation for the analysis had a speed-up value
of 3, using 8 cores, which is roughly a 30%. This is mainly due to the
structure of the service itself, which has several shared memory structures,
hence performances are greatly affected.
Also, the granularity of each analysis it too fine (around 0,2 millisecond
each), and the two things combined led to this result.
The saving part gave more interesting results: using a method to combine
more queries in a single one, and using in-memory database, it has been
possible to reach a save time equal to the time needed for the analysis.
However, it has been impossible to achieve a better completion time for
the saving phase, both because of the memory access and the consistent
amount of data to be saved.
Future implementations will involve a better designed shared structures
between analysers and database operators, in order to avoid latency due to
concurrence. Also, the future implementation will likely use a very different
database, briefly described in this work, HBase, which is a column-oriented
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NoSQL database, more suitable to handle the consistent amount of data
that a service like the one here analysed may likely have to consider. It has
not been implemented here for two main reasons: the lack of time due to
academical deadline and also for the data volume needed to implement and
test this configuration consistently, very hard to gather in little time.
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