(a, b, c) in A with P ((ab + 1)(bc + 1)(ca + 1)) > κ log |A| log log |A|, where κ is an effectively computable positive absolute constant.
In the present work, we show that the conjecture of Győry & Sárközy holds true with κ = 10 −7 , without any additional assumption on the set A. Our main results are stated in Section 2. Section 4 is devoted to their proofs, which depend on a quantitative version of the Schmidt Subspace Theorem, due to Evertse, and recalled in Section 3. Some related questions are discussed in Section 5.
Statements of the main results.
For any integer n ≥ 2 we write ω(n) for the number of distinct prime factors of n. As in [7] , we first establish a lower bound for the number of distinct prime factors of (ab + 1)(ac + 1)(bc + 1), where the product is taken over a finite set of triples of distinct integers. log |A|.
Theorem 1. For any finite set A of cardinality at least two of triples of positive integers (a, b, c) with a > b > c, we have
By the Prime Number Theorem, Theorem 1 enables us to confirm the conjecture of Győry & Sárközy, even with an explicit value for the constant κ. log |A| log log |A|.
The proof of Theorem 1 requires five steps and is not a mere combination of the arguments of [4] with an effective version of the Subspace Theorem. We can summarize the argument as follows. Let (a, b, c) be a triple of positive integers with a > b > c and set u := ab + 1 and v := ac + 1. First, we exactly follow [4] to prove that u and v satisfy linear equations of the type
where γ 1 , γ 2 and the δ jn 's are rational numbers, not all zero. We apply Evertse's quantitative result to bound the number of these equations in terms of the number of distinct prime factors of uv. We would then like to prove that each of these equations can be satisfied only by finitely many pairs (u, v) , but this is by no means obvious since we cannot exclude the presence of equations like t 1 + t 2 uv + t 3 (uv) 2 , for which we have no control on the size of t 1 , t 2 and t 3 . Using Evertse's bound, we have an upper estimate for the number of projective solutions. To see that to each projective solution corresponds a controlled number of pairs (u, v), we apply the Subspace Theorem once again (Step 4 of the proof). We then get an explicit upper bound for the number of pairs (u, v) . However, this is not sufficient to deduce an upper estimate for the number of triples (a, b, c), since u − 1 and v − 1 can have a very large greatest common divisor which is divisible by many small primes (see Section 5 of the paper). To conclude, we use the fact that bc + 1 is also composed of primes from S. Our argument here rests on the existence of primitive divisors for Lucas sequences. Remark 1. Győry & Sárközy [7] have proved that, for any positive real number ε, the right hand side of (2) cannot be replaced by |A| ε . They however think that (2) should be close to the truth.
Remark 2. By adapting arguments of Győry, Sárközy & Stewart [8] , it is likely that one can prove the existence of finite sets A of triples (a, b, c) with a > b > c such that P ((ab + 1)(ac + 1)) ≤ κ(log |A|) 10 for any triple (a, b, c) in A and an absolute constant κ.
Remark 3. Other related quantitative questions are considered in Section 5. In particular, we show that the right hand side of (1) cannot be replaced by |A| 1/2+ε for some ε > 0.
Throughout this paper, we use c 1 , c 2 , . . . for effectively computable positive constants which are absolute. We also use the Vinogradov symbols and as well as the Landau symbols O and o with their regular meaning.
Auxiliary results.
We start by recalling a particular instance of a quantitative version of the Schmidt Subspace Theorem due to Evertse [6] .
Let M Q be all the places of Q. For x ∈ Q and w ∈ M Q we put |x| w := |x| if w = ∞ and |x| w := p
if w corresponds to the prime number p. When x = 0, we set ord p (x) := ∞ and |x| w := 0. Then
Let N ≥ 1 be a positive integer and define the height of
we write H(L) := H(a). We now let N ≥ 1 be a positive integer, S be a finite subset of M Q of cardinality s containing the infinite place, and for every w ∈ S we let L 1w , . . . , L N w be N linearly independent linear forms in N indeterminates with coefficients in Q satisfying
Theorem E1. Let 0 < δ < 1 and consider the inequality
(2 + log log 2H)
We shall apply Theorem E1 to a certain finite subset S of M Q , and certain systems of linear forms L iw with i = 1, . . . , N and w ∈ S. Moreover, in our case, the points x for which (6) will hold will be in (Z * ) N . In particular, |x| w ≤ 1 will hold for all w ∈ M Q \ {∞}, as well as the inequalities
Finally, our linear forms will have integer coefficients and will satisfy
With these conditions, the following statement is a straightforward consequence of Theorem E1 above.
Corollary E1. Assume that (10) is satisfied , that 0 < δ < 1, and consider the inequality 
Recall that an S-unit x is a non-zero rational number such that |x| w = 1 for all w ∈ S. We shall also need the following version of a theorem of Evertse [5] on S-unit equations.
Theorem E2. Let a 1 , . . . , a N be non-zero rational numbers. Then the equation 
solutions.
We are now ready to proceed with the proofs of our results.
The proofs
Proof of Theorem 1. We may certainly assume that |A| > e We need to find an upper bound of |A| in terms of s. We shall split our argument into several steps.
Step 1. The first system of forms. In this part of the argument, we follow the method from [4] .
We write S for the set of places consisting of the infinite place and the valuations corresponding to the primes p dividing (ab + 1)(ac + 1)(bc + 1) for some triple (a, b, c) ∈ A. We assume that a > b > c. Clearly, S contains s + 1 elements. We write u := ab + 1, v := ac + 1, and put
Thus, u > v ≥ 4 are positive integers which are S-units, and y 1 and y 2 are rational numbers with denominator at most c. Write
Thus, 1
On multiplying the above estimate by u j − 1 for j = 1, 2, we obtain
which is equivalent to
We let σ 1 , . . . , σ 15 denote the integers u j v
5−n
for j = 0, 1, 2 and n = 1, . . . , 5 in some order. We may then rewrite (15) as
where α ji ∈ {0, ±1}. We now let L jw be the linear forms in the 17 variables
. . , X 15 , where j = 1, . . . , 17 and w ∈ S, defined as follows:
and L jw = X j−2 for all j = 3, . . . , 17 and w ∈ S. It is easy to see that (5) is satisfied with H = 1, and that (10) holds for our N = 17, S, L iw with i = 1, . . . , 17 and w ∈ S. We also define
It is clear that the components of x are non-zero integers. Inequalities (16) yield
The argument from [4] now shows that
Multiplying all the above inequalities (17)-(19), we get
Since u = ab+1 < a
, and so (20) implies that
Note that only the fact that a > max{b, c} was used in the above argument, but not the fact that u > v.
Step 2. Quantitative estimates and non-degenerate Newton polygons. Let A 1 be the set of (a, b, c) in A such that
For such triples, since a < u < max{|x i | | i = 1, . . . , 17}, we get a < e 400 , and therefore
We write B 1 for the set of pairs (u, v) obtained from triples (a, b, c) ∈ A 1 , and therefore |B 1 | < e
1200
. From now on, we work only with (a, b, c) ∈ A \ A 1 . In this case,
From (21), we get 
such that all the solutions of (22) lie in
Let T be one of the subspaces T l for l = 1, . . . , t 1 , and assume that x ∈ T . We then have an equation of the type
where γ 1 , γ 2 and δ jn are rational numbers for j = 0, 1, 2 and n = 1, . . . , 5, not all zero. This leads to
where
The fact that P T (X, Y ) is a non-zero polynomial has been justified in [4] . Note that the vertices of the Newton polygon of P T (X, Y ) (i.e., the pairs of non-negative integers (i, j) such that the monomial
, which consists of precisely 18 lattice points.
Each of equations (24) is an S-unit equation whose indeterminates are
, where (i, j) is a vertex of the Newton polygon of P T . For each of these solutions, equation (24) may be non-degenerate or not. If it is degenerate, then there exists a non-empty proper subset D of the vertices of the Newton polygon of P T such that P T,D (u, v) = 0 is a non-degenerate S-unit equation, where
Note that D can be chosen in at most 2 18 ways once T is known. Omitting the dependence on the variable subset D, it follows that up to multiplying the upper bound on t 1 shown at (23) by 2 18 < exp(13), we may assume that each of equations (24) is non-degenerate. Assume now that the Newton polygon of P T has exactly m ≤ 18 monomials (note that m ≥ 2), and let them be
) with λ in a finite set Λ T of cardinality at most
< exp(150000(s + 1)), and such that for any other solution (u, v) of (24) whose components are S-units there exists an S-unit ζ and
)ζ for all µ = 1, . . . , m. Eliminating ζ and taking logarithms, these last equations are seen to imply that
Since all the data in (27) are fixed except for (u, v), it follows that the only solution of (27) 
), except for the case when the Newton polygon of P T is degenerate, i.e., when all the points (i µ , j µ ) for µ = 1, . . . , m are collinear. Let A 2 be the set of (a, b, c) ∈ A \ A 1 with a > b > c such that the corresponding pair (u, v) is a non-degenerate solution of an equation of the type P T (u, v) = 0, where the Newton polygon of P T is non-degenerate, and let B 2 be the set of pairs (u, v) which arise from (a, b, c) ∈ A 2 . The above argument together with estimates (23) and (26) shows that
< exp(13 + 12400(s + 1) + 150000(s + 1)) < exp(170000(s + 1)).
From now on, we shall assume that (a, b, c) ∈ A \ (A 1 ∪ A 2 ), and therefore that the Newton polygon of P T is degenerate. Let (i 1 , j 1 ) and (i 2 , j 2 ) be two distinct vertices of that polygon, and write i 0 := i 2 − i 1 and
where K λ is a rational number belonging to a finite set of cardinality |Λ T |. Note that |i 0 | ≤ 2 and |j 0 | ≤ 5.
Step 3. Exploiting the symmetry. As pointed out in Step 1, u > v is not used in the argument leading to (20). Thus, interchanging u and v everywhere in the first two steps, we conclude that there exists a subset A 3 ∈ A \ A 1 such that if we write B 3 for the set of all pairs (u, v) arising from triples (a, b, c) ∈ A 3 , then 
< exp(340000(s + 1)).
From now on, we assume that (a, b, c) ∈ A\ 4 k=1 A k . In this case, (i 0 , j 0 ) and (i 0 , j 0 ) are parallel, and since |i 0 | ≤ 2, |j 0 | ≤ 2, |j 0 | ≤ 5 and |i 0 | ≤ 5, it follows that we may assume that max{|i 0 |, |j 0 |} ≤ 2. Moreover, since (i 0 , j 0 ) = (0, 0), by symmetry, and up to changing the signs of both i 0 and j 0 , and cancelling their greatest common divisor if needed, we may assume that i 0 = 1, and that j 0 ∈ {0, ±1, ±2}.
Step 4. The second system of forms. We now assume that (a, b, c) ∈ A \ 4 k=1 A k , that the subspace T ∈ {T 1 , . . . , T t 1 }, the subset D, the index j 0 in {0, ±1, ±2} (note that j 0 depends only on T and D), and the number K := K λ for λ ∈ Λ T are fixed, and that uv j 0 = K.
Case 1: j 0 ≥ 0. We multiply both sides of (15) for j = 1 by c and rewrite it as (31) cv
We write N 1 := 6 + j 0 , note that N 1 ≤ 8, and consider the linear forms in (X 1 , . . . , X N 1 ) given by 
Multiplying all the above inequalities, we get
and since v > ac, a > c and u < a 2 we get (37) 2c
It is clear that max{|x
, and therefore
We now note that
and that if the above inequality is not satisfied, then since a < v < cv
, and such triples (a, b, c) have already been accounted for in A 1 . Thus, we may assume that
In particular, (11) is satisfied with δ = 1/7 because N 1 = 6+j 0 ≤ 8. It is clear that (10) also holds. Moreover, since
, and since one of x n for n = 2, . . . , N 1 equals c, we get
On the other hand, since the coefficients of our linear forms are integers of absolute value at most K − 1, we get
We can therefore apply Corollary E1 to deduce that there exist proper sub-
Let W be one of these subspaces. Imposing that x ∈ W , and simplifying c, it follows that there exists a rational number γ W and a polynomial 
The fact that the left hand side of (41) is not identically zero can be justified by the argument from [4] . We now look at the solutions (u, v) of (41) with uv j 0 = K. Assume first that j 0 = 0. In this case u = K > 1 is fixed, P W (u, v) = P W (v) does not depend on u, and since not both γ W and P W are zero, (41) Finally, assume that γ W = 0. In this case, we may assume that γ W = 1. Then (41) can be rewritten as
where P 2 (v) is of degree ≤ j 0 − 1 and P 1 (v) is of degree at most 4. Thus,
and the polynomial v
is non-zero because the degree of (v − 1)P 2 (v) is at most j 0 ≤ 2. Thus, we get the equation
If P 2 is non-zero, we may write v
, where k ≤ j 0 − 1 < j 0 and Q(0) = 0. It is then easy to see (by comparing the orders at which v divides the denominators of the two sides of (42)) that (42) leads to a non-trivial polynomial equation in v of degree at most 5 + j 0 ≤ 7, and therefore v can take at most 7 values. Finally, when P 2 = 0, (41) becomes
which together with the fact that K > 1 and j 0 > 0 implies that v − 1 is coprime to both v and v = β . We multiply again both sides of (15) by c, and rewrite it as
We let N 1 := 6 + j 0 , K 1 := α − β j 0 and consider the linear forms in X 1 , . . . , X N 1 given by
and L jw = X j for j = 2, . . . , N 1 and w ∈ S. Note that
, which is again impossible. We let x := (x 1 , . . . , x N 1 ) be the obvious vector with non-zero integer components given by
when n ∈ {2 + j 0 , 6}, and
when n ∈ {7, . . . , 6 + j 0 }. Computations similar to the ones in the previous case show that inequality (38) holds for our forms, and since we are assuming that (a, b, c) ∈ A 1 , inequality (39) is also satisfied. Moreover, it is clear that we can take 
Let W be one of these subspaces. Imposing that x ∈ W , and simplifying c, it follows that there exists a rational number γ W and a polynomial P W ∈ Q[ ] consisting only of the monomials n for n = 0, . . . , 4 + j 0 , not both zero, such that
The fact that the left hand side of (46) is not identically zero is almost clear. Indeed, if say γ W = 0, then this is obviously so because P W is not the zero polynomial, while when γ W = 0, this follows from the fact that β − 1 does not divide
Clearly, each of equations (46) is a non-trivial polynomial equation in of degree at most 5 + j 0 ≤ 7, and therefore can take at most 7 values.
Thus, if we let A 6 be the set of triples (a, b, c) in A \ 5 k=1 A k for which our initial value of j 0 was negative, then the preceding argument together with estimates (23), (26) and (45) shows that if we write B 6 for the set of pairs (u, v) arising from triples (a, b, c) ∈ A 6 , then
18 · 7 exp(12400(s+1)) exp(150000(s+1)) exp(2800(s+1)) (47) < exp (170000(s + 1) ).
The conclusion is that all pairs (u, v) obtained from all (a, b, c) ∈ A form a finite set B := 6 k=1 B k , whose cardinality is, by (28), (29), (30), (44) and (47), at most
< exp(1200) + 4 exp(170000(s + 1)) + exp(340000(s + 1)) < 6 exp(340000(s + 1)) < exp(341000(s + 1)).
Step 5 
then any solution of (49) in positive integers must have
for some odd positive integer t, except when d 2 = 1, in which case the same formula holds but with an arbitrary positive integer t not necessarily odd. + 1) ).
We further remark that s ≥ 2. Indeed, if s = 1 and A is non-empty, then there exists a prime number p and positive integers i > j and a > b > c such that ab
which is a contradiction. Thus, s ≥ 2, therefore s + 1 ≤ 3s/2. Hence,
and so s > c 1 log(|A| + 1), with c 1 :
, which is stronger than what is claimed in our theorem.
Proof of Corollary 1. Since s ≥ 2 whenever A is non-empty, we may assume that P := max{P ((ab + 1)(ac + 1)(bc + 1)) | (a, b, c) ∈ A} ≥ 3, and that log(|A| + 1) > 2 · 10
6
, for otherwise the lower bound in (2) is smaller than 3. Let m be the smallest integer ≥ , which is a stronger inequality than the one asserted by Corollary 1.
Other quantitative aspects.
As mentioned in the introduction, it is shown in [4] 
Let c 3 > 1 be any fixed constant, x be a large positive real number, and put z := c 3 log log x and R := p≤z p. We note that by the Prime Number Theorem, , and use the absolute value inequality, to conclude that (56)
We now show that there exists q ∈ [Q 1 , Q 2 ] such that π(x; qR, 1) ≥ 2. Assume that this is not so. Then π(x; qR, 1) ≤ 1 for all q ∈ [Q 1 , Q 2 ], and therefore
Clearly,
for large values of x, where one can take c 4 := 1/13, and since π(x) > x/log x for all x > 17 (see [10] ), the above inequality together with (55) implies that
By (57), log |A| for infinitely many finite sets A whose cardinalities tend to infinity. Our next result improves upon the above estimate. The constant understood in the above depends at most on ε.
For the proof of Proposition 1, we need a result concerning the distribution of smooth numbers in arithmetic progressions. Let x be a large positive real number. For any positive integer y ≤ x, we write Ψ (x, y) for the number of positive integers n ≤ x with P (n) ≤ y. For positive integers 1 ≤ r < q with gcd(r, q) = 1 we write Ψ (x, y; q, r) for the number of numbers n ≤ x with P (n) ≤ y such that n ≡ r (mod q). The following result is due to Balog & Pomerance [1] . for large values of x, which completes the proof of Proposition 1.
