Abstract-The formula for the spectral moments is expanded in a series consisting of autocorrelation terms. By using the autocorrelation extrapolation inherent in the maximum entropy method (MEM) for spectral analysis, it is found that good estimates of the moments can be found from a very low order autoregressive model.
The motivation for this investigation came from results obtained during spectral analysis of ocean wave data [I] . In the characterization of ocean waves the spectral moments up to the fourth order are used to estimate the significant wave height, the average wave period, and the number of crests. However, the results reported here are not limited to ocean wave characterization but are valid for all applications where spectral moments are needed. The maximum entrcpy spectral estimation method is first briefly reviewed, showing the autocorrelation extrapolation implied by the method. Then the spectral moments are expanded in a series consisting of autocorrelation terms. The series converges very quickly and, in an example, we look at how the formula converges with increasing model order.
In this method for spectral analysis one desires a spectral estimate which is consistent with the M + 1 available values of the autocorrelation function. At the same time nothing is assumed about the unknown values of the autocorrelation function. That is, the estimate should correspond to the most random time series consistent with the available values of the autocorrelation function, or the underlying time series shall have maximum entropy. It turns out that the solution is a spectral estimate of the all-pole type [2]:
where PM is a power term, a, for rn = 1 , 2 , . ., M are a set of autoregressive coefficients, and A t is the sampling period.
To find the unknown coefficients one must solve a matrix equation where M + 1 values of the autocorrelation function R ( m ) are the input:
In this correspondence the autocorrelation function is assumed to be known. Estimation of this quantity is, however, a very important problem which has led to the development of several parameter estimation algorithms. The lag6 above order M are automatically extended, and the cZ = 2/::51$lncos(2nkx) dx. extension can be found by augmenting the autocorrelation matrix of (2). By inserting zeros for the autoregressive coefficients a,,, n > M the augmented equation is [3] = ~A~~~/~~' x~c o s (~~~ ~t x ) dx.
The last line is the desired recursive extrapolation of the autocorrelation function:
The nth-order spectral moment of a one-sided continuous spectral density is With increasing n the spectral moment pays more and more attention to the high-frequency part of the spectrum. The moments therefore give information about the distribution of power along the frequency axis.
The N-point discrete-time approximation to (6) with integration up to the half sampling frequency is This expression is valid for real time series (with symmetrical spectra) when the step size (l/NAt) is small relative to the variations in the spectrum. The expression can be written as an infinite series by expanding the (I/NAt)" term in a cosine series The cosine expansion is symmetric around I = 0 and periodic with period N. Within the range of summation in (8), however, the e:pansion is equal to (I/NAi)" as desired. The autocorrelation function can also be expressed as a cosine-series by using the discrete-time Fourier transform inverse of (3):
Combining (8) and (9) the moments can be written with two terms:
This expression for the spectral moments will be quite accurate even for small lags, M. The number of lags required will be dependent on how quickly the autocorrelation function decays.
The chosen example is an ocean wave spectrum with two peaks, shown in Fig. 1 for 5 and 30 autoregressive parameters. Thirty parameters give good agreement with other spectral estimation methods [I] . The sampling frequency is 2 Hz. Figs. 2 through 5 show the spectral moments of the first through fourth order computed from (14) with M, the autoregressive order, as abscissa. The extrapolation goes from M + 1 to 100. The circles in the plots are the values obtained by integrating the spectra of Fig. 1 ( (7) with (N/2) = 512). Equation (14) sive spectral kstimate has been developed. Its input .
are the autocorrelation function and the autoregressive coeffi-121 cients. It gives very good agreement with values obtained by directly integrating the spectral estimates. The most important .>I result is that the series converges very quickly. As the number af autoregressive parameters increases the spectral moments are practically invariant, even though the spectral estimate may PI change. This means that only a few autoregressive parameters are required, even for complicated spectra, to obtain good estimates the moments.
