Abstract. We show that the conditions imposed on a second order linear differential equation with rational coefficients on the complex line by requiring it to have regular singularities with fixed eigenvalues of the residue at the points of a finite set P and apparent singularities at a finite set Q (disjoint from P ) determine a linear system of maximal rank. We conclude that the family of such differential equations is of the expected dimension.
Introduction
In recent times the study of apparent singularities of linear differential equations has attracted growing interest [vdPS03] , [DM07] , [SS] . A basic question in this field is to determine the dimension of the space of differential equations having fixed eigenvalues of its residues at a fixed set P and apparent singularities at a disjoint finite set Q. The formal dimension count is easy to do and is carried out for example in Remark 6.3 of [vdPS03] . However, it is also stated there that it is not yet determined whether the conditions imposed on the parameters are independent from each other (except for one obvious linear relation between them). In this article, we first give an affirmative answer to this question for differential equations of order 2 in the case where the exponents at the apparent singularities are the smallest possible 0, 2 and the cardinality n − 2 of Q is three less than that of P . As it will be transparent from the proof, the condition on the exponents only serves to fix ideas and a similar proof for any other distribution of weights for the points of Q could be carried out. As for the cardinality n − 2 condition, from the geometric point of view this is the most interesting case since the generic element of the corresponding moduli space of logarithmic connections has this number of apparent singularities.
Of course, in case the cardinality of Q is smaller than n−2 the result still holds, hence showing that the dimension of the corresponding space of linear differential equations is the same as for the cardinality n − 2 case. If however Q is of cardinality greater than n − 2 then the linear system to solve is overdetermined. It turns out that in this case the existence of such connections imposes quadratic constraints on the natural additional parameters of such an equation.
As a consequence, we show that for any finite set Q of arbitrary cardinality which is disjoint from P the dimension of the space of second-order linear differential equations having fixed eigenvalues of its residues at P and apparent singularities at Q is n − 2.
The relevance of this result lies in the study of the fibration of an open subset of the corresponding moduli space of logarithmic connections over an open subset of the space CP n−2 of all positions Q of apparent singularities. Namely, it implies that all the fibers of this fibration are of dimension n − 2 (which is moreover equal to half the dimension of the whole moduli space).
The analogous question for higher order differential equations leads to more complicated linear systems and will be studied in future work.
Statement of the result
Denote the Riemann sphere by P 1 , let A 1 ⊂ P 1 be an affine patch and z be a coordinate on A 1 , and set P 1 \ A 1 = ∞. Fix n ≥ 2 and a finite subset P = {t 0 , t 1 , . . . , t n } of P 1 . We will assume t 0 = ∞ and t i 1 = t i 2 for i 1 = i 2 . Furthermore, fix a set Q = {q 1 , . . . , q n−2 } ⊂ P 1 \P . Again, we assume that the points q j are pairwise different from each other. Set
and consider a second order linear differential equation with rational coefficients
for the holomorphic function w(z) and its first and second holomorphic differentials w ′ and w ′′ , where G and H are polynomials of degree 2n−3 and 4n − 6 respectively:
It is well-known that such an equation has regular singularities at P ∪Q. For all i ∈ {1, . . . , n} set
for the lowest non-necessarily zero coefficients of the Laurent-series near t i of the coefficients in (2) of w ′ and w respectively. In a similar vein, we set
for the lowest non-necessarily zero coefficients of the Laurent-series near t 0 of the same coefficients. For i ∈ {0, . . . , n} the exponents of (2) at t i are defined as the roots ρ
then the local monodromy of (2) over a loop going around t i once in the positive direction and having no other points of P ∪Q in its interior has eigenvalues exp(2 √ −1πρ
clearly, this is equivalent to fixing G
Similarly to (5,6), for any j ∈ {1, . . . , n − 2} we set
The point q j is called an apparent singularity of weight 1 of (2) if near q j a fundamental system consisting of regular functions w 1 (z), w 2 (z) can be found such that w 1 (q j ) = 0, w 2 (z) = (z − q j ) 2 h(z) with some holomorphic function h(z) satisfying h(q j ) = 0. Recall that a necessary condition for q j to be an apparent singularity is that the roots of the indicial equation
However, fixing the exponents is not sufficient: we also need to prescribe that the solution w 1 corresponding to the exponent 0 do not contain a logarithmic term of the form
where w 2 is a non-zero particular solution corresponding to the exponent 2, i.e. we have to make sure that in this formula C q j = 0. These add up to the three conditions
which are necessary and sufficient for q j to be an apparent singularity of weight 1.
Notice that in total we have 6n − 7 indeterminates
and so far we have written down 2(n + 1) + 3(n − 2) = 5n − 4 conditions on them. In [DM07] it is shown that symplectic conjugate coordinates associated to the variables q 1 , . . . , q n−2 are given by the values of
ψ(z) 2 (notice that this makes sense because of (14)). Hence, it is natural to impose that these coordinates take some prescribed values p j as well: (17) H q j 1 = p j . With these equations for j ∈ {1, . . . , n − 2} we have altogether 6n − 6 conditions.
The first result of this paper is Theorem 2.1. The system of conditions (8, 9) for i ∈ {0, . . . , n} and (13,14,15,17) for j ∈ {1, . . . , n − 2} is a system of independent conditions except for a linear combination of (8,13) implied by (12). In different terms, assuming (12) there exists a unique set of coefficients G 0 , . . . , G 2n−3 , H 0 , . . . , H 4n−6 satisfying these conditions. This theorem will be shown in Section 3. As a consequence of the theorem, in Section 4 we will also show Corollary 2.2. For any finite set Q ⊂ C \ P of arbitrary cardinality the dimension of the space of second-order linear differential equations whose eigenvalues of residues at t i are ρ i 1 , ρ i 2 and that have apparent singularities of weight 1 at Q is n − 2.
3. The cardinality n − 2 case Clearly, conditions (8,9,13,14) for i ≥ 1 in terms of the indeterminates G 0 , . . . , G 2n−3 , H 0 , . . . , H 4n−6 read
for appropriate constants α i , β i , γ j only depending on P, Q, i, ρ i 1 , ρ i 2 or P, Q, j respectively (that we do not make explicit). The number of conditions (18,20) involving the coefficients G m is (n + 1) + (n − 2) = 2n − 1. We have 2n − 1 linear equations in 2n − 2 indeterminates. However, because of (12) and (10), one of the equations (say the one for G t 0 0 ) is redundant. There remains an equal number of equations as variables, and the matrix of the system is a Vandermonde matrix with parameters t 1 , . . . , t n , q 1 , . . . , q n−2 . These parameters are pairwise different by assumption, so the coefficients G 0 , . . . , G 2n−3 are uniquely determined.
We now come to equations (17). We clearly have
where the last equality holds because of (21), and where the constants
only depend on P, Q, j. We infer that (17) is equivalent to
Finally, let us come to equations (15). For this purpose, we first introduce the Laurent series near q j
where we have used (13,14,16).
Lemma 3.1. The logarithm-freeness condition (15) is equivalent to
Proof. We are looking for the necessary and sufficient condition of the existence of an integral w 1 (z) in power series form near q j
with a 0 = 0. Writing down the consecutive terms of the expansion w 1 substituted into (2) the lemma follows.
We can now write down explicitly conditions (15). Indeed, as we have already seen, the coefficients G 0 , . . . , G 2n−3 are uniquely determined, hence so is G q j 1 . On the other hand, by (17) we have H q j 1 = p j . Hence, by the lemma we see that (15) can be rewritten as
Comparing the last two formulae, we see that (15) is equivalent to
j + ǫ j p j for some δ j = 0 and ǫ j ∈ C only depending on P, Q, j. Now, the matrix of the system formed by the linear equation
(which, by (7) is just (9) for i = 0) joint with (19,21,22,25) in the indeterminates H 0 , . . . , H 4n−6 is the following confluent Vandermonde
As it is well-known fore instance in the theory of Hermite interpolation (and can be proved by differentiating a usual Vandermonde matrix), the determinant of this matrix is up to a nonzero constant equal to
As we assumed the points t 1 , . . . , t n , q 1 , . . . , q n−2 to be pairwise distinct the above expression is non-vanishing, and Theorem 2.1 is proved.
The dimension of equations
Let us come to the case where the number N of apparent singularities Q is allowed to be arbitrary: Q = {q 1 , . . . , q N }. Following the above proof it is then easy to check that the linear system governing the existence of a differential equation determines all coefficients G m uniquely and leads to a matrix similar to the case n − 2 above on the H m , except that the indices of the q j go from 1 to N and that the powers of t i range from 0 to 2(n + N − 1). Hence, the number of columns changes to 2n + 2N − 1, whereas the number of lines becomes n + 3N + 1.
Obviously, as already mentioned in the introduction, if N < n − 2 then the corresponding linear system is still of maximal rank, because it is a subsystem of the system of the n − 2 case. As the number of lines in this case is smaller than the number of columns, this shows that the system is underdetermined and in addition to p 1 , . . . , p N , further n − 2 − N of the parameters H m (say H n+3N +1 , . . . , H 2(n+N −1) ) can be chosen arbitrarily. Thus, we obtain a space of parameters for the differential equations of dimension n − 2.
If, on the other hand, we have N > n − 2, then the system is overdetermined. In what follows we will point out that by choosing the p j in a suitable way we can still ensure existence of the differential equation with singularities at Q. For this purpose, we first observe that just as in the rank n − 2 case one can show that the first 2n + 2N − 1 lines of the relevant system are still linearly independent. Next, notice that the number N −n+ 2 of remaining lines is always smaller than or equal to N. It follows that N − n + 2 lines of the form
say for j ∈ {n − 1, . . . , N}, can be expressed as linear combinations of the first 2n + 2N − 1 lines. Clearly, the coefficients of these linear combinations only depend on P, Q. Therefore, if the constants δ j p 2 j + ǫ j p j on the right hand side of (25) for j ∈ {n − 1, . . . , N} are linear combinations with the same coefficients of the constants on the right hand sides of the first 2n + 2N − 1 equations, then there exists a solution. In order that a solution exist, the constants p 1 , . . . , p N must therefore fullfill a system of N − n + 2 quadratic equations. These equations are clearly independent from each other, since the one coming from the linear combination of (26) for a fixed j ∈ {n − 1, . . . , N} contains the quadratic term δ j p 2 j (recall from (25) that δ j = 0), while the ones coming from the linear combination of the similar lines for k = j do not contain such a quadratic term. We conclude that for the existence of a differential equation of the required positions Q of apparent singularities and required momenta p 1 , . . . , p N the latter are constrained by N n + 2 independent conditions; whence a total number n − 2 of parameters for the differential equations with apparent singularities at Q in this case too. This concludes Corollary 2.2.
