Uncertainty in the interaction matrix between sensors and actuators can lead to performance degradation or instability in control of segmented mirrors (typically the telescope primary). The interaction matrix is ill-conditioned, and thus the position estimate required for control can be highly sensitive to small errors in knowledge of the matrix, due to uncertainty or temporal variations. The robustness to different types of uncertainty is bounded here using the small gain theorem and structured singular values. The control is quite robust to moderate uncertainty in actuator gain, sensor gain, or the ratio of sensor dihedral and height sensitivity. However, the control is extremely sensitive to small errors in geometry, with the maximum error that can be tolerated scaling inversely with the number of segments. The same tools can be applied to adaptive optics, however the interaction matrix here is better conditioned and so uncertainty is less of an issue, with the tolerable error scaling inversely with the square root of the number of actuators.
Introduction
Active optics (control of telescope mirrors) and adaptive optics (compensating for atmospheric turbulence with a deformable mirror) both require knowledge of the interactionmatrix (IM) that relates the displacement at actuator locations to the resulting sensor response. At existing observatories, robustness to errors in this matrix has not been an issue. However, robustness may become an issue for future larger telescopes as the number of degrees of freedom in the interaction matrices increase. This is particularly relevant in the control of highly-segmented primary mirrors planned for large ground-based optical telescopes where 492 and 984 segment-mirrors are being designed [1, 2] . However, the approach and general conclusions can also be applied to other active optics or adaptive optics (AO) control problems; to illustrate this, analysis is also included for a single-conjugate AO problem.
For segmented-mirror control, the three out-of-plane degrees of freedom of each segment are controlled using actuators behind the segments. The positions of the segments are estimated using relative measurements between neighbouring segments. In general, these measurements are sensitive to both relative segment out-of-plane displacement and also the dihedral angle between segments. The sensor response to segment displacement can be described with an interaction matrix A (see Chanan et al. [3] ). This matrix is ill-conditioned, and thus the estimate of the segment displacement is highly sensitive to certain types of uncertainty in the interaction matrix. The same sensing and control approach is used successfully at existing telescopes [4] . However, the condition number of the interaction matrix increases as the number of segments increases, and hence robustness to uncertainty decreases.
AO control involves a similar estimation based on the interaction matrix between the residual (post-correction) wavefront phase at the deformable mirror actuator locations and the corrected wavefront slope measurements (see e.g. [5] ). The AO interaction matrix is typically reasonably well conditioned even for large problems, and thus uncertainty is less of a concern, although AO control has been shown to be sensitive to misregistration errors, for example [6] . Higher emphasis in the presentation is therefore given to the segmented-mirror control problem for which the analysis demonstrates that interaction-matrix uncertainty is a potential issue.
The analytical results apply to any quasi-static estimation problem, although illustrative quantitative examples are only presented for segmented-mirror control and single-conjugate AO, as these are the only two cases in which the number of degrees of freedom in the interaction matrices is expected to be large. The focus is on understanding what types of uncertainty are a potential problem, and illustrating tools that can be applied to any problem, rather than an exhaustive analysis of all possible types of uncertainty. Also note that the effects of uncertainty in a single scalar are straightforward to analyze by construction (e.g. single-axis misregistration for AO, or gravity-induced changes as a function of observing zenith angle for active optics). However, the potential interactions from multivariable uncertainty are less obvious.
Four types of uncertainty are considered herein. First, errors in actuator gain; these errors are the same for each column of the interaction matrix. Second and third, errors in sensor gain: either the overall gain, or (for segmented-mirror control) the ratio of sensitivity to displacement and to dihedral angle. These errors are the same for each row of the interaction matrix. And fourth, errors in geometry (e.g. the exact locations of each sensor) which can affect every non-zero element of the interaction matrix differently. Analysis is first conducted using the small gain theorem, e.g. [7, 8] ; a standard tool for computing robustness bounds to unstructured uncertainty. This is sufficient to illustrate that the system is highly sensitive to only the last of these uncertainties. The robustness boundary for this case is obtained using structured singular values (µ-analysis) [9] which takes into account the specific form of the uncertainty. The analysis tools are applicable to any additional structure one might wish to place on the form of the uncertainty in the interaction matrix, e.g. to capture uncertainty in specific degrees of freedom in the location of actuators or sensors. The robustness boundary is not highly sensitive to the control bandwidth assumed.
Quantitative results are computed as a function of the number of segments for a segmentedmirror, and as a function of the number of actuators for single-conjugate AO. Some additional detail is provided for a 492-segment primary mirror (the Thirty Meter Telescope design), and for the 36-segment Keck primary mirror as comparison. The analytically computed bound demonstrates that it is possible to construct a hypothetical combination of errors in the interaction matrix that leads to instability with very small magnitude errors. A statistical analysis is also used to understand how likely it is that errors bounded by a given magnitude will result in instability.
The paper is organized as follows. Section 2 describes the interaction matrix for a segmented-mirror, and gives many of the properties of the matrix that will be useful in computing analytical robustness bounds. The analysis tools are presented in Section 3, starting first with small-gain analysis that is sufficient to understand the actuator and sensor gain errors, and then structured singular value analysis specific to the geometry errors. Quantitative examples are given in Section 4, and for AO in Section 5.
Problem Definition

2.A. Segmented Mirror Control
For existing and future optical telescopes with segmented primary (or other) mirrors, the segments are typically nearly hexagonal, with three actuators behind each segment to control the piston, tip and tilt of the segment [4] . (The analytical results in Sec. 3 do not depend on the segmentation geometry, only the quantitative results in Sec. 4 do.) On each intersegment edge are two sensors that are in general sensitive to both the relative out-of-plane displacement of the segments and also the relative dihedral angle between segments. The segmentation geometry and actuator/sensor layout for the N = 492 segment primary mirror of the Thirty Meter Telescope (TMT) are shown for example in Figs. 1 and 2 ; for this geometry there are n = 1476 actuators and m = 2772 sensors. The control problem consists of two steps: first, estimating the segment displacement at the actuator locations, and then control of the segment displacement.
The relationship between the displacement x ∈ R n of the mirror segments at the actuator positions and the sensor measurements y ∈ R m can be described by
In general, there is also a sensor offset that must be estimated using wavefront information, however, this can be subtracted from the sensor measurement and thus does not affect the feedback control problem. The propagation of sensor noise is understood [3, 10] and while this may limit the desired control bandwidths, it does not otherwise affect the feedback problem. The interaction matrix A ∈ R m×n can be estimated from geometry [3] . The response of each sensor depends only on the positions of the neighboring segments, and hence each row of A has only 6 non-zero entries. With any relative sensor measurement, the global piston, tip and tilt of the mirror are unobservable, so A T A has rank n − 3. With zero dihedral sensitivity, there is also a fourth unobservable "focus-mode", where each segment tilts relative to its neighbors but with no relative height change between segments. This deflection pattern is primarily a change in the mirror radius of curvature, and thus looks like a change in focus, with some additional scalloping in the wavefront due to the fact that each segment radius of curvature hasn't changed. Non-zero dihedral sensitivity makes this mode observable, but with small sensitivity does not significantly affect the observability of other modes; this result will be important later.
A few additional observations on the structure of A will be relevant in subsequent analysis. The matrix A can be expressed as the sum of the sensor displacement and dihedral sensitivity components as
The height sensitivity is dimensionless (the segment edge displacement at the sensor location per unit segment displacement at actuator location), and thus A is dimensionless. The ratio of sensor dihedral sensitivity and height sensitivity (the effective sensor moment arm, see Fig. 3 ) is a design parameter with units of length, denoted here as L eff (parameter −g or ηh in [3] ). Referring to Eq. (2) or (9) in Chanan et al. [3] , each sensor response to an actuator displacement is of the form α +L eff β; these two terms correspond to the two terms in Eq. (2). The entries in the A matrix depend on the non-dimensional parameter L eff /a, as well as on the non-dimensional geometry parameters t/a and f/a shown in Fig. 2 . The sensitivity to focus-mode, expressed as the corresponding singular value of A (see Eq. (7)) scales roughly as 0.9(L eff /a)N −1/2 . The next smallest non-zero singular values, corresponding to astigmatism, scale roughly as 2.5/N ; these scalings can both be verified by construction using the formulae in [3] ; the astigmatism scaling also follows from Eq. (6) in [10] . Even for the relatively large sensor moment arm at Keck of L eff = 55 mm, focus-mode will have the smaller sensitivity for any telescopes currently being designed. Sensor designs for TMT may have L eff as small as 10 mm, and this value (L eff /a = 0.014) will be used throughout for quantitative examples. Each sensor is only influenced by q = 6 actuators (on neighbouring segments) and each actuator influences at most 12 sensors (two per inter-segment edge in the Keck and TMT geometry). By separating out the influence of each of these gains separately, the A matrix can also be written as
where A ∈ R qm×qm has all the non-zero elements of A on its diagonal: if A ij = a k , then
A kk = a k , P ik = 1 and R kj = 1. This decomposition can be easily constructed and is not unique. One possible choice for the matrix P is
where the identity matrix I m of dimension m is repeated q = 6 times to add the contributions from the neighbouring actuators (this implies a particular ordering of the non-zero elements of A). The matrix R is defined to separate the influence of each actuator on all possible sensors and retain the correct actuator-sensor connectivity of A, with a non-obvious structure that depends on the segment and sensor numbering convention. This decomposition of A will be useful in computing tight robustness bounds to uncertainty in Sec. 3.B.
The segment positions can be estimated from the sensor measurements. A least-squares estimate is typically sufficient, sox = A + y where the pseudo-inverse is
More general linear reconstructorsx = By can easily be incorporated in the analysis, but as less can be said about the completely general setting, I provide quantitative results only for B = A + . Computationally efficient reconstructors (e.g. multigrid or Fourier methods) that converge to the least-squares solution will yield essentially the same result. The pseudo-inverse is typically computed from the singular value decomposition of A;
where only non-zero singular values corresponding to observable modes are inverted. More formally, partition the matrices of the SVD as:
where (·) f refers to focus-mode, (·) g refers to the unobservable global piston, tip and tilt (i.e. Σ g = 0 3×3 ), U np is a basis in sensor space for the non-physical degrees of freedom of the over-determined sensor array, and (·) h refers to the remaining degrees of freedom which are observable through the height sensitivity of the interaction matrix. Denote the smallest nonzero singular value of A as σ min (A), as noted earlier this is Σ f for non-zero but realistically small dihedral sensitivity. Because the height sensitivity A h does not affect focus mode, and the dihedral sensitivity A θ to first order does not affect the remaining degrees of freedom, then the two terms in Eq. (8) are approximately equal to A h and A θ respectively. This is critical to understanding the sensitivity to errors or variation in the ratio of dihedral and height sensitivity, L eff . Using the partitioned A-matrix SVD, the pseudo-inverse is
If the pseudo-inverse is calculated from the exact A matrix, then
is a basis for the observable subspace, and V g is a basis for the unobservable global modes. In general, however, the actual A matrix (denoted A ) differs slightly from that used in computing the pseudo-inverse, either due to uncertainty, temporal variation (including sensor gain dependence on the inter-segment gap) or intentional approximation.
Control of adaptive optics systems [5] also involves an estimation problemx = A + y with sensor-actuator interaction as in Eq. (1). For a single-conjugate AO system with ShackHartmann wavefront sensors, then the measurements y are the residual (post-correction) wavefront slopes and x is the residual atmospheric phase at the deformable mirror actuator locations. There is no analog to the dihedral sensitivity present in the segmented-mirror control problem, and thus no distinction between (·) h and (·) f in the singular value decomposition of Eq. (7); otherwise, the interaction matrix properties are similar to the segmentedmirror control problem and noted in Sec. 5.
2.B. Sources of error
The following sources of error in the A matrix are considered:
(a) Errors in actuator gain (b) Errors in sensor gain giving an overall scale error (c) Errors in the ratio of sensor dihedral to height sensitivity (d) Errors due to geometry where the 3 rd source is specific to segmented-mirror control. These errors can be represented mathematically as
Note that the gain errors (10)-(12) are defined to be relative, while the geometry error in (13) is an absolute variation in the elements of A. With A dimensionless, the elements of A are of order unity, and hence this choice is largely arbitrary, but simplifies the analysis. The effect of additional structure on the geometry error in Eq. (13) will be discussed in Sec. 3.B.
The next section provides an analytical bound b on the magnitude of the allowable errors, so that stability is guaranteed for all errors satisfying |δ i | < b (or |δ ij | < b) for some b that will depend on the type of uncertainty, the problem, and problem-specific parameters such as segmentation geometry and dihedral sensitivity. The bound is both necessary and sufficient (not conservative) if there exists some set of uncertainties δ i with |δ i | ≤ b for which the system is marginally stable. This does not imply that if the uncertainty exceeds the bound that instability is certain, simply that it is possible.
Note that if the errors are not bounded but have e.g. a Gaussian probability distribution, then any non-zero uncertainty amplitude will result in a non-zero probability of instability. This requires Monte Carlo analysis to predict; however, even in this case, the following analysis is useful to understand the sensitivity.
Analysis
3.A. Small Gain Analysis
The block diagrams in Fig. 4 illustrate the structure of the uncertainty for the four cases listed in the previous section. The small-gain theorem is first used to compute an analytical bound on the maximum allowable norm-bounded error. This may be conservative, since it does not account for the structure within the uncertainty. However, the conservative bound provides insight, and is sufficient to understand what types of errors are or are not a problem for control. Furthermore, for all of the gain errors (a)-(c), it is shown that the bound obtained from the small gain theorem is both necessary and sufficient. Additional steps are required to estimate a non-conservative bound for geometry errors in A, using structured singular values (µ-analysis) [9] .
Note that for each of the gain errors (a)-(c), the block ∆ in Fig. 4 should be constrained to be a real diagonal matrix, whereas small gain analysis will only constrain the matrix norm L eff L eff Fig. 3 . Definition of sensor moment arm L eff ; a sensor measuring relative height a distance L eff from the segment edge will give output z = h + L eff θ. At Keck, the dihedral sensitivity resulted from an actual moment arm; other sensor geometries give rise to dihedral sensitivity from other mechanisms but can still be characterized in terms of L eff (maximum singular value). For the geometry errors in (d), the block ∆ should be constrained to be zero where the matrix A is zero. The relationship between a bound on the singular values of an otherwise unconstrained matrix ∆ and the desired bound b on the non-zero elements of A is not obvious.
Any dynamics can in principle be captured in the controller K(s), however the effects of dynamics on the control problem are described elsewhere [11] and aside from comments in Sec. 3.C are neglected here for simplicity. For simplicity, assume that the control is identical for each degree of freedom, so K(s) = k(s)I for scalar k(s); this is true at existing segmented-mirror telescopes, and many existing AO systems. The effect of more complex control structures will be noted in Sec. 3.C. Define the scalar complementary sensitivity
Each block diagram in Fig. 4 can be transformed into a feedback loop between uncertainty ∆ and a system T (s)M where in order in the Figure, 14) is valid only on the observable subspace, spanned by V o . However, since M is zero on the unobservable subspace,
For case (b) the analysis is similar except thatT involves AA + , and so the observable sensor
is used rather than the observable actuator subspace V o . The small gain theorem (e.g. [7, 8] ) guarantees that the feedback system on the right hand side of Fig. 4 is stable for all ∆ such that
where here the infinity-norm MT ∞ = σ max (M)sup ω (T ); the largest singular value of the matrix M multiplied by the supremum over frequency of the scalar transfer function T (s).
Note that T ∞ ≥ 1 for any non-zero integral control gain (as is used in any existing active or adaptive optics systems). If the system dynamics can be ignored (if the bandwidth is significantly lower than any resonant frequencies) and there is negligible time delay, then T ∞ 1. For realistic but robust control loops with non-zero latency and structural dynamics, then T ∞ < 2 is reasonable. This implies that changing the bandwidth of the control loop is at most a factor of two effect on the required accuracy.
Thus, from the small gain theorem, then in the limit of small bandwidth ( T ∞ = 1), stability is guaranteed in the four cases for (a) ∆ ∞ < 1.
, and
For higher control bandwidth with non-zero latency, the required bound is tighter by a factor of T ∞ . In the first case, an actuator gain error clearly implies only that the corresponding position will have a bandwidth error roughly equal to the gain error (that is, the gain error uses up some of the gain margin designed into the system; see Sec. 3.C). This intuition is confirmed by the analysis: the system is quite robust to this type of uncertainty (although there will be performance penalties if the errors approach the stability boundary).
The second case, with random multiplicative errors in the measurement y, corresponds to uncertainty in the sensor gain. The intuition here is similar to the case of actuator gain errors. The component of the sensor reading that is in the physical subspace will be driven more or less rapidly to its desired setpoint than its neighbours, but the solution will still converge even with large (but less than unity) variations in sensor gain. For both the sensor and the actuator gain cases it is straightforward from construction (e.g. choose ∆ = αI) to see that the bound obtained from the small gain theorem is both necessary and sufficient. That is, there exists an uncertainty satisfying |δ i | ≤ 1 for which the closed-loop system is not asymptotically stable.
The third case corresponds to uncertainty in the dihedral sensitivity only, and is specific to the segmented-mirror control problem. Here, note that if we transform into the SVD-basis of A, then for small L eff /a the dihedral sensitivity A θ primarily affects focus-mode while the height senstivity A h affects only orthogonal modes. From Eqs. (8) and (9) and the discussion surrounding them, it follows that
and σ max (A θ A + ) 1 follows immediately, with the inexact equality due to the fact that dihedral sensitivity does slightly couple into the other modes. (It is easily verified from computation that the approximation is valid for realistic choices of L eff /a.) Thus the system is quite robust to this type of uncertainty also. Again, choosing ∆ = αI is sufficient to illustrate that this robustness bound is both necessary and sufficient.
The final case, with random errors directly in the elements of A, corresponds to uncertainty in geometry, and requires that these errors be smaller than the smallest non-zero singular value of A. This can be quite small; for example, with the 492-segment TMT geometry and L eff = 10 mm then σ min (A) is of order 6 × 10 −4 . Thus the small gain result is sufficient to illustrate that the control system is very sensitive to uncertainty of this type. However, it is not immediately apparent either how conservative this stability bound is, nor how to relate a bound on the maximum singular value of ∆ to bounds on δ ij in Eq. (13). For this type of uncertainty, additional analysis is required, given in Sec. 3.B.
The above analysis does not prove robustness to simultaneous errors, e.g. in both sensor and actuator gains. Structured singular values (µ-analysis) could be used to analyze this case, however, the analysis is not straightforward and it is easier to directly consider the effects. With uncertainty ∆ 1 on sensor gain and ∆ 2 on actuator gain, instability occurs if
for some ∆ 1 and ∆ 2 . The worst case uncertainty as before is ∆ 1 = −α 1 I, ∆ 2 = −α 2 I. Each uncertainty independently affects the gain margin of the system, and so the combined effect is multiplicative rather than additive, and the stability boundary remains as before. A similar analysis can be used to prove robustness to other combinations of simultaneous gain errors (including the sensor dihedral gain). Thus, from a design perspective, it is only the geometry errors that are a potentially significant concern.
3.B. Geometry errors
Now return to the geometry errors for which the small gain analysis illustrates that the control system is sensitive to the errors, but does not immediately lead to a useful bound on the specific structure of the uncertainty. A tighter bound on the allowable uncertainty can be obtained using structured singular values. First, use Eq. (3) to rewrite the error in Fig. 4 so that the uncertainty block is diagonal with non-zero elements corresponding to the non-zero elements of A:
With the diagonal uncertainty ∆, the feedback loop on the right-hand side of Fig. 4 is between ∆ and M = RA + P.
Henceforth, drop the underbar notation, so that the uncertainty ∆ refers to the real, diagonal uncertainty with bound on each diagonal element of |δ ii | < b. The estimate of the largest uncertainty bound b = µ −1 for which the system is guaranteed to be stable for all ∆ of this form can be obtained from the bounds [9, Eq (3.10) and Thm 6.4]
where the maximization on the left-hand side is over Q with the same structure as ∆ (diagonal), with diagonal entries q ii = ±1. With Q * maximizing ρ(QM), then the smallest uncertainty that results in instability is ∆ = µ −1 Q * . Although M ∈ R qm×qm is large, both the spectral radius ρ(M) and maximum singular valueσ(M) = [ρ(M T M)] 1/2 are easily obtained through power methods without actually constructing M. Iterative methods exist to search over Q but converge only to local maxima so that in general µ can only be bounded above and below. The bound µ depends on both M and the structure of the uncertainty ∆. If every non-zero element of A has independent uncertainty, then the diagonal elements of Q in Eq. (18) can be chosen independently. If there is additional structure on the uncertainty, then the identical additional structure is placed on Q; this clearly results in a smaller value for µ and hence larger uncertainty that can be tolerated, as expected. As an example, consider
This structure captures, for example, AO misregistration errors or specific shifts in A due to a specific set of scalar uncertainties. The corresponding uncertainty has structure
where each identity block I i has dimension equal to the rank of A i . The matrix Q in Eq. 
3.C. Dynamics
The analytical bounds computed above guarantee stability in the limit of small control bandwidth. Conclusions for the more general case are easily understood, since as noted earlier the bound on uncertainty required to guarantee stability scales inversely with T (s) ∞ , typically a factor of two or so tighter. For an uncertainty that is sufficiently small so as to guarantee stability, the uncertainty will still contribute to a reduction in stability margin. Thus, to allow a reasonable allowance for other sources of uncertainty, the allowable bound on interaction-matrix errors should be a factor of a few smaller than the stability limit.
Spatial filtering (as in [6] ) or modal control (common in AO, also suggested for segmentedmirror control [11] ) can be incorporated by substituting B = A + in the definition of M and computing the corresponding bounds from small gain or µ-analysis. However, as long as the control still has non-zero integral gain in all observable directions, the low bandwidth robustness limit will not be changed. What will change is that the maximum complementary sensitivity will be closer to unity for certain directions, and thus a higher uncertainty may be tolerated, by of order a factor of two.
Segmented Mirror Example
Since any interaction-matrix based estimation problem is robust to uncertainty in actuator or sensor gain, only the geometry errors are explored in example. The interaction matrix of an idealized flat mirror tiled with regular hexagons is constructed as described in [3] . For the 492-segment mirror shown in Fig. 1 with L eff /a=0.014, the procedure in Sec. 3.B leads to
That is, an uncertainty in the elements of A can be constructed where each element of A is perturbed by no more than ±8.4 × 10 −5 , and the resulting closed-loop control system will be unstable. If all perturbations in A can be guaranteed to be less than ±7.1 × 10 −5 , then stability is guaranteed. These are clearly tight requirements; for example, for mirror segments with dimensions of order 1 m, then sensor and segment installation tolerances will need to be of order 70 µm to guarantee stability. The corresponding numbers for Keck (36 segments, L eff = 55 mm, a = 0.9 m) are 204 ≤ µ ≤ 245
As illustrated in Fig. 5 , µ scales linearly with the number of segments; this is why interactionmatrix robustness was not an issue at existing observatories but could be an issue at future ones. The maximum tolerable uncertainty µ −1 scales linearly with L eff /a. The worst-case pattern of uncertainty leads to instability of focus-mode. If focus-mode is not controlled (or L eff = 0), then the worst-case pattern of uncertainty leads to instability of astigmatism, and roughly a factor of ten larger errors are tolerable than with L eff /a = 0.014. Note that this analysis considers all possible bounded variations in the non-zero elements of the A matrix. The specific pattern that leads most rapidly towards instability is physically possible, but a randomly selected variation in the A matrix is extremely unlikely to be as destabilizing as the worst-case bounds above. The extent of destabilization for any given perturbation ∆ can be evaluated by computing the spectral radius ρ(∆M). It is thus straightforward to estimate the probability distribution, and compute a more relaxed bound that, while not sufficient to guarantee stability, provides any specified level of confidence. Fig. 6 illustrates the potential destabilization for both the geometry-type errors in the interaction matrix, and for gain errors (the same for actuator, sensor, or dihedral sensitivity), again using the 492-segment mirror array with L eff /a = 0.014. The worst-case non-zero eigenvalue of A + A is plotted (equivalent to 1 − ρ(∆M); the three eigenvalues at zero corresponding to unobservable global piston, tip, and tilt, are not included.) For the gain errors, only the guaranteed bound is plotted, since any high-confidence probabilistic bound is not significantly different. For geometry errors, for which the worst-case destabilizing uncertainty has a very specific and unlikely structure, then both the guaranteed bound and the 95% confidence bounds are shown, where in the latter case the uncertainty is sampled from a uniform distribution.
If there is additional structure on the uncertainty, the same basic analysis technique of transforming the uncertainty into a diagonal structure and searching over diagonal Q to bound µ using Eq. (18) can be used to explore the sensitivity to any desired parameters, e.g. uncertainty in actuator or sensor locations. Clearly, as the description of uncertainty is further constrained, the tolerable bounds µ −1 will increase.
Adaptive Optics
As with segmented-mirror control, adaptive optics control will be robust to uncertainty in either sensor or actuator gain, but potentially sensitive to "geometry"-type errors in which every non-zero element of the interaction-matrix can vary independently. With a Fried geometry as shown in Fig. 7 , each sensor is (ideally) influenced by q = 4 adjacent actuators, and there are two unobservable modes corresponding to overall wavefront piston, and "waffle" mode (alternating pattern of positive and negative displacement at actuator locations). The decomposition of the A matrix in Eq. (3) can also be constructed, where now the diagonal matrix A ∈ R qm×qm with q = 4. If one wanted to characterize robustness to non-zero deformable-mirror influence matrix beyond the neighbouring slopes, a larger matrix A could be defined; this would also be required for mis-registration errors.
To explore geometry-type errors quantitatively, the A matrix is constructed for a Fried geometry, with slope measurements obtained as the phase difference between adjacent actuator locations (without normalizing by the distance between actuators) so that all non-zero elements of A are ±0.5. Uncertainty bounds can again be obtained using Eq. (18). For example, with the 17×17 actuator grid shown in Fig. 7 , giving n = 241 actuators and m = 416 sensors (the Palomar Observatory geometry), then
For a much larger future AO system (as an example, choosing circularized 65×65 actuator grid with n = 3313 actuators and m = 6398 sensors), then
The bound µ here increases only with the square root of the number of actuators (linear in the number of actuators across the aperture), as illustrated in Fig. 8 Once again, the specific structure of uncertainty that most rapidly leads to uncertainty is not likely. Comparing these bounds on µ with the corresponding bounds for the segmentedmirror control problem, it is clear that arbitrary interaction-matrix uncertainty-robustness is a much less significant concern for (single-conjugage) adaptive optics than it is for segmentedmirror control, even for future large AO problems.
Structured uncertainty such as mis-registration could be analyzed for a specific problem using Eqs. (18) and (19). For single-axis (single degree of freedom in ∆) the result is identical to that obtained by direct computation of ρ(A + 0 A 1 ) where A 1 describes the perturbation.
Conclusions
Both active and adaptive optics systems for future large optical telescopes involve many more actuators and sensors than at existing facilities. For control of highly-segmented primary mirrors, feedback is provided by sensors that measure relative motion between neighbouring segments. The sensor response is related to segment displacement through an interaction matrix. The position of each mirror segment is then estimated, typically using the pseudo-inverse of this matrix. For a telescope with many segments, the interaction matrix is ill-conditioned, and small errors or uncertainty in the elements of the matrix can lead to large estimation errors and potentially instability. Adaptive optics control involves a similar interaction matrix, however the matrix is better conditioned.
Small gain and structured singular value analysis tools are used to compute a bound on the magnitude of allowable uncertainty for which the closed-loop system is guaranteed to be stable. This illustrates that the control is quite robust to uncertainty in actuator or sensor gain. For segmented-mirror sensors that respond to both inter-segment height and dihedral angle, the control is also robust to the relative sensitivity between these two parameters. However, very small errors in the geometry between actuators and sensors can lead to very large estimation errors, and control instability.
Geometry errors in segmented-mirror control include for example the effects of sensor installation errors. However, sensor/actuator nonlinearities, thermal dependencies, sensor output dependence on inter-segment gap, or slight changes in frequency response between different actuators or sensors all manifest as errors in actuator or sensor gain, and the control system is quite robust to these errors.
Examples are given for both segmented-mirror and adaptive optics control. In the former case, the sensitivity to errors grows linearly with the number of segments in the mirror. If focus-mode of the mirror array is controlled, the sensitivity to errors is inversely proportional to the dihedral sensitivity of the segments. These two factors make robustness to interactionmatrix uncertainty much more sensitive than at existing telescopes, and may require that the interaction matrix be accurately measured after segment installation in order to provide robustness to segment and sensor installation tolerances. For adaptive optics, the sensitivity to errors increases only with the square root of the number of actuators.
The approach presented can be applied to any specific structure in the uncertainty, e.g. for AO misregistration or for uncertainty or variation in specific geometric parameters for segmented-mirror control. Additional structure leads to larger bounds on the tolerable magnitude of uncertainty. 
