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Abstract 
Automatic fault detection using machine learning has become an exciting and promising area of research. This because it accurate 
and timely way to manage and classify with minimal human effort. In the computer vision community, deep-learning methods have 
become the most suitable approaches for this task. Anodes are large carbon blocks that are used to conduct electricity during the 
aluminum reduction process. The most basic function of anode rod inspection is to prevent a situation where the anode rod will not 
fit into the stub-holes of a new anode. It would be the case for a rod containing either severe toe-in, missing stubs, or a retained 
thimble on one or more stubs. In this work, to improve the accuracy of shape defect inspection for an anode rod, we use the Fast 
Region-based Convolutional Network method (Fast R-CNN), model. To train the detection model, we collect an image dataset 
composed of multi-class of anode rod defects with annotated labels. Our model is trained using a small number of samples, an 
essential requirement in the industry where the number of available defective samples is limited. It can simultaneously detect multi-
class of defects of the anode rod in nearly real-time. 
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1. Introduction 
Aluminum has turned out to be the wonder metal of the industrialized world. No other single metal is so versatile 
in use and economics. Aluminum’s growth rate is the highest amongst the significant basic metals today. However, 
aluminum production is highly energy-consuming. The major cost components of aluminum production are DC Power, 
Alumina, and Carbon anode. Aluminum is conventionally produced by the Hall-Heroult process in which alumina is 
dissolved in molten cryolite and electrolyzed with an intense direct current [1]. 
Artificial intelligence can very well be integrated into this industry evolution perspective. Indeed, the increase in 
sensors and, consequently, in data makes it possible to dream of a machine that prevents future breakdowns, even 
though they have the opportunity to perform automatic maintenance. 
Artificial intelligence is, therefore, more and more present in all areas—even cases where human life is at stake, 
such as the medical. 
Thirty years ago, there was a lot of excitement about using visual sensing in robotics. Artificial intelligence (AI) 
believed that this would be a technological revolution [2]. But it took about twenty more years until the software and 
hardware were developed enough to make a real difference.  
Today, there is more and more talk of Industry 4.0. This process involves making a combination of robotics and 
digitization [3]. With the scanning technique, companies could monitor machines and equipment by installing multiple 
sensors [4]. With these sensors, it would be possible to improve the quality of the products. These sensors would also 
reduce or even eliminate downtime because, with the sensors, companies would be notified as soon as a machine needs 
maintenance. It would be possible to be notified in the event of breakdowns [5]-[6].  
In industrial processes, one of the most critical tasks for ensuring the proper quality of the finished product is the 
inspection of the product's shapes. The traditional manual detection method is carried out manually, and workers are 
trained to identify shape defects. However, this method is very time consuming, inefficient, and can contribute to a 
severe limitation of the production, energy, and experience of the inspector [7]. To overcome the shortcomings of 
manual inspection, automatic shape defect detection based on machine vision comes into being [8]. 
With the rapid development of computer technology, machine vision has been widely applied in industrial 
production, especially for defect detection in industrial products. Over the last decade, a large number of surface defect 
detection algorithms have emerged. These algorithms can be roughly classified into three categories: Traditional 
methods based on image structure features, methods combining statistical elements with machine learning, and deep 
learning methods based on the Convolutional Neural Network (CNN) [9].  
The traditional defect detection algorithm based upon image structure features mainly detects the surface defects 
by analyzing the texture, skeleton, edge, and spectrum of the image. The methods of combining statistical features 
with machine learning mainly extract statistical features from the defect surface. They then use machine learning 
algorithms to learn these features to realize surface defect detection. The CNN-based deep learning for surface defect 
detection is that CNN can simultaneously achieve the automatic extraction and recognition of elements in a network, 
and get rid of the trouble of manually extracting features [10]. The CNN-based deep learning makes defect detection 
more accurate, which provides a novel deep learning approach in the industrial field [11]. 
In recent years, machine learning has driven advances in many different fields [12]. We attribute this success to the 
invention of more sophisticated machine learning models [13], the availability of large datasets for tackling problems 
in these fields [14], and the development of software platforms that enable the easy use of large amounts of 
computational resources for training such models on these large datasets [15]-[16].    
This paper attempts to train its convolutional neural network for shape defect inspection for an anode rod. First, a 
complete dataset of anode rod shape was established using SketchUp [17]. Six classes were created with five classes 
of defects forms. Next, the sample images were preprocessed through faster RCNN to realize the intelligent detection 
of shape defects. Finally, we will have a program that can identify and draw boxes around specific objects in pictures, 
videos, or in a webcam feed. 
This paper is organized as follows. The related works on anode rod inspection is given in Section 2. In Section 3, 
we give an overview of the object detection techniques. The sampling and image preprocessing procedures are given 
in Section 4. Simulation results and pseudo-code were given in Section 5. Section 6 concludes the paper. 
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2. Related works 
Tracking any objects in an actual video sequence is a very delicate task. Especially when these objects are non-
rigid, the background of the scene is not fixed and in the case of several moving objects in the same scene. The task is 
more straightforward because the model and the constraints of variation of these objects are known a priori. Other 
geometric or static criteria can also be introduced in the identification of these objects. 
The most basic is manual inspection with the use of gauges to assess the anode rod's geometry and stubs for 
subsequent fitment into the carbon anode [18]. While most smelters will have developed various physical inspection 
gauges for the required standards, the use of these gauges is a highly subjective operation. The operator's decision-
making process on whether to reject a rod for repair will be heavily influenced by the present frequency of rod/stub 
damage, repair quotas, available production time, rod assembly/rodded anode stock levels, and rod repair cost 
pressures.  
The components exist to assemble a fully automated rod/stub inspection, coding, and rejection system to eliminate 
the subjectivity associated with the operator's testing and decision-making during the rod inspection and rejection 
process. In addition to rejecting anode rods for traditional geometric defects, a fully automated system makes it 
possible to reject rods for repair based on the overall condition of the anode rod concerning all of the stubs working in 
parallel is not intuitive to operators (figure 1).  
For example, one stub on an older assembly may be flagged for rejection, but the new stub will be shorter than the 
remaining stubs and result in a significant cast iron 'pancake' under the new stub. A fully automated system can 
calculate the net effect of all repair possibilities to any given anode rod and calculate the most cost-effective set of 






















Fig. 1. Rodded anode assemblies [18]. 
3. Object detection techniques 
The purpose of using object detection algorithms is to draw a bounding box around the object of interest to locate 
it within the image. You might not necessarily bring just one bounding box in an object detection case. There could 
be many bounding boxes representing different objects of interest within the image, and you would not know how 
many beforehand. Therefore, an algorithm like Faster R-CNN has been developed to find these occurrences and find 
them fast. 
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3.1. R-CNN Algorithm 
R-CNN Algorithm has been developed to bypass the problem of selecting a considerable number of regions, Ross 
et al.[19] proposed a method where we use selective search to extract just 2000 regions from the image, and he called 
them region proposals. Therefore, instead of trying to classify a considerable number of regions, you can work with 
2000 regions. These 2000 candidate region proposals are warped into a square and fed into a convolutional neural 
network that produces a 4096-dimensional feature vector as output (figure 2). 
Fig. 2. R-CNN Algorithm [19]. 
3.2. Fast R-CNN 
The same author of the previous paper (R-CNN) solved some of R-CNN's drawbacks to building a faster object 
detection algorithm, and it was called Fast R-CNN [19]. The approach is similar to the R-CNN algorithm (figure 3). 
Instead of feeding the region proposals to the CNN, we supply the input image to the CNN to generate a convolutional 
feature map. The reason "Fast R-CNN" is faster than R-CNN is because you don't have to feed 2000 region proposals 
to the convolutional neural network every time. Instead, the convolution operation is done only once per image, and a 
feature map is generated from it [19] – [20]. 
Fig. 3. Fast R-CNN [20]. 
3.3. Faster R-CNN 
Both of the above algorithms (R-CNN & Fast R-CNN) use selective searches to determine the region proposals. 
Selective search is a slow and time-consuming process affecting the performance of the network. Therefore, Ren et al. 
[21] came up with an object detection algorithm that eliminates the selective search algorithm and lets the network 
learn the region proposals (figure 4). 
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Fig. 4. Faster R-CNN [20]. 
 
Similar to Fast R-CNN, the image is provided as an input to a convolutional network which provides a convolutional 
feature map. Instead of using selective search algorithm on the feature map to identify the region proposals, a separate 
network is used to predict the region proposals. The predicted region proposals are then reshaped using a RoI pooling 













Fig. 5. Comparison of test-time speed of object detection algorithms [20]. 
 
From figure 5, you can see that Faster R-CNN is much faster than its predecessors. Therefore, it can even be used 
for real-time object detection. 
Tensorflow detection model zoo provides a collection of detection models pre-trained. Some model has high speed 
with lower accuracy, other models such as Faster R-CNN have a lower speed but a higher efficiency. 
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4. Sampling and Image Preprocessing 
4.1. Sampling 
All implementation in this part has been done using an OpenCV environment. Pre-implemented functionality from 
the OpenCV library has been used to keep the program robust and will be stated when presented. This section will 
show a step-by-step solution of the image processing from source images to extracted features data of each leaf.  
The data samples were collected by creating a 3D model of each anode rod using SketchUp. A total of 600 images 
were extracted (720×1280 pixels), 100 images for each class. The dataset contains the pictures of five classes of the 
defect and one class of regular anode rod. From the extracted images, 80% were randomly selected and allocated to 
the training set, and the remaining 20% were allocated into the test set. 
4.2. Labeling 
We used the LabelImg tool for labeling desired objects in every picture. Then draw a box around each object in 
each image. LabelImg saves a .xml file. This file will contain the label data for each image. These .xml files will be 
used to generate TFRecords, which are one of the inputs to the TensorFlow trainer. 
4.3. Generate training Data 
After labeling for all objects, TFRecords were generated, serving as input data to the TensorFlow training model. 
The image .xml data were used to create .csv files containing all the data for the train and test images. This creates a 
train_labels.csv and test_labels.csv file in the training folder. 
4.4. Create label map and configure training 
The last thing to do before training is to create a label map and edit the training configuration file. The label map 
tells the trainer what each object is by defining class names' mapping to class ID numbers. The label map ID numbers 
should be the same as what is defined in the generate_tfrecord.py file. 
The fault detection for anode rod must be configured. It defines which model and what parameters will be used for 
training. There are several changes to make to the .config file, mainly changing the number of classes and examples, 
and adding the file paths to the training data. 
4.5. Run and time the data training 
Each step of training reports the loss. It will start high and get lower and lower as training progresses. For our 
training on the Faster-RCNN-Inception-V2 model, it started at about 1.6 and quickly dropped below 0.4. The model 
was left to train until the loss consistently drops below 0.05, which will take about 6265 steps (figure 6). 
Fig. 6. One important graph is the Loss graph, which shows the overall loss of the classifier over time. 
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Fig. 4. Faster R-CNN [20]. 
 
Similar to Fast R-CNN, the image is provided as an input to a convolutional network which provides a convolutional 
feature map. Instead of using selective search algorithm on the feature map to identify the region proposals, a separate 
network is used to predict the region proposals. The predicted region proposals are then reshaped using a RoI pooling 













Fig. 5. Comparison of test-time speed of object detection algorithms [20]. 
 
From figure 5, you can see that Faster R-CNN is much faster than its predecessors. Therefore, it can even be used 
for real-time object detection. 
Tensorflow detection model zoo provides a collection of detection models pre-trained. Some model has high speed 
with lower accuracy, other models such as Faster R-CNN have a lower speed but a higher efficiency. 
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4. Sampling and Image Preprocessing 
4.1. Sampling 
All implementation in this part has been done using an OpenCV environment. Pre-implemented functionality from 
the OpenCV library has been used to keep the program robust and will be stated when presented. This section will 
show a step-by-step solution of the image processing from source images to extracted features data of each leaf.  
The data samples were collected by creating a 3D model of each anode rod using SketchUp. A total of 600 images 
were extracted (720×1280 pixels), 100 images for each class. The dataset contains the pictures of five classes of the 
defect and one class of regular anode rod. From the extracted images, 80% were randomly selected and allocated to 
the training set, and the remaining 20% were allocated into the test set. 
4.2. Labeling 
We used the LabelImg tool for labeling desired objects in every picture. Then draw a box around each object in 
each image. LabelImg saves a .xml file. This file will contain the label data for each image. These .xml files will be 
used to generate TFRecords, which are one of the inputs to the TensorFlow trainer. 
4.3. Generate training Data 
After labeling for all objects, TFRecords were generated, serving as input data to the TensorFlow training model. 
The image .xml data were used to create .csv files containing all the data for the train and test images. This creates a 
train_labels.csv and test_labels.csv file in the training folder. 
4.4. Create label map and configure training 
The last thing to do before training is to create a label map and edit the training configuration file. The label map 
tells the trainer what each object is by defining class names' mapping to class ID numbers. The label map ID numbers 
should be the same as what is defined in the generate_tfrecord.py file. 
The fault detection for anode rod must be configured. It defines which model and what parameters will be used for 
training. There are several changes to make to the .config file, mainly changing the number of classes and examples, 
and adding the file paths to the training data. 
4.5. Run and time the data training 
Each step of training reports the loss. It will start high and get lower and lower as training progresses. For our 
training on the Faster-RCNN-Inception-V2 model, it started at about 1.6 and quickly dropped below 0.4. The model 
was left to train until the loss consistently drops below 0.05, which will take about 6265 steps (figure 6). 
Fig. 6. One important graph is the Loss graph, which shows the overall loss of the classifier over time. 
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5. Simulation Result 
The system architecture has proved to be a promising approach at this stage of development. All though there is 
still major parts of the system to be developed, its modularity makes it easy to develop and understand.  
The implemented program works well and the training mode is fully functional. However, a classifier to be used in 
the spraying mode in the classification part of the system, is to be implemented. In this paper, the use of Python has 
been applied to examine the different classifiers. This is done in order to investigate the results and the performance 
before choosing a classifier and implementing it into the program. On the other hand, a framework for the program 

















































































Fig. 7.  Simulation results. 
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We created a variable in Anaconda uses Python 3.8 then we add these packages: pillow; lxml; Cython; contextlib2; 
opencv-python and cuda 
 
Pseudo-code of the program: 
# Import packages 
import os 
import cv2 
import numpy as np 
import tensorflow as tf 
import sys 
# This is needed since the notebook is stored in the object_detection folder. 
sys.path.append("..") 
  
# Import utilites 
from utils import label_map_util 
from utils import visualization_utils as vis_util 
  
# Name of the directory containing the object detection module we're using 
MODEL_NAME = 'inference_graph'    
IMAGE_NAME = 'testt (1).jpg'               
# Grab path to current working directory 
CWD_PATH = os.getcwd() 
# Path to frozen detection graph.pb file, which contains the model that is used for object detection. 
PATH_TO_CKPT = os.path.join(CWD_PATH,MODEL_NAME,'frozen_inference_graph.pb')  
# Number of classes the object detector can identify 
NUM_CLASSES = 6 
  
# Load the label map. 
label_map = label_map_util.load_labelmap(PATH_TO_LABELS) 
categories = label_map_util.convert_label_map_to_categories(label_map, max_num_classes=NUM_CLASSES, 
use_display_name=True) 
category_index = label_map_util.create_category_index(categories)  
# Define input and output tensors (i.e. data) for the object detection classifier 
# Input tensor is the image 
image_tensor = detection_graph.get_tensor_by_name('image_tensor:0') 
  
# Output tensors are the detection boxes, scores, and classes 
# Each box represents a part of the image where a particular object was detected 
detection_boxes = detection_graph.get_tensor_by_name('detection_boxes:0') 
# Each score represents level of confidence for each of the objects. 
# The score is shown on the result image, together with the class label. 
detection_scores = detection_graph.get_tensor_by_name('detection_scores:0') 
detection_classes = detection_graph.get_tensor_by_name('detection_classes:0') 
  
# Draw the results of the detection (aka 'visulaize the results') 
# All the results have been drawn on image. Now display the image. 
cv2.imshow('Object detector', image) 
# Press any key to close the image 
cv2.waitKey(0) 
# Clean up 
cv2.destroyAllWindows() 
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6. Conclusion 
The components exist to assemble a fully automated rod/stub inspection, coding, and rejection system to eliminate the 
subjectivity associated with the testing and decision making by the operator during the rod inspection and rejection 
process. In addition to rejecting anode rods for traditional geometric defects, a fully automated system makes it 
possible to reject rods for repair based on the overall condition of the anode rod concerning all of the stubs working in 
parallel, something that is not intuitive to operators.  
For example, one stub on an older assembly may be flagged for rejection, but the new stub will be shorter than the 
remaining stubs and result in a significant cast iron ‘pancake’ under the new stub. A fully automated system can 
calculate the net effect of all repair possibilities to any given anode rod and calculate the most cost-effective set of 
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