[1] Feedback processes in the carbon budget are investigated in a manner that parallels the treatment of feedback processes in the energy budget. The analysis is applied to simulations with the CCCma earth system model CanESM1 using a range of emission scenarios. For the atmosphere there is a positive ''carbon-temperature'' feedback which acts to increase CO 2 flux to the atmosphere as temperatures warm. There is also a negative ''carbon-concentration'' feedback which acts to remove CO 2 from the atmosphere via enhanced uptake of CO 2 by the land and ocean as CO 2 concentration increases. While the positive feedback associated with temperature change is reasonably linear and consistent as temperature increases, the feedback associated with CO 2 concentration is not. The negative carbon-concentration feedback weakens with increasing CO 2 concentration thereby enhancing atmospheric CO 2 and accelerating global warming. The behaviour of the inferred carbon-concentration feedback is different for different emission scenarios implying a dependence on state variables other than CO 2 concentration. The carbon-concentration feedback behaviour inferred for a particular scenario may not, therefore, be used to infer system behaviour for other scenarios.
Introduction
[2] Anthropogenic emissions of CO 2 affect both the energy and carbon balance of the climate system. What is usually termed the ''climate sensitivity'' is a measure of the global mean temperature response that results due to the radiative effect of CO 2 on the energy balance. The increase in temperature that accompanies an increase in atmospheric CO 2 concentration also affects the carbon cycle as does the increased CO 2 concentration itself. This is manifest in changes in the flux of CO 2 between the atmosphere and the terrestrial and oceanic carbon pools. Historically about half of the carbon emitted into the atmosphere has been taken up by the land and ocean [e.g., Canadella et al., 2008, and references therein] . As climate changes, however, the carbon feedbacks involved may change and the buffering effect of the terrestrial and oceanic biospheres on atmospheric CO 2 may lessen, or even reverse for the terrestrial pool. We are interested here in the behaviour of carbon cycle feedbacks as climate changes and follow an approach similar to that employed for energy cycle feedbacks.
Climate Feedback (Energy-Temperature Feedback)
[3] Linear feedback analysis has been successfully used to characterize the response of the global mean temperature to changes in radiative forcing. Peixoto and Oort [1992] describe a straightforward application of feedback analysis which may be applied to this problem. In the general linear feedback approach, the input X to a linear system with gain G provides output Y = GX where G may characterize a range of linear feedback processes. When applied to the globally averaged climate system the approach may be related to the vertically integrated energy budget. Following Boer and Yu [2003a] the change in the energy budget is written as
where quantities are expressed in the form X = X o + X 0 where X o is the unperturbed climate value and X 0 the change. In equation (1) dh 0 /dt is the change in the heat content of the system and R 0 the change in the radiative flux into the system. R 0 is decomposed into a radiative forcing term f due to the increased concentration of greenhouse gases, aerosol loadings etc. and a (signed) feedback term LT 0 expressed as a linear function of surface temperature change. The feedback parameter L is necessarily negative if the system is to be stable. The temperature response of the system becomes
where the arrow indicates the temperature after the system has reached a new equilibrium for a constant forcing f.
Here s = À1/L, termed the sensitivity parameter in Boer and Yu [2003a] , corresponds to the gain G, f to the input X and T 0 to the output Y in the simple feedback approach. The parameter s is a measure of what is termed the ''climate sensitivity'' of the system although it would perhaps be better termed the energy-temperature sensitivity. The utility of the characterization depends on the approximate linearity of the temperature response to a variety of forcing mechanisms. This linearity assumption holds reasonably well, although not perfectly [Senior and Mitchell, 2000; Boer and Yu, 2003b; Williams et al., 2008] for a broad range of greenhouse gas and solar forcings although not necessarily for very strong forcing .
Carbon Cycle Feedbacks
[4] Anthropogenic emissions of CO 2 are large and growing and atmospheric CO 2 concentrations are increasing and will, presumably, continue to do so for some time. The IPCC SRES scenarios [Intergovernmental Panel on Climate Change (IPCC), 2007] adopt different possible future socio-economical evolutions with associated emissions of CO 2 , other greenhouse gases (GHGs) and aerosol precursors. These external forcing factors will affect the carbon and the energy balance of the climate system and we attempt to characterize the feedbacks in the carbon budget in the same manner as employed for the energy budget.
Carbon Budget Equations
[5] The approach considers the globally averaged and vertically integrated carbon budget as was done for energy. For carbon this is written as dH/dt = E where H is the amount of carbon in the system and E represents anthropogenic emission of CO 2 into the atmosphere. The equations for the Atmospheric, Land and Oceanic carbon pools are
where H = H A + H L + H O is the sum of the carbon in the atmosphere, land and ocean respectively and the fluxes F between them are taken to be positive into the pools so that
Since the underlying surface ''sees'' the atmospheric CO 2 concentration C and the surface temperature T, the fluxes F are written as functions of these variables and possibly other climate quantities X which characterize the state of the system. [6] In the case of the energy-temperature feedback, a perturbation to the radiative flux R = R(T, C, X) into the system due to a change in CO 2 or other GHG is represented as
Feedback Equations
where
is the ''uncoupled'' radiative flux associated with the change C 0 in GHG concentration, R u À R o = f is the radiative forcing and R À R u = LT 0 the feedback. The flux R u is calculated without allowing the system to respond, i.e. with the other variables maintaining their unperturbed values, and so is uncoupled in this sense. The analog for the carbon budget is a ''radiatively uncoupled'' simulation where the model sees the emissions and the CO 2 change but where the other variables retain their unperturbed values (or nearly so). For the carbon budget, the emissions are the forcing and the fluxes provide the feedback with F u % F(T o , C o + C*, X o ) corresponding to R u in the energy budget.
[7] Following the C4MIP climate-carbon protocol [see Friedlingstein et al., 2006] , three simulations are performed, the usual control simulation with no anthropogenic emissions of CO 2 and two further simulations with specified CO 2 emissions. One of these latter simulations is radiatively uncoupled in that the radiation code in the model sees only the control run value of CO 2 even though emissions are non-zero and the carbon cycle is operating in the model. The final simulation is fully interactive. The atmospheric carbon budgets for these three simulations (dropping the A subscript) are represented as
where X o indicates the control run value of a variable, X u = X o + X* the value for the radiatively uncoupled simulation and X = X o + X 0 the value for a fully coupled simulation. There is a small temperature change T* in the uncoupled simulation which is primarily a consequence of land use change and of the vegetation response to increasing CO 2 and we retain it in the analysis.
[8] The presumption is that the CO 2 fluxes connecting the atmosphere to the underlying surface are governed primarily by the intrinsic variables T and C. Of course there are other variables which connect the regimes in terms of the hydrological and momentum budgets and the state of the carbon budget in the land and ocean. They are, initially at least, presumed to be of lesser importance. This suggests expanding equation (5) in Taylor series, as was done by Boer and Yu [2003a] for energy, to give
whence, reintroducing the A subscript,
is the atmospheric carbon cycle analog of equation (1). Here G A is the carbon-temperature feedback parameter measuring the effect of temperature change on the carbon budget while B A is the carbon-concentration feedback parameter. The analogous equations for the land and ocean components follow as
The equations for the radiatively uncoupled case are analogous.
[9] The feedback parameters in equations (7) and (8) are obtained from equation (6) at as functions of time as
with the appropriate A,L,O subscripts. T* is small since it is from the radiatively uncoupled simulation. We evaluate these feedback parameters for several scenarios.
[10] This approach to carbon feedback differs from that of Friedlingstein et al. [2003 Friedlingstein et al. [ , 2006 who consider the timeintegrated carbon budget and express the integrated terms as linear functions of CO 2 concentration and temperature change. In our notation the relationship for the atmosphere would be H
Edt with T 0 % aC 0 as an approximation to equation (1). This is a different expansion than equation (6) and is not equivalent to integrating equation (7) so that the parameters G and B, as well as being of opposite sign to g and b, represent a somewhat different characterization of carbon feedbacks in the system.
CanESM1 and Carbon Cycle Simulations
[11] CanESM1 is the first version of the Canadian Centre for Climate Modelling and Analysis (CCCma) Earth System Model which is a carbon-climate model based on CGCM3, the third generation coupled atmosphere-ocean climate model. CGCM3 is the version of the coupled climate model which provides output for the recent IPCC Assessment Report [IPCC, 2007] and which is available as part of the CMIP3 data archive. Terrestrial ecosystem processes are modelled using the Canadian Terrestrial Ecosystem Model (CTEM) [Arora, 2003; Arora and Boer, 2003, 2005] which treats five terrestrial carbon pools (leaf, stem, root, litter and soil carbon) and their interaction with the atmosphere as well as modulating the fluxes of moisture and energy through biophysical pathways via coupling with the Canadian Land Surface Scheme (CLASS) [Verseghey, 1991; Verseghey et al., 1993] . Oceanic ecosystem and inorganic carbon processes are modelled using the Canadian Model of Ocean Carbon (CMOC) which incorporates an inorganic chemistry module and a nitrogen-phytoplankton-zooplankton-detritus (NPZD) ecosystem module [Zahariev et al., 2008] . Results from CanESM1 for the simulation of the 20th century carbon budget and comparisons with observation-based values are given by V. K. Arora et al. (The 20th century carbon budget simulated with the CCCma Earth system model, submitted to Journal of Climate, 2008) which also contains a somewhat more detailed description of CanESM1.
[12] We perform a C4MIP-like simulation so that the result may be compared to those of Friedlingstein et al. [2006] . That scenario specifies CO 2 emissions based on the SRES A2 scenario with other GHGs and aerosols remaining at their control run values. Both radiatively uncoupled and fully coupled simulations are performed for the period from 1850 to 2000 using historical emissions followed by scenario A2 emissions for the period 2001 -2100. Two additional pairs of simulations are performed for the 2001 -2100 period, the E6 simulation specifies a constant emission rate of 6 Pg C/yr and the B1 simulation follows the SRES B1 scenario with emissions increasing to a maximum near mid-century and then decreasing. These are emission-forced simulations and the feedbacks inferred may be expected to differ to some extent from those obtained using the alternative approach whereby CO 2 concentrations are directly specified in the atmosphere.
Carbon Budget Quantities
[13] Figure 1 gives the values for the years 2001 -2100 of emissions E and of simulated surface CO 2 concentration change C, surface air temperature change T, and flux changes F into the atmosphere, land and ocean. Results are differences from the stable control run average and have been smoothed by application of a 11-year moving average filter. Following the notation of Section 3.2, differences of radiatively uncoupled values from the control run are starred quantities (X*) plotted as dashed lines while the corresponding differences for fully coupled cases are primed quantities (X 0 ) plotted as solid lines. Results from simulations using the E6, B1 and A2 emission scenarios are coloured blue, green and orange respectively.
[14] Figure 1 (left) plots the emission rate E of CO 2 into the atmosphere in the three cases. These emission scenarios are chosen to span a range of possibilities with constant emissions, emissions that increase then decrease and emissions that continue to increase approximately linearly. The emissions into the atmosphere result in a flux out of the atmosphere into the ocean and a larger flux into the land. For the three scenarios, the flux out of the atmosphere at any time ranges between about 30 to 50% of the emissions into the atmosphere with atmospheric CO 2 concentrations increasing at different rates.
[15] The temperature changes T 0 that accompany the change in CO 2 concentrations also vary. The radiatively uncoupled temperature change T* is small and, in fact, slightly negative over most of the period as a consequence of the increased CO 2 levels affecting the fluxes of energy and moisture at the surface through changes in vegetation. The radiatively coupled C 0 values are larger than the radiatively uncoupled values C* which is an indication of carbontemperature feedback processes operating in the system. The increase in temperature that accompanies increasing CO 2 affects the carbon budget as a positive feedback implying that the atmospheric feedback parameter G A is positive in equation (7). This difference of about 50 ppm between C 0 and C* at 2100 for the A2 scenario compares to a range of from 20-200 ppm among the models in the C4MIP study, although the majority of those results fall between 50-100 ppm.
[16] For the radiatively uncoupled case in equation (6) where T* is small, the atmospheric flux change is F* % GT* + BC* < 0 indicating that the atmospheric carbon-concentration feedback parameter B is negative. The carbon-concentration feedback in the system acts to remove atmospheric CO 2 by stimulating biological uptake over land and also by enhancing exchange with the ocean and so is a negative feedback in this context.
Feedback Parameters and Non-linearity
[17] Atmospheric carbon-temperature and carbonconcentration feedback parameters G and B are plotted in Figure 2 as functions of T 0 and C 0 respectively. In particular, 11-year running means of the terms in equation (9) are used in the calculation. Early in the simulated 20th century, the changes in temperature and concentration are fairly small and natural variability affects the calculations giving results that vary considerably. At later times, when temperature and concentration differences have increased, the results settle down and vary less. The signed feedbacks for the atmosphere, land and ocean are plotted in the diagram for each scenario. [18] The calculated carbon-temperature feedback parameters are reasonably similar for the three scenarios and, although they exhibit natural variability, do not show major continuing trends as temperature increases. The positive carbon/temperature feedback is thus reasonably robust and linear and, although there is some difference with system state, the difference is not overwhelming and the feedback is not strongly evolving.
[19] The same cannot be said for the carbon-concentration feedback. The negative atmospheric feedback parameter B A weakens (as do the associated positive land and ocean feedback parameters) as CO 2 concentration increases. Figure 2 suggests that the carbon-concentration feedback is nonlinear and would better be represented by keeping more terms in the expansion equation (6). Alternatively, it may be that the variation of the other state variables, symbolized by X in equation (5), may not be neglected or are not expressible as linear functions of C in equation (6). It is more or less obvious that retaining a second term in the expansion equation (6) Figure 2 , would provide a reasonable straight line fit in each case. However, it is also clear that the slopes b 1 of the lines differ depending on the scenario or, perhaps more correctly, on other state variables of the system. The dependence of the carbonconcentration feedback on climate state is much more evident than that of the energy-temperature feedback discussed by Senior and Mitchell [2000] , Boer and Yu [2003b] , and Williams et al. [2008] .
[20] The form of the atmospheric CO 2 budget equation (7) also suggests that it is not really possible for G A and B A to be approximately constant and independent of climate state in the same way that L is for the energy budget. In particular, for the case where emissions to the atmosphere go to zero, as unlikely as that might be, a new equilibrium would nominally be attained with F A % G A T 0 + B A C 0 % 0 and LT 0 + f(C 0 ) = 0. Substituting for T 0 from the equilibrium result for the energy equation gives
0 which cannot hold for constant parameters since we know that f is approximately logarithmic and a linearization in C 0 could hold only for small values, rather than for the large values encountered and expected for the real system.
[21] The characterization of carbon-temperature feedback from equations (6) - (9) is reasonably robust but the characterization of carbon-concentration feedback is clearly not independent of scenario and system state. While useful for quantifying carbon budget behaviour in particular cases, the approach does not, therefore, provide a general way of quantifying and understanding carbon-concentration feedbacks that parallels that for energy-temperature feedbacks. More importantly, the weakening of the carbon-concentration feedback as CO 2 increases acts on the climate system in the same way as a positive feedback would do. The carbontemperature feedback is positive and the negative carbon- Figure 1. (left) Emission rates (Pg C/yr) for the E6 constant emission scenario and for the B1 and A2 SRES scenarios; surface CO 2 concentration differences (ppm) from preindustrial values for the radiatively uncoupled C* and fully coupled C 0 cases; corresponding temperature differences T* and T 0 (°C). (right) CO 2 flux differences F* and F 0 (Pg C/yr) for the atmosphere, land and ocean components. Fluxes are positive into the respective components. Blue, green, and orange results are from simulations using the E6, B1 and A2 emission scenarios. Results have been smoothed with an 11-year running mean filter. concentration feedback weakens so that both act to enhance climate warming.
Summary
[22] Figure 2 indicates that the carbon-temperature feedback parameter G obtained by linearizing the atmospheresurface fluxes in a feedback approach that parallels that for ''climate sensitivity/feedback'' is relatively well behaved although there is some difference with scenario and climate state. The corresponding carbon-concentration feedback parameter B, on the other hand is not constant and, moreover, its evolution depends importantly on system state.
[23] The feedback approach developed here differs from that of Friedlingstein et al. [2003 Friedlingstein et al. [ , 2006 which is based on expressing time-integrated surface fluxes as linear functions of differences in temperature and CO 2 concentration. The time-integrated approach does not reveal the time/climate state dependence of the feedback parameters and, when calculated in a time dependent manner (not shown) gives a different measure of feedbacks than obtained here.
[24] We may infer general carbon feedback behaviour from Figure 2 namely that carbon-temperature feedback is positive, acts to enhance the CO 2 concentration in the atmosphere and is reasonably independent of system state. Similarly, carbon-concentration feedback is negative, acts to counteract the emission-driven increase of CO 2 in the atmosphere but weakens as CO 2 increases and is not independent of emission scenario/system state. The result of both these feedbacks is that the land and ocean become less able to take up emitted CO 2 so that CO 2 concentration in the atmosphere is enhanced and this, in turn, enhances global warming.
