This article provides an introduction to event-triggered coordination for multi-agent average consensus. We provide a comprehensive account of the motivations behind the use of event-triggered strategies for consensus, the methods for algorithm synthesis, the technical challenges involved in establishing desirable properties of the resulting implementations, and their applications in distributed control. We pay special attention to the assumptions on the capabilities of the network agents and the resulting features of the algorithm execution, including the interconnection topology, the evaluation of triggers, and the role of imperfect information. The issues raised in our discussion transcend the specific consensus problem and are indeed characteristic of cooperative algorithms for networked systems that solve other coordination tasks. As our discussion progresses, we make these connections clear, highlighting general challenges and tools to address them widespread in the event-triggered control of networked systems.
Introduction
This article provides an introduction to the topic of event-triggered coordination of networked systems, with a particular emphasis on the multi-agent consensus problem. In many applications involving multiple agents such as vehicles, sensors, computers, etc., a group of agents must agree upon various physical and virtual quantities of interest, at which point it is said that a consensus has been achieved. Consensus is a long-standing area of research, particularly in computer science, and arguably forms the foundation for distributed computing in general (Olfati-Saber and Murray, 2004; Ren and Beard, 2008; Lynch, 1997; . Consequently, there is a vast amount of literature available on consensus problems. Olfati-Saber et al. (2007) provided a brief history of the field and its success 10 years ago which, in a nutshell, has to do with the extremely wide applicability of such problems across many different disciplines. As a result, consensus problems in general are indeed still an extremely active area of research.
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On the other hand, the idea of event-triggered control has an interesting history that only recently seems to be gaining popularity throughout the controls community. The basic idea of event-triggered control is to abandon the paradigm of periodic (or continuous) sampling/control in exchange for deliberate, opportunistic aperiodic sampling/control to improve efficiency. For instance, it may not make sense to constantly monitor the state of an already-stable system just in case something goes wrong. Instead it is more efficient to only sporadically check on the system to make sure things are behaving well. The general topic of research on these types of problems is then to determine precisely when control signals should be updated to improve efficiency while still guaranteeing a desired quality of service. Many different researchers have explored these ideas over the past five decades under many different names including 'event-based sampling', 'adaptive sampling', 'event-triggered control', 'Lebesgue sampling', 'send-on-delta concept', or 'minimum attention control' (Åström and Bernhardsson, 1999, 2002; Årzén, 1999 Seuret et al., 2014) . While these ideas have been tossed around since the 1960's, it is only in the last 10 years that the field has started maturing to soon stand alone in the area of systems and control Hetel et al., 2017) , with a specific set of interesting challenges in the context of network systems.
Why Event-Triggering?
The idea of event-triggered sampling and control stems from an implementation issue; how can we control continuous-time systems using digital controllers? The current standard method is to simply have the digital controller take actions periodically; and while ideas of aperiodic sampling and control have been proposed long ago, some modern textbooks seem to suggest that periodic sampling and control is the only way to implement feedback control laws on digital systems (Åström and Wittenmark, 1997; Franklin et al., 2010; . However, real systems in general are not able to acquire samples at an exact operating frequency. Consequently, the stability of sampled-data systems with aperiodic sampling has been a longstanding research area within the systems and controls community. As a result, there are already many different standard methods and ways of thinking about such problems and analyzing stability. For example, aperiodic sampling can actually just be modeled as a specific time-delay system. The same system might be modeled as a hybrid system with impulsive dynamics. More specifically, a Linear Time Invariant (LTI) system with aperiodic sampled-data might be reformulated as a Linear Time Varying (LTV) or Linear Parameter Varying (LPV) system. Another option is to derive the input/output relationships to study the effect of aperiodic sampling on an output as is often done in robust control. In any case, the main question of interest in a nutshell is: how quickly does the system need to be sampled to guarantee stability? The recent survey (Hetel et al., 2017 ) presents various methods to address this question.
Aperiodic Sampling as an Opportunity
Whereas the above paradigm views aperiodic sampling as a type of disturbance with respect to the ideal case of exactly periodic sampling, new advances in eventtriggering methods suggest treating aperiodic sampling as an opportunity rather than an inconvenience or disturbance. As mentioned above, these types of problems generally arise as we try to control continuous-time systems with digital controllers using an idealized controller that assumes exact state information and continuous feedback is always possible. The natural question to ask at this point is then exactly how fast does the controller need to sample the system and feed back the control input to ensure closed-loop stability? The answers to these questions then often come in terms of robustness guarantees to the tune of "as long as the sampling/control frequency is greater than some threshold, then the steady-state error is guaranteed to remain less than some quantity." In other words, as long as the feedback loop for a given system is 'fast enough', the system behaves similarly to the ideal system. In particular, this paradigm hinges largely on the intuitive fact that, as long as the sampling rate is sufficiently fast, the system behaves well. However, early studies into this question revealed that this is not always the case, e.g., it is actually possible to speed up the sampling rate and have a closed-loop feedback control system degrade in performance (Gupta, 1963; Liff and Wolf, 1966; Mitchell and McDaniel, 1967; Ciscato and Martiani, 1967) . However, this was a nonissue in general due to the fact that while it is not guaranteed that speeding up the sampling rate improved performance at all times, it is true that continuing to increase the sampling speed will eventually yield better performance at some point. While this paradigm has been mostly sufficient for controlling many different autonomous systems in the past, it seems quite limiting in many application areas today. Instead, event-triggered ideas essentially recast the question of 'how fast should a control system respond' as 'exactly when should a control system respond?' to improve efficiency.
Why Now?
When considering a dedicated sensor and actuator that are not connected to any wireless network, it may be reasonable to ask the sensor to take samples as fast as possible at all times and have the actuator act accordingly. In this setting, it is probably not even worth developing a more efficient or intelligent sensor as the dedicated sensor periodically taking measurements is not affecting anything else. However, this may not be practical if we only have a remote sensor and the sensor data must be transmitted back to the actuator over a wireless channel, especially if this wireless channel must be shared among other devices. In this case the action of acquiring a sample is now literally a resource that must be managed efficiently. More generally, a strong motivation for the resurgence of these topics is likely due to the increasing popularity of networked cyber-physical systems across all disciplines. In particular, the inherently tight couplings required between physical processes (e.g., sampling, actuation, motion) and cyber processes (e.g., communication, computation, storage) in networked systems reveals the need for more efficient deployment of such systems by treating things like wireless communication or computation as resources rather than taking them for granted. This suggests the application of event-triggered ideas not only to determine when control signals should be updated, but to a wider array of capabilities including data acquisition, actuation, and communication. It is in this sense that, hereafter, we employ the term event-triggered "communication" to refer to a communication event and the term event-triggered "control" to refer to a controller update event. When both appear in conjunction, we refer to the combination of event-triggered communication and control as event-triggered "coordination".
In particular, we focus on the Internet of Things (IoT) and other large-scale networks as a strong motivator for why we should think about event-triggered coordination schemes rather than periodic ones. IoT devices need to support a large variety of sensors and actuators that interact with the physical world, in addition to standard cyber capabilities such as processing, storage, or communication. However, as IoT devices aim to support services and applications that interact with the physical world, large numbers of these devices need to be deployed and work reliably with minimal human intervention . This requirement places a lot of crucial constraints on what we expect of our IoT devices (Kolios et al., 2016) . First of all, these devices in general will be battery-operated and have small form factors, making energy efficiency a critical design consideration. Second, these devices will need to have a wide range of capabilities to integrate seamlessly within a larger IoT network, translating to high computational complexities. Third, the majority of communications within IoT networks are wireless, meaning wireless congestion is another important consideration. Consequently, the cyber operations (processing, storage, and communication) can no longer be taken for granted and must instead be viewed as a scarce, globally shared resource.
Given these new-age design considerations, it is not surprising that event-triggering has recently been gaining a lot of traction as a promising paradigm for addressing the issues above Kolios et al., 2016) . Event-triggered methods are useful here in that they address precisely when different actions (e.g., sensor sample, wireless communication) should occur to efficiently maintain some desired property. The resurgence we see now may be credited to the seminal works (Åström and Bernhardsson, 1999, 2002; Årzén, 1999) , where the advantages of event-triggered control over periodic implementations were highlighted. Interestingly, Albert and Bosch (2004) compared the differences between event-triggered and time-triggered distributed control systems and concluded that one of the main deficiencies of periodic control is in its lack of flexibility and scalability. Given the current vision of the IoT being extremely massive and interactive, it is clear we need methods to help enhance flexibility and scalability for these systems of the future. These ideas have thus been gaining more momentum which we also credit partly to the rise of networked control systems in general.
Technical Challenges Specific to Networked Systems
Early works on the subject assume a single decisionmaker is responsible for when different actions should be taken by a system; however, we now need ways of implementing these ideas in fully distributed settings to be applicable to the IoT. provide a survey of event-triggered and self-triggered control but focus on scenarios where the events are being dictated by a single decision-maker or controller. Instead, the focus of this article is on how to extend these ideas to distributed settings and the new technical challenges that must be addressed in doing so. In particular, we must emphasize the fact that applying the ideas of event-triggered control to networked systems in general poses many new challenges that do not exist in either area alone. For instance, eventtriggered coordination algorithms automatically introduce asynchronism into a system which makes their analysis more difficult. Furthermore, it often becomes difficult to find local triggering rules that agents with distributed information can apply to ensure some system level properties are satisfied; whereas in a centralized setup it is generally easier to find a triggering rule that can directly control some quantity of interest. For example, it is easy to constrain a centralized decision maker to allocate at most a certain number of actions per time period; however, it is more difficult to distribute these decisions to both be efficient and still be sure that the total number of actions per time period constraint is respected.
Why Consensus?
Given the wide variety of opportunistic state-triggered control ideas in networked systems, we have made a conscious decision to focus specifically on consensus problems, as a canonical example of distributed algorithms in general. Nevertheless, our discussion illustrates many of the challenges that arise beyond the specific problem of consensus. For example, it is already known that the separation principle does not hold for event-triggered control systems in general (Ramesh et al., 2011) . Since the idea of event-triggered coordination is to take various actions when only deemed necessary, the specific task at hand is tightly coupled with when events should be triggered. However, event-triggered algorithms are certainly not unique solutions to any given problem either. Given a specific problem instance, there are many different event-triggered algorithms that can solve the problem. By choosing a simple, but concrete set of problems, this article discusses many different event-triggered algorithms that have been recently proposed and what exactly the seemingly subtle differences are. At the same time, the set of consensus problems is still general enough that the methods/reasoning behind the event-triggered algorithms we discuss throughout this article are applicable to a number of different application areas related to networked systems. The problem set is also rich enough to capture the same technical difficulties that arise in many other networked event-triggered scenarios such as how to deal with the natural asynchronism introduced into the systems and how to guarantee Zeno behaviors are excluded (e.g., algorithm certificates including deadlocks being avoided).
Organization
We begin in Section 2 by formulating the basic multiagent consensus problem and provide a short background on the first time event-triggered ideas were applied to it. We then close the section by identifying five different categories of properties to help classify different pairs of consensus problems and event-triggered coordination solutions. In Section 3, we provide details behind the five different categories including the motivations behind them, and provide numerous examples of different algorithms that fall under the different classifications. Proofs of most results discussed in the article are presented in the Appendix. In Section 4, we take a step back from consensus by providing many different general networking areas that can both directly and indirectly benefit from the ideas discussed in this article. In Section 5, we provide an outlook on the role of event-triggered coordination in networked systems beyond multi-agent consensus and discuss interesting future lines of research. Finally, we gather some concluding thoughts in Section 6.
Preliminaries
We introduce some notational conventions used throughout the article. Let R, R >0 , R ≥0 , and Z >0 denote the set of real, positive real, nonnegative real, and positive integer numbers, respectively. We denote by 1 N and 0 N ∈ R N the column vectors with entries all equal to one and zero, respectively. The N -dimensional identity matrix is denoted by I N . Given two matrices A ∈ R m×n and B ∈ R p×q , we denote by A ⊗ B ∈ R mp×nq as their Kronecker product. We let · denote the Euclidean norm on
be the agreement subspace in R N . For a finite set S, we let |S| denote its cardinality. Given x, y ∈ R, Young's inequality states that, for any ε ∈ R >0 ,
A weighted directed graph (or weighted digraph) G comm = (V, E, W ) is comprised of a set of vertices V = {1, . . . , N }, directed edges E ⊂ V × V and weighted adjacency matrix W ∈ R N ×N ≥0
. Given an edge (i, j) ∈ E, we refer to j as an out-neighbor of i and i as an in-neighbor of j. The weighted adjacency matrix W ∈ R N ×N satisfies w ij > 0 if (i, j) ∈ E and w ij = 0 otherwise. The sets of out-and in-neighbors of a given node i are N out i and N in i , respectively. The graph G comm is undirected if and only if w ij = w ji for all i, j ∈ V . For convenience, we denote the set of neighbors of a given node i in an undirected graph as simply N i . A path from vertex i to j is an ordered sequence of vertices such that each intermediate pair of vertices is an edge. A digraph G comm is strongly connected if there exists a path between any two vertices. The out-and in-degree matrices D out and D in are diagonal matrices where
Based on the structure of L, at least one of its eigenvalues is zero and the rest of them have nonnegative real parts. If the digraph G comm is strongly connected, 0 is a simple eigenvalue with associated eigenvector 1 N . The digraph G comm is weight-balanced if and only if 1 T N L = 0 N , which is also equivalent to L s = 1 2 (L+L T ) being positive semidefinite. For a strongly connected and weight-balanced digraph, zero is a simple eigenvalue of L s . In this case, we order its eigenvalues as λ 1 = 0 < λ 2 ≤ · · · ≤ λ N , and note the inequality
for all x ∈ R N . The following property will also be of use later,
This can be seen by noting that L s is diagonalizable and rewriting L s = S −1 DS, where D is a diagonal matrix containing the eigenvalues of L s .
What is Event-Triggered Consensus?
In this section we formally state the problem of eventtriggered consensus, which results from the application of event-triggered control to the multi-agent consensus problem. We first describe the basic approach to eventtriggered control design and then particularize our discussion to event-triggered consensus.
A primer on event-triggered control
We start by informally describing the event-triggered design approach to stabilization along the lines proposed in (Tabuada, 2007) . Given a system on R n of the forṁ
with an unforced equilibrium at x * (i.e., F (x * , 0) = 0), the starting point is the availability of (i) a continuous-time controller k : R n → R m , along with (ii) a certificate of its correctness in the form of a Lyapunov function V : R n → R.
In other words, the closed-loop systemẋ = F (x, k(x)) makes x * asymptotically stable, and this fact can be guaranteed through V as Lyapunov function. The idea of event-triggered control is the following: rather than continuously updating the input u as k(x), use instead a sampled version x of the state to do it as k( x). This sample gets updated in an opportunistic fashion in a way that still ensures that V acts as a certificate of the resulting sampled implementation. If done properly, this has the advantage of not requiring continuous updates of the input while still guaranteeing the original stabilization of the equilibrium point. The question is then how to determine when the sampled state needs updating. Formally, the closed-loop dynamics looks likė
and hence one hasV = ∇V (x) · F (x, k( x)). More specifically, letting {t ℓ } ℓ∈Z ≥0 denote the sequence of event times at which the control input is updated, the control input is given by
where the sampled state is given by
for some sequence of time {t ℓ } ℓ∈Z ≥0 . In other words, the control signal u(t) is only updated at the discrete times t ℓ and the input is held constant in between events. The goal is to determine a specific event-condition such that the closed-loop system still converges to the desired state.
Under mild conditions on F, k, and V (formally, F uniformly -in x-Lispchitz in its second argument, k Lipschitz, and ∇V bounded), some manipulations ofV leads to expressions of the forṁ
for some function G taking nonnegative values, and where e = x − x is the error between the sampled and the actual state. The first term of the derivative in (7) is negative, while the second vanishes when the sampled state coincides with the actual one, i.e., e = 0. Therefore, to ensure thatV < 0, one can simply define a trigger that prescribes that the sampled state should be updated whenever the magnitudes of the first and second term are equal.
This is encoded through what is called a triggering function or event-trigger f (·), which evaluates whether a given state x and error e combination should trigger an event or not. With a slight abuse of notation, we define this condition as
where g : R n → R ≥0 is a nonnegative function of the error with g(0) = 0 and h ∈ R ≥0 is a threshold function that may depend on variables like the state x, the sampled state x, or time t, and even additional variables or parameters. For now, we lump them all together in the variable w, and as we make progress in our exposition, we detail what w is in each case. The point of this triggering function (8) is that it guarantees some function of the error g(e) is always smaller than some threshold h(·). This happens because when the condition (8) is satisfied, an event is triggered, which resets the error e = 0 and thus g(e) = 0 is also reset. Specifically, given a triggering function, event times are implicitly defined by
We are then interested in designing these functions g and h in such a way that the closed-loop dynamics (4) with control inputs (5) driven by (9) ensures x → x * . Using (7), it is easy to see that the triggering function with w = x defined by
at all times. This fact can ultimately be used to show that x asymptotically approaches x * as long as there are no deadlocks in the execution. We discuss this point in detail next.
Deadlocks and Zeno behavior
With the trigger design in place, one can analyze the behavior of the resulting implementation, such as guaranteeing liveness and the absence of deadlocks. We formalize this in the following definition. In other words, if the event-triggered controller defined by the triggering function (8) demands that an infinite number of events (e.g., controller updates) occur in a finite time period, the solution exhibits Zeno behavior. Note that it is possible that depending on the initial condition x(0) ∈ R n , different solutions may or may not exhibit Zeno behavior. Only in the case when it is guaranteed that Zeno behavior does not occur along any trajectory, we say that the system (as a whole) does not exhibit Zeno behavior.
Being able to rule out the possibility of Zeno behavior occurring has important implications (Borgers and Heemels, 2014) . In general, the event-triggered algorithms we discuss are comprised of some kind of control law and triggering rule, with the latter driving what information is being used by the control law in real time. The existence of Zeno behavior means there exists an accumulation time T > 0 by which an infinite number of events will be triggered. This is problematic for any real-time system, as it is asking the controller to be updated with new information an infinite number of times in a finite time period. Given a physical implementation of an event-triggered algorithm, this is impossible to achieve. Consequently, all theoretical analysis would be invalid after time T . Consequently, being able to rule out Zeno behavior is extremely important in validating the correctness of a given event-triggered controller.
Another point worth highlighting is the difference between ruling out Zeno behavior versus ensuring a uniform minimum time between any two consecutive events. Specifically, ruling out Zeno behavior means that there does not exist sequences of times satisfying t ℓ → ∞ as ℓ → ∞. However, this guarantee is weaker than ensuring that there exists a quantity τ min that uniformly lower bounds the time in between consecutive events, i.e.,
for all ℓ ∈ Z ≥0 , which is a more pragmatic property when considering physical hardware. Dedicated hardware can only operate at some maximum frequency (e.g., a physical device can only broadcast a message or evaluate a function a finite number of times in any finite period of time). This means that ensuring a system does not exhibit Zeno behavior is not in general enough to guarantee the algorithm can be implemented on a physical system, if the physical hardware cannot match the speed of actions required by the algorithm.
Multi-agent average consensus
Here, taking as reference our discussion above, we proceed to describe the multi-agent average consensus problem, identifying as we go the key elements (continuoustime controller and certificate) necessary to tackle the design of event-triggered coordination mechanisms. We start with a simple, yet illustrative, scenario to introduce the main ideas. Towards the end of the section, we discuss various directions along which the problem and its treatment gains in complexity and realism.
We let G comm denote the connected, undirected graph that describes the communication topology in a network of N agents. In other words, agent j can communicate with agent i if j is a neighbor of i in G comm . We denote by x i ∈ R the state of agent i ∈ {1, . . . , N } and consider single-integrator dynamicṡ
It is well-known that the distributed controller 
for all i ∈ {1, . . . , N }.
Implementing (11) in a digital setting is not possible since it requires all agents to have continuous access to the state of their neighbors and the control inputs u i (t) must also be updated continuously. This is especially troublesome in the context of wireless networked systems since this means agents must communicate with each other continuously as well. Instead, researchers have been interested in applying event-triggered strategies to relax these requirements.
Centralized event-triggered control
Consider the dynamics (10) and the ideal control law (11) .
T , the closed-loop dynamics of the ideal system is given bẏ
where L is the Laplacian of G comm . As stated before, implementing this requires all agents to continuously update their control signals which is not realistic for digital controllers. Instead, let us consider a digital implementation of this ideal controller
where the event times {t ℓ } ℓ∈Z ≥0 are to be determined such that the system still converges to the desired state. It is worth mentioning here that the control law (14) is chosen such that the average of all agent states is an invariant quantity regardless of how the event times {t ℓ } ℓ∈Z ≥0 are chosen, thus preserving the average of the initial conditions throughout the evolution of the system. More specifically, utilizing this controller,
where we have used the fact that L is symmetric and
Let e(t) = x(t ℓ ) − x(t) for t ∈ [t ℓ , t ℓ+1 ) be the state measurement error. For simplicity, we denote by x(t) = x(t ℓ ) for t ∈ [t ℓ , t ℓ+1 ) as the state that was used in the last update of the control signal. The closed-loop dynamics of the controller (14) is then given bẏ
We are then interested in designing a triggering condition of the form (8) 
Given the closed-loop dynamics (16), we havė
The main idea of (Lyapunov-based) event-triggered control is then to determine when the controller should be updated (i.e., when the error e should be reset to 0) by balancing the "good" term against the potentially "bad" term. More specifically, we are interested in finding conditions on the error e such thatV < 0 at all times. Using norms, we can bounḋ
Then, if we can somehow enforce the error e to satisfy e ≤ σ Lx L , with σ ∈ (0, 1) for all times, we havė
which is strictly negative for all Lx = 0. It is then easy to see that the following centralized event-trigger using
ensures this is satisfied at all times. Note that in this case we have a state-dependent threshold h(x), but other types of thresholds will be discussed later. 
then the system achieves multi-agent average consensus.
In other words, given a control update at time t ℓ , the next time t ℓ+1 the controller is updated is given by (9) , 
uniformly bounding the inter-event times, i.e.,
In fact, this guarantees that the design is implementable over physical platforms, along the lines we discussed in Section 2.1.1.
The centralized event-triggered controller (14) with triggering law (18) relaxes the requirement that agents need to continuously update their control signals; however, it still requires the controller to have perfect state information at all times to be able to evaluate the triggering condition f (·). Next, we provide a distributed solution instead of a centralized one.
Decentralized event-triggered control
In the previous section we presented a centralized eventtriggered control law to solve the multi-agent average consensus problem. Unfortunately, implementing this requires a centralized decision maker and requires all agents in the network to update their control signals simultaneously. Given the nature of and motivation behind consensus problems, this is the first requirement we want to get rid of. Here we present in detail the first real problem of interest concerning this article.
Following , consider a distributed digital implementation of the ideal controller (11) . In this case we assume each agent i has its own sequence of event times {t i ℓ } ℓ∈Z ≥0 . At any given time t, let
be the state of agent i at its last update time. The distributed event-triggered controller is then given by
It is important to note here that the latest updated state x j (t) of agent j ∈ N i appears in the control signal for agent i. This means that when an event is triggered by a neighboring agent j, agent i also updates its control signal accordingly. As in the centralized case, let e i (t) = x i (t i ℓ ) − x i (t) be the state measurement error for agent i. Then, letting x = ( x 1 , . . . , x N )
T and e = (e 1 , . . . , e N ) T , the closed-loop dynamics of the controller (21) is given bẏ
Parallel to the general case in (9) , an event-trigger f i (·) for agent i is a function that determines its sequence of event times {t
The problem we seek to solve can now be formalized as follows.
Problem 2.5 (Decentralized event-triggered consensus) Given a connected, undirected graph G comm and the closed-loop dynamics (22), find an event-trigger f i (·) for each agent i that is locally computable and such that the sequences of times {t
By locally computable function f i , we mean that its value only depends on variables that correspond to agent i and its neighbors. Formally, this means that one can write
where w i represents information that is locally available to agent i. Unlike in Problem 2.3, where we seek a single event-triggering function f (·) that depends on the global state x to determine a global schedule, here we are interested in having each agent i determine in a distributed way when its local error e i should be reset to 0.
Following , to solve this problem we again consider the Lyapunov function
Given the closed-loop dynamics (22), we havė
As before, we are interested in finding conditions on the error e such thatV < 0 at all times; however, we must now do this in a distributed way. For simplicity, let Lx z = (z 1 , . . . , z N ) T . Then, expanding outV yieldṡ
Using Young's inequality (1) and the fact that G comm is symmetric, we can bound this bẏ
for all a > 0. Letting a ∈ (0, 1/|N i |) for all i, if we can enforce the error of all agents to satisfy
with σ i ∈ (0, 1) for all times, we havė
which is strictly negative for all Lx = 0. In order to compute z i , agent i needs access to its own state and its neighbors states,
The following decentralized event-trigger then ensures thatV is strictly negative until consensus has been achieved.
Theorem 2.6 (Decentralized event-triggered control (Dimarogonas et al., 2012)) Given a connected, undirected graph G comm and the closed-loop dynamics (22), if the event times of each agent i are determined as the times when
with 0 < a < 1/|N i | for all i ∈ {1, . . . , N }, then all nonZeno trajectories of the system asymptotically achieve multi-agent average consensus.
Note that the trigger (27) can be evaluated by agent i using only information about its own and neighbors' states. However, it should also be noted that implementing this algorithm requires each agent i to have exact, continuous state information about its neighbors {x j (t)} j∈Ni .
We address this in Section 3.1 below.
The proof of convergence to the desired state then directly follows from the proof of Theorem 2.2 and the fact that the sum of all states is still an invariant quantity. However, it is important to note that this argument is only valid along non-Zeno trajectories, as discussed in Section 2.1.1. Recall that the result of Theorem 2.4 claimed all trajectories of the system achieves multi-agent average consensus, but this was only possible since it was already established in (19) that Zeno behavior is impossible using the trigger (18) proposed in Theorem 2.4.
Instead, in the derivation of the result of Theorem 2.6, Dimarogonas et al. (2012) only show that at all times there exists one agent i for which the interevent times are strictly positive. Unfortunately, this is not enough to rule out Zeno behavior, which is quite problematic, both from a pragmatic and theoretical viewpoint, as the trajectories of the system are no longer well-defined beyond the accumulation point in time. Consequently, the main convergence result can only be concluded for trajectories that do not exhibit Zeno behavior. Since Zeno behavior has in fact not yet been ruled out for all trajectories using the trigger (27) , the milder result of Theorem 2.6 is all one can state.
The intuitive reason for this is actually quite simple but it leads to troubling implications: The main idea behind event-triggered control is to only take certain actions when necessary. Since we are interested in decentralized control protocols to achieve consensus for a large system, it is easy to imagine some rare cases where some agent i * is already in agreement with its neighbors j ∈ N i * , but the rest of the system has not yet finished evolving. In this case, once agent i reaches local consensus with its neighbors, it wants to remain there. Unfortunately, this means that the instant any of its neighbors begins to change its state (because the rest of the network has not yet stabilized), the trigger prescribes that agent i * acts in response.
More specifically, looking at the trigger (27) reveals that when z i * = (Lx) i * = 0 for some agent i * , the algorithm presented in Theorem 2.6 is demanding that events be triggered continuously, i.e., that the control signal be updated continuously. This happens because the instance one of agent i * 's neighbors begins moving, agent i * should also be moving immediately, but the only way to ensure this is to update the control signal continuously. Since this is not physically possible, the result of Theorem 2.6 is incomplete until we can rule out the possibility of Zeno behavior.
Remark 2.7 (Zeno behavior and general networked systems) The issue pointed out above is not specific to consensus problems, and in fact is characteristic of distributed event-triggered algorithms operating on networks. More specifically, when a centralized controller is determining when events are triggered, this results in a single time schedule for which it must be guaranteed that an infinite number of events are not triggered in a finite time period. However, when developing a distributed event-triggered strategy, individual agents make independent decisions regarding when events occur based on partial information. This may not only result in many more triggers occurring than in the centralized case, but also considerably complicates obtaining guarantees about avoiding deadlocks in the network. Such analysis usually requires the characterization of additional properties of the original algorithm regarding robustness to error and the impact of the inter-agent interconnections on the evolution of their states.
•
Classification of Event-Triggered Consensus Algorithms
We have presented above in detail the distributed eventtriggered control problem (Problem 2.5) and solution (Theorem 2.6). Since the conception of this problem and solution, the literature has grown significantly both in numbers and complexity of the problems and solutions considered. To help navigate it, our goal here is to identify a number of categories to systematically classify different problem-solution pairs by their properties. For example, we define this particular problem-solution pair (Problem 2.5 and Theorem 2.6) to have single-integrator dynamics, an undirected interaction graph, events that trigger control updates, triggers that are evaluated continuously, and trigger thresholds that are state-dependent.
In particular, we focus on five main categories to help distinguish different problem instances and their solutions: Dynamics, Topology, Trigger Response, Event Detection, and Trigger Dependence. The first two categories are related to the physical problem setup, where Dynamics describes the specific type of agent dynamics and Topology captures the type of interactions across network agents. The last three categories are related to the capabilities and/or assumptions placed on the agents communication/computation abilities. Trigger Response refers to the actions taken by agents in response to an event being triggered, Event Detection refers to how events described by triggering functions are monitored, and finally, Trigger Dependence refers to the arguments and variables that triggering functions depend on. Table 1 summarizes the main distinctions which are covered in this section in further detail.
We begin by discussing the shortcomings of the problemsolution pair presented in Section 2.4, and how they can be addressed. The remainder of this article is then devoted to describing in detail exactly what the different categories of Table 1 mean, showing exactly how the different properties change the canonical problem-solution pair described in Section 2.4 (Problem 2.5 and Theorem 2.6), and surveying the vast field in terms of these newly proposed categories and properties.
Event-Triggered Consensus Algorithms
In this section we carefully discuss the different types of event-triggered consensus algorithms outlined in Section 2.5. We begin by exploring the different roles a triggering function has on the system. More specifically, we look at what types of actions agents take in response to a trigger, how often the triggering functions are evaluated, and what exactly the triggering functions depend on. We partition this discussion on triggers into three categories: Trigger Response, Event Detection, and Trigger Dependence.
Let us discuss what capabilities agents physically need to realize different solutions to Problem 2.5. We note that, barring the distributed computation aspect, the centralized event-triggered controller presented in Theorem 2.4 is a solution to Problem 2.5, where all agent triggers f i (·) are defined as in (18) . However, implementing this solution requires all agents to have exact global state information x at all times to properly monitor the function (18 
Trigger Response
We begin by discussing the different actions that agents might take in response to an event being triggered. In the previous section, we presented event-triggered control laws to determine when control signals should be updated; however, this relies on the continuous availability of some state information. In particular, each agent i requires exact state information about their neighbors j ∈ N i to evaluate the trigger (27) and determine when its control signal u i should be updated. Instead, here we are interested in applying the event-triggered paradignm to also drive when communication among agents should occur in addition to control updates. We refer to the combination of event-triggering for communication and control as 'event-triggered coordination.'
As in Section 2.4, we assume each agent i has its own sequence of event times {t i ℓ } ℓ∈Z ≥0 . However, these event times now correspond to when messages are broadcast by agent i; not just when control signals are updated. At any given time t, let
be the last broadcast state of agent i. Then, at any given time t, agent i only has access to the last broadcast state x j (t) of its neighbors j ∈ N i rather than exact states x j (t).
The distributed event-triggered controller is then still given by
It is important to note here that the latest broadcast state x j (t) of agent j ∈ N i appears in the control signal for agent i at any time t. This means that when an event is triggered by a neighboring agent j, agent i also updates its control signal accordingly. As before, let e i (t) = x i (t)− x i (t) be the state measurement error for agent i. Then, letting x = ( x 1 , . . . , x N ) T and e = (e 1 , . . . , e N ) T , the closed-loop dynamics of the controller (29) is again given byẋ
However, it should be noted that we are now looking for an event-trigger for each agent i that does not require exact information about its neighbors. More specifically, we recall the result of Theorem 2.6 and notice that the event-trigger for agent i depends on the exact state x j (t) of all its neighbors j ∈ N i . It was first identified by Kharisov et al. (2010) that this solution may not be practical in many cases, particularly in wireless network settings, as this means agents must be in constant communication with each other. Instead, we are interested in finding a solution that only depends on the last broadcast information x j (t).
Specifically, we are now looking for a triggering function f i that only depends on its own state x i and the last broadcast state of its neighbors { x j } j∈Ni , rather than their true states {x j } j∈Ni . Following (Nowzari and Cortés, 2014; Garcia et al., 2013) , to solve this problem we again consider the Lyapunov function
Given the closed-loop dynamics (30), we havė
just as we did in (17) and (24) . However, since we are interested in identifying conditions forV to be negative in terms of the most recently broadcast information x instead of actual state information, we can rewrite this using
Letting z = L x = ( z 1 , . . . , z N ), it is easy to see that we can boundV trigger evaluated periodically t ∈ {0, hi, 2hi, . . . } trigger evaluated aperiodically t ∈ {t0, t1, . . . Table 1 Description of the technical differences between different category classifications.
for all a > 0 following essentially the same steps to arrive at (25) . Letting a ∈ (0, 1/|N i |) for all i, if we can enforce the error of all agents to satisfy
which is strictly negative for all L x = 0. In order to compute z i , agent i only needs access to its own and neighbors' broadcast states rather than true states,
The following decentralized event-trigger then ensures thatV is strictly negative until consensus is achieved. 
It is important to note here that unlike the previous triggers (18) and (27) , agent i's event is triggered whenever the inequality (33) is satisfied rather than an equality. This is because unlike the previous two triggering functions, this one is discontinuous because it depends on the last broadcast state x rather than the exact state x, which can abruptly change anytime an agent triggers an event.
In any case, the point of the trigger is to ensure (32) is satisfied at all times, which this trigger does (because the instant it is violated for some agent i, agent i can immediately set e i = 0).
Note that Theorem 3.1) and Theorem 2.6 both solve the exact same problem: Problem 2.5; except we have now considered events that not only determine when control signals should be updated, but also when agents should broadcast information to their neighbors. In more general terms, we refer to this as a Trigger Response of control signal updates and information pushing. Information pushing, or broadcasting, refers to the action of an agent i pushing unsolicited information onto its neighbors j ∈ N i . Table 1 describes the different ways in which we classify both the problems and the solutions.
Following Table 1 , we can say this problem-solution pair has single-integrator dynamics, an undirected interaction graph, events that trigger broadcasts and control updates, triggers that are evaluated continuously, and trigger thresholds that are state-dependent. Note, however, that these properties alone are not enough to uniquely identify a solution to Problem 2.5. Next, we present an alternate solution to Problem 2.5 that is described by the exact same properties listed above.
Following , to solve this problem in a different way we consider a different Lyapunov function,
is the average of all initial conditions. Then, given the closed-loop dynamics (30), we haveV
where we have used the fact that the graph is symmetric in the last equality. As always, we are interested in finding conditions on the error e such thatV < 0 at all times; however, we must now do it without access to neighboring state information.
As in the previous solution methods, our first step is to upper-boundV to find conditions to ensure it is never positive. The following result from (Nowzari and Cortés, 2016) can then be used to find conditions that ensureV < 0 at all times.
Lemma 3.2 ((Nowzari and Cortés
) and the closed-loop dynamics (30) ,
Leveraging Lemma 3.2, it is easy to see that if we can enforce the error of all agents to satisfy
which is strictly negative for all L x = 0. For simplicity, we use the shorthand notation
in the definition of the following decentralized eventtrigger, which ensures that this is satisfied at all times. 
for all i ∈ {1, . . . , N }, then all non-Zeno trajectories of the system achieve multi-agent average consensus.
Note that both solutions presented in Theorem 3.1 and Theorem 3.3 are classified the same way according to the categories in Table 1 , because they can be implemented under the same assumptions on the agent capabilities. In this case agents need to be able to receive broadcasted information from their neighbors on some connected, undirected communication graph. Both these solutions are incomplete as they do not rule out completely the possibility of Zeno behavior.
We have now discussed two different actions an agent might take in response to an event being triggered: control updates and broadcasting a message. Instead, one could imagine other types of actions resulting from an event being triggered as well. In particular, in Table 1 we highlight the possibility of events triggering information pulls or exchanges, rather than broadcasts (or information pushes). More specifically, we refer to an information push by an agent as a broadcast message that can be received by all its neighbors. Instead, we can think of an information pull by an agent as a request for updated information to its neighbors. That is, when an event is triggered by an agent, rather than telling its neighbors its current state, it instead requests state information from its neighbors. This idea is related to self-triggered control design (Anta and Tabuada In addition to information pushes or pulls, one could also imagine scenarios in which an information exchange or swap may be more practical. . In this setting events are triggered along specific edges of a graph rather than its nodes. More specifically, rather than a single agent sending information to or requesting information from all its neighbors at once, events are instead triggered at the link level which drives a direct agent-to-agent information exchange.
Event Detection
Having discussed the different types of actions that an event can drive, until now we have assumed that the triggering functions can be monitored continuously. This is troublesome since this is technically not possible for cyber-physical systems. Unfortunately, even if continuous event detection were possible, most of the algorithms presented in the article thus far are not guaranteed to avoid Zeno behaviors making them risky to implement on real systems. In fact, as mentioned above, until Zeno behavior is guaranteed not to occur in the system, the convergence results of Theorems 2.6, 3.1, and 3.3 are not even valid.
Consequently, being able to properly rule out the existence of Zeno behavior in an event-triggered consensus problem is both subtle and critical for its correctness. Recalling Definition 2.1, Zeno behavior is defined as having an infinite number of events triggered in any finite time period. Unfortunately, it turns out that in all the algorithms presented so far, it is not guaranteed that Zeno behavior will not occur.
Note that in some cases the algorithms can be slightly modified to theoretically avoid Zeno behavior, but even in these cases it turns out that the time between two events generated by a single agent may be arbitrarily small, see e.g., . More specifically, even if it can be guaranteed that an infinite number of events are not triggered in any finite time period, the time between two events might not have a uniform lower bound. This means that even with a non-Zeno guarantee, this is still troublesome from an implementation viewpoint because an agent's hardware/software physically cannot keep up with how quickly events are being generated, cf. Section 2.1.1.
Motivated by this discussion, researchers have considered enforcing a minimum time between events as a more practical constraint for event-triggered solutions. Until now we have assumed that all event-triggers can be evaluated continuously. Or more specifically we say that the Event Detection occurs continuously. That is, the exact moment at which a triggering condition is met, an action (e.g., state broadcast and control signal update) is carried out. However, as mentioned above this may be an unrealistic assumption when considering actual digital implementations. More specifically, a real device cannot continuously evaluate whether a triggering condition has occurred or not.
This observation motivates the need for relaxing the continuous event detection requirement and instead determine a discrete set of times at which triggering functions should be evaluated. The most natural way to approach this is to study sampled-data (or periodically checked) event-triggered coordination strategies.
Specifically, given a sampling period h ∈ R >0 , we let {t ℓ ′ } ℓ ′ ∈Z ≥0 , where t ℓ ′ +1 = t ′ ℓ + h, denote the sequence of times at which agents evaluate decisions about whether to broadcast their state to their neighbors or not. This type of design is more in line with the constraints imposed by real-time implementations, where individual components work at some fixed frequency, rather than continuously. An inherent and convenient feature of this strategy is the automatic lack of Zeno behavior (since inter-event times are naturally lower bounded by h).
Under the new framework we still have familiar equations. In particular, the control law of each agent is still given by
which means we still have the same closed-loop dynamics,
The difference only shows up when considering when broadcasts occur. That is, we now have
just as we did in (28) when considering continuous event detection, except now the event times {t i ℓ } ⊂ {0, h, 2h, . . . } can only occur at discrete time-instances.
To again solve Problem 2.5 by now relaxing the continuous monitoring requirement, let us begin by revisiting the result of Theorem 3.3, where we used the Lyapunov function (34),
and Lemma 3.2 to find conditions on the error e i such thatV was always negative. Since the Lyapunov function here and closed-loop dynamics (39) has the exact same functional form as before, Lemma 3.2 still holds as well. That is, given the Lyapunov function (41) and closedloop dynamics (39), we have the upper-bounḋ
Then, just as before, we want to find conditions on e i such that this is always negative. However, the issue now is that we can only generate events at the discrete times {0, h, 2h, . . . }, meaning we can only reset the error e i (t) = 0 at these specific times rather than any time t ∈ R ≥0 . Thus, we must now find a triggering condition that is only evaluated at these sampling times, but still guarantees that the righthand side of (42) is negative for all t ∈ R ≥0 .
Intuitively, as long as the sampling period h is small enough, the closed-loop system with a periodically checked event-triggering condition will behave similarly to the system with triggers being evaluated continuously. 
and h ∈ R >0 and σ max satisfy
where σ max = max i∈{1,...,N } σ i , then the system achieves multi-agent average consensus. 
where |N max | = max i∈{1,...,N } |N i |, then the system achieves multi-agent average consensus.
Note that the results of Theorems 3.4 and 3.5 guarantee that all trajectories of the systems can achieve multiagent average consensus under their respective conditions since Zeno executions are trivially ruled out because agents can only trigger an event at most every h > 0 seconds. We also note here the small difference in the triggering functions and conditions on h and σ max for convergence of these results are a result of different ways of upper-boundingV and ultimately being able to guarantee thatV < 0 at all times. In particular, we note that the conditions for guaranteeing convergence in Theorem 3.4 are less conservative but requires the algebraic connectivity of the communication graph; whereas the conditions for guaranteeing convergence in Theorem 3.5 may be more strict but easier to compute by the agents themselves.
A drawback of these and similar solutions (Meng et More specifically, new algorithms may be required to consider the case of aperiodic sampled-data event detection, or even self-triggered event detection. In the former case agents would obtain samples at different instances of time, and then take appropriate actions in response. In the latter case, one could imagine a scenario where agents are not only responsible for determining when communication should occur, but also when local samples should be taken. In this case it may be useful to consider self-triggered sampling combined with eventtriggered communication and control. More specifically, the agents would determine by themselves when future samples should be taken, and then event-decisions should be made based on the taken samples.
Trigger Dependence
We have now discussed what agents should do in response to a trigger and how carefully these triggers need to be monitored. We are now interested in studying what these triggering functions should actually depend on and why. In particular, we have only considered triggering functions so far that depend on locally available information and no exogenous signals. In this section we present the difference between static and dynamic triggering functions. A static triggering function means that the trigger only depends on currently available information (i.e., memoryless), whereas a dynamic triggering function may depend on additional internal dynamic variables.
We begin with static time-dependent triggering functions, rather than the state-dependent ones we have used until now. Let us now revisit Problem 2.5 again, except this time we are interested in designing an eventtrigger threshold that is time-dependent rather than state-dependent. The time-dependent event-trigger to solve this problem was first developed by Seyboth et al. (2013) and is presented next. This solution uses a triggering function whose threshold depends on time rather than state. Thus, we can say this problem-solution pair has single-integrator dynamics, an undirected interaction graph, events that trigger broadcasts and control updates, triggers that are evaluated continuously, and trigger thresholds that are timedependent rather than state-dependent.
We point out here to the closely related notion of "event-triggered mechanism" (ETM), as presented in (Borgers and Heemels, 2014) , where three classes are presented: relative, absolute, and mixed. Here, we have proposed slightly more general classes of trigger dependencies such that the relative ETM is a special case of our state-dependent triggers. Similarly, the absolute ETM (or constant triggering threshold) is a special case of the time-dependent trigger of Theorem 3.6 with c 1 = 0, which were among the first types of event-trigger thresholds considered in network settings unrelated to consensus (Miskowicz, 2006; Zhong and Cassandras, 2010) . The mixed ETM is a combination of these two triggers, but we do not discuss the distinction in this article.
Constant thresholds (or absolute ETMs) give two main advantages. The first is their simplicity to implement, and the second is that it is generally easy to rule out the possibility of Zeno behavior for them. Since the threshold is a constant, it usually takes some nonzero minimum amount of time for the error to be able to reach this threshold from zero. Note that this is evident in the result of Theorem 3.6 which guarantees for c 0 > 0 that Zeno behaviors do not occur. The drawback is that the constant thresholds generally do not generate events at times that align well with the evolution of the task at hand, and hence, the price we pay is that one is not able to guarantee exact convergence all the way to the desired states. This is discussed in detail next as a particular case of the time-dependent algorithm presented above.
Both the advantages and disadvantages of the eventtriggered coordination law with the time-dependent triggers proposed in Theorem 3.6 come from the tunable design parameters c 0 , c 1 , and α, which play important roles in the performance of the algorithm (e.g., convergence speed and amount of events triggered). For example, setting c 1 small and α large increases the convergence rate at the cost of more events being triggered, whereas setting a large c 0 reduces the number of events being triggered at the cost of not being able to converge exactly to the initial average. These parameters can then be tuned to give a desired balance between performance and efficiency. Another advantage of the time-dependent triggers are their simplicity to design and implement.
Unfortunately, there are also some physical limits to how these parameters can be tuned to guarantee Zeno behaviors do not occur. For example, if α is set too high we may be asking the system to converge faster than is physically possible, leading to an infinite number of events being generated in a finite time. In particular we focus our discussion here on the parameters c 0 and α and their effects on convergence and possible Zeno behaviors. We begin with the more desirable c 0 = 0 case, as in this case the result of Theorem 3.6 states that the system will asymptotically achieve exact multi-agent average consensus as defined in (12) . However, in this case we require α < λ 2 (L) to guarantee Zeno behaviors can be avoided and, unfortunately, λ 2 (L) is a global quantity that requires knowledge about the entire communication topology to compute. There are indeed methods for estimating this quantity in a distributed way (see e.g., Aragues et al. (2012); Yang et al. (2010)) but we do not discuss this here. On the other hand, when c 0 > 0 we can guarantee that Zeno behaviors are avoided regardless of our choice of α; however, we lose the exact asymptotic convergence guarantee. Note that in the case of constant triggers, i.e., c 1 = 0, we must have c 0 > 0. That means in these cases we can only guarantee convergence to a neighborhood of the desired average consensus state rather than exact average consensus.
As a result of the above discussion, we see that it is difficult for the agents to choose the parameters c 0 , c 1 , and α without global knowledge to ensure asymptotic convergence to the average consensus state while also guaranteeing Zeno executions are avoided. On the other hand, using state-dependent triggers might be more risky to implement as it is generally harder to rule out the possibility of Zeno behaviors.
Referring back to 
, and σ i ∈ [0, 1) for all i ∈ {1, . . . , N }, then the system asymptotically achieve multi-agent average consensus.
Theorem 3.7 fully solves Problem 2.5 in a distributed way. Notably, this solution does not require agents to have any global information to implement the algorithm, and guarantees convergence to the desired consensus state by also guaranteeing Zeno behavior does not occur along any trajectory. However, it should be noted that while this solution theoretically solves Problem 2.5, it does not guarantee a minimum uniform inter-event time τ min , and this may still pose some practical problems for implementation as discussed in Section 2.1.1. Table 2 summarizes all proposed solutions to Problem 2.5 discussed up to this point in the article and Table 3 recalls the relevant terms.
Topology
We have focused all our solutions so far on solving the same Problem 2.5. Our discussion describes the different types of capabilities on the agents assumed by the different solutions along with their benefits and drawbacks. A commonality between all of them is the requirement of undirected communication topologies and singleintegrator dynamics. From here on, we discuss what happens in the case of more complicated topologies and dynamics.
Beyond the scenarios with undirected communication graphs considered so far, here we extend the ideas of the article to the case where communication topologies are directed. The earliest works we are aware of to address this problem are presented in ( Here we consider communication topologies that are described by weight-balanced directed graphs. More specifically, we say that agent i can only send messages to its in-neighbors j ∈ N in i and it can only receive messages from its out-neighbors j ∈ N out i , where the neighboring sets are not necessarily the same. Then, consider the same type of control law as before given in (21) and (29), except each agent can now only use information about their out-neighboring states,
Conveniently, the closed-loop system dynamics is still given by (30) where the only difference now is that the Laplacian L is no longer symmetric,
The problem can now be formalized as follows.
Problem 3.8 (Decentralized event-triggered coordination on directed graphs) Given a weightbalanced communication graph G comm and the closed-loop dynamics (49), find an event-trigger f i (·) for each agent i that is locally computable such that the sequences of times {t i ℓ } ℓ∈Z ≥0 ensures multi-agent average consensus (12) is achieved.
Note that Problem 3.8 is identical to Problem 2.5 except we now consider a directed (balanced) graph rather than an undirected one. Just as we did in solving Problems 2.3 and 2.5, let us again consider the Lyapunov function
Given the closed-loop dynamics (49), we havė
Unfortunately L no longer being symmetric causes a serious problem because we cannot expand out this equation in a way that does not include the in-neighbors of no guaranteed minimum uniform inter-event time Table 2 Summary of solutions to the decentralized event-triggered consensus problem, cf. Problem 2.5, discused in this article. Note that all these solutions assume that the communication Topology is undirected and connected and the Dynamics of each agent are single-integrators. Table 3 Taxonomy of terms related to Problem 2.5 and its solutions. a given agent i. As a result, using this Lyapunov function, we are not able to find a local triggering function f i for agent i that only depends on the information actually available to it (its own state and the last broadcast state of its out-neighbors.) Instead, let us consider the other Lyapunov function (34)
is the average of all initial conditions. Then, given the closed-loop dynamics (49), we haveV
where we have used the fact the graph is weight-balanced in the last equality.
Remarkably, a similar analysis to that used in the proof of Lemma 3.2 holds (after replacing N i with N out i and explicitly considering weights) to yield the following bound. T (x −x1) and the closed-loop dynamics (49) ,
Leveraging Lemma 3.9, it is easy to see that if we can enforce the error of all agents to satisfy
which is strictly negative for all L x = 0. Letting
, the following decentralized event-trigger ensures this is satisfied at all times.
Theorem 3.10 (Decentralized event-triggered coordination on directed graphs (Nowzari and Cortés, 2016)) Given a weight-balanced communication graph G comm and the closed-loop dynamics (49), if the event times of each agent i are determined as the times when
then all non-Zeno trajectories of the system achieve multiagent average consensus. 
Dynamics
So far, we have only considered the simple singleintegrator dynamics (10) . While these simple dynamics are certainly useful for virtual states (e.g., a temperature estimate) or in demonstrating the ideas of eventtriggered consensus in general, this might be too limited in cases where states correspond to physical quantities. In this section we begin by discussing double-integrator dynamics before moving onto general linear dynamics.
We note here that as we generalize the dynamics we also consider goals beyond average consensus. More specifically, depending on the dynamics, static average consensus may not be possible, in which case we will instead aim for synchronization.
Double-integrator systems
Let us consider the case where the state of agent i is denoted by
Then, it is known that the distributed controller
with γ > 0 drives the states of all agents to a consensus trajectory . Different from consensus with single-integrator dynamics, where the agents are to reach a steady state, the consensus problem of double-integrator systems is rather to synchronize the outputs. More specifically, we say that a system asymptotically achieves synchronization if
Note in particular that different from the definition of consensus we used for single-integrator dynamics (12), we only require x i (t) and x j (t) to tend together as time goes to infinity rather than both going to the same stationary point. This is formalized in Theorem 3.12.
Theorem 3.12 (Continuous controller (doubleintegrators) ) Given a connected, undirected graph G comm and the dynamics (54) , if all agents implement the control law (55) , then the system asymptotically achieves synchronization (56) .
Implementing (55) requires agents to have continuous information about one another. Thus, we are interested in an event-triggered implementation of the ideal control law (55) to relax this requirement. Letting {t i ℓ } ℓ∈Z ≥0 be the sequence of event-times for agent i, we let (57) be the last broadcast state of agent i. Then, at any given time t, agent i only has access to the last broadcast state x j (t) of its neighbors j ∈ N i rather than exact states x j (t).
The distributed event-triggered controller we consider is then given by
). It should be noted that this controller utilizes a first-order-hold (FOH) instead of a ZOH for the r j components of the state. We now define two different errors 
where
The problem can now be formalized as follows. Similar to the result of Theorem 3.6, this solution uses a triggering function whose threshold depends on time rather than state. However, here we have also considered the use of a first-order holder controller between events. More specifically, this problem-solution pair has doubleintegrator dynamics, an undirected interaction graph, events that trigger broadcasts and control updates, triggers that are evaluated continuously, and trigger thresholds that are time-dependent.
Also similar to the algorithm presented in Theorem 3.6, this solution has design parameters c 0 , c 1 , and α that can be tuned to balance performance and efficiency. However, there are also limits to how these parameters can be tuned. In particular, we recall that there are only two ways to guarantee Zeno behavior. The first is to set c 0 > 0, but this sacrifices being able to guarantee convergence all the way to the exact consensus state. The second is to set α < λ 3 (Γ), but this requires global knowledge of the entire network structure to be able to compute.
We have only considered undirected topologies here there are indeed works that have considered directed topologies as well. For directed topologies, even when the graph contains a spanning tree, the ideal controller (55) (with continuous communication and actuation) is only guaranteed to drive the system to a consensus state if γ is sufficiently large. We omit the details and instead refer the interested reader to (Seyboth et al., 2013 
Linear systems
The event-triggered approach has also been extended to consider more general dynamics than double-integrator models. Here we discuss in detail the synchronization problem for a homogeneous group of N agents or subsystems with linear dynamics.
Letting x i ∈ R n denote the state of agent i, we consider homogeneous linear dynamicṡ
where the pair (A, B) is controllable. The objective of the consensus or synchronization problem of (62) is to drive the state of each system x i to a common response or trajectory, that is, the corresponding elements of each agent's state need to converge to a single trajectory.
The synchronization of multi-agent systems with linear dynamics and assuming continuous communication has been extensively studied, e.g., Li et al. 
with c > 0 ensures that the system achieves synchronization under some suitable conditions on the matrix F . This is formalized next. Unfortunately, the condition of Lemma 3.15 requires checking several matrices that are functions of every nonzero eigenvalue of the Laplacian L of the communication graph. This is a difficult condition to check in general as it requires knowledge of all eigenvalues of L in order to compute the eigenvalues of the matrices (A + cλ j (L)BF ), for j = 2, 3, . . . , N . Less restrictive conditions involve the design of the consensus protocol parameter using only the smallest non-zero eigenvalue of the Laplacian matrix, λ 2 , or an estimate of such eigenvalue. The following result gives one way of designing the controller (63) to satisfy the conditions of Lemma 3.15. 
where P is the unique solution to
then the system ensures synchronization (56) is achieved.
Next, we turn our attention to seek event-triggered implementations of the ideal control law (63) . One of the earliest works to address this problem is (Zhu et al., 2014), which considers a digital implementation of the ideal controller (63)
denotes the state of agent i at its last event time. Zhu et al. (2014) then propose a simple constant threshold event-triggering algorithm where agent i broadcasts its state to its neighbors whenever its error e i (t) = x i (t) − x i (t) exceeds a fixed threshold.
Unfortunately, this algorithm faces some issues resulting from the fact that the closed-loop system may actually be unstable. More specifically, the algorithm proposed in (Zhu et al., 2014 ) generally provides poor performance in terms of reducing control updates and may lead to Zeno behavior when the agents have unstable dynamics, i.e., when one or more eigenvalues of the matrix A have positive real parts. Under this scenario the exponential divergence of the states of the agents causes the error e i to grow greater than the fixed threshold used in Zhu et al. (2014) faster and faster ultimately leading to the undesired Zeno behavior.
The event-triggered consensus of linear systems using ZOH implementations was also addressed in Guo et al. Recent contributions have relied on model-based or estimation approaches in order to address event-triggered coordination, and to improve the performance of the multi-agent coordination system in terms of asymptotic convergence and reduction of generated events. Some of these approaches rely on both, sensing the states of neighbors and transmitting the control inputs, while other approaches only assume broadcasting capabilities.
More specifically, we now make one big change to the definition of x i (t). Until now we have always treated x i (t) as a piece-wise constant value that only changed when agent i triggered an event. Instead, with a slight abuse of notation, we now consider it as a time-varying estimate of the state of agent i with dynamicṡ
is the control input used by agent i at its last event time. Then, when an event is triggered by agent i at time t i ℓ , it sends its control input u i (t Given these new model-predictive estimates, we redefine the control law in the same way as (67) but with x j (t) now given by (69) , rather than being piece-wise constant. The closed-loop system dynamics of (62) with these control inputs is then given bẏ
The problem can now be formalized as follows. Leveraging the result of Theorem 3.16, a state-dependent triggering rule to solve Problem 3.17 is proposed in (Garcia et al., 2014 ) based on the Lyapunov function V = x T Lx, where L = L ⊗ P and P is defined by (66) . This result is formalized next. 
for c 2 > c 1 , or b i > 0 otherwise, then all non-Zeno trajectories of the system asymptotically achieve synchronization.
Theorem 3.18 guarantees asymptotic synchronization of the agents with linear dynamics along all its non-Zeno trajectories. Unfortunately, this result does not guarantee the exclusion of Zeno behavior. Following our discussion in Section 2.1.1, there are now several methods that can be used to address this issue. For instance, in (Garcia et al., 2014) a small fixed parameter is included in the trigger function (72) to avoid Zeno behaviors. While the modified algorithm is able to ensure Zeno behavior do not occur, the price to pay is that it can no longer guarantee convergence exactly to a synchronized state, but rather to a neighborhood around it. We omit the details but refer the interested reader to (Garcia et al., 2014) .
For completeness, the next result from (Garcia et al., 2017) also solves Problem 3.17 using a time-dependent triggering function rather than a state-dependent one as in Theorem 3.18. 
Uncertainty
Throughout this article we have assumed there are no disturbances or uncertainties of any kind, which clearly idealizes many instances of the problems we are interested in. Consequently, it is clearly important to determine how robust the algorithms we have discussed so far are in the presence of different sources of uncertainty, and how the algorithms might need to be modified to accommodate them. While we do not go into the same level of detail for these algorithms as we have done in the rest of the article, we provide a brief discussion of the technical issues and challenges on this front, particularly regarding wireless communication.
Quantization
As a majority of this article assumes messages are shared wirelessly, quantization of transmitted information is a natural issue that must be addressed. This problem was first studied by Garcia et al. (2013) using uniform quantizers. In general, an algorithm which would guarantee asymptotic convergence to the global initial average when non-quantized information is transmitted by each agent, is instead only able to converge to a bounded region around the initial average in the case where uniform quantizers are implemented at each node. This type of result is also known as practical consensus. The states of the agents satisfy lim t→∞ ||x i (t) −x|| ≤ c, where c is a constant which depends on the size of the quantization step andx = 1 N N i=0 x i (0). The more recent work considers both uniform and logarithm quantizers. In the case of logarithmic quantizers, asymptotic convergence to the initial average is still not guaranteed in general. The difference between any two states is still bounded, but now this bound also depends on the value of the initial average. For instance, if the initial average happens to be equal to zero, then asymptotic convergence to the initial average is achieved. Compared to uniform quantizers, the use of logarithmic quantizers has been of significant advantage in stabilization problems since the quantization error diminishes as the signal to be quantized tends to zero. However, in consensus problems of single-integrator systems, the steady state value of the overall system is in general not equal to zero. Hence, it is expected that the results shown by Zhang et al. 
Communication delays and packet dropouts
In addition to quantization, specifically considering wirelessly networked systems introduces many new sources of uncertainty in the form of delays and packet drops. Consequently, some of these issues have already been studied when the algorithms were first developed. Early in the development of event-triggered consensus algorithms, (Seyboth et al., 2013) analyzes the presence of communication delays in the consensus of singleintegrator systems. It was shown in that reference that the closed-loop overall system using event-triggered controllers is Input-to-State Stable (ISS) with respect to the state errors introduced by the event-triggered controllers and practical consensus was demonstrated in the presence of delays bounded by a function of the largest eigenvalue of the graph Laplacian. Consensus of discrete-time single-integrator systems with communication delays was studied in (Li et al., 2014) . The work (Garcia et al., 2016) provides an approach for consensus of doubleintegrator systems using a time-dependent threshold for systems with non-consistent packet dropouts and delays. Non-consistent packet dropouts means that a packet of information broadcasted by a given agent i may be received by all, some, or none of the intended recipients j such that i ∈ N j . Similarly, the communication delay associated to a given broadcast message can be different in general to every receiving agent, given that the message is successfully received. This is studied in for general linear systems where a dynamic eventtriggered coordination strategy is developed that guarantees average consensus but requires global information to determine whether the system will converge or not.
Applications of Event-Triggered Consensus
Here we provide examples of both direct and indirect applications of the various algorithms discussed in the article. Our presentation is not meant to be exhaustive of every area, but rather serve as an initial point of reference for interested readers that seek to employ the results presented above. Our focus is not on multi-agent consensus per se, but in works that have addressed the need for event-triggered coordination in problems that involve consensus.
Formation control. The connections between consensus and some practical problems such as formation control of groups of vehicles have already been long established before event-triggered ideas became popular (Ren and Beard, 2008; . This problem is relatively straightforward in the centralized case where all agents know the desired shape and location of the final formation. However, in the decentralized version of the problem, each vehicle may know the desired formation shape but the location of the formation needs to be negotiated and agreed upon by the distributed agents .
Letting p i ∈ R n represent the position of agent i in some space, the goal is to drive all agents i ∈ {1, . . . , N } such that p i (t) →p + b i , wherep is the average position of all agents and b i represents the desired relative displacement of agent i defining its position in the formation with respect to the center. Since the vectors b i are constant, the agents then simply need to perform average consensus on the virtual state x i = p i − b i to agree upon the center of the formation. Early works generally assumed that agents have continuous, or at least periodic, access to information about their neighbors. Consequently, several groups of researchers have considered applying the event-triggered coordination ideas to consensus-based formation control algorithms to relax this requirement (Chu et Leader-tracking. Similar to formation control, another popular application is to actually try to directly control the entire group of agents using a small subset (or even just a singular) of agents to drive the rest of the group. In the leader-tracking (or leader-follower) problem there exists (at least) one particular agent, called the leader (or pinned agent), which acts independently from all other agents' states. The rest of the agents are referred to as the followers and they implement some form of consensus algorithm such that they essentially 'follow' the leader(s), perhaps while maintaining a specified formation.
For simplicity, consider a single leader with identity i = 0 which aims to lead a group of agents with identities i = {1, . . . , N }. The leader is free to move or be controlled by a user. Not all agents will have access to direct information about the leaders' motion, and hence they implement average consensus to propagate it throughout the network and be able to follow the leader. Depending on constraints such as the maximum speed or acceleration of the leader, various results can be established regarding the global behavior and performance of the system. Many groups of researchers have looked at applying event-triggered coordination to many different variations of this leader-tracking problem. Distributed estimation. A popular indirect application of consensus algorithms in general is distributed state estimation, see e.g. (Zou et al., 2017) . Consensus protocols can then be used to allow distributed agents to communicate and agree on a common state estimate; however, this generally assumes periodic communication among the agents. More specifically, distributed agents are sharing new samples with one another at all times to maintain both a good and consistent estimate of the quantity of interest. However, this can be wasteful in general, especially if new samples being shared are not providing much new information. Instead, applying eventtriggered coordination to these algorithms can help reduce the amount of communication required by a network to maintain a state estimate. In (Battistelli et al., 2016) , each node of the communication network implements a local Kalman filter and shares this information with neighbors to achieve consensus. The implementation of event-triggered communication strategies restricts inter-agent communication. In this case, it is necessary to evaluate the difference between probability density functions (PDF) at different time instants. This is achieved by applying the Kullback-Leibler divergence metric to the current local PDF and the last transmitted PDF. Clock synchronization. Clock synchronization is a particular problem of interest requiring agents in a network to synchronize their imperfect clocks via communication. This problem has been addressed in the past using consensus algorithms and assuming continuous or periodic communication such as in (Schenato and Fiorentin, 2011) and (Carli and Zampieri, 2014) . Specifically, letting t ∈ R ≥0 represent the true global time, we define the local clock time for a distributed agent i ∈ {1, . . . , N } as
where a i > 0 and b i ∈ R represent the unknown drift and bias of clock i, respectively. In order to synchronize the clocks with varying and unknown drifts and biases, we define a virtual clock
where α i and β i are the controlled drift and bias of node i, respectively, whose dynamics are to be designed. The goal is then to perform consensus on the virtual clock variables T i such that T i − T j → 0 for all pairs of agents by constantly sharing these values as they update their controlled drift and bias. Instead, recent works have studied applying event-triggered coordination to these problems to reduce the communication required by the agents to synchronize their clocks (Kadowaki and Ishii, 2015; .
Distributed optimization. In many applications, it is of interest to solve optimization problems with separable objective functions of the form
subject to various equality and/or inequality constraints, where x is some variable or state, y i is some data or measurement local to agent i, and f i is a function known to agent i, see (Wan and Lemmon, 2009; Nedić, 2015) . Regardless of the objective or constraints, a popular approach to solve this problem is by having agents constantly share information (either their local state x i or their about the global solution x) with their neighbors to cooperatively optimize the function while ensuring the global constraints are satisfied. Instead, several groups of researchers have studied the application of event-triggered coordination to these sorts of problems where the agents' decisions are coupled through the objective function, the constraints, or both. More specifically, agents employ event-triggered communication to trade computation for reduced overall information exchange in finding a solution of the optimization problem (Zhong and 
A Look Beyond
We have mainly focused on providing an introduction and survey of event-triggered coordination strategies applied specifically to the multi-agent consensus problem, but this article can also be viewed as a broader tutorial on how to apply event-triggered coordination to networked systems in general by thinking of the consensus problem as a specific case study. In fact, the work on eventtriggered coordination for multi-agent consensus and networked systems in general has evolved in parallel over the last decade. For a tutorial introduction on event-triggered control of single plant systems we refer to . Instead, we provide here a brief overview of distributed event-triggered control for networked systems in a more general context than just multi-agent consensus. Note that this is not meant to be a comprehensive survey of event-triggered coordination for networked systems in general but rather points to various other classes of networked problems that also benefit from ideas in eventtriggered control; for this we refer the interested reader to (Tolić and Hirche, 2017) . In this section, we provide a brief discussion on distributed event-triggered coordination of more general networked systems and finally take a look forward, identifying possible avenues for future research.
Distributed event-triggered control and stabilization
We consider here the distributed control and stabilization of interconnected systems. These interconnections not only capture the ability to share information, but also might represent inherent dynamic coupling between the subsystems. The overall objective is the stabilization of the overall system through coordinated communication and control. Initial work formally introducing and addressing this problem was presented in , where each subsystem's dynamics are described bẏ
for i = {1, . . . , N }, where x i ∈ R ni and u i ∈ R mi represent the state and the control input of subsystem i, respectively. The matrices
A ij ∈ R ni×nj , represent the state, input, and coupling matrices, respectively. The starting point is the availability of ideal controllers
where the decoupling gains L ij can be chosen such that B i L ij = −A ij and K i has been designed such x = 0 is asymptotically stable. However, since implementing this solution requires each subsystem to have continuous access to the state of neighboring subsystems, the goal now is to instead design a distributed event-triggered coordination strategy to solve the problem. Similar to our setup for consensus, each subsystem must now determine for itself when to broadcast its state to neighboring subsystems. Consequently, the actual control input of agent i is given by
) is the last broadcast state of subsystem i at any given time t ∈ R ≥0 . Just as in the consensus case, we define e i (t) = x i (t) − x i (t) as the error between the last broadcast state of subsystem i and its current state. Following our discussion in Section 2.1, we are interested in designing a distributed event-triggering condition f i (·) such that the closed-loop dynamics of (73) with control input (74) guarantees that the system still asymptotically converges.
To achieve this, under suitable conditions, propose the trigger
for some positive constants β i and α i . This work was extended in (Wang and Lemmon, 2011; to nonlinear systems of the forṁ
Later works (Guinaldo et al., 2012 (Guinaldo et al., , 2013 have further extended these results to consider robustness issues such as the presence of network delays and packet dropouts in the networked stabilization problem.
Decentralized event-triggered control over wireless sensor/actuator networks
A similar problem related to distributed event-triggered control was presented in (Mazo Jr. and Tabuada, 2011) and (Postoyan et al., 2011) , where the states of a nonlinear systemẋ
are measured by individual, decentralized sensors. More specifically, different components of the state of a single system is sampled by different sensors. As usual, the starting point here is the assumption that a stabilizing controller u(t) = K(x(t)) exists and is known. The actually used control input is then of the form u(t) = K( x(t)), where x(t) represents the most up-to-date information about the true state x(t). The goal is then for any given sensor to determine conditions for sharing its information based only on its local measurements in order to guarantee stabilization of the overall system. 
Distributed event-triggered control for output feedback systems
where each element of the output of the system is sampled by a different sensor. Depending on the specific application, the goals are similar to the problems we have already discussed; e.g., synchronizing the outputs (rather than the states) or guaranteeing asymptotic convergence using only an output feedback controller (rather than state feedback).
Similar to the technical issues we come across regarding Zeno executions for the multi-agent consensus problem, these types of problems exhibit the exact same types of concerns due to the distributed and partial information available to the sensors Donkers and Heemels (2012).
Future Outlook
This article has provided an introduction to the field of event-triggered consensus. As consensus problems are widespread in terms of networked systems, the exposition has brought up many of the challenges and tools that are not specific to this particular problem, but underlie network coordination tasks in general. In particular, we have highlighted the importance of designing distributed event-triggers that still guarantee global properties and the technical difficulties that come with ensuring stability of the resulting asynchronous executions. The focus on consensus has enabled us to illustrate the motivation, the design methods, and the technical challenges that arise in carrying this through. Here, we offer some thoughts on additional lines of research that we believe are worthy of further exploration in the future.
Stochastic event-triggers. Through this article we have focused only on deterministic triggering strategies that determine precise times at which events should be triggered. Alternatively, a number of works (Han et al., 2015; Brunner et al., 2018; Antunes, 2013) consider the design of events that are triggered stochastically. While this area is still in under development, there seem to be some benefits that may be applicable to both the multiagent consensus problem and networked systems more generally. For instance, (i) it may be easier to compare the performance of different algorithms against one another by considering average quantities or rates of transmissions rather than exact trajectories; (ii) they require less precise specifications, in that triggers can be more loosely defined since it is not critical that an event be triggered at an exact specified time; and (iii) it may be easier to ensure non-Zeno executions due
to the less precise scheduling constraints.
We are not yet aware of any works that study this for networked systems but believe this to be a worthwhile avenue for future exploration. It should be noted that we view this differently from stochastic eventtriggered control, in which the idea of event-triggered control updates is applied to stochastic optimal controllers ( Dynamic average consensus. Throughout the article we have generally assumed that the final convergence value of the entire network depends on some function of the initial states of all agents. However, we can also imagine extensions of these ideas to dynamic average consensus problems, in which the group of agents is expected to track some time-varying quantity about all the agents. For instance, the agents may be trying to agree on the average temperature in a room; but if the temperature in the room is changing, we need a dynamic consensus algorithm to track the average temperate of the room in real time. Of course of the temperature is changing too quickly, then we cannot expect accurate tracking of it in a distributed manner; however, depending on assumptions on how quickly the quantity of interest is changing, different bounds on the tracking error can be provided using dynamic consensus algorithms (Freeman et ). More specifically, we have thus far assumed that when an agent decides to send information to another, it is passively received by the receiving agent. It is possible that the packet can be dropped or delayed, but in either case the receiving agent does not have an active part in receiving the message. Instead, using a cloud-based communication model, an agent i can only publish things intended for other agents to a cloud repository, rather than sending it directly to them. In this case, until a receiving agent j actively decides to connect to the cloud and download the information that is available, it will not even be aware of a pending message from the transmitting agent i. And in turn, when the message is received, it reveals information about the past state and plans of agent i, and likely only partial information about the present ones. This raises a plethora of interesting opportunities for the design of promises among agents, and the technical analysis of the resulting coordination algorithms, see also . The use of the cloud also opens the possibility of network agents with limited capabilities taking advantage of high-performance computation capabilities to deal with complex dynamical processes.
Performance guarantees. Something conspicuously missing from the event-triggered consensus literature in particular and the event-triggered control literature in general are performance guarantees that quantify the benefit of this approach over time-triggered or periodic implementations. The self-tuning nature of eventtriggered control, where events are tuned to the execution of the task at hand, makes it appealing at a conceptual and design level. Periodic control, by contrast, requires the a priori selection of stepsizes and the consideration of worst cases in doing so. Related to this is the need to have ways of comparing different event-triggered algorithms that successfully achieve the same task in order to understand which one is better and under what conditions. Even in this article we have presented several algorithms that solve the same problem, and even assume the same capabilities of the agents. For example, Theorems 3.4 and 3.5 both solve Problem 2.5 under the same assumptions of the agents' abilities and are able to provide the same guarantee: asymptotic convergence (including non-Zeno guarantees). However, this gives us no insight into the transient performance of these algorithms. Consequently, it is unclear which algorithm would be better to implement to solve a given problem. Ultimately, the type of algorithm we want to design and implement should be optimized for a certain task. For instance, in some cases it may be desirable to reduce the communication burden of the network as much as possible, but in other scenarios it may make more sense to use frequent communication to yield faster convergence. In any case, we are still in the need as a community for established metrics and methods for comparing different algorithms against one another to be able to optimize them to meet varying performance needs.
Conclusions
The application of event-triggered coordination to largescale networks is currently surging in interest due to the rising ubiquity of interconnected cyber-physical systems. As the number of devices connected to a shared network grows larger than previously dealt with in the past, distributed time-triggered coordination strategies do not scale well. Such limitations require a rethinking of the periodic control paradigm towards opportunistic schemes, as the ones discussed in this article, that take full advantage of the knowledge of the agents, the environment, and the task to efficiently manage the available resources.
The workÅström and Bernhardsson (2002) concluded that "There are an increasing number of applications where the assumption of constant sampling rate is no longer valid, typical examples are multi-rate sampling and networked systems. Lebesgue sampling (or eventtriggered sampling) may be a useful alternative... ...It would be very attractive to have a system theory similar to the one for periodic sampling."
We believe the field of event-triggered coordination is shaping up to be precisely the type of theory needed in addressing the various network problems that exist today, where aperiodic sampling, communication, and control should be viewed as an opportunity rather than a disturbance. We hope that researchers find this article useful in developing a better understanding of event-triggered coordination and designing other general networks that operate in an efficient and adaptive fashion.
haveV (x) < 0 for all Lx = 0. Using LaSalle's Invariance Principle [81] , it can then be shown that x(t) → {Lx = 0} = {x i = x j ∀i, j ∈ {1, . . . , N }} as t → ∞. Combining this with the fact that the sum of all states is an invariant quantity concludes the proof, Then, we see that the trigger (33) guarantees that (32) is satisfied at all times. Combined with the closed-loop dynamics (30), we havė
which is strictly negative for all L x = 0. Similar to the conclusion in the proof of Theorem 2.2, we can similarly show that x → {L x = 0}. By noticing that x i is simply a sampled subset of the trajectory of x i , we have that x → {Lx = 0}. Finally, combining this again with the fact that the sum of all states is an invariant quantity concludes the proof.
Proof of Lemma 3.2 Given the Lyapunov function
and the closed-loop dynamics (30), we havė
Recalling e i (t) = x i (t) − x i (t), we can expand this out tȯ
Using Young's inequality for each product we can bound (see [126] for why this choice)
Proof of Theorem 3.6 Let δ(t) = x(t) −x1, wherē 
The convergence result then follows by taking t → ∞.
Proof of Theorem 3.5 Consider the Lyapunov function
Following the discussing after Lemma 3.2, we know that when (35) is satisfied, we haveV is strictly negative for all L x = 0. However, since the agents can now only evaluate the trigger (53) at the sampling times under the periodic event-triggered coordination algorithm presented in Theorem 3.5, we lose the guarantee thatV ≤ 0 at all times. Thus, we must now analyze what happens to the Lyapunov function V in between these sampling times. Explicitly considering t ∈ [t ℓ ′ , t ℓ ′ +1 ), note that e(t) = e(t ℓ ′ ) + (t − t ℓ ′ )L x(t ℓ ′ ).
Substituting this expression intoV (t) = − x T (t)L x(t) + e T (t)L x(t), we obtaiṅ
for all t ∈ [t ℓ ′ , t ℓ ′ +1 ). For a simpler exposition, we drop all arguments referring to time t ℓ ′ in the sequel. Then, using (35) to bound e(t ′ ℓ ), we can shoẇ
Note that the first term is exactly what we have when we are able to monitor the trigger continuously (36) .
Using the fact that (
k (which follows directly from the Cauchy-Schwarz inequality), we bound
Hence, for t ∈ [t ℓ ′ , t ℓ ′ +1 ),
Then, by using (45) , it can be shown that there exists B > 0 such thaṫ
which implies the result. See [126] for more details.
Proof of Theorem 3.10 Consider the Lyapunov function
Then, we see that the trigger (53) ensures that (51) is satisfied at all times. Then, leveraging Lemma 3.9, we haveV
which is strictly negative for all L x = 0. Following the discussion in the proof of Theorem 3.1, we have that x → {Lx = 0}. Finally, because the graph is weight-balanced the sum of all states is an invariant quantity, The convergence result then follows by taking t → ∞. See [153] for details on excluding Zeno behavior.
Proof of Lemma 3.15 Define x = [x 1 , ..., x N ] T . Then, using the Kronecker product, the dynamics of the overall system can be expressed as followṡ x = (Ā +B)x whereĀ = I N ⊗ A andB = cL ⊗ BF . There exists a similarity transformation S such that L J = S −1 LS is in Jordan canonical form. DefineS = S ⊗ I n and calculate the following:
By applying the similarity transformation we obtain that the eigenvalues ofĀ +B are given by the eigenvalues of A + cλ j BF , where λ j = λ j (L).
