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With quantum computing technologies nearing the era of commercialization and quantum
supremacy, machine learning (ML) appears as one of the promising “killer” applications. Despite
significant effort, there has been a disconnect between most quantum ML proposals, the needs of
ML practitioners, and the capabilities of near-term quantum devices to demonstrate quantum en-
hancement in the near future. In this contribution to the focus collection on “What would you do
with 1000 qubits?”, we provide concrete examples of intractable ML tasks that could be enhanced
with near-term devices. We argue that to reach this target, the focus should be on areas where ML
researchers are struggling, such as generative models in unsupervised and semi-supervised learn-
ing, instead of the popular and more tractable supervised learning techniques. We also highlight
the case of classical datasets with potential quantum-like statistical correlations where quantum
models could be more suitable. We focus on hybrid quantum-classical approaches and illustrate
some of the key challenges we foresee for near-term implementations. Finally, we introduce the
quantum-assisted Helmholtz machine (QAHM), an attempt to use near-term quantum devices to
tackle high-dimensional datasets of continuous variables. Instead of using quantum computers to
assist deep learning, as previous approaches do, the QAHM uses deep learning to extract a low-
dimensional binary representation of data, suitable for relatively small quantum processors which
can assist the training of an unsupervised generative model. Although we illustrate this concept on a
quantum annealer, other quantum platforms could benefit as well from this hybrid quantum-classical
framework.
I. INTRODUCTION
With quantum computing technologies nearing the
era of commercialization and of quantum supremacy [1],
it is important to think of potential applications that
might benefit from these devices. Machine learning (ML)
stands out as a powerful statistical framework to attack
problems where exact algorithms are hard to develop.
Examples of such problems include image and speech
recognition [2, 3], autonomous systems [4], medical ap-
plications [5], biology [6], artificial intelligence [7], and
many others. The development of quantum algorithms
that can assist or entirely replace the classical ML routine
is an ongoing effort that has attracted a lot of interest
in the scientific quantum information community [8–40].
We restrict the scope of our perspective to this specific
angle and refer to it hereafter as quantum-assisted ma-
chine learning (QAML).
Research in this field has been focusing on tasks such
as classification [14], regression [11, 15, 18], Gaussian
models [16], vector quantization [13], principal compo-
nent analysis [17] and other strategies that are routinely
∗ Correspondence: alejandro.perdomoortiz@nasa.gov
used by ML practitioners nowadays. We do not think
these approaches would be of practical use in near-term
quantum computers. The same reasons that make these
techniques so popular, e.g., their scalability and algorith-
mic efficiency in tackling huge datasets, make them less
appealing to become top candidates as killer applications
in QAML with devices in the range of 100-1000 qubits.
In other words, regardless of the claims about polynomial
and even exponential algorithmic speedup, reaching in-
teresting industrial scale applications would require mil-
lions or even billions of qubits. Such an advantage is then
moot when dealing with real-world datasets and with the
quantum devices to become available in the next years in
the few thousands-of-qubits regime. As we elaborate in
this paper, only a game changer such as the new develop-
ments in hybrid classical-quantum algorithms might be
able to make a dent in speeding up ML tasks.
In our perspective here, we propose and emphasize
three approaches to maximize the possibility of finding
killer applications on near-term quantum computers:
(i) Focus on problems that are currently hard and in-
tractable for the ML community, for example, gen-
erative models in unsupervised and semi-supervised
learning as described in Sec. II.
(ii) Focus on datasets with potentially intrinsic
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2quantum-like correlations, making quantum com-
puters indispensable; these will provide the most
compact and efficient model representation, with
the potential of a significant quantum advantage
even at the level of 50-100 qubit devices. In
Sec. II B we suggest the case of the cognitive sci-
ences, as a research domain potentially yielding
such datasets.
(iii) Focus on hybrid algorithms where a quantum rou-
tine is executed in the intractable step of the classi-
cal ML algorithmic pipeline, as described in Sec. III
and Sec. IV.
Each one of these tasks has its own challenges and
significant work needs to be done towards having experi-
mental implementations on available quantum hardware
(see for example Refs. [20, 21]). Based on our past ex-
perience in implementing QAML algorithms on existing
quantum hardware, we provide here some insights into
the main challenges and opportunities in this steadily
growing research field. Along with illustrations from our
earlier work and demonstration on quantum annealers,
we attempt to provide general insights and challenges
applicable to other quantum computational paradigms
such as the gate model.
In Sec. II we present examples of domains in ML we
believe offer viable opportunities for near-term quantum
computers. In Sec. III we present and illustrate the chal-
lenges ahead of such implementations and, whenever pos-
sible, with demonstrations in real hardware. In Sec. IV
we introduce a new and flexible approach, the quantum-
assisted Helmholtz machine (QAHM) [38], which has the
potential to solve many of the challenges towards a near-
term implementation of QAML for real-world industrial
scale datasets. In Sec. V we summarize our work.
II. OPPORTUNITIES IN QAML
A. Quantum devices for sampling applications
The majority of data being collected daily is unla-
beled. Examples of unlabeled data are photos and videos
uploaded to the Internet, medical imaging, tweets, au-
dio recordings, financial time series, and sensor data in
general. Labeling is the process of data augmentation
with task-specific informative tags. But this task is of-
ten expensive as it requires humans experts. It is there-
fore important to design models and algorithms capa-
ble of extracting information and structures from unla-
beled data; this is the focus of unsupervised ML. But
why is this important at all? The discovery of patterns
is one of the central aspects of science; scientists do not
always know a priori which patterns they should look
for and they need unsupervised tools to extract salient
spatio-temporal features from unlabeled data. In general,
unsupervised techniques can learn useful representations
of high-dimensional data, that have desirable properties
such as simplicity and sparsity [41]. When used in con-
junction with supervised techniques such as regressors
and classifiers, unsupervised tools can substantially re-
duce the amount of labeled data required to achieve a
desired generalization performance [42]. Connections to
reinforcement learning and more specific applications are
pointed out in Ref. [43] and references therein.
An unsupervised approach that learns the joint prob-
ability of all the variables involved in a problem is often
called a generative model. The name comes from the
possibility of inferring any marginal and conditional dis-
tribution, which in turns provide a way to generate new
data resembling the training set. By following the tax-
onomy introduced in Ref. [43], we distinguish generative
models as either explicit or implicit density estimators.
Explicit density estimators are a large family of models
which include Boltzmann machines, belief networks, and
autoencoders. Depending on the characteristics of the
model, they can be learned by variational approxima-
tions [44–48], Monte Carlo sampling [49–52], or a combi-
nation of both [53]. Implicit density estimators achieve
the generative task indirectly, for example, by casting the
problem into a classification task [54] or finding the Nash
equilibrium of a game [55].
Interestingly, generative models with many layers of
unobserved stochastic variables (also called hidden vari-
ables) have the ability to learn multi-modal distribu-
tions over high-dimensional data [56]. Each additional
layer provides an increasingly abstract representation of
the data and improves the generalization capability of
the model [50]. These models are usually represented
as graphs of stochastic nodes where edges may be di-
rected, undirected, or both. Unfortunately, exact infer-
ence is intractable in all but the most trivial topolo-
gies [57]. In practice, learning the parameters of the
model is even more demanding as it requires to carry
out the intractable inference step for each observed data
point and for each learning iteration. The computational
bottleneck comes from computing expectation values of
several quantities under the complex distribution imple-
mented by the model. Classically, this is approached
by Markov chain Monte Carlo (MCMC) techniques that,
unfortunately, are known to suffer from the slow-mixing
problem [58]. It is indeed difficult for the Markov chain
to jump from one mode of the distribution to another
when these are separated by low-density regions of rele-
vant size.
The capability of quantum computers to efficiently pre-
pare and sample certain probability distributions has at-
tracted the interest of the ML community [10, 59]. In this
work, we focus on the use of quantum devices to sample
classical [60] or quantum [19, 61] Gibbs distributions as
an alternative to MCMC methods. This approach to
sampling holds promise for more efficient inference and
training in classical and quantum generative models, e.g.,
classical and quantum Boltzmann machines [25]. Once
again though, the small number of qubits and the lim-
itations of currently available hardware may impair the
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FIG. 1. Sampling applications in ML as an opportunity for
quantum computers: Quantum devices have the potential
to sample efficiently from complex probability distributions.
This task is a computationally intractable step in many ML
frameworks, and could have a significant impact on science
and engineering.
sampling process making it useless for real ML applica-
tions. In this perspective, we argue that even noisy distri-
butions could be used for generative modeling of real-life
datasets. This requires to work in settings where the
operations implemented in hardware are only partially
known. We call this scenario a gray-box. We also argue
that hybrid classical-quantum architectures are suitable
for near-term applications where the classical part is used
to bypass some of the limitations of the quantum hard-
ware. We call this approach quantum-assisted.
As highlighted by ML experts [62], it is expected that
unsupervised learning will become far more important
than purely supervised learning in the longer term. More
specifically, most earlier work in generative models in
deep learning relied on the computationally costly step
of MCMC, making it hard to scale to large datasets.
We believe this represents an opportunity for quantum
computers, and has been the motivation of our previous
work [20, 21] and of the new developments presented in
Sec. IV.
We discussed how inference and learning in graphical
models can benefit by more efficient sampling techniques.
As illustrated in Figure 1, sampling is at the core of other
leading-edge domains as well, such as probabilistic pro-
gramming (see Ref. [63] for an example of application).
If quantum computers can be shown to significantly out-
perform classical sampling techniques, we expect to see
a strong impact across science and engineering.
B. Datasets with native quantum-like correlations
Recently, Google demonstrated that quantum com-
puters with as few as 50 qubits can attain quantum
supremacy, although in a task with no obvious applica-
tions [64]. A highly relevant question then is: Which
type of real-life applications could benefit from quan-
tum supremacy with near-term small devices? One of
the main motivations underlying the research efforts de-
scribed here is that quantum computers could speed up
ML algorithms. However, they could improve other as-
pects of ML and artificial intelligence (AI) as well. Re-
cent work shows that quantum mechanics can provide
more parsimonious models of stochastic processes than
classical models [65–67], as quantified by an entropic
measure of complexity. This suggests that quantum mod-
els hold the potential to substantially reduce the amount
of other type of computational resources, e.g. mem-
ory [66, 67], required to model a given dataset.
This invites us to pose the following challenge: Identify
real-life datasets, unrelated to quantum physics, where
quantum models are substantially simpler than classi-
cal models, as quantified by standard model comparison
techniques such as the Akaike information criterion [68].
In a sense, this is a form of quantum supremacy. While
datasets generated in experiments with quantum systems
would be an obvious fit, the challenge is to find such data
sets elsewhere. Cognitive sciences may offer some poten-
tial candidates, as we will describe below.
To avoid potential misunderstandings, let us consider
first the example of statistical mechanics, which was de-
veloped in the 19th century to describe physical systems
with many particles. Although statistical mechanics was
long thought to be specific to physics only, we know to-
day that certain aspects of it can be derived from very
general information-theoretical principles. For instance,
the structure of the Boltzmann distribution can be de-
rived from the maximum entropy principle of informa-
tion theory [69]. The tools of statistical mechanics have
become valuable to study phenomena as complex as hu-
man behavior [70, 71], develop record-performance algo-
rithms [72, 73], among many other interdisciplinary ap-
plications. Indeed, statistical mechanics has played, and
continue to play, a relevant role in the development of
ML, the Boltzmann machine being an important exam-
ple.
In a similar vein, decades of research in quantum foun-
dations and quantum information have allowed the iden-
tification of certain features, like interference, entangle-
ment, contextuality, among others, that are encoded nat-
urally by quantum systems [74, 75]. Moreover, there
is increasing evidence suggesting that quantum models
could be a valuable mathematical tool to study certain
puzzling phenomena in the cognitive sciences (e.g., see
Refs. [76–78] and references therein).
Consider, for instance, the following experiment [79]:
A participant is asked to play a game where she can ei-
ther win $200 or lose $100 with equal probability, and
afterwards she is given the choice of whether or not to
play the same gamble again. The experimentalist de-
cides whether or not to tell the participant the result of
the first gamble, i.e., whether she won or lost. Results
showed that although participants typically preferred to
play the second gamble when they knew the outcome
of the first gamble, regardless of whether they won or
4lost, they typically preferred not to play if they did not
have such information. More specifically, the participants
choose to play the second gamble (G) with probabilities
P (G|W ) = 0.69 or P (G|L) = 0.59, respectively, if they
knew that they won (W) or lost (L) the first gamble, and
with probability P (G) = 0.39 if they did not have such in-
formation. These results violate the law of total probabil-
ity P (G) = P (G|W )P (W ) + P (G|L)P (L), regardless of
the values of the marginal probabilities P (W ) and P (L).
By interpreting this as an interference phenomenon, the
authors have managed to fit the experimental results us-
ing a quantum model substantially more parsimonious
than alternative classical models, as quantified by stan-
dard Bayesian model comparison techniques.
Another general and unexpected prediction is con-
cerned with the effects of the order of questions [80].
Asking a yes-no question to a human subject can cre-
ate a context that affects the answer to a second yes-no
question. So the probability of, say, answering yes to
both questions depends on which order the questions are
asked. For instance, in a 1997 poll in USA, 501 respon-
dents were first asked the question: ‘Do you generally
think Bill Clinton is honest and trustworthy?’ After-
wards, they were asked the same question about Al Gore.
Other 501 respondents were asked the same two ques-
tions, but in reverse order. The number of respondents
answering ‘yes’ to both questions significantly increased
when Al Gore was judged first. A quantum model for
this phenomenon is based on the assumption that the
respondent’s initial belief regarding the idea of ‘honest
and trustworthy’ can be encoded using a quantum state
ρ. The two possible answers, yes (Y) or no (N), to the
question about Clinton or Gore are represented by basis
{|Y 〉C , |N〉C} or {|Y 〉G, |N〉G}, respectively, with respect
to which measurements are performed. If the projec-
tors associated to Clinton and Gore do not commute, we
have order effects. A general parameter-free equality can
be derived from these quantum models for which exper-
imental support has been found in about 70 surveys of
about 1000 people each, and two experiments with 100
people [80]. Quantum computers may allow for a comple-
mentary experimental exploration of these ideas at larger
scales, now that experiments with hundreds of people are
becoming more common [80–82].
A report [83] from the White House in 2016 reads “it
is unlikely that machines will exhibit broadly-applicable
intelligence comparable to or exceeding that of humans
in the next 20 years”. Some of the most relevant reasons
are technical. Recent work [75] suggests why quantum
models may be useful in the cognitive sciences and, if so,
it may offer new approaches to tackle some of the techni-
cal hurdles in AI. The 20-year span predicted above may
be in sync with the advent of more powerful and more
portable quantum computing technologies. The poten-
tial returns may be high.
Although we emphasized the case of cognitive sciences,
it would be interesting to explore what other relevant and
commercial datasets exhibit quantum-like correlations,
and where quantum computers can have an advantage
even at the level of 50-100 qubits. In general, the iden-
tification of characteristics that are intrinsically quan-
tum, and therefore hard to simulate classically, could be
a game changer in the landscape of applications for near-
term quantum technologies. Rather than trying to catch
up with mature classical technologies in a competition for
supremacy, this may offer the opportunity for quantum
technologies to create their own unique niche of commer-
cial applications, thereby becoming indispensable.
III. CHALLENGES IN QAML
Near-term implementation of QAML algorithms that
can compete with state-of-the-art classical ML algo-
rithms most likely will not come from the quantum ver-
sion of popular ML algorithms (see e.g., [11, 13–18]). As
mentioned in Ref. [22], it would be difficult for these algo-
rithms to preserve the speedup claimed since they inherit
the limitations of the Harrow-Hassidim-Lloyd (HHL) al-
gorithm [84]. Here, we raise the bar even higher as our
attention goes to the implementation of algorithms with
potential quantum advantage in near-term quantum de-
vices.
As pointed out in Sec. II, problem selection is key. For
example, consider the recent work in quantum recom-
mendation systems [27]. The authors developed a custom
data structure along with a quantum algorithm for ma-
trix sampling that has polylogarithmic complexity in the
matrix dimensions. The result is a quantum recommen-
dation system, and a proposal to circumvents most of the
relevant limitations in the HHL algorithm. Because the
input size is extremely large (e.g., number of users times
number of products), the algorithm promises to signifi-
cantly speedup the task compared to currently employed
ML approaches that require polynomial time. For the
very same reasons, however, millions of qubits would be
needed to handle datasets where state-of-the-art classical
ML starts to struggle. We do not expect such devices to
appear in the next decade. Instead, our attention goes to
hybrid quantum-classical algorithms where conventional
computers are used in the tractable subroutines of the
algorithms and quantum computers assist only in the
intractable steps. Fig. 2 illustrates an example of this
concept for the case of ML tasks.
There are several challenges which will generally im-
pact any QAML algorithm, such as the limited qubit
connectivity, the finite dynamic range of the parameters
dictated by the intrinsic energy scale of the interactions
in the device, and intrinsic noise in the device leading
to decoherence in the qubits and uncertainty in the pro-
grammable parameters. We now emphasize some of these
practical challenges, with particular attention to execu-
tion and implementation of hybrid QAML algorithms in
near-term devices.
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Stochastic gradient descent
Θt+1 = Θt + G [ P(s|Θt) ]
PREDICTIONS
F [ P(s|Θt) ]
HARD TO COMPUTE
Estimation assisted by sampling 
from quantum computer
DATA
s = {s1,…, sD}
FIG. 2. General scheme for hybrid quantum-classical algo-
rithms as one of the most promising research directions to
demonstrate quantum enhancement in ML tasks. A data set
drives the fine tuning of model’s parameters. In the case of
generative models one can use stochastic gradient descent to
update the parameters Θ from time t to t + 1. The updates
often require estimation of an intractable function G which
could be approximated by samples from a probability distri-
bution P (s|Θt). This computationally hard sampling step
could be assisted by a quantum computer. In some cases,
making predictions out of the trained model is also an in-
tractable task. The predictions F could be approximated by
samples with the assistance of a quantum computer as well.
Examples of such hybrid approaches are illustrated further in
Figs. 3 and 4.
A. Issue of classical and quantum model
compatibility
Essential to a hybrid approach is the need to have
a flow of information between the classical preprocess-
ing and the quantum experiments. The possibility of
sharing information back and forth between the differ-
ent architectures might pose a significant challenge, aris-
ing from the need to match samples from the classical
and the quantum model. That is the case, for exam-
ple, when assisting the training of restricted Boltzmann
machines (RBMs) or deep belief networks (DBNs) with
quantum devices [20, 23]. There, updates of the param-
eters are performed by a stochastic gradient descent al-
gorithm that requires two key components. Due to the
bipartite structure of RBMs, the first component, also
known as the “positive phase”, can be estimated very ef-
ficiently with conventional sampling techniques, while the
second component, also known as the “negative phase”,
is in general intractable and can be assisted with quan-
tum sampling. Since the two terms are subtracted in
the same equation and originate from the same model,
it is important to have control and to match all the pa-
rameters defining both classical and quantum probability
distributions.
A challenge here is related to the temperature of the
Gibbs distribution of the model we are sampling from.
For simulations in conventional computers, it is irrele-
vant to explicitly specify the temperature. Since it is
a multiplicative factor, we could set it to 1 and ignore
it altogether. In the case of an experimental physical
device, such as a quantum annealer, we cannot neglect
the temperature because (i) it is not under our control;
and (ii) it is determined by many factors. These include
not only the operational temperature of the device, but
also the details of the quantum dynamics. The lack of
knowledge of this parameter implies that the communi-
cation between classical and quantum components of our
hybrid algorithm is broken. In previous work [20], we
showed the significant difference in performance that can
arise from tackling this challenge. As shown in Fig. 3(a),
a proper estimation of the temperature also allows us to
use restart techniques. For instance, the learning pro-
cess can initially be carried out on a classical computer
because the model parameters may be below the noise
level and precision of the quantum device. Then, when
desired, the quantum computer can be called to continue
the process.
The challenge can also be addressed at hardware level
by designing devices that can prepare a class of quantum
Gibbs states at will. However, this strategy might open
up other difficulties; some of these are detailed below.
B. Robustness to noise in programmable
parameters of the quantum device
Preparing quantum Gibbs states with a quantum an-
nealer or with a universal gate model quantum computer
is not a straightforward task, given the intrinsic noise
in the programmable parameters. In the case of quan-
tum annealers, freezing on quantum distributions or dy-
namical effects can lead to non-equilibrium distributions
away from Gibbs [60, 88]. This is one of the challenges
towards scaling the approaches in Refs. [20, 23] where
the training of RBMs and DBNs requires reliable sam-
ples from a classical Boltzmann distribution. Further-
more, any quantum computing architecture, with intrin-
sic noise in the programmable parameters, can always
lead to deviations from the desired target state. A pro-
posed solution [60, 88] was to use samples obtained from
a quantum device to seed classical Gibbs samplers (e.g.,
MCMC). While this is a promising approach, one of its
drawbacks is that it forces the model to have a specific
form, even if the quantum device has a genuinely differ-
ent structure. If the quantum distribution prepared by
the device is far from the one assumed, most of the bur-
den would lie on the classical post-processing. It is not
clear how much of the method’s efficiency is given by the
quality of the samples from the quantum devices and how
much is achieved by the post-processing steps.
Interestingly, gray-box models such as the fully-visible
Boltzmann machine (FVBM) studied in Refs. [21, 25, 60]
and illustrated in Fig. 3 (b) may be a near-term solution
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FIG. 3. Examples of QAML implementations of different probabilistic graphical models, illustrating some of the challenges
in near-term devices. (a) Restricted Boltzmann machines (RBM) are key components in deep learning approaches such as
deep belief networks. Training of these architectures could be significantly improved if one were able to sample from the joint
probability distribution of visible and hidden variables, a computationally intractable step usually performed with approximate
Markov chain Monte Carlo approaches such as Contrastive Divergence (CD) [85]. Although a quantum annealer can be used to
generate such samples, the results need to be combined with those obtained from the classical ML pipeline component within
the hybrid approach. This classical-quantum model compatibility challenge (Sec. III A) is illustrated in the experimental results
on the right. Lav is the average log-likelihood and represents the performance metric; the higher its value, the better the
model is expected to represent the training dataset. As demonstrated in Ref. [20], estimating the instance-dependent effective
temperature, Teff , is key in this QAML approach. In all three lines, the first 250 iterations are done with the cheapest and
widely used version of CD (denoted as CD-1). The line with open circles represents the case where all 500 iterations in the
training are performed with CD-1, and is used as a baseline comparison for our QAML approach. Using our quantum-assisted
learning (QuALe) algorithm where Teff is estimated at each learning iteration (crosses), we can restart from the point where the
classical CD-1 left off and improve the performance of the model with respect to the baseline. Assuming instead that Teff is the
physical temperature of the device, TDW2X = 0.033 (triangles), such restart technique fails. (b) Visible-only generative models
are often used either because of their tractability [43] or because of the convexity of the associated optimization problem, as
in fully-visible Boltzmann machines (FVBM). In the latter, convexity does not mean tractability; exact learning would still
require computation of the partition function which is intractable for nontrivial topologies. Even though there exist fast [86] and
consistent [87] approximations to the required gradients, we here consider quantum annealing as an alternative tool to sample
from nontrivial topologies. In Ref. [21], we implemented and trained a hybrid QAML model by introducing a gray-box model
(see Sec. III B) expected to be robust to noise in the programmable parameters and to deviations from the desired Boltzmann
distribution, for example, due to non-equilibrium effects in the quantum dynamics. On the right, we show the capabilities of
the generative model; two test datasets (leftmost column) are corrupted with different type of noise (red pixels, central column)
and then restored on the quantum annealer (rightmost column).
to these issues. In a gray-box model, although we as-
sume that samples come from a Gibbs-like distribution,
we work directly at the level of the first and second mo-
ment statistics, without complete knowledge of the actual
parameters that were implemented. Therefore, the em-
phasis is on the quality of the samples obtained from the
quantum device, and their closeness to the data. This has
the potential to increase the resilience against perturba-
tions in the programmable parameters. In fact, as long
as the estimated gradients for stochastic gradient descent
have a positive projection on the direction of the true gra-
dients, the model moves towards the optimum. In cases
where this is not so, it might still be possible to design
algorithms that mix model-based and model-free infor-
mation in a suitable way. For instance, a proxy could
check whether the estimated gradients actually project
on the correct direction; if not, then the system can move
in the opposite direction.
Gray-box models with hidden variables could exploit
all the available resources from the quantum device, while
coping with its intrinsic noise and parameter misspecifi-
cation. As an example, we used a gray-box approach to
implement a quantum-assisted Helmholtz machine where
the hidden variables are sampled from a D-Wave device;
the framework is discussed in Sec. IV and described in
detail in Ref. [38]. A caveat of the gray-box approach is
that the final model is inevitably tailored for the quan-
tum device used during the training. That is, any time
we want to perform ML tasks of interest, such as recon-
struction or generation of new images as shown in Fig. 3,
we will need to use the same quantum device.
C. The curse of limited connectivity
The basic principle behind this challenge is that phys-
ical interactions are local in nature. Although engineer-
ing advances can push the degree of qubit connectivity
in quantum annealers or gate model quantum comput-
ers, required qubit-to-qubit interactions not available in
7the device will cost an overhead in the computational re-
sources. In the case of quantum annealers, a standard so-
lution is to produce an embedding of the logical problem
of interest into the physical layout, therefore increasing
the number of required qubits. In the case of a gate model
quantum computer, the overhead comes in the number
of swaps required to make distant qubits talk to each
other [89]. In any architecture, this compilation require-
ment needs to be considered in the algorithmic design.
In the case of quantum annealers, achieving the topo-
logical connectivity of the desired model is only half of
the challenge. Another significant challenge is the prob-
lem of parameter setting associated with the additional
interactions present in the embedded model. In other
words, how does one set the new parameters such that
the embedded model accurately represents the intended
model? There are no known optimal solutions, although
heuristic strategies have been proposed [90–92]. How-
ever, in the type of ML applications we are considering,
there is a way out. The main goal in the training phase
of a ML algorithm is to find the optimal parameters that
minimize a certain performance metric, suggesting that
ML itself is a parameter setting procedure. This is pre-
cisely the demonstration in Ref. [21], where we show how
to train models with arbitrary pairwise connectivity. In
this case, the difficult task is not the embedding, which
can be readily obtained by known heuristics, but rather
the training of the whole device, implicitly solving the
parameter setting problem.
To summarize, emphasis has been given to the embed-
ding problem and to the mapping of the logical model of
interest into physical hardware. An equally or even more
important challenge, is to determine how to set the pa-
rameters, including those associated to the embedding,
such that the device samples from the desired distribu-
tion. This combined problem is what we call the curse of
limited connectivity. In the case of gate model quantum
computer, Ref. [93] presents an illustrative experimental
study, highlighting this challenge. It presents a compar-
ison and analysis of the trade-off between connectivity
and quality of computation due to the aforementioned
overhead in computational resources. A similar trade-
off would need to be taken into consideration in imple-
mentations of QAML algorithms in near-term gate model
quantum computers.
D. Representation of complex ML datasets into
near-term devices
Quantum information does not have to be encoded into
binary observables (qubits), it could also be encoded into
continuous observables [94]. There has been work in
quantum ML that follows the latter direction [95, 96].
However, most available quantum computers do work
with qubits, nicely resembling the world of classical com-
putation. Datasets commonly found in industrial appli-
cations have a large number of variables that are not
binary. For instance, images may have millions of pixels,
where each pixel is a 3-dimensional vector and each entry
of the vector is a number specifying the intensity of color.
We refer to this kind of datasets as complex ML datasets.
A naive binarization of the data will quickly consume the
qubits of any device with 100-1000 qubits. Many QAML
algorithms [11, 14, 18] rely on amplitude encoding in-
stead, a technique where continuous data is stored in the
amplitudes of a quantum state. This provides an expo-
nentially efficient representation upon which one could
perform linear algebra operations. Unfortunately, it is
not clear how one could prepare arbitrary states of this
kind on near-term quantum devices. Even reading out
all the amplitudes of an output vector might kill or sig-
nificantly hamper any speedup [22].
In this perspective, we argue that near-term QAML al-
gorithms should rather aim at encoding continuous vari-
ables stochastically into abstract binary representations,
a strategy we refer to as semantic binarization. In this
approach, we use quantum states that can be prepared
by near-term devices for sampling from unique quantum
probability distributions that may capture correlations
hard to model with conventional classical ML models. In
the context of quantum annealers, such design may al-
low sampling from non-trivial graph topologies that are
usually avoided in favor of restricted ones; for example,
bipartite graphs are favored in classical neural networks
for convenience.
One way to obtain such an abstract representation is
to use hybrid approaches where visible variables v are
logically implemented by classical hardware, and hidden
variables u are physically implemented by quantum hard-
ware. However, this idea comes with further challenges.
First, the issue of model compatibility described above
would apply. Second, sampling hidden variables u from
the posterior distribution P (u|v) may be highly prob-
lematic because the preparation of arbitrary quantum
states is an open challenge. Finally, we might have to
sample a binarization for each data point and that would
be impractical for near-term quantum computers. For
instance, the standard ML dataset of handwritten digits
Modified National Institute of Standards and Technology
(MNIST) is composed of 60 000 training points, hence
we would need to program the quantum device at least
60 000 times.
As we will see in the next section, deep learning may
provide solutions to these challenges. We propose a new
hybrid quantum-classical paradigm where the objective
is to tackle most of the issues discussed here and, at the
same time, to deal with complex ML datasets.
IV. THE QUANTUM-ASSISTED HELMHOLTZ
MACHINE
The quantum-assisted Helmholtz machine (QAHM) is
a framework for hybrid quantum-classical ML with the
8potential of coping with real-world datasets. We already
pointed out some of the challenges in developing near-
term QAML capable of competing with conventional ML
pipelines. Most importantly, the encoding of continuous
variables, the limited number of variables, the need to
prepare and measure quantum states for each data point.
Here we show how some early ideas from the deep learn-
ing community can help avoid some of these difficulties.
Details about the formalism and preliminary implemen-
tation of QAHM can be found in Ref. [38].
Consider a dataset and the task of modeling
its empirical distribution with a generative model
P (v) =
∑
u P (v|u)PQC(u) (see Sec. II A for a brief in-
troduction). Here v are the visible variables that repre-
sent the data and u are unobservable or hidden variables
that serve to capture non-trivial correlations. It is com-
mon to use binary valued stochastic hidden variables as
they can express the presence or absence of features in
the data. The set of hidden variables can be partitioned
into a sequence of layers that encode increasingly abstract
features. In other words, P (v) is a deep neural network,
called generator network.
Here we suggest using a quantum device to model
the most abstract representation of the data, that is,
the deepest layers of the generator network. The sam-
ples obtained from a quantum device are described by
the diagonal elements of a parametrized density ma-
trix, PQC(u) = 〈u|ρˆ|u〉. As an example, the density
could be parametrized by a quantum Gibbs distribution
ρˆ = e−βH/Z, where H is the Hamiltonian implemented
in quantum hardware and Z is the corresponding par-
tition function. The conditional distribution P (v|u) is
then a classical neural network that transforms samples
from the quantum device into samples with the same
structure of those in the dataset. Hence, visible variables
v could be continuous variables, discrete variables, or
other objects, effectively tackling the challenge of repre-
senting complex data (see Sec. III D). Because the quan-
tum device works on a lower dimensional binary repre-
sentation of the data, this model is also able to handle
datasets whose dimensionality is much larger than the
number of qubits available in hardware.
Typically, learning algorithms for generative models
attempt to maximize the average likelihood of the data.
As pointed out in Sec. II A, this is not feasible in models
with multiple layers of discrete hidden variables as we
would need to sample from the intractable posterior dis-
tribution P (u|v). A Helmholtz machine [97, 98] consists
of a generator network along with a recognition network
Q(u|v) that learns to approximate P (u|v). This is a
key approach behind many variational learning and im-
portance sampling algorithms employed nowadays [44–
48, 50–53]. In principle, the recognition network can also
be implemented as a deep neural network whose hid-
den layers are modeled by a quantum device. However,
this design requires quantum state preparation and mea-
surement of the hidden variables for each data point in
the training set and for each learning iteration, a daunt-
ing process in near-term implementations. To avoid do-
ing this, we will implement the recognition network as
a classical deep neural network. Restricting the recog-
nition network to be classical is not a feature of the
QAHM framework; instead it is an option to speed up
learning of large datasets assisted by serial quantum de-
vices (e.g., quantum annealers). To force the recogni-
tion network Q(u|v) to be close to the true posterior
P (u|v) a notion of distance between them is minimized
at each learning iteration. Using the Kullback-Leibler di-
vergence, for instance, leads to the so-called wake-sleep
algorithm [51, 97, 99].
The general architecture of a type of QAHM is illus-
trated in Fig. 4. The recognition network (left) infers hid-
den variables via a bottom-up pass starting from the raw
data. The most abstract representation is obtained either
from a classical layer (near-term) or from a quantum de-
vice (future implementations). The generator network
generates samples of the visible variables via a top-down
pass starting from samples obtained from a quantum de-
vice. The final model is an implicit density model when
a gray-box approach is used to characterize the quan-
tum hardware (see Sec. III B), but we can turn it into an
explicit density model if further processing is employed
(e.g., quantum annealing to seed Gibbs samplers). Tasks
such as reconstruction, generation, and classification can
also be implemented in the QAHM framework.
In Ref. [38], we tested these ideas using a D-Wave
2000Q quantum annealer for the generation of artificial
images. For this task we used a sub-sampled 16 × 16
pixels version of the standard handwritten digit dataset
MNIST. Each gray-scale pixel is characterized by an in-
teger value in {0, . . . , 255}; we rescale this value in the
range [−1,+1] and interpret it as a continuous variable.
There are also 10 binary variables indicating membership
to one of the classes. The 266 visible variables needed to
encode this data could, in principle, be embedded directly
on the D-Wave 2000Q using a FVBM and a much poorer
representation of the data via a naive binarization. Yet
we would have to choose a relatively sparse model topol-
ogy as we cannot embed an all-to-all connectivity in the
D-Wave 2000Q for the 266 variables. The sparse connec-
tivity and the absence of hidden variables can severely
limit the ability to model the dataset. Our approach
tackles both challenges and also enables the handling of
larger datasets than would be possible in state-of-the-art
quantum annealers.
We used a classical recognition network and a
quantum-assisted generator network, both with 266 vis-
ible variables and two hidden layers of 120 and 60 vari-
ables, respectively. The deepest layer of 60 variables was
mapped to 1644 qubits in D-Wave 2000Q using the ap-
proach in Ref. [21]. We run the wake-sleep algorithm for
1000 iterations and generated samples with the quantum-
assisted generator network. The images generated are
shown in Fig. 4(a). Although these preliminary results
cannot compete with state-of-the-art ML, the artificial
data often resemble digits written by humans. Fig-
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FIG. 4. Generation of handwritten digits with a type of quantum-assisted Helmholtz machine (QAHM). (Left) The QAHM is the
framework we propose to model complex ML datasets in near-term devices. By complex, we refer to datasets where the number
of variables is much larger than the number of qubits available in the quantum device, and where data may be continuous rather
than discrete. The framework employs a quantum computer to model the deepest hidden layers, containing the most abstract
representation of the data. This low-dimensional compact representation is where we believe the quantum device can capture
non-trivial correlations and where quantum distributions might have a significant effect. The number of hidden variables in
the deepest layers is much smaller than the number of visible variables, making it ideal for near-term implementation on early
quantum technologies either on quantum annealers, or universal gate-model quantum computers. θ indicates the parameters of
the quantum computer to be learned, and control the samples obtained from it. Although we illustrate in panel (a) and (b) the
realization on a quantum annealer from Ref. [38], extensions to gate model quantum computers are in progress. (a) Artificial
data generated by a QAHM implemented on the D-Wave 2000Q, trained on a sub-sampled version of the MNIST dataset with
16 × 16 continuous valued pixels and 10 binary variables indicating the class in {0, . . . , 9}. Both recognition and generator
networks have 266 visible variables and two layers of 120 and 60 hidden variables, respectively. The samples are generated from
the final model by first sampling the deepest layer with the D-Wave 2000Q, and then transforming those samples through the
classical part of the generator network. These experiments use 1644 qubits of the D-Wave 2000Q quantum annealer. Some of
the samples resemble blurry variations of digits written by humans; this problem affects other approaches as well. (b) Samples
from the MNIST dataset that are closest in Euclidean distance to those generated by our model. The model does not simply
memorize the training set, but rather reproduce its statistics. In future work, the QAHM will be fine-tuned to provide sharper
results.
ure 4(b) shows the images in the training set that are
closest in Euclidean distance to the generated samples.
We can see that the artificial images generated by the net-
work are not merely copies of the training set; instead,
they present variations and novelty in some cases, reflect-
ing the generalization capability of the model. While the
artificial data may also looks blurry, this problem affects
other approaches as well. Only the recent development
of GANs [55] led to much sharper artificial images.
V. SUMMARY
Machine learning (ML) has been presented as one of
the application with commercial value for near-term tech-
nologies. However, there seems to be a disconnect be-
tween the quantum algorithms proposed in much of the
literature and the needs of the ML community. While
most of the quantum algorithms for ML show that quan-
tum computers have the potential of being very efficient
at doing linear algebra (e.g., [11, 13–18, 84]), as discussed
in Ref. [22], these proposals do not address the issues
related to any near-term implementation. More impor-
tantly, to date there are no concrete benchmarks indicat-
ing that such work can be close to outperforming their
conventional classical ML counterparts. In this perspec-
tive we stress this disconnect and provide our views on
key aspects to consider towards building a robust readi-
ness roadmap of QAML in near-term devices.
If a demonstration of quantum advantage on indus-
trial applications is a first milestone to be pursued, we
emphasize the need to move away from the popular and
tractable ML implementations. We should rather look for
applications that are highly desirable, but not-so-popular
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because of their intractability. It is in this domain where
we believe quantum computers can have a significant im-
pact in ML. In that sense, quantum speedup in itself is
not enough; if the chosen ML applications are tractable
to a great accuracy with classical ML methods (as it is
the case of Ref. [27]), then the number of qubits required
to tackle industrial-scale applications may be far larger
than those available in near-term devices.
As an example of intractable applications, in Sec. II
we presented the case of sampling from complex proba-
bility distributions with quantum devices. There is po-
tential here for boosting the training of generative mod-
els in unsupervised or semi-supervised learning. Another
approach we suggested is to explore applications where
quantum distributions naturally fit the model describ-
ing the data correlations. That seems to be the case
for some datasets from the field of cognitive sciences
(see e.g., Refs. [75, 79, 80, 100]; also [76–78] and ref-
erences therein). Other hard ML problems have been
mentioned elsewhere [37]. We think working in any of
these currently intractable applications will yield a higher
payoff towards demonstrating that quantum models im-
plemented in near-term devices might surpass models
trained with classical resources.
Here we focused on some of the most pressing chal-
lenges we foresee in near-term implementations. For in-
stance, the limited qubit connectivity will result in an
overhead of qubits in the adiabatic model, and an over-
head of gate operations in the gate model. It is also
important to take into consideration the model complex-
ity each physical hardware might present, which could
have significant consequences on the ML task. For in-
stance, applications to cognitive sciences might require
a universal quantum computer capable of preparing and
fine-tuning tailored quantum distributions, while appli-
cations to generative modeling might only need sampling
from a quantum Gibbs distribution. For the latter, there
already exist proposals with both quantum annealers and
gate model quantum computer architectures.
Coping with the challenges presented in Sec. III is cer-
tainly an ongoing research activity. One key strategy pro-
posed here towards the near-term demonstration of quan-
tum advantage is the development of hybrid quantum-
classical algorithms capable of exploiting the best of both
worlds. In this perspective, we also put forward a new
framework for such hybrid QAML algorithms, referred
here as the quantum-assisted Helmholtz machine [38].
This new approach aims to solve some of the most press-
ing issues towards handling industrial-scale datasets with
a large number of continuous variables. It is motivated
by the idea that a quantum computer should be used
only to tackle the more abstract representation of the
data, after trimming the information that can be han-
dled classically. Here we use a deep neural network to
transform the large continuous data into a new abstract
discrete dataset with reduced dimensionality. It is to this
abstract representation that we apply the quantum com-
puter. This approach can be used to solve practical ML
tasks, including reconstruction, classification and gener-
ation of images.
Certainly, more work is needed to address the ques-
tion of identifying the first killer ML application that can
be implemented in near-term quantum computers with
the order of a few thousand qubits. Finding intractable
problems and developing new hybrid QAML algorithms
which tackle the challenges of working with real-world
devices, is what we find the ideal scenario. We hope the
community makes a leap in this direction now that more
powerful and larger quantum annealers and gate model
quantum computers are becoming available to the scien-
tific community.
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