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RÉSUMÉ
Bien que des technologies récentes telles que les FPGA aient rendu la concep
tion de matériel plus facile et plus rapide en général, il reste encore de nombreuses
opportunités de recherche et développement par rapport aux approches de haut
niveau pour la conception de matériel et de systèmes hybrides matériel/logiciel.
Dans cette optique, nons avons créé un compilateur, Sllard, qui produit des de
scriptions synthétisables d’architectures parallèles à flot de données à partir de
logiciels écrits dans u langage fonctionnel semblable à $cheme.
Le but principal de $Hard est de supporter les fonctions et les fermetures en
tant que type de première classe, et donc de produire des circuits qui les implantent
correctement. Un autre but est d’exploiter le parallélisme inhérent aux circuits
matériels faits sur mesure. Aussi, puisque SHard utilise un sous-ensemble du langage
Scheme comme langage source, il serait possible d’utiliser le même langage pour
décrire les parties matérielles et logicielles d’un système hybride; les expériences
faites jusqu’à date portent sur des systèmes purement matériels qui peuvent être
écrits et testés par des programmeurs qui n’ont qu’une connaissance limitée de
l’électronique.
SHard supporte les fonctions récursives, les appels en position terminale et non
terminale, les fermetures et les fonctions de haut niveau. De manière à minimiser
les goulots d’étranglement séquentiels, la mémoire est distribuée à travers le circuit
plutôt que d’être une composante unique centralisée. Chaque fonction qui a des
variables libres est associée à son propre bloc de mémoire, et ce bloc sert à stocker
toutes les fermetures pour cette fonction. Il est donc possible d’invoquer simultané-
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ment plusieurs fonctions différentes. Aussi, le compilateur possède des heuristiques
pour détecter automatiquement du parallélisme à grain fin et à gros grain, ce qui
permet d’écrire du code séquentiel tout en bénéficiant d’une exécution parallèle.
Un aspect intéressant de SHard est qu’il utilise plusieurs analyses et transfor
mations qui existent déjà dans beaucoup de compilateurs logiciels. La conversion
CP$ est utilisée pour rendre le code explicitement séquentiel, ce qui facilite la tra
duction vers un pipeline en matériel. Le résultat de la O-CFA, qui est un graphe
où les noeuds représentent des fonctions et les arêtes représentent les appels pos
sibles, indique tous les canaux de communication qui devront être instanciés entre
les différents sous-circuits qui implémentent différentes fonctions. L’inclusion par
référence se traduit par une duplication de matériel, ce qui permet d’atteindre un
plus haut niveau de parallélisme.
Plusieurs programmes simples ont été compilés avec SHard, synthétisés en util
isant des logiciels commerciaux et implantés sur FPGA, par exemple des algo
rithmes de tri, la fonction de hachage SHA-1 ainsi qu’un micro-contrôleur 16 bits.
IY1ots—c1s: Langages fonctionnels, Scheme, synthèse de haut niveau,
architectures flot de données, compilation, FPGA,
co—design matrie1/1ogicie1, conversion CPS, O—CFA
ABSTRACT
Whule technologies like FPGAs have made hardware design in general easier and
faster, the current state of high-level hardware design and hardware/software code
sign methodologies stili yields many opportunities for research and developement.
III order to address some of these issues, we have created a compiler, $Hard, that
produces fully synthesizable descriptions of parallel hardware dataflow machines
from software programs written in a functional language similar to Scheme.
The main goal of $Hard is to support functions and function closures as a flrst
class type, and therefore to produce hardware circuits that implement them. An
other goal is to exploit the potential for parallel execution which is inherent in
custom-rna.de hardware circuits. Also, since SHard uses a subset of the Scheme
language as its source language, software and hardware parts of an embedded sys
tem could be written in the same language; current experiments are focused on
hardware-only systems, which can be written and tested by software programmers
with a limited knowledge of electronics.
$Hard supports recursive functions, tau and noii-tail function cails, function
closures and higher-order functions. In order to minimize sequential bottlenecks,
memory is distributed throughout the circuit instead of being a single, central
component. Each function that has free variables is associated with its own RAM
component, and this RAM is used to store ail closures for this function. This makes
it possible for several different functions to be cailed simultaneously. Also, the
compiler has heuristics to automatically detect flue- and coarse-grained parallelism,
allowing the programmer to write sequential code and still benefit from parallel
vi
execution.
An interesting aspect of $Hard is that it uses several analyses and transfor
mation stages that are common in many software compilers. CP$ conversion is
used to make the code explicitly sequential, which makes it easier to translate to
a pipeline in hardware. The result of the O-CFA, which is a graph where nodes are
functions and edges are cails, shows ail the communication challilels that need to be
created between sub-circuits that implement different functions. Function inlining
translates to hardware duplication, allowing a higher level of parallelism.
Several simple programs have been compiled using SHard, synthesized using
off-the-shelf commercial software tools and implernented in FPGAs. These include
sorting algorithms, the SHA-Ï hash function and a custom 16-bit microcontroller.
Keywords: Functional languages, Scheme, High—level synthesis, Dataflow
architectures, Compilation, FPGA, Hardware/software dodesign,
CPS-conversion, O-CFA
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CHAPITRE 1
INTRODUCTION
Le projet présenté dans ce mémoire vise à rendre facile et rapide la création
de matériel spécifique à une application par l’utilisation d’un langage de plus haut
niveau qui fait abstraction de plusieurs détails d’implantation.
Le présent projet a abouti à la conception d’un langage fonctionnel inspiré du
langage $cheme [22] ainsi qu’à la création d’un compilateur, nommé Sllard, qui
produit en sortie, pour chaque programme compilé, une description synthétisable
d’une architecture matérielle parallèle. Il est donc possible pour un programmeur
logiciel n’ayant qu’une connaissance de base de l’électronique de produire des cir
cuits digitaux spécialisés.
Il existe plusieurs autres motivations pour ce type d’approche. Le fait d’utiliser
un langage inspiré de Scheme permet d’implanter chaque programme soit directe
ment en matériel, soit en logiciel; il serait donc possible d’utiliser ce seul langage
pour la création de systèmes hybrides matériel/logiciel. Ce choix permet aussi d’u
tiliser, lors de la compilation, plusieurs phases d’analyse et d’optimisation déjà
existantes pour des compilateurs de logiciels; il s’avère que plusieurs d’entre elles
sont utiles pour la dérivation de composantes matérielles. Finalement, le fait de
produire un circuit spécifique à chaque programme permet d’exploiter facilement
le parallélisme possiblement présent dans ce programme : chaque composante du
circuit peut fonctionner simultanément avec les autres.
Selon les approches classiques, les circuits électroniques peuvent être décrits
2à différents niveaux d’abstraction. Par exemple, pour la création de puces élec
troniques sur technologie CMOS (“Complementary metal-oxyde-semicoilductor”),
le niveau le plus bas correspond directement à un plan des différentes couches ap
pliquées dans la fabrication des transistors et fils d’une puce. Un niveau plus élevé,
qu’on peut appeler le niveau transistors, correspond à un graphe où les noeuds sont
des transistors et les arrêtes sont des connexions, à partir duquel on peut dériver un
plan de fabrication pour une technologie donnée. La plupart des transistors dans
un circuit logique sont connectés de manière à implanter des portes logiques, cha
cune correspondant à une table de vérité donnée. Le niveau d’abstraction suivant
est donc le niveau des portes logiques (“gate-level logic”.) Bien que les niveaux in
férieurs donnent plus d’information, la plupart des designs de circuits se font à des
niveaux encore plus élevés les circuits sont souvent très complexes et on doit les
concevoir à un niveau d’abstraction élevé pour ensuite utiliser des outils de synthèse
qui permettent de dériver automatiquement ou presque un plan d’implantation. Le
but principal de Sllard est justement de permettre la spécification de matériel à
un niveau d’abstraction aussi élevé que possible.
À titre d’exemple, la figure 1.1 montre comment on peut exprimer un inverseur
à chacun des trois niveaux précédents. Dans la figure 1.1(a), on ne voit que des
bandes superposées de différents matériaux (échelle non respectée.) Un transistor
pMOS est formé dans le haut de la figure par la superposition de couches “pdiff” et
“poly”; de même, un transistor nMO$ est formé au bas de la figure, là ou la couche
“poly” couvre la couche “ndiff”. Ce plan n’est valide que pour la technologie CMOS.
La figure 1.1(b) montre la version transistors du même circuit; les transistors sont
représentés par des symboles, sans aucun détail sur leur implantation. Finalement,
3la figure 1.1(c) montre la porte logique correspondante; on n’a plus besoin que d’un
symbole pour représenter la même logique et on fait abstraction d’une partie du
circuit (e.g. la porte ne semble être connectée ni à VDD ni à GND). À ce niveau,
on ne peut même plus supposer que la porte est implantée de manière électronique.
La figure 1.1(d) donne la table de vérité correspondante.
_____
VDD VDD
X Contact
pdiff
Metat 1
A -
Poly
ndiff A—h>O——Y
0 1
///// GND GND 1 0
(a) CMOS (b) transistors (c) Porte logique (d) Table de vérité
Figure 1.1 — Inverseur binaire, quatre niveaux d’abstraction
Le niveau le plus bas utilisé couramment pour la description de circuits digitaux
complexes est le niveau RTL (“Register Transfer Level”, niveau transfert entre reg
istres.), bien que des niveaux inférieurs soient utilisés dans certains cas particuliers.
Ce niveau est semblable au niveau des portes logiques et plusieurs symboles sont les
mêmes entre les deux niveaux. Par contre, les circuits décrits au niveau des portes
logiques sont habituellement combinatoires, c’est-à-dire qu’ils ne contiennent au
cun cycle et donc aucun concept de mémoire; les valeurs présentes à la sortie d’ull
circuit combinatoire sont fonction des valeurs présentes au même moment à son
entrée (plus un certain délai). Au niveau RTL, on ajoute le concept de registre,
ce qui permet de mémoriser certaines valeurs. Chaque registre prend en entrée un
signal “horloge” et mémorise toutes les autres valeurs en entrée lorsque l’horloge
fait une transition de O à 1 ; les valeurs en sortie sont donc fonction des valeurs en
entrée lors du dernier coup d’horloge, et non au même moment. Par exemple, la
4figure 1.2 représente un accumulateur sur quatre bits les valeurs présentes sur E0
à E3 sont interprétées comme un nombre binaire et additionnées avec les valeurs
présentes dans les registres. chaque coup d’horloge (signal Clk), la somme est
enregistrée dans les registres et donnée en sortie sur $0 à $3, et le circuit est prêt
à recevoir une nouvelle entrée à accumuler. On remarque qu’il n’est plus possible
de représenter ce circuit par une table de vérité.
E3 E2 El EO
Clk
Au niveau RTL, on peut aussi définir des sous-circuits, ou composantes, qui
seront utilisées pour définir des circuits plus complexes. On crée donc une hiérarchie
de composantes où chaque sous-composante est possiblement instanciée plus d’une
fois. Par exemple, la figure 1.2 est une représentation RTL à un seul niveau. On
S3 S2 Si SO
Figure 1.2 — Accumulateur 4 bits, niveau RTL
5aurait pu arriver à la même logique, mais pas exactement au même circuit, en
connectant quatre additionneurs complets avec quatre registres, comme dans la
figure 1.3(a). Un additionneur quatre bits et un groupe de registres synchronisés
par la même horloge peuvent aussi être vus comme des composantes, ce qui fait
que le même circuit peut être décrit avec seulement deux composantes, comme à la
figure 1.3(b). Si l’on veut abstraire encore plus, le circuit complet d’accumulateur
peut être vu comme une seule composante, possiblement utilisé dans un circuit plus
complexe (figure 1.3(c).)
Figure 1.3 — Accumulateur 4 bits, hiérarchie RTL
Figure 1.4 — Porte logique NON-ET
Bien que les exemples précédents aient été présentés de manière graphique, la
description de circuits logiques se fait normalement de manière textuelle par l’util
4
E[3..OJ
CIk S[3..OJ
S3 S2 Si SO
(a) Bas niveau
Accumul4bits
E[3.O] S[3..OJ
(c) Haut niveau
(b) Niveau intermédiaire
6isation de langages spécifiques à la description de matériel, que l’on appelle HDL
(“Hardware Description Languages”.) Parmi ces langages, l’un des plus utilisés est
VHDL. Il permet, entre autres, la description de circuits logiques à n’importe quel
niveau, des portes logiques à RTL. On peut même l’utiliser pour donner une descrip
tion comportementale d’une composante, sans donner de détails d’implantation; les
circuits décrits de manière comportementale ne sont pas toujours synthétisables.
Les portes logiques sont habituellement représentées par des opérateurs dont les
opérandes représentent des signaux et dont le résultat est “transféré” à un autre
signal. Par exemple, la porte “non-et” de la figure 1.4 peut être décrite avec l’opéra
teur nand en VHDL comme suit
$ <= El nand E2;
L’exemple précédent n’est qu’un énoncé VHDL et ne représente pas une de
scription complète de circuit; un cirdilit complet correspond à au moins une entité
et une architecture VHDL. Les entités VHDL donnent le nom d’un circuit et la
description de son interface (signaux en entrée et en sortie.) Chaque architecture
donne une implantation possible d’une entité (plusieurs architectures peuvent ex
ister pour une entité donnée.) L’exemple suivant est une description complète de
circuit pour “non-et”.
1. entity non_et is
2. port(E1 : in std_logic
3. E2 : in std_logic
4. S : out std_logic)
5. end non_et;
6.
7. architecture rtl of non_et is
8. begin
9. S <= El nand E2;
‘o. end rtl;
Pour décrire des circuits au niveau RTL, VHDL possède des énoncés condition-
7nels qui peuvent être activés lors d’une transition. Par exemple, l’accumulateur tel
qu’à la figure 1.2 peut être décrit comme suit
1. entity acc4bits is
2. port(Clk : in std_logic
3. E0, Ei, E2, E3 : in std_logic;
4. $0, $1, $2, $3 : out std_logic)
5. end acc4bits
6.
z. architecture rtl of acc4bits is
8. signal RO, Ri, R2, R3 : std_logic
9. begin
10. process(Clk)
11. variable wsi, ws2, ws3 std_logic
12. variable wc0, wci, wc2 : std_logic
13. begin
14. if Clk’event and Clk = ‘i’ then
15. RO <= E0 xor RO;
16. wc0 := E0 and RO;
17. wsi := Ei xor Ri;
18. Ri <= wc0 xor wsi ;
19. wci := (wc0 and wsi) or (Ei and Ri)
20. ws2 := E2 xor R2;
21. R2 <= wci xor ws2;
22. wc2 := (wci and ws2) or (E2 and R2)
23. ws3 := E3 xor R3;
24. R3 <= wc2 xor ws3;
25. end if
26. end process
27. $0 <= RO;
28. $i < Ri;
29. $2 < R2;
30. $3 < R3;
31. end rtl;
Le résultat de ce code donne une entité qui peut ensuite être instailciée pour
créer des circuits plus complexes; vu de l’extérieur, ce circuit correspond à la fig
ure 1.3(c). On aurait pu d’abord définir une entité addibit et l’utiliser comme
composante pour définir un circuit équivalent au précédent. Par exemple
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
process(Clk)
begin
if Clk’event and
RO <= wso;
Ri <= wsi
R2 <= ws2;
R3 <= ws3;
end if
end process
$0 < RO;
$1 <= Ri
$2 <= R2;
$3 < R3;
end rtl2;
std_logic
std_logic)
Le circuit de la figure 1.3(5) correspond normalement au code suivant en VHDL:
1. entity acc4bits is
2. port(Clk s in std_logic
3. E : in std_logic_vector(3 downto 0)
4. $ : out std_logic_vector(3 downto 0))
5. end acc4bits;
6.
7. architecture rtl3 of acc4bits is
8. signal R s std_logic_vector(3 downto 0)
9. begin
10. process(Clk)
11. begin
12. if Clk’event and Clk = ‘i’ then
13. R<=E+R;
14. end if
15. end process
16. S<=R;
17. end rtl3;
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1. architecture rtl2 of acc4bits is
2. signal RO, Ri, R2, R3 s std_logic
3. signal wsi, ws2, ws3 : std_logic
4. signal wc0, wci, wc2 : std_logic
5. component addibit is
6. port(A,B,Cin : in
7. $,Cout : out
8. end component;
9. begin
10.
ii. aO
12. ai
13. a2:
14. a3:
addibit port map(E0, RO, ‘0’, ws0, wc0)
addibit port map(Ei, Ri, wc0, wsi, wci)
addibit port map(E2, R2, wci, ws2, wc2)
addibit port map(E3, R3, wc2, ws3, wc3)
Clk = ‘1’ then
Le même calcul peut être décrit de la manière suivante avec SHard
91. (let ((cm (mnput—chan cm))
2. (cout (output—chan cout))
3. (doio (lambda (a)
4. (let ((a2 (+ (cm) a)))
5. (cout a2)
6. (doio a2)))))
7. (doio O))
Bien qu’il s’agisse encore une fois d’un simple accumulateur, la version SHard
inclut implicitement des signaux de synchronisation pour les canaux d’entrée et de
sortie. Les valeurs en entrée sont donc traitées au besoin plutôt qu’à chaque cycle
d’horloge, ce qui donne mi comportement différent. Pour avoir une version équiva
lente en VHDL, il aurait fallu décrire explicitement ces signaux de synchronisation.
Il est aussi important de noter que différents protocoles de synchronisation peu
vent être utilisés, ce qui nécessite une réécriture des composantes en VHDL. Avec
SHard, il suffirait d’écrire une nouvelle bibliothèque de composantes de base et de
l’utiliser pour recompiler chaque programme (circuit) sans modification.
L’exemple suivant donne une vue de haut niveau du travail effectué par le
compilateur $Hard. Le code présenté ci-dessous correspond au circuit illustré à la
figure 1.5; il s’agit d’une implantation de la fonction factorielle récursive. La ligne
2 déclare un canal de sortie externe nommé cout. Les lignes 3 à 6 déclarent la
fonction factorielle en tant que tel (nommée f act). La ligne 7 représente le début
du programme, où la fonction f act est appelée deux fois en parallèle (avec 5 et
$ comme paramètre). Finalement, à la ligne 9, les résultats des deux appels à
fact sont additionnés, cette somme est envoyée sur le canal de sortie cout et le
programme se termine.
10
. (letrec
2. ((cout (channel—out cout))
3. (fact (lambda (n)
4. (if(<n2)
5. 1
6. (* n (fact (— n 1)))))))
7. (par ((f5 (fact 5))
8. (f8 (fact 8)))
9. (cout (+ f5 f8))))
Sur le diagramme, le début du programme correspond à l’étiquette “START” et
la fin correspond à “HALT”. Chaque boîte correspond à une composante matérielle
(décrites au chapitre 4) et chaque flèche correspond à un canal de communication
(ou bus de données, donc plusieurs fils côte-à-côte). La composante par en haut
à gauche correspond à l’expression par; la composante stage en bas à gauche
correspond à l’addition de la ligne 9 et la composante output correspond à l’écriture
sur le canal cout. La partie de droite du diagramme correspond à la fonction
factorielle en tant que tel. Les composantes merge en haut servent à connecter les
différents sites d’appel avec le corps de la fonction. Les stage et spiit qui suivent
correspondent au if de la ligne 4. Les deux stages qui suivent correspondent
respectivement à renvoyer 1 (à gauche, si n < 2) ou à décrémenter n pour faire un
appel récursif (à droite) ; dans ce dernier cas, une continuation (voir section 5.4) est
allouée dans la composante clo—mem, ce qui correspond à créer un bloc d’activation
sur la pile. La composante clo—mem est aussi utilisée pour relire les blocs d’activation
lorsque la fonction renvoie son résultat (on “dépile” les blocs d’activation). Le stage
suivant correspond à la multiplication de la ligne 6. Finalement, le dernier stage
sert à renvoyer le résultat de f act, soit pour un appel récursif ou pour l’appel
original.
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Figure 1.5 — Exemple : fonction factorielle
CHAPITRE 2
ARCHITECTURE À FLOT DE DONNÉES
Le compilateur présenté dans ce mémoire produit en sortie, pour chaque pro
gramme compilé, la description d’une machine à flot de données qui implante
ce programme. La machine générée est composée d’un ensemble de composantes
matérielles qui implantent chacune une partie du programme et qui sont connectées
les unes aux autres par des bus de données qui servent de canaux de communication
et représentent le flot de données et de contrôle. C’est en fait un graphe de flot de
données et de contrôle où les noeuds sont des composantes et les arêtes sont des
canaux de communication. Le graphe produit est presque directement le résultat
de la O-CFA (section 5.6) après conversion CPS (section 5.4) du programme source.
Lors de l’exécution, chaque processus (ou fil d’exécution) peut être vu comme un
jeton qui circule à travers ce graphe. À tout point dans le graphe, le jeton contient
les valeurs de toutes les variables vivantes au point correspondant du programme;
chaque canal de communication entre deux composantes est défini de manière à
pouvoir transmettre toutes ces valeurs.
Les différentes composantes peuvent servir à implanter un certain calcul, à
acheminer un jeton d’une partie du circuit à une autre, à allouer une fermeture,
etc. Il existe une composante qui permet d’évaluer plusieurs processus simultané
ment (composante par, section 4.9), en renvoyant deux jetons en sortie chaque fois
qu’elle en reçoit un en entrée. De cette manière, plusieurs processus sont exécutés en
parallèle. Ces processus peuvent visiter plusieurs composantes différentes en même
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temps et les composantes sont donc définies de manière à être aussi indépeildantes
les unes des autres que possible. Plusieurs types de composantes incorporent une
mémoire locale (e.g. composante clo—mem, pour l’allocation de fermetures, section
4.7) de manière à éviter les goulots d’étranglement reliés à l’accès à une mémoire
globale. Il est ainsi possible de tirer profit du parallélisme inhérent au matériel
électronique.
Par exemple, la figure 2.1 montre le circuit produit pour le code suivant
1. (let ((a 11) (b 22))
2. (let ((c (* a a)))
3. (let ((x (+ b c)))
4. .
5. x)))
Chaque expression let crée un environnement local avec de nouvelles variables.
A la ligne 1, un nouvel environnement est créé avec les variables a et b, qui pren
nent respectivement les valeurs 11 et 22. À la ligne 2, la variable c est ajoutée
à l’environnement et prend comme valeur le carré de a; la variable a n’est plus
utilisée après cette ligne et le nouvel environnement ne contient que b et c. Ces
deux variables sont utilisées à la ligne 3, où x est ajouté à l’environnement et prend
comme valeur la somme de b et c. Seule la variable x est utilisée dans le reste du
programme et l’environnement ne contient que celle-là.
La figure 2.1(a) montre que les variables a et b sont vivantes après le premier
let. À figure 2.1(b), on voit que la variable c devient vivante après le deuxième
let et que b l’est toujours, mais a n’est plus utilisée. Finalement, la variable x est
créée et c’est la seule qui est vivante dans le corps du dernier let (figure 2.1(c)).
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Figure 2.1 — Compilatiou de lets imbriqués
CHAPITRE 3
LANGAGE SOURCE
Le langage source utilisé pour ce projet est dérivé du langage $cheme[22]. C’est
un langage follctionnel nontypé à évaluation stricte et environnement lexical. Les
types d’expressions suivants sont supportés par le langage
— Littéraux entiers ou booléens (Section 3.1)
— Références à des variables (Section 3.2)
— Lambda expressions (Section 3.3)
— Appels de fonctions (Section 3.4)
— Branchements conditionnels (if, Section 3.5)
— Séquences d’expressions (Section 3.6)
— Création d’environnement (let et letrec, Section 3.7)
— Parallélisme (par, Section 3.8)
— Canaux d’entrée / sortie (Section 3.9)
— Vecteurs globaux (Section 3.10)
— Fonctions prédéfinies (Section 3.11)
Les seules valeurs qui existent dans ce langage sont les entiers, les booléens, les
fermetures et les vecteurs globaux. Chacune de ces valeurs correspond, en matériel,
à un ou des bus de largeur fixe et cette largeur doit être donnée au moment de la
compilation.
La syntaxe complète du langage est donnée dans le Tableau 3.1.
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Exp <lut> (3.1)
<Boot> (3.1)
<VaT> (3.2)
(lambda C <Vars> ) <Exps> ) (3.3)
( <Exps> ) (3.4)
(if <Exp> <Exp> [<Exp>] ) (3.5)
(begin <Exps> ) (3.6)
(let ( <Bnds> ) <Exps> ) (3.7)
(letrec ( <Buds> ) <Exps> ) (3.7)
(par C <Bnds> ) <Exps> ) (3.8)
(input—chan <Var> ) (3.9)
(output-chan <Var> ) (3.9)
(make—vector <lut> <lut> ) (3.10)
(vector-set ! <Exp> <Exp> <Exp> ) (3.10)
(vector-ref <Exp> <Exp> ) (3.10)
<Pred> (3.11)
Exps : : { <Exp> }
lut ::=
Boot ::r #f#t
Var
Vars : { <VaT> }*
Bruis : := { C <Var> <Exp> ) }
Fred +I—I*I<I=timerroHrorHtc.
Tableau 3.1 — Expressions
‘T
3.1 Littéraux entiers et booléens
Les expressions littérales sont supportées pour les nombres entiers non-négatifs
et les booléens. Les entiers sont représentés par des bus de largeur fixe qui contien
nent leur valeur binaire. Les booléens correspondent en fait à des nombres entiers
avec #f égal à O et #t égal à 1.
3.2 Références à des variables
Les références à des variables se font comme pour le langage $cheme, selon un
environnement lexical. Elles sont représentées en matériel par des bus de largeur
fixe qui contiennent la valeur associée à une variable donnée. Ces bus existent pour
une variable donnée à tout point du circuit qui correspond à une expression où
cette variable est vivante.
3.3 Lambda expressions
Les lambda expressions sont la seule manière de définir des fonctions en Sllard.
Chaque lambda expression contient une liste de paramètres formels suivie d’un
corps qui consiste en une ou plusieurs expressions à évaluer dans un environnement
qui contient les paramètres actuels pour un appel donné. Par exemple, la fonction
qui fait la différence entre les carrés de deux nombres peut s’écrire comme suit
(lambda (a b) (— (* a a) (* b b)))
La valeur renvoyée par l’évaluation de la dernière expression du corps d’une
fonction est aussi la valeur de retour d’un appel à cette fonction. Par exemple, soit
la fonction f dont le corps contient deux expressions, et son appel
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1. (let ((f (lambda (a b)
2. (g (+ab))
3. (— (* a a) (* b b)))))
4. (f43))
La valeur de toute cette expression, qui est la valeur renvoyée par l’appel (f 4
3), est Z, ce qui correspond à (— (* 4 4) (* 3 3)). L’expression (g (+ 4 3))
n’est évaluée que pour ses effets de bord (l’appel à g peut causer des opérations
d’entrée/sortie, par exemple.) Les expressions présentes dans le corps d’une lambda
expression sont toujours évaluées dans l’ordre lexical, de gauche à droite et de haut
en bas.
Puisque $Hard supporte les fermetures, les lambda expressions peuvent aussi
être utilisées pour créer des structures de données, de manière limitée. Pour sim
plifier la gestion de la mémoire, chaque fermeture est détruite aussitôt qu’elle est
utilisée; il faut donc que la personne qui écrit le programme s’assure de n’appeler
chaque fermeture qu’une seule fois. Par exemple
1. (let ((cons (lambda (t q) (lambda (f) (f t q))))
2. (car (lambda (p) (p (lambda (t q) t)))))
3. (let ((paire (cons 2 7)))
4. (car paire)))
La fonction cons sert à créer une paire alors que la fonction car sert à extraire
la première valeur d’une paire. L’expression de l’exemple précédent renvoie 2, la
première valeur de la paire, mais aussitôt la fermeture utilisée elle est détruite et
devient donc inaccessible; la valeur Z, dans ce cas, est perdue. La seule manière
d’extraire une valeur d’une fermeture tout en la conservant est d’extraire toutes les
valeurs et de recréer une nouvelle fermeture identique. Il s’agit de logique linéaire
[4], où il n’existe qu’un pointeur vers une valeur donnée en mémoire; toute structure
de données est donc représentée par un arbre plutôt qu’un graphe arbitraire.
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3.4 Appels de fonctions
Les appels de fonctions s’expriment comme une liste d’expressions entre paren
thèses où la valeur de la première expression est la fonction à appeler et la valeur
des autres expressions sont les paramètres actuels à passer à cette fonction. Par
exemple, l’expression (f 33 44) est un appel à la fonction f avec les paramètres
33 et 44.
Une différence importante entre Sllard et Scheme est que l’ordre d’évaluation
des expressions qui correspondent aux paramètres actuels d’un appel de fonction
n’est pas spécifié de la même manière les expressions qui ne produisent pas d’effets
de bord sont évaluées dans un ordre non spécifié en $Hard. La raison pour laquelle
cette approche a été adoptée est que de cette mallière, le compilateur peut décider
de produire un circuit qui évalue plusieurs de ces expressions en parallèle. Le com
pilateur fait une analyse complète de flot de contrôle et de données pour déterminer
quelles expressions peuvent potentiellement produire des effets de bord. Le compi
lateur considère que ces expressions ne doivent pas être évaluées en parallèle mais
plutôt dans un ordre précis de gauche à droite, comme en Scheme.
3.5 Branchements conditionnels (if)
Les branchements conditionnels à deux branches existent en SHard: les expres
sions if. Chaque expression if a deux ou trois sous-expressions; dans le cas où il
n’y a que deux sous-expressions, le compilatellr ajoute O comme troisième expres
sion. La valeur de la première expression doit être booléenne et sert de test pour
indiquer branche doit être évaluée. Si le test est vrai, la deuxième expression est
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évaluée et sa valeur est la valeur renvoyée par l’expression conditionnelle; sinon, la
troisième expressioll est évaluée et renvoyée.
3.6 Séquences d’expressions
Les séquences d’expressions servent à indiquer que plusieurs expressions doivent
être évaluées les unes après les autres dans un ordre précis (de gauche à droite.)
Elles sont utiles dails le cas d’expressions dont l’évaluation produit des effets de
bord qui doivent avoir lieu dans un ordre précis. Il est à noter qu’il existe d’autres
manières d’imposer un ordre précis à l’évalllation de plusieurs expressions il y a
les cas cités ci-haut, mais aussi le fait que les appels de fonction se font toujours
après l’évaluation de tous les paramètres actuels. Par exemple
1. (let ((cm (input—chan cm))
2. (cout (output—chan cout))
3. (f (lambda (a b) (— (* 2 a) b))))
t. (cout (f (cm) (cm))))
Ici, il est clair que l’écriture de données sur le canal de sortie (cout) se fait après
les deux lectures (sur cm), qui se font elles-mêmes dans l’ordre.
3.7 Déclarations locales (let et letrec)
Des environnements locaux peuvent être créés par les expressions let et le—
trec. Ces deux expressions prennent la forme d’une liste de liaisons d’expressions
à des variables, suivie d’un corps composé d’une ou plusieurs expressions qui seront
évalilées dans le nouvel environnement. Pour les expressions let, les expressions de
la liste de liaisons sont évaluées dans l’environnement qui entoure l’expression let,
alors que pour les expressions letrec, l’évaluation se fait dans le même enviroil
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nement que pour le corps. Par exemple
1. (let ((f (lambda Cx) (+ x 3))))
2. (let ((f (lambda (x) (if C> Z x) (f (+ x 1)) x))))
3. (f 5)))
Cette expression comporte deux fonctions différentes toutes deux représentées
par des variables nommées f. La deuxième de ces fonctions fait appel à f, qui
représente dans ce cas-ci la première fonction. La valeur de cette expression est
donc 9. Si la deuxième expression let avait été une expression letrec, on aurait
plutôt eu 7 comme valeur pour cette expression car, dans ce cas-là, tous les appels
à f représenteraient des appels à la deuxième fonction. L’expression letrec permet
donc de définir des fonctions récursives.
3.8 Parallélisme (par)
Les expressions par sont syntaxiquement semblables à des expressions let, mais
indiquent que les expressions de la liste de liaisons devraient toutes être évaluées
en parallèle. Pour le prototype SHard, seulement deux expressions parallèles sont
permises dans le par. Ce type d’expressions est utile lorsque l’on veut que deux
expressions soient évaluées en parallèle malgré le fait qu’elles puissent produire
des effets de bord (qui se produiront alors dans un ordre indéterminé.) Ce type
d’expression a initialement été introduit dans le langage avant que le compilateur
n’ait d’étape de parallélisation comme seule manière d’exprimer du parallélisme; il
est aussi utilisé à l’interne pour la parallélisation automatique.
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3.9 Canaux d’entrée / sortie
Les canaux d’entrée / sortie permettent aux circuits produits par Sllard de
communiquer avec le monde extérieur. On les définit en faisant appel aux primitives
input-chan ou output-chan qui prennent chacune un paramètre qui représente le
nom du signal correspondant au niveau global du circuit VHDL. Ce nom doit donc
être un nom de signal valide en VHDL, être unique pour un circuit donné et être
différent de gclk, nreset ou de tout autre nom de canal précédé de req ou ack;
ces restrictions existent pour que le nom donné au canal en Sllard soit identique au
nom du signal décrit en VHDL et que les autres signaux externes du circuit soient
tout aussi prévisibles.
3.10 Vecteurs globaux
Les vecteurs globaux ont été ajoutés à SHard pour combler le besoin d’accès
aléatoire à des vecteurs de données, ce qui peut s’avérer très coûteux en terme de
performance et de taille de circuit lorsqu’implanté sous forme de fermetures.
Étrangement, c’est un peu à cause du modèle de mémoire distribuée non
partagée de $Hard qu’il a été décidé que les vecteurs soient globaux (et statiques)
chaque vecteur correspond à un bloc de mémoire en matériel et on ne peut pas
(normalement) créer du nouveau matériel dynamiquement à l’exécution. On au
rait pu créer un bloc mémoire global de grande taille où tous les vecteurs seraient
alloués, mais on perd alors la possibilité d’utiliser plusieurs vecteurs différents en
même temps.
Il existe trois types d’expressions reliées aux vecteurs : make—vector qui permet
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de déclarer des vecteurs, vector-set ! qui permet de modifier une valeur donnée
dans un vecteur, et vector-ref qui permet de lire une valeur donnée dans un
vecteur.
Les expressions make-vector prennent deux paramètres qui doivent être des en
tiers littéraux. Le premier donne la taille du vecteur et le second, la valeur initiale à
écrire dans chaque cellule du vecteur. Les expressions de ce type doivent apparaître
sémantiquement au niveau global dans le programme. Si un vecteur est déclaré à
u autre endroit, le comportement du circuit produit par SHard est illdéfini.
Les expressions vector—set I prennent trois paramètres : le vecteur à modifier,
la positioll à modifier dans le vecteur ainsi que la valeur à écrire à cette position. De
même, les expressions vector—ref prennent deux paramètres, qui sont le vecteur à
accéder ainsi que la position à lire. Les expressions passées en paramètres peuvent
être de quelque type que ce soit à condition que la valeur de la première soit un
vecteur et celle de la deuxième, un entier entre O et la taille du vecteur moins un.
3.11 Fonctions prédéfinies
Le langage source supporte plusieurs fonctions prédéfinies.
— +, —, * opérations arithmétiques de base (avec bouclage sur débordement)
— <, = comparaisons sur les entiers
— timer temps écoulé (nombre de cycles) depuis la dernière initialisation du
circuit
— ror, roi rotations sur les bits d’un entier
Le langage et le compilateur ont été conçus de manière à ce que l’ajout de fonc
tions prédéfinies soit aussi simple que possible. Par exemple, l’ajout de chacune
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des fonctions de rotation s’est fait en quelques minutes une définition de fonction
primitive dans l’environnement global de compilation (voir 5) et l’ajout d’une corre
spondance entre cette primitive et l’opérateur VHDL correspondant, pour un total
d’une dizaine de lignes de code. Il serait possible d’étendre SHard pour permettre
l’ajout de primitives sous forme de modules d’extension.
CHAPITRE 4
COMPOSANTES GÉNÉRIQUES
Le compilateur SHard produit en sortie une description de circuit sous forme
d’instanciations de composantes matérielles génériques et de connexions entre ces
composantes. Ces composantes peuvent être implantées de différentes manières à
condition d’avoir le comportement décrit ci-dessous. Une implantation simple de
chaque composante a été faite et est décrite au chapitre 6.
Chaque connexion entre deux composantes doit implanter un certain mécanisme
de synchronisation de manière à ce que les composantes puissent échanger des jetons
contenant de l’information, avec une certitude que tous les jetons envoyés seront
reçus et traités.
4.1 Composante stage
Les composantes stage (figure 4.1(a)) sont utilisées pour l’af
fectation de nouvelles variables à partir d’expressions simples,
qui correspondent à des circuits combinatoires dont le délai est
prévisible. Chaque composante stage correspond, après compi
lation, à une expression let (voir le chapitre 5). L’arrivée d’un jeton en entrée
correspond au début de l’évaluation du let et contient les variables vivantes à
ce point. Les définitions des variables déclarées par le let sont évaluées en paral
lèle par un circuit combinatoire contenu dans le stage et un jeton contenant ces
variables en plus des variables vivantes est envoyé en sortie à la composante qui
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Figure 4.1 — Composantes matérielles génériques
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implante le corps du let, après que le délai combinatoire soit passé.
4.2 Composante split
Les composantes spiit (figure 4.1(b)) servent à implanter
les branchements conditionnels (if.) Ils consistent en un canal
d’entrée, un multiplexeur et deux canaux de sortie. Le canal
d’entrée reçoit des jetons contenant toutes les variables vivantes à
ce point du programme en plus d’un booléen qui correspond à la condition. La CP$
conversion (5.4) s’assure que la condition est calculée dans une étape précédant le if
en tant que tel, et donc l’arrivée du jeton correspond directement à l’évaluation de
l’expression conditionnelle. Le multiplexeur route le jeton entrant, moins le booléen
(condition), vers l’un des deux canaux de sortie selon la valeur du booléen. Chacun
des canaux de sortie est connecté à la composante qui implante l’expression de la
branche correspondante du if.
4.3 Composante input
Les composantes input (figure 4.1(c)) servent à implanter
des canaux d’entrée extérieurs au circuit, au niveau global. Ils
consistent en deux canaux d’entrée et un canal de sortie. Un des
canaux d’entrée et le canal de sortie sont internes au circuit et
transportent des jetons qui contienilent toutes les variables vivantes à ce point du
programme. L’autre canal d’entrée est externe et reçoit des jetons ne contenant
qu’une valeur. Lorsque des jetons sont présents sur les deux canaux d’entrée, ils
sont consommés et un jeton contenant l’information des deux autres est envoyé en
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sortie. Les canaux internes en entrée et en sortie sont connectés respectivement à
la composante qui implante un “appel” à un canal d’entrée externe (opération de
lecture) et à la composante qui implante la continuation de cet appel, c’est à dire
la partie du programme qui utilise le résultat de l’appel (voir 5.4).
4.4 Composante output
Les composantes output (figure 4.1(d)) sont semblables aux
composantes input, mais servent plutôt à implanter des canaux
de sortie externes au circuit. Elles sont composées d’un canal
d’entrée et de deux canaux de sortie, dont un est externe.
Lorsqu’un jeton arrive sur le canal d’elltrée, deux jetons sont envoyés simultané
ment sur les canaux de sortie un vers l’extérieur contenant une seule valeur et
l’autre sur le canal de sortie interne contenant toutes les variables vivantes. Les
canaux internes sont connectés de manière similaire à la composante input, de
manière à correspondre à un “appel” de canal en écriture.
4.5 Composante f if o
Les composantes f if o (figure 4.1(e)) servent de mémoire
tampon aux points du circuit où il peut y avoir un nombre arbi
trairement grand de jetons qui circulent en parallèle, de manière
à éviter les étreintes fatales; c’est le cas des points d’entrée de
fonctions récursives qui se rappellent elles-mêmes en parallèle. Elles sont composées
d’un canal d’entrée, d’une mémoire et d’un canal de sortie. L’arrivée d’un jeton en
entrée correspond à l’appel de la fonction en question et provient de la composante
fv
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qui implante l’appel de fonction, possiblement à travers une ou des composantes
merge. Le jeton est renvoyé tel quel en sortie si le canal est prêt à l’accepter, sinon
il est stocké en mémoire en attendant que le canal se libère. Si plusieurs jetons
sont en attente, ils sont renvoyés dans l’ordre de leur arrivée (“first in, first out”
ou FIFO.) Le canal de sortie est connecté à la composante qui implante le corps
de la fonction, possiblement précédé d’une composante clo—mem (dans le cas d’une
fermeture.)
Les f if o sont conceptuellement équivalentes à une série de composantes stage
en chaîne avec seulement des fils comme “circuits combinatoires”, mais sont im
plantées différemment pour des questions d’efficacité, tant au niveau de la rapidité
du circuit qu’au niveau de sa taille. Puisqu’une composante RAM a un nombre
limité de canaux d’entrée/sortie, souvent un seul, et que les différentes opérations
de lecture et d’écriture doivent se faire séquentiellement, chaque f if o comporte
une composante RAM locale de manière à ce que plusieurs appels à des fonctions
différentes puissent se faire simultanément.
4.6 Composante merge
Les composantes merge (figure 4.1(f)) sont utilisées aux
params\ /params
points d’entrée de fonctions qui ont plus d’un site d’appel pos
mergo
sible. Chaque composante merge est composée de deux canaux
params
d’entrée, d’un arbitre et d’un canal de sortie. Lorsqu’un jeton
arrive sur un canal d’entrée, ce qui correspond à l’appel de la fonction en question,
il est renvoyé tel quel sur le canal de sortie, qui est connecté à la composante qui
implante le corps de la fonction (possiblement précédée d’une composante f if o,
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ou d’une composante clo—mem dans le cas d’une fermeture.) L’arbitre s’assure que
les jetons en sortie sont envoyés un à la fois, même si deux jetons peuvent arriver
simultanément en entrée à partir de deux sites d’appel différents. Dans le cas de
fonctions qui ont plus de deux sites d’appel possibles, plusieurs composantes merge
sont placées en arbre, ce qui fait qu’un jeton doit traverser O(log n) composantes
merge entre un site d’appel et le corps d’une fonction, où n est le nombre de sites
d’appel possibles pour cette fonction, selon la 0-CFA.
4.7 Composante clo—mem
Les composantes clo—mem (figure 4.1(g)) sont utilisées comme
fvl
espace mémoire pour les fermetures. Chaque fonction qui a I data
ALLOC. READ
des variables libres, incluant les continuations (après conversion I
___________
CPS, voir 5.4), est associée à une composante clo—mem. Chaque Idr
clo—mem a deux fonctions: allocation/écriture et lecture/libération. Chacune de ces
fonctions correspond à n canal en entrée et à un canal en sortie, pour un total de
quatre canaux pour chaque clo—mem. L’arrivée d’un jeton pour allocation/écriture
correspond à la création d’une fermeture. Dans ce cas, le jeton entrant contient
toutes les variables vivantes dans l’expression qui déclare la fonction incluant toutes
les variables libres de la fonction qui sont sauvegardées à un espace libre en mé
moire. Un jeton est ensuite envoyé en sortie avec l’adresse à laquelle ces données ont
été sauvegardées concaténée à l’identifiant de la fonction en plus des variables vi
vantes à la composante qui implante la continuation de la déclaration de fermeture.
L’arrivée d’un jeton pour lecture/libération correspond à l’appel d’une fermeture.
Le jeton entrant contient les paramètres actuels de l’appel de fermeture en plus de
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l’adresse à laquelle les variables libres sont stockées. Les variables libres sont lues
et renvoyées avec les paramètres actuels dans un jeton en sortie alors que l’espace
mémoire est libéré. Le canal de sortie est connecté à la composante qui implante le
corps de la fonction.
Chaque composante clo—mem inclut sa propre composante RAM matérielle, ce
qui permet à plusieurs fermetures d’être allouées ou lues en même temps. De plus,
puisque chaque composante est générique et paramétrée par le compilateur, la
RAM est produite de manière à avoir une largeur égale à ce qui est nécessaire pour
stocker toutes les variables libres de la fonction, ce qui permet non seulement de
lire ou d’écrire une fermeture complète en une seule opération, mais aussi d’éviter
le gaspillage de mémoire.
4.8 Composante vec-mem
Les composantes vec—mem (figure 4.1(h)) servent à implanter
Ifv,data, 4fv,
les vecteurs globaux. Chaque vec—mem contient sa propre com- t ddt I d1ta
WRITE READ
posante RAM et le nombre d’espaces mémoire utilisables cor
___________
I 4fv,
Iaddr
respolld exactement à la longueur du vecteur. L’interface d’une
composante vec-mem est semblable à celle d’une composante clo-mem, avec deux
canaux en entrée et deux en sortie, logiquement groupés en deux paires d’un canal
d’entrée et d’un de sortie. Une des paires de canaux est utilisée pour la lecture du
vecteur alors que l’autre sert à l’écriture. L’arrivée d’un jeton en lecture correspond
à un appel à vector—ref et le jeton contient donc l’adresse de l’élément à lire en
plus des variables vivantes. L’élément est lu de la mémoire locale et renvoyé en
sortie avec les variables libres à la continuation de l’appel à vector—ref. L’arrivée
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d’un jeton en écriture correspond à un appel à vector—set et le jeton contient
donc, en plus des variables vivantes, l’adresse de l’élément à modifier ainsi que la
valeur à écrire à cette adresse. L’élément en question est modifié dans la mémoire
locale et un jeton est envoyé e sortie à la composante qui implante la continuation
de l’appel à vector—set !.
4.9 Composante par
Les composantes par (figure 4.1(i)) servent à introduire du
parallélisme à gros grain dans les circuits produits par $Hard.
Chaque expression par du programme source et chacune de celles
introduites par l’étape de parallélisation à gros grain du proces
sus de compilation (section 5.2) correspond à une composante par. Chaque par
a trois canaux en entrée et trois en sortie. Ces canaux sont logiquement séparés
en deux parties qui ressemblent à ull spiit et u merge (respectivement un canal
d’entrée et deux de sortie, et deux canaux d’entrée et un de sortie.) Ces deux parties
s’appellent “fork” et “join”.
L’arrivée d’un jeton à l’entrée de la partie “fork” correspond au début de l’éval
uation d’une expression par. Toutes les variables qui sont libres dans le corps de
l’expression par sont sauvegardées à une adresse libre dans une mémoire locale et
des jetons sont envoyés simultanément sur les deux canaux en sortie, qui sont con
nectés aux circuits qui implantent les expressions à évaluer en parallèle. Ces jetons
contiennent les variables libres dans chacune des expressions à évaluer en parallèle,
en plus de l’adresse nouvellement allouée dans la composante par; cette adresse
sert d’identifiant, ou cpid pour les processus nouvellement créés, de manière à
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pouvoir les jumeler lors de la fin de leur évaluation.
L’arrivée d’un jetoil à l’une des entrées de la partie “join” correspond à la fin
de l’évaluation d’une des expressions parallèles; chaque canal d’entrée de la partie
“join” est connecté de manière à servir de “continuation” à l’une des expressions
parallèles. Le jeton entrant doit contenir son “pid” ainsi que la valeur de retour de
l’expression évaluée. S’il s’agit du premier jeton de deux à arriver avec ce “pid”,
la valeur de retour est sauvegardée en mémoire dans un espace libre à l’adresse
indiquée par le “pid”. S’il s’agit du deuxième et dernier jeton à arriver, la valeur
de retour du premier processus ainsi que les autres variables libres sont lues de la
mémoire locale et combinées à la deuxième valeur de retour pour produire un jeton
en sortie; l’adresse indiquée par le “pid” est libérée. Le canal de sortie de la partie
“join” est connecté au circuit qui implante le corps de l’expression par.
Tout comme pour les composantes clo—mem et vec-mem, chaque composante
par a sa propre composante RAM locale et cette RAM est produite de manière à
ce que chaque mot mémoire soit exactement de la bonne longueur pour contenir les
variables libres du corps de l’expression par, la valeur de retour d’une expression
parallèle ainsi qu’un bit pour indiquer si un jeton est déjà arrivé pour un “pid”
donné.
CHAPITRE 5
PROCESSUS DE COMPILATION
Le compilateur SHard en tant que tel est basé sur un compilateur de Scheme à C
déjà existant, le “90-minute Scheme to C Compiler” [131. Le compilateur SHard en
utilise les structures de données qui servent à construire l’arbre de syntaxe abstraite
(ASA) ainsi que plusieurs fonctions d’analyse et de transformation de code. Ces
structures et fonctions ont été modifiées et augmentées pour la compilation vers
une architecture à flot de données. La partie dorsale du compilateur ainsi que
d’autres fonctions d’analyse et de transformation ont été créées spécifiquement
pour ce projet.
Deux types particuliers d’expressions se distinguent pour la compilation les
expressions triviales et les expressions simples. Les expressions triviales sont les
expressions littérales, les lambda-expressions et les références à des variables. Les
expressions simples comprennent les expressions triviales ainsi que les applications
de fonctions primitives où tous les arguments sont des expressions tTiviaÏes.
5.1 Analyse lexicale et syntaxique
La partie frontale du compilateur en est une qui est dérivée directement du
compilateur origillal. L’analyse lexicale se fait simplement en utilisant la procédure
read—all de Gambit Scheme, qui est semblable à une utilisation répétée de la
procédure standard Scheme R5R$ [221 read: elle lit toutes les S-expressions jusqu’à
la fin d’un fichier et renvoie une liste de ces S-expressions.
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L’analyse syntaxique se fait récursivement sur les S-expressions renvoyées par
read-all, par une recherche en profondeur d’abord. Deux environnements sont
utilisés par l’analyse syntaxique : l’environnement global et l’environnement lo
cal selon la portée statique. Ces environnements sont des listes de définitions de
symboles les éléments prédéfinis du langage sont présents initialement dans l’en
vironnement global et les deux environnements sont mis à jour tout au long de
l’analyse.
Parmi les définitions déjà présentes dans l’environnement initial, on retrouve
des macros qui servent à transformer certains éléments du langage de manière à
simplifier la compilation. Les make—vector sont remplacés par une fonction d’or
dre supérieur qui peut renvoyer deux fonctions qui correspondent à vector—set
et vector—ref. Les vector—set et vector—ref sont remplacés en un appel à
la fonction qui représente le vecteur, suivi d’un appel à la fonction renvoyée par
le vecteur. Les fonctions qui correspondent à vector—set ! et vector—ref sont
annotées de manière à être traitées différemment par la partie dorsale. Les input—
chan et output—chan sont transformés en fonctions dont l’appel représente une
opération d’entrée ou de sortie; ces fonctions sont aussi annotées car elles doivent
être traitées spécialement par la parallélisation et la partie dorsale, entre autres.
Les par sont remplacés par un appel à une fonction dont le corps est le corps du
par; les arguments passés à l’appel sont les expressions qui doivent être évaluées en
parallèle. Encore une fois, la fonction est annotée pour être différenciée par d’autres
phases de compilation.
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5.2 Parallélisation à gros grain
Puisque SHard produit des architectures à flot de données où plusieurs jetons
peuvent circuler simultanément sans ralentissement pour chaque jeton, la parai
lélisation du code est très avantageuse. Étant donné que les seules opérations du
langage qui produisellt des effets de bord sont les opérations d’entrée/sortie et les
opérations sur les vecteurs globaux, et que toutes les analyses sont faites sur la to
talité du code d’un programme (pas de compilation modulaire), il est très simple de
déterminer quelles expressions d’un programme donné peuvent produire des effets
de bord; toutes les autres expressions sont candidates à être évaluées en parallèle.
Il est à noter que l’étape de parallélisation ne tente de faire évaluer en parallèle que
des expressions qui ne sont pas simples; les expressions simples sont parallélisées
par une étape subséquente de parallélisation à grain fin (section 5.8).
Cette étape de compilation consiste en quatre sous-étapes. La première est une
analyse de flot de contrôle (voir section 5.6), qui permet d’identifier les expressions
qui risquent de causer des effets de bord.
La deuxième étape recherche toutes les expressions non-simples qui servent d’ar
guments à un appel de fonction et les remplacent par des variables qui sont déclarées
dans une nouvelle expression let dont le corps est cet appel de fonction; l’appel en
tant que tel est remplacé par l’expression let qui l’englobe dans le code résultant.
Par exemple,
(f (fact x) (— (fib y) 5) 3)
deviellt, après la transformation,
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i. (let ((v_O (f act x))
2. (v_i (— (fib y) 5)))
3. (f v_O v_i 3))
L’étape suivante considère toutes les expressions let du programme qui définis
sent au moins deux variables à partir d’expressions non-simples et qui n’ont pas
d’effet de bord et les remplace par des expressions par quasi-identiques. Il est à
noter que dans la version courante de $Hard, cette étape n’est valide que pour
les expressions let qui définissent exactement deux variables, toutes deux à partir
d’expressions non-simptes.
Finalement, toutes les expressions par du programme, autant celles introduites
explicitement par la personne qui a écrit le programme que celles produites par le
compilateur, sont analysées de manière à déterminer lesquelles ont au moins deux
expressions parallèles qui risquent de faire appel récursivement à cette même ex
pression par. Ces expressions sont considérées comme “dangereuses” car, puisque les
fonctions récursives sont implantées comme des pipelines circulaires, elles risquent
d’introduire simultanément un nombre arbitrairement grand de jetons dans un de
ces pipelines, ce qui peut causer une étreinte fatale. La partie dorsale du compi
lateur introduit une composante f if o dans chacune de ces boucles pour tenter
d’éviter le problème (voir section 5.11.) Il est à noter que cette approche ne couvre
pas tous les cas possibles et devrait être remplacée par une heuristique mieux adap
tée. Par exemple, une expression par dont une seule branche fait un appel récursif
peut aussi être “dangereuse”.
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5.3 Inclusion par référence (intining)
L’illclusion par référence est utilisée dans SHard de manière à dupliquer cer
taines composantes matérielles pour pouvoir en avoir plus d’une copie active à la
fois. Puisque la duplication de composantes n’est utile que pour les parties du cir
cuit où plusieurs jetons risquent d’être actifs à la fois, et que la duplication de
composantes matérielles est coûteuse, une heuristique expérimentale a été dévelop
pée pour l’inclusion par référence dans $Hard.
L’analyse commence par trouver toutes les expressions par du programme pour
déterminer lesquelles risquent d’introduire un nombre arbitrairement grand de je
tons; ce sont les expressions par qui font partie du corps d’une fonction récursive
et les deux expressions à être évaluées en parallèle risquent de faire un appel récur
sif. Une analyse O-CFA (section 5.6) est utilisée pour trouver les expressions par
en question : le graphe de flux de contrôle est parcouru pour déterminer si une
expression à évaluer en parallèle peut boucler sur elle-même. Toutes les fonctions
qui se trouvent sur une telle boucle de contrôle sont considérées pour l’inclusion
par référence.
Puisque le but est d’augmenter le plus possible le parallélisme tout en respectant
certaines contraintes par rapport à la taille du circuit, l’heuristique d’inclusion
par référence utilisée dans $Hard considère la taille de chaque fonction ainsi que
le nombre de sites d’appel différents pour chacune d’elles. Deux paramètres sont
donnés pour diriger l’inclusion par référence t un facteur maximal d’augmentation
de la taille du code et une taille maximale initiale pour les fonctions à inclure par
référence. La taille du code est calculée comme étant le nombre de noeuds dans
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l’A$A correspondant.
L’inclusion par référence en tant que tel est un processus itératif qui se poursuit
tant que la taille maximale de l’A$A n’est pas atteinte et qu’il reste des fonctions
qui peuvent être inclues par référence. Les fonctions sont d’abord triées en ordre
décroissant de leur nombre de sites d’appel et sont ensuite considérées dans cet
ordre, car on veut dupliquer d’abord les composantes qui risquent d’être les plus
utilisées. Chaque fonction dont la taille ne dépasse pas la taille maximale pour
l’inclusion par référence est incluse par référence. Cette limite sur la taille des
fonctions à inclure sert à inclure d’abord les fonctions de plus petite taille, de
manière à permettre le plus d’inclusion possible pour une taille de circuit donnée.
Après chaque itération, la taille maximale pour l’inclusion est augmentée par un
facteur de 1,5 de manière à permettre d’inclure des fonctions de plus grande taille.
5.4 Conversion CPS
La conversion CP$ [3] est utilisée de manière à rendre explicite l’ordre dans
lequel les expressions doivent être évaluées. Cette étape faisait partie du compi
lateur original et a été adaptée aux particularités de SHard. Toutes les fonctions
du programme sont transformées de manière à ne plus renvoyer de résultat à l’ap
pelant; à la place, une fonction, dite continuation, est appelée explicitement avec ce
résultat comme paramètre. La continuation est une fonction qui représente le cal
cul qui doit être fait avec le résultat de la fonction originale. Puisque une fonction
risque d’avoir plus d’un site d’appel et que chaque site d’appel représente un calcul
différent à faire avec sa valeur de retour, elle n’a pas une continuation unique, mais
plutôt une continuation différente pour chaque site d’appel. La continuation de-
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vient donc un paramètre supplémentaire de la fonction qui est passé explicitement
en argument à chaque site d’appel.
La continuation d’un appel de fonction est créée à partir de l’expression qui
englobait le site d’appel à l’origine : l’expression en questioll devient le corps de la
continuation et est modifiée de manière à ce que l’appel de fonction englobé soit
remplacé par une référence à l’unique paramètre de la continuation (la “valeur de
retour”.)
Par exemple,
1. (letrec ((f act (lambda (x)
2. (if (=Ox)
3. 1
4• (* x (fact (— x 1)))))))
5• (+ (fact 3) 25))
devient
1. (letrec ((fact (lambda (k x)
2. (if (=Ox)
3. (ki)
4. (fact (lambda (r) (k (* x r)))
5. (— X 1))))))
6. (f act (lambda (r) (+ r 25)) 3))
Ull programme complet est une expression, mais celle-ci n’est englobée dans
aucune autre expression et on ne peut donc pas créer sa continuation de la manière
habituelle. Il n’y a aucun calcul à faire avec la valeur de retour de cette expression
et sa “continuation” est simplement la fin de l’exécution du programme. De manière
à pouvoir appliquer la conversion CP$ à un programme, on définit une fonction
primitive nommée hait qui prend un paramètre et représente la fin de l’exécution,
et on l’utilise comme continuation pour le programme complet.
Le cas des expressions par est aussi problématique et est spécifique à SHard
toutes les expressions à évaluer en parallèle ont la même “continuation”, le corps
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de l’expression par, qui doit être appelée une fois qu’on a la valeur de retour
pour toutes les expressions parallèles. Ce cas n’est pas prévu par la conversion
CPS classique, sans parallélisme, où chaque continuation est unique à un appel de
fonction et ne prend qu’un paramètre (ulle seule “valeur de retour”.) Par contre,
il peut être traité de manière similaire au programme complet on introduit une
autre fonction primitive nommée j cm qui représente la fin de l’évaluation d’une
expression parallèle et le fait que sa valeur de retour doit être conservée jusqu’à ce
que l’évaluation de toutes les autres expressions parallèles soit terminée. Chaque
instance de j oin est annotée de manière à identifier l’expression parallèle dont
l’évaluation se termine, ce qui permet à l’étape dorsale d’envoyer le résultat au bon
endroit (voir section 5.11.)
Par exemple, i. (letrec ((f (lambda (x) x)))
2. (par ((x (f 25))
3. (y (f 33)))
4. (+ x y)))
devient
i. (letrec ((f (lambda (k x) (k x))))
2. (par ((x (f (lambda (r) (join pid r 0)) 25))
3. (y (f (lambda (r) (join pid r 1)) 33)))
4. (let ((r (+ x y))) (hait r))))
où jomn prend un paramètre pid qui représente le par correspondant, un
paramètre r qui est la valeur de retour et un paramètre (0 ou 1) qui sert à distinguer
les deux branches du par.
5.5 Lambda-tifting
Le tambda-tifting transforme des fonctions qui sont des fermetures en combina
teurs (fonctions sans variables libres) lorsque c’est possible, de manière à rédilire
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le nombre de composantes clo—mem du circuit généré. Les fonctions qui sont des
fermetures et correspondent à des composantes clo—mem sont celles qui ont des
variables libres, et on cherche donc à éliminer ces variables libres en les passant
explicitement en paramètre à la fonction; une fonction sans variable libre est ap
pelée combinateur et peut être déclarée n’importe où dans le programme car elle
ne dépend pas de l’environnement dans lequel elle est déclarée (pas de fermeture à
allouer en mémoire). Par exemple,
1. (let ((x 25))
2. (let ((f (lambda (y) (+ x y))))
3. (f 12)))
devient
1. (let (Cx 25))
2. (let ((f (lambda (x2 y) (+ x2 y))))
3. (f x 12)))
ce qui est équivalent à
1. (let ((f (lambda (x2 y) (+ x2 y))))
2. (let (Cx 25))
3. (f x 12)))
On voit par l’exemple précédent que la fonction f originale doit se rappeler de
la valeur de x entre le moment de sa déclaration et celui de son appel, d’où une
composante clo-mem. Après la transformation, f prend deux paramètres au lieu
d’un seul, mais n’a plus de variable libre. Le fait qu’une composante clo—mem 11e
soit plus nécessaire non seulement réduit la taille du circuit généré, mais améliore
aussi sa performance en terme de latence, car les opérations d’allocation et de
lecture de fermeture peuvent être éliminées.
Le tambda-tifting n’est cependant pas possible pour toutes les fonctions qui ont
des variables libres. Par exemple, la fonction factorielle récursive classique, après
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conversion CP$
1. (letrec ((f act (lambda (k x)
2. (if(=Ox)
3. (ki)
4. (fact (lambda (r) (k (* x r)))
5. ( x 1))))))
6. (fact (lambda (r) r) 5))
Dans ce cas, la fonction f act doit appeler sa continuation k avec son résul
tat, et cette continuation peut être la continuation de l’appel original à fact,
(lambda (r) r), oubienlacontinuationd’unappelrécursif, (lambda (r) (k (* r x))).
La continuation d’un appel récursif doit se rappeler des paramètres de l’appel précé
dent à f act (k et x). On pourrait les ajouter en tant que paramètres de la contin
uation, en la transformant en (lambda (r k x) (k (* r x))), mais il faudrait
alors que la fonction fact se rappelle des paramètres passés à son appel précédent
et il faudrait donc ajouter d’autres paramètres à cette fonction aussi. Puisque f act
est récursive et qu’elle doit se rappeler des paramètres de son appel précédent,
elle aurait besoin de se rappeler des paramètres de tous ses appels précédents, ce
qui donnerait un nombre variable et arbitrairement grand de paramètres, et donc
différentes fonctions, dépendant de la profondeur de récursion. Les cas semblables
à celui-ci sont traités par la conversion de fermetures (section 5.7), qui s’occupe
d’identifier toutes les fonctions qui sont des fermetures contenant des données qui
doivent être allouées en mémoire. Dans l’exemple précédent, l’allocation des vari
ables libres de la continuation à un appel récursif de fact correspond à l’allocation
d’un bloc d’activation sur la pile pour un programme logiciel classique.
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5.6 O-CFA
L’analyse O-CFA (Control Flow Analysis [25]) est une analyse de flux de contrôle
et de données. Elle est utilisée dans S Hard de manière à obtenir un graphe de flux de
contrôle à partir d’un programme donné. Ce graphe correspond presque directement
au circuit qui sera généré : chaque noeud représente une ou plusieurs composantes
matérielles en chaule et chaque arrête représente un bus qui implante un canal
de communication. Elle est aussi utilisée pour fournir de l’information à d’autres
phases de compilation, par exemple l’inclusion par référence (section 5.3).
La O-CFA donne comme résultat une valeur abstraite pour chaque noeud de
l’ASA, qui est une borne supérieure sur l’ensemble de toutes les valeurs que peut
prendre l’expression correspondante. Le “O” de O-CFA signifie que chaque noeud
de l’A$A n’a qu’une seule valeur abstraite qui inclut les valeurs possibles dans
n’importe quel contexte. Par exemple, le corps d’une fonction qui a plusieurs sites
d’appel peut avoir différentes valeurs abstraites selon le contexte dans lequel la
fonction est appelée, mais la O-CFA ne donne qu’une borne supérieure sur l’union
de toutes ces valeurs abstraites. Une analyse plus précise serait très coûteuse en
temps de calcul et la précision de la O-CFA s’avère suffisante dans la plupart des
cas. Aussi, le fait de faire de l’inclusion par référence peut potentiellement donner
une fonction différente pour chaque site d’appel.
Dans le cas de SHard, la O-CFA est implantée de manière à ne considérer que
les valeurs qui sont des fonctions. Chaque valeur abstraite est donc un ensemble de
fonctions qui représente l’ensemble qui contient ces fonctions en plus de toutes les
valeurs possibles qui ne sont pas des fonctions.
45
5.7 Conversion de fermetures
La conversioii de fermetures sert à rendre explicite le fait que certaines fonctions
ont des variables libres même après le tambda-tifting (section 5.5) et sont donc des
fermetures qui doivent être allouées. Deux nouvelles primitives sont ajoutées au
langage pour supporter la conversion de fermetures et ne sont utilisées qu’à l’interne
par le compilateur : les primitives c1osure et c1o—ref. La primitive c1osure
représente une fermeture et prend comme “paramètres” la fonction en tant que
tel ainsi que toutes les valeurs qui doivent être sauvegardées en mémoire (une
pour chaque variable libre). La primitive c1o—ref est utilisée dans le corps d’une
fermeture et représente une référence à une valeur sauvegardée dans une mémoire de
fermeture; chaque variable libre dans le corps de la fonction est remplacée par une
utilisation de Xclo—ref. Elle a deux paramètres un paramètre cself qui représente
l’adresse à laquelle la fermeture est sauvegardée dans la mémoire locale ainsi que
le “iluméro” de la variable libre correspondante, un paramètre qui représente un
décalage par rapport au premier mot sauvegardé à cette adresse (numéro de champ
dans un enregistrement). Un décalage de zéro représente la fonction en tant que
tel, qui n’est pas sauvegardée en mémoire; la première variable libre a un décalage
de un. Par exemple
1. (letrec ((fact (lambda (k x)
2. (if (=Ox)
3. (ki)
4. (fact (lambda (r) (k (* x r)))
5. (— X t))))))
6. (fact (lambda (r) r) 5))
devient
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,. (letrec ((fact (lambda (k x)
2. (if(=Ox)
3. ((Vclo—ref k O) k 1)
4. (fact
5. (Xclosure
6. (lambda (self r)
z. (C’c1o—ref
8. Cclo—ref self 2)
9. 0)
‘o. Oclo—ref self 2)
11. (* r (clo—ref self 1))))
12. X
13. k)
14. (- X 1))))))
15. (fact (closure (lambda (self r) r)) 5))
5.8 Parallélisation à grain fin
L’étape de parallélisation à gros grain (section 5.2) ne met en parallèle que
les expressions qui se sont pas szmp tes car la composante par est coûteuse à la
fois en espace utilisé pour le circuit et en latence. Par contre, il est possible d’é
valuer plusieurs expressions simples de manière concurrente sans l’utilisation de
composante par chacune de ces expressions correspond à un circuit combinatoire
et il suffit donc de mettre plusieurs circuits combinatoires côte-à-côte.
Après la conversion CP$, chaque expression simple est associée à une variable
dans une expression let, avec une seule variable par expression let, et on sait que
chaque expression let correspondra ensuite à une composante stage suivie d’un
circuit combinatoire. Il est fréquent que plusieurs de ces expressions let soient
imbriquées, ce qui correspond à un pipeline de composantes stage en matériel, On
cherche donc à mettre plusieurs expressions simples dans la même expression let
de manière à réduire la profondeur du pipeline.
Toutes les expressions let du programme sont analysées de manière à identifier
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toutes celles dont le corps est aussi une expression let. Chaque expression simpte
du let imbriqué qui ne dépend d’aucune variable déclarée par le let englobant est
relevée vers le let englobant. Si la liste de liaisons du let imbriqué se retrouve
vide, ce let est remplacé par son propre corps. Par exemple
i. (let ((a (+ x 7)))
2. (let ((b (* y 6)))
3. (let ((c (— a 3)))
4. .
.
devient
i. (let ((a (+ x 7))
2. (b (* y 6)))
3. (let ((c (— a 3)))
4.
ce qui permet de n’utiliser que deux composantes stage plutôt que trois, ré
duisant ainsi la taille du circuit et sa latence.
5.9 Relevage de fermetures
Le relevage de fermetures est spécifique à Sllard et est utilisé pour la même
raison que la conversion CPS pour rendre explicite l’ordre d’évaluation des ex
pressions. À ce point de la compilation, tous les arguments formels de tous les
appels de fonctions sont des valeurs (littéraux ou fonctions) ou des références à des
variables, et donc chaque appel correspond en matériel à une connexion entre la
composante qui implante l’appelant et celle qui implante l’appelé. La seule excep
tion à cette règle est le cas des fermetures : une fermeture doit être allouée avant
d’être utilisée (e.g. passée en paramètre à une fonction), mais la conversion CP$
considère toutes les fonctions comme des valeurs et ne les traite donc pas (i.e. la
conversion CP$ ne voit pas de différence entre un combinateur et une fermeture
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qui doit être allouée en mémoire).
Pour que la génération de code d’un appel de fonction soit uniforme pour tous les
appels, chaque fermeture est relevée dans une nouvelle expression let qui englobe
l’expression où elle est utilisée, et la variable ainsi déclarée remplace la fermeture
dans l’expression originale. Par exemple
1. (foo 123 x Gclosure (lambda (y) ...) a b))
devient
i. (let ((do_25 C’closure (lambda (y) .. .) a b)))
2. (foc 123 x do_25))
On a donc un cas spécial d’expression let qui représente l’allocation d’une
fermeture.
5.10 Identifiants locaux de fonctions
Chaque fonction d’un programme Sllard possède un identifiant numérique qui
permet de la distinguer des autres fonctions lors d’un appel et il faut flog2 1
bits pour encoder un identifiant, où n est le nombre de fonctions à différencier. Il
est possible de donner llfl identifiant globalement unique à chaque fonction du
programme, mais de manière à limiter la largeur des bus qui transportent ces
valeurs, des identifiants locaux sont utilisés.
Un identifiant local doit donner suffisamment d’information pour distinguer une
fonction des autres à chaque site d’appel possible pour cette follction. Le résultat de
la O-CFA est utilisé pour trouver, pour chaque site d’appel, l’ensemble des fonction
qui peuvent être appelées à partir de ce point. Tant qu’il existe deux de ces ensem
bles dont l’intersection n’est pas vide, ces deux ensembles sont remplacés par leur
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union et le processus est répété. Le résultat est un ensemble de sous-ensembles dis
joints de fonctions et on sait qu’il n’est nécessaire de pouvoir distinguer une fonction
que des autres fonctions qui font partie du même sous-ensemble. Les identifiants
locaux sont donc donnés de manière à être uniques à l’intérieur d’un sous-ensemble,
mais possiblement réutilisés dans d’autres sous-ensembles. Cette heuristique n’est
pas optimale et a été choisie pour sa simplicité d’implantation et sa vitesse d’exécu
tion plutôt que pour son efficacité. On aurait pu, par exemple, faire un coloriage de
graphe sur un graphe dont les sommets sont les fonctions et dont les arêtes relient
les fonctions qui peuvent être appelées d’un même site d’appel.
5.11 Partie dorsale
La partie dorsale du compilateur SHard utilise l’ASA dans sa forme finale ainsi
que l’information rassemblée par différentes phases d’analyse pour produire une
description du circuit correspondant. Chaque type de noeud dans 1’ASA correspond
presque directement à une composante matérielle.
La partie dorsale procède par un parcours récursif en profondeur de 1’ASA, à
partir de sa racine. Un environnement est transporté et mis à jour tout au long
de ce parcours. Cet environnement sert à donner des noms uniques à tous les
bus du circuit produit, même si plusieurs de ces bus peuvent représenter la même
variable; c’est un dictionnaire qui associe à chaque variable le nom du dernier
bus correspondant déclaré pendant le parcours de l’ASA. C’est nécessaire car une
variable peut rester vivante sur une partie du code qui correspond à plus qu’une
seule composante matérielle, et donc sa valeur doit être transportée sur tous les bus
présents entre la première composante et la dernière, qui eux-mêmes doivent avoir
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des noms uniques. Lorsqu’un nouvel ideiltifiant est nécessaire pour une variable,
on crée celui-ci en utilisant le nom de la variable et en y ajoutant un numéro
unique. La création d’un nouvel identifiant correspond à la déclaration d’un bus
supplémentaire dans le circuit final.
5.11.1 Langage intermédiaire
Le code produit à cette étape est une représentation du circuit utilisant une
syntaxe de S-expressions. Chaque composante générique décrite au chapitre 4 peut
être instanciée par une expression de la forme (nom—de—La—composante parami
param2 ... param1I porti port2 ... portAi), où M est le nombre de paramètres
génériques (e.g. largeur des bus de données) et N est le nombre de ports d’entrée
et de sortie associés à cette composante, incluant possiblement un signal e entrée
pour l’horloge globale et un autre pour redémarrer le circuit (“reset”).
Il existe trois syntaxes pour décrire des bus de données $ les expressions bus,
les expressions subbus et les expressions j oin. Les expressions bus servent à dé
clarer des bus simples et sont de la forme (bus largeur valeur....initiale). Les
expressions subbus servent à représenter une tranche d’un bus de données et sont
de la forme (subbus bus premier_bit laprès_dernier_bit]), où les bits sont
numérotés de gauche à droite, le bit en position zéro étant le plus significatif; l’argu
ment après_dernier_bit est optionnel et l’omettre est équivalent à lui donner la
largeur du bus complet comme valeur. Les expressions j oin servent à déclarer des
bus qui sont la concaténation d’autres bus et sont de la forme (join busi bus2
busAi). Tous les bus peuvent aussi être nommés à l’aide d’expressions define,
qui sont de la forme (define nom déclaration). Par exemple, pour créer un bus
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x de 16 bits avec une valeur initiale de 5 ainsi qu’un bus y qui est la concaténa
tion de x avec un bus d’un bit avec une valeur initiale de 0, on utilise la syntaxe
suivante:
1. (define x (bus 16 5))
2. (define y (join x (bus 1 0)))
Pour représenter les 10 derniers bits de y, qui a une largeur de 17 bits, on
utiliserait la syntaxe suivante
(subbus y 7 17)
En plus des composantes génériques et des bus, il est possible d’exprimer que
deux bus de données sont connectés. On utilise la syntaxe (connection busi
bus2).
5.11.2 Expressions triviales
La compilation d’expressions triviales qui servent d’arguments à des fonctions
est un peu simplifiée par rapport à la compilation générale de ces expressions
— Les littéraux sont traduits directement en des bus qui sont initialisés à la
valeur correspondante et ont comme largeur la largeur par défaut globale.
— Les références à des variables sont traduites en le nom du bus correspondant à
cet endroit du circuit, et il en est de même pour les variables qui ont été sauve
gardées dans une fermeture. Les références à des données sauvegardées dans
des fermetures sont, en général, traitées exactement comme des références à
d’autres variables.
— Les déclarations de fermetures sont représentées par un bus dont une partie
contient l’identifiant local de la fonction et l’autre, qui est initialisée à zéro,
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l’adresse d’u;e fermeture en particulier dans la mémoire locale. Les fermetures
qui apparaissent directement comme arguments à des fonctions à cette étape
de la compilation sont celles qui ne nécessitent pas de mémoire locale, et donc
aucune composante clo—mem; la partie cadresse est donc constante à zéro et
peut être, si les analyses le permettent, éliminée complètement par l’outil de
synthèse.
5.11.3 Expressions simples
Les expressions simples qui ne servent pas directement d’argument à un appel
de fonction doivent nécessairement servir à définir une nouvelle variable dans une
expression let. Dans ce cas, elles sont traduites comme suit
— Les expressions littérales, les références à des variables et les déclarations de
fermetures qui n’ont pas besoin de mémoire sont compilées selon la règle pour
les expressions triviales, en plus d’une connexion (composante connection)
avec le bus qui représente la variable nouvellement déclarée.
— Les utilisations de fonctions primitives sont traduites par la composante com
binatoire correspondante. Les arguments sont tous des expressions triviales
et sont traduits comme tel. Par exemple
1. (.
2. (let ((y (+ x 1)))
3.
devient
r. (define x_123 (bus 16 0))
2. (define y....456 (bus 16 0))
3. . .
4. f+ x_123 (bus 16 1) y_456)
5. . .
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Les primitives input—chan, output—chan, timer, make—vector, vector-set !,
vector—ref, join et hait sont des cas particuliers et sont traités différem
ment (voir les sections 5.11.5,5.11.11,5.11.12 et 5.11.13.)
5.11.4 Expressions let
Les expressions let peuvent être compilées de deux manières
différentes, selon qu’il s’agisse du cas de déclaration de fermeture
correspondant à une composante clo—mem ou non.
Les expressions let ordinaires sont traduites en une com
posante stage suivie des composantes combinatoires qui correspondent aux ex
pressions qui servent à définir de nouvelles variables. Les bus qui correspondent
aux variables vivantes sont concaténés en un seul (bus j oin) qui sert d’entrée
à la composante stage. L’environnement local est modifié avec un nouveau bus
pour chacune de ces variables, et leur concaténation sert de sortie à la composante
stage. Les expressions qui servent à définir de nouvelles variables sont traduites
selon la règle pour les expressions simptes en utilisant l’environnement mis à jour.
Finalement, le corps de l’expression let ainsi que le corps de toutes les fermetures
déclarées dans ce let sont compilés.
Les expressions let qui servent à déclarer des fermetures avec mémoire sont
traduites en une composante clo—mem, avec les canaux pour allocation/écriture
connectés au point du circuit qui correspond à la déclaration de la fermeture et les
canaux pour lecture/libération placés juste avant le corps de la fermeture. Tous les
bus qui correspondent à des variables qui sont vivantes au moment de la déclaration
de la fermeture sont concaténés et servent de canal d’entrée pour l’allocation. L’en-
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vironnement est mis à jour avec de nouveaux noms de bus pour les variables qui
sont vivantes dans le corps du let, et ces bus sont concaténés pour servir de canal
de sortie pour l’allocation; le corps du let est compilé dans l’environnement mis à
jour. Les bus qui correspondent aux paramètres de la fermeture sont concaténés et
servent de canal d’entrée pour la lecture. L’environnement est mis à jour avec de
nouveaux noms de bus pour les paramètres et enrichi avec de nouveaux bus pour
les variables libres du corps de la fermeture (celles sauvegardées en mémoire) et le
corps de la fermeture est compilé dans ce nouvel environnement. Pour l’appel de
fermeture, la composante clo—mem se trouve entre l’arbre de composantes merge et
la composante qui correspond au corps de la fonction en tant que tel.
5.11.5 Expressions par
Les expressions par sont traduites par des composantes par
fvl t.avec les connexions suivantes rer
FORK JOIN
— l’entrée “fork” est connectée à la partie du circuit qui cor
____________
fv,I I 4 4tes,
piU + pid
respond a la declaration du par;
— chaque sortie “fork” est connectée à l’entrée du sous-circuit
qui implante une des expressions parallèles;
— chaque entrée “join” est connectée à la composante qui cor
respond à une primitive j oin dans l’expression parallèle
correspondante;
— la sortie “join” est connectée au sous-circuit qui correspond
au corps de l’expression par.
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L’environnement est mis à jour et utilisé de manière à ce que chaque variable
corresponde à un nom de bus différent selon qu’elle apparaisse dans une branche
parallèle ou dans l’autre, ou dans le corps du par.
5.11.6 Primitive join
La primitive join est compilée en une simple connexioi entre la valeur de retour
d’une sous-expression parallèle d’une expression par vers l’entrée “join” correspon
dante de la composante par correspondante. En plus de la valeur de retour, la
primitive j oin prend comme paramètres un identifiant pour le par correspondant
et un entier qui représente le “numéro” de la branche parallèle en question (O ou 1).
Ces annotations supplémentaires servent à reconstruire le nom du bus de données
et des signaux de synchronisation qui correspondent à l’entrée “join” voulue.
5.11.7 Appels de fermetures
Pour les appels de fermetures, le résultat de la O-CFA (section 5.6) est utilisé
pour déterminer les différentes fonctions qui peuvent être appelées à partir d’un site
d’appel donné. Le graphe généré par la O-CFA est enrichi avec des noms uniques
pour chaque paramètre de chaque fonction, à chaque site d’appel. Chaque appel
de fonction est traduit par une composante stage suivie de comparateurs et de
portes logiques qui permettent d’envoyer une requête au sous-circuit qui implante
la fonction à appeler. Les bus qui correspondent aux variables vivantes à l’appel
de fonction, incluant la fonction elle-même, sont concaténés pour faire le canal
d’entrée du stage. Après le stage, la partie “identifiant local” du (nouveau) bus qui
représente la fonction est connectée à des comparateurs pour chacune des fonctions
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possiblement appelées à ce point. La sortie de chaque comparateur sert d’entrée
à une porte logique ET dont l’autre entrée est connectée au signal req en sortie
du stage et dont la sortie est connectée au signal req en entrée au sous-circuit
qui implante le corps de la fonction correspondante. Les signaux ack en entrée à
toutes les fonctions sont réduits par un arbre de portes logiques OU dont la sortie
finale est connectée au signal ack en sortie du stage. Les bus qui représentent les
arguments de l’appel après le stage sont connectés aux bus qui représentent les
paramètres de chaque fonction (sortance multiple pour chaque bus).
5.11.8 Expressions conditionnelles
Les expressions conditionnelles (if) sont traduites en des
composantes spiit. À ce point dans la compilation, la condi
tion de chaque expression if est une référence à une variable,
et donc un bus, dont le bit le moins significatif sert d’entrée de
contrôle au multiplexeur inclus dans le spiit. Les bus correspondant aux variables
vivantes dans toute l’expression if sont concaténés pour servir d’entrée au spiit.
Des bus avec de nouveaux noms sont utilisés en sortie du spiit et ces bus sont
connectés aux sous-circuits qui implantent chacune des branches conditionnelles
(sortance de un ou deux, dépendamment si la variable correspondante est vivante
dans une seule branche ou dans les deux). Les deux branches conditionnelles sont
ensuite compilées dans l’environnement mis à jour à cette étape.
5.11.9 Fermetures
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Les fermetures sont compilées séparément de leur déclara- t’data
tion. La compilation d’une fermeture en tant que tel correspond ALLOC. READ
à la compilation de son corps, possiblement précédé d’un arbre tdr
de composantes merge. Le résultat de la O-CFA est utilisé pour
déterminer le nombre de sites d’appel différents pour cette fonction ainsi que le nom
des différents bus qui représentent les paramètres à cette fonction et des signaux de
syllchronisatioll en provenance de chaque site d’appel. Un arbre balancé (différence
maximale de un entre la profondeur de différentes feuilles) de composantes merge
est construit en prenant comme entrées les canaux en provenance de chaque site
d’appel. Son canal en sortie sert d’entrée au sous-circuit qui implante le corps de la
fonction. Si la fonction en question est considérée comme “dangereuse” (voir section
5.2), une composante f ifo est ajoutée entre les composantes merge et l’implanta
tion du corps de la fonction. Aussi, dans le cas d’une fermeture qui nécessite une
composante clo—mem, la sortie de l’arbre de merge (ou de la f if o) sert d’entrée en
lecture à la composante clo—mem et c’est la sortie correspondante de la clo—mem
qui sert d’entrée à l’implantation du corps de la fonction.
5.11.10 Expressions letrec
Les expressions letrec ne devraient contenir, à cette étape de compilation, que
des définitions de fermetures qui n’ont pas besoin de mémoire. Ce n’est pas un
invariant qui est garanti par le processus de compilation et donc les letrec du
langage source de Sllard ne sont pas totalement équivalents à ceux de Scheme. La
compilation d’une expression letrec correspond donc à la compilation de toutes
les fonctions définies ainsi que du corps du letrec.
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5.11.11 Canaux de communication externes (input-chan et output-chan)
Les fonctions qui représentent des canaux d’entrée et de sor
tie externes au circuit sont compilées comme les autres ferme
tures, avec la production d’une composante input ou output
en plus. La composante supplémentaire est placée à l’entrée du
sous-circuit qui représente le corps de la fonction en tant que
tel. Le corps d’une fonction input—chan est une référence à une
variable qui représente le canal externe et celui d’une fonction
output—chan est la valeur littérale O.
5.11.12 Vecteurs
Les make—vector, vector—set et vector—ref sont com
Ifv,data, 4fv,
pilés de mallière semblable aux canaux externes : compilation t_tar Ldata
WRITE READ
de fermeture avec ajout de composante. Les make—vector pro
____________
I 4fv,
Iaddr
duisent une composante vec—mem, mais celle-ci n’est pas connec
tée à l’endroit du circuit qui implante la fonction make—vector en tant que tel. Les
vector—set et vector—ref ajoutent des connexions à la composante vec—mem
correspondante juste avant le sous-circuit qui implante le corps de la fonction.
5.11.13 Primitive hait
La primitive hait représente la fin de l’exécution d’un programme. Puisqu’un
programme $Hard est une expression qui peut être évaluée à une certaine valeur,
la primitive hait correspond à renvoyer cette valeur vers le monde extérieur; le
seul paramètre passé à cette primitive est donc cette valeur de retour globale,
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qui est une expression triviale après la conversion CP$. De manière à uniformiser
l’interface de différents circuits produits par le compilateur SHard, le signal externe
qui correspond à la valeur de retour du programme complet s’appelle toujours
resuit—out et est accompagné de signaux de synchronisation nommés REQout et
ACKout. La compilation d’un hait correspond donc à connecter les signaux internes
appropriés aux signaux externes.
5.11.14 Signaux de synchronisation
Tous les canaux de communication du circuit produit sont formés d’un bus de
données de largeur arbitraire ainsi que de deux signaux de synchronisation nommés
req et ack (voir chapitre 6). De manière à assurer la synchronisation entre deux
composantes qui se suivent dails un pipeline en utilisant des noms de signaux
uniques, un suffixe est passé en paramètre à chaque appel récursif de la partie
dorsale lors du parcours de l’A$A; il est concaténé aux chaînes “REQ” et “ACK”
pour produire des noms uniques.
La compilation de fermetures peut recevoir zéro ou deux suffixes e paramètre,
dépendamment si une composante cio—mem est nécessaire. Si une composante do—
mem est nécessaire, les deux suffixes sont fournis et sont ceux des canaux d’entrée et
de sortie de la partie lecture/libération de la clo—mem. Ces suffixes seront utilisés
respectivement pour la sortie de l’arbre de composantes merge ou de la composante
f if o et pour l’entrée du corps de la fonction en tant que tel. De manière à assurer la
synchronisation entre les sites d’appel et l’entrée des composantes merge, le graphe
résultant de la O-CFA est annoté avec un suffixe unique pour chaque arrête.
Le cas des composantes par et des primitives join est similaire: chaque branche
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parallèle possède un suffixe unique qui peut être reconstruit à partir des annotations
(paramètres supplémentaires) fournies au j oin.
Pour les canaux d’entrée et de sortie externes au circuit, le suffixe utilisé pour
les signaux de synchronisation est le nom du canal lui-même. Par exemple, (input
chan cm) produit un bus de données nommé cm accompagné de signaux de syn
chronisation nommés REQcin et ACKcin. Les signaux de synchronisation qui servent
à lancer un nouveau processus s’appellent REQmn et ACKin et ceux qui servent à in
diquer que l’exécution est terminée s’appellent REQout et ACKout. Cette technique
est simple pour rendre prévisible l’interface du circuit produit, mais n’assure pas
que tous les noms sont uniques et peut donc mener à un circuit invalide, non syn
thétisable.
CHAPITRE 6
IMPLANTATION DES COMPOSANTES MATÉRIELLES
Toutes les composantes décrites au chapitre 4 ont été implantées de manière
à pouvoir produire concrètement des circuits selon les descriptions fournies par
$Hard. Chaque composante est implantée en tant qu’une entité et une architecture
VHDL[23]. Les composantes sont décrites en VHDL pleinement synthétisable et,
autant que possible, portable.
Puisque le coeur de ce travail porte sur le compilateur $Hard en tant que tel, les
composantes ont été implantées de la manière qui semblait la plus simple. Chacune
implante tel quel le comportement de la composante générique correspondante et
aucune tentative d’optimisation n’a été faite. Aussi, bien que les machines à flot
de données produites par $Hard soient de bons candidats pour une implantation
asynchrone, sans horloge, la plupart des tests ont été faits avec des composantes
synchrones cadencées par une horloge globale au circuit, ce qi simplifie grandement
la synthèse vers des FPGA classiques. Par contre, les composantes sont implantées
de manière à pouvoir être connectées à des composantes asynchrones qui utilisent
le même protocole pour l’échange de jetons; certains tests ont été effectués avec un
mélange de composantes synchrones et asynchrones.
Les canaux de communication entre les différentes composantes ainsi que les
canaux d’entrée et de sortie extérieurs au circuit sont tous implantés de la même
manière: un bus suffisamment large pour transmettre un jeton d’un seul coup (i.e.
suffisamment de fils en parallèle) accompagné de deux signaux de synchronisation
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nommés req et ack. La transmission d’un jeton suit les étapes suivantes (les signaux
de synchronisation sont tous deux à zéro entre deux transactions)
— la composante émettrice place le jeton sur le bus de données
— la composante émettrice met le signal req à 1 pour indiquer qu’un jeton est
prêt à être lu
— la composante réceptrice lit le jeton du bus de données
— la composante réceptrice met le signal ack à 1 pour indiquer que le jeton a
été lu
— la composante émettrice met le signal req à O et attend que le signal ack soit
à O avant d’initier une autre transaction
— la composante réceptrice met le signal ack à O et la transaction est terminée
De manière à s’assurer que le bus de données soit stable avant que le signal req
ne soit mis à 1, les deux premières étapes se font à des cycles d’horloge différents.
Autrement, il risque d’y avoir corruption des données si les deux composantes ne
sont pas cadencées par la même horloge. Le signal ack peut être mis à 1 au cycle
suivant. Les signaux de synchronisation sont remis à O l’un après l’autre, à des cycles
différents. Il faut donc au moins cinq cycles d’horloge pour qu’un jeton soit échangé
d’une composante à une autre, ce qui complète l’établissement d’une liaison.
6.1 Composante stage
La composante stage est la plus simple de toutes et con
I data
reqy $ tacktient seulement un registre, connecte au bus de donnees du canal
stage
d’entrée et du canal de sortie, en plus de l’implantation de ces
‘ .
eq dataiaCk
canaux. Par contre, elle est toujours accompagnee d un circuit
63
combinatoire qui est traversé par le bus de données du canal de sortie. Les don
nées de tout jeton reçu sont sauvegardées dans le registre et ré-émises en sortie.
Le circuit combinatoire implante des opérations simples sur des entiers de taille
fixe (additions, multiplications, comparaisons, etc.) et devient donc stable dans un
délai maximum prévisible. La composante stage met le signal req de son canal
de sortie à 1 un cycle après avoir mis les données du jeton sur le bus en sortie et
l’horloge qui cadence cette composante doit donc avoir une fréquence qui permet
au circuit combinatoire d’être stable en un cycle.
6.2 Composante spiit
La composante spiit est composée d’un registre et d’un mul
tiplexeur en plus de l’implantation de son canal d’entrée et de
ses deux canaux de sortie. Le canal d’entrée contient une donnée
de plus que les canaux de sortie : le booléen qui sert à contrôler
le multiplexeur. En fait, les canaux de sortie ont des signaux de
synchronisation distincts, contrôlés par le multiplexeur, mais partagent le même
bus de données.
Le bus de données du canal d’entrée est connecté au registre et une sauvegarde
est faite chaque fois qu’un jeton est reçu. La sortie du registre est connectée au
bus de données partagé des canaux de sortie, sauf pour le booléen qui contrôle le
multiplexeur et qui y est connecté. Ce multiplexeur sert à envoyer le signal req
vers le bon canal de sortie et ainsi envoyer un jeton à la bonne composante.
6.3 Composante input
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La composante input se contente d’implanter les signaux de I i
reqy $
synchronisation pour ses deux canaux d’entrée et son canal de
ack.______
sortie. Le signal req du canal de sortie change de valeur lorsque
fV1d
les deux signaux req en entrée prennent la même valeur; une
requête sur les deux entrées est donc renvoyée directement en sortie. Les signaux
ack des deux canaux d’entrée sont connectés sur le signal ack du canal de sortie.
Les deux jetons entrant sont donc acceptés aussitôt que le jeton sortant est lui-
même accepté. Les bus de données ne font pas directement partie de la composante
VHDL input; le bus de données du canal de sortie est la concaténation des bus de
données en entrée. Le compilateur s’assure, lorsqu’il génère la composante VHDL
“racine”, qu’un des canaux fait partie de l’interface du circuit et que les deux autres
sont connectés aux bonnes composantes.
6.4 Composante output
La composante output est semblable à la composante in—
fv, data
put, mais son canal externe est en sortie plutôt qu’en entrée. La req ack
data
logique pour contrôler les signaux de synchronisation est donc in
versée par rapport à la composante input. Les signaux req pour
ack
les deux canaux en sortie sont directement connectés au signal
req du canal en entrée; des jetons sont donc envoyés simultanément sur les deux
bus en sortie pour chaque jeton qui arrive sur le bus en entrée. Le signal ack du
bus en entrée change de valeur lorsque les signaux ack des bus e sortie prennent la
même valeur; le jeton entrant est donc accepté quand les deux jetons sortants sont
acceptés. Tout comme pour la composante input, les bus de données des canaux
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de communication ne font pas directement partie de la composante output : le
compilateur s’assure que le bus de données en entrée est la concaténation des bus
de données en sortie, et que ces trois bus sont connectés aux bonnes composantes.
6.5 Composante f if o
La composante f if o comporte, en plus de la logique pour les
params1
signaux de synchronisation, une mémoire locale à accès aléatoire $ ack
(RAM), un registre qui contient le nombre d’éléments présents
___________
I tack
dans la RAM et deux registres qui servent de pointeurs vers le Vparams
premier élément et juste après le dernier élément (première case
libre) présents dans la RAM. La largeur de la RAM (nombre de bits dans un mot
mémoire) est la même que la largeur des bus de données des canaux en entrée et
en sortie. Sa profondeur dépend d’un paramètre passé au compilateur; toutes les
composantes f ifo d’un circuit donné ont des RAM de même profondeur, qui est
aussi la profondeur des RAM de toutes les composantes clo-mem et par de ce même
circuit; cette profondeur doit être une puissance de deux.
La composante f if o a des signaux internes empty et full qui indiquent si la
RAM locale est vide ou pleine, respectivement. La RAM n’est ni vide ni pleine si
les deux pointeurs sont différents. Si les deux pointeurs sont égaux, le bit le plus
significatif du compteur indique si la RAM est pleine (1) ou vide (O). Tant que la
RAM n’est pas pleine, chaque jeton reçu e entrée est sauvegardé dans la RAM
locale à l’adresse indiquée par le pointeur à la première case libre et ce pointeur est
incrémenté. Tant que la RAM n’est pas vide, la donnée pointée par le pointeur au
premier élément est envoyée dans un jeton en sortie et ce pointeur est incrémenté.
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Les calculs sur ces pointeurs se font en modulo profondeur de la RAM; si un
pointeur est incrémenté au-delà de cette valeur, il retombe à zéro.
6.6 Composante merge
La composante merge comporte un registre et Ull arbitre en
params
,
plus de l’implantation de ses canaux d’entrée et de son canal de req4ack\ jreqack
merge
sortie. L’arbitre s’assure que si deux jetons arrivent simultané
ack
ment sur les canaux d’entrée, un seul est accepté à la fois et les V params
deux seront renvoyés en sortie l’un après l’autre. Pour simplifier
l’implantation, l’arbitre est biaisé et laisse passer en priorité les jetons qui arrivent
sur sa première entrée. Lorsqu’un jeton est accepté sur l’un des canaux d’entrée,
ses données sont sauvegardées dans le registre interne et une requête est envoyée
en sortie. Aucun autre jeton n’est accepté tant que les jetons en entrée et en sortie
sont en traitement.
6.7 Composante clo-mem
La composante clo-mem est, avec la composante par, l’une
fv fv,data
des plus complexes à implanter. Elle comporte un bloc de mé- mqack req
moire RAM pour enmagasiner des fermetures, une RAM qui con
tient la liste des espaces libres dans la mémoire de fermeture, un f
registre qui sert de pointeur vers cette liste des espaces libres
(prochain espace libre) ainsi que l’implantation des canaux de communication et
des accès aux RAM. Elle a aussi deux registres qui servent à conserver les valeurs
à envoyer en sortie en attendant l’établissement d’une liaison.
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L’implantation est faite pour que les opérations d’allocation et de lecture puis
sent se faire de manière concurrente, sauf pour les accès aux RAM et au pointeur de
liste des espaces libres. Par exemple, la composante clo—mem peut accepter un jeton
en lecture, accéder à la mémoire de fermeture et modifier la liste des espaces libres,
puis accepter un jeton e écriture et modifier la mémoire de fermeture pendant
qu’elle tente de renvoyer le premier jeton en sortie. Sans cette possibilité, même
des circuits très simples sont confrontés à des situations d’étreintes mortelles.
Lorsqu’un jeton est accepté en écriture, sa partie données est sauvegardée dans
la mémoire de fermeture à l’adresse indiquée par le pointeur vers la liste des espaces
libres et le mode “allocation” est activé. Aucun autre jeton en écriture n’est accepté
tant que le mode “allocation” est actif, mais des jetons peuvent être acceptés en
lecture.
Lorsqu’un jeton est accepté en lecture, la mémoire de fermeture est lue à
l’adresse indiquée, la liste des espaces libres et le pointeur correspondant sont mis
à jour et le mode “lecture” est activé. Tout comme pour le mode “allocation”, le
mode “lecture” empêche d’autres jetons d’être acceptés en lecture, mais n’affecte
pas l’écriture.
Les modes “allocation” et “lecture” servent principalement au protocole d’échange
de jetons. Chacun de ces deux modes reste actif tant que les liaisons en entrée et en
sortie pour ce mode ne sont pas complètement établies (retour de tous les signaux
req et ack à zéro).
Lorsque la composante clo—mem reçoit un signal reset, elle se met en état “reset”,
qui consiste principalement à initialiser la liste des espaces libres. Chaque espace de
cette mémoire se voit prendre comme valeur sa propre adresse, et le pointeur vers
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cette mémoire prend la valeur zéro. La composante reste dans l’état “reset” tant que
la mémoire n’est pas complètement initialisée et retombe ensuite automatiquement
à son état initial, prête à traiter de nouvelles requêtes.
6.8 Composante vec-mem
La composante vec—mem comporte une RAM locale et deux
fv,data,addr fv,data
registres en plus de l’implantation de ses canaux de communi- mq Aack reqyt
WRITE READ
cation. Les registres servent a conserver les jetons a envoyer en
rTF*aci req pack
sortie. Elle a des modes “écriture” et “lecture” semblables aux
modes “allocation” et “lecture” de la composante clo—mem, qui
peuvent être actifs simultanément.
Lorsqu’un jeton est accepté en écriture, la donnée correspondante est écrite à
l’adresse donnée et le mode “écriture” est activé pour compléter les échanges de
jetons en entrée et en sortie. L’acceptation d’un jeton en lecture est similaire : la
mémoire locale est lue à l’adresse indiquée et le mode “lecture” est activé.
6.9 Composante par
La composante par comporte trois blocs de mémoire RAM
u pour conserver les variables libres dans le corps de l’expres
sion par correspondante, un comme liste des espaces libres et un
pour conserver le résultat de l’évaluation d’une branche paral
lèle en attendant le résultat de l’autre. Elle a un registre comme
pointeur vers la liste des espaces libres, un registre associé à chaque canal de sortie
et, évidemment, l’implantation des canaux de communication.
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Lorsqu’un jeton est accepté sur l’entrée “fork”, la partie de ses données qui
correspond aux variables libres dans le corps de l’expression par correspondante
est sauvegardée dans la RAM appropriée à l’adresse indiquée par le pointeur de
liste des espaces libres et ce pointeur est ajusté pour pointer vers le prochain espace
libre. La composante par se met ensuite en état “fork”, tente d’envoyer deux jetons
en sortie et reste dans cet état tant que les liaisons en entrée et en sortie ne sont
pas complètement établies (tous les signaux req et ack sont à zéro.)
Lorsqu’un jeton est accepté sur l’une des entrées “join”, la mémoire qui con
tient le résultat d’une évaluation parallèle est lue à l’adresse correspondante et la
composante tombe dans l’état ccj0j11 La mémoire de résultats est large d’un bit
de plus que ce qui est nécessaire pour conserver le résultat de l’évaluation : ce bit
sert à indiquer si un espace mémoire donné est libre ou non. Si ce bit vaut zéro,
c’est que l’évaluation de l’autre branche n’est pas encore terminée et le résultat
courant est écrit en mémoire avec la valeur un pour son bit supplémentaire; la
composante revient à son état initial, prête à recevoir d’autres jetons. Si le bit vaut
déjà un, le résultat courant est envoyé en sortie avec le résultat précédent (de la
mémoire de résultats) ainsi que les variables libres du corps du par. La mémoire de
variables libres est lue au même moment que la mémoire de résultats et la valeur
correspondante est donc disponible quand on entre dans l’état “join”. La liste des
espaces libres et le pointeur correspondant sont mis à jour et la composante reste
dails l’état “join” tant que les jetons entrant et sortant sont en traitement.
Tout comme la composante clo—mem, la composante par a aussi un état “reset”
qui est activé par la réception d’un signal reset et qui sert principalement à initialiser
la liste des espaces libres.
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6.10 Autres composantes
Pour toutes les autres composantes utilisées par SHard, telles des portes logiques
ET, des additionneurs et des comparateurs, l’implantation est prise directement
des librairies VHDL existantes IEEE.std_logic_1164, IEEE.std_logic_arith et
IEEE. std_logic_unsigned telles que fournies par Altera.
CHAPITRE Z
REVUE DE LA LITTÉRATURE
La synthèse de matériel à partir de langages de haut iliveau fait l’objet de
multiples recherches. Depuis quelques décellnies, plusieurs approches différentes ont
été étudiées pour la synthèse de haut niveau et la création de systèmes hybrides
matériel/logiciel.
7.1 Synthèse à partir de C
Dans plusieurs cas, le langage source choisi est le langage C, probablement à
cause de son ubiquité.
SPARK (181 est un environnement de synthèse de haut niveau à partir de de
scriptions comportementales de composantes écrites en ANSI-C. Le travail est con
centré sur des transformations de code telles l’élimination de sous-expressions com
munes et le déplacement spéculatif de code, de manière à obtenir de meilleures
performances.
$pecC [14] est une méthodologie, un langage et une implantation de référence
d’un compilateur. Le langage $pecC est un sur-ensemble d’ANSI-C avec la possibil
ité d’ajouter des contraintes propres au matériel, telles des contraintes temporelles.
Encore une fois, le langage source est utilisé pour donner des descriptions com
portementales de composantes matérielles.
Pour sa part, Halldel-C [101 est un compilateur d’un sous-ensemble de C vers
matériel qui se concentre sur les circuits digitaux synchrones; l’idée n’est pas de
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décrire le matériel dans un langage de haut niveau, mais plutôt d’obtenir un circuit
qui correspond à un logiciel donné, tout comme c’est le cas avec SHard.
Le compilateur garpcc [9], qui produit une sortie compatible avec l’architec
ture Garp, prend en entrée des programmes écrits en C et tente d’en implanter
la plus grande partie possible en matériel. L’architecture Garp est composée d’un
microprocesseur accompagné de logique recoilfigurable en tant que co-processeur.
Le compilateur choisit automatiquement des parties du programme qui n’utilisent
qu’un sous-ensemble donné du langage et produit une description de circuit pour
ces parties-là plutôt que du code machine; l’interface entre le logiciel et le matériel
est aussi produite automatiquement.
Les approches comme celles de SPARK et de SpecC demandent au program
meur de penser aux composantes matérielles dont il a besoin, ce qui est à l’opposé
de SHard. Handel-C est pius semblable de ce point de vue, mais vise des implanta
tions totalement synchrones alors que Sflard produit des descriptions qui peuvent
être implantées de manière synchrone ou asynchrone, selon la bibliothèque de com
posantes utilisée. Le projet Garp a pour but de produire des implantations plus
rapides de logiciels écrits en C alors que SHard est plutôt destiné à simplifier la
création de matériel pour des gens qui ne connaissent que peu l’électronique. Il est
intéressant de noter qu’avec une architecture fixe comme celle de Garp, il serait
possible de modifier SHard pour produire automatiquement une interface entre
les parties logicielles et matérielles d’un système hybride. La création de systèmes
hybrides est u champ d’études en soi [17].
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7.2 HDLs de haut niveau
Dans d’autres cas, des langages sont créés pour être utilisés en tant que HDLs,
mais permettent de décrire des circuits à un niveau plus élevé que RTL, en faisant
abstraction de certains détails tout en restant synthétisables.
Le langage CA$M t5] est un langage de description de matériel en soi, mais per
met d’écrire des algorithmes de manière semblable à ce qui serait fait dans plusieurs
langages pour la programmation de logiciels. Tout comme $Hard, il permet de
faire abstraction de certains détails d’implantatioll par l’utilisation de composantes
génériques qui peuvent être implantées de différentes manières (e.g. synchrone ou
asynchrone). CA$M et SHard ont en commun l’idée de simplifier la création de
matériel et pourraient être utilisés de manière complémentaire, par exemple par
une bibliothèque de composantes Sllard écrite en CA$M.
7.3 Synthèse de circuits asynchrones
Certains projets se concentrent sur la possibilité de produire des circuits asyn
chrones. Encore une fois, le langage C est souvent choisi, par exemple [29]; tout
comme SHard, ce projet vise à produire des circuits asynchrones où les ressources
(e.g. t canaux de communication) sont distribuées, sans contrôle central. Dans
d’autres cas, il s’agit d’un HDL spécialisé pour la description de composantes asyn
chrones [12] ; un tel langage pourrait être utilisé, comme CA$M, pour écrire une
bibliothèque de composantes pour SHard. Les circuits asynchrones sont d’un grand
intérêt en général [15] [28] [6], mais il semble difficile de les implanter sur FPGA
et du matériel spécialisé est développé à cet effet [11] [26]. Les circuits asynchrones
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sont souvent étudiés pour l’économie d’énergie [24].
7.4 Langages fonctionnels
L’utilisation de langages fonctionnels pour le développement de matériel et
de systèmes hybrides matériel/logiciel est étudiée de différentes manières depuis
longtemps [19]. Il existe des HDL qui sont basés sur des langages fonctionnels, par
exemple Lava [7] qui permet de décrire des circuits en Haskell. Certains problèmes
particuliers aux langages fonctionnels ont été étudiés, par exemple les continuations
dans un système hybride matériel/logiciel [27].
La création de matériel spécialisé pour l’évaluation de programmes fonctionnels
est aussi un domaine qui a été longtemps étudié [20] [8] [16]. Le but de Sllard est de
produire un circuit spécialisé pour chaque programme compilé, plutôt que d’avoir
un circuit sur lequel on peut exécuter n’importe quel programme, mais il serait
toujours possible de compiler un interprète Scheme avec SHard, ce qui donnerait
effectivement une “Scheme Machine”.
La compilation de programmes fonctionnels a donné lieu au développement de
plusieurs analyses et optimisations qui sont utiles à $Hard, notamment la 0-CFA
[25], la conversion CPS [3] et le tambda-tifting [21].
CHAPITRE 8
RÉSULTATS
Le compilateur Sflard a été testé sur quelques exemples de code, allant de la
simple fonction factorielle récursive à l’implantation d’un micro-contrôleur 16 bits.
8.1 Plate-forme de test
Tous les exemples compilés avec $Hard ont été synthétisés à l’aide de la suite de
logiciels Quartus-Il d’Altera puis implantés et testés sur un FPGA Altera Stratix
EP1S80B956C6, sur une carte “$tratix EP1$80 DSP Developement Board”. Aussi,
un circuit global servant d’interface entre les circuits produits par SHard et le
monde extérieur a été écrit directement en VHDL et utilisé pour tous les tests.
Le FPGA utilisé comporte 79040 cellules de logique recoufigurable, un total
d’environ 7M bits de mémoire à accès aléatoire (RAM) ainsi que 176 multiplieurs
9x9 bits. Chaque cellule de logique reconfigurable contient, entre autres, une table
de conversion à quatre bits d’entrée (“look-up table”, LUT), eu plus d’un registre, de
signaux pour la propagation (optionnelle) de retenues, etc. Les blocs de mémoire
sont 767 blocs de 32x18 bits, 364 blocs de 128x36 bits ainsi que neuf blocs de
4Kx 144 bits. L’outil de synthèse a été utilisé de manière à ce que le choix du type
de bloc mémoire à utilisé pour une composante donnée soit automatisé. Aussi, les
multiplicateurs sont automatiquement utilisés au besoin.
La carte de développement choisie comporte une multitude de ressources en
plus du FPGA en tant que tel. Les ressources qui ont été utilisées pour les tests de
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compilation de SHard sont les suivantes
— Oscillateur $0MHz, qui sert d’horloge globale à tous les circuits;
— Connecteur RS-232, où sont redirigées les communications pour un port d’en
trée et un de sortie;
— Deux boutons, pour le signal reset global et pour le signal req qui lance un
nouveau processus;
— Une diode électro-luminescente (DEL), pour le signal ack reçu lorsqu’un nou
veau processus a été lancé;
— Divers boutons, interrupteurs et DELs pour des tests d’implantation de bas
niveau.
Le circuit global a été fait de manière à fournir l’interface nécessaire pour utiliser
les ressources listées ci-haut à partir d’un circuit produit par SHard ayant exacte
ment un port d’entrée externe et un port de sortie externe. Pour l’horloge ainsi que
pour les DELs, l’interface est une simple connexion.
Les boutons utilisés ne sont pas parfaitement stables et risquent de produire
en sortie, au moment où l’on enfonce ou on relâche le bouton, un signal qui oscille
temporairement. On veut éviter que le circuit produit par $Hard reçoive, par ex
emple, cinq requêtes pour de nouveaux processus alors qu’on n’a appuyé qu’une
seule fois sur le bouton, et on utilise donc un circuit “debounce”. La sortie du bou
ton sert d’entrée à un registre à décalage dont l’horloge est relativement lente (e.g.
100KHz, ou 1/800e de la fréquence de l’oscillateur utilisé). Le signal d’entrée au
circuit produit par Sflard est modifié lorsque tous les bits du registre à décalage
prennent la même valeur, et il prend cette valeur. De cette manière, un signal n’est
envoyé que lorsque le bouton est déjà stable.
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Pour l’interface avec le connectellr R$-232, un circuit générique pour un émetteur-
récepteur universel asynchrone (“universal a.synchronous receiver-transmitter”, UART)
nommé MiniUART a été utilisé. Ce circuit est écrit en VHDL et est disponible sous
licence GNU GPL [2] à partir d’OPENCORE$.ORG [1]. MiniUART donne, d’un
côté une interface sérielle standard dont la fréquence peut être ajustée, et de l’autre
une interface parallèle huit bits avec signaux de synchronisation. Puisque ces sig
naux de synchronisation ne fonctionnent pas sous le même principe que ceux de
SHard, et que les canaux de communication de SHard peuvent avoir plus de huit
bits de largeur, une autre interface est nécessaire entre MiniUART et le circuit pro
duit par SHard. Cette interface à été écrite spécialement pour les tests de SHard et
permet d’utiliser des canaux de communication de largeur multiple de huit. Chaque
signal envoyé par un canal SHard est découpé en paquets de huit bits qui sont en
voyés à MiniUART l’un après l’autre, du plus significatif au moins significatif. La
même chose est faite à l’illverse, et donc plusieurs octets peuvent être reçus de
MiniUART pour former un jeton, dans l’ordre à partir du plus significatif.
8.2 Algorithmes de tri
Plusieurs tests effectués avec SHard portaient sur des algorithmes de tri. L’idée
était d’avoir des algorithmes simples et connus qui peuvent aussi bénéficier d’une
exécution parallèle. Le tri rapide (quicksort) ainsi que le tri fusion (mergesort) ont
été implantés et compilés de plusieurs manières différentes.
Les premiers essais ont été effectués sur des algorithmes de tri où les listes
étaient représentées par des fermetures, c’est-à-dire en utilisant une fonction d’ordre
supérieur nommée cons
7$
(lambda (h t) (lambda (f) (f h t)))
Un appel à cette fonction crée une fermeture qui conserve les valeurs des variables
h et t et renvoie cette fermeture. Un appel à cette fermeture permet de passer une
fonction f qui sert à extraire h et t. De cette manière, aucune structure de données
en tant que tel n’est nécessaire. Par contre, cette implantation nous donne une
liste chaînée et on ne peut donc accéder directement à un élément, sauf le premier.
Dans le cas présent, la principale conséquence est que le tri quicksort doit toujours
utiliser le premier élément de la liste comme pivot, sans quoi l’ordre de temps est
changé; on aura donc le pire cas (0(n2)) chaque fois que la liste donnée en entrée
est déjà triée. Les tests ont été effectués sur des listes générées aléatoirement et les
résultats montrent un temps O(nlogn), le cas moyen du quicksort.
Le code source utilisé pour ces deux algorithmes de tri sont donnés aux annexes
I et II.
Les résultats de performance pour les deux algorithmes de tri avec utilisation
de fermetures comme structures de données sont donnés à la figure $.1 pour une
compilation qui donne un circuit séquentiel et à la figure $.2 pour une compilation
qui donne un circuit parallèle. Les versions séquentielles et parallèles de chaque
algorithme utilisent exactement le même code source; l’étape de parallélisation à
gros grain (section 5.2) est simplement désactivée pour produire des circuits dits
séquentiels. Tel qu’on aurait pu le prévoir, l’algorithme quicksort est plus rapide
en moyenne mais assez instable, alors que l’algorithme mergesort trie une liste de
longueur donnée dans un temps prévisible pour tous les cas.
Dans un deuxième temps, après que les vecteurs aient été ajoutés au langage, les
tests sur l’algorithme quicksort ont été faits en utilisant un vecteur comme structure
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Figure 8.1 — mergesort et quicksort séquentiels, nombre de cycles en fonction de la
longueur de la liste
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Figure 8.2 — mergesort et quicksort parallèles, nombre de cycles en fonction de la
longueur de la liste
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de données pour contenir la liste et en faisant le tri en place. Puisque les vecteurs de
$Hard sont tous globaux, chaque expression qui risque de modifier un vecteur (par
un appel à vector—set !) est considérée comme ayant des effets de bord. Pour cette
raison, l’étape de parallélisation à gros grain (section 5.2) ne permet pas d’obtenir
automatiquement un circuit parallèle à partir d’une spécification séquentielle de
quicksort avec vecteur; on doit plutôt forcer le parallélisme en modifiant le code
pour utiliser explicitement une expression par.
Le code pour les deux versions de quicksort avec vecteur est donné aux annexes
III pour la version séquentielle et IV pour la version parallèle.
Les résultats pour quicksort avec vecteur sont comparés avec le mergesort orig
inal à la figure 8.3. Les mêmes résultats sont donnés à la figure 8.4 en nombre
de cycles par élément (plutôt que le nombre total de cycles) pour une meilleure
comparaison des versions séquentielles et parallèles.
Finalement, l’algorithme mergesort a été utilisé pour tester l’effet de l’inclusion
par référence (section 5.3) sur la performance et sur la taille d’un circuit et les
résultats de ces tests sont donnés au tableau 8.1. La première colonne indique le
facteur d’augmentation de la taille du code, la deuxième indique le pourcentage
des cellules logiques utilisées sur le FPGA (Altera Stratix EP1$80), la troisième
donne le nombre de composantes merge (section 6.6) instanciées pour ce circuit, la
quatrième indique le nombre de cycles d’horloge nécessaires pour trier 250 éléments
et la dernière donne la même information sous forme de pourcentage du nombre de
cycles pour la version de base (facteur 1.00).
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Figure 8.3 — mergesort et quicksort(vec) séquentiels et parallèles, nombre de cycles
en fonction de la longueur de la liste
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Figure 8.4 — mergesort et quicksort(vec) séquentiels et parallèles, nombre de cycles
par élément en fonction de la longueur de la liste
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Facteur ¾ des cellules composantes 11h. cycles pour ¾ dii nombre de
d’augmentation logiques merge trier 250 él. cycles de base
1.00 14 57 126,226 100.0
1.10 21 107 110,922 87.9
1.25 22 110 95,486 75.6
1.50 32 204 91,684 72.6
2.50 74 709 96,006 76.1
Tableau 8.1 — Effets de l’inclusion par référence sur mergesort
8.3 Micro-contrôleur
De manière à avoii un exemple de circuit complet et utile, un micro-contrôleur
a été réalisé. Il s’agit en fait d’un interprète pour un langage machine original qui,
une fois compilé par $Hard, donne un circuit de micro-contrôleur 16 bits avec une
mémoire de 4096 instructions pour le programme et une mémoire de 4096 mots
pour les données; le code source est donné à l’annexe V. Le jeu d’instructions com
prend 21 instructions simples qui permettent de faire des opérations arithmétiques,
des branchements conditionnels ou non, des opérations d’entrée et de sortie, etc.
Le tout est implanté sous forme d’une fonction récursive qui reçoit en paramètre
la valeur des trois “registres” du micro-colltrôlellr, pc qui indique l’adresse de la
prochaine instruction à exécuter, rx qui sert de registre numérique pour les in
structions arithmétiques et ra qui sert de registre d’adresse.
Lorsque le circuit est démarré (après un signal “reset”), le programme à exé
cuter est chargé à partir du canal d’entrée du circuit; ce dernier est lu 4096 fois
pour remplir la mémoire d’instructions. L’exécution démarre ensuite avec tous les
“regsitres” à zéro, ce qui fait que la première instruction est exécutée (à l’adresse
zéro). Le circuit continue à exécuter ce programme jusqu’au prochain “reset”.
Il est intéressant de constater que ce circuit, qui peut être décrit en environ 65
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lignes de code, n’utilise que 10% de la logique disponible dans le FPGA utilisé et
seulement 3% de la mémoire. Par contre, les performances sont assez décevantes,
principalement à cause du fait que $Hard ne supporte pas les expressions case
et donc que le décodage des instructions doit se faire par une série d’expressions
if imbriquées. Chaque instruction prend donc plusieurs cycles à s’exécuter, et le
nombre de cycles dépend de la profondeur du code correspondant à cette instruc
tion dans l’arbre d’ifs. Une autre manière de rendre ce circuit plus performant
serait d’ajouter des expressions qi permettent de lancer plusieurs processus à par
tir d’un seul, de manière à exploiter le potentiel de parallélisme de ce circuit; le
parallélisme serait quand-même limité car les mémoires d’instructions et de dollilées
sont implantées comme des vecteurs globaux.
CHAPITRE 9
TRAVAUX FUTURS
Le compilateur SHard dans son état actuel n’est qu’un prototype qui sert à
démontrer la possibilité de compiler des programmes écrits dails un langage fonc
tionnel vers des architectures matérielles parallèles. Il existe plusieurs voies possibles
pour des développements futurs à partir de ce prototype.
9.1 Circuits asynchrones
SHard a été développé depuis le début de manière à supporter une implantation
asynchrone des composantes de base. La seule raison pour laquelle les tests ont été
effectués avec une version synchrone des composantes est qu’elles sont beaucoup
plus simples à implanter, surtout lorsqu’il s’agit de technologie FPGA. La plupart
des technologies reconfigurables actuellement utilisées sont faites pour implanter
des circuits synchrones réglés par une horloge et il est difficile de prédire le délai
de transmission d’un signal d’une partie du circuit à une autre, même pour une
simple connexion.
Étant donné le protocole utilisé pour l’échange de jetons d’llne composante à
une autre, avec des signaux req et ack (voir chapitre 6), il n’est pas nécessaire
pour les composantes d’êtres réglées par la même horloge. De la même manière, ces
composantes n’ont pas besoin d’être implantées de manière synchrone, tant qu’elles
respectent le protocole d’échange de jetons.
Des tests ont été effectués avec succès en utilisant des versions asynchrones
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pour certaines composantes et des versions synchrones pour d’autres. Les com
posantes contenant de la mémoire à accès aléatoire locale sont celles qui n’ont pas
été implantées en version asynchrone. Par contre, la manière dont les composantes
asynchrones ont été implantées nécessite l’ajout de délais pour la transmission de
certains signaux; ces délais ont été implantés par des registres à décalage et sont
donc cadencés par une horloge.
9.2 Gestion de la mémoire
Le fait que Sflard produise des circuits où la mémoire est complètement dis
tribuée, sans aucune composante globale, permet d’atteindre u niveau de paral
lélisme élevé (toutes les composantes peuvent être actives en même temps), mais
cela impose d’autres colltrailltes. Pour chaque bloc mémoire qui doit être instancié,
le compilateur doit évaluer la profondeur nécessaire de ce bloc, c’est à dire le nom
bre d’entrées qui peuvent exister simultanément. Par exemple, pour une fonction
récursive, où l’allocation d’une fermeture de continuation correspond à l’allocation
d’un bloc d’activation sur la pile, la mémoire locale qui contient ces fermetures doit
avoir une profondeur au moins égale à la profondeur de récursion maximale pour
n’importe quel appel à la fonction récursive. De la même manière, la profondeur
du bloc de mémoire associé à une composante f if o est choisie pour être au moins
égale au nombre maximal de jetons qui peuvent circuler simultanément à ce point
du circuit; cette approche est conservatrice car les autres composantes du circuit
peuvent aussi contenir des jetons.
Par souci de simplicité, tous les blocs mémoire instanciés par $Hard pour une
compilation donnée ont la même profondeur; cette profondeur est un paramètre
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du compilateur et peut être différente d’un circuit à l’autre. Le programmeur doit
décider de cette profondeur au moment de la compilation.
Il y a plusieurs manières dont ce système simple pourrait être amélioré. Pre
mièrement, il serait possible de permettre au programmeur de spécifier explicite
mellt la profondeur nécessaire pour certains blocs de mémoire. On peut aussi imag
iner des heuristiques, par exemple une amélioration de la O-CFA (section 5.6), qui
permettraient au compilateur de donner automatiquement une taille raisonnable à
certains des blocs mémoire (e.g. la plupart des programmes ont des fermetures qui
e sont jamais utilisées plus d’une fois).
Il serait aussi possible de considérer chaque bloc de mémoire local comme une
cache ou un tampon. Dans ce cas, une mémoire globale serait connectée à chaque
mémoire locale du circuit et serait utilisée au besoin, dans le cas où une mémoire
locale n’est pas suffisamment grande. Évidemment, le fait d’utiliser une composante
globale réduit le niveau de parallélisme maximal du circuit, du moins dans certaines
conditions.
Un autre aspect de la gestion de la mémoire pour lequel la solution la plus simple
a été choisie est la récupération de la mémoire non utilisée. L’implantation actuelle
du compilateur produit des circuits qui font automatiquement la désallocation d’une
fermeture au moment où elle est appelée; chaque fermeture ne peut donc être
appelée qu’une seule fois. La solution à ce problème serait d’ajouter aux circuits
produits un ramasse-miettes complet. Ce ramasse-miettes serait nécessairement une
composante globale connectée à chaque bloc de mémoire locale. Une implantation
efficace qui permette de bonnes performances parallèles est donc non triviale.
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9.3 Autres architectures cibles
Une avenue de développement intéressante pour Sllard est l’utilisation de nou
velles technologies mieux adaptées aux circuits produits. Par exemple, les GALS
[11] sont spécialisés pour des circuits qui n’ont pas d’horloge globale, mais sont
plutôt composés d’une multitude de composantes indépendantes, chacune ayant sa
propre horloge, et qui commllniquent les unes avec les autres par des protocoles
asynchrolles. Ce modèle est exactement celui des circuits produits par SHard.
D’autres architectllres actuellement en développement [26] pourraient aussi per
mettre une implantation plus facile de circuits complètement asynchrones sur un
support matériel reconfigurable.
CHAPITRE 10
CONCLUSION
Le compilateur présenté dans ce mémoire, $Hard, permet de produire directe
ment des architectures matérielles à flot de données à partir de programmes fonc
tionnels. Bien qu’il ne s’agisse que d’un prototype, le langage compilé est un langage
fonctionnel complet qui permet l’utilisation de fermetures, de fonctions récursives
et de fonctions d’ordre supérieur. Tous ces types de fonctions peuvent être compilés
en du matériel spécialisé qui les implante, sans intervention humaine.
Le travail tel que présenté est principalement un projet de recherche. En effet, les
performances obtenues pour des implantations matérielles parallèles d’algorithmes
relativement simples ne sont pas très impressionnantes; dans la plupart des cas, un
ordinateur de bureau moyen peut faire les mêmes calculs de manière séquentielle
en un temps inférieur.
Aussi, plusieurs aspects du langage compilé par $Hard font qu’il n’est pas tou
jours aussi simple à utiliser que Scheme. Par exemple, le fait que chaque fermeture
soit automatiquement désallouée au moment où elle est appelée rend plus diffi
cile l’utilisation de fonctions d’ordre supérieur; une fonction map ne pourrait pas
appliquer une fermeture sur plus d’un élément d’une liste.
Par coiltre, SHard ouvre la porte à plusieurs avenues de recherche. Les circuits
produits se prêteraient bien à une implantation asynchrone, ce qui permettrait
d’obtenir des circuits moins gourmands en énergie et peut-être plus rapides dans
certains cas. Aussi, puisque le langage compilé est d’abord basé sur un langage
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logiciel, il serait possible de créer des systèmes hybrides matériel/logiciel eu n’u
tilisant qu’un seul langage. Pour une plate-forme spécifique, il serait possible de
faire générer automatiquement le logiciel et le matériel pour l’interface entre les
deux parties du système. À plus long terme, il serait intéressant de développer
un compilateur qui fasse automatiquement le partitionnement d’un programme en
parties logicielles et matérielles selon certaines contraintes données en paramètre
au compilateur.
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ANNEXE I
ALGORITHME MER GESORT
1. (letrec
2. ((cm (lambda—input cm 0 0))
3. (cout (lambda—output cout 0 0))
4. (nil (lambda (_) 0))
5. (COnS (lambda (h t) (lambda (f) (f h t))))
6. (revapp (lambda (11 12)
7. (if (= nu li)
8. 12
9. (li (lambda (h t) (revapp t (cons h 12)))))))
10. (split (lambda (1 10 11)
11. (if ( nil 1)
12. (cons 10 li)
13. (1 (lambda (h t)
14. (split t (cons h 11) 10))))))
15. (merge (lambda (10 11 1)
16. (if ( nil 10)
17. (revapp 1 li)
18. (if (= nil li)
19. (revapp 1 10)
20. (10
21. (lambda (ho tO)
22. (li
23. (lambda (hi ti)
24. (if (< hO hi)
25. (merge tO
26. (cons hi ti)
27. (cons hO 1))
28. (merge (cons hO tO)
29. ti
30. (cons hi l)))))))))))
31. (sort (lambda (1)
32. (if ( nul 1)
33. mii
34. ((spiit 1 mil nu)
35. (lambda (10 li)
36. (if (= mil li)
37. 10
38. (par ((sO (sort 10))
39. (si (sort li)))
40. (merge sO si nil))))))))
41. (get—list (lambda (n)
42. (if (= O n)
43. nil
44. (cons (cm) (get—list (— n i))))))
45. (put—list (lambda (1)
46. (if (= mil 1)
47. (cout mil)
48. (1 (lambda (h t)
49. (cout h)
50. (put—list t))))))
51. (doio (lambda Q
52. (let ((n (cm)))
53. (let ((1 (get—list n)))
54. (let ((tOO (timer O)) (tiO (timer i6)))
(let ((11 (sort 1)))
56. (let ((toi (timer O)) (tu (timer 16)))
57. (put—list li)
58. (cout (let ((x (— tu tiO)))
59. (if (< toi tOO)
60. (— x i)
61. x)))
62. (cout (— toi tOO))
63. (doio)))))))
64. (doio))
ANNEXE II
ALGORITHME QUICKSORT AVEC CONS
1. (letrec
2. ((cm (lambda—input cm 16 async))
3. (cout (lambda—output cout 16 asyiic))
4. (nu (lambda Cx) 0))
5. (cons (lambda Cx y) (lambda (f) (f x y))))
6. (partO (lambda (p 1 11 12)
7. (if (= nu 1)
8. (cons 11 12)
9. (1 (lambda (h t)
10. (if (< h p)
11. (partO p t (cons h li) 12)
12. (partO p t li (cons h l2))))))))
13. (part (lambda (h t) (partO h t nul nil)))
14. (revapp (lambda (11 12)
is. (if ( nil li)
16. 12
17. (11 (lambda (h t) (revapp t (cons h 12)))))))
18. (append (lambda (11 12) (revapp (revapp li nil) 12)))
19. (qs (lambda (1)
20. (if ( nil 1)
21. nil
22. (1 (lambda (h t)
23. ((part h t)
24. (lambda (11 12)
25. (append (qs li) (cons h (qs 12))))))))
26. (get—list (lambda (n)
27. (if ( O n)
28. nil
29. (cons (cm) (get—list (— n ifl))))
30. (put—list (lambda (1)
31. (if (= nil 1)
32. (cout nil)
33. (1 (lambda (h t)
34. (cout h)
35. (put—list t))))))
36. (doio (lambda C)
37. (let ((n (cm)))
38. (let ((1 (get—list n)))
39. (let ((tOO (timer O)) (tiO (timer 16)))
40. (let ((li (qs 1)))
41. (let ((toi (timer O)) (tif (timer 16)))
42. (put—liat li)
43. (cout (let (Cx (— tif tiO)))
44. (if (< toi tOO)
45. (—xi)
46. x)))
47. (cout C— toi tOO))
48. (doio)))))))))
49. (doio))
ANNEXE III
ALGORITHME QUICKSORT SÉQUENTIEL AVEC VECTEUR
(letrec ((cm (lambda—input cm #f #f))
(cout (lambda—output cout #f #f))
(mem (make—vector 256 o))
(swap (lambda (i j)
(let ((x (vector—ref
(vector—set mcm j
(vector—set mem j
(partO (lambda (i j k pv)
(if (< i k)
(if (<= (vector—ref mcm i) pv)
(begin
(swap i j)
(pertO (+ i 1) (+ j 1) k pv))
(partO (+ i 1) j k pv))j)))
(part (lambda (1 r i)
(swap i r)
(let ((j (partO 1 1 r (vector—ref mea r))))
(swap r j)j)))
(qs (lambda (1 r)
(if (< 1 r)
(let ((j (part 1 r U))
(if (< O j)
(qs 1 (— j 1)))
(qs (+ j 1) r)))))
(get—list (lambda (f t)
(if (<= f t)
(begin
(vector—set mcm f (cm))
(get—list (+ f 1) t)))))
(put—list (lambda (f t)
(if (<= f t)
(begin
(cout (vector—ref mcm f))
(put—list (+ f 1) t)))))
(doio (lambda Q
(let ((max (— (cm) lU)
(get—list O mer)
(let ((tOo (timer O)) (tio (timer 16)))
(qs O max)
(let ((tOi (timer 0)) (tu (timer 16)))
(put—list O max)
(cout (let ((x (— iii tiOfl)
(if (< toi tOO)(— x 1)
x)))
(cout (— tOi tOO))
(doio)))))))
mcm i)))
(vector—ref mcm j))
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
15.
le.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
35.
36.
37.
38.
39.
40.
41.
42.
43.
44.
45.
46.
47.
48.
49.
50. (doio))
fl\
ANNEXE IV
ALGORITHME QUICKSORT PARALLÈLE AVEC VECTEUR
1. (letrec ((cm (lambda—input cm #i #f))
2. (cout (lambda—output cout #f #f))
3. (mem (make—vector 256 0))
4. (swap (lambda (i j)
5. (let ((x (vector—ref mem j)))
e. (vector—set mem j (vector—ref mem j))
7. (vector—set mem j xfl))
8. (partO (lambda (i j k pv)
9. (if(<ik)
10. (if (<= (vector—ref mem i) pu)
11. (begmm
12. (swap i j)
13. (partO (+ i 1) (+ j 1) k pu))
14. (partO (+ i 1) j k pv))
15. j)))
16. (part (lambda (1 r i)
17. (swap i r)
18. (let ((j (partO 1 1 r (vector—ref mem r))))
19. (swap r j)
20. j)))
21. (qs (lambda (1 r)
22. (if (< 1 r)
23. (let ((j (part 1 r 1)))
24. (par ((x (if (< 0 j)
25. (qs 1 (— j lfl))
26. (y (qs (+ j 1) r)))
27. Oflfl)
28. (get—list (lambda (f t)
29. (if (<= f t)
30. (begim
31. (vector—set mem f (cm))
32. (get—list (+ f 1) t)))))
33. (put—list (lambda (f t)
34. (if (<= f t)
35. (begin
36. (cout (vector—ref mem f))
37. (put—list (+ f 1) t)))))
38. (doio (lambda Q
39. (let ((max (— (Gin) 1)))
40. (get—list O max)
41. (let ((tOo (timer 0)) (tlO (timer 16fl)
42. (qs O ma.x)
43. (let ((tOi (timer 0)) (tu (timer 16fl)
44. (put—list O max)
45. (cout (let ((z (— tut tuO)))
46. (if (< tOl tOO)
47. (—xl)
48. xfl)
49. (cout (— tOl tOO))
50. (doio)))))))
si. (doio))
ANNEXE V
MICROCONTRÔLEUR
1. (letrec ((cm (lambda—input cm #f #f))
2. (cout (lambda—output cout #f #f))
3. (ram (make—vector 4096 0))
4. (pmem (make—vector 4096 0))
5. (step (lambda (PC rx ra)
6. (let ((inatr (vector—ref pmem pc))
7. (pc (+ pc 1)))
8. (let ((op (baud (rol instr 5) 31))
9. (val (baud inatr 4095)))
10. (if (< op 16)
11. (if (< op 6)
12. (if (< op 2)
13. (step pc (+ n val) ra) ;ADDI
14. (if (< op 4)
15. (atep pc (— rx val) ra) ;SUEI
ie. (atep pc (t rx val) ra))) ;MULI
17. (if R op 10)
18. (if (< op 8)
19. (atep pc val ra) ;MOVXI
20. (step PC rx val)) ;MOVAT
21. (if R op 12)
22. (atep val rx ra) ;JMP
23. (if (< op 14)
24. (if (= O rx)
25. (step val rx ra) ;JMPZ
2e. (atep pc rx ra))
27. (step (+ val ra) rx ra))))) ;RJMP
28. (if (< op 20)
29. (if R op 18)
30. (if (= op 16)
31. (begin
32. (vector—set ram ra rx)
33. (step pc rx ra)) ;MOVMX
34. (step pc (vector—ref ram ra) ra)) ;MOVXM
35. (if (= op 18)
3e. (step PC rx rx) ;MOVAX
37. (step pc ra ra))) ;MOVXA
38. (if (< op 23)
39. (let ((val (vector—ref ram ra)))
40. (if (= op 20)
41. (atep pc (+ rx val) ra) ;ADD
42. (if (= op 21)
43. (step pc (— rx val) ra) ;SOE
44. (step pc (t rx val) ra)))) ;MUL
45. (if (< op 26)
4e. (if R op 24)
47. (atep pc R rx 1) ra) ;INCX
48. (atep pc (— rx 1) ra)) ;DECX
49. (if (< op 30)
50. (if (= op 26)
51. (step pc n R ra 1)) ;INCA
52. (step pc rx (— ra 1))) ;DECA
53. (if (= op 30)
54. (atep pc (cm) ra) ;INP
ss. (begin
56. (cout rx) ;OUTP
57. (step pc rx ra))))))))fl))
58. (fillpmem (lambda (i)
59. (if (< i 4096)
eo. (begin
61. (vector—set pmem i (cm))
62. (fillpmem (t i lflflfl)
63. (f illpmem 0)
64. (atep 0 0 0))
