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ABSTRACT 
Impact damage is a major concern for new generation aircraft composite components due to their low 
impact resistance capabilities. The development of an impact location and force reconstruction 
algorithm would provide rapid and efficient prediction of damage occurrence, thus making structures 
safer and creating maintenance inspection procedures more efficient, thus saving time and costs. 
However, state-of-the-art impact force reconstruction algorithms use reference data from numerical 
simulations and require a detailed knowledge of mechanical properties, which are difficult to obtain 
under real operational conditions.  
This paper presents a hierarchical impact force reconstruction algorithm that relies on experimental 
structural responses measured by a sparse array of surface bonded receiving ultrasonic transducers. 
This algorithm uses time reversal method to retrieve the location of an impact source and interpolation 
techniques based on hierarchical radial basis functions to calculate the transfer function at the impact 
point and reconstruct the impact force history. A number of impact testing were performed on a 
composite plate-like structure and a wing stringer-skin panel, and compared with impact force 
algorithms available in literature. Experimental results revealed that the proposed impact force 
reconstruction method was able to extrapolate the information associated with points far from the 
impact location and determine the impact force history with high level of accuracy in a real aircraft 
structure. Since the proposed algorithm requires the calibration of transfer functions from a very 
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sparse training set of data and it does not need numerical models of the component under 
investigation, it demonstrates its potential as a useful monitoring tool for impact force reconstruction 
in composite components for full-scale aircraft structural applications leading to timely and cost-
efficient inspections.  
 
1 INTRODUCTION 
Composite materials exhibit desirable physical and chemical properties that include lightweight 
coupled with high stiffness and strength and, in the last few decades, have been widely used in many 
industrial sectors, from aerospace to civil and nuclear. However, composite structures may experience 
significant material degradation if impacted by low-velocity objects such as tool drops, runway debris 
and hail stones. Hence, in order to prevent serious and dangerous consequences due to micro-cracks 
and barely visible impact damage (BVID), a number of structural health monitoring (SHM) 
techniques capable of localising the impact source and reconstructing the force history (or energy) in 
composites have been investigated [1-3]. These SHM methods enhance the efficiency of current 
material inspection systems and enable the prediction of damage severity. The so-called “inverse 
approach” has been widely used for the determination of the force history in different materials and 
components. In this approach, the impact energy can be detected through the knowledge of structural 
responses acquired by a set of transducers surface bonded to the specimen [4]. However, the inverse 
approach leads to a deconvolution for numerical solutions, which is a well-known ill-posed 
mathematical problem that can be numerically unsolvable or, if the solution exists, can be instable 
for the presence of small disturbance such as noise. To overcome this issue, Doyle solved the inverse 
problem by using the fast Fourier transform method in both isotropic [5] and orthotropic [6] plates. 
However this method needed cumbersome windowing and filtering processes in order to suppress the 
effect of wave reflection from the plate boundaries. Chang and Sun [7] proposed a method suitable 
for composite structures based on the generation of the experimental Green’s function using time 
signal deconvolutions. However, this technique was limited by (i) a scaling factor for the 
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identification of the absolute amplitude of the Green’s function and (ii) the short duration of responses 
that were characterized by a low signal-to-noise ratio. Wu et al. [8] utilised an optimisation method 
to reconstruct the time history of the impact force on a circular plate, which was subject to impact 
loading at its centre. In this work, Green’s functions were generate from a series of Bessel functions. 
The authors also proposed an experimental method based on a deconvolution process, which 
unfortunately did not provide accurate results when simultaneous impacts acted at multiple locations. 
The accuracy in reconstructing the impact force was further enhanced by developing an analytical 
method suitable for composite laminates [9], which was based on the classical lamination theory and 
the Rayleigh-Ritz equations. A detailed theoretical explanation of the deconvolution problem for 
impact force reconstruction and the regularisation methods for its solution was also presented by 
Jacquelin et al. [4]. Nevertheless, this approach required the determination of unknown regularisation 
parameters, as well as a-priori knowledge of mechanical properties, which is often difficult to obtain. 
Despite this limitation, several authors proposed algorithms based on regularisation techniques. 
Kalhori et al. [10,11] proposed some research works based on l2-norm-based regularisation methods 
(Tikhonov regularisation), whilst Qiao et al. [12,13] and Pan et al. [14] presented methodologies 
based on l1-norm regularisation. Moreover Yan et al. [15] developed a two-loops algorithm based on 
the Bayesian interference regularisation and a nonlinear unscented Kalman filter (UKF), both applied 
to a state-space dynamic model of a composite plate under impact. Park et al. [16] introduced an 
inverse method based on a system identification technique able to establish a model constructed with 
transfer functions. This method is suitable for complex structures using a distributed sensor array. 
Chen et al. [17,18] and Xu et al. [19] proposed a similar approach by using four transducers fixed on 
both isotropic and composite plates. A completely different approach for impact force reconstruction 
is based on the artificial neural network (ANN) method (see [20-24]), which consists of complex 
mathematical models that can be trained with scattered data. However, due to the large amount of 
training data to be generated, the ANN approach is considered impractical for SHM applications. 
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The aim of this research work was to develop an impact force reconstruction method that relies on 
the structural responses measured by three surface bonded receiving sensors. The proposed algorithm 
was divided into two steps. In the first one, the impact localisation was achieved by using the time 
reversal (TR) method [25-28]. In the second step, an interpolation technique based on the hierarchical 
radial basis function (RBF) approach was used to calculate the transfer function at the impact location 
and reconstruct the impact force history [36]. Radial basis functions were here used as they are able 
to approximate functions or data with high level of accuracy, which are only available at sparse 
locations [37,39,40]. Moreover one of the greatest advantages of this approach is related to its 
versatility in multi-dimensional applications. For their peculiar characteristics, radial basis functions 
are used in many fields including numerical finite element methods for the solution of partial 
differential equations [46], neural networks and machine learning [48,51], statistical approximation 
[53], geophysical research [47], ultrasonic imaging [55] and engineering applications such as the 
analysis of orthotropic shells and boundary condition reconstruction on an elastic cavity [52]. In order 
to validate the proposed hierarchical impact force reconstruction algorithm, a number of experimental 
tests were performed on a composite plate and a wing stringer-skin panel. Moreover, further 
comparison with a method available in literature, namely the shape function (SF) interpolation 
technique [16], was performed. The outline of this research work is as follows: in Section 2, the 
impact localisation algorithm based on the time reversal method is described. The impact force 
reconstruction algorithm is presented in Section 3, whose main parts are the Section 3.1, where a 
suitable transfer function calculation method is presented, and the Section 3.2, whose topic is the 
interpolation trough the radial basis functions. Section 4 shows the set-up used to perform 
experimental tests, whilst in Section 5 all the results are illustrated. The conclusions of this paper are 
presented in Section 6. 
 
Page 4 of 36AUTHOR SUBMITTED MANUSCRIPT - SMS-106713.R1
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60 Ac
ce
pte
d M
an
us
cri
pt
5 
 
2 IMPACT LOCALISATION – TIME REVERSAL METHOD 
A number of impact localisation algorithms were developed for both isotropic and anisotropic media 
without requiring a-priori knowledge of the mechanical properties of the material [29-32]. In this 
work, the impact source localisation was the initial stage of the impact force reconstruction algorithm 
that, in turn, allowed reconstructing the impact force magnitude through information available in 
points close to the impact event. The TR method was here used for the impact localisation. TR is 
based on the hypothesis of time invariance and spatial reciprocity of elastodynamic wave equation 
and on the Huygens’ principle, through which it is possible to reconstruct the wave function in a 
generic volume by the knowledge of its sources located on a two-dimensional surface. A detailed 
theoretical explanation of TR method is presented in [25-27]. TR method is typically split into the 
“forward propagation” and the “backward propagation” steps. In the “forward” one, low-velocity 
impacts were applied in 𝑀 excitation points, also called “calibration points”, which were arbitrarily 
chosen on the plane of the structure (focusing plane) that identifies the monitoring zone. A number 
of 𝑁 receiving sensors were used, so that a set of 𝑁 × 𝑀 signals was acquired and stored in the 
computer memory. These waveforms represent the response of the structure (e.g. displacements, 
velocities, strains, etc.) subject to impact loading. With the hypothesis of free unbounded space and 
assuming that the wave field, 𝑢(𝒓, 𝑡), can be measured at any point of a closed surface 𝑆, the general 
solution of the elastodynamic wave equation is: 
𝑢(𝒓, 𝑡) = ∭[𝐺(𝒓, 𝑡;  𝒓0) ⊗ 𝑝(𝒓0, 𝑡)]
Ω
𝑑Ω0 , (1) 
where ⊗ represents a convolution over time, 𝑝(𝒓0, 𝑡) indicates an impulsive force located in 𝒓0 and 
𝐺(𝒓, 𝑡;  𝒓0) is the Green space-time function. If the excitation function is a Dirac delta function (unit 
impulse function), the Green function is called “impulse response” and it is equal to the measured 
wave field.  
As aforementioned, the surface of the structure was divided into a discrete domain composed of 𝑀 
excitation points, so that Eq. (1) can be re-written as:  
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𝑢(𝒓, 𝑡) = ∑ 𝐺(𝒓, 𝑡;  𝒓𝑚) ⊗ 𝑝(𝒓𝑚, 𝑡)
𝑀
𝑚=1
= ∑ [∫ 𝐺(𝒓, 𝑡 − 𝜏;  𝒓𝑚) 𝑝(𝒓𝑚, 𝜏)
𝑡
0
𝑑𝜏] ,
𝑀
𝑚=1
 (2) 
where 𝜏 is the time lag. It should be noted that only if the structure deformation are considered linearly 
elastic and small enough to neglect geometric nonlinearities, the relationship between the impact 
force and the response of the structure can be considered as linear and mathematically described by 
the linear convolution reported in Eq. (2). The “backward propagation step” consisted of correlating 
the waveform emitted by a point of unknown position 𝒓𝑚0 with all the impulse responses stored in 
the “forward propagation” step. It can be demonstrated (see for instance [25-27]) that the impact 
location is calculated as the maximum of the following time reversal operator (i.e. when 𝒓𝑚 = 𝒓𝑚0):  
𝑅TR = 𝐺(𝒓𝑚, 𝑡;  𝒓) ⊗ 𝐺(𝒓,−𝑡;  𝒓𝑚0) = ∫ 𝐺(𝒓𝑚, 𝑡;  𝒓) 𝐺(𝒓, 𝑡 + 𝜏;  𝒓𝑚0)
𝑡
0
𝑑𝜏 , (3) 
which represents a cross correlation operation. The Cauchy-Schwarz inequality proves that [33]: 
|𝑅TR|
2 = |∫ 𝐺(𝒓𝑚, 𝑡;  𝒓) 𝐺(𝒓, 𝑡 + 𝜏;  𝒓𝑚0)
𝑡
0
𝑑𝜏|
2
≤ ∫ |𝐺(𝒓𝑚, 𝑡;  𝒓)|
2
𝑡
0
𝑑𝜏 ∫ |𝐺(𝒓, 𝑡 + 𝜏;  𝒓𝑚0)|
2
𝑡
0
𝑑𝜏 , 
(4) 
where |∙| is the absolute value. Eq (4) is equivalent to:  
|𝑅TR| ≤ (∫ |𝐺(𝒓𝑚, 𝑡;  𝒓)|
2
𝑡
0
𝑑𝜏)
1
2
 (∫ |𝐺(𝒓, 𝑡 + 𝜏;  𝒓𝑚0)|
2
𝑡
0
𝑑𝜏)
1
2
 , (5) 
The Euclidean norm is defined as:  
‖𝐺(𝒓𝑚, 𝑡;  𝒓)‖ = (∫ |𝐺(𝒓𝑚, 𝑡;  𝒓)|
2 𝑑𝑡
𝑡
0
)
1
2
 . (6) 
The signal energy is defined as:  
𝐸𝐺𝒓𝑚 = ∫ |𝐺(𝒓𝑚, 𝑡;  𝒓)|
2 𝑑𝑡
𝑡
0
 . (7) 
Comparing Eqs. (6) and (7), Eq. (5) becomes: 
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|𝑅TR|  ≤ ‖𝐺(𝒓𝑚, 𝑡;  𝒓)‖ ‖𝐺(𝒓, 𝑡 + 𝜏;  𝒓𝑚0)‖ = √𝐸𝐺𝒓𝑚 𝐸𝐺𝒓𝑚0  . (8) 
As a measure of similarity of two signals, the correlation coefficient was used, which is defined as: 
𝑐TR = max(
|𝑅TR|
√𝐸𝐺𝒓𝑚  𝐸𝐺𝒓𝑚0
) . (9) 
The expression (9) satisfies the inequality 0 ≤ 𝑐TR ≤ 1. The 𝑐TR coefficient is close to one when the 
signals are similar (i.e. at the true impact location), whilst it is close to zero elsewhere. In order to 
compensate the incoherent measurement noise due to electronics, an average from the contribution 
of the 𝑁 receiving sensors was here used and a single mean correlation coefficient was related to each 
grid node. According to Figure 1, each cell of the grid on the monitoring zone is identified by four 
nodes and it was possible to perform a further mean among the correlation coefficients associated to 
each node in order to calculate a global correlation coefficient of the cell, indicated as 𝑐TR_GLOBAL.  
 
 
Figure 1. Initial surface grid. Calibration points are depicted as red spots. 
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The cell where 𝑐TR_GLOBAL was maximum was regarded as the cell including the unknown impact 
point and here named as the “impact cell”. The described TR approach is depicted in Figure 2. The 
impact coordinates were estimated by a centre-of-gravity method, in a similar way to [18,19]:  
𝑥𝐼 =
∑ 𝑥𝑖  𝑐TR𝑖
4
𝑖=1
∑  𝑐TR𝑖
4
𝑖=1
,          𝑦𝐼 =
∑ 𝑦𝑖 𝑐TR𝑖
4
𝑖=1
∑  𝑐TR𝑖
4
𝑖=1
 , (10) 
where 𝑥𝑖 and 𝑦𝑖 are the coordinates of the 𝑖
th node of the impact cell, 𝑐TR𝑖 is the averaged correlation 
coefficient related to the 𝑖th node, 𝑥𝐼 and 𝑦𝐼 are the estimated locations of the current impact event. 
 
 
 
Figure 2. Graphical illustration of both “forward” and “backward” steps in the time reversal process for impact 
localisation. 
 
3 IMPACT FORCE RECONSTRUCTION 
For the impact force reconstruction, an impact force 𝑝(𝑡) acting on the surface of a specimen and the 
structural response 𝑢(𝑡) acquired by a transducer fixed to the specimen were considered. From a 
signal processing perspective, Eq. (1) mathematically represents a linear convolution between two 
arbitrary signals, so it can be rewritten as: 
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𝑢(𝑡) = (𝐺 ⊗ 𝑝)(𝑡) = ∫ 𝐺(𝑡 − 𝜏) 𝑝(𝜏)
𝑡
0
𝑑𝜏 , (11) 
The aim of this research work was to recover the impact force from Eq. (11). As described in [4], a 
discrete problem must be solved by transforming the convolution integral [Eq. (10)] into a system of 
algebraic equations expressed in the following matrix form: 
[𝑢] = [𝐺] [𝑝] , (12) 
where [𝑢] is the response vector 𝑛 × 1, [𝑝] is the force vector of dimensions 𝑛 × 1 and [𝐺] is the 
transfer matrix of dimensions 𝑛 × 𝑛, where 𝑛 is the number of samples of acquired signals. The 
recovering of impact forces in Eq. (11) identifies an “inverse problem”, known as “deconvolution 
problem”, which is a well-known ill-posed system of equations with the [𝐺] matrix ill-conditioned. 
In order to overcome the difficulties related to a deconvolution problem in time domain, the frequency 
response function (FRF) of the impulsive structural response was considered. Indeed, according to 
the convolution theorem [34], the convolution of two time signals corresponds to a simple product of 
their spectra in the Fourier domain: 
𝑢(𝑡) = (𝐺 ⊗ 𝑝)(𝑡) = ∫ 𝐺(𝑡 − 𝜏) 𝑝(𝜏)
𝑡
0
𝑑𝜏 ⇒ 𝑈(𝑓) = 𝐻(𝑓) ⋅ 𝑃(𝑓) , (13) 
where 𝐻(𝑓) is the Fourier transform of the Green space-time function 𝐺(𝑡), indicated as the transfer 
function in the next sections. By following the TR process for impact localisation described in Section 
2, the impact force reconstruction algorithm was divided into the following three steps: 
1. the calculation of transfer function at each calibration point;  
2. the hierarchical interpolation of transfer functions associated with a sparse array of points 
close to the identified impact location; 
3. the impact force identification by using the estimated transfer function at impact location. 
The description of these three steps is provided in the following sub-sections.  
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3.1 Transfer function calculation 
An experimental method for the calculation of transfer function at each calibration point was here 
employed to prevent the use of approximated analytical and numerical models of the sample under 
investigation, which may poorly reconstruct the transfer function of the structure. This is the common 
case of components with complex geometries or when material properties are not available [35]. The 
identification of the transfer function is based on the cross-correlation function between the acquired 
response and the impact force, which is expressed by: 
𝑆𝑢𝑝(𝑓) = 𝑈(𝑓) ⋅ 𝑃
∗(𝑓) . (14) 
By inserting Eq. (11) into Eq. (13), yields: 
𝑆𝑢𝑝(𝑓) = 𝐻(𝑓) ⋅  𝑃(𝑓) ⋅  𝑃
∗(𝑓) . (15) 
The auto-spectrum of the impact force is defined as: 
𝑆𝑝𝑝(𝑓) = 𝑃(𝑓) ⋅  𝑃
∗(𝑓) = |𝑃(𝑓)|2 , (16) 
therefore, Eq. (15) becomes: 
𝑆𝑢𝑝(𝑓) = 𝐻(𝑓) ⋅  𝑆𝑝𝑝(𝑓) , (17) 
and the transfer function, component by component, is calculated as reported below: 
𝐻(𝑓𝑖) =
𝑆𝑢𝑝(𝑓𝑖)
𝑆𝑝𝑝(𝑓𝑖)
 . (18) 
Other studies consider the transfer function as the ratio between the auto-spectra of response and 
impact force, which represents only the modulus of the transfer function that does not contain any 
information on the phase of the system [35]. Conversely, the described approach provides both 
module and phase of transfer function. If nonlinear effects would not be negligible, the transfer 
functions associated to impacts with different energies could be calculated and the resulting average 
would be regarded as the transfer function of the system. However, this case was not investigated in 
the presented research work. At the end of the process a number of 𝑁 transfer functions are available 
at each calibration point. Figure 3 shows an example of transfer function calculation from one of the 
calibration points.  
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Figure 3. Transfer function calculation by using a single transducer: a) impact force; b) acquired 
response; c) calculated transfer function in the frequency domain. 
 
3.2 Radial basis function 2D interpolation 
As described in Section 2, it was possible to identify the impact location using the TR method [Eq. 
(11)]. The transfer function at the impact location can then be obtained by using an interpolation of 
transfer functions associated with the cell whose vertices are the four calibration points surrounding 
the impact location. In this regard, Park et al. firstly proposed the shape functions (SF) method, which 
uses polynomial interpolating functions (also known as shape functions) to reconstruct the impact 
force ([16-19]). The main idea of the SF technique is to relate the cell with a regular element of the 
same topology, whose edges have a non-dimensional length (see Figure 4). The corresponding nodes 
in this parametric space have coordinates (𝜉, 𝜂) and the transfer function at impact location in 
frequency domain can be expressed by: 
?̅?(𝑥𝐼,𝑦𝐼) = ∑𝜆𝑖 𝐻𝑖 ,
4
𝑖=1
 (19) 
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where 𝐻𝑖 is the transfer function at 𝑖
th point of the physical cell and 𝜆𝑖 are the basis functions linking 
the physical and parametric coordinates. For two-dimensional bilinear interpolation, these functions 
are given by [16]: 
𝜆1(𝜉, 𝜂) = (1 − 𝜉)(1 − 𝜂) 
𝜆2(𝜉, 𝜂) = 𝜉 (1 − 𝜂) 
𝜆3(𝜉, 𝜂) = (1 − 𝜉) 𝜂 
𝜆4(𝜉, 𝜂) = 𝜉 𝜂 
(20) 
where it is  𝜉 =
𝑥−𝑥1
𝑥2−𝑥1
  and  𝜂 =
𝑦−𝑦1
𝑦3−𝑦1
.  
 
 
 
Figure 4. Illustration of the shape function (SF) interpolation method. 
 
The SF method needs information related to four points close to the impact event. However, the 
higher is the distance from the impact event, the larger would the interpolation error.  
To overcome this issue, in this paper a different interpolation method was used, which is based on 
the hierarchical radial basis functions (RBF) approach, analysed and developed in several research 
works. A detailed theoretical explanation of the RBF approach was presented by Wright [49]. The 
general idea of the RBF method is that for a given set of 𝑛 data points {𝑥𝑗}𝑗=1
𝑛
 and corresponding data 
values {𝑓𝑗}𝑗=1
𝑛
, a set of basis functions {𝜓𝑗(𝑥)}𝑗=1
𝑛
 is chosen such that a linear combination of these 
functions satisfies the interpolation conditions. For a one-dimensional function 𝑠(𝑥) it is possible to 
write: 
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𝑠(𝑥) = ∑𝜆𝑗  𝜓𝑗(𝑥) ,
𝑛
𝑗=1
 (21) 
where 𝜆𝑗 are the expansion coefficients, determined by solving a linear system of equations based on 
the interpolation conditions 𝑠(𝑥𝑗) = 𝑓𝑗 for 𝑗 = 1,… , 𝑛. Many types of basis functions ensure this 
system is non-singular when the data points {𝑥𝑗}𝑗=1
𝑛
 are distinct. In the case of one-dimensional data, 
a number of techniques such as the polynomial and Fourier interpolation are able to solve the 
described problem [56]. Conversely, these interpolation techniques are not suitable if data in more 
than one dimension are considered, so that the described approach is doomed to fail because the linear 
system of equations for determining the expansion coefficients becomes singular (according to the 
Haar’s theorem [36]). This non-singularity problem can be overcome by creating an interpolating 
function approach that uses a linear combination of translates of a single basis function radially 
symmetric about its centre. This approach is referred to as the RBF method. This is a generalized 
version of the multiquadric (MQ) method, developed previously by Hardy [38] and then by Carlson 
[44] and Foley [45], for solving problems of topographic surface reconstruction from a set of sparse 
and scattered measurements from some source points. The general form of MQ interpolant in 𝑑 
dimensions is expressed by: 
𝑠(𝒙) = ∑𝜆𝑗  √𝑐2 + ‖𝒙 − 𝒙𝑗‖
2
 ,
𝑛
𝑗=1
               𝒙, 𝒙𝑗 ∈ ℝ
𝑑  , (22) 
where ‖∙‖ denotes the Euclidean norm and 𝑐 ≠ 0 is a constant, introduced by Hardy for circular 
hyperboloid basis functions. The expansions coefficients 𝜆𝑗 are determined from the interpolation 
conditions 𝑠(𝒙𝒋) = 𝑓𝑗  for 𝑗 = 1,… , 𝑛. Micchelli demonstrated the method was unconditionally non-
singular, also when a number of other basis functions are used, that, because of the radial symmetry 
about their centre, were called “radial basis functions” [41]. The basic RBF method can be expressed 
by the following interpolant: 
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𝑠(𝒙) = ∑𝜆𝑗  𝜙(‖𝒙 − 𝒙𝑗‖)
𝑛
𝑗=1
,               𝒙, 𝒙𝑗 ∈ ℝ
𝑑  , (23) 
where 𝜙(𝑟), 𝑟 ≥ 0, is some radial function. As described above, the expansions coefficients 𝜆𝑗 are 
determined from the interpolation conditions 𝑠(𝒙𝒋) = 𝑓𝑗 for 𝑗 = 1,… , 𝑛, which leads to the following 
symmetric linear system: 
[𝐴][𝜆] = [𝑓] , (24) 
where the entries of 𝐴 matrix are given by 𝑎𝑗,𝑘 = 𝜙(‖𝒙𝒋 − 𝒙𝑘‖). Many radial basis functions are 
present in literature; some common examples of 𝜙(𝑟) are reported in Table 1 (see [50]).  
 
Table 1. Some common types of radial basis functions. 
Radial function  𝜙(𝑟), 𝑟 ≥ 0 Name 
Piecewise Smooth  
𝑟2𝑛−1,   𝑛 = 1, 2, 3, … Powers (linear, cubic, quantic, …) 
𝑟2𝑛 ln 𝑟 ,   𝑛 = 1, 2, 3, … Thin Plate Splines (TPS) 
Infinitely Smooth  
1
1 + (𝜀𝑟)2
 Inverse Quadratic (IQ) 
√1 + (𝜀𝑟)2 Multiquadric (MQ) 
𝑒−(𝜀𝑟)
2
 Gaussian (GA) 
 
The thin plate spline (TPS) was used as radial basis function, whose kernel is 𝜑(𝑟) = 𝑟2 ln 𝑟. This 
function was selected for its peculiar characteristics, as a smooth interpolation can be achieved with 
derivatives of any order and there are no free parameters requiring manual tuning. Furthermore there 
is a physical analogy involving the bending of a thin sheet of metal, because TPS is able to minimize 
the so-called “bending energy” [43]. Due to some stability issues, it is possible to consider additional 
polynomial terms to Eq. (23). The augmented RBF method can be expressed by the following 
interpolant: 
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𝑠(𝒙) = ∑𝜆𝑗 𝜙(‖𝒙 − 𝒙𝑗‖) +
𝑛
𝑗=1
∑ 𝛾𝑘 𝑝𝑘(𝒙)
𝐿
𝑘=1
,               𝒙, 𝒙𝑗 ∈ ℝ
𝑑 (25) 
where {𝑝𝑘(𝒙)}𝑘=1
𝐿  is a basis for ∏ (ℝ𝑑)𝑙 , that is the space of all d-variate polynomials that have degree 
less than or equal to 𝑙 and whose dimension is 𝐿 = (
𝑑 + 𝑙
𝑑
). To account for the conditions from the 
additional polynomial terms, the following constraints are applied: 
∑𝜆𝑗  𝑝𝑘(𝒙𝑗) = 0 ,    
𝑛
𝑗=1
               𝑘 = 1, 2, … , 𝐿 (26) 
The expansions coefficients 𝜆𝑗 and 𝛾𝑘 are determined from the interpolation conditions and the 
constraints (26), which lead to the following symmetric linear system: 
[ 
𝐴 𝑃
𝑃𝑇 0
] [
𝜆
𝛾
] = [
𝑓
0
] , (27) 
where 𝐴 is the 𝑛 × 𝑛 matrix presented in (24) and 𝑃 is the 𝑛 × 𝐿  matrix with entries  𝑝𝑘(𝒙𝑗) for  𝑗 =
1, … , 𝑛  and  𝑘 = 1,… , 𝐿. The Micchelli’s theorem [42] admit that the augmented RBF method is 
uniquely solvable for the cubic and TPS RBFs when 𝑙 = 1 and the conditions on the data points 
{𝒙𝑗}𝑗=1
𝑛
 are satisfied. With 𝑙 = 1 and considering a two-dimensional approach (𝑑 = 2), a constant 
and linear polynomial is considered (𝐿 = 3), which leads the following RBF interpolant: 
𝑠(𝑥, 𝑦) = ∑𝜆𝑗  𝜙 (√(𝑥 − 𝑥𝑗)
2
+ (𝑦 − 𝑦𝑗)
2
) +
𝑛
𝑗=1
𝛾𝑜 + 𝛾1𝑥 + 𝛾2𝑦 , (28) 
In this paper, RBF interpolant (28) is used for the transfer functions interpolation. As first step the 
expansion coefficients 𝜆𝑗 and 𝛾𝑘 are calculated by solving the linear system of equations (29), where 
the 𝑓 values are the known values of the transfer functions in an arbitrary set of calibration points. 
Then, they are used for the calculation of the unknown transfer function value at the impact location. 
This process needs to be performed for all samples of the transfer function. The matrix expression of 
the described approach is presented below [54]: 
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[
 
 
 
 
 
𝜙1,1 … 𝜙1,𝑛 𝑥1 𝑦1 1
⋮ ⋱ ⋮ ⋮ ⋮ ⋮
𝜙𝑛,1 … 𝜙𝑛,𝑛 𝑥𝑛 𝑦𝑛 1
𝑥1 … 𝑥𝑛 0 0 0
𝑦1 … 𝑦𝑛 0 0 0
1 … 1 0 0 0]
 
 
 
 
 
 
[
 
 
 
 
 
𝜆1
⋮
𝜆𝑛
𝛾1
𝛾2
𝛾𝑜 ]
 
 
 
 
 
=
[
 
 
 
 
 
𝑓1
⋮
𝑓𝑛
0
0
0 ]
 
 
 
 
 
 (29) 
 
3.3 Impact force identification 
The interpolation algorithm described in Section 3.2 was performed by considering the 𝑁 transfer 
functions available at each calibration point. Once obtained the 𝑁 transfer functions at impact 
location, it was possible to calculate the 𝑁 spectra of impact force through Eq. (13). The impact force 
in time domain was calculated by the inverse Fourier transform of the average impact spectrum as 
expressed by the following expression [19]:    
𝑝(𝑡) = ℱ−1 {
𝑃(𝑓)|1 + 𝑃(𝑓)|2 + 𝑃(𝑓)|3
3
} (30) 
where 𝑃(𝑓)|𝑁 is the spectrum of the impact force calculated by using signals acquired by 𝑁
th 
receiving sensor.  
 
4 EXPERIMENTAL SET-UP 
To validate the described algorithms, experimental impact tests were conducted on two specimens: 
• a carbon fibre reinforced plastic (CFRP) plate with dimensions of 300 × 300 × 4 mm3 and 
lay-up sequence of [45/-45/90/0]2S (see Figure 5); 
• an aluminium/CFRP composite wing stringer-skin panel provided by the courtesy of Airbus 
UK with dimensions of 3000 × 1000 × 4 mm3 (see Figure 6). 
The impacts were generated by using a hand-held instrumented impact hammer (sensitivity factor = 
= 2.215 mV/N) connected to a signal conditioner both manufactured by Meggit-Endevco. Two 
different arrangements of three receiving sensors were chosen, in order to demonstrate the validity of 
the described approach independently from the transducer locations: 
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• three surface-bonded piezoelectric transducers (PIC 255) with diameter of 6.5 mm and 
thickness of 0.3 mm were used and located at corners of the CFRP plate; 
• three acoustic emission transducers with 150 kHz central frequency provided by the courtesy 
of Airbus UK.    
The Cartesian reference frame was chosen with the origin at the bottom left corner of both the 
CFRP plate and the wing panel, where the monitoring area consists of a grid arranged with equally 
spaced nodes, which are the calibration points of the proposed TR algorithm. The spacing between 
them is 20 mm in both samples under investigation. The signals were acquired using a four-
channel oscilloscope with 16 bits of resolution, a sampling rate of 2 MHz and an acquisition 
window of 50 ms. All algorithms were implemented by the authors by using a MATLAB software 
code. The experimental set-up is showed in Figure 5 and Figure 6.  
 
 
 
Figure 5. CFRP composite plate (a) and experimental set-up (b). 
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Figure 6. Wing stringer-skin panel: top view (a) and bottom view (b). 
 
Table 2. Sensor coordinates on both specimens. 
 x-Coordinate (mm) y-Coordinate (mm) 
 CFRP plate Wing panel CFRP plate Wing panel 
Sensor 1 30 30 30 30 
Sensor 2 30 30 270 270 
Sensor 3 270 270 270 150 
 
5 RESULTS 
The result section will be divided in three sub-sections: in Sec. 5.1 the impact localisation results on 
both specimens obtained with time reversal will be shown and discussed, whilst Secs 5.2, 5.3 and 5.4 
report the impact force histories, calculated by using both the radial basis function and shape function 
interpolation methods. For these three sub-sections, three different sets of calibration points are 
considered: 
• Set 1, which consists of the four closest to impact location calibration points. These points 
represent the corners of an impact cell with dimension 20 × 20 mm2 used for both 
interpolation methods; 
• Set 2, which consists of four calibration points far from the impact location. These points 
represent the corners of an impact cell with dimension 60 × 60 mm2, used for both 
interpolation methods;  
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• Set 3, in which we suppose that the information related to the four closest to impact location 
calibration points are not available. For the SF interpolation method, eight far points 
arranged in two impact cells are considered, whilst twelve points equally disposed in a 
square around the impact location are used for the RBF interpolation method.  
The accuracy of the impact localisation method is expressed by the following formula for the location 
error Ψ [57]: 
Ψ = √(𝑥real − 𝑥calculated)2 + (𝑦real − 𝑦calculated)2 (31) 
where (𝑥real, 𝑦real) are the coordinates of the true impact position and (𝑥calculated, 𝑦calculated) are the 
coordinates of the impact location using the TR algorithm. Several methods can be also used to 
estimate the accuracy of the force reconstruction algorithms. In this paper, an error based on time 
integral of the force is considered that is given by the following equation [35]:  
Γ =  
∫ |𝑝real(𝑡) − 𝑝reconstructed(𝑡)|
𝑡2
𝑡1
𝑑𝑡
∫ 𝑝real(𝑡)
𝑡2
𝑡1
𝑑𝑡
  (32) 
where 𝑇 = 𝑡2 − 𝑡1 is an interval of the recording, which includes the impact force. By experimentally 
observing the time histories of measured data, two time intervals surrounding the impact peak were 
here used, i.e. 1 ms and 3 ms.  
It will be shown that the impact forces reconstructed by using the two different interpolation methods 
are exactly the same under the assumption that the same set of four interpolation points is used. As 
aforementioned in the Sec. 3.2, the RBF interpolation method overcomes the limitation of considering 
only four points and provides more accurate results by using the available information related to 
points far from the impact source.  
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5.1 Impact localisation results 
The initial calibration process at each grid point was performed, considering the same (constant) 
amplitude of the impact forces generated with the modal hammer. Therefore, information associated 
with impact force histories and structural responses acquired by the three receiving sensors were 
known. The three transfer functions at each grid point were calculated through the method described 
in Section 3.1. A set of impact tests were performed on the two specimens at arbitrary locations. 
Figure 7, Figure 8 and Table 3 show the real impact location and that calculated by the TR algorithm 
on both specimens (see Section 2). The four nodes of the impact cells depicted in Figure 7 and Figure 
8 represent the set 1 and their coordinates are presented in Table 3. 
 
 
 
Figure 7. Source location on the CFRP plate by using time reversal method. The actual impact location is shown as a 
green circle, whilst the calculated one is shown as a cross (×). The set 1 is shown with red circles. 
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Figure 8. Source location on a portion of the wing panel by using time reversal method. The actual impact location is 
shown as a green circle, whilst the calculated one is shown as a cross (×). The set 1 is shown with red circles. 
 
Table 3. Coordinates of set 1 of interpolation points, impact positions and errors on both specimens. 
 x-Coordinate (mm) y-Coordinate (mm) 
 CFRP plate Wing panel CFRP plate Wing panel 
Node 1 70 130 230 140 
Node 2 90 150 230 140 
Node 3 70 130 250 160 
Node 4 90 150 250 160 
Current impact 80 140 240 150 
Calculated impact 79.42 140.13 239.91 150.16 
Location error Ψ (mm) 0.59 0.21 
 
Since the main purpose of this paper was to illustrate the performance of the proposed force 
reconstruction algorithm using hierarchical functions, only one impact location is reported in Figure 
5 and Figure 6 for clarity reasons. In reality, more than fifty impacts were applied on both samples, 
showing great accuracy for all of them. However, by using a spacing of 20 mm between nodes and 
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considering a high number of impact events (more than 50) at different positions along the plane of 
the specimens, location errors were always less than 1 mm. For further information about the 
efficiency and accuracy of TR, please refer to other papers from the same group (e.g. [25-27]) and 
from other authors (e.g. [28]).  
 
5.2 Impact force reconstruction results – Set 1 of calibration points 
Figure 9 shows the transfer functions related to set 1 on the CFRP plate. Three transfer functions are 
available at each node, therefore the average transfer function associated with each node is presented 
in the following figure.   
 
 
 
Figure 9. Transfer functions calculated at nodes of the impact cell (set 1) on the CFRP plate. 
 
The interpolation process was performed three times since three sets of transfer functions were 
available at each node of the impact cell. Figure 10, related to the CFRP plate, depicts the comparison 
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between the average transfer function at impact location calculated during the initial calibration 
process, and the interpolated ones obtained by using both the SF and the proposed RBF interpolation 
methods, averaged over the three receiving sensors. 
  
 
 
Figure 10. Comparison between the actual transfer function and the interpolated ones at the impact location on 
the CFRP plate. 
 
As showed in Figure 10 the transfer functions calculated with the two interpolation methods are the 
same. Moreover, because of interpolation points are very close to the impact location, both 
interpolated results presented a negligible difference with the original transfer function. This assertion 
can be deducted also by considering Figure 11 and Figure 12, which present the comparison between 
the current impact force history and the reconstructed ones for the set 1 on both specimens and the 
signals acquired by all the receiving sensors (see Section 3.3).  
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Figure 11. Comparison between the actual impact force and the interpolated ones by using radial basis 
function (RBF) and shape function (SF) methods. Set 1 of interpolation points on the CFRP plate is 
considered (see Figure 7). 
 
 
 
Figure 12. Comparison between the actual impact force and the interpolated ones by using radial basis 
function (RBF) and shape function (SF) methods. Set 1 of interpolation points on the wing panel is 
considered (see Figure 8). 
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Dimensionless errors of both reconstructed impact forces with respect to the actual one on the two 
specimens are showed in Table 4. They are obtained by using Eq. (32).     
 
Table 4. Comparison between impact forces considering set 1 of interpolation points on both specimens. 
 INTERPOLATED IMPACT FORCES 
 RBF method SF method 
  CFRP plate Wing panel CFRP plate Wing panel 
Error Γ 
𝑇 = 1 ms 0.05 0.1 0.05 0.1 
𝑇 = 3 ms 0.12 0.37 0.12 0.37 
 
As aforementioned, the two interpolation algorithms generated the same results with a small error 
with respect to the original signal, especially in the detection of impact peak amplitude. It should be 
noted that the error increases if the considered time window is wider, this because of the signal 
fluctuations due to the interpolation process.  
 
5.3 Impact force reconstruction results – Set 2 of calibration points 
Figure 14 and Table 6 depict the same comparison by now considering the set 2 of interpolation points 
on the two specimens, which are far from the impact location. The coordinates of the new set are 
reported in Table 5. In Figure 13 and Figure 14 the set 2 is shown with red circles, whilst the other 
calibration points are depicted with blue circles.  
 
Table 5. Coordinates of set 2 of interpolation points on both specimens. 
 x-Coordinate (mm) y-Coordinate (mm) 
 CFRP plate Wing panel CFRP plate Wing panel 
Node 1 50 110 210 120 
Node 2 110 170 210 120 
Node 3 50 110 270 180 
Node 4 110 170 270 180 
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Figure 13. a) Zoom on the CFRP plate with a reduced section of the initial grid. The calculate impact location is 
shown as a cross (×). b) Comparison between the actual impact force and the interpolated ones by using radial 
basis function (RBF) and shape function (SF) interpolation methods. 
 
 
 
Figure 14. a) Zoom on the wing panel with a reduced section of the initial grid. The calculate impact location is 
shown as a cross (×). b) Comparison between the actual impact force and the interpolated ones by using radial 
basis function (RBF) and shape function (SF) interpolation methods.  
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Table 6. Comparison between impact forces considering set 2 of interpolation points on both specimens. 
 INTERPOLATED IMPACT FORCES 
 RBF method SF method 
  CFRP plate Wing panel CFRP plate Wing panel 
Error Γ 
𝑇 = 1 ms 0.55 0.38 0.55 0.38 
𝑇 = 3 ms 1.04 0.73 1.04 0.73 
 
It should be noted that, as obtained by considering set 1 (see Table 4), the two interpolation algorithms 
generated the same results, as reported in Table 6. Comparing Table 4 and Table 6 it is evident that 
the error increases as the distance between the interpolation points is higher.  
 
5.4 Impact force reconstruction results – Set 3 of calibration points 
In some cases, the calibration process could not be performed on a dense initial grid, therefore 
information associated with points far from the impact location needed to be used with a high error 
in the interpolated results. However, unlike the SF method, the RBF interpolation technique is not 
limited to only four points (as in set 2, please see Sec. 5.3) and it was possible to take advantage of 
the information related to other calibration points far from impact event on a coarse initial grid. This 
is shown in Figure 15, Figure 16 and Table 7 where the information associated with four points closest 
to the impact on both specimens was not available. The SF interpolation method is applied 
considering the average between the results obtained by using the two closest to impact sets of 
calibration points (set 3), as depicted in Figure 15 and Figure 16.  
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Figure 15. a) Zoom on the CFRP plate with the two sets 3 of interpolation points. The calculated impact 
location is shown as a cross (×). b) Comparison between the actual impact force and the interpolated 
ones by using radial basis function (RBF) and shape function (SF) interpolation methods.  
 
 
 
Figure 16. a) Zoom on the wing panel with the two sets 3 of interpolation points. The calculated impact 
location is shown as a cross (×). b) Comparison between the actual impact force and the interpolated 
ones by using radial basis function (RBF) and shape function (SF) interpolation methods.  
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Table 7. Comparison between impact forces considering the two sets 3 of interpolation points on both specimens. 
 INTERPOLATED IMPACT FORCES 
 RBF method SF method 
  CFRP plate Wing panel CFRP plate Wing panel 
Error Γ 
𝑇 = 1 ms 0.09 0.07 0.17 0.18 
𝑇 = 3 ms 0.24 0.49 0.4 0.41 
 
As depicted in Figure 15 and Figure 16, the RBF interpolation method shows a good performance in 
detecting the maximum value of the impact force on both specimens (30 N and 150N), despite an 
higher error of the RBF method with respect to SF method if the wing panel is considered (see Table 
7). This is due to a wider time window (𝑇 = 3 ms). Nevertheless this result does not affect the validity 
of the approach in amplitude peak detection when RBF interpolation method is used.  
As showed in the comparison between the CFRP plate and the wing panel, the validity of the 
described method is not dependent of the impact amplitude. Figure 17 and Table 8 illustrates the 
comparison results considering two different calibration processes on the CFRP plate, with maximum 
values of impact forces equal to 60 N and 90 N. The sets of calibration points are the same as used in 
Figure 15 and Figure 16 (set 3), where the information associated with four points closest to the 
impact on both specimens was not available.    
 
Page 29 of 36 AUTHOR SUBMITTED MANUSCRIPT - SMS-106713.R1
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60 Ac
ce
pte
d M
an
cri
pt
30 
 
 
 
Figure 17. Comparison between the actual impact force and the interpolated ones on the CFRP plate 
by using radial basis function (RBF) and shape function (SF) interpolation methods, considering the set 
3 of calibration points and impact peak amplitudes equal to: a) 60 N and b) 90 N.  
 
Table 8. Comparison between impact forces considering set 3 of interpolation points on the CFRP plate and different 
impact peak amplitudes. 
  
INTERPOLATED IMPACT FORCES 
RBF SF 
𝑇 = 1 ms 
Error Γ (60 N) 0.06 0.18 
Error Γ (90 N) 0.24 0.44 
𝑇 = 3 ms 
Error Γ (60 N) 0.18 0.43 
Error Γ (90 N) 0.4 0.74 
 
The results confirmed the accuracy of the proposed method with respect to SF interpolation approach, 
with a maximum error less than 13 N in the detection of a 90 N impact peak (see Figure 17). In Figure 
18 it is depicted the results comparison related to an impact event on a different location on the wing 
panel. The errors are reported in Table 9.  
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Figure 18. a) Zoom on the wing panel with the sets of interpolation points. The calculated impact 
location is shown as a cross (×). b) Comparison between the actual impact force and the interpolated 
ones by using radial basis function (RBF) and shape function (SF) interpolation methods. 
 
Table 9. Comparison between impact forces considering an impact at different location on the CFRP plate. 
 INTERPOLATED IMPACT FORCES 
 RBF SF 
Error Γ 
𝑇 = 1 ms 0.27 0.4 
𝑇 = 3 ms 0.62 0.79 
 
Despite the new impact location on the wing panel is not equally surrounded by the set point used in 
the RBF interpolation method (the green points in Figure 18), the obtained result is still better than 
the SF method (see Table 9).  
It should be finally noted that, in spite of the hypothesis of linear relation between the impact force 
and the structural responses [Eqs. (2) and (11)],  the obtained results on the real aeronautical structure 
(i.e. the wing panel) showed the validity of the proposed impact force reconstruction algorithm also 
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in the presence of nonlinear effects due to the material and geometry. This confirmed the robustness 
of the presented approach.   
 
6 CONCLUSIONS 
This paper presented a hierarchical radial basis function algorithm for the reconstruction of the impact 
force. An initial calibration process was initially performed, which consists of acquiring and storing 
impact forces and structural responses from a set of excitation points on the specimen surface. The 
localisation of the impact event was achieved by using time reversal method, which was able to detect 
the impact coordinates with high level of accuracy. The reconstruction of the impact force was then 
obtained through an interpolation algorithm based on hierarchical radial basis functions. Such a 
reconstruction algorithm involved the interpolation of transfer functions calculated during the 
calibration process by using a Fourier method able to preserve the magnitudes and phases of measured 
signals. A number of experimental impact tests were performed on a CFRP composite plate-like 
structure and an aluminium/CFRP composite wing-stringer-skin panel in order to validate the 
proposed methodology on full-scale aircraft structures. The radial basis function interpolation method 
provided an accurate reconstruction of the impact force with a perfect matching of the impact peak. 
Moreover, this algorithm was compared with an interpolation approach available in literature, which 
was based on polynomial shape functions. Impact force reconstruction results revealed that the 
proposed hierarchal algorithm provided higher accuracy, especially when calibration points far from 
the impact location were considered. The proposed impact location and force reconstruction approach 
were applied on a real aeronautical structure since no information about the material and geometry 
was needed, thus allowing for faster and timely inspections.  
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