Distress intolerance (DI), a trait-like individual difference reflective of the inability to endure aversive affective states, is relevant to multiple forms of psychopathology, but its relations to theoretically relevant neurobiological systems have received little attention. Altered cognitive control-related neurobiology has been theorized to underlie individual differences in DI, but little empirical work has been conducted. To test this hypothesis, baseline data from a large community sample with elevated high levels of emotional psychopathology and comorbidity was utilized (N ϭ 256). Participants completed a complex go/no-go task while EEG was recorded, and P2, N2, and P3 amplitudes were measured. Based upon prior findings on the relations between these components and response inhibition, a core cognitive control function, we hypothesized that DI would predict reduced no-go N2 and P3 amplitude while controlling for current anxious/depressive symptom severity (i.e., negative affect). Peak amplitudes from the raw data and principal components analysis were used to quantify amplitude of ERP components. Partially consistent with predictions, high DI was independently associated with reduced no-go N2 peak amplitude in the raw ERP data, and was significantly related to a frontal positivity factor in the N2 time window across no-go and go trials. Contrary to predictions, no relations between DI and the P3 were found. Overall, results support the theorized relevance of cognitive control-linked neurobiology to individual differences in tolerance of distress over and above distress severity itself, and suggest specific relations between DI and alterations in early controlled attention/conflict-monitoring but not response inhibition or response inhibition-related sequelae.
Distress intolerance (DI), defined as the capacity to withstand aversive affective states, is theorized to be a trait-like individual difference variable that contributes to multiple forms of psychopathology (Leyro, Zvolensky, & Bernstein, 2010) . High DI has been prospectively associated with greater risk of relapse/treatment dropout in individuals with substance use disorders (Brown et al., 2009; Daughters et al., 2005; Strong et al., 2012) and greater symptom severity in individuals with diagnosed unipolar mood and anxiety disorders (Allan, Macatee, Norr, & Schmidt, 2014; Macatee, Capron, Guthrie, Schmidt, & Cougle, 2015; Macatee, Capron, Schmidt, & Cougle, 2013) . Further, high DI has been cross-sectionally and prospectively linked to attention-deficit/hyperactivity disorder symptoms (Cummings et al., 2013; Seymour, Macatee, & Chronis-Tuscano, 2016) as well as borderline and antisocial personality disorder Daughters, Sargeant, Bornovalova, Gratz, & Lejuez, 2008; Sargeant, Daughters, Curtin, Schuster, & Lejuez, 2011 ). DI appears to be an important person-level moderator of response to negative affect with relevance to externalizing and internalizing psychopathology; however, theoretical understanding of DI is limited and its underlying neural mechanisms remain unclear.
Extant research has largely studied DI using behavioral (i.e., latency to quit a distressing task; Lejuez, Kahler, & Brown, 2003) and self-report (i.e., perceived ability to tolerate distress; McHugh & Otto, 2012) indicators, whereas DI's neurobiological referents generally remain unexplored, limiting understanding of the construct and cross-discipline translation of research findings. One candidate construct that may underlie DI's relationship with internalizing and externalizing psychopathology is cognitive control, defined as the ability to bias and dynamically adjust ongoing processing in response to goals and task-related demands, and thus encompasses inhibition of inappropriate responses, working memory updating, and task-set shifting (Friedman & Miyake, 2017) . Theoretically, the ability to tolerate negative affect requires inhibition of inappropriate behavioral response tendencies (e.g., smoking a cigarette to relieve anxiety during a quit attempt) as well as cognitive interference control (e.g., disengaging covert attention from anxious/cigarette-related intrusions to prevent elaborative processing), both of which are thought to be core cognitive control functions (i.e., response inhibition and working memory updating, respectively; Friedman & Miyake, 2017) . Indeed, an extant neurobiological theory of DI highlights the importance of response inhibition impairment to the construct (Trafton & Gifford, 2011) , and a number of authors have speculated that covariance among internalizing and externalizing disorders is attributable to common impairment in cognitive control-related processes (e.g., Beauchaine & Thayer, 2015; Carver, Johnson, & Timpano, 2017; Snyder, Hankin, Sandman, Head, & Davis, 2017) .
In addition to theoretical plausibility, there is some indirect empirical support for a link between DI and cognitive control. Although high DI has been associated with most disorders across the internalizing and externalizing spectrums, evidence is particularly robust for distress disorders (e.g., MDD and GAD; Banducci, Bujarski, Bonn-Miller, Patel, & Connolly, 2016; Cougle, Timpano, Fitch, & Hawkins, 2011; Ellis, Vanderlind, & Beevers, 2013; Macatee et al., 2013 Macatee et al., , 2015 Macatee et al., , 2016 Renna et al., 2017) , a latent cluster of internalizing disorders characterized by pervasive, dysregulated negative affect (Watson, 2005; Waszczuk, Kotov, Ruggero, Gamez, & Watson, 2017) , and substance use disorders (Brown et al., 2009; Daughters et al., 2005; Hasan, Babson, Banducci, & Bonn-Miller, 2015; Strong et al., 2012) , whereas data are less robust for fear disorders (e.g., Keough, Riccardi, Timpano, Mitchell, & Schmidt, 2010; Laposa, Collimore, Hawley, & Rector, 2015; Macatee, Albanese, Allan, Schmidt, & Cougle, 2016; Norr et al., 2013) , a latent cluster of internalizing disorders defined by excessive fear and avoidance (Watson, 2005; Waszczuk et al., 2017) . Correspondingly, distress and substance use but not fear disorders have been linked to greater cognitive control impairment across self-report and neurophysiological measures; further, worse cognitive control enhanced the relationship between threat sensitivity and internalizing disorder symptom severity (Nelson, Strickland, Krueger, Arbisi, & Patrick, 2016; Venables et al., 2017) , analogous to DI's association with multiple indices of internalizing disorder severity (e.g., functional impairment, treatment response) in clinical samples (Banducci, Connolly, Vujanovic, Alvarez, & Bonn-Miller, 2017; McHugh et al., 2014; Michel, Rowa, Young, & McCabe, 2016; A. D. Williams, Thompson, & Andrews, 2013) as well as its moderating effect on the relation between daily stress and distress/substance use disorder symptoms (Macatee et al., 2013 Volz et al., 2014) . These data suggest that cognitive control and DI may be related, but direct evidence of an association between these constructs is needed.
Only two studies known to the authors have assessed DI's theorized relationship with behaviorally indexed cognitive control functioning (Bagge, Littlefield, Rosellini, & Coffey, 2013; Ledgerwood, Alessi, Phoenix, & Petry, 2009) . In a sample of recent suicide attempters, Bagge and colleagues (2013) found a significant association between worse cognitive control as assessed by the Immediate Memory Task (Dougherty, Marsh, & Mathias, 2002) , but not the go-stop task (Dougherty, Mathias, & Marsh, 2003) , and lower persistence on a behavioral measure of DI. However, in a combined sample of community participants and pathological gamblers with and without a history of substance use disorder, worse cognitive control as assessed by the go-stop task (Ledgerwood et al., 2009 ), but not the Immediate Memory Task, was significantly associated with increased likelihood of quitting on a behavioral measure of DI. Thus, impaired performance on cognitive control tasks appears to be linked to DI, though associations with specific tasks are inconsistent, which may be attributable to covert compensatory processes normalizing task performance (e.g., see Eysenck, Derakshan, Santos, & Calvo, 2007) . Brain activity during cognitive control tasks may be more sensitive to individual differences in DI, but little empirical research has explored DI's relationship with neural indices of cognitive control, precluding stronger conclusions about DI's hypothesized relationship with cognitive control impairment.
There is some evidence from a recent fMRI study demonstrating an association between DI and activation in cognitive control-related brain regions (Daughters et al., 2017) . In a sample of substance users, Daughters and colleagues (2017) found a positive association between greater persistence on a behavioral DI task and task-elicited activation in the right insula, anterior cingulate cortex (ACC), bilateral medial frontal gyrus (MFG), right inferior frontal gyrus (IFG), and right ventromedial prefrontal cortex (vmPFC), as well as greater functional connectivity between the right MFG and a vmPFC/subgenual ACC cluster. All of these regions have been implicated in cognitive control functioning (Aron, Fletcher, Bullmore, Sahakian, & Robbins, 2003; Boes et al., 2009; Japee, Holiday, Satyshur, Mukai, & Ungerleider, 2015; Menon & Uddin, 2010; Niendam et al., 2012; Shackman et al., 2011) , providing support for cognitive control impairment as a possible underlying mechanism of DI. However, DI was measured using a behavioral task that requires constant updating and manipulation of working memory, leaving open the possibility that task persistence was positively associated with cognitive control-linked neural activation partially due to the specific demands of the task rather than individual differences in DI.
Only one study known to the authors has used a behavioral DI measure free from overt cognitive control demands (i.e., cold pressor task; and assessed its relationship with neural activity elicited by a separate cognitive control task. In a sample of healthy older adults, Zhou, Kemp, Després, Pebayle, and Dufour (2015) used electroencephalography (EEG) methodology to measure event-related potentials (ERPs) during a go/no-go task, a commonly used task to measure response inhibition, a core cognitive control function (Friedman & Miyake, 2017) , and its neural referents (Simmonds, Pekar, & Mostofsky, 2008) . The N2, a frontal negative deflection occurring between 200 and 300 ms poststimulus, and P3a, a frontal-central positive deflection occurring between 300 This document is copyrighted by the American Psychological Association or one of its allied publishers.
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and 500 ms poststimulus, are ERPs sensitive to trial type (i.e., no-go vs. go) in response inhibition tasks and are thought to reflect two stages of cognitive control processing. Functionally, the N2 is thought to reflect conflict-monitoring or premotor response program updating, whereas the P3a is more closely linked to actual motor inhibition and its evaluation (Huster, Enriquez-Geppert, Lavallee, Falkenstein, & Herrmann, 2013) . Typically, reduced no-go N2 and P3a amplitudes have been interpreted as reflective of decreased signaling of the need for response inhibition and worse implementation of response inhibition/inhibition-related sequelae, respectively (Huster et al., 2013; Polich, 2007) ; indeed, reduced no-go N2 and P3a amplitudes have been linked with worse go/no-go task performance (Falkenstein, Hoormann, & Hohnsbein, 1999; Fan et al., 2016; Nakata, Sakamoto, & Kakigi, 2012; Pliszka, Liotti, & Woldorff, 2000) as well as DI-related psychopathology (e.g., Kim, Kim, Yoo, & Kwon, 2007; Luijten, Littel, & Franken, 2011; Ruchsow, Groen, Kiefer, Beschoner, et al., 2008; Ruchsow, Groen, Kiefer, Buchheim, et al., 2008; Singh & Basu, 2009) . Zhou et al. (2015) , however, found a significant, positive relationship between behaviorally measured DI and the P3b but not the P3a on no-go trials, a parietal positivity in the 300-to 500-ms time window thought to reflect target/memory processing rather than cognitive control (Polich, 2007) , and no relations between N2 amplitude and DI were observed. Given the putative cognitive control functions of the N2 and P3a (Huster et al., 2013; Folstein & Van Petten, 2008) , these findings are inconsistent with cognitive control as an underlying mechanism of DI. However, Zhou et al. (2015) used a go/no-go variant with task parameters that reduce cognitive control demands and associated ERPs (i.e., N2, P3a; e.g., easy stimulus discrimination, 50% no-go stimuli, long response window; Donkers & van Boxtel, 2004; Polich & Comerchero, 2003; Wessel, 2017) , leaving open the possibility that neural activity elicited by go/no-go tasks with greater cognitive control demands may be more sensitive to individual differences in DI. Overall, the extant literature is somewhat supportive of the neural substrates of cognitive control as an underlying neural mechanism of individual differences in DI. However, some limitations of the existing studies preclude firmer conclusions. First, only one report (Zhou et al., 2015) explicitly examined DI's relationship with response inhibition-elicited neural activity, and this study utilized a sample of healthy older adults. Given DI's conceptualization as an individual difference relevant to multiple forms of psychopathology (Leyro et al., 2010) , it is important to explicitly Test DI's relationship with the neural substrates of response inhibition in a large, clinical sample. Further, Zhou et al. (2015) used a go/no-go task with minimal cognitive control demands, which may explain the null associations between DI and the no-go N2 and P3a; utilization of a go/no-go task requiring greater cognitive control may be more sensitive to individual differences in DI. Second, extant work on neural processes has exclusively used behavioral measures of DI. Although both selfreport and behavioral DI measures have been linked to the same clinical phenomena in prior work (e.g., relapse, craving; Hasan et al., 2015; Strong et al., 2012; Volz et al., 2014) , multiple studies have found that self-report and behavioral indices of DI are modestly or nonsignificantly associated with one another (Kiselica, Rojas, Bornovalova, & Dube, 2015; , leaving open the possibility that perceived versus behaviorally assessed DI are differentially associated with response inhibition-related neural activity, which may contribute to current debates on the nature and measurement of the DI construct (Ameral, Palm Reed, Cameron, & Armstrong, 2014; Glassman et al., 2016; Kiselica et al., 2015; . Relatedly, selfreport assessments of DI are not confounded with simultaneous cognitive control requirements as are some behavioral measures of DI (e.g., Daughters et al., in 2017) , allowing for measurement of DI and cognitive control-related neural activation in distinct tasks.
Finally, a significant limitation of existing studies concerns the question of DI's specificity to response inhibition-related neutral activity. It is important to evaluate if DI, a construct defined as the perceived or actual ability to withstand negative affect rather than the frequency/intensity of negative affect itself (Leyro et al., 2010) , is related to altered response inhibition-elicited neural activity independent of the variance accounted for by current distress. Given high DI's relationship with current negative affect (e.g., depressive/anxiety symptoms; Allan et al., 2014; Kiselica et al., 2015; Macatee, Albanese, Allan, Schmidt, & Cougle, 2016) and the latter's relationship with altered neural activation during response inhibition tasks (Kaiser et al., 2003; Righi, Mecacci, & Viggiano, 2009; Ruchsow, Groen, Kiefer, Buchheim, et al., 2008; Sehlmeyer et al., 2010) , testing the association between DI and inhibition-related neural activity while controlling for current depressive/anxiety symptoms would ensure that any observed relationship between neural activity and the inability to tolerate distress is not more parsimoniously accounted for by current distress intensity/frequency. Such a test would rigorously evaluate the relevance of cognitive control's neural substrates specifically to individual differences in the ability to withstand distress rather than the degree of current distress severity.
The current investigation was conducted to address the aforementioned limitations by evaluating the N2 and P3 during a response inhibition task in a large, clinically defined sample. Baseline data collected in the context of a clinical trial for anxiety/mood disorder risk factors was utilized to test study hypotheses. Among other tasks, participants completed a response inhibition task (i.e., complex go/ no-go) while EEG data was recorded. In contrast to static go/no-go tasks, complex go/no-go tasks require working memory updating as well as response inhibition (Simmonds et al., 2008) , placing multiple demands on cognitive control and thus expected to be maximally sensitive to the hypothesized relationship between cognitive control and DI. Consistent with prior research on the relations among no-go N2 amplitude, no-go P3a amplitude, go/no-go task performance, and DI-related psychopathology (Falkenstein et al., 1999; Fan et al., 2016; Kim et al., 2007; Luijten et al., 2011; Nakata et al., 2012; Pliszka et al., 2000; Ruchsow, Groen, Kiefer, Beschoner, et al., 2008; Ruchsow, Groen, Kiefer, Buchheim, et al., 2008; Singh & Basu, 2009) , we predicted that greater perceived DI would be associated with reduced no-go P3a amplitude and decreased (i.e., less negative) no-go N2 amplitude. Further, we predicted that these associations would be independent of current depressive/anxiety symptoms.
Method Participants
The sample comprised 280 people who completed a diagnostic interview as well as self-report measures and neurocognitive tasks 
Self-Report Measures
Distress Intolerance Index (DII). The DII (McHugh & Otto, 2012 ) is a 10-item self-report measure designed to assess individual differences in the perceived ability to tolerate distressing affective states (e.g., "I can't handle feeling distressed or upset"). Items from three DI measures (i.e., Distress Tolerance Scale; Simons and Gaher, 2005 ; Anxiety Sensitivity Index; Reiss, Peterson, Gursky, & McNally, 1986; Frustration-Discomfort Scale; Harrington, 2005) that consistently demonstrate the strongest loadings on a latent DI factor comprise the DII (McHugh & Otto, 2012) . Items are scored on a 5-point Likert scale ranging from 0 (very little) to 4 (very much) such that higher scores represent less perceived ability to tolerate distressing affective states. The DII has demonstrated good test-retest reliability (Cakir, 2016) , strong internal consistency (Cakir, 2016; Szuhany & Otto, 2015) , and superior convergent validity with behavioral measures of DI relative to other tolerance measures McHugh et al., 2016; Seo & Kwon, 2016; Szuhany & Otto, 2015 ; but see C. L. Williams, Vik, & Wong, 2015) . In the current study, the DII demonstrated excellent internal consistency (␣ ϭ .94).
Beck Depression Inventory-II (BDI-II). The BDI-II (Beck, Steer, & Brown, 1996 ) is a 21-item self-report measure designed to assess symptoms of depression. For each item, participants were asked to select one of four statements the best represents how they have felt over the past two weeks. These statements are scored using a four-point Likert scale ranging from 0 to 3 in which higher scores reflect greater depression severity. The BDI-II has demonstrated strong psychometric properties in previous research, such as good internal consistency and test-retest reliability (Beck et al., 1996) . In the current study, the BDI-II demonstrated excellent internal consistency (␣ ϭ .93).
Beck Anxiety Inventory (BAI).
The BAI (Beck, Epstein, Brown, & Steer, 1988 ) is a 21-item self-report measure designed to assess anxiety severity. Participants are asked to rate the extent to which they have experienced a number of symptoms in the previous week using a four-point Likert scale ranging from 0 (not at all) to 3 (severely). Previous research has demonstrated that the BAI is psychometrically sound, with good internal consistency, test-retest reliability, and construct validity (Beck et al., 1988; Fydrich, Dowdall, & Chambless, 1992 ). In the current study, the BAI demonstrated excellent internal consistency (␣ ϭ .93).
Clinician-Administered Measure
Structured Clinical Interview for DSM-V, Research Version (SCID-5-RV). All psychiatric diagnoses were determined using the SCID-5-RV (First, Williams, Karg, & Spitzer, 2015) . The SCID-5-RV was administered by highly trained doctoral level This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
therapists with extensive training in SCID-5-RV administration and scoring, including reviewing training tapes, observing live administrations, and conducting practice interviews with other trained therapists. In addition, all SCID-5-RV results were reviewed by a licensed clinical psychologist to ensure accurate diagnoses. In the current study, a subsample of subjects were used for reliability coding which yielded excellent interrater reliability ( ϭ .86; Schmidt, Norr, Allan, Raines, & Capron, 2017) .
Experimental Procedures
Prior to enrolling in the treatment trial, participants completed a baseline session during which they completed the structured clinical interview and a packet of self-report questionnaires. Following this, they were scheduled for a neurophysiological assessment session. All data used in the present study represent baseline, pretreatment functioning.
Neurophysiological testing was conducted in a dimly lit, soundattenuated room. Stimuli were presented using a Dell OptiPlex 780 computer running E-Prime version 2.0.8.90. Stimuli were presented on a 21" CRT color monitor at a viewing distance of 100 cm, subtending a visual angle of 3.5°. The recording session consisted of several different tasks, including the go/no-go task used in the present study. Total recording time lasted between 2.5 and 3 hours.
Experimental Task
Go/no-go complex paradigm. Go/no-go tasks are commonly used paradigms designed to assess individual differences in response inhibition by requiring participants to respond to frequent signals (i.e., go trials) and infrequently withhold a response when presented with predetermined and distinct signals (i.e., no-go trials; Simmonds et al., 2008) . Though many versions of this task exist, we utilized a complex go/no-go task in which two different letters are presented serially in an alternating pattern and participants are required to press the corresponding button, either left or right, for each letter that is different than the previous letter (i.e., go trials; Garavan, Ross, Kaufman, & Stein, 2003; Garavan, Ross, Murphy, Roche, & Stein, 2002; Hester, Fassbender, & Garavan, 2004; Kelly et al., 2004) . No-go trials, in which participants are required to withhold a response, are signaled by a two-letter repeat (e.g., the fifth stimulus in the sequence X-Y-X-Y-Y-X). This variant of the go/no-go task assesses response inhibition in the context of increased working memory demand, and has been found to activate right lateralized prefrontal-parietal circuits in addition to the regions recruited in go/no-go tasks with static no-go stimuli (i.e., pre-SMA, left fusiform gyrus; Aviyente, Tootell, & Bernat, 2017; Simmonds et al., 2008) .
More specifically, our task included seven blocks comprised of 18 go trials (75%) and 6 no-go trials (25%) for a total of 126 go trials and 42 no-go trials. A distinct set of letters were used for each block. Prior to the beginning of each block, instructions regarding what button to press for each letter and performance on the previous block were presented. Each go and no-go signal (i.e., the letters) were presented for 296 ms immediately followed by a blue fixation point during a response window which lasted 1,150 ms. Feedback was then presented for an additional 1,000 ms. Intertrial intervals were marked by a blue fixation point presented on the screen for 900 ms.
Stimulus delivery and EEG measurement. ERP data were collected using a Dell OptiPlex 780 computer and Neuroscan Acquire software. Two 64-channel Neuroscan SynAmps reaction time (RT) amplifiers and a BrainVision actiCap 96-channel cap were used to measure EEG responses (1000 Hz sampling rate, with an online analog bandpass filter of 0.05 -100 Hz). The midline electrode AFz was used as the ground and FCz was used as an online reference electrode. Offline, the data were rereferenced to the averaged mastoids (electrodes TP9 and TP10). Horizontal electrooculogram (EOG) activity was recorded from electrodes placed lateral to the outer canthus of each eye, while vertical EOG activity was recorded from electrodes placed above and below the left eye. Electrodes were filled using high-chloride (10%) Abrasive Electrolyte-Gel (EasyCap). All impedance values were below 10 kohms throughout the recording session.
Data Preprocessing
Data were first downsampled to 250 Hz, then high-pass (0.1 Hz; ripple ϭ .05 dB, attenuation ϭ 80 dB) and low-pass (40 Hz; ripple ϭ .01 dB, attenuation ϭ 40 dB) FIR filters were applied. Given that FCz was the online reference, it was regenerated offline using the average reference assumption so that it could be used in analyses. Next, the Fully Automated Statistical Thresholding for EEG artifact Rejection algorithm (FASTER; Nolan, Whelan, & Reilly, 2010) , an EEGLAB plugin, was used for artifact detection and rejection. The FASTER algorithm provides researchers with enhanced efficiency of data processing and greater standardization of artifact rejection parameters compared to traditional visual inspection methods (Hatz et al., 2015; Nolan et al., 2010) . Moreover, the FASTER algorithm has demonstrated equal or superior reliability when compared to traditional visual inspection methods of artifact rejection (Hatz et al., 2015; Nolan et al., 2010) . FASTER uses a z-score threshold of Ϯ 3 to detect artifactual data within individual channels, epochs, independent components, and within-epoch channels (FASTER procedure is summarized in more detail in the online supplemental material; M number of rejected trials ϭ 5.27, SD ϭ 2.16, range ϭ 1-12; M number of interpolated channels ϭ 3.51, SD ϭ 1.50, range ϭ 0 -9).
Measurement of ERP Amplitude
For the present study, only electrophysiological data from correct trials (i.e., correct go and correct no-go trials) were used. For each subject, correct no-go and go trials were averaged to create no-go and go grand-average waveforms. Consistent with prior studies, the N2 and P3 were examined at Fz and Cz based upon prior literature reporting a maximal response inhibition effect on the N2 and P3 at these channels, respectively (Folstein & Van Petten, 2008; Groom & Cragg, 2015; Huster et al., 2013; Watson & Garvey, 2013) . Sample grand averaged no-go and go waveforms as well as difference waves are displayed in Figure 1 . N1, P2, N2, and P3 peaks are visible in the raw waveforms, though only the P3 component is present in the difference waves. Unexpectedly, the N2 peak was positive and there was no apparent effect of trial type on the N2, though similar patterns have been observed in some prior literature using comparable complex go/no-go tasks (Littel et al., 2012; Maij, van de Wetering, & Franken, 2017; Rietdijk, Franken, & Thurik, 2014) . Further, inspection of subject-level grand-averaged This document is copyrighted by the American Psychological Association or one of its allied publishers.
waveforms revealed greater variability and generally smaller amplitudes for the N2 relative to P2 and P3, which may have obscured the inhibition effect on the N2 in the sample grand-averaged waveforms displayed in Figure 1 . To measure N2 and P3 amplitude, we intended to compute mean amplitude over a predefined time window based upon prior literature, but inspection of the data suggested this approach was inadequate for the following reasons: 1) The present study sample was large and diagnostically heterogeneous, which was ideal for testing relations between DI, a transdiagnostic variable, and neural activity, but made a priori time window selection difficult given that prior studies utilized simple rather than complex go/no-go tasks (e.g., Kamarajan et al., 2005) and/or noncomparable samples (i.e., healthy or diagnostically homogenous; Kaiser et al., 2003; Rietdijk et al., 2014) ; 2) Time window selection for the N2 was particularly difficult given that it was surrounded by two larger, positive-going deflections (i.e., P2 and P3), enhancing the likelihood that a predefined N2 time window would partially capture adjacent components; 3) There was considerable N2 and P3 latency variability across subjects, which also enhanced the likelihood that predefined time windows would inadequately capture the intended components. To address these issues, computation of signed area amplitudes using difference waves was considered given that this approach would have allowed specification of wide time windows to accommodate latency variability without capturing adjacent components (see Luck, 2014 for more detail); however, the N2 area was not negative across all subjects and thus would not be distinct from adjacent, positive components for some subjects. Thus, the local peak (as defined by Luck, 2014) was chosen to measure component amplitude from the raw waveforms to accommodate observed latency variability and temporospatial principal components analysis (PCA; Dien & Frishkoff, 2005 ) was used to extract latent ERP components. Temporospatial PCA allows for measurement of component amplitude while minimizing the influence of overlapping components, mitigating the disproportionate influence of larger components (e.g., P3) on the observed waveforms.
Local Peak Amplitudes
N2 and P3 local peak amplitudes were measured using time windows (i.e., N2: 200 -344 ms; P3: 296 -500 ms) derived from visual inspection of the grand-averaged (i.e., collapsed across all subjects; N ϭ 256) no-go and go waveforms at channels selected based on prior studies (N2 at Fz; P3 at Cz; Folstein & Van Petten, 2008; Groom & Cragg, 2015; Huster et al., 2013; Watson & Garvey, 2013) . Topographical maps of N2 and P3 components for the no-go, go, and no-go/go difference were generated by plotting mean amplitudes across the component's time window at each channel (see Figure 1 ). In contrast with prior studies using complex go/no-go tasks (Harper, Malone, Bachman, & Bernat, 2016; Roche, Garavan, Foxe, & O'Mara, 2005) but consistent with some other studies using a complex go/no-go paradigm (Littel et al., 2012; Maij et al., 2017; Rietdijk et al., 2014) , a frontal negativity distribution typical of the N2 was not observed, which may be attributable to large adjacent positivities (i.e., P2,P3) partially captured by the 200-to 344-ms window or the actual absence of a typical latent N2 component in the complex go/no-go task used in the present study (see PCA section below for further detail). In line with prior literature (Bokura, Yamaguchi, & Kobayashi, 2001; Fallgatter et al., 2004) , the no-go P3 was maximal at central midline channels, the go P3 was maximal at parietal midline channels, and the trial type effect on the P3 was maximal at frontal-central/central midline sites.
To visualize differences between subjects with high versus low DI, no-go and go waveforms averaged across subjects scoring above (n ϭ 120) and below (n ϭ 122) the median DII score (20) This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
DI and the N2, the frontal midline site (i.e., Fz) was selected based on prior studies (Folstein & Van Petten, 2008; Groom & Cragg, 2015; Watson & Garvey, 2013) . To test hypothesized relations between DI and the P3a component, the central midline site (i.e., Cz) was selected based on prior studies (Groom & Cragg, 2015; Huster et al., 2013) . Finally, given the apparent high versus low DI difference in P2 amplitudes across no-go and go trial types (see Figure 2 ), exploratory analyses were conducted to test the relations between DI and the P2. P2 peak amplitudes and latencies were extracted using a time window (i.e., 128 -260 ms) derived from visual inspection of the sample grand-averaged no-go and go waveforms at Cz. This channel was selected for statistical analyses based upon prior go/no-go studies that found the P2 to be maximal at central midline sites (Kirmizi-Alsan et al., 2006; Steele et al., 2014) . Topographical maps of the P2 for the no-go, go, and no-go/go difference were generated by plotting mean amplitudes across the 128-to 260-ms window at each channel (see Figure 1 ).
Latent Component Amplitudes Using Temporospatial PCA
To isolate the latent P2, N2, and P3 components from the scalp-recorded waveforms, a temporospatial PCA was employed, a technique which extracts linear combinations of data points that meet particular criteria that tend to distinguish between consistent patterns of neurophysiological activity (Dien & Frishkoff, 2005) . The temporospatial PCA was conducted using the ERP PCA toolkit, version 2.63 (Dien, 2010a) . In line with guidelines for conducting PCA on ERP data (Dien, 2010b; Dien, Khoe, & Mangun, 2007; Dien, Spencer, & Donchin, 2003) , a temporal PCA was performed first to isolate consistent and dissociable temporal patterns of electrocortical activity occurring from Ϫ100 to 1,150 ms (i.e., start of prestimulus baseline period to the end of the response window). The temporal PCA uses the time points from each participant's average ERP as the variables, and participants, trial types (i.e., no-go vs. go), and recording sites are utilized as observations. Promax rotation was used, and 12 temporal factors were extracted after examination of the Scree plot (Cattell, 1966) . For each temporal factor, factor scores were generated for every observation (i.e., observed voltages across each combination of participant, trial type, and recording site), reflecting the variance in the original data captured by that temporal factor. A subsequent spatial PCA was conducted for each of the 12 temporal factors to distinguish among ERP components with comparable time courses but distinct spatial distributions. For each spatial PCA, recording sites were used as the variables, and participants, trial types, and temporal factor scores were utilized as observations. Infomax rotation was used, and five spatial factors were extracted for all 12 temporal factors after examination of the averaged Scree plot, resulting in 60 unique factor combinations. The covariance matrix and Kaiser normalization were used for each PCA.
Of the 60 unique factor combinations extracted by the temporospatial PCA, 17 accounted for at least 1% of the total variance in the data. These 17 factors were converted into microvolt-scaled waveforms representing the portion of the original data accounted for by that factor by multiplying the factor loadings, scores, and their standard deviations (Dien et al., 2003) . In line with established guidelines (Dien, Beal, & Berg, 2005) , the time course and spatial distribution of each of the 17 factor waveforms was as- This document is copyrighted by the American Psychological Association or one of its allied publishers.
sessed for resemblance to the P2, N2, and P3 components expected in go/no-go and related cognitive control tasks. Six factors fit this criteria and thus were retained for analyses (see Figure 3) . 1 Of the six retained factors, a central P150 factor emerged, peaking at 164 ms at Cz (TF4SF1; 3.12% variance). It is interesting that the only factor to occur in the N2 time range appeared to be a frontal P2 factor (TF6SF1), accounting for 1.73% of the variance and peaking at 228 ms at Fz. As expected, P3a (TF1SF1; 14.60% variance) and P3b (TF1SF3; 4.03% variance) factors emerged, peaking at 336 ms at Cz and Pz, respectively. Unexpectedly, a frontal-polar positivity (TF1SF2; 5.17% variance) and negativity (TF1SF4; 2.76% variance) were also observed in the P3 time range, peaking at 336 ms at Fpz. Amplitudes for each of these factors were generated for each participant using the peak values on go and no-go trials.
To evaluate the relative influence of each factor on the local peak amplitudes scored from the observed waveforms, bivariate correlations between local peak amplitudes and each of the six factors were conducted (see the online supplemental material for complete correlation table). The central P150 factor for no-go, r ϭ .87, p Ͻ .001 and go, r ϭ .89, p Ͻ .001 trials was highly correlated with corresponding local P2 peak amplitude, whereas correlations with the later frontal P2 (rs Ͻ .36), P3a (rs Ͻ .52), P3b (rs ϭ Ϫ.03, .15), and frontal-polar (rs ϭ Ϫ.24 to .34) factors were substantially smaller. The frontal P2 factor for no-go, r ϭ .47, p Ͻ .001 and go, r ϭ .54, p Ͻ .001 trials was moderately correlated with corresponding local N2 peak amplitude, but correlations with the subsequent P3a (rs Ͻ .65), P3b (rs ϭ Ϫ.42), and frontal-polar positivity (rs Ͻ .56) factors were of comparable magnitude, whereas relations with the central P150 factor (rs Ͻ .26) and subsequent frontal-polar negativity (rs Ͻ .31) were more modest; these associations suggest that the peak of the apparent negativity in the N2 time window in the raw waveforms is largely the result of concurrent frontal and subsequent parietal to frontal positive components. Finally, the P3a factor for no-go, r ϭ .90, p Ͻ .001 and go, r ϭ .84, p Ͻ .001 trials was highly correlated with corresponding local P3 peak amplitude, whereas correlations with the central P150 (rs Ͻ .38), frontal P2 (rs Ͻ .14), P3b (rs ϭ Ϫ.17, .07), and frontal-polar (rs ϭ Ϫ.44 to .42) factors were substantially smaller.
Overall, these data support the use of PCA-derived factor amplitudes to test hypotheses, particularly for the N2 given that the local N2 peak amplitude was comparably correlated with multiple latent factors (i.e., frontal P2, P3a, P3b, frontal-polar positivity). Given that the frontal P2 factor (i.e., TF6SF1) most resembles the typical N2 component in terms of spatial distribution, time course, and sensitivity to trial type (see N2 subheading of Statistical Analyses section below), it was used along with the local N2 peak to test the a priori N2 hypothesis; further, the frontal-polar factors (i.e., TF1SF2 and TF1SF4) were also assessed given their frontal distribution and comparable sensitivity to trial type as the frontal P2 factor. The a priori P3 hypothesis was tested using the P3a factor (i.e., TF1SF1) as well as the local P3 peak. Finally, the exploratory P2 analyses were conducted using the central P150 factor (i.e., TF4SF1) as well as the local P2 peak.
Data Analytic Strategy
Mixed repeated measures analyses of variance (ANOVAs) were conducted to test hypotheses. Condition was entered as a withinsubject factor to reflect trial type (i.e., no-go vs. go). For all a priori and exploratory ANOVAs, peak amplitudes and latent factor scores were entered as dependent variables. First, an ANOVA with only the condition within-subject factor was run to evaluate the main effect of trial type. A second ANOVA was then run in which the DII was entered as a continuous, between-subjects predictor to test the hypothesized association between DI and inhibition-related neural activity. Finally, a third ANOVA was conducted in which negative affect was also entered as a continuous, between-subjects predictor to test DI's hypothesized specificity to inhibition-related neural activity. Negative affect was operationalized by z-scoring the BDI and BAI, and then computing the average of the two z-scores; this approach was taken rather than entering both measures simultaneously in the third ANOVA given concerns that the BDI/BAI may not reflect the same construct when variance from the other is removed due to their moderately high correlation, r ϭ .57, p Ͻ .001 (e.g., see Miller & Chapman, 2001 ). Significant interactions and between-subjects main effects were probed using follow-up regression analyses. Because one participant did not complete the BDI and two participants did not turn in any selfreport measures, 254 participants were available for the analyses in which only the DII was entered as a between-subjects predictor and 253 participants were available for analyses including negative affect as a covariate.
Results

Descriptives and Relations Between Behavioral Performance and Self-Report/ERP Measures
Descriptives for all study variables are presented in Table 2 . Due to the high skewness of the go and no-go error percentage variables, spearman correlations were used to assess relations among these task performance indices and self-report/ERP measures. Given that mean RT and RT variability on correct go trials approached normality, Pearson correlations were used for these variables (see Tables S1 and  S2 in the online supplemental material for all bivariate correlations among ERP and task performance variables).
The DII was nonsignificantly related to no-go errors, r ϭ .06, p ϭ .32, as well as all other task performance indices, rs ϭ Ϫ.07 to .08, ps Ͼ .23. Relations between the local P3 peak and P3a factor with behavioral performance revealed that larger amplitudes across trial types were generally associated with improved task performance across RT and error rate indices. A more negative N2 peak was generally related to more no-go errors, though associa-1 Two frontal-central factors (TF5SF1; 2.23% variance; TF7SF1; 1.44% variance) also emerged but were not presented in the manuscript due to having time courses outside of the typical P3 response. However, these factors had peaks before 600 ms (TF5SF1: 476 ms; TF7SF1: 552 ms) and spatial distributions (i.e., TF5SF1: FCz; TF7SF1: FFC1h) as well as sensitivity to trial type (i.e., more positive amplitude on no-go relative to go trials) comparable to the P3a. Thus, these factors are presented in the online supplemental material. It is important to note that no relations with DI were observed with (ps Ͼ .13) or without (ps Ͼ .14) NA included in the models. This document is copyrighted by the American Psychological Association or one of its allied publishers.
tions with task performance variables were generally modest and nonsignificant. In contrast, the frontal P2 factor was unrelated to error rates, though more positive frontal P2 factor amplitude was significantly correlated with slower mean RT. Greater local P2 peak amplitude was generally related to decreased error rates, though only one correlation reached significance, with most associations with task performance variables weak and nonsignificant; a comparable pattern was observed for the central P150 factor.
N2
RM-ANOVA results for the N2 peak amplitude and frontal P2 factor analyses are presented in Table 3 . As expected, the main effect of condition on peak amplitude was significant, F(1, 255) . Subsequent regressions revealed the interaction effects were largely driven by relations with the no-go N2 peak in opposite directions, such that greater DI was associated with more positive amplitude (no-go: ␤ ϭ .24, t(250) ϭ 3.02, p ϭ .003; go: ␤ ϭ .09, t(250) ϭ 2 A 90% CI is used for F tests because an F test is always a one-sided test and thus a 90% CI ensures that the CI will exclude zero when the test is statistically significant (for more information see Lakens, 2013; Smithson, 2001 ). This document is copyrighted by the American Psychological Association or one of its allied publishers.
1.16, p ϭ .25) and greater negative affect was associated with more negative amplitude (no-go: ␤ ϭ Ϫ.13, t(250) ϭ Ϫ1.60, p ϭ .11; go: ␤ ϭ Ϫ.01, t(252) ϭ Ϫ0.13, p ϭ .90). Thus, covariation among DI and negative affect in conjunction with the opposing effects of these variables on no-go peak N2 amplitude reduced the size of the Condition ϫ DII interaction effect when negative affect was left out of the model. In contrast, the main effect of DII on N2 peak amplitudes was consistent regardless of inclusion of negative affect in the model. Consistent with the peak amplitude results, the main effect of condition on the frontal P2 factor was significant, F(1, 255) Exploratory analyses on the frontal-polar positivity factor were conducted to Test DI's specificity to the frontal P2 factor given that the frontal-polar positivity was also a frontally distributed positivity and demonstrated comparable sensitivity to the effect of condition, F (1, 255) . Frontal P2 factor (TF6SF1) waveforms in no-go and go conditions are displayed for participants scoring above (high distress intolerance [DI] ; n ϭ 120) and below (low DI; n ϭ 122) the median Distress Intolerance Index (DII) score. Topographical maps of the frontal P2 factor (TF6SF1) in no-go and go conditions are also presented. See the online article for the color version of this figure. This document is copyrighted by the American Psychological Association or one of its allied publishers.
vealed a nonsignificant Condition ϫ DII interaction, F(1, 252) ϭ 0.02, p ϭ .89, p 2 ϭ .000, 90% CI [.000, .003], and DII main effect, F(1, 252) ϭ 0.57, p ϭ .45, p 2 ϭ .002, 90% CI[.000, .022], which also emerged when negative affect was added to the model (ps Ͼ .44). The same analyses were run on the frontal-polar negativity factor given its resemblance to a later N2 with respect to its spatial distribution and sensitivity to the effect of condition, F(1, 255) comparable results when negative affect was added to the model (ps Ͼ .24). Thus, among the factors resembling the typical N2 component, the effect of DI was specific to the frontal P2 factor.
To determine if DI's main effect on the frontal P2 component was consistent across subsamples with a primary anxiety/anxiety-related disorder (i.e., obsessive-compulsive disorder; posttraumatic stress disorder; n ϭ 143) versus a primary depressive disorder (n ϭ 59), exploratory analyses were conducted. In the primary depressive disorder subsample, the main effect of DI was significant with, F(1, 56) ϭ 5. , negative affect included in the model. Because of accumulating data on DI's particularly robust relations with distress relative to fear disorders, the primary anxiety disorder subsample was split into subsamples with a primary distress (i.e., generalized anxiety disorder, posttraumatic stress disorder; n ϭ 70) versus fear (i.e., specific phobia; social anxiety disorder; panic disorder; n ϭ 55) diagnosis. Consistent with existing literature, in the primary distress disorder subsample the main effect of DI was significant with, F (1, 66) 
P3
RM-ANOVA results for the peak amplitude and P3a factor are presented in Table 4 . As expected, the main effect of condition on peak amplitude was significant, F(1, 255) Consistent with the amplitude results, the main effect of condition on the P3a factor was significant, F(1, 255) ϭ 308.12, p Ͻ .001, p 2 ϭ .547, 90% CI [.482, .600], with more positive amplitudes on no-go, M ϭ 6.64, SD ϭ 6.71, relative to go, M ϭ 2.07, SD ϭ 4.51, trials. As with the peak amplitudes and contrary to hypotheses, the Condition ϫ DII interaction was nonsignificant, F(1, 252) ϭ 0.43, p ϭ .51, p 2 ϭ .002, 90% CI [.000, .020], as was the between-subjects main effect of the DII, F(1, 252) ϭ 0.07, p ϭ .80, p 2 ϭ .000, 90% CI [.000, .011]. When negative affect was added to the model, both the DII main effect and Condition ϫ DII interaction remained nonsignificant (ps Ͼ .56).
Given prior findings on DI and parietal no-go P3 amplitude (Zhou et al., 2015) , an exploratory analysis on the P3b factor was conducted. The main effect of condition on P3b amplitude was significant, F(1, 255) ϭ 216.83, p Ͻ .001, p 2 ϭ .460, 90% CI [.388, .520], with greater amplitude on go, M ϭ 4.71, SD ϭ 3.24, relative to no-go, M ϭ 2.40, SD ϭ 3.32, trials; however, as with the P3a analyses, the DII main effect and Condition ϫ DII interaction were nonsignificant both without (ps Ͼ .83) and with negative affect (ps Ͼ .33) included in the model. Note. SS ϭ Type III sum of squares; MS ϭ mean square; DII ϭ Distress Intolerance Index; NA ϭ Negative Affect. This document is copyrighted by the American Psychological Association or one of its allied publishers.
P2
RM-ANOVA results for the P2 peak amplitude and central P150 factor are presented in Table 5 . As with the P3 analyses, the main effect of condition on peak amplitude was significant, F(1, 255) Figure 2 is attributable to co-occurring negative affect. In contrast, there was some indication of a positive association between the DII and peak amplitude on no-go, ␤ ϭ .11, t (250) 
Discussion
The results of the present study were somewhat supportive of hypotheses. In line with predictions, greater DI was associated with a more positive N2 peak amplitude on no-go relative to go trials independent of negative affect severity, though this effect was partially driven by negative affect's opposite association with no-go N2 peak amplitude. Further, PCA decomposition revealed that, in contrast to the P2 and P3 peaks, the N2 peak amplitude was comparably associated with multiple latent ERP components, complicating interpretation of N2 amplitudes measured from the raw waveforms. Analyses of DI's link with the factor most reflective of the typical N2 with respect to spatial distribution, time course, and sensitivity to condition (i.e., frontal P2 factor; TF6SF1) revealed a significant main effect only such that greater DI was linked with more positive frontal P2 factor amplitude across no-go and go trials independent of negative affect severity, suggesting that DI was specifically related to increased early, conflict-related processing of task stimuli regardless of inhibition demand. In contrast to hypotheses, DI was nonsignificantly associated with no-go peak P3 and P3a factor amplitude. Finally, exploratory analyses revealed that DI was nonsignificantly associated with the P3b factor, and DI's apparent relationship with the P2 peak and central P150 factor was attributable to co-occurring NA. Overall, results are inconsistent with response inhibition impairment as an underlying mechanism of individual differences in DI, but rather suggest that DI is linked with a more basic alteration in early cognitive control functioning, possibly reflective of inefficient controlled attention/ conflict-related processing.
The present results are inconsistent with prior findings on behaviorally indexed DI and response inhibition-related alterations in the N2 and P3 (Zhou et al., 2015) . Zhou et al. (2015) found a significant inverse correlation between DI and parietal P3 amplitude on no-go trials but no relation with central no-go P3 or frontal N2 amplitudes, whereas DI was only independently associated with N2 amplitude in the present study. These discrepant results Note. SS ϭ Type III sum of squares; MS ϭ mean square; DII ϭ Distress Intolerance Index; NA ϭ Negative Affect. This document is copyrighted by the American Psychological Association or one of its allied publishers.
may be attributable to differences between behavioral and selfreported DI. Indeed, modest to nonsignificant associations between behavioral and self-report DI measures suggests that they may be measuring largely different constructs (Kiselica et al., 2015; , though the self-report DI measure used in the present study was explicitly chosen to better capture cross-method variance in the construct McHugh et al., 2016; Seo & Kwon, 2016; Szuhany & Otto, 2015 ; but see C. L. Williams, Vik, & Wong, 2015) . Further, in contrast to two prior studies using behavioral DI measures (Bagge et al., 2013; Ledgerwood et al., 2009 ), selfreported DI was unrelated to commission errors in the present study, which may be attributable to method variance or different underlying constructs assessed by self-report versus behavioral DI measures. It is also possible that discrepant results were observed because of differences in sample (i.e., presence of psychopathology, age range) or go/no-go task parameters (i.e., no-go trial probability, complex vs. simple). Nevertheless, despite the discrepant findings with respect to N2 and parietal P3 amplitude, both the present study and Zhou and colleagues' (2015) study's findings are conceptually consistent in that both behavioral and perceived DI were related to altered neural activity during a response inhibition task, providing support to the notion that cognitive control functioning is relevant to individual differences in DI.
In the present study, though DI was independently related to N2 peak and frontal P2 factor amplitude, is it important to note that a typical N2 latent component did not emerge after PCA. Instead, a frontal positivity with a similar time course (i.e., peak within 200 -300 ms), spatial distribution (i.e., maximal at frontal midline sites), and sensitivity to condition (i.e., more negative amplitude on no-go relative to go trials) was extracted. In conjunction with the larger, adjacent ERP components, the absence of an N2 trial effect in the grand-average raw waveforms (see Figure 1 ) may be attributable to the absence of a typical latent N2 component, possibly due to the greater complexity of the go/no-go task used in the present study. The complex go/no-go task used in the present study simultaneously functioned as a response inhibition paradigm (i.e., stopping a practiced motor response on relatively infrequent inhibition trials) and a 1-back task (i.e., evaluating if the current stimulus is identical to the stimulus presented on the previous trial); further, long-term memory was also required because participants needed to learn novel S-R mappings (e.g., X -left button, Y -right button) every 24 trials. With regard to the latter point specifically, though trial type effects on the N2 have been found with complex go/no-go tasks in prior work (e.g., Roche et al., 2005) , studies using a greater variety of stimuli have found null results (Littel et al., 2012; Maij et al., 2017; Rietdijk et al., 2014) , suggesting that the typical latent N2 component may be more likely to emerge on simpler go/no-go tasks that minimize the range of possible S-R associations. Nevertheless, the frontal P2 factor appears to be functionally similar to the N2 in that it was the earliest component sensitive to trial type, which may reflect a high-order, controlled attention/conflict-related process linked to working memory given that the necessary first postsensory stage of stimulus processing involves determining if the current stimulus is identical to the stimulus held in working memory. Indeed, ERP studies of working memory have offered similar interpretations of the cognitive function reflected by the frontal P2 component (McEvoy, Pellouchoud, Smith, & Gevins, 2001; Zhao, Zhou, & Fu, 2013) . Thus, DI's unique and independent positive association with frontal P2 factor amplitude may indicate that individuals with high DI recruited greater attentional resources during working memory-based stimulus evaluation, possibly reflective of inefficient controlled attention/conflict-related processing.
Interpretation of enhanced frontal P2 factor amplitude as indicative of inefficient controlled attention/conflict-related processing is supported by data from the present study as well as prior investigations. First, greater frontal P2 factor amplitude was significantly linked with slower RT on go trials, suggesting that more neural activation during working memory-based stimulus evaluation was related to prolonged decision latency. Second, the frontal P2 factor was positively associated with the subsequent frontalpolar negativity factor (i.e., more positive frontal P2 related to less negative frontal-polar negativity factor), a component which has been suggested to be related to memory retrieval processes (i.e., N300; Keage et al., 2008) . Indeed, the robust relationship between a more positive frontal-polar negativity factor and worse go trial performance specifically (see the online supplemental material) suggests that greater inefficiency of the early controlled attention process (i.e., enhanced frontal P2 amplitude) may have deleterious downstream effects on subsequent retrieval of accurate S-R associations necessary for successful go trial performance. Third, greater frontal P2 amplitude during working memory updating has been associated with advanced age (McEvoy et al., 2001) , an association also observed in the present study.
3 Fourth, frontal P2 amplitude has been found to decrease after training on computerized working memory updating tasks, whereas an increase in P3 amplitude has been observed (Zhao et al., 2013) . Taken together, these data suggest that DI's hypothesized relationship to underlying alterations in cognitive control may be specific to working memory-related controlled attention processes rather than response inhibition, S-R association retrieval/activation, or context updating.
Although exploratory, a positive relationship between DI and the central P150 factor also emerged, but, in contrast to the frontal P2 factor, this association was attributable to current negative affect severity. The main effect of trial type on the central P150 factor was nonsignificant, indicating that this component may reflect relatively low-order stimulus processing, possibly related to an early sensory gating or attentional allocation function (FerreiraSantos et al., 2012; Keage et al., 2008; Kemp et al., 2009; Lijffijt et al., 2009) . A comparable central positivity with a similar time course was found to be larger in working memory relative to control tasks but, as in the current study, the positivity was nonsignificantly affected by match versus nonmatch trials (Gevins et al., 1996) , which may indicate that the component reflects allocation of attentional/working memory resources. Thus, the observed link between negative affect severity and enhanced central P150 factor amplitude may reflect greater recruitment of attentional/ working memory resources during the initial stage of stimulus processing in more distressed individuals. Further, the central P150 factor was weakly to nonsignificantly related with improved 3 Age was significantly positively correlated with frontal P2 amplitude, rs ϭ .20, ps ϭ .001. It is important to note that when age was included in the RM-ANOVA as a covariate, the effect of DI remained significant with, F(1, 249) ϭ 10.24, p ϭ .002, p 2 ϭ .039, and without, F(1, 251) ϭ 12.88, p Ͻ .001, p 2 ϭ .049, negative affect also entered as a covariate. This document is copyrighted by the American Psychological Association or one of its allied publishers.
task performance (see the online supplemental material), suggesting that high negative affect individuals' greater recruitment of attentional/working memory resources was inefficient and possibly reflective of compensatory activity. Overall, these results suggest that individuals experiencing high levels of distress recruit greater attentional/working memory resources during initial stimulus processing, whereas individuals with greater intolerance of distress demonstrate inefficient attentional functioning during a later, more controlled stage of processing related to conflict. The results of the present study have theoretical implications. High DI is theorized to be a transdiagnostic individual difference variable with relevance to multiple forms of psychopathology (Leyro et al., 2010) , but few studies have examined possible underlying mechanisms. The findings of the present study suggest that perceived intolerability of distress is associated with the functioning of controlled attention/conflict-related neural systems in a sample characterized by high levels of emotional psychopathology and comorbidity. Further, exploratory analyses revealed that the association was robust in subsamples with primary distress disorders (i.e., depressive disorders, generalized anxiety disorder, posttraumatic stress disorder) but absent in the primary fear disorder subsample (i.e., specific phobia, social phobia, panic disorder), indicating that high DI may be driven by distinct neural mechanisms in different forms of psychopathology. For instance, whereas individuals with a primary distress disorder may experience difficulty tolerating distress due to attentional control deficits resulting in dysregulated intrusive cognition and associated negative affect (e.g., Ruscio, Seitchik, Gentes, Jones, & Hallion, 2011) , individuals with a primary fear disorder may struggle with tolerating distress due to exaggerated threat appraisals of the consequences of experiencing negative affect (e.g., heart attack or humiliation from signs of anxious arousal). Both of these mechanisms could plausibly lead to the generalized avoidance responding characteristic of high DI, underscoring the importance of testing hypothesized mechanisms of dysfunction in different groups given that the same individual difference (e.g., perceived intolerability of distress) may arise from multiple sources.
The present study has a number of limitations. First, only a selfreport measure of DI was administered; although accumulating evidence suggests that, in contrast to other measures of perceived DI, the DII is correlated with behavioral measures McHugh et al., 2016; Seo & Kwon, 2016; Szuhany & Otto, 2015 ; but see C. L. Williams, Vik, & Wong, 2015) , associations are small to medium (rs Ͻ .50), indicating that each measure captures unique variance. Further, though the present results conceptually replicated Zhou and colleagues' (2015) findings of altered inhibition-related neural activity, it is unclear if the discrepant relations with specific ERPs are attributable to DI measurement (i.e., behavioral vs. selfreport) or other study differences (i.e., healthy older adult vs. clinical sample; simple vs. complex go/no-go task; equiprobable go/no-go stimuli vs. 25% no-go stimuli), underscoring the need to include self-report and behavioral DI measures in future studies. Second, the present study utilized a complex go/no-go, which likely engaged additional cognitive control brain regions relative to simple go/no-go tasks (e.g., right dlPFC; Simmonds et al., 2008) . Relatedly, the particular variant of the complex go/no-go used in the present study introduced novel S-R mappings every 24 trials, which may be related to the lack of an observable N2 effect in the grand-averaged waveforms (Littel et al., 2012; Maij et al., 2017; Rietdij et al., 2014) . Thus, the relations between DI and ERPs observed in the present study may differ in simple go/no-go tasks and/or go/no-go paradigms with a more restricted range of S-R pairings. Third, it is not clear if the observed DI-linked alteration in neurophysiological activity (i.e., enhanced frontal P2 factor amplitude) reflects working memory-specific controlled attention/conflict-related processing or domain-general controlled attention/conflict-related processing; future studies should utilize a variety of cognitive control tasks differing in working memory demand to better characterize the functional meaning of the DI-linked neural activity observed in the present study. Fourth, the response inhibition task used in the present study employed neutral stimuli without a negative mood induction. Although an appropriate preliminary test of cognitive control impairment as an underlying mechanism of DI, future studies should examine DI's association with cognitive control-related neural activity in contexts theoretically relevant to DI (e.g., acute negative mood, negative reinforcement cues).
The present study provides empirical support for the hypothesized relevance of cognitive control-linked neural activity to individual differences in DI. However, DI was not specifically related to response inhibition-elicited neural activity, but rather was associated with greater early controlled attention/conflict-related processing on go and no-go trials, possibly reflecting inefficient functioning of a more basic attentional control system. It is important to note that DI's association with altered controlled attention/conflict-related neural activity was independent of current negative affect severity, indicating that variability in perceived tolerance of negative affect is distinct from current distress with respect to neural activity during a cognitive control task. Overall, these data contribute to our understanding of the neurobiological correlates of DI, an individual difference with transdiagnostic relevance to psychopathology, and encourage ongoing efforts to identify alterations in neurobiologically based functional domains (e.g., working memory, conflict-monitoring, response inhibition) that may underlie transdiagnostic risk factors for psychopathology (Cuthbert & Insel, 2013) .
