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ON REDUCTION AND SEPARATION OF PROJECTIVE
SETS IN TYCHONOFF SPACES
DENIS I. SAVELIEV
Abstract. We show that for every Tychonoff space X and Hausdorff
operation Φ, the class Φ(F ∩ Gδ, X) generated from closed Gδ-sets in
X by Φ has the reduction or separation property if the corresponding
class Φ(Gδ,R) of sets of reals has the same property.
In particular, under Projective Determinacy, these properties of such
projective sets in X have the same pattern as the First Periodicity
Theorem states for projective sets of reals: the classes Σ12n(F ∩ Gδ, X)
andΠ12n+1(F∩Gδ, X) have the reduction property whileΠ
1
2n(F∩Gδ, X)
and Σ12n+1(F ∩ Gδ, X) have the separation property.
In the sequel, F denotes the class of closed sets, G of open sets, K of
compact sets, Z of zero-sets, i.e., pre-images of the point 0 of the closed
segment [0, 1] of the real line under continuous maps; finally, S denotes an
unspecified class of subsets. These classes are treated as operators applied
to a given topological space X so F (X) consists of all closed sets in X, etc.
For arbitrary class S we let S (X) = S ∩ P(X). Let also S (Y ) ↾ X =
{S ∩X : S ∈ S (Y )}. As well-known, Z ⊆ F ∩ Gδ , moreover, Z = F ∩ Gδ
for normal spaces (see, e.g., [1], 1.5.11; this fails for Tychonoff spaces), and
K ⊆ F for Hausdorff spaces.
Here we consider Hausdorff operations only of countable arity. Such
a Hausdorff operation (or δs-operation) Φ applied to a family (An)n<ω of
sets An has the form
Φ(An)n<ω =
⋃
f∈S
⋂
n<ω
Af↾n
for some S ⊆ ωω, called the base of Φ, where sets Af↾n are identified with
the sets An under a fixed bijection of ω onto ω
<ω. A Φ-set is a set obtained
by Φ. We let Φ(S ,X) to denote the class of Φ-sets generated by sets in
S (X), i.e.,
Φ(S ,X) = {Φ(An)n<ω : (An)n<ω ∈ S (X)
ω}.
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By Φ(S ) we mean the union of Φ(S ,X) for all X.
In particular, we consider the Borel and projective hierarchies generated
by sets in S (X), and denote by Σ0α(S ,X), Π
0
α(S ,X), and ∆
0
α(S ,X)
the αth additive, multiplicative, and self-dual classes of the resulting Borel
hierarchy, and by Σ1n(S ,X) Π
1
n(S ,X), and ∆
1
n(S ,X) the nth additive,
multiplicative, and self-dual classes of the resulting projective hierarchy. So
Gδ(X) is Π
0
2(G ,X) and Fσ(X) is Σ
0
2(F ,X).
We use also the following notation: −S (X) = {X \ S : S ∈ S (X)} and
∆(S ,X) = S (X) ∩ −S (X). Given a map F : X → Y and sets A ⊆ X
and B ⊆ Y , let FA = {F (x) : x ∈ A} and F−1B = {x : ∃y ∈ B F (x) = y}.
Moreover, FS = {FS : S ∈ S } and F−1S = {F−1S : S ∈ S }.
Sets A,B are reduced by sets C,D iff C ∩ D = ∅ and C ∪ D = A ∪ B,
and separated by a set C iff A ⊆ C and B ∩ C = ∅ (in the latter case A,B
should be disjoint). Two following properties of classes of sets are the main
subject of this note: S (X) has
(i) the reduction property iff every A,B ∈ S (X) are reduced by some
C,D ∈ S (X), and
(ii) the separation property iff every disjoint A,B ∈ S (X) are separated
by some C ∈∆(S ,X).
Lemma 1. Let S be a class and X,Y some sets.
(i) If S (X) has reduction then −S (X) has separation, and conversely.
(ii) If S (Y ) has reduction (separation) then S (Y ) ↾ X has the same
property.
Proof. Clear. 
Lemma 2. Let Φ be a Hausdorff operation. Then:
(i) finite intersections and unions distribute over Φ,
(ii) Φ(S (Y ) ↾ X) = Φ(S , Y ) ↾ X for any S and X,Y .
Proof. (i). If S ⊆ ωω is a base of Ψ, we have
Φ(Bn)n∈ω ∩X = (
⋃
f∈S
⋂
n∈ω
Bf↾n) ∩X =
⋃
f∈S
⋂
n∈ω
(Bf↾n ∩X) = Φ(Bn ∩X)n∈ω,
and similarly for unions.
(ii). Immediate from (i). 
Lemma 3. For any Hausdorff operation Φ, class S , and sets X ⊆ Y ,
(i) if S (X) ⊆ S (Y ) ↾ X then Φ(S ,X) ⊆ Φ(S , Y ) ↾ X,
(ii) if S (Y ) ↾ X ⊆ S (X) then Φ(S , Y ) ↾ X ⊆ Φ(S ,X).
Proof. As Φ is monotone, i.e., S ⊆ T implies Φ(S ) ⊆ Φ(T ), this follows
from Lemma 2(ii). 
Corollary 1. Let Φ be a Hausdorff operation, and let S and X ⊆ Y be
such that S (X) = S (Y ) ↾ X. Then:
(i) Φ(S ,X) = Φ(S , Y ) ↾ X,
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(ii) if Φ(S , Y ) has reduction (separation) then Φ(S ,X) has the same
property.
Proof. (i). Lemma 3.
(ii). Follows from (i) and Lemma 1(ii). 
The assumption of Corollary 1 holds, e.g., is S is any of F ,G ,K .
Note that for S (Y ) closed under finite intersections, if X ∈ S (Y ), then
S (Y ) ↾ X ⊆ S (Y ), and so the assumption gives S (X) ⊆ S (Y ). However,
in Theorem 1 where Corollary 1 will be used, Tychonoff spaces X will be
considered as arbitrary subspaces of Y = [0, 1]κ without a guarantee of being
a member of S (Y ).
Two results below, Corollary 2 and Corollary 3, provide conditions under
which classes of Φ-sets are preserved under maps in the image and pre-image
direction, respectively, for arbitrary Φ.
Lemma 4. Let Φ be a Hausdorff operation. For any sets X,Y , map F :
X → Y , and (Bn)n∈ω in P(Y ), we have F
−1Φ(Bn)n∈ω = Φ(F
−1Bn)n∈ω.
Proof. Let S ⊆ ωω be a base ofΦ. Since pre-images distribute over arbitrary
unions and intersections, we have:
F−1Φ(Bn)n∈ω = F
−1
⋃
f∈S
⋂
n∈ω
Bf↾n =
⋃
f∈S
⋂
n∈ω
F−1Bf↾n = Φ(F
−1Bn)n∈ω,
as required. 
Given S and F : X → Y , we say that F preserves S iff A ∈ S (X)
implies FA ∈ S (Y ), and F−1 preserves S iff B ∈ S (Y ) implies F−1B ∈
S (X). As usual, F is closed iff it preserves F , open iff it preserves G ,
continuous iff F−1 preserves F (or G ), and proper iff F−1 preserves K .
Corollary 2. Let Φ be a Hausdorff operation and F : X → Y . If F−1
preserves S , then F−1 preserves Φ(S ), i.e., F−1Φ(S , Y ) ⊆ Φ(S ,X).
Proof. Lemma 4. 
E.g., if F is continuous then F−1 preserves each of Φ(F ), Φ(G ), Φ(Z ),
and if F is proper then F−1 preserves Φ(K ).
The purpose of the next lemmas is to construct special maps with pre-
scribed sets as pre-images. For F : X → Y , we consider its kernel kerF =
{F−1{y} : y ∈ Y } and algebra of pre-images alg F = {F−1B : B ⊆ Y }.
Lemma 5. For any F : X → Y we have
alg F = {A ⊆ X : F−1FA = A}.
Moreover, alg F is a complete subalgebra of P(X) generated by kerF and
thus isomorphic to P(kerF ). Consequently, alg F is closed under Hausdorff
operations.
Proof. Clear. 
4 DENIS I. SAVELIEV
Given maps Fi : X → Yi, i ∈ I, their diagonal product is the map
△i∈IFi : X →
∏
i∈I Yi defined by letting for all x ∈ X,
△i∈IFi(x) = (Fi(x))i∈I .
The diagonal product of continuous maps Fi is continuous (w.r.t. the stan-
dard product topology on
∏
i∈I Yi), and moreover, it is perfect whenever so
is at least one of them, say, Fj , and the spaces Yi for all i 6= j are Hausdorff
(see [1], Theorem 3.7.9).
Lemma 6. If A ∈ alg Fj for some j ∈ I, then A ∈ alg (△i∈IFi).
Proof. Let F = △i∈IFi. If A = F
−1
j B for some B ⊆ Yj then A = F
−1(B ×∏
i∈I\{j} Yi). 
As usual, a class Y of topological spaces is closed under κ products iff
(Yα)α<κ ∈ Y
κ implies
∏
α<κ Yα ∈ Y . E.g., the class of Polish spaces is
closed under ω products, the class of spaces of density λ ≥ ω is closed
under 2λ products (see [1], 2.3.15), and K is closed under arbitrary prod-
ucts. Similarly, a class M of maps is closed under κ diagonal products iff
(Fα)α<κ ∈ M
κ implies △α<κFα ∈ M . E.g., the classes of continuous and
of perfect maps are closed under arbitrary products.
Proposition 1. Let Y be closed under κ products, M a class of maps
closed under κ diagonal products, and let S be such that for any S ∈ S (X)
there exist Y ∈ Y and F ∈ M ∩ Y X such that S ∈ alg F . Then for any
(Sα)α<κ ∈ S (X)
κ there exist Y ∈ Y and F ∈ M ∩Y X such that Sα ∈ alg F
for all α < κ.
Proof. For each α < κ pick Yα ∈ Y and Fα ∈ M ∩ Yα
X with Sα ∈ alg Fα.
Let Y =
∏
α<κ Yα and F = △α<κFα. Then Y ∈ Y since Y is closed under
κ products, F ∈ M ∩Y X since M is closed under κ diagonal products, and
moreover, Sα ∈ alg F for all α < κ by Lemma 6. 
The following Proposition 2 is essentially a variant of Proposition 1 where
we have S = Z , κ = ω, Y = {[0, 1]ω}, and M consists of continuous maps
witnessing that sets An are in Z (X).
Proposition 2. Let Φ be a Hausdorff operation, X a topological space, and
let (An)n<ω ∈ Z (X)
ω. Then there exists a continuous map F : X → [0, 1]ω
such that Φ(An)n<ω ∈ alg F . Moreover, the same remains true for every
countable set of Hausdorff operations.
Proof. For each n < ω pick a continuous Fn : X → [0, 1] with An = F
−1
n {0}
(which is possible since An is in Z (X)), and thus An ∈ alg Fn. Then
F = △n<ωFn : X → [0, 1]
ω is continuous, An ∈ alg F by Lemma 6, and so
Φ(An)n<ω ∈ alg F by Lemma 5. 
We turn to the problem of when classes of Φ-sets are preserved under
maps in the images direction. Easily, the images of a map F distribute over
(even binary) intersections iff F is one-to-one. Below we observe that the
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situation is less trivial if we consider intersections of families of sets directed
by the converse inclusion.
A map F : X → Y is finite-to-one iff kerF ⊆ Pω(X), and compact-to-one
iff kerF ⊆ K (X). Let us also say that F is compact-to-one on compact sets
iff F−1{y} ∩A ∈ K (X) for all y ∈ Y and A ∈ K (X). Finally, F is perfect
iff it is continuous, closed, and proper.
Trivially, any finite-to-one or proper F is compact-to-one. Also, if X is
Hausdorff then any compact-to-one F is compact-to-one on compact sets, if
Y is locally compact Hausdorff then any continuous closed compact-to-one F
is perfect, and if X is compact and Y is Hausdorff then any continuous F
is perfect.
Given a partially ordered set (I,<), we shall say that a family (Ai)i∈I of
sets is decreasing iff Ai ⊇ Aj for all i ≤ j. Considering below ω and ω
<ω as
sets of indices, we imply the natural orderings ≤ and ⊆ of them.
The following result provide conditions under which images distribute
over intersections of directed decreasing families.
Proposition 3. Let F : X → Y . The equality F
⋂
i∈I Ai =
⋂
i∈I FAi holds
for all directed (I,<) and
(i) all decreasing (Ai)i∈I in P(X) if F is finite-to-one,
(ii) all decreasing (Ai)i∈I in K (X) if F is compact-to-one on compact
sets.
Proof. Since the inclusion F
⋂
i∈I Ai ⊆
⋂
i∈I FAi holds always, we prove the
converse inclusion.
(i). If F is finite-to-one, let (I,<) be a directed set and (Ai)i∈I a family
of nonempty sets such that Ai ⊇ Aj if i ≤ j. Fix any y ∈
⋂
i∈I FAi, i.e.,
y such that F−1{y} ∩ Ai 6= ∅ for all i ∈ I, and show that y ∈ F
⋂
i∈I Ai,
i.e., that F−1{y} ∩
⋂
i∈I Ai 6= ∅. Since F is finite-to-one, |F
−1{y}| < ω,
say, F−1{y} = {xk}k<n for some n ∈ ω. Toward a contradiction, assume
F−1{y} ∩
⋂
i∈I Ai = ∅, so for any k < n there is ik ∈ I such that x /∈ Aik .
Since (Ai)i∈I is decreasing, and so ⊇-directed, there exists i ∈ I such that
Ai ⊆
⋂
k<nAik . But then for every k < n we have xk /∈ Ai, thus showing
F−1{y} ∩Ai 6= ∅; a contradiction.
(ii). If F is compact-to-one on compact sets, let (I,<) be a directed set
and (Ai)i∈I a family of nonempty compact sets such that Ai ⊇ Aj if i ≤ j. If
y ∈
⋂
i∈I FAi then the intersections Bi = F
−1{y} ∩Ai are nonempty for all
i ∈ I. Moreover, Bi are compact (since F is compact-to-one on compact sets)
and form a ⊇-directed family (as Bi are nonempty and Ai form a ⊇-directed
family). Any ⊇-directed family of nonempty compact sets has a nonempty
intersection, so pick an x ∈
⋂
i∈I Bi. We have x ∈ F
−1{y} ∩
⋂
i∈I Ai and
hence y ∈ F
⋂
i∈I Ai. 
Lemma 7. Let Φ be a Hausdorff operation and F : X → Y . The equality
FΦ(As)s∈ω<ω = Φ(FAs)s∈ω<ω holds
(i) for all decreasing (As)s∈ω<ω in P(X) if F is finite-to-one,
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(ii) for all decreasing (As)s∈ω<ω in K (X) if F is compact-to-one on
compact sets.
Proof. Let S ⊆ ωω be a base of Φ. Since the images of F distribute
over arbitrary unions and, by Proposition 3, over intersections of decreasing
families of (compact) sets if F is finite-to-one (compact-to-one on compact
sets), we have:
FΦ(As)s∈ω<ω = F
⋃
f∈S
⋂
n∈ω
Af↾n =
⋃
f∈S
F
⋂
n∈ω
Af↾n
=
⋃
f∈S
⋂
n∈ω
FAf↾n = Φ(FAs)s∈ω<ω ,
as required. 
Corollary 3. Let Φ be a Hausdorff operation, S a class of sets closed under
finite intersections, and F : X → Y . Then:
(i) if F preserves S and is finite-to-one, then F preserves Φ(S ), i.e.,
FΦ(S ,X) ⊆ Φ(S , Y ),
(ii) if F preserves S ∩K and is compact-to-one on compact sets, then
F preserves Φ(S ∩K ), i.e., FΦ(S ∩K ,X) ⊆ Φ(S ∩K , Y ).
Proof. If S (X) is closed under finite intersections, then every (As)s∈ω<ω in
S (X) can be replaced with a decreasing (Bs)s∈ω<ω in S (X) so that
Φ(As)s∈ω<ω = Φ(Bs)s∈ω<ω
by letting Bf↾n =
⋂
k≤nAf↾k. Now the claim follows from Lemma 7. 
E.g., as each of F ,G ,Z , and K for Hausdorff spaces, is closed under
finite intersections, we see: if F is closed and finite-to-one then it preserves
Φ(F ); if F is open and finite-to-one then it preserves Φ(G ); if X,Y are
Hausdorff, X is compact, and F is continuous, then it preserves Φ(S )
where S is each of F ,G ,Z ,K .
Now we combine our previous results to transfer the reduction and sepa-
ration properties in the pre-image direction.
Proposition 4. Let Φ be a Hausdorff operation and S a class closed under
finite intersections and such that for any (An, Bn)n∈ω in S (X) there are Y
and F : X → Y such that
(a) F−1 preserves S ,
(b) (An, Bn)n∈ω is in alg F , and
(c) FΦ(An)n∈ω, FΦ(Bn)n∈ω are reduced (separated) by sets in Φ(S , Y ).
Then Φ(S ,X) has the reduction (separation) property.
Proof. Prove, e.g., reduction. Pick any A,B in Φ(S ,X) and (An)n∈ω,
(Bn)n∈ω such that A = Φ(An)n∈ω, B = Φ(Bn)n∈ω. Let Y and F : X → Y
be such that F preserves S , all the sets An, Bn are in alg F , and the
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sets FA = FΦ(An)n∈ω, FB = FΦ(Bn)n∈ω are reduced by some sets in
Φ(S , Y ), i.e., there exist C,D in Φ(S , Y ) such that
C ∩D = ∅ and C ∪D = (FA) ∪ (FB).
As F−1 preserves S , it preserves Φ(S ) by Corollary 2, so F−1C,F−1D are
in Φ(S ,X). Moreover, we have: F−1C ∩ F−1D = ∅ and
F−1C ∪ F−1D = F−1(C ∪D) = F−1((FA) ∪ (FB))
= F−1F (A ∪B) = A ∪B.
Here the first three equalities uses only that pre-images and images distribute
over unions, while the last equality uses that the An, Bn are in alg F , and
so by Lemma 5, A ∪B is also in alg F .
This proves reduction in Φ(S ,X), as required. 
Proposition 5. Let Φ be a Hausdorff operation and S a class of sets.
(i) If S is closed under finite intersections and such that for any (An)n∈ω
in S (X) there are Y and a finite-to-one F : X → Y such that
(a) F and F−1 preserve S ,
(b) (An)n∈ω is in alg F , and
(c) Φ(S , Y ) has the reduction (separation) property,
then Φ(S ,X) has the same property.
(ii) The same remains true assuming S ⊆ K and that such F are (not
necessarily finite-to-one but) compact-to-one on compact sets.
Proof. As F preserves S and is finite-to-one (compact-to-one on compact
sets), it preserves Φ(S ) by Corollary 3, so FA,FB are in Φ(S , Y ), and so
by reduction in Φ(S , Y ), they are reduced by some sets in Φ(S , Y ). Now
we are in position to apply Proposition 4 thus getting the same conclusion.

Theorem 1. Let X be a Tychonoff space and Φ a Hausdorff operation. If
Φ(Gδ,R) has the reduction (separation) property, then Φ(F ∩Gδ,X) has the
same property.
Proof. First show that the claim is true if X is any Tychonoff cube [0, 1]κ.
For κ = ω this is trivial since [0, 1]ω is Polish. For arbitrary κ, let us verify
that the assumptions of Proposition 5(ii) are met with S = F ∩ Gδ and
Y = [0, 1]ω common for all (An)n∈ω in S (Y ).
Indeed, since the space [0, 1]κ is normal, (F ∩ Gδ)([0, 1]
κ) = Z ([0, 1]κ),
and if (An)n∈ω is in Z ([0, 1]
κ), then Proposition 2 gives a continuous map
F : [0, 1]κ → [0, 1]ω such that Φ(An)n∈ω ∈ alg F . But again since [0, 1]
κ is
compact, Z ([0, 1]κ) ⊆ K ([0, 1]κ), and moreover, F is perfect (as a map of
a compact space into a Hausdorff space). Hence, once we have reduction
(separation) in Φ(F ∩Gδ, [0, 1]
ω), or equivalently, in Φ(Gδ,R), we are able to
apply Proposition 5(ii), thus getting the same property in Φ(F ∩Gδ, [0, 1]
κ).
Now let X be an arbitrary Tychonoff space. As well-known (see, e.g.,
[1], 2.3.23), letting κ = w(X), we can identify X with a subspace of [0, 1]κ.
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Then we have (F ∩Gδ)(X) = (F ∩Gδ)([0, 1]
κ) ↾ X, and now Corollary 1(ii)
gives the required conclusion.
The proof is complete. 
In particular, Borel and projective classes in Tychonoff spaces generated
from their closed Gδ-sets have the same pattern of reduction and separation
as they do in the real line:
Corollary 4. Let X be a Tychonoff space. Then:
(i) for all α < ω1, Σ
0
α(F ∩ Gδ ,X) have the reduction property while
Π0α(F ∩ Gδ,X) have the separation property,
(ii) under PD, for all n < ω, Σ12n(F∩Gδ,X) and Π
1
2n+1(F∩Gδ,X) have
the reduction property while Σ12n+1(F ∩Gδ ,X) and Π
1
2n(F ∩Gδ,X)
have the separation property.
Proof. As well-known, if X is R (or another Polish space), both items hold.
In fact, all Borel classes Σ0α have the pre-well-ordering property, so all they
have reduction while the dual classesΠ0α have separation (see [4], p. 37), and
under PD, all projective classes Σ12n and Π
1
2n+1 have the pre-well-ordering
property (the fact known as the First Periodicity Theorem), so all they have
reduction while the dual classes Π12n and Σ
1
2n+1 have separation (see [3], [4],
or [2], 29.14). Now apply Theorem 1. 
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