Abstract Pluto and Charon, once thought to be a singular system in an odd orbit at the edge of the solar system, are now known as members of a vast population of icy bodies beyond Neptune. Models for the occurrence of the odd orbit and formation of these bodies in the context of the total population are reviewed. Pluto's orbital characteristics, coupled with the existence of volatiles on the surface, suggest that large-scale seasonal change should occur on the surface. Models of seasonal variability are discussed, past and current observations are examined for evidence of variability, and a straw-man model of seasonal changes is proposed. Finally, recent observations of the surface composition of Charon are discussed and compared with observations of other similarly sized icy bodies in the outer Solar System.
INTRODUCTION
Pluto, labeled as "not yet explored" on a recent U.S. postage stamp, has been undergoing, in reality, a period of remarkable exploration. Where it was once known only to be a solitary faint yellowish body in an unusual orbit beyond Neptune, it is now known to be a dynamic world with significant surface complexity, large-scale seasonal change, a compositionally distinct satellite, a complicated orbital history, and a vast population of smaller cohorts.
The collection of knowledge about Pluto and its satellite Charon as of 1995 was recently collated into a book containing a series of reviews (Stern & Tholen 1997) . This review concerns itself with three areas in which knowledge of Pluto and Charon has expanded significantly in the six years since the writing of that book: the formation of Pluto and Charon, seasonal change on Pluto, and the surface composition of Charon.
Understanding of the formation of Pluto and Charon has progressed recently because of continued observations exploring the Kuiper belt-the vast population of icy bodies outside the orbit of Neptune of which Pluto is a member-and work to understand the formation of these bodies. Section 2 of this review discusses recent models for the occurrence of Pluto's unusual orbits and new simulations of the formation of Pluto and the Kuiper belt from the initial solar nebula.
The Trans-Neptunian Population
As of June 1, 2001, there were 463 objects known orbiting with semimajor axes beyond Neptune, including Pluto and Charon, in the Kuiper belt [recently reviewed by Jewitt (1999) ]. The dynamical properties of the Kuiper belt and their relationship to Pluto are best seen in a plot of semimajor axis versus eccentricity (Figure 1 ). Pluto fits firmly within the clump of high eccentricity objects with semimajor axes around 39 AU. These objects, collectively known as the plutinos, are all locked into the 3:2 resonance with Neptune. Thus, every 496 years, as Neptune goes around the sun three times, a plutino goes around the sun two times. In addition to the Neptune resonance, Pluto's orbit is inclined out of the plane of the ecliptic by 19 degrees, much higher than any other planet, but well within the realm of the plutinos.
Any of the many plutinos with an eccentricity greater than 0.23 (including Pluto) crosses the orbit of Neptune, potentially leading to close encounters and ejection. Cohen & Hubbard (1965) showed that Pluto is protected from close encounter, as resonant interactions with Neptune force Pluto's perihelion always to occur when Neptune is far from the location of Pluto (see Malhotra & Williams 1997) . The other 310 BROWN and relies on orbital migration of the giant planets and resonant capture of the plutinos. Starting soon after (or perhaps a bit before) the end of giant planet formation, the outer Solar System likely still contained many Earth masses in a remnant disk of planetesimals that had not been swept up into the giant planets. Subsequent encounters with the giant planets scattered these planetesimals either inward or outward and caused the planet to move slightly in the opposite direction. Planetesimals can scatter in either direction, but those scattered outward by Neptune most likely returned to be scattered again in a random direction, whereas some of those scattered inward tended to eventually encounter another planet and thus not return. On average, Neptune scattered more planetesimals inward than outward and its orbit expanded. Saturn and Uranus moved outward similarly, as they received an extra flux of planetesimals from further out. Jupiter, however, is sufficiently massive that planetesimals scattered outward tended to reach distances beyond ∼3000 AU, where their orbits became modified by galactic tides, and the objects did not return into the inner Solar System. On average, Jupiter scattered planetesimals outward and subsequently moved inward.
As Neptune moved outward, so did the location of its resonances. If Pluto was originally exterior to a resonance, it eventually found itself at a resonance. At that point, if Neptune continued to move slowly enough outward and Pluto's initial eccentricity was sufficiently small, Pluto became trapped in the resonance and moved outward with Neptune. As Neptune moved outward, resonant interactions transferred angular momentum to Pluto, increasing its semimajor axis and causing its eccentricity to increase as e 2 ≈ (1/3) ln (a Neptune /a Neptune, initial ) + e 2 initial . To reach Pluto's 0.25 eccentricity, Neptune needs to have captured it into the 3:2 resonance when Neptune is at ∼25 AU, suggesting that Pluto's initial semimajor axis was ∼33 AU.
The resonance capture scenario is extremely attractive because it explains not only Pluto's otherwise apparently unusual orbit, but also predicts that any other small bodies in the outer Solar System would have experienced similar processes. Examination of eccentricity versus semimajor axis of Kuiper belt objects (Figure 1) shows that this prediction is well met. A large collection of objects occupy orbits in the 3:2 resonance along with Pluto. These objects range in eccentricity from approximately 0.08 to 0.34, implying capture by Neptune from 28 to 38 AU, as Neptune moved from 21 to 29 AU. During this movement, Neptune should have also captured objects into other resonances; indeed, the 2:1 resonance has a higher probability of capturing objects. Objects in this resonance are on average 20% farther from the Earth than objects in the 3:2 resonance, so they will be approximately only half as bright, and their detection will be more difficult. For several years no such 2:1 resonance objects were detected, leading to some questioning of the resonance capture theory, but in recent years several objects have been discovered to have orbits consistent with their being in the 2:1 resonance (note that none of the orbits is well enough known to be able to definitively place it inside the resonance).
In addition to the placement of objects in resonant orbits, the resonance capture theory also predicts that there should be no (or few) objects interior to the 3:2 311 resonance because these objects should have been captured and transported outward. This region of the Kuiper belt is seen as severely depopulated even though these objects would otherwise be the closest and therefore brightest and most easily detected objects in the Kuiper belt. Many potential orbits in this region are stable on timescales of the Solar System (Duncan et al. 1995) ; no other large dynamically stable region between the orbit of Neptune and the edge of the 2:1 resonance contains so few objects.
The resonance capture theory is compelling for an additional reason: Planetary migration and resonance capture almost certainly must have occurred. Simulations with giant planets and a large number of planetesimals show Neptune migrating by approximately the needed amount (Hahn & Malhotra 1999) . Although these computer-intensive simulations did not vary some of the interesting parameters that might affect details of migration, they are in rough agreement with formation models (see below) on the amount of material needed in the early outer solar system. Once such migration is occurring, the objects will be captured unless they either have eccentricities too high or Neptune's migratory motion is jumpy enough that, in a single move, its resonances leapfrog past their resonant objects (note that even if jumpy motion sometimes occurs due to the scattering of an occasional large planetesimal, the Hahn & Malhotra simulations show that the semimajor axis of Neptune is not monotonically increasing-it is more of a generally increasing random walk-thus, any objects stranded by a large leap could easily be recaptured as Neptune wandered inward and then outward again).
Two major aspects of the Kuiper belt are not immediately explained by the resonance capture theory. First, orbital expansion does not affect inclinations, and the inclinations of the plutinos are significantly higher than initially predicted by the theory. In the initial simulations of migration and resonance capture (Malhotra 1995) , typical KBO inclinations are only 5
• , instead of the 10 • and higher inclinations that are typical of plutinos (Brown 2001) . Malhotra (1998) and Gomes (2000) show numerically that high inclinations of Pluto and the plutinos can be explained by additional resonances that the objects encounter during migration. For resonantly trapped objects that have had their eccentricities sufficiently excited, orbital expansion can cause capture into the Kozai eccentricity-inclination resonance, which begins to increase the inclination of the object. As Pluto is currently in such a resonance, it is likely that this mechanism operated to increase Pluto's inclination. The ν 18 resonance, which is the resonance between an object and long-term precessional changes in Neptune's inclination and is currently just beyond the 3:2 resonance with Neptune, would be just inside the 3:2 resonance when Neptune was interior to ∼34 AU (Gomes 2000) . The passing by of this resonance can also lead to inclination increases. A combination of these additional processes appear to be adequate to explain the high inclination excitations of the plutinos in the resonance capture scenario.
The significant eccentricities and inclinations of the nonresonant objects are also not explained by the resonance capture theory. Some increase of eccentricity will occur as weak resonances move past these objects while not capturing them,
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BROWN but simulations show that this amount of increase is not sufficient to explain the observed distributions (Malhotra 1995) . This failure of the resonance capture theory (and the early lack of known objects consistent with the 2:1 resonance) is used as the basis for constructing alternative theories for the formation of the Kuiper belt orbital distributions and, by implication, Pluto's orbit. Most developed is the idea that the Kuiper belt was sculpted by the existence of large scattered planetesimals (LSPs) (Morbidelli & Valsecchi 1997 , Petit et al. 1999 . The LSP theory suggests that one or more Moon-to Earth-mass planetesimals migrated through the early Kuiper belt before being scattered away by interactions with Neptune. While residing in the Kuiper belt, these LSPs would increase eccentricities and inclinations and cause the removal of a significant fraction of the original belt's members, accounting for the extreme mass depletion of the Kuiper belt (see below). In this scenario, the plutinos are not captured in any special way; they are simply the skeletal remains of the original objects formed in the resonance with Neptune (as in the earlier explanation for Pluto's orbit). This theory, unfortunately, is difficult to evaluate, because the numbers, masses, orbits, and residence times of any LSPs are completely unconstrained. Nonetheless, the LSP theory, too, cannot completely explain, for example, the apparent dual inclination population of the classical KBOs (Brown 2001) .
To date, no single theory can explain all dynamical aspects of the Kuiper belt. Rather than suggesting that all theories are wrong, this fact should instead suggest that multiple events must have occurred in the early history of the Solar System. Resonance capture appears to be a natural and almost necessary process in this history. It explains many of the characteristics of the orbits of Pluto, the plutinos, and the overall Kuiper belt, and currently appears the most compelling explanation for the once unique-seeming orbit of Pluto.
The Formation of Pluto and the Kuiper Belt Objects
Before the existence of the Kuiper belt was known, Pluto appeared to be a singular object at the edge of the Solar System, and singular explanations for its formation (i.e., escaped satellite of Neptune, see above) were acceptable. After the discovery that Pluto is protected from close encounters with Neptune (thus could not have escaped) and further, that it has its own satellite, the escape hypotheses were no longer viable; speculation began that Pluto was a member of a now-vanished population that formed beyond Neptune (i.e., Stern 1991) . With current knowledge on the existence of a large population in the Kuiper belt, a combined theory of the formation of Pluto and the KBOs now appears both necessary and potentially feasible.
The standard scenario for the formation of planets (or the rock/ice cores of gas giant planets) is that the objects are built by large numbers of random collisions between bodies that then remain gravitationally bound (Lissauer & Stewart 1993) . This accretional growth ends when all of the solid material available has been accreted into a few massive objects. Pluto and the Kuiper belt are clearly not in this state, as a large number of small bodies remain unaccreted. Two possible 313 reasons for such a state could be that accretion is still occurring and insufficient time has passed to allow all of the mass to have accumulated into larger objects, or that, for some reason, accretion was halted at an earlier stage. Stern (1995) ruled out the first possibility; collisions between large KBOs are sufficiently infrequent that, with the current KBO population, 100-km objects (and therefore implicitly also Pluto) cannot be built by pairwise accretion of the current KBO population over the age of the Solar System. Moreover, owing to the large eccentricities and inclinations of KBOs and therefore their high crossing velocities, collisions that do occur tend to be erosive rather than accretional, so collisions make bodies smaller rather than larger. To resolve this dilemma, Stern suggested that the primordial Kuiper belt was both more massive and dynamically colder, so more collisions occurred, and they were gentler and therefore generally accretional.
Following this idea, detailed modeling of accretion in a massive primordial Kuiper belt was performed by Stern (1996) , Stern & Colwell (1997a,b) and Kenyon & Luu (1998 , 1999 ). While each model includes different aspects of the relevant physics of accretion, fragmentation, and velocity evolution, the basic results are in approximate agreement. First, with approximately 10 M E (Earth masses) or greater of solid material in an annulus from approximately 35 to 50 AU on very low eccentricity orbits (e ≤ 0.001), all models naturally produce on the order of a few objects the size of Pluto and approximately the right number of ∼100-km KBOs. [Different simulations use different annulus sizes, so direct comparison of the total mass between simulations is difficult. Each will be normalized to a minimum mass solar nebula, defining a minimum mass solar nebula to have a surface density of σ = 0 (r/r 0 )
, with r 0 = 1 AU and 0 = 45 g cm −3 . For this minimum mass solar nebula, 25 M E of material are between 35 and 50 AU; thus, the 10 M E of solid material in an annulus is equivalent to 0.4 M min .] The models suggest that the majority of mass in the disk is in bodies approximately 10 km and smaller. These bodies suffer frequent collisions and many are ground down to dust over the history of the Solar System. This dust is efficiently removed from the Solar System by Poynting-Robertson drag or photon pressure, thus explaining, at least in part, where the large initial mass has gone. With the number of small bodies diminishing, growth of the larger bodies slows, so the observed KBO size distribution is, in part, a result of this freezing out. In addition, depending on the formation timescale, formation of Neptune begins to induce eccentricities on the KBOs high enough to move them from the accretional to the erosive regime (Stern 1996) . This effect also freezes the growth of the largest objects, suggesting that all growth must occur before the ∼100 Ma growth timescale of Neptune (Lissauer et al. 1995) . The initial models by Stern and coworkers produced large objects only on timescales greater than 100 Ma. The most recent model by Kenyon & Luu (1999) , which includes the most complete treatment of all of the relevant physics, suggests that Pluto and KBO-sized objects form on 30-40 Ma timescales by standard pairwise accretion as long as the initial mass in an annulus between 32 and 38 AU is between approximately 3 and 30 M E (0.3 to 3.0 M min ). The large bodies are quickly formed in a runaway growth process after the appearance of ∼1-km bodies (Figure 2 ).
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Figure 2
Evolution of the radius of the largest object in the Kuiper belt as a function of initial mass (in Earth masses, M E . To scale to the fraction of the minimum mass solar nebula, divide by 10.) in an annulus between 32 and 38 AU in the Kenyon & Luu (1999) simulations. The timescale to reach runaway growth and form Pluto-sized objects (marked by a dashed line) is a strong function of initial mass. Annuli with masses between ∼3 and 30 M E can form objects the size of Pluto before the completion of Neptune formation at ∼100 Ma. Figure from Kenyon & Luu (1999) .
Kenyon & Luu suggest that the lack of appearance of this runaway growth phase in previous models is the lack of adequate mass resolution in those simulations.
The current findings suggest that the formation of Pluto (and now also the Kuiper belt) was simply the expected result of extending the ideas about planet formation to the regions immediately beyond Neptune. The fundamental difference between planet formation at Neptune and in the Kuiper belt is simply one of timescale. With the lower masses and longer times between collisions in the Pluto annulus, formation timescales are longer. If left in peace, small objects outside Neptune should 315 eventually accrete to form objects approaching the size of Neptune's icy core. But the formation of Neptune and its radial migration occurs before such large bodies can develop, and the subsequent increases in eccentricities and inclinations in the Kuiper belt region halts accretion and freezes the size-scale of the largest objects.
Although the general picture of Pluto formation appears solved, a fundamental question remains: How did the initial mass disappear? The most recent accretion models suggest that most of the mass is lost through erosion of small bodies to dust. Dynamical models have long suggested, however, that bodies can be lost due to orbital instability (Duncan et al. 1995) . Clearly, both processes operate, but the pictures that emerge from the two mechanisms are fundamentally different. If erosion is the primary loss mechanism, the population of ∼100 km and above bodies is essentially primordial and has not suffered significant losses. On the other hand, if dynamical losses are the most important, then ∼99% of the 100 km and above bodies have been lost, and the Solar System initially contained on the order of 100 Pluto-sized bodies. The accretional models do not generally support such numbers of large bodies without significantly increasing the mass of the solar nebula, though perhaps they have been slightly tuned to create the Solar System that is presently observed. More massive disks are plausible owing to expected inefficiencies in planet formation and the known population of objects such as Oort cloud comets. Indeed, Hahn & Malhotra (1999) suggest that ∼50 M E of extra (in addition to the giant planets) material between 10 and 50 AU (0.6 M min ) is required to account for the migration of Neptune. Circumstantial (but nonetheless compelling) evidence suggesting the existence of large numbers of large bodies includes the existence of the Pluto-Charon system, the existence of Triton, and the obliquity of Neptune (Stern 1991) . The creation of Pluto-Charon likely required the impact of two approximately like-sized bodies that would be the two largest bodies currently known in the Kuiper belt. The probability that the two largest bodies in the belt would collide and create Pluto-Charon is vanishingly small, arguing that many equal-sized bodies must have been present and subsequently vanished. Similarly, the existence of Triton and the large obliquity of Neptune are best explained by the onetime existence of many large bodies being scattered through the Neptune system.
A formation model combining accretion and dynamics addressing these issues is warranted, though computationally extremely difficult. Perhaps the best observational way to address this problem would be a spacecraft observation of cratering rates on Charon or a large Kuiper belt object [Pluto is resurfaced so quickly by frost (see below) that it will not retain the primordial cratering record]. A difference of a factor of 100 in the initial numbers of large objects should be clearly recorded on these surfaces.
SEASONS ON PLUTO
Pluto's high orbital eccentricity, large rotational obliquity, and extreme surface volatility combine to make it the Solar System object most likely to undergo global-scale variation over relatively short time periods. Understanding seasonal 316 BROWN variability of this body requires a coupled understanding of the surface composition and distribution, the atmospheric composition and pressure, and the changes caused by the frequent changes in insolation.
Basic Data
THE ORBIT Pluto's orbit is highly eccentric (possibly caused by resonance capture; see above), and its spin is highly oblique (possibly caused by the Charonforming impact). These two facts combine to make the surface insolation at any point on the surface highly variable. Averaged over this variation, however, the obliquity of 120
• causes greater annual insolation at the poles than at the equator, as each pole spends long periods of time in continuous sunlight. In Pluto's current orientation, which varies on timescales of 10 6 years (Malhotra & Williams 1997) , the Sun crosses the equator at perihelion and aphelion, meaning that while the equator receives less average insolation, it also receives the highest instantaneous insolation ( Figure 3 ). This complicated surface insolation pattern has the potential to drive complicated patterns of volatile evaporation and deposition, and potentially leads to global-scale resurfacing on timescales as short as one Pluto year (248 Earth years). Precisely what happens depends on the details of the materials that are presently on the surface of the planet.
THE SURFACE COMPOSITION All of the detailed knowledge of the surface composition of Pluto has been obtained from telescopic observations of the spectrum of sunlight reflected from Pluto's surface. Particularly in the infrared, these reflectance Figure 3 Seasons on Pluto. The position of Pluto is shown every 20.67 years (a Pluto "month"). The seasons are defined for the northern hemisphere of Pluto. Note that Pluto's "northern" hemisphere is in the south. Pluto observers use the right-hand rule to define north on Pluto, rather than the IAU convention.
Figure 4
The reflectance spectrum of Pluto from 0.2 to 4.0 µm. The region from 0.2 to 0.5 µm is from Trafton & Stern (1996) , 0.5 to 1.0 µm is from Grundy & Fink (1996) , 1.0 to 2.5 µm is from Brown & Calvin (2000) , and the spectrum to 4.0 µm is unpublished data of M. E. Brown. The absolute reflectances are scaled from Dumas et al. (2001) and Spencer et al. (1990) . The major absorption features caused by CH 4 , CO, and N 2 ices are labeled, though at the moderate spectral resolution of these spectra the CO and N 2 features are difficult to discern. spectra contain absorptions due to the primary surface ices (Brown & Cruikshank 1997) . A full review of surface spectroscopy of Pluto is given in Cruikshank et al. (1997) . Figure 4 contains a composite reflectance spectrum from the ultraviolet (0.2 µm) to the near infrared (4 µm) showing all of the major absorption features in the spectrum of Pluto. The spectrum throughout is dominated by absorption due to methane, which was the first ice discovered on the surface (Cruikshank et al. 1976 ). More recently, the absorptions due to N 2 and CO were resolved .
The detection of these ices immediately suggests several implications. The first is that, because the N 2 molecule has no dipole moment, and thus the 2.148-µm absorption strength is low, the appearance of this band at all suggests an extremely high abundance of N 2 , perhaps dominating the surface. The second implication arises because all of the detected ices are volatile at the temperature of Pluto, with the volatility of N 2 greater than CO, which is greater than CH 4 . Because of this surface volatility, Pluto will be surrounded by an atmosphere; because of the high BROWN abundance and volatility of N 2 , this atmosphere should be dominated by N 2 . The existence of an atmosphere with a mean molecular weight consistent with N 2 was confirmed by observations of a stellar occultation in 1988 (Hubbard et al. 1988 , Elliot et al. 1989 . The volatility of the surface, combined with the extreme changes in insolation described above, suggests that large-scale surface changes are likely to occur. The final implication of the ices on the surface comes from the fact that no involatile ices have been definitively detected. Water ice, which is essentially like a rock at these temperatures, must be abundant in the interior of Pluto, from both the measured density and from cosmochemical considerations. Water ice and CO 2 , another abundant nonvolatile ice, have been detected on Triton ). Yet neither has been definitively detected on Pluto (detection of water ice is difficult owing to the presence of the CH 4 lines, and its existence has been periodically reported but never published). The volatiles on the surface of Pluto must completely (or at least mostly) cover the rocky interior materials that show through on Triton.
The other obvious spectral feature on Pluto is the red slope in the visible region of the spectrum. All of the ices described above are essentially transparent in the visible, so an additional absorber is required. A persistent hypothesis for the reddening agent on the surface is the existence of tholins, complex organic molecules that can be formed from photolysis of simple organic materials. Unfortunately, these materials have no specific absorptions in these spectral regions, only a generally red color (Khare et al. 1984) . Creation of tholins has been performed under experimental conditions appropriate for gas-phase chemistry at Titan and for icephase chemistry on comets, but no experiments have been performed using the CH 4 /N 2 ice chemistry appropriate for Pluto. It is assumed that the general trends seen in the other experiments will persist, but experimental study of these reactions is critical for understanding surface composition and chemistry on Pluto.
Increasingly detailed spectroscopy and laboratory measurement has led to increasingly detailed knowledge about the state and distribution of materials on the surface. The first hint of the complex state on the surface was the realization that the methane absorption features are shifted by approximately 0.02 µm from their laboratory positions. Such a shift is seen in laboratory spectra of methane when small amounts are dissolved in N 2 ice (Quirico et al. 1996) . With methane dissolved in nitrogen, the methane abundance would be extremely small, on the order of a few percent . Rotationally resolved spectra in the visible (Grundy & Fink 1996 ; see below) and higher resolution spectra in the infrared (Douté et al. 1999) , however, show that both methane diluted in nitrogen and relatively pure methane exist on the surface. Detailed modeling suggests that their surface coverage abundances are approximately equal, implying that the surface methane abundance is much higher than previously thought.
Little is known about the state of CO. Even if diluted in nitrogen ice, the CO absorption shifts by only 0.0006 µm (Quirico & Schmitt 1997) , which is not resolvable in any of the present Pluto spectra. CO is, however, almost completely miscible in nitrogen, so it should be completely dissolved.
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First-Order Seasonal Variability
GENERAL PRINCIPLES From knowledge of the orbit and the surface materials, a first-order understanding of the seasonal variability on Pluto is discerned [see Spencer et al. (1997) and Trafton et al. (1997) ]. Important principles that should control the overall seasonal variability are discussed in brief here.
Nitrogen on Pluto is volatile and abundant, leading to buffering of all exposed nitrogen patches at a common temperature. Any patch of nitrogen that is colder will attract more atmospheric nitrogen to condense on it, which will warm it from the excess latent heat. Conversely, any nitrogen patch that is warmer will evaporate more nitrogen until it is cooled by the excess latent heat. As long as atmospheric transportation is faster than the timescale of insolation changes, which should generally hold at the slow rotations of Pluto, the nitrogen temperature will remain constant.
In light of this buffering, any region receiving an excess of insolation will lose nitrogen ice to regions with a deficit of insolation. At perihelion, when the subsolar point is essentially at the equator, this state implies net transport of nitrogen ice from the equator to the poles. On average, however, the equator receives less insolation than the poles, so over the whole orbit, nitrogen will be removed from the poles and deposited at the equator.
Methane, which is less volatile than nitrogen or CO, will move less readily, possibly leading to long-lived lag deposits. Methane deposits have the potential to darken and redden because of the action of UV and cosmic-ray radiolysis and the creation of tholins (Strazzulla & Palumbo 1998 ). The precise manner in which N 2 sublimes and leaves behind methane is uncertain (Spencer et al. 1997 , but this process appears to readily explain the existence of both pure and diluted patches of methane on the surface.
MODELS OF SEASONAL VARIABILITY
Taking the above principles into consideration, a guess can be made of what Pluto should have looked like in the 1990s when images first became available from the mutual events and HST imaging (see below). Northern winter solstice had occurred in 1944 and spring equinox was in 1987 (Figure 3) . The 1990s were a time of rapid movement of the subsolar point from the south to the north, but where the southern pole had been in continuous sunlight for over the past 100 years. Thus, all south polar nitrogen is expected to have been depleted, perhaps with a reddening lag of methane left behind. The nitrogen should have been transported to the north polar regions, causing large bright polar caps that would just be beginning to come into view of the Earth (and beginning to sublime) with the passage of equinox. The equator was experiencing its highest rates of insolation, driving volatiles north and south, but because the equator receives, on average, lower insolation than the poles, a large reservoir of volatiles could still remain.
Detailed modeling of seasonal temperatures, atmospheric pressures, and frost transport was carried out by Hansen & Paige (1996) , who considered only an atmosphere and frost covering of N 2 over an involatile substrate. The free parameters BROWN of the model are the thermal inertia and albedo of the substrate, the emissivity and albedo of the frost, and the total N 2 inventory. The thermal inertia of the substrate is a key controlling parameter in the seasonal behavior. For the highest values of thermal inertia, the substrate temperature is controlled by the long-term averaged insolation; thus, frosts build up and stay at the equator and do not experience significant transportation to the poles. For the lowest values of thermal inertia, polar frost deposits come and go quickly, tracking the subsolar point.
The thermal inertia has been estimated from the ISO observations of the thermal light curve on Pluto (Lellouch et al. 2000) , which suggest a value of (1.5 − 10) × 10 4 erg cm
in the units used by Hansen & Paige (1996) ]. This value is in the range of the lowest values considered by Hansen & Paige (1996) and immediately suggests that seasonal cycles on Pluto should respond quickly to changes in insolation. Lellouch et al. point out, however , that the thermal inertia measured from the light curve depends on the properties of the surface only to the depth of the diurnal thermal wave, which will be on the order of 20 cm, whereas the thermal inertia important for seasons depends on the properties of the surface to the much larger depth of the annual thermal wave, which has a depth on the order of 10 m. If a shallow porous layer lies above a more compact layer, the seasonal value of thermal inertia would be larger than that measured from the thermal light curve and could be as high as moderate values of about 3 × 10 5 erg cm
, preferred by Hansen & Paige (1996) .
For these moderate values of the thermal inertia, polar caps come and go with the seasons, with a lag depending on the magnitude of the inertia. In all cases, by perihelion passage and equinox in the 1990s, the southern polar cap has completely sublimed and the frost has all moved to the recently dark north ( Figure 5 ). In cases with large enough volatile abundances, however (which might be most relevant, given no spectroscopic evidence of involatile substrate), permanent equatorial frost bands can form in addition to the seasonal caps.
No models have considered the additional effect of CH 4 as a volatile or darkening agent. Until such models are developed, the ideas developed above can be used to speculate on the effects. First, the rapidly receding N 2 polar caps should leave behind a seasonal lag deposit of CH 4 that will potentially darken and redden with time. The equatorial permanently frost-free zones could be the location of tholin and pure methane deposits, or alternatively, if permanent equatorial frost bands exist, these would frequently switch between mass losing, methane-dominated surfaces and mass gaining, nitrogen-dominated surfaces.
Observations of Seasonal Variability
Various observations could potentially distinguish between different seasonal variability models. Different models predict different global albedos as a function of time, with the moderate thermal inertia cases predicting sharp increases in global albedo as polar caps that formed in seasonally dark regions rotate into view and PHOTOMETRY Observations definitively establishing changes in the Pluto system with changes in the heliocentric distance or pole position are difficult. Expected timescales of change are decades, whereas many of the observing techniques used to study Pluto are significantly less old, so no suitable baseline exists. One exception to this lack of long-term data is photometry. In the early 1950s, astronomers began undertaking photoelectric photometry of Pluto (see review by Marcialis 1997) , and in 1954 Walker & Hardie (1955 obtained the first photoelectric light curve clearly showing Pluto's 6.4-day rotation period. Since that time, new light curves have been obtained on an essentially decadal timescale (see Marcialis 1988) , with the post-1980 photometry deriving from CCD rather than photoelectric data. Figure 6 shows the evolution of the light curve from the 1950s to the present. Two important effects are clear: The total albedo of the planet has decreased since 1954 by an average of approximately 25% (with a possible slight increase between 1981 and Figure 6 The geometric albedo of Pluto as a function of subearth latitude from 1954 until 1986, from data compiled by Drish et al. (1995) . Since 1954, Pluto has gotten darker, but its light curve modulation has increased. 323 1986), and the magnitude of the light curve modulation has increased in that time period from 13% to 32%. The obvious interpretation of the dimming and light curve modulation increase of Pluto would be that in 1954, when Pluto was being viewed close to south pole-on, a bright polar cap covered most of the visible planet. As time passed, and more northerly latitudes came into view, darker and more variable regions appeared. Unfortunately, this obvious interpretation cannot be correct. Drish et al. (1995) show that no static pattern of albedo on the surface of Pluto is capable of explaining all of the light curve data. Although their analysis is primarily devoted to a proper matrix inversion of the light curve data and shows that no mathematically good fit to the entire data set can be obtained, they also show very simply that the light curve data are inconsistent with a static surface. The essential discrepancy is that the magnitude of the dimming from the 1950s to the early 1980s coupled with the relatively high albedo at all times is only possible if a large south polar cap of essentially unit albedo is disappearing from view as the northern latitudes, which must therefore have low albedos, are coming into view. Yet these same northern latitudes that are coming into view must be capable of modulating the total light from the planet by 30%, and this large modulation must not have been visible in 1954. Furthermore, the slight brightening in 1986 occurs when only a small portion of the northern hemisphere is being uncovered; thus, an extremely bright northern cap must also exist. The geometric problem is overconstrained, and no combination of static albedos on the surface of the planet can adequately explain all of these effects.
An attractive hypothesis is that the dimming since 1955 is due not only to the south polar cap hiding from view, but also to the south polar cap subliming away. In this case, both the northern latitudes rotating into view (which have been in darkness for more than a hundred years) and the equatorial regions can be bright. The Hansen & Paige (1996) seasonal variability model with moderate thermal inertia and moderate nitrogen abundance predicts such behavior ( Figure 5 ). The moderate thermal inertia ensures that the dissipation of the southern polar cap began only after southern summer solstice and was not completed until 1970. Meanwhile, a bright northern cap had already formed well before 1950 and would not begin to dissipate until 2020. Unfortunately, this geometric problem is underconstrained. Once albedo features of the surface are allowed to change, no unique reconstruction of the past history is possible. Nonetheless, the analysis of Drish et al. (1995) effectively rules out any static history and demonstrates that large-scale albedo changes must indeed have occurred on the surface of Pluto.
MUTUAL EVENT MAPPING While photometry cannot uniquely constrain seasonal history, it can be combined with instantaneous snapshots of the albedo distribution to help reconstruct history. The first detailed views of the surface of Pluto came from reconstructions of the photometry of the series of Pluto-Charon occultations, eclipses, and transits ("mutual eclipses") that occurred between 1985 and 1990. Surface mapping was possible because as Charon moved in front of Pluto and its shadow and/or disk blocked Pluto's surface, progressively different regions of BROWN Pluto were blocked out. Careful photometry and mathematical reconstruction of the light curves from these events allows a limited type of mapping of the subCharon hemisphere of Pluto. A complete review and comparison of the different methods and results appear in Buie et al. (1997) . A recent reanalysis (Young et al. 1999 ) combines the largest number of mutual events to obtain the highest possible resolution on the surface. The final map suggests several large-scale features. First is a large dark longitudinal stripe centered at ∼S12
• with albedos below approximately 40%. The second large-scale feature is a large region (or perhaps regions) of albedo higher than 75% south of S30
• . Following earlier interpretations of mutual event data, Young et al. characterize this bright spot as a "bright southern cap," though they demonstrate that their ability to map features in the far south is extremely limited. The actual southern extent of this feature is unknown, as is the longitudinal range. No similarly bright northern region is seen, again with the same caveats on mapping the extreme northern hemisphere. Buie et al. (1992) combined mutual event maps with rotational light curves in an attempt to map the entire surface, using a constraint of maximum entropy in the reconstruction. This method requires the selection of a default image, deviations from which define the (negative of the) entropy. Image characteristics unconstrained by data, such as the latitudinal distribution of albedos on the antiCharon side, depend completely on the default images selected. Buie et al. chose an iterative default image that minimizes local variations in the reconstructed map; thus, the resulting map of the latitudinal distribution of the anti-Charon side will tend to blend smoothly with the well-constrained latitudinal distribution on the sub-Charon side. This choice of default images essentially makes the (not unreasonable) assumption that the unseen anti-Charon side resembles the sub-Charon side in latitudinal albedo distribution. Unsurprisingly, the final map looks roughly symmetric with latitude and thus appears to reinforce the conclusion of the bright southern polar cap seen in the mutual event sub-Charon map.
If taken literally, these maps appear to imply that, as late as 1990, a bright southern polar cap was still in existence and that no northern cap had yet appeared. Such a configuration is difficult to explain; by 1990 the southern hemisphere had been in continuous sunlight for over 100 years, and keeping a polar frost cap in light of this extreme insolation is hard.
DIRECT IMAGING The mutual events provided the opportunity for a snapshot of a fraction of Pluto's surface, but the opportunity will not be repeated for a long time. Mapping the full disk of Pluto, and mapping it at arbitrary times, requires a different technique. Unfortunately, the disk of Pluto is small. Even at perihelion, it subtends only approximately 0.1 arcseconds. obtained images of Pluto in 1994 using the Faint Object Camera at ultraviolet wavelengths on the Hubble Space Telescope (HST), thus obtaining the highest spatial resolution possible on that telescope. From three to four resolution elements are seen across Pluto's disk in the images. Four images were obtained at approximately 90
• separation, therefore covering (at least sparsely) the entire disk. In the subsequent analysis, Stern et al.
Figure 7
An HST albedo map of Pluto at 0.41 µm from . The map shows that the darkest regions of the surface are roughly confined to the equatorial areas, whereas the brightest regions are widely distributed. The very brightest regions of the planet are at the equator, while no evidence exists for a uniformly bright southern polar cap. The significance level of individual features can be discerned from the original figure in Stern et al. carefully examined the individual images to verify the reality of features seen, and then constructed a best-fit map of the entire surface by combining the images (Figure 7) .
In comparing the HST map of the sub-Charon hemisphere to the mutual event maps, many of the details are reproduced, thus increasing confidence in both methods. Several discrepancies exist, however, predominantly in the polar regions, which are less well mapped by both methods. The HST map shows a more consistently bright northern hemisphere than southern hemisphere, whereas the mutual event maps show the opposite. Comparisons can also be made with the attempt by Buie et al. (1992) at whole-disk mapping; the HST map tells an entirely different story from the generally latitudinally symmetric Buie et al. map. The brightest parts of the anti-Charon side are at the equator rather than the poles; the southern polar region contains large dark areas. Thus, the Buie et al. selection of default images favoring symmetry with latitude gives spurious results on the unconstrained side of Pluto. Whereas suggest caution as to which of the mapping efforts to believe, it appears most reasonable, barring specific reasons to the contrary, to trust the most direct method, which would be the HST imaging.
The HST images suggest that the mutual event mapping, while correct, was misleading. The south polar cap apparent in the mutual event maps is seen to be a longitudinally confined spot rather than a band. The dark equator is also longitudinally limited. The brightest spot on the entire planet is on the equator on the BROWN anti-Charon side. No evidence exists for a globally dark equator or globally bright poles. Indeed, the lack of obvious latitudinal correlations with albedo makes the above discussion of expected seasonal effects on albedo seem simplistic. Nonetheless, Stern et al. show that most of the low albedo regions on the planet are confined to the equator, whereas bright regions can be found anywhere. Clearly, albedo on Pluto is much more than a simple seasonal effect that can be straightforwardly inverted to understand seasonal changes. However, the HST map requires that seasonal changes have occurred; with the bright northern hemisphere, it comes nowhere close to explaining the secular dimming of Pluto from the 1950s to the 1980s.
ROTATIONALLY RESOLVED SPECTROSCOPY One method to attempt to understand the causes of albedo variation on Pluto is to compare spectra obtained at different rotational phases of the planet to see if the spectra change with changes in brightness. Buie & Fink (1987) first showed that such an effect exists in the visible region of the spectrum. Grundy & Fink (1996) expanded on the early efforts and compared 20 spectra in the 0.5-to 1.0-µm region of Pluto obtained from 1980 to 1994 and looked at the variation of the methane absorption lines with rotation. They find that the CH 4 band depths peak approximately midway between the minimum and maximum points of the light curve (Pluto longitude of ∼340
• ). Grundy & Fink develop a surface composition model based on the Buie et al. (1992) maximum entropy surface reconstruction, which we now know to be faulty on the anti-Charon side. Later work uses the HST map instead and is discussed below.
Rotational modulation of the infrared methane bands has also been observed (Marcialis & Lebofsky 1991) . Grundy & Buie (2001) obtained a densely sampled collection of infrared spectra from 83 nights between 1995 and 1998. A rough correlation exists between the absorption strengths of the strong CH 4 , CO, and N 2 bands; the amount of dilution of CH 4 ; and the V-band brightness (Figure 8 ). The absorption strength of the weak CH 4 bands is roughly anticorrelated, as noted in the visible spectra above. Grundy & Buie (2001) argue that the weak CH 4 absorptions are actually a better tracer of CH 4 concentration; large path lengths of methane are required for these absorptions to be visible, whereas the strong bands will show up even when small amounts of methane are diluted in nitrogen. The anticorrelation between the weak methane absorption and the methane dilution strongly supports this point of view.
A first-order interpretation of the rotational spectra is that the bright regions of Pluto are controlled by the presence of N 2 frost, based on the strong correlation between the N 2 absorption strength and the visible light curve. The good correlation of the strong CH 4 bands and CH 4 dilution with N 2 suggests, as mentioned above, that these come primarily from CH 4 diluted in N 2 , so they closely track the N 2 . A similar argument can be made for CO; it is likely primarily found diluted in N 2 (as argued above). Interestingly, the CO rotational modulation appears to differ slightly from that of N 2 , leading Grundy & Buie to suggest that perhaps patches of higher CO to N 2 concentration exist. Whereas Figure 8 is suggestive of this effect, Figure 8 Rotational modulations seen in the spectrum of Pluto, from Grundy & Buie (2001) . The strong CH 4 , CO, and N 2 absorptions and the amount of CH 4 dilution in N 2 all roughly correlate with the visible light curve. The weak CH 4 absorptions roughly anticorrelate. These facts suggest that at least two separate compositional units exist on the surface of Pluto: a bright N 2 -rich unit that contains diluted CH 4 and CO, and a darker CH 4 -rich unit. The dashed lines show the predicted rotational modulation from the modified Grundy & Buie compositional models using albedo as a proxy for composition. BROWN examination of the noisy raw data on which this figure was constructed [Grundy & Buie (2001) , Figure 6 ] makes the case less convincing. Grundy & Buie (2001) developed a model of the surface composition distribution that can fit the observed photometric and spectroscopic modulations. They base their model on a new (currently unpublished) reduction of the HST maps and divide the terrain into three types based on albedo. The lowest albedo regions are composed of a tholin-water ice mix with a spectrum similar to that of the centaur Pholus (Cruikshank et al. 1998 ) and can be thought of as lag deposits left after complete evaporation of the N 2 and CH 4 ices. This unit appears predominantly in the southern hemisphere and equatorial regions, which is where insolation has been highest for the past 100 years. The mid-albedo regions, typically proximate to the low albedo regions, are assumed to be CH 4 with minor contamination of tholins, and could be regions where sublimation of N 2 has left behind the less volatile CH 4 ices. The highest albedo regions are N 2 ice with diluted CH 4 and CO and represent areas of recent frost deposition. This model (Figure 9 ) provides a moderately good fit to the spectral rotational modulation seen on Pluto. Grundy & Buie (2001) modify the model slightly by hand to make the fit better by allowing some of the areas to be a checkerboard mix of two units that still give the same albedo (Figure 9 ). An even better fit can be had in this case, as seen in Figure 8 . One obvious problem with this relatively simple model is that it does not distinguish between regions that, by eye, appear quite distinct. For example, the brightest regions of the planet are located in several features along the equator, yet these are all lumped together with the polar regions and labeled as nitrogen rich. It would be interesting to explore the implication that the polar regions-or at least the south polar regions-are not nitrogen rich. The misleading south polar bright spot seen in the mutual event maps continues to lead modelers to expect a bright (and therefore nitrogen-rich) south polar cap when the evidence for one is perhaps no longer compelling. An additional difficultly is the assumption that there is a one-to-one correspondence between albedo and compositional units. Although such an assumption is a reasonable starting point, recent evidence from multicolor mutual event maps (Young et al. 2001) suggests that the dark equatorial region on the sub-Charon side has large color-and therefore presumably also composition-variations across it. Nonetheless, the Grundy & Buie models provide the best starting point for constructing a composition-seasonal variability model of the planet.
A New Straw-Man Seasonal Variability Model
Using the observations and modeling above, a new straw-man view of Pluto's seasonal variability is constructed. The problem is severely underconstrained, so new observations will continue to update or even significantly change this picture.
The first constraint used here is the Pluto photometry from 1955 on. As discussed above, these data can be explained if a bright southern cap existed in 1955 but has mostly sublimed away since then, and the northern and equatorial regions that Figure 9 Compositional models from Grundy & Buie (2001) . The models are created by splitting reanalyzed HST maps into three albedo regimes corresponding to three compositional units. The white regions are N 2 -rich units with diluted CH 4 and CO, the gray areas are units of almost pure CH 4 , and the dark areas are units with tholins mixed with water ice. The hatched regions near the south pole are areas unobserved by HST or the spectra. In the modified HST map the units have been slightly rearranged in a checkerboard pattern that still reproduces the HST albedos to produce a better fit to the spectral modulation.
have been coming into view are bright and varied. The HST map of spring equinox albedos can be viewed with this picture in mind; the southern cap is mostly gone with a few residual bright areas remaining, the high northern latitudes are bright, and the mid-latitudes are extremely variable. The difficulty is now to reconcile this picture with the Grundy & Buie terrain model, which suggests that the bright 330 BROWN areas are predominantly N 2 frost. The existence of any N 2 at the equator, which is receiving the maximum insolation that any region of the surface ever receives, is a puzzle unless Pluto has such a large reservoir of N 2 that permanent equatorial frost bands persist, as seen in the high N 2 abundance described in Hansen & Paige (1996) simulations ( Figure 5 ). But why, in this case, would the equator be variable rather than uniformly frosty? In a region of permanent ice, the segregation into extremely dark and extremely bright patches should perhaps be expected. Any spot that is darker than average will absorb more sunlight, heat up, sublime more N 2 , and continue to darken; spots brighter than average will be colder and provide a place for condensation of the neighboring N 2 , leading to an even brighter surface. At the equator, this process could be self-sustaining. The equatorial regions never achieve the permanent night conditions that would allow the dark regions to cool down and become frosty, nor the permanent sunlight conditions that would allow the bright regions to completely sublime away and become dark and warm. This picture does not explain the origin of the bright and dark patches, but suggests that once albedo variations begin they can be exaggerated by volatile transport processes.
The final mystery remaining in this straw-man model, then, is the existence of patches of N 2 in the southern regions. Perhaps these are the last remnants of a once extensive south polar cap, and these particular spots have persisted longer because they began intrinsically bright (or other regions at their latitude were intrinsically dark). Perhaps these regions are telling us that the models for either seasonal change or surface composition on the surface of Pluto are flawed. To complete the model, the former is assumed, but this question remains open.
From this straw-man model, the near-future appearance of Pluto can be predicted. On a short-term timescale, the only clear predictions are that the southern N 2 patches should sublime quickly (or perhaps should even be gone by now), and the northern regions coming into continuous sunlight should be bright. Such changes should be visible to current-epoch HST imaging. The overall effect on Pluto's albedo of these two competing processes is difficult to foresee, but the light curve of Pluto could get more extreme as the variable bright southern patches disappear because these spots tend to be correlated with dark areas on the equator. Over the longer term (approaching summer solstice in 2029), the extreme variability at the equator should moderate as frosts begin to impinge on the outer regions of the dark spots, and the relatively bright northern hemisphere comes into full view. These two effects should cause Pluto to get brighter and have a muted light curve, much like it was when observed in 1955.
In the end, the model derived is (perhaps unsurprisingly) similar to the first-order expectations stated at the beginning, modified by some semipermanent albedo markings on Pluto's surface and some areas of permanent frost at the equator. While this model may prove to be overly simplistic or just plain wrong, the HST maps combined with rotational photometry and spectroscopy provide powerful but incomplete information on the surface composition and its variability on Pluto. A more complete understanding awaits better information on the compositional distribution of material on Pluto's surface, which will have to wait for either 331 detailed spectral mapping from a spacecraft flyby and/or infrared imaging and resolved spectroscopy from the next planned generation of 30+ meter groundbased telescopes. In the meantime, continued rotationally resolved spectra and photometry, along with a next epoch of HST imaging, are the best tools currently able to provide some insight into this difficult but fascinating problem.
CHARON, ITS SURFACE COMPOSITION, AND ITS RELATIONSHIP TO OTHER ICY BODIES
Charon orbits Pluto so closely that, even though it is only five times fainter than Pluto, Charon's existence was not discovered until 1978 (Christy 1978) . Even after discovery, the small separation between the two objects made separate study of them difficult. The first knowledge of the composition of Charon came from observations of the mutual Pluto-Charon eclipses between 1985 and 1990. In a series of eclipses, Pluto and Charon were observed together, and then Pluto was observed separately as it completely occulted Charon. Subtraction of the two observations then yielded the brightness of Charon. By performing these observations at a small number of wavelengths over the near-infrared region, a low-resolution spectrum of Charon was synthesized. These spectra showed evidence for a surface covered in water ice, much like the icy satellites of the giant planets, and unlike the surface of Pluto (Marcialis et al. 1987 . The possible existence of materials other than water ice was also considered, but the crudeness of the data did not permit any resolution of the issue (Roush 1994 .
The composition of Charon is possibly an important state in the transition from objects like the large icy satellites of the outer planets to the freely orbiting KBOs. Charon has some similarities to the icy satellites. With a radius of 593 km, it is approximately the same size as the mid-sized Saturnian satellites Tethys (∼530 km) and Dione (560 km) and the Uranian satellites Ariel (∼580 km) and Umbriel (585 km). Charon's visible albedo of 0.40 (Buie et al. 1990 ) is much lower than those of Tethys and Dione (0.9 and 0.7) and higher than the dark Umbriel (0.19), but closely matched to Ariel (0.35). The largest currently known KBO, (20000) Varuna, is only slightly smaller, with a radius of 450 +65 −75 km, but is significantly darker, with a measured albedo of only 7.0 Jewitt et al. 2001 ). The proto-Charon presumably formed in a very different environment from the icy satellites. The regions of the solar nebula that were collapsing to form the giant planets were significantly higher in pressure than the surrounding nebula, leading to enrichments of CH 4 relative to CO and to NH 3 relative to N 2 (Prinn 1993) . Thus, the first expectation should be that Pluto and Charon should be more abundant in CO and N 2 than CH 4 and NH 3 , which should be more abundant on the icy satellites. The high N 2 abundance of Pluto is in accord with this scenario, but the existence of CH 4 on the body shows that this simple picture cannot account for all of the compositional variation. Nonetheless, significant compositional differences are expected between objects formed in high-pressure proto-giant-planetary environments and 332 BROWN objects formed in the lower-pressure solar nebula, and by comparing Charon to the similarly sized icy satellites, insight might be gained into these differing regions of the solar nebula.
Charon Spectroscopy
Recent improvements to ground-and space-based telescopes now allow direct spectroscopy of the individual members of the Pluto-Charon system. Spectra of the surface of Charon have now been obtained from the Keck telescope, Subaru telescope, and HST (under two independent programs) ( Figure 10 ). The spectra all differ in signal-to-noise, resolution, reliability, and Charon longitude. A careful understanding of these factors allows us to use the combined information to make a best estimate of the surface composition of Charon. The first published results (Brown & Calvin 2000) , which were obtained at the Keck telescope at a Charon longitude of 90
• (Charon's longitude is defined such that the sub-Pluto longitude is at 0
• and longitudes increase clockwise looking down on the rotational pole), are discussed first, and then these are compared with results from the other telescopes.
Figure 10
Four independent spectra of Charon. The Keck spectrum of Brown & Calvin (2000) is shown as the histogram, the Subaru spectrum of Nakamura et al. (2000) is shown as a solid line, the HST spectra of Buie & Grundy (2000) and Dumas et al. (2001) are shown as squares and triangles, respectively. The two ground-based spectra have been scaled to match the absolute albedo levels of the HST spectra.
CRYSTALLINE WATER ICE As previously found from the mutual event observations, the spectrum of Charon is dominated by the 1.5-and 2.0-µm absorptions of water ice. With the previous crude spectra from the mutual events, the form of the water ice could not be discerned. The new spectra clearly show the additional small 1.65-µm absorption feature redward of the main 1.5-µm absorption that occurs in crystalline water ice but not in amorphous water ice (Fink & Sill 1982) . The existence of ice in crystalline form at Charon is unexpected. At temperatures below 70 K, amorphous ice is the expected stable form for water ice (Jenniskens et al. 1998) , and crystalline water ice is turned into amorphous form under bombardment from solar ultraviolet radiation on short timescales (Kouchi & Kuroda 1990) .
Many of the same arguments for the expectation of amorphous ice on Charon hold for the satellites of Uranus, yet spectroscopy shows that the water ice on these satellites is also in crystalline form (Grundy et al. 1999) . The mechanism causing the ice to be in crystalline form on Charon is likely to be the same on these other satellites.
One method of making water ice condense into crystalline form rather than amorphous even at low temperatures is to condense it slowly. At Charon's temperature, condensation at a rate of approximately 1 cm h −1 or slower will preserve the ice in crystalline form (Jenniskens et al. 1998) . Brown & Calvin (2000) suggest that crystalline ice on the surface of Charon could be caused by continuous micrometeorite impact vaporization and the subsequent recondensation of crystalline ice. If this process occurs faster than the radiation-induced transformation to amorphous ice, the surface could be maintained in crystalline form. Without knowing the timescale for either micrometeorite bombardment or irradiation amorphization, it is difficult to determine the feasibility of this scenario. Nonetheless, the presence of crystalline water ice on all of the well-studied icy satellites in the outer Solar System confirms that some ubiquitous mechanism such as impacts is likely responsible.
ABSORPTION AT 2.2 µm Models consisting of only crystalline water ice and a dark spectrally neutral material reproduce all of the major features of the Keck spectrum of Charon except at the 2.2-µm peak and longward of 2.3 µm. Figure 11 shows a spectral model consisting of spatially distinct regions of water ice and dark material using the optical constants of water ice at a temperature of 50 K measured by Grundy & Schmitt (1998) and assuming the reflectance spectroscopic theory of Hapke (1993) . The model shown has a 70% coverage of water ice, with grain sizes of 30 µm and a 30% coverage by a dark spectrally neutral material, but because there are few water bands to fit and their absorption strengths do not vary considerably, many different combinations of grain size and water ice coverage would fit the data equally well. No grain size or combination of grain sizes can make the model fit the 2.2-µm region, however.
Before considering possible causes of this absorption, all spectra are compared to determine the reality of the feature. Buie & Grundy (2000) obtained spectra at Charon longitudes of 43, 131, 230, and 318 • with HST. The spectral resolution is approximately 50% lower than that of the Keck observations,
334
BROWN
Figure 11
The Keck spectrum of Charon compared with the best-fit water ice model. Although different grain sizes and ice abundances can lead to adequate fits of most regions of the spectrum, the mismatch at 2.2 µm and beyond 2.3 µm cannot be explained by water ice.
whereas the signal-to-noise ratio per pixel is generally similar to that of the Keck observations (in regions where terrestrial water vapor is highly absorbing, however, the signal-to-noise ratio of the Keck spectra is lower). Figure 12 compares the Keck and HST spectra and shows that the two spectra are generally consistent but that the lower resolution of the HST spectrum partially masks the sharp appearance of the 2.2-µm absorption and instead makes it appear that there is a broad or continuous absorption beyond ∼2.0 µm. The more recent results from the Dumas et al. (2001) HST observations and the Nakamura et al. (2000) Subaru observations, however, confirm the presence of a distinct 2.2-µm absorption rather than a broad absorption. Dumas et al. suggest that the leading hemisphere of Charon (longitude of 90
• ) has a distinct 2.2-µm absorption, whereas the trailing hemisphere (longitude of 270
• ) does not. The signal-to-noise ratio of their spectrum is lower than that of the Keck or other HST spectrum (the instrument and therefore resolution is identical to Buie & Grundy) , but the absorption appears at the level of several standard deviations. One explanation for the discrepancy between the two HST spectra is that the 2.2-µm absorption is strongest on the leading hemisphere of Charon. The Buie Figure 12 A comparison of the 2.2-µm region of the four Charon spectra. The spectra are distinguished as in previous figures and are offset by the labeled amounts for clarity. The spectral resolution of the observation increases from bottom to top (with the top two HST spectra identical in resolution). The two higher-resolution ground-based spectra show evidence of the 2.2-µm absorption, as does the top HST spectrum, though the signal-to-noise ratio of that spectrum is low. & Grundy HST observations were averaged over four longitudes (none of which was centered on 90
• ) so a 2.2-µm absorption occurring only at 90
• would have been degraded. The one Buie & Grundy spectrum taken at 230
• shows a hint of the absorption, though the signal-to-noise ratio of the individual spectrum is not high. The Subaru spectrum is of the same 90
• longitude as the Keck and Dumas et al. HST spectra, and at much higher spectral resolution, clearly shows a distinct 2.2-µm absorption, though the overall calibration of the Subaru spectrum does not agree with any of the other three spectra. The distinct 2.2-µm absorption, first reported by Brown & Calvin, thus appears to be a real feature of Charon's spectrum, and is possibly strongest on the leading hemisphere.
Brown & Calvin, Buie & Grundy, and Dumas et al. each considered different possibilities for absorption in this spectral region. Buie & Grundy sought a substance with a broad absorption beyond 2.0 µm, but because the higher resolution spectra show that the absorption is distinct rather than broad, those substances are not considered here. Brown & Calvin considered all ices previously observed BROWN on or proposed for Solar System bodies and the interstellar medium. In addition, they considered all other simple combinations of H, C, N, and O, the four most abundant molecule-forming elements in the Solar System, and more complex hydrocarbons such as tholins and kerogens, which have long been considered plausible causes for the low albedo surfaces in the outer Solar System. Given the recent reports of hydrated minerals on the icy satellites of Jupiter (McCord et al. 1999) they also considered all common terrestrial rock-forming minerals. Of all of these possible constituents, only HCN, NH 3 , NH 3 · 2H 2 O (ammonia hydrate), and alumino silicate clays have distinct absorption features in the 2.2-µm region. Dumas et al. came to similar conclusions about the nature and shape of the absorption and considered in detail HCN and ammonia hydrate. Figure 13 shows the spectra of these materials and compares them to the Keck and higher-resolution Subaru spectra of Charon. Detailed modeling by Brown & Calvin showed that the clays have a band center shifted too far blueward to fit Charon's spectrum and that the HCN absorption is far too broad to account for the distinct 2.2-µm absorption.
Figure 13
Spectra of clays and ices with absorptions at 2.2 µm (from Brown & Calvin 2000) , compared with the Keck and Subaru Charon spectra. Each spectrum (except for Subaru) is offset by 0.5 in reflectance from the lower spectrum. The dashed vertical lines show the extent of the observed absorption. None of the individual spectra matches the absorption, but a combination of ammonia and ammonia hydrate provides a good fit to the spectra.
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Dumas et al. reach a similar conclusion regarding the width of the HCN absorption (though at their lower spectral resolution the differences are harder to distinguish, and indeed, even the alumino silicate clays, which they did not consider, would provide an adequate fit). The higher-resolution spectrum from Subaru agrees well with the moderate-resolution spectrum from Keck (other than uncertain intensity calibration) and conclusively shows that the absorption produced by the clays is insufficient to explain the 2.2-µm absorption and that the width and shape of HCN cannot explain the absorption.
The only substance found by Brown & Calvin, Buie & Grundy, or Dumas et al. that can adequately match the width and shape of the 2.2-µm absorption is a combination of pure ammonia and ammonia hydrate. Ammonia hydrate by itself has a 2.2-µm absorption similar to those of the clays, and thus cannot explain the spectrum of Charon, but pure ammonia ice has an absorption shifted redward from the hydrated form. A combination of the two ices creates an absorption with the correct width and shape to explain the feature observed on Charon. In addition, all other absorption features of ammonia and ammonia hydrate correspond to strong water ice absorptions, so the spectral signature of water ice is not disturbed elsewhere, as seen in the preferred Brown & Calvin model consisting of water ice (44% surface coverage), ammonia (1%), ammonia hydrate (24%), and a dark neutral material (32%) (Figure 14) . Encouragingly, this spectral model, which was developed to match the moderate resolution Keck spectrum, does an excellent job of reproducing the detailed structure seen in the higher-resolution Subaru spectrum. The Dumas et al. HST spectrum is better fit by a model that does not include the extra 2.25-µm absorption from pure ammonia ice, but the agreement between the Keck and Subaru data on the presence of 2.25-µm absorption suggests that the discrepancy between those spectra and that of Dumas et al. is caused by the lower signal-to-noise ratio of the Dumas et al. data. Although the match of the spectra with ammonia ices is good, the identification is not unique. It remains possible that some not yet considered substance is the true cause of the absorption. High priority should be given to obtaining high-quality high-resolution spectra of the full near-infrared range for both hemispheres of Charon. The ammonia ices have subtle features throughout this spectral range that are difficult to identify in a single spectrum, but might become obvious by their changes from one hemisphere to the other. In the meantime, ammonia ices are a good tentative match. Their consequences are considered below.
AMMONIA ICES Ammonia should not be particularly abundant in the low-pressure solar nebula; equilibrium chemistry drives nitrogen toward N 2 . Some ammonia must remain, however, because comet Hale-Bopp was seen to have an ammonia abundance of ∼1% compared with water (Bird et al. 1997) . Assuming the protoPluto and Charon were formed in similar regions of the nebula as comets, their ammonia abundances should be similarly small. Yet, the best-match Charon model has a surface approximately one quarter covered with ammonia ices. This discrepancy suggests that ammonia can be at best a surficial covering on the satellite.
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Figure 14
The Keck (histogram) and Subaru (offset line) spectra of Charon compared with an ammonia ice model. The model is a combination of water ice (44% surface coverage), ammonia (1%), ammonia hydrate (24%), and a dark neutral material (32%). The model provides a good match to the 2.2-µm region; no attempt was made to fit the absolute albedo levels below 2.0 µm. Note that the absorption past 2.35 µm, seen in the spectra of most icy satellites, is still not fit.
A surficial covering can be of either exogenic or endogenic origin. Based on the potential leading-trailing asymmetry of the appearance of ammonia and the analogy with similar asymmetries seen in the Galilean and Saturnian satellites, Dumas et al. explore an exogenic possibility related to nitrogen on Pluto. They suggest that the escape and subsequent ionization of N 2 from Pluto could lead to ions becoming implanted preferentially in the leading hemisphere of Charon. This ion bombardment could also provide the energy required to form ammonia from the water ice and nitrogen ion surface. That such chemistry is possible has not been demonstrated; Lanzerotti et al. (1984) have shown that energetic ion bombardment leads to the breakdown, rather than build up, of ammonia with water ices. In addition, there is no reason to expect ions to bombard the surface of Charon at high energy or preferentially on one side. At Jupiter, for example, a primary energy source for the ions is the fact that they are created far out in Jupiter's magnetic field (dominantly at the location of Io) and are quickly accelerated to corotate with the much more quickly moving magnetic field. These high-energy ions then preferentially bombard the trailing hemispheres of the satellites. On Pluto, in contrast, the ion source would be the planet itself, so little acceleration would need to happen. In addition, Charon orbits Pluto at the same speed as that of Pluto, and thus any magnetic field, rotates. Any ions trapped in the magnetosphere would therefore be going at approximately the same speed as Charon and would neither preferentially bombard one hemisphere nor implant with high energy. Although this mechanism has some appeal because of the large potential source of nitrogen from Pluto, it appears unlikely.
Brown & Calvin suggest an endogenic origin for ammonia. They note that ammonia ices have long been predicted to be an important component of icy satellites in the outer Solar System (Lewis 1971) . The discovery by Voyager that even relatively small satellites, with interiors too cold to melt pure ice, have had complex geologic histories led to the realization that ammonia-water mixtures, because of their lower melting temperatures and higher viscosities than pure water, may be responsible for the activity seen on these bodies (Stevenson 1982 , Schenk 1991 , Kargel et al. 1991 , Durham et al. 1993 ). Both Ariel (Figure 15) and Umbriel, the two satellites most similar in size and albedo to Charon, exhibit a variety of surface geologic units including cratered plains and fault valleys whose floors suggest infilling by erupted and flowing materials similar to terrestrial volcanic flows (Croft & Soderblom 1997) . Charon should have experienced similar amounts of accretional heating in the past, in addition to any extra heating from tidal evolution of the Pluto-Charon system, so similar geological activity on this body is expected. The detection of ammonia ices on Charon would suggest that such ices play an important role in geological activity on icy bodies in the outer Solar System. The major difficulties faced by the volcanic scenario are (a) that ammonia ices are destroyed by irradiation (Lanzerotti et al. 1984) , so are not expected to exist on a satellite surface for an extended period of time; and (b) ammonia ices have never been detected on any of the other satellites for which they have been hypothesized to have caused geological activity. The apparent radiation destruction of ammonia is an important constraint; if ammonia is not stable in space environments, its apparent spectroscopic identification must be in error. Nonetheless, the same statement can be made about crystalline water, which should not be stable on the surface of Charon. Clearly, the understanding of the stability of ices in the space environment is incomplete, so this constraint should be taken with caution. For example, given the long times available on planetary surfaces, the products of ammonia irradiation possibly eventually recombine to reform the original ammonia.
The second difficulty is that ammonia has not been detected on any of the other icy satellites on which it has been hypothesized to have been an important geological driver. Brown & Calvin show, however, that ammonia ices are sufficiently volatile that they would have long ago evaporated from the surface of any of the icy satellites except for those of Uranus. The highest-quality published spectra of the Uranian satellites (Grundy et al. 1999 ) have sufficiently low signal-to-noise in the 2.2-µm region that the presence of a 2.2-µm absorption cannot be determined BROWN Figure 15 The surface of Ariel, a satellite of Uranus with size, spectrum, and albedo similar to Charon. The smooth areas inside the large crack systems are hypothesized to be due to ammonia-water cryovolcanic resurfacing. The same processes could have operated on Charon, possibly leading to a similar-looking surface.
(see below). An additional observational priority should be the acquisition of highresolution, high signal-to-noise spectra of the Uranian satellites to allow detailed comparison with the spectrum of Charon.
Relationship of Charon to Other Icy Bodies
This section began with the philosophy that because of its formation in the lowpressure solar nebula, Charon should be more like the dark KBOs in composition than the icy satellites. Spectroscopically, however, the opposite appears to be true.
Figure 16
A comparison of the spectra of three like-sized bodies: Charon (Brown & Calvin 2000) , Ariel (Grundy et al. 1999) , and the large KBO Varuna (unpublished data of M. E. Brown). The two icy satellites are similar in absolute albedo level and in water ice absorption level. The KBO is significantly darker, with an essentially featureless spectrum. Figure 16 compares the reflection spectra of Charon, Ariel, and the KBO (20000) Varuna, all of which are approximately the same size. The spectrum of Ariel is a close match in both features and albedo level to that of Charon. The spectrum of Varuna is featureless and significantly darker. For many years speculation has suggested that as KBOs approach the size of Charon they should begin to approach the spectrum and albedo of Charon also, but the features of Varuna clearly dash these expectations.
KBOs are thought to be dark because of the darkening of organic ices exposed to irradiation (similar to that discussed above for tholins; Strazzulla & Palumbo 1998) . But the icy satellites have been exposed to an irradiation environment similar to that of the Kuiper belt, so why are they bright? Presumably, the answer lies in the different chemistry in the satellite-forming nebula discussed above. The elevated temperatures and pressures must have removed whatever organic components are responsible for darkening, allowing the icy satellites to stay bright even under irradiation. Why, then, is Charon, which presumably formed in regions similar to those in which KBOs formed, also bright? The only reasonable hypothesis seems to be that the heat generated in the Charon-forming collision was sufficient to remove
