This paper studies the M/M/s + M queue, i.e., the M/M/s queue with customer abandonment, also called the Erlang-A model, having independent and identically distributed customer abandon times with an exponential distribution (the +M), focusing on the case in which the arrival rate and the number of servers are large. The goal is to better understand the sensitivity of performance to changes in the model parameters: the arrival rate, the service rate, the number of servers, and the abandonment rate. Elasticities are used to show the percentage change of a performance measure caused by a small percentage change in a parameter. Elasticities are calculated using an exact numerical algorithm and simple finite-difference approximations. Insight is gained by applying fluid and diffusion approximations. The analysis shows that performance is quite sensitive to small percentage changes in the arrival rate or the service rate, but relatively insensitive to small percentage changes in the abandonment rate.
Introduction
Motivated by telephone call centers and more general customer contact centers, in this paper we study the multiserver queue with customer abandonments, focusing on the case in which the arrival rate and the number of servers are large; see Garnett et al. (2002) , Gans et al. (2003) , and Borst et al. (2004) for background. In particular, we consider the relatively elementary M/M/s + M model, also known as the Erlang-A model, having a Poisson arrival process with arrival rate , independent and identically distributed (i.i.d.) service times (independent of the arrival process) with an exponential distribution having mean 1/ , s homogeneous servers working in parallel, unlimited waiting room, i.i.d. customer abandon times (independent of the arrival and service processes) with an exponential distribution having mean m a = 1/ (the +M), and the first-come first-served service discipline. Abandonment is recognized as an important feature in call centers, and the i.i.d. assumption for the abandon times is natural for the invisible queues occurring in call centers.
In this paper, we study the sensitivity of performance in the Erlang-A model to changes in the model parameters. In doing so, we were motivated by a statistical approach proposed by Pierson and Whitt (2006) to approximate the steady-state performance of the more general M/GI/s + GI model, having general service-time and time-to-abandon distributions. Whitt (2005) previously proposed approximating the M/GI/s + GI model by the purely Markovian M/M/s + M n model, having i.i.d. exponential service times with the same mean and general state-dependent abandonment rates. The total abandonment rate when there are k customers waiting in queue, k , is approximated by
where h x ≡ f x / 1 − F x is the hazard function associated with the time-to-abandon cumulative distribution function (c.d.f.) F , having probability density function f . Alternatively, one could use more complicated exact abandonment rates in the M/M/s + GI model determined by Brandt and Brandt (2002) . (The general approach of a state-dependent Markovian approximation was proposed by Brandt 1999, 2002 , but the specific approach to the M/GI/s + GI model in Whitt 2005 is different.) Given that the M/M/s +M n model can provide a good approximation to the M/GI/s + GI model, it is natural to consider directly using the M/M/s + M n model, without making direct reference to the exact time-to-abandon distribution. Pierson and Whitt (2006) investigate how such a direct M/M/s + M n model fit can work by simulating various M/GI/s + GI models, directly estimating statedependent abandonment rates from the simulation output, Operations Research 54(2), pp. 247-260, © 2006 INFORMS and then using the M/M/s + M n algorithm in Whitt (2005) with these estimated abandonment rates. With ample data (long simulation runs), the exact state-dependent abandonment rates estimated in that way were found to be close to the approximation in (1.1), which provides additional support for the approximation in (1.1). The approximate performance was also close to the performance of the original M/GI/s + GI model. The statistical procedure also performed quite well with only limited data.
The effectiveness of the statistical procedure with limited data clearly depends in part upon the sensitivity of performance in the M/M/s + M n model to inaccuracies, or small changes, in the abandonment rates. That led to the present study: We wanted to see if performance in the M/M/s + M n model is indeed relatively insensitive to small changes in the abandonment rates. In this paper, we address that question for the M/M/s + M special case. Our results here show that indeed the performance is remarkably insensitive to changes in the abandonment rate.
The first issue is how to evaluate the sensitivity. The natural direct approach is to calculate derivatives of performance measures with respect to the parameters, but it is difficult to interpret the derivatives. To aid interpretation, we follow the long tradition in economics and look at elasticities. Paralleling the price elasticity of demand, we look at elasticities such as the arrival-rate elasticity of the abandonment probability. The elasticity is the derivative of the performance measures (regarded as a function of the model parameter) multiplied by the parameter, divided by the performance measure itself. For example, if f is the abandonment probability P Ab as a function of the arrival rate , having derivative f , then the arrival-rate elasticity of the abandonment probability is
it shows the percentage change in the abandonment probability resulting from a small percentage change in the arrival rate. Very crudely, the sensitivity may be judged as large or small depending on whether the elasticity is greater than or less than 1. The second issue is how to calculate the derivatives. The natural direct approach is to differentiate formulas for the performance measures, but we do not do that. When convenient formulas are available, it is natural to directly differentiate them, but the method is limited to those performance measures for which tractable formulas are available. Instead, we use the exact numerical algorithm for the M/M/s + M model in Whitt (2005) and simple finitedifference approximations; i.e., we approximate the derivative by
for small positive h. We verify accuracy by performing the calculation for different intervals h, e.g., h = 10 −j for j = 3 4 5. In this paper, we show that the numerical algorithm is indeed effective for calculating the derivatives and the associated elasticities. It is significant that the numerical algorithm has a wider scope than we exploit here. First, it applies directly to more general M/GI/s + GI models as an approximation. In that setting, it can be used to investigate sensitivity of performance to other parameters. For example, the same methods can be used to study sensitivity to variability. That can be accomplished in a variety of ways. One way is to work with two-parameter families of service-time or time-to-abandon distributions, such as gamma or lognormal, and differentiate with respect to the squared coefficient of variation (CSQ, variance divided by the square of the mean) of the distribution. It is convenient to work with CSQs because they measure variability independent of scale (the mean).
We also show that useful insight can be gained from heavy-traffic diffusion and fluid approximations. Especially useful are the diffusion approximations arising in the quality-and-efficiency-driven (QED) many-server heavytraffic limiting regime developed by Garnett et al. (2002) . Those approximations are easy to work with and are remarkably accurate. Moreover, the QED approximations tell an interesting story: The arrival-rate and service-rate elasticities of the diffusion approximations for the standard performance measures are all of order O √ s as s → , while the abandonment-rate elasticities of the diffusion approximations for the same performance measures are all of order O 1 . Analysis of the elasticities of the diffusion approximations shows that performance in the M/M/s +M model for large s (in the QED regime) is remarkably sensitive to changes in the arrival rate or the service rate, but remarkably insensitive to changes in the abandonment rate. We also investigate elasticities associated with deterministic fluid limits in the efficiency-driven (ED) many-server heavy-traffic limiting regime, drawing upon Whitt (2004 Whitt ( , 2006a . In contrast to the QED regime, in the ED regime all the elasticities are of order O 1 as s → . However, the abandonment-rate elasticities approach 1, whereas the others approach a limit that explodes as the traffic intensity approaches 1, the critical value for stability without abandonment. Therefore, we see another view of the same phenomenon in the ED regime.
The different degrees of sensitivity have implications for our concern about the underlying model in applications. When the sensitivity of performance to a parameter is high, we should worry more about uncertainty about that model parameter, because the consequences from errors in specifying that parameter will be greater. Because the sensitivity to the arrival rate in the M/M/s + M model is relatively large, we should be concerned about uncertainty about the arrival rate. That suggests that it may be wise to directly address uncertainty about the arrival rate in the analysis, as has been done in Whitt (2006b) .
There is a substantial body of related literature: The sensitivity issue is closely related to the issue of model continuity or stability; the object there is to conclude that performance is a continuous function of a model parameter or a model distribution; e.g., see Whitt (1980) , Chapter 5 of Kalashnikov and Rachev (1990) , Rachev (1991) , and the references therein. Sensitivity goes beyond continuity to focus on derivatives. The sensitivity issue for Erlang models (A, B, and C) is also related to the convexity issue for these models; see Harel (1990) , Harel and Zipkin (1987) , Jagers and van Doorn (1991) , and the references therein. Earlier papers that focus on many-server heavy-traffic scaling are Erlang (1924) , Jagerman (1974) , and Halfin and Whitt (1981) . Sensitivity of performance in the G/G/1/C model was studied via derivatives of the Brownian heavy-traffic approximation in §9 of Berger and Whitt (1992) . Sensitivity of performance to the servicetime distribution beyond its mean in the M t /GI/s/0 loss model with time-varying arrival rate was studied by Davis et al. (1995) . For more on the Erlang-A model and generalizations, see Brandt (1999, 2002) , Garnett et al. (2002) , Mandelbaum and Zeltyn (2004) , Whitt (2004 Whitt ( , 2005 Whitt ( , 2006a , and the references therein.
The rest of this paper is organized as follows: In §2, we start by applying the QED diffusion approximation in Garnett et al. (2002) to investigate the sensitivity. In §3, we apply the alternative ED fluid approximation from Whitt (2004 Whitt ( , 2005 to gain further insights. In §4, we conduct numerical experiments, applying the algorithm in Whitt (2005) to calculate the elasticities in a range of cases. There we demonstrate that the scaling discussed in previous sections indeed provides valuable insight. In §5, we conduct subsequent experiments to study the sensitivity of state-dependent abandonments to the total-abandonmentrate function for large queue lengths. We show that performance tends to be quite insensitive to such changes as well.
Insights from the QED Many-Server
Heavy-Traffic Limit
In this section, we apply a diffusion approximation to investigate the sensitivity of the Erlang-A model to the model parameters: the arrival rate , the service rate , the number of servers s, and the individual customer abandonment rate . Specifically, we apply the diffusion approximation obtained by Garnett et al. (2002) via the many-server heavy-traffic limit in the QED limiting regime, which is also known as the Halfin-Whitt limiting regime, because corresponding results for the Erlang-C model (without abandonments) were previously obtained by Halfin and Whitt (1981) .
In the QED limiting regime, the arrival rate, , and the number of servers, s, are allowed to increase toward infinity, with the mean service time 1/ held fixed, so that the traffic intensity ≡ /s approaches 1 and As is usually the case with stochastic-process limits (e.g., see §5.5 of Whitt 2002), the scaling leading to the stochastic-process limit is the most important part, assuming that the conditions of the limiting regime indeed prevail. From the scaling alone, we will see that the elasticities of all the standard performance measures with respect to , , and s (regarding s as a continuous variable) are all of order O √ s as s → , whereas the elasticities with respect to the abandonment rate are all of order O 1 . The practical implication is that the performance in the QED regime is substantially less sensitive to small percentage changes in than to small percentage changes in the other parameters.
The importance of the QED many-server limiting regime specified by (2.1) is highlighted by the fact that the probability of delay approaches a limit strictly between 0 and 1 as s → if and only if the limit in (2.1) holds; see Theorem 4 of Garnett et al. (2002) . Let W denote the steady-state waiting time (with dependence on the parameters suppressed in the notation). If (2.1) holds, then
where
and h is the standard-normal hazard function, defined by The QED approximation for the probability of delay is obtained by replacing the limits in (2.1) and (2.2) by equality; i.e., Garnett et al. (2002) . From a practical perspective, (2.5) provides a valuable simplification, because the two parameters and s have been replaced by the single parameter . From §5.2 of Garnett et al. (2002) , we also obtain the following approximation for the conditional abandonment probability:
where h is again the standard-normal hazard function in (2.4). Note that the parameters and appear in (2.5) and (2.6) only via / . We now simplify the approximation in (2.6). For that purpose, it is convenient to define a family of functions associated with the normal c.c.d.f.
c . For a real-valued function of a real variable, f , let f denote its derivative. Then, let
We apply a one-term Taylor-series expansion to obtain the following asymptotically equivalent (as s → ) version of (2.6):
where h 2 is defined in (2.7). In particular, the two approximations approach a common limit as s → after multiplying by √ s.
The family of functions in (2.7) is also convenient to express the elasticities. For example, combining (2.7) and (2.8), we obtain an expression for the arrival-rate elasticity of the conditional probability of abandonment given that a customer is delayed, namely,
Given results for P W > 0 and P Ab W > 0 , we obtain results for related quantities through the exact relations
The following elementary proposition about elasticities explains the consequences of the relations in (2.10). It also shows that it does not matter whether we work with the given parameters or their reciprocals; e.g., we could work with either the abandonment rate or the mean time to abandon, m a ≡ 1/ . Let f g x ≡ f g x denote function composition.
Proposition 1 (Basic Elasticity Properties). Let f and g be positive differentiable functions of a real variable x and let c be a real number. Then, (a)
We now investigate how the diffusion approximations for the elasticities behave as s → in the QED regime specified by (2.1). For that purpose, the key function in (2.5) is not w, but : The key is the way depends on the parameters and s, with the understanding that /s → as s → . The performance measures are functions of , but because is not necessarily positive, we cannot always apply Proposition 1(d). Instead, we apply
where is the parameter of interest. For a differentiable real-valued function of two real variables, g ≡ g , let the partial derivative with respect to , g/ , be denoted by g . Note that
(2.12) and
We say that two real-valued functions of a real variable, f and g, are asymptotically equivalent (at + ), and write f ∼ g as x → , if f x /g x → 1 as x → . As a consequence of (2.13), in the QED limiting regime specified by (2.1), we have
The asymptotic relations for the function in (2.14) explain the asymptotic form of the elasticities of the performance measures with respect to the parameters , , and s. When we let = 1, all three are asymptotically equivalent except for the sign.
To be more concrete, we give additional details. We state results for an arbitrary function with certain properties. The assumed properties cover the diffusion approximations of all the performance measures above: P W > 0 in (2.5), P Ab W > 0 in (2.8), P Ab in (2.10), EW in (2.10), and EQ in (2.10). Below we regard s as a real variable, not restricted to integer values. We now state a general proposition, whose proof follows from elementary calculus, and will thus be omitted.
Proposition 2 (General Form of Elasticities in the QED Limiting Regime). Consider differentiable realvalued functions of several real variables:
where it is understood that the function f depends on the variables and s only through , while the function does not depend on them at all. Then, the elasticities take the form
where C i are functions of and , but not or s. In particular, 
Corollary 2.1 substantiates the claim made earlier: When the number of servers gets large in the Erlang-A model, operating in the QED regime, the performance measures tend to be highly sensitive to changes in the arrival rate, the service rate, or the number of servers, but relatively insensitive to changes in the abandonment rate, as measured by elasticities.
The right pictures should tell the story. However, plotting is a bit subtle. For example, it is difficult to see the effect of changing the arrival rate by simply plotting the performance as a function of the arrival rate. That is so, because by using the arrival rate as the independent variable, we automatically fix the scale. If we instead plot the performance as a function of the traffic intensity, then the independent variable corresponds to the percentage change in arrival rate. To illustrate, we plot the diffusion approximation for the delay probability, P W > 0 , in (2.5) as a function of the traffic intensity in Figure 1 . Figure 1 shows the growing sensitivity to the arrival rate that we have previously described in other ways. For example, the slope at = 1 00, where P W > 0 ≈ 0 50 in all three cases, is 0.125, 0.400, and 1.25, respectively, when s = 10, s = 100, and s = 1 000. The sensitivity can be understood from the basic QED scaling in (2.1) in the following way: For any given s, the relevant values of are
Thus, is of order s, but changes in the delay probability, going from 0 to 1, take place over an interval of length O √ s . Consequently, the elasticity should be of order O √ s , because the derivative is roughly of order O 1/ √ s , the performance measure itself is roughly of order O 1 , and the parameter is of order O s .
Figure 1.
The diffusion approximation for the delay probability, P W > 0 , in (2.5) as a function of the traffic intensity for three different numbers of servers: s = 10, s = 100, and s = 1 000. Traffic intensity Delay probability, P(W > 0)
Note. The other parameters are fixed at = = 1. Changes in correspond to percentage changes in the arrival rate.
Remark 2.1 (Contrast with Scaling in Direct Asymptotics). It is useful to contrast the asymptotics of the elasticities with the asymptotics of the performance measures themselves. In the QED limiting regime, specified by (2.1), the performance measures themselves have limits with different scaling. In particular, in the QED regime, the following scaled performance measures converge to finite positive limits:
The elasticities have meaning independent of this scaling. The elasticities being of order O √ s implies that the sensitivity of performance to the parameters is growing as s increases, regardless of the direct scaling of the performance measures: An x% change in the parameter produces an increasing percentage change in the performance measure as s increases, given the QED condition (2.1).
Remark 2.2 (The Erlang B and C Models). The results in this section also apply to the Erlang-B and C models as special cases. We obtain the Erlang-B model from the Erlang-A model if we let → ; we obtain the Erlang-C model from the Erlang-A model if we let → 0, assuming that > 1 in (2.1). When we let → to approach the Erlang-B model, the abandonment becomes the blocking, and the delay probability P W > 0 approaches the blocking probability P Bl ; i.e., as → ,
On the other hand, as → 0,
In these two cases, the two limits-on s and on -can be done in either order, although we do not verify that here. Direct QED many-server heavy-traffic limits for these two special cases are established in Erlang (1924 ), Jagerman (1974 , Srikant and Whitt (1996) , and Halfin and Whitt (1981) . Then, the abandonment rate ceases to be a relevant parameter. We deduce, either directly or by taking limits on of quantities here, that the arrival-rate, service-rate, and number-of-server elasticities of the basic performance measures are again of order O √ s as s → , assuming that (2.1) holds (with > 0 for the Erlang-C model).
Remark 2.3 (Iterated Limits).
In this section, we considered approximations generated from the heavy-traffic limits. Then, we consider the derivatives of those approximations with respect to the parameters. We thus consider two limits, first, letting s → with the associated condition, (2.1), and second, we take the derivative, which is tantamount to letting h → 0 in the difference approximation in (1.3). It remains to interchange the order of the limits; i.e., it remains to consider the limits in the order lim s→ lim h→0 instead of the order lim h→0 lim s→ . That is, it remains to establish heavy-traffic limits for the derivatives and elasticities themselves. It is intuitively clear that such heavy-traffic limits should be valid in the setting of the M/M/s + M model, but it remains to provide proofs.
Insights from the ED Fluid Limit
In this section, we apply the many-server heavy-traffic fluid limit in the ED limiting regime to obtain additional insights into the sensitivity of performance to model parameters. Here we draw upon Whitt (2004) . The key theoretical results for the Erlang-A model follow from more general limits for state-dependent Markovian queues in Mandelbaum and Pats (1995) . The fluid approximation in Whitt (2006a) makes it possible to perform similar analyses for the more general G/GI/s + GI model.
In the ED many-server heavy-traffic limiting regime, we again let → and s → , but now we let the traffic intensity approach a finite limit greater than 1. Here we will fix the traffic intensity, letting
Because of the abandonments, a proper steady-state distribution exists for all > 1. Now plays the role of the QOS-parameter in (2.1). Unlike , the quality of service gets worse as increases.
In the ED regime, there is both a fluid limit and a refined diffusion limit. Here we will focus on the elementary fluid limit. The ED fluid approximations for the basic performance measures are
Paralleling (2.13), from (3.1) we obtain
Paralleling Proposition 2 and Corollary 2.1, we have Proposition 3 (Elasticities in the ED Limiting Regime). In the ED limiting regime specified by (3.1), the fluid approximations in (3.2) satisfy
and P Ab = 0;
and
From Proposition 3, we see again that the sensitivity of performance is much greater for the parameters , , and s than for . However, the QED and ED stories are quite different: In the QED regime, the arrival-rate, service-rate, and number-of-server elasticities are all of order O √ s as s → , whereas in the ED regime they are all of order O 1 as s → . That is not hard to understand, because the two regimes are quite different: In the QED regime, the traffic intensity is much closer to the critical value = 1. From Proposition 3, we also see that the arrival-rate, service-rate, and number-of-server elasticities are greatest when is close to the critical value = 1; the elasticities decrease as increases above that critical value.
Remark 3.1 (Contrast with the Standard SingleServer Queue). It is well known that the many-server queue is quite different from the standard single-server queue. One way to see the difference is to look at the elasticities. Hence, we now briefly discuss the standard M/M/1 queue. Sensitivity of the general single-server queue, G/G/1/C, to the key parameters was studied previously via the Brownian heavy-traffic approximation in §9 of Berger and Whitt (1992) .
In the M/M/1 queue, the formulas for the basic performance measures are
as → 1. From (3.9) and (3.10), we see that the exact M/M/1 elasticities behave much like the fluid approximations for the elasticities in the M/M/s + M model with > 1. However, here we have < 1 instead of > 1. In both cases, the absolute values of the arrival-rate and service-rate elasticities are of the form 1/ 1 − .
Numerical Calculations
In this section, we show that it is also possible to calculate the exact values of the derivatives and the elasticities for the Erlang-A model by exploiting the exact numerical algorithm in Whitt (2005) . That algorithm was primarily intended to serve as an approximation for the more general M/GI/s/r + GI model, but it also yields an exact calculation for the M/M/s/r + M special case. (Here we let the finite waiting room r be sufficiently large so that the blocking is negligible.) We start with a base case, in which = s = 100 and = = 1, and then consider several variations of that base case, aiming to substantiate the main conclusions of § §2 and 3, and show the impact of key parameters, such as s and . Throughout all these numerical experiments we fix the service rate at = 1 (which is without loss of generality, because we are free to choose the measuring units for time).
We calculate the derivatives by using the elementary method of finite differences, as indicated in (1.3) . Given that the function f is indeed differentiable, the finite-difference approximation is asymptotically correct as h → 0. Given that we can calculate f with high accuracy, we should have no difficulty calculating the derivative. We can verify accuracy by performing successive calculations with different intervals h.
We also approximate the second derivative by
again for small positive h. With standard double precision, the second-derivative calculations will necessarily be less accurate. However, it is easy to determine the accuracy after performing the calculations by just repeating the calculation for several values of h. Given the estimates of the derivatives, we scale to calculate the associated elasticities, as indicated in (1.2). We also calculate scaled second derivatives. We divide the second derivative by the performance measure itself and multiply by the square of the parameter. That coincides with the product of the arrival-rate elasticities of f and f ; i.e., the scaled second derivative with respect to the arrival rate is
If instead we want the arrival-rate elasticity of f , then it can easily be obtained as the ratio f = f / f . We illustrate how the calculations perform by displaying the impact of the interval h upon the elasticities and scaled second derivatives for one case in Table 1 . Specifically, in Table 1 we consider derivatives with respect to the mean time to abandon, m a = 1/ , and thus display the mean-time-to-abandon elasticities and associated scaled second derivatives. (Recall that f m a = − f .) We consider the standard deviation of the steady-state waiting time, SD W , as well as P W > 0 , P Ab , and EW in the base case with = s = 100 and = = 1.
From Table 1 , we see that we obtain three-digit precision for all the elasticities using h = 10 −3 and at least fourdigit precision using any value of h ranging from h = 10 −4 to h = 10 −6 . For the scaled second derivatives, we also obtain three-digit precision using h = 10 −3 , but we do not do much better as h increases, losing precision when h is very small. That should not be surprising, because there is Table 1 .
The impact of the interval h upon estimates of the mean-time-to-abandon elasticities, f m a = 1/ , and associated scaled second derivatives, f m a , of several performance measures in the base case with = s = 100 and = = 1.
Elasticities
Scaled second derivatives division by h 2 in (4.1), and we have used standard double precision in MATLAB. Overall, we regard the simple finite-difference approach as providing ample precision for engineering purposes.
Our first set of experiments consists of nine cases, with three values of s and three values of . We consider s = 10, s = 100, and s = 1 000; and we consider = 10, = 1, and = 0 1. Otherwise, we let = s, so that we are in the center of the QED limiting regime in (2.1) with = 0, where P W > 0 → 1/2 as s → . The values of several basic performance measures in these nine cases are given in Table 2 . As noted in (2.10), the mean waiting time, EW , and the mean queue length, EQ, are constant multiples of Table 3 .
Scaled versions of the performance measures in Table 2 .
Parameters Scaled performance measures the abandonment probability, P Ab , so they are omitted from Table 2 . We include the expected steady-state number of customers in the system (waiting or in service), EN , as well as the standard deviations of the steady-state queue length, QD Q , number in system, SD N , and the waiting time, SD W , as well as previously discussed performance measures. From the QED many-server heavy-traffic limits, we know how these performance measures should be scaled by s in order for the scaled performance measures to be nearly independent of s. We present the corresponding scaled performance measures in Table 3 . After scaling by s in the indicated manner, the performance measures Note. The scaling is as in (4.2).
in Table 3 are approximately independent of s. From Table 3 , we see that the scaling by s is the dominant effect, substantiating conclusions of Garnett et al. (2002) . Table 3 also shows the remaining impact of the parameter . Next, in Table 4 we present the abandonment-rate elasticities of the performance measures in Table 2 (without any additional scaling). Consistent with the conclusions in previous sections, these abandonment-rate elasticities are not large. Indeed, all are less than 1, so that an x percent change in the abandonment rate produces less than an x percent change in any of these performance measures.
Consistent with § §2 and 3, the abandonment-rate elasticities in Table 4 tend to be independent of s. The one exception is the mean number in system EN . As indicated in Table 3 , the appropriate scaling for N is N − s / √ s.
Because we have not used that scaling in Table 4 , it should not be surprising that we do not see elasticities of EN independent of s. Otherwise, the abandonment-rate elasticities are both small and largely independent of s. A similar conclusion holds for the scaled second derivatives, as shown in Table 5 . (There the parameter has been taken to be the mean time to abandon, m a = 1/ .) The arrival-rate and service-rate elasticities of the same performance measures are shown in Tables 6 and 7 . These elasticities have been divided by √ s. From Tables 6 and 7, we see that the arrival-rate and service-rate elasticities indeed become of order O 1 after the additional scaling by √ s. In fact, the absolute values of the arrival-rate and service-rate elasticities mostly fall between 0 25 √ s and 2 5 √ s. A rough approximation for any one of these elasticities is simply √ s.
Paralleling Table 5 , we present the scaled second derivatives of the performance measures with respect to the service rate in Table 8 . The scaled second derivatives have been further scaled by dividing by s. Thus, again, through the second derivatives, we see the strong sensitivity of performance to the service rate as s increases. A similar story holds for the arrival rate.
The initial experiment had = s in all cases. We now want to modify the base case in another way. We now fix the number of servers at s = 100 and the abandonment rate at = 1, and vary the arrival rate. We consider three possible arrival rates: = 90, = 100, and = 110. These cases correspond to = 1, = 0, and = −1 in the QED regime specified by (2.1). For these examples, we also consider the steady-state waiting-time distribution (for all customers).
We display elasticities and scaled second derivatives with respect to the mean time to abandon (reciprocal of the abandonment rate), the arrival rate, and the service rate, respectively, in Tables 9, 10 , and 11. We have not scaled any of these elasticities. As before, the mean-time-to-abandon elasticities of the performance measures considered previously are of order O 1 , in fact less than 1, while the arrivalrate and service-rate elasticities of these performance measures are of order O √ s = 10. In Tables 9-11 we also consider the steady-state waiting-time distribution. The derivative is consistently small for larger arguments, when the probability is already close to 1. Finally, we consider a numerical example to evaluate the fluid approximation in §3. We fix the traffic intensity at = 1 1 and consider three different values of s: s = 100, s = 400, and s = 1 600, with = = 1. The performance measures and arrival-rate elasticities are compared to the fluid approximations in Table 12 . We consider the performance measures discussed in §3, namely, P W > 0 , P Ab = EW , and EQ/s . In these cases, with ED scaling, we see that the fluid approximations in §3 do indeed tell the main story. We also consider scaled standard deviations, SD Q / √ s and √ s/ SD W . The fluid approximation for the queue length is deterministic, so the fluid approx- Table 8 .
The scaled second derivative of several performance measures with respect to the service rate in the Erlang-A model, as a function of the mean time to abandon and the number of servers. Notes. There is extra scaling: The scaled second derivatives have been divided by s. Notes. The service-rate elasticities of EQ and EW coincide with the displayed service-rate elasticity of P Ab . The service-rate elasticities have been scaled by dividing by √ s.
imation for the standard deviation of the queue length is simply 0. (That is not true for the waiting time because of the random delay experienced by abandoning customers.)
The observed regular behavior after scaling by √ s reflects refined diffusion approximations stemming from stochasticprocess limits in the ED regime, as in Whitt (2004). We do not elaborate here.
Sensitivity to Abandonment Rates at Large Queue Lengths
In Pierson and Whitt (2006) , M/GI/s + GI models are approximated by purely Markovian M/M/s + M n models, having state-dependent arrival rates, by using the known mean arrival rate and service rate, and by statistically fitting the total state-dependent arrival rate to observed abandonment rates. An initial estimate for the total arrival rate when there are k customers waiting in queue is the observed number of abandonments when there are k customers waiting in queue, divided by the total time during which there are k customers waiting in queue. Note. The number of servers is s = 100 and the abandonment rate is = 1. 
Note. The number of servers is s = 100 and the abandonment rate is = 1. Note. The number of servers is s = 100 and the abandonment rate is = 1. Notes. The lower bounds reduce the number of waiting spaces, r , while the upper bounds make the total abandonment rate constant after a cutoff level, c.
Subsequently, refined estimates for the total abandonmentrate function can be obtained by fitting functions of k to the data, e.g., quadratic functions.
In that work, we observed that the performance is relatively insensitive to the state-dependent total-abandonment rates for large queue sizes, especially for large queue sizes that rarely occur (and for which the statistical estimates are unreliable). Similar insights are contained in Mandelbaum and Zeltyn (2004) . In support of that conclusion, in this section we investigate the sensitivity to total-abandonment rates at large queue lengths in the M/M/s + M model.
In the M/M/s + M model, the total abandonment rate when there are k customers waiting in queue is exactly k for all k 0. We investigate the sensitivity to the total abandonment rate for large queue lengths by constructing loose lower and upper bounds. (Thus, we are considering big changes in the total arrival-rate function in a certain part of its domain.) A lower bound for the steady-state queue-length distribution is obtained by choosing an upper bound on the total abandonment-rate function; we consider the associated M/M/s/r + M model with a finite waiting room of size r. The finite waiting room of size r is equivalent to having an infinite total abandonment rate when the number in queue exceeds r. An upper bound for the steadystate queue-length distribution is obtained by choosing a lower bound on the total abandonment-rate function; we consider the case in which the total abandonment rate is held constant at c after reaching the level k = c; i.e., the total abandonment-rate function is k = k ∧ c . The performance of the M/M/s + M system is bounded between these two bounding systems. The ordering of performance can be formalized by stochastic-comparison concepts; e.g., see Whitt (1981) , Müller and Stoyan (2002, p. 196) , and the references therein.
In Tables 13 and 14 we see how these bounding systems behave as functions of the waiting-room size r and the cut- Notes. The lower bounds reduce the number of waiting spaces, r , while the upper bounds make the total abandonment rate constant after a cutoff level, c.
off level c. In these tables, we let s = 100 and = = 1. In Table 13 , we let = 102, while in Table 14 , we let = 110. In Tables 13 and 14 , we consider the conditional expected waiting time, given that the customer is eventually served, E W S , or given that the customer eventually abandons, E W A . We also consider the associated conditional standard deviations.
For the smaller arrival rate, = 102 in Table 13 , we see that the two bounds are essentially equal when r = c = 40. For the larger arrival rate, = 110 in Table 14 , we see that the two bounds are essentially equal when r = c = 50. The performance is not affected much if the parameters r and c are much smaller. Thus, we see that the performance is indeed primarily determined by the total abandonment-rate function only for relatively small queue lengths.
