Neuron branching patterns can characterize neural cell types and act as markers for neurodegenerative disease and neural development. We develop a hybrid Markovian model for neural branching that extends previously published models by (i) using a discretized gamma model to account for underdispersion in primary branching, (ii) incorporating both bifurcation and trifurcation branching events to accommodate observed data, and (iii) only requiring branch counts and not branching topology as observations, allowing larger numbers of neurons to be sampled than in previous literature. Inference for primary branching is achieved through a gamma generalized linear model. Due to incomplete data, bifurcation and trifurcation probabilities are estimated using an expectation-maximization algorithm, which is shown to give consistent estimates using simulation studies and theoretical arguments. In simulation studies, comparison of standard errors shows no significant loss of accuracy relative to when topological information is available. A unified methodology for testing hypotheses using likelihood ratio tests (LRTs) is developed. The methodology is applied to an experiment where neurons are cocultured with different treatments: growth factor (GF), hypothalamic-astroglial conditioned medium (HY), and combination. The model provides statistically adequate fit at all branching orders. All treatments cause significantly higher branching at primary and secondary orders relative to control (p-value < 0.01), but not at higher branching orders, suggesting genetic regulation by the treatments. Using a computationally feasible lower bound on the LRT, bifurcation probabilities are shown to decrease exponentially with branching order for all treatments except HY (p-value 0.03).
INTRODUCTION
Parkinson's disease (PD) is a neurodegenerative disorder affecting 0.03% of the general population in industrialized countries and 1.8% of the population over 65 years of age. In PD, dopamine producing nerve cells inexplicably die or become impaired. Without dopamine, the electrical signals needed for branching implies that higher-order branch counts are dependent on lower-order branch counts. In addition, differential growth rates are observed across branching orders. Mathematical/probabilistic models of neuron growth typically look at 2 aspects: (i) geometric/topological; which look at the branching pattern (Van Pelt and Verwer, 1986; Kliemann, 1987) , (ii) metric; the lengths of the branches (Graham and van Ooyen, 2006) , or a combination of the 2 (van Pelt and Uylings, 2003) . In this paper, we will consider purely the topology of cell growth, or more precisely, counts of branches, since measuring lengths is more problematic and tedious.
Neural branching has been modeled as a Galton-Watson process with order-dependent branching probabilities (Carriquiry and others, 1991; Kliemann 1987 (Figure 1 ). In particular, exponentially decreasing branching probabilities based on binary splitting have been proposed (Dityatev and others, 1995; Van Pelt and Verwer, 1986 ). This approach is attractive for modeling sparse higher-order branch numbers because it requires only 2 parameters to be estimated. An alternative approach based on modeling counts of numbers of branches as Poisson (Chen and others, 2005) or negative binomial distributed (Bart and others, 2000) is attractive because treatment effects in studies can be estimated using generalized linear model (GLM) methodology. A 2-stage extension with a first stage model for presence or absence of branches has also been proposed (Charych and others, 2006) .
We propose a hybrid Galton-Watson branching process model for neuron branching. Here, primary level branching is modeled by a discretized gamma model, while secondary and subsequent orders are modeled by a probability distribution which allows for binary and ternary splits. The idea behind this hybrid model is that primary branching is controlled by genetic transcription initiated within the cell soma, while higher-level branching is dictated by the intercellular environment (Manier and others, 1997) . A discretized gamma model is used to address problem of underdispersion observed in primary branch counts. In particular, we show that standard models for counts, such as Poisson or negative binomial (and Poisson mixtures in general) cannot be an appropriate model for such data (section 2.1). The binary splitting model is extended to accommodate a small but significant number of ternary splits observed in the illustrative example (Figure 2 ). This is consistent with previous research that approximately 7% of certain types of neural cells exhibit trichotomous branching (Bradley and Berry, 1976) . The resulting model is seen to statistically adequate fits to the data at hand (Section 3.2).
Traditionally, maximum likelihood estimation of splitting probabilities of the branching process reduces to computation of relative frequencies of the form p j = f j+1 /2 f j . Here, j is a index from a partial ordering on the space of tree topologies, f j is a count of the number of branches of trees which share this particular topology and f j+1 is a count of the number of branches of subtrees that contain the next higher order (Carriquiry and others, 1991; Dityatev and others, 1995; Kliemann, 1987) . This estimate requires data that consists of both counts of branches as well as a graphical ordering of the topology of each observed tree. Reproducing the graphical ordering for each observed cell in a consistently comparable fashion can be quite tedious (Dityatev and others, 1995) . This has led to relatively few neurons being used for many previous studies, for example, <9 neurons per region in Verwer and others (1987) , <20 neurons per species or experimental condition in Dityatev and others (1995) , and approximately 30 neurons per region in Carriquiry and others (1991) . It is much easier for researchers to report just counts of numbers of branches and their order: in this paper, we use data from a study with 150 neurons per experimental condition (Barrett, 2007) . For this purpose, we develop a Markovian likelihood for the set of just branch counts from each cell (Section 2). Maximum likelihood estimation with incomplete data is achieved through an expectation-maximization (EM) algorithm (Section A.2 Apart from modeling and point estimation, this paper also focuses on hypothesis testing in studies where an end point of interest is change in neural branching, such as neurodegenerative diseases (Wearne and others, 2005) , neurodevelopmental studies (Charych and others, 2006) , and basic science (Chen and others, 2005) . We develop a general format for likelihood ratio testing for neuronal branching data whereby primary level treatment effects are tested using a GLM, whereas higher-level effects are tested using a likelihood ratio methodology (Section 2.3). This hybrid procedure allows comparisons to be made at each branching order. The hybrid procedure is illustrated by application to a 2 factor designed Downloaded from https://academic.oup.com/biostatistics/article-abstract/11/4/631/372720 by guest on 31 December 2018 experiment (Section 3.3). We also show how this methodology can be adapted to test hypotheses across branching orders (Section 3.4).
MODEL DEVELOPMENT
Data from cell i consists solely of the quadruple X i = (X i1 , X i2 , X i3 , X i4 ), where X i j is a count of the number of branches of order j in cell i. For j = 1, 2, 3, X i( j+1) = X i j k=1 Y i jk , where Y i jk is the total number of branches of order j + 1 (e.g. for j = 1, secondary branches) produced by the kth branch of order j (e.g. for j = 1, primary branches) (see Figure 1(a) ).
We now make the following assumptions about the branching process:
(A1) Growth of a dendritic tree is a stochastic process, where each branch x may bifurcate into 2 new branches with probability b x or trifurcate with probability t x or not split at all with probability Assumptions (A1) and (A3) are straightforward extensions of the standard assumptions for a GaltonWatson process with binary splits (Kliemann, 1987) to allow for both bifurcations and trifurcations, while (A2) is unchanged. Under these assumptions, ξ ( j+1) , the moment generating function of X i( j+1) conditional on X i j is given by (Feller, 1968) 
where ϕ j (s) = 1 − b j − t j + b j s 2 + t j s 3 is the moment generating function for Y i jk . Since the probability distribution of a finitely valued random variable is completely specified by its moment generating function (Feller, 1968) , the form of ξ ( j+1) implies that the distribution of X i( j+1) is Markovian in that it only depends on X i j and not the previous orders. Thus, the joint probability density of X i can be written as
It follows from (2.1) that the forms of the transition densities p(
and N 3 i j are frequencies of no branching, bifurcation and trifurcation, respectively, from the ijth lower-level branch. Its log-density is given by
We note that these frequencies are not observable, only X i j , the total number of branches of order j, is. The distribution of this total number can be obtained by summing the underlying distribution of
where is the set of N i j values satisfying the constraints:
Modeling primary branches
Although the form of transition densities for higher-level branching follows from Assumptions (A1-A3), the distribution of primary branches, p(X i1 ), does not. Indeed, the number of primary branches can exceed 3, hence Assumption (A1) is untenable here. Previously used models for numbers of neuron branches include the Poisson distribution (Charych and others, 2006; Chen and others, 2005) and mixtures of Poisson, such as negative binomial (Bart and others, 2000) . The latter is widely used in problems involving count data, such as actuarial, ecological, and biological data, where the variance is not proportional to the mean, as is the case for the data at hand ( 
This shows that Poisson mixtures (which include the Poisson distribution as a special case) can only be used to model overdispersed data. By contrast, data from all treatments in our study were substantially underdispersed (Table 1) , hence Poisson mixtures appear to be an inappropriate choice of model for primary branch counts. In particular, when we attempted to fit negative binomial or Poisson distributions to our data, we obtained poor fits.
Discretized gamma model. The gamma distribution G(α, μ) is a 2-parameter family for a continuous positive random variable Y with flexibility to change both its scale (α > 0) and shape (α −1 μ > 0), with density:
. For count data, we can define the discretized gamma random variable Y d which is the nearest integer value of Y . Its distribution G d (k, α, β) can be written as
For k = 0, the lower limit of integration starts at 0. Hypothesis testing for neural cell growth 637
Maximum likelihood model fitting
For a given data set X i , i = 1, 2, . . ., n, using (2.2), the log-likelihood L can be written as
is the parameter vector. The first summation on the right-hand side of (2.8) contains the contribution due to the primary branches. The second summation contains the contribution from secondary, tertiary, and quaternary branches. From the parameterization, it is clear that these 2 terms can be maximized separately. The likelihood for primary branching is modeled using a gamma GLM (Section A.1 of the supplementary material available at Biostatistics online). The likelihood for secondary and higher-order branching, (2.4), is of an incomplete multinomial form that is not amenable to analytic maximization. Instead, we construct an augmented version of this likelihood, which enables the maximum likelihood estimate (MLE) to be computed using an EM algorithm (Section A.2 of the supplementary material available at Biostatistics online). This MLE is shown to be a consistent estimator (Section A.2.2 of the supplementary material available at Biostatistics online). Its standard error is computed using a bootstrap procedure (Section A.2.3 of the supplementary material available at Biostatistics online). In simulation studies across a range of parameter values, the MLE is shown to have low relative bias and a standard error that converges at the usual parametric rate of n −1 (Section A.2.4 of the supplementary material available at Biostatistics online). The simulation also demonstrates that the standard error of the MLE for the incomplete likelihood is not significantly higher than the theoretical standard error achievable when complete data on the branching pattern is available.
Hypothesis testing
For hypothesis tests, we use the likelihood L (2.8). For estimation, we have considered data arising from a single treatment group. For testing, we need to consider the K -group problem, that is, the data are X 1k , X 2k , . . . , X n k k , k = 1, 2, . . ., K . Due to the hybrid nature of the model , we assume that the null hypothesis is separable into primary and subsequent parts, that is, H 0 : θ ∈ 0 = P 0 × S 0 , where P 0 ⊂ R 2k+ and S 0 ⊂ [0, 1] 6k . In this setting, the likelihood ratio tests (LRTs) statistic LR against a general alternative can be decomposed as LR = LRP + LRS, where LRP represents a test statistic for primary branching and LRS is a test statistic for secondary and higher-order branching (Section A.3 of the supplementary material available at Biostatistics online). Independent of the likelihood, a direct assessment of the adequacy of model fit is given by assessing a Pearson's goodness of fit chi-square test to the marginal frequency distributions of counts (Section A.3 of the supplementary material available at Biostatistics online).
ANALYSIS OF CELL CULTURE DATA

Experimental details
In this section, we apply the modeling technique developed in Section 2 to some data from a Ph.D. dissertation (Barrett, 2007) which evaluated a number of methods for increasing the number of surviving grafted dopaminergic neurons. These methods employed different in vitro culture conditions on these neurons prior to transplantation. Here, we consider data from one such experiment described in the dissertation. Fourteen-day-old embryos were obtained by laparotomy from pregnant female Sprague-Dawley rats.
Tissue from the VM was harvested from these embryos. Following enzymatic dissociation of this tissue, enriched dopaminergic neuronal populations were obtained. These were then cultured in suspension under one of the 4 treatment conditions outlined below. After 2 days suspension-cultured cells were plated onto 4-well dishes for a further 2 days in vitro. Following fixation in 4% paraformaldehyde dopaminergic neurons were visualized by immunocytochemical staining using anti-tyrosine hydroxylase antibodies as previously described (Wood and others, 2003) . Randomly selected neurons were then analyzed from each of these treatment conditions (numbers in parentheses) (i) control: no additional treatment (146 neurons); (ii) coculture with hypothalamic astroglial-conditioned medium (HY) (152 neurons); (iii) coculture with growth factors (GFs) (152 neurons); (iv) coculture with both HY and GF (HYGF) (150 neurons). The objective of the experiment was to see if GF acted directly on dopaminergic neurons or their action was mediated by HY astroglia, for example, by stimulating them to release neurotrophic factors. All experiments were carried out with permission from the University College Cork Animal Experimentation Ethics Committee.
Quality of fit
MLE-based fits from the hybrid branching model (Section 2) appear to be quite close to observed marginal frequencies for the control neurons (Figure 2 ). Similar fits were also obtained for the other treatment conditions (not displayed). The approximation is particularly remarkable at secondary and higher-order branching because the marginal distribution of observed counts has a number of gaps, which are tracked very well by fitted frequencies. Pearson's goodness of fit test for all treatments and branch orders indicates that the model-predicted frequencies are adequate, except one (GF, secondary), where the unadjusted p-value is marginally significant ( Table 2 ).
Comparison of treatments
Because of the separability of primary and higher-order parts of the likelihood, we present results for these branches separately.
Primary branching. Based on Section A.1 of the supplementary material, available at Biostatistics online, we fit the following gamma GLM to the combined primary branch counts from all treatments:
Here, I stands for indicator of treatment applied, β C stands for (inverse) mean number of branches in the control group, β GF and β HY stand for the effect of GF and HY treatments on the (inverse) mean number of branches (in addition to control), and β HYGF stands for the interaction between GF and HY treatments (in excess of their main effects). From Table 1 , we can see that all treatment effects are significant. While both GF and HY treatments cause significant increases in the mean number of branches (negative coefficientsindicate increase on inverse scale), the combination therapy actually causes a decrease from the single treatments.
Higher-order branching. MLEs of bifurcation and trifurcation probabilities show elevated levels for all treatment groups relative to control across branching orders (Tables 3 and 4) . However, at higher branching orders, the difference appears to be small. We also found a small negative correlation between estimates of bifurcation and trifurcation probabilities (between −0.30 to −0.08). To test the hypothesis of no difference across treatment groups against a general alternative, that is,
Since H 0 is separable by branch order, we can test it as 3 separate sub-hypotheses (for each order), with corresponding test statistics:
The test statistic is calculated by first finding the restricted and unrestricted MLEs under H 0 and H 1 using the EM algorithm and then evaluating the likelihood at these values. We note that the test statistic −2 LRS j has an asymptotically chi-squared distribution with 6 degrees of freedom (d.f.) (Wilks, 1938) . When applied to secondary branching, we obtained a test statistic of −2 log LRS 1 = 19.54 (p-value 0.003). For tertiary branching, we obtained a test statistic of −2 log LRS 2 = 2.82 (p-value 0.83). For quaternary branching, we obtained a test statistic of −2 log LRS 3 = 7.08 (p-value 0.30). Since the null hypothesis of no difference between groups was rejected for secondary branching, we considered a further hypothesis that all treatment groups were equivalent in secondary branching, that is, 
In this case, we obtain a similar test statistic with an asymptotic chi-squared distribution with 4 d.f.:
Based on an observed test statistic of −2 LRS 12 = 8.17 (p-value 0.09), we accept H 02 .
Testing exponential decrease of branching probabilities
Bifurcation probabilities have been shown to follow an exponential law of the form:
for a variety of human neuronal cells (Van Pelt and Verwer, 1986) and for specialized motor neurons in cat and frog (Dityatev and others, 1995) . Examination of estimated bifurcation probabilities for the VM cells shows that a similar law may hold under some treatments (Figure 3(a) ). To confirm this observation, we test the hypothesis: H 0 : b j = b 0 exp(−S j) within each treatment group using LRT: The second term (LRD) of LRE, is separable, hence it can be maximized as before using the EM algorithm. However, the first term (LRN) is not separable, therefore needs joint maximization. Note that the ordinary EM algorithm does not produce the MLE because the parameter space for b j 's is restricted (Kim and Taylor, 1995) . Direct maximization of LRN is formidable because it is a 5 variable problem. However, since our primary goal here is estimation of significance, we note that
Since the relevant chi-squared test is right sided, this implies that any p-value using the test statistic LREP will give an underestimate of the true p-value. Thus, if the null hypothesis is accepted using LREP, it would also be accepted using LRE. Using the test statistic LREP instead of LRN reduces the optimization problem from 5 dimensions to 3, which is much more computationally feasible. In this case, we have 12. Thus, we accept the null hypothesis of exponential decrease in bifurcation probabilities with branching order for Control, GF, and HYGF. More extensive computations for the HY case reveal that the actual p-value is close to the lower bound given above, indicating that HY may indeed depart from the exponential law. We note that the trifurcation probabilities do not appear to follow the exponential law in general (Figure 3(b) ).
DISCUSSION
We have described a methodology for modeling and inference for neural branching data. While based on previous research in this area (Van Pelt and Verwer, 1986; Dityatev and others, 1995; Kliemann, 1987) , a number of new developments are introduced in this paper. These include: (i) discretized gamma model for primary level counts, (ii) extension of binary splitting model to include trifurcations (iii) estimation of splitting probabilities from counts without topological classification, and (iv) hybrid methodology for testing treatment effects from both primary and higher-level branching. We begin with a summary of the scientific conclusions from the analysis of the experiment in Section 3. LRTs show that all treatments: GF, HY, and HYGF lead to elevated average branch counts at the primary (p-values 0.01 or less for all treatments) and secondary level branches (p-value 0.003). There appears to be no significant increases at higher orders of branching (p-values 0.83 for tertiary and 0.30 for quaternary). This suggests that the treatments may regulate genetic transcription since the effects are felt close to the soma (cell body). Further, no significant difference was found between any of the 3 treatments at any levels (p-value 0.09). In particular, the combination HYGF did not produce significantly elevated branching over individual treatments: if anything, there was a slight inhibition in growth (Table 1) . Although probabilities of trifurcation appear to be an order of magnitude lower than those of bifurcation (Tables 3 and 4) , nevertheless trifurcation probabilities appear to be significantly greater than 0 in some cases, particularly for secondary branching in the HY and HYGF groups (Table 4 ). The probability of bifurcation decreased according an exponential law with branching order for all treatment groups (Control, GF, and HYGF) except HY, where it significantly deviated from this pattern (p-value 0.03). In previous analysis of this data using unconditional analysis of variance (i.e. ordinary linear regression) on branch counts, similar conclusions about treatment effects were obtained at primary and secondary orders, but a significant difference between controls and treatments was also found at the tertiary level (Barrett, 2007) . This discrepant result is possibly due to the dependence of higher-order branch counts on lower order ones 642 K. ROY CHOUDHURY AND OTHERS inherent in unconditional modeling whereby differences at lower-order branching can be propagated to higher orders. Further, parameterization of branching in terms of bifurcation and trifurcation probabilities may be scientifically more interpretable than mean branch counts.
The model for neuron branching used in this paper is simplistic: branch counts are assumed to be independent and identically distributed (i.i.d.) within and across cells at a given branching order. More sophisticated models based on biophysical features of neural cell growth (Graham and van Ooyen, 2006; van Pelt and Uylings, 2003) have been proposed. Even when branch counts are the only type of data available, a more sophisticated model with splitting probabilities dependent on local branch density has been proposed (Carriquiry and others, 1991) . However, the simpler i.i.d. model appears to provide an adequate fit for neuronal cell branching at all levels (Section 3.2).
Heuristically, we would expect to pay a penalty in terms of estimation accuracy due to the inobservability of the tree topology. However, in a simulation study, we found no significant difference between the estimated standard errors of the estimator in the incomplete and complete data case. This is possibly because when branch counts are low, individual splits can typically be uniquely determined from constraints (Section A.2.1 of the supplementary material available at Biostatistics online). With larger branch counts, there will be more multiple feasible solutions for individual splits, enhancing the loss of information and hence possible increase in estimation error. It is worth noting that even if splitting probabilities can be successfully recovered without knowledge of the branching topology, there are other features, such as branching symmetry, which cannot (Graham and van Ooyen, 2006) .
We have noted a small negative correlation between estimates of the probabilities of bifurcation and trifurcation, which is consistent with the proposed multinomial sampling model. Correlated estimates are problematic because inference must be conducted jointly rather than separately. The LRT methodology proposed in Section A.3 of the supplementary material available at Biostatistics online enables this form of joint inference since it does not involve comparison of individual parameter estimates. However, there are limitations to this methodology, particularly when the null hypothesis involves nonseparable restrictions on the parameter space (Section 3.4). The proposed lower bound was successful because p-values were large in the restricted maximization used: this need not always be the case. Alternatively, a restricted EM approach may be used for LRTs (Kim and Taylor, 1995) .
