Abstract-Instantaneous frequency matching has been used to compute differential t* values for seismic reflection data from the Great Lakes International Multidisciplinary Program on Crustal Evolution (GLIMPCE) experiment. The differential attenuation values were converted to apparent Q −1 models by a fitting procedure that simultaneously solves for the interval Q −1 values using non-negative least squares. The bootstrap method was then used to estimate the variance in the interval Q −1 models. The shallow Q −1 structure obtained from the seismic reflection data corresponds closely with an attenuation model derived using instantaneous frequency matching on seismic refraction data along the same transect. This suggests that the effects of wave propagation and scattering on the apparent attenuation are similar for the two data sets. The Q −1 model from the reflection data was then compared with the structural interpretation of the reflectivity data. The highest interval Q −1 values (\0.01) were found near the surface, corresponding to the sedimentary rock sequence of the upper Keweenawan. Low Q −1 values (B0.0006) are found beneath the Midcontinent rift's central basin. In addition to structural interpretation, seismic attenuation models derived in this way can be used to correct reflection data for dispersion, frequency and amplitude effects, and allow for improved imaging of the subsurface.
Introduction
Seismic attenuation causes a preferential loss of the higher frequencies, as well as phase distortions, in a seismic signal with increasing propagation distance. These effects can cause discrepancies between seismic reflection data and well-log data. Several techniques have recently been developed to incorporate attenuation in the processing of seismic reflection data. For example, inverse-Q filtering (HAR-GREAVES and CALVERT, 1991; BICKEL, 1993) and dispersion corrections (DUREN and TRANTHAM, 1997) use an attenuation model with depth to correct pre-stack seismic data for frequency loss and phase distortion. Q-deconvolution (BICKEL and NATARAJAN, 1985) has been shown to effectively remove amplitude, frequency, and dispersion effects resulting from wave propagation in an attenuating medium. Amplitude statics can be applied to correct for amplitude differences in the reflection data that are due to near-surface, localized low Q areas (BRZOSTOWSKI and MCMECHAN, 1992) . In addition, migration algorithms have incorporated attenuation information to provide improved images of the subsurface (SOLLIE and MITTET, 1994) .
While there has been increased interest in using attenuation information for the processing of reflection data, most studies have assumed that an attenuation model is known, and relatively few studies have concentrated on the determination of Q models. In this study, an instantaneous frequency matching procedure similar to that developed by MATHENEY and Nowack (1995) is used to determine the differential attenuation between a reference arrival and other arrivals on a seismic reflection trace. The differential attenuation values are then used to obtain the interval Q structure.
The instantaneous frequency matching procedure is first tested using synthetic reflection data. This allows for an analysis of the effects of noise and interference on the derived attenuation values. The method is then applied to seismic reflection data of the 1986 GLIMPCE Lake Superior seismic experiment and used to compute interval Q −1 values. The resulting Q −1 model is then compared to an independently derived attenuation model obtained from seismic refraction data by MATHENEY et al. (1997) along the same transect. Finally, the derived attenuation structure is compared with the interpreted reflectivity structure from CANNON et al. (1989) .
Method of Analysis

Instantaneous Frequency Matching
In order to apply the instantaneous frequency matching procedure of MA- THENEY and NOWACK (1995) to seismic reflection data, a reference pulse is first selected and windowed from a reflection trace. The instantaneous frequency of the reference pulse is then matched with the instantaneous frequency of each reflection on the seismic trace. This is performed by attenuating the reference pulse using a nearly-constant Q attenuator, and comparing the instananeous frequency of the attenuated reference pulse to an observed seismic pulse. The advantage of using a nearly constant Q operator, as opposed to an exactly constant Q operator (KJAR- TANSSON, 1979) , is that for the nearly constant Q operator a t* parameter can be expressed as an integration of the attenuation along the ray. The transfer function for the nearly constant Q operator can then be written as
where T = 1/c(s) ds is the travel time, t*= Q −1 (s)/c(s) ds is the integrated attenuation along the ray, c(s) is the velocity at the reference frequency r , Q −1 (s) is the seismic quality factor, and s is the path length along the ray (AKI and RICHARDS, 1980) . The amount of attenuation for this operator is controlled by adjusting the t* value. By matching the instantaneous frequency of the attenuated reference pulse at its peak envelope amplitude to the instantaneous frequency of the observed pulse, the differential attenuation between the two arrivals can be obtained.
The instantaneous frequency matching procedure assumes that the locations of the reflections on a seismic trace are known. Due to the large number of traces in a typical seismic reflection survey and the numerous reflections on each trace, it is impractical to manually pick each reflection. Since the instantaneous frequency matching procedure uses the frequency values at peaks of the envelope amplitude, it is sufficient to consider the peaks of the envelope on a seismic trace as possible locations of seismic arrivals. By applying several checks to the current time position along the trace, it can be determined if a given peak of the envelope is a well isolated prominent reflection.
In order to identify the largest, envelope amplitude arrival over a small window on the seismic trace, the current peak envelope location is checked against adjacent peaks of the envelope. The decay of the envelope before and after the current peak envelope location is then computed. If the envelope does not decrease by at least 30% of the maximum on each side of the peak, then it is assumed that the current peak location is contaminated by interfering arrivals and is not used. The interference between arrivals can cause errors in the determination of differential attenuation along a seismic trace (MATHENEY and NOWACK, 1995) . A final check to determine if a specific envelope peak is an isolated reflection peak is performed by windowing out the current arrival using a cosine-bell taper and computing its amplitude spectrum. The amplitude spectrum is then compared against the amplitude spectrum from a noise sample obtained prior to the first arrival on the trace. If the amplitude spectrum of the current arrival is above the noise level over a bandwidth of at least 15 Hz, then it is considered as a possible reflection peak. Otherwise, the envelope peak is excluded. The minimum bandwidth of 15 Hz was empirically determined, and is dependent on the frequency content of the reflection arrivals.
For the application of the instantaneous frequency matching procedure, windowed segments of the trace are filtered based on the frequency content of the reflection arrival and the noise level of the trace. The instantaneous frequency of the reference pulse is then matched to the instantaneous frequency of the filtered, reflection arrival at its envelope peak. This process was shown to provide a more accurate estimate of attenuation than spectral ratios, particularly for data with lower signal-to-noise-ratios (MATHENEY and NOWACK, 1995) . The matching procedure results in differential attenuation t* values as a function of time along a seismic reflection trace which can then be used to obtain interval Q −1 values.
Estimation of Inter6al Q −1 Values
In order to obtain interval Q −1 values from seismic reflection data, the differential t* values, as well as travel times, between a reference pulse and reflected arrivals on a seismic trace are required. The travel times are obtained from the envelope peaks of the reference pulse and the reflected pulses. The differential attenuation value (Dt* n ) for a reflection arrival at time t n is given by
Assuming nearly normal incidence, this can be approximated by
where Q −1 avg n is the average Q −1 value between the reference pulse at t 0 and the n-th reflection pulse at t n . The average attenuation value Q −1 avg n is a time weighted average of the interval Q −1 values for the individual layers in depth. Since the derived t* values will have scatter due to interfering arrivals and noise, it is necessary to fit a curve through the t* data points before computing the interval Q's. For nearly zero-offset reflection data, the differential t* values between early and later reflected arrivals must increase with time. This can be seen from eqn. (2b) where Dt* n at time t n will be greater than Dt* n − 1 , for t n greater than t n−1 and Q −1 greater than zero. Thus the attenuation values should increase with time down a zero offset reflection trace. In order to satisfy this constraint, as well as find a best-fitting curve through the data, a non-negative least-squares procedure (LAW- SON and HANSEN, 1995) is used to fit all the observed t* data points simultaneously. Figure 1a shows an example of t* values versus time extracted from several observed seismic reflection traces. In order to compute the best-fit curve, the t* data are broken into a number of constant time segments. For each time segment the Q −1 value is assumed to be constant. The slope for each of the time segments is then solved for simultaneously giving the interval Q −1 values. In matrix form, the linear set of equations is given by
where Dt j is the length of time of the j-th time interval, Dt i, j is the incremental time between the observed data point (i) and the start of the current time interval ( j), Q −1 j is the interval Q −1 value for the j-th time interval, Dt* i is the i-th data point, m is the total number of t* data points for all time intervals, and n is the number of time intervals. This problem is then solved using non-negative least squares in which all the Q −1 j values must be non-negative. The resulting solution gives the interval Q −1 values for all the layers simultaneously, with a constraint of positive slope and a minimization of the squared errors betweeen the observed data and the line segements. Figure 1b shows the computed best-fit curve for the data shown in Figure 1a . The slope of each of the line segments is the Q −1 value for that layer.
Bootstrap Method for Error Estimation
An advantage of using curve fitting for the estimation of the interval Q −1 values is that the fitting procedure allows for an estimation of the uncertainties in the Q model. This can be accomplished by using the bootstrap resampling method. For the bootstrap method, the original t* data set is randomly resampled many times, and the model fit for each of these resampled data sets provides information about the model variance (EFRON and TIBSHIRAMI, 1993) . The resampling method used for bootstrapping is the random selection of m data points from the original set of m data. This implies that the resampled data sets can contain a given data point more than once. The bootstrap's estimator of standard deviation (| / boot ) can be determined using a large number of realizations (L) of bootstrap estimations (q. * i ), i = 1, L. In our case, the bootstrap estimator (q. * i ) is the Q −1 value for each layer. The bootstrap estimate of standard deviation is then
where (TICHELAAR and RUFF, 1989) . For the error calculations presented below, one hundred resamplings (L = 100) have been used for estimating the standard deviation. This value of L was found to give results similar to those obtained from larger resampling values for this data.
Synthetic Data Examples
The method for computing interval Q −1 values described above was first tested using synthetic data examples. Figure 2 shows the velocity and attenuation models used to produce synthetic seismic data. The velocity and Q −1 models include a thin, low velocity and high Q layer at the surface corresponding to the water layer. Directly beneath this layer both the velocity and the Q −1 values increase. At greater depths, the velocity continues to increase and the Q −1 values decrease. Figure 3 delineates 60 synthetic seismic traces generated employing ray methods. Amplitudes have been scaled using AGC for display purposes, but true amplitudes are used for the computation of differential t* values. For this computed seismic section, the source-receiver offset for the first trace is 232 meters and the receiver spacing is 25 meters. The seismic section consists of the eleven primary reflections from the layered model shown in Figure 2 and eight water column multiples associated with each primary reflection. The primary effect of the Q −1 model is to broaden the pulses. The effect of the attenuation model on the reflection coefficients has not been included for the synthetic examples since this has been shown to have a small effect except in cases of very high Q −1 materials or very small velocity contrasts (BOURBIÉ and NUR, 1984) . Vol. 153, 1998 Figure 2
Velocity and attenuation models used to generate synthetic reflection seismograms.
In Figure 4 , band-passed Gaussian noise is added to each trace to simulate real seismic data. A mute is applied to the first part of the traces in order to remove as much of the water reverberation as possible. The shot gather is then dip filtered using a slope cutoff of −0.015 s/trace and 0.015 s/trace.
In order to remove the water reverberations from the primary reflections, the seismic gather is deconvolved using a gap deconvolution. For this method, the seismic trace is modeled as a sequence of primary reflections plus water reverberations at the source and receiver. For each primary reflection, this has an impulse response of AGC has been applied.
where~is the two-way travel time from the water bottom to the surface and R is the reflection coefficient at the water bottom. The water bottom multiple portion of the seismic record can be removed by convolving the traces with an inverse filter with an impulse response of 
(BACKUS, 1959). In order to implement this deconvolution operator, the two-way travel time in the water column and the reflection coefficient of the water bottom must be known. In the synthetic example of Figure 4 the two-way travel time through the water column is 0.2 s and the water bottom reflection coefficient is 0.3. Using these parameters to deconvolve the noisy synthetic data results in the shot gather shown in Figure 4 . After deconvolution, the water reverberations for each primary reflection have been greatly reduced without affecting the pulse shape of the primary reflections. The instantaneous frequency matching procedure was applied on traces 5 through 20 of Figure 4 to calculate the differential t* values. Figure 5a shows the extracted t* values (·) along with the correct t* values (+ ) and the best-fit curve () through the t* data points. For this shot gather, there is scatter in the computed t* values associated with the noise and processing of the gather. Also, there are several mispicks early in the seismic traces due to noise generated by the processing of the shot gather. Figure 5b shows the interval Q −1 model (solid line) and the two standard deviation uncertainties (short-dashed lines) in the model computed using the bootstrap method, along with the true Q −1 model (long-dashed line). Although the uncertainties in the model are slightly larger than in noise-free examples, the estimated and true Q −1 models agree to within the error bounds obtained by the bootstrap method. Predictive deconvolution could have been used to remove the reverberations. However, testing with synthetic, as well as real data, demonstrated predictive deconvolution to be more likely to disrupt the frequency content of the primary reflections than the analytic deconvolution operator in eqn. (7). Any change in the frequency of the arrivals will cause erroneous differential t* calculations.
For a direct comparison of the extracted Q −1 model with the original model employed computing the synthetic data (Fig. 2) , the Q −1 versus time model of Figure 5b can be converted to depth using an estimated velocity model. By calculating the average velocity to different depths, the travel time to any depth can be computed. Figure 6a displays the velocity model used in computing synthetics. In figure 6b the best-fit Q −1 model converted to depth is shown by the solid line, the short-dashed line is the uncertainty in the model, and the long-dashed line is the true Q −1 model.
Application to the GLIMPCE Lake Superior Data Seismic Reflection Results
The instantaneous frequency matching procedure described above is now applied to data from the 1986 GLIMPCE Lake Superior reflection experiment. Figure  7 is a map of line A showing the shot number locations across the lake. For this experiment, a tuned airgun array was used as the source, and 120 hydrophones with an initial source-receiver offset of 232 m and a receiver spacing of 25 m were used to record the data. For shot locations less than 2300 (see Fig. 7 ) a shot spacing of 50 m was used and for the other shots a spacing of 62.5 m was used. The first fifteen seconds of the seismic reflection records at eleven locations across Lake Superior are used to compute Q −1 models. These locations are centered at shot locations 600, 900, 1200, 1500, 1800, 2100, 2400, 2700, 3000, 3300, and 3600 shown in Figure 7 . Figure 8 shows the processing steps that were applied to the reflection data. The first step was to stack traces from adjacent shot gathers to increase the signal-tonoise ratio. Without the stacking of shot gathers, the determination of t* values below several seconds would have been impossible due to the low signal-to-noise ratio of the reflections. Before stacking of the shot gathers, the water depth variability was checked and shot and receiver locations with water depths that varied by more than 6 meters were not included in a given stack. Large depth variations would cause a misalignment of the reflections from adjacent shots and also make the gap deconvolution ineffective. Shot locations near 1500 and 2700 had too large a variation in the lake bathymetry and were excluded from the differential t* computations. At the other nine locations, 30 to 45 shot gathers were stacked depending on the lake bathymetry. This corresponds to stacking over a horizontal distance of between 1.5 km and 2.8 km for each location. After stacking, a mute was applied to the start of each shot gather. The time for the mute increased from 0.1 s for the first trace to 2.1 s for trace 60. Each shot gather was then dipfiltered using a filter cutoff of −0.015 s/trace and 0.015 s/trace.
After dipfiltering, the shot gathers were gap deconvolved using the deterministic deconvolution described above. The time for the gap deconvolution operator was estimated from the original experiment logs which gave the water depths. This was checked against the water bottom reflection times for each shot gather. The reflection coefficient for the deconvolution operator was estimated using a velocity of 1450 m/s (PRESS, 1966) for the velocity of water with a density of 1000 kg/m 3 . The velocity of the subsurface bottom was estimated from the seismic refraction results of MATHENEY and NOWACK (1997) . The density of the lake bottom was obtained from the density-velocity relationship of GARDNER et al. (1974) . Figure 9 shows shot gather location 3600, which has been fully processed using deconvolution parameters of 0.198 s for the time in the deconvolution operator, and a reflection coefficient of 0.45 for the subsurface bottom.
Although deconvolution was used to remove some of the multiple reverberations from the water column and improve estimates of the differential t* values, application of the instantaneous frequency matching procedure to the undeconvolved data was found to produce similar results for the attenuation estimates. This is due to the fact that the matching algorithm uses arrivals with the maximum envelope amplitude over each small window and this eliminates some of the multiple arrivals. Also, the water column has considerably lower attenuation.
After processing the shot gathers, the instantaneous frequency matching procedure was applied to trace 5 through 20 for each of the nine shot locations. As an example, Figure 10 shows windowed arrivals from shot location 3600 in Figure 9 . In this figure, the arrival at 0.3 s shown in (a) is extracted from the first trace and used as the reference pulse. This arrival corresponds to the water bottom reflection. The computed instantaneous frequency at the envelope peak is shown for each arrival and illustrates the general decrease in the reflected arrival's frequency with increasing time. This decrease in frequency is utilized by the matching procedure to obtain the differential t* values. Figure 11 shows the computed differential t* values for the nine shot locations across Lake Superior. The computed best-fit curves are shown by the circles. A time interval of 0.8 s was used for the curve-fitting procedure for all the shot locations. Figure 9 Processed shot gather centered around shot location 3600. The gather has been muted, dipfiltered and gap deconvolved. An AGC has been applied for display purposes.
Figure 10 Windowed arrivals from the processed gather at shot location 3600 for trace number 8. The computed envelope amplitudes are also shown along with the instantaneous frequency at the peak of the envelope. Figure 11 shows a general decrease in the slopes of all the best-fit curves with increasing time. This is similar to that shown in the synthetic example, and results from a decrease in Q −1 values with depth. The interval Q −1 models determined by the best-fit curve slopes are also shown in Figure 11 along with the uncertainties in the models computed using the bootstrap method. 
Comparison with Refraction Results
Seismic refraction data as well as reflection data were recorded during the 1986 GLIMPCE Lake Superior experiment. The refraction data along Line A were used in previous studies to determine the velocity structure (TRÉ HU et al., 1991; Hamilton and Mereu, 1993; Lutter et al., 1993) . In addition, MATHENEY et al. (1997) simultaneously inverted for velocity and attenuation along line A, using the method presented by NOWACK and MATHENEY (1997a) for the inversion of multiple seismic attributes.
The coincident refraction and reflection profiles provide an opportunity for the comparison of the attenuation models obtained from two independent data sets. Since the mode of wave propagation is different for refracted and reflection data, the apparent Q −1 models derived form the two data sets may not necessarily be equivalent. SCHOENBERGER and LEVIN (1974) demonstrated that thin layering in a rock sequence can cause an increase in the apparent attenuation of reflection data due to interference of arrivals and multiples. Also refractions from interfaces with strong velocity contrasts can effect the apparent attenuation (NOWACK and MA-THENEY, 1997b) .
In order to compare the reflection results of this study to the refraction results, the Q −1 versus time models from the reflection data must be converted to depth. This is accomplished in a similar fashion as in Figure 6 for the synthetic data. A velocity model from the refraction studies has been used at each location to compute an average velocity and the two-way travel time to any depth is then obtained. The inverted, velocity model of MATHENEY et al. (1997) was used to convert the reflection data to depth for each of the nine Q −1 profiles. Figure 12 shows a comparison between Q −1 profiles obtained from the reflection profiles for the upper 10 km of this study and the Q −1 model from the refraction study of MATHENEY et al. (1997) . The solid lines are Q −1 profiles from the reflection data and the long-dashed curves are the refraction results. Uncertainties in the two Q −1 models are also shown. For the reflection model, the average Q −1 is computed for 0.8 s long time windows which results in Q −1 layers which are approximately 2-km-thick. The refraction model is a spline interpolated model which is continuous and not layered. Despite this difference, there is good agreement between the attenuation models derived from two data sets. This implies that the wave propagation and scattering effects on apparent attenuation are similar between the two data sets.
Discussion
The GLIMPCE Lake Superior seismic experiment was a survey designed to provide insight into the Midcontinent rift (MCR), a :1.1 Ga old paleorift which extends from Kansas up through Lake Superior and into Michigan. Line A of the Lake Superior seismic experiment transverses the MCR (see Fig. 7 ) and includes Vol. 153, 1998 Figure 12
Comparison of the reflection attenuation profiles to the refraction inverse-Q model from MATHENEY et al. (1997) for the nine shot locations shown in Figure 7 .
coincident refraction and reflection profiles. The seismic refraction and reflection data from this line have been used to invert for the velocity and reflectivity structure of the subsurface (MATHENEY et al., 1997; LUTTER et al., 1993; SHAY and TRÉ HU, 1993; HAMILTON and MEREU, 1993; CANNON et al., 1989) . These prior results allow the attenuation model presented in this study to be related to the lithology and geologic features across the MCR. The major shallow (B10 km) geologic features across the MCR include a large central rift basin between shot locations 1000 to 2600, a smaller northern rift basin extending from shot locations 2900 to 3600, the Isle Royale fault near shot location 2850, and the Keweenaw fault near shot location 1000 (see Fig. 7 ). Figure 12 shows the shallow Q −1 structure from this study. In the central basin the Q −1 values for the first layer corresponding to depths of approximately 2 km are greater than 0.01 (Q B 100). For the deeper layers between 5 and 10 km in the central basin, the Q −1 values are between 0.002 and 0.004. Outside this basin and in the northern basin, the Q −1 values for the first layer are less than 0.01 (Q\ 100) and for the deeper layers Q −1 values are on average lower than in the central basin. This is similar to attenuation results obtained from the refraction data by MATHENEY et al. (1997) .
For the deeper regions beneath Lake Superior, the Q −1 results shown in Figure  11 have been shaded and compared with the analysis of the reflectivity structure by CANNON et al. (1989) in Figure 13 . A logarithmic gray-shade scale is used to plot the model in order to emphasize the deeper portions of the model. Overlain on the Figure 13 Gray-shade plot of the inverse-Q profiles derived from the seismic reflection data. The solid and dashed lines are adapted from the interpretation of the seismic reflection data from CANNON et al. (1989) . See text for an explanation of the abbreviations. Note that the vertical scale is time whereas Figure 12 is depth.
gray-shade map is a line drawing adaptation of the interpretation of CANNON et al. (1989) along with the possible lithologies. The interpretation of CANNON et al. (1989) was derived from the reflectivity structure on the stacked and processed seismic reflection profile. The major structural features described previously, including the Isle Royale and Keweenaw faults, the large central basin and a smaller northern basin, can be seen on the reflection model of CANNON et al. (1989) , as well as on the attenuation structure obtained here. The abbreviations for the different formations on Figure 13 are BG for Bayfield Group, OG for Oronto Group, OV for Osler volcanics, LOG for Lower Oronto Group, PLV for Portage Lake Volcanics, LP for Lower Proterozoic, RI for rift related rocks, JS for Jacobsville Sandstone, V for volcanics, and AG for Archean crystalline rocks. Over the first several seconds of the model there is a layer of high Q −1 values and lower attenuation than the rest of the model. Previously obtained velocity models by HAMILTON and MEREU (1993) and SHAY and TRÉ HU (1993) also have significantly higher velocities beneath the central rift basin. The surrounding Archean crystalline rocks noted by AG in Figure 13 have Q −1 values similar to those of the Osler volcanics which have interbed sedimentary rocks. In the velocity model of TRÉ HU et al. (1991) , there are correspondingly lower velocities at these depths near shot locations 800 and 3600 for the crystalline rocks. While lithologies seem to be a significant factor in the apparent Q −1 values of Figure 13 , scattering, interference, and thin bed layering may also have effects on apparent attenuation.
Conclusion
The method of instantaneous frequency matching has been used to compute differential t* values from the GLIMPCE Lake Superior reflection data. The attenuation values were converted to apparent Q −1 models by a fitting procedure that simultaneously solved for all the interval Q's using nonnegative least squares. The bootstrap method was then used to estimate the variance in the interval Q −1 models. The Q −1 model obtained from the reflection data corresponds closely with a prior attenuation model derived using seismic refraction data along the same profile. This suggests that the effects of wave propagation and scattering on the apparent Q models are similar for the two data sets. The Q −1 model from the reflection data was then compared with the interpretation of the seismic reflectivity structure and was found to be in good agreement. Higher interval Q −1 values (\0.01) were found near the surface corresponding to the sedimentary rock sequences of the upper Keweenawan. Low Q −1 values ( B 0.0006) were found beneath the central rift basin. The surrounding crystalline formations were found to have Q −1 values typical of those found in the basaltic flows with interflow sedimentary rocks. Finally, attenuation models derived in this way can be used to correct reflection data for dispersion, frequency and amplitude effects and allow for improved imaging of the subsurface.
