Abstract-A new fast approach to the nearest codeword search using a single kick-out condition is proposed. The nearest codeword found by the proposed approach is identical to the one found by the full search, although the processing time is much shorter. The principle is to bypass those codewords which satisfy the proposed kick-out condition without the actual (and time-consuming) computation of the distortions from the bypassed codewords to the query vector. Due to the efficiency and simplicity of the proposed condition, a considerable saving of the central processing unit time needed to encode a data set (using a given codebook) can be achieved. Moreover, the memory requirement is low. Comparisons with some recent works are included to show these two benefits.
I. INTRODUCTION
Signal compression using vector quantization (VQ) has been widely applied to speech and image coding [1] , [2] . The source signal is typically segmented into individual vectors, and then, for each vector of the source signal, the VQ encoder searches through a predesigned codebook to find the nearest codeword to represent that vector. Compression is achieved by sending the indices of the nearest codewords to the receiver. The (lossy) reconstruction of the source signal is then established at the decoder end by applying a table look-up technique. Compared with other compression techniques, VQ has a very simple decoder which is quite suitable for broadcasting video services [3] . However, the searching speed of the nearest codeword often limits the applications of VQ in the real-time compression system. The situation becomes severer when the vector dimension or codebook size increases [4] . Therefore, accelerating the searching speed of the nearest codeword has become an attractive topic in VQ study.
To reduce the computation burden, some authors provided certain kick-out conditions to speed up the searching process, while keeping the reconstructed signals the same as that of the full search [5] - [10] . Each of these kick-out conditions can accelerate the codebook generation [11] , [12] or encoding process [13] - [15] . To simplify the discussion, we only focus on the acceleration of the encoding process and assume that the codebook is already given. The technique introduced in this study, however, can be applied directly to accelerate the Linde, Buzo, and Gray (LBG) codebook generation [16] process, because in each of the LBG iteration, one of the two main steps is to find the nearest codeword (using the temporary codebook) for each data vector.
II. SOME EXISTING TECHNIQUES
To reduce the time complexity of VQ encoding, the form "if the kick-out condition is satisfied, then kick out the codeword being discussed" is often used by researchers to bypass (kick-out) many codewords without computing the distortion from those codewords to the query vector. We briefly review below some previous works of this kind.
In the -dimensional vector space, let a query vector and a codebook of size be given. When the squared Euclidean distance is used as the distortion measure, the distortion between and a codeword is
The goal of the nearest codeword search process is to find a , such that Without loss of generality, assume that a part of the codebook has been inspected, and the "so far" smallest distortion is has been inspected Also, let the "so far" nearest codeword has been inspected be such that
We then want to know whether is smaller than , if is not yet inspected. As mentioned above, researchers often tried to find a sufficient condition, the so-called "kick-out condition," which, if satisfied, guarantees that , and hence, rules out the possibility that codeword can replace the "so far" nearest codeword . The computation of is therefore bypassed if the sufficient condition is satisfied. Of course, the more conditions are used, the more likely will be kicked out (and the higher overhead is loaded). One of the earliest approaches is known as the Partial Distance Elimination (PDE) [6] , in which the premature-exit condition for some (3) was developed and used as the kick-out condition by Bei and Gray. A similar condition used by Soleymani and Morgera [7] to kick out was for some (4) Besides, many literature [4] , [12] , [14] , [15] employed the Triangular Iinequality Elimination (TIE) approach, in which is kicked out if it is too far away from the defined in (2), i.e., if (5) TIE is efficient for codeword search; however, it requires memory space for the storage of all distortion between every pair of the codewords. In this study, the TIE is referred to as algorithm A1.
Torres and Huguet also developed two useful inequalities [9] , i.e., kick out if (6) or (7) is satisfied. Here, is the maximum component of , i.e., , and is the maximum component of , i.e.,
. In fact, they combined these two inequalities with condition (3) (the PDE) to save computation time. This elegant method needs a reasonable memory space; the only inconvenience is that the method requires a translation of the coordinate system so that all vectors being discussed have non-negative components. This algorithm will be referred to hereafter as A2.
Recently, Lin and Tai proposed a new approach called the integral projection method [5] , [10] to accelerate the codeword search process when each vector is in fact an image block. They first define three kinds of integral projection for each block , which is a -dimensional vector with , as follows: massive projection (8) vertical projections where (9) horizontal projections where (10) Then, kick out the codeword no matter which of the following three inequalities is satisfied:
The integral projection algorithm is referred to hereafter as A3.
III. PROPOSED ALGORITHM
The proposed kick-out condition and the related algorithm are presented in this section. First, (1) can be rewritten as (14) (15) Although our goal is to find a codeword , , that minimizes (15), an equivalent (but time saving) goal is to find a codeword , , that minimizes (16) because is a common term in the distortion measure (15) from to every codeword. In fact, evaluating (16) is also faster than evaluating (1) if we notice that are known values stored in the preprocessing procedure.
For the remainder of this section, we will forget the squared Euclidean distortion system (1), i.e., (15) , and concentrate on the minimization of the distortion system defined in (16) . Again, assume that a part of codewords have been inspected, and has been inspected (17) is the "so far" smallest -distortion (cf. (2)). By (15) and (16), we also know that the "so far" nearest codeword minimizes not only has been inspected but also has been inspected . Before we go ahead, note that (18) is always true due to the Cauchy-Schwarz inequality. As a result, if a codeword satisfies (19) then is guaranteed, and hence, should be kicked out because cannot be closer to then
[the "so far" nearest codeword defined in (17) ; (i.e., update the "so far" minimum distortion); ; (i.e., update the "so far" nearest codeword); go to 4a). 5) Print out the codeword because it minimizes (16), and hence, minimizes (15) for the given . 6) Go to 1.
To choose the for Step 3 [and the for Step 4b)], the authors suggest the use of the codeword in (in , respectively), whose norm is closest to . Note that the timesaving is obtained through the check done in Step 4c), because Steps 4e) and the time-consuming Step 4d) will then seldom be executed. Also note that in 4c-i) and 4c-ii), we kick out not only but also many because
To see why (20) is true, just note that , as a function of , is a parabola having the absolute minimum at . 
IV. EXPERIMENTAL RESULTS
Simulations using standard images are done to evaluate the efficiency of the proposed method. In our experiments, each of the test (or training) 512 512 images is divided into nonoverlapping 4 4 sub-blocks; therefore, each block becomes a 16-dimensional vector. The well-known LBG algorithm [16] is used first to train the image Lena to generate the codebook. After that, the codebook is used to encode the test images such as Jet, Peppers, (and Lena itself). We compared the encoding time of ours with those of the algorithms A1, A2, and A3. Tables I-II show the central processing unit (CPU) time needed for encoding the three different images. The machine used was a Sun-Sparc10 workstation, and the CPU time excluded the overhead (i.e., the preprocessing). Table IV depicts the memory requirement for the algorithms. (Full search algorithm has no preprocessing, and hence, no extra memory was demanded.) Note that the vector dimension equals in our experiments, whereas is, as usual, the codebook size. Also note that we had stated in the final paragraph of previous section how to choose for our algorithm. As for the used for the reported methods, some authors using A1 (see [14] ) and the authors of A3 (see [10] ) had suggested that if block is to be coded, then the coding results for four previous blocks are inspected, so that one of them is used as . We therefore used this kind of for A1, A2, and A3. In order to increase the on-line processing speed of A1 (the TIE-based algrithm), some researchers (e.g., [14] ) presort for each in the preprocessing procedure to obtain an -bypresorted matrix (where holds for any ) and an -byPosition Matrix (e.g. if then ). We used this presorted version, which required about storage space, to implement A1.
V. CONCLUSIONS AND DISCUSSIONS
In this study, a kick-out condition using the Cauchy-Schwarz inequality is proposed for the fast codeword searching algorithm. As shown by the experimental results, the proposed method really reduces the CPU time. The low memory requirement is also attractive. Furthermore, unlike the A2 algorithm [9] , the proposed method has no need to do the extra translation to make all vector components non-negative. The preprocessing time and memory space required by A1 are reduced to and in our method. Compared with A3, our method uses only one inequality instead of three; moreover, memory requirement is not only reduced, but also independent of the block size. Due to the simplicity and efficiency, the proposed kick-out condition can either be used alone or be incorporated with some other sophisticated algorithms.
