Abstract. Primal lower-nice functions defined on Hilbert spaces provide examples of functions that are "integrable" (i.e. of functions that are determined up to an additive constant by their subgradients). The class of primal lowernice functions contains all convex and lower-C 2 functions. In finite dimensions the class of primal lower-nice functions also contains the composition of a convex function with a C 2 mapping under a constraint qualification. In Banach spaces certain convex composite functions were known to be primal lower-nice (e.g. a convex function had to be continuous relative to its domain). In this paper we weaken the assumptions and provide new examples of convex composite functions defined on a Banach space with the primal lower-nice property. One consequence of our results is the identification of new examples of integrable functions on Hilbert spaces.
Introduction
In [8] , an important class of lower semicontinuous, extended real-valued functions called "primal lower-nice" was introduced. In finite-dimensional spaces, these functions provide interesting and important examples of functions that are "integrable". The integration problem is a very natural one in the theory of non-differentiable functions: a lower semicontinuous function f is deemed integrable if whenever another lower semicontinuous function g satisfies ∂g(x) = ∂f (x) for all x, then f and g differ only by an additive constant. Here ∂ refers to a subdifferential (i.e. a set of generalized subgradients) which can be taken in many different ways (e.g. Dini subdifferential, Clarke subdifferential, b-subdifferential, Michel-Penot subdifferential, Mordukhovich subdifferential, Ioffe approximate subdifferential, Fréchet subdifferential, and proximal subdifferential). It was well known at the time that convex functions satisfied the integration problem, but very few other examples were known.
The key element in the notion of primal lower-nice functions is that the size of the quadratic needed to "achieve" a proximal subgradient is known and behaves in a linear fashion. Recall that for a lower semicontinuous function f : R n −→ R ∪ {+∞}, the set of proximal subgradients to f at a point x ∈ R n , denoted by
, is the set of points x * ∈ R n for which there exist positive scalars λ and T such that if t ≥ T then the inequality
holds for all x within λ of x. Poliquin [8] calls a function f primal lower-nice at a pointx ∈ domf := {x ∈ X : f (x) < +∞} if there exist T > 0, λ > 0, and c > 0 such that for all points x within λ ofx, the proximal subgradient inequality (1) holds for all proximal subgradients x * to f at x satisfying x * ≤ ct and this for any t ≥ T . It was shown in [8] that in finite dimensions this property is equivalent to the existence of λ > 0, c > 0, and T > 0 such that
, and x * i ≤ c t. In a Hilbert space [7] showed that the two properties outlined above characterize the same class of functions. The relationship between these two properties in a general Banach space has not been addressed until now; we show in Proposition 1.2 that a function which satisfies (1) always satisfies (2). It is not known whether the converse is true in general; however, we are able to establish the converse for a very important class of convex composite functions.
To demonstrate that many important functions have the primal lower-nice property, Poliquin [8] showed that for any lower semicontinuous convex function f : R m −→ R ∪ {+∞} and any C 2 -mapping F : R n −→ R m , the composition f • F is primal lower-nice whenever a natural qualification condition is satisfied. Convex composite functions of the type just described are omnipresent in optimization theory and nonsmooth analysis. In fact the problems most commonly encountered in optimization theory can be reformulated in terms of these functions.
In general Banach spaces Thibault and Zagrodny [10] gave a partial extension of this result; they showed for Banach spaces X and Y that the composition of a lower semicontinuous convex function f : X −→ R∪{+∞} which is continuous relative to its domain with a C 2 -mapping F : Y −→ X satisfies (2) under the assumption that the Robinson qualification condition holds. (In the finite-dimensional setting, the Robinson qualification condition is equivalent to the qualification condition used by Poliquin [8] ). They also showed, in the same paper, that a function defined on a Hilbert space which satisfies (2) is integrable. The main purpose of the present paper is to drop the continuity assumption on the restriction of f , weaken the differentiability assumptions on F , and show that such functions satisfy not only (2) but also (1) (a result in this direction first appeared in [6] ). In doing so we provide new examples of integrable functions on Hilbert spaces and of functions on general Banach spaces that satisfy (1) and (2) .
As mentioned at the beginning of this introduction, there are several types of generalized subgradients that can be used. Another added bonus of primal lower-nice functions defined on Hilbert spaces is that all subgradients are the same for these functions (see [7] and [8] ). It is not known whether the corresponding statement holds in general Banach spaces; however, we are able to show that in such spaces, all subgradients agree for the convex composite functions used in Theorem 2.4 (i.e. the ones with the weakest assumptions); this result is also part of Theorem 2.4.
Still another interesting property of primal lower-nice functions in finite dimensions is that the subgradient mapping (recall that all subgradients are the same for these functions) is "proto-differentiable", and that the proto-derivative of the subgradient mapping is the set of subgradients of the "second-order epi-derivative" (see [9] ). Levy, Poliquin, and Thibault [7] gave several partial extensions of this result to primal lower-nice functions on Hilbert spaces. In general Banach spaces, Levy [6, Theorem 3.3] provided an estimate for the "outer graphical derivative" of the subdifferential of primal lower-nice functions (in the sense of (1)) in terms of the subdifferential of the second-order epi-derivative . (Proto-derivatives exist when the inner and outer graphical derivatives coincide.) The results in [6] and [7] can now be applied to the new examples of primal lower-nice functions covered by our Theorem 2.4.
Preliminaries
In the sequel X and Y will be Banach spaces. For any function f : X −→ R ∪ {+∞} we will denote by ∂f a generic subdifferential operator for which ∂f (x) is contained in the Clarke subdifferential ∂ C f (x) (see [4] ). Note that all classical subdifferentials (for example, the Dini subdifferential, Clarke subdifferential, b-subdifferential, Michel-Penot subdifferential, Mordukhovich subdifferential, Ioffe approximate subdifferential, Fréchet subdifferential, and proximal subdifferential) are included in the Clarke subdifferential. The proximal subdifferential plays a special role in this paper, so to indicate the proximal subdifferential operator explicitly, we use the notation ∂ p f .
Following Poliquin [9] , we say that a lower semicontinuous extended real-valued function f : X −→ R ∪ {+∞} is primal lower-nice at a pointx ∈ domf := {x ∈ X : f (x) < +∞} if the proximal subdifferential is nonempty on a dense subset of some neighborhood ofx intersected with the domain of f , and there exist positive scalars λ, c, and T such that for any t ≥ T and any pair (x, x * ) satisfying x * ≤ ct, x −x ≤ λ, and x * ∈ ∂ p f(x), the inequality (1) holds for all x with x ∈ x + λB X . (Here B X denotes the closed unit ball in X centered at the origin.) As in the finite-dimensional case, the inequality (1) is the defining inequality for x * to be a proximal subgradient to f at x, so f being primal lower-nice just means that proximal subgradients at points nearx satisfy the proximal inequality (1) for the same constants λ, c and T . Note that in any Hilbert space, the proximal subdifferential is automatically nonempty on a dense subset of the domain of f , so this component of the definition of a primal lower-nice function did not appear in Poliquin's original version [8] .
Obviously, convex functions and lower-C 2 functions (see [8] ) are primal lowernice. Poliquin [8] proved that composite functions defined on finite-dimensional spaces are primal lower-nice whenever a qualification condition is fulfilled. More precisely, Poliquin showed the following result.
Theorem ([8]). Let f : R
q −→ R ∪ {+∞} be a lower semicontinuous convex function and F : R p −→ R q be a mapping which is twice continuously differentiable near a pointx with F (x) ∈ domf. If the qualification condition N (domf ; F (x)) ∩ ker(∇F (x) * ) = {0} is satisfied (where ∇F (x) * denotes the adjoint of ∇F (x) and N (domf ; ) the normal cone to domf ), then f • F is primal lower-nice atx.
The above primal lower-nice property is intimately connected to the proximal subdifferential ∂ p ; however, there is another kind of primal lower-nice property defined in terms of any subdifferential ∂. A lower semicontinuous extended realvalued function f : X −→ R∪{+∞} is primal lower-nice atx with respect to ∂ if the operator ∂f is nonempty on a dense subset of some neighborhood ofx intersected with the domain of f , and there exist λ > 0, c > 0, and T > 0 such that (2) holds whenever t ≥ T, x i ∈x + λ B X , x * i ∈ ∂f (x i ), and x * i ≤ ct. It is always the case that a function f which is primal lower-nice atx is primal lower-nice atx with respect to the proximal subdifferential. We state this fact as a proposition. 
Proposition. For a Banach space
Adding these, we obtain the desired inequality.
When X is a finite-dimensional vector space, Poliquin [ Thibault and Zagrodny [10] showed that certain composite functions on infinitedimensional vector spaces are primal lower-nice with respect to the Clarke subdifferential. The composite functions that they studied were infinite-dimensional versions of convex composite functions f • F satisfying the constraint qualification
Note that if ∇F is continuous, (R) holds on a neighborhood ofx; this is an easy application of [5] , Theorem 5.2. Note that in the finite-dimensional setting the qualification condition in Theorem 1.1 is equivalent to (R), so Theorem 1.3 is a partial extension of Theorem 1.1. In order to establish a complete extension to Banach spaces of Poliquin's theorem [8] (our Theorem 1.1), we will need the following interior mapping theorem by Ursescu [11] . Recall first that for a set-valued mapping M : U −→ V we define graph(M ) := {(u, v) ∈ U × V : v ∈ M (u)}, domM := {u ∈ U : M (u) = ∅} and range(M ) := M (U ). Recall also that the core of a convex subset C of X is given by CoreC := {x ∈ C : ∀y ∈ X, ∃ > 0, x + [− , ]y ⊂ C}.
Theorem (Ursescu). Let U and V be Fréchet spaces and M : U −→ V a set-valued mapping. Assume that graph(M ) is a closed convex subset of U × V and that core(rangeM ) = ∅. Then for any neighborhood N of zero in U one has
M (x) ∩ core(rangeM ) ⊂ int M (x + N ) for every x ∈ domM.
Main result
Let us first establish the following lemmas. For any r ∈ R we will use the notation lev r f := {x ∈ X : f (x) ≤ r} to denote the r-level set of f . 
Lemma. Let
sB Y ⊂ (lev 1+f (F (x)) f − F (x)) ∩ rB Y − ∇F (x)(rB X ).
Proof. Let us consider forȳ := F (x) the set-valued mapping
Then the qualification condition (R) is equivalent to R + (rangeM ) = Y , and this is equivalent (see [2] ) to 0 ∈ core(rangeM ). Moreover the graph of M is obviously closed and convex. Since 0 ∈ M (0,ȳ, f (ȳ)), we may deduce from the Ursescu Proof. Suppose that the statement of the lemma does not hold and setȳ := F (x). Then there exist k > 0, c n 0, t n ∞, x n →x and y * n ∈ ∂f (F (x n )) such that y * n • ∇F (x n ) ≤ c n t n and y * n ≥ kt n . Let r > 0 and s > 0 be given by Lemma 2.1, and fix any b ∈ B Y . By Lemma 2.1 there exist v ∈ lev 1+f (ȳ) f with v −ȳ ≤ r and u ∈ B X such that sb = v − F (x) − ∇F (x)(ru). Then
Lemma. Let X and Y be two Banach spaces. Assume that
and hence, since y * n ∈ ∂f (F (x n )), the following inequality holds:
As f (F (x n )) < +∞ (since y * n ∈ ∂f (F (x n )) and f is lower semicontinuous, one has, for n large enough, F (x n ) ∈ (F (x) + rB Y ) ∩ domf and f (ȳ) − 1 ≤ f (F (x n )). It follows from (3) and the inequality f (v) ≤ 1 + f(ȳ) that the bound
holds, which ensures that the bounds
and hence
both hold. Passing to the limit, we get s = 0, which is a contradiction.
In the next lemma we will compute the Clarke subdifferential of f •F . A practical way to present this result is to first compute the support function of the Clarke subdifferential of f • F , which can be defined in terms of the Clarke tangent cone (which is always a closed convex cone). Recall that the Clarke tangent cone T C (S;x) to a set S ⊂ X at a pointx ∈ S is the set of all vectors h ∈ X such that for any sequence {x n } converging tox with x n ∈ S and any scalar sequence {t n } decreasing to 0, there exists a sequence {h n } converging to h and satisfying x n + t n h n ∈ S for all n ∈ R. The support function of the Clarke subdifferential
,
is the subdifferential in the sense of convex analysis of g ↑ (x; ·) at 0, i.e.
Lemma. Let X and Y be two Banach spaces. Assume that F : X → Y is continuously differentiable atx, f : Y → R ∪ {+∞} is convex lower semicontinuous with f (F (x)) < ∞, and that the constraint qualification (R) is satisfied. Then the Clarke subdifferential of the composition f • F is given by
for all x nearx. Here ∇F(x) * denotes the adjoint operator of ∇F (x), and the set on the right side of the above identity is given by
Observe also that condition (R) ensures that forr = f (F (x)), the identity
holds. According to Borwein [3, Theorems 4.2 and 5.1], then, for x ∈ F −1 (domf ) sufficiently close tox and r := f (F (x)), the identity
holds. The last identity ensures that for A = ∇F (x), the following equalities hold:
(by the convexity of f ), condition (R) also implies that for x ∈ F −1 (domf ) close enough tox, the identity
Thus it follows from the equalities (4) and from Aubin and Ekeland [1] (F (x) ). This completes the proof, since both sets of the identity in the statement of the lemma are empty for x / ∈ F −1 (domf ). 
Proof. Let K > 0 be the local Lipschitz constant for ∇F nearx, fix k = 1/(2K), and let c > 0, T > 0 and U be as in Lemma 2.2. Choose λ small enough so that the setx + (2λ)B X is contained in U as well as in the neighborhood where K is a valid Lipschitz constant for ∇F . The set of proximal subgradients is always contained in the set of Clarke subgradients, so according to Lemma 2.3, the set
* ∂f (F (x)) as long as x is near enough tox (we shrink λ if necessary to accomplish this). Thus, we will be done if we can show that the primal lower-nice inequality
) satisfies x * ≤ ct, and x ∈ x + λB X . Since y * ∈ ∂f (F (x)), the definition of the convex subgradient gives inequality (5) as long as the following inequality holds:
To show inequality (6), we consider the point y defined by
where we assume that x = x (otherwise, inequality (6) holds trivially). By the Mean Value Theorem, the norm of y is bounded above by K x −x , and according to Lemma 2.2, the norm of y * is bounded above by kt. From these two bounds, we obtain the estimate
which by the definition of y gives the desired inequality (6) . As a consequence of the preceding argument, by taking t ≥ T large enough, any element of the set ∇F (x) * ∂f (F (x)) is in the set of proximal subgradients ∂ p (f • F )(x). According to Lemma 2.3 then, the proximal subgradients ∂ p (f • F )(x) must agree with the Clarke subgradients (since proximal subgradients are always Clarke subgradients).
It follows immediately that a function satisfying the conditions of Theorem 2.4 is primal lower-nice with respect to any subdifferential contained in the Clarke subdifferential. In the following corollary, we record several applications of our Theorem 2.4 to the integration of primal lower-nice functions and the proto-differentiation of their subgradient mappings. These applications follow directly from [10] , [7] , and [6] where the definitions of the various generalized derivatives can be found. 
