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Este trabajo estudia el rendimiento de esquemas basados en redes convolucionales
en la tarea de reconocimiento automático de escenas. Comienza con un breve estudio
cualitativo de cinco de las arquitecturas más utilizadas. Posteriormente se evalúa
cuantitativamente el rendimiento de estas arquitecturas en la tarea de reconocimiento
de escena, particularizando en la dependencia con la categoría y la arquitectura.
Asimismo, se evalúan las salidas de las redes ante imágenes que representan categorías
de escena no entrenadas, así como se explora la robustez de las soluciones analizadas
a la existencia de ruido en la imagen de entrada.
Los resultados de este estudio cuantitativo motivan el diseño y desarrollo de un
esquema para mejorar el rendimiento de las redes sin tener que reentrenarlas ni ajus-
tarlas. Para ello, se esboza un mecanismo de refocalización de una de las redes
convolucionales estudiadas, que denominaremos red convolucional de escena. Este
esquema hace uso de una red neuronal complementaria que se entrena a partir de
descripciones de la escena basadas en los objetos presentes en ella. Para obtener estas
descripciones se hace uso de otra red convolucional que está diseñada y entrenada
para obtener la segmentación semántica—asignación de cada píxel a una clase de ob-
jeto—de una imagen. Las anotaciones así obtenidas se ponderan por la focalización
de la red convolucional de escena, dando más relevancia en la descripción a las zonas
de la imagen con mayor impacto en la predicción.
Las predicciones de la red convolucional y la red neuronal de escena se comparan
en un esquema iterativo de consenso. En este esquema, la imagen se va modificando
gradualmente si las predicciones de ambas redes no coinciden, forzando a que la
red convolucional utilice distintas zonas de la imagen para realizar la predicción.
Los resultados preliminares en un subconjunto de la base de datos analizada son
prometedores, alcanzando mejoras relativas del 8,85 % respecto al rendimiento de la




reconcocimiento de escena, redes covolucionales, segmentación semántica, focal-
ización.
Abstract
This work studies the performance of schemes based on convolutional networks
in the task of automatic scenes recognition. The work begins with a brief qualita-
tive study of five of the most used architectures. Subsequently, the performance of
these architectures is evaluated quantitatively in the task of scene recognition, partic-
ularizing in the effect on the performance of the category and the nets architecture.
Likewise, the responses of the networks to images that represent untrained scene cat-
egories are studied. Furthermore, the robustness of the analyzed solutions to image
noise is also evaluated.
The results of this quantitative study motivate the design and development of a
scheme to improve the performance of networks without having to retrain or adjust
them. For this purpose, a refocusing mechanism of one of the studied convolutional
networks is outlined. This scheme makes use of a complementary neural network
that is trained from descriptions of the scene based on the objects present in it. To
obtain these descriptions, another convolutional network that is designed and trained
to obtain the semantic segmentation of an image is used. This network provides
object-wise annotations of each image pixel. The annotations thereby obtained are
weighted by a focusing information of the scene convolutional network, giving more
relevance to the areas of the image with the greatest impact on prediction. The
predictions of the convolutional network and this scene neural network are compared
in an iterative consensus scheme. In this scheme, the image is gradually modified if
the predictions of both networks do not coincide, forcing the convolutional network
to rely on different areas of the image to predict the scene.
Preliminary results in a subset of the analyzed database are promising, reaching





scene recognition, convolutional neuronal network, semantic segmentation, focus-
ing.
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Todas las imágenes son capturas de una determinada escena, considerando escena
como el lugar que se representa en la imagen y contiene los objetos capturados. El
campo de reconocimiento automático de escenas tiene como objetivo predecir la esce-
na a partir de una imagen sin intermediación del usuario. Las potenciales aplicaciones
del reconocimiento de escenas en el ámbito del análisis automático son variadas, desde
aplicaciones de life-logging, pasando por sistemas de localización automática no basa-
dos en GPS, hasta sistemas de constricción automática para la detección de objetos
basada en el contexto que suministra la escena.
Debido al amplio abanico de aplicaciones potenciales, esta tarea ha sido estudiada
exhaustivamente en los últimos años, especialmente desde comienzos del siglo XXI
[7]. Los recientes avances en el diseño de arquitecturas de reconocimiento basadas en
redes convolucionales y la reciente creación de conjuntos de datos amplios y variados
que permiten entrenarlas [6] han cambiado el paradigma.
Sin embargo, debido a la amplia variedad de sistemas de reconocimiento exis-
tentes y a la problemática de elegir una u otra en función de los requisitos de un
problema particular, creemos que es necesario realizar un estudio cuantitativo de las
ventajas e inconvenientes de cada sistema y modelo existentes que vaya más allá de
su rendimiento global.
En particular, existe una amplia variedad de arquitecturas y modelos de redes
convolucionales para el reconocimiento de escenas. En este trabajo se realiza un es-
tudio detallado de cinco de los esquemas más utilizados, estudiando la dependencia
de su rendimiento con el tipo de escena a reconocer, su robustez al ruido y la adapta-
bilidad de éstos esquemas para reconocer tipos de escenas no observados durante el
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entrenamiento.
A partir de este estudio comparativo este trabajo también se motiva en la explora-
ción de un esquema que permita mejorar el rendimiento de las redes haciendo uso de
información sobre los objetos de la escena. Este esquema parte de la interpretación de
la escena como contexto de captura, que constriñe los objetos que ésta puede contener
y explora la viabilidad de establecer una relación en el otro sentido, es decir, dados
los objetos, reconocer la escena.
Una de las motivaciones principales de este trabajo es también la de mejorar
el rendimiento de la red evitando su re-entrenamiento, puesto que además de ser
ineficiente, éste puede derivar en sistemas sobre-ajustados a las escenas observadas
durante la creación del modelo.
1.2. Objetivos
En este trabajo de fin de máster se busca:
1. Realizar un estudio detallado de las ventajas e inconvenientes del mayor número
posible de arquitecturas y modelos basados en redes convolucionales entrenadas
para el reconocimiento de escena.
2. Analizar y evaluar las similitudes y las diferencias entre las arquitecturas y
modelos evaluados.
3. Analizar la adaptabilidad y robustez al ruido de las arquitecturas y modelos
evaluados.
4. Explorar y evaluar la viabilidad un esquema para mejorar el rendimiento de
las arquitecturas evaluadas usando información de los objetos presentes en la
escena sin necesidad de entrenar nuevos modelos.
1.3. Organización de la memoria
Este documento altera la organización ortodoxa de este tipo de trabajos: intro-
ducción, estado del arte, diseño y desarrollo, resultados y conclusiones. En particular,
añade un capítulo donde se realiza el estudio comparativo entre los esquemas evalua-
dos. Así, la organización de la memoria de este trabajo de fin de máster se estructura
en seis capítulos:
Capítulo 1. En este capítulo inicial se presenta la motivación, los objetivos y la
estructura de este trabajo de fin de máster.
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Capítulo 2. En este capítulo se detalla el estado del arte, contado en qué consiste
el reconocimiento de escena, explicando la base de datos utilizada, así como las
características de las redes. Además, se describen las máscaras de focalización
y la segmentación semántica, técnicas usadas para el desarrollo del sistema de
re-focalización.
Capítulo 3. En este capítulo de evaluación comparativa aparece el estudio reali-
zado de las redes, detallando su funcionamiento, sus problemas, sus similitudes
y diferencias, su adaptabilidad y su robustez al ruido.
Capítulo 4. En este capítulo se presenta el sistema de re-focalización diseñado a
partir de un esquema y posteriormente explicando cada módulo de este esquema.
Capítulo 5. En este capítulo se detallan las pruebas realizadas y los resultados
obtenidos.
Capítulo 6. En este capítulo se enumeran las conclusiones alcanzadas tras el
trabajo y se esboza el trabajo futuro a realizar.
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Capítulo 2
Estado del arte
2.1. Reconocimiento de escena
2.1.1. Definición
El reconocimiento de escena consiste en, a partir de una imagen, obtener una pre-
dicción del lugar o la escena que en ella se muestra. Normalmente se asume que las
imágenes que representan una escena son aquellas que son captadas desde una dis-
tancia mayor a 5 metros, de lo contrario se considerarían imágenes que representan
objetos. En la actualidad, para esta tarea se utilizan generalmente redes convolucio-
nales entrenadas con una base de datos de imágenes previamente etiquetadas con su
correspondiente categoría. Las redes así entrenadas devuelven, dada una imagen, un
vector de puntuaciones, una para cada una de las categorías para las que ha sido
entrenada: a mayor puntuación, la red considera que la imagen se corresponde con
mayor verosimilitud a dicha categoría.
2.1.2. Estrategias para el reconocimiento de escenas
Sistemas basados en características de la imagen
En los sistemas basados en características de la imagen como en [8] y [9] se realiza
un reconocimiento de escena a partir de descriptores de tipo holístico (de toda la
imagen) o de tipo local (de áreas y objetos presentes en la escena). En otros trabajos
se hace uso de descriptores de la imagen que se basan en la estructura o forma de la
escena, como en [7] por la envolvente de escena o como en [10] con la representación
de esencia (gist).
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Sistemas basados en el uso de redes convolucionales
Con la llegada de las redes convolucionales (ConvNets) se consiguió un gran avance
en el reconocimiento de escena. Con ellas se ha conseguido analizar conjuntos de datos
de tamaño medio [11] con un acierto global de casi un 70% [12], un acierto que está en
consonancia con el reconocimiento de escena humano. Actualmente también existen
experimentos en los que se usan ConvNets entrenadas para el reconocimiento de escena
para la tarea de reconocimiento de objetos [13]. Los resultados obtenidos sugieren que
durante el entrenamiento, la red convolucional aprende los objetos comunes a una
escena además de la escena. Exploraremos las soluciones existentes en la sección 2.2.
2.1.3. Bases de datos existentes
La base de datos (dataset) de imágenes utilizada para realizar este trabajo de fin
de máster es Places365, disponible en [6]. En el Apéndice A se enumeran las categorías
de escena allí definidas y se incluye una imagen de ejemplo de cada una de ellas. Esta
base de datos se estructura en categorías de escena, en concreto en 365 categorías. En
este trabajo usaremos todo el conjunto de validación, donde cada categoría contiene
100 imágenes, hasta un total de 36.500 imágenes, y un subconjunto de imágenes de
entrenamiento, 1.000 imágenes por categoría, hasta un total de 365.000 imágenes
seleccionadas en cada categoría del total de 1,8 millones de imágenes disponibles.
Cabe destacar que la mayoría de imágenes en la bases de datos son imágenes de
una escena en concreto, que pueden contener personas ocluyendo parcialmente. Pero
también, hay representaciones pictóricas (dibujos) de la escena, lo que implica que
los esquemas de reconocimiento deben ser flexibles a estas distintas modalidades de
imagen.
2.2. Definiciones generales sobre ConvNets
No es el objetivo de este trabajo fin de máster el de detallar el funcionamiento
de las ConvNets, entendemos las ConvNets como son un tipo de redes neuronales
capaces de clasificar un dato de entrada aportando una salida, tras un entrenamiento
previo realizado a partir de una gran cantidad de datos. Están formadas por neuronas
interconectadas entre sí que a su vez forman capas, siendo el número de estas capas
la profundidad de la red. Estas neuronas tienen como entrada neuronas de la capa
anterior y su salida alimenta una o más neuronas de la siguiente capa. Cada una de
estas neuronas tiene un peso asociado que se obtiene a partir del entrenamiento de la
red. En definitiva, una red entrenada está definida por su arquitectura (organización
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de las neuronas y sus conexiones) y por los pesos aprendidos o ajustados durante el
entrenamiento. La particularidad de las redes convolucionales es que estos pesos se
organizan en filtros multi-dimensionales (kernels) que se aplican de manera local sobre
datos multi-dimensionales a la entrada de cada capa convolucional. Además de las
capas convolucionales, existen capas adicionales dentro de las arquitecturas ConvNet,
en particular, algunos tipos de capas adicionales que utilizan las redes analizadas en
este trabajo son:
Fully-connected : Todas las neuronas de la capa se encuentran conectadas con
las de la capa contigua.
Max-pooling : Reduce el tamaño de la imagen.
ReLU : La salida es igual a la entrada si es positiva y 0 en caso contrario.
Softmax : Última capa que adapta el resultado de la red a un número determi-
nado de salidas en un rango de valores.
Pyramyd-pooling : Extrae características de la imagen en subregiones de distintos
tamaños.
En este trabajo se han evaluado cinco redes para el reconocimiento de escena a partir
de imágenes. Todas las redes tienen al final una capa softmax, que permite que éstas
devuelvan una puntuación entre 0 y 1 para cada categoría de escena entrenada. Las
redes han sido entrenadas con el conjunto de datos total del Places365 [6] (no con el
subconjuto utilizado en este trabajo). Por tanto están orientadas al reconocimiento de
las 365 categorías allí definidas. Las puntuaciones están normalizadas, de forma que
las puntuaciones para las 365 categorías en una salida suman 1 entre ellas, es decir,
podemos entender que las verosimilitudes a la salida de las redes son probabilidades.
2.2.1. Arquitecturas analizadas
Las arquitecturas analizadas son: Alexnet [1], VGG16 [2], Resnet18 [3], Resnet50
[3] y Densenet161 [4]. En esta sección describiremos brevemente cada una de ellas, en
orden cronológico, enfatizando las diferencias respecto a las arquitecturas anteriores.
El cuadro resumen Cuadro 2.1 aglutina las diferencias principales entre las redes. En
ella puede observarse, por ejemplo, que la red menos compleja y profunda es Alexnet
[1] y su contrapartida, la de mayor profundidad, es Densenet161 [4].
8 CAPÍTULO 2. ESTADO DEL ARTE
Red Lineal/Recursivo Nº capas Primera capa Kernel Size
Alexnet [1] Lineal 11 227x227 11 y 5
VGG16 [2] Lineal 16 224x224 3x3
Resnet18 [3] Recursivo 18 224x224 3x3
Resnet50 [3] Recursivo 50 224x224 3x3
Densenet161 Recursivo 161 224x224 1x1 & 3x3
Cuadro 2.1: Comparativa de las redes neuronales usadas
Alexnet
La red Alexnet [1] es una de las primeras redes convolucionales, su aparición
supuso un punto de inflexión en el análisis automático de imágenes. Surge para el
reconocimiento de objetos pero ha sido entrenada para diversas tareas, entre ellas el
reconocimiento de escena. La red se compone de 8 capas: 5 de ellas convolucionales de
resolución y profundidad variable y las otras 3 fully-connected de 4096 neuronas cada
una. La salida de la última de estas capas se conecta con una capa softmax que se
ajusta al problema a resolver. La arquitectura de Alexnet [1] ajustada a un problema
de 1000 clases se incluye en la Figura 2.1.
Figura 2.1: Esquema de la arquitectura de Alexnet [1]. Adaptada de [14].
VGG
Su principal ventaja frente a sus antecesores es que, al introducir una mayor
profundidad (más capas), se incluyen más filtros que, en teoría, suministran una
mejora de rendimiento respecto a redes anteriores. En particular, la red VGG [2]
puede entenderse como una mejora de Alexnet [1], remplazando los kernels 11x11 y
5x5 por múltiples 3x3, lo que permite definir una red más profunda, que en teoría es
capaz de modelar tareas más complejas. Inicialmente VGG [2] se diseñó para tareas
de reconocimiento de imágenes, pero su adaptabilidad y la existencia de soluciones
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software consolidadas han permitido su uso para múltiples tareas. La red VGG [2] es
una red no recursiva al igual que Alexnet [1].
Como normalización de las imágenes a la entrada, se les resta el valor RGB medio,
calculado en el conjunto de entrenamiento, de cada píxel. La imagen pasa por 5 capas
convolucionales con filtros 3×3. En una de las configuraciones se utilizan filtros 1×1,
que se pueden ver como una transformación lineal de los canales de entrada. A conti-
nuación siguen 5 capas max-pooling, a las que siguen diversas capas convolucionales.
El max-pooling se realiza en una ventana de 2×2, con un paso de 2. Después hay 3
capas fully-connected : las dos primeras tienen 4096 canales y la tercera realiza una
clasificación que se adapta al problema a resolver. Finalmente, la última capa es la
capa soft-max, también adaptada al problema. Incluye varias capas de rectificación
ReLU que permiten explorar relaciones no lineales. La arquitectura de la red VGG
[2] se puede observar en la Figura 2.2.
Figura 2.2: Esquema de la arquitectura de VGG [2]. Adaptada de [15].
Resnet
A diferencia de las redes anteriores, Resnet [3] es una red recursiva. Surge como
un avance a VGG [2] que permite una mayor especialización de la red gracias a la
recursividad. Esta recursividad permite en teoría alcanzar una mayor profundidad
efectiva, a diferencia de lo que ocurre en una red no recursiva muy profunda, donde
sus primeras capas casi no se especializan y son muy similares independientemente
del problema a resolver. Al conseguir una mayor profundidad se espera un mayor
rendimiento en tareas complejas. Como para las redes anteriores, la tarea principal
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para la que fueron entrenadas fue el reconocimiento de imágenes, pero existen modelos
Resnet para múltiples tareas.
Esta red tiene menos filtros y una menor complejidad que las redes VGG [2]. La
novedad que implementa esta red es que aparecen conexiones entre capas haciendo
de ésta una red residual. Las conexiones directas se pueden usar cuando la entrada de
una capa y la salida de la otra tienen el mismo tamaño. Cuando el tamaño aumenta,
o bien se siguen usando estas conexiones directas añadiendo ceros para aumentar el
tamaño de una de ellas, o se usan conexiones de proyección para unir tamaños. En la
Figura 2.3 se puede observar un ejemplo de una conexión residual entre capas.
Figura 2.3: Esquema de una conexión residual entre capas de Resnet [3], en este caso
de 34 capas. Adaptada de [3]
Densenet
La red Densenet [4] es también una red recursiva. En particular, surge como una
mejora de las redes recursivas anteriores que permite utilizar este esquema en redes
con mayor profundidad, gracias a una hipotética mayor velocidad de convergencia en
entrenamiento. La idea es que en esta red todas las capas están conectadas con todas,
por lo que cada capa utiliza los datos de las demás, lo que produce un mejor resultado
en términos de eficiencia durante el entrenamiento. Como para las redes anteriores, la
tarea principal para la que fueron entrenadas fue el reconocimiento de imágenes, pero
existen modelos Densenet para otras tareas, incluyendo el reconocimiento de escena.
Esta red tiene una arquitectura que busca que todas las capas tengan la máxima
información posible del resto de capas, para ello se conectan todas las capas entre ellas
(con el mismo tamaño). De esta forma, cada capa tiene entradas de todas las capas
anteriores y a su vez conecta su salida a todas las capas posteriores. Esto provoca
que una red de L capas tenga L(L+1)2 conexiones. Esta arquitectura además hace que
sea más sencillo entrenar redes más profundas, ya que todas las capas tienen acceso
directo a la información del resto de capas. En la Figura 2.4 se puede observar un
ejemplo de esta arquitectura.
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Figura 2.4: Esquema de la arquitectura de Densenet [4]. Adaptada de [4].
Soluciones utilizadas
Por su lado, Alexnet [1] y VGG16 [2] han sido ejecutadas en Matlab2017b mediante
Caffe [[16]] que incluye el toolbox de Neural Network con el cual se puede cargar una
red neuronal a partir de un fichero que contiene la arquitectura de la red y un fichero
con los pesos. Por su parte, Resnet18 [3], Resnet50 [3] y Densenet161 [4] han sido
ejecutadas en una máquina virtual de Ubuntu a partir de un script de Python que
usa Pytorch. Además, la red Alexnet [1] también se ha podido ejecutar con Pytorch
para comprobar sus diferencias, ya que en Matlab es obligatorio redimensionar las
imágenes a un tamaño fijo antes de introducirlas en la red. Las similitudes y diferencias
entre las redes, en términos de implementación utilizada pueden observarse en la
tabla comparativa del Cuadro 2.2. Todas las redes ejecutadas en Matlab son redes
no recursivas, esta funcionalidad en Matlab no se incluyó hasta 2018, cuando este
trabajo ya estaba avanzado.
2.3. Máscaras de focalización
Se denominan máscaras de focalización a los mapas de activación [17] de las imáge-
nes tras pasar por una red y aportar una predicción. Estos mapas, del mismo tamaño
que la imagen evaluada, contienen un valor entre 0 a 1 en cada uno de sus píxeles,
representando el grado de relevancia de ese píxel en la predicción realizada por la
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Red Solución software Versiones
Alexnet [1] Pytorch/Caffe -
VGG16 [2] Caffe 11, 13, 16 y 19 layers
Resnet18 [3] Pytorch 18, 34, 50, 101 y 152 layers
Resnet50 [3] Pytorch 18, 34, 50, 101 y 152 layers
Densenet161 [4] Pytorch 121, 161, 169, 201 y 264 layers
Cuadro 2.2: Comparativa 2 de las redes neuronales usadas
red. Para obtener este mapa de activación, se vuelve para atrás en la última capa
para obtener los pesos de capas anteriores que han derivado en la predicción. Esta
estructura se puede observar en la Figura 2.5.
Figura 2.5: Esquema de la extración del mapa de activación de una imagen. Se observa
que antes de la última capa, se obtienen los pesos de la capa anterior para extraer el
mapa de activación. Adaptada de [17].
2.4. Segmentación semántica
La segmentación consiste en la división de una imagen en un conjunto de seg-
mentos que no se superponen entre ellos. En el ámbito del reconocimiento de escenas
se busca la partición en segmentos semánticamente significativos, de modo que cada
segmento abarque un objeto o área en la imagen. En este trabajo, se hará uso de la
red Pyramid Scene Parsing Net [5].
PSPNet
Esta red se basa en una arquitectura Resnet [3] para obtener en primer lugar el
mapa de características de la imagen en la última capa convolucional, al que posterior-
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mente se le aplica el módulo pyramid pooling obteniendo diferentes representaciones
en subregiones. A continuación, hay una serie de capas de muestreo y de concatena-
ción formando el conjunto de características final con información local y global de la
imagen. Finalmente, pasa por una capa de convolución final obteniendo la predicción
de cada píxel de la imagen. La red utilizada devuelve un valor o clase para cada píxel
que se corresponde con la etiqueta correspondiente en el dataset ADE20K usado para
su entrenamiento, compuesto por instancias de 150 objetos, como se detalla en el
Apéndice B. Esta arquitectura de red se puede observar en la Figura 2.6.
Figura 2.6: Esquema de la red PSPNet [5] en la que se observa una imagen a la
izquierda, que es la entrada, a la que se le extrae su mapa de características y se
introduce en el módulo pyramid pooling (zona interior a la línea de puntos) y a su
salida se obtiene la imagen de predicción. Adaptada de[5].
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Capítulo 3
Evaluación de las soluciones
existentes
3.1. Protocolo de evaluación
Para evaluar el funcionamiento de las redes se han usado las imágenes de vali-
dación de la base de datos de Places365 [6], las cuales son 36.500 imágenes, 100 por
cada categoría. En este capítulo se incluyen evaluaciones del rendimiento de las re-
des y evaluaciones sobre la robustez al ruido y a escenas no observadas durante el
entrenamiento.
3.1.1. Funcionamiento de las redes
En primer lugar se evalúa el rendimiento global de las redes en términos de tasa
de acierto global. Para ello, se han comprobado los resultados obtenidos al introdu-
cir las imágenes de validación en cada una de las redes preentrenadas para después
comprobar si la salida con una mayor puntuación se corresponde con la correcta (que
definiremos como la anotada en el dataset). Posteriormente se analizan problemas de
las redes respecto a las categorías de escena. Para ello, se observan las salidas de las
redes, pero en este caso centrándose en cada categoría en concreto, para comprobar
si existe comportamiento singular de una o varias redes para una o varias clases.
Dado que las redes están entrenadas con un mismo dataset de imágenes de entre-
namiento, éstas tenderán a tener un comportamiento similar, salvando las diferencias
derivadas del uso de arquitecturas diferentes. Para evaluar estas diferencias experi-
mentalmente, se organizan los resultados obtenidos en términos de profundidad y las
arquitectura de cada red, y se mide la mejora de rendimiento obtenida al utilizar redes
más complejas. Además, para cuantificar las diferencias entre redes, se ha medido la
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correlación entre sus probabilidades de salida, así como el número de veces que dos
redes dan la misma salida para cada categoría, ya sea acertando o equivocándose en
la misma categoría errónea.
3.1.2. Adaptabilidad de las redes
Dado que las redes están entrenadas para predecir sólo las 365 categorías utilizadas
en el entrenamiento, consideramos interesante observar los resultados de las redes
ante imágenes de escenas no catalogadas durante el entrenamiento. De esta manera
se puede comprobar si las distintas redes actúan de una forma similar o cada una
obtiene distintos resultados ante categorías no observadas, así como evaluar si existen
patrones dada una nueva categoría: escenas como combinación de escenas. Si bien este
experimento no ha centrado el resto del trabajo fin de máster, creemos que puede ser
de utilidad para posteriores trabajos. Para realizar este estudio se han evaluado todas
las redes con 500 imágenes nuevas, distribuidas en 5 categorías (100 imágenes cada
una) nuevas de escena: bodega, canchal, estudio_fotos, frontón y sala_revelado.
Finalmente, para evaluar la sensibilidad de las redes al ruido, en términos de su
rendimiento, se han vuelto a analizar las salidas de las redes a versiones modificadas de
las imágenes de validación, en particular, las imágenes se han modificado incluyendo
píxeles nulos en proporciones del 1%, 10%, 25% y 50% del total de píxeles de la
imagen. Los píxeles a anular se han seleccionado aleatoriamente con distribución
uniforme, a fin de evitar la concentración de píxeles anulados en áreas de las imágenes.
Si los píxeles se concentran en una zona de la imagen, podría suceder que la salida de
la red variara en exceso. Por ejemplo, si la escena es art_gallery y los píxeles nulos se
concentrasen sobre una ”obra de arte” de la imagen podría suceder que la red cambie
su salida completamente porque este objeto es de especial importancia para predecir
la escena. Por otro lado, si la red se está equivocando diciendo que una imagen es
art_gallery porque aparece una ”obra de arte”, cuando en realidad no lo es, anular
estos píxeles podría mejorar artificialmente el rendimiento de la red.
3.1.3. Nomenclatura utilizada
Las arquitecturas utilizadas son Alexnet [1], VGG16 [2], Resnet18 [3], Resnet50
[3] y Densenet161 [4]. Además, dada la posibilidad de usar Alexnet [1] en Matlab
y en Pytorch, se han evaluado ambas implementaciones de ésta red, denominándo-
las Alexnet_M [1] y Alexnet_P [1] respectivamente, aunque en los experimentos de
adaptabilidad y robustez sólo se ha analizado el rendimiento de Alexnet_M [1]. Tam-
bién se ha evaluado el impacto de la resolución de imagen en la predicción, usando
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imágenes a resolución completa (_large) y versiones reducidas (256x256).
3.2. Funcionamiento de las redes
3.2.1. Descripción
En primer lugar, se estudia el rendimiento de cada red en términos del número
de aciertos, simplemente contando el número de veces que la categoría anotada en la
base de datos coincide con la que tiene mayor puntuación a la salida de la red (Top
1). También se han tenido en cuenta las veces que la categoría correcta está entre las
tres (Top 3) y entre las diez (Top 10) de mayor puntuación.
Cabría esperar que a mayor profundidad de la red se obtuviese una mayor tasa
de acierto. Para cuantificar el beneficio de complicar la arquitectura, se propone cal-
cular la mejora relativa que proporciona una red sobre la red cuyo acierto global es
inmediatamente inferior:
421 = 42 −4141 (3.1)
, donde 41 es el número de aciertos de una red y 42 es el número de aciertos de
la siguiente red con mayor acierto global.
Asimismo, se explora la similitud entre cualesquiera dos redes analizando las coin-
cidencias entre la salida de mayor puntuación obtenida en cada red y se desglosan
las categorías que provocan mayor y menor coincidencia entre pares de redes. Para
ello, se mide el número de veces que aciertan dos redes y el número de veces que se
equivocan prediciendo la misma categoría. Finalmente, la dependencia con la catego-
ría se particularizará en dos categorías: building_facade y river. La elección de estas
categorías se debe al hecho de que ambas son para las que se obtiene un menor acierto
tanto global como particular para cada red.
En las redes Resnet18 [3], Resnet50 [3] y Alexnet_P [1] se ha observado un com-
portamiento peculiar en algunas categorías, en concreto en tres categorías de lu-
gares de desierto (desert_sand, desert_vegetation y desert_road) y dos de campo
(field_wild y field_road). Las salidas de las redes para estas categorías se encontra-
ban intercambiadas entre ellas, obteniendo una puntuación alta para otra de ellas
distinta a la anotada. Este hecho parece apuntar a que existe un error durante el en-
trenamiento de estas redes, ya que, claramente clasifica las imágenes de una categoría
como otra categoría. Por esta razón, para estos y el resto de experimentos se han
intercambiado estas salidas.
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Red Top-1 Top-3 Top-10
Alexnet_M 42.80% 64.94% 84.12%
Alexnet_P 48.28% 70.59% 87.33%
Alexnet_M_large 43.33% 65.58% 84.33%
Alexnet_P_large 45.33% 67.26% 85.31%
VGG16 46.01% 68.47% 86.81%
Resnet18 54.45% 76.97% 91.91%
Resnet50 55.54% 78.22% 92.89%
Resnet50_large 53.80% 76.55% 92.04%
Densenet161 56.10% 78.65% 93.14%
Cuadro 3.1: Porcentajes de aciertos de las redes teniendo en cuenta que la categoría
correcta está en el Top-1, 3 o 10.
Profundidad Nº Aciertos 421
Alexnet 8 15.622 -
VGG16 16 16.794 7,50%
Resnet18 18 19.874 18,34%
Resnet50 50 20.272 2,00%
Densenet161 161 20.477 1,01%
Cuadro 3.2: Comparativa de las redes entre su profundidad y su número de aciertos.
3.2.2. Resultados comparativos
El Cuadro 3.1 representa el porcentaje de aciertos de cada una de las arquitecturas
y modelos evaluados. En la Figura 3.1, se observan los aciertos de cada red en todas
las categorías. El Cuadro 3.2 presenta una comparativa entre la profundidad de las
redes y el número de aciertos. La Figura 3.2 muestra la matriz de confusión de las
salidas de las redes, de forma que a mayor valor, más salidas coinciden. En el siguiente
Cuadro 3.3 se pueden ver las categorías con menos coincidencias entre redes y en el
Cuadro 3.4, las categorías con mayor coincidencias entre redes.
Si nos centramos en las categorías con menos aciertos en todas las redes, que son
building_facade y river, observamos que para estas categorías se obtiene un acierto
menor al 10% independientemente de la red evaluada. El Cuadro 3.5 resume este
comportamiento comparando el número de aciertos de cada red para las categorías
building_facade y river. En la figuras 3.3 y 3.4 se incluyen las puntuaciones obtenidas
en cada categoría para las 100 imágenes de building_facade y river respectivamente.
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Figura 3.1: Gráfica de barras en las que el eje X muestra categorías y el eje Y el
número de aciertos de cada red. Los resultados se superponen: Los resultados de la
red de mejor rendimiento (Densenet161 [4]) se sitúan detrás de los resultados de los
demás.
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Figura 3.2: Matriz de confusión de la correlación entre las redes en las que el valor que
relaciona cada red representa el porcentaje de salidas que coinciden entre las redes,
de forma que ambas aciertan o se equivocan de igual forma.
Alexnet VGG16 Resnet18 Resnet50 Densenet161
Alexnet - science_museum (29) music_studio (19) music_studio (16) science_museum (15)
VGG16 science_museum (29) - pub/indoor (17) pub/indoor (16) pub/indoor (21)
Resnet18 music_studio (19) pub/indoor (17) - mansion (53) artist_loft (51)
Resnet50 music_studio (16) pub/indoor (16) mansion (53) - valley (56)
Densenet161 science_museum (15) pub/indoor (21) artist_loft (51) valley (56) -
Cuadro 3.3: Cuadro que muestra en cada relación entre redes la categoría con menos
coincidencias y entre paréntesis se muestran el número de veces que coinciden en las
imágenes de validación. El número de imágenes por categoría es 100.


















































































































Figura 3.3: Gráfica en la que el eje X muestra categorías y el eje Y las puntuacio-
nes obtenidas en cada categoría en las 100 imágenes de validación para la categoría
building_facade, rodeada con un círculo rojo.
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Cuadro 3.4: Cuadro que muestra en cada relación entre redes la categoría con más
coincidencias y entre paréntesis se muestran el número de veces que coinciden en las
imágenes de validación. El número de imágenes por categoría es 100.


















































































































Figura 3.4: Gráfica en la que el eje X muestra categorías y el eje Y las puntuaciones
obtenidas en cada categoría en las 100 imágenes de validación para la categoría river,
rodeada con un círculo rojo.







Cuadro 3.5: Número de aciertos de las redes en las 100 imágenes de validación en las
escenas building_facade y river.
3.2.3. Discusión
Rendimiento en función de la implementación utilizada:
En el Cuadro 3.1 se observa que en comparación, el resultado de Alexnet_P [1] es
mejor que de Alexnet_M [1]. Esto puede deberse al redimensionado de las imágenes
a la entrada de la red en Matlab, hecho que también puede ser el causante del poco
cambio en los resultados obtenidos en Matlab con las imágenes High Resolution. Ade-
más, destaca que con Alexnet_P [1] y con Resnet50 [3] se obtenga un mejor resultado
con las imágenes de tamaño 256x256 que con las imágenes en su tamaño original en
Alexnet_P_large [1] y Resnet50_large [3] respectivamente. A la vista de estos resul-
tados se puede concluir que Densenet161 [4] es la red con mejor resultado, como era
de esperar, ya que es la red de mayor profundidad y por lo tanto más compleja. Aún
así, una red de menor profundidad como Resnet18 [3], aporta un resultado similar a
Densenet161 [4] con menor profundidad y una predicción por lo tanto más eficiente.
Además, se observa un salto en los resultados entre las redes Alexnet [1] y VGG16
[2] y las redes no lineales Resnet18 [3], Resnet50 [3] y Densenet161 [4], por lo que
se puede concluir que el redimensionado que se realiza obligatoriamente en Matlab
perjudica los resultados.
Rendimiento en función de la arquitectura:
En el Cuadro 3.1 se puede observar como aumenta el porcentaje de acierto a mayor
profundidad de la red. Aún así, se puede observar que la mejora no es proporcional
al número de capas añadidas, por ejemplo, las distintas versiones de Resnet [3], a
pesar de una de ellas tener 32 capas más sólo aumenta un 1,09% en el Top-1 y
prácticamente igual en el Top-3 y el Top-10. Entre Resnet50 [3] y Densenet161 [4]
una diferencia de 111 capas y un incremento absoluto del 0,56% más de acierto. En
términos de incremento relativo, tal y como se observa en el Cuadro 3.2, al complicar
la arquitectura y aumentar la profundidad de las redes se obtiene una mejora relativa
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de los resultados, pero esta mejora cada vez va siendo menor, por lo que llega un
momento que ya no compensa modificar más la red ya que la mejora es mínima
respecto del coste de eficiencia que produce este cambio: el incremento relativo de
acierto no es proporcional al aumento de profundidad. En relación a la correlación
entre las salidas de las redes, en el Cuadro 3.2 se observa que las redes Alexnet [1]
y VGG16 [2] son las que menor puntuación tienen en términos de correlación, tanto
entre ellas como con las demás, mientras que Resnet18 [3], Resnet50 [3] y Densenet161
[4] muestran una alta correlación entre ellas. Las dos redes con peor relación entre sí
son Alexnet [1] y Densenet161 [4] y, por otro lado, las dos redes que mayor relación
tienen entre ellas son Resnet50 [3] y Densenet161 [4], como cabría esperar, puesto
que son las dos redes con más aciertos, lo que provoca que haya más probabilidad de
correlación.
En base a esta discusión se ha seleccionado la red Resnet50 [3] como solución de
compromiso entre eficacia y eficiencia. Esta arquitectura de utilizará en los experi-
mentos del capítulo 5.
Rendimiento en función de la categoría:
Se observa en la Figura 3.3 y en la Figura 3.4 cómo las categorías que resultan en
una tasa de acierto baja presentan una distribución multi-modal de puntuaciones a
la salida de las redes, es decir existen máximos locales adicionales en otras categorías
además de para la correcta. Además se observa que todas las redes se equivocan en
estas categorías, lo que podría sugerir que los datos usados para el entrenamiento
no han sido los adecuados. Como se observa en el Cuadro 3.5, en la categoría buil-
ding_facade, Densenet161 [4] a pesar de ser la red más profunda no es la que mejor
resultado retorna, sino que acierta el mismo número de veces que Resnet50 [3]. La
que mejor resultado retorna para estas categorías es en cambio Resnet18, que acierta
una vez más que Resnet50. En la categoría river, al igual que con la categoría buil-
ding_facade la red más profunda no es la que mejor resultado retorna. En este caso
las mejores son las dos redes Resnet, que a pesar de tener distinta profundidad tienen
el mismo número de aciertos. Por tanto se puede establecer que, en líneas generales,
al aumentar la profundidad de una red mejora la tasa de aciertos, pero en aquellas
categorías que presentan problemas, introducir mayor complejidad en la red no mejo-
ra sustancialmente el rendimiento. Esta idea se refuerza en los resultados del Cuadro
3.3, donde las categorías con menor número de coincidencias son categorías con baja
tasa de acierto general. Lo contrario sucede con las categorías de mayor número de
aciertos global, que resultan ser aquellas para las que se produce un mayor número
de coincidencias, como se indica en el Cuadro 3.4. Ambos resultados parecen sugerir
24 CAPÍTULO 3. EVALUACIÓN DE LAS SOLUCIONES EXISTENTES
Figura 3.5: En esta figura se representa un ejemplo de una de las imágenes usadas,
siendo de izquierda a derecha: La imagen original, con 1%, con 10%, con 25% y con
50%.
que estas categorías pueden considerarse difíciles (o fáciles) de discriminar del resto.
En definitiva, la categoría parece determinante para determinar el rendimiento.
3.3. Adaptabilidad de las redes
3.3.1. Descripción
A partir de imágenes que no cumplen con ninguna de las categorías contempladas
se ha observado el comportamiento de las redes, para ver si es similar o distinto en
distintas redes y si dan una categoría con mucha puntuación o por el contrario, no
existe una puntuación máxima clara en una única categoría. Las categorías que se
han usado son: bodega, canchal, estudio_fotográfico, frontón y sala_revelado.
Para evaluar la robustez al ruido de las redes, se han evaluado las imágenes de
validación, modificando un número determinado de píxeles poniendo los tres canales
RGB a 0, para luego comprobar si ha variado la predicción. La prueba se ha hecho
anulando un 1%, 10%, 25%, y 50% de los píxeles de las imágenes como se observa
en la figura 3.5.
3.3.2. Resultados comparativos
Adaptabilidad a categorías no entrenadas
En la figura 3.6 se muestra una imagen de ejemplo de bodega y se puede ver
las puntuaciones obtenidas por las redes evaluadas para las 100 imágenes de bodega.
En la figura 3.7 se muestra una imagen de ejemplo de canchal y se puede ver las
puntuaciones obtenidas por las redes evaluadas para las 100 imágenes de canchal. En
la figura 3.8 se muestra una imagen de ejemplo de estudio_fotográfico y se puede
ver las puntuaciones obtenidas por las redes evaluadas para las 100 imágenes de
estudio_fotográfico. En la figura 3.9 se muestra una imagen de ejemplo de frontón y
se puede ver las puntuaciones obtenidas por las redes evaluadas para las 100 imágenes
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Figura 3.6: La imagen de arriba es un ejemplo de la categoría de bodega. La gráfica
de abajo muestra la media de las salidas de las 5 redes con imágenes de bodega. El eje
X muestra las categorías y el eje Y el valor medio de cada una de las categorías a la
salida de la red.
de frontón. En la Figura 3.10 se muestra una imagen de ejemplo de sala_revelado y
se puede ver las puntuaciones obtenidas por las redes evaluadas para las 100 imágenes
de sala_revelado.
Robustez al ruido
Las Figura de 3.11 muestra los resultados de la robustez al ruido para Resnet50.
El rendimiento de las otras redes puede observarse en el apéndice C.
3.3.3. Discusión
Con lo visto en este apartado se puede establecer que las redes actuán de forma
similar ante unas mismas imágenes no catalogadas, sobre todo haciendo una distinción
entre las redes Alexnet [1] y VGG16 [2] por un lado y Resnet18 [3], Resnet50 [3] y
Densenet161 [4] por otro, ya que se parecen más los resultados dentro de estos dos
grupos.
En la Figura 3.6 de bodega destaca catacomb pero hay más repetidas. Lo que sí es
destacable es que a pesar de ser la más puntuada por todas las redes, en algunas la
puntuación es mucho mayor que en otras. Por otro lado, en la Figura 3.7 de canchal,
también parece ser que las redes se comportan de forma similar, aunque una de ellas
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Figura 3.7: La imagen de arriba es un ejemplo de la categoría de canchal. La gráfica
de abajo muestra la media de las salidas de las 5 redes con imágenes de canchal. El
eje X muestra las categorías y el eje Y el valor medio de cada una de las categorías a
la salida de la red.























































































































Figura 3.8: La imagen de arriba es un ejemplo de la categoría de estudio_fotográfico.
La gráfica de abajo muestra la media de las salidas de las 5 redes con imágenes de
estudio_fotográfico. El eje X muestra las categorías y el eje Y el valor medio de cada
una de las categorías a la salida de la red.
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Figura 3.9: La imagen de arriba es un ejemplo de la categoría de frontón. La gráfica
de abajo muestra la media de las salidas de las 5 redes con imágenes de frontón. El
eje X muestra las categorías y el eje Y el valor medio de cada una de las categorías a
la salida de la red.



















































































































Figura 3.10: La imagen de arriba es un ejemplo de la categoría de sala_revelado.
La gráfica de abajo muestra la media de las salidas de las 5 redes con imágenes de
sala_revelado. El eje X muestra las categorías y el eje Y el valor medio de cada una
de las categorías a la salida de la red.
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no tenga el máximo en la misma categoría que las demás, sí tiene esa categoría entre
las de mayor puntuación. En la categoría estudio_fotográfico vista en la Figura 3.8,
aparece una gran diferencia entre las dos redes lineales (Alexnet [1] y VGG16 [2]) y las
recursivas (Resnet [3] y Densenet [4]), ya que las dos primeras dan la mayor puntuación
a otra categoría y tienen las puntuaciones más repartidas entre las categorías, mientras
que las otras redes tienen un máximo muy claro en la categoría television_studio. En la
Figura 3.9 de frontón, parece que hay menos consenso entre las redes, aunque también
aparecen las puntuaciones más repartidas entre distintas categorías. Aún así vemos
que las categorías con mayor puntuación aparecen repetidas en las distintas redes. En
la Figura 3.10 que muestra los resultados de sala_revelado, destaca discotheque como
categoría con mayor puntuación, sobre todo en las redes de Alexnet [1] y VGG16 [2],
mientras que en las otras también está en primer lugar pero con una puntuación más
distribuida entre las demás categorías.
Se observa en la figura 3.11 cómo empeora el rendimiento de las redes, algo que
se nota en algunas categorías con sólo el 1% de los píxeles anulados. Además, con el
50% de píxeles anulados, casi no aciertan en ninguna imagen, por lo que se puede
establecer que las redes son sensibles al ruido y por lo tanto no muy robustas a éste.
Un resultado interesante es que existen algunas categorías que mejoran el número de
aciertos al anular píxeles, lo que sugiere que puede conseguirse una mejora de la red
alterando las imágenes, tal y como se pretende con el sistema propuesto en el siguiente
capítulo 4.
3.4. Resumen y oportunidades de la evaluación
Tras lo visto en esta evaluación, se puede concluir que las redes con mayor com-
plejidad y profundidad obtienen un mejor resultado, lo que provoca que sus salidas
estén más correladas entre ellas. A pesar de esto, parece que la categoría es factor
discriminante en el rendimiento, puesto que para algunas categorías, el rendimiento
es pobre con independencia de la red evaluada.
En cuanto a la adaptabilidad de las redes a imágenes no catalogadas, se concluye
que las redes actúan de forma similar, aunque depende del tipo de imágenes intro-
ducidas, ya que, en algunos casos, las redes evalúan las imágenes de una categoría
no catalogada como una misma categoría y en otros casos dan salidas similares en
múltiples categorías.
Respecto a la robustez al ruido, se observa que las redes disminuyen su rendimiento
cuando las imágenes contienen un determindado nivel de ruido, mientras que si el nivel
de ruido no es muy alto, en algunas categorías, las redes mejoran su resultado. En
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base a estos resultados, en el capítulo 4 se implementa un esquema que se inspira
en este experimento para la mejora de los resultados de las redes. A partir de lo
observado en el experimento de robustez, se propone estudiar la posibilidad de mejorar
la tasa de aciertos de una red sin reentrenarla a partir de la modificación de las
imágenes previamente a introducirlas en la red. El capítulo 4 de este trabajo propone
un esquema para realizar esta mejora. El capítulo 5 muestra resultados iniciales en la
evaluación de la bondad del esquema diseñado.
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Figura 3.11: Gráfica de barras en las que el eje X muestra categorías y el eje Y el
número de aciertos en cada porcentaje de píxeles a 0 con la red Resnet50.
Capítulo 4
Método de refocalización (sistema,
diseño y desarrollo)
4.1. Introducción
En este capítulo se describe el sistema implementado con el cual se explora la
viabilidad de mejorar el rendimiento de las redes a partir de información de los objetos
contenidos en la escena. En primer lugar se presenta el sistema general a partir de un

























Figura 4.1: Esquema del modelo de re-focalización implementado.
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4.2. Esquema del sistema desarrollado
En la figura 4.1 se muestra el esquema general del sistema, donde se utiliza la
siguiente nomenclatura:
I es la imagen de entrada al sistema.
Ms es el mapa semántico obtenido por el módulo de segmentación semántica
(ver sección 4.4).
Mh es la máscara del mapa de focalización obtenida por el módulo de recono-
cimiento de escena (ver sección 4.4).
Hh,s es el histograma semántico con pesos del mapa de focalización que se
obtiene en el módulo de descripción semántico (ver sección 4.5).
Cp es la categoría con mayor puntuación a la salida del módulo de reconoci-
miento de escena (ver sección 4.3) siendo Cp[0, 364].
Ch es la categoría con mayor puntuación a la salida de la red neuronal artificial
(ver sección 4.4) siendo Ch[0, 364].
Ap,h es el acuerdo establecido entre las categorías Ch y Cp establecido en el
módulo gestor de consenso (ver sección 4.7).
El proceso iterativo seguido por el sistema de refocalización puede dividirse en cinco
etapas:
1. Se evalúa la imagen de entrada en la red convolucional entrenada para el re-
conocimiento de escena (ver sección 4.3), obteniendo la categoría predicha por
la red (Cp) como la categoría para la que se obtiene la mayor puntuación o
probabilidad. Asimismo, se extrae también la máscara de focalización (Mh). En
paralelo, la imagen es segmentada la red convolucional entrenada para la seg-
mentación semántica (ver sección 4.4) obteniendo el mapa semántico (Ms) de
la imagen.
2. A partir del mapa semántico (Ms) se calcula un histograma (Hhs) de los objetos
que aparecen en la imagen en el módulo de descripción semántica (ver sección
4.5). En el cálculo de este histograma se pondera cada objeto en función de su
puntuación en la máscara de focalización (Mh).
3. El histograma ponderado (Hh,s) se evalúa en una red neuronal artificial (ANN)
previamente entrenada para el reconocimiento de escenas, obteniendo así una
predicción Ch (ver sección 4.6).
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4. En el gestor de consenso (ver sección 4.7) se comparan las categorías Ch y Cp.
En caso de que ambas sean la misma, se establece que la categoría predicha por
la red convolucional de escenas es correcta. En caso contrario se presupone que
el sistema ha errado en su predicción y se devuelve el acuerdo Aph para activar
el proceso de refocalización.
5. En el módulo de refocalización se parte de la máscara de focalización (Mh) y
de la imagen, introduciendo valores aleatorios en los píxeles de la imagen en las
posiciones con mayor puntuación en la máscara de focalización (Mh). La imagen
así modificada se introduce de nuevo en el proceso, volviendo al paso 1.
Los pasos 1-5 se repiten hasta coincidencia entre las categorías Ch y Cp o hasta que
se alcance un número máximo de iteraciones.
4.3. Red convolucional para el reconocimiento de escena
En este módulo se utiliza la red Resnet50 [3] entrenada con el conjunto completo
de datos de entrenamiento Places365 [6]. A partir de la imagen, la red retorna un
identificador de la escena que se predice: Cp, la puntuación asociada a la predicción no
se utiliza en la aproximación diseñada. Además se utiliza el mecanismo de extracción
de la máscara de focalización descrito en la sección 2.3 para obtenerMh, una máscara
o mapa de 2 dimensiones con valores entre 0 y 1, siendo mayor en aquellas regiones de
la imagen de estimada mayor relevancia para la predicción. Un ejemplo de máscara
de focalización puede observarse en la primera fila de la Figura 4.2.
Dado un píxel p, denominaremos v(p) ∈ [0, 1] ⊂ R a la puntuación que recibe ese
píxel en la máscara de focalización.
4.4. Red convolucional para la segmentación semántica
En este módulo se utiliza la red PSPNet (2.4) entrenada con el conjunto completo
de datos de entrenamiento AD20K (ver apéndice B). A partir de la imagen, la red
retorna un mapa semántico de clases Ms en forma de imagen, en la cual cada píxel
tiene un valor entre 1 y 150, los cuales representan las 150 etiquetas de los objetos
de AD20K. Un ejemplo de mapa semántico puede observarse en la primera fila de la
Figura 4.2.
Dado un píxel p, denominaremos c(p) ∈ [1, 150] ⊂ N a la clase asociada a ese
píxel en el mapa semántico.
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4.5. Módulo de descripción semántica
A partir del mapa semánticoMs, puede estimarse un histogramaHs = {h1, ...hj , ..., h150}
donde cada hj represente el número de píxeles en Ms etiquetados como el objeto j.
Este histograma podría entenderse como una descripción de los objetos presentes en
la imagen.
Para incluir en esta descripción información de los objetos más relevantes para
la predicción de escena realizada por la red convolucional, proponemos crear una
versión de Hs ponderada por el valor de cada píxel en la máscara de focalización Mh.
Cada posición h˙j de este histograma ponderado Hh,s = {h˙1, ...h˙j , ..., h˙150} se obtiene






Utilizaremos Hh,s como un descriptor de imagen, que contiene información, no
sólo de los objetos presentes en la escena, sino de aquellos que son más relevantes en
la predicción realizada por la red Resnet50 [3]. Un ejemplo de Hh,s puede observarse
en la segunda fila de la Figura 4.2.
4.6. Red neuronal para el reconocimiento de escena
Se propone entrenar una red neuronal artificial [18] con 10 capas ocultas, donde
todas las neuronas están conectadas entre sí. La capa de entrada tendrá 150 neuro-
nas, donde se introducen cada uno de las posiciones de Hh,s, que se utilizan como
vectores de caracterización de las imágenes de entrenamiento. La capa de salida es-
tará adaptada al número de categorías de escena a reconocer. El objetivo es entrenar
un modelo que permita predecir la clase de escena (Ch) a partir de estos vectores de
caracterización. El modelo así entrenado se documentará en la sección 5.3.
4.7. Gestor de consenso
Una vez se tienen las dos categorías predichas Ch y Cp se comparan entre sí. En
caso de que sean iguales se establece que la categoría predicha por el sistema es Cp, en
caso contrario se establece una señal Ap,h que activa el mecanismo de refocalización.
Este proceso se repetirá, al igual que el mecanismo de refocalización, siempre y cuando
las categorías predichas no sean iguales, hasta que ambas sean iguales o se alcance un
número máximo de iteraciones.
























Figura 4.2: En esta figura se muestra un ejemplo de una imagen con sus máscaras y su
histograma ponderado. La primera fila incluye, en la primera columna la imagen de
entrada I. En la segunda columna la máscara de focalizaciónMh, en la cual los píxeles
con mayor puntuación son los representados en rojo y los de menos puntuación azules,
en este caso, la categoría predicha por Resnet50 [3] es runway, aunque la imagen
está etiquetada como airfield. En la tercera columna se presenta el mapa semántico
Ms, en el cual cada color se corresponde a un objeto ( en la leyenda sólo se incluyen
aquellos objetos que aparecen en el mapa). En la fila inferior se muestra el histograma
ponderado Hh,s con los valores ponderados de los objetos que aparecen en la escena.
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4.8. Mecanismo de refocalización
Si las dos categorías predichas Ch y Cp no son iguales, se realiza el mecanis-
mo de refocalización. El mecanismo consiste en la modificación de los píxeles de la
imagen a los que se les ha asignado valores de focalización por encima de un valor
determinado,γ, en la máscara de focalización Mh. En particular, se crea una nueva
imagen I˜, cuyos colores son idénticos a los de la imagen original en los píxeles con
valor de focalización menor o igual que γ y aleatorios en aquellos píxeles con valor de
focalización mayor que γ: I˜(p) = I(p) , p|v(p) ≤ γI˜(p) = f(p) , p|v(p) > γ , (4.2)
donde f(p) es una función que devuelve un color aleatorio en el rango de la imagen.
Tras realizar esta modificación, se evalúa en la red la nueva imagen I˜ obteniendo
una nueva categoría predicha Cp. Si esta nueva categoría tampoco coincide con la
categoría Ch, se vuelve a realizar el mecanismo de refocalización disminuyendo el
valor de γ, de manera que el número de píxeles de la nueva imagen I˜ con valores de
color aleatorio distintos de los de la imagen original es mayor.
La idea detrás de este esquema es que, dado que la predicción realizada por la red
toma en mayor relevancia los píxeles con mayor valor en la máscara de focalización
Mh, si la red se equivoca en la predicción, son estos píxeles los que tienen mayor
influencia en esta predicción errónea. Cambiando estos píxeles, en teoría, la red se




En este capítulo se expone una prueba representativa del sistema implementado
como se expone en el capítulo 4.
5.1. Conjunto de datos seleccionado
Como prueba inicial de concepto, se han escogido únicamente 10 categorías de
las 365: airfield, bedroom, building_facade, coast, creek, fabric_store, field/cultivated,
glacier, mountain, ocean. Esto se debe a que empíricamente se comprobó que los
histogramas ponderados (Hh,s) no eran lo suficientemente discriminativos para que
la red neuronal artificial entrenada distinguiese entre las 365 categorías originales.
La selección de estas categorías, y no de otras, se debe a dos factores principales:
la amplia distancia semántica entre ellas y la oportunidad de mejora, en base a los
resultados del estudio comparativo del capítulo 3 (ver Figura 3.11).
De cada una de estas 10 categorías se seleccionan 1.000 imágenes de entrenamiento
por categoría (para un total de 10.000) del conjunto de entrenamiento definido en
Places365 [6] y 100 imágenes de test por categoría (para un total de 1.000), éstas
extraídas del conjunto de validación definido en Places365 [6]. Para todas las imágenes
se establece su clase real de escena, CGT , como la anotada en Places365 [6]. Todas
las imágenes escogidas, tanto de entrenamiento como de test, son las imágenes en su
tamaño original.
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Figura 5.1: Esquema de la red neuronal artificial entrenada.
5.2. Descripción de las pruebas realizadas
El procedimiento seguido es el siguiente:
1. Se evalúan con Resnet50 [3] las imágenes de entrenamiento obteniendo las pre-
dicciones Cp y las máscaras de focalización Mh, además de con la red PSPNet
[5] para obtener las máscaras semánticas Ms.
2. A partir de las máscaras Ms y Mh se obtienen los histogramas ponderados Hh,s
del set de imágenes de entrenamiento.
3. Se entrena la red neuronal artificial con los histogramas ponderados Hh,s de las
imágenes de entrenamiento.
4. Se evalúan las imágenes de test siguiendo el método explicado en el capítulo
4 hasta que las dos predicciones Cp y Ch coincidan o hasta que se alcance un
número máximo de iteraciones.
5. En caso de que ambas coincidan se comprueba que Cp es igual a la categoría
anotada CGT , si es así se considera un acierto.
6. Finalmente se comprueba si el número de aciertos inicial (sin el sistema de
refocalización) ha variado respecto al nuevo sistema, y si lo ha hecho, si ha sido
para mejor o para peor.
5.3. Configuración del sistema
Utilizando los histogramas ponderados como datos de caracterizazión se entrena
la red neuronal artificial (ANN) con los histogramas ponderados de cada imagen como
vectores de caracterización de 150 valores. Para ello se ha utilizado una arquitectura
de entrenamiento y clasificación disponible en Matlab, en particular patternnet [18].
Se configura la red neuronal con 10 capas ocultas y 10 salidas (una por categoría). El
esquema de esta configuración se observa en la Figura 5.1.
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Figura 5.2: La imagen de la izquierda se corresponde con la gráfica de rendimiento
de la red neuronal artificial, la cual usa cross-entropy como medida de rendimiento,
sienedo el eje X el número de iteraciones y el eje Y el valor del cross-entropy. La
imagen de la derecha es el histograma de error, el cual tiene en el eje X el porcentaje
de error como la resta de los valores reales de los datos menos la salida obtenida de
la red y el eje Y como la cantidad de datos en cada porcentaje de error.
Para el entrenamiento, Matlab por defecto divide los datos de entrada en conjuntos
de test, validación y entrenamiento, en proporciones respectivas del 15% , 15% y 70%.
La convergencia del entrenamiento de la red neuronal se establece a partir del valor de
la entropía cruzada, cross-entropy, H(p, q), que se calculan, siendo p y q las distintas
distribuciones de entrenamiento, test o validación como:




La red neuronal entrenada converge tras 221 épocas, obteniendo un valor de cross-
entropy igual a 0.069516 entre cada par de distribuciones (ver 5.2). En la Figura 5.2,
se incluye además, el histograma de error respecto a las anotaciones (Target), que
muestra que la mayoría de las predicciones resultan en errores de predicción cercanos
al 0, lo que sugiere un buen resultado. Como complemento a estos resultados, en
la Figura 5.3 se incluyen las diferentes curvas ROC para cada conjunto de datos de
entrenamiento. Las curvas muestran un rendimiento adecuado, ya que el punto de
trabajo de todas ellas están cerca del rendimiento óptimo: 1 en el True Positive Rate
cuando el False Positive Rate es 0.
Por último reseñar que esta red, por si sóla, resulta en un sorprendente 70,20% de
acierto en la predicción de escena cuando se evalúa con el conjunto de datos de test
definido en la sección (5.3). Este resultado se desglosa por categoría en la primera
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Figura 5.3: Gráficas de las curvas ROC de los datos de entrenamiento de la red
neuronal artificial que se dividen en test, validación y entrenamiento. En concreto, la
gráfica de arriba a la izquierda representa las curvas ROC de los datos usados como
entrenamiento, la gráfica de arriba a la derecha representa las curvas ROC de los
datos usados como validación, la gráfica de abajo a la izquierda representa las curvas
ROC de los datos usados como test y la gráfica de abajo a la derecha representa las
curvas ROC de los todos los datos.
5.4. RESULTADOS OBTENIDOS DE LAS PRUEBAS 41
columna del Cuadro 5.1.
al principio con las 1.000 imágenes de test (100 imágenes por categoría).
5.4. Resultados obtenidos de las pruebas
Este apartado recoge los resultados de las 1.000 imágenes de test de las 10 escenas
escogidas.
5.4.1. Cuantitativos
A partir del procedimiento expuesto en el apartado 5.2 se han obtenido los resul-
tados expuestos en el Cuadro 5.1.
ANN Resnet50 Resnet50 + focalización Mejora absoluta Mejora relativa
airfield 93 54 70 +16 +30
bedroom 95 39 42 +3 +8
building_facade 90 10 9 -1 -10
coast 27 11 4 -7 -64
creek 83 53 55 +2 +4
fabric_store 79 66 69 +3 +5
field/cultivated 86 48 61 +13 +27
glacier 61 28 34 +6 +21
mountain 26 12 6 -6 -50
ocean 62 18 19 +1 +6
GLOBAL 70,20 33,90 36,90 +3 8,85
Cuadro 5.1: Tabla que muestra para cada escena, el número de aciertos obtenidos con
la red neuronal artificial entrenada en la primera columna, sólo con la red Resnet50 en
la segunda columna, el número de aciertos con el sistema implementado en la tercera
columna, la mejora absoluta del número de aciertos en la cuarta columna y la mejora
relativa respecto a los aciertos previos al sistema de focalización. Todos los valores son
para las 100 imágenes de validación de Places365 [6], por lo tanto, todos los números
representan% de acierto.
Discusión
Como se observa en el Cuadro 5.1, todas las categorías han variado su número de
aciertos para bien o para mal. La que mejor resultado ha dado es airfield con una
mejora de 16 imágenes acertadas más en las 100 totales y una mejora relativa del 30%.
La que peor resultado ha dado es coast que ahora tiene 7 aciertos menos, lo que supone
un empeoramiento del 64% respecto a los aciertos previos al sistema. Observando los
aciertos anteriores al sistema, las categorías que han empeorado son aquellas que
tienen una tasa de acierto más bajo, luego parece ser que si la tasa de acierto es
mala, este sistema no consigue buenos resultados. Mientras que en categorías con una
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tasa de acierto aceptable sí se consigue una mejora. Destaca que en las categorías
coast y mountain, con baja tasa de acierto con Resnet50, también se obtenga un mal
resultado con la red neuronal artificial, en contraposición a building_facade, que en
la red neuronal artificial tiene un acierto del 90%, y a pesar de ello se obtiene un
empeoramiento relativo de acierto del 10%, lo que indica que Resnet50 funciona mal
con esta categoría aunque se fije en distintas zonas de las imágenes. Sería intersante
modificar el gestor de consenso para casos como este, en el cual la red neuronal
artificial tiene muy claro que la categoría de esas imágenes es building_facade, para
así obtener un resultado más alto con el sistema.
5.4.2. Cualitativos
Para comprobar los resultados cualitativos del sistema, se observa la evolución
de imágenes de test introducidas en el sistema, así como sus respectivas máscaras
de focalización, comprobando cómo al variar la imagen, la máscara de focalización
también varía dando más relevancia a zonas de la imagen a las que antes no les daba,
provocando en algunos casos que la predicción aportada por la red sea distinta a la
inicial. Estos resultados se incluyen en la Figuras 5.4, 5.5, 5.6, 5.7 y 5.8.
Discusión
El cambio en la predicción varia según la imagen, hay casos en los que se necesitan
muy pocas iteraciones para que varíe la predicción y otros casos en los que se necesitan
más iteraciones.
En la Figura 5.4 se muestra el caso de una imagen que predice runway y pasa
a predecir airfield. Esto se puede deber a que, como se observa en sus máscaras de
focalización, la red, que en principio se fija en una gran zona de carretera, pasa a fijarse
únicamente en los vehículos de la escena. El caso de la Figura 5.5 es más peculiar, ya
que se obtiene la categoría anotada en pocas iteraciones, pero se muestra que la red ha
pasado por otra predicción distinta a la original y a la final y simplemente modificando
un pequeño número de píxeles en comparación al total de la imagen. En particular,
parece que la máscara de focalización final está centrada en los cojines, objetos que
definen mejor la escena (bedroom). En la Figura 5.6 la red también ha llegado a una
iteración alta, con la peculiaridad de que en este caso el mecanismo de refocalización
elimina objetos que pueden ser distractores, consiguiendo con la modificación de los
píxeles que la red se fije en las zonas contrarias a las que se fijaba en un principio.
En la Figura 5.7 se ve un caso en el que el mecanismo de refocalización ha tenido que
ir hasta una iteración alta para alcanzar la predicción anotada, pasando por otra (u
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… …
Cp =  runway Cp =  runway Cp =  airfield




Figura 5.4: En esta figura se muestra un ejemplo de una imagen que se ha procesado
en el sistema. La imagen de arriba a la izquierda es la original de la que se parte. La
segunda de arriba es la imagen en la iteración 3, con γ = 0,89. La tercera imagen de
arriba es la imagen en la iteración 6, con γ = 0,74. Las imágenes de abajo corresponden
a las máscaras de focalización de las respectivas de arriba. Además se muestran las
categorías predichas Ch y Cp, mostrando que no es hasta la iteración 6 en la que
coinciden ambas predicciones y el sistema acierta.
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…
Cp =  berth Cp =  hotel_room Cp =  bedroom





Figura 5.5: En esta figura se muestra un ejemplo de una imagen que se ha procesado
en el sistema. La imagen de arriba a la izquierda es la original de la que se parte. La
segunda de arriba es la imagen en la iteración 2, con γ = 0,94. La tercera imagen de
arriba es la imagen en la iteración 3, con γ = 0,89. Las imágenes de abajo corresponden
a las máscaras de focalización de las respectivas de arriba. Además se muestran las
categorías predichas Ch y Cp, mostrando que no es hasta la iteración 3 en la que
coinciden ambas predicciones y el sistema acierta.
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… …
Cp =  gift_shop Cp =  toyshop Cp =  fabric_store





Figura 5.6: En esta figura se muestra un ejemplo de una imagen que se ha procesado
en el sistema. La imagen de arriba a la izquierda es la original de la que se parte. La
segunda de arriba es la imagen en la iteración 5, con γ = 0,79. La tercera imagen de
arriba es la imagen en la iteración 9, con γ = 0,59. Las imágenes de abajo corresponden
a las máscaras de focalización de las respectivas de arriba. Además se muestran las
categorías predichas Ch y Cp, mostrando que no es hasta la iteración 9 en la que
coinciden ambas predicciones y el sistema acierta.
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… …
Cp =  farm Cp =  tundra Cp = field/cultivated





Figura 5.7: En esta figura se muestra un ejemplo de una imagen que se ha procesado
en el sistema. La imagen de arriba a la izquierda es la original de la que se parte. La
segunda de arriba es la imagen en la iteración 5, con γ = 0,79. La tercera imagen de
arriba es la imagen en la iteración 9, con γ = 0,59. Las imágenes de abajo corresponden
a las máscaras de focalización de las respectivas de arriba. Además se muestran las
categorías predichas Ch y Cp, mostrando que no es hasta la iteración 9 en la que
coinciden ambas predicciones y el sistema acierta.
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… …
Cp =  crevasse Cp = crevasse Cp = glacier





Figura 5.8: En esta figura se muestra un ejemplo de una imagen que se ha procesado
en el sistema. La imagen de arriba a la izquierda es la original de la que se parte. La
segunda de arriba es la imagen en la iteración 5, con γ = 0,79. La tercera imagen de
arriba es la imagen en la iteración 9, con γ = 0,59. Las imágenes de abajo corresponden
a las máscaras de focalización de las respectivas de arriba. Además se muestran las
categorías predichas Ch y Cp, mostrando que no es hasta la iteración 9 en la que
coinciden ambas predicciones y el sistema acierta.
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otras en las demás iteraciones). En particular, en este caso parece que el foco principal
en la primera imagen, la roca, que podría confundirse con una oveja, podría hacer
que la predicción inicial (farm) fuese equivocada, eliminando este objeto, el resultado
mejora. Un caso similar de eliminación de zonas conflictivas se muestra en la Figura
5.8, donde aparece un caso en el que la red se fijaba en una zona muy concreta de la
imagen y al modificar los píxeles de la imagen, la red amplia la zona en la que se fija,
incluyendo aún píxeles modificados, pero consiguiendo que la categoría predicha sea la
misma que la categoría devuelta por la red convolucional de segmentación semántica.
5.5. Discusión general de los resultados
Observando la tabla 5.1, se observa una mejora en el número de aciertos, sobre todo
en las escenas de airfield y field/cultivated, con 16 y 13 aciertos más respectivamente.
En el resto también existe una mejora salvo en building_facade, coast y mountain,
que son las escenas con un número de aciertos más bajo y los aciertos disminuyen.
Por lo tanto, en las escenas con un número de aciertos bajo con la red Resnet50, no
se obtiene una mejora, sino que se obtiene un peor resultado, mientras que en escenas
con un mayor número de aciertos se obtiene un mejor resultado.
Por otro lado, tras lo visto en las Figuras 5.4, 5.5, 5.6, 5.7 y 5.8, se comprueba
como con este sistema la red va modificando sus máscaras de focalización y aportando
categorías distintas a la inicial, consiguiendo en algunos casos que coincida con la
categoría devuelta por la red convolucional de segmentación semántica, que si ha
acertado, acierta también el sistema diseñado.
En definitiva, con los resultados obtenidos, se establece que el sistema implemen-
tado es correcto y funciona, ya que sí se puede obtener una mejora del número de
aciertos, pero aún tiene un gran margen de mejora para evitar estas disminuciones
de aciertos. Por ejemplo si se desarrollaran histogramas ponderados considerando un
mayor número de objetos, estos serían más discriminativos y por lo tanto, se obtendría
una red neuronal artificial con mejores resultados, provocando que se pueda alcanzar
un número de aciertos mayor con el sistema.
Capítulo 6
Conclusiones y trabajo futuro
En este apartado se presentan las conclusiones y trabajos futuros a partir de lo
visto en la presente memoria.
6.1. Conclusiones
Tras todo lo expuesto, este trabajo de fin de máster presenta las siguientes con-
clusiones:
1. Las aquitecturas más complejas y con mayor profundidad son las que mejor
tasa de acierto aportan, aunque todas ellas, al estar entrenadas con las mismas
imágenes, tienen un comportamiento similar.
2. Ante imágenes de escenas no presentes en el dataset de entrenamiento los mo-
delos se comportan de forma similar, dando una misma salida o bien dando
puntuaciones similares a distintas salidas. Por otro lado, se observa que los mo-
delos pueden mejorar el número de aciertos ante una alteración de las imágenes,
lo que indica que se puede conseguir un mejor resultado sin re-entrenar las redes.
3. El sistema de re-focalización basado en el uso de la información semántica de
las imágenes aporta mejor tasa de aciertos en algunas escenas, mientras que
en otras escenas con peor tasa de acierto empeora. Se concluye que el sistema
funciona pero que aún tiene margen de mejora en distintos aspectos, sobre todo
obteniendo un método de obtención de Hhs que sea más discriminatorio entre
las distintas escenas.
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6.2. Trabajo futuro
Tras lo visto en este trabajo, se pueden establecer una serie de puntos para un
trabajo futuro:
1. Conseguir los mapas de activación de la red Densenet161 [4], ya que es la que
mejor tasa de acierto tiene.
2. Buscar un método mejor para modificar las imágenes que no sea cargarse las
zonas del mapa de activación con mayor valor.
3. Obtener un sistema de obtención de Hhs más discriminatorio de modo que se
pueda crear una red NN con mejor resultado entre todas las 365 escenas.
Apéndice A
Categorías de Places365
En este apéndice se muestra una lista de las categorías de Places365 [6] que aportan










































































































































































Figura A.1: Lista de las categorías del Places365 [6] con su número asociado de la 1
a la 160.
En las siguientes figuras desde A.4 hasta A.13 se observa una imagen de ejemplo
de cada escena:
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Figura A.3: Lista de las categorías del Places365 [6] con su número asociado de la 321
a la 365.
54 APÉNDICE A. CATEGORÍAS DE PLACES365
Figura A.4: En esta figura se representa un ejemplo de una de las imágenes de cada
categoria, siendo la primera la categoría 1 y la última la 40.
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Figura A.5: En esta figura se representa un ejemplo de una de las imágenes de cada
categoria, siendo la primera la categoría 41 y la última la 80.
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1
Figura A.6: En esta figura se representa un ejemplo de una de las imágenes de cada
categoria, siendo la primera la categoría 81 y la última la 120.
57
Figura A.7: En esta figura se representa un ejemplo de una de las imágenes de cada
categoria, siendo la primera la categoría 121 y la última la 160.
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Figura A.8: En esta figura se representa un ejemplo de una de las imágenes de cada
categoria, siendo la primera la categoría 161 y la última la 200.
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Figura A.9: En esta figura se representa un ejemplo de una de las imágenes de cada
categoria, siendo la primera la categoría 201 y la última la 240.
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Figura A.10: En esta figura se representa un ejemplo de una de las imágenes de cada
categoria, siendo la primera la categoría 241 y la última la 280.
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Figura A.11: En esta figura se representa un ejemplo de una de las imágenes de cada
categoria, siendo la primera la categoría 281 y la última la 320.
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Figura A.12: En esta figura se representa un ejemplo de una de las imágenes de cada
categoria, siendo la primera la categoría 321 y la última la 360.
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Figura A.13: En esta figura se representa un ejemplo de una de las imágenes de cada
categoria, siendo la primera la categoría 361 y la última la 365.
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Apéndice B
Categorías semánticas de AD20K
En este apéndice hay una lista de los objetos que aparecen en las máscaras se-
































































































































































Figura B.1: Lista de las categorías semánticas de AD20K.
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Apéndice C
Figuras de robustez del resto de
redes
Alexnet
Las figuras de C.1 muestran los resultados de la robustez al ruido para Alexnet.
VGG16
Las figuras de C.2 muestran los resultados de la robustez al ruido para VGG16.
Resnet18
Las figuras de C.3 muestran los resultados de la robustez al ruido para Resnet18.
Densenet161
Las figuras de C.4 muestran los resultados de la robustez al ruido para Densenet161.
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Figura C.1: Gráfica de barras en las que el eje X muestra categorías y el eje Y el
número de aciertos en cada porcentaje de píxeles a 0 con la red Alexnet.
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Figura C.2: Gráfica de barras en las que el eje X muestra categorías y el eje Y el
número de aciertos en cada porcentaje de píxeles a 0 con la red VGG16.
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Figura C.3: Gráfica de barras en las que el eje X muestra categorías y el eje Y el
número de aciertos en cada porcentaje de píxeles a 0 con la red Resnet18.
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Figura C.4: Gráfica de barras en las que el eje X muestra categorías y el eje Y el
número de aciertos en cada porcentaje de píxeles a 0 con la red Densenet161.
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