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a b s t r a c t
In this note, we revisit the single-index model with heteroscedastic error, and recommend
an estimating equation method in terms of transferring restricted least squares to
unrestricted least squares: the estimator of the index parameter is asymptotically more
efficient than existing estimators in the literature in the sense that it is of a smaller limiting
variance.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The single-index model has received much attention recently because of its usefulness in several areas such as
econometrics. The single-index model is of the following form:
Y = g(XTβ0)+ ε, (1)
where Y is the univariate response and X is a p-dimensional covariable, β0 is an unknown index of interest, the function g
is an unknown link, and E(ε|X) = 0. Furthermore, for the sake of identifiability, we assume with no loss of generality that
‖β0‖ = 1 and the first component of β0 is positive, where ‖ · ‖ denotes the Euclidean norm. Such a model with Gaussian
predictors was formulated by Brillinger [1]. It is of dimension-reduction structure in the sense that, if we can estimate the
index β0 efficiently, we can use the univariate XT βˆ0 as the covariable and Y to estimate the nonparametric link g , and
thus avoid the curse of dimensionality when nonparametric smoothing is employed. Thus, much effort has been devoted
to estimating the index β0 efficiently. Hall [2] investigated a locally defined estimator, and Zhu and Fang [3] considered a
globally defined estimator. Both were done under a projection pursuit framework. Ichimura [4] showed that the parameter
β0 can be estimated root-n consistently.
When ε is homoscedastic, Härdle et al. [5] obtained the asymptotic normality of an estimator of β0 in a least squares
sense that is similar to projection pursuit regression method in [2] and then [3]. In a special case of the model investigated
by Carroll et al. [6], the limiting variance is the same as that of Härdle et al. [5]. In the heteroscedastic case, when the model
studied by Xia and Härdle [7] is reduced to the single-index model, their estimator is of the following variance:
Q−0 Q2Q
−
0 , (2)
where Qk = E{|ε|kg ′(XTβ0)2[X − E(X |XTβ0)][X − E(X |XTβ0)]T } with k = 0, 2, and Q−0 is a generalized inverse of Q0. It
is clear that when ε is homoscedastic, this variance is equal to σ 2Q−0 , identical to Härdle, Hall and Ichimura’s [5], where
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σ 2 is the variance of ε. A parallel estimation method to nonlinear parametric regression is that of [8]. Xia [9] proposed
a refined minimum average conditional variance estimation (rMAVE) method that is a modification of MAVE [10]. In the
homoscedastic case, the limiting variance of rMAVE is also similar to the one derived by Härdle et al. [5]. This kind of
variance has become a standard result in the literature. It is noted that Xia [9] also obtained a refined outer product of
gradients (rOPG) method. The limiting variance is of a very complicated structure and is difficult to compute. Also the rOPG
method is asymptotically less efficient than rMAVE (see [9]). A relevant reference is [11].
However, note that β0 is not an inner point in Rp. Thus any estimator of β0 is not regular and then the estimator cannot be
globally asymptotically efficient although it can be locally asymptotically efficient; see [6]. Note that all existingmethods are
restricted least squares typewith the constraint ‖β‖ = 1, although this is not explicitly clarified. As is well known, in regular
cases, the least squares method is of efficiency properties; see [12]. Hence, if we can transfer the restricted least squares
to unrestricted least squares and then an estimating equation, we may be able to obtain an asymptotically more efficient
estimation than the ones in the literature. In homoscedastic cases, Wang et al. [13] suggested an algorithm to implement
this idea, and confirmed our expectation. In this note, we consider the heteroscedastic case and obtain an estimator whose
limiting variance is as follows:
J
β
(r)
0
V−1QV−1JT
β
(r)
0
, (3)
where
Q = E{|ε|2g ′(XTβ0)2JT
β
(r)
0
[X − E(X |XTβ0)][X − E(X |XTβ0)]T Jβ(r)0 },
V = E[g ′(XTβ0)2JT
β
(r)
0
XXT J
β
(r)
0
],
and J
β
(r)
0
is defined in (10), which is the Jacobian matrix of β with respect to β(r) evaluated at β(r)0 , where β
(r) is defined in
(9) in Section 2. We can prove that this variance is smaller than that of (2). That is, our estimator is asymptotically more
efficient than those of Xia [9] and Xia and Härdle [7] in heteroscedastic cases.
In the next section, we describe the estimation procedure and main results. We do not include the details of the proof in
this note. The full version of the paper can be obtained from Lixing Zhu at lzhu@hkbu.edu.hk upon request.
2. Estimation procedure and main results
Suppose that (Xi, Yi),1 ≤ i ≤ n are independent identically distributed (iid) from model (1). For the nonparametric
estimator of the link function g , the local linear smoother with the linear weighted functions {Wni(z, β, h); 1 ≤ i ≤ n} is
defined in the following. For the true parameter β0 in case it were given, the local linear estimators of g and its derivative
g ′ are the pair (a, b)minimizing the weighted sum of squares (see [14])
n∑
i=1
[
Yi − a− b(XTi β0 − z)
]2
Kh(XTi β0 − z), (4)
where Kh(·) = K(·/h)/h, with K being a symmetric kernel function on R1 and h = hn being the bandwidth.
Let gˆ(z;β0, h) = aˆ and gˆ ′(z;β0, h) = bˆ be the resulting estimators. Via a simple calculation, we have
gˆ(z;β0, h) =
n∑
i=1
Wni(z;β0, h)Yi,
gˆ ′(z;β0, h) =
n∑
i=1
W˜ni(z;β0, h)Yi,
(5)
where, for 1 ≤ i ≤ n,
Wni(z;β0, h) = Uni(z;β0, h)n∑
i=1
Uni(z;β0, h)
, (6)
W˜ni(z;β0, h) = U˜ni(z;β0, h)n∑
i=1
Uni(z;β0, h)
,
with
Uni(z;β0, h) = [Sn,2(z;β0, h)− (XTi β0 − z)Sn,1(z;β0, h)]Kh(XTi β0 − z),
U˜ni(z;β0, h) = [(XTi β0 − z)Sn,0(z;β0, h)− Sn,1(z;β0, h)]Kh(XTi β0 − z),
Sn,r(z;β0, h) = 1n
n∑
i=1
(XTi β0 − z)rKh(XTi β0 − z), r = 0, 1, 2.
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However, to obtain a better estimation, we will use a different bandwidth h1 in the estimator of g ′ with
W˜ni(z;β0, h1) = U˜ni(z;β0, h1)n∑
i=1
Uni(z;β0, h1)
. (7)
Such an estimator is no longer the one obtained from the local linear smoother defined above, and it is useful for proposing
our approach in this paper.
As β0 can be estimated root-n consistently, see [7], with a pilot estimation, we can then consider a neighborhood of β0 to
define our resulting estimator. LetBn = {β : ‖β − β0‖ = Bn−1/2}, where B is some positive constant. Then we can obtain
the updating estimator βˆ∗ for β0 by minimizing the sum of squares with respect to β ∈ Bn:
D(β) :=
n∑
i=1
[
Yi − gˆ(XTi β;β, h)
]2
. (8)
With the estimator βˆ∗, the final estimator gˆ∗ of g can be defined by
gˆ∗(z) := gˆ(z; βˆ∗, h) =
n∑
i=1
Wni(z; βˆ∗, h)Yi
and the estimator σˆ 2 of σ 2 is defined by
σˆ 2 = 1
n
n∑
i=1
[
Yi − gˆ(XTi βˆ∗; βˆ∗, h)
]2
.
Since there is the constraint ‖β0‖ = 1, the ‘‘remove-one-component’’ method (or reparametrization) on β , as was used
in [15–17], is employed. The idea is that we first consider the asymptotic behavior of the estimators of p − 1 components
of β , and obtain the asymptotic normality of the estimator of β via a transform. Without loss of generality, we may assume
that the true parameter β0 has a positive component (in the identifiable assumption, the first component is positive), say
β0r > 0 for β0 = (β01, . . . , β0p)T and 1 ≤ i ≤ n. For β = (β1, . . . , βp)T , let β(r) = (β1, . . . , βr−1, βr+1, . . . , βp)T be the
p− 1-dimensional parameter vector after removing the rth component βr in β . We may write
β = β(β(r)) = (β1, . . . , βr−1, (1− ‖β(r)‖2)1/2, βr+1, . . . , βp)T . (9)
The true parameter β(r)0 must satisfy the constraint ‖β(r)0 ‖2 < 1. Thus, β is infinitely differential in the neighborhood of β(r)0 ,
and the Jacobian matrix is
Jβ(r) =
∂β
∂β(r)
= (γ1, . . . , γp)T , (10)
where the γs (1 ≤ s ≤ p) satisfy that γs = es for 1 ≤ s < r , γr = −(1− ‖β(r)‖2)−1/2β(r),γs = es−1 for r + 1 ≤ s ≤ p. Here
es is a p− 1-dimensional unit vector with sth component 1.
From (8) and (9), we know that D(β) = D(β(β(r))) ≡ D˜(β(r)). Therefore, we may obtain an estimator of β(r)0 , say βˆ(r),
by minimizing D˜(β(r)), and then obtain an estimator of β0 via a transform. This shows that we can transfer restricted least
squares to unrestricted least squares. We then propose our estimating equation, which is of the equivalence when h1 = h,
n∑
i=1
{
Yi − gˆ(XTi β(β(r));β(β(r)), h)
}
gˆ ′(XTi β(β
(r));β(β(r)), h1)JTβ(r)Xi = 0. (11)
We can prove the existence of a consistent estimator by using (8), and then obtain the asymptotic normality by using (11).
To obtain the asymptotic behavior of the estimators, we first give the following conditions:
C1. (i) The distribution of X has a compact support set A.
(ii) The density function fβ(·) of XTβ is positive and satisfies the Lipschitz condition of order 1 for β in the neighborhood
of β0. Further, XTβ0 has a positive and bounded density function fβ0(·) on its support T .
C2. (i) The function g has two bounded and continuous derivatives.
(ii) ls(·) satisfies the Lipschitz condition of order 1, where ls(·) is the sth component of l(·), where l(z) = E(X |XTβ0 = z),
1 ≤ s ≤ p.
C3. (i) The kernel K is a bounded, continuous and symmetric probability density function, satisfying∫ ∞
−∞
u2K(u)du 6= 0,
∫ ∞
−∞
|u|2K(u)du <∞;
(ii) K satisfies the Lipschitz conditions on R1.
C4. E(ε|X) = 0, var(ε|X) = σ 2 <∞, E(ε4|X) <∞.
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C5. (i) h→ 0, nh2/ log2 n→∞, lim supn→∞ nh5 ≤ c <∞;
(ii) h1 → 0, nhh31/ log2 n→∞, nh4 → 0, lim supn→∞ nh51 <∞.
C6. V = E[g ′(XTβ0)2JT
β
(r)
0
XXT J
β
(r)
0
] is a positive definite matrix, where J
β
(r)
0
is defined by (10).
Remark 1. The Lipschitz condition and the derivatives in C1 and C2 are standard smoothing conditions. C1 is used to bound
the density function of XTβ0 from zero. This ensures that the denominators of gˆ(z;β0, h) and gˆ ′(z;β0, h) are bounded away
form zero with high probability. Thus, this is to avoid the boundary effect of the estimation. A similar condition was used
in a reference about dimension reduction [18]. However, this condition is actually fairly strong. The usual approach to relax
this condition is to use truncation to trim off the boundary points in the estimation, which may make the technical proof
somewhat more tedious though without any essential changes; see [5] or [7]. For example, we can trim off the boundary
points by using an indicator function of the event {xj : 1/n∑ni=1 Uni(z;β, h) > c} for a fixed constant c > 0 in the estimating
equation where β is an estimator previously obtained, say the one by Xia and Härdle [7]. This is the usual approach in the
literature; see [7]. Thus, to avoid tedious details, we still assume this condition in this paper. C3 means that the kernel
for smoothing is of second order. C4 is a standard condition on the error term. In C5, the range of h for the estimator gˆ
contains the ‘‘optimal’’ bandwidth. However, when analyzing the asymptotic properties of the estimator βˆ∗ of β0, we have
to estimate the derivative g ′ of g , which is of slower convergence rate of the estimator g ′ than that of the estimator of g ,
if we choose the same bandwidth. It will cause a slower convergence rate of βˆ∗ than
√
n unless we use the three order
kernel and undersmoothing to deal with the bias of the estimator and use the condition nh6 → 0 instead of nh4 → 0.
Therefore, an alternative is to introduce another bandwidth h1 in C5 to control the variability of the estimator of g ′ [13].
Chiou andMuller [19] also considered two bandwidths to construct the estimator of β0 in a relevant model. C6 ensures that
the limiting variance for the estimator βˆ∗ exists.
Theorem 1. Suppose that conditions C1–C6 hold. When the rth component of β0 is positive, we have
√
n(βˆ∗ − β0) L−→ N(0, Jβ(r)0 V
−1QV−1JT
β
(r)
0
),
where Q = E{|ε|2g ′(XTβ0)2JT
β
(r)
0
[X − E(X |XTβ0)][X − E(X |XTβ0)]T Jβ(r)0 }, V and Jβ(r)0 are defined in condition C6. This variance
is smaller than that of (2).
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