Landing gear noise computations require the calculation of unsteady flow fields around complex geometries. Recent experience was gained at Onera in CFD computations on LG simplified geometries, based on an aerodynamics solver which uses block structured grids (elsA). However, simulations of more complicated configurations are now also envisaged, and there are questions that a structured approach may not succeed in handling complex geometries, without requiring excessive grid works. The present study describes first attempts to assess the DDES (Delayed Detached Eddy Simulation) method of Onera's unstructured flow solver CEDRE, with respect to the simulation of landing gear aeroacoustics. This work is part of an Onera internal effort that is conducted in the framework of the Benchmark for Airframe Noise Computations (BANC). The paper firstly presents results obtained on the supercritical tandem cylinders configuration, an academic test case proposed in the BANC framework. As a reference, computations are first run with a classical structured grid, which is easy to construct for such a configuration. This computation is followed by a calculation performed on an unstructured grid, which objective is to assess the sensitivity of the results to unstructured grids. For both calculations, the farfield noise is then extrapolated from the local CFD results, using an integral FW-H (Ffowcs WilliamsHawkings) method. Finally, the solver CEDRE is applied to a more complex test case representing a 1/4 th model of a partially dressed nose landing gear, also proposed in the BANC framework. Results obtained for both configurations are compared to measurements carried out in both the aerodynamic (BART) and acoustic (QFF) wind tunnels of NASA LaRC.
I. Introduction
Landing gear noise computations require the calculation of unsteady flow fields around very complex geometries. In the framework of the LAGOON project [1] [2] , recent experience was gained at Onera regarding CFD computations of a LG simplified geometry, which were based on an aerodynamic solver (elsA) that uses block structured grids 3 , followed by acoustic extrapolation in farfield using FH-W integration 4 . As the present study aims at simulations on extremely complex geometries, there are questions that the structured approach may not succeed in handling them, without requiring excessive grid works. The present work describes first attempts to assess the DDES (Delayed Detached Eddy Simulation) method of Onera's unstructured flow solver CEDRE to landing gear aeroacoustics applications. This work is part of an Onera internal effort that is conducted in the framework of the Benchmark for Airframe Noise Computations (BANC).
The first part of the paper presents results obtained on an academic test case given by the supercritical tandem cylinders configuration, proposed in the BANC framework. As a reference, computations are first run with a classical structured grid which is easy to construct for such a configuration. This computation is followed by a calculation performed on an unstructured grid which objective is to assess the sensitivity of the results to unstructured grids. For both calculations, the farfield noise is then extrapolated from the local CFD results, using an integral FW-H (Ffowcs Williams-Hawkings) method implemented in Onera's solver KIM 5, 6 . Results obtained with both meshes are compared to measurements carried out in both aerodynamic (BART) and acoustic (QFF) wind tunnels of NASA LaRC.
III. Supercritical Tandem cylinders test case

III-1 Introduction
The geometry of the tandem cylinders test case is given on fig. 1 . Value of D is D=0.05715 m and L/D was chosen to L/D=3.7, corresponding to a supercritical situation [10] [11] [12] . Inflow Mach number is set to M ∞ =0.1274 and the Reynolds number is high, Re=1.67 10 5 .
Figure 1. Geometry of the tandem cylinders test case
Following preliminary 2D computations, 3D computations were performed for both a structured and an unstructured grids. Early aerodynamic results obtained with the structured grid have been presented at the BANC-I session following the 16 th AIAA-CEAS Aeroacoustics Conference, which was held in Stockholm in June 2010 13 . In the following, we compare these results with their counterparts obtained with the unstructured grid, and we present farfield noise extrapolations from both data sets using a Ffowcs Williams Hawkings method implemented in the KIM solver 5, 6 . It must be noted that the results for the unstructured grid have been obtained after the Stockholm BANC-I session and are presented here for the first time. In particular due to time constraint they could not be included in the synthesis presented in 14 .
III-2 Structured/unstructured grids generation
The two grids were constructed following identical specifications, in terms of maximal value of y+ along the cylinder walls, cell sizes in the different flow volumes and overall dimension of the computational box. Following these constraints, a 2D structured grid has been built containing about 150,000 points (Fig. 2, left) . The choice of the span extent of the computational grid was given a particular treatment. The experimental values of the cylinder span ranged from 12D to 16D (depending on the NASA wind tunnel used, either 12D in BART for aerodynamic measurements or 16D in QFF for acoustic measurements 10, 11 ) . These values of the span appeared to be too large to be reproduced in these first computations. Instead a shorter span was retained for the present computations. To help defining at best the span value, several structured 3D meshes were generated by replicating the reference 2D structured grid (Fig. 2, left) 115 times in the span direction (total 3/18 American Institute of Aeronautics and Astronautics number of grid cells equal to 17 millions), while only varying the mesh cell size in the span direction, either 1 mm, 2 mm or 3 mm, which provided grids with span size of 2D, 4D and 6D. Based on analysis of the computational results, the 4D span grid was retained as the one to be privileged for the final calculation. It can be noticed that such a 4D span is significantly lower than the ones tested in NASA wind tunnels. However, this span extent was judged sufficient to offer the best quality/price ratio, for conducting these preliminary computations.
In a second step, a 3D unstructured grid has been designed, following the same 2D grid constraints in the planes parallel to the XY plane (Figure 2, right) . To properly handle the boundary layer, two small structured blocks have been added around each cylinder, with cell size in the span direction (2 mm) that exactly matches the final spanwise cell size that appeared to be the more adapted value in simulations with structured grids. The grid is made of pyramids, hexa-and tetrahedrons. By nature, the 3D unstructured grid contains less points than the 3D structured mesh (about 6 millions points) but contains more elements (about 26 millions of pyramids, hexa-and tetrahedrons) as more cells are connected to a single node. 
III-3 Aerodynamic results
In this part, selected aerodynamic results of the mean and instantaneous flow obtained with both grids are presented and compared to experimental data.
The time-averaged mean pressure coefficients Cp and rms pressure fluctuation coefficients Cp'rms on the front cylinder ( Figure 3a ) and rear cylinder (Figure 3b ) are first analyzed. Cp and Cp'rms are extracted at middle span from the structured (resp. unstructured) grid and averaged over 25 (resp. 21) periods of the main tonal noise.
The Cp distributions look globally the same for both computations, predicting a pressure decrease around θ = 90°and θ = 270° that is smaller than in the experiments. The unstructured simulation predicts Cp'rms with a much better accuracy than the structured simulation, on both front and rear cylinders. This is a feature of importance as the wall pressure variations are the fundamental mechanism that create noise. The unstructured simulation clearly identify the noise sources (Cp'rms peaks), so we may expect it to give better acoustic predictions. . On this figure V x is not averaged across the span but only extracted at middle span. The unstructured simulation tends to underestimate V x while the structured simulation tends to overestimate it, but, globally, the unstructured simulation provides a better match with the BART experiments data (moreover, plots of V x along the whole span show that the unstructured simulation seems to be less influenced by end effects, the flow seems to be more homogeneous over the span). The right part of figure 3c presents the evolution of the time-averaged turbulent kinetic energy ktxy along the same centerline (Y = 0). Along the centerline, the unstructured simulation predicts trends and peaks more accurately than the structured simulation but underestimates magnitudes (while the structured simulation overestimates it). Figure 4 shows instantaneous iso-surfaces of the Q criterion for Q = 55000 Hz for both structured (left) and unstructured (right) simulations. On the iso-surfaces is drawn the unsteady magnitude of Vx. It can be noticed that the unstructured iso-surface develops in a more two-dimensional way downstream the front cylinder, which may confirm that this computation is less affected by the end effects. Both simulations cover the same range of Vx magnitude. Moreover, the unstructured simulation seems to catch small turbulent structures in a better way than the structured simulation. This may be related to the topology of meshing cells: for a same edge target size, an hexahedron (structured grid) is filled with several tetrahedrons (unstructured grid) leading to a better isotropy of the grid. This difference in the topology of meshing elements also leads to larger unstructured cell count. recorded by probes located at θ = 135° on the upstream cylinder and at θ = 45° on the downstream cylinder at middle span. One major difficulty in the spectral analysis of very short data sets is the influence of the number of averaged temporal blocks that are considered. Increasing this number improves the statistics but also increases the frequency bin width, with a possible consequence to hide the tonal peaks. This is why the plots display PSDs from CFD with several different frequency bin width. It should be noticed that the unstructured simulation predicts more accurately the experimental tonal peak (f sim = 168 Hz, f exp = 178 Hz). Like for the structured simulation, the downstream cylinder matches better BART data than the upstream cylinder. The Strouhal number of the simulation is lower than the experimental one (0.219 instead of 0.232) but larger than the Strouhal number of the structured simulation (0.199). The same Strouhal numbers appear on both cylinders which is consistent with the fact that both cylinders shed and behave the same way. −3 m space sampling and 20×10 −6 s time sampling, using the wall pressure data stored for the FW-H integration. On the front cylinder, correlations estimated from both structured and unstructured CFD miss and underestimate the BART data: with a limited 4D span, both simulations are obviously not able to predict correctly the magnitude of the experimental length scale Λ z exhibited by the BART correlation (Λ z about 3.5D). A computational domain with a wider span should enable more accurate results.
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On the rear cylinder, both correlations succeed to fit BART data for very small spanwise spaces (< 0.5 D). However, the correlations computed from the structured grid rapidly underestimate the experimental data when the spacing grows. On the contrary, correlations computed from the unstructured grid tend to overestimates them: as a result, the magnitude of Λ z is estimated quite accurately in the unstructured case. This overestimation may be related to end effects induced by lateral periodic boundary conditions.
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III-3 Acoustic extrapolation
Both unsteady flow data set obtained with the structured and the unstructured grids were post-processed thanks to an acoustic extrapolation based on the Ffowcs Williams and Hawking formulation (Onera's solver KIM). The objective was to estimate the noise spectra radiated in the far-field, and more precisely at the location of the microphones that were used in NASA's acoustic experimental campaign in the anechoic wind tunnel QFF (Quiet Flow Facility). Such microphones were approximately located at a distance of 2 meters from the rear cylinder.
For this purpose, the DDES of the structured (resp. unstructured) simulation has been run over 25 (resp. 21) periods of the main tone at 158 Hz (resp. 168 Hz). Along this duration, p, ρ and V i have been stored over both cylinder surfaces every 20 × 10 −6 s, and these data were used as input for FW-H simulations. Figure 7 shows early results of this farfield acoustic extrapolation results, provided here as Power Spectral Density at the location of microphone #A (upstream of 90 deg. angle, with respect to the flow direction). These raw spectra were obtained using only the surfacic term in the FW-H equations, neglecting the volumic contributions (quadrupolar noise). Moreover, no particular corrections were applied to this simulation for correcting the limited span extent (4D instead of the 16D span of the experiment) or the acoustic refraction by the open jet shear layers. They are compared to the corresponding measurement by microphone #A. It should be underlined that the experimental spectra are also free of any corrections such as the background noise, the atmospheric absorbtion or the acoustic refraction through the open-jet shear layer.
Prior to draw any conclusion on these farfield noise predictions, it is necessary to review, at least qualitatively, the required corrections which are necessary to fairly compare the prediction to the experiments.
Background noise : according to NASA experts, this correction is not necessary because the experimental data are not affected by background noise, except at very low frequency.
Atmospheric absorbtion : due to the relatively short distance between the cylinders and the microphones, the absorbtion is expected to be very low.
Acoustic refraction : acoustic waves traveling from the cylinders to the microphones are deviated at the boundary of the windtunnel open-jet, due to the discontinuity of flow velocity. Hence, this effect is not 7/18 American Institute of Aeronautics and Astronautics accounted for in the acoustic prediction, which assumes that the mean flow is uniform in the whole computational domain. An usual approach to account for this problem is to predict the sound at virtual microphones with corrected positions, and to correct the measured levels to account for these corrected positions. In our case, only raw acoustic experimental data are available. However this effect is assumed to be minimal for microphones located in a direction normal to the jet boundary, so it is expected that it had little influence on the comparison.
Span extension : DDES computations were achieved with a span extent S DES = 4D, whereas acoustic measurements in QFF were done with cylinders of length S EXP = 16D. A simple way to account for the experimental span in the numerical prediction is to virtually replicate the CFD domain N times in the span direction (N = S EXP / S DES ) and sum the contribution of all N sub domains. The resulting pressure is 
, which means that T Π and 1 Π differ by 10 log (N) or 6 dB. Between these two extreme situations, any intermediate level of correlation is possible and will lead to a shift in the range [6 dB -12 dB]. The correlation level can be estimated at any frequency through the spanwise coherence of the wall pressure fluctuations. On the present case, it is expected that the sound emission at the main tonal frequency will present high levels of correlation, so the numerical PSD should be shifted by about 12 dB to match the experimental data. On the other hand, the broadband continuum of the PSDs results from turbulence which spanwise length scale is generally smaller than S DES , so the contribution from the replicated subdomains should be mostly uncorrelated and so the numerical PSD should be shifted by about 6 dB to match the experimental data. Applying these "virtual" shifts to the PSDs presented on Figure 7 suggests that the farfield sound predicted from the unstructured grid is probably much closer to the experimental data than the structured computation. For a better estimation, it would be necessary to precisely account for all corrections described above, and especially account for the exact frequency-dependent spanwise coherence to extrapolate the farfield prediction to the experimental span. 
IV. Partially dressed nose landing gear test case IV-1 Presentation and first grid
This case has been proposed by NASA in the framework of the BANC-I workshop. It represents the 1/4 th model of a partially dressed nose landing gear (Gulfstream Aerospace Corporation), with the gear cavity closed (PDCC-NLG). This nose landing gear model was part of an extensive wind tunnel measurement campaign 15 . A CAD file of the geometry was provided by NASA, which corresponded to the BART closed test section configuration (devoted to aerodynamics measurements). From the CAD file, a first grid was generated (with the CENTAUR grid generator), which involved only tetrahedral elements. This preliminary grid comprises 12 millions tetrahedra and a maximum cell size is prescribed in the landing gear wake region, as well as on the landing gear walls. Figures. 8-9 present the geometry, as well as some views of the resulting grid. The cell size is of the order of 1 mm in the vicinity of the landing gear and reduces to few tenths of millimeters close to the walls (which was imposed by the sharp corners and numerous details of this complex geometry). No particular wall treatments were imposed to the grid generator and the resulting grid is fairly isotropic. In the wake region cell sizes are limited to 2 to 5 mm, while grid coarsening is applied away from the landing gear, with a maximum grid size of 8 mm at the outflow boundary. Numerical transducers were placed inside the grid to correspond to the experimental pressure transducers used in the BART experiment. Although this grid was thought to be a first trial, before applying more sophisticated control of the grid size and wall regions, it conducted to promising results. Therefore, the effort to be devoted to grid improvements was postponed to after the completion of those preliminary results full analysis. 
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IV-2 Computations settings
The boundary conditions were set as follows:
-Inlet: prescribed stagnation pressure and temperature -Outlet: prescribed static pressure -Landing gear walls, fuselage and bottom wall: no slip conditions -Lateral walls and top wall: slip conditions The computations were run in two separate phases. The first phase was needed to establish the flow around the geometry and in the computational domain, representing the BART wind tunnel section. The computations were started from a uniform flow using local time stepping and particular numerical settings to enhance the solver robustness. 41000 time steps were performed to establish the unsteady flow around the geometry and across the computational domain. Once the unsteady flow was established a second phase was performed. In this phase, constant time stepping was used with a time step fixed at 2.10 -6 s and the numerical settings were returned to normal ones. 30000 time steps were performed during this phase which corresponded to 60 ms of available unsteady data. All along this calculation phase, time averaging was activated while flow solution was recorded at transducer locations for further analysis. Figure 10 illustrates the instantaneous flow field obtained during the second phase of the computation. In the next subsections, the computational results are compared to the NASA aerodynamic measurements (which were achieved in the BART wind tunnel of NASA/LaRC, 15 ). It should be noted that extensive aeroacoustic measurements are also available, which were achieved in the anechoic wind tunnel at the University of Florida. 
IV-3 Time averaged results
This section presents comparisons of the time averaged solution against the aerodynamic measurements that were performed in the NASA BART wind tunnel. First, on fig. 11 , the mean pressure distribution around the starboard wheel is compared to measurements. As one can see on this figure, a good overall agreement can be observed between the two results. The comparison is then further extended to PIV measurements that were performed in the BART wind tunnel. Figure 12 presents the available PIV measurements, as provided by NASA during the BANC-I workshop in Stockholm. For the purpose of comparison the computed mean flow field was extracted at identical locations and plotted within the same range as the provided measurements. Figures 13 to 20 present this comparison for 4 selected PIV planes, indicated on fig. 12 . Again, good overall comparison is observed. Regarding the following figures, the computational TKE was constructed according to the following formula:
since in the PIV measurements, the total 2D TKE is evaluated. However, it was checked that the contribution of k to the computed 2D TKE remained small (below 10%).
10/18 American Institute of Aeronautics and Astronautics Figures 13 to 20 show that the computed mean flow quite well reproduces the details of the flow as measured from NASA PIV campaigns. This is rather encouraging considering the limited effort put on the grid generation phase of the work, following meticulous corrections of the CAD files. It seems that the overall isotropy of the resulting grid was very beneficial to the computational phase of the work. It is believed that the combination of the precise CAD model together with the high isotropy level of the all tet grid, associated with advanced MUSCL scheme, played an important role in the overall good quality of this first solution. Then the next question to be addressed is the quality of the fluctuating flow, since from past experiences, all tet grids were judged too much dissipative. This will be discussed in the following section.
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IV-4 Unsteady pressure results
Numerical transducers were placed in the grid at the exact positions of experiment unsteady wall pressures tapings. Figure 21 and table 1 detail the positions of these transducers on the landing gear model. Figure 22 illustrates the pressure time histories recorded for each numerical transducer. A slight mean shift is visible on this figure. It is believed that this shift comes from a residual low frequency activity occurring in the computational box. At this stage, one can notice that, as for the tandem cylinders case, it would be preferable to conduct such kind of calculation with proper non-reflective boundary conditions activated. This could not have been done at the time the present paper was written, which may explain the observed shift. Although it is believed that such a shift shall have a limited effect on the results, for future works, it is planned to activate non reflective boundary conditions. Overall very satisfactory comparison is again observed for the computed unsteady flow, indicating that the flow solution is not too excessively damped by the all tet grid, contrary to past experiences gained on former versions of the code. This illustrates the benefices gained from recent scheme developments and the overall quality of the grid.
IV-5 Acoustics processing
In order to predict the far-field noise generated by the unsteady flow computed via the DDES, a FW-H integration method will be used (Onera's solver KIM), with two different formulations, either, using the pressure fluctuations stored on the solid surface of the landing gear, or from the fluid fluctuations (pressure, density, velocity) stored on a porous surface surrounding the landing gear. Figure 24 presents the surface that has been designed for the second method. The distance of the surface from the model is a critical parameter: it has been adjusted in such a way that all the volume cells of the DDES grid located inside the surface have a diameter inferior to 2 millimeters, which allows the acoustic waves up to 10 kHz to propagate up to the surface (assuming that the acoustic propagation requires a minimal resolution of 20 points per wavelength. The generated unstructured surface is meshed with 97000 triangles (maximum dimensions about 2 millimeters). The nodes of the surface are provided to CEDRE as set (scatter) of points. For each node of the surface, and at any given time step, CEDRE interpolates the fluid variables from the centers of the volume CFD grid. Figure 25 illustrates one given instant of the instantaneous pressure, as recorded on the surface. These data will next be used in the KIM solver as input for a FW-H far-field extrapolation. It should be noted that the FWH surface does not include the 17/18 American Institute of Aeronautics and Astronautics lower fuselage part, since limited flow fluctuations are computed on this surface by the DDES. However this surface exists in the acoustic test set-up in Florida University, so additional acoustic installation effects are included in the noise measurement. Accounting for these installation effects in the farfield noise prediction would require using another acoustic technique, for example the Boundary Element Method. Concerning the noise predictions, it should be reminded that the present computation was achieved for the closed test section configuration (i.e. the BART WT conditions). Therefore, these calculation results might not be well suited for being acoustically extrapolated via a FW-H method, in particular due to the acoustic reflection effects by the wind tunnel rigid walls. The next step of this study will thus be to perform a second computation, corresponding to the open-jet configuration (i.e. the Florida University WT conditions). Such calculation shall then allow farfield noise extrapolations to be performed. Meanwhile, the present computations completed with non reflective boundary conditions, could be an interesting step to perform far field acoustic extrapolations.
V. Conclusions and future works
The present article illustrates the current efforts carried out at ONERA to qualify the unstructured solver CEDRE for airframe noise computations. In particular the academic tandem cylinders test case proposed in the framework of the NASA BANC-I workshop demonstrates that unstructured grids, when properly constructed, do not induce marked penalties on the accuracy of the calculation result and can even be put at advantage to improve the overall results, due to better overall isotropy permitted by the unstructured grid. This is an important finding which opens the way to the application of unstructured CFD approaches to more complex geometries, such as the Gulfstream nose landing gear configuration, also proposed in the frame work of NASA BANC-I workshop. Indeed, for such complex configurations unstructured grids naturally appear as a powerful alternative to structured ones, since they offer greater flexibility when realistic geometries have to be meshed. With the view of validating further the use of full unstructured grids for computing the aeroacoustics of complex geometries, the "partially dressed, closed cavity", Gulfstream nose landing gear was then numerically addressed. As a first step, the computations were undertaken on a 'full tetrahedra' grid, leading to very encouraging result that are presented in this paper.
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American Institute of Aeronautics and Astronautics Future works will consist in first performing acoustic extrapolations on the present computations, once non reflective boundary conditions are activated and then in simulating again this LG configuration but this time for an 'open jet' conditions. Then far-field acoustic extrapolation of the CFD results will be performed and compared to the available experimental data.
