Abstract. The fact that many small aquatic and marine organisms manage to persist in their native environments in the presence of constant advection into unfavorable habitat is known as the "drift paradox." Although advection may determine large scale biological patterns, individual behavior such as predation or vertical/horizontal migration can dominate at smaller scales. Using both computational and analytical methods to model flow in an idealized channel, we explore the extent to which biological processes can counteract physical drivers. In particular, we investigate how different zooplankton migration behaviors affect biological retention time under a variety of flow regimes and whether a combination of physical/biological regimes exists that can resolve the drift paradox, i.e., allow the zooplankton to avoid washout for time periods much greater than the hydrologic retention time. The computational model is a three-dimensional semi-implicit hydrodynamic model which is coupled with an individual-based model for zooplankton behavior, while the analytical model is a simple partial differential equation containing both advective and behavioral components. The only behavior exhibited by the zooplankton is diel vertical migration. Our studies show that the interaction of zooplankton behavior and exchange flow can significantly influence zooplankton residence time. For a channel without vegetation, the analytical methods give biological residence times that vary by at most a day from the computational results.
Introduction.
Although physical processes were once believed to be solely responsible for nonrandom zooplankton spatial patterns, we now know that biological processes also contribute to zooplankton patchiness [40] . Over large scales, physics may dominate, or behavior may combine with physical processes to induce spatial heterogeneity. Over smaller scales, where behavioral processes such as migration and predation may control zooplankton production, individual behavior may be crucial [10, 11, 50] . In particular, many zooplankton in lakes or oceans show clear vertical migratory movement, covering significant distances daily. Migrating plankton usually move from deeper water to surface strata at dusk and then descend again at dawn, but reverse migration may reduce the risk of being eaten by nonvisual predators, who feed in the upper strata at night [43] .
Motivated by the observation that zooplankton are present at high densities in moderate-Pachepsky et al. [28] extended the model of Speirs and Gurney to look at persistence in benthic organisms. Motivated by aquatic insects whose larvae mainly live on the benthos but occasionally jump into the flow, they divide the population into two interacting compartments, one for individuals in the benthos and one for individuals drifting in the flow, showing that compartmentalization significantly affects population persistence. Lutscher et al. [23] noted the limitations of PDE models in depicting complex asymmetrical flows and took advantage of integrodifferential equations to model the persistence of stream insects, with their probabilities of jumping into the flow as the dispersal kernel and including long-distance dispersal. They concluded that long-term persistence is always possible under high flow as long as long-distance dispersal events happen often enough and are of a sufficient magnitude.
Chen, Shaw, and Wolcott [4] attempted to isolate the effects of the tides by numerically following passive particles in a model of a small coastal-plain estuary, whose flow field was forced by oscillating tidal currents at the downstream end. Net upstream drift resulted from the combined effects of shear in the vertical direction and from tidally caused vertical motion and could partially offset net downstream transport by water flow. In addition, as the effect of the tides was greatest closest to the estuary mouth, the velocity of upstream drift increased with distance downstream, which tended to stabilize the positions of larvae in the channel. Thus, by itself, the hydrodynamics of tides could provide an important means by which larvae can be maintained in estuaries.
In this paper we investigate a situation in which flow is primarily upstream along the bottom of the channel and primarily downstream closer to the surface, and in which zooplankton periodically experience both regimes due to diel vertical migratory behavior. Such a situation might be found in a freshwater channel-like embayment emptying into a lake. While some tidal oscillation might be present, the main driver is the temperature difference between embayment and lake, which causes flow back up the channel bottom. The water flowing downstream in embayments is typically warmer than the water in the lake into which the embayment empties. Colder water has higher density than warmer water, so its hydrostatic pressure increases with depth at a higher rate than that of warmer water. If, at a certain depth, the baroclinic pressure gradient (pointing upstream) becomes strong enough to overcome the inertia of the flow downstream, it will cause upstream flow, usually at a lower depth.
Here we investigate, specifically, how zooplankton vertical migration behaviors affect biological retention time under a number of different freshwater channel flow regimes, and whether a combination of flow type and biological behavior can allow organisms to stay in the channel much longer than would a passive tracer. We address these questions by combining a three-dimensional hydrodynamic model of shallow water flow, SI3D [34, 37] , with an individual-based postprocessing particle tracking module, PTRACK [34] , in order to investigate zooplankton residence time under a variety of flow regimes. Next, we utilize several analytic methods, including a simple PDE taking account of flow speed in the horizontal and zooplankton location in the vertical direction. To determine the success of the analytic model, we compare our results with the numerical model results, noting the magnitude of biological residence times and the relative importance of various parameters such as background flow speed, vertical migration type, and size of zooplankton cloud.
Methods.

Hydrodynamic model.
Exchange flow.
A possible mechanism for retaining zooplankton in an embayment is so-called exchange flow, which is caused by a temperature difference between the embayment and the lake, with the lake, a larger, deeper body of water, having the colder temperature in mid-to-late summer (see [29] ). This type of hydrodynamic regime was implemented at the beginning of each hydrodynamic simulation through the initiation of a lock-exchange at the mouth of the embayment. A lock-exchange, or dam break, involves fluids of different densities (in this case due to temperature differences) that are separated by a vertical barrier, or lock gate. When the vertical barrier is removed, the extra weight of the denser fluid induces a larger pressure in this fluid than in the lighter fluid, causing the denser fluid to flow along the bottom of the channel, underneath the lighter fluid, which flows in the opposite direction along the top of the channel. Thus, exchange flow develops, with colder water flowing upstream along the bottom of the channel, while warmer water is flowing out the top. In the case of no background flow, Benjamin's classic gravity current result [2] gives an approximate velocity for both upstream and downstream currents of U = √ g H/2 ≈ 0.0759 m/s, where H is the channel depth and g = g(ρ 2 − ρ 1 )/ρ 2 for ρ 1 < ρ 2 is reduced gravity [2] . Background flow speeds in this study range from almost no flow, 0.0006 m/s, at which the lock-exchange flow would be expected to dominate, to relatively fast background flow of 0.0822 m/s, at which the background flow should be dominant. Simulations were run for approximately five days before particle tracking was begun to allow baroclinic adjustment of the density field and to allow the interplay between the background flow and the flow induced by the dam break to stabilize. Figure 1 shows typical velocity and temperature profiles for high and low background flow speeds soon after the dam break. In the low flow case, exchange flow develops, while for the high flow case, the warmer water pushes the colder water out the end of the channel.
Channel configuration.
Hydrodynamic flows were modeled using SI3D [34, 37] , a semi-implicit three-dimensional hydrodynamic and transport numerical scheme for lake environments. (See [35] for a more thorough description of SI3D.) The semi-implicit nature of SI3D allows the maximization of computational efficiency and the minimization of numerical dissipation. We consider a freshwater, channel-like embayment, in an exactly rectangular geometry (1400 m long, 10 m wide, and 3 m deep), emptying into a colder lake. The embayment of interest is embedded in a much longer simulation channel (ultimately a channel length of 124,000 m was used); this length was chosen to avoid issues with channel flow encountering either the downstream or upstream boundary, possibly generating unphysical oscillations. Figure 2 shows a schematic of the simulated channel and the embayment's position within the channel.
The SI3D simulations used a cell size of 0.25 m in the vertical direction and 10 m in the lateral direction [29] . With this cell size, the channel required one cell in the lateral direction and 24 cells in the vertical direction. This lateral resolution is appropriate, as the dynamics of interest in the study system are primarily two-dimensional. To determine an appropriate size for computational cells in the x-direction, simulations were performed using cell lengths of 50 m and 25 m at both the slowest simulation flow speed and the fastest simulation flow speed. The results were compared in terms of scalar transport, with 50 m cells judged adequate for our purposes (see [29] ). Turbulence can greatly affect mixing and circulation in estuaries. (At typical embayment temperatures and lowest flow speeds considered, the Reynolds number is about 1800, transitional between laminar and turbulent flow.) In SI3D, we used the Smagorinsky model [36] to determine horizontal eddy coefficients, and the Kantha and Clayson formulation [17] of the original Mellor and Yamada 2.5 second moment closure two-equation model to determine vertical eddy viscosities and diffusivities. This grid-scale turbulence model was complemented by subgrid-scale turbulence in the particle tracking algorithm by means of a random step added to the particle position in each coordinate direction at each time step.
Zooplankton modeling.
2.2.1. Particle tracking method. An add-on to the SI3D model, PTRACK, uses velocities computed in SI3D to simulate the motion of passive particles. The Lagrangian, or particle tracking, method represents particle position by the sum of successive displacements over time. Following Dunsbergen and Stelling [8] , each displacement can be described by a stochastic differential:
where x = (x, y, z) is the particle position and W j (t) represents the Wiener process, or Brownian motion. W j (t) is simulated using a Gaussian number generator, with a mean of 0 and variance determined by the time step. In addition, a i and b ij must satisfy the following equations for consistency with the advection-diffusion equation describing the transport of mass [6, 8, 16, 18, 42] :
where u i is velocity, a i is drift, b ij is the magnitude of stochastic influence or noise [8, 39] , and D ij is diffusion, which is assumed to be horizontally isotropic. Thus, the deterministic component of the displacement is influenced by the local velocity and the gradient of the turbulent diffusivity, and the stochastic component requires the diffusivity. These quantities, namely the velocity field and the (vertical) eddy diffusivity, are available from SI3D output and allow the use of PTRACK as a postprocessing tool. The horizontal eddy diffusivity is treated as a constant for the purposes of particle tracking and computed based on Fischer et al. [9] .
PTRACK tracks particles in each of the three coordinate (x, y, z) directions separately. The particles in PTRACK are assumed to be neutrally buoyant. The code includes a reflection algorithm that relocates particles in the water body when they run into physical boundaries, so that no mass is lost during particle tracking. After advecting each particle, PTRACK also includes a drift subroutine, which adds the effect of the variation of diffusion coefficients in the vertical particle displacement, as well as a random step representing particle displacement due to turbulence.
5:30 and 6:00 AM and between 8:30 and 9:00 PM, with plankton moving with a constant step size so that the movement is divided evenly over the half hour, until each plankter's preferred height or depth (see below), as appropriate, is reached. The deterministic displacement of a particle requires the local flow velocity, as well as the space-varying diffusivity. As the particle positions do not often coincide exactly with the nodes used in the hydrodynamic model, a method for finding a continuous velocity field, along with continuously defined diffusion coefficients, is needed. Again following Dunsbergen and Stelling [8] , we write the continuous extension of the flow field at grid cell level as
where A i refers to the numerical implementation of ∂u i /∂x i . The divergence of the continuous extension of the discrete velocity field = 0, showing that a mass conserving hydrodynamic model implies a mass conserving advective particle tracking step. The streamline through a particular point x = x p can now be found by solving the following ODE:
This streamline can then be used to determine the time to exit one computational cell and enter another, as well as the exit point [8] .
To implement plankton vertical migration, A may be set to 0 and B may be set to be the velocity at which the plankton need to move vertically in order to complete their migration in the time allotted. The term x(t) = Bt + x p will then equal the distance to move vertically added to the original location in the z-direction. This modification is applicable only to vertical movement.
Rules for zooplankton movement.
To prevent zooplankton from penetrating the channel bottom or water surface, each zooplankter is assigned a "preferred" height and depth, and upon its reaching this height and depth, a flag is set and further migration is prevented for that individual. Passive advection of the zooplankter is still allowed to take place; otherwise, the implication would be that the zooplankton were actively resisting the water movement. These preferred heights and depths were chosen, independently from each other for each zooplankter, from a normal distribution whose standard deviation was the same as for the initial zooplankton cloud. In addition, the possible time for migration was extended slightly past half an hour in case advection took the zooplankton closer than expected to either surface or bottom so that after a half hour of migration the preferred locations had not been reached. At the end of each vertical advective step, the new z-position of the zooplankter is checked, and if it is above the water surface or below the bottom of the channel, it is set back to the preferred height or depth, as appropriate. Similarly, after each migration step in the z-direction, the new value for z is tested against the preferred height or depth as appropriate, and if it is too small or large, respectively, it is reset to the preferred value.
Computational parameters.
We varied four parameters in our simulations: background flow rate, start time, migration type, and standard deviation of the initial zooplankton cloud size. Eighteen flow rates were used, ranging from 0.018 to 2.466 m 3 /s, corresponding to velocities of 0.06 to 8.22 cm/s. Start times were midnight, 8:00 AM, and 4:00 PM, while migration types were either normal, reverse, or no migration. Initial zooplankton clouds were spherical, with approximate diameters of 1/4, 1/2, or 2/3 of the water column height; these values were chosen to encompass the range of plankton cloud sizes observed in the field [5, 13, 14, 19, 27, 46] . A cloud of 250 zooplankton was centered in the middle of the channel laterally and at such a depth or height, depending on the combination of the migration and start time parameters, as to just allow the cloud to remain completely in the water column, while in the longitudinal direction, the mean of the zooplankton cloud was set to be at the upstream beginning of the embayment. For each combination of flow rate and start time, SI3D generated a binary file containing the velocities at each computational grid point at each output time. This file was then utilized by PTRACK to perform particle tracking for all combinations of migration type and initial zooplankton cloud size.
Analytic method.
2.4.1. The model. We started with the simplest case of a two-dimensional linear stream with temporally constant (but not spatially uniform) advection and an absorbing boundary at the downstream end representing the transition to habitat unsuitable for population growth or persistence. The stream was assumed to have infinite length in the upstream direction, as downstream movement into the lake is more likely and more consequential than movement upstream in the embayment. The two dimensions in this case are the x-and z-dimensions; in order for migrating zooplankton to experience different flows as they move up and down in the water column, the embayment must have at least two vertical layers experiencing different flow speeds. As the flow speed and temperature variability between embayment and lake are not easily represented by a simple function, we used flow field results from the hydrodynamic model as inputs to the analytic model. Once a base model was developed, various aspects of the persistence of zooplankton were explored under the same migration regimes and initial zooplankton cloud sizes as in the simulations. Our measure of persistence was "biological residence time," i.e., the mean amount of time that a zooplankter remains in the embayment before exiting for the first time.
We start with the classical advection-diffusion equation
where n is the zooplankton population density, u is the velocity of the zooplankton in the x-direction, α is a diffusion coefficient, and x increases from left to right. Negative values of u indicate downstream flow. In this formulation, the diffusion coefficient is possibly a function of time and/or space. We assume that (1) population density n(t, x) varies with time and distance along the x-axis, (2) zooplankton actively swim only in the z-direction, (3) water velocity is constant in the x-direction but not the z-direction.
In addition, we write u in the equation above as u(z), where z is itself a function of t. This change allows varying flow at different heights in the channel, while at the same time incorporating the effect of zooplankton vertical migration. Numerical experiments were performed to evaluate the extent to which diffusion changes with time by considering a range of flows of a similar nature to what is considered in this model-i.e., primarily unidirectional flow in a channel with a lock-exchange at the downstream end and starting a zooplankton cloud at varying water column heights. We contrasted the amount of horizontal diffusion over time with height, which changes for zooplankton in a predictable way with time due to their diel vertical migration, and, in this way, determined whether the degree to which diffusion changes with time is significant. These experiments showed virtually no diffusion with time in the faster flow regimes, while in the slower flow regimes some stretching out of the zooplankton cloud was observed with time, especially for clouds starting in the center of the channel. This effect was presumably due to the larger effect of the lock-exchange flow than the background flow on the flow field, which produced a shearing effect. Thus, even in the case of very low background flows, the change in diffusion with time was demonstrated to be insignificant compared to the resulting flow in the channel. Thus, we assume that the diffusion coefficient, α, is constant, giving
We consider in essence an infinitely long channel and make the reasonable assumptions
Equation (2.8) with the given boundary conditions physically represents advection at a rate u(t) superimposed on a heat kernel spreading over time. Hence, its solution is
which represents a diffusing cloud of zooplankton that also moves along the x-axis based on the specific characteristics of u(z(t)). We can determine how many zooplankton are in the channel as of time t by integrating n(t, x) over positive x. Using the change of variables
where erf(x) is the error function.
Numerical experiments.
Numerical experiments were run for up to seven days to investigate biological residence time for different flow speeds, migration types, and initial zooplankton cloud standard deviations. First, one zooplankter was simulated whose starting positions in the longitudinal (x) and vertical (z) directions were the center of the zooplankton cloud in those directions. Thus, while the starting position in x was constant throughout the simulations, the vertical positions were determined by the initial cloud standard deviation.
We used flow regimes from numerical simulations to provide u values for the model. For each of the 18 values for background flow speed, taking the longitudinal values for velocity over the 1400 m long channel, we averaged the velocities at each vertical grid cell depth over the length of the numerical simulation. This averages out the effect of any oscillations, differing flow speeds, and directions of flow and gives a more realistic overall result than would taking a cross section at one particular location when the flow field is not homogeneous in the x-direction. Linear interpolation was used to calculate u as a continuous function of depth.
The vertical position of migrating zooplankton was modeled by the function (2.10)
The value of δ controls the vertical migration speed. In the simulations, zooplankton migrate for approximately half an hour. Thus, for our model, we used δ = 1000, so that the change from top to bottom of the water column would take about the same amount of time.
We scaled z(t) in (2.10) to have a maximum and minimum that are a distance equal to the radius of the zooplankton cloud from both the bottom and top, respectively, of the water column. This change was deemed desirable to keep the code relatively simple, yet take into account the fact that members of larger zooplankton clouds can find themselves in quite different flow fields than members of smaller clouds. We shifted the function appropriately in order to provide the correct number of nighttime hours, assuming a start time of midnight, before migration starts. The position function for no migration is simply a horizontal line that is a distance of the zooplankton cloud mean from the surface. The term involving z(t) can be disregarded and u treated as a function of z instead of t if the zooplankton do not migrate. Regardless of whether a zooplankter is a normal or reverse migrator, the time spent at the top of the water column is equal to the time spent at the bottom, or equivalently, night and day are of approximately equal lengths. We compare our results here with equal day/night simulations using the hydrodynamic model.
Up to this point, we have been considering the zooplankton cloud as a point whose position function follows the path of a zooplankter at the mean of the cloud. Thus, the different starting positions in the vertical direction of different zooplankton are not taken into account. Especially as flow speed decreases and the spread of the initial zooplankton cloud increases, differing vertical placements could have a significant impact on the resulting biological residence time and should be considered. Ideally, we would like to integrate biological residence time over vertical starting position. Given that the initial zooplankton cloud is normally distributed, the fraction of zooplankton remaining at time t is (2.11)
where Φ denotes the probability density of a normal distribution with the mean and standard deviation of the initial cloud. We computed these integrals numerically using Gaussian quadrature. The hydrodynamical simulations allowed us to distinguish when each zooplankter crossed over between embayment and lake so that we could take the first crossing time when computing biological residence time. In contrast, for the PDE model, we cannot distinguish individuals and instead have a distribution that is moving back and forth along the channel. Within the zooplankton cloud, zooplankton should be assumed to be moving relative to each other due to turbulence and their individual migration paths. In our numerical solution of the PDE, when a fraction of the distribution first crosses the embayment-lake boundary, we determine that that fraction of zooplankton have exited the channel, thus defining their biological residence time. When a larger fraction of the distribution crosses into the lake, we assign the current time as the biological residence time for the additional fraction, without regard to whether these zooplankton have already crossed the embayment-lake threshold or not. (If that same fraction then moves back into the embayment and then out into the lake, we assume that no "new" zooplankton have exited.) Unfortunately, while this method should avoid some "double counting" of zooplankton exits, biological residence time will be overestimated.
Simple analytic model.
To determine whether this overestimation is significant, we compared the results using the PDE to another, simpler approximation. The mean horizontal zooplankton velocity over a day remains constant throughout the simulations, due to the assumption that u is homogeneous in x. Thus, we estimated the mean first time to exit for the zooplankton cloud as embayment length divided by the mean zooplankton horizontal velocity, found by averaging u over a 24-hour period. (As in the numerical experiments discussed previously, values for horizontal water velocity were averaged over time and horizontally.) In the example above, this approximation might be expected to give a biological residence time that averages the first and second times that the new zooplankter crosses the lake-embayment boundary and thus might give results close to the true biological residence time. Figure 3 shows the steady state velocity profiles for "slow" (0.06 cm/s), "medium" (4.38 cm/s), and "fast" (8.22 cm/s) background flows. The axes are labeled using cell number instead of length in meters, but the area in each figure is the same as in the zooplankton trajectory figures (see Figure 4 below). The flow induced by lock-exchange under the slow and intermediate background speeds is clear here and persists throughout the area shown, with water flowing to the west in the top part of the channel and to the east in the bottom part. As the background flow speed increases, a greater proportion of the water column carries water westward and at higher speeds, while the colder water at the bottom decreases in speed. At the highest background velocity, the background flow eventually nullifies any effect of the lock-exchange, pushing water from east to west throughout the water column after an initial transient (not shown here) at approximately the background flow speed, although flow is retarded at the bottom due to drag. Note that this mean flow under the high background flow rate is greater than the expected plume speed of 7.59 cm/s generated by a lock-exchange. The bottom right panel of Figure 3 shows the steady state V. B. PASOUR AND S. P. ELLNER for a speed between the intermediate and high flow speeds, at which a small exchange flow occupies the western part, and unidirectional flow the eastern part, of the channel. Figure 4 shows typical plots of the beginning paths of the zooplankton clouds under the three different migration schemes. Zooplankton clouds all start with their means in the x-direction set at 84,400 m, and the channel empties into the lake at 83,000 m. As flow speed and migration type are assumed to be the most important factors affecting biological residence time, the starting time and initial zooplankton cloud standard deviation values are kept constant at midnight and the middle value for standard deviation (see section 2.2) in these figures. At midnight, zooplankton that are nonmigrators or normal migrators are located at the top of the water column, while zooplankton that are reverse migrators are located at the bottom of the water column.
Computational results.
Water flow profiles.
Zooplankton trajectories.
When the zooplankton do not vertically migrate, the cloud basically moves straight down the channel, and in at most 15 hours, under any background flow speed, at least some of the zooplankton are gone or leaving the embayment. The background flow at 0.06 cm/s is clearly dominated by the lock-exchange induced flow; flow is faster toward the top of the water column, although not as fast (7.59 cm/s) as under a pure lock-exchange flow (see section 2.1), and slower toward the middle, which produces some shear in the zooplankton cloud. Although lock-exchange flow still exists in the intermediate flow speed case, the zooplankton cloud is unsheared and moving at an average speed of about 7.6 cm/s, the speed expected due to the lock-exchange. In contrast, at the high flow rate, the background flow quickly pushes the lock-exchange flow out of the channel, and the entire cloud moves as a cohesive unit (as is demonstrated conclusively after 2.5 hours when the turbulent diffusivity stretches the plankton cloud throughout the water column). However, while the background flow appears to dominate the lock-exchange flow, the downstream velocity of the zooplankton cloud again appears to be approximately 7.6 cm/s, less than the background flow speed of 8.22 cm/s, demonstrating the complex interplay between background and lock-exchange flow. Only for much higher background flow speeds do we find a steady flow speed approximating the background flow speed.
When zooplankton migrate normally, the zooplankton cloud starts at the top of the water column. With a low background flow rate, the zooplankton cloud drifts downstream at first due to the exchange flow and then moves to the bottom of the water column at daybreak. At this point the zooplankton are carried upstream, but the previous migration upstream was sufficient so that the (mean) cloud at the end of the cycle is somewhat upstream from where it started; it is also much more spread out in the horizontal than it was initially due primarily to the shear experienced near the water surface. As shearing will continue to take place, some zooplankton will not be able to remain in the embayment indefinitely; however, this combination of parameters allows retention of a large number of the zooplankton. Under the higher background flow regimes, the zooplankton cloud still initially moves downstream, but faster and with no shearing. The interaction of the faster background flow with the lockexchange flow clearly results in a lessened shearing effect. While for the 4.38 cm/s background speed the zooplankton have time to migrate to the bottom of the water column and advance upstream to a certain degree before being advected out of the channel permanently, for the highest background speed the zooplankton are simply advected out of the channel.
When the zooplankton undergo reverse migration, for the low flow exchange flow regime the zooplankton cloud starts out at the bottom of the water column and moves upstream a short distance before migrating up in the water column. By the time five more hours have passed, at least half of the zooplankton are too far downstream to be able to maintain the type of semistationary cycle that occurred under normal migration; each time midnight comes around, the zooplankton do not have enough time to recover their former upstream position before they have migrated upwards and are moving downstream again. Shear carries some plankton out of the channel early, but all will be advected out of the embayment within seven days. This result is perhaps not surprising considering that reverse migrating zooplankton are at the water surface during daylight hours, and the simulation assumes more daylight than dark hours per day. In the case of a 4.38 cm/s background speed, some of the zooplankton are carried slightly upstream from their starting location, while others are dispersed downstream, before all of the plankton migrate up in the water column and are advected out of the embayment. Under the highest background speed, as in the normal migration case, the zooplankton are simply advected out of the channel before they have a chance to undergo vertical migration. Under these higher speeds, the zooplankton cloud position ends up about the same regardless of the migration type, and all zooplankton clouds leave the embayment at about the same time, because the flow is unidirectional and varies little in the vertical.
Residence time.
The mean residence time for zooplankton under every combination of flow rate, start time, migration type, and zooplankton cloud size was computed in order to determine whether these trends between migration type and biological residence time hold over the range of flow speeds investigated. Assuming conservatively that lake conditions are inhospitable or that the zooplankter might not be able to return to the embayment once in the lake, the first time that the zooplankton drifted into the lake was taken as the residence time for the zooplankter. These times for all 250 zooplankton were then averaged to get a mean residence time in days. Figure 5 gives plots for each combination of zooplankton cloud standard deviation and start time, demonstrating how each of the three migration types influences the average biological residence time across the range of flow speeds studied. As the simulation time was seven days, a mean residence time of seven days indicates that the zooplankton have avoided washout, at least on a small timescale.
Flow speed, migration type, and zooplankton cloud standard deviation all have a noticeable influence on biological residence time, although none of the conditions tested allowed all 250 zooplankton to remain in the embayment for the entire seven days. The effect of start time, on the other hand, appears to be quite small. Not migrating in general leads to the lowest residence times, although the effect is negligible at moderate-to-high flow speeds. Reverse migrating always does somewhat better at retaining plankton in the embayment under low flow speeds than does not migrating, with the greatest effect occurring when the simulation starts at midnight or 4:00 PM. In most cases, normal migration at very low flows does the best job of keeping the zooplankton in the embayment, with residence times that are as much as two days longer than under reverse migration, but at moderate flow speeds, a drop-off in residence time occurs and normal migration loses its advantage.
As flow speed increases, mean biological residence time tends to decrease, with the most difference in residence time found at the lower flow speeds. This decrease is not strictly monotonic, due largely to the stochastic nature of the simulations. For all three standard deviation values, a spike in the biological residence time is seen at a flow speed of 3.9 cm/s. This speed is low enough to still allow exchange flow but high enough to produce a turbulent diffusivity that, together with the exchange flow, allows some particles to get caught in the upstream motion in the bottom of the channel and thus increases the mean biological residence time.
Zooplankton cloud standard deviation also plays an important role in determining biological residence time, especially at low flow speeds. Regardless of start time, all three migration types tend to increase their residence times at low flow speeds as standard deviation increases. Increasing standard deviation increases the amount of water column taken up by the cloud and potentially places some zooplankton in water flowing in the opposite direction from the rest of the group, thus diversifying the movement of the plankton cloud as a whole. Figure 6 shows typical zooplankton movements for a start time of 8:00 AM under normal migration at a flow speed of 0.06 cm/s. Note that, for the sake of clarity, particle trajectories are shown only every 5, instead of 2.5, hours. As the standard deviation increases, the zooplankton become more scattered, and in particular, the shearing effect in the upper part of the water column increases, spreading the zooplankton out in the x-direction along the channel and even carrying some east beyond the portion of the channel pictured. This shearing effect has the greatest effect for simulations with a start time of 8:00 AM, due to the advantage of moving upstream along the bottom of the channel at the start of the simulations.
Migration times were set to be appropriate for midsummer in the Great Lakes region, resulting in a longer day than night. As other day lengths occur in other locations and times, we repeated the simulations using equi-length days and nights, with migration times of 7:30-8:30 AM and 7:30-8:30 PM. In this case, although flow speed and standard deviation have effects on biological residence similar to those in the original simulations, now reverse migration vies with normal migration to give the higher biological residence times. Not surprisingly, reverse migration produced higher residence times for start times allowing more night hours in the first 12 hours, namely, start times of midnight and 4:00 PM.
The mean residence time indicates only the fate of the zooplankton cloud on average. To account for individual organisms, the number of zooplankton left in the embayment over time was plotted for background flow speeds of 0.06 cm/s, 4.38 cm/s, and 8.22 cm/s, along with all migration types, start times, and zooplankton cloud standard deviations.
In the low flow speed/midnight start time case shown in Figure 7 , nonmigrators do the worst job of staying in the embayment. The most zooplankton remain in the embayment for normal migration and a large zooplankton cloud. Reverse migrators do better than nonmigrators but not nearly as well as normal migrators. Initial cloud standard deviation has a big effect on the number of zooplankton that remain in the embayment for all seven days; as standard deviation increases, more zooplankton survive until the end of the simulation. Low standard deviation zooplankton clouds leave the channel essentially all at the same time, while higher standard deviation clouds leave in spurts due to shearing caused by the exchange flow.
For an intermediate flow speed of 4.38 cm/s, with a start time of midnight and all cloud sizes, nonmigrators and normal migrators essentially leave the embayment in a clump after about six hours have passed, while reverse migrators finish leaving the embayment after about half a day. Contrary to the situation at low flow speeds, for migrators that don't leave the embayment all at once, as the zooplankton cloud standard deviation increases, the zooplankton tend to start leaving the embayment sooner and in larger clumps. Similar to the zooplankton at low flow speeds, normal migrators at the 8:00 AM start time and lower zooplankton cloud standard deviation start leaving the embayment later than reverse and nonmigrators, while reverse migrators are the last to start leaving the embayment at the midnight and 4:00 PM start times. Additionally, 4:00 PM is the only start time when nonmigrators do noticeably worse than the other migration types at remaining in the embayment.
At a background flow speed of 8.22 cm/s, neither standard deviation nor start time affected biological residence time. For all migration types, start times, and standard deviations, the zooplankton cloud leaves the embayment all at once after about six hours, because the background flow is too high for the lock-exchange to create a lasting exchange flow. were considered to be continuous variables, while start time and migration type were treated as categorical variables. As a linear model did not provide an adequate fit to the data, a generalized additive model was used. Generalized additive models are similar to generalized linear models except that smooth functions of the covariates may be used, along with the usual linear model terms, and the mean of the dependent variable is assumed to depend on an additive predictor through a nonlinear link function. In this case, spline smooths and an identity link function were utilized. Different forms and combinations of explanatory variables were tried (using the gam function in the mgcv library [49] in R [41] ) until a model was found that accounted for an adequate amount of the overall variance in biological residence time and that was stable regardless of additions or removals of terms accounting for small amounts of variance. The results are shown in Table 1 . From Table 1 , flow rate by itself accounts for almost a third of the variance in biological residence time, while the initial size of the zooplankton cloud (which also affects zooplankton preferred heights and depths) has the the next largest effect. Start time accounts for virtually none of the variance, as expected. The independent contribution of migration type to biological residence time is relatively small; however, interactions of migration type with other parameters are significant, with the three-way interaction of flow rate, standard deviation of zooplankton cloud, and migration type accounting for about a quarter of the variance, and the interaction between flow rate and migration type alone accounting for about 20%. to the right of the line represent scenarios in which the limited simulation time is to blame for the discrepancy.
For the smallest zooplankton cloud, the analytical and computational results tend to be very close. For the computational model in the medium variance case at lower speeds, the more spread out zooplankton cloud now contains members low enough in the water column to experience a slower downstream velocity or even the upstream part of the exchange flow. As a result, the lowest zooplankton in the initial cloud may thus be in a position to be retained in the embayment. However, the analytical model follows a zooplankter located at the mean in the vertical of the zooplankton cloud, which cannot benefit from the velocities further down in the water column. The disadvantage of this simplification in the analytical model is seen in the large differences for the first several flow speeds between the analytical and computational results. The results for the largest zooplankton clouds demonstrate an even more pronounced effect of flow speed on residence time; lower computational than analytical results of seven days' residence time are a function of increased shearing and the limited duration of the simulations.
Zooplankton cloud.
In order to more directly compare results from the analytic approximation to the computational results, we studied the movement of a cloud of zooplankton, using Gaussian quadrature to approximate the integrated movement of the cloud members (2.11). We used seven nodes chosen assuming a normal distribution of initial position and again ran numerical experiments in MATLAB for seven days for all combinations of flow speed, migration type, and initial zooplankton cloud size. The second plot in Figure 8 shows biological residence times computed using this analytical method versus those from PTRACK. While these analytical results sometimes overshoot and sometimes undershoot the true results, they are much closer in general to the computational results than were the results when following only one zooplankter. The analytical results for nonmigrating zooplankton are still not as close to the computational results for low flows as would be desirable, perhaps because these zooplankton stay at their initial starting heights (and therefore horizontal velocities) for the entire simulation and are therefore more sensitive to exactly which vertical locations are chosen as integration nodes. Because they do not migrate up and down in the water column, they are unable to take advantage of the averaging effects due to sampling a range of horizontal velocities in the water column.
Simple analytic model.
Numerical experiments using the simple approximation to biological residence time, distance to the downstream boundary divided by mean horizontal zooplankton velocity, were performed for all three zooplankton cloud sizes using Gaussian quadrature of degree 7, 14, and 30. As we are assuming equal day and night lengths, this approximation gives equal values of biological residence time for normal and reverse migration. All three quadrature values showed patterns similar to the analytical results, with reverse/normal migrators usually doing significantly better than the nonmigrators, and lower flow speeds allowing increased residence time as the zooplankton cloud size increases. The approximate results again agree most closely with the computational results for the higher flow speeds and lower zooplankton cloud standard deviations. In addition, as the number of Gaussian nodes used increases, the results are closer to the computational results, although the improvement when using 30 versus 14 nodes is not significant. The third plot in Figure 8 shows approximate versus analytical results using seven Gaussian quadrature nodes, showing that the two methods give similar results, with the approximate method giving the same or a higher value for biological residence time, as expected.
The previous results using Gaussian quadrature have used z(t) functions of the same amplitude and simply shifted them up or down in the water column, depending on the location of the Gaussian node. To insure that this practice did not bias our results, we performed one set of approximate numerical experiments using five Gaussian quadrature nodes in which all combinations of nodes were utilized for the top and bottom positions of the z function. These computations were much more time-consuming than the previous analytical or approximate computations and did not result in improved estimates of biological residence time.
5. Discussion. Small zooplanktonic organisms are often subjected to downstream drift in streams, rivers, and estuaries, yet some manage to avoid washout-the "drift paradox." In certain situations, primarily unidirectional downstream flow can be overridden by other factors which work to retain zooplankton. For example, significant temperature differences on either side of an embayment-lake interface in the summer can result in an exchange flow between embayment and lake in which the top part of the embayment experiences downstream flow and the bottom part experiences upstream flow. We investigated this flow pattern, combined with individual behavior of the zooplankton in the form of diel vertical migration, to determine whether this physical/biological interaction could result in increased residence time of the zooplankton in the embayment.
Our simulation studies using a three-dimensional hydrodynamic model coupled with an individual-based model of zooplankton diel vertical migration demonstrate that the temperature difference between a channel and lake can create exchange flow that can significantly influence zooplankton residence time. Statistical analyses indicate that factors affecting zooplankton residence time include, in decreasing order of importance, flow speed, diameter of the zooplankton cloud, migration strategy, and start time of the simulation; these analyses were corroborated by observations of zooplankton trajectories simulated using various combinations of parameters.
As background flow speed increases, exchange flow becomes less influential, and zooplankton are not advected upstream as fast when they migrate to the channel bottom. At the higher speeds tested, washout seems inevitable. Significantly, however, low flow speed by itself is not at all effective at increasing residence time; instead, as the background flow speed decreases, the channel flow is increasingly controlled by the exchange flow. Normal and reverse vertical migration under low flow conditions may both promote persistence but are more effective at different start times, which might be due to the schedule of migration and the fact that during the summer, the day (when reverse migrators are at the surface) is longer than the night (when the reverse migrators are at the bottom of the water column). Nonmigrating zooplankton do not fare as well and are swept out of the embayment at essentially the speed of the plume induced by the lock-exchange.
Regardless of whether a simple (one node) analytical method, more complicated (Gaussian quadrature) analytical method, or very simple approximate method was used, the analytical models reproduced some basic results from the computational simulations. An inverse relationship between flow speed and biological residence time was seen, and reverse migrating zooplankton remained in the embayment longer than normally migrating zooplankton over the range of flow speeds studied, with nonmigrating zooplankton always leaving the embayment first. When using a zooplankton cloud relatively small in diameter, the other parameters made very little difference, and the PDE and simple approximation methods gave results very close to the computational results, even using just one simulation per parameter combination in the case of the PDE. For zooplankton clouds larger in diameter, using Gaussian quadrature made an appreciable difference in biological residence time approximations for lower flow speeds. If exact results are not necessary, the analytical method provides a relatively quick, easy, and computationally inexpensive way to estimate biological residence times.
Our computational model was necessarily a simplification of a complex, three-dimensional embayment; in reality, factors such as boulders or other impediments to flow, increased bottom roughness resulting in greater drag, elevation changes in the embayment bottom, and complex embayment geometries may decrease the relevance and upstream influence of exchange flow. On the other hand, while we did not take zooplankton reproduction into consideration, allowing the zooplankton to reproduce would presumably have increased the number (and percentage) of zooplankton remaining in the embayment at any one time. Although further studies are needed to incorporate these complex physical and behavioral aspects of real embayment/lake ecosystems into models, our efforts should make it easier to study these types of habitats in the hopes of avoiding unwittingly changing the dynamics of the zooplankton, which are basic to the health of the embayment/lake system, or zooplanktonic life stages of other organisms which require the embayment environment to survive past that stage.
