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ABSTRACT 
An evaluation of the validity of multidimensional 
scaling methods for the representation of cognitive 
processes. 
Doctor of Philosophy, 
R. A.M. Gregson, 
Professor of Psychology, 
University of New England. 
1980. 
This study is an evaluation of the issues involved in providing a 
meaningful psychological interpretation of multidimensional scaling solutions, 
for example to regard them as valid representations of the cognitive processes 
involved in generating the data. 
The various metatheoretic approaches that have been developed to define 
appropriate procedures for the quantification of psychological attributes are 
discussed and evaluated. It is argued that much current psychological research 
is based on an inappropriate paradigm. In particular it is argued that the 
emphasis on magnitude estimation to generate psychological data is misplaced 
and scales derived from weak-ordered judgements are much to be preferred. 
Extending these arguments to the multidimensional case, it is argued 
that most applications of multivariate methods in psychology have shown 
insufficient recognition of the theoretical implications of using a particular 
technique. The application of any method of data analysis such as multidimensional 
scaling is only appropriate if it can be shown that the assumptions implicit 
in the scaling model are satisfied for that set of empirical data. In addition 
some variations in the scaling model, such as subjective metrics scaling, 
involve additional assumptions which need to be explicitly formulated and 
tested. 
These metatheoretic limitations, as well as evidence on the frequent 
occurrence of violations of its basic assumptions suggest that multidimensional 
scaling configurations can at best be attributed with only a limited degree of 
psychological significance. It is suggested that such value as it does 
possess is limited to the evaluation of non-dimensional structural hypotheses 
derived from some prior substantive theory. 
An empirical example is presented demonstrating that even when there 
appears an obvious and intuitive interpretation of the dimensions of a MDS 
configuration, the solution may be completely inappropriate as a model of 
the underlying cognitive processes. A second example however describes a 
rrore appropriate and successful application of multidimensional scaling 
methodology. A theoretical interpretation of emotion labelling based on 
Guttrnans (1957 ) facet theory, was shown to be substantially confirmed in 
the structure of a MDS configuration. 
1. 
INTRODUCTION 
Since the initial demonstration (Torgerson, 1952) of the 
feasibility of retrieving the spatial configuration implied by 
a set of interpoint distances, psychologists have been tempted 
by the theoretical possibilities presented by multidimensional 
scaling methods. 
The interest in the psychological interpretation of MDS 
configurations was increased by two apparently significant 
theoretical advances; the introduction of nonmetric scaling 
methods (Kruskal, 1964a, b) which appeared to overcome the 
str�ct linearity assumptions imposed on the data, and 
subjective metrics scaling (Carroll & Chang, 1970) which 
appeared to offer a plausible method of incorporating 
individual differences within a common perceptual space. 
Other extensions of the scaling model which appeared to 
increase its flexibility as a psychological modelling 
procedure included variations in the nature of the distance 
function, and in the ways individual configurations could be 
related to a common configuration. 
Most recent theoretical treatments of the MDS model 
have however cast doubt on the utility of all of these 
apparent methodological advances and have criticised the 
lack of any attempt to justify the theoretical assumptions 
implicit in the application of MDS techniques. The recent 
emergence of the area of 'measurement theory' (Krantz, Luce, 
Suppes & Tversky, 1971) as a more rigourous foundation of 
psychological measurement procedures has emphasised the 
need for theoretical assumptions implied by scaling techniques, 
2. 
both unidimensional and multidimensional, to be explicitly 
stated and empirically tested. 
One consequence of this greater recognition of the 
theoretical content of data analysis procedures has been 
the development of techniques whereby structural hypotheses 
derived from substantive theory are directly evaluated as 
a consequence of applying a particular data analytic 
technique. Techniques for confirmatory analysis have been 
derived for both factor analysis (Joreskog, 1969) and multi­
dimensional scaling (Bentler & Weeks, 1978, Borg & Lingoes 
1978, Bloxam, 1978). 
The aim of this study is to evaluate the contribution 
these various methodological developments in multidimensional 
scaling can make to the goal of providing an interpretation 
of a spatial structure derived from data that has some 
substantive theoretical significance. 
Multidimensional scaling will be regarded as a 
psychological measurement procedure designed to derive 
simultaneously scale values on more than one dimension. This 
study will thus attempt to apply the perspective of the 
measurement theoretic approach to unidimensional scaling 
to the more general multidimensional case. Considerable 
attention will thus be paid to the metatheoretical aspects 
involved in the quantification of psychological dimensions, 
and Part I of this thesis is devoted to this topic. The 
first chapter, which deals with various conceptualizations 
of the logic of unidimensional measurement, is an extended 
version of a paper recently published in the British Journal 
of Psychology (Fraser, 1980). 
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Part II is a review of all significant methodological 
variations in multidimensional scaling procedures and an 
evaluation of the extent to which meaningful psychological 
interpretations can be attributed to different types of 
scaling solutions. 
Part III describes some empirical research designed to 
demonstrate what appears to be the most promising approach 
to the utilisation of MDS methodology in the development of 
psychological theory. This section also demonstrates how 
incorrect conclusions can easily be drawn by an uncritical 
approach to the interpretation of MDS solutions. Chapter V 
in this section is a more extensive treatment of a previously 
published study (Fraser, 1976) and a copy of this paper is 
also attached. 
Chapter VII summarises the approach to the utilisation 
of MDS in psychological research that has been developed 
within this thesis, and compares it with the position of 
other major theorists on this topic. 
PART ONE 
THEORETICAL ISSUES IN QUANTIFICATION IN PSYCHOLOGY 
5. 
CHAPTER ONE 
THE LOGIC OF MEASUREMENT AND PSYCHOLOGICAL THEORY 
The increasing use of quantitative methods in psychology 
should imply an increasing emphasis on both methodological 
and theoretical aspects of obtaining numerical measures of 
attributes. While psychology has developed an increasing 
number of methods to quantify attitudes, abilities, needs, 
tendencies etc. , very little attention has been devoted to 
the logical justification of such procedures. Psychology 
has by and large relied on a set of essentially ad hoc 
statistical techniques, subsumed under the titles 'reliability' 
and 'validity', to justify its measurement procedures. That 
is, it depends on establishing a system of interrelationships 
among a variety of measures, rather than an independent 
justification of each one singly. 
Most texts on psycholog±cal measurement have worked within 
this paradigm to develop practical procedures for scale constru­
ction and evaluation (e. g. Nunnally, 1967, 1970; Cronbach et. al. , 
1972; Lemke and Wiersma 1976). As Nunnally states "the 
u1timate test is how well the scales that are derived fit in 
a nexus of lawful relations with other scales" (1967, p. J4). 
A more firm foundation for psychological measurement 
however, is clearly provided by a consideration of measurement 
from a fundamental point of view, that i s, independent of 
other scales. The idea of fundamental measurement has until 
recently, only existed within the confines of classical physics. 
The rather restrictive set of properties that have been derived 
by physical theorists to represent the conditions under which 
6. 
fundamental measurement can occur clearly preelude most 
psychological a ttributes. I t  is hardly surprising then tha t 
psychological measurement has long been regarded as 
quan titatively and qualitatively of a lower order than 
physical measuremen t. 
There appears to have been two main consequences of this 
for the theory and prac tice of measurement in psychology. The 
first has been the use of a less determinis tic approach to 
measuremen t, regarding scales as approxima te indices only, 
subject to an unknown amount of measurement error. The second 
has been the concep t of lower order scales embodied in S.S. 
S tevens' analysis of measurement theory (Stevens, 1939, 1946, 
1951, 1968). 
Recent developments in psychological measurement theory 
have however, demons trated tha t the concep t of fundamental 
measurement can be ex tended in a way that is appropriate for 
psychological a ttributes and have identified some subs tantial 
logical flaws in previous approaches. By reviewing these 
developments i t  is hoped to show tha t much of the currently 
accep ted theory and practice of psychological measuremen t is 
in need of a substantial revision. 
Classical Physical Measurement Theory 
In physics, as in psychology, an explici t formulation of 
the logical conditions for measuremen t came long af ter the 
development of practical measurement procedures. The firs t 
a t temp t to provide a logical justification for measurement 
was given in the works of Helmhol tz (1887). Helmhol tz 
introduced the notion that fundamen tal measurement depended on 
7. 
the presence of an empirical operation to compare directly the 
quantities of objects (e. g. juxtaposition of length, weights 
in a pan balance), and attempted to identify the conditions 
under which such an operation could lead to the development 
of a measurement scale. This was developed at a more formal 
level in !folder's ( 190 1) classic theorem specifying the ax.ioms 
of quantity. These specified the relations that must hold 
between entities for them to be used as elements in additive 
and multiplicative functions, i.e. as quantities, and also 
that one be able to add together two quantities to make a new 
quantity. 
The consequences of this for the process of measurement 
were given their most complete exposition in the works of 
N. R. Campbell ( 1920, 192 1, 1928, 1938). Campbell saw 
measurement as the demonstration of anisomorphism between the 
ideas of quantity and the magnitudes of the property to be 
measured, (A magnitude is the amount of a specific property 
possessed by a specific object). The way to do this was to 
demonstrate that the magnitudes obeyed the axiom of quantity 
developed by Holder. 
Measurement thus depended on being able to observe 
relations between physical objects as a consequence of perform­
ing an empirical operation. This empirical operation was the 
defining operation of the measurement. There was no meaning 
to the concept of two objects being equal with respect to 
some quality without first defining the operation used to 
test equality. 
Because the axioms of quantity required an operation of 
addition as well as equality an empirically demonstrable 
8. 
capacity for addition was regarded as a fundamental 
importance to the measur ability of attributes. Campbell 
and several subsequent theorists (e.g., Cohen and Nagel, 
1934, Ellis, 1960) regarded the existence of an empirically 
defined concatenation operation as practically essential 
for fundamental measurement. Campbell referred to this as 
the additive property, although i t  is now usually denoted 
as the extensive property. 
Campbell did allow for a potential theoretical distinc­
tion between extensive and fundamental measurement, but did 
not see it of any practical importance since alternative 
methods were unlikely to be available. Ellis (1966) in fact 
uses the terms synonYmously, using the term direct to indicate 
fundamental in the sense we have defined it here, i.e., 
independence from other measures. 
Clearly not all physical scales possess this presumed 
fundamental extensive property. Density for example, possesses 
an operation for ordering objects (which floats on which) but 
not for adding them. Density and temperature are in fact 
examples of what are known as intensive properties, since 
mmbining objects produces the average, not the sum of their 
densities. Clearly several important physical properties were 
intensive but were still capable of being measured successfully 
by virtue of known mathematical laws relating them to other 
properties; for example, density as the ratio of mass to volume. 
To incorporate this Campbell introduced a secondary type of 
measurement, termed derived measurement, for attributes which 
could be expressed in terms of a mathematical relation with 
extensively measured attributes. 
9. 
Evaluation of Classical Physical Measurement Theory 
The classical physical view of measurement theory 
incorporates two critical features, both of which have been 
criticised by subsequent theorists as being overly restrictive. 
The first is the very restricted view of what can 
constitute measurement. Only one type of scale was counten-
anced; 'quantity' had one set ofproperties and these were 
strictly not negotiable. Magnitudes had to meet these in 
their entirety, or they could not be measured. 
The second is the view that the relations implied by the 
concept of quantity must be directly exhibited by actual 
physical objects; that is, no distinction was drawn between 
the object, and the measure assigned to that object. Since 
these relations included the concept of addition this implied 
that it must be meaningful to talk of the addition of objects. 
This for example was the basis of the conclusion of a 
committee of which Campbell was a member, reporting on whether 
sensations in general, and the sone scale of loudness in 
particular, constituted measurement. In its Final Report 
(Ferguson et.al., 1940) it concluded that: 
'any law purporting to express a quantitative 
relation between sensation intensity and stimulus 
intensity is not merely false but is in fact 
misleading unless and until a meaning can be given 
to the concept of addition as applied to sensation'. 
This insistence that relations can only be exhibited between 
physical objects clearly poses problems for the concept of 
derived measurement. No external meaning can be given to 
statements such as 'twice as dense', 'twice as hot', at least 
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in this direct sense of adding two objects with the particular 
density, temperature, etc. This fact was criticised by 
B. Russell in Principles of Mathematics. As Russell states, 
one can only add quantities not magnitudes, "addition of two 
magnitudes yields two magnitudes, while the addition of two 
quantities does give a new single whole "  ( 1 937, p. 1 78) 
Classical Psychological Measurement Theory 
The measurement theory of S.S. Stevens has gained wide­
spread acceptance within and outside psychology, and as the 
first comprehensive attempt to develop a theory applicable to 
psychology might reasonably be regarded as the classical 
psychological approach. 
Stevens ' main innovation was to remove the restriction 
that numbers assigned as measures had necessarily to obey the 
laws of quantity, and introduced the possibility of other 
types of scales. Instead measurement was defined broadly as 
"the assignment of numbers to objects or events according to 
rules". ( 195 1 , p. 1 ), with the problem being transferred to 
identifying the type, rather than the existence of measurement. 
This classification of the type or level of measurement was 
to be done by identification of the type of mathematical 
transformations that left the scale form invariant (i. e. , so 
it still obeyed the rule). 
Stevens system initially recognized the existence of four 
different levels of measurement; nominal, ordinal, interval 
and ratio. The level of measurement of a scal e implied in 
general what sorts of statements or conclusions could be 
derived from it, and in particular what type of statistical 
test should be used with it. 
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Evaluation of Classical Psychological Measurement Theory 
Stevens-tradition (ST) measurement theory clearly provided 
some advantages over the classical physical approach. It drew 
attention to the distinction between the formal system (numbers) 
and the empirical system it represented and the need for the 
properties of each to be logically connected. It also 
identified the arbitrariness of insisting on using the 
prq,erties of the number system in their entirety as the only 
possible formal system that could constitute measurement. 
The critical deficiency in Stevens' system is that while 
apparently recognizing the distinction between the formal and 
empirical systems, it does not in fact characterize them 
separately and identify the nature of the connection between 
them. Ross (1964) argued that because Stevens did not 
explicitly state how the assigrunent of scale values related to 
specific empirical operations, that he in fact implicitly 
incorporated non-falsifiable assumptions into this process. 
Ross drew attention to an inconsistency in Stevens' approach 
between his theoretical statements and the practical procedures 
he advocated. For example concerning the formal conditions for 
measurement he states: 
"Measurement is only possible because there is a 
kind of isomorphism between (1) the empirical 
relations among properties of objects and events 
and (2) the properties of the formal game in which 
the numerals are the pawns and operators the 
moves" (Stevens, 1959, pp.20-21) 
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However, many of the practical applications Stevens 
has quoted imply that he treats this isomorphism as 
axiomatic, something which must be present if measurement 
has been achieved, rather than a condition that needs to be 
empirically established. For example, the technique of 
magnitude estimation, which assumes subjects can directly 
generate numbers in proportion to their apparent magnitude, 
contains no implications of even 1 a kind of' isomorphism 
between basic empirical operations and the number system. 
This inconsistency between theory and practice can also 
be identified in the procedures used for the determination 
of scale type. Stevens maintains that the classification of 
scale type can be accomplished by the principle of scale 
invariance, without reference to any relationship to 
empirical events or other scales. He states: 
"We may seek the final and definitive answer in 
the mathematical group structure of the scale 
form; in what ways can we transform its values 
and still have all the functions previously 
fulfilled". (Stevens, 1951, p.29) 
However, as has often been pointed out (e.g., Ellis, 
1966; Nunnally, 1967; Prytulak, 1975; Fraser, 1980) this 
definition does not correspond with his actual practice in 
classifying scale types. For example, many psychological 
measures are obtained as frequency counts; number o� trials, 
bar presses, words recalled and so on. And counting, as 
Stevens agrees is a ratio scale. Yet Stevens still insists 
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that "most of the scales used w idely by psychologists are 
ordinal scales" (1951, p.20). I. Q. for example, is an 
ordinal scale according to S tevens, yet by his def init ion, 
it could be converted to a ratio scale by counting questions. 
Clearly something else is being taken into account, although 
it is not specified what it is. Ellis (1966, p. 63) concludes 
that Stevens "simply makes the classification as though the 
reasons were self-ev ident", and Nunnally (1967, p.21) that 
"no one has made it clear what types of evidence would 
just ify the assumption of a part icular scale type". 
Ellis (1966) demonstrated that an inadmissable trans­
format ion of a scale could still serve all of the functions 
and retain all the informat ion of the old scale. For example, 
the applicat ion of a log transformation to the Kelv in scale 
for temperature is clearly inadmissible, yet could st ill be 
used to formulate physical laws to relate temperature to other 
scales. The laws would not be of the famil iar form, but then 
these only ex ist because of the part icular type of scale used 
to express them in. 
Clearly then the principle of transformational invariance 
as expressed by Stevens is log ically insufficient as a means 
ofdeterminingscale type. Prytulak (1975) has suggested that 
it can be made sufficient by basing it on empirically determined 
relationships w ith other scales. To support this he observes 
that the procedures used by ST theorists do in fact implicitly, 
if not expl icitly, consider transformat ions to other scales. 
They avoid the direct recognition of the second scale by using 
examples such as subjective length where some fam iliar scale 
is impl icitly present (i. e. ,  physical length) and so the reader 
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can readily appreciate the relation between the scales 
without any overt recognition that a transformation is 
involved. 
So in fact, as Prytulak observes, the actual choice of 
scale type results from a consideration of all such implicit 
combination:;that are relevant to the use of the scale, and 
involves such intuitive criteria as the relative frequency, 
importance and range of situation:;in which transformations 
of the higher and more desirable types occur. 
While there is undoubtedly a role for this extended 
version of ST measurement theory in dealing with the psychol­
ogical measurement procedures which draw their justification 
from established relationship with other scales, it is a 
step back from the objective of deriving fundamental measure-
ment procedures in psychology. The transformational 
properties of various scales are of some use as a purely 
descriptive classification, but they cannot be regarded as 
constituting a philosophy of measurement. 
Axiomatic Measurement Theory 
An alternative line of development in measurement theory 
was to return to the concept of fundamental measurement as 
developed in the classical physical approach, but to extend 
it to include the situations more commonly found in psychology. 
This approach recognizes that there is no logical justification 
for the restricted notion of fundamental measurement proposed 
by Campbell, which regarded it as equivalent to extensive 
measurement. 
A more realistic definition of fundamental measurement 
should incorporate the extension proposed by Stevens of 
including less than the full range of properties of the number 
15. 
system, while still retaining the need for an empirically 
established correspondence between the empirical system and 
these properties. Coombs, Raiffa and Thrall (1954) urged 
such an extension to include scales based on any type of 
formal system, including those such as lattices and partial 
orderings which cannot be represented numerically in any 
natural way. 
The earliest approaches attempted to characterise the 
precise properties in the empirical system required to justify 
ordered scales. Hempel (1952) for example, derived the 
axiomatic conditions for ordinal scales based on what he 
termed quasi-series.' These required the fairly strict 
conditions that both an equivalence and an ordering relation 
could be empirically observed in order to generate the series. 
Luce (1956) proposed as a natural and more realistic extension 
the concept of �emiorders� These allowed for the more 
realistic situation in psychological ordering where the 
indifference relation is not transitive. That is, while one 
may be indifferent between A and B, and between B and C, one 
may not necessarily be indifferent between A and C, as the 
first two differences may be less than one jnd, while the 
combined differences exceed it. 
A more general formal analysis of the process of deriving 
the precise conditions required to justify a measurement scale 
of a particular type was given in Scott and Suppes (1958) and 
developed more extensively in Suppes and Zinnes (1963). They 
identified the two fundamental problems of measurement as (1) 
the justification of t he assignment of numbers to objects or 
phenomena, and (2) the specification of the degree to which 
this assignment is unique. 
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The first fundamental problem was s ta ted in more formal 
terms as the need to: 
"Characterise the formal properties of the empirical 
operations and relations used in the procedure and 
show they are isomorphic to appropriately chosen 
numerical operations and rela tions" 
(Suppes and Zinnes, 196J, p.4) 
The precise nature of the isomorphism, that is, wha t 
relations defined in the formal system are assumed to represen t 
relations holding in the empirical sys tem, constitutes the 
measuremen t model. The proof tha t a numerical (or o ther) 
assignment can be made to a given empirical system to produce 
a represen tation of the type defined in the measurement model 
is provided by the representation theorem. This is based on a 
specification of a number of axioms which represent the minimum 
conditions that must be satisfied by the empirical system in 
order for a scale of that particular type to be produced. 
The uniqueness theorem specifies the type of represen tation 
that is ob tained by determining the type of transformations that 
are permissible for a given numerical assignmen t, while still 
obeying the axioms of the representation theorem. It is thus 
analagous to S tevens' admissible transforma tions principle, 
except the condition of scale invariance has been more 
explicitly defined. 
Suppes and Zinnes derived representation theorems for a 
varie ty of previously defined measurement models, including 
quasi-series, semi-orders and extensiy� sys tems. They also 
developed theorems for a class of measuremen t models that 
produce difference scales. These were based on a quaternary 
ordinal rela tion in the empirical system corresponding to 
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relations on differences between pairs of scale values. 
Further classes of measurement models have been proposed 
by subsequent theorists and include for example bisection systems 
(Pfanzagl, 1968), conjoint measurement (Luce and Tu.key, 1964), 
probability representations (Krantz et. al. , 1971), Grassman 
structures (Krantz, 1974). A comprehensive review of most 
varieties of psychological measurement models has been provided 
in Krantz et. al. ,  (1971). The details of these will not be 
considered here. Instead the concept of derived measurement 
will be reconsidered in the light of the extended definition 
of fundamental measurement. 
Derived Measurement 
Pfanzagl (1968, p. J1) has maintained that derived 
measurement is not really measurement at all,  being simply 
a combination of other scales. He argues that only fundament­
ally measurable qualities should be used in the search for 
empirical laws. 
This is an overly restricted view, however, as it ignores 
the importance of the total set of interrelationships that exist 
among the scales in a given system. In systems where the inter-
dependence of scales is high the number of scales which must 
be independently measured is correspondingly reduced. The 
physical system is in the happy situation of having a high 
interdependence of scales, together with a large proportion of 
extensively measurable scales. In fact, only six independent 
dimensions are needed to describe completely all aspects of 
the system, although it is convenient to use far more. All 
other scales however can be expressed as simple functions of 
a set of six basic dimensions. Since all physical scales are 
ratio scales, that is completely determined except for an 
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arbitrary choice of unit; we need only specify the units for 
six basic dimensions to determine the whole system. Several 
writers have emphasised the theoretical importance of the 
scales chosen as the basis of a dimensional system. Campbell 
( 1920) called these basic scales, Palacios (1956) defined them 
as fundamental and Ellis (1966) called them independent scales. 
We will follow the terminology of Krantz et. al. ,  ( 197 1) and 
denote the scales in the base as primary, those that are not, 
as secondary. This distinction is somewhat arbitrary as the 
choice of base is not unique, but does indicate the importance 
of deriving scales from others within a system, even when an 
independent fundamental measure may be available. (Campbell 
used the term quasi-derived for scales in this situation; 
1920, p. 379) . Hempel (1952) also referred to the importance 
of systematic relationships in distinguishing stipulative 
and vicarious as two categories of direct measurement. 
Stipulative is an arbitrarily defined relation with another 
measure, whereas vicarious measures arise as a consequence of 
empirical laws. Krantz et. al. , ( 197 1) however give a more 
accurate account of the different types of derived measurement. 
Attributes which are defined as a simple function of two other 
attributes, such as density as the ratio of mass to volume, 
might appear to merely represent a more convenient expression 
of this function. They, in fact however, represent laws of 
simil itude, i. e., statements of the similarity of certain 
classes of physical systems. The derived measure is thus 
not arbitrary, but a measure of the constant value defined by 
the law. As Krantz et. al. , pointed out, the basis of laws 
of similitude is that two extensive attributes, e. g. , mass and 
volume, both depend on the same empirical concatenation 
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operation. The non-extensive attribute, density, arises 
as a product of the law. 
A second type of derived measure results from laws of 
exchange. These also relate two extensive attributes to a 
third attribute, but in this case the two concatenation 
operations are independent. They are related by a physical 
law of conservation in a closed system. For example P/VT= 
constant, and thus a measure on two defines the third. These 
laws thus depend on an empirical compensation of concatenation 
operations, rather than an equivalence. 
Krantz et. al. , (197; , p.488) discuss the relation 
between derived measurements of this kind and the concept 
of conjoint measurement. This is a type of fundamental measure­
ment based on objects considered cS a conjoint effect of two 
or more components. Axioms have been developed specifying the 
conditions under which this can lead to the construction of a 
numerical representation that is additive over those components 
which does not depend on the existence of a concatenation 
operation for the objects. 
Laws such as m=Vd can thus be regarded as establishing a 
conjoint scale on one attribute e. g. , density, conditional upon 
the law relating it to the other two being true. Since this 
measurement can be defined as fundamental the argument that 
derived non-extensive scales are not measurement clearly cannot 
be maintained. 
In some cases derived scales may also be capable of being 
extensively measured. This is, we may derive two scales, an 
extensive and a conjoint one. In this case they prove to be 
power functions of each other. Krantz et. al., (1971) derive 
several other relations which must hold when two or more types 
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of measurement hold sinrultaneously (1971, ch. 10). 
These interrelationship:;between different types of 
measures and the somewhat arbitrariness of the choice of 
measure to form the basis to the system, show that the 
distinction between fundamental and derived measurement is 
more a matter of convenience than of fundamental theoretical 
importance. 
Evaluation of Axiomatic Measurement Theory 
It nrust first. be recognized that axiomatic measurement 
theory only specifies the conditions under which certain types 
of scales are theoretically possible. It does not provide a 
procedure for obtaining such a scale, or even show that such 
a procedure is feasible. 
The evaluation of scaling procedures under this approach 
will rarely be completely definitive as the conditions required 
by the measurement model will hardly ever be completely 
satisfied. There will thus be some doubt about whether these 
are systematic departures casting some doubt on the measurement 
model or simply errors due to noisy data. 
Criticism of the impractibility of measurement theory 
are given by Luce (1972) and Falmagne (1976). Luce argues that 
it is unlikely that psychology could develop a system of 
psychophysical measures analogous to fundamental measurement 
in physics due to the lack of any firmly established invariant 
relationships between them. Falmagne (1976) comments that 
measurement theory has not yet demonstrated any constructive 
impact on behavioural research. He also suggests that the 
algebraic format of the existing theories does not represent 
an appropriate way to accommodate error. Such a deterministic 
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model does not provide an appropriate statistical basis for 
testing for violations. He proposes instead the development 
of measurement theories based on random variables, rather 
than constant values and outlines an example of a 'random 
conjoint measurement theory'. 
However, despite these l imitations it must be a distinct 
advantage to provide for every psychological scaling procedure 
an explicit statement of the conditions on which measurability 
is based. As Pfanzagl has observed " there is a great number 
of procedures for computing scales for which no definition is 
available, except the one implicit in the computational 
procedure" (1968, p. 9). 
Probably the major advantage of the axiomatic approach 
to measurement is that it explicitly recognizes the role of 
theory in measurement. Measurement is seen as an integral 
part of the theory, rather than simply a preliminary stage 
prior to theory construction. As Coombs (1964) has remarked: 
" al l  knowledge is the result of theory - we buy 
information with assumptions - " facts" are 
inferences, and so also are data and measurements 
and scales" (1964, p.5) 
A consequence of this has been a movement towards theory 
construction where measurement questions are seen as an integral 
part. The advantages of this approach have been emphasised by 
Anderson (1970) and Krantz (1974). As Krantz states: 
" at the present stage of development of quantitative 
theory in social science it is impossible to separate 
the search for interesting empirical laws from the 




The arguments presented here should provide conclusive 
evidence that many of the traditional attitudes to psychological 
measurement which have assigned a low priority to its theoretical 
content are no longer justified. In particular, the dominant 
theoretical conceptualizations that have been held to structure 
these ideas are inadequately formulated and inconsistently 
applied. As Cliff (1973) observed in a recent review of 
scaling procedures: 
" The recent achievements in measurement theory 
provide hardly less than the basis for a 
revolution in the definition of psychological 
variables" (1973, p. 447) . 
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CHAPTER TWO 
MULTIVARIATE ANALYSIS AND PSYCHOLOGICAL THEORY 
Most descriptions of the various methods of mult ivaria t e  
analysis take a s  their s tarting point an array o f  numbers , 
usually regarded as being s tructured as cases by variables , 
and describe vari ous procedures for trans forming this ' data 
matrix ' .  The s olution thus obt ained is  seen as a method of 
summari sing or repres ent ing the original matrix , and the 
procedure is evaluat ed in t erms of the statistical relations 
between the two . 
This approach thus regards mul tivariate analy sis as a 
branch of statistics , t o  be appli ed t o  a part icular cont ent 
area , in this case psychology . To then at t empt ,  as is often 
done , t o  accord theoret ical s ignificance t o  the representations 
aris ing from these multivariate procedures i s  clearly 
inconsistent with the l ogic of psychologi cal measurement . 
That is , the criti cal quest i on whether mul t ivariat e analyses 
repres ent psychological models or simply methods of data 
reduction can scarcely admit of the former response as long 
as statist ical rather than psychological crit eria are used t o  
derive them. 
As detai l ed in the previous chapter,  measurement is the 
process of deriving a repres entat ion of certain propert ies of 
the data , and the theoret ical assumptions made about them. A 
two stage process of restric t ing measurement ques ti ons t o  the 
stage prior t o  the ac tual analysis , and even then placing 
little  emphasis on it , can thus scarcely encourage an 
appropriat e  int erpretation of the role of multivariate methods 
in theory construct ion . I t  seems not unreasonable t o  attri bute  
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the inappropriate attitudes regarding nrultivariate procedures 
impl icit in many of their past and current appl ications to 
this historical separation. 
For example, factor analysis was at one stage a very 
popular and extensivel y used technique in psychological 
research and nruch confidence was placed in the theoretical 
significance of the factors that resulted. However, the 
emergence of a number of technical problems relating to the 
method showed that this confidence was misplaced, and that a 
more cautious approach to interpretation was required. Current 
attitudes to its use now range from outright rejection to a 
continued insistence on its theoretical significance. 
In between are attitudes such as those expressed by Royce 
(197J) who favours its use in what philosophers of science cal l 
1 low level theori zing' i.e., conceptuali zations based on 
empirical regularities but not regarded as complete and 
definitive. For example, he states (197J, p. J) that (factor 
analysis) "can provide us with some potentially powerful 
theoretical constructs, and possibly some clues regarding 
how these constructs are taxonomicall y  arranged, but the 
building of theoretical structures which elaborate on 
relationships between variables and otherwise ' explain' 
observables is an extra-factorial enterprise". 
However, all these attitudes miss the essential point 
which is, as expressed by Krantz (1974, p.171) that 'psychometric 
techniques are not theoreticall y  neutral ; rather they impose 
a theoretical structure whose psychological content deserves 
anal ysis' , 
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A more logical approach then is to view measurement 
as an integral part of t he application of psychological 
theory to dat a, and t herefore something which relates to the 
whole analysis, rather than somet hing which must be ' st ruggled 
wit h prior to theory construction • (Krant z, 197 1, p.171). 
This view is embodied in t he concept ualization of mul tivariate 
analysis as the application of a measurement model. As with 
unidimensional measurement, mul tivariate analysis derives a 
representation of the data by means of a set of theoretical 
assumptions relating properties of the dat a  t o  aspects of the 
representation. This represent ation will usually, but not 
always, be mul tidimensional, i. e. a set of numerical scales . 
Spatial models are thus a direct ext ension of unidimensional 
measurement, and non-spatial models, such as clust ering, can 
logically be considered as furth9 r  generalizations of the 
measurement process . 
This approach of viewing mul tivariate analysis as measure­
ment which arises as a consequence of theory provides a more 
appropriat e  basis for the validation of such procedures. An 
integral part of every t heory is that it specifies which empir­
ical resul ts should be observed in order t o  determine whether 
the theory is support ed. Therefore, viewing mul tivariate 
analysis solutions as represent ations implies that they make 
specific predictions about t he empirical system they represent .  
Their justification shoul d consi st therefore of identifying 
and evaluating t hese predictions. 
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Scaling And Data Theory 
It is clear then that much more consideration must be 
given to the types of observations that should be used as 
input to multivariate procedures . That is the data analysis 
consists of a model or formal system, and the observations an 
empirical system. The measurement model contains the set of 
theoretical assumptions specifying a correspondence between 
the formal and empirical systems, that is what relations defined 
in the formal system are assumed to represent relations holding 
in the empirical system. The measurement model however only 
specifies the conditions under which a scale or scales of a 
specific type can be derived . The actual process of scaling, 
i.e. assigning numbers to objects or properties is a separate 
enterprise. 
The terms scaling and data analysis as we have used them 
here are essentially equivalent . That is ideally data analysis 
can be defined as deriving scales under a set of assumptions 
specified in a measurement model . Certainly in the 
unidimensional case no useful distinction can be made . However 
where more than one scale is to be derived this ideal require-
ment is not always observed . That is, many methods of data 
analysis operate on sets of unidimensionally derived scales, 
for example the correlational based procedures such as factor 
analysis, discriminant analysis, etc. The term multidimensional 
scaling is thus l ogically defined as any procedure based on a 
measurement model which provides for the derivation of more 
than one scale simultaneously .  It is this class of procedures 
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of data analysis that is the prime focus of this thesis, 
although much of the discussion is also rel evant to other 
multivariate methods. 
In all cases one needs to consider the means by which 
a correspondence may be established between a set of 
observations and a numerical scal e. On what basis can we 
attribute the relational properties required to produce 
numerical scal es for different types of behavioural observat­
ions ? Most conceptions of this have been developed within 
the framework of psychophysical theory. Whil e this term is 
strictly appropriate only in situations where there is a 
known physical scal e, the principl es can logically be extended 
to cases wherA it is not. 
Modern psychophysics make a formal distinction between 
four qualitatively distinct judgements ; detection, discrim­
ination, recognition and magnitude estimation. (Luce, Bush 
and Galanter, 1 96J). These judgements cl early do not have 
an equival ent psychological status. Detection and discrimin­
ation ,judgements can be evaluated against a known physical 
status, and thus false positive statements can be detected. 
However for magnitude assessment techniques there is no 
independent physical specification of what the appropriate 
response should be. 
One can identify a number of quite distinct theoretical 
positions over the measurement properties of these psychoph­
ysical methods. These have l ed to a number of quite distinct 
bodies of theo ry and data regarding the procedures for the 
construction of psychological scal es. One of the most 
important distinctions relates to assumptions about the way 
internal psychological effects (usually expressed as ' sensation 
__ 
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magnitudes ' )  are quantitatively related to external 
observable responses. Two contrasting positions can be 
identified here. The first states that the sensation evoked 
by a stimulus is essentially a phenomenological event which 
can be directly experienced by the subject and perfectly 
represented in his judgements. 
The alternative position is to regard sensation as a 
theoretical construct which relates to the internal 
representation of stimul i. The observed responses of the 
subject are assumed to be based on these internal 
representations and derived from them by means of some form 
of cognitive process. That is, this represents the cognitive 
model ling approach where we do not assume that the empirical 
system we seek to explain is directly accessible and perfectly 
represented by our observations. When a subject is exposed 
to a set of conditions we observe not the direct effect of 
these conditions but their effect mediated by some internal 
psychological processes and the processes by which this is 
transformed into an observed response. The aim of this 
approach therefore is to develop a plausible model of these 
processes which then enable the form of the internal 
representations to be derived which best account for the data. 
Of course a number of possible models can be proposed 
and the meaning of the term sensation will thus vary according 
to which is being assumed. This leads us to a third compromise 
position which rests on more pragmatic parsimonious grounds. 
The term sensation is assigned to a scale only if it is 
generalisable across a wide range of situations. This point 
was expressed by Luce, Bush and Galanter (1963, p . 207) : 
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" If a scale serves no purpose other than as a 
compact summary of the data from which it was 
calculated, if it fails to predict different 
data or to relate apparently unrelated results, 
that is, if it is not a theoretical device, then 
it  is worth but little attention and surely we 
should not let it appropriate such a prized word 
as • sensation • .  If however a scale is ever shown 
to have a rich theoretical and predictive role then 
the scientific community can afford to risk the 
loss of a good word" . 
Consistency across methods must surely be a prime cons­
ideration for meaningful scales. However before subscribing 
to this cautious approach we should consider the arguments 
for the positions taken by the first two approaches regarding 
the essential nature of the sensory continuum. 
The first position is most closely identified with the 
work of S. S. Stevens and his colleagues. Stevens ' position 
was that one could treat numerical responses to stimuli as 
direct numerical measures of attributes. Ross (1964) however 
drew attention to some ambj g'Uity in Stevens writings over 
whether this meant acceptance of a phenomenological or 
behavioural approach to psychology. He compares passages 
quoted from Stevens ( 1956) which appear to indicate 
contradictory assumptions regarding the relationship between 
the subjective numerical estimates and the concept of 
sensation magnitude. On one hand he states : 
" The purpose of this study was to try to develop 
and refine a method for the direct quantitative 
assessment of subjective magnitude" . 
. ' 
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and also that: 
"The problem in subjective measurement is to arrange 
the conditions and the task in such a way that 0 
can assess his impressions and communicate them to 
E in a quantitative language wi th as few biasing 
cues, suggestions and constraints as possible". 
( 1 956, p. 2) 
These quotes appear to imply that 'sensations ' are the 
basic elements of the object language of psychology, and the 
psychologist and the subject have to work in tandem to provide 
a way to measure these sensations. The subject's statements 
are thus no longer private statements about sensations, but 
are on a par with the statements of another psychologist, and 
are thus part of the metalanguage. That is, the subject is 
acting as a scientific observer of his own sensations, even 
though no one else can observe them. 
However, this point of view appears contradicted by the 
statement in the same paper: 
"By a scale of subjective magnitude we mean 
quantitative scale by which we can predict what 
people will say when they try to give a quantitative 
description of their impressions". 
(1956, p. 2) 
This statement retreats to a purely operatio�al 
definition of subjective magnitude, equating i t  with the 
subject's numerical responses. 
It is beyond question that subjective responses should 
be part of the object language. This view has been strongly 
urged by Bergmann and Spence (1 944) wi th explicit reference to this 
tYPe of psychological scaling procedure. However the second 
; n � P.rnretation above implies that the term 'sensation' is to 
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be applied to the sensory scale underlying one specific class 
of judgements. As a just ificat ion for this i t  has often been 
claimed that magnitude est imat ion and rat io scaling are 
' direct ' scaling procedures while those based on discrimina t ion 
are ' indirect' methods. S tevens (1957) argued t hat the reason 
scales based on category judgements were not linearly related 
to magnitude est imat ion scales was t ha t  subject s  in a 
category rat ing t ask confused discriminabilit y with psycholog-
ical dist ance. The arbit rariness of this dist inct ion has been 
crit icised by several aut hors (e. g. Treisman, 1964 ; Zinnes 
1969; Krantz, 1972 b ;  J. C. Falmagne, 1974) and Stevens ' later 
writ ings appear to accept t he posit ion tha t  there is nothing 
part icularly unique or direct about t he magnitude est imat ion 
task , and he refers to it simply as a mat ching t ask, involving 
the matching of numbers to some other physical variable 
(Stevens, 1964 , 1966 a ,  b, c) . 
On methodological grounds the evidence for using 
magnitude est imates as st able psychological measures is 
somewhat equivocal. An enormous number of st udies have 
at tempted to demonstrate the consistency of these est imates ,  
usually by demonstrat ing t hat t hey lead to the well known power 
law form of the psychophysical funct ion. Zinnes (1969) in a 
review of these studies concluded t hat t he results were 
generally unconvincing. Alt hough a power funct ion was oft en 
found to give a reasonable fit the value of the exponent clearly 
varied with experiment al condit ions. Z innes also pointed out 
that the level of stat ist ical analysis, usually a least -squares 
fit of st raight lines to log-log dat a, has limit ed power to 
discriminate between different funct ions. Other reviewers 
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(e.g. Ei sler ,1965 ;  Luce, 1972 ; Krantz , 1972 a) have concluded 
that the regulari ties of the data are sufficient for i t  not 
to be rejec ted on these grounds. Krantz (1972 a) cites four 
generalizations of data ari sing out of S tevens me thod s (in 
addi tion to the power law) which he regards a s  consis tent enough 
to require explanation. These relate to consis tencies between 
and within the three cla s se s  of proceaures which S tevens refers 
to as ' ratio scaling '.  (Krantz objec t s  to this term and 
insists on the di s tinction between this and the concep t of a 
ratio scale). The three methods are magni tude es tima tion , 
where the s timuli are presented one a t  a time and the subject 
'assigns numbers in proportion to the sensations evoked' on 
the attribu te u sed to define the sensory con tinuum , ratio 
es timation where two s timuli are pre sented and the subject is  
asked to judge the sensation ratio , and cro s s-modali ty matching 
where stimuli are presented one a t  a time and the subjec t chooses 
a stimulus in another cortinuum that ma tches the given s timulu s. 
The four consi stencie s Kran tz identifie s are: 
(i) that magni tude e s timate data wi th differen t moduli 
differ by a cons tant mul tiplier (a modulu s i s  a 
cons tant s timulu s assigned a prede termined value). 
(ii) That ratio e s tima tes behave like numerical ra tio s. 
That i s  if we denote the estimated ra tio of a to b a s 
M (a, b) then we should have M (a, b)/M (b, c) = M (a , c) 
(iii) The ratio es timate i s  equal to the ra tio of the 
magni tude e s tima tes for members of the pair 
(iv) Cro·ss-modality es tima tion is  consi stent wi th 
magni tude e stima tion on the separa te con tinua. 
That i s, if s timulus xi from dimension X. i s  ma tched 
wi th s timulus Yi from Y , · where the con s tan t ma tch 
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for the cross-modal i ty ma tch ing is (xk, yi), then 
the magni tude est imation of Yi and the magni tude 
estimation of x .  should be the same ra tio of the 
1 
magni tude est imation of their resp ectiv e  moduli, 
The las t of these has been the mos t extens ively researched , 
mos tly by attempting to demonstrate cons is tency of the power 
func tion exponent derived from the two me thods (w i th the aim 
of thus establish ing the general i ty of the power law). 
Stevens ( 1 964) concluded tha t the exponen ts generally showed 
a range sufficien tly close to indicate tha t the evidence 
was converg ing . Mashour and Hosman ( 1 958) however disagreed 
claiming tha t a large percentage of resul ts are sufficien tly 
differen t to regard the power law as unsa tifactory even as 
a firs t approxima tion . 
However, i t  is on theoretical rather than empir ical 
grounds that the mos t serious ob jections to direct magni tude 
es timation arle made. Bo th Luce ( 19 72) and Falmagne ( 19 74) 
criticise the fac t tha t data based on discr iminat ion and 
detec tion cannot be reconciled w i th this approach. 
A more ph ilosophical object ion is tha t the approach 
conceptualises the sensation dimension as being intrinsically 
numerical. Krantz ( 19 72) argues that i t  is highly implaus ible 
to regard sensa tion as possessing the inherently numerical 
proper ties that would be requ ired to accoun t for the ra tio­
like consis tency of cross-modal i ty matching. He argues tha t 
it  is far more reasonable to regard -numerical es tima tion as 
a second s tage process follow ing the ini tial judgement. 
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Wagenaar (1975) supports this criticism and demonstrates 
that if a transformation to the number system from the 
subjective magnitude scale is allowed then it becomes 
impractical to distinguish the Stevens and Fechner forms of 
the psychophysical function. While the identification of 
this is no longer regarded as a critical question it does 
cast doubt on the use of evidence about the power function 
to indicate stability of psychological scales. 
A central question to the present investigation is the 
rel ation of the scales produced by various methods to the 
concept of measurement. Magnitude estimates could be 
justified as fundamental ordinal measurement if the assumption 
of the Shepard-Krantz theory were accepted. Similarly the 
parameters of the probabalistic models can be considered as 
derived measures (from the extensive measure probability) . 
However , as Luce ( 1972) observes it seems unlikely that 
either of these will prove sufficiently general to serve as 
the basis of a system of psychophysical measurement. 
One seems to be presented with two options. One is the 
approach recommended by Luce (1972) of regarding the human 
observer as a measurement device (i. e. a system for transforming 
one attribute into another in an approximately one-to-one 
manner) . The task of the psychophysicist is to identify the 
processes operating in the measuring device . 
The alternative is to attempt to derive scales which are 
fundamentally measurable but to restrict the empirical 
relations required to those invol ving minimal assumptions 
about the nature of internal processes , - e. g. ordinal judge­
ments. Zinnes (1969) in recommending that the theory of 
scaling should become the theory of choice urges the need to 
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avoid the untenable assumption that subjects are measuring 
instruments capable of being activated at any level of 
measurement by appropriate instructions. 
The progress in measurement theory has demonstrated 
that a very firm basis for the foundations of psychophysics 
can be provided by weak ordered cognitive judgements i. e. 
responses to questions like ' Is stimulus a at l east a� � or, ense 
as stimulus b?' Feasible scaling procedures from judgements 
of this type are provided by models such as Coombs unfolding 
analysis (1950) and Guttman scaling. Direct magnitude estimates 
do offer some advantages of convenience and one cannot reject 
such data as entirely lacking in validity. It is clear 
however that direct numerical measures should be treated with 
some caution in situations where some theoretical relevance 
is to be attributed to the results. There is certainly no 
justification for the position that numerical estimates 
represent direct measures while categorical data are indirect. 
One can certainly endorse Zinnes position over the need to 
abolish this distinction. As Zinnes states ( 1969, p. 46J) 
"There is no important sense in which numerical responses 
are more direct than non-numerical responses. If 
anything numerical responses are more indirect because 
they are more complex, depending not only on perceptual 
processes, but on the subject ' s  use and familiarity with 
numbers as well. Ultimately a theory of numerical 
responses will have to be more complex than a theory of 
non-numerical responses because it will have more to 
explain . " 
� -
Data Analyses as Models of Cognitive Process 
The extension of the ideas of measurement to the 
multivariate case implies viewing multi variate procedures 
as formal models of the behaviour used to generate the data. 
What this means in terms of the psychological meaning that 
might be attributed to the results depends on the sense in 
which we use the term ' modeling ' .  The term model can be 
used in a limited sense to refer to any mathematical system 
used to predict some quantified aspects of behaviour. The 
aim in this case is to provide a parsimonious description of 
the structural relationships in the data, withou t any claims 
to identifying psychological reality. Such an approach to 
modelling can be demonstrated in the mathematical models of 
learning developed in the 1950 1 s by W. K. Estes, and others 
(Bush and Mosteller, 1955 ; Estes, 1959; Luce, 1959). 
The emphasi.s in these initial approaches was on deriving 
accurate predictions of certain aspects of the learning process 
under various conditions ; they were seen as formal systems 
accounting for the data rather than characterizations of 'true' 
mechanisms. The utility of such a perspective depends on 
philosophical orientations to science and psychology which it 
is not proposed to consider here. Rather it will simp�y be 
stated that this positivist approach of equating scientific 
explanation with scientific description will not be regarded 
as useful here. It will be assumed that the aim of psychol ogy 
is to describe the cognitive processes that giveS rise to 
behaviour itself. So the term m�del will be used in the sense 
of a quantitative theory, an attempt to, specify precise 
assumptions about underlying processes. 
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An important distinction can be made between two classes 
of formal models that relates to the centrality of assumption 
about causal processes. Deterministic models specify the 
response uniquely for given antecedent conditions, while 
stochastic models specify response strategies in probabalistic 
terms. While not in itself an essential difference (the 
deterministic model is just a limiting case of the stochastic 
model) it implies different strategies in terms of the search 
for psychological relevance. Deterministic models stress the 
fine-grain prediction of behaviour in a specific situation. 
The models thus tend to be expressed at the level of detail 
and comprehensiveness, and in the same terminology as our 
psychological understanding of the phenomena in q·.2estion. 
That is, rather than searching for abstract simplifications 
behaviour is portrayed in its original complexity . The 
implication that they are direct parallels of actua1 cognitive 
processes is therefore obvious. Examples of this approach 
are provided in the rapidly developing area of computer 
simulation. Models of a variety of cognitive processes have 
been developed, for example the information-processing models 
of verbal learning (Feigenbaum, 1 96 1), and of problem solving 
(Newell and Simon, 1972 ; Simon and Ne.well,  1974). 
Stochastic models on the other hand tend to predict 
behaviour at a more gross level of approximation. The 
emphasis is more on demonstrating the generality of simple 
formal models across a wide range of experimental situations. 
The earliest examples of the application of mathematical models 
to psychology, the learning models referred to before, used 
stochastic models with probability of a response as the main 
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dependent variable. While these were initially considered 
in a completely be.havioural sense as formal models , derived 
by a curve-fit ting operation , which were capable of e .J<Plicitly 
derivable predictions about behaviour, more recent theorists 
have viewed them in a more psychological sense. Greeno 
( 1 9 74) for example dist inguishes two main ways they can 
contribute to psychological knowledge. 
Firstly providing a psychological interpretation of the 
abstract states post'ula ted by the model can enable it to be 
used, in the same way as any theory, to explain in meaningful 
terms the results of experimental manipulations. Or 
alternatively, the order of inference can be reversed and the 
psychological int erpretation of the components may be provided 
by examining the way these components are affected by intuit ­
ively meaningful variations in experimental conditions .  This 
process has been characterised by Falmagne ( 1 974) as 1 second­
order experiment al psychology ' ,  where we infer an underlying 
psychological process from the behaviour of a model designed 
to account for variations in behavioural indices, rather than 
from direct observat ions of behaviour . It is thus subject to 
the same uncert ainty over the classification of experimental 
si tuations . Falmagne points out t he danger of circular 
reasoning in the direction of inference by classifying situat ions 
in terms of the predictions of the model. 
This debate over the interpretation of models can clearly 
be extended to the interpretability of solutions of multi­
variate analysis. 
Most of the widely used methods of multivariate analysis 
are based on some underlying determinist ic model . We can make 
an important distinction between t wo classes of multivariate 
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techniques on t he basis of the way in which this is specified. 
In met ric analyses t he ' behaviour' being modelled is 
considered as numerical quantities measured at at least an 
int erval level. The formal model , that is the means by which 
this numerical dat a are related to a final representat ion 
can thus be expressed in t erms of direct (usually linear) 
mathematical functions. However wit h  the exception of a few 
techniques such as principle components analysis this 
deterministic model only applies to idealistic error-free 
data. Most t echniques account for only a portion of the 
numerical est imates, t he remainder being designat ed as 'error '. 
However t he comput at ional methods are designed to give a 
1 best 1 answer in a statistical sense regardless of whether 
this model is satisfied or not.  It  is thus often impossible 
to distinguish true random error from error caused by 
departure from t he model. 
These models can t hus not be regarded in the usual sense 
as falsifiable quantitat ive theories. As well as these 
limitations t here is the additional question considered in 
the previous chapter of whether psychological data can be 
collected in numerical form of sufficient validity for them 
to be used as metric quantities. 
An innovation int roduced in an at t empt to Qrcumvent the 
strong assumptions of met ric models has been the use of non­
met ric scaling methods. These met hods might eit her accept 
data in numerical form but assume weaker properties t han those 
of the number scale (for example t hat it represents only an 
ordering of st imuli) or al ternatively operate direct ly on 
ordinal const raint s  implied by the observational units without 
going through any int ermediary scale values. These could 
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therefore logically be denoted ' transformational' and v direct 1 
non-metric analyses o The first type is more common and the 
term nonmetric usually implies only this method. However the 
latter does represent a distinction of some significance as 
it removes the constraint that the similarities conform to 
a weak-ordered scale. 
The most common type of model, the spatial models, 
produce some sort of geometric representation of the data. 
This implies that in addition to being able to define each 
stimulus as a vector, or a set of values on the individual 
dimensions we can also define a distance between pairs of 
stimuli. In multidimensional scaling this representation 
is to be constructed using empirical data corresponding to 
these interpoint distances. Judgements of similarity for 
example can be considered as psychological distances. By the 
application of a geometric model (normally Euclidean spac·e) 
to this type of data a dimensional representation of the 
stimuli can thereby be obtained. 
This represents a very appealing model as i t  appears to 
offer a means of obtaining a representation of the perceptual 
process that is unbiased by selective attention producing 
instructions as are implicit in the use of  rating scales . 
However that such a meaningful representation can be 
obtained is by no means automatic. While a solution can 
always be calculated this will be meaningless unless the 
assumptions implicit in the model can be verified in the data. 
Most multivariate procedures, including MDS, have been in 
common use without the assumptions involved in the representation 
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being expl icitly known, let alone tested. The logical 
foundation for the use of a procedure such as MDS as 
theoretical model must be provided by the proof of a 
representation theorem. 
For MDS to be regarded then as multidimensional 
measurement one needs to show, by means of a representation 
theorem, that the chosen empirical relation satisfies the 
conditions necessary for a spatial representation , 
The foundations for metric multidimensional scaling 
have been discussed by Pfanzagl (1968) and others. However, 
as discussed in the previous chapter it is doubtful whether 
psychological data be realistically regarded as containing 
metric information. Attempts have been made to provide 
foundations for multidimensional measurement based on the 
qualitative rel ation of order, as have been done for many 
unidimensional scales. 
The first systematic studies by Beals and Krantz (1967) 
and Beals, Krantz and Tversky (1968) showed that a weak order 
over stimulus pairs is not sufficient by itself to guarantee 
a multidimensional representation, but one required additional 
axioms regarding the nature of the psychological space. The 
precise conditions required depend on the nature of the 
representation being sought. 
A variety of representation theorems for simultaneous 
measurement on more than one scale have been developed . U nder 
the general term conjoint measurement. Conjoint measurement 
involves the assumption that a psychological effect of a 
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st imulus, experimental condition etc is produced by the 
conj oint effect of values on a set of dimensions. The 
precise nature of this effect determines the particular 
model t o  be employed. 
Most conjoint measurement models have used the same 
qualit ative order relation as has been used for unidimensional 
scales . That is, they derive the conditions under which a 
scale can be derived for the conjoint .effects from judgements 
of t he t ype ' Effect A is at least as great a effect B' , and 
specify t he uniqueness of such a scale. For most models 
this produces an ordered metric scale, which as the number o f  
ordinal constraints increases, approaches a unique linear 
scale. Efficient procedures for calculating the set of solutions 
for ordered metric scales are provided by algorithms such as 
ORDMET (McClelland and Coombs, 1973; Lehner and Noma 1980). 
These have the advantage that solu tions can only be produced 
if t he pairwise orderings obey the conditions required by the 
measurement model. 
Multidimensional scaling can be considered as a 
combinat ion of one of the most common conjoint measurement 
models ; additive conjoint measurement (Luce and 'I'ukey, 1964, 
Krant z, 1968 b) and the unidimensional algebraic difference 
model (Krant z  et al. ,  197 1) . 
That is, the conjoint effect is assumed to be an additive 
effect of the individual dimension effects. However, each 
dimensional effect rel ates in this case to the difference 
between two stimuli, rather than the value of a single stimulus . ­
That iq the individual effects are of the form 
l <t\ { ai) - <t>i { a ' i) I 
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and must obey the requirements of algebraic difference 
structures. That is on each dimens ion there mus t be a sub trac t­
ive law such that the effect of that dimension can be repre­
sen ted by differences between s timulus values. 
The additive conjoint measuremen t model specifies tha t 
the conjoint effec t of these across dimensions is additive. 
Tha t is relations on the d issimilarity of s timulus pairs mus t 
satisfy the condition 
m m 
o ( a , a ' ) �  o (b , b ' ) iffi. -�1 
¢ .  ( a . a � ) > , [ 1 cf> .  (b . , b '. ) ( 1 ) ]. ]. ]. l.= ]. ]. ]. 
or equivalently, that we can f ind an increasing funct ion F 
such tha t m ' 
o ( a , a ' )  = F ( L  ¢ .  ( a .  , a . ) ]  
i=i l ]. ]. ]. 
(2) 
The mos t importan t condition implied by the ACM model is 
the independence law; the effec ts of a g iven dimension must 
be independent of the effect of any other dimension. 
One general class of func tions tha t conform to the 
additive difference model (ADM) are the Minkowski distance 
functions , the mos t common of which being the Eucl idean 
distance. 
Using a scaling procedure based on geome tric models 
using such a distance func tion thus cons t i tu tes assuming the 
ADM as a model or theory of d issimilarity judgements. 
S tud ies by Krant z  and T�ersky (1971, 1975) , Tversky 
and Krantz (196 8, 1970) have suggested tha t v iolat ions of the 
axioms of this theory do occur in several different se ts of 
stimul i. 
Nygren (1979) provides a probabilistic version of the 
ADM model which enables the degree of s ignificance of the 
dep ar ture from the ax ioms in a g iven se t of diss im ilarity 
da ta to  be determ ined. 
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These tests are not always applicable because they require 
that the dimension values be known in advance. However
,
the 
results of studies using these on artifically constructed 
stimuli do not provide much encouragement for the idea that 
the basic perceptual attributes of stimuli enter irln such 
simple geometric models of perception. 
These generally negative conclusions of the measurement 
theoretic evaluation of MDS as a psychological model imply 
that any simple interpretation of dimensions as basic 
perceptual attributes is unwarranted. 
MDS thus reprr:sents the application of a theory whose 
content is dictated largely by scalability conditions, whose 
content is not completely verifiable. Without these restric­
tions for example the form of the similarity function might 
be quite different. Gregson (1975, 1976) reviews a number of 
models of similarity based on functions which are not 
admissible as metrics in a spatial representation. 
An alternative approach then might be to regard multi­
dimensional scaling, in fact any method of multivariate 
analysis, simply as data reduction. That is, rather than 
psychological theories of similarity they could be viewed 
as methods of organizing, summarizing or displaying data . 
Beals et. al. (1968) deny the implication that such methods can 
be used simply as descriptive statistics, pointing out that a 
critical feature of the method is the minimization of error. 
If the underlying model is inappropriate then the procedure 
must necessarily capitalise on noise in the data to obtain 
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the fit, and thus be inconsis ten t from one data se t to  
another (related) da ta set. The consis tency of f i t  is thus 
a cr itica l c onsiderati on, not  s imply the minimisat i on of 
error in each case cons idered in isolation. The theoretical 
usefulness of any approximat i on is clearly reduced if there 
is no way of telling to  wha t ex ten t the approxima tion is a 
good one. 
PART TWO 
THEORETICAL ISSUES IN MULTIDIMENSIONAL SCALING 
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CHAPTER III 
MODELS AND METHODS FOR DISTANCE REPRESENTATION 
Metric Multidimensional Scaling 
The problem of seeking a spatial representation for a 
set of distances can be characterized as finding n points 
whose interpoint distances, as defined by some distance 
function, match the experimentally obtained estimates of 
distances between the n objects. Torgerson (1952) developed 
a solution to this problem that required the assumption that 
the observed proximity measures represented interval -scaled 
Euclidean distances. He based his techniques on theorems 
developed by Young and Householder ( 1938), which demonstrated 
that, under general conditions, a matrix of scalar products 
could be dP.composcd into a matrix of dimensional co-ordinates. 
The scalar products matrix P for n points in a dimensional 
space is given, by definition, by 
P = BB ' (J) 
Where B is an nxr matrix (r <n) whose elements specify 
the projections of the n points on r orthogonal dimensions. 
The Young and Householder procedure for obtaining B is to 
obtain the nxn matrix V of eigenvectors of P, and the nxn 
diagonal matrix L of eigenvalues of P. These matrices satisfy 
the equation 
P = VLV ' (4) 
and we can thus obtain B by defining B = VL2 • B can be 
reduced to nxr by eliminating eigenvalues equal to zero (and 
their porresponding eigenvectors). 
Torge.?3on 1 s procedure consisted of converting the matrix 
of distance estimates into a matrix of scalar products. It 
also incorporated a procedure by which the distances could 
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be derived from es timates considered to represen t only 
interval scales by the use of a sui table additive cons tant. 
This involved defining an origin a t  the centroid of all points 
and deriving equations to compute scalar products for all pairs 
of vectors from the origin to the s timulus points. 
Gower (1966) and McCallum (197 4) have drawn a t tent ion 
to the close relationship between this method and principal 
c omponents analys is and factor analysis. 
Non-Metric Mul t idimensional Scaling 
Shepard (1962a, b) proposed a major innova tion in these 
multidimensional scal ing methods. He introduced as the 
central feature the goal of ob taining a monotone relationship 
between the experimental d istance est imates and the distances 
in the configuration. Shepard d id no t however develop any 
l ogical foundat ions for determining the degree of satisfact­
oriness of any given solution. The ob ject was simply to 
obtain a perfect monotone relation between data distances and 
a set of 'disparities ' ,  chosen to minimise the devia tions 
between dispari t ies and configurational dis tances. Tha t is we 
have a two s tep m inimisat ion procedure. 
s = D D = F (X) 
Where S is a matrix of similari t ies (or o ther psycholog ical 
distance est imates), � means perfectly monotonic, � is a 
"' 
least-squares approximat ion, D a matr ix of d ispari ties, and 
D a matrix of d istance der ived by dis tance function f on a 
c onfigurat ion X. 
Kruskal proposed a number of indices of f i t, denoted 
stress, which were var iations of the general form 
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. r  ca . . a . .  > 2  
2 _1�J __ l._J_-__ l.�J-
STRESS ( 1 )  = Jj a
2 . .  (6) 
l. J 
Kruskal (196 4b) outlined the bas i s  of an algori thmic procedure 
to produce a mul tidimensional configura tion that minimises  
stress. This procedure, known a s  MDSCAL, was the f ir s t  
non-metric mult idimen sional scaling program. 
MDSCAL involved two separa te minimisation proce s ses. 
In the fir s t  s tage i t  s tar t s  w i th an e s t imate of X, calcula tes D. 
Find s D monoton ic on S and as  near as  pos sible to D, fac tor s D 
to find a new X and so on, cont inuing i tera tion un til the 
process converges. 
The second s tage then followed a me thod of s teepes t  
descent iterative procedure where the configuration wa s moved 
small amoun ts along the gradient s  defined by the partial 
derivatives w i th respect to s tress. The f ir s t  s tage m ight 
thus be termed quasi-nonmetric, while the second pha se i s  
fully non�metric. 
Nonmetric mul tidimens ional scal ing thu s represent s  the 
establi shment of a homomorphi sm between properties  of the 
data and the representat ion algebraic s tructures, a s  d i s t inc t 
from the i somorphi sm implied by metric models, where all 
properties of the data are to be so represented (Pfan zagl, 
1 968) . 
The theoretical advantage that these procedure s appear to 
offer comes from the a ssumpt ion introduced by Shepard (1962a, b) 
that judgements  of subject ive similari ty could be cons idered 
as a type of proximi ty which i s  mono tonic on a true dis tance 
measure. Similari ty judgement s  could thu s be used a s  input 
to  non-metric scaling procedures in order to identify bas ic 
50. 
structuralfeatures underlying the s im ilarity judgements. 
These features, for example . the dimens ions of the derived 
configurat ion, could be taken to represent the basic structure 
of the perception of st imulus attributes independent of the 
select ive attent ion effects of separate attribute ratings. 
While the monotonicity relation represents a weaker and 
more defensible assumption, the evidence suggests that even 
this can be considered to be at best only approx imately true, 
and even then only under certain restricted conditions. 
Gregson (1976) in a comprehensive review of s imilarity modell ing 
concludes that s imilarity est imat ion is best represented by 
a class of funct ions not monotonic on any admissible distance 
measure. 
In addit ion, multidimens ional scal ings of s im ilarity 
judgements have been shown to be more context dependent than 
the perceptual structure hypothes is would imply (see, for 
example, Green and Carmone, 197 1 ; Gregson, 1972 ; Gregson and 
Mitchell, 1974) . 
Tversky ( 1977) also gives a cr it ical review of 
multidimensional scaling analyses of direct s imilarity judge­
ments and concludes that most evidence suggests that the set 
of features which forms the basis of a s imilarity judgement 
is not invar iant during a scaling task, but changes w ith the 
c ontext that is establ ished by each specif ic stimulus 
c ombination. 
This sort of dependency clearly cannot be incorporated 
in any procedure that seeks a unique scal ing location for 
each stimuli. 
Further critical evidence is provided by studies wh ich 
have directly tested the measurability conditions imposed 
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b y  MDS and which have identified significant violations of 
these in similarity data (e. g. Krantz and Tversky 1975, 
Tversky and Krantz 1969, 1970). These conclusions demonstrate 
that the theoretical relevance of the structure obtained by 
MDS procedures is far from assured. They clearly imply the 
need for caution in attributing any psychological interp­
retation to the representation. 
The question of the suitability of the data for dimensional 
representation is clearly one which should be answered as a 
c onsequence of attempting to apply the model. As Guttman 
( 1 971) observed, " a  good technique of data analysis should 
tend t o  be self-critical. It should help answer the quest ion 
as to whether or not its approach ought to be used at all 
for t he given data" . 
Methods of Similarit ies-Distances Mappings 
Within the linear monotone distinction introduced at the 
st art of this chapter a variety of different methods can be 
identified for deriving distance information from empirical 
similarities judgements. Monotonic models can be distinguished 
int o two further categories depending on the nature of t he 
data involved : 
(i) transformational methods derive distance estimates 
from data considered to be in some sense psychological 
distance measures; 
(ii) relational methods match empirical relations in the 
data with relations defined on distances in the 
configuration. 
Most commonly used procedures are of the transformational 
tyPe. Programs of the relational type, which match empirical 
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relations in the data with constraints defined on the 
formal model seem heuristically more appealing, being defined 
on a completely non-metric basis, as opposed to the metric 
approximations entailed by quasi-non-metric models. 
Procedures designed for this type of data have been 
developed by Holman ( 1 978) , de Leuuw ( 1968) , Johnson ( 1973) . 
These methods ha..r ever present obvious problems in terms 
of the scalability of the data. The two latter techniques 
in fact accept data as similarity magnitudes, but utilize 
only information on their pairwise orderings. This is thus 
equivalent to using relational data with intransitivities 
removed. Holman ' s  method uses a betweeness relation and 
simply attempts to minimise the incorrect distance relations 
in the configuration implied by the empirical relations in 
the data. 
None of these methods, howeve½ has been shown to offer any 
significant advantage over normal methods to justify these 
more cumbersome data collection procedures. 
Within the transformational procedures a variety of 
different transformational principles have been proposed, 
corresponding to different criteria for minimising the error 
in the data and different measurement constraints to be adhered 
to. Most of the variations are described in Young ( 1975) and 
will not be detailed here. 
Some of these methods of regression impose much weaker 
constraints on the data than others. For example , in Kruskal 's 
monotonic regression principle any monotonic function can be 
fitted to the data to achieve greatest fit with the derived 
distances. The form ofthe function that is derived can be 
observed by an inspect ion of the plot of data against 
disparities. 
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These monotonic regress ion models have proved very popular 
in the per iod s ince their ini tial developmen t and the 
majority of MDS procedures are of th is type. This populari ty 
however appears more a func tion of i ts apparen tly parsimonious 
theoretical basis, rather than their proven superiori ty. The 
choice of the type of regress ion between data and dis tances 
in fact involves compensatory considerations to the maximum 
t olerance principle of the monotonic transformations. 
Programs based on this procedure are increas ingly prone 
t o  problems of local minima, slow convergence and degenerate 
s olutions. The transformational principle developed by 
Kruskal in par ticular tends to increase the proportion of 
t ied data (i. e. several response scores may be mapped in to 
one dispari ty to preserve the mono tone relation). Th is tends 
t o  diminish the response information, promote degeneracy and 
increase dimensionali ty. Shepard (1974) in rev iew ing the 
problem of degeneracy (solu tions w i th all equal distances) 
sugges ts imposing addi tional condi tions on the monotonic 
regression (such as smoo thness). Weeks and Bentler (1979) 
in a comparison of the effectiveness of l inear and mono tone 
scaling models are even more doub tful abou t the util i ty of 
weak mono tone models. They compared the performance of bo th 
models in the cond i tions where the l inear model is or is no t 
sat isfied. They found the l inear model to perform subs tan t ially 
better when i ts assumpt ions were met , and when they were not 
the linear model applied to ranked data s t ill proved sl igh tly 
bet ter than the monoton ic model. They argue that the l inear 
model 's advantages of concep tual s implici ty and compu tat ional 
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efficiency justify its use in preference to the monotonic 
model. If an inspection of the plot of data to recovered 
distances shows eviden ce of systematic non-linearities then 
applying the l inear mod el to ranke d  data can retain these 
advantages whil e incorporating the monotonic mod el' s robust­
ness to these distortions, and avoiding the danger of 
degeneracy. 
In some cases the form of the transformation function 
b etween data and distances can be pre dicted in advance, and 
in this case the prior transformation of the data to linear 
dist ance estimates for use in a metric program is recommended 
in preference to the use of a non-metric mod el.  One of th e 
few situation where there exists any theory which enabl es 
one to specify the form of the prototypical regression 
function is for confusability. In this case both theory and 
data suggest it shoul d obey an exponential d ecay function 
(Shepard 1957, 1958 a, b) Arabie and Soli (1978) provid e  an 
example of the use of an exponential transformation to 
c onfusion data using the classic and wel l-analysed Mill er and 
Nicely ( 1955) vowel sound data. This had previously be en 
analysed by non-metric MDS and clustering programs (Shepard 
1 974) and metric programs (Carroll and Wish, 1974; Wish and 
Carroll, 1974). 
Prior application of the transformation to linearity 
resulted in a solution in 4 dimensions which recovered al most 
as much data as Carroll and Wish ' s  direct analysis in 6 
dimensions (both use d  the INDSCAL program). It thus seems 
Plausibl e that the additional dimensions for untransformed data 
may have be en nee d ed to provide additional degre es of fre e dom 
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for the linear model to fi t exponen tial data (Kruskal and 
Shepard , 197 4). For example one of Arabie and Soli 's  
dimension_s proved to correspond wi th two o f  Carroll and 
Wish' s dimensions , and overall much of the same informa tion 
was represen ted. As well as being more parsimonious, 
interpretation of the four-dimensional space was shown to 
be consis ten t with the ordering of s timuli on the dimensions 
in the ob ject space, the configuration of weights in the 
'subject' space ( these in fact corresponded to averages over 
different experimental condi tions), and changes in the weights 
over changes in the physical condi tions. 
Kran tz (1967) and Gregson (1975) have cri ticized the 
l ogical basis for the derivation of the exp on en tial func tion , 
arguing that i t  is not sufficien t to establish i ts invariance 
over all possible scaling conditions, al though i t  may happen 
t o  be a sufficiently close approximation in the case used 
for most research, i. e. acous tic c onfusions. 
Al terna tive Dis tance Functions 
The selection of the appropria te distance func tion for 
mul tidimensional scaling is clearly of prime theoretical 
importance as this consti tutes the form of the underlying 
quantita tive model , by which scale values on dimensional 
c omponen ts are related to values corresponding to a 
unidimensional interval level rescaling of the data . 
Most investigations have been restricted to the Minkowski 
metrics , which, as previously mentioned , represent a major 
restriction on all possible models. This class of func tions 
was considered by Torg erson (1958) in his original formula tion . 
Torgersonsuggested tha t the psychological interpreta tion of 
the Minkowski parameter could relate to the extent to which the 
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different dimensions of the st imuli were perceptually 
distinct . Torg erson considered that the basic perceptual 
processes followed the Euclidean metric, but the more 
cognit ive elements were involved the poorer the Eucl idean 
or even any metric representation would be . 
Other invest igators have interpreted the metric along 
similar lines, although many regarded the city-block metr ic 
as more bas ic . Attneave ( 1950) , Hyman and Well (1967, 1968) 
concluded that when the dimensions are obvious or compell ing 
then a city block metric f its best, with the Eucl idean metric 
operating when dimensions were not perceptually dist inct . 
Wiener-Ehrl ich (1978) also found some support for the 
dist inction between analyzable and integral stimuli being 
related to the form of the best f itting metric, although 
the results were far from clearcut, and were lim ited by the 
use of only the c ity block and Euclidean metric, and by the 
prior averaging of data across subjects. 
This finding that the city block is the best Minkowsk i 
metric for st imul i w ith perceptually distinct dimensions 
has also been supported in several other studies involving 
the direct f itt ing of various metrics using the known values 
on physical dimens ions (e . g . Roskam 1972; Gregson, 1966). 
Shepard (1964) made a s imilar d ist inction between un itary 
and analyzable stimulus mater ials . He concluded that an at 
least locally Eucl idean metric is required for essent ially 
unanalyzable st imuli, and suggests a different metric 
1 < r < 2 may be required for h ighly analyzable st imuli. 
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A sl ightly different interpretat ion has focussed on the 
relative weighting on individual dimensions implied by the 
various metrics . M icko and Fis cher (1970) suggested a 
relative d imens ional salien ce interpretation of the M inkowsk i 
parameter . They pointed out that in up to 2 d imens ions one 
can replace M inkowski metr ics by c ity blo ck metri cs which 
allow for cont inuous variation in the relative weight ing 
given the two d imensions . 
A more plausible d imensional weight ing explanation 
however relates the salien ce of dimensions to the size of the 
difference between the stimul i on that dimension . Wender 
( 1968) pointed out that a property of the M inkowski  parameter 
is that in creasing values of r imply an increas ing dominan ce 
of the larger component differences 
is denoted the weighting property) . 
over the smaller . (This 
Wender proposed that the 
metric would depend on an expli c it use by the subject of the 
weight ing property, wh ich would in turn depend on t he 
difficulty of the task . 
If st imuli are easily compared w ith regard to their 
underlying characterist ics, and if these chara cter ist ics are 
easily comb ined into an overall judgement of s imilarity then 
the subject will tend to w e ±ght all distan ces equally, and 
hence r w ill be 1 .  As the task be comes more diff i cult the 
subject w ill mainly rely on large d ifferen ces and hen ce the 
value of r will in crease . Wender quotes empir i cal ev iden ce 
to support this in a comparison of the effe ct of the exposure 
times of the stimul i - the best fitt ing component in creased 
with decreased exposure t ime . He used st imuli w ith highly 
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distinc t components, so tha t wi th long exposure times a 
city-block metric proved most appropriate. However, at  
shorter times this tended towards the Euclidean metric. 
There are practical as wel l  as theoretical considera tions 
involved in the choice of r. The mos t common technique of 
iden tifying the op timum value of r has been to follow the 
procedure outlined in Kruskal ' s  init ial paper ( 1 964 a). This 
involves deriving a solution for a range of values of the 
exponen t, and plot ting the s tress values over the range of r. 
Kruskal quo tes an example of such an analysis of some data 
on judged similari ties of colours due to Ekman ( 1954). This 
showed a minimum a t  abou t 2.5, although this was only slightly 
lower than the Euclidean value of 2. 0. 
Shepard ( 19 74) cri ticises this practice of simply 
seeking the model with the lowes t residual depar tures from 
monotonicity. He poin ts ou t tha t the s tress values have no t 
been shown to be comparable across different values of r. 
He also poin ts out that possible degenerate solutions , wi th 
large numbers of equal interpoin t dis tances, increase as one 
departs from the Euclidean metric in bo th directions. This 
conclusion is borne out by practical a t tempts to ob tain 
non-Euclidean solu tions, which often produce problems of slow 
convergence and local minima, (Hyman and Well  196 7, 1968) and 
are increasingly sensitive to the choice of a s tar ting 
configuration (Arabie and Boorman 1 9 7J, Arabie 19 7J, 1978 a, b). 
Arabie (19 78a) commen ts on the difficul ty in de termining 
the acceptabili ty of ob tained s tress values across differen t 
numbers of s timuli, dimensions, Minkowski metrics and so on. 
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Shepard thus concludes that while the minimum stress 
criterion may be of some value in showing that the underlying 
metric is Euclidean or near-Euclidean it is of l i t tle value 
in identifying a precise Minkowskian value. He points out 
that, especially in the case of two dimensions, it is 
difficult to distinguish between different values of r .  For 
example, the dominance and city block metrics in two dimensions 
produce similarity contours differing only by a 45 ° rotation 
and change of scale. Koopman and Cooper ( 1974) demonstrated 
a similar pairing between intermediate values of r above and 
below 2, which hold the relation 1/r + 1/r* = 1. This is 
however not as direct as the relation between 1 and 00 
Koopman and Cooper derive other rel ationships between metrics 
above and below 2 which cast strong doubts on the additive 
versus dominance combination rule attributed to this 
distinction . 
As Shepard notes, several Monte Carlo studies have 
established that the Euclidean solution is rerra rkably robust 
in the face of some departures from the assumed Euclidean 
metric. Lissitz and Robinson ( 1977) for example found that 
Eucl idean solutions tended to produce the lowest stress 
regardless of the actual distance function used to produce 
the data. Sherman ( 1972) also found Euclidean solutions do 
at l east as well under most conditions as true r scaling. 
Sh epard ( 1966) argued that Euclidean scaling can often determine 
the form of the underlying configuration even if the underlying 
metric is of the general Minkowski or still more general 
semi-metric type, provided only that the space is of the 
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isotropic (uniform distance function) type. The resul ts 
reported in Chapter V, Fraser (1976) and Wiener-Ehrlich 
( 1 978) also support this conclusion. 
If the space is non-isotropic then standard MDS programs 
breakdown. Shepard and Carroll (1965) describes a method of 
parametric mapping which can accommodate distortions of this 
t ype. This method abandons the requirement of the triangle 
inequality retaining onl y the notion of a continuous under­
lying co-ordinat e  space. This is equivalent to a scaling in 
Riemann space (and t hus the underlying psychological space 
may be a kind of Finsler space). This method is however liable 
to severe problems of slow convergence and local minima. 
Several other procedures have been suggested as means of 
attempting to identify t he form of t he distance function . 
Piesko (1975) derives a procedure for scaling in Riemann 
space which all ows for est imation of the departure from a 
uniform Euclidean metric in different sections of t he space. 
Peisko quot es an example of such a scaling of Torgerson 1 s 
( 1 958) colour similarities data which showed t hat this was 
onl y  slightl y  non-Euclidean, a concl usion also reached by 
Messick (1956) .  (Bentler and Weeks (1978) however showed 
it could probabl y be more simpl y considered as slight ly t hree 
dimensional).  This is t herefo re a procedure which appears 
to have some promise, although the technique needs t o  be much 
more ext ensively developed. 
Lindman and Caeli (1978) also support the use of 
Riemannian space as a generalization of Euclidean space. 
They impose t he restriction of constant curv ature t o  prevent 
the problem becoming so general that its solution is trivial. 
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No logical justification is provided however for this as the 
appropriate representation space for similarity scaling. 
Another attempt to accommodate the unknown form of the 
distance function is provided by the technique of maximum 
variance multidimensional scaling (Cunningham and Shepard, 
1 9 74) . This approach concentrates on deriving a scaling of 
distances, rather than the dimensional structure underlying 
them . The procedure attempts to derive a scaling of the data 
that maximises the variance of the scale value subject only 
to (a) the strict satisfaction of the metric axioms of a 
distance, the most salient of which will clearly be the triangle 
inequality, and (b) an adequate maintenance of monotonicity 
with the data. 
This approach thus represents a primary concern with the 
form of the psychophysical function relating the data to 
distance estimates. However, as they suggest, this could be 
derived in a second stage process by using the distance 
estimates derived from their program as approximate distances 
(Euclidean or Minkowskian) for input to a metric MDS program . 
The existence of such an underlying co-ordinate space in which 
to embed the distances is however not a necessary condition 
for the derivation of the distances, nor is the knowledge of 
the precise analytic form of the distance function . 
Cunningham and Shepard describe a Monte Carlo evaluation 
o f  this procedure which showed that it was able to recover the 
precise form of the similarity function far more accurately 
than standard non-metric MDS programs. With these methods 
the similarity function emerges as a consequence of the 
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derivation of the dimensional configuration, in the form of the 
monotonic transformation that is produced between data and . 
distances. With maximum variance MDS the strong dimensional 
assumptions are delayed to the stage foll owing the determination 
of the psychophysical function, and may thus prevent distortions 
in the accuracy of the former showing up in the latter. 
Several doubts have however been raised about the utility 
of this procedure. Rosenberg (personal communication) comments 
that it is difficult to see what is hidden behind the maximum 
variance goal. It may for example force many triangle equalities. 
While it imposes a weak restriction on the data, it really 
represents an attempt to avoid specifying the model. The lack 
of a dimensional representation for example removes one of the 
main bases for a substantive interpretation of the scaling 
solution. 
Thus in conclusion, the attempts to generalise the concept 
of distance away from the standard Euclidian metric have not 
been all that successful. Nor have attempts to use distance 
functions that are sufficiently general and unspecified to 
cover most ranges of stimuli and conditions. Even non-metric 
scaling involves modell ing of a very definite nature, and the 
assumed distance function is an important part of this. The 
metric space resulting from a scaling procedure may be regarded 
as a model of the process underlying the similarity judgements 
only if there is empirical evidence for this assumption. 
Combining Data Across Individuals 
Most scaling procedures require aggregation of data over 
individuals to provide sufficient information to derive a 
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solution. A classic problem is how t o  combine the matrices 
from a number of subjects so as to not lose sight of any 
individual differences that might exist. The simplest solution 
is of course to ignore individual differences and use various 
averaging procedures. Such average distances will provide 
more accurate estimates of the dimensional distances provided 
one can assume that all individuals are relating their judge­
ment s to a common subject space. The need to use non-metric 
transformations between data and distances is reduced with 
averaged data, as i t  is easy to see that an average of a series 
of different monotonic transformations will tend towards 
linearity. It is thus not surprising that scalings of averaged 
data tend not to show much difference between metric and 
non-metric solutions (e. g. Green and Rao, 1972 ; Green and 
Carmone, 1 970) . 
Carroll and Chang ( 1 970) describes a program INDSCAL, 
which uses a weighted Euclidean distance formula, where each 
subject may apply different weightings to dimensions before 
calculation of a Euclidean distance. 
While this procedure has been criticised as theoretically 
quite restrictive it does have some intuitively appealing 
computational features. One such feature that appears to aid 
interpretation is that is produces a solution that is not 
subject to arbitrary rotation. Several studies, including one 
reported here (Fraser 1976) have found that when this program 
is applied to empirical domains with highly distinct 
perceptually salient dimensions, the co-ordinate structure 
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is usually represented in terms of those dimensions • INDSCAL 
has been applied with reported success to  audit ory tones 
(Bricker and Pruzansky, 19 75) more complex sounds (How&rd and 
Silverman , 1976) ; the perception of nations (Wish 19 70, 1 9 7 1 �  
Wish, Deutsch and Biener, 19 7G, interpersonal relations, (Wish, 
Kaplan and Deutsch, 19 73 ; Wish 19 76) , passages of prose (LaPorte 
and Voss, 1 9 79) physical environments (Ward, 1 9 77) artistic 
style (O ' Hare, 19 76) perception of stereot ypes by children 
(Shikiar and Coates, 19 78) , and a variety of sets of lexical 
items (Fil lenbaum and Rapo port, 19 7 1 ) .  
Several authors have commented that the weighted Euclidean 
model is in fact a restricted case of a more general model of 
three-mode mul tidimensional scaling derived from three-mode 
factor analysis (Tucker and Mess ick, 1 963 ; Tucker 1 964, 1 966, 
1 972) . See for example Bent ler and Lee (1978) , Takane, Young 
and de Leuuw (1977) ,  MacCal lum (19 76) . Carrol l  and Chang 
(1 970a) also ment ion this point but do not accept that the more 
general formulation must automat ical ly be preferred . 
Both the Carroll-Chang and Tucker models can be considered 
as generalizat ions of principal component s  analysis . (Despite 
the title Tucker ' s  model is not strictly a factor analytic 
model as it makes no provision for uniqueness . Bloxam ( 1 968) 
has rewrit ten the model in a form that includes t he concept 
of uniqueness in the covariance structure) . 
Tucker and Messick ' s  ( 1 963) model gives a method of 
identifying homogenous clust ers of individuals for whom a 
separate scaling can be performed. The assignment to clusters 
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is based on the distributional characteristics of component 
s c ores. The centroids of each cluster then constitute an 
'idealized subject ' ,  and are used to calculate scalar products 
and thus a dimensional scaling from that ' point-of-view' . 
The dimensions of these idealized individuals '  spaces are 
used to aid the interpretation of the originally derived person 
components space. 
This procedure does not however specify the nature of the 
differences between the multidimensional scaling spaces for 
each individual. The three-mode factor analysis developed 
by Tucker (1966) does make this more explicit. This is a 
version of components analysis which yields a model which 
involves both a person space and a common object space for 
whi ch weights given to the dimensions and angles between the 
dimensions are functions of the person parameters in the 
person space. That is, it postulates that an observed three­
way data observation can be decomposed into components attribut­
able to each of the three modes, as well as an internal core 
matrix representing the relations between them. This model 
can be applied to a variety of types of input data. We are 
c oncerned here only with the multidimensional scaling 
specialization which is based on symmetric interpoint distances 
data to derive the scalar products ; rather than the factor 
analysis case, which uses profile data as initial data. 
Tucker (1972) has developed this multidimensional scaling case 
more fully, and this is the version usually referred to as 
three-mode multidimensional scaling. 
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In this case the basic model can be expressed as a 
scaling of P objects in r dimensions such that 
B. = AC . A' 
1 1 
i=l , N  (7) 
where B1. is a p x p scalar products matrix for individual i, 
A is a p x r common configuration matrix and C± is positive 
semi definite. The diagonal elements of c1 provide for 
differentially weighted Euclidean distance in a common space i. e. 
X . =AW . 1 1 
W . =Diag [c . J 
1 1 
(8) 
Where X is the space of individual 
1
. from which simple 
i 
Eu clidean distances are generated. 
Horan (1969) showed that the latent roots of the matrix 
of scalar products of the arithmetic means of the A
i 
matrices 
show no consistent relationship with the columns of M, in fact 
overestimating all differences differing on more than one 
dimension. He showed that the root mean square does not cause 
this discrepancy. 
However many studies have suggested that this assumption 
of homogeneity of subjects may be unwarranted. S ome analyses 
of c ombined matrices have resulted in a stinrulus configuration 
which is clearly not representative of any single subject 
(Silver, Landis and Messick, 1966) . A preferable alternative 
is thus to utilise models which directly incorporate all owance 
for individual differences. 
Most of these approaches have attempted to isolate 
information unique to each individual from some information 
that is common to all individuals. For example one of the 
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most common models is the weight ed Euclidean model. This has 
the general form : 
d( i) -[  
r 2 ] �  
jk - E (x x ) [ wit J' t - kt ] 
t=l 
(9 )  
The most common method of implementing t his model has 
been the popular INDSCAL program developed by Carroll and 
Chang (1970a). This method is formally an n-way generalization 
of Eckart and Young' s (1936) two way canonical decomposition 
of the scalar products mat rix. This t herefore involves 
definition of an origin t o  calculate scalar product s, 
equivalent to specifying the  object space configuration common 
t o  all individuals, and C . is a pxp SYlil17letric mat rix specifying 
1 
the nature of individual i' s perception of the  object space 
dimensions. Diagonal el e ment s of C .  correspond to weight s 
1 
applied to t he object space dimensions by individual i, whil e 
the off-diagonal elements relat e to perceived rel ationship 
among the object space dimensions. The INDSCAL model is thus 
clearly seen as t he restrict ed case where C
i 
is diagonal for 
all individuals, indicat ing t hat the object space is 
orthogonal for all individuals. Thus while being much more 
general Tuckers model is clearly much less informative, 
possessing far weaker uniqueness properties. 
Despite it s rest rictive assumptions INDSCAL' S success in 
being abl e  to display t he st ruct ure in dat a  from a wide variet y  
of context has led t o  a popularity such t hat it might appear 
t o  have complet ely superceded other t hree-mode approaches. 
The advantage of no l onger requiring a separat e  solution for 
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each pool of homogenous subject s  has been cit ed as a critical 
feature (Carroll and Wish, 1974). Other advantages claimed 
over point -of-view analysis are a more parsimonious solution 
(C arroll and Wish, 1974) and a model which can be expressed 
in terms of a l inear funct ion of inter-object dist ances 
(Carroll and Chang, 1970a). 
However several more recent evaluations have taken issue 
wit h the conclusion t hat INDSCAL provides t he most satisfact ory 
model of t hree mode scaling, and have suggest ed t hat its popul­
arit y reflects more its easy straightforward application, 
removing complicat ed decisions regarding ident ification of 
homogeneity of subjects or rotation of dimensions, rather t han 
any claim to theoret ical supremacy. It does have one practical 
disadvant age in t hat it is often extremely slow in producing 
convergence and al though some later versions have improved this 
(Pruzansky, 1975) it is much slower t han comparable methods. 
Another source of crit icism of INDSCAL has been on t he 
grounds t hat it does not constitute an ideal solution to the 
model it claims t o  represent. This model has been implement ed 
in slightly different form in quite a number of different 
procedures. The model itself has in fact sometimes been 
credited as being independently suggest ed in t hree sources 
publ ished at around t he same time ; Horan ( 1969), Bloxam (1968), 
and Carroll and Chang ( 1970a). However Horan 1 s paper was in 
fact originally submit t ed well in advance of the others (1964), 
being published post humously. Also, as pointed out by Takane, 
Young and DeLeeuw ( 1977), t he Carroll and Chang model does in 
fact possess weaker uniqueness properties t han Horan 1 s original 
formulation. 
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Horan 's basic model can be most generally expressed as the 
idea of subject ive met rics in a common space. These can be 
expressed as a set of subject -specific diagonal weight -matrices 
D� such that, if A is the pxm mat rix of p stimuli in m-space 
then the subje ct ive met ric dist ances are given by 
( 1 o) 
vect or from A. Or, 
equivalent ly, in scalar produce form, 
B .  = +tl)�A 1 
1 1 
i = 1 , N  ( 1 1 ) 
where B .  = (b .k . )  denot es the i
th subject s scalar product 
1 J • 1 
matrix. 
The arbit rary origin t o define both the coordinat e 
vectors and scalar product s is set at t he centroid of th e 
configuration. This means t hat t he scalar product mat rices 
are doubly-cent ered, with t heir sums of squares proport ional 
to the sample variance of t he scalar product s. 
A feature of this model which have been heavily emphasised 
by Carroll and Chang in promot ing t he INDSCAL version of t his 
model is the orient at ional invariance of the co-ordinat e syst em 
In constrast t o most similar mat rix decomposit ions (as in factor 
analysis) rot at ions of the axes are not admissible in this 
model as they would dest roy the diagonalit y of t he subject ive 
metrics. 
Both the INDSCAL model and the Tucker model can be seen 
as generalised versions of Horan 1 s model. Tucker's model 
(Eqn 7) removes the rest riction for D .  t o be diagonal. 
1 
7 0. 
The INDSCAL model incorporates additional weighting 
factors used to normalise the solution so that all N matrices 
have equal variances. The INDSCAL model can be expressed as: 




The c ·  1. are the N 
2 2 
tr (AD . A '  ) /p = 
1. 
1 , i 
additional unknown used 
= l, N 
( 1 2) 
to normalise the Bi 
However, as Takane et al (1977) point out, the consequences of 
this tacitly matrix-conditiunal procedure have not in general 
' been recognized. They correctly observe that this prevents 
comparisions of weight across subjects on each dimension as 
this invariance has been lost by the normalisation, thus 
destroying one of the very objects of the analysis. Takane 
• 
et al in fact incorrectly imply that Horan 1 s unconditional model 
allows both this and comparisons of weight ratios across 
dimensions, which is not permissible as the weights are on 
different ratio scales across dimensions (Sch�nemann, James 
and Carter, 1977, 1979) . This implicit normalisation in the 
INDSCAL procedure also implies that little significance can 
be attached to the spread of dimension weights across dimensions 
(or across studies). 
Since subject difference information is often utilised 
by  investigators in providing a substantive interpretation 
of the stimulus space, as well as vice versa, the limited 
interpretability of this information is potentially quite 
misleading (see, for example, Offenbach, 1979 )._ MacCallum ( 1 97 7 ) 
also showed in a Monte Carlo study of the effect of the matrix 
conditionality assumption of INDSCAL that comparisons across 
subjective weightings are · meaningless unless normalisation is 
done across the entire data set . Schoneman et al draw attention 
t o  the need for certain conditions to be satisfied before Horan 's 
model 
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can be appropriately applied. They argue for the need to test 
explicity the two critical defining assumptions of the model; 
the common space condition and the diagonality condition. 
Such tests have fer example been incorporated in their 
subjective metric analysis program COSPA (for Common Space 
Analysis) (Schohemann, Carter and James , 1976) . 
This algorithm is in fact an algebraic solution of Horan ' s  
model derived by Schonemann ( 1971 ,  1972) . This solution is 
in itself of only limited significa.rx;e for , as Sch�nemann admits , 
algebraic solutions have a tendency to break down with fal lible 
data. It does however provide a means of obtaining an initial 
c onfiguration which could be utilised by other more statistical 
procedures, and is used for this by Takane et al ' s  ALSCAL 
procedure. 
In addition , Schonemann ' s  solution can be criticized 
as involving a number of quite arbitrary assumptions (de Leuuw 
and Pruzansky, 1978 ; Lingoes and Borg, 1978b). However this 
has provided an alternative approach to the construction of 
algorithms to solve this problem. de Leuuw and Pruz ansky 
( 1 978) describe an algorithm SUMSCAL which is based on an 
analytic approach derived from Scnonemann' s solution. This 
has so far proved to perform extremely simil arly to INDSCAL 
but is at least ten times faster. The loss function is 
redefined to all ow for noisy data - that is the analytic 
s olution is assumed to be interpreted in terms of a ' fuzzy ' 
set of equations. 
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Tzeng and Landis (1978) have cr iticized t he preference 
of t he weight ed Euclidean model over t he more general model 
of point s-of-view analysis. They claim t hat many of t he 
difficul t ies associat ed wit h  t he Tucker model can be eliminat ed. 
They criticise t he assumption t�"t INDSCAL dimensions correspond 
t o  ' fundamental ' percept ual or concept ual processes i. e. that 
they are t he basic implicit cri teria employed by subjects in 
discriminating among different object s  (Carroll and Wish, 1974). 
They make t he valid poin t that t he statistical uniqueness of 
the dimensions does not guarant ee t hat they represent underlying 
psychological dimensions, al t hough t he reasons advanced for 
this seem somewhat misconst rued. Much t he same point has also 
been made previously by Schonemann ( 1972). Sch�nemann feels 
that t he at t achment of psychological significance on t his 
premise alone ' st retches t he point a bit ' ,  and compares it 
with principle component s  analysis where t he fact t hat compon­
ent s are unique does not guarantee t hey will be psychologically 
meaningful or useful. 
Tzeng and Landis develop what they describe as a composit e  
model of INDSCAL and t hree-mode scaling, which avoids t he 
unnecessarily strong assumptions of INDSCAL and t he problems 
as s ociated wit h  t he Tucker model. This is however basical ly 
a points-of-view approach wit h  some al t erations to t he 
clustering procedures. 
A more significant t heoretical limit ation of the commonly 
used met hods of t hree-mode scaling relates t o  t heir ability t o  
identify the nature of t he differences between individual 
configurations. The INDSCAL model adopts a very simple 
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relationship between individual and common spaces. Lingoes 
and Borg (1978b) have criticized the choice of the loss function 
which is defined on scalar products , as being inappropriate to 
detect departures from the dimensional salience model. Scalar 
products are interpretationally less direct than distances. A 
los s  function defined on them thus does not represent a sound 
statistical basis for identifying whether individual subject 
differences represent admissible transformations or meaningful 
substantive distortions of the group space. That is, individuai 
differences of a more complicated nature, involving for 
example changes in the relative location of points, or non­
linear distortions of the configuration, cannot be compared with 
a fitting of dimensional weights on any sound statistical basis. 
MacCallum (1976a) provides some empirical confirmation 
of this point in a Monte Carlo study of the effect of 
departures from the assumption of orthogonality of the object 
space dimensions. He found the index of fit remained surprisingly 
high regardless of the actual relationship between the 
dimensions . However the actual configurations produced under 
non-orthogonal conditions proved to be a significant transform­
ation of the underlying object space. The derived dimensions, 
no longer corresponded in any obvious way with the actual 
dimensions, although the basic structure of the data was 
retained. The derived dimensions could be related to the true 
dimens ions by oblique rotation, but since rotation of any sort 
is not admissible in the INDSCAL model this is not an 
ind ication of successful reproduction. 
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This shows that the index of fit is not very sensitive 
to non-orthogonal ity of dimensional perception and the dis­
tortion produced by thi� and thus this type of index cannot 
be regarded as an index of the appropriateness of the INBSCAL 
model . 
Lingoes and Borg ( 1978) argue for a more comparable testing 
of competing models to explain the nature of individual 
differences. They maintain that any such approach should 
pos s ess the following key features: 
(i) the loss function should be designed to represent 
directly the adequacy of the model, and should be 
comparable across competing models, 
(ii) the fit of the model should be judged relative to 
the number of free parameters involved in the model . 
As a solution to t he first point they propose that the 
index of fit should measure the similarity between the individual 
and group configurations implied by the model, rather than using 
s calar products or interpoint distances. The index of fit is 
the squared product-moment correlation between corresponding 
el ements (Lingoes and Sch�nemann, 1974). 
The set of competing models is classified in terms of 
the type of transformations of a common objects' space that 
are permissible to achieve a fit to the unique individual 
spac es. The index of fit is calculated after the individual 
spaces have been optimally transformed under the standard 
admissible transformations that leave distance ratios invariant. 
Denoted similarity transformations these include rotations , 
refl e ctions, translations and central dilations. The 
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inadmissible transformation allowed by the model are applied 
t o  the common space , to maximise the fit with the optimally 
transformed individual configuration . 
Lingoes and Borg developed a series of five models 
indicating five distinct classes of relationships between 
individual and group spaces . These include the standard 
average subject space, where similarity transformations only 
are allowed, the dimensional salience model (individual dimen-
sion weights are allowed) , and the dimensional sali.ence 
model with idiosyncratic orientations (individual rotation 
of the group space before weighting) . 
The dimensional salience model has been previously defined 
(Equations 1 1  and 1 2) . The idiosyncratic orientations model 
involves a generalization of Equat ion 1 1  to allow for 
nondiagonal 2 That is ,  have Di • we 
t 1 
( 1 J)  B .  = AC . A  i = , .J. .J. 
as in Equation 7 . However a different decomposition of the 
C .  is proposed in this case compared to the Tucker model . 
l 
In this case we assume a decomposition 
C .  
l 
2 I 
= T . D . T .  
.J. .J. .J. 
I t 
( 1 4) 
where Ti Ti = TiTi = I and Di is diagonal . Thus 
geometrically 
this corresponds to an orthogonal idiosyncratic rotation of 
A by T .  before idiosyncratic dimension weighting with D . •  
.J. .J. 
All of these models correspond to previously developed 
procedures . The first is represented by a variety of nonmetric 
scaling progams which can accommodate separate monotonic trans­
formations across replicated data (e . g .  POLYGON , replicated 
0rdinal ALSCAL) . The s.econd is repre sented by INDSCAL, and the 
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third by a generalization of INDSCAL called IDIOSCAL (Carroll 
and Chang, 1 972 ) . The idiosyncratic orientations are referred 
t o  as idiosyncratic frames of reference in the IDIOSCAL 
t erminology. However, as previously commented, this 
represents an overly optimistic view of the extent to which 
the INDSCAL (or IDIOSCAL) procedure can recover di mensions 
which reflect underlying psychological processes. 
Lingoes and Borg also describe a new class of model 
denoted perspective models. These invol ve a generalization of 
Equation 8 to allow weights of the form 
X . = V . Z  
1 1 ( 1 5) 
i. e .  the  common configuration Z is transformed by a diagonal 
matrix V .  operating on points rather than dimensions. Thus this 
1 
model allows the vector corresponding to each point in Z to 
be multiplied by a separate scalar - that is the vector 
corresponding to each point can be stretched or shrunk. A 
more general version of the perspective model also allows for 
an idiosyncratic translation of the origin of the corrnnon space 
t o  further improve the fit. (While normall y  admissible this 
is defined as inadmissible in this case). In terms of the 
psychological relevance of these models they are denoted as 
individual perspective with fixed origin, and individual 
perspective with idiosyncratic origins models respectively. 
The dimensional salience and perspective models strictl y 
speaking represent two distin::t hierc:rchies in the sense that 
each model is a special case of the next model up the hierarchy, 
7 7 .  
and also in terms of increasing numbers of free parameters. 
However, within the usual empirical conditions where the 
number of objects is much greater than the number of 
dimensions they can be considered as a single sequence, with 
the most restricted perspective model involving moreparameters 
than the most general dimensional salience model. The 
perspective models thus represent a very general class of 
model, and for stimulus set sizes in the normal range al low 
a substantiall y  higher dgree of freedom in fitting each indiv­
idual point into the group space. Such generality is of 
course bought only at a cost of substantiall y  reduced 
uniqueness, and it appears that these models are too general 
t o  convey much useful information. 
However a full range of models ranging from the most 
res tricted to the most general is clearl y advantag eous for 
testing various hy potheses regarding the precise degree of 
common perception for a given set of three-way data. 
Lingoes and Borg present some examples of the use of a 
program denoted PINDIS (Procrustean Individual Differences 
S caling: Lingoes and Borg 1976 a , b ,  1977 a, Borg and Lingoes 
1 976 , 1978 , 1979 , Borg 1977) which compares the progressive 
improvement in the fit of the five models in the sequence above. 
As they indicate, clearly £f the improvement in the fit is not 
significant in rel ation to the increased degrees of freedom 
in the model then l ittle significance should be attached to 
that class of inadmissible transformation. 
This provides a means of comparative evaluation not 
available in the use of a single procedure. For example in 
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using models from the IDIOSCAL family there is no sound basis 
to  evalua te the significance of the individual differences in 
the model. As Borg and Lingoes ( 1978) have observed the 
degree of sca t ter of the weigh tings in a sub jec t space is 
not  a good indica tion of the am a.i n t of variance accoun ted 
for by individual weighting effects. 
Table 1 shows the individual transforma tions wi thin which 
the bes t fi t ting solution can be calcula ted, and the number of 
inadmissible fit ting parameters (i.e. those to which some 
psychological significance should be a t tached) for each of 
the five models in the hiera rchy . 
The simplest case, involving equally weigh ted indivicu al 
matrices , wi th similari ty t ransforma tions only, is measured 
by the squared correla tion between individually scaled 
configurations X .  and the op timal common configu ra tion Z ,  
1 
allowing only transformations of X .  which preserve dis tance 
1 
rat ios (i. e. rigid motions and central dila tions). This 
optimally t ransformed X .  i s  deno ted X ., and the fi t index is 
1 1 
thus 2 r (x . ,  z) • 
1 
The sub jective me trics models are then fit ted by variously 
defined transforma tions of z .  The dimension weigh ts matrix 
W
1 
and the vec.t-or w e;i.gh ts ma t:"ix v1 represen t the inadmissible 
parameters rela ted to dimensional or direc tional salience. 
The parame ters rela ted to idiosyncra tic orien ta tion are repres ­
ented by individually op timi zed ro ta tions Z� or transla tions 
21 ,  rather than compromise op timisations Zr , Z t for all X .  1 
TABLE 1 
Summary of PINDIS Transformations 
Number of 
M od el Inadmissibl e 
Fitting Parameters 
Similarity transf ormation 0 
( unit weighting) 





m+ < 2 > 
orientation 
Perspective model 
with fixed origin n 
( vector weighting) 
Perspective mod el 
with id iosyncratic n+m 
origin 
From Lingoes & Borg ( 1978,  p. 494) 
F it Index 
2 -r (X . , Z )  
l. 
2 - r r (X . , z  W . ) 
l. l. 
2 - r r r (X . , z . W . ) 
l. l. l. 
2 - t r (X . , V .  Z ) 
l. l. 
2 - t t r (X . ,V . Z . )  
l. l. l. 
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A variety of examples illustrating the use of PINDIS 
over different types of data sets have been provided by 
Lingoes and Borg. Lingoes and Borg (1978) reanalysed some data 
from a previously published study by Feger (1974) using 
similarity ratings of German political parties. Very little 
additional variance was explained by the weighted Euclidean 
�NDSCAL) model compared with the unweighted case (less than 
a 1 %  improvement). The perspective model on the other hand 
improved the fit from an average of 77% of the variance to 9J% . 
This study indicated that while most individuals, apart 
from one outlier , were nicely distributed around the centroid ,  
the group space did not seem t o  represent any individual 
parti cularly well. The one -::,utlier individual showed quite 
an idiosync ratic scrambled configuration which was poorly 
fit ted by the dimensional salience models but which was 
suc cessfully ' unscrambled ' by the perspective model. 
A simila.c situation emerges in most of the other examples 
discussed. For example Borg and Lingoes (1978) reanalysed 
the breakfast cereal data analysed extensively in Green and 
Rao's book Applied Multidimensional Scaling (1972) . They 
found that 72% of the variance in the individual configuration 
could be explained by the similarity transformations alone, 
with only an additional 2i% when individual dimension 
weightings are allowed , implying that n o  real differential 
information is involved. This of course negates the 
considerable efforts made by Green and Rao to interpret 
clusters in the subjective weightings space. 
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In contrast , Lingoes and Borg ( 1 978) describe the use 
of PINDIS to demonstrate the relationship of colour deficient 
and normal subjects in a study previously analysed by Helm 
(1 964) , Helm and Tucker ( 1 962) and others . While no 
idiosyncratic transforma tions are required for the normals 
the colour deficient s  showed substantially improved fits 
( 1 5%) with dimension weightings, reflecting the greatly 
reduced salience of their deficient continuum . 
A rather different application is provided by Lingoes 
( 1 977c) in relating the similarities among species of fish 
by geometric transformations. W hile somewhat esot eric this 
in fact serves as a useful pictorial analogy of the 
transformations involved in the series of models. 
The variations in the structural models considered so 
far do no t exhaust the possible varieties of individual 
differences. Isaac ( 1 968) noted that there were two distinct 
hypotheses to account for individual differences. 
( 1 ) The response bias hypothesis - differences in 
response habits, preferences and strategies 
account for differences between people in their 
responses. 
(2) The perceptual structure hypothesis - people 
differ from one another in their responses as a 
result of differences in the perceived structure 
of a stimulus set. 
Option ( 1 )  has not been developed to any significant 
degree in metric MDS, apart from procedures to remove biases 
prior to input to a scaling program by the application of a 
model such as Luce ' s  ( 1 959) model of choice . 
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Non-metric programs however can provide a means by which 
these effect s can be accommodated by allowing each individual 
to have a separate monotonic transformation between data 
and di stances .  Thi s procedure was developed by Carroll and 
Chang (197 4) a s  a non-metric generali sation of the INDSCAL 
individual differences scaling model , and by Young (1973) 
as an individual differences generali sation of the non-metric 
model s of the M-D-SCAL/TORSCA serie s (Young and Torg sr'son 
1968; Kruskal , Young and Seery , 1973). 
Carroll and Chang' s ver sion u ses  a two stage minimisation , 
the first of which minimi ses the metric index of fit to the 
scalar product s (denoted STRAIN) while the second minimises 
the non-metric index STRESS (Kruskal , 196 4a) which i s  defined 
on the raw data . As has been ob served (Takane , Young and 
de Leuuw , 1977), there i s  therefore no logical a ssurance of 
conv ergence to a stable point. 
Young' s ( 1 973) procedure d id not provide a separate 
solution for the subject weights .  The generali sation of 
thi s line of algorithm development in a procedure known as  
ALSCAL (Alternating Lea st Squares Scaling) i s  de scribed in 
Takane , Young and de Leuuw ( 1977). 
The major innovation introduced by Takane et al ' s  
procedure i s  in the nature of the minimi sation proces s. The 
alternating least squares principle (ALS) de scribed in 
Young , de Leuuw and Takane (1976) represent s a major 
improvement in thi s aspect of algorithm construction. ALS 
is in fact an example of the principle of optimal scaling , 
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proposed by F isher (1946) as an ideal for scaling subject to 
constraints, but rarely achieved in practice. Optimal 
scaling is a general principle for parameter estimation when 
the parameters nru.st be considered as a number of different 
subsets. The principle requires that least squares est imates 
be obtained for one subset assuming the others to be constant, 
repeating this estimation process progressively through all 
the subsets , and then iterating the whole process until 
convergence. 
Such a subdivision is clearly impl ied by Kruskal 's  mono­
tonic estimation procedure. This procedure, used by most 
non-metric programs, involves a two stage alternat ion 
between satisfying the ordinal constraints in the data by 
operating on disparit ie �  and minimising the error (stress) 
between data and the model being applied by operat ing on 
distances in the configuration. 
An opt imal scaling reconceptualisation of th is process 
would require that the observatiora be rescaled so that (a) 
they fit the model as well as possible in a least squares 
sense , and (b) the measurement character ist ics of the 
observations would be strictly mairlained. Clearly the 
disparities satisfy (b) under an ordinal model, but rarely 
is (a) completely satisfied. Most procedures can only move 
some predeterm ined distance along a steepest descent path to 
minimise departures from f it, but do not guarantee a complete 
minimum. Thus ALSCAL, by f inding the exact m inimum, represents 
a major improvement over previous algorithms, and this is 
reflected by its greatly increased efficiency, usually reaching 
its stopping criterion w ithin 4 or 5 iterations � Lingoes 
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and Borg's PINDIS procedure includes an optional ALS process 
but the solution is not available for all options of the 
program. 
The ALSCAL procedure was also designed to incorporate 
a significantly greater degree of flexibility in the choice 
of the appropriate measurement model. 
The view of data developed by Takane et al is a some­
what simplified behavioural categorization, and is not really 
compatible w i th the fundamental measurement perspective 
des cribed earlier. They regard all data as basically 
categorical, and distinguish classes of data according to 
three types of restriction� ;  denoted process, level and 
conditionality restrictions. Process restrictions relate to 
relations among objects within a category, level restrictions 
concern the relationships among all the observations between 
different categories, and conditionality restrictions concern 
the possibility of distinct sets of categories. Process 
restrictions primari ly reflect the d is t in c t ion between 
discrete and continuous underlying processes, and thus reflect 
relationships that must hold between distances corresponding 
to observations placed in the same category. Level 
restrictions similarly relate to constraints that must be 
satisfied by the distances corresponding to observations 
placed in different categories. Conditionality restrictions 
relate to a partitioning of observations into sets that can 
be meaningfully compared with each other. 
The ALSCAL model can be used in a simple or weighted 
Euclidean model, as well as a range of other distance functions. 
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It can also be used wit h  a variet y of degrees of strength 
of assumptions regarding the level of measurement of t he 
data (although the dat a  must be assumed to be originall y  
scaled to a part icular level, rather t han being in basic 
pairwise relations). 
The ALSCAL model can t hus allow for individual difference5 
in the response process, in the judgement process, or both 
(assuming individual differences in t he judgement process 
can be represent ed by weights in the weight ed Euclidean 
(or other) model).  
This model thus represent s  a sign�ficant improvement 
over the INDSCAL model, bot h  in flexibilit y and efficiency, 
and is clearly the best individual difference model currentl y 
available. It can however be subject to some of the same 
criticisms in that i t  represent s  the appl ication of Horan 's 
subjective metrics model without any means of assessing 
whether the model is appropriat e  for t he dat a .  
Alternat ive Data Types for Dist ance Scaling 
A topic of some import ance in t erms of the t heoretical 
status of multidimensional configurat ions derived from 
similarities or other distance related dat a is the form of 
the empirical observations involved in collecting the data. 
As discussed in Chapt er II t he information derived from 
pairwise orderings, complete rankingl magnit ude estimates etc. , 
have quite distinct t heoretical rationales . 
The data used as input for MDS procedures have been 
overwhelmingl y dominat ed by the direct rra gni t ude estimation 
o f  pairwise similarities . If t hese MDS solutions are to be 
regarded in any sense as a psychological model t hen t his 
Will clearly need t o  be from a perspective that recognizes 
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magni tude est imates as basic data. Some studies have used 
alternat ive dat a  collect ion met hods, in most cases in order 
to  compare the representations produced by different methods. 
In some cases t he main object was to al t er the nature 
of the cognit ive judgement in order to invest igate t he 
stabil ity of the configurat ion. As such they are primarily 
direct ed t o  est abl ishing t he psychological val idi ty of the 
interpretat ion of t he resul t s  rather t han the collect ion 
methods themselves, and t hus will be reviewed in t he next 
chapt er. The present sect ion will review the various data 
collect ion methods, t he procedures required to t ransform 
data into a distance mat rix format, and studies relat ing t o  
the comparabil i t y  of t hese different procedures. 
Second Order Comparisons 
While t he paired comparison presentat ion method has been 
by far t he most common, other levels of comparison ra ve also 
been used. By level of comparison we mean whether judgement s  
have to be made between st imul i directly (as i n  paired compar­
i s ons) or between t he outcomes of such a first -order comparison 
(as in for example, rat io est imat ion, cross modal i t y  mat ching, 
etc. ) .  See Gregson (1975) for a discussion of this point. 
Second order comparisons raise addi t ±onal problems regarding 
the consistency of these judgement s. Wi t h  dominance data 
a frequent source of error is t he circular t riad, which for 
true scores would indicate intransi t ivi t y  in t he scal ing dim­
ens ion. For dist ance data t here is no such measure of incon­
si stency on t he orderings of t riples, al though for magnit ude 
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estimation an unaxiomatic error is represented by the 
triangle inequality, i . e . ,  the direct similarity between 
two points rm.1st never be greater than the sum of the 
similarities between them and an intermediate point. As 
Tversky ( 1977)points out it is easy to construct plausible 
violations of t his axiom, although the act..lal incidence would 
undoubtedly depend on the type of data. 
In terms of the ordering of similarities one can 
construct logical violations on quadruples of similarities. 
Clearly the proxim ity of three stimuli to a fourth shoul d 
obey dominance orderings, and are thus contradicted by 
circular triads. That is, we should have : -
S (A, x) > s ( B, x) and s (B , x) > s (c,  x) => 
s (A , x) > s (c, x) 
This logical inconsistency is rarely considered with 
magnitude estimation similarity data, but i t  becomes an 
inescapable problem if the similarity data are collected 
by orderings on this level of comparison . That is, if subjects 
are asked to order the similarities of two pairs of stimuli 
(or more usuall y  to select the close st pair from a triad) 
then such ordering should be consistent wit h  t he relation 
stated above. 
One solution is  to coll ect data in a form which forces 
the subject to eliminate these effects. Multiple rank order 
data, where the subject orders a set of stimuli in terms of 
their similarity with a standard provides, 
such a procedure. 
an example of 
Most studies on t he comparabilities of these methods 
and their respective consistencies have been done using 
preference data . However, there is a clear parallel between 
this and similarity data as indicated by the relation above . 
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Rounds, M iller and Daw is (1978) compared mul t iple rank 
order and paired comparison methods as appl ied to preference 
data. They found a very h igh corr espondence between the 
orders implied by the two me thods, and equivalen t tes t 
retest s tab ilities. 
Hendel (1977) showed tha t the rate of intran s i t ivities 
in preference ord ers tended to be cons tant over all s t imul i 
in a given set, but showed marked d iffer ences over d ifferen t 
stimulus domains and groups of subjects. 
Roskam (1970) sugges ted the method of triads may pres ent 
ad vantages over both ranking and pairw ise magni tude e s t ima tion 
procedures in tha t  i t  inv olves rela t ions, no t magnitudes on 
simi larities, bu t w i thout large simul taneous pr es erd: :.: i _ _ ; , ,_·.! :c . 
In the method of triads the subject is typical ly ins truc ted 
t o  select the two mo s t  s imilar in a se t of three s� imuli 
( thus ordering all three pairs) • Roskam compared sev era l 
methods of ob taininB a rank-order of similari ty of all pairs 
of  stimul i from triadic data. 
The TRICON procedure does no t admi t  of a unique solu tion 
because information is not availab le on pairs of pairs w i thou t 
a c ommon elemen t .  
Roskam demonstrated that the vo te count procedure fails 
to reproduce known sim ilari ty order ings from triads. A 
Monte Carlo s tudy, based on the 15 s t imuli for incomple te 
triadic da ta (i. e . ,  based o n  a s tudy rep or ted by Level t, 
Van de Geer and Plomp, 1966) showed the correspondence between 
true rank order and vo te count as expressed by Kendall's Tau 
+ t o  be . 72_ . OJ, indica ting tha t the data used in this s tudy 
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may well have been different from the true rank order . 
Roskam suggests i t  would be preferable to obtain a 
condi tional rank order from triadic data, and use this in a 
program designed to accep t this type of data. However, even 
this fails if intransi tivities occur. In this case the ideal 
op tion would be to adap t the scaling algori thm to opera te 
directly on the triadic data. 
He presen ts evidence from a Mon te Carlo s tudy showing 
that thi A  performs bet ter than both ra ting and ranking data 
in condi tions of high error. 
Ra tings and ranking methods are more appropriate to the 
low error condi tions, bu t do not perform as well under 
conditions of high error. 
Complete Presen tations A common ex tension of second-
order comparisons involves the case of mul tiple or even 
comple te presentations, where the subjec t mus t make judgemen ts 
on the ou tcomes of a large number of firs t-order comparisons. 
Comple te presentation methods minimise the problem of incon­
sis tency of judgements, al though one clearly loses all 
control over the systematic nature of the decision process. 
One canno t be sure for example, that the subject has evalua ted 
all al ternatives before making his selec tion from a comple te 
set. The precise nature of the task the subjec t is required 
to perform in comple te presentation designs can vary to 
some degree, bu t will usually fall into one of the two broad 
categories of sorting or ranking procedures. 
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Sorting Procedures This is a commonly used class of data 
collection procedures especiall y  in situations involving 
large stimuli sets. R30 and Katz ( 197 1) have further 
classified sorting procedures into three main cl asses; 
subjective grouping, pick and order methods. 
Subjective Grouping (Clustering) In subjective grouping 
methods the subject is presented with_ either the entire or a 
subset of the stimulus set ( usual l y  on cards) and is instructed 
to sort them into piles according to their similarity. 
Variations may be to have K, the number of groups, fixed or 
variable (with an upper limit K fixed) or to ask for a 
0 
hierctthical ordering of the groups. Alternativel y subjects 
may be asked to use a multiple sorting procedure, where they 
can repeat the sorting several times and t hus all ow for more 
than one sorting strategy. 
Pick Methods Pick methods also involve grouping similar 
stimuli, but in this case the subject i s  presented with a 
standard and has to pick K group members out of the remaining 
n - 1. Again K may be fixed or variable. This is sometimes 
called clw3tering about a nucleus. 
Order Methods Order methods involve the same procedure 
as pick methods except with the additional requirement that 
the K stimuli be ordered with respect to their similarity with 
the standard. Again K may be fixed or variable. (This thus 
represents a hybrid sorting a�d ordering procedure). 
Rosenberg and Kim ( 1 975) compared the results of single 
and multiple sorting strategies as applied to Kinship terms. 
91. 
The significant differences between the two procedures were 
measured in terms of th e INDSCAL c onfigurat i on ob tained fr om 
a scaling of the combined data. F or example an obvi ous 
dimensi on, sex, was rarely used when only one s or ting was 
permissible. This il lus tra tes a d ifficu l ty w i th these me thods 
in that each subject is clearly restric ted t o  using a fairly 
simple sor ting s trategy, and one mu s t  depend on indiv idual 
d ifferences to produce a representa tive coverage of the 
salient features in the s timulus d omain. 
Such a space c ould not therefore be necessarily expec ted 
t o  model the p sychological processes inv olved when a subject 
is free t o  c ombine all  the sal ient features he w ishes t o  
utilise t o  pr oduce a numerical es t ima. te of s im ilari ty magni tude. 
However, s orting pr ocedures have been s uccessfully used 
for mul tidimens ional scal ing of such s timulus d omains as 
oc cupat i on names (Bur t on 1972) nat i ons (Wish, Deutsch and 
Biener 1972) and e thnic groups (Jones and Ashmore 197J). 
Dis tance F ormulae f or S or ting Procedures These 
procedures clearly require a means of deriving a d is tance 
measure fr om the subjec tive groupings bef ore they can be used 
as input t o  MDS pr ocedure. This mus t be based on the 
assumption that m ore s imilar objects will  more of ten be s orted 
together, �l though a w ide varie ty of ind ices have been 
sugges ted t o  quantify this in terms of a dis t ance est ima te. 
Clearly the f orm of the index will  vary according to  whether 
a gr oup ing or pick index is involved, as the f ormer inv olves 
a parti t i oning of the set of s t imul i whi le the la tter, by 
replacing s timuli, allows f or overlapping gr oups. 
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Rosenberg and Kim ( 1 9 75) suggest the formula 
K 
8i j = k!l (
sik - sjk) 2  
where sik is the frequen cy of sorting i and k in to differen t 
groupings. For a s ingle individual Si j  would thus be two 
valued, say 1 0 1 for the same group , 1 1 1 for a differen t 
group. For pooled data sij would range from O to N, the 
number of individuals. The formula is thus a sor t of 
squared Euclidean dis tan ce on the set of these values over 
all other i tems. 
This procedure is thus e quivalen t to treating the data 
as profiles, the · components being the o ther s t imul i, and 
computing Euclidean distances betw een them. Two major l im i ta t­
ions are apparent w i th this procedure. 
It is not sensi tive to d iffering s ize s of groupings, nor 
to  the possibility of inconsis tencies in pick procedures 
when different s timul i  serve as the standard. This la tter 
problem derives from the fact tha t  the n x n ma tr ix is in fac t  
row conditional . Rosenberg and Kim 's  procedure deals w i th thi s  
simply by averaging a cross the two triangular half-matri ces, 
a pro cedure that does no t appear too suitable to preserving 
the cons traints impl ied in the original da ta. The problem of 
treating condi t ional dis tance matri ces will  be consid ered w ith 
respect  to data derived from ranking procedures i. e. where 
all stimul i  is ranked w i th respec t  to their proximi ty to a 
s tandard s t imul i ,  w i th all s t imuli in turn serving as s tandards. 
While sor ting matri ces , can be considered as degenera te forms 
of this type of data ma trix, t he d is tance nfo rma t ion re tained 
is  rather l im i ted . P i ck and order methods can be mos t reason­
ably regarded as an incomplete form of complete ranking data 
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with the dat a  relating to the larger (and hence less reliable) 
distances missing . The more relevant problems with sorting 
procedures, howeve� is not to remove conditionality but to 
extract the maximum information regarding dist ances . 
The most common approach has been to use infor.mation­
related techniques . The information cont aine d in plac ing two 
st imuli in the same group is used as a measure of the dist ance 
between them (e . g. Burt on ; 1972) • However, set theoretic 
(Restle , 19 59) and graph theoretic (Flament , 196.3) measures 
have also been suggested . 
Arabie and Boorman (197.3) criticise this fa ith in ent ropy 
measures to deal with all situa t ion.s .  While the mea sures 
have had some axiomatic justification (e . g .  Khinchin , 1959) 
they hav e not  been suppor ted in any systematic comparison 
with riva.l structures . Arabie and Boorman tested 12 possible 
ind i ces at dist ance between par titions and found a measure 
PAIRBONDS , which compares observed pairings with the set of 
all possible pairing� gave consist antly lower st ress than 
information theoreti c measures. 
Th i s  mea sure was 
PAIRBOUNDS = D (P) + D ( Q) - 2D (P n Q) 
where 
and 
C .  is the cardinality of cell i .  
J. 
This is of course a measure bet ween the partitionings 
P and Q ,  not the stimuli so partitioned , i . e .  it is a measure 
on subjects not stimuli , and thus does not necessarily imply 
tha t informat ion theoretic measures are less effective in the 
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latter case . I t  does however suppor t their v iew that some 
empirical ju stification is  needed before they can be a ssumed 
t o  be the mos t  suited for MDS . Arabie and Boorman demons tra ted 
the applicabili ty of their measure in a ocaling of  the 
changes in sociometri c  rela tions over t im e  in a monkey troup. 
Thus it  i�  clear that i�formation from sorting pr ocedures 
c an be expected to provide a t  b e s t  l imi ted information rela ting 
t o  the inter-object d i stances. 
Ranking P�� � 
Ranking procedures require the sub ject to g enerate the 
comple te rank order of the proximi t ie s  w i thin a row of the 
n x n stimulus matrix. I t  thus produces data  with no 
inconsistencies  within row s i.e. intransitiv i t ie s ,  at  the 
expens e of requiring judg eme nt s which imply a fairly h igh l evel 
of task difficul ty. 
If s t imulu s pairs are comparabl e on a var ie ty of  
dimensions, th en the task of producing an ordering with 
respec t  to a s tandard s tirrrulv.s impl ies tha t a very large number 
of initial pairwi se judgement s  bo th componentwi se and overall 
are to be made. It i s  thus qui te plausible that the subject 
might  adop t a different, more s impli .fi e, i s trategy than migh t 
be used under pairwise pres entation . Inconsis tenc ies in 
judgements are of course s t ill pos sible acros s  row s. A meth od 
of  removing such incons i s tenc ies in converting rank Hd data into 
distances was suggested  by Coombs (1964) and devel oped more 
rigourously into a computer program TRICON by Carm one, Green 
and .Rob inson (1968) . Th is program s tar t s  w i th the ma trix of 
ranks assigned to columr1 s timuli w i th row s t i .1rul i  as  s tandard. 
This is conv er ted into a dominance, matr ix on pair s  of s t imu l i ,  
with ' O ' s  and ' 1 1 s to indica te whether the row s timulus pai r  
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has a higher similari ty than the column s t imulus pair . Th is 
matrix is then pow ered to give s e cond and h igher ord er effec ts. 
The row sums of this power ed matrix b ecomes the dis tan c e  
estimates for the symm e tr i c  matr ix. 
Rao and Ka t z  (1971) appli ed Mon t e  Carlo t es ts to compar e 
sorting and ranking m ethods a ccording t o  their ab ility to 
reproduc e  a known configuration . 
For each method two types of analysis w ere  used - a 
group s caling (bas ed on pool ed data) and a i ndividual d iff er­
ences scaling (an INDSCAL analysis of distances es tima t es 
derived from the individual data). 
For the subj ective group i ng meth ods the group s caling 
data matrix was simply d er iv ed from the numb er o f  times each 
pair was plac ed in th A sam e group . 
Th e individual d is tan c es matr i c es were  cal culated by 
applyi ng R CP Ebberg and K im ' s  formula (Equat ion 1 6) to the 
two vectors of '1.j values, whi ch in this cas e would contain 
only 0 1 s and 1 1 s. 
The p i ck k/n-1 methods wer e  tr ea t ed i n  subs tan tially 
the same manner. Again the ind ividual dis tan c e  matri c es were  
calcula ted by tr eating the matrix of O ' s and 1 1 s as profil e 
data. How ev er since the pool ed ma tr ix is  a l so row conditi nnal 
this was also conv er t ed to d is tan c es in the same maru�er prior 
to sca l ing. 
The order m ethods w er e  also s imilarly tr ea t ed ex cep t  now 
the individual ma tr i c es have ranks , rather than O's and 1 1 s. 
However th e row cond i t iona l ity was r emov ed i .n  exa ctly the same 
manner, by tr ea ting them a s  profil e data and calcu lating 
artificial d i s tanc es. 
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The main resul t s  of Rao and Kat z ' s  Monte Carlo s tudy were: ­
INDSCAL individual d ifferences approach did not 
reproduce the original configuration a s  well as the 
group approa ch. 
Non-me tri c  group s cal ing was consi s tently bet ter 
than group s cal ing . 
Pick or order were be tter than subjective grouping 
methods ; there w�s no consi s tent superi ority o f  
order over pi ck. 
However i t  seems highly l ikely tha t these resul ts are 
more a func tion o f  Rao and Ka t z' s  me thods of conver ting the 
data into d i stance es timates  than any intrinsi c superi or i ty 
of the different method s. Al though not m entioned by the author s 
the poor performance of th e i ndividual differences approa ch 
seems undoubtedly due to the arbi trarine s s  of th e profile 
method of rem oving the row cond i t i onal i ty. Thi s  would al so 
account for the surpri sing renult that the extra infor ination 
on ranki ri.gs contribu tes  no thing to th e quali ty of the soluti on. 
A second a spe ct  of Rao and Ka t z' s  met hods whi ch is  un­
sati sfac tory i s  the lack of any adequa te compensation for 
different gr oup s i ze s. Simple frequency count s or any 
measures who se rela tive ordering s  are no t inyariant af ter 
norma l i sing for clus ter s i ze are not very sa t i sfac tory dis tance 
estimates for a clu stering procedur e. 
Large Da ta Struc tures 
Often the appli ca t ion of MDS to a subs tant ive problem 
might imply a need for a fairly large set of s t imuli in order 
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to ensure fairl y comprehensive coverage of all relevant 
perceptual properties of that domain. The traditional paired 
comparisons data collection procedure is not very suitable 
for this situation due to the rapid increase in number of 
judgements over increasing stimulus set sizes. Complete 
paired comparisons require n (n- 1y2 -responses. This second 
power increase rapidl y becomes prohibitive in terms of the 
number of judgements required from a single subject for onl y 
moderately large stimulus sets (e. g. JOO responses for 25 
stimuli). 
There is of course a certain amount of redundancy in the 
complete presentations case. Various analytic solutions to 
the question of the amount of data required in paired com­
parisons methods have been suggested (Gulliksen, 1956 ; Schohemann 
1 970 ; Kaiser & Serlin , 1978) . These suggest that with carefull y  
selected error free data the percentage of data required can 
be quite small.  However, with inexact data a certain amount 
of overdetermination is clearl y desirable to order to 
minimise the effects of errorful data. Most MDS algorithms 
are designed to accommodate missing data, and rarely pl ace 
any procedural limitations on amount or patterning. While 
there are several incomplete designs if one does not require 
t o  retain individual differences (Coombs , 1964) if these are to 
be preserved the selection of judgements must be more careful . 
Spence and Domoney (1974) as a result of a Monte Carlo invest­
igation of the effects of these factors recommend a " degrees 
of freedom " ratio (i. e. a ratio of data to free parameters of 
the dimensional configuration) of at least J . 5 . They found 
cyclic designs and random deletion designs to be superior to 
an overlapping cliques method suggested by Torgerson (1958) 
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(i . e .  el imination of o verlapping submatrices). 
An alternative approach is to use a two stage scaling 
app1�oach. A base set of n 1 stimuli are scaled from complete 
+n2 
paired comparisons with the additional n2 (n1 = n) sti1m.ili 
being embedded in this space as a resul t of pairings w i th 
the n1 base stimul i. 
This procedure was recommended by Fenk er 
( 1972) , who noted that the standards must comprehensively 
exhaL1st the dim.ms i onali ty of multidimens i onal psychological 
space, although did not suggest any way of e.nsuring this. 
A further refinement to this approach _i.s provir:ied by the 
use of an interactive scaling mode to select the most suitabl e  
n 1 stimul i to use for the initial scaling. Young and Cliff 
( 1 972) describe an interactive scaling program for indi,ridual 
subjects scaling. Young and Cl .iff 1 s pri:-iciple attempts to 
optimise the determination of nr scale values (for n stimul i. 
in r dimensions) from less than n (n - 1)/2 judg0ments. From 
a result by Ross and Cliff ( 1961+) t:ie sea]_ ,� values ca.:1 be de.rived 
from the dista:'lce s of' Hach po int from a subset of r + 1 points, 
provided the latter canno t be embedded in a space of sma1. l er 
dimens i o nality. Thus 60 po.ints can be scal ed i n  J dimensions 
from ..:mly 2JO of the 1760 distances.  
This of course requ i r' ��s foreknowl ·�dge of  the app.r.' ,)pria b� 
dim�nsionali t y, an appropriate basis, and li·-iea:r. error- free 
data. It can thus onl y be used with me t ,, -� ,-� program.:: under 
conditions cond11-cive to reliable valid judgements . A similar 
procedure i� described by Kehoe and Reynolds (1972). 
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Young, Nul l  and Sar l e  ( 1978) also d escribe a m ethod of 
int eraGt ive data co l l ec ti,on, rather than int eractiv e  scaling . 
This is a procedure whereby cond itional rank ord er data may 
be collec t ed by using l ess than comp l e t e  pres en tat i on 
methods. Subjects are asked to choose which o f  a s e t  of 
comparison s timuli j_s closest to a s tandard . The s e l ec t io n  
of comparison s t imuli  is how ev er bas ed on pr eviou s responses 
in  ordAr to p rodi w a  the  conditional rank order relative to 
that s tandard in the smal l As t  possib l e  numb er of judgement s. 
The comparison l is t  l Angt h  can b e  vari Ad from tw o (m ethod of  
tr·Lads) thr 1n1gh to n - 1.  Fur ther econo:nie s can be  achi eved 
by speci ryi ng a cer tai 1'1 l i st l eng t h  w i thin which only a 
part ial order ob ta ins. This thus r epres ents an a t t empt to 
obtain the pos i t i ·ve f ea tur es o f  tr iadi c  presen tati n n  me thod s 
with the regu lari t i es of compl e t e  pr es entat ions • 
Many measur es can b e  r egard ed as being at  l ea s t  to som e 
degree rela t ed to the proximi ty of the s t imul i. As w el l  as 
the dir ect est imat es ther e  are also ind irect behav ioural 
measur es su ch as confus ion and generalizat ion pr obabil i t i es .  
One major dif ficu l ty w i tb using thes e  as d i s t anc e mea sur es 
is that they ar e not symm e tr ical ;  the probab i l i ty of confusing 
i as j is not n ec es sarily equal to the probab il i ty of  confusing 
j as i .  
We ·can dis tinguish two main approaches to this prob l em: -
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the direct metho12, : The assymet ric matrix is scaled 
directly. For exw�ple, the basic input could be 
a matrix L on quadruples of stimuli, with entries 
+ 1, 0, 
:: > s . .  1 J  
- 1 . A + 1 i n  cell l . km 1j 
> s => d . . - dkm > 0 km 1J 
Programs exist that work direct ly on pairs of di3 tances 
fror.1 information on quadruples of stimuli e. g. CDARD-7 (De Leeuw, 
1 968) , PARSCL ( Johnson, 197 1 ) .  
An alt ernative type of program uses a t ype of un.folding 
analysis t o  calculate a row or column solution (See following 
s e c tion) . 
ii) the indirec t methods: These involve ways of 
removing the assymet ry from t he mat rix. Shepard 
( 1957) derivad a method o f  converting confusion 
probabilities into distances from a complex and 
ext ensive model of stimulus and response general­
i zation. Shepard' s formula, a sort of transformed 
geometric mea� was : 
d • 5 log [f (i/.j) ij = [f (i/j 
f (.iLj)_ J 
f (j/i) J 
where f (j/i) is the frequency t hat stimulu:; i is 
identified as j. 
Wilson ( 1 963) suggest ed a measure based on a more simple 
assumption that independent differences in cues should have 
addit ive effect s i n  reducing t he confusion error. S o  his 
measure was a transformed �ri t hmRt ic mean : 
d -j, _ ti.U.n + f UL�t ij - f ( i/i) + f ( j/j 
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In both cases the tra"'lsformation was applied because 
they were developed for metric MDS programs, so besides 
removi ng assymetries the measures had also to be linearly 
related to distances. 
For use w.i th nonmetric MDS programs the transformatio ns 
can be dropped, ".:ind so the measures become; 
Shepard' s 
Wil son' s 
s . . = 
.l. J  
s . .  = 
.l. J  
f (i/j) f {j/i) 
f ( i/i) f ( j/ j )  
,_f_.,(.._i._/,...j..,_) __ +_f ( j /i) 
f ( i/i) + f ( j/i) 
Most empirical studies on confusions have been done 
wi th aural stimuli, usually vowel sounds. 
Wilson compared the t wo formulae in t he ir met ric for rn 
and found that both distinguished the same t hree dimens ions 
involving articulate and acoustic cues, but in slightly 
different manners. 
A better comparis on of the s e  various techniques was done 
by van der Ka.11p and Pols ( 1 97 1 ) , also using aural stimul i -
in their case 1 1  Dutch vowels. As well as the methods 
previously described they included one more indi.('ect measure. 
This was the inclusion of a response bias factor i. e. the 
actual c 0·,·1 -r , u,: . lon matrix is assumed to be a product of a 
symmetric and a response bias matrix e. g. for two stimuli i, 
j the product :, f  
i j 
i [ A B ] [ 1 - " " 
j [ B A ] [ 0 1 ] 
gives the obtaiaed 2 X 2 matrix. " is the bias associat ed 
102 .  
with stimuli i, j, and by solving for this one can obtain the 
theoretical symmetric matrix shown above. This method requires 
that it be appropriate to split the 1 1  x 11  matrix into all 
p ossible 2 x 2 matrices i . e. the response biases on pairs 
must be independent of the other stimuli (a direct analogy 
to Luce's ( 1959) choice axiom). Previous research has indicated 
that this assumption does hold when Luces axiom is applied in 
this manner to confusions data (Wagenaar, 1968). 
Van der Kamp and Pols evaluated the various methods of 
scaling confusion data in terms of their ability to reproduce 
the perceptual structure obtained from direct similarity 
estimates. 
Each configuration derived :f'rom confusion data was rotated 
to maximum congruence with the similarity-based configuration, 
and the fit measured by correlations of projections on pairs 
of matched dimensions. The results showed that procedures 
involving prior transformations to a symmetric matrix all 
performed better than the direct analysis of the symmetri c  data. 
The best transformation procedure was provided by the response 
bias correction and a simple averaging technique also showed a 
better fit than the Shepard generalization model. 
Various other behavioural measures have been suggested 
as indirect proximity measures. S teffre ( 1972l for example , 
advanced the proposition that an individual will behave similarily 
towards things which seem similar to him. This sort of relation 
ship has clear practical applications in situations where 
the behavioural measures are a dependent variable one wishes 
to predict from similarities data, for example, in market 
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res earch. S t effr e compared brand swi tching b ehaviour w i th judge-1 
similar ity for d.i f-fer8nt makes  of cigarettes  and to il et soap s, 
obtaini ng rar:tk order correla tions of . 7 4  and . 82 r especti vely. 
This hypo thesi s can he  taken a s ta5 cJ further by as suming that 
the d .i.mensional  s tructur e impl ied by the similari ty inform at ion 
al s o  governs consumer b ehaviour. S teffre quo t es som e  
evidence for thi s i n  the usn of thi s  s truc ture to predict 
buying pat terns aft er in troduc tion of a n ew prod,. , r .. f • 
i.T::tr:lous o ther m easures  hav e b e en shown to have som·f/1 
relation w i. U t 3lmilari ty. For exampl A H enl ey (1969 )  show ed 
.s ome correspo�1denc e b e tw een fr ee  a s sociatio n. r e sponses, 
pro.xirni ty in :fr ee-r ecall l i s t s, and ass es s ed smi l iari ty. 
How1:1ver i n  the ab s enc e of any w el l  cons t ru c t ed mod el demon­
.strat ing the pr eci s e  rol e of similar i t y  in generating these  
indirect m easures  they ar e of  l i t tl e  mor e  tha n.  pas s ing int er e s t. 
Certainly a mod era te  correlat i on b e tw e en dir ec t  and indirect 
measures contr ibutes  l i t tl e  to es tabl ishing the general i ty of 
psychologi cal d i s tances as  components of cognitiv e  judgements. 
Dis tance Models _of Pro fi l e  Data  
Profi l e  data , tha t is  s e t s  of measures of s timuli on 
defined dimens ions, such a s  ra ting scal es, can also be cons id er ed 
t o  repre s ent informa tion on d i s tances. Tha t i s, each s timu .1 1 ; �: 
profil e  cons i s t s  of a vector of scores  and can thus b e  
represented as  a po int i n  a mul tidim ens ional  space who s e  
dimension s ar e d efined by the prof i l e  a t t ribu tes. On e would 
of cours e  normally expect to b e  abl e t o  r epr esen t  stimu l i  by 
a vector in a space of much low er dimensional i ty such that the 
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implied dis tances b etw een them are substantially preserved. 
If these w ere  def in ed in t erms of the int ercorrela tions of 
vector scor es, they would then corr espond to scalar produc ts 
in the g eometr ic r epr esen tationof factor analy sis. How ever, 
MDS app l ications r dqu :ir e tha t some mor e direc t  measur es of a 
di �tanc 3 b 3 tween st imulus profi l es b e  pr es erv ed. Th ere  ar e 
two ways to conv ert data of  this type into int erpoint est imat es; 
artificial  dis tances and conjoin t scal ing . 
Artificial Dis tances 
M ethods of assessing the s im ilari ty among profi l es is 
of cours e  a probl em no t uniqu e to MDS ; i t  occurs for examp l e  
in clinical or p ersonality t; e .s t  .s i tuati ons � The mo::t  widely 
1 1 s ed method "3.l71ong psycholog ists in this area was the 
correlatinn - usual ly t ermed a Q corr elation . HowGver, f'or 
MDS p1 .1rpo.s e � th8 mos t common is th e square roo t of  the squared 
s cale dif ferences. Th e rationa l e  for i ts us e is tha t i t  can 
be regard ed a s  e. Eticlid ean distanc e in a space in which th e 
rating scal es are orthogonal dimensi o:ri .s .  
H ow ever the arbi trarines s of any method of comb ination 
of rating scal es into d is tance est ima t es i s  r ef l ected in th e 
larg e numb er of al t ernative  m8as11rcs p roposed. 
Cronbach and Gl es er ( 1 953) in a r ev i ew of th e various 
approaches that have b e en used show the confl icting a t t i tud es 
to the probl em. Pearson ( 1 928) for examp l e ,  proposed tha t 
distances shouJ.d be calcula t ed only aft er the variat es had been 
standardised. Ca t el l  ( 1 9 49) propos ed using a correla tion 
index transform ed to approxima t e  a m easur e of Eucl id ean dis tance 
wh ich he  t ermed a ' co effic i en t  of nearn ess 1 • He  propos ed 
several vari&tiona of' this which h e  saw ai=;  a sort of 
standardised d is tance, i. e .  - l<r<l, 
one such m easure is: 





KI: cr j  - KD2 
KEa� + KD2 
J 
where K is twice the median x 2 • 
Some studies have used more complex procAdures, although 
often on fairly arbitrary gro unds. For example, Yoshida ( 1964 
a, b) in a series of ana.lyse f: of ratings of odours, varied 
between Euclidean and city block distances, and in one case 
divided hE scales into what appeared to him to be qualita tively 
different groups, calculated city block distances within 
groups, and took +-he RMS across groups. The correlation 
be tween this matrix a�d the directly estimated simi larities 
was not surprisingly only o. 16. Another study u s ing Euclidean 
distances produced a much more respectable 0. 62 correlation 
between direct and derived dissimilarities , especially 
considering the inconstancies in that particular modality. 
A lot less objection would be made to the Eucl i d ean distance 
formula if it could be shown that the scales chosen were in 
a one-to-one relationship with t he orthogonal dimensions in 
which the stimuli are embedded. 
Even then one still has to make the assumption that the 
same combinati on rule is being used, although evidence is 
presented elsewhere to suggest that this is not cr i ti cal ,  as 
s caling solutions are relatively insensitive to this (Fraser , 
1 9  76) • 
The Mahalonobis distance formula (Rao ; 1948) is given by 
D2 = (x -X ) C (x - X ) 1 
i j w i j 
( 1 7 ) 
Where C is the cov ariance matrix between varietie8 withiri w 
groups. 
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For i :udepend ont orthogonal factors this becomes equal to D. 
This fornrula appears to overcome the objecti on to all th e 
previous ind�ces that  they will be too sensi tive to the 
actual scales chosen. e. g. wi th a Euclidean dis tance fornrula 
correla ted scales would have the effect of weighting some 
directions more than o thers. 
Green and Rao ( 1 972) describe a scaling of rating scale 
data via a linear discriminant analysis, which is equivalent 
to assuming a linear rela tion between distance and Mahalonobis 
2 11 • This produced subs tantially the same configuration as the 
other methods , direct and indirec t, on the same s timuli, the 
interpoint dis tances correlating only sligh tly lower than 
across the various Euclidean scaling methods. However, as 
the authors concede , this would no t necessarily be the general 
finding. The data of this s tudy is not par ticularly sui table 
for general comparison of direct and derived dissimilari ties, 
since the correspondence between them is unusually high (due 
probably to a fortui tous choice of scales), and, in any case, 
the direct dissimilarities were no t in fact direc t, but are 
derived by TRICON from row conditional data. 
C onj oint Scaling 
Conjoin t scaling refers to any procedure designed to 
produce a simul taneous scaling of two distinct sets of s timulus 
objects from data indicating some conjoint effec t of an i·tem 
from each set. In this con text a scaling of this type can be 
effected by regarding rating scales as a distance be tween a 
st imulus object defined as a vector (x 1 , x 2 , x 3 • • •  ) and a 
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notional s timulus defined by the a t tr ibute, defined as a vector 
of the type (o, o, O, • • • 1 , o ,  o) . These distances can 
then be scaled in the normal manner by regarding the Cartesian 
product of s timuli x scales as corning from a superrna trix of 
the combined set of s t imuli and scales, of which the within 
sets data is missing. This procedure is known as unfolding 
or off�diagonal scaling. The reason for the off-diagonal ti tle 
can be clearly seen in Figure 1. 
FIGURE 1 
S timuli 
S t imuli 
S cales 
OFF -DIAGONAL SCALING MATRIX 
Data 
Present 
Preference scaling is ano ther example of the off-diagonal 
design, where the sets are now individuals x s timul± rather than 
scales x s timuli. The term unfolding refers to the fact that 
this procedure can be considered in some sense to be a 
geneFal isation of Coornb 1 s ( 196 4) unfolding theory . The rating 
scale points and individual poin ts in the configura tion 
concep tually correspond to Coombs ' no tion of an ideal point as 
means of relat ing preferences to d is t ances ; the closer the 
st imulus is to the ideal point the more i t  is preferred. 
However s tr ictly speaking i t  is not unfolding as i t  does 
not use the Coombs unfolding principles to derive the solu tion. 
These are really appropriate only for unidimensional s timuli, 
and while attemp ts have been made to ex tend them to the multi­
variate case (Bennet and Hayes, 1960) the problem is  really only 
manageable in two d imensions (see Coombs, 1979) . 
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Rather the principle involves seeing preferences as a 
relation on similarities , and hence able to be mapped into 
relations on distances. The dimensional configuration under­
lying the preference judgements can thus be derived from these 
implied constraints on pairs of distances. This is of course 
a limited form of similarities data as only a small percentage 
of all possible pairwi se distance contraints are present . 
However in principle a standard MDS program designed for 
similarities data could operate on these constraints derived 
from preference data, and most of the commonly used algorithms 
have been adapted to do this. 
Coombs ( 1 979) criticises the util ity of this approach 
because of the very l ow percentage of data that is possible -
in most common cases something less than 1 /, 00th of one 
percent. 
This impl ies an extremely high degree of indeterminacy, 
and, as Coombs points out, this indeterminacy is not equally 
distributed over all stimulus pair relationships. 
Very few constraints are placed on the relative l ocation 
of the individual ideal points, although the stimulus 
c onfiguration is reasonably well determined. Thus if the 
res earch objective is to produce individual difference 
information then this procedure contains a high degree of 
unc ertainty. 
If the objective is to produce the dimensions underlying 
preferences then there is some more hope of achieving this. 
Off-diagonal scal ing appears to offer a major theoretical 
advantage over artificial distances scal ing in that it is not 
nec essary to specify the form of the function combining rating 
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s cale difference to produce distances in the reduced 
configura tion. There are both practical and theore tical 
reservations relat ing to this technique. The procedure may 
not always be practical as the reduced data/s timulus ratio 
increases the problem of degeneracies in the weakly res tr icted 
non-metric case. The rather uncer tain theoret ical s tatus of 
the distance measures has also to be weighed against the need 
t o  define the index of association beforehand . 
The theoret ical rationale for this type of scal ing is 
clearly even more disputable than a conventional similarities 
scal ing. A possible counter argument offset t ing this however 
are its lower pretentions as a psycholog ical model. Obviously 
if one is going to scale s t imuli and people in the same space 
one d oes not expect to be represent ing basic perceptual 
processes too accurately, but rather g iving a p i ctorial 
summary of the way the two sets of objects interrelate. The 
idea of a dis tance is now not an assump t ion of homomorphism 
with a psychological process e.g. s imilari ty, bu t a convenient 
way of represent ing a relationship between two sets of objects 
It is thus a ques tion of empirical curosi ty ratra r than 
theoretical necessi ty whether in fact a relationship exis ts 
between the configurat ion ob tained by this method and by 
conventional w i th in-groups scal ings. 
Young ( 1 973) describes several off-d iagonal scalings as 
examples of the use of h is program POLYCON , and in these there 
is no suggest ion of their being in correspondence w i th other 
configurations. Each space is in terpreted only as a set of 
rela tionships across groups, no t w i th in groups. If two 
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s timuli are l ocated close t ogether this is interpreted not  
as evidence of a d irect similari ty, bu t merely as show ing 
they are s imilarly described by the rat ing scales. 
For example, in an analyses of data on ra tings of ethn ic 
group s, the direct similarities produced three clusters, 
whereas the unf olding analysis produced f ive clus ters. i. e .  
these clusters were sufficient t o  represen t the perceived 
similarit ies in the group, but f ive were necessary to  
represen t the way they were described by the set of adjectives. 
It appears therefore tha t one can conclude tha t in general 
non-metric distance me thods f or the analysis of profile data 
contribu te l i t tle s tructure tha t c ould n o t  be ob tained by 
normal fact or analytic methods, and d o  not  really jus tify 
their add i t i onal in terpretat i onal impl ica t i ons. 
Rosler (1979) f or example f ound three mode fac t or analysis 
eas ier to  interpret in terms of known theoretical s truc ture 
than INDSCAL in an analysis of three way rating scale da ta of 
German p ol i t icians .  
A more prom ising approach t o  the use of prof ile data may 
be in combining i t  w i th d irect similari ty es tima t i on data to  
produce a join t  scal ing consis ten t w i th b o th. Young (1979 a , b) 




VALIDATION OF MULTIDIMENSIONAL SCALING SOLUTIONS 
The central issue in the del:a te over the role of 
multivariate procedures like MDS in psychological research 
is of  course that of. obtaining a meaningful substantive 
interpretation of a given solution, and establishing the 
consistency of this interpretation with prior psychological 
theory. This of course raises the controversial question 
involve d in the interpretation of all methods o f  multivariate 
analysis : - can such proc eduresbe considered as psychological 
models i. e. representations of cognitive processes or are 
they simply methods of data reduction - simplified displays 
of patterns of interrelationships in the data. The position 
being taken here is that the term data reduction is potentially 
quite misleading - there can be no data reduction in the 
absence o f  some theoretical paradigm to guide the decision 
about what aspects of the data should be preserved. 
This section will review various ways by which theoretical 
interpretations can be accorded to a MDS configuration and 
the means by which these interpretations can be cross validated 
with other applications of the substantive theory. 
Dimension Based Interpretations 
By far the most dominant means of interpretation has 
been to regard the dimensions of the space as basic variables 
and attempt to match them with substantive theoretical 
constructs. A psychological modelling approach would require 
that we can interpret both the dimensions and the com:b ination 
rule used by the procedure as a direct analogy of the 
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c ognitive process which generated the data. A less stringent 
(and more realistic) aim would be to interpret the dimensions 
as primitives of a basic perceptual process on which more 
complex cognitive processes are predicated . If the recovery 
of the precise nature of this process is the object of the 
research then more direct model testing procedures t han MDS 
would of course be preferred. In addition , from the arguments 
c onsidered in the previous chapters , it seems reasonable to 
regard the case against MDS as an appropriate model for 
either similarity of preference judgements as being fairly 
convincingly demonstrated, if not yet completely accepted. 
However , this does not preclude the second more restrictive 
aim of using MDS to recover the structural aspects that 
underlie these processes. 
The cognitive operations on this structure woul d thus 
represent unknown functions which are to be accommodated 
by the indeterminancy of the scaling procedure. While strictly 
speaking this . implies certain restrictions such as independence 
of dimensions and monotonicity between the distance function 
and the true combination function there is evidence that most 
procedures are reasonably robust to substantial departures 
from these requirements. This approach , while less than 
c omplete modell ing , is nonetheless more than just data reduction, 
as some attempt can still be made to provide a meaningful 
substantive interpretation that has some theoretical relevance 
i . e. that could be predicted on an a priori basis , rather 
than simply a post hoc description of structual aspects of the 
given data. 
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Attempts to demo n s trate that the dimensional orderings 
extracted by MDS procedures can be provided with at  least 
this limited interpretation of psychological val id i ty have 
generally followed one of three main types .of procedures. 
A distinction will first be introduced between in ternal 
validation, which compares the solution with known as pects 
of the input data, and external validat ion, which u tilises 
information addi tional to that used to produce the configur­
ation being validated . 
Internal val idat ion procedures have followed two ma in l ines : 
1.  the data are generated by subjects using s t imuli of 
known (and usually l imi ted) dimensional characteristics, 
for example abs tract pa tterns cons truc ted to vary only 
in a certain number of aspec ts. 
2. the data are generated artifically from a known 
configurat ion wi th a specified combination rule and 
specified degree of error. 
Both these procedures enable the performance of the MDS 
procedures to be evalua ted under condi tions where the expected 
configuration is known in advance. The Mon te Carlo s tudies 
of course provide the grea tes t knowledge of the actual cond­
iti ons governing the generat ion of the data, and these can 
be specified in terms of degree of error on a specified measure­
ment model. The robustness of the scaling procedure to bo th 
appropria te and inappropriate measuremen t models can thus be 
evalua ted . Wi th the sub ject generated data the cogni t ive 
strategy is unknown, but the possible d imensions on which i t  
can be predicated are known and res tricted to manageable 
proportions . 
114.  
This provides empir ical test data w i th s t ill some degree of 
control over i ts expec ted form. It  is of necessi ty however 
restricted to s timulus sets w i th qui te d is crete, per ceptually 
easily discernible , dimensions, a charac teris t i c  previously 
shown to be of some significance and �hus would not 
necessarily be comparable to data generated from more 
realistic  s timul i. 
External s caling places the fewest res trictions on the 
possible data types one could use for the ini tial s caling 
provided there is some theoret ical or empiri cal informat ion 
one c ould us e to pred i c t  a t  least some aspec t  of the resul tan t 
configuration. That is, i t  aims to test the geometri c  
representat ion assumption by construct ion of a t  leas t some 
components of the s tructure from separate information. These 
may range from s ingle dimens ions, individual d imension weights 
t o  the total configuration. 
External Validation of Dimens ional Interpreta tions 
Probably the most common method of validation of the 
dimens ions of configurations ob tained by MDS methods has been 
by c omparison w i th the known physi cal a ttributes of the s timul i. 
Even in cases where the configuration is not known an intui t i vely 
reason�ble resul t in terms of the physi cal dimensions is often 
regarded as proof that the s cal ing program has performed 
correctly. We w ill not devote space here to reviewing all 
MDS whi ch have shown such a correspondence between the 
solution and the known charac terist i cs of the s t imul i ; suffi ce 
t o say that plen ty do exis t .  The s tudy mos t often quoted 
is the tea tas ting experiment of Carroll (1972). Some of the 
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problems involved in t his t ype of validation were det ailed 
in the previous chapt er. 
The situation t o  be considered here is t he cases where 
the physical dimensions of t he stimuli are either not known 
or where t here are a very large number of possible at tribut es 
which could be used as the basis of a percept ual strat egy. 
That is, if one uses real world rather t han abst ract 
stimulus definitions t hen an exact ident ification of t he 
at tribut es which act as basic det erminants of t he subj ective 
strategies becomes t he dominant theoretical problem. 
A reasonable number of studies have report ed significant 
suc c ess in matching co-ordinat e values on dimensions from 
MDS of real world stimuli wit h  corresponding values on some 
ext ernally derived scale. 
Burt on (1972) used similarity j udgement s  on 60 occupation 
names and extract ed J dimensions, which appeared interpret able 
as independence, prestige and skil l. He t hen asked subjects 
for paired comparisons j udgement s  on ' prestige ' ,  ' income' 
and ' social status • .  These j udgements were found t o  have 
a very good fit wit h  t he prestige dimensions. ' Prestige' 
and ' status • were highly intercorrelated (. 9 10) and correlated 
. 904 and . 9 17 wit h  t he MDS prest ige dimension. Thus at least 
one dimension of t his solution was found t o  be externally 
definable and measurable. 
Wish and his colleagues (Wish 1970, 197 1, Wish Deutsch 
and Biener 1970, Wish, Kaplan and Deutsch, 1973) describe a 
series of comparisons across similarity preference and 
semantic different ial dat a  on t he percept ion o:f nations. The 
similarities were incomplete and were first  scaled by MDSCAL, 
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and the distances from this were inpu t to INDSCAL - a 
procedure we will charitably describe as ' novel ' .  4 Dimensions 
were extrac ted, and these were all correla ted with the mean 
ratings on the rating scales. Multiple correla tions were 
als o  calculated with each scale, and most were fairly high 
( . 7  t o  .9) indicating that mos t of the information from a 
large number of ra ting scales was contained in the 4 dimensions. 
There was less agreement between similarity and prefer ence 
spaces al though one would not expect those to be identical. 
Cliff and his co-workers (Cliff & Young, 1968 a, b) found 
a substantial degree of ex ternal validation for a varie ty of 
stimuli. Photographs of facial intensity were rated on 
similari ty and intensity of emotion. (Cliff and Young 1968). 
A TORSCA scaling of the similari ty judgements produced a V 
shaped solu tion in 2D, conforming to tha t ob tained in previous 
studies (e.g. Shepard 1962). This is usually interpreted 
as intensi ty versus affec t. The intensi ty ratings as expected 
correlated highly with the intensi ty axis. Cliff and Young 
als o  tested the hypothesis that the intensity ratings correla te 
with distances from an origin in space. Such an origin was 
found with a rank order correlation of .97 between intensity 
and distance. I t  was not made clear just why ideal point 
type representation was preferred, especially s ince i t  was 
located at  one extreme of the s timulus configuration, making 
the rank order of the dis tances from it virtually identical 
with those of the projections on the intensity axis. 
Ano ther s tudy used trai t descrip tion ad jectives, which 
were rated on similari ty and favourableness as descrip tions 
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of two types of people; a captain of a ship and a technician. 
The dimensions of the JD solution were used as predictors 
in a multiple regression with the favourableness ratings. 
The multiple correlation for both was .96. A third study 
used simulated air raids as stimuli. These w ere rated on 
similarity, degree of threat and best course of action. The 
mul tiple correlation between the 4D solution and threat ratings 
was .98, though this was a lmost entirely due to one dimension. 
A discriminant analysis indicated a high degree of predict­
ability of modal courses of action from the configuration. 
Much less success however was met in attempts to correlate 
it ems scores on personality questionnaires with configurations 
derived from ratings of perceived meaning (Cliff, 1968 a). 
Cliff and Young claimed that these results provided 
definite proof of an internal representation corresponding 
t o  t he MDS configuration. They argue that • an individual's 
responses to members of a set of stimuli are based on his 
int ernalized conception of them, and that this internalized 
conception can be revealed by multidimensional scaling 
analysis of interstimulus similarity". (1968, p. 269). 
While one can hardly concur with the sweeping conclusions 
of Cliff and Young it is clear that dimensions from MDS 
c onfigurations can be related to independently derived 
measures of theoretical contructs and this contributes to 
the validity of the solutions as reasonable models of the 
perception of those stimuli. 
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Another type of val idat ion study has attempted to 
demonstrate a h igh degree of consistency in the configurat ion 
derived across variations in the nature of the cognitive 
judgement required in order to provide evidence for a constant 
cognit ive structure. 
For example, Henley (1969) collected f ive types of 
informat ion on names of animals to obtain evidence for a 
constant semant ic structure. The f irst was a convent ional 
paired compar isons similarity task. This was first analysed 
by an urt,pecif ied points-of-v iew analysis to obtain a homogenous . 
group of sub jects. This eliminated J out of 21 sub jects. 
The rest were averaged and scaled by TORSCA, producing J 
dimensions ; s i ze ,  ferocity and humanness. Four other types 
of information collected were then related to th is. These 
were free recall , triad s imilarities , associat ions and 
paired associate learning. 
In the free recall task sub jects were asked to write 
down all the animals they could th ink of. A matrix of 
average intra-l ist distances was calculated to test the 
theory that this would be related to psychological distance. 
While very s im ilar pairs d id tend to be written down together 
the entire matrix correlated only 0. 1 7  (ns) w ith the TORSCA 
scaling. This is however only a very ind irect measure and 
this low correlat ion is not surprising. 
Two experiments used Torgersons ( 7958) method of triadic 
similarities for subsets of 6 and 12 animals. The correlat ion 
between the pair and triad rating matrices was .90 for the 6 
animals subset , .9J for the 12 animal subset. There were some 
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differences in the configuration resulting from TORSCA 
scalings of these e. g. the 6 animal subset produced a 
s olution in two dimensions, only one of which was recogniz­
able as an original dimension. This is of course to be 
expected with lower numbers of stimuli and hence lesser 
stimulus variation. 
Henley also collected information on association and 
paired associate learning tasks, to see if association and 
generalization were related to similarity structure. She 
found evidence for association but not for generalization, 
the latter being interpreted as due to interference from 
the serial position effect. 
These comparisons are obviously of two different types. 
The triad-pair comparison was one of method only , while the 
listing, association and generalization experiments were 
comparisons of structure across cognitive processes. The 
results Henley obtained were not precise enough to confirm 
or reject the notion of a constant semantic structure. 
Many authors have examined the possibility of a direct 
relationship between multidimensional structure and the 
sub jective lexicon. 
Miller ( 1 969) argues that while there is a relationship 
to  some degree, this can be at best an approximation. He 
asked subjects to form a free sorting of 48 English nouns 
and found that the incidence of sorting together obeyed the 
requirements of a metric. 
Miller distinguished three main types of semantic 
organisation. When sorting two items together some features 
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must be ignored . Only distinctive features are relevant, 
as only t hese can be ignored by different numbers of judges. 
When all t he items in t he set have values for every feature 
then we have a paradigmatic system e. g. kinship. When t hey 
form a sequence t hen one has a linear organisation. The 
final type is a hierac.hi.cal organisation. Miller showed t hat a 
mult idimensional interpretation was appropriat e for a 
paradigmatic or l inear organization, but not for a hieractical 
organization . 
Fillenbaum and Rapoport ( 197 1) aso showed t he inadequacy 
of MDS for dealing wit h  semant ic st ruct ures incorporating 
hierachical organizat ion. They compared MDS and Johnsons 
(1 967) hierachical clustering procedure for a number of sets 
of semantic st ruct ures; e. g. a list of colour names, and a 
li�t of verbs rela ted to t he HAVE family. 
Proximity dat a  was obt ained by t hree methods - t ree 
construct ion, complete undirect ed graphs and direct grouping. 
While a MDS solution quite adequately account ed for t he data 
from the colour word set,  and indeed seemed superior to t he 
clustering analysis, it was shown to be clearly inadequat e  
for t he HAVE word set .  While t he 2D solution approximat ely 
reproduced t he same clust erings no interpret ation could be 
given to the dimensions, nor t o  t he way t he groups were 
distribut ed in space. On t he other hand t he cluster analysis 
did yield int uitively reasonable groupings, and t he hierachical 
organisation made it possible t o  say what governed assignment 
to a cluster and what differentiated between clust ers. 
121 .  
A more direc t method of examining the relationship 
between similari ty and semantic 'struc ture is provided by 
Rumelhart and Abrahamson ( 1973). They tried to find a cogni tive 
process which would have a direc t analogy as a transformation 
in a mul tidimensional semantic space . Analogical reasoning 
itself was considered to be such an analogy . If an analogy 
is defined as an ordered triple (A : B : C ;  A is to B as C is 
t o ?) then the process of finding the analogy would have a 
logical counterpart in multidimensional space of a projection 
from C parallel to and of the same leng th as AB .  
Rumelhart and Abrahamson used Henley 's  data to define 
a space of animal names in which to test this assump tion . 
They found a very good fi t to the hypo thesis that the 
closest s timulus to the point predicted by the parallogram 
transformation is most likely to be picked to complete ) the 
analogy , and tha t probabili ty of choice decreases with dis tance 
from this point . To predict this a bit more exactly they 
combined Luce ' s  choice axiom and Shepard 's  theory of general ­
ization and derived an exponential func tion 01 the dis tance 
rela tive to the dis tance to all al ternatives as the es tima te 
of the probabili ty . This produced a correlation of . 937 
between the predicted and observed number of subjects choosing 
each al ternative . Luce ' s  axiom was naturally ex tend ed to 
obtain the probability for a second choice etc .,  again producing 
quite a reasonable fi t .  
Thus to summarise, a large number of s tudies have been 
able to obtain significant correla tions between MDS configura tion 
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dimensions and information d eriv ed from independent considera tiom 
relating to the substantiv e psychological theory. How ever 
this is cl early far from proof that any r eal correspond enc e 
can be assumed to exist b e tween such configurations and any 
general concep tion of cognitiv e s truc ture. The conc ept of 
goodness of fi t by i ts elf is not a v ery adequat e  crit erion 
with which to r esolv e such theoretical issues. Corr elation 
coefficients betw e en psychological m easures must always be  
limited by the far from p erfec t  r eliability of the data. 
Thus it is highly unlik ely tha t on e would be  abl e  to tell by 
goodness of fi t alone wheth er a given r epres entation of data 
is a valid psychological mod el or jus t a good approximation. 
One has no basis to d e t ermine wh eth er a given d eparture from 
fit repr esents random nois e or a r eal substantial failure of 
the mod el. Cl early th en one n e eds a mor e falsifiabl e  m ethod 
of theory evalua tion by which one can show that a given th eory 
is not only a good approximation but b e t t er than any al t erna tiv e 
hypothesis. 
An additional limitation wi th th es e dim ension-wis e m ethods 
of validation is that they do no t t es t  whe th er the solution 
is sufficiently compreh ensive to cover the domain of the 
substantive theory. I t  is in fact a fr equent conclusion from 
resul ts of the application of MDS to a giv en domain tha t th e 
solution, whil e oft en showing som e correspondenc e with known 
substantiv e theory, is typically limi t ed to th e mos t obvious 
and broadly d efined dim ensions. Fill enbaum mad e this 
observation (p ersonal communication) aft er an exhaustive s eri es 
of studies of the us e of MDS to explore s emantic s truc ture 
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(Fillenbaum and Rappoport 1971). The extreme contrast between 
the level · of detail in corresponding linguistic theory, and 
the very crude approximations produced by the MDS configurations 
could hardly be conclusive to any attempt to interpret such 
c onfigurations as representations of cognitive structure. 
Restricted Multidimensional Scaling 
One approach to the use of data analysis in a theory 
evaluating context which has recently become popular is the 
concept of confirmatory analysis. The distinction between 
exploratory and confirmatory data analysis (Tukey 1962, Kaiser 
1 9 70, Hubert and Subkoviak 1979) relates to the extent specific 
theoretical hypotheses are considered prior to application 
of the analytic procedure. An exploratory strategy involves 
the use of an analysis technique on a given data set with the 
aim of identifying interesting relationships, patterns, and 
the like. Alternativel y a confirmatory approach involves ' 
the testing of an a priori hypothesis that is generated from 
a s ource distinct from the data to be used for the purposes 
of validation. 
The term confirmatory refers to a more limited type of 
hypothesis testing than traditional experimental paradigms, 
as the degree of support for the hypothesis can only be 
expressed in correlational terms. 
Confirmatory data analysis procedures have been most 
extensively developed within the framework of factor analysis 
(Joreskog 1969, 1970, 197 1� McDonald 1976, 1978) and normally 
involve the a priori specification of some of the parameters 
in the factor model. This confirmatory analysis principle 
has also been developed recently within the framework of 
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mul tidimensional scaling, with procedures being described by 
Carroll, Green and Carmone (19761 Noma and Johnson ( 1977) , 
Bentl er and Weeks (1978), Bloxam (1978), Borg and Lingoes 
( 1 978a, 1979, 1980). These procedures ess�ntially involve 
estimating t he stimulus configuration while at t he same 
time constraining t he model in a way appropriate to the 
stinru.lus design. If the model with constraints fits nearly 
as well as t he model without constraint s  we can accept the 
restricted model and attribute differences in the unconstrained 
model t o  random error. 
Bentl er and Weeks ( 1978) describe a class of restricted 
mul tidimensional scaling models in which certain of t he par­
ameters can be fixed as constant s, a range of values, or as 
proportions of other parameters. Their developments have been 
initially limited to the standard orthogonal Euclidean model, 
and thus the parameters are the dimension co-ordinates. In 
the completely unrestricted model the number of parameters is 
dn where n is t he number of stimuli, and d t he number of 
dimensions (al though slightly .less t han t his number are free to 
vary, for example one paramet er per dimension is needed to 
fix the centroid). Thus parameters may be added only in 
mul tiples of n, and only a very crude trade off between fit and 
number of parameters may be obtained. One is, for exampl e, 
oft en forced to keep t o  l ow dimensional solutions in order 
that reasonable ratios of stimuli t o  dimensions may be 
preserved. However if accurat e  prior information is avail­
abl e that enables one to apply a restricted model wit h  fewer 
free paramet ers higher dimensional models can be considered 
without such a corresponding loss in determination. The fit 
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of the model can be meaningfully compared across alternative 
specification wit h  equivalent numbers of free paramet ers, 
independent of dimensionality. 
Bentler and Weeks quot e  an example of fit ting Ekman's 
(, 954) colour data in which a t hird dimension was added, but 
const rained to be proportional t o  physical wavelengt h. This 
therefore required only a single additional paramet er. This 
model reproduced t he colour circle in t he two unrest ricted 
dimensions, but t het hird dimension allowed a separat ion 
between t he ends corresponding to psychologically similar, 
but physically distinct red and purple t ones (i.e. it produced 
a spiral , rather t han a circle) . 
Bloxam's and Carroll, Green and Carmone 1 s models bot h  
extend the confirmatory procedure t o  fit ting individua,l rather 
than common, stimulus configurat ions. Bloxam ' s model is the 
most general, as it allows for non-orthogonal axes, as well as 
individual differences in t he configuration. The model provides 
for simult ane ous scaling of n stimuli in N spaces under 
specified constraints of correspondence between t he N spaces. 
The N spaces can of course relate to differences in 
experiment al conditions, as wel l as int erindividual 
differences. 
Bloxam ' s model is based on t he most general form of the 
Euclidean dist ance, which incorporat es individual weightings 
along dimensions not necessarily rest ricted to be orthogonal. 
That is, given an m dimensional configuration of p stimuli, 
the generalized dist ance between stimuli j and k in individual 
space i is denot ed by 
2 d . k  J . 1 
where aji is 
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( a j i - '1-ci) ' Ci ( a j i - \:i) ( 1 8)  
t he jth coordinat e vector of project ions on 
m ' ( � m) reference axes in space i and C ,  is an m 1 x m 1 1 
s ymmetric positive semidefinite (rank m) matrix for space i. 
An appropriat ely normed C .  contains off-diagonal ent ries 
1 
corresponding t o the direction cosines of the angles between 
the m 1 reference axes . 
Equation 1 8  is thus a slight ly different application of 
Equation 17. It represents a generalization of Equation 10 
inc orporating a nondiagonal C .  as in Equat ions 7 and 1J . 
1 
Const raints on this model can be express ed in terms of 
N matrix equations of the form 
A . U . = X .  
1 1 1 
( 19) 
where A .  is the matrix of projections of p stimuli on m 1 
1 
reference axes, U .  is the m ' x m '  matrix containing the 
1 
non-null columns of the triangle Gram factor of C . ,  and 
1 
X .  is the p x m matrix of projections on m orthogonal 
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reference axes. The element s of A .  and U .  can be fixed 
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constrained by cert ain functions, or free t o vary . 
Carrol l,  Green and Carmone 1 s ( 1976) model involves a 
slightly less restricted class of constraints in which the 
pro jections on each of m orthogonal axes are constrained to 
be a linear combination of a priori measures of the stimuli. 
Carroll and Pruzansky (1977) ext ended this principle to 
the individual differences case where one has a linear 
combination of idiosyncrat ic measures for each subject . This 
can still be considered as a rest ricted case of Bloxam 1 s model. 
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This confirmatory testing principle appears to offer 
significant advantages over other methods of val idat ion e.'g. 
the more tradi tional approach of trying to locate a reference 
axis corresponding to each factor of the desi gn such that 
stimuli representing the same level of the factor have the 
same projection on tha t  axis. 
This lat t er cpproach has two s ignif icant disadvantages . 
Firstly , reference axis can seldom be located mee ting these 
exact  cond i t ions , and secondly , even if an axis can be located 
approximately meet ing the cond i t ions i t  is not necessarily 
the case that the axis provides a s imple measure of the factor's 
effect on the configura tion. One cannot b e  sure whether the 
differences are due t o  random error or some non-random 
variat ion in the factor 's  effect (e.g. i ts interaction w i th 
anoth er factor) on the conf igura tion. 
Limita tions of Dimensional Interpre tations 
Several theorists have argued s trongly agains t  the undue 
emphasis typically placed on d imensional interpretations. 
Lingoes ( 1977 .a, 1979) for example f eels that a dimens ional 
int erpre tation is rarely just if ied and argues that external 
continua should instead be mapped into the more general 
conc ept of direct ions. 
The d i stance model s imply identifies points in an 
arbitrary reference frame and there is therefore no logical 
necessi ty for the d imensions of any particular solut ion to 
correspond to theoret ical orderings. S ince the configurat ion 
is only determ ined up to an arb i trary ro tation it is not 
suprising tha t  confl ic ting interpre ta tions often aris e, as 
a different rotat ion of the ax is w ill emphasize somewhat 
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different aspects of the solution. It is thus rather hard 
to reconcile attempts to interpret dimensions as a reflection 
of some underlying reality with this lack of rotational 
unique ness. There is no logical reason why any set of 
realistic or useful dimensions must be l imited to being 
orthogonal and to the minimum number required to spatially 
represent the interpoint distances. 
Thus i t  is clear that MDS can .rot be considered as a 
simple extension of unidimensional measurement as there is 
this additional element of subjectivity corresponding to 
the lack of any firm empirically based rules for determining 
which set of numbers are to be assigned to which dimension . 
Identifying Directions For Dimensional Interpretation 
The technique of inserting externally measured scales 
as explanatory vectors in a MDS configuration has long been 
a common interpretational device in standard dimensional 
analysis. These vectors can be expressed as a weighted 
combination of any given set of orthogonal dimensions, the 
weights corresponding to the projections on the co-ordinate 
axis, and their location is therefore independent of the 
particular rotation used to specify the configuration. They 
can be obtained by multiple regression procedures using the 
dimensions as predictors. 
These vectors may either be used as objects of 
interpretation in their own right, or more commonly, as 
aids in the interpretation of dimensions according to their 
correlations with the total set of explanatory vectors. 
Additional variations which assist this interpretation are 
to use nonmetric regression, and to plot vector lengths 
according to the size of the multiple R with the total set 
of dimensions. Several computer programs are available for 
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using this procedure (Carroll and Chang, 1 964 ; Lingoes, 
1 968 a , b) ,  and a number of investigators have supported 
its use as an aid to dimensional interpretation (Green and 
Rao 1 972; Rosenberg and Sedlak ,  1 9 72 ) . Lingoes ( 1 977 a) 
however , observes that these methods should not be applied 
from the point of v iew tha t each dimension nn.1st have an 
interpretation , and questions the tendency to assume 
equivalence between a dimension and a closely aligned vec tor 
when the variance in common is not sufficiently high. 
Non-Dimensional Interpretations 
The difficul ties associated with the interpre tat ion of 
spatial d imensions sugges t a need for an approach to 
interpretation of MDS configurations which relies on 
information tha t is invariant under rota tion . As Lingoes 
( 1 979) observes , by using formal aspects relating to the 
pat tern of configura tion of points in the space , rather than 
the dimensions per se, as they reveal orderliness or some law 
of formation in this pat tern one can to some degree �ide-step 
the issue of nonuniqueness . The use of directions as 
des cribed above can contribute to this independent inter­
pretation to some extent. However a more promising approach 
appears to be in terms of direct classification of the 
geometric form of the pat tern of points. Definitional sys tems 
for such pat terns have been developed based on the concep ts 
of clusters , regions and manifolds . 
Regions and Clusters 
The mos t elemental nondirnensional approach to the 
interpretation of spatial s truc ture is by parti tioning the 
space into regions such tha t  all points wi thin a region possess 
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similar values on some specified set of t heoretical feat ures. 
A region can be defined most generally as a set of points 
satisfying certain cont iguity relations ( Lingoes 1977 b). 
Mos t  partitioning procedures have used a slightly more 
res tric tive definition in t erms of clusters, based on some 
criterion identifying strong relationships within sets and 
weaker relationships between s ets. The use of clustering 
procedures has long been a fairly standard aid to t he 
interpretation of MDS solutions, wit h  t he most popular procedure 
being the hieralt:hical clus t ering program of Johnson (1967) . 
This uses a very simplified nearest neighbour clustering 
principle appled at a series of l evels relating t o  progress­
ively varying t he cutoff point demarcating within set s  and 
between sets dist ances. While t his has been supported as an 
aid to theoretical interpretations in recent reviews of MDS 
procedures (Shepard 1974 ; Carroll, 1976) it is still clearly 
heavily dependent on subjec tive assessment of t he identificat ion 
of the t heoretical relevance of t he series of clusters. There 
is lit tle scope for formal rules for prior determination of 
what are t heoretically distinc t clust ers, and with such a 
variety of possible clusterings bot h  within and between 
procedures, t here seems insufficient struct ural information 
of sufficient stability t o  be of any significant t heoret ical 
value. 
Manifolds and Facet Theory Interpretations 
For non-dimensional spatial represent ations of empirical 
data to be usefully relat ed t o  subst antive t heoretical 
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interpretations they clearly need t o  meet tw10 important 
c onditions: 
(i) formal aspects of the empirical st ructure must be 
sufficiently well defined to enable stable empirical 
regularities t o  be unambiguously identified. 
(ii) t hese formal descriptions must be capable of being 
related t o  corresponding aspect s of some t heoretical 
definitional syst em. 
That is, one must be able to est ablish a parallel bet ween 
empirical and t heoretical definitional syst ems, wit h  some 
cl early defined rules for a mapping between t hem. For this 
we require what Foa ( 1962 p. 166) describes as a met atheory 
that provides rules for making t he transition from conceptual 
scheme to empirical st ruct ure. This implies a need for t he 
subst ant ive t heory t o  be specified in t erms which are compat ible 
with the int ended representation of empirical resul ts. One 
such theory which has been developed as a counterpart t o  MDS 
configurations is Gut t man' s facet t heory (1957). Gut t man in 
fact expresses t he need for all t heory t o  meet this met atheor­
etic requirement of including both theoretical and empirical 
st ructures. He defines a t heory as "a hypothesis of a 
correspondence between a definitional system for a universe 
of observations and an aspect of t he empirical st ructure of 
those observations, t ogether with a rationale for such a 
hYPothesis". (Grat ch, 1973 p. J5). 
Facet t heory aims t o  provide a unified scheme for 
defining a universe of observational it ems and deriving 
hYPotheses relating t o  their predict ed spat ial represent at ion. 
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The theory uses a technique known as mapping sentences 
t o  provide a general means for constructing and presenting 
definitional systems for universes of observations. Mapping 
sent ences constitute theoretic--9-l statements containing a 
number of facets, each of which can take on a number of 
qual itative values. That is facets can be regarded as the 
set of qualitative variables required to completely describe 
a given empirical system. Any given observation can thus be 
des cribed as one element of the Cartesian product of the 
facets (denoted a structuple). Mapping sentences are thus 
used to express hypotheses rel ating to the prediction of 
behaviour throughout an entire conceptual domain. For example 
a simple mapping sentence relating to the operant conditioning 
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rat e  of the response reinforced in facet A .  
The S - R paradigm has thus been expanded using facets 
t o  specify al l relevant variations in the experimental 
conditions (they may relate to subjects, stimul i, conditions, 
et c . )  which are theoretically related to an ordering on the 
pred icted strength of response. The corresponding ordering 
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on the st ructuples induced by t his responses ordering 
con?t itutes t he concept ual struct ure of t his particular 
empirical domain. Gu t t man derived a series of principles 
providing general rules relating t he conceptual st ructure 
obtained by facet descript ion to bot h  t he structure of t he 
s imilarit y  mat rix and t he resul t ant MDS configurat ion. That 
is one requires met at heoret ic principles enabl ing one to 
move from logical or conceptual st ruct ure to an empirical 
s t ruct ure .  
The most obvious and basic of t hese is t he cont igui t y  
principle (Gut t man 1 959) . Expressed i n  i t s  most general 
t erms (Foa 1958) t his stat es t hat i t ems t hat are closely 
related i n  l ogical space should be closely related in 
empirical space. Thus st imul i which are similar in t heir 
facet st ruct ure should be closely related in geomet ric space. 
One_ thus requires a defini t ion syst em of empirical 
st ructure which is expressed in t erms of t he cont igui t y  of 
subuniverses of i tems. Gu t t man developed a descript ion of 
st ruct ure in t erms of ordered regions known as manifolds. He 
derived precise defini tions for t wo basic types of manifolds 
denoted simplexes which represent simple orderings of 
subuniverses of i t ems, and circurnplexes, which represent 
recursive (i.e. circular orderings). More complex struct ures 
can also be specified as combinat ions of t hese t wo basic t ypes 
for example, a duplex is a combinat ion of two linear orderings, 
a radex, a circular and a l inear ordering. 
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Facet analysis  thus repre sent s  a sys tem for deriving 
empirical hypothe ses concerning partitions of the obtaine d  
space into contiguous regions each containing variables of 
a class conc·e ived in advance by the definit ional sy s tem. 
That is , the prior specification of the role played by a 
given facet maps  into a regional hypothesis  in 1he MDS space . 
There are h owever certain l imitations on the degree to 
which this can be done completely on a priori bas i s. For 
example the derived facet s truc ture is  no t independent· of 
the ordering of facet s. A predicted circular order for a 
set of three facet s  corre sponds to a circumplex , w i th two 
of the face t s  as semicircle s  w i thin the c ircumplex w i th the 
third in four segments. Al tering the order of the facets 
means a different one w ill  play the more chopped up ro le , 
and it thus becomes a psychological problem to determ ine which 
two Of the three should play the dom inant roles in the 
representation. Foa ( 1 96 2 , 1 965) u sed the term semantic 
principle components of the proposed order to treat this  
problem. More detailed  discussion of the repre sentation of 
facet structure are given in Borg (1977} Shye (1978 a ,  b ,) Shepard 
(1978� 
Some example s of the successful appl ication of facet 
theory to the interpre tation of MDS solut ions are given in 
Lingoes (1977b} Shepard (1978} Jus t  and Murray (1978). For 
example Shepard describes several circumplex interpre tations 
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for, as well as t he familiar colour circles, musical t ones 
and the well known speed of ment al rotation dat a  (Shepard 
and Met zler 1971). 
An import ant methodological problem relat ed to t his approach 
is the need to be able t o  ident ify t he partitions to form t he 
appropriat e  manifold. Shye (1978 a) refers t o  t he desirabil-
ity of doing t his in a more quantititative fashion, employing 
a loss funct ion involving not only t echnical goodness of fit 
but also deviat ions from a substant ive regional hypothesis. 
Some progress in t his direct ion is report ed in Lingoes and 
Borg (1978 a) wit h  t he development of CMDA (Const rained/ 
or Confirmat ory Monotone Dist rance Analysis) which enables 
the testing of specific regional hypot hesis. This program 
now includes a recentl y  developed statistical test for t he 
significance of const raining the solution t o  conform to the 
hypothesised manifold, or any other basis for regionalisat ion 
�ingoes and Borg 1980). A closely related procedure t o  t his 
was proposed by Gut tman under t he title of facet ed SSA (smal lest 
Space Analysis) (Gut t man Note 2) . A necessary condition for t hese 
tes ts is a formal definition of t he concept of contiguit y. A 
variety of ways of doing t his are discussed by Lingoes (1979) . 
Lingoes proposes t hat rather t han decide on a single form one 
should inst ead utilise a series of definitions of increasing 
strength. This provides a basis for a somewhat flexible 
regional analogue of t he confirmatory mul tidimensional scaling 
procedures developed for t esting dimensional hypotheses. 
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B y  using varying defini tions of cont igui ty of increasing 
strength one can assess the degree of disjointness of the 
empirical par t i tioning implied by a particular subs tan tive 
theory. An example of the application of this technique is 
given in Ronen , Krau t, Lingoes and Aranya ( 1 979). This 
analysis rela tes to the ex tensively s tudied problem of 
deriving the most appropriate taxonomy of work motivat ion. 
Previously , mainly factor analy t ic s tudies had produced 
confl ic ting resul ts w i th most support for Herzbe�g's two 
factor theory (Herzberg et al 1 959) , w i th l i t tle support for 
Maslow's w idely accepted f ivefold h ierachy of motiva t ion. 
Ronen et al however showed that Maslow 1 s theory can be 
perfectly f i t ted to a MDS configurat ion of some highly reliable 
data of a t t itudes to work in terms of the par t i t ioning produced 
by a series of parallel l ines. 
All three major theories (Maslow�, Herzberg� and Alderfer� 
( 1969) three component theory) were consistent w i th the da ta 
in terms of corresponding to ident ifiable reg ions. However 
the comparative analysis referred to above showed Maslow's 
to be subs tant ially more powerful in terms of the number of 
cont igu i ty constraints i t  implies which were sat isfied in the 
configurat ion. 
Conclus ion 
To summarise then , one mus t conclude tha t the inter­
pretations produced by mos t appl ica tions of MDS procedures 
to a given empirical domain have l i t tle real va1u.e to contribu te 
137.  
to the substantive theory in that area. While a crude 
correspondence can usual ly be established between empirical 
and theoretical aspects this is typically on a very basic 
level. A MDS configuration clearly can provide neither the 
accuracy of detail nor the comprehensive coverage required for 
it  to be abl e to be used as a means of deriving empirical 
s tructures which can add significant new information of any 
the oretical value. There does seem more promise however in 
i t s  use in a more limited theory testing role, to confirm 
the extent spatial constraints implied by previously derived 
substantive theories can be satisfied in a given configuration. 
As Skarabis (Note 3 ) p oints out most applications of MDS (and 
other multivariate techniques) are typically ' cl osed' in the 
sense that the investigator cannot guide the analysis in the 
light of knowledge or hypothesis. While the procedure may seek 
the 1 best 1 solution it is quite likely that other solutions 
with quite distinct theoretical interpretations may be equally 
go od. 
One nrust therefore provide for a combination of both 
statistical and theoretical criteria to guide the derivation 
of geometric representations. 
PART THREE 
EMP I RI CAL EVALUAT IONS 
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The foll owing series of investigations were designed 
t o  oonsider the applicability of MDS procedures to some 
examples of empirical proximities data, the possible inter­
pretations that could be placed on the spatial configurations 
derived, and the means by which the theoretical adequacy 
of these interpretations (as theor etical models) could be 
eval ua-: ed. 
The commonly used paired comparisons magnitude estimation 
of s imilarity was used, with the size of stirrrulus sets restricted 
to  limits which enabled complete presentations. This was to 
avoid any of the theory-weakening designs involving missing 
or pooled data, and retain the option of performing metric 
or non-metric analyses. 
The stirrrulus sets selected for these studies were designed 
t o  encompass a diverse range in terms of the types of perceptu .al 
st rategies that might be applied to them. As commented previously 
while simplified abstract designs with clearly distinct and 
dimensional components make the validation process rrr.1ch easier, 
there is a danger that these will be unrepresentative of real 
world perceptual processes. 
The stirrruli used in Experiment I were abstract stimuli, 
but of a class that previous research has suggested present 
some difficul ties for the MDS models. These are circular or 
directional stirrruli, i. e. those involving an angle or directio�. 
The present stirrruli involved a constant triangular design which 
varied in its angle of orientation. 
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Experiment 2 in contrast involved a stimulus set selected 
from a real world domain; emotion labels .  As well as represent-
ing the more realistic case where the basic perceptual dimens­
i ons are neither obvious nor distinct it also represen t s  an 
area where there is as yet no commonly accepted theory to 
predict what these should be. 
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CHAPTER FIVE 
THE PERCEPTION OF SPATIAL ORIENTATION 
This inves tiga tion was based on a stimulus se t used in 
an unpublished study by Gregson ( No te 1 .) . This involved a 
series of isoce.le.s triangles bisected along the ver tical axis, 
one side of which wa3 fi lled wi th a black brick pa ttern . The 
triangles varied only in their angle of ro ta tion i. e. the 
orien tati on of the cen tre l ine, and in which side of the 
triangle was filled in . Figure 2 shows an example of a typical 
stimulus pair. 
S timuli were cons truc ted in s teps of 18 ° ro tation, giving 
a possible total of 20 ro ta tion angles, each wi th tw o black/ 
whi te reve rsa:s. Gregson's s tudy involved a selection of 24 
s timuli from this to tal se t of  40 possible combinati ons . 
Gregson charac terised the s timulus series as represen ting 
a closed gr oup under th e two tra�sforma tions (18 ° ro ta tion and 
b/w reversal) used to generate the s eries . He attempted to 
rela te the similar ities on a pair of s timuli to the combin ­
at ion of transforma tions required to turn one into the o ther. 
Using a modified version of Gregson ' s  no tation we wil l 
denote g� to represen t ro ta tion through 18 ° r times, and g� 
t o  represent black/whi te reversal . 
The zero transforma tions are thus defined as g �, g �  
respec tiv ely. I t  can thus easily be seen that the tw o se ts 
of transforma tions bo th cons ti tu te a group under a com:ii na tion 
rela tion (i . e. performing them sequen tially). The periodici ty 
of  the gro t.ip is defined as the number of transforma tio ns 
required to conver t a s timulus back to i tself. Thus g1 has 
periodici ty 20 (or 360° ) and g2 has periodici ty 2. The half­
periodici ty thus r epresen ts the maximum number of transformations 
FIGURE 2 :  A typi cal stimulus pai r ( from Gregson , Note 1 )  
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required to convert one stimulus into another (including the 
inverse transformations). 
Gregson hypothesized that the cognitive processes used 
by subjects to evaluate the similarities of any stimul i generated 
by closed group transformations, such as the circular and 
alternating transformations used here, could be represented by 
a mapping onto the number of these transformations. However, 
as he points out, their subject ive strat egies need not be 
confined to them in a simple manner. For example he suggests 
a third transformation g3
, a rotation of the triangle 180° 
about the basel ine (i. e. a fl ipover operation) which may be 
10 used in preference to the equivalent combination of g 1 and 
g2 . This would thus represent a substantial increase in 
similarity at rotation differences of 180°. 
Gregson attempted to accommodate individual differences 
in subjective strategies by alterations in the periodicity of 
the group. For example halving the periodicity of the group of 
g
7 
is achieved by redefining m, the number of transformations 
as m ' where 
min k 
n/2-k 
[ m (g1 
) , m (g1 
)] 
n/2 This corresponds to defining stimul i related by g1 as 
equivalent, and thus for a given stimulus the number of 
transformations into the nearest of these is the determinant 
of similarity. 
Gregson did not develop the rationale for such al terations 
in periodicity, although he does observe that the use of gJ may 




There does not appear to be any simple explanation for 
this in the general case of closed group transformations. 
Plausible explanations can however be devised in t he specific 
case of spatial orientat ion. In t his case transformations are 
rotations of a given amount in one direction, with t he inverse 
t ransformations rotation in t he opposite direction. 
Thus if the similarity function over angular difference 







This distinction would in fact only be defined for 
rotation in a constant direction for given start/t arget 
identification of the stimuli (most plausibly based on a 
fixed left /right relative posi tioning). While t hese effect s 
may be pl ausible t hey were not considered �ere, and would be 
balanced out by t he variable left /right positioning of stimuli. 
We thus define O to represent t he minimum aneular difference 
in either direction, and it will fall in the range o0 < 0 < 180
°
. 
We will assume f is some monotonically decreasing function 
within these l imit s. 
An al teration in the periodicit y  is equival ent to a 
folding of t he angular difference scale at its midpoint. A 
periodicity of 180° t hus corresponds to folding the scale at 
90° and equat ing angles increasing from o0 to 90° with angles 
0 0 reducing from 180 to 90 . That is we now have some monot onic · 






° = ff I (o)J 90 
180 
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Such an identity is clearly produced by defining G · as 
the minimum angle between the undirected centre lines (i. e. 
regardless of direction). A function monotonically decreasing 
' 
over G will thus decrease over the range 0
° < G 2 180°. 
one assumes the shapes of f (G) and f
1 
(G� to be equivalent 
then f should be a constant proportion of f 1 rescaled by a 
factor of two, i. e. 
f ' ( G) = a f ( 2G) 
Equivalent slopes would imply 
f '  (G) = ½f (2G) 
If 
Similarly a periodicity of 90° equates with folding this 
scale again at 45° . This appears to represent a strategy 
based on the angular difference between the stimuli or the 
difference between thf_� stimuli or the difference between this 
and some number of right angles; a strategy with only a l imited 
degree of plausibility if one stimulus is in a famil iar 
orientation regarding such regularities (e.g. vertical). 
Gregson did find some subjects showed a better fit for 
periodicities of less than J6o0 but did not offer any inter­
pretation of this. A comparison of the slopes and intercepts 
of the regression lines (at the periodicity of best fit) 
indicated a significant difference in the intercept but not 
the slope (using only subjects with significant regressions). 
1 This implies that g2 contributes an independent additive effect 
t o  dissimilarity, while g� contributes an effect which is a 
c onstant ratio of K, defined at a periodicity which may vary 




This investigation is a more extensively analysed report 
of a previously published study in which only the first set 
of results were included. (Fraser, 1976). This involved a 
replication of Gregson's method in conjunction with the 
application of a MDS procedure. This study attempted to 
c ompare the two alternative explanations for the increased 
s imilarity at 1 80°. The 2Q strategy co rEidered above in fact 
corresponds more dire ctly wi th what is being tested by the 
regression with periodicity 180° and thus cannot be disting­
uished from Gregson 1 s gJ by this method. It was hoped however 
t o  distinguish these strategies by an interpretation of the 
MDS configuration derived from the similarities. 
Procedure 
Seventeen subjects made similarity judgements on all 
pairs of a set of 12 stimuli ,  presented in randomised order, 
balanced for order within pairs. Subjects were first year 
undergraduate psychology students and were tested individually. 
St imulus pairs were projected onto a 1m x 1m screen for a 
constant duration of about 8 seconds , and subjects gave their 
rat ing verbally on a scale of 1- 100. Examples of different 
and identical stimulus pairs were presented during the 
ins tructions; subjects were told to score identical stimuli 
as 100, but were not told any number to pair with any non­
identical pair. 
Instructions to subiects 
The following instructions were read to subjects prior 
t o  the experiment : " You will be shown pairs of patterns side 
by side on the screen , and you are to give a number between 
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o and 1 00 to each pair of patterns. This number is to represent 
a poin t on a scale expressing how similar the two patterns are 
as you see them. " 1 00 11 means they are the same , " O "  means 
they are not at all similar. Any number between O and 1 00 is 
possible. You call out your answers as soon as you. can. 
"I will show you some examples of pairs of patterns and 
the numbers you should give them: - These are the same and 
therefore should be scored 1 00 - these are not the same and 
therefore sho1ild be scored some number less than 1 00 .  Apart 
from that it is over to you to decide how to allocate the 
numbers • . . • •  " 
The subjects then received some other instructions 
regarding reaction time and confidence measurements which will 
not be considered here. 
The Sti�lus Series 
The stimuli used in this study consisted of a set of 1 2  
isocele.s triangles of the type used in the Gregson ( Note .l) 
s tudy. The set of 12 stimuli used were selected from the 
t o t al of 40 possible as detailed in Table 2 .  
Results 
The data from all 17 subjects were simulta neously 
analysed using the metric weighted Euclidian model individual 
differences scaling program INDSCAL (Carroll & Chang 1970). 
S ome shortcomings of this model were discussed previously, 
although most of these considerations were unavailable at the 
t ime of this study. 
TABLE 2 
Specifications of Stimuli: Experim ent One 
Rotation from Vertical 
No. Black/White Code 
D egrees U nits 
1 0 32 4 18 
2 0 0 0 
3 1 18 1 
4 0 7 2  4 
5 1 90 5 
6 1 12 6 7 
7 0 144 8 
8 0 180 10 
9 1 198 11 
10 0 2 52 1 4  
1 1  1 2 7 0 15 
12 1 306 17 
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The configuration derived from INDSCAL produced a 
reasonable fit and int erpretahle solution in 5 dimensions. 
Graphs of some of the 2-D subspaces of this ' common space' 
c onfiguration are shown in Figures J- 10 • Dimensions 1 and 2 
clearly correspond to Q, the angular difference, and Dimension 
4 separates the sti.Jnuli into two groups corresponding to the 
black/white reversal equivalence classes . The three dimensional 
subspace of these dimensions thus corresponds to a cylinder 
with the stirrrili arranged around the two rims . The next two 
dimensions seemed to .indicate some sort of secondary rotation 
effect, as it pairs opposing stimuli, although the arrangement 
of these pairs is somewhat irregular. An undirected angular 
difference strategy (i. e .  periodicity 180°) would require that 
pairs be arranged in a circle, whereas the gJ strategy would 
not. The secondary rotation seemed identifiable by an 
examination of the plots of one of the primary rotation 
dimensions against one of the secondary rotation dimensions . 
The figure of eight patterns shown in Figures 7 & 1 0  are charact­
eristic of the plots of sin Q v sin 2g, and cos Q v sin 2g. 
Similarily the other patterns corresponded t o  S '.!Xi Q v cos 2Q 
and cos Q v cos 2g, thus identifying dimensions J and 5 as 
sin 2Q, cos 2g and the plane as a circle with parameter 2Q. 
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FIGURES 3-10 : INDSCAL Scaling of Rotated Triangle Data : 5 -D Solutions . The s timuli are numbered in order of 
increasing ang l e  of rotation . 
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F IGURES 3-10 :  INDSCAL Sca ling of Rotated Triangle  Data : 5-D Solutions . The stimuli are numbered in order of 
increasing angle of rotation . 
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F IGURES 3-10 :  INDSCAL Scaling of Rotated Triangle  Data : 5-D Solutions . The stimul i are numbered in order of 
inc reasing angle  of rotation . 
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increasing ang le of rotation . 
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The group scaling configuration thus appears to provide 
an intuitively plausible representationof the structure of 
the similarities, in that it represents the transformations 
used togenerate the series a.,.--id one of the two possible higher 
order strategies considered. However one would stil l need to 
show that the set of weightings on these dimensions does in 
fact give an accurate indication of individual subjects ' 
s trategies . Since we have only two physical dimensions, one 
of them two valued, upon which the subjective strategy must 
be predi�ated, we shoul d be able to identify these by directly 
examining the similarity function i.e. by plotting the mean 
smilarity value for each angular difference, separately for 
0 1 g2 and g2
• This requires assuming only that the measurement 
model is some function based on dimensional differences. As 
the main variati�ns in the form of this function were expected 
to  be in the periodicity of the group this was tested more 
quantitatively with a regression technique. 
For each subject a series of six simple linear regressions 
of angular difference against similarity were performed, using 
three different periodicities (J6o0 , 180°, 90
°
) to define 
angular difference, with separate analyses for each black/white 
equivalence class. Table J shows the significance levels attained 
in each regression, and also lists the dimension weights 
(averaged across the two dimensions for the circular dimensions) 
for each individual on the INDSCAL group configuration. In 
theory these allow for the salience of that dimension for that 
subject by altering the relative weightings assigned to 
dimensions in fitting distance to dissimilarity. 
9 1  
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The inspection of the similar�� funct ions clearly 
indicat ed quite major diversions from those implied by the 
weighted Euclidean model. A typical result was quite a 
0 1 marked difference in t he shape of the graph for g2 and g1, 
s t imulus pairs. 
Subject 1 
A few representative cases are described below. 
0 
The g2 graph showed a U shaped function with 
a minimum at about 144
°, indicat ing a primary rotat ion effect 
(periodici t y  360°) with a fairly st rong secondary rot at ion 
effect (180°). 1 However the g2 graph has a sawtooth pat tern 
indicating either a periodicity 90
° 
or some sor t of 90° effect 





This graph was U shaped for g2 and monot onically 
decreasing for g�, indicat ing per:: 1:,CJ.:u� i t i o r.: 0 f  180° and '360° 
respectively. 
Subject J Both graphs showed perfect monotone decreasing 
relationships indicating a primary rotation effect and lit tle 
el se. 
So, in fact , apa�t from 5 subjects with pure strat egies 
(primary rot ation only) all subject s indicat e strat egies which 
c l early violate the assumptions of the Euclidean model, and 
in fact any model for dimensional representat ion (Beals, Krant z, 
Tversky, 1968), as the effect of differences on one dimension 
depend on the differences on another. A comparison of the two 
sides of Table J shows that apart from the 5 subject s using g 
only (s4, s5, s6, s11, s14), there is very lit t le correspondence 
between the dimension weightings assigned by INDSCAL and the 
strat egies indicat ed by the regression significance levels. 
While of course t hey cannot be exactly equivalent the WGightings 
do not even seem good approximations within the const raint s 
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of the independent dimensions model. 
Discussion 
The main point of interest to emerge from this anal ysis 
was that in spite of identifying that the individual subj ective 
strategies utilized combination rules which in most cases 
rep esen ted quite maj or violations of the conditions assumed 
by the Euclidean model, the INDSCAL procedure stil l success­
fully retrieved the major transformations which seemed to 
underly these strategies. The poor approximation provided by 
the weights is of reduced significance given t he evidr:mce 
which has subsequently been obtained that the weighted 
Euclidean model in general contributes little more than the 
unweighted model, and thus little significance can be a ttached 
t o  the weights. (See chapter III). 
It will also be noted that the rest.tl ts of this anal ysis 
are somewhat inconsistent with those reported by Gregson, 
especially regarding the independence of g1 and g2 • Gregson 
found that these were independent, a conclusion which would be 
more compatible with the INDSCAL configuration obtained here, 
whereas this study has found a substantial interaction. There 
are several possible reasons for this difference. It may be 
a genuine refl ection of differences in the two sets of subj ects 
involved. Gregson ' s  data showed a nruch higher proportion of 
S 's with maxinrum periodicity of 360° for both g� and g� (9 out 
of 1 6) and this becomes even higher after discarding subj ects 
with insignificant regressions. 
These subject differences may in turn have been a function 
of the differences in the experimental design regarding 
Pre sentation of stimulus pairs. Gregson used a larger stimulus 
set (24) with an incomplete blocks design to select a subset 
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of all the pairs for each subject. Each block consisted of 
all pairwise comparisons of a member from each of two subsets, 
each subset consisting of three stimuli of the same b/w class, 
in sequential orientation. Each subject was presented with 
four such blocks of 9 trials. It thus seems possible that 
this incomplete presentation and the narrow range of variation 
within each portion ofthe stimulus presentation series, could 
have a simplifying ef'fect on the strategies employed by subjects. 
Another possibility is that th e use of pooled data on 
the periodicity o f  best fit, which in several cases differed 
0 1 1 for g2 and g2, may have obscured the effect of g2 with single 
subjects. This pooling over periodicities thus requires the 
assumption of equivalent slopes across periodicities for each 
b/w class in order to test for a difference between classes. 
We have thus in this case derived a configuration which 
represents plausible combinations of the objective transform­
ations used to generate the series. However this does not 
necessarily indicate that these are the transformations which 
are combined in an idiosyncratic manner in individual subject s •  
cognitive strategies for generating the similarities. Neither 
analysis, INDSCAL or regression, would be sensitive enough 
for example to discriminate between the secondary rotation 
effect and g3• INDSCAL must fit a dimensional representation, 
and a secondary rotation effect would be on e best fitting sol­
ution even if gJ was being used. Wi th pooled data the 
secondary rotation solution migh t thus resul t even if most 
subjects wi th a similari ty function peaking at 180° were 
Using gJ and only a few using 2Q. It could also result from 
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exclusively gJ s tra tegies with some generalisation to stimul i 
0 near 180 . S imilarly the coarse gradat ions between the 
stimuli make i t  difficult ,  by either d irect inspection or 
regression, to d istinguish between s im ilarity functions 
cont inuously increasing towards 180° from those with a 
0 discontinuous jump a t  exactly 180 . The e ffect of the fairly 
small s timulus series involved has been exacerbated by the fac t 
that each o f  the 10 possible angular differences is represen ted 
in only one o f  the g ; or g� condi tions. This produces only 
five points in the s im ilarity/angular difference graphs for 
each subject (and b/w class) w i th which to ident i fy the shape 
of the function. 
This example thus reinforces the views discussed in 
the earlier chapters tha t the role o f  MDS procedures in 
identifying subjective perceptual s trateg ies is clearly l imi ted 
in either o f  the following condi tions: -
( 1 )  using data pooled over individuals withou t  
evidence tha t such a procedure is appropria te ; 
(2) relying on a post hoc dimensional interpretation 
to ident i fy these stra tegies. 
The blind application of MDS procedures in an explora tory 
mod e  does not provide a sound basis for reaching such s trong 
conclusions. One needs to consider the extent to which 
alternat ive models can be accommodated by a given configura tion 
( e.g. in terms o f  alternat ive d imensions or non-dimensional 
interpretations). One also needs to consider whether different 
configurations w i th qui te d ifferent interpreta tions might 
al so be found giv ing substantial equivalent degrees o f  
approximation to the data. And finally , one needs to consider 
the possibili ty that a nonspat ial model provides a bet ter 
160. 
interpretation i. e. that one should not in fact have used 
MDS procedures. 
The simple search for the solution of lowest residual 
error will do l ittle to eliminate these other possibilities. 
As wi th all such statistical data reduction techniques the 
best solution must be found to the implir-it model underlying 
a MDS procedure regardless of whether it is appropriate or 
not. The goodness of fit of this is not necessarily a good 
indicatio� of the adequacy of the model as not all departures 
are equally significant in discriminating between it and 
other possible models. As previously commtmted MDS is 
particulr.1.rly robust to departures from the assumed Euclidean 
model, ind icating that quite significant departures may contri­
bute relatively .small amounts to the error function used by 
the model. In a simil ar manner sl ight alterations to the 
parameters of a given model might have quite significant 
theoretical import a�ce but make a relatively small contribution 
to th ,� error. 
Thus one clearly needs to approach MDS interpretation 
from the point of view of comparing the a priori :nost plausible 
hYPotheses, and focus ones attention on the aspects of the data 
which discriminate between these hypotheses. In the present 
situation this implies that one must attempt a more comprehens­
ive and rigourous specification of the possible subjective 
strategies that might be involved with closed group trans­
formations in general and spatial orientation in particu lar. 
161 . 
Spatial Orie�..!.Q.J:l and S�milarity 
The orientation of objects in space plays, phenomenally, 
a considerabl e role in perception and it is therefore not 
surprising that attempts to characterise this aspect have been 
included in most theories of perceptual processes. So�e of 
the earliest comprehensive treatments of the topic were 
provided in two quite simi lar theories by Sachs ( 1 897) and 
Mach ( 1902).  Bo th theories related perceptual similarit y  to 
the processes transforming one stimulus into another, Sachs 
at tempting to account for this on a physinlogical level in 
t erms of eye motions. The Sachs-Mach theory thus implies 
decreasing perceptual similarity against rot�tion up to a 
ma.:dmum dissimil arity at 1 80 ° rotation. They also considered 
the possibility of alternative more simple transformations a t  
cer tain points. One specific instance for whiGh they 
predicted increased similarity was when the two stimuli were 
related by a mirror reflection about the median pl ane. Sachs 
expected onl y  the median plan to operate as an axis of 
reflection because of the symmetry of the oculomotor system 
at the physiol ogical level with respect to the median pl ane. 
Mach considered the additional possibility of increased 
0 similarity at rotation differences of exactly 7 80 produced 
by attending to the coincidence of directions, disregarding 
the  sense of direction. He did not however elaborate Qn the 
generality of this effect, for example whether i t  implied 
minimum similarity at 90° . 
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The Sachs-Mach theories thus consider some of the effects 
which correspond to the closed group transformations we have 
considered, including the possibil ity of different period­
icities. It also however raised the possibil ity of some trans­
formations corresponding to specific phenomenal effects 
particular to spatial ori entation, such as mirror refl ections. 
A more comprehensive analysis of the phenomenal qualitiP.s 
of spatial orientati0n developed within the perspective of 
Gestalt psychology was provided by Gol dm.eier ( 1936/1972). 
Goldmeier' s position was that simi larity is a function of 
mental trc1nsfor:na tions and organizations, not of thn physir::al 
properties of the stimu.lus pattern per se. Thu:; effects su ch 
as grouping, sym:ne .try etc. , contribute more than simply the 
number of parts in coe1:non. For Gol dmeier these effects could 
be subsumed under the Gestalt principl e of ' pragnanz' . 
This he defined more precis0ly than in normal Gestalt 
theory usage to refer to a ' singular' or ::ipecial value of a 
para.cieter. These are, in Goldmeier' s terms, the exact values 
of a parameter that produce phenomenal qual :i.ties which are 
preferentially realis ed, for exampl e equality of l engths, 
ratios, angl es, etc. These singular values affect the 
similarity of pairs in a number of ways. First they are by 
definition particularly sensitive to distortion, and thus 
simil arity decreases rapidly with only slight departures from 
singularities. S econd the degree of singularity can function 
as  a determinant of similarity, wit h  singular figures re­
sembl ing each other more than nonsingular figures. Third, the 
rel ation of two patterns to unpresented singular figures ma y 
affect thei r  relationship to each other. 
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For spatial orientation the vertical and horizontal 
axes represent obvious singular values. Goldmeier describes 
a series of studies involving triadic simi 1-arities designed 
t o  show how the simil arity of spatial patterns is affected 
by their relatinnship to the two singular axes. For example 
he presents several r:.-1.ses demonstrating that 3.lignmer . t  ; ,_-, 
these axes can have a greater effect on similarity than rotation 
differenc e .  Simil arl y  mirror images are preferential ly 
realised with respect to these axes. Goldmeier showed that, 
as predicted by Mach and Sachs, images refl ected on the 
vertical are more similar than those reflected slightly off 
vertical. However he al so found that images ref lected on the 
hori�ontal axes, the worst case accordD�g t o  Mach-Sachs, were 
al.30 more similar than axes between th e vertical and the 
hori zon t al,  although the effect was l ess than �t the �ertical . 
These effects al so occur be tween diff'erent parts of the 
same pattern. Thus two stimuli both symmetricaJ. about either 
the vertical or horizontal axis are seen to be simil ar, much 
Jn:)J'.'e than if thP. a.xis of syurnetry is oblique. Again thA 
effect of sy.r.un8try about the vertical axis dominated symme try 
about the horizontal axis. Goldmeier offers a somewha t para-
doxical expl anation for th is in that the up/down distinction 
is l ass confusable than left/right. More plausibly how 13ver this 
appears simpl y  due to the experience with mirror refl ections, 
because it is more natural to match image with reality by a 
turn in the horizontal than the vertical plane i. e. we 
mai�tain vertical constancy in preference to horizontal. 
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These singularities and the similarity determi�ing 
strategies depend ent upon them clearly pose a major problem 
for a dimensional representation. They imply that speci fic 
clusters of dimensional values can have an affect not 
determined by the orderings on spec i fic dimensions, a clear 
violation of' the ind ependent dimensions assumption . It is 
thus clear that both the MDS and regression analysis appli(=?d 
in the present case woul d  havelittle value as methods of 
identifying the cognit ive strategies used by subjE? cts to 
generate their similarities, as they wo1 1 1  d incorporate a clear 
bias towards those strategies for whi r. : 1  e-.n adm i ssibl e r�present­
ation exists in thei r underlying model s. 
The previous dis cussion has made it clear that thflre 
exists a wider range of possibl e  strategies that could be 
involved in the present data than the ones previously considered . 
Thus what is required is a more c omp rehensi v-e formulation of 
the plausibl e  alternatives and a method of analysis whir-:h 
enablH:c; effective comparisons between them. 
The main plausible alternatives for the given stimulus 
range are described below, together with a consideration of the 
implications of each strategy for a spatial representation. 
The posnible strategien for a given individual should be some 
combination of the component strategies listP-d here . 
Strat egy 1 (Primary Ro tation) 
Simil arity decreases over increasing (minimum) angular 
difference . This would thus be represent ed as a circle in 
2-D . The Euclidean distance function 
= 2 sin 
Where 6. G = G _ G 1 2 
( � Q ) 
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would monotonically decrease from a maximum a t  o0 to a minimum 
at 1 80
° as required. 
S trategy 2 (Secondary Ro tation) 
S imilari ty decreases ov er the minimum angle between 
undirected centre l i nes. This would b e  represented by a 
circle in 2-D , w i th poin ts arranged accord ing to 2G. The 
Euclidean dis tance function 
= 2 sin ( � G) would have maxima 0 at O and 
1 80° , and a minimut.'1 at  90 ° as required . 
Strategy l (Black-Wh i te Reversal) 
A cons tant reduction in similarity , independen t of 
angular difference, is produced i f  th e black side is rever sed . 
This is represen ted by a tw o-valued dimens ion separat ing the 
0 equivalence c lasses of g ? • .... 
Strategy 4 (Flip-ov er) 
An increas ed similari ty is produced at  exactly 1 80 0 
angular diff erence due to gJ flipover trans format ions. Th is , 
like s trategy 2 ,  would cluster pairs of s t imuli differi ng 
0 by exac tly i 80 , bu t would not require the pairs t :J b e  
arranged in  a circle. Howev er S trategy 2 would al so pr ovide 
a s olu t i on for S trategy 4 .  An al ternativ e  m ore res tric t ive 
form of S trategy 4, which could opera te only if the b/w 
orientation is preserved , has no cases existing in the presen t 
stimulus set. 
S tra tegy 5 (S ingu lar Directions) 
An increased similari ty is produced i f  both s timul i l i e  
in  s ingular directions, i. e. vertical or hori zon tal. We can 
subdivide this into the two cases of (i) on e ver t ical  wi th one 
horizon tal , or (ii) both vertical or hor i zontal. 5 (ii) will 
thus overlap with s trategy 4 .  
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One could also distingui.:;h  a third variation, an effect 
d -ependent on t he :,;ingul.ar relationship of the right angle. 
This would nor,n;,.l ly include 5 (i) as a subset, but in the 
present case would be in.distinguishable from 5 (i) as no 
stimulu�; pairs apart from those in singular directions differing 
0 
by 90 • 
This strategy can be represented by a clustering of the 
four singular directions on one dimension . Alternatively it 
could be more economical ly approximated i -f  Strategy 2 is al so 
present, by utilising the theoretically unfillable space within ­
the secondary rotation circle, i.e. by moving pairs ( 2 , 8)  and 
(5, 1 1) towards each other along the diagonal connecting t hHm . 
Strateg�_£ (Mirror Images) 
Mirror images over the vertical or horizontal axis 
produce an increase in similarity. There are no exact cases 
of these in tbe present stimulus set, however, some approxima t e  
ca ses exist (i. e. of opposite b/w cla.3s and within 18
° of 
equal distance to verti cal or horizontal axis) . This strategy 
w�ul d have no l ow-d imensional representation as it is cl early 
not possib le to construct any simpl e conf'igurat -L n n  in which 
distance is related to the presence or absence of mirror 
images .  
Strategy 7 (Black/white Rotation Differences) 
A different rate of decrease of similarity with rotation 
exists depending on whether stinruli are in the same or 
different b/w equivalence class. Differences in both directions 
appear plausible. First, an increasing rate over increasing 
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angles w ould imply an an al ogy t o  the well kn own resul ts on the 
speed of mental rota ti on for same or d ifferent judgements 
(Shepard & Metzler (1971). A decreasing rate (of reducti on) 
would imply that the b/w reversal ef fect has maximu m effec t 
at low angles, and diminish es as Q increases. If we express 
thH::, e  strategies in terms of a penal ty fw-icti on governing the 
redu c t ion i n  similari ty whe n  the pai rs di f.t'er 0 , 1 g
2
, then th e 
two opt :i.ons w ould imply 
(i) p1 (g 2 , r;;;) = ( a b Q + C ) 
(ii) P 2 (g 2, Q) = ( a d Q + e) 
where a ={ ° I g � l ' b �  O ,  E (c) := o ,  
1 I g� j 
d � o , E (e) > 0 
Clearly there i s  no obvi nus dim ensinnal s ol; ,t  ion  for thi s 
clas s  of  func ti on. This s trategy is a refinement of s trategy 
J ,  and w ould become equal t o  that s t rategy only i f  in equati on 
(ii ) ,  d = o .  
RESULTS - ANALYSIS TWO 
(i) Regressi on Analysis 
The :first method of analysis used t o  a t temp t to  identi fy 
this wider range of s tra tegies was a multiple regressi on 
analysis. Seven variables were cons tructed corresp ondine t o  
the predic ted di�ensi onal difference on each s trateg y f or a 
given s timulus pai 1� ,  as  de scribed in the descripti ons o f  each 
strategy. Angular di fferences were expressed simply as 
mul tiples of an 18° r otation . The seven variHbles were thus 
defined as givr , : t  :·, .  , 1  ··, , : 
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x 1  
= m ; m = min (K, 20-K) 
x2 





= am ; a=O I g2 , 1 g2 
x
3 
- x6 al I. d.e :fined as O or 1 depending on presence or 
absence of trans forma t io n  '1 1-1 , i , 1. 1· • · 1 .  
The 7 x 66 matrix of scores on t�ese variables for each 
stimulus pair combination constituted the set of predictor 
variables f , )r 3. stepwise mul tiplA linear regression. agairis t 
s im ilari t y, wi t h  s<Jpar.':i.te analyses to be perfor1ned for each of 
thP. 1 7  subjects. Since the prediction equation is being used 
as a psychol ogical model rather than simply for statistical 
prediction one needs to be mindful of possible effects caused 
by the order of inclusion of variables. If the variables are 
int ercor:r.el :=i.ted no simple strategy will guarantee the best 
combina tion of a given number of vari�bles. Tn the present 
case however, the method of construction of the predictor 
variables ensures minimal intercorrelat i o ns, and thus a 
si r�le stepwise inclusion strategy was regarded as sufficient 
t o  select the set of significant variables. 
Table 4 givas for each subject the list of significant 
variables, the corresponding partial correlation coefficients, 
a."ld the multiple correlation for both the selected model arid 
the full set of seven variables. 
One clearly needs to exerciR A some cautio n in regardi ng 
these 't'egression equations as representing accurat e  identif-
ications of subjective strategies. With noisy data one c ou.1.d  
easil y get capitilization on chance 0ff�cts particul arly 
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with strategies involving a combinat ion of effects. Several 
cases of this could be ident ified by the existence of 
implausible strategies such as negat ive mirror images, and 
these variables were deleted. However while Table 4 may not 
give exact indications for each individual, i t  should provide 
a reasonable guide to the range of strat egy combinat ions used 
by this group of subjects, and t he degree of consist ency 
between them. 
The regression equations appeared to ident ify six main 
clusters of subjects in terms of t he types of strategies they 
employed. The first t hree groups relate to subjects whose 
strategies are restricted to those with a spatial represent ­
ation (i . e . the INDSCAL dimensions) . The first group contains 
five subjects ident ified as having pure primary rotat ion 
strategies, the second one subject using b/w reversal only, 
and the third two subjects using a primary and secondary 
rotat ion combination. 
This however accounts for less than half of the total 
number of subjects. The remaining 9 subjects consist of 
those who violate the spat ial assumpt ions by either (i) 
utilising strategies containing singulari ty effects or (ii)  
utilising non-independent combinations of the primary dimensions . 
Groups 4 and 5 contain 7 subjects with strategies containing 
singularit ies, and Groups 5 & 6 four subjects using BW effects, 
i .e. an effect dependent on the product of the Black/White 
reversal and angular differences. (Group 5 cont ains the two 
subjects wi th both  types of inadmissible strategies) . 
TABLE 4 
Multiple Regression Analysis Sunrnary Table 
Group Subject Full R ( 7 ) Predictors R Partia l Correlations No . No . 
1 4 . 877 e . 872 - . 872 
1 5 . 867 e . 8 59 - . 859 
1 6 . 888 e . 88 2  - . 882 
1 1 1  . 672 e . 630 - . 360 
l 14 . 865  e . 840 - . 840 
2 2 . 904 BW , ( 20 ) . 898 - . 892 , . 384 
BW . 879 - . 879 
3 3 . 687 8 ,  28 . 669 - . 65 3 ,  - . 476 
3 8 . 749 8 ,  28 . 693  - . 684 , - . 462 
4 1 3  . 548 28 , SOR . 497 - . 464 , . 302 
4 7 . 868 8 ,  28 , SOR . 844  - . 7 51 , - . 814 , . 4 21 
4 16 • 7 17 8 ,  28 , 500 . 694 - . 569 , - . 460 , . 328 
4 9 . 61 1  8 ,  28 , SOR, M . 588 - . 3 3 5 , - . 539 , . 347 , . 300 
( - )  
4 12 . 878 8 ,  SOR ,  500, (BW)  . 876 - . 83 8 ,  - . 61 3 ,  . 8 1 5 ,  . 489 
( - )  
8 , SOR , 500 . 834 
5 1 . 561  8 , BW , BW8 , SDO . 484 - . 409 , - . 358 , . 357 , . 459 
( - )  
5 17 . 755  e ,  BW , BW6 , (Mirr)  . 749 - . 70 5 ,  - . 419 , . 4 1 0 ,  - . 272 
8 ,  BW , BW6 . 7 25 
6 10  . 7 59 e ,  BW , Bw6 . 709 - . 41 6 ,  - .  554 , . 269 
6 15 . 577  e ,  26 , BW , awe • 527 - . 502 , - . 3 55 , - . 3 19 ,  . 336 
NOTES : 1.  Full R ( 7 ) denotes multiple correlation between similarity and all  seven 
predictor s .  
2 .  R denotes multiple correlation including only significant �redictors as 
listed . 
3 .  Partial correlations are listed in corresponding order by predictor list.  
4 .  Minus sign in parentheses indicates predictor is  significant in opposi te 
direction to that hypothesised . 
5 .  Predictors in paretheses ind icate probable spurious correlations . Revised 
predictor list with this term dropped is shown on following line . 
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The most common singularity effects identified were singular 
directions, used by three subjects, and Flipover, used by another 
three subjects. One of this latter group also indicated a 
negative version of the singular direction effect, that is, a 
0 significantly reduced similarity at 90 . This seems to be 
most plausibly considered as a counter-effect to the Flipover 
effect, i. e. the exact opposite. That is this subject appears 
t o  be using a simplified discrete 29 type deviation, that 
operates only at the 180° and 90° positions. One example of 
the Mirror-Image strategy was identified by the regression 
analysis. 
The BW effects consistently supported the second of the 
two possible strategies considered here, as they all include 
a negative constant and positively increasing effect over 9. 
Thus the greatest effe ct of g2 is at l ow angular differences, 
with the effect reducing as g increases. 
(ii) Rank Order Tests 
The regression analyses represent far from ideal tests 
for the existence of singular strategies, since they depend 
heavily on linearity assumptions in the residuals after the 
more dominant continuous strategies have been partialled out. 
This procedure could thus be expected to be rather prone to 
TYPe I errors. An alternative procedure which would be less 
sensitive to errors of this type is to construct tests b ased 
on ordinal comparisons between specific stimulus pair 
categories. 
The Singular Directions strategy for example predicts a 
peak in the similarity function at 90°, up to which both g 
and 29 strategies expect similarity to decrease. Thus the 
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existence of S ingular Dimensions, in conjunction with either 
or both angular difference strategies, should produce the 
following orderings on the similarity of pairs with these 
angular differences 
( i) S ( 9 0 °) > S ( 7 2 °) and 
(ii) s (54°) > s (72
°) 
The existence of b/w reversal effects is a complicating 
fact or, in that in the present design each angular difference 
always occurs with the same value of g
2
• However since the 
values are g;, g�, g; for 90
°, 72
°, 54° respectively this will 
increase the probabil ity of Type II errors only. The orderings 
above were tested using a Mann-Whitney U test on the two groups 
of pairs with the corresponding angular differences. Table 5 
lists the minimum U values, the two-tailed probability of this, 
the obtained and predicted directions of the difference (i . e. 
the group with the highest similarity). Obtained values are 
listed only for differences exceeding one standard deviation, 
predicted values are l isted if the combination of strategies 
identified by the regression analysis produces an unambiguous 
prediction. 
Table 5 shows only one subj ect (S 1J) with the required 
s (90
°) > 5 (72 °) relation. This result is significant (p= . OJ5) 
for a one-tailed test, S 1J being one of the J subjects identif­
ied as using S ingular Directions by the regression analysis. 
Neither of the other two subj ects , · (s7, 59) showed even a trend 
towards a 90° effect. S 1J did not show even a trend for the 
second comparison, which corresponds with the regression 
analysis, where this was the only subj ect not to show a 
significant primary rotation effect (apart from the S using 
BW only). 
TABLE 5 
Rank Order Tests for Singular Strategies : Singular Directions 
90° V 7 2 O 54
° V 7 2° 
Subject 
Signif .  Obtained 
Predicted u Signif . Obtained Predicted ( 4 , 8 )  Highest Highest (8 , 10)  Highest Highest 
1 1 5  - - 7 2° 2 2 . 5 . 13 7 20 -
2 4 . 048 72
° 
7 2




J 1 2  - - 720 1 6 . 5  . 038 54° 54° 
4 6 . 5 - 7 20 7 20 11  . 008 54° 54° 
5 6 . 1 1 7 2
0 
72
0 30 - - 54° 
6 10  - 72° 7 20 1 2  . 01 2  54° 54° 
7 1 3  - - 90° 21 . 5 . 1 1  54° 54° 
8 1 5 . 5  - - 720 14 . 02 1  54° 54° 
9 11  - - 90° 26 - 54° 54° 
10 4 . 048 7 2
° 
7 2
0 5 . 5  . 001 7 2
° -
1 1  13 .  5 - - 720 30 - - 54° 
12  H, - - 72° 2 . 5 . 000 54° -
l J  5 . 07 3 90
° 
90° 29 - - 54° 
1 4  1 6  - - 7 2° 34 - - 54° 
1 5  7 - 7 2° 7 20 36 - - -
16  1 4 . 5  - - 7 20 36 - - 54° 
1 7  8 - 7 20 7 2° 1 9  . 068 720 -
�: l .  Predicted Highest based on strategies identified by multiple regression 
analysis . 
2 .  S ignificance levels only reported for values of U at least one stc,ndard 
deviation from expected value.  
3 .  Significance levels are two-tailed probabilities . 
Another feature of note in Table 5 is the greater strength 
of the rotation effects between 54° and 72° than between 72° 
0 and 90 • It indicates 5 signi:ficant and 2 nonsignificant 
trends for t he former comparison, compared with 2 significant 
and 5 nonsignificant trends for the lat ter. This appears to 
imply that the shape of the similarity function over angular 
difference is negatively accelerating. 
A further point is the ex:istence of two significant (and 
two nonsignificant )  trends for s (72°) > s (54°) .  Since this 
comparison pits the B/W effect against the rotation effect s  
this clearly indicates a strong g2 component in the strategies 
of these subjects. These subj«�cts (S1 ,  S2, S10, S17 ) are four 
of the five subjects identified by the regression analysis as 
using BW related strategies. 
A similar procedure was adopt ed to test for the exist ence 
of Mirror Image strategies. The group of approximate mirror 
image pairs was tested against a group containing the same 
angular differences. This identified three subjects with 
trends bordering on significance. These were 
S9 (ua 12 
= 27 , p < .05) 
s17 (u a , 12 
= 27.5 , p < . 1) 
S1J (uB , 12 = 28.5 , p < . 1) 
(all probabilities are one tai�led) • 
The result for S 7 7  however was in the opposite direction 
t o  that predicted , implying a reduced similarit y  for mirror 
images. This was also identif:ted in the regression analysis 
but was deleted as being an implausible strategy. S9 was the 
only subject identified in the regression analysis as utilising 
a positive mirror image strategy. 
TABLE 6 
Rank Order T ests for Singular Strategies: Mirror Images 
Subject No. u (33, 33) Significance Level 
l 435 . 17 
2 6 9  . 00 
3 412 . 09 
4 427 . 14 
5 47 9 . 43 
6 431 . 16 
7 538 . 98 
8 464 . 42 
9 47 4 . 38 
10 161 . 00 
11 505 . 6 5  
12 48 3 . 46 
13 48 5 . 48 
14 531 . 91 
15 48 7 . 49 
16 539 . 99 
17 534 . 94 
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(iii) Constrained Mul tidimensional Scaling 
This analysis employed the technique of constrained 
multidimensional scaling to t est t he hypotheses t hat individual 
subject st rategies were as identified in the previous analyses. 
This procedure is of course limited by t he fact t hat only 
strategies corresponding to a spatial represent ation can be 
tested in this manner. That is t he only hypotheses that can 
be directly t ested are strategies corresponding to t he three 
INDSCAL dimensions. The existence of inadmissible strategies 
can only be inferred in a negative fashion by t he poor 
performance of t he admissible strategies. 
Six subjecU3 were selected for this analysis t o  represent 
the subject clust ers identified by the regression analysis. 
Subjects were chosen according t o  the highest mul tiple R 
from the regression analysis, hopefully an indication of less 
noisy dat a. 
The scaling program used was CONSCAL, an unpublished but 
highly efficient algorithm developed by Noma and Johnson, ( 1979) 
and run on t he University of Michigan Amdahl 470V/7 comput er. 
This is a nonmetric program which al ternates between minimisation 
phases based on rest rictions implied by t he dat a and by the 
constraints until convergence is obt ained. 
Separate analyses were carried out on each of the six 
s elected similarity matrices. A series of unconstrained 
scalings were used t o  t est for t h e appropriate dimensionality, 
With both random and hypot hetical st arting configurations 
being used to minimise distortions caused by local minima. 
Then the most plausible constraints were t ested based on the 
strategies predict ed from t he previous analysis and t he 
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indications of appropriate dimensionality. Additional 
scalings were performed if the expected options failed to 
produce satisfactory results. 
The hypotheses that subjects were using either or both 
of the rotation strategies were tested by applying constraints 
on the polar co-ordinates of the stimuli in a two-dimensional 
subspace. The hypothetical configurations were thus specified 
as equal radial distances, and angles ordered as given by the 
primary and secondary angular differences from a fixed starting 
point. , For primary rotation both the radial distances and 
angles were constrained under strong monotonicity, implying 
that the tied radii were to remain equal, and the angles were 
to remain strictly ordered. Thus the only degrees of freedom 
remaining in this plane . were alterations in the size of the 
intervals separating stimuli on the circumference of a circle. 
This  therefore corresponds to a strongly ordered scaling in an 
effective dimensionality of one. 
For the secondary rotation dimensions, strong monotonicity 
was again applied to angular differences but onLy weak 
monotonicity was applied to distances. Since all distances 
were specified to be equal this effectively means no constraints 
were applied to distances at points from the origin, only to 
the orderings of the angles of the vectors from the origin. 
The increased degrees of freedom allowed in this pla ne were 
t o acco1111Ddate possible significant distortions corresponding 
t o singular strategies. 
Table 7 shows the final stress levels after either 
convergence to a locally minimum solution, or a maximum of 25 
i terations were exceeded for all conditions under which a 
solution was sought for each of the six subjects. 
TABLE 7 
CONSCAL Stress Levels :  Summary Table 
� 
Subject Number 
6 7 8 s 
Unconstrained 
2D - RS . 066 . 2 1 5  . 1 89 
- BFS . 066 
3D - RS 
- BFS 
40 - RS . 088 
- BFS . 026 . 05 3  . 078 
Contrained 
e ,  20 . 09 2 ;  . 089 . 249  
e ,  26 , 40 . 06 2 ;  . 057 . 183  
e ,  40 . 107 e ,  28 , 50 . 102 
e ,  BW , 30 
e ,  BW , 40 
e ,  BW , 50 
NOTES : 1 .  Multiple entries indicate more than one scal ing . 
2. Abbreviations Used : 20 2 Dimensional Solution 
RS Random Start 
BFS Best Fit Start 
e Points Constrained 
Order of e 
28 Points Constrained 




. 1 99 
. 107 
. 102 
. 04 1  




BW Dimension Proj ections Constrained by 
Black/White Code Value 
17 








Subject 6 :  This subject was selected as a representative 
of the primary rotation only group. As shown in Table 7 
the unconstrained solution shows a good fit in 2-D, and only 
a slight reduction in fit when this solution is constrained to 
lie on the primary rotation circle. 
Subject 7 :  This subject was selected to represent the 
group including 9, 29 and singularity effects. However an 
excellent fit was obtained using a solution in 4D constrained 
by g and 29. 
Subject 8 :  This subject was initially identified as 
using a 9 and 29 only strategy combination. However this 
combination proved to be a very poor estimation of what seems 
t o  be a 4-D solution. When constrained in 9 only the remaining 
2D showed an approximate 29 solution with a consistent 
distortion in the relative orientation of the two circles 
(See Figure 11). This appears to line up the pairs (7, 12), 
( 2 , 8) , (4, 10), and the quadruple (1, 5, 6, 11). This appears 
t o  suggest an approximate flip-over operation i. e. a similarity 
between pairs which can be related by the gJ operation described 
by Gregson. While there are no exact cases the pairs (7, 12) , 
( 1 , 6) , and (J, 8) represent approximations with 18
° . The 
alignments ( 2 , 8) , (.5, 11) correspond to the 180° effects 
along the singular dimensions, and the pair (4, 10) are 
opposites in a non-singular direction. Thus it appears to be 
a 29 strategy which includes gJ which has produced this 
systematic distortion. The distortion could be a result of 
relative size of the effect at different points, which could 
be due to a chance relative lateral positioning of the stimuli 
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FIGURE 11: CONSCAL Solution,  Subject 8 ,  Dimension 3 v Dimensi on 4 of 4-D Soluti on, Dimensions 1 and 2 constrai ned by 0 .  
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in these pairs (as the effect could be expected to be 
dependent on this). 
Subjects 10 and 17 : These subjects represented the group 
including b/w related strategies. In both cases the best fit 
appeared to be in 4-D. Including the constraints of g and 
b/w appear to have resulted in fairly limited increases in 
stress, although these by themselves do not produce a 
satisfactory solution. S 10 appears to require one additional 
dimension, S 1 7  at least one, possible two. However no simple 
interpretation could be given to any of these additional 
dimensions. They most likely simply represent approximations 
to  the most dominant components of the non-spatial b/w related 
angular difference strategies. The only method of pursuing 
this further within a spatial methodology would be to examine 
the structure of the residuals after the admissible dimensions 
have been extracted. This would however be virtually 
equivalent to the regression analysis previously considered, 
except with the angular differences monotonically transformed 
int o direct Euclidean distances across the circle. 
The previous analyses have suggested that there is 
insufficient reliability in the metric properties of the data 
for this option to be pursued. 
Discussion 
The series of analyses described above represent three 
different methods of testing specific representations for the 
matrix of similarity measures generated by an individual 
subject. The three procedures emphasise linear, ordinal, and 
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spatially representable relations respectively to distinguish 
between the competing hypotheses. 
The presence of some inconsisten t results between the 
different methods indicates that the data are fairly noisy w i th 
respect to the finer grain distinctions required to distinguish 
between the various possible hypothetical s trategies. The 
strong l inear assumptions implied by the regression analysis 
in particular have caused some spurious iden tif ications , 
although mos t resul ts are in . subs tantial agreement with the 
other procedures. The precise identification of an individual 
strategy w i th tests based on weaker ordinal cons traints however 
would require a much more extensive s timulus design than was 
abl e  to be utilised here. 
Thus the evidence from the presen t study mus t be regarded 
as somewhat inconclusive regarding the exact iden tif ication of 
each individual s trategy. I t  does however prov ide an indication 
to the ex tent tha t the total set of subjects can be accomodated 
by stra tegies of a particular type • 
It  is clear that the continuous dimensional s trateg ies 
based on primary and secondary angular differences do prov ide 
a good broad level approximation of the similarities of mos t 
stimulus pairs for most sub jects. There is some evidence 
that some sub jects are using singular strategies as varia tions 
from these a t  a more f ine grain level, al though the ex tent of 
this  is somewhat uncertain. 
While each distinc t s ingulari ty effect appeared reliably 
identifiable in only one or two sub jects the overall indica t­
ions were that be tween a quarter and a half of the sub jec ts 
Were using strateg ies that depended to some ex tent on the 
specific ver tical and horizontal orien tations. 
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The evidence is much clearer that departures from the 
spatially admissible strategies i.e. those corresponding to 
independent contributions of differences in the INDSCAL 
derived dimensions, did occur for subjects whose strategies 
involved a substantial g2 component. While only about JO% 
of subjects were in this category, for all of them (except 
for the one subject using g
2 only) the size of the g2 effect 
was clearly dependent on e. 
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CHAPTER VI 
SEMANTIC STRUCTURE OF EMOTION LABELLING 
The present st udy represents another demonstrat ion of 
the application of a theory- testing orient ation to t he 
interpretat ion of MDS configurations. This st udy will consider 
the fairly infrequently researched area of emotion labelling. 
The theoretical developments which will be drawn upon to 
guide t he reseach will include both t hat relating to the 
empirical struct ure of emotion itself, and also t he more 
general linguistic considerations relating to the use of 
semant ic labels rather than the stimulus objects themselves. 
As essentially private experiences emotions are clearly more 
susceptibre to linguistic ambiguities than physically realizable 
object s. 
While most st udies of emotion have used emotion words, some 
have at tempted to st udy t he struct ure of the emotional state 
more direct ly by the use of facial expressions as the s timulus 
objects (e.g. Osgood 1966 ; Schlosberg 1952, 1954 ) .  However 
as Fillenbaum and Rapo port ( 1971, p. 102), point out an 
isomorphism between the struct ures of expressed and labelled 
emot ion would be nice but by no means guaranteed or even 
c onceptually necessary. The language of emotion clearly 
covers a much wider domain t han simply effective feeling. This 
point is also made by Miller and Johnson-Laird (1976) in t heir 
classic review of the role of language in perception . They 
argue t hat this distinction has often been overlooked in many 
previous studies of this area. The language of emotion in fact 
Provides for a distinction between an emotion, t he cause of an 
emotion and t he object of an emotion. 
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Miller and Johnson-Laird argue t hat it is t he semantic 
struct ure rather than t hat of the pure experience that acts as 
the main determinant of behaviour. While they do not at tempt 
any extensive analysis of t he semant ic struct ure of emotion 
labelling they endorse t his as an import ant if imperfectly 
understood aspect of humai1 behavioun They criticise information 
processing systems which do not provide any adequate way of 
representing the emotional forces which are such an important 
part of human life. 
Dimensions of Emotion 
A wide variety of concept ual schemes have been provided 
as p ossible bases for the classification of emotional phenomena. 
The problem was first considered by Wundt (1897) with other 
important cont ributions including Harlow and Stagner (19JJ), 
Schl osberg ( 1954) Block ( 1957) Arnold ( 1960) Schachter et al 
(Schachter and Wheeler, 1962 ; Schachter and Singer, 1962) and 
Young (196 1). While there are some differences in t hese 
approaches many of t hem can be resolved in terms of varying 
emphases on t he different aspect s  of emotional meaning referred 
t o  above. 
An extensive review of all these Sch emes by Davitz ( 1969) 
showed substantial agreement on t hree major dimensions of 
emotion, denot ed activation, relatedness and hedonic tone. 
A dimension of activation or affective intensity is mentioned 
by almost every writer , al though under a variety of labels. 
For example Wundt in his tri-dimensional theory of feeling 
specifies excitement-quiescence as one major dimension. However 
as Arnold (1960) comments a dimension of intensity is common 
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to most psychological activity and therefore not an important 
distinguishing factor. 
The term relatedness refers to the individuals tendency 
to approach or avoid the aspect in the environment which is 
the source of the emotional experience. A related concept 
considered by some theorists, notably Schachter, is that of 
competence. While Schachter did not specifically define this 
as a separate dimension his studies of emotion clearly demon­
strated the importance of cognitive-social factors in the 
definition of emotional states. That is, the individual ' s  
perception of himself and the social situation is an important 
determinant of the way he interprets his emotional feelings. 
The term competence was suggested by Davitz (1969) as the most 
appropriate term xor the dimension corresponding to variations 
in this regard. 
Hedonic tone is the third primary dimension of emotion 
mentioned by almost every theorist, usually referred to as a 
bipolar pleasantness-unpleasantness scale. Thus there seems 
a reasonable degree of consensus on these three (or four) 
scales as primary dimensions of emotional meaning. 
The attempts to match these theoretical dimensions with 
empirical structural representations have been only partial ly 
successful. Osgood (1966) used factor analyses of facial 
expressions to identify three factors which he termed 
Pleasantness, Activation and Control, although the factor 
structure seemed more to suggest a number of distinct clusters 
rather than three continuous dimensions. In another fairly 
comprehensive study by Davitz (1969) 50 emo tional states were 
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described using a protocol of 556 possible statements. A 
cluster analysis performed on the basis of the overlap between 
the statements applied to different emotions produced 12 clusters. 
These were interpreted as three different levels on the four 
primary dimensions distinguished above. Rather than a simple 
ordering on these scales Davitz interprets them as a partial 
order of one positive and two types of negative states. These 
are denoted hyperactivation and hypoactivation corresponding 
t o  active and passive type negative reactions. 
Fillenbaum and Rapoport used a variety of formats to 
generate similarity data for a set of 15 emo tion names using 
a combination of MDS and clustering methodology. They found 
no clear interpretation to the MDS configuration although the 
ubiquitous pleasantness, unpleasantness scale was in evidence. 
The clustering solution also did not offer any obvious inter­
pretation that did not present several inconsistencies, and 
the clusters were by no means compact. They conclude (p. 12J) 
that a spatial model does not appear appropriate in this 
instance. 
Thus while there is sufficient support for the conceptual 
schemes for the semantic structure of emotion discussed here 
for them to be considered as plausible approache� no adequate 
representation has been found for them in empirical structure. 
While this may mean asFil lenbaum and Rapoport suggest that a 
spatial representation is inappropriate, these previous 
evaluations have shown insufficient conceptual clarity and 
rigour for other conclusionsto be eliminated. Most previous 
studies have simply attempted to identify loosely defined 
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dimensions or type s in a fairly simple dimensional or 
clustering representation. One clearly n eeds to formula te 
the conceptual sys tem more preci sely in terms of a theory 
which leads to preci se predictions of empirical s truc ture . 
Davi tz' s typal scheme for example seems to involve some 
confusion between dimensions and value s on dimen sion s and does 
not adequately represent the expec ted rela tionships among the 
types. 
The purpose of the pre sent study i s  thus to attemp t to 
formulate a more adequate theoretical struc ture to organi se 
this aspect of the semantic domain, and to develop an appropriate 
methodology by which one can evaluate i t. 
The combination of dimensional and typal informa tion 
contained in the clas sification scheme s suggests  tha t Gu t tman 1 s 
facet  theory approach might repre sent an appropria te methodology 
to employ here. The theory to be evaluated was derived to be 
consistent both with the theoretical considera tions di scu s sed 
abov e ,  and the apparent s tructure ob tained in the pre sen t study , 
and thu s no claim i s  made for this to be an independen t evaluat­
ion of a genuinely prior hypo thesi s. The intention i s  rather 
at this s tage limi ted to sugge sting a pos sible line for 
conceptual development in thi s area, and a me thodology by 
which struc tural cons traint s  implied by such scheme s can be 
empirically evaluated. 
Method 
A set of 76 emotion labels was chosen following largely 
on those u sed by Fillenbaum and Rapoport (1971). While a more 
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systematic method of ensuring a representative selection 
would have been preferred none of the classification schemes 
described above were considered sufficientl y  well defined for 
this. The standard complete presentation paired comparisons 
design with  pairs in randomised order and balanced for order 
within pairs, was again selected fer this study. While this 
offers the advant age of methodological simplicit y at this 
early stage in this area of investigation some method enabling 
a substantially l arger stinrulus set size would clearly 
ul timatel y be required for any comprehensive evaluation of 
such a wide empirical domain. 
Stimulus pairs were presented in the form of a writ ten 
questionnaire, each page containing two columns of 15 pairs 
with a space beside each pair to record the chosen reµ; onse 
from an 11  point magnitude estimation scale. This format 
enabled sul!jects t o  complete the 120 pairs in 20-JO minutes. 
The questionnaire was administered to a group of 22 first year 
psychology students at the Gippsland Institu t e  of Advanced 
Education. The instructions printed on the front cover of the 
questionnaire request ed the subjects t o  assess the similarit y 
of the emotions referred to by each pair of words on a scale 
of O to 10. They were expressed in these general terms in 
order to encompass the whole semantic structure of emotional 
definition, without focussing at teri: ion on any specific aspect 
such as the nature of t he feelings accompanying emotional 
states, the sit uation they occur in, object s  or causes of 
emotions etc. Appendix A, which contains a copy of the 
questionnaire, lists the actual ins t ructions used. 
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The sample size was reduced to 11 by discarding subjects 
wi th a substantial proportion of zeros in t heir similarity 
matrix. While not an inadmissible response a large proportion 
of zero similarit y  assessments indicates that the response 
s cale has been t runcat ed at one end, wit h  no distinction made 
between dist ances over a certain size. 
The 11  similarity mat rices were t hen analysed by ALSCAL 
(Talcane et al 1977), aft er first being convert ed to dissimil­
ari ties , t he preferred format for this procedure, by reversing 
the scale. As previously discussed t he ALSCAL program does not 
allow for any direct t est of t he appropriateness of its basic 
subjective met rics assumption. However Young has commented 
(personal comnrunication) that some indication of this can be 
obtained by comparing the fit measures obt ained under a number 
of options t hat place differing emphases on this assumption . 
For example by varying t he conditionality option from uncond± ional 
(i . e. treating t he subj ects simply as replications) to matrix 
conditional additional degrees of freedom are provided for the 
subject weight s  to account for the variance in the dat a. 
Conversely a move from met ric to ordinal scaling would place 
less emphasis on variations in subj ect weights, as an al ternat ive 
source of freedom would be available to account for the dat a. 
Resul ts 
Ordinal matrix conditional scaling were carried out first 
t o  det ermine t he dimensionality required to represent the 
pooled data under t he most unrest ricted model. Table 8 shows 
both goodness of fit criteria generat ed by t his procedure, for 
each dimensionality from 2 t o  4. The S t ress value shown is 
the average (RMS) individual stress using Kruskals S t ress 
TABLE 8 
Average G oodness of Fit by Dimensional ity 
Weighted Ordinal Solution 
Dimensional ity Str ess RSQ 
2 . 289 . 516 
3 . 2 00 . 599 
4 . 180 . 444 
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Formula 1 (1964). The RSQ value is the average squared data­
distance correlation. 
The 4-dimensional solution appears somewhat sub-optimal, 
with quite large differences in individual stress values, 
producing the low mean RSQ value. However a more extensive 
search for a solution in a dimensionality as high as this 
would normally be justified only if three dimensions appeared 
cl early insufficient. The J-dimensional solution in this case 
shows an aQequate if not exceptional fit, but more importantly 
t o  offer a regular systematic interpretation in terms of the 
exp e cted theoretical structure . 
Tab1e 9 shows the goodness of fit figures under four 
different scaling conditions; individual solutions, weighted 
ordinal, replicated ordinal and replicated metric. This shows 
that the main source in differences is in the allowances for 
different metrics. The ordinal solutions are substantially 
better than the metric solution. There is little difference 
between the weighted and replicated models, indicating that 
no signific ant contribution to fit for any individual is 
provided by variations in dimensions weights. 
A comparison of individual and group scaling stress 
values shows that a few subjects (SJ, S4, S5, S6)  are not 
very wel l  fitted by any of the group solutions . This suggests 
that there is not compl ete homoge neity of the semantic structure 
of this group of subjects. 
The J-D weighted ordinal solution however appears to 
represent an adequate if not exceptional representation of the 
maj ority of subjects and thus this is the scaling for which an 
interpretation will be attempted . 
TABLE 9 
Individual and Average Goodness of Fit - 3 -Dimensional Sol utions 
Individual Solutions Replicated Ordinal Weighted Ordinal 
Subj ect 
Stress RSQ St ress RSQ Stress RSQ 
1 . 117 . 885 . 1 7 3  . 695 . 1 66 . 7 23 
2 . 1 25 . 844 . 1 92 . 620 . 185 . 653 
3 . 1 3 4  . 81 3  . 229 . 462 . 23 4  . 453 
4 . 11 0  . 896 . 228 . 469 . 23 2  . 457 
5 . 1 24 . 83 8  . 23 4  . 443 . 23 3  . 455 
6 . 1 22 . 863 • 221 . 498 . 231  . 463 
7 . 177 . 67 5  . 1 68 . 7 3 2  
8 . 13 4  . 856 . 1 91 . 626 . 200 . 605 
9 . 1 95 . 61 0  . 1 87 . 661 
10 . 189 . 631  . 1 87 . 642 
11 . 1 69 . 7 02 . 1 59 . 7 42 
OVERALL . 201 . 585 . 200 . 599 
NOTE : Not all individual sol utions produced. 
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The two 2-D subplots of this solution are shown in 
Figs 13 and 14 . 
The most notable thing about this structure is the fact 
that almost all the stimuli are located fairly equidistant 
from the origin. That is , the structural information appears 
t o  be represented as a spherical surface rather than a series 
of dimensions. This also suggests that an appropriate inter­
pretation scheme could be provided by Guttman's facet theory 
s cheme for relating ordered regions to qualitative theoretical 
facets . The present structure is a three dimensional extension 
of a radex with a series o f  concentric spheres, rather than 
circles. The dotted lines drawn on the graph subdivide the 
circular order into a series of wedge-shaped regions that 
appear both spatially and conceptually distinct . The order 
implied by the contiguity of these regions is in fact only 
slightly more complex than a 2-dimensional radex , as can be 
seen from the plot of the 2-dimensional solution. 
While dimensionality and the number of facets are not 
related in any simple way this gives some indication of the 
c omplexity of the formal structure of the conceptual system . 
Al though it depends on the number of values within facets the 
number of facets is usually much higher than the number of 
dimensions (see Borg 1977a for a discussion of this point). 
The small number of distinct regions indicates that even with 
the minimum two values per facet no more than three or four 
would be required to produce the circumplicial order , with 
another to · produce the lineal orderings (along the radii). 
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The following mapping sentence was developed as a 
plausible interpretation of the derived regional structure 







fa, positive ) ff t · f 1 .  ) a ec ive ee ings b2 : negative 
fb 1 satisfying ) ) outcomes b2 : dissatisfying 
E 
self � and attributed to 
competent 




This is in fact not a complete mapping sentence as it 
makes no prediction of a response, but simply serves as the 
definitional system of the stimulus objects used by subjects 
to make similarity estimations. That is the similarity of 
structuples is the direct object of subjective evaluation , 
rather than the means of predicting similar responses on, 
for example, a rating scale. 
Facet A clearly corresponds to the well-established and 
obvious dimension of hedonic tone. This however is qualified 
somewhat in the above system to allow for a distinction between 
the tone of the feeling itself, and the evaluation of the 
event precipitating the emotion. This has in fact been given 
a central role in this scheme with three facets relating to 
information about the object and cause of the emotion, rather 
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than the emotional state itself .  The obtained empirical 
structure seems to indicate quite clearly that these 
considerations dominate the more affective aspects considered 
by most theorists . 
Facets B and D rel ate to the cause of the emotion, that 
is the outcome which is the reason why one is experiencing 
the emotional feeling . This outcome is also evaluated 
positively or negatively (Facet B) and will usually but not 
always be equivalent to Facet A .  For example, Sympathy is a 
positive feel ing regarding a negative outcome, Envy a negative 
feeling regarding a positive outcome . 
The cause of the emotion is attributed to either internal 
or external factors (Facet D) . This uses Rotter' s ( 1 966) 
locus of control terminology to indicate whether the individual 
does or does not see himself as responsible for his emotional 
state . 
The most important piece of information regarding the 
object of the emotional feeling is again the distinction between 
self or others, and this is represented in Facet C .  Facet E 
denotes the competence factor proposed by Davitz ( 1 969) , which 
i s  the major qualifier of the :nature of the emotional state 
expressed in Facet A .  This, together with the control factor 
in Facet D appears more obviously represented in semantic 
structure than the relatedness dimension referred to by Davitz . 
This 5 Facet structure produces a total of J2 possible 
structuples, although not all combinations would be expected 
to correspond to semantic expressions . It would be rather 
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illogical for example for positive feelings for satisfying 
outcomes to produce a withdrawal response. 
The suggested facet structure in fact implies that a 
complete specification on all five facets will only be 
relevant for negative emotions. Many positive emotion labels 
simply refer to general emotional states without any specific 
cause or object (e. g .  joy, cheerfulness, happiness). Others 
imply that there may be a more specific cause (delight, 
enjoyment, excitement) but this does not appear a highly 
salient perceptual distinction. These words have all been 
classified as positive, satisfying experiences for self which 
one is confjdent to handle. While a few positive emotion words 
do imply different values of some relevance on the other 
facets (e. g. pride, gratitude, admiration, relief) insufficient 
of these have been included in the present stu�y to attempt to 
identify any specific structure of positive emotions. 
Table 1 0  lists all the structuples that are considered 
feasible, abbreviated with the first letter of each facet, with 
a dash to .indicate any facet that cannot be meaningfully 
specified. The words used both in this and the Davitz ( 1 969) 
study are listed as examples in their appropriate classification. 
Table 1 1  summarises the facet structure of the emotion 
labels selected as stimuli for the present study. 
Several points are evident in comparing the formal 
structure represented in these tables with the spatial 
configurations show n  in Figs 1 3- 1 5. Firstly in both cases 
TABLE 10 
Facet Structure of Emotion Words 
Structupl e Present Sti,mulus Set Davitz ( 1 969) 

















pssic pride pride 




pdo ec sympathy pity 
pds-i relief 
nds-- grief grief 
sadness 





ndsei fear fear 
ndsii humiliation embarrassment 
ndse- frustration 






ndoec contempt contempt 
disgust disgust 
ndoii guilt guilt 
remorse 
shame 
nso -i envy jealousy 
TABLE 11 
Comparative Facet Structure of Sel ected Stimulus Set 
A B C D E 
Contempt n d 0 e C 
Disgust n d 0 e C 
Humiliation n d s i i 
I 
Anger n d s e C 
i Envy n s 0 e 
Love p s s - C 
Fear n d s e i 
Joy p s s - C 
Pride p s s i C 
Worry n d s - i 
Anticipation p s s - -
Guilt n d 0 i i 
Bored om n d s - -
Sadness n d s - -
Sympathy p d 0 - C 
Grief n d s - -
KEY: (FOR TABLES 10 & 1 1 )  
FACET A p = positive 
n = negative 
FACET B s = satisfying 
d = dissatisfying 
FACET C s = self 
0 = other 
FACET D i = int ernal 
e = ext ernal 
FACET E C = competent 
i = incompetent 
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negative emotions are more specifically distinguished than 
positive emotions. The reasons for expecting this were 
discussed previously. 
Secondly, some facets clearly play a more dominant role 
than others . The major regional clusters evident in the MDS 
configuration appear to correspond to combinations of Facets 
A,  B and E .  This i s  in fact clearer in the 2 - D solution 
than the J - D solution . That is, these three clearly seem 
t o  represent 1· semantic principal components' of emotion 
labelling . To generate a circumplex from a three-facet structure 
requires specification of two facets to be the more dominant 
factors. Facet A is one obvious choice, this being clearly the 
most important aspect distinguishing emotion labels . Facet B 
seems a logical second choice, largely because of its strong 
dependence on Facet A .  This produces the following expected 










The stimuli selected for this study contain examples of five 
of these structuples only. Th� cyclic order among these five 
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It is rather difficult to identify a dominant ordering 
of the regions in the J-D solution, as the additional dimension 
enables a more complex juxtaposition of regions. If the 
present interpretation is correct the dominant conceptual 
features of the data structure can be represented in two 
dimensions, and the third dimension is only necessary to 
represent some distortions in this structure. The obtained 
2-D solution does not correspond perfectly with the predicted 
structure, as the regions nsi and pdc have been interchanged . 
These are the single-word regions 'envy' and � ympathy 1 , and 
especially as the fit in this dimensionality was not unduly 
good, this does not appear to represent a major departure from 
expected structure. The perfect location of words within the 
five clearly distinct regions provides quite a strong 
reassurance that for at least three of the defined facets 
there is good empirical confirmation of the predicted 
theoretical structure. 
Confirmatory Analyses of Facet Structure 
This could thus be regarded as the conclusion of the 
exploratory phase of the analysis. A plausible theoretical 
structure has been developed which appears reasonably 
consistent with the obtained empirical structure. The next 
phase involv es some attempts at a more expl icit quantitative 
confirmation of the structural hypotheses impl ied by this 
theoretical analysis. 
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The first analysis attempted was a direct comparison of 
the role of different facets and facet combinations in the 
assessment of similarity. This involved partitioning the set 
of stimulus pairs into groups with equivalent values on some 
facets and contrasting values on other facets. The significance 
of the contrast facet (or facets) was assessed by a Mann-Whitney 
U test of the difference between the rank ordered similarity 
values for stimuli pairs equal or different on this facet. 
The set of contrasts examined is detailed in Tables 12 
and 1J. Table 12 lists the mean similarity for • same' and 
'different' values of the contrast facet respectively, for 
stimulus pairs having the same values on the common facets. 
Table 1J shows the results of Mann-Whitney U tests of the 
significance of these comparisions. The U values have been 
transformed to standard normal deviates for ease of comparison 
across the table. Significant values (p < . 05) are underlined . 
The z-transformation is not very accurate for some of the low 
sample sizes occuring towards the end of the table. Exact 
probabilities have been used as the significance criteria in 
these cases, even though the z-scores are the values listed, 
Table 1J shows the dominant effect exerted by Facet A .  
Facets A and B are the only ones to achieve significance as 
single facets for the majority of subjects, Facet B no doubt 
due to its large overlap with Facet A. There are only two 
subjects without significant Facet A effects. S5 shows a trend 
approaching significance (it would be significant one-tailed). 
TABLE 1 2  
Mean Similarity b y  Facet Structure 
Common A AB AE ABE 
Comparison A B C D E B C D E C D E B C D C D 
1 3 . 29 3 . 1 5 2 . 64 3 . 2 3 3 . 00 3 . 35 3 . 4 2 3 . 54 3 . 68 3 . 4 3  3 . 43 4 . 33 4 . 3 3 4 . 2 5 3 . 80 4 . 43 4 . 2 5 
2 . 00 2 . 16 2 . 76 2 . 67 2 . 22 3 . 07 3 . 1 5  3 . 30 3 . 07 3 . 24 3 . 38 2 . 75 2 . 57 3 . 27 3 . 50 4 . 20 4 . 00 
2 5 . 62 5 . 29 4 . 38 7 . 15 3 . 36 5 . 62 5 . 91 7 . 09 6 . 47 5 . 83 6 . 86 7 . 50 7 . 50 7 . 38 7 . 20 7 .  7 1  7 . 25 
3. 24 3 . 62 4 . 69 6 . 60 3 . 1 2  5 . 57 5 . 3 1  6 . 30 5 . 80 5 . 3 3 6 . 88 5 . 3 3 4 .  7 1  5 . 82 6 . 50 7 . 20 9 . 00 
3 4 _-95 5 . 2 2 4 . 34 4 . 31 4 . 22  5 . 20 5 . 4 2 4 . 64 4 . 95 5 . 50 4 . 29 5 . 8 3 5 . 8 3  5 . 7 5  5 . 60 5 . 86 5 . 2 5 
3 . 51 3 . 20 4 . 2 3  4 . 67 4 . 03 4 . 07 4 . 6 7  5 . 50 4 . 33 4 . 76 5 . 6 3 4 . 25 3 . 4 3 4 . 36 5 . 2 5 5 . 80 5 . 50 
4 5 . 7 7 5 . 98 6 . 00 5 . 92 6 . 09 5 . 94 5 . 94 5 . 4 5 5 . 3 1 5 . 7 7 5 . 14 5 . 58 5 . 58 5 . 37 6 . 00 5 . 14 7 . 00 
6 .  20 . 5 . 95 5 . 9 3  6 . 7 3  5 . 86 5 . 14 5 . 59 6 . 50 5 . 60 6 . 19 6 . 38 5 . 17 4 . 86 5 . 27 5 . 50 6 . 20 4 . 00 
5 4 . 26 4 . 18 4 . 01 4 . 85 4 . 26 4 . 33 4 . 48 4 . 73 5 . 4 2 4 . 57 5 . 00 I 6 . 00 6 . 00 5 . 87 5 . 6 0  6 . 29 5 . 75 
3 . 60 3 . 69 3 . 89 3 . 53 3 . 86 4 . 00 4 . 0 3 3 . 90 3 . 60 4 . 00 4 . 00 ! 3 . 50 4 . 23 5 . 09 4 . 25 5 . 60 5 . 00 
6 6 . 15 5 . 66 5 . 3 2  5 .  7 7  5 . 97 6 . 02 6 . 5 2 6 . 00 7 . 00 6 . 4 3 5 . 29 
I 
7 . 00 7 . 00 7 . 50 5 . 20 7 . 57 5 . 00 
4 . 38 4 . 96 5 . 36 6 . 60 5 . 46 6 . 64 5 . 78 7 . 00 6 . 5 3 5 . 4 3  7 . 00 7 . 6 7  7 . 00 6 . 64 7 . 2 5  6 . 20 7 . 50 
7 3 . 5 1 3 . 40 2 . 77 4 . 46 2 .  77  3 . 76 3 . 91 4 . 55  4 . 1 1 3 . 97 5 . 4 3 5 . 00 5 . 00 4 . 88 5 . 20 52 . 9  5 . 75 
1 . 64 1 .  76 2 . 51 3 . 00 2 . 40 2 . 57 3 . 09 3 . 30 3 . 47 3 . 48 3 . 2 5 3 . 58 2 . 57 3 . 55 3 . 25 4 . 60 3 . 00 
8 6 . 3 1  6 . 80 4 . 69 5 . 61 5 . 58 6 . 88 6 . 21 6 . 45 7 . 1 1 6 . 4 7 8 . 14 8 . 4 2 8 . 4 2  8 . 00 7 . 80 8 . 4 3 8 . 2 5 
3 . 80 3 . 2 2  5 . 7 1  6 . 06 5 . 26 4 . 2 1 6 . 4 1  7 . 10 6 . 47 7 . 48 7 . 38 7 . 42 4 . 86 6 . 4 5 7 . 00 8 . 40 8 . 00 
9 6 . 46 6 . 37 5 . 2 3  6 . 61 6 . 32 6 . 75 7 . 00 7 . 27 7 . 89 7 . 13 8 . 14 8 . 58 8 . 58 8 . 00 8 . 80 8 . 29 9 . 00 
4 . 09 4 . 20 5 . 54 6 . 7 3 4 .  77 5 . 4 3  5 . 91 6 . 80 6 . 1 3  6 . 19 6 . 75 6 . 42 6 . 7 2 7 . 82 7 . 25 9 . 00 7 . 50 
10 4 . 98 5 . 14 4 . 57 4 . 61 4 . 54 5 . 4 5 5 . 67 5 . 09 5 . 79 5 . 90 5 . 57 7 . 42 7 . 42 7 . 38 7 . 00 7 . 71 6 . 75 
3 . 31 3 . 13 3 . 80 4 . 93 4 . 09 3 . 29 4 . 28 6 . 00 4 . 93 4 . 81 6 . 87 5 . 4 2  3 . 00 4 . 64 4 . 75 7 . 00 7 . 00 
1 1  5 .  78 5 . 69 4 . 78 5 . 77 5 . 32 5 . 86 6 . 30 6 . 36 6 . 89 6 . 20 6 . 00 7 . 92 7 . 92 7 . 88 7 . 00 8 . 00 7 . 75  
3 . 9 3 4 . 03 5 . 1 1 6 . 00 4 . 94 5 . 50 5 . 25 6 . 60 5 . 5 3  5 . 38 6 . 37 4 . 92 5 . 14 6 . 18 7 . 00 7 . 80 6 . 50 
Common 
Comparison A B C 
1 5 . 23 3 . 92 -0 . 7 2 -
2 4 . 19 3 . 1 2 -0 . 62 -
3 3 . 23 4 . 25 o .  29 - --
4 - 0 . 82 0 . 10 0 . 34 
5 l .  7 5  1 . 2 5 0 . 05 
6 4 . 05 1 .  78 - 0 . 01 -
7 5 . 42 4 . 71 0 . 60 - -
8 4 . 45 6 . 40 -1 . 87 ..,_ -
9 4 . 11 4 . 23 -0 . 28 - --
10  3 . 03  3 . 66 1 . 43 -
1 1  hl§ 3 . 41 0 . 52 
( n 1 , n2 ) ( 6 5 ,  55 )  ( 65 , 5 5 )  ( 6 5 , 5 5 )  
D 
0 . 8 3  
0 . 71 
-0 . 25 
-0 . 67 
l,;.22 
1 . 16 
2 . 51 --
-0 . 07 
0 . 3 5 
-0 . 50 
- 0 . 14  
( 1 3 , 15 )  
TABLE 1 3  
Rank Order Comparisons of Facet S tructure 
( Standard Normal Transformations of Mann-Whitney U Scores) 
A AB 
E B C D E C D E 
2 . 00 0 . 79 0 . 8 3  0 . 18 1 . 36 0 . 46 -0 . 06 L21 
1 . 08 0 . 36 0 . 86 0 . 58 1 . 05 0 . 60 0 . 49 bfil 
0 . 3 2  1 . 47 1 . 66 -0 . 93 0 . 65 1 . 1 2  - 1 .  00 1 . 40  
0 . 50 0 . 98 0 . 50 -0 . 79 -0 . 44 -0 . 48 -0 . 8 3  0 . 06 
0 . 59 0 . 58 0 . 64 1 . 30 2 . 66 0 .  7 2  1 . 26 3 . 09 - --
0 . 97 -0 . 39  1 . 47 -1 . 27 0 . 38 1 . 53 -1 . 7 4  0 . 9 2  
0 . 3 5  2 . 27 1 . 8 3  1 . 94 0 . 93 0 . 96 l:..22 1 .  90 
0 . 76 3 . 34 -0 . 4 5  -0 . 14 1 . 24 1 .  39  1 . 09 2 . 1 5 --
� � 1 . 89 0 . 80 3 . 1 5  1 . 17 1 .  7 6  � -
1 . 12 2 . 57 � -1 . 30 1 . 44 1 . 44 -1 . 56 2 . 81  -
0 . 7 5  0 . 56 1 . 81 -0 . 07 l . 90 1 . 19 -0 . 47 3 . 3 2  
( 31 , 3 5 )  ( 51 , 14 )  ( 3 3  , 3 2 )  ( 11 , 10 )  ( 1 9 , 1 5 )  ( 30 , 21 )  ( 7  , 8 )  ( 1 2 , 12 )  
NOTE : Underline values refer t o  differences significant a t  p < . 05 .  
AE AB AE ABE ABE 
B C D CD CD D C 
L.22 1 . 62 0 . 1 3 0 . 05  0 . 44 1 . 00 0 . 26 
Lill 1 . 05 0 . 27 1 . 9 3 0 . 44 0 . 98 0 . 18 
1 .  9 2  1 .  2 1  0 . 1 2 0 . 1 5 0 . 67 0 . 00 0 . 3 3  
0 . 70 0 . 38 0 . 63 - 1 . 51 0 . 88 0 . 50 -0 . 26 
2 . 02 0 . 67 1 . 68 -0 . 59 - 1 . 00 1 . 97 0 . 4 3  --
0 . 58 1 . 58 - 2 . 19 0 . 15 -0 . 22 1 . 47 l .  50 
2 . 41 1 . 30 1 . 89 1 . 16 0 . 44 1 .  7 5  0 . 75 -
2 . 87 1 . 3 3 0 . 88 1 . 36 0 . 44 1 . 97 0 . 46 -
� 0 . 1 7 1 . 76 1 . 28 0 . 56 2 . 19 -1 . 60 
3 . 1 1  1 . 97 1 . 16 0 . 18 0 . 56 1 . 67 1 . 07 
2 . 70 1 . 40 0 . 50 0 . 44 0 . 44 0 . 98 0 . 00 
( 12 , 7 ) ( 8 , 11 )  ( 5 , 4 )  ( 2 , 49)  ( 1 , 18 )  ( 4 , 2 )  ( 7 ,  5 )  
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S4 on the other hand appears to show no effects of this or 
any ot her facet combination. If tbis subject is responding 
rationally it is clearly not using a system at all similar 
to those considered here. While there are one or two scat tered 
significant effects for Facet s D and E a  much more consist ent 
pict ure emerges if we sek t Facet A as a common facet. (i . e. 
we compare only positive emotions with positive emotions and 
negative emotions with negative emotions) . Facet B shows 
trends in a consistent direction for all but one subject, 
reaching significance for four subjects (s7, S8, S9, S 1 0) . 
This is in this case t esting for ' sympat hy' to be seen as 
distinct from ot her positive emotions, and ' Envy ' as distinct 
from ot her negative emotions. Facet C shows a fairly consist ­
ent al t hough clearly small effect,  with only one significant 
comparison. Facet E likewise shows a consistent but small 
effect. 
When both Facets A and B are selected as common facets 
the effect of Facet E is much more apparent .  All subject s 
apart from S 4  show recognizable t rends, with seven of them 
reaching significance. Clearly then the facets operate in a 
sequential fashion with Facet E only being utilised for 
stimuli equat ed on Facets A and B .  Strat egies involving 
sequential consideration of effect s, with the possibility of 
a decision being made at any point in the sequence, are defined 
as Lexicographic decision rules. The evidence from st udies 
of choice behaviour suggest s that such st rategies may be quit e 
common, and of course represent a critical violation of the 
independent . dimensions assumption of MDS models . 
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Facet C does not show any st ronger effects as one increases 
the common facet struct ure. While it does seem to show up as 
contributing a small amount it appears to operate as an 
independent rather t han lexicographic effect.  The evidence 
for Facet D is even more doubtful. There is some evidence 
for it being involved as a cont rast when all three major 
facets are in common, but with such low sample sizes one 
cannot pl ace t oo much emphasis on t his. 
Const rained MDS Analysis 
Having determined t hat at  least some facet combinations 
from the hypothesized facet structure are significant 
predict ors of similarity for at least some subjects it now 
remains t o  be shown whether the overal l  facet st ructure is a 
reasonable basis for int erpret ation of t he spatial structure 
derived from the simil arities. The t echnique of const rained 
MDS will provide a qualitative empirical evaluation of the 
degree t o  which it is possible t o  derive a spatial represent ation 
of t he dat a  t hat is consistent with t his theoretical int erpret -
ation. A quantit ative measure of the appropriateness of this 
theoretical int erpretation can be obt ained by comparing the 
goodness of fit of a spatial configuration constrained t o  
conform t o  t he structu:al hypothesis derived from the theory 
with t he goodness of fit obt ained under u.nrest ricted scaling 
condit ions . 
Most rest ricted MDS programs express their constraints in 
terms of t he projections of points on t he dimensions of t he 
configuration, for example constraining t hem t o  be in a 
specific order, or t o  have a prespecified const ant value. 
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Bentler and Weeks ( 1978), Bloxam ( 1978) and Noma and Johnson 
(1977a, b) describe procedures of t his type. Lingoes ( 1979) 
however has criticized t his approach as being limited by the 
lack of dimensional uniqueness. 
Facet theory on t he other hand leads to nondimensional 
structural hypotheses which apply const raints directly on the 
interpoint distances, while ensuring that a spatial represent­
ation will stil l  be possible. Lingoes and Borg (1978) describe 
a program CMDA (Constrained/or Confirmat ory Monot one Distance 
Analysis) which enables const raints of t his sort to be placed 
on t he order of dist ances in t he configuration. The constraint s 
are expressed in terms of one or more t heoretical proximity 
mat rices (more than one is required if t he com: rained values 
are not mat rix conditional) and t he scaling algorithm 
simul t aneously operat es on both these and the obtained proximit y  
data. This is done by partitioning the loss function int o a 
component t hat measures t he satisfaction of the monotonicity 
requirement s  (i.e. from the data) and one or more components 
that are related to t he imposed const raints. The object is to  
satisfy t he constraints component (s) t o  t he maximum ext ent 
possible and to derive t he best compromise solution for the 
monotonicity requirements subject to this. This is achieved 
by applying a variabl e penal ty function on t he components ,  which 
starts by giving equal weight ing t o  both dat a and constraints, 
but wit h  each iteration gives gradually more weight to t he 
const raints unt il finally one is scaling t hese alone. (This 
is quit e a different strategy t o  t he Noma and Johnson procedure 
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which al t ernates between the two error criteria). When this 
loss funct ion has been minimized t o  some acceptable criterion 
the goodness of fit of t he proximity matrix to this theoret ­
ically consistent configurat ion can be evaluated using st andard 
procedures (e . g .  either Kruskal 1 s st ress or Gut tman 1 s 
coefficient of al ienat ion). 
Lingoes and Borg (1980) describe a basis by which one 
can test st at ist ically whether this represents a significant 
loss of variance explained from t he unrestricted solut ion , and 
thus whether t he t heory can be maintained as a plausible explan� 
at ion of t he spat ial configurat ion. The unrest ricted solut ion 
is used as the start ing configurat ion in the procedure bot h  to 
minimise problems of local minima (in terms of sat isfying dat a  
const raints) and to serve as an appropriate comparison 
configurat ion for the stat ist ical evaluat ion of t he final 
configurat ion. 
Resul ts 
The CMDA program was run on the Hewlet t -Packard JOOO 
computer at t he Gippsland Inst itute of Advanced Educat ion . 
Subjects were analysed individually, al though since it is a 
common configurat ion that is being evaluated, the common 
configurat ion obt ained from t he ALSCAL scal ing of all 1 1  
subject s  was used a a  t he init ial configurat ion in all cases , 
Scal ings were performed in t hree and two dimensions, as it 
appeared t hat even though three dimensions were required on 
goodness of fit considerat ions, rrruch of t he t heoret ical 
informat ion was retained in t he two-dimensional solut ion. 
Two levels of constraints were appl ied, firstly using a 
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theoretical structure derived from just the three most 
significant facets, then from the total five facet structure . 
The theoretical proximity matrices for these two conditions 
are shown in Tables 14 and 1 5. These matrices incorporate 
the assumptions that differences on the major facets A, B & E 
will dominate differences on the minor facets C & D, and that 
missing facets can be considered as lying on the neutral point 
between the two possible values on that facet. Thus in Table 
15, values 9 , 8 , 7  and 6 all refer to differences less than that 
of a contrasting value on one major facet. Values 7 and 6 
refer to cases including a missing value on a major facet, 
or a difference of one half of a major facet. The major and 
minor facets are assumed to operate lexicographically,  and 
thus minor facet differences do not produce a cumulative effect 
greater than the next major facet difference (or half difference) . 
Table 16 shows the various goodnesses of fit criteria for 
each of the four sets of scaling conditions. The first two 
columns show the stress values (Kruskal's Stress Formula (1) 
is used) measuring the monotonic fit of the two proximity 
matrices to distances in the final configuration; s (u, P) and 
s (c ,  R1) relating to proximity and constraints pseudodata 
matrices respectively. 
The next three columns contain product moment correlations 
between data P and rank-images of the distances in both initial 
and final configurations P * (IC), P * (FC) and between these 
two sets of rank-images. The statistical test derived by 
Lingoes and Borg ( 1980) tests the null hypothesis that 
R (P, P* (IC) = R (P, P* (FC). If this is not disconfirmed at 
TABLE 14 
Three Facet Constraint Matrix 
Contempt 
Disgust 6 
Humiliation 4 4 
Anger 6 6 4 
Envy 4 4 4 2 
Love 2 2 0 2 2 
Fear 4 4 6 4 2 0 
Joy 2 2 0 2 2 6 0 
Pride 2 2 0 2 2 6 0 6 
Worry 4 4 6 4 4 0 6 0 0 
Anticipation 1 1 1 1 3 5 1 5 5 1 
Guilt 4 4 6 4 4 0 6 0 0 6 1 
Boredom 5 5 5 5 3 1 5 1 1 5 2 5 
Sadness 5 5 5 5 3 1 5 1 1 5 2 5 6 
Sympathy 2 2 2 4 0 4 2 4 4 2 3 2 3 3 
Grief 5 5 5 5 3 1 5 1 1 5 2 5 6 6 3 
KEY 
D iffer on no facets . . . 6 
Di ffer on missing facet . 5 
One facet . . . . 4 
One and missing f acet . 3 
Two facets 2 
Two and missing facet . . 1 
Three facets . . . . . . . 0 
TABLE 1 5  




Humiliation 4 4 
Anger 8 8 4 
Envy 2 2 4 4 
Love 1 1 0 l 
Fear 4 4 8 5 
Joy 1 1 0 1 
Pri de 1 1 0 l 
Worry 4 4 8 4 
Anticipation 0 0 1 1 
Gui lt 4 4 8 4 
Bor edom 6 6 7 6 
Sadness 6 6 7 6 
Sympat hy 4 4 1 4 
Gri ef 6 6 6 6 
KEY 
Differ on no facets . . . .  
Differ on minor facets only . 
Maj or with missing facet 
l 
4 0 
1 9 0 
1 8 0 
4 0 8 
3 4 1 
4 0 8 
3 1 6 
3 1 6 
0 4 1 
3 1 6 
Maj or with missing facet ,  and minor facet s  
Differ o n  one major facet 









One major, major and missing, and minor facets 
Two major facets 
Two major and minor facet s 










7 1 6 
7 1 6 
1 3 2 








• • • • 7 
6 
5 
• • • • • 4 
3 
• 2 
. . 1 
• • 0 
TABLE 16 
CMDA Fit Coefficients 
(A) Three Facet Constraints - 3-Dimensional Solution 
S(U, P) S(C, R1 ) R (P, P* ( IC) ) R (P ,P* (FC) ) R (P* IC) (P* FC) T 
1 . 262 . 004 . 540 . 520 . 552 . 288 
2 . 285 . 005 . 57 3  . 463 . 597 1. 639 
3 . 328 . 005 . 500 . 416 . 640 1. 249 
4 . 320 . 006 . 27 5  . 135 . 547 1. 656 
5 . 343 . 005 . 409 . 247 . 602 2. 165 
6 . 325 . 005 . 408 . 365 . 594 . 57 4  
7 . 264 . 004 . 580 . 557 . 582 . 361 
8 . 281 . 003 • 534 . 523 . 614 . 159 
9 . 269 . 003 . 530 . 503 . 554 . 380 
10  . 27 4  . 003 . 554 . 412 . 565 1. 998 
11 . 286 . 005 . 7 30 . 443 . 591 5. 027 
( B )  Three Facet Constraints - 2-Dimensional Solution 
1 . 402 . 010 . 450 . 496 . 533 . 607 
2 . 450 . 013 . 532 . 384 . 515 1. 944 
3 . 47 4  . 014 . 495 . 349 . 566 1 . 959 
4 . 484 . 013 . 137 . 011 . 539 1. 433 
5 . 512 . 016 . 422 . 147 . 529 3. 397 
6 . 47 7  . 016 . 394 . 27 3  . 529 1. 466 
7 . 393 . 010 . 564 . 502 . 553 . 891 
8 . 429 . 010 . 67 3  . 504 . 580 2. 7 60 
9 . 422 . 015 . 47 6  . 469 . 543 . 097 
10 . 434 . 015 . 591 . 340 . 526 3. 451 
1 1  . 456 . 015 . 7 20 . 417 . 57 2  5 . 117 
























TABLE 16 (Cont ' d) 
CMDA F it Coefficients 
F ive Facet Constraints - 3-Dimensional Solution 
S (U , P) S (C , R1 ) R (P, P* (IC ) ) R (P, P* (FC) ) 
. 26 5  . 007 . 540 . 518 
. 292 . 006 • 57 2 . 47 3  
. 327 . 007 . 503 . 422 
. 322 . 007 . 301 . 023 
. 349 . 008 . 415 . 230 
. 322 . 006 . 399 . 337 
. 27 3  . 007 . 593 . 553 
. 286 . 009 . 543 . 556 
. 278  . 008 . 548 . 514 
. 286 . 008 . 57 0  . 417 
. 296 . 006 . 7 30 . 429 
Five Facet Constraints - 2-Dimensional Solution 
. 405 . 015 . 450 . 427 
. 435 . 018 . 532 . 417 
. 414 . 013 . 495 . 432 
. 47 7  . 019 . 137 - . 031 
. 502 . 020 . 422 . 218 
. 47 8  . 018 . 394 . 323 
. 37 2  . 010 . 56 4  . 521 
. 425 . 015 . 6 7 3  • 519 
. 433 . 017 . 476 . 47 0  
. 430 . 016 . 591 . 36 2  
. 451 . 019 . 7 20 . 397 
R (P* (IC)  (P*FC) T 
. 512 . 298 
. 595 1. 488 
. 568 1. 112 
. 514 3. 234 
. 550 2. 318 
. 557 . 782 
. 582 . 6 26 
. 57 0  . 194 
. 593 . 507 
. 558 2. 17 7 
. 553 5. 047 
. 504 . 298 
. 548 1. 566 
. 57 8  . 87 7  
. 506 1 . 857 
. 586 2. 6 7 9  
. 568 . 8 96 
. 586 . 6 50 
. 589 2. 555 
. 547 . 07 8  
. 558 3. 268 
. 582 5. 523 
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the chosen significance level then it  is appropria te to 
regard the theoretical (final) structure as a plausible 
explanation of the initial s tructure. 
The stress levels for the pseudodata matrices show that 
the cons traints can be almost perfec tly satisfied in bo th J 
and 2 dimensions . The data s tress values are ra ther high , 
averaging around . J  for J dimensions, .4 for 2 dimensions . 
While these would perhaps be considered unacceptably high 
applying Kruskal's (1964) guidelines, one canno t apply these 
cons tantly across all scaling condi tion A. As cons trained 
scaling solutions they are not local minimum solutions for 
the data, and o ther factors such as number of poin ts and 
dimensions also effect s tress values . In addition, as Noma 
(1978) demons trates, the notion of accep table s tress levels 
of a solution should be dependent on some measure of the 
level of inherent noise in the data . He demonstrates that 
the intersession response variabili ty is a sui table basis 
for assessing this, and describes the resul ts of a Monte Carlo 
s tudy relating this to s tress values, using artificial 
dissimilarity data cons truc ted wi th varying 
degrees of error. While this measure is no t available in the 
present s tudy i t  seems reasonable to expect a fairly high 
level of response variabili ty in such a cogni tively complex 
and ambiguous empirical domain. 
The three facet constraints have resul ted in rela tively 
minor increases in s tress levels for mos t subjects in the J­
dimensional solution, wi th only three subjects , S5 , S 10 and S 1 1 ,  
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showing significant reductions (T < 1. 998, df = 117, p < .045). 
S5 was identified in the previous analysis as showing limited 
use of the primary evaluative facet only. S 10 and S 11 did 
display significant effects of these three facets on 
similarity, and their lack of fit here most plausibly indicates 
some nonindependent (lexicographic?) strategy for the 
combination of facets. 
The situation is significantly worsened in 2 dimensions, 
with six subjects showing substantial reductions in fit 
(T < 1.94, df = 117, p < . 05 1 ) . This is however a fairly 
degenerate theoretical solution for the present stimulus set 
as only five clusters of stimuli are distinguished by these 
three facets, and thus, under the primary approach to ties 
adopted in confirmatory scaling only a small number of levels 
of interpoint distances are allowed. The fact that three 
subjects S i ,  S7, S9, showed good fits even in 2 dimensions 
provides some support for the three major facets as 
constituting at least part of the structure for most subjects. 
When the full five facet structure is used to generate 
constraints the results do show a lesser stress increase for 
most subjects, indicating that the extra facets do make some 
additional contribution to the prediction of configurational 
distance. The same three subjects show significant increases 
in the J-dimensional solution as in the three facet case, with 
the addition of the poorly fitting S 4. 
This improvement is even more marked in the 2-dimensional 
solution. This shows quite a clear separation into two 
clusters of subjects that can or can not be scaled by the 
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full model in two dimensions. Five subjects (S1 , SJ, 
S6, S7, S9) show minimal stress differences, with a furt her two 
showing larger but nonsignificant increases (S2, S4). The 
remaining four subjects show quit e substantial increases in 
st ress when const rained by t he theoretical solution. Only 
one subject,  S8, appears to have shown any significant drop 
in fit t o  the t heoretical configuration in the change from 
three t o  two dimensions. 
Discussion 
Definit e  concl usions on the degree of confirmation of 
the predicted t heoretical st ruct ure are limit ed by the high 
degree of residual noise in the data, and t he incomplete 
representation of facet combinations in the stimulus set. 
For an individual subjects analysis this means that capitil­
ization on chance effects are difficul t to distinguish from 
varia nce consist ent with t he predicted model. However the 
confirmat ory scaling analysis has suggest ed that to the extent 
the semantic struct ure of emotion label ling can be represented 
as a common spatial configuration for t his group of subjects, 
the theoretical facet analysis derived here constitutes a 
plausible explanation for this struct ure. 
There is some evidence t hat �or several subjects who show 
subst antial agreement with t he content of the predicted facets, 
the MDS model is far from an adequate representation of the 
way t hese are combined. 
The resul ts of this study however appear sufficiently 
encouraging t o  suggest t hat a more comprehensive replication 
would be worthwhile. More ideal conditions to evaluate this 
220. 
and other possible theoretical structures of emotion labelling 
would include the use of a larger stimulus set, giving a more 
representative coverage of the theoretical groupings suggested 
here. This in itself would provide a more reliable basis for 
estimation of each subject (if complete presentations are 
used), and this could be usefully increased further by the use 
of one or more replications . 
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CHAPTER VII 
CONCLUSION 
This thesis has considered a variety of approaches to 
the utilization of MDS procedures in evaluating and contribut­
ing to existing substantive psychological theory. A major 
position of this thesis has been that such questions cannot 
be meaningfull y  examined without considering them in the light 
of wider metatheoretical issues involved in quantification in 
psychology in general. The major positions on these 
m.etatheoretical issues were reviewed in Part I. 
The major question concerns the formal statement of 
the requirements for the justification of a psychological 
measurement procedure. It has been argued here that this can 
only come from the measurement theoretical approach as 
represented by, for example, Krantz, Luce, Suppes and Tversky 
( 197 1) . This implies a need for the scale values to be clearl y 
related to basic empirical observations via a set of justifiable 
axioms, and formal proofs that such a representation can be 
derived from these axioms and of the uniqueness of any scale 
so derived. 
One can also identify some variations within this 
approach over the nature of data that can be used as basic 
empirical operations, particularl y regarding the status of 
direct subjective estimates of numerical magnitudes. These 
have been variously regarded as indirectly or directl y related 
to some theoretical level of • sensation magnitude', or as the 
direct behavioural data we as psychologists seek to explain. 
The latter two positions impl y that this dat a should be 
explained at least in terms of its interval level properties, 
while the first would impl y that weaker properties, such as 
weak ordering 
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or c ont inuit y, should be used . This is the position which 
is regarded here as theoretically most defensible , although 
it may also be considered somewhat conservative , i n the light 
of evidenc e that magnitude estimates do display sufficient 
cross-situational consistency to be used in interval level 
predictions . The choice then is as much an empirical as a 
theoretical one, depending on the richness and generality of 
models that can be generated by each approach. 
By way of a summary and conclusion, it is proposed to 
briefly review the various positions taken on the specific 
issue of the role of MDS in psychological research by the 
major contributors to theory and methodology in this area in 
terms of their po sit ions , usually implied rather than stated , 
on the broader issues considered above . 
One should first, perhaps, refer to a distinction , 
expressed in various forms by Gregson ( 1 975 , 1 976) and Krantz 
and Tversky ( 1 975) , between modelling the perception of 
stimulus attributes and using MDS as a model of cognitive 
processes . The former approach assumes that natural ( i . e .  
physically obvious and dis t inc t )  attributes can be regarded as 
basic psychological features tra t enter in a perceptual 
strategy, and involves the formulation , analysis and testing 
of rules for combining these features . The set of possible 
combination rules is thus not restricted to those that obey 
the requirements of a dis t anc e metric as would be necessary 
for a MDS . The second approach in contrast makes the 
assumption that the ADM model is a plausible model of the 
combinat ion of unknown featur19s and uses MDS to attempt to 
extract dimensions that correspond to these features . 
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This distinction was at one stage referred to as a content­
distance model dichotomy (Ekman & Sjoberg, 1965), because many 
similarity models start from a heuristic definition of 
similarity as the quotient of common stimulus content divided 
by the total content. However, as Gregson (1976) comments this 
distinction is a somewhat unsatisfactory basis for classifying 
similarity models as it obscures some more fundamental 
differences within these categories. Some content models for 
example can be written as normalised distances and thus share 
some of the formal structure of distance metrics, although th�y 
do not in fact have distance properties . Some evidence from 
comparative studies of various types of similarity models 
suggests that content models which can be written as normalised 
distances are the most empirically successful similarity models, 
while content models which can not be transformed to this form 
and distance model, show a fairly equivalent but lesser degree 
of fit (Gregson 1975, 1976 1 Eisler and Roskam 1977a, b). 
Another means of distinguishing between similarity models 
is based not on their mathematical structure but the way the 
primitives of the model are related to physical attributes . 
At least three basic types of representations can be disting-
uished here. The most common is the dimensional representation 
where stimuli are represented as values on a set of dimensions . 
This is the form that must be assumed by distance models, and 
may be used by some content models. More usually however 
content models are expressed in set theoretic form based on 
measures of sets of features possessed in common or disjointly 
by two stimuli. (Gregson, 1975) . 
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A different type of set theoretic representation for 
sets of stimulus features was presented by Tversky ( ;977) . 
Tversky proposed that the similarity function should be 
predicated not just on total and common content, but on all 
three sets A U  B ,  A-B , B-A , to allow for assymetric 
simmilarities. Tversky quoted several empirical examples 
where one can encourage subjects to generate assymetric 
similarities, although there is no firm evidence to suggest 
that this is a universal feature. Tversky's formulation 
implies that features are measured on a presence/absence 
bas is, as otherwise the two disjoint sets would cancel out . 
Our choice between the various compe�ing similarity 
models is thus dictated not simply on the basis of the goodness 
of fit of their underlying mathematical structure , but also 
the appropriateness of their representations to specific data 
sets. 
This is an important consideration when one also considers 
that direct similarity modelling studies must of necessity use 
stimuli whose physical dimensions are perceptually obvious and 
distinct. It is quite likely that the nature of the variation 
constructed into the stimulus set could determine which of the 
representations described above is most appropriate. Other 
factors limiting the applicability of these studies are their 
dependence on the validity of the interval level information 
in estimates of similarity magnitudes, and the fact that many 
studies have used data pooled over subjects. 
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This similarity modelling approach has not been 
considered to any g�eat extent in this thesis. While the 
results do have some disquieting implications for MDS , the 
considerations above mean that th�e are insufficient to 
invalidate their use. 
The second major strategy referred to above recognizes 
the advantages in scaling stimuli whose basic features are 
unknown if the necessary assumptions of the scaling model 
can be accepted as reasonable. Shepard (1974) referred to 
the discovery of hidden structure as the most important 
objective of the use of MDS in analyzing similarity data. 
One can dist inguish a variety of different attitudes regarding 
the conditions which need to � satisfied before MDS can be 
used for this purpose. 
The position taken by Shepard and Kruskal when initially 
proposing the nonmetric scaling model was that the monotonic 
translormation avoicirlthe need to impose any conditions at all. 
Shepard argued that since one could consider both similarity 
and distances as special cases of the more general notion of 
proximities, then order relations on one should map into 
order relations on the other. Thus one needs only rely on 
the arguments of Abelson and Tukey (1959), which showed that 
a sufficient number of ordinal contraints could generate 
metric information, to justify using the distance configuration 
that best reproduces the similarity ordering as a represent­
ation of the metric structure of the similarities. 
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However, while nonmetric scaling programs can success�ully 
ret rieve fairly stable metric representations, so much freedom 
is allowed in the form of t he arbitrary monotonic t ransformations 
t hat systematic departures from the scaling model have little 
chance of being observed . 
The most rigorous conditions for justifying MDS are of 
course t hose that have been identified by t he measurement­
theoretic analysis of t he ADM model, and thus the most 
defensible procedure would be to demonstrate that these can 
be satisfied for the given dat a set in every scaling applic�tion. 
The basic underlying model of MDS, t he additive difference 
model, states two basic properties, intradimensional sub tract­
ivity and interdimensional additivity, that must necessarily 
be satisfied by arv psychological dimensions if they are to 
ent er int o a cognitive j udgement that can be considered as 
having distance properties. One could in fact state that an 
even more basic requirement is t hat stimuli be perceived 
and evaluated in a dimensionally organised fashion. That i£ , 
we can state an even more general requirement t han subtractivity 
denoted decomposability, as 
d (x, y) = F [ ¢ , (x , , y, ) ,  • • • • • • • •  <P n (xn, yn) J 
which states that : the distance between points must be a 
function of component wise contributions. Equation 2 then 
specifies t hat these componentwise cont ributions be t he 
absolute value of t he scale differences. The major result 
of the studies which have tested t he predictions of the ADM 
has been t he syst ematic rejection of even t his more general 
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requirement of decomposability (Tversky and Krantz, 1970; 
Krantz and Tversky, 1975) . The general finding was instead 
the identification of alternative types of combination 
rules based on interactions between dimensions. 
While this result appears to critically weaken the 
case for using MDS as a cognitive model, there are a number 
of qualifications that should be attached to this conclusion. 
Firstly thes e studies must again uf r-:e ,:.. 1:·-ssi ty 
involve only classes of stimuli with highly distinct dimensions. 
In these cases, where we have sufficient knowledge about 
dimensions to evaluate the scaling model, the evidence does 
suggest it is often inappropriate, and, as Experiment 1 has 
demonstrated, this can lead to plausible but misleading 
solutions. However there is also much evidence to suggest 
that these cases are quiteatypical of stimuli where we have 
a more genuine need for MDS, i. e. where the perceptual 
features are not easily distinguished. Thus it may well be 
that it is precisely the cases we use to evaluate the MDS 
model that show the greatest systematic departures from its 
assumptions. 
Another key feature in interpeting the significance of 
these results is the mea ning that is attributed to the 
dimensions of the scaling model. If they are to be matched 
in a one to one basis with the features by which stimuli 
are perceived and structured as is the case in the treatments 
of Tversky and Krantz, and as is also implied in most applicat­
ions of MDS procedures, then the negative conclusions discussed 
above are clearly of critical significance . 
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However an alternative view is represented by the approach of 
Lingoes, Guttman and their associates, where the dimensions of 
a MDS configuration are regarded as arbitrary reference axes, 
generated for computational conveience only, and not necessarily 
to be accorded any psychological interpretation. Instead 
other formal aspects of the configuration such as directions, 
regions and manifolds may also be used as the basis for any 
psychological interpretation . Guttman 1 s facet theory approach 
shows how a similarity model based on a (usually larger) set 
of qualitative features could be embedded in this underlying 
dimensional structure. 
The use of confirmatory analysis principles in conjunc­
tion with nondimensional hypotheses shows some of the spirit 
if not the letter of measurement theory consistent approaches 
to the application of MDS to investiga te empirical structure, 
and this appears the currently most promising line of 
development in this area. However some greater knowledge 
of the conditions under which one can justify the basic 
assumptions of a parallel between the fit of structural 
hypotheses and the appropriateness of corresponding psycholo­
gical theories is clearly necessary before one can give this 
more unqualified approval. 
It should be clear from the results reviewed in this 
thesis that little support can be given for what might be 
termed a methods-oriented approach to MDS, which character­
ises the contributions of several prominent researchers in 
this field, such as Shepard, Young, Carroll and Kruskal. 
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This approach accepts the view that similarity can be 
directly equated with distance in a derived configuration, 
either directl y as in metric MDS models such as INDSCAL, or 
indirectly via the retrieval of metric from nonmetric 
information in nonmetric MDS, and thus that psychological 
properties of the representation can be inferred from 
statistical properties of the solution. The ' perceptual 
structure' inter�tation attributed to the dimensions of 
INDSCAL is a prime example of the unrealistic attitude to 
theoretical explanation this perspective can produce. 
The methodological development within this perspective 
has followed a trend for more and more flexible scaling 
models, with sufficient generality to cope with any experimental 
situation, but with little attempt to demonstrate that a given 
extension can be justified. Sophisticated statistical 
procedures using regression or discriminant anal ysis techniques 
to aid dimensional interpretation are of little value if no 
attempt has been made at a prior specification of expected 
structure. While many very efficient procedures have been 
developed with many appealing statistical properties, 
improvements of this sort alone cannot guarantee meaningful 
results. They may be of some value used in a more limited 
exploratory mode, but most studies applying MDS to substantive 
areas seem unwilling to be this cautious in their interpretat­
ions (see Forgas and Menyhart ( 1979) for a recent example which 
even treats the perceptual structure hypotheses as an 
established fact). 
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G I PPSLAND I N ST I TUTE OF ADVANCED EDUCAT I ON 
INSTRUCTIONS 
The fol l owing l ist contains pairs of words referring to emotions, that is, 
different types of feelings. For each pair you are to assign a number between 
O and 10, expressing how similar you think the emotions referred to are . 
' 10'  means they are the same, ' O '  means they are not at all similar. Any 
number between O and 10 is possibl e, the higher the number the more similar 
the two emotions appear to be. 
Do not spend too much time on each pair, and do not go back over any pairs 
you have previousl y considered. Just write down opposite each pair the 
number that you feel expresses the similarity of the two emotions. 
The foll owing l ist gives all the emotion names that will be used in this 


















REMEMBER - THE MORE SIMILAR THEY APPEAR TO BE THE HIGHER THE NUMBER YOU SHOULD 
GIVE . 
Thank you for your co-operation. 
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2 ,  
Pride Sympathy 
Sympathy Di sgust 
Love Joy 
Gui lt Grief 
Boredom Contempt 
Fear Pride 
Anti cipati on Love 
Contempt Gri ef 
Gui lt Sadness 
Humi li ati on Sympathy 
Anger Disgust 
Boredom Guilt 
Love Di sgust 
Envy Contempt 
Anti cipati on Humi li ati on 
Pride Sympathy 
Humi liation Worry 
Sadness Gui lt 
Boredom Worry 
Envy Humi li ati on 
Pride Sympathy 
Fear Gui lt 
Boredom Anger 
J oy Gui lt 
Humi li ati on Boredom 
Envy Humi li ati on 
Sympathy Disgust 
Worry L ove 
Contempt Fear 
Joy Joy 
. .  3/ . .  
























































An ti cipation Grief 
Sadness Pride 
Contempt Boredom 
Fear Sad ness 
Worry Anticipation 
Boredom Joy 
Fear Contempt 
Anger Sadness 
