Abstract. We study H 1 versus C 1 local minimizers for functionals defined on spaces of symmetric functions, namely functions that are invariant by the action of some subgroups of O(N ). These functionals, in many cases, are associated with some elliptic partial differential equations that may have supercritical growth. So we also prove some results on classical regularity for symmetric weak solutions for a general class of semilinear elliptic equations with possibly supercritical growth. We then apply these results to prove the existence of a large number of classical positive symmetric solutions to some concave-convex elliptic equations of Hénon type.
Introduction
We study H 1 versus C 1 local minimizers for functionals defined in spaces of symmetric functions, namely functions that are invariant by the action of some subgroups of O(N ). The functionals considered in this paper may not be defined in the whole space H 1 0 (B), but on some proper subspaces of symmetric functions. Throughout in this paper B stands for the open unit ball centered at zero in R N , N ≥ 1. In order to prove the equivalence in the C 1 -topology and H 1 -topology of local symmetric minimizers, it is essential to have the classical regularity for symmetric weak solutions of the Euler-Lagrange equations associated with these functionals. Problems with supercritical growth in the classical sense are involved and so classical regularity results, as in Brezis and Kato [7] based on the Moser's iteration technique [36] , cannot be directly applied. By the same reason, the principle of symmetric criticality of Palais [39] does not apply. Hence we prove some regularity results, namely Theorems 2.2 and 2.5, which cover a large class of elliptic partial differential equations and extend and simplify the proofs of some results in [28, Sections 5.1 and 5.2] .
We then apply these results to prove the existence of a large number of positive solutions to some classes of elliptic partial differential equations of concave-convex type. We prove the existence of at least three solutions and, if N ≥ 3, up to N 2 + 2 solutions, each of them exhibiting certain symmetry. In comparison with the pioneering work of Brezis and Nirenberg [9] and Ambrosetti et al. [3] , our approach allows us to obtain the existence of more solutions and to treat problems that are critical or supercritical in the classical sense.
We consider elliptic equations of the type (1.1) −∆u = f (x, u) in B, u = 0 on ∂B, where f satisfies some suitable hypotheses regarding symmetry with respect to the first variable and growth that may even be supercritical in the classical sense. We also assume that f is Caratheodory, that is, for each u ∈ R, x → f (x, u) is measurable and, u → f (x, u) is continuous for almost every x ∈ B.
As we will describe next, many interesting problems involving partial differential equations are invariant by the action of certain groups of symmetries and there are two major lines of research on this type of problems: the symmetry that solutions inherit from the problem, and the existence of solutions exhibiting the problem's symmetry.
On the first direction we mention the seminal work of Gidas et al. [23] in which, assuming quite sharp conditions on f , radial symmetry for any positive solution of (1.1) is proved. Bearing on this subject and related to the problems treated in this paper we also mention the results on symmetry breaking for least energy solutions of the Hénon equation [29] , i.e. in case f (x, u) = |x| α |u| p−1 u with α > 0 and p > 1, proved in [43, 11, 13] and the results about the Schwarz foliated symmetry for least energy solutions proved in [42, 38] .
On the second direction, within which this paper contributes, the search of symmetric solutions naturally induces the study of spaces of symmetric functions. Here we mention the work of Strauss [45] on solitary waves; the work of Ni [37] on the Hénon equation; the work of Lions [34] about symmetry and compactness on Sobolev spaces; the work of de Figueiredo et al. [28] 
|f (x, u)| ≤ C|x| α (1 + |u| q ), ∀ x ∈ B, ∀ u ∈ R, C > 0 is a constant, α ≥ 0, q = 2 * α − 1 in case N ≥ 3 and any 1 < q in case N = 1, 2, and set H 
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Associated with (1.1) we consider the integral functional Then u 0 is also a local minimum of Φ rad for the H 1 rad -topology, that is, there exists δ > 0 such that
Assume the symmetry and growth conditions
where α 0 (N, l, p) is given as in Theorem 2.5 below. Associated with (1.1) we consider the integral functional
Let u 0 ∈ H l be a local minimum of Φ l for the C 1 l -topology, that is, there exists r > 0 such that
Then u 0 is also a local minimum of Φ l for the H l -topology, that is, there exists δ > 0 such that
A model problem to which the above results apply is
with α > 0, p > 1 and a parameter λ > 0, which is related to the Hénon equation
and to the equation
for which we cite the works [32, 30, 15, 8, 22] . The equation (1.7) has been extensively studied due to its application to physical models, in particular as the steady-state problem corresponding to a nonlinear reaction-diffusion equation; cf. [30, 31] . By adding to (1.7) the weight |x| α , with α > 0, which turns out to be the equation (1.6), we mean that the medium B has some intrinsic properties that interfere in the reaction rate. Moreover, the partial differential equation (1.6), literally the identity (1.6), says that such intrinsic properties of B hinder diffusion close to its center, because |x| α vanishes at zero and it is very small close to x = 0. Therefore, the existence of solutions that concentrate on the boundary, as α → +∞, is somehow expected; cf. [11, 13, 35] .
In view of the published literature on the non-weighted problem (1.7), e.g. [32, 15, 8] , the next theorem is quite conventional as it describes the range of the parameter λ in which (1.6) has a solution. There exists λ * = λ * (N, α, p) > 0 such that:
(i) There is no classical solution of (1.6) if λ > λ * ; (ii) There exists at least one radial classical solution of (1.
) has at least one radial classical solution.
We then combine Theorems 1.1, 1.2 and 1.3 to guarantee the existence of a large number solutions to (1.6) and, in addition, we classify their symmetry. Theorem 1.4 (multiple symmetric solutions). Suppose N ≥ 1 and α > 0. Let λ * > 0 be as above.
(I) Let 1 < p and if N ≥ 3 also assume p ≤ 2 * α − 1. If 0 < λ < λ * , then (1.6) has at least two radial classical solutions. (II) Let 1 < p and N = 1, 2. There exists α 0 = α 0 (N, p) > 0 such that the problem (1.6) has at least three non rotational equivalent classical solutions, if α > α 0 and 0 < λ < λ 0 (N, p, α). Two of them are radially symmetric. If N = 1, the third solution is not even. If N = 2, the third solution is not radially symmetric but Schwarz foliated symmetric. (III) Let N ≥ 3 and 1 < p < 2 * − 1. There exists α 0 = α 0 (N, p) > 0 such that the problem (1.6) has at least N 2 + 2 non rotational equivalent classical solutions, if α > α 0 and 0 < λ < λ 0 (N, p, α). Two of them are radially symmetric. The third solution is not radially symmetric but Schwarz foliated symmetric. Each of the others
Remark 1.5. In the case of N ≥ 4 we have more information about the existence multiple solutions to (1.6). Indeed, we prove the existence of more than two solutions even with p + 1 ≥ 2 * ; cf. Remark 5.7. The main ingredients in the proof are the results about H 1 versus C 1 minimizers applied to the space H 1 0,rad (B) combined with a careful asymptotic analysis, as λ → 0 + , of the associated symmetric mountain pass levels.
In contrast, in the non-weighted case, with 1 < p if N = 1, 2, and 1 < p ≤ 2 * − 1 if N ≥ 3, it is proved in [30] that (1.7) has precisely two solutions for every 0 < λ < λ * .
Our results also apply to the Hénon equation with inhomogeneous boundary condition, namely to
Indeed, if we write u = a(w + 1), then (1.8) is equivalent to (1.6) with a p−1 = λ. So, Theorems 1.3 and 1.4 can be restated in the context of (1.8).
Since the works of Hénon [29] and Ni [37] , the problem (1.8) with a = 0 has been extensively studied; cf. [43, 38, 11, 5, 41, 28, 12, 42, 47, 26] and references therein. Neverthless, less attention has been devoted to the study of (1.8) with a > 0 and, as far as we know, [40] is the only published paper on this subject.
One of the first applications of the result of Brezis and Nirenberg [9] about C 1 versus H 1 local minimizers appears in concave-convex problems as in Ambrosetti et al. [3] , whose weighted version reads
with β ≥ 0, α ≥ 0 and 0 < q < 1 < p ≤ 2 * α − 1; cf. [14] where (1.9) is considered in the case of q = 1. We stress that Theorems 1.1 and 1.2 can be applied to study equation (1.9) and to obtain results in the sense of Theorems 1.3 and 1.4 above.
Our results also apply to some weighted problems posed in exterior domains, as to (1.10)
with N ≥ 3, a ≥ 0, β ∈ R and p > 0; cf. Section 6. In this direction our results slightly complement the results in [16, Theorem 2] . This manuscript is organized as follows. In Section 2 we prove some regularity results for symmetric weak solutions of (1.1), namely Theorems 2.2 and 2.5. In Sections 3, 4 and 5 we prove Theorems 1.1, 1.3 and 1.4, respectively. Then, in Section 6, we describe how our procedure can be used to prove results on the existence and the multiplicity of solutions to the equation (1.10).
Regularity results
In this section we prove classical regularity for symmetric weak solutions of elliptic equations of the type (1.1). We point out that problems with supercritical growth in the classical sense are involved and so classical regularity results, as in Brezis and Kato [7] based on the Moser's iteration technique [36] , cannot be directly applied. In addition, since the functionals may not be defined on H 1 0 (B), the principle of symmetric criticality [39] cannot be applied as well.
2.1. Radial solutions. We recall that from [37, eq. (4) ], for N ≥ 3 and any u ∈ H 1 0,rad (B) we have
where ω N stands for the surface area of 
0 (B) for every t ≥ 1 and it strongly solves (1.1). Consequently, by classical embeddings of Sobolev spaces, u ∈ C 1,θ (B) for every 0 < θ < 1.
On the other hand, in case N ≥ 3, from (1.2) we infer that
and, by (2.1), |x|
Let w be the strong solution of
Then, by the standard elliptic regularity for second order elliptic operators as in
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Let ψ ∈ C ∞ c,rad (B) be an arbitrary function and ϕ be the solution of −∆ϕ = ψ in B, with ϕ = 0 on ∂B.
Then ϕ ∈ C ∞ 0,rad (B) and so, by means of (2.3),
Therefore, w = u a.e. in B.
At this point we have proved that u strongly solves (1.1) and that u ∈ W 2,t (B)∩ 
and by Ni's pointwise estime (2.1) we infer that |x| 
2) and is also suitably regular, that is the case of f (x, u) = λ|x| α |u + 1| p−1 (u + 1) with λ ∈ R, α ≥ 0 and p > 1, then we combine Theorem 2.2 and the classical Schauder's estimates to obtain that any weak radial solution of (1.1) lies in C 2,γ (B), for a certain 0 < γ < 1, and classically solves (1.1).
2.2. Partially symmetric solutions. In this part
.
is the correct assumption for the proof of [5, Theorem 2.1].
Here we assume (2.5) and the symmetry and growth conditions (1.5). Under these hypotheses
0 (B) for every t ≥ 1 and it strongly solves (1.1). Consequently, by classical embeddings of Sobolev spaces, u ∈ C 1,γ (B) for every 0 < γ < 1.
Proof. By (1.5) and the imbedding
. Let w be the strong solution of
Then ϕ ∈ C ∞ 0,l (B) and so, by means of (2.6),
where Q = {(s, t) ⊂ R 2 ; s, t > 0 and 0 < s 2 + t 2 < 1}. Therefore, w = u a.e. in B.
At this point we have proved that u ∈ W 2, 
And the bootstrap argument works because
Remark 2.6. If f (x, u) satisfies (1.5) and is also suitably regular, that is the case of f (x, u) = λ|x| α |u + 1| p−1 (u + 1) with λ ∈ R, α ≥ 0 and p > 1, then we combine Theorem 2.5 and the classical Schauder's estimates to obtain that any
, for a certain 0 < γ < 1, and classically solves (1.1).
H
1 versus C 1 local minimizers: radially symmetric functions
In this part we consider the functional
Here we suppose that f verifies the growth and symmetry conditions (1.2) and we prove Theorem 1.1. We also mention [19, Proposition 3.9] and [10, Lemma 2.2] from where we borrow some ideas.
Proof of Theorem 1.1.
Step 1. We infer that u 0 ∈ W 2,t (B) ∩ W 1,t 0 (B) for every t ≥ 1 and strongly solves (1.1). In particular, u 0 ∈ C 1,γ (B) for every 0 < γ < 1. Let (ρ n ) a regularizing sequence formed by radial functions, for example,
Then observe that ρ n * w is radially symmetric if w is radially symmetric. Then C 
From (1.3), we have
and since C 1 0,rad (B) is dense in H 1 0,rad (B) and the above integrability of f (x, u 0 ),
that is, u 0 is a critical point of Φ rad . Therefore, by Theorem 2.2, u 0 ∈ W 2,t (B) ∩ W 1,t 0 (B) for every t ≥ 1 and strongly solves (1.1). In particular, u 0 ∈ C 1,γ (B) for every 0 < γ < 1.
Step 2. We infer that u 0 satisfies (1.4).
For each j ∈ N consider the truncated functional
where
Then from (1.2), there exists C > 0, that does not depend on j, such that
for certain q > 1 in case N = 1, 2 and q =
in case N ≥ 3. Also observe that, by the dominated convergence theorem, Φ j (u) → Φ(u), as j → ∞, for every u ∈ H 1 0,rad (B). Suppose that (1.4) does not hold. Then, by the continuous embedding
. In addition, we take (j n ) increasing such that j n → ∞ as n → ∞. Then
and, from the subcritical growth of F jn , there exists
In particular,
and there exists µ n ∈ R such that
Observe that µ n is the Lagrange multiplier associated to the minimization of Φ jn on
Indeed, observe that |u n − u 0 | q+1,α = 1 n or u n is a local minimum for Φ jn :
and, therefore, µ n ≤ 0. In addition, arguing as in Step 1, for every n ∈ N, it follows that u n strongly solves (3.2) and u n ∈ C 1,γ (B) for every 0 < γ < 1. We prove below that
. Then, from (3.1), for every n sufficiently large
which contradicts (1.3). Now we prove (3.3). We distinguish two cases according to the behavior of (µ n ) as n → ∞, namely, (i) (µ n ) is bounded; (ii) there exists a subsequence of (µ n ) that converges to −∞. Case (i). In this case, from (3.2), u n strongly solves
and also in the sense of
. Again we split the proof into two cases: N = 1, 2 and N ≥ 3.
Therefore, by the classical elliptic regularity as in [25, Lemma 9.17] , for each t ≥ 1 there exists C t > 0 such that u n W 2,t ≤ C t for all n ∈ N. Therefore, (3.3) follows from the classical Sobolev embeddings.
In case N ≥ 3, since
Then, arguing as in [27, Proposition 1.2] and by [25, Lemma 9.17] , for each t ≥ 1 there exist C t > 0 such that u n W 2,t ≤ C t for all n ∈ N. Therefore, once more, (3.3) follows from the classical Sobolev embeddings.
Case (ii). To simplify notation, we also denote by (µ n ) the subsequence of (µ n ) that converges to −∞. Observe that (1.2) and the fact that u 0 is bounded, guarantees the existence n 0 ∈ N and M > 0, that do not depend on n, such that
forall x ∈ B\{0} and all n ≥ n 0 . Set u + = max{u, 0} and u
Let s > 1. Then, from (1.1) and (3.4), with |u n − u 0 | s−1 (u n − u 0 ) as a test function we obtain 0 ≤ s
Hölder's inequality with p = q+s s applied to the above inequality we obtain
and therefore
Finally, taking the limit as s → ∞ in the above inequality we obtain that (−µ n ||u n − u 0 | q | ∞ ) is bounded and hence we argue as in Case (i). 
Existence results and local minimum solutions
In this part we start our study on the boundary value problem (1.6). Set
Then λ 1,α is the first eigenvalue for the weighted eigenvalue problem −∆u = λ|x| α u in B, with u = 0 on ∂B, which is simple and has a positive eigenfunction ϕ 1,α . Consequently, ϕ 1,α is radially symmetric and strictly radially decreasing. Here we consider ϕ 1,α with |x| α ϕ 2 1,α dx = 1.
p , then (1.6) has no solution. Proof. If w is a solution of (1.6), then
Let e α and e 0 be the solutions of
Then, by the strong maximum principle, 0 < e α < e 0 in B for all α > 0.
p p |eα|∞ , then (1.6) has a solution. Proof. First observe that, for every λ > 0, w = λe α is a lower solution of (1.6). Now we search for an upper solution w of the form w = M e α . Then w = M e α is an upper solution for (1.6) if, and only if,
Observe that h attains its minimum value
p p |eα|∞ , then w = M e α with M = t * is an upper solution for (1.6) such that w ≤ w. Then we can apply the monotone iteration technique, as in [2] , to prove the existence of a solution to (1.6).
Lemma 4.3. There exists λ 0 = λ 0 (N, p) ∈ (0, 1) such that for every λ ∈ (0, λ 0 ), every integer k ≥ 2, then w = λ 1/k e α is an upper solution for (1.6) such that w = λe α < λ 1/k e α = w in B.
Proof. It is a straightforward consequence of (4.1). Observe that |e α | ∞ ≤ |e 0 | ∞ for every α ≥ 0 and this allows us to get λ 0 (N, p) independent of α.
We say that a solution w 0 of
for any other solution w of (4.2). Let λ * = sup{λ > 0; (1.6) has a solution}.
To treat (1.6) we will also consider an equivalent problem, namely, if we write v = aw, then (1.6) is equivalent to
Proposition 4.4. Let λ * be as above. Then 0 < λ * < ∞ and:
(i) There is no solution of (1.6) if λ > λ * ; (ii) If 0 < λ < λ * , then (1.6) has a minimal solution w α,λ . Let v α,λ and w α,λ be the corresponding minimal solutions of (4.3) and (1.6), respectvely. Then w α,λ → 0 uniformly w.r.t. x and α as λ → 0. (iii) v α,λ , w α,λ are positive, radially symmetric and radially decreasing.
Proof. Regarding the existence on minimal solution, we apply the monotone iteration technique, as in [2] . Indeed the minimal solution w α,λ is obtained by the lower and upper solution method with a monotone iteration starting from the lower solution w = λe α and therefore it is radially symmetric and radially decreasing.
Fix an integer k ≥ 2. Then, by Lemma 4.3 and the strong maximum principle, we conclude that
Items (i) and (iii) are quite evident. Proof. By the strong maximum principle we have that λe α < w α,λ in B. On the other hand, given ǫ > 0, we have by (4.4) that there exists λ ǫ > 0 such that
and, by strong maximum principle, we obtain
For the second limit observe that v α,λ = aw α,λ with a p−1 = λ.
4.1.
On radial local minimum solutions and the proof Theorem 1.3. Let 1 < p and 0 < λ < λ * . In case N ≥ 3 also assume p ≤ 2 * α − 1. Then, see Remark 2.3, we know that the (positive) critical points of the
are precisely the classical radial solutions of (4.3).
Proposition 4.6. Let 1 < p and in case N ≥ 3 also assume p ≤ 2 * α − 1. If 0 < λ < λ * , then there exists v α,rad,λ > 0 in B such that J λ,rad has a local minimum at v α,rad,λ , J λ,rad ( v α,rad,λ ) < 0 and Proof. Given 0 < λ < λ * fix any λ ′ ∈ (λ, λ * ). Then observe that 0 and v α,λ ′ are, respectively, strict lower and upper solutions of (4.3). Consider
Then arguing as [46, Theorem 2.4], there exists
Then, by Theorems 1.1 and 2.2, v α,rad,λ is a classical solution of (4.3) and, by the strong maximum principle, 0 < v α,rad,λ < v α,λ ′ in B. Then v α,rad,λ is a local minimum of J λ,rad in the H 1 0,rad (B) topology and, since J λ,rad (0) < 0, it follows that J λ,rad ( v α,rad,λ ) < 0. Finally, from v α,λ ≤ v α,rad,λ < v α,λ ′ in B, we obtain (4.6) from Proposition 4.5. As a consequence, (1.6) has a solution with λ = λ * .
Proof. We recall that a p−1 = λ. We have that
and then,
with C independent of α. Once more using that J rad (v) < 0, we get v < C ∀ 0 < λ < λ * , again with C independent of α. Then, arguing as in the proof of Theorem 1.1 based on [27, Proposition 1.2], we get v ∞ ≤ C for all 0 < λ < λ * . Now, from Proposition 4.6, we have that J λ,rad ( v α,rad,λ ) < 0. Then using that 0 < v α,λ ≤ v α,rad,λ for all 0 < λ < λ * and the above a priori bounds, we obtain the existence of a solution to (4.3) with λ = λ * as a limit of v α,λ as λ ↑ λ * .
Proof of Theorem 1.3. It follows directly from Proposition 4.4 and 4.8.
4.2.
On partially symmetric local minimum solutions. Let 1 < p, 0 < λ < λ * and assume all the hypotheses of Theorem 2.5. Then from Remark 2.6, we know that the (positive) critical points of the
are precisely the classical (l, N − l)-symmetric solutions of (4.3). 
4.3.
On local minimum solutions without symmetry. Let 1 < p, N ≥ 1, 0 < λ < λ * and assume 1 < p < 2 * − 1. Then we know that classical solutions of (4.3) are precisely the (positive) critical points of the Proof. It is very similar to the proof of Proposition 4.6, at this time with the aid of [9] .
Remark 4.11. We do not know whether or not v α,rad,λ = v α,λ = v α,l,λ = v α,λ .
5.
Multiple positive solutions: proof of Theorem 1.4
Proof of Theorem 1.4 (I)
: under the extra assumption 1 < p < 2 * α − 1 in case N ≥ 3. In this case J λ,rad , as defined by (4.5), satisfies the (PS) condition. In addition, J λ,rad has a local minimum at v α,rad,λ , with v α,rad,λ given by Proposition 4.6. We recall that −∆ v α,rad,λ > 0 in B, v α,rad,λ > 0 in B and that J λ,rad ( v α,rad,λ ) < 0. Let r λ > 0 such that
We have to consider two cases.
Case 1: There exist ǫ λ > 0 and r ∈ (0, r λ ) such that Then we have that each v 0,r is also a local minimum of J λ,rad and therefore a classical solution of
We claim that each v 0,r ≥ 0 in B and therefore (by the strong maximum principle) another radial solution of (4.3) as desired. By contradiction suppose that "v 0 ≥ 0 in B" is not satisfied. Then observe that
that is |v 0 | − v α,rad,λ ≤ v 0 − v α,rad,λ < r and J λ,rad (|v 0 |) < J λ,rad (v 0 ) = J λ,rad ( v α,rad,λ ), which contradicts (5.1). Therefore v 0 ≥ 0 in B and, by the strong maximum principle, we infer that v 0 > 0 in B. Consequently, (1.6) has at least two radial solutions.
Proof of Theorem 1.4 (I):
with N ≥ 3 and p = 2 * α − 1. In this case J λ,rad does not satisfies the (PS) condition at all levels. To overcome this difficulty we adopt an approach different from that in Section 5.1 and close to the proof of [18, Theorem 2.5] .
For that, it is essential to study
and in this direction we cite the pioneering work [20] . Let
Arguing as in [37] , [28] , see also [45] , we know that every element u ∈ D 1,2 rad (R N ) has a representative U , also denoted by u, which is continuous in R N \{0} and satisfies
At this time we use the identity u(x) = − ∞ |x| u ′ (t)dt. Then using the embed- 
We know that any solution of S α (R N ) induces, up to multiplication by a constant, a C 2 (R N ) radial solution of (5.2). On the other hand, it is proved in [24, eq. (A.9) ] that all C 2 (R N ) radial solutions of (5.2) are explicitly given by
Proof. Extending by zero an element in
In view of Lemma 5.1 we will denote S α (R N ) and S α (B R ) by S α . Fix λ with 0 < λ < λ * . We recall that, with a p−1 = λ,
has a local minimum at v α,rad,λ , J λ,rad ( v α,rad,λ ) < 0, −∆ v α,rad,λ > 0 in B and v α,rad,λ > 0 in B; see Proposition 4.6. It is enough to prove the existence of a nontrivial solution w of
where g(x, s) = ( v α,rad,λ + s + + a)
α −1 , since w + v α,rad,λ will correspond to a second radial solution of (4.3). Observe that any nontrivial solution w of (5.3) satisfies w > 0 in B.
The functional associated to (5.3) is
Then 0 is a local minimum of J on H N + α) .
From the preceding lemma together with [17, Theorem 5.10], which just requires the (P S) c condition to hold at the level of the local minimum (here the level J(0) = 0 < c 0 ), one deduces from (5.4) that J(0) < inf{J(w) : w ∈ H 1 0,rad (B) and w = ρ}, holds for all ρ in (0, r). We intend to apply the mountain pass theorem. For this purpose we will show the existence of w 1 ∈ H 1 0,rad (B) such that w 1 > ρ, J(w 1 ) < 0 and that the infmax value of J over the family of all continuous paths from 0 to w 1 is smaller than c 0 . Once this is done, the usual mountain pass theorem yields the existence of a nonzero critical point for J, a contradiction which will complete the proof of this part of the theorem (Theorem 1.4 (I)).
To construct a w 1 as above, we consider as in [3] functions of the form tu α,ǫ with t > 0 and
is a function where S α is attained. Set
The following lemma implies that for ǫ sufficiently small, the infmax value of J over the family of all continuous paths from 0 to w 1 = t ǫ u α,ǫ is indeed smaller than c 0 . 
(I).
Proof of Lemma 5.2. Let w n be a (P S) c sequence with c < c 0 , i.e.
where ε n → 0. We first observe that w n remains bounded in H 1 0,rad (B). This follows by multiplying (5.7) with φ = v α,rad,λ + w n by 1/2 * α and subtracting from (5.6); the terms of power 2 * α cancel and the remaining dominating term is w n 2 , which yields the boundedness of w n . So, for a subsequence, w n ⇀ w 0 in H 1 0,rad (B) and
and consequently, by the assumption of this lemma, w 0 = 0. We now go back to (5.7) with φ = w 0 + w n , multiply again by 1/2 * α and subtract from (5.6) to get
There are two possibilities: either c = 0 or c = 0. If c = 0 then w n → w 0 in H 1 0,rad (B) by (5.8) and we are done. We will now see that c = 0 leads to a contradiction. For that purpose we deduce from (5.7) with φ = w n that
By definition of S α , we have that
ant then c ≥ c 0 . This contradicts (5.5) and completes the proof of Lemma 5.2.
Proof of Lemma 5.3. We have that
Consequently,
Since v α,rad,λ ≥ b 0 > 0 on the support of u 2 α,ǫ , we deduce
By definition we have
Then, since N ≥ 3 and ϕ ≡ 1 in B(0, 1/2), we get
dx and so
with, respectively,
Indeed, since ϕ ≡ 1 in B(0, 1/2) we have
dx .
(5.13)
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Case 0 ≤ α < N − 4. In this case, from (5.13), we have
dx. Then, from (5.11) and (5.12), we obtain
for some positive constant K 4 , and we are done since 0 ≤ α < N − 4.
dz.
(5.14)
From (5.14) and using that α = N − 4 we get
and at this time we have
for some positive constant K 4 and we are done.
Case N − 4 < α. In this case we can apply the dominated convergence theorem to obtain that
and then that
In this case the inequality (5.10) is not suitable for our purposes. We emphasize that the inequality N < α + 4 corresponds to critical dimensions associated to problem (1.6); compare with the critical dimension N = 3 (α = 0) in the paper of Brezis and Nirenberg [8] . Instead of (5.10) we use that
Consequently, 
dx. Then from (5.11) and (5.12) we infer that
Remark 5.4. In the proof of Lemma 5.3 we could have used (5.15) in all the cases 0 < α < N − 4, α = N − 4 and α > N − 4. However, we decided also to use (5.10) to emphasize the critical dimensions N ∈ [3, α+ 4) associated to the equation (1.6).
5.3.
On the existence of a radial mountain pass solution to (1.6). In Section 5.2 we proved that (1.6) has two radial solutions for every 0 < λ < λ * and for every 1 < p ≤ 2 * α − 1. Here we guarantee the existence of a mountain pass solution in the case that λ > 0 is sufficiently small.
Proof. First we recall that e α < e 0 in B ∀ α > 0.
From Proposition 4.6, more precisely from (4.6) (cf. Lemma 4.3), we infer that there exists λ 0 = λ 0 (N, p) < 1 such that
Then, taking into account that a = λ 1/(p−1) , we get that
Observe that C(N, p) may be taken independently of α. Indeed, for every u ∈ H 1 0,rad (B), we have from Ni's pointwise estimate (2.1) that
Then take into account that the constants for the embeddings L
can be bounded from above uniformly with respect to α. Then, we recall that
has a strict minimum at v = 0. Moreover, using again (5.18), now with p + 1 in place of p, there exists ǫ(N, p) > 0 and r = r(N, p) > 0 such that
Hence, combining the last inequality with (5.16) and (5.17), there exists 0 < λ 0 ≤ λ 0 , with λ 0 = λ 0 (N, p), such that for every 0 < λ < λ 0 :
v α,rad,λ < r 2 , J λ,rad ( v α,rad,λ ) < 0, and
It is also clear that J λ,rad (R v α,rad,λ ) < 0 for R > 0 sufficiently large. Therefore, since J λ,rad satisfies the (P S) c condition at every level c, we apply the standard version of the mountain pass lemma [4] . 5.4. Partially symmetric mountain pass solutions. Assume all the hypotheses from Proposition 4.9. So,
has a local minimum at v α,l,λ and a mountain pass solution in the case that 0 < λ < λ 0 (N, p); cf. Section 5.3. At this time, to see that λ 0 (N, p) can be taken independent of α and l we refer to [5, Corollary 2.3] . As before, we prove that any mountain pass solution of J λ,l associated to the mountain pass level
is positive in B. Take V α,λ,l a mountain pass critical point of J l associated to the mountain pass level m α,a,l .
5.5. Solutions in the space H 1 0 (B). Here we suppose 1 < p < 2 * − 1. So, by Proposition 4.9,
has a local minimum at v α,λ and a mountain pass solution in the case that 0 < λ < λ 0 (N, p); cf. Section 5.3. At this time, to see that λ 0 (N, p) can be taken independent of α we can use that
and we use the classical Sobolev embeddings. As before, we prove that any mountain pass solution of J λ associated to the mountain pass level
Take V α,λ a mountain pass critical point of J associated to the mountain pass level m α,λ .
In case N ≥ 2, arguing as in [44, Proposition 3 .1], we can prove that for each closed half-space H in R N , the polarized function
is also a solution of (4.3) associated to the critical level m α,λ . Then we argue as in [6, Lemmas 16 and 17] to prove that V α,λ is Schwarz foliated symmetric indeed.
Proof of Theorem 1.4 (II) and (III).
Proposition 5.6. Let N ≥ 1, α > 0 and 0 < γ < min{1, α}.
Here V α,rad , V α,l and V α are mountain pass critical points of J 0,rad : H We also have the respective convergence of the mountain pass levels. We stress that, in the case (i), the a priori estimates for radial positive solutions of (4.3) with 1 < p < 2 * α − 1 follows from [40, p. 2529, Case 2]; observe that P k = 0, for every k, for radial solutions. The a priori estimates in the case (ii) (for all positive solutions of (4.3)) is presented in [40, Theorem 1.3] . Moreover, these a priori estimates depends on N , p and α. Since these a priori estimates depend on α we see from (5.17) that the convergence of the mountain pass levels (as λ → 0 + ) also depends on α.
Proof of Theorem 1.4 (II) and (III) completed. For each N ≥ 1, the mountain pass levels of V α,rad , V α,l and V α are different, provided α > α 0 (N, p) ; see [43, 11, 5] . Then, for every α > α 0 (N, p), we obtain from Propositions 5.5 and 5.6 that there exists λ 0 = λ 0 (N, p, α) such that for every 0 < λ < λ 0 the solutions V α,λ,rad , V α,λ,l and V α,λ are non rotational equivalent, because they have different positive energy levels. Observe that λ 0 depends on α because, as we explained in the proof of Proposition 5.6, the convergence of the mountain pass levels may depend on α. Then, for every N ≥ 1, V α,λ,rad , V α,λ and v α,λ,rad , with v α,λ,rad from Proposition 4.6, produce three non rotational equivalent solutions of (1.6). In addition, V α,λ is not radially symmetric, and in case N ≥ 2, V α,λ is Schwarz foliated symmetric.
Using the same arguments, in case N ≥ 4, V α,λ,l and V α,λ,j are non rotational equivalent if j = l; see [5, 33] for the limit problem with λ = 0. Then we get the existence of at least [N/2] + 2 non rotational equivalent solutions for (1.6), since we have N 2 − 1 choices of l ∈ Z such that 2 ≤ N − l ≤ l.
Remark 5.7. Assume N ≥ 4, l ∈ N, 2 ≤ N − l ≤ l and 2 < p + 1 < 2(l+1) l−1 . Then, as we argued in the proof of Theorem 1.4 (III), there exist α 0 (N, p) > 0 and λ 0 = λ 0 (N, p, α) such that for all α > α 0 (N, p) and 0 < λ < λ 0 the solutions V α,λ,rad , V α,λ,l have distinct positive critical levels and v α,λ,rad has a negative critical level. Therefore we get the existence of at least three solutions to (1.6). Observe that an estimate like (5.17), involving J λ,l and J 0,l , can be used to prove uniformly bound of the mountain pass level, and so of the mountain pass solutions, as α → 0 + . Finally, observe that the condition 2 < p + 1 < 2(l+1) l−1 includes cases with p + 1 ≥ 2 * .
A weighted problem posed in an exterior domain
Here we consider N ≥ 3, a ≥ 0, β ∈ R and p > 0 and the problem The case with a = 0. As a consequence of [37, 43, 11] (iii) In case β > 0 is large, a > 0 is suitably small and 1 < p < 2 * − 1, then Theorem 1.4 (II) and (III) apply to prove the existence of multiple positive solutions to (6.1) .
