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Integer Probabilistic Calculations for Multivariate Polynomials
The startling success of the Rabin-Strassen-Solovay algorithm (see Rabin [17] ), together with the intriguing foundational possibility that axioms of randomness may constitute a useful fundamental source of mathematical truth independent of, but supplementary to, the standard axiomatic structure of mathematics (see Chaitin and Schwartz [3l) , suggests that probabilistic algorithms ought to be sought vigorously. As an illustration of what may be possible, this paper presents probabilistic algorithms for testing asserted multivariable polynomial identities Q = R, as well as other asserted or conjectured relationships between sets of polynomials, e.g., the assertion that one polynomial Q belongs to the ideal generated by finitely many others.
The technique that we use is essentially elementary. Given a purported polynomial identity, we can always write it as Q ffi 0. We do not suppose that the Q presented to us for testing is given in standard simplified polynomial form. For example, if we did not immediately recognize its truth, we might wish to test the identity (x + y)(x -y) -x 2 + y2 = 0. Indeed, if we write Q for the standard simplified form of Q, what we want is precisely a test to determine whether all the coefficients of Q are zero.
We allow our polynomials to have coefficients in any field or integral domain F. At some points in our argument the condition that F should be infinite will play an essential role. We write deg(Q) for the degree of Q and [ S[ for the cardinality of a set S.
Note that it will generally be trivial to develop upper bounds for deg(Q) directly from the expression structure of Q. (b) We write maxv(Q, k) for the maximum absolute value which Q can assume on the rectangle IxjI _< k,j ffi 1, ..., n.
Note that it will generally be easy to develop an upper bound for maxv(Q, k) directly from the expression structure of Q. 
COROLLARY 2. Let 2k + 1 _> c.deg(Q), and suppose that the product of the c-~lJI + 1 smallest primes in J exceeds maxv(Q, k). Then if Q is not identically equal to zero, the number of elements of I1 x ... × In x J which are modular zeros of Q is at most 2c-a I I I n [ J l"
Corollary 2 allows us to carry out the probabilistic tests for Q ffi 0 in modular arithmetic. The computations necessary for each test can be carried out at almost full arithmetic speed on a b-bit computer by programming in the following style. Keep a table of all the primes in J, and for each such prime record the value of 2bmodp. Then use the ordinary arithmetic operations as long as no overflow occurs, but whenever a quantity overflowing single precision is encountered, reduce modulo p. The set J and the quantity k of Corollary 2 can be chosen to minimize the number of computations needed to verify a given identity to within some prescribed probability, e.g., 10 -1°°.
As an example, consider the problem of verifying Vandermonde's identity,
for some fixed but substantial value of n, say n ffi 100. The polynomials appearing in this case are of total degree roughly 5000. (Thus simplification by direct expansion is hopeless, since roughly 25°°° terms would appear on the right.) Suppose that we choose the xj at random in the range Ixj [ _< 250,000, and let J be the set of primes extending from the Mth to the 2Mth prime, where (M log M) M/l°° _> maxv(Q, 250,000), Q being the difference between the left and right sides of (3). Then by Corollary 2 a fractional part at most equal to 2 × 10 -2 of the elements of/1 x ... x In x J are modular zeros of Q if Q is not identically equal to zero. Thus, to guarantee the desired probabilistic accuracy 10 -l°°, 60 random tests will be sufficient. Using Hadamard's determinant inequality (see Dunford and Schwartz [7, p. 1018] ) to bound the left side of the equation, an upper bound of 10 ~°°. (2.5 × 105) 5°°° _< 1027a°° can easily be set for Q. Thus the value M ffi 1/2 × 10 ~ is sufficient, and we make our selection of a prime p at random from among all primes from Ps0o,00o to P~.0o0.o0o. The determinant in (3) can be calculated modulo p by Strassen's method; at any rate, 108 is a rough upper bound on the number of arithmetic operations required. (For efficiency, these operations should be compiled and executed rather than interpreted.) On a reasonably fast computer these computations should take about 3 minutes. The polynomial identity verification technique that we have outlined extends immediately to rational functions. Suppose that we are given a function R expressed in terms of the three operations of multiplication, subtraction, and division, but not reduced to the standard quotient-of-polynomials form R = Q]/Q2. The degree of the numerator and denominator of this standard-form representation can be bounded easily by examination of the structure of R, and upper bounds for Q~, Q2 in any numerical range [ x,[ <_ k can easily be set. Hence we can proceed as in the polynomial case. Divisions modulo p will of course pose no problem. Denominators equal to zero should be noted, and any test in which such a denominator has occurred should be bypassed. The probability that a denominator not equal to zero ever appears as zero in a modular test can be kept low by choosing the k and J of Lemma 2 appropriately, so that expressions R not involving excessively many divisions can be handled without difficulty. Any denominator which appears as zero in too many tests is very probably equal to zero and calls the definition of the rational function R into question.
Other for allj. Any common prime factor of R~ and R2 must clearly be independent of both xx and x2, and from the preceding equation, any other factor of Rl must divide A1. Thus we can write A1 = AiFi, R1 ffi R1F1, where R1 is independent of both xl and x2. It follows that R~Q2 = A~ Q1. Replacing A~, R~ by A1, Ri and repeating this argument, we eventually fred that Qi [ Q2.
The problem of determining whether Q~ [ Q~ for some integer k generalizes the polynomial divisibility problem in a significant way, since this is equivalent to the condition that the algebraic manifold V(Qi) of zeros of Qt is a subset of the manifold V(Q2) of zeros of Q2. Moreover, Qi I Q~ if and only if every prime factor of Q1 is a prime factor of Q2. To test this condition, we can use the following sequence of purely rational calculations. Put A~ = Qt, B~ = Q2, regarding these as polynomials in x~ with coefficients in the field of rational functions of x2, ..., xn. Then successively define B~+~ ffi GCD(Aj, Bj), Aj+~ ffi Aj/B~+~.
Since the degrees of the polynomials Aj and Bj are falling, this sequence must eventually stabilize with some A~ and B®. If A® is not of degree zero in x~, then it is relatively prime to every prime factor of B~ = Q2. The z:quence of GCD calculations and divisions just described can be performed probabilistically by evaluating Qt and Q2 for randomly chosen x2 ..... xn modulo random primes p and simplifying to write the results as polynomials of standard form in x~. Standard algorithms for polynomials in one variable can be used. Any computation leading to a polynomial of lower degree than those of the Q2 calculated for other values of x2 ..... Xn can be dropped, since its leading coefficient has vanished "accidentally." The probability of this ever happening can be kept small by choosing places of evaluation and primes from a sufficiently large range.
The general subject to which the preceding considerations belong, namely, the effective calculation of relationships between polynomials and between the sets of zeros of polynomials, has a very long history, which comes to a peak in Tarski [19] ; see also Hermann
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[11] and Seidenberg [18] . The classical approach to these questions is via the so-called elimination theory. See van der Waerden [20] for an account of this theory and for various algebraic results which we shall use. The probabilistic technique suggested in the preceding pages serves to extend the practical reach of these classical methods a bit beyond what would otherwise be their limits. We shall now illustrate this point with a series of examples.
Application of Elimination Theory
Given a set of m polynomials Q~ ..... Qm, we can form the algebraic manifold V(Q1 ..... Qm) of their common zeros. The problem of determining the dimension of this manifold is an obvious generalization of the problem of testing a single identity Q = 0. A systematic elimination-theoretic procedure for determining this dimension is described in van der Waerden [21] . This procedure is based on the calculation of polynomial resultants. 
R(Q, Q -xkQ).
Performing an appropriate expansion by minors, it follows that
where L(Q) denotes the leading coefficient of Q and Q//Q denotes the remainder after division of Q by Q. By (7) and (8) we have
if deg(Q) _> deg(Q). For the special case deg(Q) = 0 we have
Collins [4] uses relationships (8) and (9) repeatedly to calculate the resultant of a pair of polynomials, in this way obtaining an n21og n algorithm for resultant calculation, where n ffi deg(Q) + deg(Q). In view of the central role which the resultant plays in classical elimination theory, a more efficient technique for computing it is desirable, and we now show that the fast polynomial GCD algorithm of Moenck [14] (see also Aho et al. [1] ) can be adapted to give an n log2n algorithm for resultant calculation. To this end, we make the following definition. 
defined as follows:
(1) Q,, Q, are Eolynomials, a, is a quantit), ofF, M, is a 2 × 2 matrix of polynomials. (2) 
where {, o}
(,lc) otherwise deg(Q,) --i, and then where
.=[:
be as in the preceding definition. Then the sequence RQ(w) has the following properties:
(
ii) deg(M~) _< d -max(deg(QO, deg(QO) -< d -i. (iii) R(Q, Q) --a,R(Q,, Q,).
PROOF. All this is clear for i = d. A step from t, to t,-1 via (4a) of the preceding definition clearly preserves the validity of (i)-(iii). Now suppose that rule (4b) applies to the step from t, to t,-1. Prol~rty (i) is clearly preserved. Moreover,
Concerning (iii), it follows by (8) and (12) that
The case in which rule (4c) applies to the step from t, to t,-~ can be handled in much the same way. Q.E.D.
LEMMA 4. Let w ffi [Q, Q], w* •[Q*, Q*] be two pairs of polynomials. Suppose that max(deg(Q), deg(Q ), deg(Q*), deg(Q*)) ~ d, and suppose that the terms of order not less than d -2i in Q, Q agree with the corresponding terms in Q*, Q*. Then the first i + 1 terms of the sequence RQ(w) = [td, ta-i .... ] have precisely the same components a,, M, as the corresponding terms a~*, M~* of the sequence RQ(w*) --[t~, t~-i .... ].
PROOV. This is clear for i = 0, and we use the same notation as in the preceding definition and lemma and proceed by induction. Lemmas 3 and 4 justify the following resultant calculation algorithm.
( (14) and Multiplication and division of polynomials of order m can be accomplished in time Km log m, where K is a constant of proportionality. In the process that we have just described, polynomials of order at most 3.2' are multiplied and divided at the ith step. Thus the total time T(m) required to calculate the resultant of two polynomials of degree m satisfies T(2m) _< 2T(m) + Km log m and has the estimate T(m) <_ Km log2m.
Md-2,(Q, Q) = Md-,(Q .... Qd-JMd-,(Q, Q)
ad-~(Q, Q) -ad-2,(Qd-,, Qd-jad-,(Q, Q).
Tarski [19] notes that by making use of Sturm's formula for the zeros of a real polynomial, the results of elimination theory can be carried over to the study of the sets of zeros of real algebraic polynomials. To do this efficiently, we need a fast algorithm for calculating the sequence of coefficients which occur in Sturm's formula. For the convenience of the reader, we restate this beautiful formula (see Bieberbach PROOV. This follows from Sturm's theorem if we let b ~ oo and a ~ -oo in that theorem. Q.E.D.
where dog(R:+2) < deg(Rj+l), until a nonzero constant Rk is reached. Then the number of zeros of R in an interval [a, b] (whose endpoints are not zeros) is the difference S(a) -S(b), where S(x) is the number of changes of sign in the sequence Rl(x) . . . . . R~-l(x), Rk.
COROLLARY. Let the hypotheses of the preceding theorem be satired, and let ST(R) be
A fast algorithm for calculating ST(Q) for any real polynomial Q without multiple zeros can be developed in close analogy with the resultant algorithm that has been presented. We simply build up a sequence 
where
(4c*) otherwise deg(Q,) = i, and then 
have a solution z (in the algebraic closure ACF of the field generated by all the coefficients of Q1 ..... Qm). We can now pass iteratively from the system (21) to its resultant system (20) , then to the resultant system of all the p~m~, etc. At each stage, one of the original variables x~ ..... x~ is eliminated. Eventually we will either come to a set of polynomials {g(Xk ..... X~)} whose resultant system is identically zero, or all variables will be eliminated and we will be left with a nonzero constant. In the latter case, the manifold V(Q~ ..... Qm) is empty; in the former case, the dimension of this manifold is n -m. (d) Each time we eliminate a variable xj we require a polynomial whose xj term of highest degree has a constant coefficient. To ensure that such polynomials occur, we can pass from the set of polynomials Qj(X), where X = (xl ..... x~), to the set Qj((I -S)X), where S is a subdiagonal matrix with indeterminate coefficients. Unless the kth resultant system of this set of polynomials vanishes identically in X and S, V(QI ..... Qm) has dimension less than n -k. For purposes of probabilistic testing, it is most convenient to form
Pi(X, S, ul) = R~(Q~((I + S)X), Q2((I + S)X) + Qa((I + S)X)u +...),
where Us is an indeterminate, and then successively
P,+~(X, S, u~ ..... u2,) ffi R,+,(P,(X, S, u~ ..... u2,-,), P,(X, S, u2t-l+l,., o , u2,)), (24)
where R, designates the resolvent formed with respect to the variable x,. The first polynomial Pk which vanishes identically determines the dimension n -k of 
condition V(Q) ~ V(Qx, Q2) for polynomials of fairly small degree, but not to test the condition V(Q) D V(Q~, Q2, Q3).
Tarski [19] gave an effective technique based on Sturm's theorem for testing compatibility of sets of polynomial equalities and inequalities in the real domain. We now describe the way in which probabilistic testing can be used to extend the reach of his methods somewhat. We consider the problem of determining whether a set of polynomial equalities and inequalities in n real variables X = (x~ ..... xn) of the form 
of n polynomial equations in the variables xl ..... xn. Multiple factors mfcan be detected and eliminated by forming GCD(fl, fx,) for various i and then dividing by any common divisors of degree greater than zero which appear. Thus we can suppose that nofxj is identically zero on the set V(f). Hence V(f) has nonsingular points in the neighborhood of which it is a smooth surface of dimension n -1 with a well-defined tangent hyperplane. Considered in the complex domain, the system (26) defines an algebraic correspondence A between points X = (x~ ..... xn) and Y = (yl ..... yn). A generic point X of V(f) is nonsingular, and for each such X the set of corresponding Y is one dimensional. It follows by the principle of enumeration of variables (see [21, Sec. 139] ) that the algebraic correspondence A is n-dimensional, and hence that for generic Y the set of complex solutions X of the system (26) is zero-dimensional, which is to say finite. Moreover, iff is of degree d, then so is every one of the equations of (26), and it follows by Bezout's theorem (see [21, Sec. 41] ) that for each Y = (y~ ..... yn) for which (26) has finitely many solutions the number of these solutions is bounded by dn.
Write the system (26) 
where S is subdiagonal. We can pass from this system to its resultant system formed with respect to the variable Xl, and then to successive resultants with respect to the variables x2 ..... x~_~, thus obtaining a set of polynomials in the remaining variable xn. We can estimate in much the same way as previously that the technique just outlined will be practical in the three-variable case for a system S of polynomials for small degree but will probably not suffice to do much for the four-variable case. In particular, we cannot expect to handle more than one inequality g > 0 or g >_ 0 by replacing it by an equality uZg = 1 or g -u 2 = O. If the system of equations and inequalities we need to process contains just one inequality g > 0 or g _> O, we can handle it without introducing any additional variables by testing the equation g = c or g = -¢, where ¢ is a formal infinitesimal constant, for compatibility with the other equations of S. If S contains two inequalities, we can handle one of them by this technique and the other by replacing it by an equality involving an additional variable. Thus the approach we have outlined will allow a two-variable system S involving two nonlinear inequalities, and a three-variable system S involving just one such inequality, to be tested for compatibility without undue expenditure of time.
Verification of Theorems of Elementary Plane Geometry
Following Tarski [19] (and of course Descartes), P.J. Davis [6] notes the fact that the theorems of elementary plane geometry can be expressed as algebraic identities. Generally speaking, these are identities which involve expressions of the field generated from the rational functions of n variables by repeated square root and rational operations; normally, no nonrational operations other than square roots will occur. It is worth displaying the identities to which a few common geometric theorems reduce, in order to make the depth of these identities and the technique for reduction of geometric theorems to identities explicit. It is convenient to use a complex notation, writing a point as z = x + iy. Then a line is represented (nonuniquely) as a pair (u, w) with u # 0, and the point z lies on the line if u(z -~) = ~(z -w). (Here ~ denotes the complex conjugate of z, i.e., x -iy.) Every primitive geometric notion has of course a straightforward algebraic expression, and for explicitness we catalog a few of them here. 
+ (2~)-t((w -z)~ -u(~-='~) _+ (((w -z)~ -u(~-='~)) 2 +. 4R2utT)I/2).
(o) The chord of intersection of the circles (Ri, zl) and (R2, z2) is
A few useful but somewhat more compound constructions have the following expressions: , and thus to be verified automatically. As we have seen, verification of an implication of this kind by the technique outlined in the preceding pages will be easy when n _< 2 but will start to become infeasible when n ffi 3. Thus, in attempting to verify a geometric theorem it is important to formulate it in a manner which holds the number of premises Q~ ffi 0 which appear in its compiled form to a minimum. Any one of the points appearing in a geometric theorem can be identified with the origin; this simplifies the expression of the theorem as a rational function.
To illustrate all this, we consider a few familiar theorems of elementary plane geometry and the manner in which a geometric theorem verifier based on the rational relationships listed above would handle them. As a first example we take the ports asinorum: "Base angles of an isosceles triangle are equal." For easy verification this should be put: "If wl and w2 are both points of the circle (R, z) with z the origin, then the angles ZWl W 2 and zw2wl are equal." This latter statement compiles into the identity
which is trivially verified, even by simplification. Next consider "the sum of the angles of a triangle is a straight angle," which we can put as "if w~, w2 and the origin z are three points, then the sum of the doubled angles w2w~z, wlzw2, zw2wl is twice a straight angle." This last statement compiles into the obvious identity As a third example, consider that "the angle between two chords of a circle is measured by half the difference of the subtended angles." For our purposes this is most appropriately put as follows: "Let pl, p2, p3, p4 be four points on the circle (R, z) with z the origin. Then twice the doubled angle between the line through pl, p2 and the line through pa, p4 is equal to the difference between the anglespazpl andp2zp4." This compiles into the easily verified identity 
which follows easily either by simplification or by the general techniques described in the preceding pages. As final example we consider the theorem of N. Buonaparte mentioned in Davis [6] : "If equilateral triangles are erected on the sides of any triangle T, the three centroids of these triangles themselves form an equilateral triangle. It is amusing to note that since c~ and & are algebraically indistinguishable, the equilateral triangles in this theorem can either all be erected on the outside, or all erected on the inside, of T.
Probabilistic Computations in Real Arithmetic
Rather than using integer or modular arithmetic to test polynomial identities in the manner just outlined, it is possible to make use of real arithmetic, provided that computations can be carried out with a sufficient, and guaranteed, precision. (For this, arithmetic procedures, or hardware, which guarantee computational significance, or at least randomness of error, may be appropriate.) Probabilistic use of real arithmetic seems considerably harder to justify than probabilistic use of integer or modular arithmetic, but at least in the onevariable case we are able to give formal justification by use of theorems of Tschebychefff, Kakeya [12] , and Okada [15] . 
Then Q is identically equal to zero)
PROOF. We reproduce Okada's reasoning for the convenience of the reader. We can assume without loss of generality that I is -2 < x < 2. Consider any irreducible monic Thanks are extended to Peter Lax for putting the author on the track of this and the following theorem The suggestion that real arithmetic be used is found in Davis [6l, but no formal probabfllstic argument is advanced in support of thts suggestion. PROOF. This follows immediately by the argument of Okada given just above. Q.E.D.
To exploit this corollary, we want to find sets I in which infmitely many irreducible monic polynomials have all their roots. For this purpose we can use a theorem of Fekete and Szeg6 [9] , phrased by them in terms of the notion of transfinite diameter of a point set, as introduced by Fekete [8] . This notion has the following definition: Corollary 4 dearly justifies real arithmetic probabilistic testing of polynomial identities in one variable. Purported identities of this kind can be tested by choosing a real number at random in an interval of length L > 4; the probability that P should have a value less than 1 without being identically zero is then no more than 4/L.
It would of course be desirable to extend the preceding discussion to polynomials and polynomial identities in more than one variable, but the present author has thus far been unable to do so.
Functions Other Than Polynomials
The identity-testing technique that we have outlined rests on a very crude counting principle and hence can be applied to any class of functions whose nonzero members can only have some suitably limited number of zeros in a region known in advance. We shall see that this includes a class of functions formed using polynomial functions and exponentiation. It must be noted, however, that the family of identities which such functions satisfy is less rich than the class of polynomial identities. The following result (see Polya and Szego [16, p. 46] gives an easy but basic fact concerning the class of functions we wish to consider. 
~x) e-O'(X)E(x) = ,-2~ P,(x)e (O'~x)-O'~x)).
(38)
After differentiation, the exponentials appearing on the right-hand side of 08) will have polynomial coefficients of degree a~ + 6(dl + 1) at most. Hence we can repeat our argument and conclude that E(x) has at most (cl + 1) + (c2 + 1) more roots than an expression of the form 
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