In order to gain better understanding of the multiplication in the integral cohomology of the complex Grassmann manifold G k,n (C) (in the Borel's picture) a minimal strong Gröbner basis for the ideal I k,n determining this cohomology is obtained. These results are applied to obtain recurrence relations among Kostka numbers which completely determine these numbers. Corresponding results for real Grassmann manifolds are also presented.
Introduction
In this paper, we denote by N 0 the set of nonnegative integers and by N the set of positive integers. Let k, n ∈ N. The complex (resp. real) Grassmann manifold G k,n (C) (resp. G k,n (R)) is the set of all kdimensional subspaces of the vector space C n+k (resp. R n+k ), with the manifold structure coming from the natural identification G k,n (C) = U (n + k)/U (n) × U (k) (resp. G k,n (R) = O(n + k)/O(n) × O(k)). In this paper we study the Z-cohomology (resp. Z 2 -cohomology) of G k,n (C) (resp. G k,n (R)).
There are several ways to describe H * (G k,n (C); Z) -the most notable are the ones using Schubert classes and using Chern classes of the canonical vector bundle over G k,n (C) (Borel's description from [2] ). Both of these descriptions allow us to easily obtain an additive basis for H * (G k,n (C); Z). The first will be denoted by Σ k,n and the second by B k,n (see Section 2) . So, in order to understand further the multiplicative structure of H * (G k,n (C); Z), it is of interest to obtain formulas that can be used to represent products of elements of Σ k,n (resp. B k,n ) in the basis Σ k,n (resp. B k,n ). It is well-known that in Σ k,n this can be done using Pieri's formula. One of the goal of this paper is to get a better understanding of H * (G k,n (C); Z), by studying it through the additive basis B k,n . The change from basis Σ k,n to B k,n is established by a Kostka matrix, whose elements are hard to compute (see [11] ). Therefore, in order to perform concrete calculations in B k,n , we cannot rely only on the calculation in the basis Σ k,n , but we need to develop specific techniques for calculating in B k,n . In this paper, this is done by constructing (suitable) Gröbner bases for the ideals that, by Borel's description, determine H * (G k,n (C); Z). By Borel's description, the Z 2 -cohomology of Grassmannian G k,n (R) is a polynomial algebra in StiefelWhitney classes of the canonical vector bundle over G k,n (R) modulo certain ideal. Although the description of this ideal is simple enough, concrete calculations in the cohomology of real Grassmannians may be rather In the set of all partitions we can introduce a partial order ≥ (called the dominance order) in the following way: for partitions λ = (l 1 , . . . , l s ) and µ = (m 1 , . . . , m s ) one has λ ≥ µ if |λ| = |µ| and
for all i such that 1 ≤ i ≤ s.
For λ ⊂ k × n its conjugate partition λ * ⊂ n × k is the partition obtained from λ by diagonal symmetry. For a partition λ and a vector µ with nonnegative integer components, the Kostka number K λµ is defined as the number of semistandard Young tableaux with shape λ and type µ (see [14, p. 311] ). Apart from obvious combinatorial interest in these numbers, they play a prominent role in other fields of mathematics: representation theory, topology, geometry, etc. In this paper we will study these numbers through the theory of symmetric functions and cohomology of Grassmannians.
Let Λ k be the ring of symmetric functions in the variables x 1 , x 2 , . . . , x k . We recall some Z-bases of Λ k which are going to be important for us.
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For a k-tuple α = (a 1 , . . . , a k ) of nonnegative integers, let a α = det(x ai j ) k×k . Schur's function associated to a partition λ of length at most k, denoted by s λ , is defined as a λ+δ /a δ , where δ = (k − 1, k − 2, . . . , 0). For 1 ≤ m ≤ k, let e m ∈ Λ k (resp. h m ∈ Λ k ) denote the elementary (resp. complete) symmetric function of degree m. The following identities hold: e m = s (1 m ) and h m = s (m) , where (1 m ) for every m ≤ k denotes the partition consisting of m ones (see [8, p. 10] ).
Additionally, for a partition λ = (l 1 , l 2 , . . . , l s ) such that l 1 ≤ k, let e λ = e l1 e l2 · · · e ls (resp. h λ = h l1 h l2 · · · h ls ). The following is well-known (see [8] , [14] ). Proposition 1. Each of the following sets forms a Z-basis for Λ k : 1) {s λ : λ is a partition such that l(λ) ≤ k};
2) {e λ : λ is a partition such that l 1 ≤ k};
3) {h λ : λ is a partition such that l 1 ≤ k}.
The transition between these bases is achieved by Kostka numbers, i.e., for a partition µ one has (see [14, Corollary 7.12.4] and [14, p. 335 
where the sums are over all partitions λ, |λ| = |µ|, that satisfy l(λ) ≤ k for the first one, and l 1 ≤ k for the second. Since K λλ = 1 and K λµ = 0 only if λ ≥ µ (see [14, Proposition 7.10 .5]), if we extend dominance order to any linear order on the set of all partitions, the matrix (K λµ ) is lower triangular with ones on the main diagonal. Let n, k ∈ N, V := C n+k and a complete flag
For a partition λ ⊂ k × n, λ = (l 1 , l 2 , . . . , l k ), observe the associated Schubert variety
Denote by σ λ the class of X λ in the cohomology ring H * (G k,n (C); Z). Then Σ k,n := {σ λ : λ ⊂ k × n} forms an additive basis of this ring (see [8] ). Moreover, the multiplication in this ring is determined by the Pieri's formula
where the sum is over all partitions ν which can be obtained by adding m boxes to Young's diagram of λ with no two in the same column. This formula leads to a surjective morphism of rings
given by s λ → σ λ for λ ⊂ k × n, and
One other standard presentation of the cohomology ring of the Grassmannians is due to Borel. By this description
where c 1 , c 2 , . . . , c k are the Chern classes of the canonical complex vector bundle γ k over G k,n , and I k,n = (c n+1 , c n+2 , . . . , c n+k ) is the ideal generated by dual classes. These dual classes satisfy
which leads to
3 and
where
is the multinomial coefficient. It is well-known that identities
. From the first one, in view of (1) and the morphism φ k,n , we obtain the formula
where µ = (m 1 , m 2 , . . . , m s ) is a partition such that m 1 ≤ k, and the sum is over all partitions λ ⊂ n × k, such that |λ| = |µ|. Particularly, if we restrict attention to partitions µ = (m 1 , m 2 , . . . , m s ) such that µ ⊂ n × k (i.e., s ≤ n and m 1 ≤ k), using (4), the fact that Σ k,n is an additive basis for H * (G k,n (C); Z) and the fact that the Kostka matrix (K λµ ) is lower triangular with ones on the main diagonal, we obtain the following result.
Proposition 2. The set
Finally, we note that, when calculating Kostka number K λµ , we may assume that µ is a partition. This is a consequence of the well-known fact that K λµ is invariant under permutations of coordinates of the vector µ.
Gröbner bases
Let R be a principal ideal domain and
, where a 1 , a 2 , . . . , a k ∈ N 0 . The set of all monomials in R[x 1 , x 2 , . . . , x k ] will be denoted by M . A term in R[x 1 , x 2 , . . . , x k ] is a product αm, where α ∈ R and m ∈ M .
Let be a well ordering of M (a total ordering such that every nonempty subset of M has a least element) with the property that m 1 m 2 implies mm 1 mm 2 , for all m, m 1 , m 2 ∈ M .
We define the leading monomial of f , denoted by LM(f ), as max M (f ) with respect to . The leading coefficient of f , denoted by LC(f ), is the coefficient of LM(f ) and the leading term of f is LT(f ):
Strong Gröbner basis of an ideal I of R[x 1 , x 2 , . . . , x k ] can be defined in many equivalent ways. In this paper, we will define it as it was done in [1] .
be a finite set of non-zero polynomials and I G = (G) the ideal in R[x 1 , x 2 , . . . , x k ] generated by G. We say that G is a strong Gröbner basis for I G (with respect to ) if for each
Remark 1. If R is a field, then a strong Gröbner basis (from Definition 1) is simply called Gröbner basis. Additionally, for a finite subset G of R[x 1 , x 2 , . . . , x k ] \ {0} we say that it is a reduced Gröbner basis of
(ii) LC(g) = 1 for all g ∈ G;
(iii) LT(g ) does not divide any monomial from M (g ), for all distinct g , g ∈ G.
Reduced Gröbner bases are quite important in the theory of Gröbner bases over a field -they are optimal in certain sense and they are unique for a fixed monomial ordering (see [1] ). 4
Gröbner bases for complex Grassmannians
Recall that for α, β ∈ Z the binomial coefficient α β is defined by
and therefore, the following lemma is straightforward.
Recall also the well-known formula (which holds for all α, β ∈ Z)
Let us now introduce some notations that we are going to use throughout this paper. Let m ∈ N and 
. . , m k ) of integers, let:
Remark 2. The case k = 1 will be allowed as well. Then µ must be ∅, |µ| = µ = 0, [α, µ] = 1 for any α = (a 1 ). Henceforth, the integers k, n ∈ N are fixed. Observe the polynomial algebra Z[c 1 , c 2 , . . . , c k ]. For a k-tuple α = (a 1 , a 2 , . . . , a k ) of nonnegative integers, the monomial c 
where the sum is taken over all k-tuples of nonnegative integers α = (a 1 , a 2 , . . . , a k ) such that α = n + 1 + µ . Moreover, let
Note that, by (3), c n+1 = (−1) n+1 g 0 ∈ G C . Our aim is to prove that G C is a strong Gröbner basis for the ideal I k,n = (c n+1 , c n+2 , . . . , c n+k ) which determines the cohomology algebra H * (G k,n (C); Z). In order to do so, first we need to specify a monomial ordering in Z[c 1 , c 2 , . . . , c k ]. We shall use the grlex ordering on the monomials in
and only if one of the following holds:
2) |α| = |β| and a s < b s , where s = min{i :
Proof. Let us assume that |α| ≥ |µ|. Using mathematical induction on t, we will prove that
by Lemma 3 we have that |α| − |µ| ≥ a 1 , and therefore
for some k-tuple α of nonnegative integers, then |α| < n + 1.
Proof. If we put
Hence, C µ ∈ M (g µ ) and the coefficient of C µ in g µ is 1. So, g µ = 0. Now take a k-tuple α = (a 1 , . . . , a k ) of nonnegative integers such that α = n + 1 + µ and [α, µ] = 0, i.e., C α ∈ M (g µ ). Since |µ| = n + 1, in order to finish the proof of the proposition it suffices to show that if |α| ≥ n + 1 then α = µ.
Since |µ| ≤ n + 1 ≤ |α|, by Lemma 4 we have the following k − 1 inequalities:
. . .
Summing up these inequalities we get
On the other hand, since |α| ≥ n + 1 and
so all the inequalities in (6) are in fact equalities, and |α| = n + 1. Therefore, a t = m t for 2 ≤ t ≤ k, and
Prior to the formulation of the following lemma, we would like to emphasize that for a (k 
and so, [α,
Likewise, using formula (5) we get
since the left-hand side is equal to
and right-hand side to
a) In this case, similarly as for (7) and (8), one obtains the following equalities:
[α,
So, using identities (7)- (12), we have
b) In a similar manner as before, for 1 ≤ i ≤ k − 1, one can obtain two additional equalities:
Now, using identities (7), (8), (13) and (14), we have
and we are done. 2
Note that we could unify parts a) and b) of the previous lemma by stating that
with the convention that [α, 
where the polynomial g µ i−1,j+1 is understood to be zero if j = k − 1.
Proof. By Lemma 6 we have
. Observe also that the equality α = n + 1 + µ i,j is equivalent to α i = α − i = n + 1 + µ i,j − i = n + 1 + µ j , and likewise it is equivalent to α j+1 = n + 1 + µ i−1 . Now, consider the first sum in the upper expression. Since the sum is taken over the k-tuples α = (a 1 , a 2 , . . . , a k ) of nonnegative integers (such that α = n + 1 + µ i,j ), the coordinates of α i are also nonnegative with the exception that its i-th coordinate might be −1 (if a i = 0). But, in that case,
and so [α i , µ j ] = 0. Therefore, we may assume that a i ≥ 1, and consequently, that α i runs through the set of k-tuples of nonnegative integers (such that α i = n + 1 + µ j ). Hence,
So, we are left to prove that the second sum in the upper expression for g µ i,j is equal to c j+1 g µ i−1 . Let α = (a 1 , a 2 , . . . , a k ) be a k-tuple of nonnegative integers such that α = n + 1 + µ i,j , i.e., α j+1 = n + 1 + µ i−1 . It suffices to show that a j+1 = 0 implies [α j+1 , µ i−1 ] = 0, since then the proof follows as for the first sum.
If j + 1 < k, then a j+1 = 0 implies [α j+1 , µ i−1 ] j+2 = 0, and therefore, [α j+1 , µ i−1 ] = 0. For j = k − 1, let us assume to the contrary that a k = 0 and [α k , µ i−1 ] = 0. First we shall prove that
The proof is by reverse induction on t. For the induction base we prove (15) for t = k. Since
For the inductive step, let 2 ≤ t ≤ k − 1, and suppose that a t + · · · + a k−1 ≤ m t+1 + · · · + m k + ε t+1 . Since obviously ε t+1 ≤ ε t , we actually have that
and
Now, summing up inequalities (15), we get
which is obviously a contradiction. 2
The set G C was defined as the set of polynomials g µ such that |µ| ≤ n + 1. As the first consequence of Proposition 7, let us prove that for any (k − 1)-tuple µ of nonnegative integers, the polynomial g µ belongs to the ideal generated by G C .
Proof. Let us define a well ordering on the set N k−1 0 and prove the corollary by induction on . For (k − 1)-tuples of nonnegative integers µ = (m 2 , . . . , m k ) and ν = (n 2 , . . . , n k ), we first compare |µ| and |ν|, that is, m 2 + m 3 + · · · + m k and n 2 + n 3 + · · · + n k , and if these are equal, then we compare m 3 + · · · + m k and n 3 + · · · + n k , and so on. More precisely, if
ν µ if and only if |ν| s→ < |µ| s→ , where s = min{i : |µ| i→ = |ν| i→ }.
. Suppose now that |µ| > n + 1 and that g ν ∈ (G C ) for all ν such that ν µ. Choose i and j such that 1 ≤ i ≤ j ≤ k − 1 and such that all components of µ i,j are nonnegative (this is possible since |µ| > n + 1). By Proposition 7,
In the following lemma we establish a connection between polynomials g µ and polynomials (dual classes) c r ∈ Z[c 1 , c 2 , . . . , c k ] from the previous section. Proof. The polynomials g µ were introduced in Definition 2 and they depend on the (previously fixed) integer n. In this proof (and only in this proof) we allow n to vary through the set N, while the integer k is still fixed (we are working in the polynomial algebra Z[c 1 , c 2 , . . . , c k ]). Note that the polynomials c r , r ≥ 1, are defined independently of n. We emphasize the dependence of g µ on n by using an appropriate superscript, and we actually prove the following claim:
The proof is by induction on m. We have already noticed that g (n) 0 = (−1) n+1 c n+1 , and therefore, the claim is true for m = 0 (and all n ≥ 1). So, let m ≥ 1 and assume that the claim is true for the integer m − 1 and all n ≥ 1. Let m = (m, 0, . . . , 0) and n ∈ N. Note that
and the proof is completed. 2
Proof. Let us first prove that (G C ) ⊆ I k,n . Since the ideal I k,n is generated by the polynomials c n+1 , c n+2 , . . . , c n+k , note that, by the recurrence relation (2) , not only these k polynomials, but all c r for r ≥ n + 1 belong to I k,n . Likewise, we shall prove that g µ ∈ I k,n for all (k − 1)-tuples µ of nonnegative integers, and not only for those with the property |µ| ≤ n + 1 (i.e., g µ ∈ G C ). We define the relation < lexr on the set of all (k − 1)-tuples of nonnegative integers by (n 2 , n 3 , . . . , n k ) < lexr (m 2 , m 3 , . . . , m k ) ⇐⇒ n t < m t , where t = max{i | n i = m i }, which is exactly the strict part of the lexicographical right ordering. This is a well ordering and our proof is by induction on < lexr .
For the (k − 1)-tuple m = (m, 0, . . . , 0), where m ≥ 0 is arbitrary integer, from Lemma 9 and our remark at the beginning of this proof, we immediately get that g m ∈ I k,n . So, let us now take a (k − 1)-tuple µ = (m 2 , m 3 , . . . , m k ) such that the greatest integer s with the property m s+1 > 0 is at least 2. Hence, 2 ≤ s ≤ k − 1 and µ = (m 2 , . . . , m s+1 , 0, . . . , 0). Let us also assume that g ν ∈ I k,n for all ν such that ν < lexr µ. We wish to prove that g µ ∈ I k,n . By Proposition 7, applied to the (k − 1)-tuple µ s , i = 1 and
Since µ s < lexr µ s−1 s
For the opposite inclusion (I k,n = (c n+1 , . . . , c n+k ) We are now ready to prove the main theorem of this section.
Theorem 11. The set G C is a minimal strong Gröbner basis for the ideal I k,n in Z[c 1 , . . . , c k ] with respect to grlex ordering .
Proof. By Proposition 10, G
C is a basis for I k,n . By Proposition 5, 0 / ∈ G C and it is obvious from the definition that G C is finite. Suppose, to the contrary, that G C is not a strong Gröbner basis for I k,n . Then there is a polynomial f ∈ I k,n \{0} such that LT(g) LT(f ) for all g ∈ G C . However, according to Proposition 5 again, the set {LT(g) : g ∈ G C } is exactly the set of all monomials in Z[c 1 , c 2 , . . . , c k ] with the sum of the exponents equal to n + 1, that is {LT(g) : g ∈ G C } = {C λ : |λ| = n + 1}, which means that |α| ≤ n for all C α ∈ M (f ). This is not possible, since, by Proposition 2, the set B k,n of all (cosets of) monomials C α with |α| ≤ n is an additive basis for the quotient algebra Z[c 1 , . . . , c k ]/I k,n = H * (G k,n (C); Z). So, G C is a strong Gröbner basis for I k,n .
By Proposition 5, distinct polynomials from G C have distinct leading terms. Since {LT(g) : g ∈ G C } = {C λ : |λ| = n + 1}, it is clear that no leading term in G C divides some other leading term in G C , i.e., the strong Gröbner basis G C is minimal. 2
Propositions 5 and 7 enable us to explicitly determine the polynomials
On the other hand, α = n + 1 + µ , and so, we conclude that
, by the previous remark we have that
If we apply Proposition 7 to the (k − 1)-tuple ν k−1 = (0, . . . , 0, n − 1), i = 1 and j = k − 1, we obtain the relation c k g
Both summands on the right-hand side contain c k as a factor, so c k cancels out and using (16) we get
Likewise, by applying Proposition 7 to ν k−1 , i = s+1 and j = k−1, one obtains that c k g ν s
Identities (17) and (18) determine g µ ∈ G C when m k = n − 1 and |µ| ≤ n. For computing g µ ∈ G C when m k = n − 1 and |µ| = n + 1 for a concrete integer k, one can use Proposition 7 and apply it first to ν k−1 , i = 1 and all j such that 1 ≤ j ≤ k − 2, then to ν k−1 , i = 2 and all j such that 2 ≤ j ≤ k − 2 and so on. After that, if n ≥ 2, the polynomials g µ ∈ G C for m k = n − 2 can be obtained in the same manner -by suitable applications of Proposition 7. For example,
Pieri-type formula for B k,n
Let λ = (l 1 , l 2 , . . . , l k ) be a k-tuple of nonnegative integers such that |λ| = n+1. Then, for λ := (l 2 , . . . , l k ) we have g λ ∈ G C , and so g λ = 0 in H * (G k,n (C); Z). Therefore
in H * (G k,n (C); Z). By Proposition 5, this identity is in fact the presentation of C λ in the additive basis B k,n (see Section 2). Also, note that these formulas completely determine the multiplication in H * (G k,n (C); Z). Therefore, formula (19) can be understood as a Pieri-type formula for the elements of the basis B k,n . More precisely, for 1 ≤ i ≤ k and C λ ∈ B k,n , if |λ| < n, then c i · C λ ∈ B k,n , and if |λ| = n, then
For example, by the calculation at the end of the previous section, we have the following identities: 
Recurrence formulas for Kostka numbers
For a k-tuple α = (a 1 , . . . , a k ) of nonnegative integers, let α → denote the partition which has exactly a i components equal to i, for 1 ≤ i ≤ k (for example, if α = (3, 2, 0, 3), then α → = (4, 4, 4, 2, 2, 1, 1, 1) ). Note that |α| = l(α → ) and α = |α → |.
By the identity (4), in H * (G k,n (C); Z) we have
where the condition λ ⊂ n × k may be omitted, if we introduce the convention that σ λ * = 0 if λ ⊂ n × k. Plugging these in the expression for g µ , where µ is a fixed (k − 1)-tuple of nonnegative integers, and using the fact that g µ = 0 in H * (G k,n (C); Z), we obtain 0 = (in these sums α's are k-tuples of nonnegative integers and λ's are partitions). Therefore, in view of the additive basis Σ k,n , for every partition λ ⊂ n × k such that |λ| = n + 1 + µ we have
For the proof of the main result of this section we will need some additional notations. For a given k ∈ N, let ν = (n 1 , n 2 , . . .) be a partition such that n 1 ≤ k. Define m i := |{j : n j = i}|, 1 ≤ i ≤ k. Note that, if n := l(ν) − 1, then m 1 = |µ| − |µ| = l(ν) − |µ| = n + 1 − |µ|, so µ = (n + 1 − |µ|, m 2 , . . . , m k ) which, in view of Proposition 5, explains the notation µ for this k-tuple. We now define
