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It is shown that under the assumption of the Percus-Yevick approximation, 
linear homogeneous retarded differential-difference equations for the radial 
distribution functions of hard rods and hard spheres can be derived from Baxter’s 
relations. The solutions obtained by the standard method in differential- 
difference equation are identical to that obtained by Wertheim, Thiel, and 
Baxter. 
1. INTRODUCTION 
Consider a system of N molecules in a volume V and at temperature T. Sup- 
pose that the potential energy @(rr , rz ,..., rN) of this system can be written as 
the sum of pairwise intermolecular potential U(r,j), 
@(rl , r2 ,-., rN) = f  Lr(rjj), 
l=i<j 
where ri is the position of the ith molecule and yi, : 1 ri - rj ] . 
Define the configurational probability function by 
PN1(rl, r2 ,..., rN) = e-e@ 
U 
e-8@ dr, dr, ... drN 
1 
-1 
, 
where /I = l/KbT, Kb is the Boltzmann constant. 
The probability distribution functions of lower orders can then be obtained 
from PN)(rl , r2 ,..., rN). In particular, the probability of finding a molecule 
in a volume dr, at rl and another molecule in dr, at r2 is given by 
d2)(r1 , r2) dr, dr, 
- (N~2)l 
U 
@“dr, ... drM) dr, dr, (f S@ drI ... drN)-‘. 
* Summer visiting member (1975). 
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For a simple fluid the intermolecular forces are central forces and conse- 
quently rz(*)(rr , r2) depends only on the distance I’~? between molecules 1 and 2. 
When rr$ is large, we can obtain C(rii) ,-v ;\r(LV - 1),/I-a .- p* in the thermo- 
. . _ 
dvnamic hmit 1% - 2, 
-Th 
I*- cc but p = lin~h,-~,I,-r(-~r~r~) < E. 
e radial distribution function g(r,,) of a simple fluid is defined b! 
g(r1*) = (1 i’p’) n’“‘(r,,). 
Since g(r,,) + 1 as rp2 4 02, we define the total correlation function h(r,,) 
between molecules 1 and 2 b! 
h(Y,,) = g(r,,) - 1. 
Following Ornstein and Zernike [l], the total correlation function h(r,,) can be 
written as the sum of the direct correlation function C(Y,,) and an indirect 
correlation function which accounts for the correlation of molecules 1 and 2 
through a third molecule. 
+12) = ck12) + P J 4y,,) c(y2J dr, . (1) 
The convolution relation (1) is usually called the Ornstein-Zernike (O.Z.) 
relation, which can be considered as the definition of c(ypL). 
In order to obtain thermodynamic properties of a fluid it is essential to know 
the radial distribution functions g(r,a) [2]. U n or unately, f  t so far there is no 
exact theory for g(r,,). Several approximate theories have been proposed in the 
past. Based on numerical calculations the Percus-Yevick [3] (P.Y.) approximation 
seems to be the most successful theory. Let 
f(y) = p-DC’(r) - 1, 
y(r) = f?su(r)g(Y). 
The P.Y. approximation assumes that C(Y) vanishes outside the range of the 
intermolecular potential U(Y), specifically, c(r) = f(r) y(r). 
The P.Y. approximation together with the O.Z. relation (1) forms an integral 
equation for g(r) in terms of y(r), 
y(y) = 1 + p 1 y(~‘)f(r~) [e-suir-r’)y(r - Y’) - 1] dr’, (2) 
which is called the P.Y. integral equation. 
The P.Y. integral equation has been solved bp Wertheim [4], Thiel [5], and 
Baxter [6] for the hard sphere potential. In order to gain an insight of the P.Y. 
integral equation, we shall briefly discuss in this section the methods of 
Wertheim, Thiel, and Baxter. 
DIFFERENTL4L-DIFFERENCE EQUATIONS 631 
A. Wertheim’s Method 
The hard sphere potential is defined by 
U(r) = co if r < 1, 
cz= 0 if r > 1, 
(3) 
The physical significance of the hard sphere potential is that molecules are 
considered as hard spheres so that the shortest distance between two molecules 
is 1 when they are in close contact with each other. 
From (3) and the P.Y. approximation we find 
f(Y) = -1, 
z 0, 
r < 1, 
r> 1; 
c(r) = --Y(r), r < 1, 
= 0, r> 1; 
(4) 
r < 1, 
Y > 1. 
In terms of bipolar coordinates and the dimensionless quantity 77 = &rp, the 
P.Y. integral equation for the hard sphere potential can be written as 
T?(Y) =- T [l + 24~ j-’ s2y(s) ds] - 1217 s,’ r>(r’) [j-;;,s,,l &) ds] dr’. (5) 
The Laplace transform of (5) yields 
G(t) = 
(1 + 24+) t-” - F(t) 
1 + 12vt-i[F(-t) - F(t)] ’ 
where 
F(t) = - s’ E(T) e-t7 dr, 
0 
G(t) = Jlffi rg(r) e+’ dr, 
and 
409/64i3-9 
K = 
I 
’ s%(s) ds. 
0 
(6) 
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Since F(t) is the Laplace transform of I’ c(r) cJvt3’ finite domain, it is an entirc 
function off. Hence G(t) is regular in the right half-plane (rhp) and has a double 
pole at t = 0. Let 
G(--t) _; (1 -t 247&J t--” - F(--t) . 
1 - 12vtP[F(t) - F(--)I (7) 
The function G(t) (( 1 + 24~K) t-a - F( -t)j is an even analytic function of t 
except for a pole of order 4 at t == 0. 
Define 
H(t) = t4G(t) ((1 + 247K) t-a - Q--t)]. (8) 
It then follows that R(t) is an even entire function of t. From the asymptotic 
behavior of F(t) and F(--t) Wertheim was able to conclude that R(t) = O(P) 
at large t. Hence, by an extension of the Liouville theorem R(t) is a quadratic 
polynomial R(t) = A, + A#, where A, and A, are two constants to be determined. 
From (8) and the Laurent series expansion of F(t) and F(--t) at t = 0 we can 
obtain 
G(t)F(-t) = AltriG - h,t-” - A,tP, (9) 
with 
A, = 1 + 24qK, 
A, = -2F(O) + 4$7(O). 
(10) 
Consequently (7) and (9) yield 
G(t) = A,t-l + 12&t-* + 12$,t@ --t G(t) [12$(t) - 12&-’ - t]. (11) 
But G(t) [12@(t) - 12$4,t-’ - t] is the Laplace transform of a function which 
is zero for Y < 1. Hence, for r < 1, we can obtain from (11) the solution for 
c(r) given by 
-c(r) = A, + 67&r -+ &i1r3, 
which together with (10) finally yields 
-c(r) = (1 - q)-.’ ((1 + 2~)~ - 61(1 + $7)’ r + $y(l + 21)” r3}, 
O<r<l. (12) 
By (6) and (12) we can obtain 
G(t) = __ tL,(t) 
127vw) et + L,(t)1 (13) 
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R,(t) = (1 - 7)’ t3 + 677(1 - 9) t” + 18$t - 12?(1 + 211), 
-h(t) = 127[(1 + 27) + (1 + &7) tl. 
The inverse Laplace transform of (13) yields 
1 * 
“(‘) = 2xi J 
t&(t) etr 
~ 127[R,(t) et + L,(t)] “* (14) 
In order to obtain a closed form for g(r) it is necessary to expand the denomina- 
tor of (14) in powers of L,(t)/&(t) 1 a on g a contour 7 for which Re 7 is greater 
than the poles of R;‘(t). Thus 
g(r) = f  &(Y), 
n=1 
g,(y) = (;iLir jr [$&I” ettr+)t dt. 
For Y <: n the contour can be chosen to be a closed path to the right of Re 7 so 
that it contains no poles of R;‘(t). Consequently g,(r) = 0 for Y < n. For 
Y > n, the contour can be chosen to be a closed path to the left of Re T which 
contains all poles of R;‘(t). Thus for r < m < Y + 1, Y g(r) has the form 
v(y) = i h(y) e’lr, 
z=o 
where pin,(r) is a polynomial of order m - 1 in Y and t, is the root of R,(t) = 0. 
B. Thiel’s Method 
An examination of (5) shows that y(r) has a discontinuity in the fourth and 
higher derivatives at Y = 1 and a discontinuity in the second and higher deri- 
vatives at Y = 2. These discontinuities cause further discontinuities in the 
derivatives at r = 3, 4, etc. This suggests the possibility of a piecewise analytic 
solution of y(r) to (5). We define the functions yn(r) by the following relations: 
ye(r) := -C(Y) = y(r) O<Y<l, 
-Q(Y) z= y(r) 1 <Y<2, 
(17) . . . 
4’JY) := ?‘(Y) 72 < Y < ?I + 1) n = 2, 3,.. . . 
It is evident from (6) that g(r) c an be determined once C(Y) is known for 
0 < Y < 1. From (6) and (17) Thiel has obtained the following set of sufficient 
conditions for the inverse Laplace transforms of (6) to yield a piecewise analvtic 
function as defined by (17): 
2$‘(O) := 0, 
T,j”(O) == I J- 24r&, 
- T,I”(O) = 12&y I ) T(p’( 1 ), 
p(o) = 0, 
-7$‘(O) = 12$J[27$‘(1) T?‘(l) - T?‘(l) T,‘,“(l)], 
T;“‘(o) = 0, n (odd) :- 3, 
PI-2 n-4 
-T,I”‘(O) z 1& 2 (- 1)’ T;“(l) T;-)(l) - 1271 c T(y(O) Tp-j’(O) 
j=O j=2 
(IXeIl) 
= 2411 [’ ~-P-“(S) T,(s) ds, (18) 
‘0 
where T(r) = Y-Y(T) and T’“)(r) is the nth derivative of T(Y). A unique solution 
of T,(r) satisfying (18) can be found to be 
TO(~) = --Yc(T) = (1 - q)-’ [(l + 2q)2 r - 67(1 + 47)” ra + &(l + 27)’ y”], 
which is identical to Wertheim’s solution. 
C. Baster’s Method 
The P.Y. approximation assumes that C(Y) vanishes outside the range of the 
intermolecular potential, otherwise it is given by the relation c(r) = f(r) y(r). 
Suppose c(r) = 0 for Y > h, h is a real number. Let Q(r) be a continuous function 
on [0, h] and Q(r) = 0 f  or r < 0, r > X. Baxter has shown that the O.Z. relation 
(1) can be transformed into the following equivalent relations 
U(Y) = -Q’(r) + 12rl [“Q (t) &(t - T) dt, 
‘r 
O<r<A, (19) 
A(Y) = -Q’(r) + 12~ /-” (r - t) h(I r - t I) Q(t) dt, 
-0 
r 2 0, (20) 
if and only if h(k) = 4~k-1 lr h( ) Y Y sin kr dr is bounded for real k. 
In case of the hard sphere potential we have X = 1, and from (4) h(r) = - 1 
for 0 < r < 1. Consequently (20) yields 
Q@.) = (1 + 21) y2 3rl 1 ----------ye--- 
2(1 - ,)a 2(1 - # 2(1 - 7) ’ 
0 <r :< 1. (21) 
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It then follows from (19) that 
--C(Y) = (1 - 7)-4 (( 1 + 27# - 6rj(l + 37)” r + &(l + 27)’ r3}. 
It should be noted that Wertheim’s solution of g(r) given by (14) and (15), 
and Thiel’s piecewise analytic solution of .11(r) defined by (17) are manifestations 
of the standard continuation method in solving differential equations and/or 
differential difference equations. This strongly suggests that for the hard sphere 
potential under the P.Y. approximation, g(r) can be solved by the continuation 
method of a certain differential-difference equation. 
In thus note we show that under the assumption of the PercussYevick appro- 
ximation, Bexter’s relations (B.R.) (Eqs. (19) (20)) reduce to linear homo- 
geneous retarded differential-difference equations for the radial distribution 
functions of hard rods and hard spheres. The linearity of the P.Y. integral 
equation via B.R. is due to the fact that the direct correlation functiosn c(r) 
and the radial distribution function g(r) are decoupled by the introduction of the 
auxiliary function Q(r). The standard method in the differential-difference 
equation provides us with a systematic and rigorous discussion of g(r). The 
solutions obtained are indentical to that obtained by W’ertheim, Thiel, and 
Baxter. Although we do not claim to have obtained any new result in addition 
to what is already known, we hope that the simple method discussed in this 
paper can be generalized to include the attractive potential [7]. 
2. ONE-DIMENSIONAL HARD RODS 
(i) Devmation of the DiSfeerential-D#eerence Equation 
The one-dimensional B.R. has recently been derived and proved by Chen [8] 
to be equivalent to the 0.2. relation (1). In particular we have 
and 
h(x) = Q(x) + p [” h(.x - x’) Q(d) dx’, .E 3 0, (23) 
‘0 
where 1 is a real number denoting the range of the potential, Q(X) is a real 
bounded function for 0 < s < 1, and Q(X) = 0 for ?c < 0, s >, 1. 
For simplicity we let the hard rod diameter 1 = 1. By (4) we have II(X) = - 1 
for / s 1 < 1. From (22) and (23) we can obtain Q(X) = Q = -(I - p))’ and 
C(X) = (1 - p)-’ (p.r - 1) f  or 0 .< x < 1. For 1 < x < 2 (23) reduces to 
g(x) - 1 = 1 ” p __ - & j).(f) dt, 
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which can be transformed into the following equivalent ditferential equation 
g’(s) =- ~ r-fqg(r) 
and (25) 
with the solution 
For x > 2 (23) yields 
P s ___-~-&9 - 1 = 1 ” p 
1 -P s g(t) dt r-1 (26) 
which can be transformed into a retarded first-order homogeneous linear 
differential-difference equation 
g’(d + 6 g(x) - & ‘q(” - 1) = 0, .T > 2, 
with initial condition 
g(x) = & e- dz-l);(l-D) for 1 < x < 2. 
(ii) Solution of (27) by Continuation Method 
Rewrite (27) as 
1 
&--I)=1--p 
- p(m-2):(1-d E cop, 31. 
(27) 
(28) 
By integrating (28) and making use of the initial condition we can obtain a 
unique continuous solution 
g(s) = 1)(1-~1) !Il-P) P(.V - 2) e--p(D-2).‘(l-p) 
+ (1 - p)’ . (29) 
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Repeating the same procedure we can obtain 
g(x) = & e- PL-l)l(l-~) $. (, p p)e(X _ 2) e-P(I-2)l(1-d 
P’(” - 3)2 e--p(z-3):(l--p) 
(30) 
+ 2(1 - p)” , 
x E [3,4]. 
We have thus obtained a unique solution of class Co on [2,4] which satisfies (27) 
and the initial condition. By induction we can obtain the following result: 
PROPOSITION 1. Equation (27) has a unique solution of class Co which satisfies 
the initial condition 
g(x) = & e- dJc-1)/(1--P) for 1 < x < 2, 
and is given by 
(x - 9-l g(x) = fr (i!Yl)! (1 _ p>” e--p(e-i),(l--p) forx >, 1, (31) 
where for a given x, the sum is extended over those terms for which x - i remains 
positive. 
Note that if m is a positive integer greater than or equal to 2, g(x) is an entire 
real function on (m, m + I), but of class Cm-* on [m, m + 11. It should be 
remarked that the identical solution has been obtained by Frankel [9] without 
making use of the P.Y. approximation. In this sense the P.Y. approximation 
becomes exact for the one-dimensional hard rods. 
(iii) Solution of (27) by the Laplace Transform Method 
In order to establish a relationship between Wertheim’s solution and (31) 
we now consider the Laplace transform of (27). Since g(x) E C”(l, 00) and 
g’(x) E C”( 1, 00) except at x = 2, where it has a finite discontinuity, by Theorem 
3.5 of Bellman and Cooke [lo], we can obtain the following inequality: 
1 g(x)1 < Clec2(‘-*), 
where 
M = 1”:~~ I &)I t 
C, = MU + I PQ I)> 
C,=~IPQI. 
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The erponential bound for g(.v) implies that the integrals 
j”g(x) e-‘” rJx$ j’ g(.v - I) em’.’ fl.v, and i’ g’(.vj e-‘,” A 
J 2 “2 
converge for any complex number f  for which Re f  
Laplace transform of (27) and obtain 
G(t) = H-l(t) P(Q 
where 
and 
G(t) = llm g(x) ectz dx, 
H(t) = t - pQ + &ct, 
P(t) == -Qe-f. 
(iv) Distribution of Zeros of H(t) 
“2 
Cl2 . We can now take the 
(32) 
(33) 
(34) 
(35) 
The distribution of roots of H(f) = 0 contains all of the information for the 
properties of g(x). First t = 0 is a root of H(t) = 0. 
Next vve consider 
u(t) = at -t p + yrt. (36) 
Suppose t, is a double root of u(t) = 0. Then y  = -etr(afr + p) and tr = 
-(l + /3/a). Thus a! = ye(l+p.in). He rice t, is a double root of u(t) = 0 if and 
only if CY = ye(r+ai”‘. Let CY = 1 and /3 == -y = -pQ. Then H(t) == u(t) and we 
have the following result: 
LEMMA 1. A11 roots of H(t) = 0 are simple. 
Since H(t) and I(t) = etH(t) = tet - pQef + pQ have the same roots, we 
consider the distribution of zeros of I(t) == 0 instead. For large modulus 
we find 
I(t) ,- tef[l -+ c(t)] + pQ 
now 
of t 
where limlti,l. c(t) = 0. Let left) = tef t Q. For large 1 t 1 , the roots ofI 
(37) 
-0 
are asymptotic to the roots of the comparison function &(t) = 0. The distribu- 
tion diagram of roots of lc(t) = 0 contains the points (0, 0) and (1, I), showing 
that there is a single chain of roots of retarded type [I I]. Hence for large modulus 
oft the roots of H(t) = 0 have the asymptotic form [12] 3~’ = In I PQ ) - In 2&r 
+ O(l), and y  = 2krr + arg(pQ) i n/2 j O(l), where k is any integer of 
large magnitude. The upper sign applies to roots for which y  - +%-C, the lower 
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sign to roots for which JJ ---f - 03 and t = x + ;J. Note that complex conjugate 
roots appear in pairs and the asymptotic roots lie completely in the left half- 
plane (lhp). 
We next consider the perturbation of roots of I(t) = 0 by a positive parameter 
E. Let 
&(t) = P-2 - p 1 -- p jTp et - te’- 
By Hayes’ theorem [13] all roots of I*(t) = 0 lie in the lhp if p < 1. As p + 1 all 
roots move toward the imaginary axis given by ef = 1. From Lemma 1 we know 
that all roots of I*(t) = 0 are simple. When t Q 1, Is(t) N -(l/(1 - p)) (t + E), 
which implies that there is a simple root at t = --E. This root moves toward the 
origin as E - 0. But both Ia and I(t) are entire functions, I(t) = lim,,, Z(t), 
and the roots of Ia = 0 depend continuously on E; the roots of 1((t) = 0 will 
then coincide with the corresponding roots of I*(t) = 0 as E + 0. 
LEMMA 2. Except the root at t = 0, all roots of H(t) = 0 lie in the lhp. 
We can now employ the inversion formula of the Laplace transform to (32) 
and obtain 
g(x) = & j; H-l(t) p(t) ets dt 
= Res[H-l(t) p(t) C]. 
(38) 
The residue of H-l(t)p(t) etx at t = 0 is 1, giving rise to the asymptotic beha- 
vior of g(x) for large x. The rest of the roots of H(t) = 0 form a retarded root 
chain in the lhp. We can arrange the roots {tn} in decreasing order of real parts 
(complex conjugate roots can be arranged in any prescribed order). We can then 
obtain from (38) a generalized Fourier-series-type expansion for g(x) given by 
g(x) = 1 + ,$r +$$ e’==, s> 1, 
n 
which can be proved to be uniformly convergent by Theorem 4.6 of Bellman 
and Cooke [14]. 
PROI'OSITION 2. Under the assumption of P.T. approximation, the radial 
distribution function g(x) of h ar ro d d s can be expressed as a uniformly convergent 
Fourier-series-type expansion (39) for x > 1. As x - CO, g(x) - 1 and 1 h(x)] - 0 
exponentially. 
For practical purposes (39) is not very useful because it is impossible to find 
the exact location of {tn}. However, we can expand G(t) in powers of 
(fQl(t - fQ>> e-fy f  i we can find a contour 7 along which 1 pQe-t / < 1 t - pQ 1 . 
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Thus 
G(t) ~. -Se-’ [1 I pQe-’ 1-l 
t-PC2 t - PQ 
on 7, 
and 
(40) 
(41) 
The contour 7 can be chosen to be any straight line such that Re 7 > 0. 
By the residue theorem we can then obtain 
g(x) = f < (1 Tp)n (n _ I)! 
(x - n)‘“-l e-[P”l-“]‘z-n’ m> 1, (42) 
n 1 
where, for a given x, the sum is extended over those terms for which x - n > 0. 
Note that (42) is identical to (31) obtained by the continuation method. 
3. THREE-DIMENSIONAL HARD SPHERES 
(i) Derivation and Solution of the D#erential-Dlrerence Equation 
Before we derive the differential-difference equation of g(r) it is important to 
note the physical significance of Q(t) employed to decouple the O.Z. relation 
in (19) and (20). The compressibility equation can be written as 
which, by (19) and (20), can be rewritten as 
where 
B ($jT = [I + &O)l-’ = [Q(O)]‘, 
and 
R(W) = 47~~~ rm rh(r) sin WY dr 
J 0 
&(w) = 1 - 1217 lo1 Q(r) eiWr dr. 
By thermodynamics the isothermal compressibility KT = -( 1 /V) (aV/@), ---f 
co in the critical region. It is obvious that KT 4 03 if and only if &(O) = 0. 
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But for hard sphere molecules under the P.Y. approximation Q(0) = 
(1 + 27?)/(1 - 7j2, and since 17 > 0, Q(0) # 0. Consequently there exists no 
gas-liquid phase transition for the hard sphere P.Y. fluid. 
For 1 < I < 2 (20) reduces to 
T(r) = ar + b + 1277 j-‘Q(r - t) T(t) dt, (43) 
1 
where 
T(Y) = ry(r) = r&r), 
a = 1 - 127 
s o1 Q(t) 4 
b = 127 s’ tQ(t) dt. 
0 
Equation (43) can be transformed into the following equivalent differential 
equation: 
T”(Y) t 6 T”(Y) + (* T’(Y) - “;I”-“,,5” T(r) = 0 w 
with the following boundary conditions: 
T(1) = (1 -+ $7) (1 - 7)-P; 
1 + 27 
T’(1)=2(&7)1 1-7 - A- T(1); 
We can solve (44) and obtain 
3 
T(r) = 1 -dietir, l<Y<2, 
i=l 
where t,‘s are roots of 
(45) 
w 
12rl(l + 27) = o 
(1 - 7Y ’ 
and Ai’s are determined by (45). 
The results obtained for T(r) are identical to the result given by Wertheim. 
For Y  > 2 (20) reduces to 
T(r) = ar + b + 12~ j-r Q(r - t) T(t) dt (47) 
r-1 
642 hl. CHEN 
which, because of the fact that Q(k-) is a quadratic polvnomial, can bc trans- 
formed into the following third-order retarded linear homogeneous differential- 
difference equation 
T”(r) + q$ T”(Y) + ($L$ T’(r) - 
= - 12v(l - q)--” [(I + 21) T(r - 1) A (1 T- 4,) T’(r - 
with initial condition given by (46). 
(ii) Solution of (48) by Continuation Method 
Define the linear operator LOI, by 
w1 + 217) 
(1 - d2 
111 
(48) 
(49) 
The homogeneous solution of L,,,T(r) = 0 is T”(r) = ‘&, Bief,r w-here the 
Br’s are arbitrary constants. For 2 ~1 r < 3, T(r - 1) is an entire function 
given by (46). In order to find a particular solution of (48) we let 
Tk) = Z;=, f’i( Y  eflT. It then follows from (48) that 1 
and 
ci = -(I ~ ‘7)~1 [127(1 + 27) + 12?7(l + iv) tJ &e” 
Hence the general solution of (48) for 2 < I’ < 3 is 
The coefficients B, , B, , an d B, can now be determined by the boundary con- 
ditions that T(Y), T’(Y), and T”(Y) are continuous at Y = 2. The solution thus 
obtained is of class C” on [2,3]. It can be examined that T”‘(r) is not continuous 
at r = 2. 
By the same procedure as discussed in the one-dimensional case, the following 
result can be proved [I 51. 
PROPOSITION 3. There esists a unique T(Y) of class CA on [2, axe] which satisfies 
(48) for r > 2 and the initial condition (46) for 1 < r < 2. 
(iii) Solution of (48) bv the Laplace Transform Method 
Before taking the Laplace transform of (48) we first consider the erponential 
bounds of T(r), T’(Y), and T”(r). 
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Let 
0 -1 0 
B’, 0 0 -1 = 
-12q(l + 277) 187” 677 - ~ ___ 
(1 - 7)* (1 - 7))” 1 - 7 
0 0 0 
B’, 0 
0 0 
= 
127?(1 + 271) 127?(1 + Q?) ' 
(1 - 7)" (1 - 7)" 
o 
1 T(r) 
Y(r) = [ T’(r) 1 . 
T“(r) 
We can rewrite (48) in the following matrix notation: 
Y’(r) + B’,Y(r) + B’,Y(r - 1) = 0, r>2 (51) 
with the initial condition 
Since Y’(Y) E CO(2, co) and Y(Y) E Cl(2, co) we can integrate (51) and obtain 
fr Y’(u) du = -B’, 1’ I’(u) du - B’, fr Y(u - 1) du. 
‘2 -2 . " 
Let 
II V)ll = I T(r)1 + I T’(r)1 + I T”(r)1 3 
Then 
m = Max 11 E’(r)]1 , 
rq1.q 
II Y(r)II < II I’@)/1 + II B’o II I,‘li II(u)ll du + II B’, II fr II l’(u)11 du ‘2 
+ II B’, II j12 II +)I1 du 
= Kl + Kz fr II Y(u)11 duzu, 
where k; = ~(1 + (I B’, i),‘kd K2 = II B’, 11 + (1 B’, II . 
644 RI. CHEK 
Following the same method in the proof of Theorem 3.5 of Bellman and 
Cooke [IO] we can obtain the exponential bound 1’ I’(r)l/ <; Kr + Kz si I-(U), c/u 
..G K1eVr -Y for r :> 2. The Laplace transform of (48) now yields 
tL(t) 
G(t) = 12q[R(t) e’ 1 L(t)] 
=: (127$’ p(t) H-l(t), (53) 
where 
pp) = qt) = t p?u + 211) + 1w1 + h-d t I 
1 (1 - 7)’ (l-# \’ 
(5.3) 
H(t) = R(t) et + L(t), (54) 
R(t) = t3 + 1 _ 7 At’+-- 
1877’! 
(1 - 7# t - 
1211(1 + 217) 
(1 - 7)’ ’ 
and 
G(t) = fx T(r) ecrr dr. 
'1 
W 
Note that (52) is identical with the result obtained by Wertheom. 
(iv). Distribution of Zeros of H(t) 
It can be esamined that t = 0 is a triple root of H(t) = 0, and complex con- 
jugate roots appear in pairs. When t < 1 we find H(t) N ((1 + 27)/( 1 - ~)p) t3 
and, for large modulus of t, we find 
H(t) - t3et[l + cl(t)] + ‘2;i1TVi:) t [l + c*(t)], 
where cl(t), e*(t) + 0 as 1 t 1 - co. 
Define the comparison function 
H,(t) = Fe* + 12z’-+?G”) . (56) 
For large modulus of t the roots of H(t) = 0 are asymptotic to the roots of 
H,(t) = 0. Under the transformation Z = t + 2 In t, H,(t) becomes 
Z&(Z) = ez + “;r”l’,p’ , 
which has the roots 
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Ift=r+iy,andZ=u+~w,then.z:=~-22njt(andy=v--2aarg(t~- 
4K7r, where K is an integer. Consider the curve Re(t + 2 In t) = c’ in the t plane 
where 2’ is a real constant. It is easy to see that the curve is symmetric about the 
real axis. We can solve x + 2 In 1 x + iy 1 = c’ for y  and obtain y  = 
&[ec’pJ - Jc2]lje. As x--f -cc, y  = -&(c’-s) + O(1) and the curve behaves 
like an exponential curve which lies entirely in the lhp. If  t = x + & is on the 
curve then 1 Y/X 1 + co and 1 arg(t)l - x/2 as 1 t I- co in the lhp. Hence 
.v=u-2lnItI=ln D(l +“) -2lnI4KnI+O(l), 
(1 - 7)’ 
and -y := 7r - 2(&r/2) - 4Krr + O(l), w h ere K is any integer of large magni- 
tude and the “&” sign applies to those roots for whichy --f *co. Consequently, 
for large modulus oft, the roots of H(t) = 0 are asymptotic to 
1277(1 + 4’7) 
%-=ln (1 -17)2 - 2 In ( 4K7r I + O(l), 
y  = n- T r - 4Kn- + O(l), (58) 
which lie in the lhp. 
We have shown that 
The integral sr r*[g(r) - l] dr is therefore convergent. I f  lim,,, g(r) = 4, then 
$== 1; )On tf;’ other hnad it can be shown from (21), (43) and (47) that 
1 T’ r e tr Y  - t-l as t---f 0. By the Tauberian theorem of Hardy and 
Littlewood [16] we have j: T’(Y) dy = T(R) - T(l) -R as R- 0~). Thus 
lim,.,, g(r) = 1. By Corollary 6.2 of Bellman and Cooke [17], the necessary and 
sufficient condition for the existence of a bounded solution for (51) is that all 
characteristic roots of H-l(t) have nonpositive real parts, and if t, is a root with 
zero real part, the residue of efrH-l(t) at t, is bounded as t --f 00. But lim,,, g(r) 
= 1. Thus H-l(t) cannot have roots with zero real parts except the root at t = 0. 
LEMMA 3. Except the triple root at t = 0 all roots of H(t) = 0 lie in the 
lhp. 
We can arrange the roots in order of nonderceasing absolute value with roots 
of equal absolute value put in any prescribed order. Let {tn} be a sequence of 
roots so arranged. The inverse Laplace transform of (52) then gives 
T(Y) = f  P,-,(y) et”‘, 
n=l 
(59) 
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where P,-,(r) e fflr is the residue of (127)-l f’(t) W’(t) at the pole t,, , and 
Pnel(r) is a polynomial of degree at most n - 1 if f ,  is a multiple root with 
multiplicity n. 
PROPOSITION 4. Under the assumption of P.Y. approsimation, the radial 
distribution function g(r) of hard soheres can be expressed as a convergent [I81 
generalized series expansion (59) for r > 2, which is un;form[~~ convergent 
over ally jinite interz!al with r 1;: 2. rls r + UC\, g(r) + 1 and h(r) - 0 
exponential[y. 
(iv) The Relationship between Wertheim’s Method and Baxter’s Relations 
For simplicity we confine our discussion in this section only to the hard 
spheres under the P.P. approximation. Let 
S(r) = f1 tc(t) dt, 
.I 
J(r) = J:’ th(t) dt. 
In terms of S(r) and J(Y), (19) and (20) can be rewritten [6] for hard spheres as 
S(r) = Q(r) - 127 /‘Q(f)Q(t - r) dt, 
r 
0 < r < 1, (60) 
J(r) = C?(r) + 1% lo1 J(I r - t I> C?(t) & r 2 0. (61) 
From (60) and (61) we can obtain the following relations: 
1 - p(t) - F(-t)] = Q(t)&-t), (62) 
1 - T [G(t) - G(-t)] = ;I - ?[F(t) -F(-t)J;-I, (63) 
where 
Q(t) = 1 - 1277 llQ(r) e-tr dr. (64) 
But (21) and (64) yield 
Q(t) = (1 - 7j-’ tF[R(t) + L(t) e-‘1. (65) 
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Thus from (62) and (65) we can obtain a functional equation for F(t), 
F(t) -F(-t) = 24~+,t-~ + 24~h,t-~ + (1 - 7)” eet i-(1 + iv) (1 - T)~ f  
+(I--)(5r12+5~- l&+(61- 12+-l773)+ 
- 127(1 + 29; - 127(1 + 2?&/ 
+(l-~)-4et~-(l+f7))(1-~)2f 
- (1 - ?) (572 + 57 - 1) ; + (61 - 12~~ - 21~~) f 
- 127(l + 2771* f  - 127n + 2d2 F( 3 l 1 
which can be rewritten as 
where A, = (1 + 27))2 (1 - T)-~ and A, = -(l + in)’ (1 - I))-~. By definition 
F(t) is an entire function (except with a removable singularity at t = 0) and 
j F(t)1 -+ 0 as 1 t I+ co in the rhp. Hence 
.(t)=-,,,t~~+~+7[~+~+~+~+~]I 
- 67h2ect If + $- + ft + 12qh,t-5 + 12+,t-3 + U(t), 
(67) 
where U(t) is an even function. In order to ensure that F(t) is an entire function 
(with a removable singularity at t = 0) we find 
U(t) = X,t-2 + E(t), 
where E(t) is an even entire function and 1 E(t)1 - 0 as 1 t 1 4 03. Letf(t) be an 
entire function such that 1 f(t)1 + 0 as / t 1 + co. Let f(t) be an entire function 
such that I f(t)\ - 0 as 1 t I + CD. If f(t) is unbounded, it then contradicts .the 
maximum modulus principle. Hence f(t) is bounded, and by Liouville’s theo- 
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rem, f(t) is constant for all t. \Ve have thus proved the following elementar\- 
lemma. 
LEMMA 4. Iff(t) is an entire function such that ; f (t)l ---f 0 as t + x, t/IeIL 
f(t) is constant for all t. 
By Lemma 4 E(t) = 0. Hence 
(68) 
- 6+t2ect [ f + + + -& 1 + 12$,t-~ + 12+# + X,tP. 
Let Fl(t) and F,(t) be two solutions of (66) which are entire functions and that 
/ F,(t)1 + 0, 1 F,(t)1 + 0 as / t I + zo in rhp. Then F3(t) = F,(t) - F,(t) is an 
even entire function and j F3(t)l + 0 as ) t j 4 00. By Lemma 4, F3(t) .= 0. 
Hence, for a system of hard spheres under P.Y. approximation (62) has a unique 
solution given by (68). The inverse Laplace transform of (68) yields (12). 
Let 
Z(t) = A,t-” + X*t-2, 
X(t) = F(t) - h,t-’ - (127)/t) Z(t). 
From (68) we can easily obtain the following relation: 
X(t) X(-t) = Z(t) - [(1277/t) Z(t)]*. 
Hence 
[F(t) - hlt-“1 [q-t) - hlt-*] - (127/t) z(t) [q-t) - F(t)] 
and consequently 
X,t-2 - F(t) Z(t) 
1 - (127)/t) [F(t) - F(-t)] == X,t-2 - F(-t) * 
(69) 
(70) 
(71) 
Z(t), (72) 
(73) 
Note that (71) is a functional equation for X(t). In order to obtain -Y(t) we 
decompose 1 - (lwa/t*) Z(t) as a product in B(t) B(-t). Let 
1 - (144+/t*) z(t) 
= [l + d,t-1 + A*t-’ + A,t-31 [l - rl,t-1 + A,t-? - A3t-31. 
Then 
and 
A, = -677(1 - 7)-i, A, = 18$( 1 - 7)-Z, 
-4, = 127(1 + 27) (1 - 7)-*. 
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Define 
p(t) == -t-‘( I - y)-” [(l + 21) + (1 -t $7) t] 
I --_ - -----L(t), 
12q(l - ‘7)2 t2 
Then 
v(4) =: 1 - A&” + =l,t-2 - A,tr1 
= t-3(1 - +2 R(t). 
-w *Y(-t) = IN) 4t)l b-t) GOI. 
(74) 
(75) 
(76) 
Consider A(t) A(-t) = 1. We can write -a(t) = A,(t) + d,(t), where --l,(t) is 
an even function and A,(t) is an odd function. Then Ae2(t) - -4,,*(t) = 1 and 
thus A,(t) == &co& y(t), A,(t) = &sinh y(t), or A,(t) = fsec y(t), and A,(t) = 
&tan y(t), where y(t) is an odd function. But A(t) # 0, and if A(t) is analytic, 
then A(t) = &y(t), where y(t) is an analytic odd function. From (70) and (76) 
we can then obtain 
x(t) = e--“/L(t) v(t). (77) 
It then follows from (69), (70), and (77) that 
Q(t)&(4) = 1 - (127/t) [F(t) -F(-t)] 
= [et49 + (127/t) A---)I [et+t) - (127/t) p(t)]. 
(78) 
But 
t-w 
G(t) = l27[R(t) et $- L(t)] = 
-P(t) 
e%(-t) - (127/t) p(t)’ (79) 
From (73), (78), and (79) we finally obtain 
q-2 - F(t) 
G(t) := 1 - (127/t) [F(t) - F(-t)] 
-w> 
h,t-2 -F(4). 
(80) 
Note that the first relation of (80) is identical to (6), whereas the second relation 
of (80) is identical to (9). 
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