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This article summarizes experimental and theoretical evidence for the existence of four distinct
binding modes for complexes of anions with charge-neutral arenes. These include C–H hydrogen
bonding and three motifs involving the arene–p system—the noncovalent anion–p interaction,
weakly covalent s interaction, and strongly covalent s interaction.
Introduction
‘‘There is nothing new under the sun, but there are a lot of old
things we don’t know.’’ – Ambrose Bierce (1842–1914)
The interaction of anions with arenes has been studied for over
a century. Colored solutions observed when anions were added to
solutions containing electron-deficient aromatics initiated exten-
sive studies of charge-transfer complexes1 and intermediates
involved in nucleophilic aromatic substitution reactions.2 In the
1980s, application of high pressure mass spectrometry methods
allowed gas-phase characterization of ion–molecule complexes,
which when coupled with Hartree–Fock calculations, yielded
further insight into the nature of anion–arene interactions.3
Renewed interest in this topic surfaced with the expanding study
of supramolecular chemistry pertaining to anions.4
Over the past decade anion complexation by synthetic host
molecules has become an important theme in supramolecular
chemistry.5 A key challenge is the development of hosts that
exhibit anion recognition. A variety of reversible binding
interactions are being explored to address this challenge, such
as hydrogen bonding, electrostatic interactions, and metal ion
coordination. Understanding the geometric and energetic
aspects of individual binding interactions, one focus of our
research,6 provides the basis for the deliberate design of host
architectures that are tailored for specific guests.7
As this review will establish, arenes, in particular electron-
deficient arenes, form a variety of quite stable, reversible
complexes with anions. Thus, arenes are viable binding sites
in anion receptor design. Although recent literature has fo-
cused almost exclusively on the anion–p interaction,8 it has
been recognized for some time that multiple arene bonding
motifs are possible.3 Other motifs include aryl C–H hydrogen
bonding and covalent interactions with aryl carbons. In the
brief space allotted here, we (i) summarize what is known
about the various ways that simple anions, such as halides,
nitrate, and perchlorate, may interact with charge-neutral
arenes, (ii) suggest new criteria for distinguishing between
different bonding motifs, and (iii) propose usage of nomen-
clature to avoid further confusion in the literature. Due to
space limitations, related studies involving arenes that are
bound to metal cations9 and positively charged arenes10 are
intentionally excluded from this discussion.
C–H hydrogen bonding interactions
Although it is well established that C–H groups can serve as
hydrogen bond donors, it is generally believed that C–H
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groups form much weaker hydrogen bonds than conventional
donor groups such as O–H and N–H. Indeed, there is a book
entitled ‘The Weak Hydrogen Bond in Structural Chemistry
and Biology’ that focuses largely on the interactions of C–H
donor groups with neutral oxygen and nitrogen acceptor
atoms.11 Evidence for the weak nature of these interactions
comes from structural, spectrosopic, and theoretical data.
With respect to the latter, gas phase binding energies, DE,
obtained from electronic structure calculations provide a
quantitative scale to assess the relative strengths of hydrogen
bonding interactions in the absence of complicating effects
present in condensed phases. Evaluation of the DE value
allows one to classify hydrogen bonds as weak,o17 kJ mol1,
moderate, 17 to 63 kJ mol1, and strong, 463 kJ mol1.12
Calculated DE values for simple alkane and arene C–H
donors with neutral oxygen acceptors, such as water or
formaldehyde, range from 1.3 kJ mol1 for CH4 to 5.7
kJ mol1 for the more acidic hydrogens in benzene.13 These
interactions fall within the weak category and certainly are
weak when compared with conventional hydrogen bonds,
such as the O–H  O interaction in the water dimer, 20.9
kJ mol1,14 or the N–H  O interaction in the acetami-
de–water complex, 29.3 kJ mol1.15 Given this precedent,
one might reason that contacts observed between aryl C–H
donors and anion acceptors should be classified as weak
hydrogen bonds and thus should not play a significant role
in anion coordination chemistry. It turns out, however, that
this is not the case.
Some of the earliest evidence regarding aryl C–H hydrogen
bonding comes from the mass spectrometric evaluation of
ion–molecule equilibria where it was observed that Cl formed
stable complexes with a variety of arenes, including benzene
itself.16 On the basis of HF/STO-3G calculations, it was
concluded that these complexes involved C–H  Cl hydrogen
bonding. Two possible geometries for the benzene complex
were identified: linear with a single hydrogen bond and
bifurcated with two hydrogen bonds (see Fig. 1). Subsequent
experiments yielded enthalpies of formation for the
benzene–Cl complex of –41.4 kJ mol1 and –39.3 kJ
mol1,17,18 establishing these hydrogen bonds to be of mod-
erate strength.
More recent high-level electronic structure calculations fully
support these earlier results. In studies of benzene–halide
complexes, MP2/aug-cc-pVDZ optimizations corroborate
the existence of both linear and bifurcated minima, with the
latter form being slightly more stable for Cl through I.19 In
Fig. 1, calculated geometries and DE values for stable benzene
complexes with spherical Cl, trigonal planar NO3
, and
tetrahedral ClO4
 anions are compared with results obtained
for corresponding anion–water complexes.20 With DE values
ranging from 32 to 39 kJ mol1, the calculated results
confirm that benzene C–H groups form hydrogen bonds of
moderate strength with these univalent anions. To place these
results in perspective, the C–H donor groups in these benzene
complexes yield hydrogen bonds that are roughly 60% the
strength of those formed by the O–H donor groups in the
corresponding water complexes.
The strength of an aryl C–H donor group can be tuned by
adding functional groups to the arene ring. Early mass spec-
trometric studies established that it was possible to more than
double the strength of the aryl C–H hydrogen bond in this
manner.3,16 In the case of Cl and Br, plots of the gas phase
free energy of complex formation versus Taft substituent
parameters yielded linear correlations for series of monosub-
stituted benzenes. Theoretical calculations yield analogous
results for complexes of monosubstituted benzenes with Cl
and NO3
, where computed DE values, Table 1, also yield
linear correlations when plotted against Taft substituent con-
stants.21 Electron-withdrawing groups strengthen the interac-
tion and electron-donating groups weaken the interaction.
Strong electron-withdrawing groups, CN and NO2, yield
strong hydrogen bonds with DE values ranging from 65 to
70 kJ mol1. Multiple substitution with electron-withdraw-
ing substituents can result in very strong hydrogen bonding
Fig. 1 Geometries and DE values for complexes of Cl, NO3
, and
ClO4
 with benzene and water (MP2/aug-cc-pVTZ single-point en-
ergies on MP2/aug-cc-pVDZ geometries).20
Table 1 Influence of substituent, X, on electronic binding energies,
DE, (kJ mol1)a
X DE DE DE
NH2 31.5 29.4 32.6
CH3 35.1 33.3 36.2
H 37.7 36.0 38.7
Cl 52.1 49.3 52.1
CF3 59.3 56.7 59.3
CN 68.6 65.3 67.8
NO2 70.1 67.1 69.5
a MP2/aug-cc-pVTZ single-point energies on MP2/aug-cc-pVDZ
optimized geometries.21
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interactions. For example, 1,3,5-tricyanobenzene and 1,2,4,5-
tetracyanobenzene form C–H hydrogen bonds with Cl that
exhibit DE values of 90.5 and 113.0 kJ mol1, respec-
tively.22
Thus, both experiment and theory establish that aryl C–H
groups form moderate to strong hydrogen bonds with anions,
suggesting that these interactions should play an important
role in supramolecular chemistry. Searches of the Cambridge
Structural Database (CSD)23 for aryl C–H  anion contacts
between substituted benzene rings and common anions reveal
that such interactions are very common in the solid state.
Searches for aryl C–H contacts with Cl yielded 1471
examples of the linear geometry (C–H  Cl angle Z 1501)
and 288 examples of the bifurcated geometry (1201 r
C–H  Cl anglesr1501). These examples include cases where
benzene is the C–H donor (Fig. 1) for both linear24 and
bifurcated25 Cl complexes. Similar searches conducted for
Br and I, as well as oxoanions NO3
, ClO4
 , and SO4
2
(one C–H  O angle Z 1501) located many more examples
(see Table 2).
Geometric parameters obtained from the crystal structure
data can be compared with structures calculated in isolation.
The main difference between the two is that the intermolecular
distances in the calculated structures are generally shorter than
those observed in crystal structures. For example, histograms
for the C–H  Cl distance distributions, Fig. 2, yield mean
values of 2.77 A˚ for the linear form and 3.07 A˚ for the
bifurcated form, whereas the calculated values for benzene
(Fig. 1) are 2.35 and 2.69 A˚, respectively. Comparison of the
experimental distances given in Table 2 with calculated dis-
tances given in Fig. 1 shows that the latter are on average 0.38
A˚ shorter than those observed in crystals. This difference is
expected because (i) the single anion–molecule interaction in
the calculation polarizes and redistributes the charge on the
anion in a different way than the multiple anion–molecule
interactions typically present in any crystalline environment
and (ii) hydrogen bonds, which are predominantly electro-
static, are weakened when placed in dielectric medium.
Interactions with the arene p-system
As noted in the introduction, the interaction of anions with
arene p-systems is an area that has received much recent
attention. Though the majority of the attention has been
focused on the noncovalent anion–p interaction, there exist
alternate interaction motifs that possess varying degrees of
covalent character. A year ago we presented evidence for the
existence of three distinct motifs for halide interaction with the
p-systems of four electron-deficient arenes.22 These arenes,
which will serve as examples below, include 1,3,5-triazine
(TAZ), hexafluorobenzene (C6F6), 1,3,5-tricyanobenzene
(3CN), and 1,2,4,5-tetracyanobenzene (4CN).
The remainder of this section is divided into four parts.
Because halides represent the best characterized and, there-
fore, the best understood examples, halide–arene complexes
are used as examples in the first three parts to define the
characteristics of the three interaction types: (a) anion–p, (b)
strong s, and (c) weak s. In the fourth part, (d), we show how
methods used to characterize halide binding motifs can be
extended to arene complexes with other anions.
(a) Noncovalent anion–p interactions
Two decades ago gas phase studies revealed that C6F6 formed
a strong complex with Cl, DH = 70.3 kJ mol1.26 Further
studies detected stable C6F6–X
 gas phase adducts, X =
Cl, Br, and I, and electronic structure calculations, HF/3-
21G*, revealed that these adducts resulted from a noncovalent
interaction between the halide and this electron-deficient
arene, with the halide perched above the arene centroid.27
Table 2 Aryl C–H contact distances observed in the CSDa
Anion C–H  X/A˚ C  X/A˚ nobs
Cl, linear 2.77  0.15 3.81  0.15 1471
Cl, bifurcated 3.07  0.15 3.82  0.15 288
Br, linear 2.96  0.20 4.00  0.20 808
Br, bifurcated 3.19  0.17 3.94  0.16 180
I, linear 3.14  0.16 4.16  0.16 532
I, bifurcated 3.39  0.19 4.13  0.17 229
NO3
 2.57  0.20 3.60  0.19 849
ClO4
 2.60  0.19 3.63  0.19 2798
SO4
2 2.49  0.17 3.53  0.16 46
a Table reports the mean and standard deviation, s, for distances and
the number of observations within 3s of the mean C–H  X dis-
tance, nobs, where X is the anion atom involved in the hydrogen bond.
CSD search criteria are summarized in Fig. 2 caption.
Fig. 2 Histograms of aryl C–H  Cl distances observed in the CSD
for linear (top) and bifurcated (bottom) hydrogen bonding motifs,
X = any atom. Gaussian fits are shown by the solid curves. Search
criteria: rfac r0.10, no error, no disorder, C–H distances normalized
to 1.083 A˚; linear motif, C–H  Cl angle Z 1501; bifurcated motif,
both C–H  Cl angles Z 1201 and r1501.
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No further study was made of these interesting complexes until
2002, when there were four reports of theoretical calculations
confirming a stabilizing interaction when anions are centered
over the face of electron-deficient arenes such as TAZ,28
C6F6,
29 trinitro- and trifluorobenzene,30 and a variety of
perfluorinated arenes.31 In accord with nomenclature estab-
lished for the noncovalent interaction between cations and
benzene, the cation–p interaction,32 this anion binding motif
was termed the anion–p interaction.29
Anion–p interactions with charge-neutral arenes have been
the focus of extensive theoretical study. Over the past five
years 141 calculated geometries have been reported for an-
ion–p complexes with a variety of arenes, Fig. 3.22,28–31,33–46
On close inspection, we find these studies to be somewhat
misleading. Where frequency calculations were done to estab-
lish whether reported geometries were minima (129 cases),
many of the theoretical structures (56 out of the 129 cases)
exhibited one or more negative frequencies and could be
obtained only by the imposition of symmetry constraints. In
other words, roughly half of the reported anion–p complexes
are predicted not to exist in the gas phase!
Consistent with this observation, when we evaluated the
twelve possible anion–p complexes formed by combining F,
Cl, and Br anions with TAZ, C6F6, 3CN, and 4CN arenes,
only five structures were actually minima: Cl with TAZ and
C6F6, and Br
 with TAZ, C6F6, and 3CN.
22 Geometries for
the Br complexes are shown in Fig. 4. Although many 1 : 1
anion–p complexes have been reported for F, not one of
them has been a minimum. Without exception, the F anion
adopts an alternative mode of interacting with arene carbon
atoms—see part (b) below.
Anion–p complexes formed by Cl and Br are the best
theoretically characterized examples for this interaction type.
Results depend strongly on the level of theory applied, with
HF, DFT, and MP2 yielding significantly different structures
and energies.31,35,36 Although DFT methods are attractive due
to their computational efficiency, they should be used with
caution as their failure to treat the dispersion forces (van der
Waals interactions) present in these complexes gives rise to
longer distances and weaker DE values than are obtained at the
more accurate levels of theory. For example, in the case of the
TAZ–Cl complex, B3LYP/6-31++G* gives DE = 17.6 kJ
mol1 and dcentroid = 3.475 A˚, whereas MP2/6-31++G* gives
DE = 36.8 kJ mol1 and dcentroid = 3.220 A˚.36
Calculated anion–p complexes with symmetric arenes all
exhibit geometries in which the halide is located exactly above
the arene centroid. This geometry is characterized by the
distance from the centroid to the halide, dcentroid. For com-
plexes that represent minima at the MP2 level of theory,
reported dcentroid values range from 3.00 to 3.25 A˚ for Cl

and 3.15 to 3.40 A˚ for Br. Distances for representative Br
complexes are given in Fig. 4. Reported DE values for Cl
range from 36 to 97 kJ mol1. Reported DE values for Br
range from 25 to 110 kJ mol1. For the Br complexes
shown in Fig. 4, DE values are 34.9, 65.1, and
88.6 kJ mol1 for TAZ, C6F6, and 3CN, respectively.22
In addition to their characteristic geometries, another defin-
ing trait of the anion–p complex is the noncovalent nature of
the interaction. A variety of analyses have shown that this
interaction is dominated by two components—(i) electrostatic
attraction between the negative charge of the anion and the
electric field of the arene and (ii) anion-induced polarization of
the arene. Evidence for the lack of any appreciable covalency,
in other words, of any appreciable charge transfer from the
anion to the arene, has been furnished by the analysis of
charge distributions,22,27 AIM analysis,29–31 NBO analysis,22
and visualization of electron density isosurfaces.22 Application
of the last method is developed in further detail below.
With modern software, such as ECCE,47 it is possible to
render electron density isosurfaces using the wavefunction
obtained from electronic structure calculations. Depending
on the value of the density, these surfaces can serve to locate
atoms, delineate covalent bonds, or indicate overall molecular
size and shape.48 By rendering the density surface at different
isovalues, which have units of e A˚3, it is possible to visually
Fig. 4 Anion–p complexes for Br and TAZ (top), C6F6 (middle),
and 3CN (bottom). Values for dcentroid are provided for each structure.
Geometries optimized at the MP2/aug-cc-pVDZ level of theory.22
Fig. 3 Charge-neutral arenes for which theoretical anion–p com-
plexes have been reported.
2420 | Chem. Commun., 2008, 2417–2428 This journal is c The Royal Society of Chemistry 2008
determine the maximum density in the region between two
bonded entities, rmax. This value, which is similar to the r(rc)
value in AIM theory,49 provides a quantitative measure of the
degree of covalency. Bonds that are considered covalent
generally have rmax values 40.1 e A˚
3.48 At the MP2/aug-
cc-pVDZ level, we obtain values for C–C bonds of 0.25 e A˚3
in ethane, 0.35 e A˚3 in ethene, and 0.41 e A˚3 in ethyne. At
the other end of the spectrum, noncovalent interactions exhibit
much lower rmax values. For example, we find that the Ne2 van
der Waals dimer exhibits a rmax of 0.004 e A˚
3.
A series of electron density surfaces for the TAZ–Br
complex are illustrated in Fig. 5. At isosurface values
r0.007 e A˚3, the electron density surfaces are continuous
between Br and TAZ. At isosurface values40.007 e A˚3, the
electron density surfaces are discontinuous between Br and
TAZ. Thus, this complex exhibits a rmax of 0.007 e A˚
3,
indicating the absence of covalent bonding between the anion
and arene. Application of this method to stable anion–p
complexes of Cl and Br determined in our prior study22
reveals that rmax is o0.012 e A˚3 in all cases.
Examination of canonical molecular orbitals, MOs, pro-
vides another way to gauge the degree of covalency in an
interaction. In cases where there is significant covalent char-
acter there will be substantial mixing of orbitals on the anion
with orbitals on the arene. In the absence of any covalent
character, anion orbitals will remain localized on the anion
and arene orbitals will remain localized on the arene. The
extent of orbital mixing can be determined by examination of
the coefficients in the MO vectors and can be visualized by
rendering MO isosurfaces. Like electron density isosurfaces,
MO isosurfaces can be scaled to any size. For all the MOs
rendered herein, we chose to use a value of 0.032 (e A˚3)1/2,
which gives MO surfaces that fit within the van der Waals
surface of the molecule.48
Consistent with the lack of covalency indicated by the low
rmax value, the MOs for the TAZ–Br
 anion–p complex reveal
very little mixing of orbitals between the two species. The MOs
are either predominantly localized on Br or on TAZ. The two
MOs with the maximum mixing, based on MO vector coeffi-
cients, are shown in Fig. 6. The MO behavior in the TAZ–Br
example is representative of other anion–p complexes with Cl
and Br, in other words, there is very little mixing of halide
and arene orbitals with this binding motif.
Although there is firm theoretical support for the existence
of the anion–p interaction, there are surprisingly few experi-
mental examples involving halides and charge-neutral arenes.
In stark contrast to aryl C–H hydrogen bonding, where there
are thousands of crystal structure examples, a thorough search
of the CSD yielded only a handful of anion–p complexes.22 In
this search, a hit was defined as any halide anion located
within 4.0 A˚ of the centroid of an electron-deficient six-
membered ring in which all ring atoms were trivalent. After
applying the constraint that the p-system must be charge-
neutral (not conjugated with a charged species or bound to a
metal cation), only 28 crystal structures remained, represent-
ing a total of 44 halide–centroid contacts. Inspection of these
structures revealed (i) no examples of anion–p complexes for
any of the arenes that have been studied theoretically (Fig. 3)
and (ii) the majority of the contacts fail to exhibit the expected
geometry for an anion–p complex.
Inspection of these crystal structures involved an analysis of
the location of the halide over the face of the arene. A distance
parameter, doffset, was defined for this purpose (see Fig. 7).
This parameter is readily obtained from distances (dcentroid and
dplane) that can be queried in a CSD search. The doffset value
shows where the halide is located above the arene plane: 0 A˚,
Fig. 5 Renderings of e density surfaces for the TAZ–Br anion–p
complex (Fig. 4), isovalues/e A˚3 are given beneath each structure.
Fig. 6 Representative MOs for the TAZ–Br anion–p complex
(Fig. 4), isovalue = 0.032 (e A˚3)1/2.
Fig. 7 Histogram of doffset values for halide interactions with the
p-systems of charge-neutral arenes observed in crystal structures.22
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above the centroid; 1.2 A˚ above a ring bond; 1.4 A˚ above a
ring atom; Z 1.4 A˚, outside the ring periphery. A histogram of
doffset values, shown in Fig. 7, reveals that only a few structures
show the anion–p geometry. The distribution exhibits a max-
imum centered at doffset = 1.5 A˚, just outside the ring
perimeter. Thus, over 80% of the halides in these structures
are closer to the periphery of the p-system (doffset40.7 A˚) than
to the centroid, suggesting the existence of an alternate binding
motif (see part (c) below).
Representative examples of the halide anion–p complexes
present in the CSD are shown in Fig. 8.39,50–52 These structures
all share a common feature: a cationic binding site is appended
to the arene ring. A few other examples of crystal structures
containing anion–p interactions between halides and charge-
neutral p-systems have been reported.39,53–55 The most recent
example, a cylindrophane encapsulating F, exploits the same
feature as the structures in Fig. 8, coupling two cyanuric acids
with three cation-bearing linkages.55
(b) Strongly covalent r interactions
Nucleophilic anions covalently add to electron-deficient arenes
to form anionic s complexes, also known as ‘Meisenheimer’
complexes. Such complexes are intermediates in the SNAr
mechanism of aromatic nucleophilic substitution56 and have
been a topic of interest since the isolation of the salt of one of
these complexes in 1902.57
Polynitroaromatics, which represent the most extensively
studied arene systems,2 form s complexes with a variety of
nucleophilic anions including RO, CN, N3
, H, and F.
Extensive evidence for the formation of s complexes in
solution comes from reactivity patterns as well as UV–Vis
and NMR spectroscopy. Salts of a few stable s complexes
have been crystallized and a number of structures have been
determined. An example is presented in Fig. 9.58
The CSD does not contain any crystal structure examples of
s complexes in which a halide is either the attacking or leaving
group. However, the most nucleophilic of the halides, F, has
been observed to form strongly covalent s complexes in
solution.2 All theoretical calculations of 1 : 1 arene–F com-
plexes locate s complexes, not anion–p complexes, as minima.
Such results are consistent with experimental gas phase stu-
dies. For example, although C6F6 forms anion–p complexes
with Cl, Br, and I,27 it forms the much stronger s complex
with the F anion.59,60 Measured gas phase DH values for the
addition of F to perfluorinated arenes range from 113 to
172 kJ mol1.60
Results from our recent theoretical study22 are consistent
with prior reports. In all four cases, the s complex was the
only minimum that could be located in which F was located
above the arene plane. These complexes were quite stable,
exhibiting DE values of109,110,185, and222 kJ mol1
for C6F6, TAZ, 3CN, and 4CN, respectively. Representative
geometries, shown in Fig. 10, provide evidence for the strong
covalent character of this interaction. First, the ring carbon
under attack is rehybridized, exhibiting a tetrahedral, rather
than trigonal planar, geometry. Second, the C–F distances are
Fig. 8 Examples of anion–p complexes formed between halides and
charge-neutral arenes found in the CSD. Values for doffset (see Fig. 7),
the CSD refcode, and reference are given below each structure.
Fig. 9 Crystal structure of the s complex formed by the addition of
MeO to 1,3,5-trinitrobenzene, CSD refcode MXNBZK.58
Fig. 10 Examples of strongly covalent s complexes formed between
F and C6F6 (top), 3CN (middle), and TAZ (bottom). Geometries
were optimized at the MP2/aug-cc-pVDZ level of theory.22
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quite short, ranging from 1.48 to 1.51 A˚, close to the mean
value observed for C(sp3)–F bonds in the CSD, 1.46  0.02 A˚.
Though there is little doubt regarding the predominantly
covalent nature of this interaction motif, we now present a
graphical evaluation of the wavefunction for the C6F6–F
 s
complex, both (i) to provide a point of contrast to the prior
TAZ–Br results (Figs. 5 and 6) and (ii) to illustrate the
difference between strongly covalent versus weakly covalent
(see part (c) below) s interactions. Plots of electron density
and MO isosurfaces for the C6F6–F
 complex are given in
Fig. 11. At a density of 0.012 e A˚3, where the isosurfaces for
anion–p complexes are discontinuous, substantial electron
density remains between F and the arene. In fact, it is
necessary to increase the isosurface value above 0.18 e A˚3
before discontinuity is attained for C6F6–F
, consistent with
strong covalent bonding. The rmax values for other arene–F

s complexes in our study all surpass 0.15 e A˚3. Thus, these
strong s interactions exhibit at least an order of magnitude
more electron density between the halide and arene than
anion–p interactions.
As anticipated, examination of the MOs in the C6F6–F
 s
complex reveals significant and extensive mixing of anion
orbitals with arene orbitals. For example, with the exception
of HOMO-2, the 10 highest occupied MOs all show blending
of the F and C6F6 orbitals. The bonding MOs shown in
Fig. 11 are representative examples that predominantly in-
volve either F p orbitals, as in HOMO-5, or F s orbitals, as
in HOMO-30. This behavior, which is exhibited by all are-
ne–F s complexes that we examined, contrasts sharply with
the absence of mixing observed for the anion–p complexes of
the Cl and Br anions.
(c) Weakly covalent r complexes
As noted in the earlier discussion of anion–p complexes (see
part (a) above), a search of the crystal structure database for
halides contacting the face of electron-deficient arenes yielded
only a handful of examples. In the majority of these data, the
halide is located outside the periphery of the p-system (see
Fig. 7). Although it might be thought that these cases, such as
the examples shown in Fig. 12,22,61–63 represent anion–p
interactions distorted by crystal packing forces, we obtained
theoretical evidence for the existence of a third binding motif
for the less nucleophilic Cl and Br anions that exhibits the
observed off-center binding geometry.22 In what follows, we
describe the nature of these complexes and offer a rationale for
calling this third motif the weakly covalent s interaction.
For all arenes investigated except C6F6, we located minima
for both Cl and Br in which the halide was located outside
the ring periphery.22 With the halides located 2.6 to 3.1 A˚
above the mean arene plane, the calculated geometries exhibit
doffset values ranging from 1.7 to 2.0 A˚. Representative Cl

geometries are presented in Fig. 13. In the case of Cl, this
Fig. 11 Graphical evaluation of the wavefunction for the C6F6–F

strong s complex (Fig. 10). Electron density surfaces are shown at the
anion–p limit of 0.012 e A˚3 (top, left) and the rmax value of 0.18 e A˚
3
(top, right). MOs are rendered at 0.032 (e A˚3)1/2 isovalues.
Fig. 12 Examples of crystal structures in which the halide is located
above or outside the periphery of the arene ring. Values for doffset (see
Fig. 7), the CSD refcode, and reference are given for each structure.
Fig. 13 Examples of weak s complexes formed between Cl and
4CN (top), 3CN (middle), and TAZ (bottom). Geometries were
optimized at the MP2/aug-cc-pVDZ level of theory.22
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off-center binding motif is the only stable geometry for inter-
action with the p-systems of 3CN and 4CN. With Br, the
same behavior was exhibited by 4CN, but both off-center and
anion–p geometries were obtained for 3CN. These were the
first reported instances where a halide other than F failed to
form a stable anion–p complex with an electron-deficient
arene. The least electron-deficient arene, TAZ, yielded both
off-center and anion–p motifs as minima for Cl and Br.
At first glance, the off-center geometries shown in Fig. 13
bear a much closer resemblance to the strongly covalent s
complexes shown for F (Fig. 10) than to the anion–p com-
plexes shown for Br (Fig. 4). Further scrutiny reveals some
significant differences. Where the F–C distances were ap-
proaching the average F–C(sp3) distance, the Cl–C distances,
which range from 2.60 to 2.90 A˚, are quite elongated when
compared to the 1.78  0.04 A˚ average Cl–C(sp3) distance
observed in the CSD. As a consequence, the contacted carbon
atom retains a trigonal planar geometry, rather than the
tetrahedral geometry observed in the F complexes.
The geometries of the off-center Cl complexes are ratio-
nalized by the presence of covalent character that is weaker
than that observed for the F complexes. Evidence in support
of this rationalization is obtained upon graphical analysis of
the wavefunctions for these complexes. Plots of electron
density and MO isosurfaces for the 3CN–Cl complex are
given in Fig. 14. At a density of 0.012 e A˚3, where the
isosurfaces for anion–p complexes are discontinuous, electron
density remains between Cl and the arene. Gradually increas-
ing the density value yields a rmax of 0.024 e A˚
3. This value,
which lies between the 3CN–Br anion–p complex, rmax =
0.010 e A˚3, and the 3CN–F s complex, rmax = 0.16 e A˚
3,
is indicative of a weak covalent bond.
The nature of the bonding interaction is elucidated on
inspection of the MOs. In contrast to strong s interactions,
which show extensive blending of anion and arene orbitals in
many MOs, only three MOs show significant mixing in this
weak s complex. Two of these are bonding in character. These
are HOMO-4, which involves a Cl p orbital, and HOMO-24,
which involves a Cl s orbital (see Fig. 14).
The behavior exhibited by the 3CN–Cl example is repre-
sentative of the complexes that exhibit the off-center geometry.
Their rmax values range from 0.014 e A˚
3 for TAZ–Br up to
0.031 e A˚3 for 4CN–Cl. Despite the long halide–carbon
distances, there is electron density transferred from the halide
to the arene in bonding MOs involving both s and p halide
orbitals. As expected, both the degree of covalency and the
strength of the interaction correlate with the halide–carbon
distance. For example, the Cl complexes shown in Fig. 13
exhibit the following values (arene, Cl–C distance, rmax, DE):
4CN, 2.60 A˚, 0.031 e A˚3, 124.7 kJ mol1; 3CN, 2.73 A˚,
0.024 e A˚3, 95.1 kJ mol1; TAZ, 2.90 A˚, 0.015 e A˚3,
36.3 kJ mol1.
The foregoing analysis establishes that these off-center
geometries have a small, but readily detectable, degree of
covalent character involving the delocalization of charge from
the anion to the arene. Given the different geometry and
presence of covalent character, it would be inappropriate to
call them anion–p complexes. On the other hand, they do not
exhibit the characteristics of strongly covalent s complexes.
Since the covalent interaction is s in character, in other words,
involves orbitals that are symmetric about the bond axis, we
propose the nomenclature weak s interaction to refer to this
bonding motif.
Existing data suggest that the weak s motif is the preferred
binding mode for the interaction of Cl, Br, and I with
strongly electron-deficient arenes. This statement is supported
by the theoretical evidence reviewed herein, which shows weak
s interactions to be the most stable motif for 3CN and 4CN,
as well as by experimental studies involving arenes with high
electron affinities. Crystal structures have shown that 4CN
forms weak s complexes with Br and I.22 Analogous
behavior was observed with a series of crystal structures of
Cl, Br, and I complexes with the even more electron-
deficient arenes, tetracyanopyrazine and tetrachloro-o-benzo-
quinone.63
An interesting property of these crystals is that they were
highly colored, even though the individual salts and arenes
were colorless prior to mixing. Moreover, when halide salts
were added to solution containing highly electron-deficient
arenes, intense adsorption in the visible region was
Fig. 14 Graphical evaluation of the wavefunction for the 3CN–Cl
weak s complex (Fig. 13). Electron density surfaces are shown at the
anion–p limit of 0.012 e A˚3 (top, left) and the rmax value of 0.024 e
A˚3 (top, right). MOs are rendered at 0.032 (e A˚3)1/2 isovalues.
Fig. 15 Donor (HOMO) and acceptor (LUMO+1) orbitals involved
in the visible transition exhibited by the 4CN–Br weak s complex.
MOs, obtained at the B3LYP/aug-cc-pVDZ level of theory,z are
rendered at 0.032 (e A˚3)1/2 isovalues.
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observed.22,63 Detailed analysis of UV–Vis spectral data es-
tablished the behavior of these systems to be diagnostic of
classic electron donor p-acceptor charge-transfer behavior.63
In charge-transfer complexes, donors such as Br and accep-
tors such as 4CN interact to form complexes that adsorb light
in a manner different from either of the partners. The visible
excitation of this complex involves the transfer of an electron
from the Br donor to the 4CN acceptor. Although the
optically induced excited state could, in theory, stabilize the
complex by shifting the equilibrium to the right, in practice the
excited states are generally high enough in energy that their
contribution to the complex stability is small.1b
Br þ 4CNÐK Br; 4CN !hv Br; 4CN
To confirm the charge-transfer behavior of the weak s
complexes, we performed time-dependent density functional
theory, TDDFT,64 calculations on the 4CN–Br complex,
which has an adsorption near 380 nm in CH3CN.
65 In the
absence of Br, the arene exhibits intense p to p* transitions in
the UV region, but no transitions in the visible range. On the
other hand, the weak s complex exhibits a visible transition
involving the transfer of charge from the HOMO, which is
predominantly composed of a Br p orbital, to the
LUMO+1, which is mainly localized on the arene, as illu-
strated in Fig. 15. The computed transition energy, 2.68 eV
(462 nm), is somewhat lower than the experimental value,
3.26 eV (380 nm). Nevertheless, the calculation qualitatively
predicts the presence of a visible charge-transfer band for this
complex.
(d) Binding motifs for anions other than halides?
Whereas anion interactions with arene p-systems have been
well characterized for halides, less attention has been given to
other anions. Theoretical studies have been conducted on a
variety of systems, but in most cases attention has remained
riveted on the anion–p interaction and information on alter-
nate binding modes remains scarce. A study on perfluoroar-
enes included MP2 geometries for CN, HCC, ONC,
CNO, H, and CH3
 anions with C6F6, but failed to estab-
lish whether these structures were minima on this potential
surface.31 Another study reported MP2 geometries for high
symmetry complexes of C6F6 with H
, CN, CO3
2, and
NO3
, in which that anion was located above the ring
centroid.29 Here, frequency calculations revealed H and
NO3
 complexes to be minima, while CN and CO3
2 were
unstable. Yet a third study at the MP2 level reports high
symmetry geometries for C6F6 adducts with CN
, NC, NO3

and CO3
2, finding the CN and NO3
 complexes to be
minima, while the NC and CO3
2 forms were not.33 In
instances where the high symmetry forms were unstable with
C6F6, all studies noted that the anion attacked the ring to form
a s complex. However, since the focus of these papers was the
anion–p interaction, no characterizations of these s complexes
were reported.
In addition to perfluoroarenes, MP2 studies of other anions
have been limited to triazines. Anion–p interactions, s inter-
actions, and ‘‘an apparent p–p stacking interaction’’ were
reported for N3
 complexes with TAZ and 1,3,5-trifluorotria-
zine.28 Calculations show that for high symmetry geometries
with CN, NC, NO3
 and CO3
2 centered above TAZ, the
only anion complex found to be a minimum was that of
NO3
.33 Recently, high symmetry geometries of BH4
,
BF4
, and PF6
 have been established as minima for 1,3,5-
trifluorotriazine.45
With all of the concentration on the anion–p interaction,
there is now a tendency to label every structure containing an
anion above an arene plane as another example of the anion–p
interaction. Based on the behavior of halide complexes, how-
ever, it is a reasonable conjecture that other anions also may
exhibit more than one binding motif. With halides, the geo-
metry of the noncovalent anion–p complex is characteristic
and distinct from the covalent s forms. The situation is not as
clear for non-spherical anions. Labeling an anion–arene con-
tact as an anion–p interaction, in other words, as a noncova-
lent interaction, without some analysis of the bonding is a
questionable practice and possible source of confusion. A
recent example of this occurs with TAZ–NO3
 complexes.
As noted above, earlier MP2 calculations identified a mini-
mum in which NO3
 was centered above TAZ such that the
planes of the two molecules were parallel yielding a C3v
Fig. 16 Optimized geometries, electron density isosurfaces and MOs
(0.032 (e A˚3)1/2) for the C3v symmetric anion–p complex (top) and the
C1 symmetric weak s complex (bottom). Calculations performed at
the MP2/aug-cc-pVDZ level of theory.z
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symmetric geometry. This geometry was declared to be an
anion–p complex.33 Recently, a quite different orientation was
observed in several crystal structures for NO3
 interacting
with a 1,3,5-alkyl-substituted triazine ring.42,43 Geometry op-
timizations using DFT42 and MP243 methods yielded an
asymmetric geometry, in other words, with C1 symmetry, for
a complex of NO3
 with TAZ. This geometry, which was
slightly more stable than the C3v form, also was declared to be
an anion–p complex.
To clarify the nature of these interactions, we have repeated
the calculations at the MP2/aug-cc-pVDZ level of theory,
locating both the C3v and C1 geometries as minima, and
evaluated the extent of covalency using the graphic methods
as presented above. The results are summarized in Fig. 16.
Although the C3v form does exhibit some blending of MOs
between NO3
 and TAZ, this symmetric structure exhibits
rmax = 0.011 e A˚
3, below the 0.012 e A˚3 limit established
for halide anion–p complexes. The C1 form, however, exhibits
rmax = 0.014 e A˚
3, the same as the values of 0.014 and 0.015
e A˚3 observed for the weakly covalent s complexes that TAZ
forms with Br and Cl, respectively. Representative MOs for
the C1 complex show significantly more mixing than in the C3v
case, consistent with the presence of more covalent character.
As with the halides, it is this additional covalent bonding that
results in the asymmetric geometry of the complex. Thus,
reasoning by analogy with halide behavior, the C3v form is
an example of an anion–p interaction whereas the C1 form is
actually an example of a weak s interaction. The DE values for
these complexes, 46.2 kJ mol1 for the anion–p complex
versus 49.5 kJ mol1 for the weak s complex, mimic the
previously reported DFT stability difference of 2.3 kJ mol1.42
Summary
If the relative importance of an interaction can be judged by
the frequency of its occurrence in the solid-state, then by far
the most important anion–arene interaction is C–H hydrogen
bonding. There are thousands of examples in the CSD. Even
in the absence of electron-withdrawing substituents, aryl C–H
groups form hydrogen bonds with anions that are comparable
in strength to more conventional N–H and O–H donors. The
strength of this interaction can be moderated by arene sub-
stitution, allowing donor group strength to be tuned.
Addition of electron-withdrawing substituents can produce
strong hydrogen bonds, with anion binding strengths in excess
of 100 kJ mol1. Despite their potential use as binding sites
in anion receptors, few host architectures have been designed
deliberately to use charge-neutral arenes as hydrogen bond
donors.21,66 Further exploitation of this motif in ligand design
is warranted.
Although the interactions are comparable in stability with
aryl C–H hydrogen bonding, the CSD offers only a handful of
examples for anion interactions with p-systems of charge-
neutral arenes. Three distinct modes of binding, distinguished
by their geometric features as well as by their degree of
covalency, have been characterized by electronic structure
calculations. The preferred p-system binding mode depends
on the nature of the anion and the arene. It is possible to
suggest some rough guidelines for which binding modes will be
observed as minima in calculations on 1 : 1 arene–anion
complexes.
Strong s complexes are most likely with nucleophilic anions
such as RO, CN, and F with any electron-deficient arene.
Anion–p complexes are most likely with large, charge-diffuse
anions such as ClO4
, BF4
, and PF6
 with arenes of mod-
erate electron affinity. Results on more charge-dense anions
such as Cl, Br, and NO3
 have shown that both weak s and
anion–p complexes can occur with arenes of moderate electron
affinity, such as TAZ. However, as the electron affinity of the
arene is increased, anion–p complexes become unstable and
weak s complexes are favored. Although there have been
several anion receptor designs that make use of anion–p
interaction,39,44,55,66,67 there have been no reports of host
architectures designed to take advantage of the weak s inter-
action. We note that the presence of visible charge-transfer
adsorption bands raises the possibility of exploiting the weak
s motif in the design of colorimetric anion sensors.
When aryl C–H groups are present, there is the possibility of
competition between C–H bonding versus p-system bonding.
For arenes with moderate electron affinity, such as TAZ22,28
and C6F5H,
68 C–H hydrogen bonding yields a stronger com-
plex with Cl than interactions with the p-system. This situa-
tion is reversed with strongly electron-deficient arenes, such as
3CN and 4CN, where the weak s interactions are stronger
than the C–H hydrogen bond interactions.22
Whereas anion–arene interactions have been characterized
extensively for halides, fewer data are available for other
anions. Given the possibility of different binding motifs,
observation of an anion above the plane of an electron-
deficient arene is necessary, but not sufficient, evidence for
an anion–p interaction. It is also necessary to establish that the
interaction is noncovalent. In this review, we have shown how
graphical rendering of electron density and MO isosurfaces
provides an informative tool for visualizing the degree of
covalency. We also have demonstrated how electron density
isosurfaces provide one quantitative measure of covalent
character, rmax, that can be used to classify the binding motif.
Because the degree of covalency can vary continuously from
purely noncovalent to purely covalent, the definition of what is
meant by noncovalent is somewhat arbitrary. Based on the
behavior of the systems we have examined thus far, we
propose the following tentative scale at the MP2/aug-cc-
pVDZ level of theory: noncovalent anion–p interaction,
rmax o0.012 e A˚3, weakly covalent s interaction
0.012 r rmax r 0.100 e A˚3, and strongly covalent
s interaction, rmax 40.10 e A˚
3.
z Electronic structure calculations were carried out with the NWChem
program69 using second order Møller–Plesset perturbation theory
(MP2).70
Geometries were optimized using the augmented correlation consis-
tent double-z basis set (aug-cc-pVDZ)71 and frozen core approxima-
tion in the correlation treatment. Frequency calculations were
performed at the same level of theory to characterize each stationary
point as a minimum or a transition state. TDDFT calculations were
performed with the TURBOMOLE program.72 Structures were re-
optimized at the B3LYP/aug-cc-pVDZ level using TURBOMOLE’s
JOBEX program73 and low-lying singlet excitation energies and
intensities were computed at the TDDFT level using the ESCF
module.74,75 Electron density and MO isosurfaces were rendered with
ECCE.47
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The following statement regarding the interaction of anions
with arenes, made some time ago, continues to provide an
accurate synopsis of the character of anion–arene interactions:
‘‘Depending on the nature of the substituents and X an
interesting variety of most stable structures can occur.’’ 3b As
noted in this prior paper and as we have seen herein, this
interesting variety includes C–H hydrogen bonding, anion–p,
and a range of s interactions. Although both gas phase
measurements and calculated DE ranges indicate that the
stabilities of these binding motifs are comparable, the supra-
molecular community has focused on the anion–p interaction,
largely ignoring the existence of other motifs. Similarly, the
theory community has reported a large number of symmetric
anion–p geometries, but for the most part has neglected to
characterize the alternate, stable interaction motifs likely
present in many anion–arene systems studied. Perhaps it is
time to broaden our perspective.
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