A technique is developed whereby one can obtain asymptotic estimates of eigenvalues of first-order iteration matrices. The technique is applied to iteration matrices arising from the numerical solution of the l-and 2-dimensional biharmonic equation. The eigenvalue estimates are computationally verified.
Introduction
General conditions on the matrices M and N to assure (1.3) can be found in [l] , [2] , and [4] and although these conditions cover a wide number of situations, little is known of the actual rate of convergence of the iteration (1.1). This is disconcerting for it has been observed many times over that slight changes in the splitting (1.2) can decrease the number of iterations by several orders of magnitude and it would be useful to know ahead of time the number of iterations needed to
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reduce the norm of the error I] xk -x I], by a factor of, say, 10. A rough approximation to such a number is given by the quantity -w%I[Pw'wl U- 4) and although this estimate can often be low, it nevertheless represents computational reality in many cases.
The disadvantage of formula in (1.4) is that it requires p( MP'N) which is, in general, unavailable.
However, in the case where the matrix A originates from certain elliptic partial differential equations, approximations to the spectral radius are known. As an example, consider the numerical solution of the two-dimensional 
B -4 1
The following is known, cf. (ii) Point Gauss-areedel Method:
(iii) Point SOR:
Consequently, if h = 10e2, then (1.4) asserts that the number of iterations required by the point Jacobi method to decrease the error by a factor of 10 is 4664 whereas the number of iterations required by the point Gauss-Siedel method is approximately one-half the number of point Jacobi iterations. Moreover, relaxing the Gauss-Siedel method to the optimal parameter of ulh achieves an SOR iterative method that requires 35 iterations to decrease the error by a factor of 10. Hence, one can see that eigenvalue estimates of the form are extremely important in determining the possible speed-up one might obtain by using a parameter w > 1. Unfortunately, eigenvalue estimates such as those given in are difficult to obtain as they typically require knowledge of the eigenvectors of the matrix Z%,. However, for the purpose of iteration speed-up it is not important to have precise estimates of the eigenvalues of Z,,, but to have knowledge of how the eigenvalues behave with respect to the mesh size h. Using the "order" notation, (ii) and (iii) can be expressed as (ii)' p( 9,) = 1 -0( h'), (iii)' p( .ZY,<,,) = 1 -O(h), and it is the decrease from 2 to 1 in the power of h that leads one to draw the conclusion that a considerable decrease in iteration count can be obtained by using M"~ instead of w = 1.
In this paper, we develop a technique for obtaining 0( h") eigenvalue estimates of M-'N such as those given in (ii)' and (iii)' based upon an idea that was originally developed by Garabedian, [I] . We will demonstrate how this technique generates some of the classical 0( ha) eigenvalue estimates for matrix splittings of the one-dimensional Laplace matrix and then apply the technique to obtain 0( h") eigenvalue estimates for matrix splittings arising from the numerical solution of the l-and 2-dimensional biharmonic equation.
Basic approach
In [I], Garabedian observed that the optimum relaxation parameter wh of the point relaxation method for solving the system of finite difference equations for the Laplacian can be derived by viewing the relaxation method as a time-differencing scheme. Specifically, for the Laplacian A+ = 0, the general relaxation method over a grid with mesh size Ax = Ay = h is given by 6: ' = (1 + +#$ (2.4) .
In this paper we approach the analysis of iterative methods much in the same way as Garabedian did except that a differential eigenvalue problem is obtained rather than a time dependent partial differential equation. Specifically, the iterative method for solving the matrix equation Ax = b is expressed as a first order matrix iteration Mx k+l = NXk + b and then using variations of the ideas set forth of (2.5) can be analyzed through a differential
Ru = AQu
(here R and Q are differential operators).
To illustrate the idea, let us consider the equation
with prescribed boundary conditions. Using matrix equation AC = b where in Garabedian we will eigenvalue problem mmerical solution of the l-dimensional Laplace :entral differences, (2.6) is approximated by the (2.5)
show that the convergence
where D is a symmetric and positive definite matrix and consider the iteration
It is well known that the convergence behavior of (2.8) is controlled by the magnitude of the eigenvalues of the generalized eigenvalue problem
In this paper we will always use a rearrangement of (2.9) and study the eigenvalue problem Consequently, if we ignore boundary conditions, (2.10) becomes
Now, for small h, u,h can be neglected as a lower order term, so that (2.12) is further approximated by the differential eigenvalue problem
That is, X = 1 -0( h2). If (2.6) is augmented with zero Dirichlet boundary conditions, it is known, see [2] , that for w = 1, the largest eigenvalue of (2.9) is precisely (cos ,rrh)= = 1 -T2h2 + 0( h4) (2.14) so that the above technique does, in fact, yield the correct O(ha) eigenvalues estimates of (2.9).
Other well known eigenvalue and convergence rate estimates can be obtained for various block-and point-Jacobi and Gauss-Siedel methods when applied to the Laplacian Au = f. In the following sections, we apply this technique to the biharmonic equation A2u = 0 and obtain 0( h") eigenvalue estimates to a variety of classical splittings. For different splittings A = M -N, we will be obtaining eigenvalue estimates for the matrix eigenvalue problem NE=hME. (3.5)
For analysis purposes, we will use the more convenient equivalent form of (3.5) given by If we assume the boundary conditions
then the eigenvalues of (3.9) are We now test the validity of the estimate (3.13). To do so, we assume the boundary conditions (3.11) on equation (3.1) so that the matrix A in (3.3) takes the form A+ 1 .
I .
1 (3.14)
6 -4 1 -4 5. Letting h = l/n + 1, the eigenvalues of (3.5) are computed via EISPAC for different values of n. Table 1 records the results where X,,, = max{ eigenvalue( M-'IV)} and the relative error is given by I Xrnax -h I/Lax.
We see that, for small h, the estimate (3.13) does, in fact, hold true.
Point-Gauss-Siedel method
We now consider the point Gauss-Siedel method and let 
Ignoring boundary conditions, (3.6) is a consistent difference approximation to the differential eigenvalue problem the validity of the eigenvalue estimate given by (3.18) we compute the spectral radius of (3.5) via EISPAC for different values of h = l/n + 1 using (3.15) and the relative error is given by 1 p ( M-'N) -X 1 /p( M-'N). Table 2 lists the results where we see, that for small h, the estimate (3.18) does, in fact, hold true.
SOR-improvement
We now attempt to determine how much improvement in the convergence rate of the previous Gauss-Siedel method can be obtained by SOR. In this case,
where D and L are as in (3.15) and (3.16). We now follow the idea put forth in Garabedian, [l] , and set w=2/(1+ch), O<c<h-'.
Then (3.6) becomes 
[($D -L)v], = (2vx),/h3 + O(h-2).
Consequently, we have that (3.6) is a discrete approximation to the differential eigenvalue problem To verify this, we let h = l/41 and vary the constant c until wh = 2/(1 + chh) is achieved. Table 3 lists the computational results when (3.14) is used. Hence, we see that as in the case for Laplace's equation, overrelaxation of the Gauss-Siedel method reduces the power of h in the eigenvalue estimates by 1.
O(h")-estimates
We now ask the question as to whether it is possible to define a symmetric positive definite matrix D so that the eigenvalue estimates of (M -IN) where
are of the form 1 -0( h').
To do so, we begin by letting That is,
However, for (Y = 4, we have for small h, the eigenproblem
That is, 
, and A is given by (3.14). 
SOR-improvement
We now show that SOR of the previous iteration achieves a reduction in the powers of h in the eigenvalue estimates. As before, let .
-. We now deviate somewhat from the idea of Garabedian by letting w = 2/(1 + ch') (3.34) where p >, 1 and 0 < c < KP. In this case,
From (3.27) and (3.28), we have
so that (3.6) is a consistent difference approximation to
We first consider the case (Y > 4. Since we are trying to determine the existence of an w given by (3.34) that will minimize the power of h in the eigenvalue estimates, we see that a value of p = 3 in (3.34) will achieve this. Then for small h, (3.35) is approximated by the eigenproblem
Consequently, for (Y > 4 and c -K he3, h,=l-O(h). (3.37)
Hence, for (Y > 4, SOR reduces the power of h from 4 to 1. In order to verify this, we take D as in (3.32), c = 100, and determine wh. Table 6 records the results where we see that (3.37) is, in fact, achieved.
In order to obtain a similar result for (Y = 4, we let p = 1 in (3.35). Then, for small h, (3.35) is approximated by
That is,
X4 = 1 -O(h).
Taking h = l/21 we determine the We for several values of (Y > 4. In this situation Table 7 records the results where we see that (Y = 4 is, in a sense, optimal. 
Two-dimensional biharmonic equation
We now consider the numerical solution of the two-dimensional biharmonic equation A2u = UXXXX +2u,,l.,+uYYY_V=~(x, _V>, OQX, y<I. for different values of h = l/n + 1 are computed via EISPAC and compared with (4.10). The relative errors are also computed. Table 9 records the results. We now analyze eigenvalue problem Au=(l- Table 8 the effect of SOR acceleration on (4.3). That is, we consider the matrix That is,
&=1-O(h).
For CY = 16, we take p = 1 so that for small h, That is, as in the one-dimensional case, SOR reduces the power of h from either 4 (in the case cx > 16) or from 2 (in the case cy = 16) to 1.
Summary
In this paper we developed a technique for estimating the spectral radius of iteration matrices associated with the biharmonic equation. We have shown that the eigenvalue estimates are precise in many of the classical iteration schemes and can give informations on how much successive overrelaxation can improve the convergence rate. This technique also allows us to develop new iterative schemes where the convergence rate is considerably faster than the classical point-iteration method.
