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Re´sume´
La contribution franc¸aise a` l’upgrade de LHCb est de´taille´e dans ce document et
s’inscrit dans le prolongement du Framework TDR soumis au LHCC le 25 mai
2012. La France a contribue´ a` la conception et a` la re´alisation de la me´canique et de
l’e´lectronique de lecture des calorime`tres. Elle est l’acteur principal du syste`me de
de´clenchement de premier niveau et l’initiatrice du projet DIRAC, progiciel de trai-
tement et d’analyse de donne´es dans un environnement distribue´. Les physiciens et
inge´nieurs franc¸ais ont de nombreuses responsabilite´s de premier plan et sont tre`s
fortement implique´s dans l’analyse des donne´es. Les groupes franc¸ais souhaitent
poursuivre leur forte participation a` l’expe´rience en contribuant a` son upgrade, no-
tamment l’e´lectronique de lecture des calorime`tres et du trajectographe en fibres






































Fin 2017, l’expe´rience LHCb aura accumule´ environ 6.5 fb−1 de donne´es. A` cette
e´poque, les sensibilite´s sur les observables phares seront comparables aux valeurs atten-
dues. Pour aller au-dela` et tester les pre´visions the´oriques, une modification du de´tecteur
est ne´cessaire car le syste`me de de´clenchement de premier niveau introduit une satu-
ration dans les efficacite´s de se´lection des canaux hadroniques au-dela` d’une luminosite´
instantane´e de quelques 1032 cm−2s−1.
L’upgrade de LHCb est planifie´ lors de l’arreˆt de longue dure´e du LHC en 2018 (LS2).
Il permettra de fonctionner a` une luminosite´ instantane´e de 1 a` 2× 1033 cm−2s−1, de lire
l’ensemble du de´tecteur a` la fre´quence de croisement des faisceaux de 40 MHz et d’utiliser
un syste`me de de´clenchement uniquement logiciel imple´mente´ sur une ferme de proces-
seurs. Ces ame´liorations permettront d’augmenter tre`s significativement les efficacite´s du
syste`me de de´clenchement ainsi que les taux d’e´ve´nements annuels, par rapport a` ceux de
2011. Un facteur dix environ est attendu pour les de´sinte´grations muoniques des me´sons
beaux et un facteur vingt ou plus pour les de´sinte´grations des quarks lourds dans des e´tats
finals hadroniques. Il est pre´vu de collecter 5 fb−1 par an pour atteindre une luminosite´
inte´gre´e de 50 fb−1.
Le de´fi de cette ame´lioration est lie´ aux nombres d’interactions proton-proton par
croisement de faisceaux. Avec L = 1× 1033 cm−2s−1, le nombre moyen d’interactions est
de ∼ 2, 3. Il augmente a` ∼ 4 pour L = 2 × 1033 cm−2s−1. Dans ce dernier cas, tous les
croisements de faisceaux produisent au moins une interaction visible dans le de´tecteur. Il
est a` noter que l’expe´rience LHCb a quasiment toujours fonctionne´ au-dela` des conditions
nominales qui pre´voyaient de tourner avec un nombre moyen d’interactions de 0,4. Fin
2010 et de´but 2011, certaines conditions de l’upgrade ont e´te´ atteintes, avec un nombre
moyen d’interactions de 2,5. Les e´tudes faites sur diffe´rents canaux de physique montrent
que la de´te´rioration des efficacite´s due a` l’empilement d’interactions sera faible.
La collaboration LHCb a soumis une lettre d’intention [1] au LHC Committee en mars
2011. Celui-ci en a appre´cie´ le programme de physique [2] et approuve´ la proposition. Il
enjoint la collaboration de poursuivre vers la publication des Technical Design Reports en
2013 [3]. Le Framework TDR qui de´crit les e´volutions du projet depuis la lettre d’intention
en ce qui concerne ses performances et pre´cise le calendrier, le couˆt et l’inte´reˆt scientifique
des diffe´rents laboratoires a e´te´ soumis le 25 mai 2012 [4]. La contribution franc¸aise a`
l’upgrade de LHCb de´taille´e dans ce document s’inscrit dans le prolongement de ce dernier
document.
1.1 Le programme de physique
La physique des saveurs e´tudie les interactions qui diffe´rencient la saveur des quarks.
Elle fut un ingre´dient majeur dans l’e´laboration de la structure particulie`re en saveur du
Mode`le Standard par l’e´tude des de´sinte´grations de kaons. Elle reste essentielle dans la
construction de la the´orie au-dela` du Mode`le Standard en mettant des contraintes sur les




















La pre´cision des mesures actuelles des usines a` B, du Tevatron et de LHCb mettent
de´ja` des contraintes importantes sur diffe´rentes extensions propose´es du Mode`le Standard.
Par exemple, les donne´es du me´lange et de violation de CP des kaons, du charme et
de la beaute´ impliquent soit une structure particulie`re des couplages si l’e´chelle de la
nouvelle physique est au TeV, soit une structure ge´ne´rique mais a` des e´chelles d’e´nergie
supe´rieures a` 102 TeV [5]. De meˆme, les re´sultats re´cents de la de´sinte´gration B0s →
µ+µ− placent de fortes contraintes sur les extensions au Mode`le Standard contenant des
couplages scalaires [6].
Malgre´ ces re´sultats remarquables, de nombreuses mesures restent limite´es par leurs
incertitudes expe´rimentales, autorisant des de´viations au Mode`le Standard de plusieurs
dizaines de pourcent, voire plus. Ces premie`res avance´es montrent aussi que la structure
de la nouvelle physique est complexe et que seules des mesures de pre´cision permettront
de distinguer clairement cette structure parmi diffe´rentes classes de mode`les. C’est tout
l’enjeu de l’upgrade de LHCb. Il est donc primordial de poursuivre le programme de phy-
sique des saveurs afin que les incertitudes expe´rimentales atteignent les limites the´oriques
des pre´dictions du Mode`le Standard attendues dans la de´cennie a` venir. Bien que de nom-
breuses mesures aient un potentiel individuel de de´couverte de nouvelle physique, le plus
pertinent dans l’e´laboration de l’extension du Mode`le Standard ne de´pendra pas d’une
mesure particulie`re mais de la fac¸on dont l’ensemble de ces mesures de´vieront ou non des
pre´dictions du Mode`le Standard.
Par rapport aux expe´riences aupre`s des super usines a` B, et au-dela` de l’acce`s ex-
clusif au me´son Bs, l’upgrade de LHCb a un potentiel unique dans un certain nombre
de domaines en particulier l’e´tude des canaux exclusifs compose´s uniquement de traces
charge´es dans l’e´tat final, les mesures des asyme´tries de´pendant du temps des me´sons Bs et
la physique des baryons beaux. Les sensibilite´s attendues sur ces canaux cle´s permettront
d’atteindre les limites the´oriques comme le montre la Table 1 [4].
Le programme des saveurs ne se restreint pas aux quarks, mais s’e´tend aux leptons :
neutrino de Majorana, violation de saveur dans les de´sinte´grations des τ . La couverture
unique de LHCb en pseudo-rapidite´ permet aussi de contribuer de manie`re spe´cifique a`
la physique e´lectrofaible, a` QCD ainsi qu’a` la recherche de particules exotiques [1]. Ce
programme, loin d’eˆtre fige´, e´voluera avec les progre`s du LHC.
Les atouts principaux de LHCb pour mener a` bien son programme de physique sont des
taux de production de hadrons beaux et charme´s tre`s e´leve´s, la production de l’ensemble
des hadrons beaux 1, la grande distance de vol des me´sons beaux permettant d’obtenir
des e´chantillons avec un faible niveau de bruit de fond, bien qu’e´tant produits dans un
environnement hadronique.
1.2 Modifications du de´tecteur
Lire l’ensemble du de´tecteur LHCb (Figure 1) a` 40 MHz et envoyer les donne´es a` la
ferme de processeurs implique de :


































































































































































































































































































































































































































































































































































































































































Figure 1 – Le de´tecteur LHCb.
– remplacer l’ensemble de l’e´lectronique front-end actuellement limite´e a` une
fre´quence de lecture de 1.1 MHz par une nouvelle e´lectronique qui peut eˆtre lue
a` 40 MHz ;
– remplacer l’ensemble des de´tecteurs silicium (VELO, IT, TT) ainsi que l’e´lectronique
inte´gre´e des HPD du RICH ;
– enlever certains de´tecteurs du fait de l’augmentation du taux d’occupation a` plus
haute luminosite´ (l’ae´rogel du RICH, la premie`re station du de´tecteur a` muon M1,
le PS et le SPD) ;
– remplacer les cartes de lecture communes a` l’ensemble des de´tecteurs, modifier l’in-
frastructure de l’acquisition des donne´es et agrandir la ferme de processeurs.
Afin d’optimiser les couˆts, les temps de de´veloppement et de mise au point, il est pre´vu
d’utiliser autant que possible l’infrastructure et l’e´lectronique existantes et de de´velopper
des solutions communes a` l’ensemble des sous-de´tecteurs.
Trajectographe
Le de´tecteur de traces de LHCb est au cœur de l’upgrade. Il comprend le de´tecteur
de vertex (VELO) entourant le point d’interaction et un ensemble de stations de mesure
situe´es avant (TT) et apre`s l’aimant (T).
– Deux options sont a` l’e´tude pour remplacer le VELO. La premie`re est un de´tecteur




















taux d’occupation pour chaque cellule et re´duit la combinatoire dans l’algorithme
de reconstruction des traces. La puce de lecture front-end retenue, VELOPix, est
une version modifie´e de la puce TimePix de´veloppe´e par la collaboration Medipix au
CERN. La seconde option est d’utiliser un de´tecteur silicium a` micro-pistes re´sistant
aux radiations [7]. Un programme de R&D est en cours afin d’obtenir la meilleure
re´solution, la moindre longueur de radiation et un refroidissement efficace.
– Les stations TT actuels sont e´quipe´es de de´tecteurs au silicium a` micro-pistes. Ils
seront remplace´s par une technologie similaire avec une segmentation plus fine en y
et une acceptance augmente´e.
– Deux options sont a` l’e´tude pour les stations T situe´es apre`s l’aimant. La premie`re
est base´e sur les technologies utilise´es actuellement. La partie interne, IT, est un
de´tecteur au silicium micro-pistes et la partie externe, OT, est un de´tecteur de
tubes a` paille remplis de gaz. Le taux d’occupation sera trop e´leve´ pour la partie de
OT la plus proche des faisceaux aux luminosite´s envisage´es. La premie`re solution
est d’e´tendre la surface de l’IT afin de couvrir la re´gion la plus dense en traces
et ainsi de re´duire la taille des tubes de l’OT. La seconde option est base´e sur un
Central Tracker (CT). C’est un de´tecteur a` fibres scintillantes qui remplacerait le
tandem IT et OT dans la re´gion centrale des stations. Seuls les modules OT a` la
pe´riphe´rie seraient conserve´s. Le diame`tre des fibres scintillantes est de 250 µm.
La collecte de lumie`re se ferait par des photo-multiplicateurs en silicium (SiPM) et
toute l’e´lectronique front-end serait place´e hors de´tecteur, minimisant la quantite´
de matie`re dans l’acceptance du de´tecteur ainsi que les contraintes de re´sistance aux
radiations.
Identification des particules
Les e´lectrons, photons et muons sont identifie´s respectivement par les calorime`tres
(ECAL, HCAL) et le de´tecteur de muons (M2-M5). Pour l’identification des kaons, pions
et protons, deux de´tecteurs RICH avant et apre`s l’aimant fournissent la se´paration sur
une gamme d’impulsion de 2 a` 100 GeV/c.
– Pour les RICHs, le candidat pour remplacer les HPD est un photo-multiplicateur
multi-anode MaPMT de Hamamatsu pouvant eˆtre lu a` 40 MHz. L’anode est une
matrice 8×8 pixels ou` chaque pixel couvre une surface de 2×2 mm2. La forme carre´e
du MaPMT permet de re´duire les zones mortes. Afin d’ame´liorer l’identification des
particules de faible impulsion (1 a` 10 GeV/c), un de´tecteur (TORCH) de temps de
vol utilisant la radiation Cerenkov dans le quartz est envisage´. Ce de´tecteur pourrait
eˆtre installe´ apre`s 2018 si ne´cessaire.
– Pour les de´tecteurs calorime`tres, seule l’e´lectronique front-end est a` remplacer. Les
gains des photomultiplicateurs des calorime`tres seront re´duits, avec la possibilite´
de remplacer les modules internes du calorime`tre e´lectromagne´tique s’ils sont trop





















Le syste`me de de´clenchement hardware de premier niveau sera inte´gre´ dans la nouvelle
architecture d’acquisition. Renomme´ LLT (Low Level Trigger), il permettra d’ajuster le
taux d’e´ve´nements envoye´s a` la ferme de processeurs de 1 a` 40 MHz.
Dans les trois chapitres suivants nous re´sumons les transformations ne´cessaires pour la
trajectographie, la calorime´trie ainsi que le de´clenchement et le traitement des donne´es,
dans lesquels s’inscrivent les projets de contribution franc¸ais.
2 Trajectographie
Les contraintes de l’upgrade imposent une refonte du trajectographe, notamment les
stations situe´es apre`s l’aimant. Pour cela, l’utilisation d’un de´tecteur a` fibres scintillantes
offre de nombreux avantages, car les fibres permettent le transport des signaux optiques
vers une e´lectronique frontale situe´e en dehors du volume fiduciel et les contraintes de
refroidissement pour fonctionner dans un environnement soumis a` d’intenses radiations
sont moindres. Ces deux e´le´ments autorisent une re´duction importante de la quantite´ de
matie`re morte dans l’acceptance du spectrome`tre et font de cette option le choix privile´gie´
de la collaboration.
2.1 Central Tracker
Le projet pour la re´alisation du CT est divise´ en six work packages :
1. Simulation
La simulation est indispensable pour de´finir la ge´ome´trie optimale du de´tecteur,
de´terminer les taux occupation, de´finir les algorithmes de clusterisation, de traite-
ment des traces voisines et de reconstruction des traces. La simulation sera utilise´e
pour optimiser le de´tecteur dans son ensemble notamment le nombre de plans de
de´tection et leur orientation. Diffe´rents types de simulations sont ne´cessaires :
– simulation de l’environnement a` l’aide de Fluka ;
– simulation rapide de la propagation de la lumie`re dans les fibres ;
– simulation de l’e´lectronique ;
– simulation du de´tecteur avec Geant.
2. Fibres optiques
La tenue aux radiations des fibres scintillantes est un des parame`tres cle´ de ce
de´tecteur. Diffe´rents types de fibres sont e´tudie´s en particulier a` l’aide de faisceaux
tests afin de choisir la meilleure fibre a` utiliser.
3. Module SciFi
Le but de ce sous-projet est de re´aliser les modules de fibres scintillantes. Diffe´rents




















fibres et sa reproductibilite´. Les supports, la coupe des fibres, le processus de collage
sont e´tudie´s. La mise en place de diffe´rents controˆles qualite´ tout au long de la chaˆıne
de fabrication sont en cours de de´veloppement.
4. SiPM
Diffe´rents photo-de´tecteurs multi-canaux de type SiPM sont e´tudie´s en e´troite col-
laboration avec les fabriquants. Leur tenue aux radiations est mesure´e en faisceaux
tests et pour diffe´rentes tempe´ratures d’ope´ration. Des solutions de blindage sont
e´galement propose´es. L’appariement avec les fibres optiques et la forme des signaux
produits par le passage des particules sont e´tudie´s.
5. E´lectronique
Ce sous-projet a en charge la conception et la re´alisation de l’e´lectronique front-end
a` 40 MHz et de l’inte´gration des cartes de lecture. Environ 300 000 voies de lecture
sont envisage´es.
6. Infrastructure
La dernie`re taˆche regroupe les besoins en infrastructure ne´cessaire a` l’installation
du CT dans la caverne de LHCb. Ceci inclut les contraintes ge´ome´triques, le design
des supports des stations et l’ensemble des services.
Une estimation du couˆt global du de´tecteur CT est donne´e dans la Table 2 [4] et
le planning du projet de´taille´ dans la re´fe´rence [4]. Le jalon le plus important est la
soumission du Tracker TDR, pre´vu fin 2013, date a` laquelle les technologies pour le
trajectographe seront choisies.















Table 2 – Estimation du couˆt du CT.
Les principaux laboratoires inte´resse´s par le CT sont : l’Universite´ Technique de




















Barcelone en Espagne ; le LPC Clermont en France ; l’Imperial College de Londres au
Royaume-Uni ; l’INR et l’ITEP Moscou ainsi que l’IHEP Protvino en Russie ; le CERN,
l’EPF Lausanne et l’ETH Zurich en Suisse.
2.2 La contribution franc¸aise
Le Laboratoire de Physique Corpusculaire de Clermont-Ferrand (LPC) souhaite contri-
buer a` ce projet innovant. Sa participation sera principalement lie´e a` la conception de
l’e´lectronique front-end et aux simulations associe´es. Notons e´galement qu’un physicien
du LAL joue, actuellement, un roˆle moteur dans les simulations et est un des principaux
concepteurs de l’algorithme de reconstruction des traces charge´es.
Un des e´le´ments cle´s de ce projet est le circuit inte´gre´ (ASIC) permettant de trai-
ter et de nume´riser la sortie des SiPMs. Notre partenaire, l’ICC Barcelone, a de´ja` conc¸u
un premier prototype d’un circuit de mise en forme pour une application en imagerie
me´dicale. Cette compe´tence est comple´mentaire de celle du LPC, dont le service de micro-
e´lectronique a de´veloppe´ une expertise dans les convertisseurs analogique/nume´rique
(ADC) pour des de´tecteurs en physique des hautes e´nergies et pour des applications
me´dicales.
La conception d’un ASIC multi-canal est ne´cessaire pour satisfaire les besoins du
CT. Ce composant sera connecte´ a` 64 ou 128 voies, tole´rant aux radiations avec une
consommation e´lectrique infe´rieure a` 10 mW / canal. Il effectuera la totalite´ du traitement
du signal, de la mise en forme analogique a` la suppression nume´rique des ze´ros. Des
me´canismes d’auto-test seront inte´gre´s dans ce circuit afin d’assurer une production de
masse de qualite´.
L’ASIC sera scinde´ en quatre parties pouvant eˆtre de´veloppe´es en paralle`le :
1. Amplification et mise en forme : les entre´es seront directement relie´es au SiPM sans
re´sistances externes ou condensateurs. La capacitance des entre´es sera infe´rieure a`
3,6 pC car le gain des SiPM sera de l’ordre 7, 5×105. Un rapport signal sur bruit de
10 est ne´cessaire a` la sortie de l’e´tage d’amplification afin de garantir une re´solution
d’environ 70 µm sur le point d’impact des particules.
2. Convertisseur analogique/nume´rique : cette conversion se fera avec une pre´cision de
5 ou 6 bits pour ne pas de´te´riorer la re´solution spatiale sur le point d’impact des
particules.
3. Traitement nume´rique : dans un premier temps les amas seront reconstruits a` l’aide
d’un algorithme et le centre de gravite´ de ces amas reconstruits sera de´termine´ afin
de maximiser la re´solution sur le point d’impact. Puis, les ze´ros issus des donne´es
provenant de l’ADC seront supprime´s. Il est important d’effectuer ces traitements a`
l’inte´rieur de l’ASIC afin de minimiser en particulier le nombre de liens se´riels vers
la carte de lecture. Les algorithmes de clusterisation et de compression ainsi que la
taille de la me´moire tampon seront de´termine´s a` l’aide de simulations.
4. Controˆle logiciel lent : les interfaces I2C et JTAG seront utilise´es pour programmer,




















Une carte e´lectronique front-end sera conc¸ue pour recevoir l’ASIC, le GigaBit Trans-
ceiver (GBT) [8], les interfaces pour le controˆle lent et les alimentations.
Les simulations sont ne´cessaires pour concevoir l’e´lectronique front-end du CT. Elles
permettront par exemple d’estimer la bande passante ne´cessaire entre l’ASIC et le GBT
en prenant en compte la variation du taux d’occupation du de´tecteur en fonction de la
distance au faisceau. A` cet effet, un mode`le re´aliste du de´tecteur et de sa re´ponse sera
de´veloppe´.
Une intense campagne de tests sera mene´e tout au long du processus de de´veloppement
de l’e´lectronique. Ceci comprend des essais autonomes en laboratoire, des tests de tenue
aux radiations et des tests fonctionnels en faisceau avec l’ensemble du de´tecteur.
Le couˆt de la contribution franc¸aise s’e´le`ve a` un montant de 1550 kCHF : fabrication
des ASICs 1 MCHF et re´alisation des cartes front-end 550 kCHF. Un budget de R&D de
l’ordre de 220 ke est aussi ne´cessaire. Il permettra la re´alisation des prototypes de l’ASIC
ne´cessitant un minimum de trois fonderies et des tests correspondants. Une premie`re
fonderie permettra de tester les blocs individuels, une seconde une chaˆıne de traitement
comple`te alors que la troisie`me contiendra les 64 ou 128 voies et devrait eˆtre le design
final. En paralle`le les prototypes de la carte hoˆte seront conc¸us et teste´s.
3 Calorime´trie
La principale e´volution des calorime`tres est de remplacer l’e´lectronique afin qu’elle en-
voie les donne´es a` la fre´quence de 40 MHz 2. Les calorime`tres e´lectromagne´tique (ECAL) et
hadronique (HCAL) restent pour l’essentiel inchange´s. Seule la partie centrale du ECAL,
dont la re´solution aura e´te´, d’ici la`, de´grade´e par le flux inte´gre´ de particules, devrait
eˆtre remplace´e en utilisant des modules supple´mentaires qui ont de´ja` e´te´ produits pour
le de´tecteur actuel. Enfin, les scintillating pad detector (SPD) et preshower (PS) seront
tre`s probablement supprime´s.
3.1 Upgrade des calorime`tres
Les diffe´rents aspects du projet d’upgrade des calorime`tres concernent l’e´lectronique,
les modules et les e´tudes portant sur les performances pour l’upgrade.
3.1.1 E´lectronique
Il s’agit de de´velopper une nouvelle e´lectronique front-end fournissant l’ensemble des
donne´es a` la ferme de calcul a` 40 MHz et des informations simplifie´es pour le LLT :
1. La nouvelle e´lectronique analogique aura un gain 5 fois supe´rieur au gain actuel afin
de re´duire d’autant celui des photomultiplicateurs qui seront conserve´s pour l’up-
grade. Cette contrainte sur le gain ne doit pas avoir d’impact sur les performances
de l’e´lectronique et notamment sur le bruit qui devrait eˆtre comparable au bruit




















actuel. Deux solutions base´es sur un ASIC [9] et sur des composants discrets, sont
de´veloppe´es en paralle`le par l’Universite´ de Barcelone (UB) et La Salle - Univer-
site´ Ramon Llull (Barcelone) et semblent avoir des performances satisfaisantes et
comparables.
2. L’e´lectronique front-end nume´rique enverra des donne´es a` 40 MHz vers la carte de
lecture. Elle est base´e sur un ADC de 12 bits et un FPGA tole´rant aux radiations.
L’e´mission des donne´es se fera via un composant GBT. Chaque carte front-end
traitera 32 voies et utilisera 4 liens optiques en sortie.
3. Le LLT ne´cessite l’envoi d’informations simplifie´es afin de filtrer les e´ve´nements
avant la ferme de calcul en identifiant des leptons ou des hadrons de grande impulsion
transverse. La partie de´clenchement de premier niveau, inte´gre´e dans l’e´lectronique
front-end, fournit de´ja` ces informations simplifie´es a` un taux de 40 MHz et peut
donc eˆtre recopie´e pour l’upgrade. Cela signifie essentiellement inte´grer un FPGA
identique a` celui pre´sent sur nos cartes actuelles et conserver les cartes Trigger
Validation Board (TVB) dans les chaˆssis ECAL.
4. Une nouvelle carte de controˆle des chaˆssis doit eˆtre conc¸ue. Elle rec¸evera les signaux
d’horloge, de commande, de controˆle et de configuration d’un chaˆssis complet par
un lien optique bidirectionnel GBT et les propagera sur le fond de panier.
5. Il est pre´vu de conserver une part importante de l’e´lectronique pre´sente : les cartes
TVB et les chaˆssis ont e´te´ mentionne´s, mais cela concerne e´galement les hautes-
tensions des PMT et leur controˆle, certaines alimentations, le syste`me d’e´talonnage
a` LED. Le controˆle de l’e´lectronique front-end sera assure´ via le protocole GBT en
remplacement du SPECS [10], utilise´ jusqu’en 2018. La transition du SPECS vers
le GBT ne´cessite e´galement l’adaptation du controˆle de l’e´lectronique pour les sous-
syste`mes conserve´s pour l’upgrade mentionne´s plus haut et requiert notamment le
de´veloppement d’une nouvelle carte mezzanine.
3.1.2 Les modules du ECAL
Le proble`me de la de´gradation des modules par le flux de particules fait l’objet
d’e´tudes. Plusieurs irradiations ont e´te´ effectue´es dans des faisceaux a` Protvino et au
CERN (SPS). De plus, deux modules du ECAL ont e´te´ dispose´s dans le tunnel du LHC
en 2009 afin de re´aliser une irradiation acce´le´re´e, dans des conditions proches de celles
de la caverne de LHCb. Ces modules ont e´te´ mesure´s pendant l’arreˆt 2011-2012 sans effet
visible sur la re´solution, puis dispose´s a` nouveau dans le tunnel.
Nous estimons que les modules du centre du ECAL seront probablement trop endom-
mage´s par le flux de particules pour eˆtre conserve´s apre`s 2018. Il est envisage´ d’utiliser
les modules de rechange actuels afin d’en remplacer 32. Le remplacement des modules se




















3.1.3 Simulation et analyse
Outre les travaux sur le de´tecteur cite´s plus haut, des activite´s davantage tourne´es vers
l’analyse, portent sur la suppression des SPD et PS et sur l’effet de l’empilement a` haute
luminosite´. Des e´chantillons Monte-Carlo pour lesquels la ge´ome´trie du calorime`tre est
modifie´e et ou` seuls restent les ECAL et HCAL, ont e´te´ produits et sont actuellement en
cours d’e´tude. L’empilement des e´ve´nements aura un effet ne´gatif sur la re´solution du calo-
rime`tre. Cela a e´te´ quantifie´ a` la fois par des e´chantillons de simulations a` haute luminosite´
et
√
s = 14 TeV et en empilant artificiellement de vrais e´ve´nements 3. Des me´thodes de
reconstruction susceptibles de re´duire l’effet de l’empilement sont envisage´es, sans pour
autant de´grader, de manie`re appre´ciable, cette reconstruction. Il s’agirait notamment de
travailler avec des agre´gats e´lectromagne´tiques de 2 × 2 cellules et non plus 3 × 3 cel-
lules. Il faut pre´ciser, que dans les conditions de faisceau de 2011 et 2012, l’empilement
correspond approximativement a` ce qu’on peut imaginer obtenir avec une luminosite´ de
8× 1032 cm−2s−1 dans les conditions de l’upgrade. Passer de 3× 3 cellules a` 2× 2 re´duit
me´caniquement l’empilement par un facteur supe´rieur a` deux.










Table 3 – Estimation du couˆt de l’upgrade des calorime`tres.
Une estimation du couˆt global de l’upgrade des calorime`tres est donne´e dans la
Table 3 [4] et le planning du projet est de´taille´ dans la re´fe´rence [4]. Le premier jalon
est la soumission du Calorimeters TDR, pre´vu fin 2013.
Les principaux laboratoires inte´resse´s par ce projet sont : Universite´ de Barcelone,
La Salle - Universite´ Ramon Llull (Barcelone) ; LAL, LAPP en France ; Universite´ de
Bologne, INFN-Bologna en Italie ; ITEP Moscou, IHEP Protvino en Russie.




















3.2 La contribution franc¸aise
Les groupes franc¸ais ont beaucoup contribue´ aux calorime`tres actuels, dans le cadre
de la conception et de la re´alisation du de´tecteur, notamment de son e´lectronique. Les
activite´s continuent maintenant avec le suivi du fonctionnement du de´tecteur et par le
travail d’ame´lioration de son e´talonnage. Nous voulons poursuivre notre contribution dans
l’upgrade pour lequel les laboratoires franc¸ais se sont tre`s toˆt implique´s. Le projet d’up-
grade du calorime`tre de LHCb a de´bute´ de`s 2009 notamment avec une collaboration entre
les groupes du LAL et de Barcelone concernant l’e´lectronique front-end.
Le LAL travaille sur la partie nume´rique de l’e´lectronique front-end et prendra en
charge la re´alisation des cartes front-end. Le LAPP adaptera les cartes TVB pour le LLT
et l’acquisition des donne´es via les cartes de lecture.
Des outillages spe´cifiques seront peut-eˆtre ne´cessaires pour le remplacement des mo-
dules internes du ECAL. La contribution du LAPP a` l’outillage dans le cadre de cette
ope´ration est envisage´e ; ce laboratoire a participe´, a` l’origine, a` l’installation des modules
et de la structure des calorime`tres et nous souhaiterions be´ne´ficier de cette expe´rience.
Le couˆt de la contribution franc¸aise s’e´le`vent a` un montant total de 1135 kCHF : 69%
de l’e´lectronique front-end nume´rique 475 kCHF, carte de lecture 660 kCHF. Un budget
de R&D de l’ordre de 160 ke est aussi ne´cessaire.
4 De´clenchement et traitement des donne´es
Le data processing comprend le syste`me d’acquisition, le syste`me de de´clenchement
et le computing. Il prend en charge les donne´es de l’e´lectronique front-end jusqu’a` leur
reconstruction.
L’upgrade de LHCb est base´ sur un syste`me de de´clenchement software fonctionnant
a` 40 MHz. Cette approche, tre`s flexible, ne´cessite une modification en profondeur du
syste`me d’acquisition des donne´es. Les deux composantes essentielles sont la carte de
lecture a` 40 MHz et le re´seau online qui relie les cartes de lecture a` la ferme de calcul.
La carte de lecture interface l’e´lectronique front-end avec le re´seau online. Elle rec¸oit
des fragments d’e´ve´nements a` 40 MHz, les assemble et forme des trames qui sont envoye´es
vers la ferme de calcul. Le protocole d’entre´e est le GBT et celui de sortie l’Ethernet a`
10 gigabit. Le re´seau online connectera environ 4000 entre´es a` 10 gigabits par seconde a`
5000 nœuds de calcul.
La R&D mene´e au CPPM depuis 2009 a permis de proposer une solution innovante
pour la carte de lecture. Avec une meˆme carte il sera possible de satisfaire les besoins
de l’acquisition, de la distribution des informations temporelles et du controˆle lent. Cette
carte ge´ne´rique est a` la pointe de la technologie en e´lectronique car elle connectera jusqu’a`
144 liaisons optiques a` 10 gigabits par seconde en entre´e et en sortie. Elle pourra recevoir et
e´mettre jusqu’a` 1,4 terabits par seconde avec une grande capacite´ de traitement organise´





















Dans sa configuration actuelle le syste`me de de´clenchement hardware de premier ni-
veau re´duit le taux de 40 a` 1 MHz. Il sera conserve´ et adapte´ a` la nouvelle architecture,
afin de re´guler le flux a` l’entre´e de la ferme de calcul de 1 a` 40 MHz.
Le taux de sortie envisage´ pour le syste`me de de´clenchement software est de l’ordre
de 20 kHz avec une taille des e´ve´nements de l’ordre de 100 kilo-octets. Le computing
devra aussi e´voluer pour reconstruire et analyser l’ensemble des donne´es, notamment a`
travers un syste`me de gestion de la charge capable de traiter un grand flux de donne´es,
l’utilisation de services en nuage, la paralle´lisation des applications et l’utilisation efficace
des processeurs multi-cœurs.
4.1 La contribution franc¸aise
La contribution franc¸aise s’organise autour de trois axes : prise en charge de la carte
de lecture a` 40 MHz, prise en charge de la migration du syste`me de de´clenchement de
premier niveau et contribution au computing.
La carte de lecture a` 40 MHz est un objet tre`s complexe dans sa re´alisation et dans
la programmation des diffe´rents micro codes. La conception et la production des ∼ 170
cartes sera prise en charge par le CPPM. La coordination du de´veloppement des micro
codes et l’inge´nierie logicielle sera sous la responsabilite´ du LAPP. Il faudra fe´de´rer une
quinzaine de de´veloppeurs re´partis dans la collaboration car chaque syste`me de´veloppera
ses micro codes spe´cifiques.
Le syste`me de de´clenchement de premier niveau a e´te´ re´alise´ notamment par le CPPM,
le LAL, le LAPP et le LPC. Ces instituts assureront la migration du trigger calorime´trique
(LAL, LAPP), muonique (CPPM) et de l’unite´ de de´cision (LPC) en s’appuyant sur la
carte de lecture de´veloppe´e au CPPM.
Nous contribuons aussi au computing de LHCb a` travers DIRAC qui est un progiciel
de production et d’analyse de donne´es dans un environnement distribue´. Cet effort au
niveau de deux FTEs par an devra eˆtre maintenu dans l’avenir. Par ailleurs, l’IN2P3
contribuera au financement de la grille de calcul via WLCG.
Les couˆts envisage´s pour la contribution franc¸aise au data processing sont re´sume´s
dans la Table 4 [4]. Le couˆt total pour re´aliser les cartes de lecture est estime´ a` 6 MCHF.
L’IN2P3 prendra en charge la R&D et la production de la pre´se´rie pour la carte de lecture.
Chaque de´tecteur financera les cartes dont il aura besoin. La pre´se´rie, d’une trentaine de
cartes, permettra d’e´quiper deux chaˆssis ATCA ne´cessaires dans la phase de validation
des de´tecteurs et du syste`me d’acquisition.
Le premier prototype de la carte ge´ne´rique est en cours de fabrication. Il sera valide´
a` la fin 2012. La re´alisation de la pre´se´rie est envisage´ de´but 2014, la production de la
se´rie se terminera fin 2015. Les de´veloppements pour la migration du trigger de premier




















Trigger & Readout System Cost [kCHF]
Readout System 1495
Low Level Trigger 345
1840
Table 4 – Couˆt estime´ pour la pre´se´rie de la carte de lecture a` 40 MHz et la migration
du LLT.
5 Estimation des ressources ITA et physiciens pour
le projet d’Upgrade LHCb France
Le Framework TDR pour l’upgrade de LHCb, comme le projet de contribu-
tion franc¸aise qui s’y re´fe`re, suppose que les laboratoires participants disposent des
compe´tences et de l’essentiel des moyens en personnel. Compte tenu de la dure´e des
projets nous souhaitons insister sur le besoin de pouvoir compter sur le remplacement
des de´parts des collaborateurs pre´sents en informatique et en e´le´ctronique. Les besoins en
ressources humaines seront pre´cise´s mi-2013 au moment de la pre´paration des Technical
Design Reports et des Memorandum of Undestandings associe´s.
CPPM
Le CPPM aura la responsabilite´ du projet des cartes de lecture a` 40 MHz et assumera
la responsabilite´ du trigger LLT a` muons dans la continuite´ de ces responsabilite´ sur le
trigger de premier niveau. Ces deux projets ne´cessitent une e´quipe de trois inge´nieurs
e´lectroniciens, un inge´nieur en informatique temps re´el et deux responsables scientifiques.
Les inge´nieurs seront mobilise´s jusqu’a` la fin de la pe´riode LS2 et les physiciens du groupe
apporteront leur soutien dans la phase d’inte´gration.
LAL
Le LAL aura la responsabilite´ de l’e´lectronique de lecture des calorime`tres et assumera
la responsabilite´ du trigger LLT calorime´trique dans la continuite´ de ces responsabilite´
sur le trigger de premier niveau. Ces deux projets imbrique´s ne´cessitent une e´quipe de
deux inge´nieurs et deux responsables scientifiques. Les inge´nieurs seront sollicite´s jusqu’a`
la fin de la pe´riode LS2 et les physiciens du groupe apporteront leur soutien dans le
de´veloppement des interfaces de controˆle, les phases de test et d’inte´gration.
LAPP
Le LAPP aura la responsabilite´ du de´veloppement des micro-codes pour les cartes de
lecture a` 40 MHz et contribuera a` la migration du trigger calorime´trique de premier niveau




















informaticiens et au moins un responsable scientifique. Une e´quipe de me´caniciens contri-
buera au de´velopement des outillages spe´cifiques pour extraire les modules du calorime´tres
si cette option est retenue. Les inge´nieurs seront sollicite´s jusqu’a` la fin de la pe´riode LS2
et les physiciens du groupe apporteront leur soutien dans la phase d’inte´gration.
LPC
Le LPC aura la responsabilite´ de l’e´lectronique de lecture du CT et continuera d’assu-
mer la responsabilite´ de l’unite´ de de´cision au sein du trigger LLT. Ces projets ne´cessitent
une e´quipe de trois inge´nieurs e´lectroniciens, dont deux micro-e´lectroniciens pour le
de´veloppement de l’ASIC, et deux responsables scientifiques. Ces inge´nieurs seront solli-
cite´s jusqu’a` la fin de la pe´riode LS2. Un inge´nieur e´lectronicien et un informaticien seront
aussi ne´cessaires, pour une pe´riode de 6 a` 12 mois, afin de porter l’unite´ de de´cision et ses
interfaces dans le LLT. Les physiciens du groupe apporteront leur soutien dans les phases
de test et d’inte´gration.
Computing LHCb France
La contribution au computing de LHCb s’inscrira dans la continuite´ de l’effectif
pre´sent, a` savoir deux inge´nieurs.
6 Conclusions
Cinq laboratoires franc¸ais CNRS/IN2P3 participent a` l’expe´rience LHCb : le LAPP, a`
Annecy-le-Vieux, associe´ a` l’Universite´ de Savoie, le LPC, a` Clermont-Ferrand, associe´ a`
l’Universite´ Blaise Pascal, le CPPM, a` Marseille, associe´ a` l’Universite´ d’Aix-Marseille, le
LAL, a` Orsay, associe´ a` l’Universite´ de Paris-Sud et le LPNHE, a` Paris, associe´ a` l’Univer-
site´ Pierre et Marie Curie et Paris Diderot. Les effectifs sont peu fluctuants d’une anne´e
a` l’autre : environ 38 physiciens (chercheurs CNRS, enseignants-chercheurs et post-docs),
22 ITAs (majoritairement CNRS) et une douzaine de doctorants. Le nombre e´quivalent
PhD est de l’ordre de 43 correspondant a` 12% de la collaboration. Le budget annuel est
de l’ordre de 700 ke dont 320 ke en Maintenance & Operation.
La France a contribue´ a` la conception et a` la re´alisation de la me´canique et de
l’e´lectronique de lecture des calorime`tres. Elle est l’acteur principal du syste`me de
de´clenchement de premier niveau. Elle est aussi l’initiatrice du projet DIRAC, progi-
ciel de traitement et d’analyse de donne´es dans un environnement distribue´ comme les
grilles de calcul. Les physiciens et inge´nieurs franc¸ais ont de nombreuses responsabilite´s
de premier plan et sont tre`s fortement implique´s dans l’analyse des donne´es.
Les groupes franc¸ais souhaitent poursuivre leur forte participation a` l’expe´rience en
contribuant a` son upgrade. Ces contributions portent sur des points strate´giques et s’ins-
crivent dans les savoir-faire des laboratoires. Les de´veloppements s’orientent vers la prise
en charge de l’e´lectronique de lecture des calorime`tres et de l’e´lectronique front-end du




















ge´ne´rique a` 40 MHz, la migration du syste`me de de´clenchement de premier niveau dans
la nouvelle architecture, l’optimisation des algorithmes de tracking et une contribution au
computing.
Le couˆt de l’upgrade LHCb est estime´ a` 57 MCHF [4] incluant une re´serve de 3.5 MCHF
pour la modification e´ventuelle des de´tecteurs d’identification existants, en vue d’un fonc-
tionnement a` L = 2× 1033 cm−2s−1.
Le couˆt de la contribution franc¸aise a` la construction de l’upgrade LHCb est estime´ a`
6425 kCHF (5.14 Me le 25 mai 2012) et de´taille´ dans la Table 5. La somme de 1900 kCHF
correspond a` la contribution aux projects communs, sorte de common fund, a` hauteur de
12%, l’e´quivalent PhD de la France dans LHCb. Le budget ne´cessaire pour la R&D est
estime´ a` 500 ke.
Couˆt [kCHF]
Central tracker Electronics 1550
Calorimeter Electronics 1135
Readout System 1495
Low Level Trigger 345
Common fund 1900
6425
Table 5 – Coˆut estime´ de la contribution franc¸aise a` l’upgrade de LHCb.
Le calendrier est organise´ autour de six phases : R&D et choix technologiques (2011-
2012), TDRs et validation des prototypes (2013), production (2014-2015), controˆle qualite´
et tests (2016-2017), installation et mise au point (2018), prise de donne´es a` partir de 2019.
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