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0. Introduction
Inthis lecture we give a selection of results, found in the past 20 years, on the zeros of Bessel
functions and of the so-called classical orthogonal polynomials. The selection concentrates on results
which are recent or which have connections with results of others: either our result extends the
others in some sense, or our result has a similar starting point but goes in a di6erent direction,
or it simply provides opportunity to make some comparison. We include also some relevant new
results which appear here for the 9rst time and which should be published later in the usual way.
In the case of these, a certain scepticism is advisable. We also formulate three open problems as
conjectures.
Most of our results derive from our long cooperation with Prof. Andrea Laforgia (Terza Universit=a,
Roma) but there are also important results found together with Prof. M.E. Muldoon (York University,
Toronto) and with Prof. Panayiotis Siafarikas (University of Patras).
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The paper consists of two sections. In Section 1 we deal with the zeros of Bessel functions, in
Section 2 with the zeros of some special orthogonal polynomials: the Hermite, the Gegenbauer and
the Jacobi polynomials. In the last two subsections we provide information on the values of the
Laguerre polynomial Ln(x) and the Legendre polynomial Pn(x).
1. Bessel functions
1.1. Notations
The Bessel di6erential equation reads for y = y(x); (x¿ 0)
x2y′′ + xy′ + (x2 − 2)y = 0;
(xy′)′ +
(
x − 
2
x
)
y = 0 (self -adjoint form);
z′′ +
(
1 +
1=4− 2
x2
)
z = 0; z =
√
xy(x):
The solutions considered are J(x); Y(x); C(x). The Bessel function J(x) of 9rst kind has the
series expansion
J(x) =
∞∑
n=0
(−1)n
n!
(x=2)2n+
(n+ + 1)
; x¿ 0;  = −1;−2; : : : ;
the Bessel function Y(x) of second kind has a rather sophisticated de9nition
Y(x) =
J(x)cos − J−(x)
sin  ;  ∈ Z;
and the cylinder function C(x) is de9ned by
C(x) = J(x)cos − Y(x)sin ; 06¡ :
(The de9nition of the Bessel functions in cases =0;−1;−2; : : : uses some continuity considerations.)
An important special case is = 12 when the solutions are
J1=2(x) =
√
2
x sin x; Y1=2(x) =−
√
2
x cos x; C1=2(x) =
√
2
x sin(x + ):
Also in the case =− 12 we have similar situation
J−1=2(x) =
√
2
x cos x; Y−1=2(x) =
√
2
x sin x; C−1=2(x) =
√
2
x cos(x + ):
It is well-known that the Bessel functions J(x); Y(x); C(x) have in9nitely many real zeros
tending to in9nity. The usual notations for these zeros are
jk ; yk ; ck ; k = 1; 2; : : : ;
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there are simple (trivial) relations among them:
0¡y1¡j1; 06¡ j1¡y2¡j2¡y3¡ · · · for ¿0:
We shall use a uni9ed notation [12,13] for these zeros:
j = ck ; where  = k −  ; 06¡ : (1.1)
(A similar notation %(; t) was introduced for the zeros of C(x)= J(x)cost−Y(x)sin t by Olver
[54], particularly j; k = %(;−k) and y;k = %(; 1=2− k).)
Clearly, we have
jk = jk for the Bessel function J(x); i:e:; when = 0;
yk = j; k−1=2 for the Bessel function Y(x); with =

2
;
ck = j; k−= in the general case; 06¡ ;
and the (positive) zeros of C(x) are
j;1−=; j;2−=; j;3−=; : : : ; (1.2)
when ¿0. The de9nition of j can be extended to negative values of  by continuity consideration.
The basic properties of j are:
(1) j is de9ned for ¿ 0; ¿ − ;
(2) lim→−+0 j = 0;
(3) j is a continuous function of the variables ; ;
(4) j1=2;  =  for ¿ 0; j−1=2;  = ( − 12 ) for ¿ 12 ;
(5) the identity [8]
j−; + = j for ¿0; ¿ 0 (1.3)
holds.
As a limiting case we can extend our de9nition of j to  = 0, too: j0 = 0 for ¿ 0.
1.2. Methods
There are some standard methods for investigation of the properties of the zeros:
(1) ad hoc methods from analysis, typical when a series expansion is available;
(2) di6erential equations methods (using the qualitative theory of the second-order linear di6erential
equations including the Sturmian theorems);
(3) using the Watson formula
d
d
j = 2j
∫ ∞
0
K0(2j sinh t)e−2t dt;
or in some cases the Nicholson formula
J 2 (x) + Y
2
 (x) =
8
2
∫ ∞
0
K0(2x sinh t)cosh 2t dt;
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where K0(x) is a modi9ed Bessel function, a solution of the di6erential equation
xy′′ + y′ − xy = 0 (x¿ 0):
There is a very useful integral representation for K0(x),
K0(x) =
∫ ∞
0
e−x cosh s ds (x¿ 0);
(4) using the recurrence relation
2
x
J(x) = J+1(x) + J−1(x):
To complete this list, we add two relations
d
d
j = 4j
∫ ∞
0
K0(2j sinh t)cosh 2t dt =
2
2
j[J 2 (j) + Y
2
 (j)];
d
d
j =
2j
4
[J 2 (j) + Y
2
 (j)]−
2
jC ′2 (j)
∫ ∞
j
s−1C2 (s) ds:
(1.4)
The 9rst relation is an unpublished result, the second is taken from [27].
It is clear that the function j is strictly increasing in both variables  and . There is a great
variety of inequalities for the zeros of Bessel functions:
(1) when the range of  9xed, like − 1266 12 (see Schafheitlin in [62, p. 490]) and no (essential)
restriction on :
+ 
2
(− 12 )¡j ¡ (− 1266 12 );
(2) when  is 9xed and  tends to in9nity (see McMahon’s expansion in [62, p. 506]):
j = +

2
(− 12 )−
42 − 1
8(+ =2(− 1=2)) + O
(
1
3
)
; (→∞); (1.5)
(3) the 9rst zero j1 is investigated when this zero is small. There is a series expansion by Piessens
[56] of the form
j21 = 4(+ 1) +
∞∑
i=2
di(+ 1)i ; |+ 1|¡ 1:
(For ¿ − 1 all zeros of J(x) are real.) There is a (long list) of inequalities for j21 or j1
in [34,40,46], and in many other papers; also other methods can be found to generate more
accurate inequalities (of course at the price of more and more complicated formulas).
(4) In [34] we 9nd two “elementary” inequalities
jk ¿ + k− 12 ; ¿ 12 ; k = 1; 2; : : : ;
jk ¿ + k− 2 + 12 ; ¿ − 12 ; k = 1; 2; : : : :
(1.6)
With our present knowledge (see, e.g., in [9]) these inequalities are valid also for j on the
larger domain ¿ 0 in the 9rst case, and for ¿ 1=2 in the second case.
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1.3. Dependence of j on  for  2xed
Above we have seen the McMahon expansion for j when  is 9xed and  tends to in9nity. The
behaviour of the function j is quite di6erent if we 9x the value for  and  varies. In [62, p. 521]
we can 9nd relations for the 9rst zeros
j1 = + 1:8557571=3 + O(−1=3);
y1 = + 0:9315771=3 + O(−1=3); (→∞):
The 9rst relation was sharpened by Tricomi [60] to
j1 = + 1:8557571=3 + 1:03315−1=3 + O(−1) (→∞):
At this point it is not yet clear what is the connection between the coeRcients of 1=3 and −1=3.
Olver wrote two important papers in this direction: [54,55] where he made use of the Watson
formula mentioned above and established the asymptotic expansion (see [54, p. 708, (8:6), (8:9)]):
j = + 1=3 + 310
2

−1=3 +
5− 3
350
−1
− 479
4
 + 20
63 000
−5=3 +
20 2315 − 27 5502
8 085 000
−7=3 + O(−3) as →∞; (1.7)
where
 =−a2−1=3
and a is the kth negative zero of the function Ai(x)cos + Bi(x)sin  and Ai(x); Bi(x) denote the
Airy functions of the 9rst and the second kind, respectively.
Now we see that there is a very simple connection between the coeRcients of 1=3 and −1=3: 
and 310
2
.
A personal remark: I was not aware of paper [54]. From [1, p. 371] I knew about the existence
of [55] and I thought that the main result on the asymptotic behaviour should be the asymptotic
expansion
jk 	 z() +
∞∑
i=1
fi()
2i−1
with = −2=3;
where z = z() is the inverse function of (z) de9ned by
2
3(−)3=2 =
∫ z
1
√
t2 − 1
t
dt =
√
z2 − 1− arccos
(
1
z
)
and the functions fi() are de9ned in a suitable way. Since we needed the coeRcients in the
asymptotic formula of j up the term −1, in [23] we rediscovered the Olver results with the same
coeRcients as in [54]. Here the author wants to apologize for what happened and wants to thank to
Prof. Frank W.J. Olver for sending a bunch of reprints of his related papers.
From [1, p. 371] we know that 1 = 1:855757081 : : : and also
j1 = + 1:8557570811=3 + 1:0331502−1=3
− 0:00397406−1 − 0:0907627−5=3 + 0:0433385−7=3 + O(−3):
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(The more accurate values for the coeRcients are taken from [23]). Let us inspect closer the sign
of the coeRcients in this asymptotic expression!
So one can suspect that the sum of the 9rst three terms from the asymptotic expansion should
give an upper bound (“best” upper bound) for j1 provided  is large enough. This observation was
proved by Lang and Wong [45]:
Theorem (Lang-Wong [45]): Let jk be the kth positive zero of the Bessel function J(x) and let
k be de2ned as above. Then for k = 1; 2 the following upper bound
jk ¡ + k1=3 + 310
2
k
−1=3; ¿10
holds.
The fact that this upper bound is valid also on the 9nite interval 06¡ 10 was proved numerically
by Lorch and Uberti [52]:
Theorem (Lorch-Uberti [52]): Let jk be the kth positive zero of the Bessel function J(x) and let
k be de2ned as above. Then for k = 1; 2; 3 the following upper bound
jk ¡ + k1=3 + 310
2
k
−1=3; 0¡610
holds.
Generalizing these results we succeeded in proving the following result [23]:
Theorem ((Elbert-Laforgia [23]): Let j be the kth positive zero of the cylinder function C(x) and
let  be de2ned as above. Then for ¿ 3
√
35=4=2:0606427 : : : or equivalently ¿0=1:13019788 : : :
the following upper bound
j ¡ + 1=3 + 310
2

−1=3; ¿ 0 (1.8)
holds where 0 = 2− 0=, and cos 0 Ai(− 3
√
35=4) + sin 0 Bi(− 3
√
35=4) = 0.
Here we make some remarks.
(1) The main tool used is the well-known Watson formula for d j=d.
(2) This result covers the cases j2; j3; : : : and y2; y3; : : : for all ¿ 0 but does not cover the case
j1.
(3) According to the Olver asymptotic expansion of j, we cannot expect an extension of the
“best” upper bound in our theorem to all ¿ 0 because the coeRcient of −1 in the asymptotic
expansion of j is positive for  ¡
3
√
5=1:709976 : : : . Thus, for example, our theorem cannot
be extended to the 9rst zero y1 of Y(x) for every ¿ 0 because in this case we have =1=2
and 1=2 = 0:9315768 : : :, (see [1, p. 371; 9.5.15]), and clearly, 1=2 is less than
3
√
5.
Recently, we are able to decrease the bound on  in our theorem to
¿
3
√
25
4
= 1:84202 or ¿0:994835 (1.9)
by using re9ned estimates, and now our result with this improved bound already covers the important
case  = 1, too. (A paper on this extension is under preparation.)
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A statement, companion to the “best” upper bound formulated above, is the following lower bound:
j ¿ + 
(
+
A3
3
)1=3
; ¿0; ¿ 12 ;
where A = 2
√
2=3, proved in [20].
Aplying the Olver asymptotic expansion, we can make the following observation:
(j − )3 = 3+ O(1=3) as →∞; (1.10)
hence
lim
→∞
(j − )3
j
= 3:
Calculations show that (j − )3=j increases as  increases,  9xed, which is equivalent to the
lower bound
d
d
j ¿
3j
2j + 
for ¿0; ¿1: (1.11)
This result has been proved, but not published yet.
Inequality (1.11) can be compared with a result of Ifantis and Siafarikas [37]
d
d
j ¿
1
j
+
√
1 +
1
j2
for ¿ − 1; k = 1; 2; 3; : : :
or with two inequalities of Ismail and Muldoon [39]:
j
d
d
j ¿ 2
[
1 +
4(+ 1)2
j2
]
; ¿ − 1; k = 1; 2; 3; : : : ;
j
d
d
j ¿ 2
[
2− 4(+ 1)(+ 3)
j2
+
16(+ 1)2(+ 2)2
j4
]
; ¿ − 1; k = 1; 2; 3; : : : :
We can check the sharpness of these inequalities at  = 0; k = 1 where dj1=d|=0 = 1:5428897 : : :
and we get for it as lower estimates the following values:
3
2 = 1:5 (LB); 1:4988 (I&S); 1:4069 and 1:5291 (I&M)
and similarly at =∞ where we have lim→∞ dj=d= 1 and the corresponding lower bounds are
1 (LB); 1 (I&S); 0 and 0 (I&M):
We have also a similar (unpublished) upper bound, namely
d
d
j ¡
j
2j + (− 2) for ¿0; ¿1: (1.12)
One can see that the inequality in (1.11) is sharp when  is 9xed and  tends to in9nity, while
(1.12) is sharp when  9xed and  tends to in9nity.
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We have to mention two simple inequalities found in the last 20 years (see [9,15]):
1¡
d
d
j ¡

2
; ¿0; ¿∗ ∈ (0; 1);
(+ )
d
d
j ¡ j ¿ 12 ; ¿ − :
The estimates on (d=d)j plays essential role when we want to prove the concavity (or convexity)
of j for a 9xed .
The “oldest” result in this direction is that the function j is concave for k = 1; 2; 3; : : : and for
¿ − k [7], i.e.,
d2
d2
j ¡ 0:
This result was extended by Laforgia and Muldoon [48] to j for values ¿ 12 ; ¿0 and later by
Elbert et al. [9] to a larger domain of the parameters, among others to ¿ −  provided ¿ 12 .
However, not all the functions j are concave. In [14] we show that for suRciently small  the
function j is a convex function of  on [1=2;∞).
Concerning the higher derivatives of the function j with respect to , we mention a result
from [15]:
d3
d3
j ¿ 0 for ¿0; ¿0:7070 etc:
Observe now that d=dj ¿ 0; d2=d2j ¡ 0; d3=d3j ¿ 0, we can realize a “tendency” which can
be formulated as a
Conjecture 1.
(−1)j+1 d
j
dj
j ¿ 0 for j = 1; 2; 3; : : : ; ¿0; ¿1: (1.13)
1.4. Dependence of j on 
Here we recall statements from [16]:
(1) the function j is concave with respect to  if ¿1=2, and convex if 0661=2;
(2) for ¿0; ¿ 0 the function log j is concave in  for 9xed , and concave in  for 9xed ;
(3) let ′¿¿ 0, then
j′ − j


¿ (′ − ) ¿ 12
= (′ − ) = 12
¡ (′ − ) 06¡ 12 :
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1.5. On j when  and  are large, = 2xed
In [13] we proved that there exists the limit
lim
→∞
jx;

= T!(x) for x¿ − 1:
Then j can be approximated by T!(x) (see also [8]).
Recent investigation shows that if we modify our approach and look for the limit
lim
→∞
j; x

= !(x) for x¿ 0;
then we 9nd the relation
!(x) =
1
cos "(x)
;
where "= "(x) is the solution of the transcendental equation
tan "− "= x; x = 

; 0¡"(x)¡

2
: (1.14)
Now j can be approximated by !(x). This approximation will be more precise if we introduce
new terms like
j = !(x) + (x) +
1

#(x) + · · · as →∞:
It turned out that if we modify the de9nition of x in the following way:
x =
 − 1=4

(1.15)
and calculate the function " = "(x) with this new value for x, accordingly, then the asymptotic
formula will be simpler:
j = !(x) +
1

#(x) + · · · as →∞; (1.16)
where
!(x) =
1
cos "(x)
; #(x) =
(3 + 2 cos2 ")
24 sin4 "
cos ": (1.17)
This result with increased accuracy is not published.
The sharpness of this asymptotic formula will be illustrated by an example: j8;20 =
74:1827669 : : :. Now we have
x =
20− 1=4
8
= 2:46875;
"= 1:4627418951 : : : ;
!= 74:1810288268 : : : ;
1

# = 0:00173833 : : : ;
which yields the approximation 74:18276715 : : : for j8;20.
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Several formulas, in some sense close to ours, are found by Breen [5], who proved for the zero
j of J(x)
j; k ¿ + 23 |ak−1|3=2;
j; k ¡

2
+
2
3
|ak |3=2 − 
2
2
(
2
+
2
3
|ak |3=2
)−1
;
j; k ¿ + 2−1=31=3|ak−1|;
j; k ¡

1− 21=3−2=3|ak | ; provided 2
1=3−2=3|ak |¡ 1;
j; k ¡ + 2−1=31=3|ak |+ 2−2=3−1=3|ak |2(1− 2−1=3−2=3|ak |)−1;
where ak (k = 1; 2; : : :) is the kth zero of the Airy function Ai(x) while a0 = −0:36605 : : : is the
largest negative zero of Ai(x) = Bi(x). To avoid solving the transcendental equation Ai(x) = 0, he
showed instead inequalities
[ 38(4k − 1:4)]2=3¡ |ak |¡ [ 38(4k − 0:965)]2=3:
Making use of these inequalities, Breen obtains also
j ¡
(
k +

2
− 0:965
4
)
− 
2
2
((
k +

2
− 0:965
4
)

)−1
for ¿ 12 ; k = 1; 2; : : : :
The formulas on the right-hand side remind us of the 9rst two terms in the McMahon asymptotic
formula. In a very recent paper [24] we deal with the two- and three-term McMahon approximations
M2(; ) = % − c% ; M3(; ) = % −
c
%
− 7c
2 − 3c
6%3
;
where
% = ( + 12− 14 ); c = 122 − 18 :
We prove that
j −M2(; )


¡ 0 for ||¡ 12 ; % ¿ |c|;
¿ 0 for 12 ¡ ||¡
√
31
28 ; j ¿ 8=(7 + 3c);
¡ 0 for ||¿
√
31
28 ; % ¿ |c|;
(1.18)
j −M3(; )
{
¿ 0 for ||¡ 12 ; %2 ¿ c2 + 12 ;
¡ 0 for ||¿ 12 ; %2 ¿ c2 + 12 :
(1.19)
Investigation connected with an error estimate on the two- or three-term McMahon approximation
can be found also in a recent paper of Gatteschi and Giordano [32]. For earlier results see also
[33,31].
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1.6. Problems of I. Joo
In his doctoral thesis [41] I. Jo(o dealt with oscillation of the circular membranes and proved an
interesting property of the zeros of Bessel functions. Consider the set
∞⋃
n; k=1
{jnk} =
∞⋃
j=1
{xj};
where jnk is the kth positive zero of Jn(x) and x1¡x2¡ · · ·. He proved that
lim
j→∞
(xj+1 − xj) = 0: (1.20)
In [42] he showed the same property for the zeros of the derivatives J ′n(x), too.
Since the density property of the zeros jnk of Jn(x) plays an important role in that investigations,
we would like to have better insight on the distribution of these zeros. So we ask the following:
Open problem. Find the largest value for  such that
lim sup
j→∞
xj (xj+1 − xj)¡∞ ! (1.21)
By the above results of Jo(o, we have ¿0. However, we guess that = 1 and
Conjecture 2.
lim sup
j→∞
xj(xj+1 − xj)¡∞: (1.22)
For more information on the values xj(xj+1− xj) we refer to a recent massive calculation reported
in [57].
1.7. Zeros of the derivative of Bessel functions
For the zeros of the derivatives of the Bessel functions we have the usual notations: the kth
positive zero of J ′(x) is denoted by j
′
k , similarly y
′
k denotes the kth positive zero of Y
′
 (x) and c
′
k
the kth positive zero of C ′(x).
Now we want to introduce a uni9ed notation j′ for these zeros with a reasonable requirement:
the function j′ should be continuous in the variables  and  (see [10]).
Let ¿ 0, ck and c;k+1 be two consecutive zeros of C(x) for k = 1; 2; : : : . Then by Rolle’s
theorem the function C ′(x) has (unique) zero c
′
; k+1 in (ck ; c; k+1). Denote this zero by j
′
;+1. Thus
we have
j ¡ j′;+1¡j;+1 for ¿ 0;
i.e., j′ is de9ned when ¿1; ¿ 0. For =0 we have j
′
0= j−1; (=j1; −1) when ¿ 1. For ¡ 1
or ¡ 0 we use continuous extension of the de9nition.
At this point we recall the Watson formula for j′ [62, p. 510]:
d
d
j′ = 2j
′

∫ ∞
0
j′2 cosh 2t − 2
j′2 − 2
K0(2j′ sinh t)e
−2t dt; j′ = ||:
The expression on the right-hand side is continuous for j′ ¿ 0 and j
′
 = ±.
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In [11] we proved that
(1) (d=d)j′ ¿ 1 if j
′
 ¿ ||,
(2) j′ is concave in the variable  provided j
′
 ¿ ||.
In [10] there is a 9gure displaying the graphs of j′ as a function of  for several values of .
From there we can make the following observations.
(a) There is a strictly increasing function () for ¿ 0 such that () ∈ (5=6; 1) and for any
9xed 0¿ 0; 0=(0), on the interval (0;∞) there exist two functions: j′(1);0 and j′(2);0 . The 9rst one
is strictly increasing, the second is decreasing as  increases, moreover 0¡j′(2);0 ¡¡j
′(1)
;0 ¡j0 .
A consequence of this is that C ′(x) has two zeros on (0; j) when ()¡ = 1− = and has no
such zero when ¡().
(b) Let ¿ 1 be 9xed. Then there exists a monotone function = ()¡ − + 1 such that the
function j′ is de9ned and strictly increasing on (();∞) and lim→()+0 j′ = −(). Moreover,
on the interval (();− + 1) there is a second branch j′(1) such that
lim
→()+0
j′(1) =−(); lim→−+1−0 j
′(1)
 = 0
and j′(1) strictly decreases as  increased.
Observation (a) is justi9ed in [10], observation (b) is proved recently as Theorem 2:1 in [51].
There is a result by Olver [54] on the asymptotic expansion of these zeros:
j′ = + 
′

1=3 +
(
3
10
′2 −
1
10′
)
−1=3 −
(
1
350
′3 +
1
25
+
1
200′3
)
−1
− 958
′9
 − 2036′6 − 840′3 + 63
126 000′5
−5=3 + O(−7=3):
The last asymptotic expansion suggests again the “best possible” upper bound as a
Conjecture 3.
j′ ¡ + 
′

1=3 +
(
3
10
′2 −
1
10′
)
−1=3: (1.23)
A weaker form of this conjecture is proved already in [22]:
j′ ¡ + 
′

(
+
A3
′3
)1=3
+
3
10
′2
(
+
A3
′3
)−1=3
; ¿0; ¿1; (1.24)
where A = 2′
√
2′=3.
1.8. Zeros of higher derivatives of Bessel functions
On the zeros of J ′′ (x) and J
′′′
 (x) Lorch and his coauthors have published some results (see
[49,47]).
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1.9. Some mixed results
In [19] we proved two relations
j+1; Q 12 (j + j;+1) for ¿
1
2 ; Q− 12 ;
j′ ¡ j;−1=2 for ¿0; ¿1:
Here again a
Conjecture 4.
j′ ¿
√
j;−1 j ¿ 0; ¿ 1: (1.25)
2. Classical polynomials
2.1. Zeros of Hermite polynomials
The simplest (in some sense) classical orthogonal polynomial is the Hermite polynomial Hn(x)
with the di6erential equation
y′′ − 2xy′ + 2ny = 0; n= 0; 1; 2; : : :
or more general, the Hermite function H'(x) which is the principal solution (at x = ∞) of the
di6erential equation
y′′ − 2xy′ + 2'y = 0:
Let h(') be the largest zero of H'(x). e.g.,
H1(x) = 2x, hence h(1) = 0;
H2(x) = 4x2 − 2, hence h(2) = 1=
√
2;
H3(x) = 8x3 − 12x, hence h(3) =
√
3=2; : : : .
In [27] we proved that h(') is de9ned for '¿ 0 and found a formula for the derivative of h('):
dh(')
d'
=
√

2
∫ ∞
0
)(h(')
√
tanh t)e−(2'+1)t
dt√
sinh t cosh t
; (2.1)
where
)(x) =
2√

∫ ∞
0
e−t
2−2xt dt = ex
2
erfc(x): (2.2)
Theorem (Elbert and Muldoon [28]): The function h′(') is completely monotonic.
Remark. The same statement holds also for the second largest zero h2(') of H'(x), h3('); : : : and
also for the zeros of the linear combination of H'(x) and G'(x) where G'(x) is an appropriately
chosen (linearly independent) second solution of the same di6erential equation.
78 A. Elbert / Journal of Computational and Applied Mathematics 133 (2001) 65–83
Another, but not published, result is an asymptotic expansion for h('):
h(') = ++ a1+−1=3 + a2+−5=3 + a3+−3 + O(+−13=3) as '→∞; (2.3)
where
+=
√
2'+ 1;
a1 =−6−1=3i1;
a2 =− 110a
2
1;
a3 =
9
280
+
11
350
a31
(2.4)
and i1 is connected with the 9rst zero of the Airy function (actually, −a1 is the same as the 1 in
the asymptotic expansion of j1 by Watson as cited above).
The 9rst two terms applied to '= n are the same as in [59, p. 132], the more general result but
for '= n is found by Ricci [58]
h(n)√
2n+ 1
= 1− a1
61=3(2n+ 1)2=3
− 0:32823
(2n+ 1)11=6
+
0:0072757
(2n+ 1)3
+ O(n−25=6): (2.5)
However, there are some discrepancies between the formulas. (First) the powers of 2n+ 1: 116 and
3 in the third and fourth term do not agree. (Second) according to our asymptotic formulas the
numerical values should be: −0:3443834344 and −0:1508574847, resp. We 9nd by our formula
for n = 20: the approximated value is 5:387587 while h(20) = 5:38748089. We shall return to this
problem in the near future.
2.2. Zeros of ultraspherical polynomials
The zeros x(')nk of the ultraspherical or Gegenbauer polynomial P
(')
n (x) are symmetric to x = 0
hence we restrict ourselves to the positive zeros below.
(1) There is an asymptotic formula for the zeros of P(')n (x) when ' is large [18]:
x(')nk = hnk'
−1=2 − hnk
8
(2n− 1 + 2h2n; k)'−3=2
+ hnk
(
12n2 − 12n+ 1
128
+
5n− 2
24
h2nk +
5
96h
4
nk
)
'−5=2 + O('−7=2) as '→∞ (2.6)
where hnk is the kth zero of the Hermite polynomial Hn(x), k = 1; 2; : : : ; n.
(2) In [17] we established upper bounds for the zeros of the ultraspherical polynomials: with
appropriately chosen , and j and
A= n2 + 2n'+ -;
B= (n+ ')2 + ,;
(2.7)
the largest zero, say x(')n1 , satis9es the inequality
x(')n1 ¡
√
A
B
: (2.8)
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The simplest example is when -= ,= 0; then
x(')n1 ¡
√
n2 + 2n'
n+ '
for '¿0: (2.9)
In [17] two other simple choices of ,; - are given.
However, in [17], we missed the better choice: , = 0, - = −2' − 1. In this case we have the
sharper inequality
x(')n1 ¡
√
n2 + 2n'− 2'− 1
n+ '
for '¿0: (2.10)
Compare our inequalities with that of Ifantis and Siafarikas [34,36]
x(')n1 ¡
√
n2 + 2n'− n
n2 + 2n'+ '2 − n− ' for '¿0;
or that of Petras and FUorster [30]
x(')n1 ¡
√
n2 + 2n'− '− 1=2
n2 + 2n'+ '2 − 1=4 for '¿0:
For related information on the early results of this type see [50].
The investigation of the monotonic behaviour of the zeros x(')nk as a function of ' has a long
history. Here we begin it only with Laforgia’s paper [43] where he proved that 'x(')nk increases at
least for 0¡'¡ 1, and in [44] he conjectured that his statement is valid for all '¿ 0. Then Ahmed
et al. [2] proved a sharper version, namely(
'+
2n2 + 1
4n+ 2
)1=2
x(')nk ;
increases when ' increases, − 12 ¡'6 32 . Ismail and Letessier conjectured in 1986 that
√
'x(')nk in-
creases at least for '¿ 0. Finally Ismail formulated a version of this property called the Ismail-
Letessier-Askey-Conjecture (ILAC) (see [38]) in the form
('+ 1)1=2x(')nk increases for '¿ − 12 ; n¿ 2:
Partial results were achieved by Ifantis and Siafarikas [35], and D. Dimitrov [6]. Finally, we suc-
ceeded in proving the ILAC [29] in the stronger form that for the positive zeros x(')nk ,(
'+
2n2 + 1
4n+ 2
)1=2
x(')nk increases for '¿ − 12 ; n¿ 2: (2.11)
2.3. Zeros of Jacobi polynomials
Our investigation was motivated mainly by a result of Moak et al. [53] who considered the zeros
of a sequence of Jacobi polynomials J (n;%n)n (x) with the restrictions n ¿ − 1, %n¿ − 1 and
lim
n→∞
n
2n+ n + %n
= a; lim
n→∞
%n
2n+ n + %n
= b:
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They proved that the zeros of J (n;%n)n (x) are accumulating in the interval [r; s] where
r
s
}
= b2 − a2 ∓√(1 + a+ b)(1 + a− b)(1− a+ b)(1− a− b):
Making use of the Sturmian comparison method, we proved in [25,26] that the smallest zero rn
and the largest zero sn of the Jacobi polynomial J (;%)n (x) lie in the interval [ Tr; Ts]⊂ [− 1; 1] where
Tr
Ts
}
=
T%
2 − T2 ∓
√
16n(n+ T)(n+ T%)(n+ T+ T%)
(2n+ T+ T%)2
(2.12)
and T= + 12 ,
T% = % + 12 . De9ne the (decreasing) function ’(x) on [ Tr; Ts] by
’(x) = (2n+ T+ T%) arctan t− Tarctan


√
1− Ts
1− Tr t

− T% arctan


√
1+ Ts
1+ Tr
t

 ; t2 = Ts− x
x− Tr : (2.13)
Then ’( Tr) = n, ’( Ts) = 0 and any interval [x′; x′′]⊂ [ Ts; Tr] contains a zero of J (;%)n (x) provided
’(x′′)− ’(x′)¿. On the other hand, the kth zero x(;%)nk satis9es the inequality
(k − 1)¡’(x(;%)nk )¡k: (2.14)
(On the fate of this paper: the manuscript was mailed to an internationally recognised journal in the
autumn 1989, and for two years there was no reaction to our inquiry whether our paper would be
accepted or rejected, so we withdrew the manuscript and submitted it to a Hungarian journal where
it was 9nally accepted and published.)
For the latest results on di6erent asymptotic forms of Jacobi polynomials we refer to a recent
paper by Bosbach and Gawronski [4] and for the references therein.
2.4. Problem of van Iseghem for Laguerre polynomials
This problem is connected with Pad(e type approximation to e−x. Consider the Laguerre polynomial
Ln(x) = L(0)n (x) of nth degree. Van Iseghem [61] conjectured that |Ln(x)|¿ 1 for all n¿ 6. This
problem is not solved yet but in [18] we point out a close connection of this problem with the rational
approximants pk=qk of the irrational number 6
√
3=. Our answer is that van Iseghem’s conjecture is
surely true if n = qk at least for suRciently large n’s. When n = qk then similar statement is true
except some particular k’s when we could not make any statement, e.g., for 76n61043 there are
only four such exceptional cases. The 9rst is n= 1643.
2.5. An inequality for Legendre polynomials
Sharpening a classical inequality of Bernstein [3]
|Pn(cos ")|¡ 1√=2n sin " for 0¡"¡ ; n= 1; 2; : : :
we proved in [21] that
|Pn(cos ")|¡ 1
8
√
1 + 4=16(n+ 1=2)4sin4 "
for 0¡"¡ ; n= 1; 2; : : : (2.15)
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and a similar inequality for J0(x):
|J0(x)|¡ 18√1 + 4=16x4 for x¿ 0: (2.16)
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