Generalized partitions of graphs  by MacGillivray, Gary & Yu, Min-Li




Generalized partitions of graphs 
Gary MacGillivray a,*, Min-Li Yu b 
a Depurtment of Mathematics and Statistics, Unicersit~, qf Victoricl, Vic~toria, B. C’.. Canadr KY W 3P4 
’ Department of Muthmatics, (inicersit)~ Colle;qe o/ the Frrrsrr Vdle~. Ahhot.~fford, B. C C’rmcrdtr 
Received 30 June 1993; received in revised form 22 June 199X: accepted IO August 1998 
Abstract 
A general graph partitioning problem, which includes graph colouring, homomorphism to H, 
conditional colouring, contractibility to H, and partition into cliques as special cases, is introduced 
and its complexity is studied. 0 1999 Published by Elsevier Science B.V. All rights reserved. 
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I. The (H, C)-partitioning problem 
In this section we introduce a general graph partitioning problem (the (H,C)-parti- 
tioning problem), which contains some well-known graph partitioning problems as 
special cases, and provides a unified view-point from which to consider such problems. 
We consider only finite simple graphs, which we refer to as graphs for short. The 
empty yruph is the graph whose vertex set is empty. In this paper, a puatition of a 
set X is a collection Xl ,X2,. . . ,X,, of pairwise disjoint subsets, some of which may be 
empty, such that U:=, X, =X. The sets X,.X,, . . , X,, are called blocks or cells of the 
partition. 
The starting point for our work is the following definition, due to Harary [ 111. A 
set P of graphs is called a property if Ko, Kk E P. The conditional chromatic number of 
a graph G with respect to a property P is the minimum II for which there is a partition 
VI, Vl,. . , I$ of V(G) such that, for each i, the subgraph of G induced by 6 belongs 
to P. These colourings are investigated in [l. 2, 81. The property I = {K,: n = 0. 1,2,. .} 
gives rise to the ordinary chromatic number of a graph. 
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Brown and Corneil [5] have investigated conditional k-colourings of graphs for 
fixed k, and have developed the theory of such colourings, including generalizations 
of vertex-criticality and unique colourability. Brown [4] has also investigated the com- 
plexity of the associated decision problems. 
A generalization of an n-colouring of a graph G is a homomorphism of G to a 
fixed n-vertex graph H. Formally, for graphs G and H, a homomorphism of G to H 
is a function f : V(G) + V(H) such that f(x)f(~) E_!?(H) whenever xy E/Z(G). An 
n-colouring of a graph G is just a homomorphism of G to K,,. For this reason the 
term H-colouring of G has been used to describe a homomorphism of G to a fixed 
graph H (e.g. see [ 181). Suppose V(H) = { 1,2,. . , n}. A homomorphism of G to H 
can be viewed as a partition Vi, V2,. , V, (some of which may be empty) of V(G) 
such that, for each i, the subgraph of G induced by K belongs to I (defined above), and 
if an edge of G has one end in E and the other end in $, where i # j, then ij E E(H). 
Homomorphisms to a fixed graph H do not fit into the conditional colouring framework 
described above, as edges are forbidden to join vertices which belong to blocks of the 
partition corresponding to non-adjacent vertices of H. It is in this direction that (H, C)- 
partitions will generalize conditional k-colourings. 
Hell and NeSetiil [ 181 have completely determined the complexity of the H-colouring 
problem, that is, the decision problem “Is there an H-colouring of G?“. The problem 
is Polynomial if H is bipartite, and is NP-complete otherwise. Since there is a ho- 
momorphism of G to H if and only if there is a homomorphism of G UH (disjoint 
union) onto H, it follows from this theorem that if H is non-bipartite, then the decision 
problem “Is there an onto homomorphism of G to H?” is NP-complete. A complete 
classification by complexity of onto H-colouring problems remains open. 
Let H be a fixed graph with vertex set V(H) = { 1,2,. . . , n}, We say that a graph G 
is contractible to H if H may be obtained from G by a sequence of contractions of 
edges of G. Equivalently, G is contractible to H if there exists a partition Vi, Vz, . . . , V, 
of V(G) such that, for each i, the subgraph of G induced by J$ is connected and, for 
i # j, there exists an edge with one end in G and the other end in J$ if and only if 
ij E E(H). 
The complexity of the H-contractibility problem, that is, the decision problem 
“Is G contractible to H?” has been studied by Brouwer and Veldman [3]. The prob- 
lem is NP-complete if H is a connected triangle-free graph other than a star. Infinite 
classes of graphs for which the problem is Polynomial are presented, but the complete 
classification by complexity of H-contractibility problems remains open. 
We now introduce the main definition of this paper. 
Let C be a set of graphs (not necessarily a property), and let H be a fixed 
graph with vertex set V(H) = { 1,2,. . .,n}. An (H, C)-partition of a graph G is a 
partition VI, VI,. , V, of V(G) such that, for each i, the subgraph of G induced 
by F belongs to C and, if i#,j E V(H), then there is an edge with one end in 
K and the other end in 4 only if ijE E(H). Blocks K and J$ are called adjuc~nt 
blocks if ij E E(H). The graph with vertex-set { I$: 1 <i<n and K # 0} and edge-set 
{V, V,: 3x e V,, y E VJ such that xy E E(G)} is called the quotient graph of the partition. 
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The (H, C)-partitioning problem is defined as follows: 
(H, C)-PARTITION 
INSTANCE: A graph G. 
QUESTION: Does there exist an (H,C)-partition of G? 
The (H, C)-partitioning problem encodes some well-known graph partitioning prob- 
lems. As mentioned above, if I is the collection of all graphs with no edges, including 
the empty graph Ka (which also has no vertices), then for any fixed positive integer n 
the (K,,,Z)-partitioning problem asks if a given graph G is n-colourable. Similarly, 
the (H,I)-partitioning problem is H-COLOURING. On the other hand, let K be the 
set of all complete graphs, including the empty graph. Then for any fixed positive 
integer n, the (K,,,K)-partition is PARTITION INTO CLIQUES (See [ 10, 191). The 
problems studied in [4, 51 are exactly the (Kk,P)-partitioning problems, where P is a 
property and k is a positive integer. 
Other graph partitioning problems can be obtained by strengthening the definition 
to read “. there is an edge with one end in K and the other end in 5 if’ and only, 
(j’ {j E E(H)“. We shall refer to this strengthened version of the problem as ONTO 
(H, C)-PARTITION. In this context it makes no sense to allow the empty graph to 
belong to C. Its absence will usually be denoted with a prime, as in C’. If I’ = I ~ { Kc)}, 
then the onto (H, I/)-partitioning problem asks if there is a homomorphism of a given 
graph G to H which is onto on both vertices and edges, while the (H,/‘)-partitioning 
problem asks if there is a homomorphism of G to H that is onto on vertices. Let X’ 
be the set of all connected graphs, excluding the empty graph. Then the onto (H,X’)- 
partitioning problem is the H-contractibility problem. 
In this paper we investigate the complexity of (H,C)-PARTITION for several graph 
classes C. For any property P, the (H, P )-partitioning problem generalizes conditional 
colouring with respect to P similarly to the way the H-colouring problem gener- 
alizes n-colouring. We first consider the (H, K)-partitioning, (H, K’)-partitioning and 
onto (H, K’)-partitioning problems, and classify them by complexity. The onto (H, K’)- 
partitioning problem is related to contractibility to H, except that here each block is 
required to induce a complete graph rather than just a connected graph. Subsequently. 
we point out that the same methods can be used to investigate the problems when the 
set K is replaced by the set of all stars, or the set of all complete bipartite graphs 
(these problems are similarly related to contractability to H ). 
All of these (H, C)-partitioning problems are completely classified by complexity 
and, surprisingly, each problem is shown to be solvable in polynomial time if H is 
a triun~ql~~~f~~~e graph (i.e., K3 is not a subgraph of H ), and NP-complete otherwise. 
Note that (assuming Pf NP) this is, in a sense, opposite to the theorem of Brouwer 
and Veldman. It is also interesting that so many different (but related) problems admit 
the same classification by complexity, and that this classification seems only remotely 
related to the classification of H-colouring problems, the only other family of (H. C)- 
partitioning problems to have been completely classified by complexity. The polynomial 
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algorithms we describe have, in general, huge exponents. This is not entirely surprising 
since they use no information about the graph H, other than the fact that it is triangle- 
free. It is to be expected that more efficient algorithms exist, especially if the set of 
candidates for H is restricted. 
2. Generalized partitions 
In this section we determine the complexity of several generalized partitioning prob- 
lems. Specifically, we examine (H, K)-PARTITION, (H, K/)-PARTITION, and ONTO 
(H,K’)-PARTITION, where K is the set of all complete graphs including the empty 
graph, and K’ is the set of all complete graphs excluding the empty graph, and pro- 
vide the details of the proofs. Similar methods can be used to determine the complexity 
of (H,B)-PARTITION, (H, B’)-PARTITION, (H, ,S)-PARTITION, (H,S’)-PARTITION, 
ONTO (H,B’)-PARTITION and ONTO (H,S’)-PARTITION where B is the set of all 
complete bipartite graphs with at least one edge, together with Ko and K1, S is the set 
of all stars, and a prime denotes the same set of graphs, excluding the empty graph. 
The details are omitted. (Recall that a star is a complete bipartite graph Kl,,, t 3 0. 
The vertex in a bipartition set of size one is called a centre of the star. A star with at 
least three vertices has a unique centre.) The results still hold if KI is deemed to be 
neither a complete bipartite graph nor a star. 
Theorem 2.1. If H is u triungle-free graph, then (H,K)-PARTITION, (H,K’)- 
PARTITION, und ONTO (H,K’)-PARTITION are Polynomial. If K3 is a subgrclph 
of H, then (H, K)-PARTITION, (H, K’)-PARTITION and ONTO (H, K’)-PARTI- 
TION are NP-complete. 
The proof of Theorem 2.1 is accomplished via the following collection of results. 
Lemma 2.2. Let H be a graph with V(H) = {x1,.x2,. .,x,}. Let H’ be the graph 
with V(H’)= V(H)U{yl,yz,...,yn} and E(H’)=E(H)U{xi,y;: i= 1,2,...,n}. 
If v,,v2,..., V, is un (H,K)-partition of H’, then for i = 1,2,. . . ,n, 1 F$ f’ V(H)/ = 1. 
Proof. Since Y = {yi, ~2,. . . , yn} is an independent set, each cell of the partition con- 
tains at most one element of Y. Since the partition has exactly n cells, each of them 
contains exactly one element of Y. Without loss of generality assume yi E E, Id&n. 
Each vertex yi is adjacent only to x1, thus xi 6 5 if i fj. Therefore the (H, K)-partition 
of H’ is {XI, ~11, (~2, ~21,. . , {x,,, yn}. The result now follows. 0 
Suppose H and H’ are as above. If X is a subgraph of H, we use X’ to denote 
the subgraph of H’ with vertex set V(X) U {yi: x; E V(X)} and edge set E(X) U {Xiy;: 
xj E V(X)}. 
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Lemma 2.3. lf’K3 is a subgraph qf H, then (H,K)-PARTITION is NP-cornplrte 
Proof. Since (K,7.K)-PARTITION is PARTlTION INTO CLIQUES, which is known 
to be NP-complete (see [ 191, and also the comment in [ 10, p. 193]), we may assume H 
is not a complete graph. Let X be a largest complete subgraph of H, and let n = / V(X)l. 
By the hypothesis, IZ >, 3. The transformation is from (K,,, K)-PARTITION. 
Let an instance of (K,,, K)-PARTITION, a graph G, be given. Construct an instance 
of G* of (H, K)-PARTITION from G U H’, where H’ is as in the above lemma. by 
adding edges joining each vertex of G to every vertex of the copy of X’ in H’. Clearly 
the construction can be carried out in polynomial time. 
We claim that G has a (K,, K)-partition if and only if G” has an (H, K)-partition. 
Suppose G has a (K,, K)-partition VI, VI,. , K,. Let V(X) = {x1,x2,. .A+~~}, and 
V(H)= V(X)U{X,I+,,X,+Z,..., xt}. For i=1,2 ,.... t, let Y,={x;,JJ,}. Then VlU ?‘I. 
I’2 U Y2,. ., V, U Y,,, Y,+i, Y,+l,. . ., Y, is an (H, K)-partition of G”. 
Suppose G* has an (H, K)-partition. By the lemma, each cell of the partition contains 
exactly one vertex of H (recall that H is a subgraph of H’). Since X is the largest 
complete subgraph of H and, by assumption, H is not a complete graph, for every 
vertex *t’ in V(H) -X, there is a vertex of X non-adjacent to M’. Thus no vertex of G 
can belong to the same block as w. Therefore all vertices of G belong to blocks that 
contain vertices of X. Since X is a complete graph, the n (by the lemma) blocks that 
each contain a vertex of X correspond to a complete subgraph of H. Since X is the 
largest complete subgraph of H, the result follows. 0 
We now show that (H, K)-PARTITION is Polynomial in all remaining cases. 
Suppose V(H)={1,2 ,..., k}, and let Vi, Vz, . , 6 be a collection of pairwise dis- 
joint subsets of V(G). We say that VI, V2,. , & is e.utendable if there exists an (H, K )- 
partition V,‘, Vi,. , I$.’ of G such that I$ C I$‘, 1 <i< k. The partition 5” Vi, _. . I(’ is 
called an e.xtmsion of VI, V2,. . , &. 
Lemma 2.4. Let H br a triangle-free yraph iuith V(H) = { 1,2,. . k}, and lrt 1’1. 
Vz,. . 4 be u collection of pairlvisr disjoint subsets qf vertices qf a graph G. There 
exists u 0( 1 V(G)i’) ulqorithm that decides if’ VI, Vz,. . , C;. is estendablc. 
Proof. We can immediately conclude there is no extension if some set V does not 
induce a complete graph, or if there exist non-adjacent vertices i,j E V(H) such that 
some vertex in V has a neighbour in k;. Also, since each block of an (H, K)-partition 
must induce a complete graph, each vertex of V(G) - (uf_, K) must be adjacent to 
all vertices in some set E, otherwise, 1’1, V2,. . , V, does not extend. These two checks 
can clearly be carried out in O(] V(G)(‘) steps. Thus, suppose these conditions are 
fulfilled. 
We now augment each set E by adding all vertices forced to belong to V’ in any 
extension. Let 2’ E V(G) - (Uf=, K). We distinguish the following two situations. 
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Since each set I$ induces a complete graph, if there is a unique i such that v is 
adjacent to all vertices of K, then in any extension of VI, V2,. . . , @ to an (aK)- 
partition of G, u E e’. 
Otherwise, suppose v is adjacent to a vertex in each of I$, , &,, . . . ) f$,:,, t 3 3. Since 
each set K induces a complete graph, the vertex v must belong to one of y,!, f$‘.:, . . . , y,’ 
in any extension. Further, since H is triangle-free, if there is an extension, the subgraph 
of H induced by { il, i2,. . . , it} must be a star. (Suppose not. Then, for any r, 16 r < t, 
there exists s, l<s d t, s # Y, such that i, and i, are not adjacent in H. Thus v cannot 
belong to y: in any extension of VI, V2,. . . , G, and so no extension exists.) Thus, either 
there is a unique index p such that v must belong to V,: in any extension, or we may 
conclude that no extension exists. And, if v is not adjacent to all vertices of K:,, then 
we can conclude that there is no extension. 
These two steps can be carried out in 0( 1 V(G)/) steps per vertex. Hence they may 
be carried out in O(lV(G)12) steps. 
Having carried out the above two steps and not concluded there is no extension, 
we have arrived at a situation where each set V:, 1 d i 6 k, induces a complete subgraph 
of G, and where if l< i fj < k and a vertex in E is adjacent to a vertex in l$, then 
ij E E(H). The test for extendability is completed using a reduction to 2-SAT. 
Let v E V(G)-(Uf=, 6). Suppose v is adjacent to all vertices in each of K:, Q,, . . . , I$, 
Since the cases t = 1 and t 3 3 have already been handled, t = 2 and il i2 E E(H). For 
each edge ij of H, i <j, let Eij be the set of all vertices of G - Uf=, V,. that are adjacent 
to a vertex in V$ and a vertex in 4. Note that, as H is triangle-free, any x E Eij must 
(in any extension) be added to E or V$. 
Suppose x E Ef/- and y E Er,T ({i, j} # {r, s}), and xy E E(G). Since x and y must 
belong to the same block, or to adjacent blocks, either {i, j} n {Y,s} # 0, or i, j q! {Y,s} 
and at least one of ir, is, jr, js is an edge of H. Thus we may assume that if i, j e {r, s}, 
then at least one of ir, is, jr, js is an edge of H; otherwise there is no extension. 
Let X = V(G) - (ut, J$). Define an instance of 2-SAT as follows. The set of 
variables is X. The clauses are described below. 
A: (5: x E E,, G[ C: U {x}] is not complete}, 
B: {x:x E E+ G[ 5 U {x}] is not complete}, 
C: {xVy,7Vy:x,yEEij,~y@E(G)}, 
D: {xVy:xEEij, yEE//,xy$E(G)}, 
D’: {ifVy:xEEij, yEEj/,xyEE(G)}, 
E: {TVJ:xEEi,, J’EEi[,.Xy$E(G)}, 
E’: {xvy:xeEji, yeE,~,xyeE(G)}, 
F: {xVy:xcEi~, YEE/~,~Y@E(G)}, 
F’: {?ifVJ:xEEij, yCZE/,,xyEE(G)}, 
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G: {X VV, XV ,V:X_V EE(G), X E Ei,, y E Ery, i.,j 4 {r,s}, i~,,j~ E E(H)}. 
H: {x,yxy~E(G),x~E,,, JJEE,.,, i,.j~{~,s}. ir~E(H),,js4E(N)}, 
I: {X_i~.x.v E E(G), x E E,,, y E E,.,, i,.j 6! {Y,s}, ir e E(H). .js E E(H)}. 
J: {x V y. .U V_v:xy E E(G), x E E,,, y E E,.,, i.j 6! {I.,s}. is,jrE E(H)}. 
K: {x,_P:x~ E E(G), x E Eli, Y E E,.,, i,.j $ {Y,s}. is E E(H), ,jr Q E(H)}, 
L: {~,~:X~EE(G),X~E~,,~EE,,,~,,~~{~,~},~~B:E(H),.~~EE(H)}. 
We claim that VI, V2, . . , fi is extendable if and only if there exists a satisfying truth 
assignment. By the above argument, if v E E,,, then in any extension either r t 1:’ or 
c E V,‘. We let these two possibilities correspond to TRUE and FALSE, respectively. 
Suppose there is a satisfying truth assignment. Define the sets V,‘, Vi,. . , 4.’ as fol- 
lows. For i= 1,2,. . . , k, assign all vertices in E to 1;‘. For z’ t E,,, assign c to y’ if the 
variable L’ is TRUE, and to 5’ otherwise. We show that V(, Vi,. . , V,’ is an (H, K )- 
partition of G. Since all clauses in groups A and B are satisfied, for i = 1.2,. . k. 
every vertex in <’ is adjacent to all vertices in 6. Since the clauses in groups C, D. E. 
and F are all satisfied, whenever x and _v are non-adjacent vertices with x t E,,, y E E,,,, 
where {i,,j} n {Y, s} # 0, the vertices x and y belong to different blocks of the parti- 
tion. The clauses A through F being satisfied therefore guarantee that each block of 
the partition induces a complete graph. It remains to show that if x and y are ad- 
jacent vertices in G belonging to different blocks of the partition, then these blocks 
correspond to adjacent vertices in H. Suppose x and y are adjacent vertices, with 
.Y t E ,,, _Y E E,.,. If {i,j} n {Y.s} #Q), the statement is true because all clauses in groups 
D’, E’ and F’ are satisfied. Suppose now that i, j $ {Y,s}. As noted before, it may be 
assumed, having got to this stage of the algorithm, that at least one of iv. is,jr,,js is 
an edge of H. Since H is triangle-free this leads to six cases, each of which, if it 
occurs, is covered by a clause in one of the groups G, H, I, J, K, and L; for example 
the case ir, js E E(H) is covered by a clause in group G. Thus all clauses in groups 
G, H, I, J, K, and L are satisfied if and only if whenever x and y are adjacent in 
G, and x E E,,, y c E,.y, where i,,j 4 {r. s}, x and y belong to blocks that correspond 
to adjacent vertices of H. Hence if all clauses are satisfied, then VI. Vz,. , I$ has an 
extension. 
Suppose VI, Vz,. , V, is extendable, and let V,‘, Vi,. .: 5’ be an extension. By the 
earlier argument, if u E Ei,, then in any extension either L‘ c V,’ or t’ E 5’. Set the 
variable 1’ to TRUE just if 21 E K’. It is straightforward to check that all clauses are 
satisfied. 
The number of clauses is proportional to (E(G)I. Since 2-SAT can be solved in time 
linear in the number of clauses [9], this last phase of the algorithm require 0( lE( G)( ) 
steps. Since IE(G)\ E O(\ V(G)12), ‘t I now follows that the algorithm for extendability 
can be completed in O(] V(G)(*) time. 0 
Lemma 2.5. lf’ H is a triunyle-fiee yrupph, then (H, K )-PARTITION is Polynomid. 
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Proof. Let V(H)={1,2 ,..., k}. A graph G has an (H,K)-partition if and only if there 
exists an extendable collection of pairwise disjoint subsets Vi, Vz, . . , &, where 1 I$/ < 1 
for i= 1,2,. . . , k, and if I$ = {vi}, I$ = {vi}, then v,vi E E(G) only if ij E E(H). Thus, 







(IV(G)\ _ i)! =O(‘V(G)Jk) 
such collections, if necessary, we have a polynomial time algorithm for (H,K)-PARTI- 
TION. Since each check for extendability requires O(l V(G)12) time, the algorithm has 
time complexity O(l V(G)12k). 0 
Lemma 2.6. (K,,, K’)-PARTITION is NP-complete for every n 3 3. 
Proof. We show that n-COLOURING polynomially transforms to (K,,K’)-PARTI- 
TION. Given an instance G of n-COLOURING, the instance of (K,,K’)-PARTITION 
is G U K,. Clearly the transformation can be carried out in polynomial time. 
We show that G is n-colourable if and only if G UK, has a (K,,, K/)-partition. The 
graph G is n-colourable if and only if G UK, is n-colourable. If G UK, is n-colourable, 
then it has chromatic number n, and a graph has chromatic number n if and only if its 
complement has a (K,,K’)-partition. Therefore a graph G is n-colourable if and only 
if G U K,, has a (K,, K’)-partition. El 
Let G and H be graphs. The join of G and H is the graph G + H defined to have 
vertex-set V(G) U V(H), and edge set E(G) U E(H) U {uu: u E V(G), u E V(H)}. That 
is, G+ H is obtained from G UH by adding edges joining each vertex of G to all 
vertices of H. 
Note that in an (H, K’)-partition of a graph H, the quotient graph must be a spanning 
subgraph of H. In an 
to) H. 
Lemma 2.7. A graph 
(K,, K’)-partition. 
onto (H,K’)-partition, the quotient graph must be (isomorphic 
G has a (K,,, K)-partition if and only if G + K, has an onto 
Corollary 2.8. ONTO (K,,,K’)-PARTITION is NP-complete for every n>3. 
One can use the previous results to establish NP-completeness of (H, K’)-PARTITION 
and ONTO (H,K’)-PARTITION for all graphs H that contain a triangle. 
Theorem 2.9. If KJ is a subgraph of H, then ONTO (H, K/)-PARTITION is 
NP-complete. 
Proof. The transformation is from (K,, K)-PARTITION. The proof is similar to that 
of Lemma 2.3, and is omitted. 0 
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Corollary 2.10. [f K3 is a subyraph of’ H, then (H,K’)-PARTITION is NP- 
umpletr. 
Theorem 2.11. Jf H is a triangle-free graph, then (H,K’)-PARTITION is Polls- 
mmial. 
Proof. Let k = / V(H)I. A graph G has an (H,K’)-partition if and only if there exists 
an extendable collection of non-empty pairwise disjoint subsets Vi, VZ, . . , V,, where 
for i = 1,2,. . . , k, K = {Vi}, and if i # j, then u;C.i E E(G) only if [j E E(H). Thus. by 
checking all 
/V(G)l! 
(I V(G)/ ~ k)! 
=W’(G)l”) 
such collections, if necessary, we have a O(lV(G)/*“) algorithm for (H,K’)-PARTI- 
TION. 0 
Theorem 2.12. [f H is a triangkfker graph, then ONTO (H,K’)-PARTITION is 
Polynomial. 
Proof. Let k= IV(H)I. A n n-vertex graph G has an onto (H,K’)-partition if and 
only if there exists an extendable collection of non-empty pairwise disjoint subsets 
Vt,V2 ,..., 4, for i= 1,2,. . . ,k, 16 I I$ ddH(i), and where if i # j, then there exist 
u, E 6, U; E 5 such that “iv, E E(G) if and only if ij E E(H ). To see why it suffices 
that / K/ < dH(i), note that we seek to guarantee there is an edge of G with one end 
in I: and the other in l$ whenever ij is an edge of H. A minimal such collection of 
edges of G is incident with at most dH(i) vertices in each set V. 
We can determine if there exists an ONTO (H,K’)-PARTITION by checking all 
such collections. An upper bound on the number of these is given by 
,,(Z,,(,, (z,) (nii2dl),..(n-dl-d,in...-di~1) 
d c 
I <d, <d/i(l) 
n(n-I)-..(n-2(:)+1) 
1 7 
<LI(H)~~$ = O(n$ ), 
where, since H is triangle-free, we have used Turan’s theorem in the second last in- 
equality. Since extendability can be checked in 0(n2) time by Lemma 2.4, this method 
152 G. MacGillivray, M.-L. YulDiscrete Applied Mathematics 91 (1999) 143-153 
gives a O(&) algorithm for ONTO (H,K)‘-PARTITION. (Recall that, in this theorem, 
n = /V(G)/.) 0 
This completes the proof of Theorem 2.1. The following results can also be estab- 
lished using similar arguments. The details are omitted. 
Theorem 2.13. If H is a triangle-free graph, then (H,B)-PARTITION, (H,B’)- 
PARTITION, ONTO (H,B’)-PARTITION, (H,S)-PARTITION, (H,S’)-PARTI- 
TION, and ONTO (H,S’)-PARTITION are Polynomial. If K3 is a subgraph of H, 
then (H, B)-PARTITION, (H, B’)-PARTITION, ONTO (H, B’)-PARTITION, (H, S)- 
PARTITION, (H,S’)-PARTITION, and ONTO (H,S’)-PARTITION are 
NP-complete. 
3. Concluding remarks 
There seem to be two natural directions for future research. First, one could attempt 
to push the classification results as far as possible. Second, the polynomial algorithms 
we describe apply to all triangle-free graphs; thus it is not surprising that they have, 
in general, huge exponents. One would expect that more efficient algorithms exist - 
especially if the class of graphs under consideration is restricted. 
The (H, C)-partitioning problem is also related to the C-FACTOR problem (see 
[6, 7, 12-171). If C is a class of graphs, the C-FACTOR problem asks if the vertices 
of a given graph G can be partitioned into sets, each of which induces a graph in C. 
In particular, the {K2}-FACTOR problem is PERFECT MATCHING, and the {KT}- 
FACTOR problem is PARTITION INTO TRIANGLES. In the C-FACTOR problem, 
the number of sets in the partition is not limited, and depends on the number of vertices 
in the input graph. Furthermore, there are no restrictions on edges between these sets. 
In the (H, C)-partitioning problem there are IV(H)1 blocks, some of which may be 
empty if C contains the empty graph, and edges are forbidden between blocks that 
correspond to non-adjacent vertices of H. 
The definition of an (H, C)-partition can be generalized so that C-FACTOR problems 
also fall within this framework. Let X and C both be classes of graphs. We say that 
a graph has an (X, C)-partition if it has an (H, C)-partition for some H E X. We note 
that if K’ is the set of all non-empty complete graphs, then (K’, {K*})-PARTITION 
is PERFECT MATCHING, (K’, { G})-PARTITION is G-FACTOR (partition into iso- 
morphic copies of G, see [12]), and for any class of graphs C, (K’, C)-PARTITION 
is C-FACTOR. 
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