Abstract. We establish necessary and sufficient conditions of near-optimality for nonlinear systems governed by forward-backward stochastic differential equations with controlled jump processes (FBSDEJs in short). The set of controls under consideration is necessarily convex. The proof of our result is based on Ekeland's variational principle and continuity in some sense of the state and adjoint processes with respect to the control variable. We prove that under an additional hypothesis, the near-maximum condition on the Hamiltonian function is a sufficient condition for near-optimality. At the end, as an application to finance, mean-variance portfolio selection mixed with a recursive utility optimization problem is given.
Introduction
Let T > 0 be a fixed time horizon. We consider the stochastic control problem of near-optimality for systems governed by nonlinear FBSDEJs of the form dx(t) = f (t, x(t), u(t)) dt + σ(t, x(t), u(t)) dW (t) (1.1)
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Here, W = (W (t)) t∈[0,T ] is a standard d-dimensional Brownian motion defined on the filtered probability space (Ω, F , (F t ) t∈[0,T ] , P) satisfying the usual conditions. The initial condition ζ is an F 0 -measurable random variable. Further, N (dθ, dt) is a one dimensional Poisson martingale measure independent of W with characteristics µ(dθ) dt. The filtration (F t ) t∈[0,T ] is a canonical filtration of W and N augmented by P-null sets.
The criterion to be minimized associated with the state equation (1.1) is defined by
and the value function is defined as
where f , σ, c, g, l, h, ϕ, γ are some appropriate functions and the process u(·) is a control from some set of admissible controls U ad . Near-optimization is as sensible and important as optimization both from the theory and application point of view. The stochastic control problems have been investigated extensively, both by Bellman's dynamic programming method [2] and by Pontryagin's maximum principle [20] . Many more near-optimal controls are available than the optimal ones. Indeed, optimal controls may not even exist in many situations, while near-optimal controls always exist. Various kinds of near-optimal control problems have been investigated in [6] [33] . In an interesting paper, Zhou [33] established second-order necessary as well as sufficient conditions for near-optimal stochastic controls for controlled diffusion, where the coefficients were assumed to be twice continuously differentiable. However, in Hafayed, Abbas and Veverka [11] , the authors extended Zhou's maximum principle [33] to singular stochastic control. The near-optimal control problem for systems governed by Volterra integral equations has been studied in Pan and Teo [18] . The near-optimal stochastic control problem for systems governed by diffusions with jump processes, with application to finance has been investigated by Hafayed, Veverka and Abbas [12] . For justification of establishing a theory of near-optimal controls, see Zhou ([31] , [32] , [33] Introduction).
