We introduce a special class of supersingular curves over F p 2 , characterized by the existence of non-integer endomorphisms of small degree. A number of properties of this set is proved. Most notably, we show that this set partitions into subsets in such a way that curves within each subset have small-degree isogenies between them, but curves in distinct subsets have no isogenies of degree O(p 1/4−ε ) between them. Despite this, we show that isogenies between these curves can be computed efficiently, giving a technique for computing isogenies between certain prescribed curves that cannot be reasonably connected by searching on -isogeny graphs.
Introduction
Fix an odd prime p ≥ 5. An elliptic curve E is supersingular if its endomorphism ring is nonabelian [Sil09, Theorem V.3.1].
Definition 1.1. Given M < p, an elliptic curve E over a finite field of characteristic p (or its jinvariant) is M -small if there exists an endomorphism α of E with deg α ≤ M such that α is not multiplication by an integer. The set of M -small j-invariants of supersingular curves is denoted S M .
M -small curves may be ordinary or supersingular. This paper will focus primarily on the set of Msmall supersingular curves, though some results will hold for any M -small elliptic curve. Some notable properties that will be discussed: Let us state point (e) more precisely. Recall that every supersingular curve can be defined over F p 2 [Sil09, Theorem V.3.1(a)]. Given an elliptic curve E over F p 2 , let E (p) denote its image under the p th power Frobenius map (x, y) → (x p , y p ). If E is defined over F p , then E = E (p) ; otherwise we have E = (E (p) ) (p) and so this map will swap conjugate pairs of curves. 1 For j ∈ F p 2 , let E j be an elliptic curve with j-invariant equal to j. The 12-small curves are highlighted, and labelled with the smallest degree of a non-integer endomorphism. The square vertex is the curve y 2 = x 3 + x with j-invariant 1728. Two curves E, E are connected by an edge if there is an isogeny E → E of degree 2 or 3 (the primes less than 4 π √ 12). The connected components of the M -small subgraph correspond to the sets T D for D = −4, −7, −11, −24, −35, −20 (starting from the square and proceeding clockwise). Data computed using Magma [BCP97] , plotted using Mathematica [Wol14] . any small primes . A priori, this might suggest that it would be difficult to compute the isogeny path from E 0 to E, and therefore there is hope that the endomorphism ring of E will remain unknown. However, point (f) demonstrates that this is likely not the case.
This suggests that a candidate hard curve should not be M -small; by the classification results of Section 2.1, this rules out taking roots of Hilbert class polynomials as a technique for finding hard curves. Constructing an explicit hard supersingular curve remains an open problem.
Organization. The content of this paper is as follows. In Section 2, we note that several known examples of supersingular curves are in fact M -small for very small values of M , and show that an algorithm due to Bröker used to generate supersingular curves will typically output M -small curves. We will then see how to generate all such curves by generalizing Bröker's algorithm.
At this point, we will start to depend on the fact that the endomorphism ring of a supersingular curve is an order in a quaternion algebra. 3 Section 3 will briefly review the necessary background about quaternion algebras and their orders, culminating in the statement of the Deuring correspondence, which gives us a precise dictionary between the world of supersingular curves and the world of maximal orders of a certain quaternion algebra. The material in this section is standard and can be found in other sources. 4 Sections 4-6 contain the proof of Theorem 1.3. Section 4 lays out the skeleton of the proof; after developing a notion of distance between quaternion orders that is compatible with Definition 1.1 under the Deuring correspondence, we state two key bounds on distances between maximal orders that will imply Theorem 1.3. The first of these, which tells us that certain pairs of maximal orders will be very far apart from each other, is also proven in Section 4. In Section 5 we develop the theory of optimal embeddings of quadratic orders in maximal orders, and use this to prove the second proposition, which allows us to find short paths between certain pairs of maximal orders. Once these propositions have been shown, they can be translated into a proof of Theorem 1.3 via the Deuring correspondence; this is carried out in Section 6.
Finally, in Section 7 (which applies Theorem 1.3 and the topics reviewed in Section 3, but does not depend on the material of Sections 4-6), we discuss an algorithm that finds an isogeny between any two M -small supersingular curves, and give an example of its performance for p ≈ 2 256 and M = 100. We include bounds on the sizes of various sets of M -small curves in Appendix A.
Generating M -small curves
Most well-known examples of supersingular curves are all M -small for relatively small values of M . For instance, supersingular curves with a non-trivial automorphism are 1-small. This includes the curve y 2 = x 3 + x with j-invariant 1728 when p ≡ 3 (mod 4), and the curve y 2 = x 3 + 1 with j-invariant 0 when p ≡ 2 (mod 3).
More generally, Bröker in [Brö09] proposes a general algorithm for producing a supersingular curve over an arbitrary finite field. We will discuss the algorithm here, and then see in Section 2.1 how to generalize his approach to generate all M -small curves.
Given an imaginary quadratic field K, a quadratic order O in K is a subring of K such that the field of fractions of O is equal to K. If O K is the ring of integers of K, the only quadratic orders in K are of the form O K,f := Z + f O K for some positive integer f , called the conductor of the quadratic order [Cox13, Lemma 7.2]. If D is the discriminant of K, then d := f 2 D is the discriminant of O K,f [Cox13, (7. 3)] (throughout this paper, we will use D to refer to fundamental discriminants, and d to refer to discriminants of arbitrary quadratic orders). Further, any d ≡ 0 or 1 (mod 4) can be written uniquely as d = f 2 D for f > 1 and a fundamental discriminant D, so that quadratic orders are uniquely determined by their discriminant. We have O K,f ⊆ O K,g if and only if g | f . Bröker's algorithm [Brö09, Algorithm 2.4] proceeds as follows. To construct a supersingular curve over F p with p ≡ 1 (mod 4), 5 one first finds a prime q ≡ 3 (mod 4) with Legendre symbol −q p = −1. One can typically find very small values of q satisfying these constraints. The algorithm proceeds by computing the Hilbert class polynomial H O K (x) (mod p) for K = Q( √ −q), and finding a root of this polynomial in F p . The condition −q p = −1 then guarantees that this root is the j-invariant of a supersingular curve (Proposition 2.4). This algorithm generates M -small curves for a reasonably small value of M , as the following proposition shows.
Proposition 2.3. The supersingular curves found by Algorithm 2.4 of [Brö09] will be q+1 4 -small. Assuming GRH, they will be M -small for M = O(log 2 p).
Proof. The output of the algorithm will be a curve E, which is a reduction of a curve E with complex multiplication by O K . In particular, 1+ √ −q 2 ∈ O K is a non-integer endomorphism of E with norm q+1 4 . The reduction map End(E) → End(E) is a degree-preserving injection [Sil94, Proposition II.4.4], so End(E) also contains a non-integer endomorphism of norm q+1 4 , proving that E is q+1 4 -small. As discussed in the proof of Lemma 2.5 in [Brö09] , under GRH we can find q = O(log 2 p) with the desired properties.
Classification of M -small curves
A suitable generalization of Bröker's algorithm [Brö09] can be used to generate the set of all M -small curves. Instead of only considering the Hilbert class polynomial H O K (x), we will consider the set of roots of H O (x) (mod p) for all quadratic orders with discriminant −4M ≤ disc O < 0. This set will be the set of j-invariants of M -small curves (Proposition 2.4), and we will be able to tell supersingular from ordinary by a Legendre symbol calculation as in [Brö09] .
Sutherland gives an algorithm for computing Proof. First suppose E is M -small, and take α ∈ End(E) − Z for which deg α ≤ M . By Deuring's Lifting Theorem [Lan87, Theorem 13.14] , there is an elliptic curve E defined over a number field L, an endomorphism α of E, and a prime p of L, such that the reduction of E at p is isomorphic to E and the reduction of α corresponds to α under this isomorphism. Since the map End( E) → End(E) induced by reduction preserves degree [Sil94, Proposition II.4.4], α ∈ End( E) − Z has degree at most M . Thus End( E) ∼ = O for some quadratic order O in an imaginary quadratic field K [Sil09, Corollary III.9.4]. Letting d = disc O, we will have α = a+b √ d 2 for some a, b ∈ Z with b = 0. Then , we can conclude that j is the reduction mod p of some j ∈ L with H O ( j) = 0. If E is an elliptic curve over L with j-invariant j, then E has complex multiplication by O, and its reduction modulo p is isomorphic to E. If d = disc O is congruent to 0 (mod 4), then the element α :
The fact that E is supersingular if and only if p does not split in the field of fractions of O is a theorem of Deuring [Lan87, Theorem 13.12].
Maximal Orders of Quaternion Algebras
In order to prove further results about M -small curves which are supersingular, we will need to review the theory of quaternion algebras. Unless otherwise cited, all the material in this section can be found in [Voi19] .
Quaternion Algebras and Subfields
If E is a supersingular elliptic curve over F p , its endomorphism ring will be isomorphic to a maximal order in a particular quaternion algebra:
There is a quaternion algebra B over Q, unique up to isomorphism, that ramifies exactly at p and ∞. For p = 2, we can take
• q = 2 if p ≡ 5 (mod 8);
• q ≡ 3 (mod 4) is a prime with p q = −1 (that is, p is not a quadratic residue mod q) if p ≡ 1 (mod 8).
Assuming GRH, we can always take q = O(log 2 p).
Given α = w + xi + yj + zk ∈ B, we define:
• its conjugate, α := w − ix − jy − kz. This satisfies the property that α = α, α + β = α + β, and αβ = βα for all α, β ∈ B.
• its reduced norm, nrd(α) := αα = w 2 + qx 2 + py 2 + qpz 2 .
• its reduced trace, trd(α) := α + α = 2w.
From these definitions, we see that any α / ∈ Q is the root of a polynomial
with rational coefficients, the minimal polynomial of α. Noting that trd(α) 2 − 4 nrd(α) < 0, α generates an imaginary quadratic subfield Q(α) ⊆ B.
It is important to note that α and α are not the only roots of this minimal polynomial; indeed, if α ∈ B and γ ∈ B − Q(α), then γ −1 αγ will typically not lie in Q(α), but will satisfy the same minimal polynomial x 2 − trd(α)x + nrd(α) and will hence generate a distinct but isomorphic subfield. Fortunately, the following result (a consequence of the Skolem-Noether Theorem) tells us that all the roots are related in this way: In particular, given any two isomorphic subfields, applying this theorem to the generators shows that there is an automorphism of B that takes one subfield onto the other. An imaginary quadratic field K embeds into B if and only if p does not split in K [Voi19, Proposition 14.6.7], which is equivalent to requiring that the Legendre symbol D p is not equal to 1, where D is the discriminant of K.
Ideals and Orders
An ideal I ⊆ B is a subgroup under addition which is generated by a basis of B considered as a vector space over Q. An order O ⊆ B is an ideal which contains 1 and is closed under multiplication (and is hence a subring of B). An element α ∈ B with trd(α), nrd(α) ∈ Z is called integral; α is integral if and only if it is contained in some order of B.
Given an ideal I ⊆ B, we can define left and right orders of I,
In this scenario we say I links O to O . An ideal I that is closed under multiplication is called an integral ideal. An integral ideal is necessarily contained in its left and right orders, and hence nrd(α) ∈ Z for all α in an integral ideal. Given an integral ideal I ⊆ B, the reduced norm of I is defined to be
Observe that I ⊆ J implies nrd(J) | nrd(I).
An order is maximal if there are no orders properly containing it. Unlike number fields, for which the ring of integers is the unique maximal order, a quaternion algebra will typically have many distinct maximal orders.
Given a quadratic order O and a maximal order
The Deuring Correspondence
(See Chapter 42 of [Voi19] for details.) Let S ⊆ F p 2 denote the set of j-invariants of supersingular curves. Given j ∈ S, End(E j ) will be isomorphic to a maximal order in B. If j and j p are F p 2 -conjugates, then End(E j ) and End(E j p ) will be isomorphic orders. Aside from this relation, non-isomorphic curves will always have non-isomorphic endomorphism rings. In fact, we have a bijection, known as the Deuring correspondence:
S/(j → j p ) ↔ {maximal orders of B}/ ∼ = sending j to the endomorphism ring of E j . The degree (resp. trace, resp. dual) of an endomorphism is equal to the norm (resp. trace, resp. conjugate) of the corresponding element of B, and composition of endomorphisms corresponds to multiplication of elements of B. Further, suppose we fix a maximal order O j associated to End(E j ) for some j. Then we have a one-to-one correspondence 
Distance Between Maximal Orders

Definitions for Maximal Orders
In order to use the Deuring correspondence to express Theorem 1.3 in the language of maximal orders, we must have a notion of M -small and a notion of distance for maximal orders. The first of these is straightforward:
A supersingular curve is M -small if and only if its endomorphism ring is an M -small maximal order. Our next task is to come up with a definition of distance between maximal orders that is compatible with Definition 1.1. 
We can compare distances between elliptic curves and distances between maximal orders as follows:
Lemma 4.4. Let E and E be supersingular curves. Then
Proof. By the Deuring correspondence, both sides are equal to
Two Key Propositions
, and is large otherwise. Precisely, we have the following:
• the distance between two consecutive terms is at most 4 π √ M , and
• each O i contains an element with the same minimal polynomial as either α or α .
We can find such a sequence with r ≤ 3, or alternatively we can find such a sequence such that consecutive orders are linked by an ideal of prime norm at most 4 π √ M .
Proposition 4.5 will be in Section 4.3, and Proposition 4.6 will be proven in Section 5. Before we continue, we note that in order to prove each of these propositions, we will study lattice structures at very different scales. The "large-scale" viewpoint, used to prove Proposition 4.5, depends on the fact that orders in B are 4-dimensional lattices with large discriminant [Voi19, p. 208] and uses lattice geometry to deduce facts about sizes of elements. On the other hand, the "small-scale" viewpoint, used to prove Proposition 4.6, zooms in on the quadratic orders that contain small noninteger elements, and studies 2-dimensional lattices of small discriminant related to these quadratic orders. For a different example of how each of these viewpoints can be applied, see Proposition A.5.
Proof of Propositon 4.5
We quote a theorem due to Kaneko that leverages the large-scale structure of orders: The proof proceeds by explicitly computing the discriminant of the suborder generated by O and O ; noting that it must be a multiple of p 2 gives the desired inequality. Using this, we can prove our first bound. 
for some positive integer f , we have
Likewise we have n 2 nrd(α ) ≥ 1 4 disc O . Without loss of generality, suppose n ≥ n . Since α has order n in O O∩O , the index of O ∩ O in O is at least n, and so
Optimal Embeddings
We now move on the studying the small-scale structure of maximal orders. Let K be an imaginary quadratic field of discriminant D, and let two maximal orders O, O of B each admit an optimal embedding of some quadratic order of K. If these optimally embedded quadratic orders both have small discriminant, our goal is to construct a sequence of maximal orders from O to O such that the distance between two consecutive orders is small.
To do this, we will need to consider two types of relationships between orders. If two maximal orders have the same quadratic order optimally embedded in each, we call the relationship between them a horizontal step; if the optimally embedded orders are not equal, the relationship is called a vertical step. 7 Let O be a maximal order, and O a quadratic order of K optimally embedded in O. We will see that both horizontal and vertical steps from O can be taken by considering some lattice Λ ⊆ K, and using the ideal {x ∈ O | xΛ ⊆ O} to link O to another maximal order. For horizontal steps we will let Λ be an ideal of O (Theorem 5.1), and for vertical steps we will let Λ be a quadratic order containing O (Lemma 5.4).
Horizontal Steps
First we consider the case in which the same K-order O is optimally embedded in two maximal orders O and O . For this we will use a version of the Chevalley-Hasse-Noether Theorem proved by Eichler: 8 
The terminology is meant to draw a comparison with isogeny graphs of ordinary elliptic curves, in which there are horizontal isogenies which preserve the endomorphism ring and vertical isogenies which change it [Sut12] . 8 The original theorem, published independently by Chevalley [Che34] , Hasse [Has34] , and Noether [Noe34] in 1934, is at once more general (B may be replaced with any central simple algebra) and less general (the optimally embedded K-order must be the full ring of integers of K) than Eichler's version, as Eichler discusses in a footnote [Eic55, p. 134 ]. Eichler's version is in fact slightly more general than what is stated here, replacing maximal orders with orders of squarefree level.
is optimally embedded in each. Then there is an invertible ideal a of O such that Oa = aO . 9
The proof uses a local-global principle for orders in quaternion algebras. After setting up an appropriate theory of localization, Eichler finds an element α ∈ K such that O α = α O for each prime , and concludes that there is an ideal a which localizes to α O for all .
Observe that Oa = aO is an ideal linking O to O , and since a ⊆ O we can equivalently describe this ideal as {x ∈ O | xa −1 ⊆ O}. Using this theorem, we will show that the distance between orders related by a horizontal step can be bounded in terms of norms of ideals of the common optimally embedded order O. 
Proof. By the Skolem-Noether theorem (Theorem 3.2), there exists some γ ∈ B such that
Then by Theorem 5.1, there exists an invertible ideal a of O such that Oa = a(γ −1 O γ). We can find an ideal b in the same ideal class as a (so b = aδ for some δ However, it is less clear from this approach how the full endomorphism rings of E and E are related. The advantage of proving the result using the Chevalley-Hasse-Noether Theorem is that it provides an explicit ideal linking two maximal orders that are related by a horizontal step.
Vertical Steps
Now we must determine how to step between maximal orders that have different quadratic orders optimally embedded into each. If a quadratic order O = O K optimally embeds into a maximal order O, the following lemma explicitly constructs a new maximal order with an optimally embedded quadratic order of smaller conductor. Proof. Factor f = 1 · · · k into primes, and set f i = i+1 · · · k (so f 0 = f and f k = 1). Apply Lemma 5.4 successively, obtaining maximal orders O =:
Proof of Proposition 4.6
We are now ready to combine our vertical and horizontal steps to create a path between two maximal orders O and O . From each of these two orders, we will take vertical steps to an order which has the ring of integers embedded; the two resulting orders will then be separated by horizontal steps. Let D denote the discriminant of Q(α) ∼ = Q(α ), and suppose O ∩ Q(α) ∼ = O K,f and O ∩ Q(α ) ∼ = O K,g are optimally embedded orders. We start by computing a few inequalities. Notice that any element of O K,f − Z will have norm at least that of f √ D 2 , so
Since 4 |D| ≤ 4 π for all negative fundamental discriminants (D ≤ −3), we in fact have f ≤ 4 π √ M . The same bound clearly holds for g.
Likewise, any element of O K − Z will have norm at least that of
To begin constructing the path, take a M . Since the optimally embedded order only became larger with each vertical step, each of these orders contains an element with the same minimal polynomial as α or α . This settles the r ≤ 3 case of the Proposition.
If instead we want all consecutive terms to be linked by ideals of prime norm, we can break up each step into smaller ones. For the vertical steps, rather than stepping all the way down to orders with O K optimally embedded, we can factor f and g into primes and take one step for each prime, as in the proof of Corollary 5.5.
We can also break down the horizontal step in a similar way. Following the proof of Lemma 5.2, first factor b into prime ideals p 1 · · · p s . Set O 0 = O, and for each i = 1, . . . , s, recursively define
Then O K is optimally embedded in each O i , and consecutive orders O i−1 and O i are linked by the ideal O i−1 p i = p i O i of norm N K/Q (p i ). If we assume b was chosen to be minimal, none of the p i can be principal, and so they will all have prime norm.
6 Proof of Theorem 1.3
Existence of Partition
Recall that we defined S ⊆ F p 2 to be the set of all j-invariants of supersingular curves. For each fundamental discriminant −4M ≤ D < 0 which is not congruent to a square mod p (that is, for which the Legendre symbol D p is equal to −1), set
We must prove that the sets T D are disjoint, nonempty, and that every j ∈ S M is in some By the constraints on D, Q(α) embeds into B [Voi19, Proposition 14.6.7], and so the integral element α is contained in some maximal order. By the Deuring correspondence, this order is isomorphic to End(E j ) for some j ∈ S. Hence there is an embedding ι : 
Distances within T D
Suppose j, j ∈ T D , and let α, α be the corresponding small non-integer endomorphisms with Q(α) ∼ = Q(α ) ∼ = Q( √ D). By Proposition 4.6, there exists a chain
with consecutive distances bounded by 4 π √ M , and each containing an element with the same minimal polynomial as either α or α . Now set j 0 := j, j r := j , and for each i = 1, . . . , r −1, set j i so that End(E ji ) ∼ = O i . By Lemma 4.4, for i = 1, . . . , r we have
Because each E ji has an element with the same minimal polynomial as α or α , each j i ∈ T D . This shows that the sequence j 0 , j 1 , . . . , j r has the desired properties. Note that we could have chosen our sequence of maximal orders to have r ≤ 3, or to have consecutive orders linked by an ideal of prime order. In the first case, we would have a sequence of j-invariants with r ≤ 3. In the second case, an ideal linking O i−1 to O i with prime norm at most 4 π √ M will correspond by the Deuring correspondence to an isogeny E ji−1 → E ji of prime degree at most 4 π √ M . This concludes the proof.
Isogenies Between M -small Supersingular Curves
Despite the large distances between M -small curves in distinct subsets T D (as in Theorem 1.3), we will show that isogenies between them can nonetheless be computed efficiently (probabilistic polynomial time in M and log p) under certain heuristic assumptions. To begin with, we recall the following observations, made in other papers: For each T D , we will construct a maximal order O D , and use Observation (Oiii) to find a j-invariant j D ∈ T D with known endomorphism ring. Then for D = D , we can use Observations (Oi) and (Oii) to find a (large degree) isogeny from j D to either j D or j p D . These specified j-invariants j D will act as "airports;" knowing that each isogeny valley T D is connected by small-degree isogenies, we can connect any two M -small supersingular curves by first finding a path from each to the closest airport, then following the large degree path between the airports.
One subtle issue with this approach comes from the fact that the Deuring correspondence is not one-to-one; it's quite possible that for some D, T D is actually a disjoint union of two subsets that are very far apart, one being the set of conjuages of the other. To remedy this, it suffices to have a single M -small supersingular j-invariant j 0 ∈ F p to route all paths through. For then if we have a path from j 0 to j p , we can simply apply the p th power Frobenius map to this path to obtain a path from j 0 to j. This technique will be used in Algorithm 2.
Assumptions
Recall in Lemma 3.1 that i 2 = −q and j 2 = −p for some relatively small value of q. Let K = Q(i) be a quadratic field of discriminant −4M ≤ D < 0. We will make two assumptions which are unproven but heuristically reasonable. In Section 7.3 we carry out computations that depend on these assumptions for p ≈ 2 256 , M = 100, and all allowable values of D, showing that in practice these assumptions seem to be valid. 1 (mod 4) ). Then if we randomly select integral elements β ∈ B, and let n be the denominator of trd(ωβ), it will not take too long before a choice of β such that the discriminant of the order Z ω, nβ can be efficiently factored into primes. 11 Proof. For D satisfying the above conditions, there is an embedding of K = Q( √ D) into B by [Voi19, Proposition 14.6.7]; this implies that B ⊗ Q K is split [Voi19, Lemma 5.4.7], which implies by Theorem 5.4.6(vi) that there is a solution N K(i)/K (z) = −p for some z ∈ K[i] × . Using assumption (Ai), we can solve for z = (x + y
in the norm equation, giving (x + y
After multiplying through by pq we have
Setting γ = pi + qzj + xk and δ = qwj + yk, we will have trd(γδ −1 ) = 0 and nrd(γδ −1 ) = −D by the proof of Lemma 5.4.7 in [Voi19] , so that √ D → γδ −1 defines an embedding Q( √ D) → B. Take α to be whichever of
is integral (depending on whether D ≡ 0 or 1 (mod 4)), considered now as an element of B. Take a random integral element β ∈ B such that {1, α, β} is linearly independent. Setting n to be the denominator of trd(αβ), Z α, nβ will be an order in B. If the discriminant of this order can be factored into primes (by assumption (Aii), this can be done after relatively few tries for β), we can efficiently compute a maximal order O containing this using Proposition 4.3.4 of [Voi05] . Noting that α has norm at most M , O is the desired maximal order.
Algorithms for Computing Isogenies
In order to compute isogenies, we will need to use modular polynomials.
Definition 7.2. The n th modular polynomial Φ n (x, y) ∈ Z[x] is characterized by the following property: Φ n (j 1 , j 2 ) = 0 if and only if there is a degree n cyclic isogeny E j1 → E j2 (i.e., an isogeny with a cyclic group as its kernel).
Modular polynomials are symmetric in x and y (Φ n (x, y) = Φ n (y, x)), and if n is prime, then the degree of each variable in Φ n (x, y) is n + 1. The largest coefficient of Φ n (x, y) grows faster than n 6n [Coh84] , which makes even the storage (let alone the computation) of modular polynomials very difficult as n grows large; for instance it takes more than a gigabyte to store the binary representation of Φ 659 , and 30 terabytes to store Φ 20011 [BLS12, pp. 1201 [BLS12, pp. , 1228 ]. However, it is possible to compute Φ n (x, y) (mod p) directly, without first computing it with integer coefficients; for instance, an algorithm given by Using these definitions, we can apply Algorithm 1 to compute the sets T D , the edges E D , and a specified j D ∈ T D with known endomorphism ring End(E j D ). Proposition 2.4 guarantees that the algorithm correctly builds the set S M of supersingular M -small curves.
Note that H O (x) will have degree O(M 1/2+ε ) (Proposition A.1), and the polynomials Φ (x, j) will have degree +1 = O(M 1/2 ). Assuming the conditions under which each appear in the algorithm, these polynomials will split in F p 2 , because their roots will be j-invariants of supersingular curves. Thus, assuming an oracle for Assumptions (Ai) and (Aii), and an oracle that finds all roots of a polynomial of degree O(M 1/2+ε ) that splits over F p 2 , Algorithm 1 can be shown to run in time polynomial in M and log p.
As noted above, if we want to guarantee existence of a path from any M -small supersingular curve to any other one (and not just to one out of a conjugate pair), we will need to be able to route isogenies through an M -small supersingular curve defined over F p . Such a curve should typically be fairly easy to find; the following lemma gives us a condition on M under which such a curve will be guaranteed to exist. Suppose we have completed Algorithm 1. If we have some j 0 ∈ S M ∩ F p , then we can apply Algorithm 2 to compute an isogeny between any two M -small supersingular curves j 1 , j 2 ∈ S M . At each step Algorithm 2: Computing isogenies between M -small supersingular curves. Input : j 1 , j 2 ∈ S M , j 0 ∈ S M ∩ F p , and the output of Algorithm 1. Output: An isogeny E j1 → E j2 , given as a sequence of -isogenies for primes =. 1 Find D 0 , D 1 , D 2 such that j i ∈ T Di for each i.
Find a sequence of edges in E Di connecting j i to j Di .
4
By following these edges, compute an isogeny φ Di :
Using O D and O D0 with Observations (Oi) and (Oii), find an isogeny Ψ i :
Let φ Di denote the dual of φ Di . Choose α, β ∈ {1, p} such that the composition
in the algorithm, the isogenies in question may be recorded as a sequence of -isogenies for relatively small primes (in particular, = O( √ M ) in step 4 by Theorem 1.3, and = O(log p) in step 7 by Observations (Oi) and (Oii)).
Even if we do not have a j-invariant j 0 ∈ S M ∩ F p , a modification of Algorithm 2 can still produce isogenies between M -small supersingular curves. If we obtain an isogeny E j1 → E (p) j2 , we may simply compose this isogeny with the p th power Frobenius E (p) j2 → E j2 . However, the resulting isogeny will be inseparable, and will not be expressible as a composition of -isogenies for small primes .
Example
It is worth examining how well Algorithm 1 works in practice; in particular, line 8 depends on the unproven assumptions (Ai) and (Aii), so we will focus on the time this step takes.
Let p = 2 256 + 297; we can take B defined by i 2 = −7 and j 2 = −p. Let M = 100. There are 62 valid fundamental discriminants D: For each of these D, we computed O D as in line 8. To do this for all valid D took 60 seconds on a generic personal laptop. In each case, we were able to take β = i or β = j in Assumption (Aii).
In practice, it seems as though the real bottleneck of Algorithm 1 is the edge-finding algorithm (lines 11-19); this took 4105 seconds on the same laptop.
A Counting M -small Curves
We will estimate the size of various sets of M -small curves, starting small and working up to progressively larger sets. The structure of T D will depend heavily on its relationship to M , as the proof will illustrate. If D is very small, then T D represents many different quadratic orders (N is large), but each embeds in only a couple of maximal orders (h(D) is small). If D is comparable to M , than T D represents only a couple of different quadratic orders (N is small), but each embeds in many different maximal orders (h(D) is large). Intuitively, the "isogeny valley" T D is deep and narrow for small |D|, but shallow and wide for large |D|. Proof. We can embed B into R 4 as follows: An element of O that projected onto v must be of the form k 2 + v for some integer k, because the reduced trace of an integral element is an integer. Hence either v ∈ O or 1 2 + v ∈ O, and the reduced norm is either 1 2 p 2/3 or 1 2 p 2/3 + 1 4 . This shows O is 1 2 p 2/3 + 1 4 -small. Conversely, we saw that the number of M -small curves is O(M 3/2 ), by summing sizes of ideal class groups of embedded quadratic orders (Proposition A.3). So if θ < 2 3 then the number of (Cp θ )-small curves will be O(p 3θ/2 ), with 3θ 2 < 1. But the number of supersingular curves is p 12 + O(1) [Sil09, Theorem V.4.1(c)], which grows faster than the set of (Cp θ )-small curves.
