In silico materials design is hampered by the computational complexity of Kohn-Sham DFT, which scales cubically with the system size. Owing to the development of newgeneration kinetic energy density functionals (KEDFs), orbital-free DFT (OFDFT, a linear-scaling method) can now be successfully applied to a large class of semiconductors and such finite systems as quantum dots and metal clusters. In this work, we present DFTpy, an open source software implementing OFDFT written entirely in Python 3 and outsourcing the computationally expensive operations to third-party modules, such as NumPy and SciPy. When fast simulations are in order, DFTpy exploits the fast Fourier transforms (FFTs) from PyFFTW. New-generation, arXiv:2002.02985v1 [physics.comp-ph]
nonlocal and density-dependent-kernel KEDFs are made computationally efficient by employing linear splines and other methods for fast kernel builds. We showcase DFTpy by solving for the electronic structure of a million-atom system of aluminum metal which was computed on a single CPU. The Python 3 implementation is objectoriented, opening the door to easy implementation of new features. As an example, we present a time-dependent OFDFT implementation (hydrodynamic DFT) which we use to compute the spectra of small metal cluster recovering qualitatively the time-dependent Kohn-Sham DFT result. The Python code base allows for easy implementation of APIs. We showcase the combination of DFTpy and ASE for molecu- 
I. INTRODUCTION

A. Theoretical background
Orbital-free Density Functional Theory (OFDFT) is an emerging technique for modeling materials (bulk and nanoparticles) with an accuracy nearing the one of Kohn-Sham DFT (KSDFT) and with an algorithm that is almost linear scaling, O(N log(N )), both in terms of work and memory [1] [2] [3] . The most efficient OFDFT software [2] [3] [4] [5] can approach million-atom system sizes while still accounting for the totality of the valence electrons. The central ingredient to OFDFT is the employment of pure Kinetic Energy Density Functionals (KEDFs). Commonly adopted KEDF approximants are not accurate enough to describe strongly directional chemical bonds -a category which unfortunately includes most molecules 6, 7 . However, newgeneration nonlocal KEDFs allow OFDFT to model quantum dots and semiconductors 8,9 . Hence, OFDFT is to be considered an emerging technique for computational materials science, chemistry and physics.
In OFDFT, the electronic structure is found by direct minimization of the DFT Lagrangian,
where E[ρ] is the electronic energy density functional, and N e the number of valence electrons, taking the form,
where, E H is the Hartree energy, E xc the exchange-correlation (xc) energy, T s the noninteracting kinetic energy and v ext (r) is the external potential (in OFDFT, typically given by local pseudopotentials).
Minimization of the Lagrangian with respect to the electron density function, ρ(r), yields the density of the ground state. In other words,
In practice, ρ(r) can be obtained by solving the Euler-Lagrange equation,
which is expanded as follows δT s [ρ] δρ(r)
where we grouped v s (r) = δE H [ρ] δρ(r) + δExc[ρ] δρ(r) + v ext (r). In conventional KSDFT, the KEDF potential, δTs [ρ] δρ(r) , is not evaluated and instead the kinetic energy is assumed to be only a functional of the KS orbitals which in turn are functionals of the electron density. In OFDFT, the KEDF potential is available by direct evaluation of the functional derivative of an approximate KEDF. Thus, the Euler equation
Eq.(5) can be tackled directly.
B. OFDFT software background
In this work, we present DFTpy, a flexible and object-oriented implementation of OFDFT.
The software builds all the needed energy and potential terms so that the minimization of the energy functional can be carried out. The optimization itself can be done by several commonly adopted nonlinear, multi variable optimizers (such as quasi-Newton methods).
DFTpy situates itself in a fairly uncultivated field, as unlike KSDFT, OFDFT software are few 2,4,10-12 . As most projects, DFTpy started out as a toy project collecting Python 3 classes defining NumPy.Array subclasses and associated methods for handling functions on regular grids. Functionalities included interpolations and conversion between file types. This was released under the moniker PBCpy 13 . The next step for DFTpy came in 2018 when classes related to the basic energy terms in materials were developed. Hartree energy based on NumPy's FFTs, exchange-correlation and KEDF functionals based on pyLibXC 14 .
Efforts to formalize the previous implementation culminated in recent months with a strong focus on efficiency of the codebase for its application to million atom systems.
The current state-of-the-art in OFDFT software is PROFESS 2 , GPAW 10 , ATLAS 12 and DFT-FE 4 . GPAW, DFT-FE and ATLAS are real-space codes implementing either finiteelement or finite-difference methods. Similarly to PROFESS, DFTpy relies on Fourier space not only for the treatment of Coulomb interactions but also for the computation of gradient and Lapacian operations (needed for instance for the von Weizsäcker term).
The distinguishing new features of DFTpy lie in its object-oriented core design composed of several important abstractions: Grid, Field (i.e., functions on grids), FunctionalClass (i.e., an abstraction encoding an energy functional). These enable fast implementations of new functionalities. As an example, in this work we showcase a new time-dependent OFDFT [15] [16] [17] [18] implementation for the computation of optical spectra within an OFDFT framework, and an API combining DFTpy with ASE 19 for the realization of molecular dynamics simulations.
More specifically, DFTpy distills efficient methods for the computation of structure factors via the smooth particle-mesh Ewald method 20, 21 , and an in-house, line-search-based electron density optimization algorithm which has the ability to dynamically adjust the effective grid cutoff during the optimization. To our knowledge, DFTpy contains the most efficient implementation to date of new-generation nonlocal KEDFs. These functionals are known to give a major boost to the performance of semilocal and nonlocal KEDFs but are associated with an unsustainable increase in the computational cost. DFTpy solves the problem by implementing an evaluation of the KEDF functional derivative (potential) that exploits linear splines, bringing down the computational cost to less than 20 times the one of a GGA
KEDF.
The paper is organized as follows. We first describe the most important classes defining the DFTpy codebase. We proceed to describe the core aspects responsible for the efficient implementation. Lastly, we provide the reader with two examples: first showcasing DFTpy timings and linear scalability with system size and then DFTpy's ease of implementation of new methods by presenting a time-dependent OFDFT implementation that we apply to the computation of optical spectra of small metallic clusters. 
II. CLASSES AND SOFTWARE WORKFLOW
B. Other Classes and APIs
DFTpy contains classes for handling the optimization of the electron density and for handling the user interface. The optimization class is a standard optimizer which will probably be spun off as its own module in later releases. The user interface consists of a Python dictionary collecting the parameters for the calculation and an API to ASE's input/output geometry handler 19 . With ASE, DFTpy can read and write virtually any file format.
DFTpy has been conceived to ease developments of new methods and to leverage the many modules already available. Too often junior scientists spend time reinventing common software simply because their platform is not flexible enough to interface easily with other modules. We showcase this with a simple example, using the capability of ASE to run molecular dynamics with DFTpy as the external engine. We developed a DFTpyCalculator class which is in the form of an ASE Calculator class, set in the ASE.Atoms class. In Section III C, we present a simple example of MD simulation carried out with DFTpy+ASE.
Two workflow examples are given in Figure 1 . including our recent work 8, 31 . In this section, we will focus on the functionals developed by our group, and specifically LMGP and LWT family of functionals. However, the techniques and conclusions drawn here are general and encompass other new-generation functionals, such as HC 26 and LDAK 30 .
Nonlocal KEDFs share the form:
where α and β are suitable parameters, and ω N L [ρ](r, r ) is a kernel usually assumed to be a function of only |r − r | and as such is represented in reciprocal space by a one-dimensional function, ω N L (q). When the Wang-Teter functional is used 32 ,
where
is the Fermi wavevector, and C WT = 6 25 (3π 2 ) 2/3 . The WT functional can be improved to satisfy functional integration relations 31 by the addition of one correction term giving rise to the MGP family of functionals. Namely,
MGP is given by (x, y) = (1, 5/6), MGPA by (x, y) = (1/2, 5/6) and MGPG by (x, y) = (1, 5/3). The only difference between MGP/A/G is the way a kernel is symmetrized. We refer the interested reader to the supplementary information of Ref. The timings associated with T N L compared to T TF + T vW are summarized in Table I We should make the following remarks: (1) The results presented in Table I are a reference only to isolated systems. For bulk systems, a much smaller k F grid is needed and the cost is therefore much reduced. Testing shows that the cost becomes less than half of the one in the table for similarly sized bulk systems. (2) The arithmetic progression used to generate the η grid can be improved and optimized. For example, we found that using geometric progressions can reduce the number of needed η points and thus further reduce the cost compared to Table I .
B. Density optimization strategies
Finding a solution to Eq.(4) is nontrivial. A stable optimization method is found by
in this way, there is no need to impose the constraint, ρ(r) > 0.
The algorithms employed to carry out the optimization have a long history and in many respects, they determine the computational efficiency of the entire OFDFT code. In DFTpy, we follow the common prescription. Given an initial ψ(r), the following steps are repeated until convergence is reached:
1. Obtain the search direction vector p k (r) with an optimization method of choice (e.g., conjugated gradient).
2. Find an acceptable step size λ k along the vector p k (r) using a line search strategy.
3. Generate a new ψ k+1 (r) from ψ k (r), λ k and p k (r).
For step (1), three main types of optimization methods are implemented in DFTpy:
nonlinear conjugate gradient (CG) 34-40 , limited memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) 41 and truncated Newton (TN) methods 42 . We tested the TN method to be the fastest method in DFTpy for most systems. However, in many instances (e.g. isolated systems), the TN method incurs into a high failure rate. Because in L-BFGS there is a need to store the last several updates of ψ and gradient, the memory cost is larger than for other methods. CG, instead, is the most stable among these methods, with several available options for updating p k . In DFTpy, line search can be performed by the algorithms in SciPy.Optimize.
There are two ways to carry out an optimization: one is direct minimization of the energy functional, and another is the optimization of the residual [i.e., the result of the evaluation of Eq. (10)]. The optimizing function, ψ k+1 , can be updated by ψ k+1 = ψ k + λ k p k , then normalized to N e . However, such a scaling scheme is not always stable. An alternative approach is to use an orthogonalization scheme prescribing p k to be orthogonal to ψ k and normalized to N e . The update can take the form 43 ψ k+1 = ψ k cos(λ k ) + p k sin(λ k ).
For those systems with inhomogeneous electron densities (such as clusters), convergence is very slow and can be very time consuming. For this reason, in DFTpy we implemented a multi-step density optimization scheme. In this scheme, the number of grid points needed to represent the electron density are determined dynamically and typically increase together with the optimization steps. We start out by carrying out a full density optimization on a coarse grid and then we interpolate the converged density onto a finer grid leading to substantial savings. For example, if the grid spacing of the coarse grid is twice larger than the finer grid, the timing is decreased by 1/8. For this scheme, the bigger the density inhomogeneities in the ground state density, the greater the efficiency improvement. In the next section, we will present an analysis of the timings and overall computational savings yielded by the new multi-step optimization method.
C. Leveraging existing techniques
DFTpy leverages fast algorithms, such as FFTs for Fourier transforms 44 , and Particle-Mesh Ewald (PME) scheme for the computation of ionic structure factors 21, 45, 46 Regarding the computation of the ionic structure factor, when a large number of ions is considered in the simulation (e.g., more than 1000 ions), the vanilla O(N 2 ) method is no longer viable and, instead, the PME method is commonly employed. To our knowledge, there are no tested, open-source Python modules for PME. Thus, DFTpy has an in-house PME implementation, taking advantage of SciPy methods when possible. However, this may change in future releases if such a PME Python module had to become available.
IV. TIMINGS AND ASSESSMENT OF EFFICIENCY
Throughout this section, the calculations are carried out with the bulk-derived local pseudopotentials 52 (BLPS) and optimal effective local pseudopotentials (OEPP) 53 , and the A, and a kinetic energy cutoff of 600 eV. This is sufficient to converge the total energy to below 1 meV/atom. (RM) scheme with TN method, also presented in the figure, performs comparably to the energy minimization, and the scaling scheme shows good performance. We conclude that TN provides the most efficient optimization. Thus, TN is adopted for all the following calculations of bulk systems.
A. Optimization of the electron density
The performance of the multi-step density optimization scheme described in III B in comparison to a vanilla density optimization of Al clusters is shown in inset (b) of Figure   2 . In the calculation, we used the same structures as in Table I , and for KEDF we use T TF + T vW . For each step, CG is found to be more stable than TN method for isolated systems and is employed in the density optimization. The results show that the multi-step scheme speeds up the calculation by a factor of 2, demonstrating the high-efficiency of this multi-step scheme. In particular, a two-step scheme already brings most of the achievable savings, and a three-step scheme further improves, even though by a much smaller margin. 
B. Linear scalability up to one million atoms
OFDFT methods are developed because they hold the promise to be able to describe realistically sized systems. In materials science, typical system sizes considered by the experiments involve thousands to well over millions of atoms. Will KSDFT ever be able to approach such systems? While it is hard to make a prediction at this particular point in history with quantum computing and machine learning spearheading new and potentially disruptive avenues of exploration, it is clear that current KSDFT algorithms (with exception of divide and conquer methods leveraging a mixture of KSDFT and OFDFT such as subsystem DFT 55 ) and software are far from being able to approach million-atom system sizes. OFDFT is developed to precisely fill this gap 3, 56 .
DFTpy enters this playing field with an essentially single-core implementation (possibly enhanced by multithreading from OpenMP implementations of some underlying modules which are, however, not employed in this work). We stress here that a single core is perhaps all that is needed when system sizes of such dimensions are approached. This is because the complexity of sampling becomes a true computational bottleneck. Several thousands or even millions of structures need to be sampled in large-scale simulations, which make farming-type parallelization more efficient than single executions of parallel codes.
To our knowledge, the largest system size ever approached by single-processor OFDFT software is 13,500 atoms 47 . At the same time, the largest system ever approached by parallel OFDFT codes reached ∼4 million atoms using 2,048 processors 48 . To test the computational usefulness and efficiency of DFTpy, we perform a density optimization on the fcc Al supercell up to 1,000,188 atoms with a single processor. The total time and time-per-call for the total potential as a function of the number of atoms are presented in Figure 3 . From the figure, we can see that DFTpy still shows approximately linear scaling behavior with the number of atoms even for the large systems considered. The total time for simulating the ∼1 million atom system on a single core is only ∼32 h and can be further reduced to ∼20 h by employing the slightly lower cutoff of 500 eV which can still converge the total energy to within 1 meV/atom. We also notice that the FFT only accounts for ∼25% of the total time, and surprisingly the time cost of T TF and LDA exchange-correlation are comparable to the FFT. To showcase this API, we target a known success story for OFDFT. That is, the simulation of structure and dynamics of liquid metals, and particularly liquid Al. In II: Bulk properties of fcc Al calculated by KSDFT and OFDFT methods. V 0 is the equilibrium volume (Å 3 /atom), E 0 is the total energy (eV/atom), and B 0 is the bulk modulus (GPa). "Relaxation" refers to values obtained by OFDFT after a structure relaxation using DFTpy+ASE.
We then proceeded to carry out MD simulations in the canonical ensemble (NVT) for liquid Al at the experimental density 2.35 g/cm 3 and the temperature of 1023 K 58 . We first consider a small system size of 108 atoms and then we also tackle a 1,372 atom system. The time step used is 2 fs, and a Langevin thermostat 59 is used. Except a uniform density as the initial guess density in the first step, the initial density is given by optimization density of previous step in following steps, which further reduces the wall time. Figure 4 shows that our simulation results are in very good agreement with experimental data. DFTpy simulates the 108 atoms for 20,000 steps in only 37368 s (∼10 h). To study finite-size effects on the g(r), we also carried out a simulation with a larger cell containing 1,372 atoms. The results in the figure show that finite-size effects are negligible for this system. Here, g(r)
were averaged over 10,000 steps after equilibration. 
V. EASE OF IMPLEMENTATION OF NEW METHODS
A. Time-Dependent OFDFT
The hydrodynamic approach to time-dependent DFT (TD-DFT) has shown great promise for understanding plasmonics 17, 60 , and the response of bulk metals 61 , metal surfaces 62,63 , and metal clusters 15 . Its applications, however, have been limited to model systems, such as jellium 63 , jellium spheres 15 , and other models 60 . Even though these models are useful, as they provide a qualitative picture of the physics, a predictive and quantitative model can only be achieved when the atomistic details of the systems are taken into account. This is exactly our aim in this new implementation in DFTpy. Thus, in this section we present an implementation of atomistic hydrodynamic TD-DFT which we call TD-OFDFT, hereafter.
The theory follows closely OFDFT 61, 64 , and introduces a "collective orbital" ψ(r), where |ψ(r)| 2 = ρ(r). We then solve the associated Schrödinger-like equation. Namely,
The Laplacian term comes from the minimization of the von Weizsäcker (vW) term, T vW
is the remaining part of the non-interacting kinetic energy and is included in the TD-DFT effective potential.
A similar approach can be formulated for the time dependent extension requiring the current density j(r, t) = ρ(r, t)∇S(r, t), where S(r, t) is a scalar velocity field. Thus, we write the time-dependent collective orbital in the form of ψ(r, t) ≡ ρ(r, t)e iS(r,t) , and then solve a time-dependent Schrödinger-like equation,
Following Eq.(12), the Hamiltonian in the above equation has the form,
which we implement in the adiabatic LDA (ALDA) approximation.
This formalism can be exploited in several flavors: real-time propagations 61 , and perturbatively 65 .
In this work, we choose the former, as described in the following section.
Implementation of real-time TD-OFDFT
We implemented a Crank-Nicolson propagator with predictor-corrector to any desired order. The relevant equation to solve for this implicit propagator is 66 ,
The real-time TD-OFDFT simulation follows the workflow:
1. Optimize the ground state density.
2. Build the Hamiltonian in Eq.(12).
3. Apply an external perturbation to displace the system from the ground electronic state (vide infra). 
Optical spectra of Mg 8 and Mg 50 clusters
We choose Mg metal clusters as the systems of interest. The system is optimized to its ground state density ρ 0 (r). At t = 0, we introduce a laser kick with strength k in the x-direction by setting the collective phase, S(r, t = 0) = −ikx,
where ψ(r) = ρ 0 (r). We then propagate the system in real time and obtain the timedependent dipole moment change
The oscillator strength is calculated using the following equation:
For simplicity, we employ the Thomas-Fermi-von Weizsäcker functional 67 , which was shown to perform well for finite, isolated systems such as the metal clusters considered in this work 68 . We use the OEPP local pseudopotentials 53 In a similar fashion, Figures 5 and 6 , show that our TD-OFDFT calculations yield spectra for Mg 8 and Mg 50 that are in fair agreement with TD-KSDFT.
The agreement, however, is stronger in the Mg 50 syatem where the width and shape of the spectral envelope is better reproduced. The reason for such an agreement likely is the fact that Mg 50 can develop a uniform electron gas-like electronic structure in its core, a type of structure well characterized by a single orbital.
Comparison of KS-DFT and OFDFT orbitals
An interesting question is whether the collective orbitals recovered by the solution of Eq.(11) resemble the KS orbitals. In principle, the collection of occupied and virtual KS orbitals form a complete basis, and so do the OFDFT collective orbitals. Thus, if we had to compare a large number of KS and collective orbitals, we would find that they span the exact same Hilbert space. For these reasons, we consider the Mg 8 system, and limit the comparison to the low-lying orbitals. Specifically, we compare orbitals within 5.0 eV from the Fermi energy, which corresponds to the first peak in the optical spectra. These comprise 17 OFDFT collective orbitals (1 occupied and 16 virtual) and 32 KS orbitals (8 occupied and 24 virtual). Three KSDFT and OFDFT virtuals are displayed in Figure 7 .
A direct comparison of OF and KS orbitals cannot be done visually. Therefore, we set up a rectangular overlap matrix, S ij = ψ KS i |ψ OF j and compute its singular value decomposition. The distribution of the singular values are collected in Table III .
Number of singular values Range
Occ + Virt Virt only 0.9 -1.0 14 7 0.8 -0.9 2 1 0.7 -0. 
VI. CONCLUSIONS AND FUTURE DIRECTIONS
The Python revolution in computational electronic structure theory began almost two decades ago. It initially involved the emergence of wrappers for traditional software 19, 70, 71 .
Initial attempts to output full-fledged quantum chemistry implementations came as early as DFTpy classes and structure are general and could support a KS-DFT implementation and APIs to other Python codebases, such as PySCF, GPAW and PSI4. In doing so, in the near future we will implement a set of classes that will handle embedding schemes (from many-body expansions to density and quantum embedding). In this way, we will be able to seamlessly combine portions of a mesoscopic system computed at the OFDFT level and others at the KS-DFT level pushing the boundaries of time and length scales that can be approached by ab initio methods. 
