If G is a plant automaton and K L(G) is a pre x-closed language there exists a supervisor that is complete with respect to G such that L( j G) = K \ L(G) = K if and only if K is controllable with respect to the plant language L(G) (cf. 15]). The language K is said to controllable with respect to L(G) if and only if (i) K L, and (ii) K u \ L(G) K, where = u c and u \ c = ;. The issue of deciding the controllability of K with respect to L(G) has been well studied in the context of nite-state automata 13]. Attempts at studying the above problem in a broader context 1, 17] have all concluded that it is undecidable. In this note we show that if L(G) and K are represented as free-labeled Petri nets (cf. chapter 6, 12]) then the controllability of K with respect to L(G) is decidable. This result is a direct consequence of the decidability of the Petri net reachability problem 8, 11] . In e ect we have identi ed a modeling framework capable of nitely representing a class of in nite state systems and controllability is decidable within this framework.
Introduction
Supervisory control of DEDS involves a discrete state plant and a discrete state supervisor that are usually modeled as (possibly in nite state) automata. The symbol set of the plant and supervisor automata are assumed to be identical and partitioned into controllable and uncontrollable sets. The plant automaton generates a language and the supervisor automaton accepts the language generated by the plant. The state of the supervisor is then used to decide the controllable symbols that will be permitted to occur in the plant language. The supervisor is assumed to have an inhibiting action only on the controllable symbols. Given a plant automaton it is of interest to synthesize a supervisor that prevents the occurrence of certain symbols of the plant in order to enforce some speci cations on the closed-loop system. The classes of speci cations that have been considered heretofore fall into two categories: state avoidance problems 14] , where the objective is to avoid a collection of states, and string avoidance problems, where the objective is to avoid a collection of event strings. In this note we consider the string avoidance problem.
Since the inception of the theory of supervisory control by Ramadge and Wonham 15, 14] there has been a signi cant e ort put into investigating alternate modeling formalisms for DEDS 7, 6, 9, 3, 4, 17, 16] . The motivation for these alternate models range from computational e ciency for restricted classes of supervisory control problems 3, 4] to increasing the descriptive power of the models so as to nitely represent in nite state systems 7, 6, 17, 16] . Researchers motivated by the later concept have found ways of representing a large class of discrete event systems within their modeling frameworks. A phenomenon that is universal to these alternate formalisms is that the increase in the modeling capability of the formalism is always accompanied by a reduction in the decision capability. Typically, researchers proposing the various formalisms establish the extent of their formalism by the fact that their formalism is powerful enough to model Turing machines (cf. chapter 4, 10] ). This situation is complemented by the fact that the problem of establishing anything non-trivial about these systems is uncomputable (cf. Rice's Theorem, 5]). If establishing the controllability of a particular pre x-closed language K with respect to the plant language L(G) is considered to be a fundamental prerequisite to supervisory control, then these models are (as a result of Rice's theorem) unsatisfactory. So, in our opinion, it is imperative that we nd a formalism that is not as \general" as Turing machines while at the same time not as \trivial" as nite state automata.
Using the decidability of the property of controllability of K with respect to L(G) as the test for the viability of modeling formalisms, the results of this note are:
1. Petri nets (PNs) are \too general" a framework to do supervisory control, as the controllability of a PN language K with respect to a plant PN language L is undecidable, and , and :Q ! Q is a partial function that describes the dynamics of the system. Events are assumed to be instantaneous and asynchronous. We extend the the function to a function :Q ! Q in the usual way. The language generated by G is denoted by the symbol L(G), where L(G) = f! j ! 2 and (!, q 0 ) 2 
Qg
To control a DES we assume the set is partitioned into two sets u and c , where c is the set of events that can be disabled. We let ? denote the set of control patterns, where ? = f j : ! f0, 1g and ( ) = 1 for each 2 u g.
An event 2 is said to be enabled by when ( ) = 1, and is disabled otherwise.
A supervisor is a system that changes the control pattern dynamically. An automata-based supervisor is a pair (S, ), where S = (X, , , x 0 ) is an automaton with a (possibly in nite) state set X, input symbol , partial transition function :X ! X, initial state x 0 , and :X ! ?. As de ned by Ramadge and Wonham 15] , the supervisor state transitions are synchronous with identically labeled events in the plant G. At each state of S a control pattern is selected based on the function. We use the symbol j G to represent the closed-loop plant-supervisor system described above, and the symbol L( j G) to represent the language generated by the system j G.
To have a well-de ned closed-loop behavior a completeness condition 15] must be imposed on the supervisor , namely, 8 ! 2 and 2 the following statement must be true,
where :X ! X is an extension of :X ! X. Following Ramadge and Wonham 15] a language K is said to be controllable with respect to L(G) if
There exists a complete supervisor such that L( j G) = K if and only if the language K is pre x-closed and controllable with respect to G 15] . The supervisor thus prevents the generation of strings in L(G) that are not in K, while making sure all strings in K can be generated by the system j G.
For the remainder of this note we concern ourselves with the following problem:
(P): Given a plant G that possibly has an in nite number of states and a pre x-closed sub-language K, is K controllable with respect to L(G)?
Hack 2] and Peterson (cf. chapter 7, 12]) observe that if the structure of a PN is enhanced by permitting inhibitor arcs then this extended class of PNs is equivalent to the class of Turing machines. So, if K and L(G) are assumed to be represented by labeled PNs with inhibitor arcs then the above problem is undecidable 17]. When K and L(G) are regular Ramadge and Wonham 13] have shown that (P) is decidable and has a complexity of O(n 2 m 2 ), where n is the cardinality of the state set of the minimal recognizer for K and m is the cardinality of the state set of the minimal recognizer for L(G). It was thought that PNs without inhibitor arcs might provide framework a rich enough to model a large class of DEDS while at the same time restrictive enough to decide (P). In the next section we explore this hypothesis in detail.
Main Results
We assume familiarity with PN languages. For a good exposition on this subject the reader is referred to Peterson where x := fy j (x, y) 2 g and the symbol card( ) is used to denote the cardinality of the set argument. In this note we do not consider simultaneous ring of multiple transitions. A string of transitions t 1 t 2 t k , where t i 2 T (i 2 1, 2, : : :, k) is said to be a valid ring sequence starting from the marking m, if, the transition t 1 is enabled under the marking m, and for i 2 f1, 2, : : :, k-1g the ring of the transition t i produces a marking under which the transition t i+1 is enabled.
Given an initial marking m 0 the set of reachable markings for m 0 denoted by <(N, m 0 ), is de ned as the set of markings generated by all valid ring sequences starting with marking m 0 in the PN N.
A labeled PN is a 3-tuple P = (N, , ), where N = ( , T, , m 0 ) is a PN, is a nite symbol set, and :T ! f g is a labeling function that identi es a particular element of the symbol set or the null symbol with each transition. If the labeling function : T ! is a bijection then the labeled PN is said to be a free-labeled PN. That is, the labeling function allocates distinct, non-null labels to distinct transitions. For a given valid ring sequence t 1 t 2 t k of the PN N, we can de ne a corresponding string ! = (t 1 ) (t 2 ) (t k ) 2 . Note that the length of !, denoted by j ! j satis es the inequality j ! j k. For free-labeled PNs j ! j = k. It is easy to see that a labeled PN P = (N, , ) e ectively de nes a language L(P)
, where L(P) = f! 2 j ! = (t 1 ) (t 2 ) (t k ) for some valid ring sequence t 1 t 2 t k of the PN N starting from m 0 g.
We say a language K is a PN language if there exists a labeled PN P = (N, , ) such that L(P) = K. It is straightforward to show that the class of PN languages are pre x-closed. For a detailed discussion on the closure properties and the relationship between the class of PN languages and other languages in the Chomsky hierarchy the reader is referred to the technical report by Hack 2] or Peterson's book (cf. gure 6.15, chapter 6, 12]).
We now call the reader's attention to the following results in the theory of PNs and PN languages. Theorem 3.3 ( 8, 11 ]) The reachability problem is decidable.
As a direct consequence of the above, we have the fact that problem (P) de ned in the previous section is undecidable when L(G) and K are PN languages. Before we state the main result of this note, we call the reader's attention to the fact that the class of FLPN languages (and PN languages) is closed under intersection. In other words, if we are given two labeled PN P 1 and P 2 it is possible to construct a third labeled PNs P 1\2 such that L(P 1\2 ) = L(P 1 ) \ L(P 2 ). For details of the construction the reader is referred to Hack's technical report 2] or Peterson's book (cf. section 6.5.4, 12]). For free-labeled PNs the above construction results in a free-labeled PN.
Loosely, the construction for free-labeled PNs can be stated as follows: merge transitions that have the same labels while retaining the original place sets. For an example the reader is referred to gure 1. Observe that in the free-labeled PN P 1\2 the input(output) places to each transition can be uniquely partitioned into those that belong originally to P 1 and those that belong originally to P 2 . Given a transition t 2 T 1\2 , we use the notation ( t) P i to refer to the places that were originally the input places to a similarly labeled transition in the PN P i . The notation (t ) P i is de ned likewise. Proof: The decidability of the rst problem is a direct consequence of theorems 3.2 and 3.3. The decidability of the second problem is not obvious. We now establish the decidability of the second problem.
Given two free-labeled PNs P 1 = (N 1 , , 1 ) and P 2 = (N 2 , , 2 ) such that L(P 1 ) = L and L(P 2 ) = K, we rst construct the free-labeled PN P 1\2 as suggested earlier.
Consider the free-labeled PN P 1\2 . For each transition t 2 T 1\2 such that 1\2 (t) = u 2 u , we replace t by two \new" (i.e. transitions that are not already a part of the PN) transitions t 2 and t 3 , where t 2 = ( t) P 1 , t 2 = ;, t 3 = t, and t 3 = t .
We repeat this construction step for all transitions in P 1\2 that correspond to some uncontrollable symbol u 2 u . Finally, we introduce a run-place p run (cf. section 6.4, 12] ) that is a common input place to all transitions in the new PN, and is an output place to all transitions in the new PN except the t 2 transitions introduced for every u 2 . As a part of the initial marking we place a single token in the run-place. So, if any one of the t 2 transitions re, all transitions in the PN will be dead as the run-place would be left with a token load of zero. This construction is illustrated in gure 2. For every newly introduced pair of transitions we assign a \new" label (i.e. a label that is not already in use) 2 u to the transition t 2 and \old" label u to the transition t 3 . The free-labeled PN that results is denoted as b P .
We do a di erent construction on the free-labeled PN P 1\2 to obtain another free-labeled PNP . We replace every transition t 2 T 1\2 such that 1\2 (t) = u 2 u , by two \new" transitions t 2 and t 3 , where t 2 = t 3 = t, t 2 = ; and t 3 = t .
We repeat this construction step for all transitions in P 1\2 that correspond to an uncontrollable symbol. As before, we introduce a run-place p run that is a common input place to all transitions in the new PN, and is an output place to all transitions in the new PN except the t 2 transitions introduced for every u 2 u . As a part of the initial marking the run-place is initialized with a token load of unity. Here again, the ring of any one of the t 2 transitions would imply that all transitions in the new PN are dead as the run-place is drained of its token. This construction procedure is illustrated in gure 3. We assign a \new" label 2 u to the transition t 2 and the \old" label u to the transition t 3 respectively. Thus we obtain the free-labeled PNP . 1 Observe
The \only if" part can be established by contradiction. Let L( b P ) = L(P ), and let K u \ L 6 K. Since K u \ L 6 K, and K, L are pre x-closed, 9 a ! 2 L \ K = K, 9 a u 2 u , such that ! u = 2 K and ! u 2 L. The PNs b P ,P and P 1 are free-labeled PNs, so the string ! identi es an unique ring sequence in the three PNs. The marking resulting from the occurrence of ! in b P andP should be identical. Also, the restriction of this marking (of b P orP ) to those places that originally belonged to the PN P 1 should be the same as the marking obtained by the occurrence of the string ! in P 1 . Since ! u 2 L(P 1 ), it follows that the transition t 2 can re in the PN b P , where 1\2 (t) = u , while the similar transition in the PN cannot re inP. This in turn would imply that ! 2 u 2 L( b P ), but ! 2 u = 2 L(P), which is a contradiction. The \if" part can also be established by contradiction. Let K u \ L K, and let L(P) L( b P ). Without loss in generality we can assume that 9 a ! 2 L(P ) \ L( b P ), 9 a such that ! 2 L( b P ) and ! = 2 L(P ). Since follows !, it follows that ! does not have any 2 u symbols. Also, the markings ofP and b P are the same after the occurrence of !. These facts together imply that if there is a symbol that can occur in PN b P after !, while the same symbol cannot occur in PNP after the occurence of !, then this symbol should be a 2 u symbol. But this would imply that ! u 2 (L -K) and hence K u \ L 6 L, a contradiction. 1 To the meticulous reader we should mention that the routine (yet laborious) details of this and the previous construction have been wittingly skipped to improve the readability. 1 and 2, 17] ). L(G) and K are FLPNLs as illustrated in gure 4, where we have two free-labeled PNs P 1 and P 2 such that L(P 1 ) = L(G) and L(P 2 ) = K. In principle there exists a single mechanized procedure to decide the controllability of any FLPNL K with respect to any FLPNL L(G). For the example under consideration it is easy to show that K is controllable with respect to L(G). Figure 5 shows a free-labeled PN-based solution to this problem. The controllable symbol b is permitted only when the token load of place p 2 is non-empty. Intuitively, the solution in gure 5 is obvious, place p 2 can be interpreted as a counter that keeps track of the di erence in the score of the symbol a and the score of the symbol b. Clearly, when this di erence is zero, the symbol b should be disabled. In the next section we conclude with a discussion on the implications of this result along with directions for future research.
Conclusions
In this note we suggest that establishing the controllability of any pre x-closed language K with respect to another pre x-closed language L is a fundamental prerequisite to supervisory control. K is said to be controllable with respect to L if and only if (i) K L, and (ii) K u \ L K, where is partitioned as = u c . So, any modeling paradigm wherein inclusion is undecidable is unsuitable for supervisory control. Since inclusion is undecidable for general Petri net (PN) languages 2], it follows that general PNs are unsuitable for supervisory control.
We then observe that if K and L are represented as free-labeled PNs (cf. chapter 6, 12]) then the controllability of K with respect to L is decidable. This result is a direct consequence of the decidability of the PN reachability problem 8, 11] . We also show by example that free-labeled PNs can nitely represent in nite state systems thus establishing the non-triviality of the class of free-labeled PN languages.
We can consider a weaker notion of controllability where we do not require that K L. The decidability of this problem in the context of general PN languages is an open problem. The proof of theorem 3.4 implies that this weaker notion of controllability is decidable within the context of free-labeled PN languages.
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