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ABSTRACT

Eﬃcient charge transfer and energy storage and transfer have become increasingly important in many areas of research and development. This is especially true for the development
of optoelectronic devices, molecular electronics, and solar voltaic cells. Characterization of
the photophysical properties of new molecular systems for these applications has emerged
as an important ﬁeld of research. Many molecular building blocks have been developed and
understanding the properties of these systems at a fundamental level is essential for their
successful implementation. This dissertation focuses on experimental and theoretical studies
of some of these newly-developed molecular systems. Oxygen substituted dihydrobenzvalene is studied theoretically for potential use in energy storage applications. Spectroscopic
studies center around the study of newly-developed molecules based on perylene and thiophene derivatives for device applications including nonlinear optics, photovoltaic cells, and
molecular electronics. The importance of the synergy between theory and experiment is also
demonstrated in the area of chemical education.

ii

DEDICATION

I would like to dedicate this to my family. Mom, I never knew I could have the strength
to do the things I could until you showed me. You are the most remarkable woman and I
admire everything you have done. I would not be able to do anything if it wasn’t for you
and can contribute all of my success to the amazing inﬂuence you’ve had on my life. My
grandmother, Maxine, you have supported me more than any person and I have turned out
to be the person I am because of the impact you have had on my life. To Melanie, you are
the best friend, person, and sister a girl could ever know. You have never given up on me
and have always been the hand to pick me up when I fall, without you none of this would
have happened. To Jason, thank you for always being proud of me and for always pushing
me to do better. And lastly, to Josh, the one person who has always loved me for the person
I am and was with me all the way through the end, I love you.

iii

ACKNOWLEDGEMENTS

First and foremost I would like to thank my advisors Dr. Steven Davis and Dr. Nathan
Hammer. Dr. Davis was there to support me from undergrad all the way through graduate
school and has always been the supporting hand to help me along the way. Dr. Hammer
helped me to grow up and succeed in this program and has taught me many valuable lessons
that I will remember for life. He is not just an advisor but a friend and for that I will always
be thankful. I would like to thank my committee members, Dr. Ritchie, Dr. Tschumper,
and Dr. Quinn for their time and eﬀort to help me succeed. I would also like to thank
the Hammer Research Group and the Davis Research group, from which I have gained
numerous friends and memories I will never forget. My graduate career would not be the
same without them. I would also like to thank the Tschumper research group for all the
many conversations that helped me. I would also like to thank the Ole Miss Chemistry and
Biochemistry faculty and staﬀ who have made my eight year tenure feel like home. They all
have a special place in my heart. I would also like to thank Ginger Tarpley, for her many
years of friendship and support which helped me succeed. Lastly, I would like to thank The
Sage’s, David, Pam, and Alex for their continued support and for all of the encouragement
and love over the years.

iv

TABLE OF CONTENTS

ABSTRACT

ii

DEDICATION

iii

ACKNOWLEDGEMENTS

iv

LIST OF FIGURES

viii

LIST OF TABLES

xii

1 INTRODUCTION

1

2 COMPUTATIONAL BACKGROUND

4

2.1

CONFIGURATION INTERACTION . . . . . . . . . . . . . . . . . . . . . . . .

9

2.2

MULTI-CONFIGURATIONAL SELF-CONSISTENT FIELD . . . . . . . . . .

11

2.3

MØLLER-PLESSET PERTUBATION THEORY . . . . . . . . . . . . . . . . .

12

2.4

DENSITY FUNCTIONAL METHODS . . . . . . . . . . . . . . . . . . . . . . .

13

3 SPECTROSCOPIC BACKGROUND

15

3.1

FLUORESCENCE SPECTROSCOPY . . . . . . . . . . . . . . . . . . . . . . .

19

3.2

SINGLE MOLECULE SPECTROSCOPY . . . . . . . . . . . . . . . . . . . . .

22

3.3

MULTIPHOTON IONIZATION . . . . . . . . . . . . . . . . . . . . . . . . . . .

25

3.4

GAS PHASE SPECTROSCOPY USING A TIME-OF-FLIGHT MASS SPECTROMETER . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

v

26

4 THE STUDY OF OXYGEN SUBSTITUTED DIHYDROBENZVALENE 31
4.1

INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

31

4.2

THEORETICAL METHODS . . . . . . . . . . . . . . . . . . . . . . . . . . . .

32

4.3

RESULTS AND DISCUSSION . . . . . . . . . . . . . . . . . . . . . . . . . . .

33

4.4

CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

38

5 OPTICAL AND FLUORESCENCE CHARACTERIZATION OF PHOSPHINESUBSTITUTED TERTHIOPHENES AND BITHIOPHENES

41

5.1

INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

41

5.2

SPECTROSCOPIC DETAILS . . . . . . . . . . . . . . . . . . . . . . . . . . . .

42

5.3

RESULTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

42

5.4

CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

48

6 SPECTROSCOPIC STUDIES OF PERYLENEDIIMIDE FUNCTIONALIZED BRIDGED-SILOXANE NANOPARTICLES

53

6.1

INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

53

6.2

SPECTROSCOPIC DETAILS . . . . . . . . . . . . . . . . . . . . . . . . . . . .

54

6.3

RESULTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

54

6.4

CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

57

7 SINGLE MOLECULE STUDIES OF ORGANIC RECTIFIERS COMPOSED OF PYRENE AND PERYLENEBISIMIDE

59

7.1

INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

59

7.2

EXPERIMENTAL DETAILS . . . . . . . . . . . . . . . . . . . . . . . . . . . .

63

7.3

RESULTS AND DISCUSSION . . . . . . . . . . . . . . . . . . . . . . . . . . .

65

7.4

CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

78

vi

8 THE MULTIPHOTON IONIZATION SPECTRUM OF METHYL IODIDE REVISTED: 1.67–2.2 eV EXCITATION

80

8.1

INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

80

8.2

EXPERIMENTAL DETAILS . . . . . . . . . . . . . . . . . . . . . . . . . . . .

81

8.3

RESULTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

83

8.4

CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

88

9 THE IMPORTANCE OF SYNERGY BETWEEN EXPERIMENT AND
THEORY: RAMAN SPECTROSCOPY AS THE METHOD OF DETECTION FOR CONSTRUCTING A BINARY LIQUID-VAPOR PHASE DIAGRAM

89

9.1

INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

89

9.2

EXPERIMENTAL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

91

9.3

HAZARDS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

92

9.4

RESULTS AND DISCUSSION . . . . . . . . . . . . . . . . . . . . . . . . . . .

92

9.5

CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

10 CONCLUSIONS

102

VITA

124

vii

LIST OF FIGURES

Figure Number

Page

2.1

Example of substitutions allowed . . . . . . . . . . . . . . . . . . . . . . . . . .

3.1

Potential energy surface for a generic molecule with the arrows indicating ab-

10

sorption, relaxation and ﬂuorescence . . . . . . . . . . . . . . . . . . . . . .

17

3.2

Representative potential energy diagram . . . . . . . . . . . . . . . . . . . . . .

21

3.3

Two diﬀerent microscope conﬁgurations used in our single molecule spectroscopy
setup: a) epiﬂuorescence and b) total internal reﬂection . . . . . . . . . . . .

23

3.4

Representative multiphoton ionization energy diagram . . . . . . . . . . . . . .

25

3.5

Basic Block Diagram of the Time of Flight Mass Spectrometer . . . . . . . . . .

27

3.6

Custom built Time-of-Flight mass spectrometer currently in the Hammer Research Lab . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

30

4.1

a) oxa-DHB and b)2-oxa-DHB . . . . . . . . . . . . . . . . . . . . . . . . . . . .

33

4.2

Isomerization pathway for n-oxa-DHB . . . . . . . . . . . . . . . . . . . . . . .

34

4.3

Isomerization pathway for a-oxa-DHB . . . . . . . . . . . . . . . . . . . . . . . .

35

4.4

Isomerization pathway for 2-oxa-DHB . . . . . . . . . . . . . . . . . . . . . . . .

35

4.5

Relative Energies for the Conrotatory Pathway for All Structures . . . . . . . .

39

4.6

Relative Energies for the Conrotatory Pathway for All Structures . . . . . . . .

40

viii

5.1

Chemical Structures of Phosphine-Substituted Terthiophenes . . . . . . . . . . .

5.2

Thin ﬁlm emission spectra for 1, 2, and 3 using the 457 nm Ar laser line for
excitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5.3

45

Single molecule ﬂuorescence time traces for 3 showing stable emission (top),
blinking (bottom left), and photobleaching (bottom left) . . . . . . . . . . .

5.4

43

46

Thin ﬁlm ﬂuroescence emission for 3 as a function of laser power using the 457
nm Ar+ laser line for excitation. . . . . . . . . . . . . . . . . . . . . . . . . .

47

5.5

OPT2PO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

49

5.6

POT2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

50

5.7

OPT3PO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

51

5.8

PST2PS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

52

6.1

Fluorescence emission spectra of P3HT/PDIB-NPs blends in solution of chlorobenzene. (Excited at 457 nm). . . . . . . . . . . . . . . . . . . . . . . . . . . . .

6.2

Possible pathway of electron transfers from P3HT to the PDI-NPs. When electron transfer occurs, emission from P3HT is quenched. . . . . . . . . . . . .

6.3

55

56

(a) Comparison of thin ﬁlm ﬂuorescence emission spectra of PDIB and P3HT;
(b) and (c) PDIB NPs/P3HT blends prepared from dilute solutions of PDIBNPs and P3HT (solution concentrations used = 0.02 mg/mL from each): (b)
457 nm excitation and (c) 514 nm excitation. . . . . . . . . . . . . . . . . . .

ix

58

7.1

Single molecule rectiﬁers studied here: Perylene imide anhydride (Molecule 1),
Pyrene and PBI separated by bridges of one (Molecule 2) and four (Molecule
3) carbon atoms.

Functional components include swallowtails to impart

adequate solubility and provide a hydrophobic tail necessary for LangmuirBlodgett ﬁlm formation and thioacetate anchors that allow coordination to
gold. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
7.2

UV-Vis absorption (left) and ﬂuorescence emission (right) spectra for Molecules
1 (top), 2 (middle), and 3 (bottom) . . . . . . . . . . . . . . . . . . . . . . .

7.3

70

A: Energy pathways available to DBA molecules after photoexcitation. B: Energy
level diagram showing possible electron transfer processes. . . . . . . . . . .

7.7

69

Histograms of the percent time emitting light for Molecules 1, 2, and 3 on glass
(left) and embedded in a polymer thin ﬁlm (right) . . . . . . . . . . . . . . .

7.6

68

Representative single emission time traces for 1 (left), 2 (center), and 3 (right)
on glass (a and b) and embedded in polymer thin ﬁlm (c and d) . . . . . . .

7.5

67

Representative single molecule ﬂuorescence spectra for Molecules 1 (left), 2 (center), and 3 (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7.4

64

73

Minimum energy conformations of truncated perylene imide anhydride (Molecule
1) and donor-bridge-acceptor molecules composed of pyrene and PBI separated by bridges of either one (Molecule 2) or four carbon atoms (Molecule 3)
optimized at the B3LYP/6-311G(d,p) level of theory. The swallowtails have
been replaced by methyl groups to simplify computation of the conformational
minima. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

x

75

7.8

Single molecule dipole emission patterns. . . . . . . . . . . . . . . . . . . . . . .

8.1

Schematic showing energy levels of methyl iodide. Arrows showing the photon

79

energies (and corresponding visible colors) of the laser employed here are
included. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

82

8.2

Power curves for the laser dyes employed here. . . . . . . . . . . . . . . . . . . .

84

8.3

Mass spectrum showing the parent ion CH3 I+ and the various fragment ions C+ ,
+
+
CH+ , CH+
2 , CH3 , and I . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

86

8.4

Multiphoton ionization spectra for the various fragments of methyl iodide. . . .

87

9.1

Demonstration of the linearity of the Raman scattering response in the 1,1,2,2,tetrachloroethane and cyclohexanone binary system. Raman spectra of known
mole fractions were recorded and their intensities were ratioed to that obtained from pure TCE. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

9.2

94

Experimental (black) and simulated (gray) Raman spectra of 1,1,2,2,-tetrachloroethane
(top) and cyclohexanone (bottom). The C-H and C-O stretching modes as
well as the normal mode are indicated by νC−H , νC−O , and an asterisk, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

95

9.3

Raman spectra of TCE in mixtures with cyclohexanone with varying mole fractions. 98

9.4

Vapor-Pressure Diagram showing measurements taken from both the liquid and
vapor phases during the distillation. . . . . . . . . . . . . . . . . . . . . . . .

9.5

99

Vapor-Pressure Diagram created using the traditional refractive index method. . 100

xi

LIST OF TABLES

Table Number

Page

4.1

Table 4.1:Activation Energies (kcal · mol−1 ) . . . . . . . . . . . . . . . . . . . .

36

4.2

Table 4.2: Relative Energies (kcal · mol−1 )(Including ZPE Correction) . . . . .

38

xii

CHAPTER 1
INTRODUCTION

The research presented in this dissertation centers around newly-developed molecules
that are involved in eﬃcient energy storage as well as charge storage and transfer. Key
elements include experimental spectroscopic studies of the properties of newly-developed
emissive systems, the theoretical description of these molecules, as well as the synergy between experiment and theory in research and chemical education. Charge transfer and
energy storage and transfer have become increasingly important in many ﬁelds of research.
Developing eﬃcient methods of energy storage has become more important as our planet’s
demand for new energy sources is ever increasing [1]. The need for more eﬃcient fuels has
resulted in many researchers looking for novel solutions to this problem [2]. In addition,
development of new devices built upon eﬃcient energy and charge transfer between individual molecules is at the core of molecular electronics, an area which has recently garnered
considerable attention as a viable post-silicon technology for use in electronic device applications [3]. Developing molecular electronics and novel optoelectronic devices and the
characterization of the physical properties of new molecular systems for these applications
have emerged as important ﬁelds of research [4–7]. Energy and charge storage and transfer
are also important in other areas such as in biological systems [8–10].
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The eﬃcient storage of energy is essential for the success of our society as the demand
for energy continues to rise. An active area of research involves the storage of energy in
the physical structure of molecules. In fact, the study of highly strained hydrocarbons has
become increasingly important as these hydrocarbons have been proposed for high density
fuel additives and for high energy density uses. For example, cubane is highly strained
and has been used proposed for use in explosives [11] and fuels [12]. Another example
is the quadricyclane structure which has been studied extensively as a way to store solar
energy [13–20]. Dihydrobenzvalene was also proposed as a potential high-energy density
propellant used to increase the range of Navy propulsion systems [21]. Highly strained
molecules release strain energy causing the overall energy density of a system to increase.
Hydrocarbons, however, have a high carbon-to-hydrogen ratio increasing the amount of soot
production. Due to this reasoning, investigation into strained systems with heteroatoms has
become important. The fact that the experimental combustion tests and synthesis can be
expensive, computational studies of these systems has become increasingly important [22].
By understanding the mechanisms of highly strained systems better, architectural types can
be developed.
Eﬃcient energy transfer is for the implementation of molecular electronics. Energy
transfer is also an important process in the functionality and development of solar voltaic
cells [23–25]. When photons are absorbed onto a voltaic surface, the energy is transferred
via molecular interfaces until an electron-hole pair is formed and this pair can be eﬃciently
separated. Understanding the properties of the molecules involved at the most fundamental
level is key to being able to create extremely eﬃcient photovoltaic cells and other opto-

2

electronic devices. Energy transfer and charge transfer are also essential in many diﬀerent
donor-bridge-acceptor systems where the donor moiety donates energy to the acceptor moiety. Eﬃcient charge transfer is essential in systems that are used for molecular electronics [4–7]. Molecular electronics has become a high ﬁeld of interest as the importance of the
creation of tailored nanostructures has increased. Part of this drive to create these types of
structures is to create self-contained electronic devices as well as the minimization of circuit
components [26]. In order to create an eﬃcient molecule capable of being used in molecular
electronics, an understanding of how they operate at the basic level is required.

3

CHAPTER 2
COMPUTATIONAL BACKGROUND

At the turn of the twentieth century, quantum mechanics began to develop in response
to experimental observations that could not be explained by classical mechanics. Einstein
and his mathematical explanation of the photoelectric eﬀect helped deﬁne what we classify
as quantum mechanics today. The photoelectric eﬀect refers to the ejection of electrons
from metals when interacted with photons of light. The result of this experiment along
with blackbody radiation and the UV-catastrophe, lead to the development of quantum mechanics. Quantum mechanics is the study of matter and energy for particles that explains
particles that display wave-like and particle-like properties, which were not previously explained by classical mechanics. All of quantum mechanics revolves around the Schrödinger
equation, shown in Equation 2.1, which was originally developed by an Austrian physicist
named Erwin Schrödinger in the late 1920’s [27] which is a diﬀerential equation and was
postulated by Heisenberg as well [28] in a matrix equation.

ĤΨ = EΨ

(2.1)

where Ĥ is the Hamiltonian or the total energy operator for the time-dependent equation,
Ψ is the wavefunction, and E is the total energy of the system. This equation describes
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the nature of quantum particles and can be used to describe the physical state of a system
in time, analogous to Newton’s equations of motion. For ab initio quantum chemistry, we
customarily solve the time-independent Schrödinger equation, because we are only interested
in stationary states. For a molecule, the Hamiltonian

Ĥ = T̂n + T̂e + V̂nn + V̂ne + V̂ee

(2.2)

where T̂n is the nuclei kinetic energy, T̂e is the electron kinetic energy, V̂nn is the nuclearnuclear repulsion, V̂ne is the nuclear-electron attraction, and V̂ee is the electron-electron
repulsion. For a many-body system, solving the Schrödinger equation exactly can become
extremely challenging, which is why approximations have been made to make the problem
tractible. With the advent of computers, solving the Schrödinger equation for larger systems has become more routine, however these approximations are still being used. The
Born-Oppenheimer approximation was one of the most important approximations to help
in solving the Schrödinger equation. It was proposed in 1927 by Max Born and J. Robert
Oppenheimer [29] and allows for the wavefunction of a molecule to be separated into the
electronic and nuclear portions.

Ψ(R, r) = ψelectronic (r; R) × ψnuclear (R)

(2.3)

where R is the nuclear coordinates and r is the electronic coordinates. Because the electron
mass is signiﬁcantly smaller than a proton (mp ≈ 2000(me )), their velocity is much slower
than that of an electron. Now the Schrödinger equation can be solved for the electronic

5

portion, Equation 2.4. The Schrödinger equation can be solved exactly for the H+
2 molecule
and iso-electronically similar molecules. However, for systems larger than that we have
to rely on approximation methods. One method for attempting to solve the Schrödinger
equation for larger systems is the Hartree-Fock Method [30, 31].

Ĥel ψel = Eel ψel

(2.4)

This method assumes that the electrons move independently of each other. In order for this
to be correct, the electrons are conﬁned to functions called the spin orbitals, ϕi . The spin
orbitals are composed of the product of a spatial orbital and a spin function (α or β). The
energy can then be calculated as the expectation value of the Hamiltonian operator

Ee =

⟨Ψ | He | Ψ⟩
⟨Ψ | Ψ⟩

(2.5)

where ⟨Ψ | Ψ⟩ = 1 for a normalized function. The wavefunction must be antisymmetric,
meaning it changes sign with respect to the change of electron coordinates, also known as
the Pauli exclusion principle. In order to ensure this property, the wavefunction is expressed
as a Slater determinant with the form:

χ1 (1) χ2 (1) ... χn (1)
1
Ψ= √
N!

χ1 (2) χ2 (2) ... χn (2)
(2.6)
...

...

...

...

χ1 (n) χ2 (n) ... χn (n)

6

At this point, in order to solve for the energy of the system, the variational principle is used
which states that the approximate wave function has an energy higher than or equal to the
exact energy. The variation method uses a trial wavefunction with variational parameters
included, which are varied to minimize the energy.
Each spin orbital is expressed as a linear combination of basis functions (χi (r)):

ϕi =

m
∑

cµ χµ

(2.7)

µ=1

where ci are the variational parameters used to minimize the energy. When these are applied
to the Schrödinger equation, a set of equations are formed that allow for the calculation of
the molecular orbital coeﬃcients, called the Roothaan-Hall equations [32, 33]:

F c = εSc

(2.8)

where c is the matrix containing the orbital coeﬃcients, S is the orbital overlap matrix, F
is the fock matrix, and ε are the orbital energies. This process is performed iteratively until
the energy is minimized with respect to the nuclear coordinates. This is referred to as the
self-consistent ﬁeld method because the iterative process continues until the ﬁeld seen by
each electron stops changing. Calculations that utilize this type of theoretical structure do
not use empirical or semi-empirical parameters and are termed ab initio.
One of the important keys to solving for the minimum energy as stated above is to choose
the appropriate basis set. There are two types of basis functions: Slater Type Orbitals
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(STO) [34] and Gaussian Type Orbitals (GTO) [35]. Slater type orbitals have the functional
form

χζ,n,l,m (r, θ, φ) = N Yl,m (θ, φ)rn−1 e−ζr

(2.9)

where N is the normalization constant, Yl,m are the spherical harmonic functions, ζ is the
orbital exponent, and n, l, and m are principal, azimuthal, and magnetic quantum numbers.
The Gaussian Type Orbital has the functional form

χζ,n,l,m (r, θ, φ) = N Yl,m (θ, φ)r2n−2−1 e−ζr

χζ,lx ,ly ,lz (x, y, z) = N xlx y ly z lz e−ζr

2

2

(2.10)

(2.11)

where Equation 2.10 is in spherical harmonics and Equation 2.11 is in cartesian coordinates.
The diﬀerence between the STOs and GTOs is the r2 radial dependence in the exponent
in the GTOs. This allows for ease of computational demand, but it also makes the GTOs
inferior to STOs requiring linear combinations of multiple GTOs to approximate an STO.
The most important step when considering basis sets is the number of functions used to
evaluate your system. For example, a standard basis set that is 6-31G, which is a double
zeta, split valence basis set. It consists of 6 contracted Gaussians on the core orbitals,
designated by the ﬁrst number. The second portion describes the basis set for the valence
electrons, consisting of three contracted Gaussians and one uncontracted Gaussian on the
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valence orbitals, giving ﬂexibility to the valence orbitals. A minimum basis set would include,
for example, two s-functions(1s and 2s) and one set of p-functions (2px , 2py , 2pz ) on the
second row elements. However, a valence double zeta basis set doubles all the valence basis
functions. If continuing with the example of the second row elements, that would give
two s-functions (1s, 2s, 2s’ ) and two sets of p-functions (2p and 2p’ ). This systematic
improvement can be extended through triple zeta, quadruple zeta, quintuple zeta, and so
on. Diﬀuse functions can be added to the basis set for systems, such as highly excited
electronic states or loosely bound molecular systems, which allows the basis functions to
be more ﬂexible to encompass the remaining electron density of a weakly bound electron.
Polarization functions can also be added to the basis set which adds a higher order angular
momentum function. An example is adding p-orbitals to hydrogen which requires a single
s-function. Another type of basis set is called the correlation consistent basis set by Dunning
and coworkers [36–40].

2.1 CONFIGURATION INTERACTION
While the Hartree Fock method is useful, it does not account for explicit electron correlation.
To account for this correlation, the conﬁguration interaction(CI) method can be employed
in computational studies. The CI method uses the trial wave function shown in equation
2.12. The molecular orbitals are taken from the Hartree Fock calculation and are held ﬁxed.
Φi refers to the excited determinant formed from substitutions [31]. In this method, an
electron is promoted from the occupied orbital to a virtual orbital.
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Ψ = ao ΨHF +

∑

as Φ s +

∑

s

d

ad Φd +

∑

at Φt + ...

(2.12)

t

Several examples of substitutions are shown in Figure 2.1. The reference determinant is
the ground state (no excitations). A single excitation is where one electron is excited from
an occupied to a virtual orbital. A double excitation is where two electrons are excited
from occupied orbitals to virtual orbitals. A full conﬁguration interaction is calculated
when all substitutions possible are accounted for. However, even with the advances made
in computational power, this calculation rapidly becomes impractical except for all but
the smallest systems. Therefore truncated CI methods are typically used which reduces the
number of excited determinants that are possible. For example, employing CIS, conﬁguration
interaction with single excitations, does not give any improvement over the HF result for
the ground state. CID, conﬁguration interaction with double excitations, is the lowest CI
method that improves the HF result, and continues with CISD, CISDT, CISTDQ and so
on.

Reference

Single

Single

Double

Double

Figure 2.1. Example of substitutions allowed
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Triple

Triple

2.2 MULTI-CONFIGURATIONAL SELF-CONSISTENT FIELD
HF methods, along with other methods such as CI, do not accurately describe systems
such as those containing biradicals. In order to accurately describe these systems, the
multiconfgurational self-consistent ﬁeld (MCSCF) method must be employed. The MCSCF
wavefunction has the form

Ψ=

∑

Ak Φk

(2.13)

k

where the AK ’s are the CI expansion coeﬃcients and Φk ’s are the conﬁguration wavefunction.
When expanding the conﬁguration wavefunction, the general form is

Φk = A{Πi⊂k ϕi }

where ϕi =

∑
µ

(2.14)

χµ cµi and cµi is the MO expansion coeﬃcients. The MCSCF wavefunction

allows for the optimization of the CI expansion coeﬃcients (AK ) as well as the coeﬃcients
used to obtained optimized molecular orbitals (cµi ), whereas CI only allows for the CI
expansion coeﬃcients to be optimized. This process is performed iteratively until the lowest
energy is achieved. This method accurately describes situations such as those containing
biradicals. However a MCSCF calculation is very computationally demanding as it requires
two optimization steps and is almost impossible for large systems. One approach to minimize
the amount of conﬁguration state functions (CSFs) is to use the Complete Active Space SelfConsistent Field method (CASSCF). In a CASSCF calculation, an active space is chosen
that contains all the occupied and unoccupied orbitals for the chemically relevant bonds,
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i.e. any bond that may undergo a change, in a system. Once the active space is selected,
a full CI calculation is performed on just the active space and a SCF optimization on the
MOs outside the active space.

2.3 MØLLER-PLESSET PERTUBATION THEORY
It is important to remember that even though the CASSCF method allows for full treatment of electrons involved in the active space and optimization of the orbitals outside the
active space, it still does not account for all of the electron correlation energy. More speciﬁcally, MCSCF does not account for dynamic electron correlation outside of the active space.
To circumvent this problem, pertubative methods have been utilized. More speciﬁcally in
this dissertation project, multi-reference pertubative methods are used. For pertubative
methods, the Hamiltonian is divided into two parts

Ĥ = Ĥ0 + λĤ

(2.15)

where Ĥ0 is the zeroeth order Hamiltonian or unperturbed system and λ is the pertubative
parameter. The wavefunction is now expanded in a Taylor series as shown in Equation 2.16.

Ψ = Ψ(0) + λΨ(1) + λ2 Ψ(2) + λ3 Ψ(3) + ...

(2.16)

and the energy is likewise expanded as shown in Equation 2.17.

E = E (0) + λE (1) + λ2 E (2) + λ3 E (3) + ...
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(2.17)

The wavefunction and energy expansion are then substituted back into the Schrödinger
equation

(Ĥ0 + λĤ)(Ψ(0) + λΨ(1) + ..) = (E (0) + λE (1) + ...)(Ψ(0) + λΨ(1) + ..)

(2.18)

Once the products are expanded, the coeﬃcients for each power of λ are set equal. With
Møllar-Plesset pertubation theory, the unpertubed portion is a sum of the zero and ﬁrst
order corrections to the energy and wavefunctions. A correction to the energy and functions
begins with a λ2 term (double excitations). The pertubation can be arbitrary and is usually
referred to with the acronym MPn where n is the order at which the pertubation theory
is truncated. It is important to remember that because MPn methods are not variational,
it can estimate the correlation energy to be higher or lower than the actual value. With
multireference pertubative methods, the MCSCF wavefunction is utilized instead of a single
reference wavefunction. There are many diﬀerent methods that have been proposed, such
as MRMP and CASPT, that are used to recover correlation energy, and these methods have
proven to be successful and eﬃcient in recovering dynamic electron correlation.

2.4 DENSITY FUNCTIONAL METHODS
Density functional methods have become useful in computational chemistry due to the computational eﬃciency and accuracy aﬀorded these methods. Density functional theory was
originally deﬁned by Hohenberg and Kohn [41,42]. Their formulation states that the ground
state electronic energy is determined by the electron density. The Hartree-Fock energy can
be written as
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E HF = ET + EV + EJ + EK

(2.19)

where ET is the kinetic energy, EV is the electron-nuclear potential energy, EJ is the Coulomb
energy, and EK is the exchange energy. However, in the density functional method, the
exchange energy is replaced with the exchange-correlation energy, and all terms, with the
exception of the nuclear-nuclear repulsion, are expressed in terms of the electron density,
ρ, instead of wavefunctions which reduces the number of variables since density is only
a function of the spatial coordinates. The biggest diﬀerence between the DFT and HF
methods is that DFT includes the explicit electron correlation while HF only allows for
implicit electron correlation. SCF methods can also be employed with DFT resulting in
hybrid functionals. DFT is considered a ”semi-empircal” method since ssome parameters
are adjusted according to experimental data for better accuracy.
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CHAPTER 3
SPECTROSCOPIC BACKGROUND

Spectroscopy is the study of the interaction of light with matter [43]. It is one of the most
valuable tools in probing the properties of newly-developed emissive materials at the atomic
and molecular levels. At the most fundamental level, molecules absorb electromagnetic
radiation and measurements of this absorption yields information on the structure and electronic properties of the molecules. When light interacts with matter, a number of processes
can occur: scattering, absorption, stimulated emission, and spontaneous emission. Raman
spectroscopy measures light scattering from molecules and can provide valuable structural
information. Absorption and emission spectroscopy are used to measure the amount of light
absorbed or emitted from a molecule and will be discussed in more detail.
When a molecule interacts with electromagnetic radiation of a certain frequency, absorption can occur and certain transitions between allowed quantum states will occur. Once
the molecule is excited by absorption, photoluminescence occurs, which is the process of
relaxation to the ground state through the emission of photons. This can occur through ﬂuorescence and phosphorescence. Figure 3.1 shows a representative potential energy surface
showing these processes. Absorption occurs when the incident photon of a certain frequency
interacts with the molecule causing excitation to some higher vibrational level of the excited state, indicated by the red arrow. The energy associated with a certain wavelength is
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given by Equation 3.1, where h is Planck’s constant. In order for absorption to occur, the
frequency of the incident light must equal the energy gap between the ground state and the
excited state divided by Planck’s constant, shown in Equation 3.2.

hc
λ

(3.1)

Ee − Eg
h

(3.2)

E = hν =

ν=

Once in the excited vibrational state, the molecule will relax to the ground state of the
excited state, indicated by the black arrow in Figure 3.1. At this point, emission will occur,
indicated by the green arrow, and the molecule will relax back down to the favorable ground
state, indicated by the grey arrow.
All absorption and emission characteristics are dictated by the electromagnetic properties
of the molecule [44]. Electromagnetic radiation consists of magnetic (B) and electric ﬁelds
(ϵ̂). The electric ﬁeld can interact with the charged particles of a molecule which is deﬁned
as the dipole moment [43]. The dipole moment is given by

µ=

∑

qi ri

where qi is the charge and ri is the distance to the center of mass.
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(3.3)

Potential Energy
0
Figure 3.1. Potential energy surface for a generic molecule with the arrows indicating absorption, relaxation and ﬂuorescence
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Absorption and emission can be described by the Einstein coeﬃcients associated with
each process, which are rate constants. They are based on spontaneous and stimulated emission and stimulated absorption. The absorption coeﬃcient is designated as B12 , stimulated
emission by B21 and spontaneous emission by A21 . These rates are given by
(
Aif =

)(

gi
gf

16Π3 | µif |2 n3 ν 3
3ϵ0 hc3

Bif =

where

gi
gf

| µif |2
6ϵ0 h̄2

)
(3.4)

(3.5)

is the Boltzmann distribution and µif is the transition dipole moment operator.

The stimulated processes follow the same rate constant due to the fact that the rate of
transition going into the system is what you must get out. When a molecule is excited, the
transition dipole moment dictates whether a transition between quantum states is allowed
and is given by Equation 3.6.
∫
µif
x

=

ψi∗ (x)µ̂x (x)ψf (x)dτ

(3.6)

where µ̂ is the dipole moment operator, ψ is the wavefunction, which is composed of the
electronic, vibrational, and rotational wavefunctions. A transition is only allowed when the
transition dipole moment is not equal to zero. This forms the basis of selection rules for all
of spectroscopy [43, 44]. For example, microwave spectroscopy requires a permanent dipole,
infrared spectroscopy requires a change in the dipole moment, Rayleigh scattering requires
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an induced dipole, and Raman spectroscopy requires a change in polarizability. All of these
spectroscopic processes are controlled by allowed transitions which can be mathematically
determined using Equation 3.6. In this dissertation, multiple spectroscopic methods are used
to study energy and charge transfer. These include ﬂuorescence spectroscopy of thin ﬁlms,
single molecule ﬂuorescence spectroscopy and gas phase electronic absorption spectroscopy
using a time-of-ﬂight mass spectrometer.

3.1 FLUORESCENCE SPECTROSCOPY
Fluorescence spectroscopy is the study of light emission from molecules when they relax
from some electronically excited state to the ground state. The study of emissive properties of molecules helps elucidate structural information as well as environmental information
about the system of study [45]. Fluorescence is one process that can occur when photons are
released from an electronically excited state. Fluorescence, illustrated in Figure 3.2, occurs
from the ground vibrational state of an excited electronic state (S1 ) to various vibrational
levels of the ground electronic state (S0 ). If a molecule is excited to a higher vibrational state
of the excited state, then the molecule will vibrate in order to release energy to equilibrate to
the lowest vibrational state. There are many processes that compete with ﬂuorescence, such
as intersystem crossing, internal conversion and phosphorescence. One important characteristic of ﬂuorescence is that the energy of emission is lower than that of absorption, occurring
at longer wavelengths. This is due to the rapid relaxation of the excited vibrational state
to the ground vibrational state in the excited state. This eﬀect was ﬁrst observed by Sir
G. G. Stokes in 1852 [44, 46]. Another characteristic is that the emission spectra is usually
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independent of excitation wavelength, also known as Kasha’s rule. This results from the
internal conversion where molecules relax from some excited vibrational level in the excited
state to the ground vibrational level of the excited state before ﬂuorescence occurs.
In this dissertation project, multiple ﬂuorescent chromophores have been studied, including polythiophene, bithiophene, and perylene bisimide. Chromophores are a subset of
ﬂuorophores, where ﬂuorophores encompasses all molecules that emit light after excitation
and chromophores refer to certain parts molecules that are have either conjugated pi systems or metal complexes. Absorption of a photon with the right energy will promote an
electron to the antibonding orbital. This is a π → π ∗ transition. Because this transition is
favorable, conjugated pi systems are usually the most widely studied systems in ﬂuorescence
spectroscopy [44].
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Figure 3.2. Representative potential energy diagram
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3.2 SINGLE MOLECULE SPECTROSCOPY
Single molecule spectroscopy (SMS) is used here to study photophysical properties of single
molecules that are building blocks for energy and charge transfer applications [47]. Specifically, SMS allows for the heterogeneity of molecular properties to be elucidated. Single
molecule spectroscopic techniques have proven to be a valuable spectroscopic method in
recent years to investigate chemical, physical and biological phenomena and for elucidating structural and environmental information [48–51]. The advent of single molecule spectroscopy is rather recent with the ﬁrst single molecule ﬂuorescence detection in 1990 [44,52].
SMS is used in many diﬀerent applications such as ﬂuorescence measurements, lifetime measurements, and ﬂuorescence resonance energy transfer (FRET).
Here, the investigation of the photophysical properties of newly-developed emissive molecules
is performed at the single molecule level, giving rise to increased sensitivity levels and the
ability to investigate properties that are normally hidden in ensemble studies. This spectroscopic technique has shown that most of the properties that are normally hidden by
ensemble averaging reveal important information on diﬀerent dynamical processes as well
as information about the nanoscale environment. Two of the most important components
are examining the solvent eﬀects and contamination as well as the signal to noise ratio. The
setup for a single molecule experiments consists of an excitation source, usually a laser, a
microscope, and a detector. The setup in this dissertation proposal consisted of two microscope conﬁgurations: epiﬂuorescence and total internal reﬂected (TIR), shown in Figure
3.3.
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a)

b)
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Objective

Dichroic

Dichroic
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Excitation Beam
Filter

Filter

CCD Camera

CCD Camera

Figure 3.3. Two diﬀerent microscope conﬁgurations used in our single molecule spectroscopy
setup: a) epiﬂuorescence and b) total internal reﬂection
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For epiﬂuorescence, shown in Figure 3.3.A, the excitation source is directed into the objective
and onto the sample. The ﬂuorescence travels back through the objective to the CCD camera
or spectrograph. Dichroic and long pass ﬁlters are used to block the excitation source from
the CCD camera. In total internal reﬂection mode, the excitation source is directed into
the side of the objective, where it internally reﬂects with the coverslip before exiting. The
ﬂuorescence is collected the same way as the epiﬂuorescence mode. One beneﬁt of using TIR
is the ability to image dipole emission patterns. Dipole emission patterns were ﬁrst reported
by Dickson et al [53]. These patterns provide orientational dynamics not previously known.
The emission patterns are diﬀerent depending if the molecule is oriented along the optic (z)
axis or along the x,y axis. It can provide valuable information in ﬁelds where orientational
eﬀects have a great role in the functionality of the systems of study (nanomaterials, molecular
electronics, etc.). Another phenomena that occurs in SMS is known as triplet blinking.
Blinking occurs when single molecules are excited and are trapped in a short lived triplet
state [48, 49] . This triplet state is characterized by ”dark time”, a period of time when a
molecule no longer emits light. When the molecule relaxes from this triplet state, it will emit
photons again. Another aspect that must be considered in single molecule spectroscopy is
photobleaching. Photobleaching is the point at which a molecule will no longer emit photons
and ﬂuoresce no more. This causes signiﬁcant problems for experiments that are on a time
scale equivalent to the lifetime of the molecule. Due to this eﬀect, the power of the excitation
source is extremely important. For example, at higher power the molecule will emit more
photons for a shorter period of time but will photobleach faster.
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3.3 MULTIPHOTON IONIZATION
Multiphoton ionization is used to study certain properties of molecules using multiple photons as an excitation source. It has been widely used in many diﬀerent disciplines and
continues to be utilized today. The advent of multiphoton ionization was made possible
through the development of lasers and became even more popular in the 1960s when tunable dye lasers were introduced [54]. The process of multiphoton ionization is shown in
Figure 3.4. First, a molecule in the ground state is excited with the ﬁrst incoming photon,
indicated by the ﬁrst arrow. Once excited, if another incoming photon interacts with the
molecule fast enough, the molecule will transition to a higher excited state. This process
can continue until the ionization potential is reached, at which point the molecule will break
apart. For this dissertation, multiphoton ionization was employed for the development and
testing of our mass spectrometer.

Energy(eV)

IP
E
D
C
B
A

Figure 3.4. Representative multiphoton ionization energy diagram
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3.4 GAS PHASE SPECTROSCOPY USING A TIME-OF-FLIGHT MASS
SPECTROMETER
Mass spectrometry is a spectroscopic technique that measures the mass-to-charge ratio (m/z)
of a charge species. It is a valuable analytic tool that can help elucidate structural information as well as compositional information. There are many types of mass spectrometers,
which include quadrapole, ion trap, and time-of-ﬂight (TOF), as well as hybrid spectrometers. The basic mass spectrometer consists of an ion source, ﬂight chamber, and a detection
chamber. A schematic diagram of a TOF mass spectrometer is shown in Figure 3.5. The
ion source is an inlet system that allows the gas to be introduced into the ionization chamber where they are ionized. This ionization can occur through diﬀerent processes, however
this dissertation will focus on electron ionization and multiphoton ionization, which will be
discussed in more detail later. Once the molecules and clusters of interest are ionized, they
are directed down the ﬂight tube and will arrive at the detection chamber separated based
on their mass-to-charge (m/z) ratio. Our TOF mass spectrometer was modeled after the
one developed by Wiley and McLaren in 1955.
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Figure 3.5. Basic Block Diagram of the Time of Flight Mass Spectrometer
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This mass spectrometer has a backing plate that is the same charge of the species to be
studied. It is used to accelerate them into the drift free region and a second plate that is
the opposite charge of the species. Once the molecules enter the drift free region, they will
separate based on their mass:

1
T = mv 2
2

(3.7)

If molecules of the same mass are accelerated from diﬀerent points in the source chamber,
i.e. one molecule is more towards the backing plate and one is towards the acceleration
plate, they will exhibit a constant diﬀerence in time and space, which is called a temporal
distribution.

∆m
2∆t
=
m
t

(3.8)

However, the molecules towards the back will exhibit a higher kinetic energy compared
to those that are towards the front because they are closer to the backing plate and will
inevitably pass them in the drift free region, which is spatial distribution. Both temporal
and spatial distribution have a broadening eﬀect and decreases the overall resolution of
the instrument. Over time, there have been many advancements to try and improve this
resolution, one of them being the installation of a reﬂectron, also known as an electrostatic
mirror. The ﬁrst design of a reﬂectron was published in 1973 by Mamyrin et. al and helps
correct for the temporal and spatial distributions. A reﬂectron uses an electrostatic ﬁeld to
change the direction of the incoming ions. Due to the distributions presented previously,
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some molecules will be moving faster and some slower while in the drift free region. Ions
that are moving faster will penetrate the reﬂectron deeper than molecules that are moving
slower. The molecules that are moving slower will not penetrate the reﬂectron as deep.
This causes the faster molecules to lose time and the slower molecules to gain time, thereby
creating a packet of ions of the same mass reaching the detector at the same time. An image
of the mass spectrometer located in the Hammer Research Lab is shown in Figure 3.6.
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Figure 3.6. Custom built Time-of-Flight mass spectrometer currently in the Hammer Research
Lab
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CHAPTER 4
THE STUDY OF OXYGEN SUBSTITUTED DIHYDROBENZVALENE

4.1 INTRODUCTION
Dihydrobenzvalene (DHB) has been a molecule of interest due to its inherent ring strain
and because of the eﬀect the two-carbon bridge has on its isomerization pathway. It was
ﬁrst reported in the literature by Leml and Shim [55] and was later produced in large yield
by Christl and Bruntrup [56]. The 185-nm photolysis of DHB was reported by Adam et
al. which detected four products resulting in methylenecyclopentane, 1,3-cyclohexadiene,
and both the cis- and trans-1,3,5-hexatriene [57]. Davis et al. previously reported computational studies that determined the equilibrium geometry, strain energy, and heat of
formation, along with a vibrational analysis using infrared and Raman spectra [58]. Wang
et al. reported computational studies on the thermochemistry of DHB, determining the
enthalpy of formation [59]. Davis et al. then studied the isomerization pathway of DHB and
determined that it could proceed through two diﬀerent isomerization pathways: a conrotatory pathway leading to the (E,Z)-1,3-cyclohexadiene intermediate and a second disrotatory
pathway leading directly to the (Z,Z)-1,3-cyclohexadiene product [60]. The conrotatory
pathway occurs in an asynchronous manner in which the two bonds break at diﬀerent points
along the reaction path. The disrotatory pathway occurs when the bonds cleave at diﬀerent
points along the reaction path. Both pathways result ultimately in the formation of the
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(Z,Z)-1,3-cyclohexadiene product. According to the Woodward-Hoﬀman rules, a thermal
pericyclic rearrangement can occur through an allowed conrotatory pathway or a disallowed
disrotatory pathway. The conrotatory pathway occurs when the orbitals rotate in the same
direction. The disrotatory pathway occurs the orbitals rotate in opposite directions. The
disallowed pathway for dihydrobenzvalene was found to have an activation barrier 11.4 kcal
· mol−1 higher than the allowed pathway. We are interested in the addition of one or two
oxygen atoms in the structure to determine their eﬀects on the barriers in the isomerization
pathways.

4.2 THEORETICAL METHODS
Calculations were performed using the GAMESS [61] suite of programs. Due to the expected singlet biradical nature of the transition states, a multiconﬁgurational wave function
must be employed. The active space consist of the σ and σ ∗ occupied and unoccupied orbitals
between the carbon atoms involved in the two-carbon bridge for the starting structure, which
consists of C1-C2, C2-C3, C1-C3 and C1-6, shown in Figure 4.1, encompassing 10 electrons
in 10 orbitals. In all pathways, once the intermediate is formed, π orbitals are present and
are naturally included in the active space due to the choice of the active space orbitals in
structure a. The active space was chosen by examining localized Hartree-Fock orbitals employing the Boys method. The geometries were optimized at the CASSCF(10,10) level using
a 6-31G(d,p) basis set. In order to examine basis set eﬀects in recovering the correlation
energy, MRMP calculations were performed using the 6-31G(d,p) optimized structure with
two diﬀerent basis sets: 6-31G(d,p) and cc-pVTZ. The intrinsic reaction coordinate (IRC)
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Figure 4.1. a) oxa-DHB and b)2-oxa-DHB

was followed in both directions in order to verify the connection between the reactant and
product. The diﬀerences in the one oxygen structure can be seen in Figure 4.1. The starting
structure for oxa-DHB has Cs symmetry and the starting structure for 2-oxa-DHB has C2h
symmetry, however when the bonds are cleaved, the molecule has C1 symmetry. Therefore,
we assumed C1 symmetry on all of the molecules throughout this project. When examining
the starting structure a, the C1-C6 and C2-C6 bonds are symmetrically identical and the
C1-C3 and C2-C3 bonds are symmetrically identical. However, if you cleave the C1-C6 or
C2-C6 bonds ﬁrst, designated by the x symbol, the oxygen is located near the bond that
breaks but if you cleave the C1-C3 or C2-C3 bond ﬁrst, designated by the line, the oxygen is
located away from the bond that breaks. Because of this, there are two diﬀerent pathways
that can occur and both were examined in this study.

4.3 RESULTS AND DISCUSSION
The isomerization pathways for all three molecules are shown in Figure 4.2, 4.3, and
4.4. The isomerization pathway can proceed one of two ways: a conrotatory pathway and
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a disrotatory pathway. For the conrotatory pathway, the C1-C6 bond and the C2-C3 bond
cleave and this results in the formation of an intermediate that contains one cis and one trans
bond. This intermediate then undergoes isomerization where the C1-C3 trans bond rotates
and forms the full cis structure. For the disrotatory pathway, the reaction is much more
asynchronous with the cleavage of the C1-C6 bond occuring ﬁrst and then the C2-C3 bond
is broken after the transition state on the reaction coordinate. This results in a pathway
that has no intermediate.
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Figure 4.2. Isomerization pathway for n-oxa-DHB
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Figure 4.3. Isomerization pathway for a-oxa-DHB
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Figure 4.4. Isomerization pathway for 2-oxa-DHB
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Pathwaya

MCSCFb MRMP2c MRMP2d
C5 H6 O
1 → TScon → 2
46.7
43.5
44.5
1 → TScon → 4
45.6
44.2
44.8
2 → TSez → 3
4.1
3.7
4.0
4 → TSez → 3
2.5
2.3
2.8
1 → TSdis → 3
58.5
50.1
49.3
′
1 → TSdis → 3
57.2
58.5
59.0
C4 H4 O2
5 → TScon → 6
47.2
42.7
41.2
6 → TSez → 7
2.1
3.3
2.2
5 → TSdis → 7
57.4
57.2
58.1
a
Optimized at the MCSCF/6-31G(d,p) level
b
6-31G(d,p) basis set
c
MRMP2/6-31G(d,p) level
d
MRMP2/cc-pVTZ level
Table 4.1. Table 4.1:Activation Energies (kcal · mol−1 )

The activation barriers for the oxygen-substituted structures are shown in Table 4.1.
The conrotatory pathway for 1 → 2 and 1 → 4 does not result in a signiﬁcant change in
the activation barrier, only 0.3 kcal · mol−1 for the one oxygen structures. These results
were diﬀerent compared to a study previously performed by Zhao et al. which examined
the pathways and barriers for a seven carbon tricyclic compound with C-C double bond
instead of an oxygen [62]. They saw that when the bond cleavage occured near the double
bond, the activation barrier was 31.3 kcal · mol−1 but when it was away from the double
bond, the activation barrier was 37.5 kcal · mol−1 . We expected a similar diﬀerence in the
activation barriers due to the lone pair on the oxygen. The 2-oxa-DHB pathway, 5 → 6, is
approximately 3.6 kcal · mol−1 lower than the both conrotatory pathways. For the double
bond rotation, the 2 → 3 is 1.2 kcal · mol−1 higher than the 4 → 3. The diﬀerence between
the two pathways is that the oxygen is either adjacent (2 → 3) or one carbon away from
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the bond that breaks (4 → 3). The 6 → 7 double bond rotation is 1.8 kcal · mol−1 less
than 2 → 3 and only 0.6 kcal · mol−1 lower than 4 → 3. For the disrotatory pathway, 1 →
TSdis → 3, the activation barrier is signiﬁcantly lower than 1 → TSdis′ → 3 by 9.7 kcal ·
mol−1 . The two oxygen pathway (5 → TSdis → 7), however, is only 0.9 kcal · mol−1 lower
than 1 → TSdis′ → 3 but is 8.8 kcal · mol−1 higher than 1 → TSdis → 3.
The relative energies are given in Table 4.2. The zero point reference is the oxygen substituted dihydrobenzvalene structure. There is a clear diﬀerence between the two conrotatory
pathways. Structure 2 is 5.7 kcal · mol−1 lower in energy than 4. The two oxygen structure
(6), however, is 1.5 kcal · mol−1 higher than 2 and 4.2 kcal · mol−1 lower than 4. The cis
structure (3) is -35.3 kcal · mol−1 lower than 1 for the one oxygen substitution. For the two
oxygen substitution, 7, is -29.5 kcal · mol−1 lower than 5. Since the only diﬀerence between
2 and 4 is the oxygen placement, this suggest that having the oxygen near the bond cleavage
introduces more strain into the system. The activation barriers for 2 and 4 are very similiar,
but the relative energies of the system are decreased overall when the oxygen is near the
bond that breaks. Since this structure releases more strain initially, it requires more energy
to isomerize the trans bond. A summary of the relative energies and pathways are shown
in Figure 4.5 for the conrotatory pathway and Figure 4.6 for the disrotatory pathway. With
the two oxygen substitution, possible delocalization eﬀects from the two lone pairs could
cause the increase in the energy from 2 and the decrease in the activation barrier. The lone
pairs on the oxygen are allowed to delocalize with the excess electron formed from the bond
cleavage thereby causing similar energetics to the pathway with the oxygen near the bond
breaking. However, the two oxygen structure is also restricted because of the two lone pairs;
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Molecule

△E(CASSCF)a

△E(MRMP2)c

1
2
4
3

0.0
20.4
27.4
-43.7

0.0
27.1
32.8
-35.3

5
0.0
6
27.4
7
-41.6
a
CASSCF/6-31G(d,p)
b
MRMP2/6-31G(d,p)
c
MRMP2/cc-pVTZ

△E(MRMP2)b
C5 H6 O
0.0
24.3
33.1
-31.9
C4 H4 O2
0.0
27.8
-29.7

0.0
28.6
-29.5

Table 4.2. Table 4.2: Relative Energies (kcal · mol−1 )(Including ZPE Correction)

this is why the energetics are not exactly the same as the one oxygen structure.

4.4 CONCLUSIONS
The activation barrier for the one oxygen structure conrotatory pathway did not change
appreciably when the bond cleavage was near or away from the oxygen. However there is
a diﬀerence in the double bond rotation pathway’s. The overall strain energy is increased
in the pathways with an oxygen placed near the bond that cleaves. Delocalization eﬀects
from the lone pair on the oxygens could also play a role. At the time of this dissertation,
a manuscript is being prepared and will be submitted to the Journal of Physical Chemistry
A.
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Figure 4.5. Relative Energies for the Conrotatory Pathway for All Structures
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Figure 4.6. Relative Energies for the Conrotatory Pathway for All Structures

40

CHAPTER 5
OPTICAL AND FLUORESCENCE CHARACTERIZATION OF
PHOSPHINE-SUBSTITUTED TERTHIOPHENES AND
BITHIOPHENES

5.1 INTRODUCTION
Materials exhibiting third-order nonlinear optical properties have been investigated for
important applications such as optical switching [63, 64], optical power limiting [65, 66] and
optical computing [67]. A large number of conjugated metal-organic macrocycles, including
various metalloporphyrins [68–71] and metallophthalocyanines [72–76] display reverse saturable absorption in the green region of the visible spectrum. Numerous materials are also
known to exhibit two-photon absorption in the red and near-infrared regions [77–83]. However, only one material showing nonlinear absorption (NLA) in the blue region of the visible
spectrum has been reported [84]. Polythiophene-derived compounds possessing extended
π-conjugated networks and large concentrations of easily polarizable electrons are one class
of materials that exhibit promising third-order nonlinear optical behavior [85,86]. Functionalization of short conjugated oligothiophenes can change the third-order nonlinear optical
properties of the compounds and may also increase their solubilities, allowing solutions with
high concentrations to be prepared to maximize the macroscopic nonlinearity of the bulk
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solution [87, 88]. Here, thin ﬁlm ﬂuorescence spectra from the various disubstituted terthiophenes were recorded so that the solid state emission characteristics could be compared to
those of the compounds in solution.

5.2 SPECTROSCOPIC DETAILS
Emission from thin ﬁlms composed of the disubstituted terthiophenes 1, 2, and 3 and
from single disubstituted terthiophene molecules of 4 were measured using a Nikon TE-2000U
inverted microscope. Molecules were deposited from dilute solutions (10−6 mol/L for thin
ﬁlms and 10−8 mol/L for single molecule measurements) in tetrahydrofuran onto plasmacleaned coverslips using the drop cast method. The 457 nm line from a Coherent Innova 200
Ar ion laser was employed to excite the samples as a function of laser power and ﬂuorescence
emission was detected using a Princeton Instruments Photonmax EMCCD camera. Typical
CCD camera exposure times were 0.2 s. Solid state ﬂuorescence spectra were obtained
by dispersing the emitted light using a Princeton Instruments 2150 Spectrograph before
detection.

5.3 RESULTS
Some of the most important applications for ﬂuorescent materials involve emission from
the solid state [89, 90]. Thin ﬁlm ﬂuorescence spectra from the disubstituted terthiophenes
1, 2, and 3, shown in Figure 5.1, were recorded so that the solid state emission characteristics
could be compared to those of the compounds in solution. A comparison of the thin ﬁlm
emission spectra for disubstituted terthiophenes 1, 2 and 3 is shown in Figure 5.2. All three
exhibit intense solid state and single molecule emission using 457 nm cw laser excitation
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1

2

3

Figure 5.1. Chemical Structures of Phosphine-Substituted Terthiophenes
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with 3 exhibiting the longest wavelength emission of the three compounds. Emission from
all three are truncated due to the dichroic and emission ﬁlters employed with the 457 nm
laser excitation. The emission from 1 and 2 continually decreases above 500 nm and is
consistent with the solution phase measurements. An emission maximum in 3, however,
is observed at 520 nm in the thin ﬁlm spectrum, suggesting a red-shift in the solid state
emission spectrum compared to solution measurements.
Thin ﬁlm and single molecule ﬂuorescence emissions from the disubstituted terthiophenes
1, 2 and 3 were obtained as function of laser power to investigate the possibility of NLA
manifested in the ﬂuorescence emission. Representative ﬂuorescence time traces from single
molecules of 3 are shown in Figure 5.3. The single disubstituted terthiophene molecules
exhibit both blinking and photo-bleaching in the solid state and for this reason ﬂuorescence
measurements as a function of laser power were inconclusive. Thin ﬁlm ﬂuorescence measurements as a function of laser power for 3, which exhibits the largest absorption and most
intense emission of the three disubstituted terthiophenes with 457 nm excitation, are shown
in Figure 5.4. These results are representative of those of 1 and 2 in that thin ﬁlm emission
for all three compounds was observed to increase linearly with laser power. This suggests
that higher peak laser power (such as that employed for the NLA results discussed below) is
probably required to observe nonlinear eﬀects in the ﬂuorescence emission. This could not
be done using cw excitation because laser powers above 300 µW results in rapid irreversible
photo-bleaching of the thin ﬁlms. This work was published in Inorganic Chemistry in 2011.

We extended our photophysical studies to include newly developed Ph2P(X)-substituted
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Figure 5.2. Thin ﬁlm emission spectra for 1, 2, and 3 using the 457 nm Ar laser line for
excitation
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Figure 5.3. Single molecule ﬂuorescence time traces for 3 showing stable emission (top),
blinking (bottom left), and photobleaching (bottom left)
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Figure 5.4. Thin ﬁlm ﬂuroescence emission for 3 as a function of laser power using the 457
nm Ar+ laser line for excitation.
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biothene molecules due to the fact that these molecules should have higher linear transmittances in the violet-blue region of interest [91]. The solid state emission spectra were
collected and are shown in Figure 5.5 - 5.8. The solid images were not able to be collected
for pst2ps due to the powdery nature of the substance. The most interesting result is the
apparent shift in the spectra of OPT3PO from a λmax of 554 nm to a λmax of 510 nm
depending on the size of the crystal.

5.4 CONCLUSIONS
The single molecule and thin ﬁlm ﬂuorescence emission were studied for phosphine substituted terthiophones. This work was published in Inorganic Chemistry [92]. In addition,
solid state ﬂuorescence was studied for substituted biothene molecules and it was observed
that emission from one of the molecules was dependent on the size of the individual crystals.
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Figure 5.5. OPT2PO
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Figure 5.6. POT2
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Figure 5.7. OPT3PO
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Figure 5.8. PST2PS
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CHAPTER 6
SPECTROSCOPIC STUDIES OF PERYLENEDIIMIDE
FUNCTIONALIZED BRIDGED-SILOXANE NANOPARTICLES
6.1 INTRODUCTION
Hybrid nanostructures derived from silica or siloxanes have been the focus of intense
research due to the unique possibilities to combine the properties of the organic moieties
with those of the siloxane or silica matrix [93–97]. Recent research on organosilica hybrids
has provided examples of tailoring various types of organic moieties onto particles for a wide
variety of applications. Such organosilica particles and their bulk materials have potential
applications as nano-ﬁllers in polymer systems for use in adhesives, coatings, composites,
and dental ﬁllings [96, 97]. Signiﬁcant advances have been made towards their use in fuel
cells, optic devices, and sensors [96–98]. In recent years, substituted perylenediimides (PDI)
have been studied extensively as a major class of organic semiconductors which serve as
both an acceptors and n-type semiconductors [99,100]. Functionalized PDI derivatives show
unique optoelectronic properties due to the formation of supramolecular architectures via
noncovalent intermolecular interactions between the extended π-conjugation. In this work,
we are studying the photophysical properties of these nanoparticles synthesized by our collaborators and the blends of PDIB-NPs/P3HT are also studied in both solution and solid
phase.
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6.2 SPECTROSCOPIC DETAILS
The blend compositions used were 25%, 50% and 75% (w/w) of PDIB-NPs prepared
from a 100 fold diluted solution of 2 mg/mL of PDIB-NPs in a 1:1 mixture of chloroform
and ethanol solution. Thin ﬁlm ﬂuorescence emission spectra of three diﬀerent blends of
PDIB-NPs/P3HT were obtained by photoexcitation using the 457 nm and 514 nm output
from an Ar ion laser and detection using an EMCCD camera.

6.3 RESULTS
Representative spectra are shown in Figure 6.1(a). The emission spectra of all three
blends show three distinct well-resolved vibronic bands, which are in good agreement with
the solution phase emission of the PDIB-NPs. Complete quenching of the P3HT emission by
the PDIB-NPs could come as a result from either direct energy transfer or charge transfer
from P3HT to the PDIB-NPs. The latter pathway is illustrated in Figure 6.2 and was
previously observed in similar systems [101, 102].
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Figure 6.1. Fluorescence emission spectra of P3HT/PDIB-NPs blends in solution of chlorobenzene. (Excited at 457 nm).
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Figure 6.2. Possible pathway of electron transfers from P3HT to the PDI-NPs. When electron
transfer occurs, emission from P3HT is quenched.
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As the overall concentration of the thin ﬁlm blends is increased, emission from P3HT
excimers starts to become evident and even dominates at high overall concentrations as
shown in Figure 6.3(a). Concentrated thin ﬁlms prepared from 2 mg/mL solutions of P3HT
and PDIB-NPs or P3HT and PDIB also exhibit a diversity of behavior depending upon
the region of the thin ﬁlm interrogated, as shown in Figure 6.3(b). Spectra in 6.3(b) were
acquired from areas approximately 20 x 20 µm and demonstrate that depending on the
local morphology of higher concentration blends, P3HT excimer emission is quite large,
despite the fact that P3HT monomer emission is not evident. For example, at 75% (w/w)
P3HT and 25% (w/w) PDIB-NPs composition, excimer emission of P3HT dominates rather
than PDIB-NPs emission. This would suggest incomplete electron transfer from P3HT to
PDIB-NPs with the excimer emission being stabilized. During these studies we have found
that although excimer emission from pure P3HT polymer photobleaches very rapidly (50%
within 10 seconds, shown in Figure 6.3(c)), the excimer emission was stable for much longer
time (< 50% at 500 seconds) in the concentrated blends with PDIB-NPs or PDIB monomer
(shown in Figure 6.3(d)).

6.4 CONCLUSIONS
The photophysical properties of newly developed materials were studied at the single
molecule level and determined that an electron transfer process may be responsible for
ﬂuorescence quenching. This work was submitted to the journal Nanoscale for publication
on March 5, 2012.
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Figure 6.3. (a) Comparison of thin ﬁlm ﬂuorescence emission spectra of PDIB and P3HT;
(b) and (c) PDIB NPs/P3HT blends prepared from dilute solutions of PDIB-NPs and P3HT
(solution concentrations used = 0.02 mg/mL from each): (b) 457 nm excitation and (c) 514
nm excitation.
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CHAPTER 7
SINGLE MOLECULE STUDIES OF ORGANIC RECTIFIERS
COMPOSED OF PYRENE AND PERYLENEBISIMIDE

7.1 INTRODUCTION
The area of molecular electronics has recently garnered considerable attention as a viable
post-silicon technology for use in electronic device applications [103–109]. Since the seminal publication by Aviram and Ratner [110] proposing the use of Donor-bridge-Acceptor
(DBA) molecules [111–117] as electronic devices, the area of molecular electronics and the
characterization of the physical properties of this new molecular class have emerged as important ﬁelds of research. Experimental studies on DBA type molecules have ranged from
applications involving nonlinear optics [118–120] to unimolecular rectiﬁcation [121, 122].
Perylenebisimide (PBI) is a commonly employed molecular building block that has found
wide use in DBA molecular systems [123–131]. It has excellent photostability, a ﬂuorescent quantum yield of almost unity, high electron aﬃnity, and almost negligible triplet
yield [132–138]. Perylene derivatives exhibit strong absorption bands between 480 and 600
nm and 400 and 460 nm, which correspond to the S0 → S1 and S0 → S2 electronic transitions, respectively [132, 133, 139–143]. This wide absorption range in the visible spectrum
makes PBI an ideal choice for many electronic applications. We recently introduced two

59

new DBA compounds consisting of the one-electron donor pyrene, the one-electron acceptor
PBI, and a C21 H39 swallowtail. The swallowtail was included to impart adequate solubility
to the compound and to provide the hydrophobic tail necessary for Langmuir-Blodgett ﬁlm
formation [122]. Thioacetate anchors were included in the molecules studied here to allow
coordination to gold for rectiﬁcation studies to be described elsewhere.
Pyrene and PBI make an excellent electron donor/acceptor pair and there have been
many studies probing the electronic properties of hybrid molecular systems composed of
these building blocks [114, 126, 127, 135, 143, 144]. For example, Li et al. [114] studied electron transfer in a bistable molecular machine consisting of pyrene and PBI and found that
the ﬂuorescence intensity was dependent on the distance between the donor and acceptor
components. Wang et al. [143] reported the design and synthesis of rod-like pyrene-PBI
structures and showed that in these molecular machines, energy transfer occurs from excited pyrene to PBI. In many of these studies, it was determined that environment plays
a key role in controlling the resulting electronic properties of the hybrid molecular systems [128–131, 138, 145–147]. For example, Bagui et al. [148] reported the synthesis and
properties of PBI acceptor systems in diﬀerent solvents and showed that energy change
associated with the charge transfer process is dependent on solvent. Holman et. al [131]
studied DBA molecules containing two PBI building blocks connected by diﬀerent lengths
of oligophenylene bridges at the single molecule level and were able to turn the electron
transfer process on and oﬀ by introducing water to the system. Scholz and Schreiber [149]
studied the linear optical properties of PBI-based chromophores and determined that the internal vibrations are only weakly inﬂuenced by the surroundings, unless the perylene-based
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chromophores are embedded in a solid matrix material, which signiﬁcantly inﬂuences the
properties.
There have also been studies performed that investigated possible conformational effects when ﬂexibility is aﬀorded the hybrid molecular systems [128, 129, 147]. Kaletas et
al. [129] studied electron transfer and energy transfer processes in a pyrene-PBI system
using time-resolved and steady state emission spectroscopies and showed that the electron
transfer barrier was temperature dependent and was likely due to diﬀerent conformations
being accessible at diﬀerent temperatures with center-to-center distances ranging from 4.5
to 11 Å. More recently, Hofmann et al. [128] studied the energy transfer eﬃciencies of three
DBA molecules containing PBI as the acceptor with varying length of bridge chains. These
authors determined that the eﬃciency was dependent on chain length between the donor
and acceptor but that conformational changes played a signiﬁcant role as the chain length
increased. von Broczyskowski and coworkers [147] studied conformation dynamics of pyridylfunctionalized PBI molecules on open glass and sequestered in polymer thin ﬁlms. They
found that on glass the molecules are allowed to sample multiple conformations whereas the
polymer ﬁlm hinders conformational changes. These authors identiﬁed two ranges of ﬂuorescent spectral shifts resulting from populations of diﬀerent conformations and suggested
that these shifts are not necessarily controlled by whether the molecules are in ambient air
or embedded in a polymer.
Single molecule spectroscopic (SMS) techniques have proven to be valuable in recent
years for elucidating the electronic properties of perylene and PBI-containing molecules
[123–125, 146, 147, 150–154]. For example, Zang et al. [124] used SMS to study PBI moieties
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to detect binding to a metal electrode by studying the intramolecular electron transfer
mechanism by comparing the ﬂuorescence of the system on glass and on a metal electrode
for a period of time. Adams and coworkers [146] studied a perylene bisimide system, using
SMS, in conjunction with an electrode to measure the photoinduced interfacial electron
transfer rate and determined that single molecule ﬂuorescence techniques could lead to a
better understanding of the eﬀect of length and nature of the spacer on these types of
systems. Lang et al. [151] employed SMS to study the photophysical properties of three PBI
derivatives. These authors found that these systems show extraordinarily high ﬂuorescenceemission rates and demonstrated that SMS is a good method for studying the optoelectronic
properties of PBI derivatives.
Here, SMS is employed to monitor the electronic properties of two PBI-containing DBAs
and to determine the eﬀect that pyrene, held at two bridge distances, has on PBI. A perylene
imide anhydride (Molecule 1) containing only the electron acceptor group serves as a donorless control. The DBA molecules add pyrene as an electron donor separated from the PBI
acceptor by bridges of either one (Molecule 2) or four (Molecule 3) carbon atoms (Figure
7.1). The high solution phase solubility of these molecules facilitates their study at the single
molecule level. We interrogate the stability and heterogeneity of these molecules by probing
PBI to determine the distribution of electronic responses. We perform these experiments
in both ambient atmosphere and embedded in a polymer thin ﬁlm to determine the eﬀects
of isolation. We also report representative dipole emission patterns for the molecules and
discuss the ramiﬁcations of having multiple low-lying molecular conformations.
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7.2 EXPERIMENTAL DETAILS
The pyrene-PBI DBA molecules were prepared using the general procedures described
previously [122]; details of preparation will be described separately [155]. Stock solutions
of 1 and 2 were made by mixing 4 mg in 1 mL of chloroform; 2 mg of 3 was mixed in 0.5
mL of chloroform. The stock solutions were used to make dilute solutions of 1.9 × 10−5 ,
1.5 × 10−5 , and 1.4 × 10−5 M, respectively, for solution phase absorption and emission
measurements.
Solution phase emission spectra were acquired using a Perkin Elemer LS55 Fluorescence
Spectrometer with a 488nm Xenon excitation source. The absorption spectra were measured using an Agilent 8453 Diode Array Spectrophotometer with an integration time of 0.5
s. Interactions with glass surfaces and ambient water and oxygen are known to adversely
aﬀect the photophysical stability of emissive molecules. For this reason, single molecule
spectroscopic measurements were obtained under two conditions: with the molecules on
plasma-cleaned glass coverslips or embedded in a polymer thin ﬁlm. Serial dilutions were
performed starting with the stock solutions and diluting with spectroscopic grade cyclohexane until the following concentrations were obtained: 1.4 × 10−8 , 1.2 × 10−8 , and 9.4 ×
10−8 M, respectively. Cyclohexane was chosen as the ultimate solvent because of its lack
of ﬂuorescent impurities. Molecules were deposited, using a plasma-cleaned capillary tube,
onto plasma-cleaned glass coverslips for ambient measurements. The solvent was allowed
to dry before spectroscopy measurements. Film-based samples were prepared by mixing
≈200 micro L of the ultradilute solutions into solutions of polycylcooleﬁn (Zeonex) polymer
before deposition onto plasma-cleaned glass coverslips. Samples were excited using the 488-

63

O O O

O N O

O N O

O

N O

O

N O

O

N O

S

S

S

S

S

S

O O

O O

O O

1

2

3

Figure 7.1. Single molecule rectiﬁers studied here: Perylene imide anhydride (Molecule 1),
Pyrene and PBI separated by bridges of one (Molecule 2) and four (Molecule 3) carbon
atoms. Functional components include swallowtails to impart adequate solubility and provide
a hydrophobic tail necessary for Langmuir-Blodgett ﬁlm formation and thioacetate anchors
that allow coordination to gold.

64

nm laser light from a Coherent Innova 200 Ar ion laser at ≈1mW. All measurements were
made using a Nikon Eclipse TE2000-U inverted microscope in a total internal reﬂectance
(TIR) geometry. The ﬂuorescence emission was detected using a Princeton InstrumentsActon Photon Max 512 CCD with an exposure time of 0.5 s. Spectra were acquired using
a Acton SpectraPro 2150i spectrometer and the aforementioned CCD camera. Minimum
energy conformations of the molecules were optimized at the B3LYP/6-311G(d,p) level of
theory using the Gaussian 09 software package [156].

7.3 RESULTS AND DISCUSSION
Figure 7.2 shows the solution phase absorption and emission spectra for all three molecules.
The spectra are very similar and are consistent with earlier reported spectra of PBI and PBI
based derivatives [140, 149]. No contribution is observed from pyrene due to the higher energy required for its electronic excitation. Shown in Figure 7.3 are representative emission
spectra acquired from six single molecules of each compound on glass in ambient atmosphere. At the single molecule level, peaks in each emission spectrum are narrower and the
spectra show considerable heterogeneity, with spectra exhibiting one, two, or multiple peaks
compared to the two emission peaks observed in solution. Some single molecule spectra, especially from 2, possessed just one main emission maximum centered at approximately 540
nm (e.g. 2d and 2f in Figure 7.3). Peaks in the ﬂuorescence emission spectra are vibronic
features in the S1 → S0 transition and correspond to a number of vibrational bands coupled
to the ﬂuorescence emission. The absence or low intensity of the 575 nm peak in some of
the individual 2 spectra (such as 2d) is interesting since this feature is prominent in both
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the solution phase spectra of all three molecules as well as in the single molecule spectra
of Molecules 1 and 3. The absence of this peak in many of 2’s spectra suggests unusually
eﬃcient ﬂuorescent emission compared to vibrational relaxation.

Representative ﬂuorescence time trajectories with the molecules on glass in air and also
with them embedded in a polymer thin ﬁlm are shown in Figure 7.4. Whereas some of the
molecules were observed to photobleach after a short period of time (e.g. 1a), others that
were dark initially begin emitting at a later time (1b). Many molecules studied on glass
were also observed to blink through much of the observation time, which can be seen in
Figure 7.4, rows a and b. The single molecular rectiﬁers were also studied embedded in a
polymer thin ﬁlm to monitor their photostability in isolation (Figure 7.4, rows c and d). Not
surprisingly, all three molecules exhibited much more electronic stability in isolation than in
air, with fewer cases of photobleaching and blinking. The above results are consistent with
earlier single molecule studies of similar emissive molecules like those found by Scholz and
Schreiber [149]. However, some recent studies have suggested that not all ﬂuctuations in
single molecule ﬂuorescence stability originate from interactions with the environment, but
are rather due to conformational changes, such as those highlighted by von Broczyskowski
and coworkers [147, 154].
Figures 7.5 and 7.66 summarize the percent time emitting light (% Time On) for each of
the molecules on glass and embedded in a polymer thin ﬁlm, respectively. These histograms
were constructed using time traces for over 100 individual molecules of each molecule (1,
2, and 3) in each environment with a predeﬁned “on/oﬀ” threshold that determined if the
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Figure 7.2. UV-Vis absorption (left) and ﬂuorescence emission (right) spectra for Molecules
1 (top), 2 (middle), and 3 (bottom)
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Figure 7.3. Representative single molecule ﬂuorescence spectra for Molecules 1 (left), 2 (center), and 3 (right)
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Figure 7.4. Representative single emission time traces for 1 (left), 2 (center), and 3 (right)
on glass (a and b) and embedded in polymer thin ﬁlm (c and d)
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Figure 7.5. Histograms of the percent time emitting light for Molecules 1, 2, and 3 on glass
(left) and embedded in a polymer thin ﬁlm (right)

molecule was or was not emitting light. On glass, 2 was observed, on average, to emit light
slightly more of the time (22%) than either 1 (15%) or 3 (17%). These low percentages are
likely the result of well-known single molecule “blinking” that results from access to some
non-emissive excited states. In both 2 and 3, the angle, and in 3, the distance between
pyrene and PBI can change and thus multiple conformations can be sampled under these
experimental conditions. This conformational ﬂexibility will be examined in more detail
below. The orientation between the laser polarization and the transition dipoles of the
molecules under study can also change with time since the molecules are physisorbed on
glass and therefore have some mobility.
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Whereas all three molecules exhibited high degrees of ﬂuorescence intermittency and
photobleached relatively quickly on glass when exposed to ambient atmosphere and the
excitation laser, they were signiﬁcantly stabilized by the polymer thin ﬁlm as shown both
by Figure 7.4 and a comparison of the histograms in Figure 7.5. As illustrated in Figure
7.5, on average, 1 was observed to emit light when embedded in the polymer thin ﬁlm much
more of the time (64%) than the other two molecules (41% for 2 and 39% for 3). While
embedded in the polymer ﬁlm, 41% of 1’s molecules emitted light for greater than 80% of
the observation time. The remainder of these molecules had percent emission times that
spanned the entire range from 0% to 80% with 32% of the molecules emitting light less than
40% of the time. Contrasting this are 2 and 3’s distributions, which are more complex and
bimodal in nature. Molecule 3’s distribution had 22% of the molecules emitting light for
greater than 80% of the observation time and 65% of the molecules emitting light between
0 and 40% of the time. Molecule 2’s distribution was found to be the most complex with
peaks evident at close to 0%, at approximately 35%, and close to 100% with 59% of the
molecules emitting light greater than 80% of the time and 23% of 2’s molecules emitting
light less than 40% of the time. A Kruskal-Wallis statistical test was employed to compare
the histograms for 1, 2, and 3 to determine how similar the polymer-embedded distributions
were. Histograms for 2 and 3 were not statistically diﬀerent from each other, but 1 was
signiﬁcantly diﬀerent from both 2 and from 3 at the 0.95 conﬁdence level. Therefore, the
presence of a pyrene has a signiﬁcant eﬀect on increasing the time-oﬀ percentage of emissive
PBIs.
The result that perylene imide anhydride (1) in isolation is observed to be a more stable
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emitter than either of the two pyrene-PBI DBA molecules suggests that the covalent connection to pyrene has a deleterious eﬀect on the emission characteristics of PBI. This result may
have its origins in charge transfer from the pyrene to the PBI, and may be aﬀected by the
structural conformations available to the two DBA molecules. Bagui et al. saw quenching of
ﬂuorescence in their PBI systems and attributed it to photoinduced charge transfer because
of the short donor-acceptor distances [148]. Ma et al. also observed a drastic reduction in
ﬂuorescence in their PBI systems and determined that the quenching mechanism was due
to intramolecular electron transfer [157]. Figure 7.6 summarizes the paths available to the
DBA molecules after photoexcitation. Electron transfer from pyrene to PBI, as shown in
Figure 7.6, halts photoemission and could be one origin of the blinking observed in the DBA
molecules.
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Figure 7.6. A: Energy pathways available to DBA molecules after photoexcitation. B: Energy
level diagram showing possible electron transfer processes.
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To investigate the possibility of conformational eﬀects, computations at the B3LYP/6311G(d,p) level of theory were performed on the three molecules. The swallowtails were
replaced by methyl groups to simplify computation of the conformational minima. Selected
optimized minimum energy conformations for 2 and 3 are shown in Figure 7.7. Conformational ﬂexibility in 2 stems from bond rotation on either side of the sp3 hybridized bridge
carbon. Three minimum energy geometries were located for 2 and these are shown in Figure
7.7. Structures 2a and 2b are mirror images and lie 1.2 kcal/mol lower in energy than 2c,
which is characterized by perylene’s and pyrene’s aromatic planes oriented approximately
perpendicular to each other. The other perpendicular conformation with perylene rotated
180 degrees relative to its position in 2c was not found to be a stable minimum. Shumate
et al. pointed out previously that there is a very low energy barrier to rotation around
these bonds, particularly the C-C bond [122]. In contrast, 3 possesses many conformational
minima due to the ﬂexibility aﬀorded by the bridge chain of four carbon molecules. Some of
3’s conformations have the molecular building blocks further apart, such as in 3a, whereas
others have pyrene and PBI in close proximity, such as in 3b and 3c. 3a was found to be
lowest in energy, with the energy diﬀerence between 3a and 3b only 1.5 kcal/mol and 3c
lying 2.0 kcal/mol higher in energy above 3b.
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Figure 7.7. Minimum energy conformations of truncated perylene imide anhydride (Molecule
1) and donor-bridge-acceptor molecules composed of pyrene and PBI separated by bridges
of either one (Molecule 2) or four carbon atoms (Molecule 3) optimized at the B3LYP/6311G(d,p) level of theory. The swallowtails have been replaced by methyl groups to simplify
computation of the conformational minima.
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To experimentally examine conformational eﬀects further and to explore the eﬀect of
orientation, dipole emission patterns were recorded. Such patterns are useful in determining the orientation and electronic complexity of emissive molecules [158–161] and a number of recent studies report patterns similar to those presented here on PBI containing
molecules [162, 163] and other emissive systems [158–161, 164–168]. Shown in Figure 7.8 are
representative dipole emission patterns from each of the three molecules while immobilized
in a polymer thin ﬁlm. There is a clear diﬀerence in patterns when comparing the three
molecules. The predominant images obtained for 1 (1a-1e) resemble patterns observed for
linear molecules aligned along the optic axis (z-oriented, or perpendicular to the glass surface), although the patterns are not ideal and vary from molecule to molecule. Molecule
3 exhibited predominately x-y (horizontal to glass surface) planar dipole emission patterns
(3c-3f). These patterns match those reported by Bartko and Dickson in their seminal 1999
publication [158] and are also reminiscent of recent observations by Barnes and co-workers
of chiral helicene dipole emission patterns [159–161]. Molecule 2 displayed both orientation
patterns about equally. These results suggest that the addition of pyrene and its distance
from PBI aﬀects the orientation PBI prefers when embedded in a polymer thin ﬁlm.
The results presented here indicate that although the presence of a covalently-bound
pyrene moiety does not aﬀect ensemble absorption and emission spectra, it does aﬀect the
electronic properties of excited PBI in single DBA molecules. Molecule 1, which lacks the
presence of pyrene, was observed to emit light more consistently than either of the DBA
molecules at the single molecule level. Diﬀerent results were found, however, for the two
DBA molecules with the length of the carbon bridge playing a role in determining the
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distribution of electronic responses in this molecular class. Molecule 2, for example, had
single molecule emission spectra that often completely lacked features present in Molecule
3, which exhibited more reproducible spectra (Figure 7.3). The evolution of observed dipole
emission patterns from 1 to 3 also suggests the importance of available conformations on
the arrangement of these molecules in a polymer ﬁlm.
These results suggest that the proximity of the two molecular building blocks plays a
role in determining PBI’s electronic properties, despite the limited conformational options
available to 2. In fact, 2’s single molecule emission spectra, complex %-ON histogram, and
mixture of experimental dipole emission patterns suggest that having the pyrene moiety in
close proximity to PBI has the most eﬀect on diversifying PBI’s electronic properties. The
complex shapes of the %-ON histograms also suggest, however, that speciﬁc conformations
that are stabilized when these electronically active molecules are embedded in a matrix
could result in tunable electronic performance. Adams and coworkers [145] saw similar
results when studying perylene bisimide dimer chromophores connected via an adjustable
bridge. They determined that intramolecular electron transfer was dependent on the length
of the bridge as well as their relative geometry. Li et al. [114] also determined that there
was a greater eﬀect on the ﬂuorescence of PBI the shorter the distance between pyrene
and PBI in a bistable molecular machine. Kaletas et al. [129] also observed conformational
eﬀects in the electronic properties of pyrene-PBI systems. These results are also similar
to those of von Broczyskowski and coworkers [154] who studied the spectral diﬀusion of
PBI molecules on glass and concluded that intensity ﬂuctuations are due to the transitions
between diﬀerent conformations, and that with diﬀerent substituents, the molecule could
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exhibit a perpendicular or ﬂat orientation in reference to the glass and that these diﬀerent
orientations directly impact the intensity.

7.4 CONCLUSIONS
The electronic properties of perylene bisimide in two PBI-containing DBAs were studied
and compared to those of perylene imide anhydride. Although the solution phase properties were very similar for all three molecules, a distinct heterogeneity existed at the single
molecule level. The distance between the pyrene and perylene bisimide was found to play
a role in the heterogeneity. These results suggest that in developing molecular electronics
device applications, the choice of bridge length between multiple electronic moieties is an
important consideration. This work was submitted for publication in Chemical Physics Letters on February 28, 2012. At the time of the writing of this dissertation, the acceptance
was pending.
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Figure 7.8. Single molecule dipole emission patterns.
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CHAPTER 8
THE MULTIPHOTON IONIZATION SPECTRUM OF METHYL
IODIDE REVISTED: 1.67–2.2 eV EXCITATION

8.1 INTRODUCTION
The multiphoton dissociation and ionization (MPI) of methyl iodide (CH3 I) has been
a subject of intense study for many years. [84, 169–207] This interest is due to methyl
iodide’s nearly ideal role as a model system for investigating fragmentation pathways, both
theoretically and experimentally. It has high symmetry (C3v point group) and is easily
ionized via the iodide chromophore yielding easily assignable spectra. A schematic energy
level diagram for methyl iodide is shown in Figure 8.1. Most evident is a low-lying broad
dissociative region termed the A-band. This region represents the 5p π → σ * transition and
results in dissociation to form CH3 + I. Higher energy states (B, C, and Rydberg states)
arise from excitation to the 6s, 6p, and higher energy states.
In 1982, Gedanken et al. [173] reported MPI spectra of methyl iodide over a wide en+
+
ergy range showing the appearance of multiple fragments, including CH+
3 , I , and CH3 I .

Since that time, there has been a lot of interest in the fragmentation pathways of the
alkyl halides and especially in the mechanism by which the fragment ions are created.
[84, 176, 177, 179, 185, 193–195, 197, 201, 202, 206, 208] The predominant conclusion drawn
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over the years is that ions are formed from photodissociation followed by ionization of the
neutral CH3 and I photofragments. However, Lehr, et al. [202] in 2001 conﬁrmed the simultaneous presence of neutral and cationic fragment channels. Also in 2001, Zhang, et al. [209]
recorded MPI spectra of multiple mass fragments with photon energies from 2.9 down to
2.5 eV and concluded that because of the similar vibrational structure, each fragment originated from photodissociation of multiphoton ionized molecular parent ions. Li, et al. [206]
also investigated this question more recently in 2007 using 266 and 355 nm (4.66 and 3.49
eV) photons. They argued that diﬀerent processes occurred using the diﬀerent excitation
wavelengths.
Here, we revisit this topic and present spectra of each of the photoionization and pho+
+
+
todissociation fragments (C+ , CH+ , CH+
2 , CH3 , CH3 I , and I ) using a custom time-of-ﬂight

mass spectrometer and a tunable dye laser over the excitation range of 550 - 740 nm (2.2 1.67 eV). The choice of this wavelength range allows for excitation through the A state and
resonant ionization through higher energy levels using 4 + 1, 5 + 1, or 6 + 1 photons for
excitation and ionization. In this approach, the available photon energy is gradually lowered
and the eﬀects on the production of the various ions can be observed.

8.2 EXPERIMENTAL DETAILS
Methyl iodide was introduced into a custom-built time-of-ﬂight mass spectrometer using
a Parker Hanniﬁn Series 9 General Valve and Iota One pulse valve driver. The base pressure
in the source chamber was approximately 1 x 10−7 torr and a pressure of approximately
8 x 10−7 torr was maintained while multiphoton ionization spectra were being collected.
Methyl iodide was ionized using the focused (10 cm lens) 560 – 740 nm output from a
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Figure 8.1. Schematic showing energy levels of methyl iodide. Arrows showing the photon
energies (and corresponding visible colors) of the laser employed here are included.
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Continuum ND6000 tunable dye laser that was pumped with the 10 Hz doubled output from
a Continuum Surelite I-10 Nd:YAG laser. A number of dyes and mixtures of dyes, including
Rhodamine 590, 610 and 640, DCM, and LDS 698 and 722, were employed for the data
reported here and power curves for these dyes and dye mixtures are shown in Figure 8.2. The
power of the laser output was carefully monitored and maintained at approximately 400mW.
After ionization, fragments were accelerated into the mass spectrometer and detected using
a microchannel plate detector. The signal was visualized using a digital oscilloscope and a
custom data acquisition program written in National Instruments Labview. Spectra from
each of the fragment ions were collected simultaneously and approximately three individual
scans for each region were summed to construct the ﬁnal spectra.

8.3 RESULTS
Figure 8.3 shows a representative mass spectrum including the parent ion CH3 I+ and
+
+
the various fragment ions C+ , CH+ , CH+
2 , CH3 , and I . Shown in Figure 8.4 are the MPI

spectra using the excitation wavelength range of 560 – 740 nm. In 1982, Gedanken, et al.
reported similar spectra over most of this range by acquiring the total ionization signal. [173]
These authors assigned the features of the spectra to atomic resonances of iodine.
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Figure 8.2. Power curves for the laser dyes employed here.
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Gedanken, et al. also compared the mass-resolved ionization signal of CH+
3 to the overlapped CH3 I+ /I+ over a narrow range (584 – 606 nm, 2.05 – 2.12 eV) and saw little diﬀerence
between the spectra as is also evident in Figure 8.3. Later, Zhang, et al. compared the massresolved MPI signal from methyl iodide, but over the higher energy region 430 – 490 nm
(2.53 – 2.88 eV). [209] These authors also observed little diﬀerence between the spectra of the
diﬀerent fragments and argued that the fragments must have originated from the photodissociation of multiphoton-ionized molecular parent ions. Here, we extend the spectral window
of mass-resolved MPI signal out to 740 nm. From the spectra presented in Figure 8.4, the
apparent trend is that decreasing photon energy results in fewer observed fragments. This
in manifested in diﬀerent fragments exhibiting diﬀerent MPI spectra, especially at higher
wavelengths. In particular, there is an abrupt diﬀerence in the spectra when comparing C+
+
and CH+ at lower wavelengths (higher energy) and CH+
2 and CH3 at higher wavelength

(lower energy). Past 580 nm (< 2.15 eV), little structure (and hardly any ion signal) is
observed for C+ . The same is true for both CH+ and CH+
2 , which for above approximately
625 nm (< 2.00 eV), little structure or ion signal is observed in the spectra.
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Figure 8.3. Mass spectrum showing the parent ion CH3 I+ and the various fragment ions C+ ,
+
+
CH+ , CH+
2 , CH3 , and I .
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Figure 8.4. Multiphoton ionization spectra for the various fragments of methyl iodide.
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There are likely two possible explanations for the observed MPI spectra. The results
presented here are consistent with a subsequent fragmentation of the highly excited molecular CH3 I+ cation. [206] As less excess photon energy is available with increasing wavelength,
fewer fragments are possible. This explanation agrees with the argument made in 2001 by
Zhang, et al. [209] who saw similar spectra from the various fragments using higher energy
photons. The other possibility popular in the literature is that MPI occurs on the dissociated
fragments. Excitation through the dissociative A state ﬁrst leads to the rapid formation of
CH3 and I fragments. MPI of the CH3 fragment then leads to the observation of C+ , CH+ ,
+
CH+
2 , and CH3 cations. Here, however, it appears that with much lower photon energy (<

2.0 versus > 2.5 eV) the smaller fragments cannot be formed. This would suggest that the
ﬁrst mechanism, dissociation of the CH3 I+ cation, is likely the origin of the fragment ions.

8.4 CONCLUSIONS
In this contribution, we have extended the study of the multiphoton ionization of methyl
iodide out to 740 nm, and have collected spectra of the CH3 I+ parent ion and the C+ , CH+ ,
+
+
CH+
2 , CH3 , and I fragment ions. Although the various fragments yield very similar spectra,

fewer fragment ions are observed with increasing wavelength. In particular, C+ is no longer
observed at photon energies lower than 2.15 eV and CH+ and CH+
2 are no longer created with
wavelengths above 625 nm (< 2.00 eV). These results suggest that the fragments observed
here result from subsequent fragmentation of the molecular CH3 I+ cation, rather than MPI
of the dissociated fragments and that the absence of ion production is due to decreasing
photon energy.
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CHAPTER 9
THE IMPORTANCE OF SYNERGY BETWEEN EXPERIMENT AND
THEORY: RAMAN SPECTROSCOPY AS THE METHOD OF
DETECTION FOR CONSTRUCTING A BINARY LIQUID-VAPOR
PHASE DIAGRAM

9.1 INTRODUCTION
The physical chemistry laboratory course is an essential experience to the student wishing
to pursue an advanced degree in chemistry or a career in a chemistry related ﬁeld. A
study in 2004 on physical chemistry curriculum points out that physical chemistry bridges
physics, chemistry, and mathematics and develops complex critical-thinking skills required
by scientists working on projects with interdisciplinary foci [210]. Physical chemistry now
encompasses subareas too numerous to list and contributes to the study of almost all the
other disciplines in chemistry. Today in a growing number of universities, however, the
physical chemistry lab has been scaled back from the traditional two-semester period to
just one semester. For example, in a recent informal survey of chemistry programs in the
Southern Universities Group, approximately a quarter of the schools now only require one
semester of physical chemistry lab to obtain a B.S. degree in chemistry. The loss of a whole
semester has diﬀerent roots, such as the desire to reduce the number of hours in a major or
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to make room for other new specialty courses such as environmental or forensic chemistry.
The problem, therefore, arises in being able to provide students with enough lab experience
to encompass the important areas of physical chemistry. Moore pointed out that it is
extremely important to make sure the physical chemistry curriculum reﬂects what physical
chemists really do [211]. With this in mind, in 1999, the University of Maryland integrated
a program of physical and analytical techniques to investigate signiﬁcantly more complex
systems than those incorporated with one curriculum [212]. In 2004, Grand Valley State
University sought to incorporate both computational and traditional physical chemistry
laboratories in their curriculum, stating that the coupling of laboratories allows students to
experience an experiment from a macroscopic, empirical point of view as well as an abstract,
theoretical level that considers molecular-level events [213]. Combining multiple laboratory
procedures into fewer multidimensional lab exercises allows students to be provided with
opportunities encompassing multiple facets of physical chemistry in a constrained time frame
[214]. Constructing a binary liquid vapor phase diagram is a classic physical chemistry
experiment that is still taught in many chemistry departments and serves to illustrate an
important physical concept. Here, we show that two other important concepts can be taught
concurrently in this laboratory exercise, speciﬁcally molecular spectroscopy and quantum
chemistry.
The classic binary liquid-vapor phase diagram experiment utilizes Raoult’s Law which
states that vapor pressure of an ideal solution is directly proportional to the mole fraction
of each component. This law is a good approximation for a component only when its mole
fraction is close to unity. Deviations, positive or negative, from Raoults law give insight
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into the thermodynamic properties of the components involved. There have been many
adaptations to the analysis of the components involved, including using refractive index,
gas chromatography, an isotensicope, and a mercury manometer [215–221]. When choosing
an analytical method, a physical property must be selected that changes signiﬁcantly and
smoothly over the composition range [222]. Raman spectroscopy is such a technique that
allows for the relative concentration of a component in a mixture to be ascertained in a
nondestructive manner, as it is quite reasonable to assume that the intensity of the Raman
signal is proportional to the mole fraction of the component in question [223].

9.2 EXPERIMENTAL
The distillation procedure employed here follows the same procedural steps as stated
in Experiments in Physical Chemistry [222]. An extensive study by Smith et al. suggests
that cyclohexanone and 1,1,2,2–tetrachloroethane (TCE) are one of two sets of chemicals
that are ideal for this laboratory exercise [224]. Commercially obtained cyclohexanone and
TCE (Sigma-Aldrich) were used without further puriﬁcation. The excitation source was the
514.5 nm line of a Coherent Innova 200 Ar+ laser. A 514.5 nm laser line ﬁlter (Thor Labs)
and half-wave plate (Thor Labs) were placed in front of the sample. The half-wave plate
was employed to rotate the laser polarization from horizontal to vertical before exciting the
sample. Spectra were obtained using a laser power of 500 mW at the sample, although
spectra acquired with lower laser power (such as 100 mW) are suﬃcient for this experiment.
Spectra were obtained using a laser power of 500 mW at the sample, although spectra
acquired with lower laser power (such as 100 mW) are suﬃcient for this experiment. Spectra
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were collected using a Labview-controlled Jobin-Yvon Ramanor HG2-S Raman spectrometer
employing a 90◦ scattering geometry relative to the incident laser beam. The spectrometer
employed here was equipped with a double grating (2000 grooves mm) monochromator and
a photomultiplier tube detector. A scan speed of 0.5 cm−1 /s and slit width of 1.6 µm were
used for each scan. Theoretical calculations, including Raman frequencies, were performed
for each of the substances used, employing the B3LYP method and 6-311+G* basis set
and Gaussian 03 [225]. Normal modes were visualized using GaussView 3.09 [226]. This
laboratory exercise was performed by a physical chemistry laboratory class in one laboratory
period.

9.3 HAZARDS
MSDS sheets should be consulted for both chemicals used in the experiment. Cyclohexanone (CAS 108-94-1) is extremely ﬂammable and harmful to inhale. 1,1,2,2,-tetrachloroethane
(CAS 79-34-5) is extremely toxic and is a carcinogen. It rapidly absorbs through the skin,
causing multiple organ problems. Both chemicals must be handled within a fume hood,
and proper technique for the distillation procedure should be followed as stated in Garland,
Nibler, and Shoemaker [222] or another suitable text. Although the combination of TCE and
cyclohexanone is ideal for this exercise, alternative binary systems oﬀering reduced health
risks have been considered previously and could be utilized [224, 227].

9.4 RESULTS AND DISCUSSION
In this exercise, students obtain a full Raman spectrum of both substances of interest
and decide which peak to monitor throughout the Raman spectroscopy portion of the exper-
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iment. By measuring the intensity of a particular Raman peak in either of the pure liquids,
students can then determine the relative amounts (in mole fractions) of each substance in
the distillation fractions. This linearity can be easily conﬁrmed by recording spectra of mixtures of known compositions and ratioing the integrated intensity of each mole fraction to
the pure substance, as shown in Figure 9.1 for the cyclohexanone and TCE binary system.
In this example, the Raman peak that is integrated is marked with an asterisk in Figure
9.2. Once the distillation procedure commences, Raman spectra can be acquired as fractions are collected. One method of conducting this laboratory exercise is to use groups that
rotate between distilling, recording Raman spectra, and starting quantum chemistry computations. This approach reduces the time students spend in each area without sacriﬁcing
student training.
In addition to the spectroscopy experiments, students also optimize the geometries and
calculate frequencies of these molecules using a quantum chemistry software package such
as Gaussian 03 [225] or Spartan [228]. This quantum chemistry component could come
before or after the distillation (or during through the use of rotating groups) and spectroscopy exercises. Normal modes can also be visualized with a number of freely available
software programs on the Internet or with the commercially available GaussView [226] to
see at what energies diﬀerent molecular vibrations occur. Figure 9.2 shows the full Raman
spectra of both cyclohexanone and 1,1,2,2-tetrachloroethane (TCE) obtained by students,
with simulated theoretical spectra at the B3LYP/6-311+G* level of theory shown in gray.
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Figure 9.1. Demonstration of the linearity of the Raman scattering response in the 1,1,2,2,tetrachloroethane and cyclohexanone binary system. Raman spectra of known mole fractions
were recorded and their intensities were ratioed to that obtained from pure TCE.
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Figure 9.2.
Experimental (black) and simulated (gray) Raman spectra of 1,1,2,2,tetrachloroethane (top) and cyclohexanone (bottom). The C-H and C-O stretching modes
as well as the normal mode are indicated by νC−H , νC−O , and an asterisk, respectively.

95

The peak chosen to monitor for the data presented here is labeled with an asterisk in Figure
9.2. Using a conventional desktop quad-core computer, the calculations presented here (including Raman intensities) required a total of 6 min for TCE and 25 min for cyclohexanone.
The simulated spectra were constructed by combining Lorentzian- type functions for each
normal mode using the formula
(1)

AW
(
)2
(x − x0 ) + 12 W
2

(9.1)

where A is the Raman activity of each mode from the calculation output, x0 is the energy (in
wavenumbers, cm−1 ) of the mode, and W is a user-selected peak width that can be tuned to
agree with experiment. The variable x represents the individual wavenumbers for which the
simulated intensities are constructed. The full-simulated Raman vibrational spectrum can
easily be constructed using the output from a quantum chemistry package and a spreadsheet
program such as Microsoft Excel.
Using the process described by Garland, Nibler, and Shoemaker [222], undergraduate
students obtained 10 vapor and 10 liquid vials taken at various intervals in the detailed
distillation procedure. A Raman spectrum of each sample was obtained in the vicinity of the
overlapped TCE normal modes shown in Figure 9.3. All spectra were taken within the same
period to avoid decomposition that can happen over time. By determining the integrated
intensity of each sample and comparing it to that of the pure liquid, the mole fraction of
TCE (and cyclohexanone) can be determined. The students chose this doublet in TCE
because these modes are well isolated from other modes in both TCE and cyclohexanone.
However, other normal modes could have been chosen. These particular modes correspond to
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overlapped Cl-C-Cl wagging modes from the various

35

Cl and

37

Cl isotopes [229]. With the

use of the mole fractions of TCE and the measured temperatures taken during the course of
the distillation, a vapor pressure diagram can be constructed, which is shown in Figure 9.4.
This diagram demonstrates a negative deviation of this system, conﬁrming that the system
has heterogeneous molecular interactions causing a decrease in the expected vapor pressure
of the solution. A phase diagram constructed using the same samples and by the traditional
method of measuring the index of refraction of the mixtures is shown in Figure 9.5. The
overall shape of the two curves is nearly the same. The diﬀerence in the two methods is that
the index of refraction relies on comparison to a ﬁt of tabulated data recorded under deﬁned
conditions, whereas the integrated Raman intensities is a direct measure of the fraction of
molecules (moles) present in the solutions when compared to pure TCE.
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Figure 9.3. Raman spectra of TCE in mixtures with cyclohexanone with varying mole fractions.
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Figure 9.4. Vapor-Pressure Diagram showing measurements taken from both the liquid and
vapor phases during the distillation.
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Figure 9.5. Vapor-Pressure Diagram created using the traditional refractive index method.
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9.5 CONCLUSIONS
Although the phase diagram results presented here could have been obtained using a
property such as the refractive index or density as suggested by Garland, Nibler, and Shoemaker [222] or any of the other properties suggested by others [215–221], choosing Raman
spectroscopy introduces students to the important analytical tool that is becoming more
routine in the chemical workplace. This choice also facilitates the discussion of quantum
chemistry in a practical manner in direct connection to an experimental problem [230]. The
students were able to complete this detailed experiment within one lab period and study
three important areas of physical chemistry. By including multiple lessons in the same
venue, the time constraint of a one-semester lab faced by a growing number of departments
is somewhat mediated and the students are able to receive the proper training needed for a
degree in a chemistry or science-related ﬁeld. This work was published Journal of Chemical
Education [231].
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CHAPTER 10
CONCLUSIONS

This dissertation work has involved the spectroscopic and computational studies of newly
developed molecules that have application in energy and charge storage and transfer. In addition, the synergy between experiment and theory is highlighted through the development
of chemical education. Molecules of study include pyrene–perylene donor-bridge-acceptor
molecular rectiﬁers, terthiophenes for nonlinear applications, perylenediimide functionalized
bridged-siloxane nanoparticles for photovoltaic cells, oxygen substituted dihydrobenzvalene
for energy storage, and methyl iodide. In total, 3 publications have resulted to date. In addition, two ﬁrst author manuscripts have been submitted and a third ﬁrst author manuscript
is being prepared for submission.
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