Magnetic resonance imaging with hyperpolarized contrast agents can provide unprecedented in vivo measurements of metabolism, but yields images that are lower resolution than that achieved when imaging water. To simultaneously display both images to the user, perhaps by fusing the images together, one must first interpolate the metabolic image to be the same size as that of the proton image. Common choices for doing so include nearest-neighbor interpolation and linear interpolation. In this work, we present a method that uses the proton imagery to inform the interpolation values of the metabolic image. The interpolated image is the result of a convex optimization algorithm which is solved with the Fast Iterative Shrinkage Threshold Algorithm (FISTA). Results are shown with imagery of hyperpolarized pyruvate from data of the prostate and heart.
Introduction
Magnetic Resonance Imaging (MRI) of solutions with hyperpolarized atoms has permitted the investigation of metabolism in a non-invasive way without ionizing radiation [1, 2, 3] . Imaging of hyperpolarized Carbon-13 ( 13 C) has been shown to be valuable for cancer staging and treatment evaluation purposes [4, 5, 6] , and cardiac evaluation [7] . As the carbon atoms move between compounds via metabolism, the relative amounts of each metabolite are observed based on their spectral chemical shift. For example, with a hyperpolarized [1-13 C] pyruvate imaging study of the prostate, one can image pyruvate, lactate, and bicarbonate to assess the cellular metabolism of carbohydrates [8, 9] .
With MRI, data is collected in the Fourier domain. Unlike conventional MR imaging of water, where the signal returns to an equilibrium state that can be repeatedly measured, the hyperpolarized solution has a finite amount of energy that can be used for imaging. Each time a portion the energy is excited and measured, there is less of the energy left for additional measurements (until, eventually, the stored energy has been eliminated). Additionally, even if the molecules are not excited, the hyperpolarized energy in the hyperpolarized state decays with time as the molecules return to thermal equilibrium. Due to the limiting signal decay rate of the hyperpolarized solution and the low signal-to-noise ratio of the metabolic byproducts, the resolution of the metabolic imagery must be relatively low.
A metabolic imaging study consists of two sets of images: high resolution images of the proton content (necessarily weighted by proton density and possibly additionally weighted by T1, T2, and/or other physical characteristics) and low resolution images of each of the metabolites containing the hyperpolarized atom. Once reconstructed, in addition to presenting the metabolic imagery at its native resolution, it is often resized to a larger number of pixels for presentation. Additionally, it is made into a false-color image and then fused with a proton image for spatial localization. Some method of interpolation is required on the metabolite imagery for these purposes; the most common choices are nearest-neighbor interpolation and linear interpolation.
In this work, we propose a new interpolation scheme for the metabolite imagery where the higher resolution image (of a different spectral content) is used to inform the interpolation values. By doing so, we hope that the spatial localization of the metabolic activity is made more apparent. The interpolated image is the solution of a constrained convex optimization algorithm, which is solved with the Fast Iterative Shrinkage Threshold Algorithm (FISTA).
For the remainder of the introduction, we provide a brief overview of related technologies.
Pan-sharpening
A related well-studied problem to that presented is pan-sharpening [10, 11, 12] , where one informs the interpolation of a set of low-resolution color imagery with a high-resolution panchromatic image. It is assumed that
• the spectral filter of the high-resolution (or panchromatic) image (P ) can be approximated as a linear combination of the spectral filters of each of the low-resolution (or color) images (L k ), and
• each low-resolution color image is related to the corresponding high-resolution color image (H k ) by a convolution with a blur kernel and a downsampling transformation.
These assumptions are encapsulated by the following equations:
where w k is the linear coefficient for color channel k, K represents the number of low-resolution spectral images, B k is the linear blur operator associated with channel k, D k is a downsampling transformation for channel k, n k represents the additive noise in channel k, and n P represents the additive noise associated with the panchromatic image. Li et al.
show that one can determine the high resolution color images by solving the following least-squares problem [11] :
where λ > 0 is a regularization parameter determined by the user. This problem can be solved using the pseudoinverse or (if the problem is too large to construct the required matrices explicitly) with the LSQR or LSMR algorithms [13, 14] .
With di-chromatic interpolation, we will assume that we can still take advantage of the degradation model specified in (2) . This is possible since the data points that were collected in the Fourier domain are known and, therefore, the blurring function is known (it is the Fourier transform of the sampling function). However, we will only have two images (a low-resolution image of metabolic activity and a high-resolution image of the anatomy), so we will not be able to take advantage of (1). This leaves us with an underdetermined linear system, and we have yet to take advantage of any spatial information contained within the high-resolution proton imagery. We will use this information to further constrain the system.
Multi-modality combinations
There are other problems where imagery of one modality is used to improve the resolution of another. [18] . These problems accept the raw data collected by the scanners as input: the sinogram of CT, the Fourier samples of MR, and the projection data of PET. In that way, these problems differ from ours: they are attempting to reconstruct both images from raw data with high fidelity and we are trying to interpolate one image using the information of another. However, our algorithm is inspired by these results, and we too will attempt to generate the interpolated image from an optimization problem that incorporates information from both images.
Summary
Though there are related problems to that presented, the inputs and physics are different. The problem presented here (to the knowledge of the authors) is unique without an existing method for addressing it.
Methods
The goal of this paper is to interpolate a low-resolution metabolic image onto a finer grid so that the location of the metabolic activity is more apparent. As stated in section 1.1, we will assume the degradation model of (2) . That is, we will assume that the metabolic image is related to its high-resolution counterpart by a convolution with a known blur kernel followed by a downsampling transformation. Unlike problem (3), we will also impose the constraints that the value of each pixel is greater than 0 (since the value represents a magnitude). These assumptions, alone, leave us with an underdetermined linear system. To rectify this, we will also make use of the gradient of the high-resolution proton image. In order to make the gradient meaningful for the low-resolution image, though, we will first have to accommodate differences in the dynamic ranges of the images. Both images are scaled so that their values lie in the [0, 1] interval:
are the original high and low resolution images, respectively. Once scaled, we will make the gradient of the interpolated metabolic image similar to the gradient of the high-resolution proton image: ∇I M ≈ ∇I H .
Constructing the optimization problem
To determine the interpolated image, one solves the following convex optimization problem 2 .
where I M is the interpolated image, the variable λ is a regularization parameter (specified by the user), I H is the high resolution image, I L is the low-resolution image, B is a linear blur operator, * represents discrete convolution, and D is a downsampling transformation. The · w,2 symbol represents a weighted L 2 norm, defined as (4) is a constrained least-squares problem.
Note that the gradient of the interpolated image and the proton image should not be related everywhere across the image. As an extreme example, consider a region of the metabolic image without any hyperpolarized metabolite (which would appear dark in the metabolic image). In this region, we want the values of the interpolated image to remain small (and not fluctuate with the gradient of the proton image). More generally, we want the gradient to be similar for pixels where the values of the metabolic imagery are high, but unrelated for pixels where the values of the metabolic imagery are low. To address this, we make use of the weighted norm in (4); the weights are set to the values of the metabolic image linearly interpolated to be the size of the proton image. That is,
After (4) is solved, the result is unscaled according toÎ M = I M · max(Î L ). Di-chromatic interpolation is summarized in Alg. 1.
Algorithm 1: Di-chromatic Interpolation
Set w to the values of I L , linear interpolated to the size of I H . Solve problem (4) to determine I M .
Solving the optimization problem
The problem presented in (4) is a convex optimization problem; thus, a solution can be determined with known algorithms and existing software solutions. For example, given enough time, the CVX [19, 20] disciplined convex programming software package (or its python equivalent, CVXPY [21] ) could solve the problem. However, by forming an equivalent optimization problem the interpolated image can be determined with the Fast Iterative Shrinkage Threshold Algorithm (FISTA). A beneficial property of this algorithm is that it exhibits quadratic convergence, requiring fewer iterations than other methods.
FISTA solves problems of the form minimize
Let F and G be defined as follows:
, where I R + is the indicator function of the non-negative orthant. Then, problems (4) and (5) are equivalent (i.e. they are solved by the same solution set).
To improve the rate of convergence, we chose FISTA with line search [22] (detailed in the appendix). The proximal operator of G, required by the algorithm, is a Euclidean projection onto the non-negative orthant: prox tG (x) = max(x, 0) for any t > 0, where the max operation is performed on each component of the x vector.
Experiments
Metabolic images were obtained with a 3 Tesla General Electric MR750 clinical scanner (GE Healthcare, Waukesha, WI). For all studies, hyperpolarized [1-13 C] pyruvate was generated in a 5 Tesla SPINlab polarizer operating at 0.8 Kelvin. Samples were polarized for at least 2.5 hours and then rapidly dissolved and neutralized. Prior to injection, the pH, pyruvate and residual paramagnetic agent concentration, polarization, and temperature were measured. After release by the pharmacist, a 0.43 mL/kg dose of approximately 250 mM pyruvate was injected at a rate of 5 mL/s, followed by a 20 mL saline flush.
Known truth: optical imagery
To demonstrate the utility of this technique, we degrade an image by a known amount and then compare the results of di-chromatic interpolation to the actual high resolution image. Specifically, we compute a luminance image from a high resolution color image captured with an optical camera. Additionally, we blur and downsample the highresolution color image to create a set of three low resolution color images (red, green, and blue). We then perform di-chromatic interpolation on each of the three color channels independently and compare the results to the original high-resolution color image.
Cardiac imagery
Proton density weighted images were acquired using a multi-slice free-breathing gradient echo sequence with a 3 × 3 mm 2 in-plane resolution, an echo time of 2.8 ms, and a repetition time of 12.8 ms. This data was collected using a commercial software package (RTHawk, HeartVista, Los Altos, CA). The pyruvate, lactate, and bicarbonate images were acquired alternately using a multi-slice free-breathing cardiac-gated sequence with a 12.5 × 12.5 mm 2 in-plane resolution and a field-of-view of 75 × 75 cm 2 . A single band spectral-spatial excitation scheme was used with a single-shot spiral readout trajectory; the flip angles for pyruvate, lactate, and bicarbonate were 20 • , 30 • , and 30 • , respectively. Bolus tracking was used to trigger the acquisition with real-time frequency and power calibration [23] .
Prostate
Prostate data were acquired with a three-dimensional undersampled spectroscopic imaging sequence with compressed sensing reconstruction [24, 25] . Whole organ coverage was achieved with a resolution of 8 × 8 × 8 mm 3 and a spectral bandwidth of 540 Hz. Metabolite volumes were acquired every 2 seconds using varying flip angles to improve the signal-to-noise ratio [26] . For anatomic reference, T2 weighted proton images were acquired with a repetition time of 6 seconds, an echo time of 102 ms, a field of view of 18 × 18 cm 2 , an image size of 384 × 384, and a slice thickness of 3 mm. Figure 1 shows the results of the di-chromatic interpolation algorithm applied to optical imagery with known truth. In this figure, one sees that di-chromatic interpolation algorithm is able to restore the detail in the downsampled and blurred image. The regularization variable λ is a user-selected parameter. Figure 3 shows how the details of the interpolated imagery are altered by changes to the regularization parameter of (4). Figure 3 a and b show results for data from the heart and prostate, respectively. Generally, as the regularization parameter increases, the interpolated image appears more similar to the proton image. As the regularization parameter is reduced, the interpolated image appears less natural, becoming artificially detailed to better solve the data-consistency term in the objective function of (4). The effect in the data of the heart is more significant. The trend is the same for data from the prostate; however, the prostate results do not change much for λ values between 10 2 and 10 5 . This indicates that the data consistency term in the objetive function is more strict for the prostate data than for the cardiac data. 5 show several slices of the heart from the same study (but at a later time) where much of the pyruvate has been converted to lactate and bicarbonate through metabolism. Figure 4 shows the imagery at its native resolution; Fig. 5 shows the interpolated imagery. Note the additional detail in the interpolated imagery. The bicarbonate imagery retains a markedly different spatial distribution compared to the pyruvate and lactate imagery. In particular, the bicarbonate is accurately localized to the muscle tissue of the heart. Figure 6a shows the proton image of a slice of a prostate. Figure 6b shows the same slice of the prostate after injection of the hyperpolarized pyruvate solution as a function of time. Figure 7 shows the results of the di-chromatic interpolation algorithm applied to the imagery of Fig. 6 . Note that one is able to better comprehend where in the prostate the metabolic activity is taking place with the interpolated imagery. Figure 8 shows the imagery of figure 7 converted to a false color image and then fused with the original T2 weighted proton imagery using the CLS fusion algorithm [27] . (This fusion algorithm retains color while incorporating spatial information during fusion; this is especially important for false color imagery, where the color corresponds to a quantitative value.) The following figures demonstrate analogous results for the lactate imagery. Figure 9 shows the imagery in its native resolution, fig. 10 shows the di-chromatic interpolated lactate imagery, and fig. 11 shows the interpolated imagery converted to false color imagery and then fused with the high resolution proton data. Only those images with significant lactate content are shown, which begin approximately 10 seconds after the arrival of Pyruvate due to the rate of conversion from pyruvate to lactate. As before, the lactate is shown with apparently increased detail in the interpolated and fused imagery. 
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Discussion
The di-chromatic interpolation algorithm improves the spatial location of imagery of metabolic activity from an injection of a hyperpolarized injection. This has great potential for improved localization of tumors and malfunctions of cardiac tissue. Additionally, the method performs a deblurring operation which gathers the energy of the hyperpolarized metabolite according to the blur kernel. This reduces the apparent spread of the actiity, possibly reducing the possibility of falsely mischaracterizing tissue as metabolically hyperactive and improving the contrast for portions of tissue near blood vessels that are actually hyperactive.
With dynamic data (imagery of metabolic processing through time) the temporal results are correlated. This has been taken into account in MR image reconstruction with total-variation regularization imposed in the temporal dimension [28] . In a similar vein, total-variation regularization can be added to problem (4) for dynamic data.
Conclusion
In this work, we present the di-chromatic interpolation algorithm for MRI that informs the interpolation of a lowresolution metabolic image using the gradients of a high-resolution image. The algorithm is based on known physics, and the solution space is further limited with a heuristic method incorporating information from a high-resolution anatomical image. We show results using data with known ground truth and several problems where hyperpolarized pyruvate was used to image metabolism. We demonstrate the interpolation algorithm for data that varies spatially and data that varies temporally. This algorithm accepts, as input, reconstructed imagery. Since it does not require raw data collected by the scanner, it is feasible to deploy this algorithm for use on clinical patient data (for data that will be collected in the future or that has been collected in the past).
Though we presented this technique in the context of hyperpolarized MRI, this technique may be applicable to other imaging systems. For example, it may be usefor for combining data from an MR / Positron Emission Tomography (PET) machine. Other than medical imaging, it may also be useful for optical imaging systems. For example, satellites often have separate cameras for each color channel. If a single camera were to lose functionality, the pan-sharpening algorithm of [11] could no longer be used. In that case, one may be able to attain interpolated color imagery of the low-resolution color data with the algorithm presented in this paper. We leave the investigation of these possibilities for future work.
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No conflicts of interest, financial or otherwise, are declared by the authors. a backtracking line search parameter r ∈ (0, 1) (a common choice of r is 0.9) and select a step size scaling parameter s > 1 (a common choice of s is 1.25).
Algorithm 2: FISTA with line search
For k = 1, 2, . . . , K t k = s t k−1 While true
