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a b s t r a c t
The standard consecutive ones problem is concernedwith permuting the columns of a 0/1-
matrix in such a way that in every row all 1-entries occur consecutively. In this paper we
study this problemwith the additional requirement that also in every column the 1-entries
have to be consecutive. To achieve this columnpermutations have to be allowed aswell.We
show that the weighted simultaneous consecutive ones problem is NP-hard and consider
two special cases with fixed row and column permutations where one is still NP-hard and
the other one turns out to be easy.
© 2009 Published by Elsevier B.V.
1. Introduction
A0/1-matrixM withm rows and n columns has the consecutive ones property for rows if the columns ofM can be permuted
in such a way that the 1-entries in every row appear consecutively. Similarly we can define the consecutive ones property for
columns. For convenience we abbreviate and just say thatM is C1R (orM is C1C, resp.).
Whereas it is easy to test if amatrix is C1R,most associated optimization problems turn out to be difficult. So it is NP-hard
to determine the minimum number of entries that have to be switched to make a 0/1-matrix C1R or to solve the weighted
case where penalties are incurred when entries are changed.
In this paper we address an extended problem where the consecutive ones property has to be obtained (by column and
row permutations) simultaneously for rows and for columns.
The outline of the paper is as follows. In Section 2we review results on the standard problem and address the special case
where the column permutation is fixed. In Section 3 we introduce the simultaneous problem and prove NP-hardness of the
cardinality and the weighted version based on the complexity analysis of a special related augmentation problem. Section 4
addresses the problem of obtaining the simultaneous consecutive ones form without allowing permutations. Surprisingly,
this problem is still difficult (in contrast to the classical problem). Section 5 discusses a special version of the problem with
fixed permutations arising in the context of a clustering algorithm. It is shown that the problem becomes easy in this case.
Final remarks conclude the paper.
2. The weighted consecutive ones problem
Tucker [7] has characterized the C1R matrices by exhibiting five types of matricesM1l ,M2l ,M3l ,M4 andM5 which must
not occur as submatrices.M1l ,M2l andM3l are (l+2, l+2)-, (l+3, l+3)- and (l+2, l+3)-matrices with l ≥ 1, respectively.
M4 andM5 are (4, 6)- and (4, 5)-matrices. The five Tucker matrices are displayed in Fig. 1. A 0/1-matrixM is C1R if and only
if it is not possible to permute the rows and columns ofM such that any of the five forbiddenmatrices occurs as a submatrix.
It is easy to check if a matrix is C1R. All column permutations which transform M such that all 1-entries appear
consecutively in every row can be found in time O(n + p) by the so-called PQ -tree algorithm [1], where p is the number
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Fig. 1. Tucker matricesM1l ,M2l ,M3l ,M4 andM5 .
of 1-entries of M . More precisely, the algorithm constructs in time O(n + p) a data structure from which all respective
permutations can be generated or proves that the matrix is not C1R.
Booth [2] and Papadimitriou [6] independently showed the NP-completeness of an augmentation version of the problem.
Based on this result one can show that it is NP-hard to compute the minimum number of entries to be switched as well as
to solve the more general version of the problem where individual switching penalties are associated with the entries.
Suppose C ′ij, 1 ≤ i ≤ m, 1 ≤ j ≤ n are the penalties for switching entry Mij of the matrix M . Then we are looking for a
0/1-matrix X that is C1R and minimizes the total penalty of∑
i,j|Mij=1
C ′ij(Mij − Xij)+
∑
i,j|Mij=0
C ′ij(Xij −Mij).
If we set Cij = −C ′ij, if Mij = 1, and Cij = C ′ij, if Mij = 0, this leads (up to an additive constant) to the following problem
definition.
Definition 1. The weighted consecutive ones problem for rows for a given objective function C = (Cij), 1 ≤ i ≤ m, 1 ≤ j ≤ n
is defined as
min CijXij
X = (Xij) ∈ {0, 1}m×n is C1R.
This weighted problem as well as some specialized variants occur in computational biology. For a particular variant,
where the first and last 1-entry in each row are prescribed, see [3].
On the other hand, the weighted consecutive ones problem is solvable in linear time if the column permutation is fixed.
This can be seen as follows.
Without loss of generality we can assume that the fixed column permutation is the identity, since otherwise one can
rearrange the columns of the input matrix. We say that a 0/1-matrix is in C1R form if no column permutation is needed to
establish C1R, i.e., the 1-entries already occur consecutively.
Since the column permutation is fixed, the problem decomposes into m separate problems for single rows. But these
row problems are equivalent to the maximum subarray problem. Here, for a given array of numbers, the aim is to find a
consecutive subarray, i.e. a set of consecutive entries of the original array, such that the sum of the numbers in the subarray
is maximum. This subarray can be computed in linear time O(n) using a scan-line algorithm. Performing this algorithm for
each row gives an optimal solution for the problem in time O(nm), i.e., linear in the size of the matrix.
Lemma 1. The weighted consecutive ones problem for rows with fixed column permutation is solvable in linear time.
In [5] it is shown that the consecutive ones problem (for rows) can be solved in polynomial time if the number of rows
is fixed. The same result also holds if the number of columns is fixed.
Obviously, all results on the consecutive ones property for rows carry over to the property for columns by transposing
the matrices.
3. The simultaneous consecutive ones problem
We now consider the problem of establishing the consecutive ones property for rows and for columns at the same time.
We say the a 0/1-matrix M has the simultaneous consecutive ones property (or is C1S) if its rows and columns can be
permuted in such a way that the ones in every row and in every column occur consecutively. The matrix is said to be in C1S
form if it has the simultaneous consecutive ones property already without any rearrangements of rows or columns.
Observe that, when establishing C1R and C1C of amatrix, the suitable column and row permutations do not interact with
each other. Therefore we can take any column permutation that establishes C1R and any row permutation that establishes
C1C and obtain an arrangement of the matrix where both in each row and in each column the 1-entries occur consecutively.
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Remark 1. A 0/1-matrixM is C1S if and only ifM is both C1R and C1C.
Therefore, also testing if a given 0/1-matrix is C1S can be accomplished in linear time using the PQ -tree algorithm.
The 0/1-matrices having the simultaneous consecutive ones property can also be characterized by forbidden matrices.
Tucker has shown that a matrix is C1S if and only if none of the matrices M1k , M21 , M22 , M31 , M32 and M33 of Fig. 1 or their
transposes occur as submatrices.
Note, however, that row and column permutations cannot be treated separately when optimization problems have to
be solved. To prove NP-hardness of the simultaneous problem we consider a related augmentation problem which differs
from Booth’s construction [2] in the sense that the roles of 0’s and 1’s are switched.
Definition 2. A 0/1-matrixM has the k-augmented simultaneous consecutive ones property (is C1Sk) if and only if there exists
a matrixM ′ which is C1S and which arises fromM by replacing at most k 1-entries ofM by 0.
Theorem 1. The problem of deciding whether a 0/1-matrix M ∈ {0, 1}m×n is C1Sk is NP-complete.
Proof. Verifying whether a given k-augmentation forM yields a C1S matrix can be done in polynomial time using the PQ-
tree algorithm both for rows and for columns. We will now construct a polynomial transformation from the Hamiltonian
path problem.
Consider the edge-node incidence matrix M associated with a given graph G = (V , E), where V = {v1, v2, . . . , vn} and
E = {e1, e2, . . . , em}.M = (mij) is defined by settingmij = 1, if vj is an endnode of edge ei, andmij = 0, otherwise. We can
check in polynomial time if G is connected. Otherwise it cannot contain a Hamiltonian path. If G is connected, we claim that
G contains a Hamiltonian path if and only ifM is C1S(|E|−|V |+1).
Assume that G contains a Hamiltonian path H . We can establish C1S as follows. In every row corresponding to an edge
not contained in the Hamiltonian path, we switch one of its two 1-entries to 0. Then we order the columns with respect to
the sequence of the nodes in the Hamiltonian path and rearrange the rows in lexicographical order. Obviously, the resulting
matrix is in C1S form and not more than |E| − |V | + 1 entries have been changed.
Conversely, letM be C1S(|E|−|V |+1). LetM ′ be the C1S matrix which arises fromM by replacing at most |E| − |V | + 1 of its
1-entries by 0’s. At most one entry per row can have been switched because otherwise there would be more than |V | − 1
rows left with two 1’s and the corresponding subgraph of G would contain a cycle. If there is a cycle in the graph then the
edge-node incidence matrix is not C1R and therefore not C1S. ThereforeM ′ has |V |− 1 rows with two 1-entries and there is
no cycle in the corresponding subgraph. The column permutation needed to convertM ′ into C1S form gives a Hamiltonian
path in G.
Therefore a polynomial algorithm for deciding if amatrix is C1Sk would yield a polynomial algorithm for the Hamiltonian
path problem. Thus its NP-completeness is proven. 
As a corollary of the NP-completeness of the augmentation problem we obtain in the usual way the NP-hardness of the
weighted simultaneous consecutive ones problem.
Corollary 1. The weighted simultaneous consecutive ones problem is NP-hard.
4. Fixed row and column permutation
In Section 2 we have shown that the weighted problem for rows is solvable even in linear time for fixed column
permutation. We will now show that this simpler problem remains difficult in the simultaneous case.
To this end we define a suitable augmentation problem where both kinds of switchings (from 1 to 0 or from 0 to 1) are
allowed.
Definition 3. A 0/1-matrix M is in k-augmented simultaneous consecutive ones form (is C1SFk) if and only if there exists a
matrixM ′ in C1S form which arises fromM by switching at most k entries ofM from 0 to 1 or vice versa.
We will eventually construct a transformation from the directed Hamiltonian path problem. To do this we introduce
matrices S, E and O ∈ {0, 1}3×7 which replace each entry of the incidence matrix of a directed graph G = (V , A). These
matrices are chosen in such away that the number of entries to be switched to obtain C1S form depends on the fact whether
G = (V , A) contains a Hamiltonian path or not.
Definition 4. For a given directed graph G = (V , A) we define the hyperincidence matrix HG = (hij), 1 ≤ i, j ≤ |V |, by
setting
hij =
{S , i = j,
E , i 6= j and (i, j) ∈ A,
O , i 6= j and (i, j) /∈ A,
where S, E and O are the 0/1-matrices
S =
(0 0 0 0 0 0 0
1 1 1 0 0 1 1
0 0 0 0 0 0 0
)
, E =
(0 0 0 0 0 0 0
1 1 0 0 1 1 1
0 0 0 0 0 0 0
)
, O =
(0 0 0 0 0 0 0
1 1 0 1 0 1 1
0 0 0 0 0 0 0
)
.
Furthermore the 0/1-matrix HG consists of |V | − 1 identical copies of HG attached horizontally.
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Fig. 2. A directed graph G = (V , A) and the corresponding matrices HG and HG .
According to this construction both HG and HG are 0/1-matrices with 3|V | rows. HG has 7|V | and HG has 7|V |(|V | − 1)
columns. Fig. 2 shows a directed graph with three nodes and the corresponding matrices HG and HG.
Lemma 2. Let G = (V , A) be a directed graph with |V | ≥ 2. Let HG be C1SFk and H ′G be a 0/1-matrix that is C1SF and differs
from HG by exactly k entries. If there is a column of H
′
G containing at least two 1-entries then HG is C1SFk−1.
Proof. We assume thatHG = (hij) andH ′G = (h′ij)with 1 ≤ i ≤ 3|V | and 1 ≤ j ≤ 7|V |(|V |−1). When scanningH ′G from left
to right let j be the first column that contains at least two 1-entries. Furthermore let j′ be the first column with the property
that there exists a row i′ with h′i′j′ = 1 and i′ 6≡ 2 mod 3, i.e., in HG the row i′ consists of 0-entries only. We distinguish two
cases.
First let j′ < j. In this case H ′G remains C1SF if the entry h
′
i′j′ changes to 0. The consecutive ones property in column j
′ is
still satisfied because it follows from j′ < j that H ′G has only a single 1-entry in this column. Furthermore, the 1-entries of
row i′ are still consecutive since column j′ corresponds to the first 1-entry of H ′G in this row. Hence we have constructed a
C1SF matrix requiring only k−1 changes starting from HG and therefore HG is C1SFk−1.
Now let j′ ≥ j. Consider the 1-entries in column j of H ′G, in particular the first and last 1-entry. Let i1 and i2, i1 < i2, be the
rows corresponding to these entries. If i1 6≡ 2 mod 3 or i2 6≡ 2 mod 3 holds, then we are done, since in this case switching
the entry with this property back to 0 both preserves C1SF (because j′ ≥ j) and reduces the total number of changes to k−1.
Otherwise we have at least four 1-entries in column j since both i1 ≡ 2 mod 3 and i2 ≡ 2 mod 3 hold.
Because of j′ ≥ j at least one of the two 1-entries h′i1j and h
′
i2j is the first 1-entry in its row. Let i denote this row. Without
loss of generality we can assume i = i1. Because of the structure of HG we obtain hi+1,j = 0 and hi+2,j = 0. And due to the
definition of j′ and the fact that j′ ≥ j also h′i+1,k = h′i+2,k = 0, for all k < j, and furthermore h′i+1,j = 1 and h′i+2,j = 1.
Consequently switching h
′
ij, h
′
i+1,j and h
′
i+2,j to 0 preserves C1SF, increases the number of changes by 1, but decreases it by
2. Therefore HG is C1SFk−1. 
Lemma 3. Let G = (V , A) be a directed graph with |V | ≥ 2. Let HG be C1SFk and H ′G be a 0/1-matrix that is C1SF and differs
from HG by exactly k entries. If there is a row i, i 6≡ 2 mod 3, with the property that H ′G contains a 1-entry in this row then HG is
C1SFk−1.
Proof. If the conditions of Lemma 2 holdwe are done.We assume thatH ′G contains atmost one 1-entry in each column. Now
let h
′
ij be the first 1-entry in row i when scanning from left to right. If we switch this entry to 0 we both preserve C1SF and
reduce the number of changes by 1 to k− 1. 
In the augmentation problem we are interested in the minimal k such that HG is C1SFk. We now prove a lower bound on
this number.
Lemma 4. Let G = (V , A) be a directed graph with |V | ≥ 2. If HG is C1SFk then k ≥ 5|V |3 − 8|V |2 + 3.
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Fig. 3. The C1S matrix H ′G arises from the matrix HG of Fig. 2 by 66 switched entries and corresponds to the Hamiltonian path from node 2 via node 1 to
node 3.
Proof. Again, let H ′G be a 0/1-matrix that is C1SF and differs from HG by exactly k entries. Taking Lemmas 2 and 3 into
account it is sufficient to show the claim for the case that H
′
G has at most one 1-entry in each column and only 1-entries in
rows iwith i ≡ 2 mod 3.
We partition H
′
G into |V |(|V | − 1) blocks (numbered from 1 to |V |(|V | − 1)) each consisting of 7 columns. Now for each
block we determine a lower bound on the number of entries differing between HG and H
′
G. For a given block i let ri be the
number of rows where H
′
G has at least one 1-entry in this block. If ri = 0 then all 5|V | 1-entries of HG have to be switched
to 0. If ri = 1 then in this row at least two entries and in all other rows 5 entries have to be switched, giving a total of 5|V |−3.
If ri = 2 then in both rows we need at least two switched entries. This works only for the case that the first row corresponds
to an S-block and the second to an E-block. All the other rows need 5 entries to be switched and thus 5|V | − 6 changes in
total. For ri ≥ 3 we argue as follows. The total number of 1-entries in block i of H ′G is at most 7 according to the number of
columns. The number of 1-entries of HG is 5|V |. Thus we need at least 5|V | − 7 changes from HG to H ′G.
If ri ≥ 1 then ri−1 is the number of transitions fromone row to another depending on the corresponding edge. Altogether
there are at most |V | − 1 transitions since there are at most |V | rows where 1-entries can occur. Now it is easy to compute
the minimum number of switches needed. The optimum solution is to take |V | − 1 times ri = 2 and (|V | − 1)2 times ri = 1
which leads to a minimum total number of
(|V | − 1)(5|V | − 6)+ (|V | − 1)2(5|V | − 3) = 5|V |3 − 8|V |2 + 3
switched entries. 
Theorem 2. The directed graph G = (V , A) contains a Hamiltonian path if and only if HG is C1SF5|V |3−8|V |2+3.
Proof. Assume that G contains a Hamiltonian path consisting of the |V | − 1 edges ei = (ti, hi), 1 ≤ i ≤ |V | − 1. HG consists
of |V | − 1 identical copies of HG. And, according to its construction, HG contains a column with an S-block in row t and an
E-block in row h if and only if there is an edge from t to h in the graph G. Now we construct the matrix H
′
G from left to right
by starting with 1-entries in row 3t1 + 2 and making a transition from row 3ti + 2 to row 3hi + 2 in the ith copy of HG
corresponding to a transition from an S-block to an E-block. As in the proof of the previous lemma we have exactly |V | − 1
transitions from an S-block to an E-block and this can be managed by a total number of 5|V |3 − 8|V |2 + 3 switched entries.
Fig. 3 shows an example for this construction. It models a Hamiltonian path in the graph of Fig. 2. In each of the four dotted
blocks this matrix differs from HG by 5|V | − 3 = 12 entries. In the other two blocks it differs by 5|V | − 6 = 9 entries which
gives a total of 66 = 5|V |3 − 8|V |2 + 3.
Conversely, let HG be C1SF5|V |3−8|V |2+3. Then we know from the proof of the previous lemma that the corresponding
solutions must contain |V |−1 transitions from an S to an E block of HG. Each of these transitions corresponds to an edge in
the underlying directed graph G. And, since in each row ofH
′
G the 1’s have to occur consecutively, no node in the constructed
path is allowed to occur twice. Therefore we have constructed a Hamiltonian path in G. 
This equivalence to the directed Hamiltonian path problem immediately leads to the NP-completeness proof because
checking if a given k-augmentation for M leads to C1S form can be done in linear time by scanning each row and each
column.
Theorem 3. It is NP-complete to decide whether a 0/1-matrix M is C1SFk.
An immediate corollary gives the complexity of the weighted problem.
Corollary 2. The weighted simultaneous consecutive ones problem with fixed row and column permutation is NP-hard.
5. A special fixed permutation case
We now consider an interesting special case of the fixed permutation problem which comes up as a subproblem in
a new clustering algorithm based on consecutive ones matrices [4]. In this context we are looking for special symmetric
(n, n)-matrices in simultaneous consecutive ones form which are optimal relative to a penalty function which is given as
symmetric matrix C .
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Fig. 4.Matrices with propertyX(k,l) .
Analogously to Definition 1 the optimization problem looks as follows.
Definition 5. Theweighted simultaneous consecutive ones problemwith fixed rowand columnpermutation for a given objective
function C = (Cij), 1 ≤ i, j ≤ n is defined as
min CijXij
X = (Xij) ∈ {0, 1}n×n is symmetric and in C1S form.
We cannot go into details of the application here, but basically C represents distances between objects and the resulting
matrix exhibits a clustering (possibly non-disjoint) of these objects.
As in the discussion above we assume that (by changing the objective function correspondingly) both row and column
permutation are the identity permutation. We will develop a dynamic programming algorithm for solving the problem
which successively construct an optimal matrix
Let 1 ≤ k ≤ l ≤ n. We say that an (n, n)-matrix X has propertyX(k,l) if it is in C1S form and if Xij = 0, for all i > min{j, k}
and j > l, Xii = 1, for all i ≤ k, and Xkl = 1.
Fig. 4 shows howmatrices X with propertyX(k,l) look like. Note that suchmatrices are upper diagonal, but not symmetric.
(We will take care about this later.)
As a first step we solve the consecutive ones problem under the additional condition that the matrix has the property
X(n,n). To this end we successively compute, for increasing values of k and l, optimal matrices with property X(k,l). The
respective optimum objective function values are denoted byw(k,l).
The key idea of the dynamic programming algorithm is the following observation allowing to construct a solution for
larger values of k and l from solutions of smaller problems.
Consider the solution for a pair (k, l), where 2 ≤ k ≤ l. There are two possible values for the entry Xk−1,l.
– If Xk−1,l = 1, then the optimum solution decomposes into the optimum solution for (k − 1, l) and a sequence of 1’s in
the kth row from the diagonal to column l.
– If Xk−1,l = 0, then the optimum solution is obtained from the optimum solution for (k, l − 1) (for (k − 1, l − 1) in the
diagonal case k = l, resp.) and by setting Xk,l = 1.
The following algorithm realizes this recursion principle.
AlgorithmWeightedSymmetricC1FixedPermutation
w(1,1) := C11;
For l := 2 to n do
w(1,l) := w(1,l−1) + C1l
For k := 2 to n do
h := Ckk
w(k,k) := Ckk +min{w(k−1,k−1), w(k−1,k)}
For l := k+ 1 to n do
h := h+ Ckl
w(k,l) := min{w(k,l−1) + Ckl, w(k−1,l) + h}
returnw(n,n)
The algorithm returns the optimal value w(n,n) of the problem. To generate an optimal matrix X having propertyX(n,n)
we perform a subsequent backward recursion. Since this is a well-known step in dynamic programming algorithms, we
omit it here.
So far, the resulting matrix X is only upper diagonal. To obtain a symmetric matrix, we can simply set Xij = Xji, for i < j.
Since all diagonal entries are 1, the matrix is in simultaneous consecutive ones form. Its objective function value is 2 ·w(n,n)
minus the sum of the diagonal entries of C .
The total running time of the algorithm (including the backward recursion) is O(n2), i.e., linear in the number of entries
of C .
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6. Concluding remarks
We have analyzed the complexity of certain problems based on the consecutive ones property and shown that there are
surprising differences in hardness depending on whether the property is required for rows only or both for rows and for
columns and on whether special additional constraints (like keeping the permutation fixed) are imposed. There are many
interesting further questions.
– Is the weighted simultaneous problem with fixed permutations still easy if it is only required that the matrices are
symmetric?
– Is the weighted problem for rows NP-equivalent and does the same hold for the simultaneous problem?
– Are some of the problems mentioned (also for the simpler C1R case) fixed parameter tractable for suitable parameters?
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