Abstract-For a novel electric clutch actuator, a nonlinear feedforward-feedback control scheme is proposed to improve the performance of the position tracking control. The design procedure is formalized as a triple-step deduction, and the derived controller consists of three parts: steady-state-like control; feedforward control based on reference dynamics; and statedependent feedback control. The structure of the proposed nonlinear controller is concise and is also comparable to those widely used in modern automotive control. Finally, the designed controller is evaluated through simulations and experimental tests, which show that the proposed controller satisfied the control requirement. Comparison with proportional-integral-derivative control is given as well.
The control task is represented as a position control problem because the torque transmitted in the clutch is determined by the displacement of the thrust bearing of the dry clutch, which is driven by the clutch actuator.
There have been some studies addressing the position control of electric clutch actuators, including adaptive neuron proportional-integral-derivative (PID) [7] , predictive control strategy [5] , and sliding-mode control [9] . In [7] , it is pointed out that a clutch actuator is a highly nonlinear system because of the friction force and the large hysteresis, and adaptive neural PID control is adopted to improve tracking accuracy. In order to make friction compensation, a lot of research studies have been carried out, including [10] [11] [12] .
In this paper, although a ball screw has high efficiency, it does not self-lock, and the preload force of the supporting bearings produces time-varying friction force. On the other hand, because dry clutch control is closely related with the drivability performance, it requires that the clutch actuator should be fast and precise enough, which make the position control of the proposed actuator a challenging nonlinear control problem.
A variety of powerful methodologies have been developed to deal with nonlinear control problems, including the following: 1) sliding-mode control [13] ; 2) feedback linearization [14] ; 3) differential flatness [15] ; and 4) backstepping [16] . Each of them has its own characteristics and successful industrial applications. In present automotive productions, many control systems have map-based structure of feedforward and feedback. The feedback is in general a gain scheduling PID controller, where the PID parameters vary according to given lookup tables (maps) in order to be adaptive to different operating conditions. The feedforward, generally given as maps too, is used to produce a control signal according to the reference dynamics in the nominal operating condition. In order to reduce the calibration effort, and inspired by the map-based feedforward-feedback structure widely used in automotive control engineering, a triple-step design procedure of nonlinear controller is proposed in [17] for the rail pressure control of gasoline-direct-injection engine. This paper will extend the method to a third-order system and proposes a model-based and systematic procedure to design a nonlinear position controller for an electric clutch actuator. The procedure consists of three steps in succession and delivers the final control in an additive process.
The main merits of the design controller cover the following points: 1) using lookup tables as a steady-state control, which is commonly used in automotive control; 2) based on the reference dynamics and tracking error dynamics, the closed-loop system design is completed to enhance control performance; and 3) most importantly, the resulting control strategy has a structure comparable to the standard structure of the existing automotive control, which seems reasonable to be applied in implementation.
The rest of this paper is organized as follows. In Section II, a dynamic model of the considered electric actuator is derived, and the control problem is described. The nonlinear controller is designed in Section III, and in Section IV, the robustness analysis of the implemented controller is given. Section V is simulation and experimental results, and finally, some conclusions are given in Section VI.
II. SYSTEM MODELING AND PROBLEM STATEMENT
The electric clutch actuator, as shown in Fig. 1 , adopts a dc motor as the power source and a ball screw as the speed reduction mechanism; there is no other gear set. The rotational motion of the motor is transformed into linear motion by the ball screw, and then, the clutch lever is pushed (clutch disengaged) or released (clutch engaged). A potentiometer is installed on the nut to measure the position of the clutch lever.
A. System Modeling
The dc motor is driven by an H-bridge circuit, which consists of four MOSFETs, and pulsewidth-modulation (PWM) control is used to modulate the motor current. Because the PWM frequency can be set as a high value, such as 10 kHz, the current could be controlled without noticeable dither. The voltage balance equation of the armature circuit is
and the torque balance equation is given as
where v bat is the battery voltage, v a is the voltage reduction caused by the resistance of the armature circuit, L a is the armature inductance, i a is the armature current, u is the PWM duty ratio, k v is the back electromotive force coefficient, θ m is the motor rotational angle, T m and T mf are the output torque and friction torque of the motor, respectively, k t is the torque coefficient, and J m is the inertia.
The motor shaft is connected to the screw shaft, and the screw nut is connected to the load side, i.e., the clutch lever. When the motor rotates, the screw nut moves forward or backward to disengage or engage the clutch. The dynamic equation is given as
where y is the displacement of the screw nut, m is the mass of moving parts, h is the lead of the screw, F s is the load force, i.e., the return force of the diaphragm spring, and F f is the friction force. The relationship of the rotational and the linear movements satisfies that
where F m is the linear force produced by the motor torque.
From (1)- (4) and defining the clutch displacement y as x 1 , clutch speedẏ as x 2 , armature current i a as x 3 , we have the state-space form of the actuator systeṁ
B. Control Problem Statement
From experimental tests, it is found that the functions of load force F s , friction force F f , and the resistance voltage of v a are all nonlinear functions. Hence, the considered control problem here is summarized as a tracking problem in consideration of the system nonlinearities, wherein x 1 , the clutch position, is controlled to track the reference values. The operation of clutch is important for the drivability of the vehicle. The response speed and tracking precision are crucial for longitudinal dynamic performance of the vehicle. From the requirement of the driving performance, the following are requested.
1) The full disengagement (or engagement) time should be less than 0.15 s.
2) The steady-state tracking error should be less than 0.1 mm.
Because of the large load force and friction force, this is a challenging control requirement. The triple-step design procedure of nonlinear controller proposed by Chen et al. [17] is concise and has standard structure; this method will be extended to third-order system to solve the aforementioned control problem.
III. NONLINEAR CONTROLLER DESIGN
We rewrite the aforementioned clutch actuator system aṡ
where
The clutch position y = x 1 is the controlled output, and we want to design a controller to drive the nonlinear system tracking a given reference trajectory y * , which is derived from the upper controller of vehicle drive-train control system. The calculation of y * is out of the scope of this paper, and it is omitted here.
In the following, we design a nonlinear position controller for the electric clutch actuator using a model-based and systematic procedure, which consists of three steps in succession: The first step is to design a steady-state-like control, the second step handles the derivative requirements of tracking, and the third step handles the final tracking offset. The final control is derived by the triple-step method in an additive process.
A. Step 1: Steady-State-Like Control
The first step is to design a steady-state-like control, denoted as f s (x), by setting the system in steady state.
We differentiate y until the control input u appearṡ
...
In order to obtain the form of (9c),ẋ 1 =ẏ andẋ 2 =ÿ are used. By lettingẏ = 0,ÿ = 0, and
, we obtain a steady-statelike control as follows:
It is called "steady-state-like" because this part of the control is obtained by setting the system in steady state and implemented according to the current measured or estimated state x but not the true steady state x s . A justification for the form of (10) is the widely used map-based control in automotive engineering, where the control map (or lookup table) is calibrated from a large amount of experimental data in the steady state and the control is implemented according to the current measured or estimated state. The merit of using such form can be found in the following derivation.
B. Step 2: Reference-Dynamics-Based Feedforward Control
We know that a steady-state control is not enough for achieving satisfying performance. Hence, we introduce an additional u 1 and define
where u 1 is to be determined. Substituting into (9c) leads to
with
We stress that the clear form of (11) benefits from the statedependent form of (10 
we obtain a feedforward control related to the reference dynamics as follows:
The 
C. Step 3: Error Feedback Control
After the aforementioned two steps, what is not considered is just the requirement of tracking offset. To deal with the final tracking offset error, we add a new control action u 2 , which is to be determined, into the steady-state-like control and the reference dynamics feedforward. Substitute
By defining the tracking error as 
Defining e 2 =ė 1 and e 3 =ë 1 , (17) can be rewritten aṡ
With the help of the predetermined f s (x) and f f (x,ẏ * ,ÿ * ,
we obtain an explicit expression of the tracking error dynamics. Moreover, it is affine in the tacking error and in the u 2 to be determined. This simplifies significantly the determination of u 2 such that the tracking error dynamics is asymptotically stable, as shown in the following. Take e 3 as a virtual control for the linear subsystem, and choose a PID as the virtual control law
where χ = e 1 dt. Then, we have
with η = e * 3 − e 3 . According to Routh's stability criterion, we can choose k 0,1,2 satisfying 
Finally, u 2 is determined to enforce x 3 tracking x * 3 using Lyapunov's direct method. By defining
and using (18c) and (19), we infeṙ
Now, we choose the control law as
to achieveV
For the whole error system given in (18), we define a Lyapunov function as follows:
Differentiating it and substituting (22) and (27), we havė
If we choose k 3 > γ, the control law (26) makes the whole error dynamics (18) which admits the form of a proportional-integral-doublederivative (PIDD) controller.
D. Formalized Control Law
By combining (10), (14), and (30), the control law as a whole is given as follows:
We rewrite the derived control law as
Apparently, the structure of the proposed nonlinear controller is in a concise order, as shown in Fig. 2 . The f s (x) expresses a steady-state control with the similar function of the widely used lookup tables. Concerning the dynamics of the tracking reference, f f (x) works as a feedforward control. The feedback control is derived based on Lyapunov's direct method with error state which can be finally rearranged into the form of PIDD controller with state-dependent parameters.
The proposed procedure can avoid explosion of terms caused by multiple differentiations, which are always necessary in existing nonlinear methods. Moreover, the designed controller is comparable to a standard two-degree-of-freedom structure of the automotive control in practice, most of which contains PID, feedforward maps, and sometimes correction maps. While map calibration is time and cost consuming, the suggested method has potential in improvement of dynamic performance and reduction of calibration work.
1) First, the steady-state control reflects some dominant characteristics of the system, and when the system approaches steady state, this part becomes dominant and provides the control action. 2) Second, the feedforward part provides correction action according to the reference dynamics, which depends on state and helps to improve the transient performance. 3) Third, with the help of the steady-state and feedforward control, the resulted error feedback becomes an affine linear system, and the designed state-dependent PID possesses gain scheduling performance, which canceled the laborious effort of gain calibration.
E. Implementation Issues 1) Signal Processing and Calculation of High-Order Derivatives:
We use an input shaping technique [20] for signal processing and, at the same time, obtain the first-and secondorder differentiations of y * and y, which are necessary for the derived control law (32). Here, we assume that the reference trajectory does not vibrate frequently (which is true in practice), and the third differentiation of it, ... y * in (33b), is ignored. Let the original reference trajectoryȳ * and the measurement value of the output y m pass through a second-order filter, and the output of the filter is the reference value y * or the filtered output y, which are actually used in the control system.
the block diagram of which is shown in Fig. 3 , and the filter for y m , the measured output, is the same as above. Then,ė 1 and e 1 can be achieved fromė 1 =ẏ * −ẏ, andë 1 =ÿ * −ÿ. Note that, although the derivatives of system output are calculated by the filter instead of designing a state observer, the calculation precision is accurate enough if ω n and ξ are chosen reasonably.
It is also worth noting that f DD (x)ë 1 , the term of the secondorder differentiation in the control law, is ignored if we assume that the amplitude of f DD (x)ë 1 is much less than the other terms. In fact, except for the very short moment when the signal is changed intensively, this is the truth because the coefficient f DD (x) is indeed much smaller than f D (x), which can be seen from the values of k 0,1,2 given in Section V.
2) Calculation of A 1 (x), A 2 (x), and v a (x): The control law also requires to know the values of A 1 (x) and A 2 (x), and consequently, from (12) and (8a), it is necessary to calculate In Fig. 4, x 0 denotes the position where the diaphragm spring begins to be deflected, and x f denotes the kiss point of the clutch (the position where the clutch plates begin to be touched). The characteristics of F s , the resistance force of the diaphragm spring, is fitted as a third-order polynomial function F s (x 1 ) = −0.86x 
The friction force F f , as shown in Fig. 5 , is a function of moving direction and speed, and it also increases with the displacement of x 1 because of the increasing load force
is the absolute value of the friction force when the load force is zero and F fs (x 1 ) is the additional friction caused by spring load force. Then, according to the identified friction force shown in Fig. 4 , we have that, when and, when x 2 < 0
The other parameters used in the controller are given in Table I , and the map of resistive voltage v a , which is contained in the steady-state control f s (x), is shown in Fig. 6 .
3) Final Control Law: Therefore, the control law to be implemented becomes
IV. ROBUSTNESS ANALYSIS
In the aforementioned deduction of the implemented control law (39), several high-order derivatives have been ignored and removed, including
and f DD (x)ë 1 , which brings errors/disturbances into the system input. Moreover, the nonlinear functions A 1 (x), A 2 (x), and v a (x) are obtained from identified curves, which also introduce errors inevitably. By lumping these errors/uncertainties as an additive disturbance d, we have
Indeed, other uncertainties might be included in d, too. If we apply the control given in (39) into the system, the error dynamics then becomeṡ
Thus, the derivative of V 2 given in (23) turns to bė
For V = V 1 + V 2 given as (28), the Lyapunov function of the whole system, we havė
If k 3 > γ + (1/2), then the whole system is ISS with respect to d, and equivalently, it is robust against the considered uncertainties [19] .
V. TEST RESULTS

A. Simulation and Parameter Tuning
Before the designed control, given in (39) with (33), and (40) is implemented on the real bench, simulations are carried out. Parameters are chosen according to the aforementioned theoretical analysis. The summary is as follows.
1) k 0 , k 1 and k 2 are the PID parameters of the virtual control law (19) and are tuned based on the PID rules in the satisfaction of the stability condition (21). 2) k 3 should be large enough, at least much larger than 0.5, to ensure the robustness of the closed-loop system. 3) ω n and ξ in (34) are tuned to trade off the filter performance and the resulting delay. Finally, by consulting with simulation, the parameters of the proposed nonlinear controller are chosen as follows:
The results of step response (from 0 to 10 mm and from 10 to 11 mm) are shown in Fig. 7(a) . The PWM in the first subplot means the duty ratio of PWM of the motor, which is also the control input u of the system. It can be seen that the settling time is less than 0.15 s, and the tracking error is less than 0.1 mm, which satisfies the control requirements. Note that, in this study, the stroke to disengage the clutch is 13 mm, and the full stroke is 17 mm.
As comparison, results of PID control are also shown in Fig. 7 . The well-tuned PID parameters are K p = 70000, K i = 28000, and K d = 2000, wherein the requests of small steadystate error, small overshot, and small settling time were considered. Although a low-pass filter (with time constant of 0.01 s) is used, the large K d still increases the sensor noise and results in dither of the control signal and, consequently, the armature current. Moreover, the tracking error of PID control is larger than that of the nonlinear control. 
B. Experimental Results
The test system consists of an actuator unit installed with a potentiometer, a load spring, a motor driver, and an NI6024E control board installed in a host PC, which is shown in Fig. 8 . The analog input channels of NI6024E are with 12-b resolution. The motor is a dc motor with nominal power of 110 W (at speed of 2000 r/min). The PWM frequency of the motor driver (H-bridge circuit) is set as 10 kHz, and the system sampling time is set as 1 ms. The position of the actuator is measured through a potentiometer with a linear precision of 0.2%, and for simplicity, x 1 and x 2 , the position and the speed of the actuator, respectively, are obtainable from the filter designed in Section III-E. We can also design an observer to estimate x 2 if necessary. State x 3 , the current of the motor, is measurable by means of a low resistance.
Step response and sinusoidal response are carried out to check the control performance.
The step responses are shown in Figs. 9 and 10, and the sinusoidal responses are shown in Fig. 11 . The zoomed-in view of the tracking error is also given to distinguish the tracking speed and the steady-state error. For comparison, the results of the PID controller designed in the last section are given as well.
It can be seen that the tracking error of nonlinear control is significantly less than that of PID control. The steady-state error of nonlinear control is less than 0.1 mm, while the steady-state error of PID control reaches 0.25 mm.
From Figs. 10 and 11, it is shown that the settling time of nonlinear control is restrained within 0.15 s, while that of PID control is longer than 0.3 s. It is also shown in Fig. 11 that the peak error of PID control reaches 0.6 mm, which is two times that of the nonlinear control. Finally, it should be noted that the dither of control signal u of the nonlinear control is greatly less than that of the PID control, which helps improve the durability of the mechanical system.
VI. CONCLUSION
A nonlinear control scheme has been proposed for the position tracking control of an electric clutch actuator. The formalized control scheme consists of three parts: steady-state-like control, feedforward control based on reference dynamics, and state-dependent feedback control. The benefit of the proposed method is that it offers a concise derivation procedure for engineering implementation. Finally, the designed controller is evaluated through simulations and experimental tests. Comparison results show that the proposed controller has better control performance than that of the PID. The designed controller also satisfies the stringent clutch operation requirements.
