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Abstract. Recently, we have seen a rapid development of Deep Neural
Network (DNN) based visual tracking solutions. Some trackers combine
the DNN-based solutions with Discriminative Correlation Filters (DCF)
to extract semantic features and successfully deliver the state-of-the-art
tracking accuracy. However, these solutions are highly compute-intensive,
which require long processing time, resulting unsecured real-time perfor-
mance. To deliver both high accuracy and reliable real-time performance,
we propose a novel tracker called SiamVGG1. It combines a Convolu-
tional Neural Network (CNN) backbone and a cross-correlation operator,
and takes advantage of the features from exemplary images for more ac-
curate object tracking. The architecture of SiamVGG is customized from
VGG-16, with the parameters shared by both exemplary images and de-
sired input video frames. We demonstrate the proposed SiamVGG on
OTB-2013/50/100 and VOT 2015/2016/2017 datasets with the state-of-
the-art accuracy while maintaining a decent real-time performance of 50
FPS running on a GTX 1080Ti. Our design can achieve 2% higher Ex-
pected Average Overlap (EAO) compared to the ECO [1] and C-COT [2]
in VOT2017 Challenge.
Keywords: visual tracking, Siamese network, similarity-learning
1 Introduction
Visual object tracking is one of the most fundamental topics in computer vision.
Building trackers with both high accuracy and reliable real-time performance is
always a challenging problem. In the tracking problems, a bounding box is given
of an arbitrary object in the first frame, and the goal is to report the location of
the same target in following frames. With the extremely high practicability, there
are growing number of tracking-related applications, which can be easily found
in surveillance systems, Unmanned Aerial vehicles (UAVs), and self-driving cars,
etc. However, higher demands of accuracy and real-time performance are pro-
posed by real-life applications since trackers can be easily distracted by the
movement of targeted and surrounding objects in real scenarios, such as motion
changes, illumination changes, and occlusion issues, and real-time capability can
1 https://github.com/leeyeehoo/SiamVGG
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guarantee the satisfaction of input video frame rate. It is hard to satisfy real-time
tracking while using DNN-based trackers with high computation complexity and
long processing latency. Although we can take advantage of hardware accelera-
tor to speedup DNN inference using GPUs [3,4], FPGAs [5,6], or ASICs [7], the
tradeoffs between accuracy and real-time performance of DNN-based trackers
are not yet fully investigated.
Recently, a Discriminative Correlation Filters (DCF) based approach has
demonstrated its promising real-time performance in tracking applications. This
approach transforms convolutional operations from time-domain to frequency-
domain so that it largely improves the computation efficiency and speed. One
typical example is a tracker called MOSSE [8], which can process up to 700
frames per second but it fails to provide acceptable accuracy and requires addi-
tional hand-crafted features to recognize the targeted object.
Another solutions relay on DNNs to capture features of the targeted object.
DNNs have demonstrated their potentials of feature extractions especially in
object classification [9], detection [10], and saliency prediction [11] tasks. By
using DNNs, more high-dimensional features can be captured to significantly
improve the object tracking algorithms. With the integration of convolutional
neural networks (CNNs) as the feature extractors, DCF based trackers begin
to show improving performance on various tracking datasets regarding accuracy.
However, most of these trackers still cannot meet the real-time requirement (e.g.,
≥30 FPS) [1], because every incoming frame needs to go through all layers of the
CNN to get the up-to-date features, resulting time-consuming procedure. An-
other problem of DNN-based object trackers is, the feature extractors (the CNN
part) are not originally designed and trained for tracking tasks. For example,
in ECO tracker [1], the feature extractor is the first (Conv-1) and last (Conv-5)
convolutional layer of the VGG-m, which are pretrained on image classification
datasets but not tracking datasets. Without the dedicated end-to-end training
for tracking tasks, the tracking-oriented DNN models may be affected by the
training noises and perform poorly. Some models with online learning ability
may overcome this problem by fine-tuning the network parameters during track-
ing, such as using stochastic gradient descent (SGD), but the online learning
approach does not satisfy the real-time requirement neither.
To balance accuracy and speed, offline DNN-based trackers is one promis-
ing solution. Among them, the approaches which consider tracking problems
as similarity learning problems get the highest attentions recently. These so-
lutions use Siamese Network, such as the fully-convolutional Siamese Network
(SiamFC) [12], to learn the similar parts of the targeted objects out of the in-
put frames. Since this solution is end-to-end trainable, it is easier to train on
object detection datasets. As a result, tracking solutions with Siamese Networks
can deliver high accuracy without any fine-tuning or online updating process.
However, the discrimination ability of these solutions are highly relay on the
feature extraction capabilities of the Siamese Network. For example, our pro-
posed design, SiamVGG (using modified VGG-16), performs much better than
the SiamFC (using AlexNet), where more details are shown in Figure 1. Larger
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portion of the red color area in the second row represents that the SiamFC can
be easily disturbed by the similar objects or even backgrounds, resulting in rel-
atively uncertain output predictions compared to the third row with a better
Siamese Network.
Fig. 1. The first row presents the targeted objects (with bounding boxes) in VOT2017,
while the second and the third rows represent the score maps of the possible locations
of the targeted object using SiamFC and the proposed SiamVGG, respectively.
In this paper, we propose a new approach for object tracking, named SiamVGG,
to improve the major drawback (weak discrimination capability) of the current
Siamese Network based methods. We adapt more advanced networks for better
discrimination capability and eventually improve the proposed Siamese Net-
work based tracker. In our experiments, we notice that not all the networks
are suitable for the Siamese structure and we choose the VGG-16 [13], which
shows the best performance, as the backbone CNN, and it is trained on both
ILSVRC dataset [9], and Youtube-BB dataset [14]. We evaluate the proposed
SiamVGG in VOT 2015, VOT 2016, VOT 2017, OTB-100, OTB-50, and OTB-
2013 datasets [15,16,17]. The proposed SiamVGG delivers the state-of-the-art
performance without tiring fine-tuning efforts for hyperparameters. In addition,
the proposed network is very compact so that it can reach 50 FPS for most of
the real-time applications.
The rest of the paper is organized as follows. Related works are introduced
in Section 2. The proposed architecture and corresponding configurations are
introduced in Section 3. While Section 4 presents the experimental results on
six datasets and Section 5 concludes this paper.
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2 Related Work
2.1 Using CNNs as Feature Extractors
The features captured by CNNs can enhance the performance of traditional
tracking algorithms by bringing sufficient high-level semantic representations
to locate the desired targets. One of the successful examples is called Deep-
SRDCF [2], which takes advantage of the features extracted by CNN combining
with correlation filters. Similar methods, such as C-COT [18] and ECO [1], em-
ploy continuous convolution operators to enhance the feature extraction of their
trackers. Although these methods can reach the state-of-the-art tracking accu-
racy, they are unable to deliver high enough frame rate (e.g., Frame pre second)
to support real-time object tracking, especially when input images become large.
2.2 Siamese Network Based Tracker
To overcome the low-frame-rate challenge, recently published papers try to con-
vert the tracking problem into a saimilarity learning problem, such as SiamFC [12].
The goal of SiamFC is to find the potential area of the targeted objects in the
following frames by comparing with the exemplary images. In this approach,
the tracker does not need to perform the online parameter update, which helps
to satisfy the frames rate requirement of real-time detection. This work shares
its weights for both search column and exemplary column. There are also a
growing number of the SiamFC-like structures proposed recently. Among them,
EAST [19] tries to speed up the tracker by learning an agent to decide whether
to locate objects with high confidence on an early layer. DSiam [20] attempts to
adjust the exemplars by adding online updating, while SA-Siam [21] implements
a two-branch Siamese Network for with one branch for semantic and the other
for appearance. In addition, RASNet [22] introduces three different attention
mechanisms to enhance the performance, and SiamRPN [23] integrates the re-
gion proposal network as the backend to improve the scaling speed. However,
most of these methods still use AlexNet as their backbone, which is not good
enough for extracting the underlying semantic features for the targeted objects.
3 Proposed Solution
The main idea of our design is to deploy a stronger DNN to capture more detailed
semantic features and to combine with the advantages of using the Siamese
Network. In this section, we first introduce the proposed network architecture,
and then we present the corresponding training methods. Finally, we illustrate
the tracking configurations in our design.
3.1 SiamVGG Architecture
Following the idea from the Siamese Network, we choose the modified VGG-16
as the backbone because of its strong transfer learning ability shown in other
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tasks (e.g., segmentation [24], crowd counting [11], etc.) and its straightforward
structure for easy implementation. We also follow the base design strategy from
SiamFC and use it as our baseline design for further comparison.
Fully-convolutional Siamese Network We first introduce the Siamese net-
work using fully-convolutional operations. Assuming Lτ is the translation op-
erator, we have (Lτx)[u] = x[u − τ ]. When the mapping function h for input
signals is a fully-convolutional function with integer stride k, it needs to meet
the following Equation (1), for translation τ in the valid region of both inputs
and outputs.
h(Lkτx) = Lτh(x) (1)
By using the fully convolutional Siamese network, we need to feed in two
input images and compute their cross-correlation, f(z, x), which is defined as
Equation (2), where z and x represent the exemplary image and the search image,
respectively. In Equation (2), ϕ represents a convolutional embedding function
(e.g., CNNs) and b1 denotes the bias with value b ∈ R. In our experiments, we
notice that the b1 contributions nearly nothing to the final performance, so that
we remove it in our design for a more compact structure.
f(z, x) = ϕ(z) ∗ ϕ(x) + b1 (2)
Figure 2 shows the whole network structure of our proposed design with
two inputs (x for search image and z for exemplary image) and one output for
the score map after running cross-correlation between two inputs. The gener-
ated output map indicates the similarity information between the current search
image and exemplary image.
Fig. 2. Architecture of the proposed SiamVGG with VGG-16 based Siamese network.
During tracking, the search image is centered at the previous position of
the target which the network predicts. By using the bicubic interpolation, the
5
score map is re-scaled to a specific size which equals to the original score map
size multiplied by the down-sample rate of the network. The position of the
targeted object is obtained according to generate score map (where the maximum
score means the best possible position). Multiple scales are searched in a single
inference by stacking a mini-batch of scaled images.
One interesting fact is that the commonly used padding operation in CNNs
fails to show any benefits in the fully-convolutional Siamese Network. One ma-
jor reason comes from the noise introduced by padding operations, which de-
teriorates the quality of the output feature maps after pooling and leads to
imperfect score maps after running cross-correlation. Eventually, the trackers
using Siamese network with padding layers suffer accuracy loss. The most effi-
cient solution is to remove the padding layers for maintaining accuracy, but the
computational complexity would be increase exponentially as the layer number
grows without using padding. As a result, the network design need to be more
careful as to balance the accuracy and corresponding computational complexity.
Network Configuration We illustrate the proposed network configuration in
Table 1. By removing the fully-connected layers, we keep the first 10 layers from
VGG-16 and make the last layer a 1 × 1 kernel as the output. There are two
reasons for us to choose VGG-16 as the backbone network. The first reason is
that we need to implement a CNN without using padding layers, which is a
restriction of using most of the up-to-date CNNs, such as ResNet (with shortcut
connections between layers) and GoogLeNet (with Inception modules), since
padding operations are required in these networks. While the other reason is the
great adaptability of VGG-like networks which allows us to adapt them from
image classification to object tracking. To be more specific, these networks can
be pre-trained on classification datasets, and then adapted to tracking tasks.
3.2 Training Method
In this section, we provide details of our training method. By using regular CNN
components (including only convolutional layers, Relu, and maxpooling layers),
SiamVGG is easy to implement and fast to deploy.
Generating Ground Truth To train the SiamVGG, we use ILSVRC and
Youtube-88 datasets, which cover around 4,000 videos annotated frame-by-frame
and more than 100,000 videos annotated every 30 frames, respectively. Because
ILSVRC contains more fine-grained information while Youtube-BB covers the
coarse-grained information, we set the feeding ratio between these two datasets
as 1 : 5.
We randomly pick two frames from the same video sequence and assemble
them into a pair of the search image and the exemplary image. In our design, the
size of search image is 255× 255 while the size of exemplary image is 127× 127.
To keep all images as squares, we add context margin on top of the original
images following the Equation (3) and (4). Assuming the original image size
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Table 1. The backbone architecture of SiamVGG’s. All the convolutional layers are
integrated with ReLU except the last one working for generating outputs. ‘MP’ stands
for the maxpooling layer. The channel map indicates the number of output and input
channels using the format outputchannel × inputchannel.
Activation Size
Layer Kernel Size Chan. Map Stride For Exemplar For Search Chan.
127× 127 255× 255 ×3
CONV1 3× 3 64× 3 1 125× 125 253× 253 ×64
CONV2 3× 3 64× 64 1 123× 123 251× 251 ×64
MP1 2× 2 2 61× 61 125× 125 ×64
CONV3 3× 3 128× 64 1 59× 59 123× 123 ×128
CONV4 3× 3 128× 128 1 57× 57 121× 121 ×128
MP2 2× 2 2 28× 28 60× 60 ×128
CONV5 3× 3 256× 128 1 26× 26 58× 58 ×256
CONV6 3× 3 256× 256 1 24× 24 56× 56 ×256
CONV7 3× 3 256× 256 1 22× 22 54× 54 ×256
MP3 2× 2 2 11× 11 27× 27 ×512
CONV8 3× 3 512× 256 1 9× 9 25× 25 ×512
CONV9 3× 3 512× 512 1 7× 7 23× 23 ×512
CONV10 3× 3 512× 512 1 5× 5 21× 21 ×512
CONV11 3× 3 256× 512 1 5× 5 21× 21 ×256
(w, h), and the context margin p, we can calculate the scale factor s in Equation
(3). Regarding the exemplary images, A = 127 × 127 and the context margin
is p = (w + h)/4. So in the original frame, the final square is centered at the
original center of the bounding box with side length L in Equation (4). One the
other hand, the search images are 255×255, which means that they are centered
at the original bounding box center with 2L side length.
s(w + 2p)× s(h+ 2p) = A (3)
L =
√
(w + 2p)× (h+ 2p) (4)
Since the output of the proposed structure in Figure 2 is 17× 17, we set the
ground truth of the score map to 17 × 17. By using Equation (5), we generate
the elements in the score map, which are considered as positive examples if
the targeted objects are located in the center within specific radius R using
Manhattan distance. y[u] represents the elements of the ground truth while c is
the center of the score map. In the example in Figure 3, we assume R = 2 and
coefficient k = 1.
y[u] =
{
+1 if k ‖u− c‖ ≤ R
−1 otherwise . (5)
7
Fig. 3. The search image (left) with size 255×255, the exemplary image (middle) with
sized 127× 127, and the ground truth score map (right) with size 17× 17.
For data augmentation, we randomly stretch the search image on a small
scale, from 1.04−3 to 1.043. Since we have a large amount of training data, other
data augmentation methods, like rotation, flipping, or color transformation are
not utilized.
Training Details We use an end-to-end method to train the proposed SiamVGG.
We choose the SoftMargin loss as the loss function (Equation (6)), where y is
the ground truth score map (y[i] ∈ {+1,−1}) and x is the output score map. n
is the total number of elements in the score map.
loss(x, y) =
∑
i
log(1 + exp(−y[i]× x[i]))
n
(6)
During training, we initialize the first ten convolutional layers of our design
using VGG-16 pre-trained model on ILSVRC classification dataset, and use the
method proposed in [25] to initialize the output layer. Stochastic gradient descent
(SGD) is applied with learning rate from 10−4 to 10−7 during training. The
whole training process contains over 200 epochs and each epoch is consist of
6,000 sampled pairs. The gradients for each iteration are estimated using mini-
batches of size 8. We use an IBM S822LC machine with 2×Power8 CPUs, 512GB
RAM, and 4×Nvidia P100 GPUs to handle the training of SiamVGG.
4 Experiments
In this section, we first start an ablation study of our proposed SiamVGG on
OTB100 dataset and then we demonstrate our approach in six different pub-
lic datasets with the state-of-the-art performance. The implementation of our
model is based on the PyTorch framework while the experiments (inferences)
are running on a PC with an Intel i7-7700K, 16GB RAM, and Nvidia GTX
1080Ti GPU. We upsample the score map by using bicubic interpolation from
17×17 to 273×273 (16× upsampling with an element as the center of the score
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maps). To handle the scale transformation, we search for the object over three
scales as 1.040−1,0,1 with the penalty rate of 0.97 for the scale variation and
update the scale with a learning rate of 0.59.
4.1 The OTB Benchmarks
We evaluate the proposed design in OTB benchmarks (OTB-2013, OTB-50,
OTB-100), which are one of the most widely used public tracking benchmarks.
These benchmarks consider the average per-frame success rate at different thresh-
olds, which means a detection is considered to be successful in a given frame if
the intersection-over-union (IoU) between its prediction result and the ground-
truth is above a certain threshold. Trackers are then compared regarding area
under the curve (AUC) of success rates for one pass evaluation (OPE). The re-
sults are shown in Figure 4 for OTB benchmarks along with different thresholds.
Also, we compare our tracker to other state-of-the-art Siamese network based
trackers in Table 2. The results show that our proposed SiamVGG have achieved
very competitive performance among all these trackers.
Fig. 4. Success plots for OPE (one pass evaluation) using OTB-2013, OTB-50, OTB-
100 benchmarks with the AUC value presented at the top-right corner in percentage.
Table 2. AUC value for recently published real-time trackers using Siamese networks.
Datas highlighted in red , blue, and green color stand for the first, second, and third
place of each benchmarks, respectively.
tracker OTB-2013 OTB-50 OTB-100
SiamFC-3s [12] 0.607 0.516 0.582
CFNet [26] 0.611 0.530 0.568
RASNet [22] 0.670 - 0.642
SA-Siam [21] 0.677 0.610 0.657
DSiam [20] 0.656 - -
SiamRPN [23] - - 0.637
SiamVGG 0.665 0.610 0.654
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4.2 Ablation study on OTB100
In this section, we explore several factors in the proposed design and eventually
determine the final configuration of SiamVGG.
Batch Normalization The first consideration relates to the batch normaliza-
tion layer. Since the VGG-16 has two setups as the one with batch normalization
layer and the other without, we need to determine which is more suitable in
tracking tasks. Although results on ILSVRC classification dataset show that the
VGG-16 model with batch normalization can deliver relatively higher accuracy,
we notice the other one (without batch normalization) achieves much higher
performance in tracking tasks with 0.654 AUC of success plots for OPE than
the model with batch normalization (with 0.589 AUC).
Youtube-BB Dataset We notice that the ILSVRC only contains less than
5,000 video sequences, which are inadequate and easily cause overfitting dur-
ing training. Thus, we introduce the Youtube-BB dataset including more than
100,000 videos annotated once in every 30 frames for more training material. By
combining these two datasets in a particular ratio, the performance of our design
has improved from 0.637 to 0.654 (AUC of success plots for OPE) in OTB-100.
4.3 The VOT Benchmarks
We use the latest version of the Visual Object Tracking toolkit (6.0.3) to start
reset-based experiments. The toolkit re-initializes the tracker in five frames after
failure is detected (zero overlaps with the ground truth). The performance is
measured in terms of expected average overlap (EAO) to reflects both robust-
ness and accuracy quantitatively. For the comparison in VOT2017 participants,
we also include the real-time tracking performance as the additional metrics.
Comparison results to other state-of-the-art methods on VOT2015, VOT2016,
and VOT2017 are reported in the following subsections.
Results on VOT2015 The VOT2015 dataset consists of 60 sequences. The
performance is evaluated in terms of accuracy (average overlap while tracking
successfully) and robustness (failure times). The overall performance is measured
using an expected average overlap (EAO) which takes account of both accuracy
and robustness quantitatively.
We compare our tracker with top 10 trackers recorded in the VOT2015 pre-
sentation (remove MDNet from the record because it’s trained with data gener-
ated from OTB’s sequences). Also, we compare our tracker with other previous
methods based on the Siamese networks (if their results are reported). The re-
sult in Table 3 shows that SiamVGG is able to rank 1st in EAO with 17%
enhancement compared to the DeepSRDCF (note that it cannot run at real-
time speed). Although our tracker is slower than SiamRPN, our performance is
relatively higher than it.
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Fig. 5. Snapshots of the results generated by the proposed SiamVGG on VOT2017.
From top row to the bottom row are singer3, bolt1, bolt2, matrix, fernando, respectively.
Table 3. We compare our tracker to top 10 trackers recorded in the VOT2015 chal-
lenge (MDNet [27] is removed) and several Siamese network based methods regarding
overlap, failures, and expected average overlap (EAO) using the latest VOT toolkit
(6.0.3).
Tracker Overlap Failures EAO
DeepSRDCF [2] 0.556 16.953 0.318
EBT [28] 0.459 15.370 0.313
LDP 0.484 23.897 0.278
NSAMF 0.525 25.616 0.254
RAJSSC 0.563 29.761 0.242
S3Tracker 0.505 27.856 0.240
SC-EBT 0.542 31.816 0.255
sPST [29] 0.548 26.253 0.277
SRDCF [30] 0.553 21.264 0.288
Struck [31] 0.454 27.153 0.246
RasNet [22] - - 0.327
SA-Siam [21] - - 0.310
SiamFC-3s [12] 0.534 - 0.289
SiamFC-5s [12] 0.524 - 0.274
SiamRPN [23] 0.580 - 0.358
SiamVGG 0.601 12.506 0.373
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Results on VOT2016 The VOT2016 dataset keeps the same sequences as
the VOT2015 with re-annotated bounding boxes. We use the same performance
evaluation methods as VOT2015 and compare our tracker to the top 10 trackers
in VOT2016 and those using Siamese networks. The result in Table 4 shows that
our tracker achieves the first place in both failures and EAO sections, and the
second place regarding overlap section. Our tracker can also beat the C-COT
with better real-time speed and deliver significant improvement compared to the
advanced Siamese network based methods.
Table 4. We compare our tracker to top 10 trackers recorded in the VOT2016 chal-
lenge and several Siamese network based methods regarding overlap, failures, expected
average overlap (EAO) using the latest VOT toolkit (6.0.3).
Tracker Overlap Failures EAO
C-COT [18] 0.533 16.582 0.331
DDC 0.534 20.981 0.293
DNT 0.509 19.544 0.278
EBT [28] 0.453 15.194 0.291
MLDF 0.487 15.044 0.311
SRBT 0.484 21.325 0.290
SSAT 0.570 19.272 0.321
Staple [32] 0.543 23.895 0.295
STAPLE+ 0.552 24.316 0.286
TCNN [33] 0.547 17.939 0.325
SA-Siam [21] - - 0.291
SiamFC-A - - 0.235
SiamFC-R - - 0.277
SiamRPN [23] 0.560 - 0.344
SiamVGG 0.564 14.328 0.351
Results on VOT2017 In VOT2017, the easiest 10 sequences in dataset are
replaced by updated sequences. In addition, specific real-time performance is
required, where trackers need to run on at least 25 FPS. If the tracker fails to
generate each result in 40 ms (25 FPS), the VOT toolkit will keep the bounding
box of the last frame as the result of the current frame. As shown in Table 5, our
tracker achieves the first place in overlap and the third place in EAO section,
respectively. Note that most of the top 10 trackers listed in Table 5 cannot run
at real-time speed while maintaining good accuracy.
To evaluate the real-time performance, we compare our method to other
state-of-the-art real-time trackers reported in VOT2017 and the Siamese network
based trackers and show the results in Table 6. It indicates that our tracker
can achieve significant improvement on real-time EAO section with 13% higher
performance compared to SiamRPN. Since the VOT toolkit is used to evaluate
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the FPS performance in VOT2017, the results presented in Table 6 suffer a
certain number of FPS drop. In our case, the proposed SiamVGG can reach 50
FPS using a GTX 1080Ti for tracking tasks without evaluating by VOT toolkit.
By comparing to the baseline model, SiamFC, our tracker can deliver 51% better
EAO without significant speed loss. We also summarize the real-time EAO in
Figure 6 of all selected trackers for intuitive presentation.
Table 5. We compare our tracker to top 10 trackers recorded in the VOT2017 chal-
lenge and several Siamese network based methods regarding overlap, failures, expected
average overlap (EAO) using the latest VOT toolkit (6.0.3).
Tracker Overlap Failures EAO
C-COT [18] 0.485 20.414 0.267
CFCF [2] 0.505 19.649 0.286
CFWCR 0.483 17.134 0.303
CSRDCF [34] - - 0.256
ECO [1] 0.476 17.663 0.280
Gnet 0.500 17.367 0.274
LSART [35] 0.490 12.793 0.323
MCCT [36] 0.523 19.453 0.270
MCPF [37] 0.503 25.960 0.248
SiamDCF 0.496 29.406 0.249
RasNet [22] - - 0.281
SA-Siam [21] - - 0.236
SiamFC [12] - - 0.188
SiamVGG 0.525 20.453 0.286
5 Conclusion
In this work, we proposed a SiamVGG tracker which is an end-to-end DNN-based
model featuring offline parameter update from large-scale image pairs (ILSVRC
and Youtube-BB datasets). By modifying the network from the baseline SiamFC
method, our proposed SiamVGG can deliver significant improvements of track-
ing performance with the state-of-the-art real-time EAO. SiamVGG is very
easy to reduplicate and can be deployed onto IoT devices (with limited com-
putation and memory resources) because of its compact network structure. Ex-
periments showed that our method can outperform most the existing trackers
in VOT2015/2016/2017 challenges and OTB-2013/50/100 datasets and we can
maintain very high FPS for real-time tracking.
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