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Resumen: En esta contribucio´n se presenta un me´todo para la implementacio´n pra´ctica de sistemas de
control con compensacio´n de saturacio´n en los actuadores. La te´cnica se aplica en sistemas lineales,
tomando como base un mecanismo de diagno´stico y deteccio´n de fallas. Para ello, la saturacio´n en
los actuadores es considerada como una falla en el sistema de control, la cual es detectada y aislada
mediante un banco de ﬁltros de diagno´stico de fallas, cuyos residuos son utilizados para efectuar la
compensacio´n de la saturacio´n, proporcionando un esquema de control tolerante a esta falla particular.
Ası´, el me´todo exhibe ciertas propiedades de robustez frente a cambios en el funcionamiento de los
actuadores. Para la sı´ntesis de los ﬁltros de deteccio´n de fallas se propone un me´todo derivado de las
te´cnicas de control o´ptimo robusto en H2/H∞, basado en desigualdades lineales matriciales. Para
veriﬁcar las propiedades de la te´cnica propuesta se presenta un ejemplo nume´rico. Copyright c© 2008
CEA.
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1. INTRODUCCI ´ON
Con el paso de los an˜os, los requisitos impuestos a los sistemas
de control se han hecho cada vez ma´s exigentes. En general
se buscan sistemas seguros y eﬁcientes, lo que ha impulsado
el desarrollo de nuevas te´cnicas de ana´lisis y sı´ntesis con
miras a satisfacer tales requerimientos. Uno de los retos ma´s
frecuentes con que se encuentra la ingenierı´a de control, es el de
mantener condiciones de estabilidad y desempen˜o ante dan˜os
en los elementos del sistema, asociado a los sistemas de control
tolerantes a fallas (CTF) (Patton, 1997; Blanke et al., 2001); o
a las limitaciones en la instrumentacio´n del sistema de control,
en este caso asociado a te´cnicas de control acotado. Dentro
de este u´ltimo grupo se encuentran las estrategias anti-windup
(AW) que buscan compensar los efectos adversos debido a la
saturacio´n de los actuadores o del cambio de controladores
inherente a diferentes escenarios de operacio´n.
Por cuenta de las limitaciones fı´sicas presentes en los actua-
dores y de los cambios de puntos de operacio´n del sistema de
control, segu´n los regı´menes de produccio´n, es comu´n que en
la pra´ctica las entradas de control a los procesos y las salidas de
los controladores sean diferentes. Esta caracterı´stica del lazo de
control implica una diferencia entre la sen˜al que es entregada
por el controlador y la que es recibida a la entrada de la planta,
como consecuencia se produce una actualizacio´n incorrecta de
los estados del controlador, pues los estados de la planta evolu-
cionan de un modo diferente al considerado por el controlador,
debido a la diferencia de la sen˜al de control. Este efecto es
conocido como controller windup (CW).
La actualizacio´n forzada de los estados del controlador genera
un conjunto de efectos no deseables en el lazo de control, tales
como sobre-disparo, el cual adiciona au´n ma´s saturacio´n en
los actuadores, aumento del tiempo de respuesta, llegando en
casos extremos a producir inestabilidad en el lazo (Kothare et
al., 1994).
Por otro lado, los sistemas de CTF esta´n conformados prin-
cipalmente por elementos o ﬁltros de diagno´stico y deteccio´n
de fallas (DDF), los cuales determinan cua´ndo y do´nde una
falla ocurre, tomando como base la informacio´n contenida en
un conjunto de residuos (Beard, 1971; Jones, 1973). La forma
como se generan estos residuos varı´a segu´n la aplicacio´n (Rı´os-
Bolı´var, 2001). En general, si se satisfacen condiciones de de-
tectabilidad y de separabilidad de fallas, se buscan mecanismos
de disen˜o de un u´nico ﬁltro de DDF para el diagno´stico, lo cual
resulta muy restrictivo (Rı´os-Bolı´var and Garcı´a, 2001). Otro
enfoque es utilizar el ﬁltrado mu´ltiple en el cual se construye
un banco de ﬁltros que genere residuos para fallas particulares
(Niemann and Stoustrup, 1998). En esta contribucio´n se abor-
dara´ mediante el disen˜o de un banco de ﬁltros de deteccio´n
(multiﬁltrado), orientado a la implantacio´n pra´ctica de mecanis-
mos de compensacio´n AW, a los ﬁnes de minimizar los efectos
nocivos de la saturacio´n de los actuadores.
Los mecanismos AW son, en general, abordados mediante un
enfoque de dos pasos:
1. Disen˜ar un controlador asumiendo que no hay condiciones
ano´malas.
2. Disen˜ar una compensacio´n (dina´mica o esta´tica) que man-
tenga los ı´ndices de desempen˜o de operacio´n, au´n en pre-
sencia de alguna condicio´n como windup o sobresaltos
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debido a cambios de re´gimen operacio´n del controlador
(Kothare et al., 1994).
La literatura sobre el estudio de los problemas de restricciones
en los actuadores es amplia, puede verse (Bernstein and Michel,
1995) para un resumen bibliogra´ﬁco hasta esa e´poca. El enfo-
que empleado para la sı´ntesis de la ganancia de compensacio´n
AW es el presentado en (Gomes da Silva Jr. and Tarbouriech,
2005).
2. FORMULACI ´ON DEL PROBLEMA
En todos los casos, la sen˜al utilizada para implementar la
compensacio´n AW debe ser medida directamente del proceso,
en general como la diferencia entre la sen˜al de salida del
controlador (la cual es siempre conocida) y la entregada por
los actuadores a la planta como muestra la Figura 1.
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Figura 1. Compensacio´n anti-windup.
Es conocido que, en muchos casos, la posibilidad de realizar
esta medicio´n es nula, por limitaciones fı´sicas propias del
proceso, por la inexistencia de la tecnologı´a apropiada, o que no
serı´a econo´micamente viable adicionar ma´s instrumentacio´n al
proceso. El problema radica en que hay situaciones en donde es
necesario hacer la compensacio´n, pues se sabe que la saturacio´n
esta´ presente y no se desea perder caracterı´sticas de desempen˜o
o mucho menos que se presente inestabilidad; pero, no se
cuenta con la sen˜al mencionada para hacer la compensacio´n del
controlador requerido.
Un mecanismo utilizado para efectuar la implementacio´n con-
siste en el uso de modelos de los actuadores (A˚stro¨m and Rund-
qwist, 1989), los cuales deberı´an reproducir el comportamiento
ordinario de los mismos. El problema de este enfoque, como
el de cualquier otro que use modelos, es que su validez es
limitada; en el tiempo, debido a cambios en los actuadores
por su propio funcionamiento, o en su ﬁabilidad, debido a un
modelo con exactitud insuﬁciente, que a su vez, no se actualiza
dina´micamente en el tiempo.
La solucio´n aquı´ planteada, consiste en reemplazar la medicio´n
de esta sen˜al, por un equivalente estimado a partir de ﬁltros
DDF, de tal manera que la sen˜al residual de estos sea utilizada
para hacer la compensacio´n AW (Rı´os-Bolı´var and Acun˜a,
2006). La Figura 2 presenta este enfoque.
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Figura 2. Compensacio´n AW utilizando DDF.
El documento esta´ organizado como sigue: la Seccio´n 2 pre-
senta un enfoque para la sı´ntesis de los ﬁltros de deteccio´n de
fallas, la Seccio´n 3 presenta un mecanismo de sı´ntesis de la
ganancia de compensacio´n AW y en la Seccio´n 4 se muestra la
propuesta de los ﬁltros de deteccio´n y aislamiento de saturacio´n
(FDS), ası´ como el resultado fundamental para su obtencio´n;
la Seccio´n 5 presenta un ejemplo nume´rico de aplicacio´n del
enfoque propuesto. La notacio´n utilizada es la esta´ndar y en
casos particulares se hara´ la notacio´n respectiva.
3. FILTROS DE DIAGN ´OSTICO DE FALLAS
Los ﬁltros de deteccio´n de fallas, son sistemas que permiten
detectar los comportamientos ano´malos dentro de un sistema
de control. Esta´n compuestos por tres elementos fundamentales
1. Los mecanismos de generacio´n de residuos.
2. Evaluacio´n de los residuos.
3. Decisiones lo´gicas.
El componente fundamental de estos sistemas, es el de gene-
racio´n de residuos. Existen dos grandes grupos de mecanismos
de generacio´n de residuos:
Redundancia fı´sica: La idea de este enfoque de generacio´n
de residuos es hacer uso de re´plicas fı´sicas del sistema. La
diferencia entre las respuestas producidas por el proceso y
estas re´plicas, generan los residuos necesarios. Este enfoque
es tal vez el menos viable, pues el costo involucrado puede
ser muy elevado.
Basados en Modelos: Como su nombre indica, esta te´cnica
esta´ basada en un modelo del proceso, el cual permite hacer
una estimacio´n de las sen˜ales y por ende obtener un residuo
mediante la comparacio´n con el comportamiento real. El
enfoque basado en modelos es ma´s frecuentemente utilizado,
en general, mediante el disen˜o de observadores de tipo Luen-
berger, denominados ﬁltros de Beard-Jones (Beard, 1971;
Jones, 1973). Como en la mayorı´a de los casos donde se tra-
baje con un modelo, e´ste debe ser lo suﬁcientemente exacto
como para describir, de forma correcta, el comportamiento
del sistema, lo que constituye la principal diﬁcultad de este
enfoque. Aunque es posible utilizar modelos con incertidum-
bres acotadas a partir de lo cual se pueden disen˜ar ﬁltros
robustos de deteccio´n de fallas (Rı´os-Bolı´var and Garcı´a,
2005; Acun˜a and Rı´os-Bolı´var, 2008).
Dentro de las dos posibilidades presentadas, hay diversas apli-
caciones que permiten el uso de la redundancia fı´sica (incluso
doble o tiple redundancia como en el caso de los aviones) para
garantizar la tolerancia a fallas. Por otra parte, hay sistemas que
poseen restricciones muy fuertes, en cuanto peso y taman˜o, (tal
es el caso de los sate´lites, en donde se llega al punto de operar
los actuadores al lı´mite de su capacidad para reducir peso), y
la tolerancia a fallas debe ser garantizada mediante piezas ma´s
complejas de software. Es claro que para los casos de tolerancia
a fallas por software, es necesario contar con te´cnicas basadas
en modelos. Estas u´ltimas han mejorado mucho en los u´ltimos
an˜os, pues se han presentado trabajos que abordan el problema
de la deteccio´n de fallas, incluso de la tolerancia fallas de sis-
temas con incertidumbre, variaciones en para´metros, varianza
en el tiempo entre otras. Puede verse (Bokor and Balas, 2004;
Casavola et al., 2007; Weng et al., 2007) para una discusio´n al
respecto.
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3.1 Filtros DDF basados en observadores
Para la generacio´n de los residuos se empleara´ un esquema
basado en observadores. Asu´mase que se tiene un sistema dado
por
x˙(t) = Ax(t) + B1w(t) + B2u(t) +
k∑
i=1
Liνi(t)
z(t) = C1x(t)
y(t) = C2x(t),
(1)
donde x(t) ∈ n son los estados, w(t) ∈ q las sen˜ales de per-
turbacio´n externa, u(t) ∈ m las sen˜ales de control, z(t) ∈ p
las salidas controladas e y(t) ∈ s las salidas medidas. Las
sen˜ales νi(t) ∈ f representan los modos de falla, una funcio´n
arbitraria y desconocida igual a cero en tiempo t = t0; k es
el nu´mero de fallas. Las matrices Li y Mi, son las direcciones
de falla en los subespacios de entrada y salida respectivamente,
las cuales son conocidas y se asumen linealmente independien-
tes. Las matrices restantes, son conocidas y de dimensiones
apropiadas. De igual manera, existen condiciones que deben
ser satisfechas para que la detectabilidad y separabilidad de las
fallas sea posible, lo cual constituye material esta´ndar dentro
de la literatura y puede ser consultado en las referencias (Mas-
soumnia, 1986).
Teorema 3.1. (Detectabilidad). Sea el subespacio imagen de
las direcciones de las fallas WLi = Im(Li), i = 1, . . . , k.
Conside´rese el modelo de diano´stico deﬁnido por (1), donde
el par (C2, A) es detectable, Uo el espacio no observable.
Entonces, la i-e´sima falla es detectable si
WLi
⋂
Uo = {0}, i = 1, . . . , k. (2)
Teorema 3.2. (Separabilidad). Sea WLi = Im(Li), i =
1, . . . , k. Conside´rese el modelo de diano´stico deﬁnido por (1)
y seaO la matriz de observabilidad. Las fallas son separables si
cada uno de WLi y cada una de las direcciones de las fallas en
la salida del error de estimacio´n esta´n desacopladas, es decir,
OWLi
⋂ k∑
i=j
OWLj = {0}, i, j = 1, . . . , k. (3)
Ahora, para la generacio´n de residuos, se asume que se cuenta
con un estimador de tipo Luenberger deﬁnido por:
˙ˆx(t) = Axˆ(t) + B2u(t) +D
(
y(t)− C2xˆ(t)
)
zˆ(t) = C1xˆ(t),
(4)
donde, xˆ(t) ∈ n y zˆ(t) ∈ p representan los estados y salidas
controladas estimadas, ambas de dimensiones apropiadas y D
es la ganancia del estimador que debe ser disen˜ada. Los errores
de estimacio´n y de prediccio´n de la salida vienen dados por
e(t) = x(t)− xˆ(t) (5)
ez(t) = z(t)− zˆ(t), (6)
de forma respectiva, con lo que la dina´mica del error es (Mi =
0)
e˙(t) =
(
A−DC2
)
e(t) + B1w(t) +
k∑
i=1
Liνi(t)
ez(t) = C1e(t),
(7)
de la cual, se desprenden los requisitos que debe satisfacer el
ﬁltro: 1.
1. A−DC Debe ser asinto´ticamente estable.
2. Se debe minimizar el efecto de las perturbaciones w(t)
sobre ez(t), asignando alguna medida como norma-2,∞.
Adicional a estos requerimientos, se presenta un problema
au´n mayor: toda la informacio´n de las fallas, se encuentra
concentrada en una u´nica sen˜al ez(t), y ante la presencia de
varias fallas es necesario diferenciar cada una de ellas. Para
dar solucio´n a este problema, pueden ser empleados varios
enfoques, por ejemplo, seleccionar D de tal forma que se
obtenga una diagonal con los residuos y usar un posﬁltro para
que los autovalores de A−DC tengan parte real negativa (Rı´os-
Bolı´var and Garcı´a, 2001, 2005); emplear, como se mostrara´ a
continuacio´n, un banco de ﬁltros (multi-ﬁltraje) que asigne a
cada uno una falla diferente (Acun˜a and Rı´os-Bolı´var, 2007;
Rı´os-Bolı´var and Acun˜a, 2007).
Como una extensio´n a (4), se asume que se cuenta con un banco
de ﬁltros dado por
˙ˆxi(t) = Axˆi(t) + B2u(t) +Di
(
y(t)− C2xˆi(t)
)
zˆi(t) = C1xˆi(t), i = 1, . . . , k,
(8)
donde cada zi(t) constituye un estimado de la salida controlada,
cada uno obtenido con la ganancia Di. Cada ﬁltro es disen˜ado
de tal manera que sea inmune a perturbaciones externas y
detecte so´lo una falla. Ahora, los errores de estimacio´n y
prediccio´n para el banco de ﬁltros son
e˙i(t) = Aiei(t) + Biw˜i(t) + Liνi(t)
ezi(t) = C1ei(t), i = 1, . . . ,m,
(9)
donde
Bi = [B1 Lk]
Ai = A−DiC2.
y w˜i(t) =
[
w(t)
νk(t)
]
, (10)
Li y νi constituyen la direccio´n y el modo de la falla para la cual
se disen˜a el i-e´simo ﬁltro. Lk y νk(t) contienen las direcciones
y los modos restantes. Con estas consideraciones, la sı´ntesis de
los ﬁltros DDF viene dada por el siguiente resultado, el cual
garantiza ﬁltros estables y la satisfaccio´n de condiciones de
desempen˜o sobre la funcio´n
Gw˜i→ezi (s) = C1(sI −Ai)
−1Bi. (11)
Proposicio´n 3.3. Existe un ﬁltro de deteccio´n para la i-e´si-
ma falla tal que
(
A − DiC2
)
es estable asinto´ticamente,∥∥Gw˜i→ezi (s)∥∥∞ < γi, si y so´lo si, existe Pi = PTi > 0 ∈ n
y Wi ∈ n×s, νi(t) = 0, tal que⎡
⎣ATPi + PiA−WiC2 − CT2 WTi PiBi CT1BTi Pi −γI 0
C1 0 −γI
⎤
⎦ < 0. (12)
En ese caso, la ganancia del estimador esta´ dada por Wi =
PiDi.
Prueba. Asuma que (25) es factible y se tiene una solucio´n
para la desigualdad matricial lineal, denotada por LMI por su
abreviacio´n en ingle´s, con el cambio de variable Wi = PiDi se
tiene⎡
⎣ATPi − C2DTi Pi + PiA− PiDiC2 PiB CT1BTPi −γI 0
C1 0 −γI
⎤
⎦ < 0
Pi > 0
lo que es equivalente a
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⎡
⎣(A−DiC2)TPi + Pi(A−DiC2) PiB CT1BTPi −γI 0
C1 0 −γI
⎤
⎦ < 0
Pi > 0,
del lema real acotado (Scherer, 1990), se tiene que (A−DiC2)
es estable y
∥∥Gwˆ→ezi(s)∥∥∞ < γ, si y so´lo si las desigualdades
anteriores son satisfechas.
Aunque los esquemas basados en bancos de ﬁltros son comunes
dentro de la literatura del a´rea, la solucio´n planteada aquı´ repre-
senta una nueva aproximacio´n al problema utilizando nuevos
criterios de disen˜o a partir de LMI, adicionando mayor ﬂexi-
bilidad en las soluciones obtenidas evita´ndose la obtencio´n de
resultados muy conservadores.
4. COMPENSACI ´ON AW
En la literatura existen diferentes te´cnicas para el disen˜o de
la ganancia de compensacio´n AW, (ver (Grimm et al., 2003),
(Wu and Lu, 2004) y sus referencias para algunos ejemplos).
Todos esos me´todos suponen que la salida del actuador es
medida, a los ﬁnes de la implementacio´n. Adema´s, muchos de
los me´todos asumen que se conocen los niveles de saturacio´n
de los actuadores, lo cual restringe la robustez de la compen-
sacio´n. En este trabajo, para la sı´ntesis de compensacio´n AW,
se presentara´ un me´todo basado en LMI, mismo que exhibe un
cierto nivel de robustez, y cuyos detalles pueden ser consultados
en (Gomes da Silva Jr. and Tarbouriech, 2005). No´tese que, a
los efectos de los resultados, en este trabajo, adema´s, se busca
una implementacio´n de la ganancia de compensacio´n con ca-
racterı´sticas de robustez, segu´n el desempen˜o de los actuadores.
Asu´mase que se tiene el sistema
x˙(t) = Ax(t) + Bu(t)
y(t) = Cx(t),
(13)
y se tiene adema´s un controlador dina´mico
x˙k(t) = Akxk(t) + Bky(t)
uk(t) = Ckxk(t) + Dky(t),
(14)
donde la sen˜al de control se encuentra saturada, es decir 1 ,
−u0(i) ≤ u(i) ≤ u0(i), u0(i) > 0, i = 1, . . . ,m. (15)
Para reducir los efectos de la saturacio´n, se adiciona la ganancia
de compensacio´n
ek(t) = Ek
[
sat(uk(t))− uk(t)
] (16)
con lo que el sistema en lazo cerrado es
ξ˙(t) = Aξ(t)− (B −REk)ψ
(
Kξ(t)
)
, (17)
donde ξ(t) = [x(t)T xk(t)T ]T ∈ n+nk , ψ(u) := u − sat(u)
y
A =
[
A + BDkC BCk
BkC Ak
]
, B =
[
B
0
]
,
R =
[
0
Ink
]
, K = [DkC Ck] ,
Teorema 4.1. Si existen matrices W = WT > 0 ∈ (n+nc),
Y ∈ m×(n+nc), Z ∈ nc×m y una matriz diagonal S > 0 ∈
m, que satisface el conjunto de desigualdades
1 La notacio´n A(i) indica la i-e´sima ﬁla de A.
[
WAT +AW BS +RZ − Y T
SBT + ZTRT − Y −2S
]
< 0; (18)[
W WKT(i) − Y
T
(i)
K(i)W − Y(i) u
2
0(i)
]
≥ 0, i = i, . . . ,m (19)
entonces la ganancia de compensacio´n AW Ek = ZS−1, es
tal que el elipsoide E(P ) =
{
ξ ∈ n+nc : ξTPξ ≤ 1
}
con
W = P−1, es una regio´n de estabilidad asinto´tica para (17).
Prueba. Ver (Gomes da Silva Jr. and Tarbouriech, 2005).
5. FILTROS DE DETECCI ´ON DE SATURACI ´ON
Los ﬁltros de deteccio´n de saturacio´n (FDS) son un subconjunto
de los presentados en la seccio´n 3, con la diferencia que la
falla detectada corresponde a la saturacio´n de los actuadores.
Asu´mase que se cuenta con un sistema con saturacio´n, es decir,
x˙(t) = Ax(t) + B1w(t) + B2 sat(u(t))
z(t) = C1x(t)
y(t) = C2x(t),
(20)
haciendo x˙(t) = Ax(t) + B1w(t) + B2 sat(u(t)) + B2u(t)−
B2u(t), y con la funcio´n ψ(u) = sat(u)− u, (20) se reescribe
como
x˙(t) = Ax(t) + B1w(t) + B2u(t) + B2ψ(u, t)
z(t) = C1x(t)
y(t) = C2x(t).
(21)
Es evidente que (21) constituye un modelo de diagno´stico, en
donde los modos de falla es la diferencia entre las sen˜ales de
control saturadas y sus versiones no saturadas, es decir, la sen˜al
necesaria para hacer la compensacio´n AW (ver la Figura 1).
Por otro lado las direcciones de falla esta´n representadas por la
matriz de control B2.
Al igual que en los ﬁltros de deteccio´n de deteccio´n de fallas,
el banco de ﬁltros FDS viene dado por
˙ˆxi(t) = Axˆi(t) + B2u(t) +Di
(
y(t)− C2xˆi(t)
)
zˆi(t) = C1xˆi(t), i = 1, . . . , k.
(22)
En este caso k corresponde al nu´mero de actuadores. La
dina´mica de error es
e˙i(t) = Aei(t) + Biw˜i(t) + B2iψi(u, t)
ezi(t) = C1ei(t), i = 1, . . . , k,
(23)
con
Bi = [B1 B20]
A = A−DiC2.
y w˜i(t) =
[
w(t)
ψ0(u, t)
]
. (24)
B2i y ψi(u, t) constituyen la direccio´n y el modo de la falla
para la cual se disen˜a el i-e´simo ﬁltro. B20 y ψ0(t) contienen las
direcciones y los modos restantes. A continuacio´n se presenta
el resultado fundamental de esta seccio´n, para obtener las
ganancias para lo ﬁltros FDS.
Proposicio´n 5.1. Existe un ﬁltro de deteccio´n para la i-e´sima
saturacio´n tal que
(
A − DiC2
)
es estable asinto´ticamente,∥∥Gwˆi→ezi(s)∥∥∞ < γi con autovalores ubicados a la izquierda
de αi, si y so´lo si, existe Pi = PTi > 0 ∈ n y Wi ∈ n×s,
ψi(u, t) = 0, tal que⎡
⎣ATPi + PiA−WiC2 − CT2 WTi PiBi CT1BTi Pi −γI 0
C1 0 −γI
⎤
⎦ < 0. (25a)
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ATPi + PiA−WiC2 − C
T
2 W
T
i + 2αiP < 0 (25b)
αi > 0.
En ese caso, la ganancia del estimador esta´ dada por Wi =
PiDi.
Prueba. Asuma que (25) es factible y se tiene una solucio´n
para el LMI, con el cambio de variable Wi = PiDi se tiene⎡
⎣ATPi − C2DTi Pi + PiA− PiDiC2 PiB CT1BTPi −γI 0
C1 0 −γI
⎤
⎦ < 0
ATPi − C2D
T
i Pi + PiA− PiDiC2 + 2αiPi < 0
lo que es equivalente a⎡
⎣(A−DiC2)TPi + Pi(A−DiC2) PiB CT1BTPi −γI 0
C1 0 −γI
⎤
⎦ < 0
(A−DiC2)
TPi + Pi(A−DiC2) + 2αiPi < 0,
del lema real acotado, se tiene que (A−DiC2) es estable en la
regio´n LMI R
(
Re(s) < −αi, αi > 0
)
y
∥∥Gwˆi→ezi(s)∥∥∞ <
γi, si y so´lo si las desigualdades anteriores son satisfechas
(Scherer, 1990; Chilali and Gahinet, 1996).
Comentario 5.1. La adicio´n del LMI (25) es importante ya que
la misma permite garantizar la ubicacio´n de los autovalores de
(A−DiC2) a la derecha de un valor determinado, a los ﬁnes de
dotar al ﬁltro estimador de una velocidad de respuesta superior
a la del sistema en lazo cerrado (sistema controlado). Esto se
debe a que los residuos de estos ﬁltros van a ser utilizados
para hacer una realimentacio´n del controlador mediante la
compensacio´n, sus autovalores deben ser lo suﬁcientemente
ra´pidos como para que el estimado de ψ(u, t) sea apropiado.
5.1 Una extensio´n al caso discreto
El esquema planteado permite elaborar un resultado ana´logo
para el caso de sistemas en tiempo discreto, de tal manera
que los ﬁltros de deteccio´n, sean fa´cilmente implementados en
un algoritmo. Para ello, se utiliza la versio´n para sistemas de
tiempo discreto del lema real acotado.
Asu´mase que se cuenta con el sistema
x(k + 1) = Ax(k) + B1w(k) + B2u(k) +
M∑
i=1
Liνi(k)
z(k) = C1x(k)
y(k) = C2x(k),
(26)
con propiedades similares a (1), y un banco de ﬁltros de
deteccio´n de fallas
xˆi(k + 1) = Axˆi(k) + B2u(k) +Di
(
y(k)− C2xˆi(k)
)
zˆi(k) = C1xˆi(k), i = 1, . . . ,M,
(27)
la dina´mica de error deﬁnida por
ei(k + 1) = Aei(k) + Biw˜i(k) + B2iψi(u, k)
ezi(k) = C1ei(k), i = 1, . . . ,M.
(28)
Como una formulacio´n paralela a la Proposicio´n 5.1 se presenta
el siguiente resultado.
Proposicio´n 5.2. Para el sistema deﬁnido por (26), existe un
ﬁltro de deteccio´n para la i-e´sima saturacio´n tal que
(
A−DiC2
)
es estable asinto´ticamente,
∥∥Gwˆi→ezi∥∥∞ < γi con autovalores
ubicados dentro del cı´culo de radio ri, si y so´lo si, existe
Wi = W
T
i > 0 ∈ 
n y Ki ∈ n×s, ψi(u, k) = 0, tal que
⎡
⎢⎣
Wi WiA−KiC2 WiBi 0
ATWi − C
T
2 K
T
i Wi 0 C
T
1
BTi Wi 0 I 0
0 C1 0 γi
⎤
⎥⎦ > 0. (29a)
[
−riWi WiA−KiC2
ATWi − C
T
2 K
T
i −riWi < 0
]
< 0, 1 > ri > 0 (29b)
En ese caso, las ganancias de los estimadores esta´n dadas por
Ki = WiDi.
Prueba. Asuma que (29) es factible y se tiene una solu-
cio´n para el conjunto de LMI. Con el cambio de variable
Ki = WiDi, y efectuando transformaciones de congruencia
con diag[Pi Pi 0 0] y diag[Pi Pi] sobre (29a) y (29b) de forma
respectiva, se obtiene el resultado esperado.
Con los resultados teo´ricos establecidos, se procede a desarro-
llar algunos ejemplos nume´ricos.
6. EJEMPLO NUM ´ERICO
Para el conjunto de ecuaciones, correspondiente al modelo
linealizado del plano vertical de un avio´n (Maciejowski, 1989):
A =
⎡
⎢⎢⎢⎣
0 0 1,132 0 −1
0 −0,0538 −0,1712 0 0,0705
0 0 0 1 0
0 0,0485 0 −0,8556 −1,013
0 −0,2909 0 1,0532 −0,6859
⎤
⎥⎥⎥⎦ ,
B =
⎡
⎢⎢⎢⎣
0 0 0
−0,12 1 0
0 0 0
4,419 0 −1,665
1,575 0 −0,0732
⎤
⎥⎥⎥⎦ ,
C =
[
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
]
D = [0],
se desea disen˜ar e implementar una ganancia de compensacio´n
AW.
El paso inicial, corresponde a la obtencio´n del controlador sin
considerar las no linealidades en el lazo, para ello se disen˜a un
controlador o´ptimo robusto en H∞ basado en LMI (Scherer
et al., 1997), que permita al sistema de lazo cerrado, seguir
referencias de tipo escalo´n. Asumiendo una perturbacio´n sobre
los estados proyectada por
B1 = [1 0 0 −1 0]
T
×10−3,
En el disen˜o se desea
∥∥Gw→z(s)∥∥∞ < 2, dicho controlador
viene dado por:
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Ak =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
−1,0369 −0,86483 1,5554 −32,356
0,01116 −2,4448 0,2835 8,6681
−0,49325 1,3097 −0,9498 3,6831
−0,13461 −2,0248 −0,64089 −17,654
0,51683 −1,5769 0,98538 −26,37
−0,66463 −0,12374 0,23996 −2,5962
0,05611 −0,22581 −0,01312 −0,23982
−0,17893 −0,07174 0,43488 0,00874
−18,891 −70,779 11,731 83,517
−5,2434 −114,87 17,433 231,72
−28,56 −382,55 47,579 727,27
38,135 557,03 −68,417 −1073,9
8,925 276,95 −32,706 −566,72
4,1084 44,816 −5,785 −93,26
−0,84543 −7,7633 −2,326 14,028
2,1239 26,946 −3,3322 −55,246
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
Bk =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
10,029 −1,2423 −0,63886
−1,6054 −1,425 2,3411
7,0862 0,54062 10,12
8,1832 −2,4019 −3,8993
−8,2485 −1,1757 −11,986
9,5968 1,1759 −10,89
−0,65085 14,564 1,2609
−1,0328 −0,097888 −9,7126
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
Ck =
[
−0,009219 −0,08514 0,08796 −1,9636
−0,004590 −0,14971 0,03314 −0,02266
−0,057321 −0,14771 0,24015 −5,0559
0,52541 16,599 −1,9394 −34,339
0,23025 2,6605 −0,13442 −4,9336
−0,37985 21,217 −2,3105 −47,861
]
,
Dk =
[
0,40101 −0,09314 −0,40868
0,02483 −0,17198 −0,02788
1,1503 −0,16596 −0,70489
]
,
La Figura 3 presenta los resultados de la simulacio´n del sistema
en lazo cerrado con el controlador obtenido, donde claramente
se observa la estabilidad del sistema. En adicio´n se esta´n
logrando propiedades de seguimiento de trayectorias.
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Figura 3. Salidas del sistema en lazo cerrado sin saturacio´n.
Como paso siguiente se asume que dos de los actuadores (1 y
3) del sistema tienen lı´mite, es decir, entran en saturacio´n en
U0 = ±[15 35]. Para efectos de ca´lculo y simulacio´n se asume
que el segundo actuador tiene un lı´mite de 100, valor que jama´s
sera´ alcanzado.
La Figura 4 presenta los resultados de la simulacio´n, bajo
condiciones de saturacio´n de los actuadores. Claramente se
evidencia que el sistema al introducir los cambios de referencia
se hace inestable, esto se debe a que e´stos u´ltimos son lo
suﬁcientemente altos, como para llevar los actuadores a su
lı´mite fı´sico. Para este problema se hace evidente, que es
necesario aplicar algu´n esquema de correccio´n cuando los
actuadores entran en saturacio´n.
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Figura 4. Salidas del sistema, saturado sin compensacio´n.
Demostrada la necesidad de utilizar la compensacio´n AW, se
procede con el disen˜o de la misma. Para ello, se deﬁne el
conjunto inicial:
Ξ0 = Co
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
⎡
⎢⎢⎢⎢⎢⎣
40
27,778
5
2
2,7778
0(11×1)
⎤
⎥⎥⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎢⎢⎣
70
30
8
4
3
0(11×1)
⎤
⎥⎥⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎢⎢⎣
120
35
12
8
3,5
0(11×1)
⎤
⎥⎥⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎢⎢⎣
150
50
15
15
4
0(11×1)
⎤
⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
.
Del Teorema 4.1 (Gomes da Silva Jr. and Tarbouriech, 2005),
la ganancia de compensacio´n es:
Ec =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
−71,509 −0,55025 9,2366
−3,1085 21,338 5,2673
80,074 8,4381 33,759
−110,81 −1,2156 −33,187
−87,937 −0,13526 −11,873
−88,407 1,2082 −7,8538
129,32 38,671 30,198
−59,224 −1,956 −6,5699
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
la cual, garantiza un factor de escala β = 1,9439 para el
conjunto de condiciones iniciales Ξ0.
Ahora, para hacer la implementacio´n de la ganancia obtenida,
se procede a calcular los ﬁltros FDS. Las matrices de perturba-
cio´n extendida y de direcciones de falla son:
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B1 =
⎡
⎢⎢⎢⎣
0,001 0
0 0
0 0
−0,001 −1,6650
0 −0,0732
⎤
⎥⎥⎥⎦ B21 =
⎡
⎢⎢⎢⎣
0
−0,1200
0
4,4190
1,5750
⎤
⎥⎥⎥⎦
B2 =
⎡
⎢⎢⎢⎣
0,001 0
0 −0,1200
0 0
−0,001 4,4190
0 1,5750
⎤
⎥⎥⎥⎦ B22 =
⎡
⎢⎢⎢⎣
0
0
0
−1,6650
−0,0732
⎤
⎥⎥⎥⎦ .
De la Proposicio´n 5.1, haciendo γ1 = γ2 = 1×10−3 y αi ≈ 230
, las ganancias para los ﬁltros FDS son:
D1 =
⎡
⎢⎢⎢⎣
1,5609×103 −2,3257×102 −8,32×102
−5,0825×101 8,6848×102 −3,5510×102
−6,2811×101 1,119×102 1,2488×104
−2,3035×105 4,1712×105 4,6486×107
−4,5851×105 5,0482×105 1,9559×106
⎤
⎥⎥⎥⎦
D2 =
⎡
⎢⎢⎢⎣
1,3572×103 −3,3534×101 9,4477×102
6,0861×103 8,9207×104 −9,6164×103
−6,7052×103 3,1076×102 1,5134×104
−3,1658×106 −3,1402×105 6,9324×106
−6,1354×106 −8,8353×105 1,2369×107
⎤
⎥⎥⎥⎦ .
La Figura 5, presenta las salidas del sistema, el cual cuenta con
un mecanismo de compensacio´n del tipo de la Figura 2. En este
caso el sistema a pesar de la existencia de la saturacio´n de sus
actuadores (ver Figura 6) se mantiene estable, con una ligera
degradacio´n en el desempen˜o.
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Figura 5. Saturado con compensacio´n vı´a FDS.
La Figura 6, presenta las sen˜ales de control a la salida del
controlador (parte superior), y a la entrada de la planta (parte
inferior).
Los resultados observados en la Figura 5, se han logrado a
trave´s de la estimacio´n de las sen˜ales necesarias para hacer
la compensacio´n. La Figura 7 presenta la sen˜al ψ(u, t), para
el caso medido (parte superior) y el estimado (parte inferior).
Es va´lido hacer la aclaracio´n que la sen˜al ψ(u, t) medida, es
presentada por motivos de ilustracio´n y comparacio´n con su
equivalente estimado, pero la implementacio´n se esta´ efectuan-
do con ψˆ(u, t), pues la solucio´n presentada en este trabajo
asume que esta no se conoce .
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Figura 6. Sen˜ales de control, a la salida del control, y a la
entrada a la planta.
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Figura 7. Sen˜al ψ(u, t), medida y estimada.
Este me´todo de implementacio´n permite variabilidad, dentro
de un cierto rango, en los lı´mites de accio´n de los actuadores,
debido a que los ﬁltros pueden detectar esos cambios, lo cual
representa un nivel de robustez. Ası´, la validez de la implemen-
tacio´n, esta´ subordinada a esa robustez proporcionada por el
mecanismo de sı´ntesis de la compensacio´n AW, pues aunque
el mecanismo de implementacio´n soporta cambios en el com-
portamiento de los actuadores, la compensacio´n AW puede no
hacerlo. Esto deja abierto el problema de sı´ntesis robusta de la
compensacio´n AW.
7. CONCLUSIONES
En esta contribucio´n se ha presentado un me´todo para hacer la
implementacio´n de la compensacio´n anti-windup en sistemas
de control lineales. La te´cnica esta´ basada en el uso de un banco
de ﬁltros de diagno´stico de fallas (multiﬁltrado), para obtener
un estimado de la sen˜al residual, que es la diferencia entre la
salida del control y la entrada a la planta. Esta te´cnica resuelve
el problema de los casos donde se tiene alguna diﬁcultad para
efectuar la medicio´n real de la salida de los actuadores, o
el uso de modelos aproximados. Adema´s, la te´cnica exhibe
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caracterı´sticas de robustez frente a cambios de las condiciones
de operacio´n de los accionadores.
El banco de ﬁltros ha sido obtenido por medio de la solucio´n de
un problema de optimizacio´n convexa en te´rminos de desigual-
dades lineales matriciales; valie´ndose de resultados cla´sicos
dentro de la teorı´a de control o´ptimo robusto como el Lema
Real Acotado y las regiones de estabilidad LMI. El esquema
de implementacio´n presentado muestra grandes ventajas, pues
es robusto frente a cambios de los elementos de actuacio´n. La
construccio´n del banco de ﬁltros permite reducir la posibilidad
de soluciones muy conservadoras, ya que al tener condiciones
de disen˜o diferentes para cada ﬁltro, se esta´ aumentando el
grado de libertad del problema.
El uso de las LMI permite suﬁciente ﬂexibilidad en el disen˜o,
ya que es posible adicionar tantas restricciones como sea ne-
cesario, incluso permitiendo aplicar criterios de disen˜o multi-
objetivos; esto es, diferentes normas en diferentes canales del
disen˜o. La veriﬁcacio´n del me´todo se ha presentado mediante
un ejemplo nume´rico. Los resultados han sido evaluados me-
diante simulaciones.
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