Abstract -Digital Delta-Sigma Modulators (DDSMs) are widely used in fractional-N frequency synthesizers. Much design effort is typically expended to smooth and shape the DDSM's output spectrum. This good work can be undone by nonlinearities in the phase-locked loop (PLL) which cause the noise floor resulting from the DDSM to rise, thereby degrading the inband phase noise performance of the system. This paper characterizes the noise floor produced by a memoryless asymmetric piecewiselinear nonlinearity, which typically results from a mismatch between the up and down currents in the charge pump.
I Introduction
Frequency synthesizers are widely used for channelization in modern communication systems. The synthesizer is most commonly based on a chargepump phase-locked loop (CP-PLL). It comprises a Phase-Frequency Detector (PFD), a Charge Pump (CP), a loop filter (LPF), a Voltage-Controlled Oscillator (VCO), and a frequency divider.
The average output frequency of the VCO is defined by
where f ref is the reference frequency applied to the PFD andN is the average of the division ratio N . In an integer-N synthesizer,N is an integer constant (N int ). The disadvantage of an integer-N synthesizer is that the smallest step between synthesized frequencies is f ref . The loop bandwidth, and consequently the transient response of the loop, is determined by f ref , resulting in competing pressures: a small channel spacing requires a small value of f ref while a fast response requires a large value of f ref .
In a fractional-N synthesizer, shown in Fig. 1 [1] , a Digital Delta-Sigma Modulator (DDSM) drives the divider in the feedback path of a phase-locked loop such that the instantaneous division ratio N [n] is defined by
where N int is a constant, as before, and y is the output of a DDSM. In this case, whereȳ denotes the average of y. It is straightforward to design a DDSM whose average output is a rational number. Typically,
where X is the input to the DDSM and MOD is its modulus. The channel spacing is f ref /MOD in this case. By making both f ref and MOD large, one can simultaneously obtain both a fast transient response and a small channel spacing.
II Nonlinear Effects: State of the Art
In recent years, much effort has been focussed on whitening the spectrum of the quantization noise.
Research into the relationships between the order of the modulator and the whiteness of the spectrum has led to a convergence on modulators of order greater than or equal to three [2] . The realization that short cycles produce strong spurs has inspired a range of deterministic and stochastic techniques to lengthen cycles [3] . When the best methods are successfully applied, the quantization noise component of the output spectrum of the modulator takes the form of shaped white noise, as shown in Fig. 2 . A signal x applied to a DDSM produces an output y which contains the signal and shaped quantization noise. When this signal passes through a memoryless nonlinearity, the resulting signal y NL contains harmonics, spurs, and an elevated noise floor.
When a DDSM is used in a fractional-N synthesizer, the PLL loop contains a number of nonlinearities which can produce spurs and an elevated noise floor. Figure 2 shows schematically what happens when the output of a DDSM (denoted y) is passed through a memoryless nonlinearity (such as the static transfer characteristic of a CP or VCO). The principal nonlinear effects manifest themselves in the spectrum of y NL as follows:
1. Harmonics of the input tone(s) when the input signal is other than DC;
2. Other spurious tones due to nonlinear mixing;
3. Elevated noise floor due to nonlinear mixing.
Harmonics of the input signal are relatively easy to identify in y NL ; spurious tones and an elevated noise floor due to nonlinear mixing are more difficult to characterize. The elevated noise floor can degrade the inband phase noise performance of the synthesizer [4] .
a) Spurious Tones
The problem of spurious tones resulting from nonlinear mixing has been addressed by Swaminathan et al. [5] . They made a digital requantizer that does not generate spurious tones after nonlinear distortion. Quantization error signals are generated by design so that spurious tones do not appear in the spectra of the total quantization error or its running sum when fed to a memoryless truncated power series. The quantizer performs firstorder noise shaping without the use of a DDSM; this structure has been included in a fractional-N frequency synthesizer [6] to demonstrate the idea.
This problem has also been studied by Hosseini et al. [7] who suggest changes to the underlying architecture of the modulator in order to overcome the root cause of the spurs.
b) Elevated Noise Floor
The problem of the elevated noise floor has been studied by Hosseini et al. in the case of a memoryless polynomial nonlinearity [8] . The authors of that paper used Price's theorem to quantify the connection between the coefficients of the polynomial and the noise floor.
The nonlinearity resulting from the mismatch between the up and down currents in a CP is best modelled by an asymmetric piecewise-linear characteristic [9] ; the latter is not easily modelled by a polynomial. Arora et al. [9] modelled delta-sigma modulation noise due to CP gain mismatch. In this work, we use the method that was introduced in [8] to determine what happens when the output of a DDSM is passed through a memoryless piecewise-linear nonlinearity.
III Model System
Hosseini et al. [8] studied a third order MASH 1-1-1 with a constant input; we will consider the same system. The block diagram of the third-order MASH DDSM we study is shown in Fig. 3 . The DDSM is composed of three identical firstorder error feedback modulators (EFM), the block diagram of each of which is shown in Fig. 4 .
The 1-bit quantizer in the EFM is described by: 
In all simulations in this paper, the MASH DDSM has the following parameters: M = 2
16 , QN OB = 1 and U DC = M 2 , where M is the step size, U DC is the (constant) input and QN OB is the number of bits. Additive LSB dither has been applied in order to randomize the quantization error.
A common source of nonlinearity in a CP-PLL is the mismatch between the current sources, shown in Fig. 5(a) , that supply the "up" and "down" currents to charge the capacitors in the loop filter. Mismatch between these currents can be modelled by a memoryless asymmetric piecewise-linear nonlinearity with a characteristic of the form shown in Fig. 5(b) . Mathematically, we define
where a 0 , a 1 and a 2 are constant coefficients. If x represents the phase error produced by the PFD and g(x) is the output current of the CP, then a 0 is the DC offset, and a 1 is the average gain. A relative mismatch of implies that a 2 = a 1 /2. Our objective in this work is to study the relationship between the mismatch and the noise, with a view ultimately to predicting the increase in the noise floor in terms of the mismatch.
IV Simulation and Analytical Results
a) Simulations Figure 6 shows spectra of the signals y and y NL at the outputs of the DDSM (i) and the memoryless nonlinearity (ii), respectively, in the case of 1% mismatch between the up and down currents in Fig. 5(a) . Each spectrum contains a DC term corresponding to the constant input U DC . The DDSM provides third-order noise shaping, resulting in an envelope that increases at +60 dB per decade over the low and medium frequency ranges.
The additive LSB dither is indistinguishable from the signal as far at the DDSM is concerned and therefore passes straight through. This is responsible for the noise floor at approximately -107 dB. When the output of the DDSM passes through the nonlinearity with 1% mismatch, the noise floor rises to ≈ -52 dB; the resulting degradation in the SNR is considerable. Figure 7 shows spectra of the signals (i) at the output of the DDSM and (ii) the output of the memoryless nonlinearity in the case of 0.01% mismatch between the current sources.
When the output of the DDSM passes through a nonlinearity corresponding to 0.01% mismatch, the noise floor rises to ≈ -92 dB. Note that even this relatively small mismatch (at the 12-bit level) causes the noise floor to increase by 15 dB.
b) Analysis
In the following, we apply the method introduced in [8] . In particular, we calculate the power spectral density of a DDSM with DC and additive LSB dither at its input whose output signal is applied to a memoryless piecewise-linear nonlinearity. The objective is to derive a closed form for the PSD at the output of the nonlinear block in Fig. 2 , and in particular to determine the level of the noise floor. Price's theorem [8] relates the autocorrelation functions of the input and output of a memoryless nonlinearity when the input is a Gaussian process.To simplify the computation and to make the result more useful in practice, we have assumed that the DDSM output is wide-sense stationary (WSS). This ensures that the process at the output of the nonlinearity is also WSS. Note, however, that this is just an assumption; it is not a requirement of Price's theorem. The computation could also be performed for any nonstationary Gaussian input and would yield the nonstationary autocorrelation of the output. In our case, the input is Gaussian, as explained later in this section.
In order to approximate the power spectral density (PSD) of the output spectrum after distortion, the same simple model of the DDSM as in [8] is considered (see Fig. 8 ). In the model in question, we assume that the quantizer noise is WSS and white. These two conditions are not automatically valid in DDSMs. However, theoretical work by Pamarti et al. shows that LSB dithering can be used in MASH DDSMs [3] to ensure that the quantization noise e has the following properties:
1. uniform distribution in the range − If the mean is constant and the autocorrelation function is a function of the lag, then e can be assumed to be WSS [10] . In addition, the assumption that R ee [n 0 ] = σ 2 δ [n 0 ] results in a white spectrum.
In Fig. 8 , the input is fed to a filter with N T F (z) = (1 − z −1 ) 3 that models the noise transfer function of the modulator. Then the input x is added to the output of the filter e sh [n] (shaped noise), assuming an all-pass signal transfer function ST F (z) = 1. The resulting signal is applied to the input of the piecewise-linear function g(x) = a 0 + a 1 x + a 2 |x|.
With this simplified model, the PSD of y is a standard result that is widely available in the literature; it contains a component that is linked to the constant input x and the shaped power spectrum of e, which is defined by:
where
12 is the variance of e.
Next, we have to find the PSD of the output y NL . The filter used in Fig. 8 is defined by:
e sh has a zero mean; its autocorrelation is given by:
Intermediate calculations yield
Since y = x + e sh and E(e sh ) = 0, E(Y ) = X, and (11)
where E is the expected value operator.
The error e has a uniform distribution. After filtering (summation of delayed versions of e), the distribution of y tends toward Gaussian, due to the central limit theorem [10] . Let y be a Gaussian process. Price's theorem states that:
where y 
Taking the first derivative in (13), and assuming that the variables are independent, we obtain
This is because
where f Y is the probability density function of the normal distribution.
Taking the second derivative, we write
According to distribution theory,
One should note that, when the central limit theorem is invoked to approximate a sum of independent identically distributed (i.i.d.) random variables by a Gaussian random variable, only a small number of random variables is needed to obtain a good approximation of the central part of the Gaussian distribution; it is only the approximation of the tails that requires a large number of random variables. However, since Price's theorem concerns the evaluation of expectations where the contribution of the tails of probability distributions is small, it is reasonable to employ a Gaussian approximation for e sh [n] (or y) , even though it is a sum of only four i.i.d. random variables in this example [10] . Here, the vector representing e has a finite length; therefore y is not spanning from −∞ to +∞ as for a usual Gaussian distribution, but from a finite value y min to another value y max . y is equal to zero outside the interval [y min , y max ]. Hence, using the definition of the mean over an interval,
Consequently,
Integrating this expression, we obtain
= a 1 2 . Therefore,
Integrating again,
, where Φ is the cumulative distribution function of the standard normal distribution.
Using (12) and (10) to substiture for R y and R e sh in (23), we obtain, after intermediate calculations, the following result:
Taking the discrete-time Fourier transform of (25) yields the desired PSD. 
When ω ≈ 0, cos(ω) ≈ 1. Excluding the term related to E y , which does not affect the noise floor because it is a Dirac delta, Eq. (27) reduces to S y N L (e jω ) ≈ A y + 2B y + 2C y + 2D y ,
which represents an offset appearing in the lowfrequency part of the spectrum, and therefore allows us to predict the noise floor. The analytical predictions resulting from (27) and (28) are shown as the upper solid black curves in Figs. 6 and 7. While Eq. (27) slightly underestimates the increase in the noise floor, the predictions match the simulations quite well for both small and large mismatches.
V Conclusions
In recent years, much attention has been paid to producing DDSMs with ideal output signals for applications in fractional-N frequency synthesizers based on CP-PLLs. When nonlinearities are present in the PLL, the inband noise floor rises. Previous work [8] has addressed the increase in the noise floor due to a memoryless polynomial nonlinearity in the loop. In this work, we have considered what happens in the case of an asymmetric piecewise-linear nonlinearity resulting from mismatch between the up and down currents in the CP. Our theoretical predictions closely match the simulated behaviour.
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