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Abstract
In Wireless Sensor Networks, low latency, energy efﬁciency, and coverage problems are considered as three key issues in designing
routing protocols. In this paper we present a new protocol called Low Energy Adaptive Tier Clustering Hierarchy (LEATCH),
which offers a good compromise between delay and energy consumption and resolves some coverage problems. For our purpose,
a two level hierarchical approach has been proposed to organize a sensor network into a set of clusters, every cluster divided into
small clusters that are called Mini Clusters. As the way the clusters are organized, for each mini cluster we deﬁne a Mini Cluster-
Head (MCH). Every MCH communicates with the cluster-head directly, it aggregates its mini-cluster information. In addition, we
have made some changes in the procedure of cluster head and mini cluster head election. LEATCH promises better performances
than the conventional LEACH protocol which is one of the most known hierarchical routing protocols using the probabilistic
model to manage the energy consumption in WSNs. Simulation results show that LEATCH performs better than LEACH in term
of energy, delay, coverage and scalability.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Conference Program Chairs.
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1. Introduction
Wireless Sensor networks (WSNs) have received signiﬁcant attention of researchers in recent years sue to its wide
range of applications such as military surveillance, environmental monitoring, forest ﬁre detection, health care and
other area1,2. A WSN consists of spatially distributed sensor nodes, which are interconnected without the use of any
wires3. In a WSN, sensor nodes sense the environment and use their communication components in order to transmit
the sensed data over wireless channels to other nodes and to a designated sink point, referred to as the Base Station
(BS). BS collects the data transmitted to it in order to act either as a supervisory control processor or as an access
point for a human interface or even as a gateway to other networks4. However, ensuring the direct communication
between a sensor and the BS may force nodes to emit their message with such a high power that their resources could
be quickly depleted. Therefore, the collaboration of nodes ensures that distant nodes communicate with the BS. In
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this way, messages are propagated by intermediate nodes so that a route with multiple links or hops to the BS is
established.
Taking into account the reduced capabilities of sensors, the communication with the BS could be initially conceived
without a routing protocol. With this premise, the ﬂooding algorithm stands out as the simplest solution. In this
algorithm, the transmitter broadcasts the data which are consecutively retransmitted in order to make them arrive at
the intended destination. However its simplicity brings about signiﬁcant drawbacks. Firstly, an implosion is detected
because nodes redundantly receive multiple copies of same data messages containing similar information5.
Moreover, nodes do not take into account their limited power resources when making functional decisions which
have great inﬂuence on the life time and performance of the network. WSNs distinguish from other wireless networks
like mobile ad hoc networks or cellular networks, since WSNs are formed by a signiﬁcant number of nodes, the
manual assignation of unique identiﬁers becomes infeasible6.
Considering all these functioning properties od WSNs, routing protocols become necessary in WSNs. There are
plenty of approaches concerning routing algorithms in wireless sensor networks and they can be divided into ﬂat
routing and hierarchical routing in the network structure. All sensor nodes in the ﬂat routing protocol generally have
the same function. However, the nodes in the hierarchical routing usually play different roles. The high energy node
in some hierarchical routing protocols is used to process and send messages. However, nodes having low energy level
are used to sense the target area information. Hierarchical routing protocols proved to be scalable7,20,21. The Common
hierarchical routing protocols are: LEACH8, PEGASIS9, TEEN10We pay more attention to LEACH (Low-Energy
Adaptive Clustering Hierarchy) protocol, proposed by Wendi B. Heinzelman8.
In this paper, we present hierarchical routing protocol for WSNs, LEATCH (Low Energy Adaptive Tier Cluster-
ing Hierarchy), which enhances the LEACH protocol, solves some coverage problems from which LEACH suffers,
and ﬁnally thrives to offer better performances than LEACH in terms of throughput, delay and power consumption.
Thus, we put forward the improvement LEACH mechanism in terms of energy consumption, network coverage, scal-
ability and delay. LEATCH considers two clustering levels for wireless sensor networks in order to guarantee better
communication between the BS and the majority of the network nodes.
The rest of the paper is organized as follows: ﬁrst we give an overview of challenge and design issues in WSNs. In
section 3, we highlight the functional inefﬁciencies inherent to LEACH. We devote section 4 to describe our approach,
the LEATCH. In section 5, we present the performance evaluation of our proposed mechanism and its comparison
with LEACH. Section 6 provides some concluding remarks and future directions.
2. Challenge and design issues in WSNs
Despite the innumerable applications of WSNs, these networks have several restrictions. The design of routing
protocols in WSNs is inﬂuenced by many challenging factors. These factors should be overcome so that efﬁcient
communication can be achieved in WSNs. In the following, we summarize some of the routing challenges and design
issues that affect routing process in WSNs based on some previous studies presented in11,12,13.
Limited energy capacity: Senor nodes are endowed by a limited battery power and random deployment in difﬁcult
terrain make it almost impossible to recharge or to replace the dead battery.
Data Aggregation: Since sensor nodes may generate signiﬁcant redundant data, similar packets from multiple
nodes can be aggregated so that the number of transmissions is reduced.
Scalability:Routing protocols should be able to scale with the network size. Also, sensors may not necessarily have
the same capabilities in terms of energy, processing, sensing, and particularly communication.
Network Dynamic:The topology of a WSN changes frequently due to sensor addition, deletion, node failures,
damages, or energy depletion. Also, the sensor nodes are linked by a wireless medium, which is noisy, error prone,
and time varying. Therefore, routing paths should consider network topology dynamics.
Delay: Some applications require that a message must be delivered within a speciﬁed time, otherwise the message
becomes useless or its information content decreases after the time bound. Therefore, one of the main goals of these
protocols is to completely control the network delay.
Limited hardware resources: Sensor nodes have also limited processing and storage capacities, and thus can only
perform limited computational functionalities. These hardware constraints present many challenges in software de-
velopment and network protocol design for sensor networks.
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3. LEACH Protocol
Low Energy Adaptive Clustering Hierarchy (LEACH): LEACH is one of the most popular clustering algorithms for
WSN14. It forms clusters based on the received signal strength and uses the Cluster Head (CH) nodes as gateways to
the BS. All the data processing such as data fusion and aggregation are locally performed within the cluster. LEACH
forms clusters by using a distributed algorithm, where nodes make autonomous decisions without any centralized
control. Initially a node decides to be a CH with a probability p and broadcasts its decision. Each non-CH node
determines its cluster by choosing the CH that can be reached using the least communication energy. The role of being
a CH is rotated periodically among the nodes of the cluster in order to balance the load. The rotation is performed by
getting each node i to choose a random number T (i) between 0 and 1. A node i becomes a CH for the current rotation
round if the number T (i) is less than the following threshold8:
T (i) =
p
1− (r.mod 1p )
, i ∈ G (1)
Where p is the desired percentage of CH nodes in the sensor population, r is the current round number, and G is
the set of nodes that have not been CHs in the last 1/p rounds.
LEACH forms one-hopcluster topology where each node can transmit directly to the CH and thereafter to the BS,
as shown in Fig. 1.a.
Fig. 1. (a) LEACH Clustering model; (b) Time line Operation of LEACH
3.1. LEACH Algorithm
LEACH protocol provides the conception of round. LEACH runs with many rounds. Each round contains two
states: set up state and steady state. In cluster setup state, it forms clusters in self-adaptive mode. However, in steady
state it performs data transmission. The time devoted to the second state is usually longer than the time reserved to
the ﬁrst state for saving the protocol payload. Fig. 1.b shows the time line operation consisting of set-up and steady
state phases of the LEACH protocol.
3.1.1. Set-up phase.
The CH nodes are chosen randomly among the network nodes during the set up phase and several clusters are
formed dynamically15. Initially, each node generates a random number in the range from 0 to 1. If it is less than a
threshold, T (i), that node considers itself as a CH for the current round. This decision also involves the past history
of the node being CH16.
Once the CH nodes are elected, they broadcast advertisement messages. Based on the received signal strength,
each non-CH node chooses its corresponds CH node. Each non-CH node transmits a join request message containing
its ID back to its chosen CH node using CSMA. After the set-up phase each CH knows its members.
3.1.2. Steady phase.
Once the clusters are formed, each CH allocates its TDMA schedule to its member nodes. Based on the schedule
each member node transmits the sensed data to its correspondent CH node. Once CHs collect all the data from their
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members, they transmit the aggregated data8along with their own data to the BS. At the beginning of each round, new
CH nodes are elected to form new clusters. Thus the lifetime of the network can be estimated based on the number of
rounds.
3.2. Limitations of LEACH
Although LEACH saves nodes’ energy and prolongs network lifespan, it still have several shortcomings:
• LEACH is suitable for small size networks because it assumes that all nodes can communicate with each others
and are able to reach sink, which is not always true for large size network1.
• At the beginning of each round, LEACH randomly selects the cluster heads without considering the residual
energy of these nodes. As a result, the elected CH nodes can have the least energy level and consequently die
very soon17.
• Each cluster head using LEACH directly communicates with the BS no matter the distance is near or not. When
the network is huge, the communication between cluster heads and the BS consumes much energy for the long
distance transmission. So the lifespan of WSN would be shortened18.
• LEACH provides time slots for each node in the network to transmit data to CHs even though some nodes might
not have data to transmit18,19. On the other hand, in LEACH, the size of clusters can increase if the number of
cluster heads is reduced wish induces excessive delays introduced by the number of nodes in the same cluster.
• The cluster heads can concentrate on one place and therefore isolated nodes (without cluster head) may be
found.
• In LEACH there is no mechanism to ensure that the elected CHs will be uniformly distributed over the network.
So all cluster-heads might be concentrate only in one part of the network. In addition, the sizes of clusters can
be very different and consequently we can ﬁnd clusters without any members.
4. Proposed protocol LEATCH
4.1. Basic Idea
This work proposes a two levels hierarchical approach. The ﬁrst level corresponds on the division of the network
into super clusters like the way LEACH does. We just changed the metric used for CH selection. Upon the creation of
super clusters, we begin the construction of mini clusters by selecting some mini-cluster heads (MCH) in each super-
cluster. The choice of this list of MCHs is based on two criteria; density and the residual energy of the candidate node.
By this way the super clusters are divided into small clusters called mini cluster, and each mini cluster is controlled
by MCH.
The role of the MCH is to collect data from the members of his mini cluster and to retransmit this data to the SCH.
The SCH sends all the received data to the sink. In fact SCHs are the gateways between MCH and the sink. The idea
behind this approach of clustering is to overcome the assumption of LEACH, which supposes that any node in the
network can communicate directly with the sink, and this is impossible especially in networks deployed in large areas.
LEATCH manipulates a two hops inter cluster communication. In fact MCH does not communicate directly with the
sink, but they use an intermediate node, the SCH, that is located in an area covered by the base station. In Fig. 2 the
cluster based idea presented by LEATCH is given in a more clear view.
4.2. Proposed Algorithm
The LEATCH protocol consists of two phases: the ﬁrst is the set-up phase, and the second one is the steady-state
as illustrated in Fig. 3:
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Fig. 2. Cluster-based Hierarchical Model in LEATCH.
Fig. 3. Time line operations of LEATCH.
4.2.1. Set-up Phase
Like LEACH, in LEATCH nodes are periodically selected to serve as Super Cluster Head (SCH) or Mini Cluster
Head (MCH). At the beginning of each round, the sink broadcast a message to declare the start of the set-up phase,
which is divided in two steps: Super Cluster construction and Mini Cluster construction.
4.2.2. Super Cluster Construction:
When receiving a start message from the sink, nodes send their candidate messages to be SCH to the sink, which
receives these candidate messages. After collecting location data and energy levels from all the received candidate
messages, the sink calculates a probability Pi relative to each node, then it choose the list of nodes with the higher
probability.The value of Pi is set as follows:
Pi =
Ei(t)
Einitial
·K · 1
d
(2)
With K is the number of SCH ﬁxed by the algorithm, E(initial )is the initial energy of the node i, Ei(t)is its residual
energy and d is the distance between the sink and the node i. The use of this probability ensures the selection of the
nodes with the highest energy level and the closer to the base station to act as SCH (gateway) between nodes in the
cluster and the sink. The sink broadcasts its decision of which nodes are selected as SCH in the networks. Once a
node is selected as SCH, it broadcasts an advertisement message to the others nodes pushing them to join a SCH and
form the corresponding super cluster. Nodes (non-SCH) determines a super cluster to belong to, by choosing the SCH
that be reached using the least communication energy (based on the signal strength of each SCH message). In ﬁgure
5 the super cluster formation scheme is given in a more clear view.
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4.2.3. Mini Cluster Construction:
The joint message received by the SCH from the nodes members, contain information about this node, its density
and its residual energy, this two parameters help the SCH to calculate a probability Qi , and based to the value of Qi
the SCH decide which nodes will be selected to be MCH. The value of Qi is set as follows:
Qi =
Ei(t)
Einitial
· q · density (3)
With Eintial is the start energy, Ei(t) is the residual energy and density is the density of the node. The number of the
MCH ﬁxed by the SCH depending on the size of the super cluster. The use of the density as a metric do determine the
qualiﬁed nodes to be MCHs, serves to gather nodes from the same region into mini cluster, and avoid the problem of
empty clusters. The SCH broadcast its decision to the list of the MCH, after receiving this message the elected MCHs
broadcast advertisement message, using the non-persistent Carrier Sense Multiple Access Medium Access Control
(CSMA MAC), to the other node of the super cluster. Based to the signal strength of the advertisement message a
simple node determines their mini cluster by sending a joint message to its MCH.
After receiving all the joint messages from members, the MCH create a tdma table and each member of the mini
cluster determines its TDMA slot for data transmission and goes to sleep until it’s time to transmit data.
4.2.4. The steady-state
Thesteady-statephase begins when sensed data are sent from simple node to MCH, from MCH to SCH and from
SCH to the sink.
5. LEATCH performance evaluation
5.1. Simulation setup
To investigate Performance evaluation of both LEATCH and LEACH we used OMNeT++ discrete event simu-
lation platform.OMNeT++ aims at providing a rich simulation platform, and leaves creating simulation models to
independent research groups22. We used the following metrics to evaluate the proposed scheme:
• Energy Consumption: the amount of consumed energy by the network in each round.
• Life time system: The number of nodes alive at the end of the simulation time.
• Waiting-Delay:the average of the waiting time relative to all the sent packets considering a cluster node.
• Delay:the average of waiting-delay over all the cluster nodes.
• Percentage of covered nodes: the number of covered node in each round.
The reference network of our simulations consists of 300 nodes distributed randomly across a plain area 200x200
meters. The base station is located at position (0,0), provided with sufﬁcient energy resources. Each node is equipped
with an energy source wish is set to 0.3J at the beginning of the simulation. We have set the percentage of MCH and
SCH both to 0.05.
5.2. Simulation results
In both LEACH and LEATCH, The data transmission in each cluster is organized by the use the TDMA table
delivered by the CH node to the members of its own cluster. In such TDMA table a unit time (eg 0.2 seconds) is
affected to each node to transmit its data. Assume that in the network, there are n clusters with Li nodes in each
cluster (i [1,n]). So each node needs to wait average (L-1) unit time to transmit its message to the CH . The additional
1 unit time need for cluster head routing to sink. So, in total Avr(L-1)+1 unit time is needed in LEACH. Since the sizes
of clusters are different in each round, delay value is also changing. In LEATCH, delay computation is Avr(L-1)+2
unit time, it is the time needed in cluster routing with the addition of the time need for MCH to routing packet to SCH,
and the time need by the SCH to retransmit packet to the sink. In addition, the nodes number in each mini cluster is
very close due the balanced clustering which makes (L-1) is less than that in LEACH.
371 Wafa Akkari et al. /  Procedia Computer Science  52 ( 2015 )  365 – 372 
Fig. 4. Performance Evaluation of LEACH and LEATCH.
In LEACH, the number of CH nodes is randomly picked wish makes the number of nodes in the formed clusters
obviously unequal. Since the network delay depends on the nodes number in the cluster, the bigger is the cluster
size (in terms of nodes number), the more important is the delay. This can lead to signiﬁcant delays when using
LEACH due to the fact that the formed clusters, having unbalanced sizes, can be very dense with many members and
consequently many trafﬁc ﬂows which induce signiﬁcant delays.
However, when using LEATCH, the formed super clusters and mini clusters are more balanced in terms of number
of member nodes. We can see, Fig. 4.a exhibits the superiority of LEATCH in attaining less Delay than LEACH.
Fig. 4.b represents the total remaining energy of the network in each round. In addition to its superiority in terms
of delay over LEACH, we want to show how power conservative is LEATCH. Figure Fig. 4.b presents the power
consumption as a function of the number of rounds. We clearly notice that LEATCH outperforms LEACH in termes
of energy during all the studied rounds. Compared to LEACH, LEATCH stands out even when the number of rounds
is important. LEACH fails to perform well when we increase the number of rounds which enlarge the difference
between the studied mechanisms in terms of enregy consumption. This energy consumption gain is mainly achieved
by the two hierarchical routing structures in LEATCH instead of direct transmission strategy relative to LEACH. In
addition the use of residual energy when electing the cluster head nodes increase the lifetime system.
Fig. 4.c shows the total numbers of nodes that remain alive over the simulation time. The simulation results show
that LEATCH performs better than LEACH. Using LEACH, the ﬁrst node’s death occurs after 951 rounds and near
to 1253 rounds, all the nodes are dead. While activating LEATCH, the ﬁrst node dies after 1250 rounds and all the
nodes’ energy expire after 1500 rounds.
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Finally, we turn to the comparative study of LEACH and LEATCH as a function of isolated nodes. We recall here
that an isolated node, for a given round, is a particular node not belonging to any cluster (relatively mini cluster)
which makes its unable to send any data during the correspondent round. A covered node, however is not an isolated
node which means that its covered by some cluster head (and eventually a mini cluster head). Figure Fig. 4.d portrays
percentage of covered nodes as a function of the trafﬁc load. It is inferred that the number of isolated nodes in
LEATCH is lower than LEACH which is expected since the major difference between the two mechanisms is the use
of two level of hierarchical clustering in LEATCH which increases the probability of any node to be covered by a
cluster head or a mini cluster head.
6. Conclusion
In this paper, we proposed LEATCH, a routing protocol based on two layer hierarchical clustering scheme. Simu-
lation results show that our protocol outperforms the classic approach LEACH in terms of delay, energy and coverage.
This is achieved by using gateway nodes between cluster-head nodes and the sink with balancing clustering tech-
nique. Minimizing the total energy of the network while distributing the cluster uniformly has a great impact on
system lifetime and performances.
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