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Our purpose is to adapt a statistical method for the analysis of discrete numerical series to the 
keywords appearing in scientific papers of a given area. As an example, we apply our methodological 
approach to the study of the keywords in the Library and Information Sciences (LIS) area. Our 
objective is to detect the new author keywords that appear in a fixed knowledge area in the period of 
one year in order to quantify the probabilities of survival for 10 years as a function of the impact of 
the journals where they appeared. Many of the new keywords appearing in the LIS field are 
ephemeral. Actually, more than half are never used again. In general, the terms most commonly used 
in the LIS area come from other areas. The average survival time of these keywords is approximately 
3 years, being slightly higher in the case of words that were published in journals classified in the 
second quartile of the area. We believe that measuring the appearance and disappearance of terms 
will allow to understand some relevant aspects of the evolution of a discipline, providing in this way 
a new bibliometric approach. 
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Researchers recurrently review the literature that exists regarding their field of study as a part of their 
scientific methodology. This work is becoming increasingly complex, since the number of articles 
produced in a year exceeds the assimilation capacity of any research group. All the actors involved in 
scientific production have made an effort for adapting themselves to the distribution of digital 
information, changing their habits and their ways of working (Athukorala, Hoggan, Lehtiö, Ruotsalo, 
& Jacucci, 2013; Lancaster, 2003; Niu & Hemminger, 2012). 
Despite the undoubted advances in the field of information sciences, we can affirm that the selection 
of scientific literature has become another problem for working groups. Simplifying the problems in 
the collection of information, we find two key points: on the one hand, the way in which information 
is stored and handled, and on the other hand, what methods exist to analyse it.  
We will focus on the second point of the assimilation of information by the researcher who consumes 
it. Even assuming that the information can be retrieved correctly, it is still open to determine which 
is the best way to synthesize it. Knowing the trends in certain topics is a complex problem. To face 
it, researchers use different methodological approaches. It is common to find reviews, systematic 
reviews or meta-analyses in the scientific literature whose objective is to establish the limits of what 
is already known regarding a specific topic. On the other hand, bibliometric methods allow us to 
determine other parameters, such as the growth of articles and citations per year, the rankings of the 
most prolific authors or institutions, the geographical distribution of the authors, the collaboration 
patterns, or the frequency of subject descriptors, among many others (Naseer & Mahmood, 2009). 
When an analyst studies a part or parts of the publications about a certain topic, he always prioritises 
one type of information over another, consciously or not. For example, when an expert analyses co-
authorship, he assumes that the author of the article is the ‘engine’ behind scientific discoveries. In 
contrast, if the words of the article are analysed (e.g., co-words), the centre of the action is placed in 
the contents, as if they were independent of their creators. We are aware that one approach does not 
exclude the other; however, scientific advances can be understood without their creators, but not the 
other way around. With all of this in mind, we must focus the analysis on the contents to establish 
the trends in a certain field of knowledge. 
As we have already mentioned, reading and reviewing the best articles may be a viable but not efficient 
solution, due to the massive amount of information. Moreover, in the knowledge fields with intense 
scientific production it may become a titanic task. Thanks to new approaches with text mining, a part 
of the process that previously fell to the researcher is automated (O’Mara-Eves, Thomas, McNaught, 
Miwa, & Ananiadou, 2015). With these text-mining techniques, hidden knowledge is discovered in 
large masses of text. Many analyses can be executed on the content of an article. Among them, those 
that apply to the author keywords (AK) that accompany a paper have been shown to be meaningful 
to understanding a discipline (Li, 2018; Onyancha, 2018; Xu et al., 2018; Zhang et al., 2016). 
The AK telegraph what happens in the text they present, describing it. In 1970, Jones and Jackson 
offered a generic definition of the term: ‘Keywords are a list of words or phrases that are provided 
by the author and signify the meaning or main ideas presented in the paper’ (Jones & Jackson, 1970). 
Therefore, the AK are authentic indicators of the topics that appear in the articles. The authors 
choose the AKs voluntarily, without subjecting themselves to a controlled vocabulary in most 
disciplines. Therefore, we believe that through this concretising exercise, authors reflect their 
personal visions of their subjects (Kevork & Vrechopoulos, 2009). In this choice, we detect at least 
two types of AK. On the one hand, authors choose terms already used by others in their area because 
a work is fed by previous articles. Thus, the appearance of terms already known indicates the influence 
that previous discoveries have in their research. On the other hand, when researchers contribute a 
new topic, the authors adopt words from other areas or simply coin new terms. 
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The investigations of AK are numerous and present highly varied approaches. However, most mainly 
count terms and use co-occurrence networks (Aizawa & Kageura, 2003; Dotsika & Watkins, 2017; 
Névéol, Doğan, & Lu, 2010; Radhakrishnan, Erbis, Isaacs, & Kamarthi, 2017; Su & Lee, 2010; Uddin 
& Khan, 2016; Yang, Han, Wolfram, & Zhao, 2016). Only a few works focus on the dynamics of 
keywords over time (Gil-Leiva & Alonso-Arroyo, 2007; Han, Gui, & Xu, 2014; Lee, 2016; Liu, Tian, 
Kong, Lee, & Xia, 2019; Mela, Roos, & Deng, 2013). Our work is focused in the latter direction. We 
believe that measuring the appearance and disappearance of terms will allow us to understand the 
evolution of a discipline through the literature accumulated on a given topic. 
Our proposal seeks to take a step forward and apply survival analysis techniques to the AK of the 
Library and Information Science (LIS) knowledge field as an example of application of our 
methodology. As far as we know, there are no previous studies that have proposed this type of 
analysis applied to AK. Our purpose is to adapt a statistical method usually focused on discrete 
numerical series to the keywords of our area of knowledge. Consequently, we have set as our main 
objective to detect the new AKs that appear in the Library and Information Sciences knowledge area 
for the period of one year to quantify their probabilities of survival over a period of 10 years. Also, 
we have analysed the survival probabilities of AK depending on the impact of the journals in which 




As we said in the Introduction, we will show how to apply our technique in a concrete scientific area. 
LIS is a professional an academic domain drawing on many kinds of knowledge. LIS studies the 
problems related to scientific information from different points of view (Hjørland, 2000; Milojević, 
Sugimoto, Yan, & Ding, 2011). We have chosen the LIS area for several reasons–for example, it is 
our usual field of study and we are familiar with its characteristics–, but mainly because it is a very 
active research area in which new technical words appear every day. The coherence in the use of the 
AK by LIS researchers is another reason. Finally, the interdisciplinary nature of the field and the 
influence of other areas is also reflected in the broader vocabulary used in LIS. So, our method can 
be applied to any other scientific field. 
Selection of the author keywords to analyse 
All the journals appearing in the Scimago Journal Rank (SJR) in the LIS category were selected 
(‘Scimago Journal & Country Rank’, n.d.). SJR classifies the journals appearing in the Scopus® 
database by subject area and subject category. It also includes information on various quality 
indicators and establishes a ranking according to the impact of each of the indexed journals.  
All the AKs published in LIS subject-category journals composed the universe of our study. As an 
inclusion criterion, it was established that the keywords must appear in any of the journals indexed 
in the SJR in 2014 in this category. It was also necessary that the journal had appeared in the SJR 
since at least 2004. If the journal only had coverage since 2005, then only the keywords that were 
published in the coverage period were considered. 
Search strategy and keyword extraction procedure  
To establish the search strategy, the ‘Journal rankings’ tool of the Scimago Journal Rank website was 
used. From the categories subject filter, LIS and 2014 were selected to download the Excel document 
with the relevant journals, using the ‘Download data’ option. The same procedure was carried out 
for the year 2004. From the different fields declared in the files, the fields ‘ISSN’ and ‘SJR Quartile’ 
were extracted for the search and subsequent analysis. ‘SJR Quartile’ indicates the quartile to which 
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a given journal belongs according to its impact. To do this, SCImago Journal & Country Rank scores 
all journals based on their citations and assigns them a value. Those journals with the highest scores 
are included in quartile 1 and those with the lowest impact in quartile 4. Because many of the journals 
have had more than one ISSN throughout their history, the extracted information was completed by 
separately performing individual searches for each of the journals. Finally, 295 ISSNs were combined 
in a single search strategy [see supplementary material S1 (Peset et al., 2018a)]. 
The search strategy was introduced in the Scopus® database, establishing as a time limit that the 
document had been published before 2015. The aforementioned search yielded a result of 120,489 
documents. The records were downloaded in batches of 2000 documents in RIS format, selecting 
the following fields: (i) Author keywords, (ii) Year, (iii) Source title and (iv) ISSN. See supplementary 
material S2 (Peset et al., 2018b). 
For the extraction and storage of the keywords in a single document, the software BibExcel (version 
2011-02-03, Olle Persson, Umeå University, Umeå, SWE) was used. Because many journals do not 
declare the AK field or have just recently begun declaring it, the resulting file contained fewer 
references than the original search, namely, 110,731 documents (46,905 articles contained AK), with 
a total of 248,693 AK from 161 journals.   
Search of new keywords appearing in 2004 and frequency of later appearance 
As the first step of the analysis, 2004 was chosen as the year of study. We are aware that selection of 
the year is a key point that conditions the results. In the discussion section, the different criteria that 
can be used are indicated. A priori, because there are no prior works using this type of methodology, 
an intermediate year of the historical series was chosen, taking into account that there would be a 
large number of previous years and a sufficient number of subsequent years to carry out a valid 
analysis.  
To locate the new keywords that emerged during 2004 and to track their frequency of emergence 
during the subsequent years, custom-written software routines (MATLAB R2013a, MathWorks Inc., 
Natick, MA, USA) were used. In this analysis, uppercase was not differentiated from lowercase. 
Prior to the analysis, the records were divided into three periods based on the year in which the AK 
was published: historic period [1889-2003], emergence period [2004] and survival period [2005-2014]. 
Each AK of the year 2004 was searched in the historic period. The keywords that did not appear 
prior to 2004 formed our category of ‘new keywords’ in LIS. 
Subsequently, each new word in the survival period was searched every year. The result for each word 
is a vector of 10 columns, one per year, in which 1 indicated the appearance of the term and 0 the 
non-appearance. In addition, the number of times the word appeared every year was counted (Figure 
1). Frequency tables were calculated for the entire file generated. 
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Figure 1. Map of new keywords and calculation of survival time. The words chosen for the example do not 
correspond to real records; they only show the chosen methodology. In the centre of the figure appears the emergence period, with all 
the words that were published during 2004. With these words (4 in the example), a retrospective search is performed in the historic 
period (left section of the panel). As a result of this search, those words that do not appear in the historic period are selected (in the 
example, 2 words, ‘black’ and ‘dark grey’). Finally, there is a follow-up during the survival period (right section of the panel) noting 
in each year if the word appears or does not appear (in the example, the word ‘black’ appears every year, while the word ‘dark grey’ 
only appears the first year). Additionally, the number of times per year the word appeared in the survival period was recorded (in 
the example, the word ‘black’ appears with a frequency of 1 in the three years and the word ‘dark grey’ with a frequency of 1 in 
the first year). 
Finally, in order to be able to compare the performance of 2004 with previous years, the same process 
was carried out for the years 1990 to 2003. Thus, survival was computed starting from 14 different 
years over the following 10 years. 
Analysis of the new keywords from the emergence period through the survival period 
The present study aims to determine the evolution of the new AK that appear in a given period. 
These ‘new’ keywords can be the result of migration from other areas or may be new words in any 
area covered by the database. Likewise, new keywords are those that present some variation, except 
in upper and lower case. Singular and plural forms of a term are considered as distinct words; this 
methodological choice will be justified later. Only AK in English are taken into account. 
Furthermore, those that have been written with some orthographic or typographical incorrectness 
will be considered to be in the ‘new’ category. Regarding this last aspect, it should be noted that 
orthographic or typographic anomalies are not frequent but are possible. Typically, the incorrect word 
disappears over the years and becomes an anomaly without impact. If it survives, we understand that 
the scientific community has accepted a new use. This would mean a change in the way researchers 
write. Therefore, our analysis has a collateral utility for language researchers, who could establish new 
writing patterns. 
With the ‘new’ keywords detected, the first analysis was performed, which consisted in calculating 
the probability that each of the new keywords had of surviving or disappearing. To do this, an analysis 
of survival through Kaplan-Meier curves was proposed. This type of analysis estimates the time that 
passes until a certain event occurs. The survival analysis can be applied to all those events that occur 
over time and that have been previously defined. In fact, this type of analysis has been applied to 
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numerous areas of knowledge as diverse as medicine, economics, production engineering or social 
sciences (Singer & Willett, 1993). 
The proposed procedure is an adaptation of the standard survival analysis to the case of the AKs. 
The Kaplan-Meier method is a statistical technique for modeling a survival function. Given a set of 
elements that change their state from 1 to 0 after a certain time 𝑡𝑡, the Kaplan-Meier formula is used 
to estimate the fraction of elements that retains the state equal to 1 after 𝑡𝑡.  
Consider a sample of n individuals. At a time 𝑡𝑡𝑖𝑖,  𝑛𝑛𝑖𝑖 individuals of the original population survives 
(i.e., there are 𝑛𝑛𝑖𝑖 elements that maintain a state value equal to 1), and 𝑑𝑑𝑖𝑖 changes of state are observed. 
The risk estimator at that time 𝑡𝑡𝑖𝑖  is given by the fraction  
𝑑𝑑𝑖𝑖
𝑛𝑛𝑖𝑖
  so the survival probability is 1 − 𝑑𝑑𝑖𝑖
𝑛𝑛𝑖𝑖
 . This 
allows defining the known Kaplan-Meier estimator of the survival function used in this work, which 
provides the probability that an individual will survive a longer time than 𝑡𝑡. For a time 𝑡𝑡, the estimator 
is given by the formula 






where 𝑡𝑡𝑖𝑖 represents each of the instants that are considered in the model, 𝑑𝑑𝑖𝑖 the number of state 
changes that occurred at the time 𝑡𝑡𝑖𝑖 and 𝑛𝑛𝑖𝑖 the elements whose state remains equal to their original 
value 1. This type of function is used for survival analysis. The standard application example is to 
model the survival rate of a population affected by a given disease.  In our study, the population is 
the total set of AKs, and the periods of time that are considered are given by the years of publication. 
In this case, the problem is to define the event that produces the change of state. Since words can 
"be reborn", we have to define when we consider that a word has passed to state 0 using some 
arbitrary criterion, for example, that does not appear in a given time 𝑡𝑡, and does not appear again in 
all the analyzed period.  
Before we can conduct this analysis, it is necessary to establish three fundamental aspects: the time 
of observation, the moment in which the event of interest occurs and when a subject is censored. In 
our analysis, the research subjects are the AKs, and they will be followed up over the survival period. 
In other words, we will test whether, after 10 years, these keywords appear in at least one article 
published in the LIS category. 
Regarding the definition of the event, it is necessary to consider that a word can appear and disappear 
discontinuously over a period of 10 years. It could be argued that the data are interval-censored (Box-
Steffensmeier et al., 2015).  Interval-censored failure time data arise when the time of occurrence of 
the event of interest is known only to lie in an interval (Sun, 1997). However, we believe that if there 
are subsequent documents in which the word appears, the AK is alive, as researchers use it while 
preparing their articles. As a general criterion, it was established that a word ‘died’ in the last year in 
which there were records of it during the ten year period after 2004. As the reader can see, this 
criterion is somewhat arbitrary, as it may happen that the word reappears the year after completion 
of the study. This is a requirement of the Kaplan-Meier technique, and we have to assume that the 
final event must be set somehow. Our decision is consistent if we consider the following "time-
dependent" definition of the final event (the death of a word): in 2014 −the last date of our analysis− 
a word is dead if it has not been used in the previous year. Measuring the number of years that the 
word has not appeared makes it possible to calculate the necessary additional "survival time". Thus, 
when the event was detected, it could not be repeated, and the analysis was terminated for this word 
(Singer & Willett, 1993). The last necessary step is to establish which keywords were censored: in our 
work, only those keywords that appeared throughout all the observation period were considered 
censored (right-censoring). 
Once the data matrix was prepared, the analysis was performed through the SPSS 20 software (IBM, 
Armonk, New York, USA). The Kaplan-Meier curves were calculated for the total set of new 
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keywords and for four subgroups, created according to the quartile of 2004 in which the journal 
published the AK. In cases where the keyword was published in two or more journals, the median of 
the quartile it belonged to was calculated, rounding the decimal places down. To determine if there 
were differences between the survival data of the 4 groups, a Wilcoxon (Gehan-Breslow) test of the 
equality of survivor functions was used. Finally, frequency and percentage tables were created to 
describe the new keywords discovered. 
 
RESULTS 
General descriptions of the retrieved records 
Our database contains a total of 248,693 keywords included by authors in 46,905 articles over a period 
of 69 years. However, the use of keywords became widespread only in 1980. The ratio of keywords 
per article was 5.3.  
If we discard duplicate keywords, the total is reduced to 102,349 keywords. As expected, the total of 
AK has grown exponentially (Figure 2) over the years. This is due to the increase in scientific 
production and the popularization of the use of the AK field as a form of indexing. 
Seven keywords appeared more than 1,000 times throughout all the years tested: 1. ‘LIBRARIES’ 
(2,413); 2. ‘ACADEMIC LIBRARIES’ (2,232); 3. ‘INTERNET’ (2,029), 4. ‘KNOWLEDGE 
MANAGEMENT’ (1,449); 5. ‘DIGITAL LIBRARIES’ (1,341); 6. ‘INFORMATION 
RETRIEVAL’ (1,303); and 7. ‘INFORMATION LITERACY’ (1,249). 
 
Figure 2. Frequency of appearance of keywords and documents in the LIS area between 1980 and 2014.  
 
New keywords appearing in 2004 and their behaviour in subsequent years 
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During 2004, 6,372 keywords—without duplicates, 4,343—were published. Among them, we 
detected 2,810 new keywords. After eliminating the duplicates, 2,655 keywords were finally used in 
the subsequent analyses [see supplementary material S3 (Peset et al., 2018c)]. The three journals that 
published the greatest number of new keywords were as follows, in this order: IEEE Transactions on 
Information Theory (436), Journal of Information and Computational Science (339) and Journal of Information 
Science and Engineering (237). A total of 43 journals in the LIS area published at least a new keyword. 
The word that was repeated the most in the survival period was ‘GOOGLE’ (266). The importance 
of these AK during the survival period varies, of which ‘SENSOR NETWORK’ and ‘ARCHIVES 
MANAGEMENT’ have lost the most influence during recent years (Figure 3).  
 
Figure 3. Bump chart of keyword ranking throughout the survival period. The figure has been created 
considering only the 10 most frequent words that appeared as new keywords in 2004 and indicates the changes in their ranking 
throughout the period. 
Survival analysis 
Figure 4 shows the survival curves of AKs over time after their appearance. The analysis was carried 
out with all the keywords involved in the process (panel a; green line) and revealed that during the 
first year, 65.3% of the keywords disappeared and were not used again to the end of the period 
analysed. From that moment on, a gentle decrease is observed that is accentuated slightly towards 
the end. Only 11.5% of the keywords reached the end of the period without any event being observed. 
In other words, only 306 keywords considered new, out of a total of 2,655, were used during the 10 
years after their appearance. The average time (95% CI) of survival for the series was 3.33 (3.20 to 
3.46) years. This average survival time is similar to that of the previous years tested 1990-2003 (panel 
b; red line). Survival during these previous years was 3.74 years (3.63 to 3.86). No statistically 
significant differences were found between the two periods. 
The analysis was then carried out by classifying the file according to the quartile to which the journal 
publishing the keyword belonged, revealing that the keywords that debuted in the second quartile 
show a longer average survival time than those from other quartiles (Panel b). The worst prognosis 
is observed in the fourth quartile. Table 1 shows the estimated average survival times for each of the 
quartiles. Long-rank test and Wilcoxon (Gehan-Breslow) test for the equality of survivor functions 




Figure 4. Kaplan-Meier curves for new AK appeared in 2004 and before.  The panel on the left (a) shows the 
survival curves of the data set. The red line shows the 10-year survival curves of the author keywords published in the period 1990-
2003. The green line corresponds to the survival curves of the new words that appeared in 2004 over the following 10 years.  The 
panel on the right (b) shows survival curves based on the quartile of the journal in which the keyword was published (1=first 
quartile; 2=second quartile; 3=third quartile and 4=fourth quartile). 
 





SE Lower Bound Upper Bound 
1 3.37 0.11 3.14 3.60 
2 4.20 0.17 3.86 4.53 
3 3.17 0.12 2.94 3.41 
4 2.55 0.14 2.26 2.84 




About the methodology used 
In designing our study, one of the first important decisions was the choice of the area to be analysed. 
The choice of the LIS area as a test ground for our methodology responds to double criteria: 
utilitarian and methodological. On the one hand, the LIS area is our usual field of study, and 
consequently, our ‘know how’ facilitates the immediate interpretation of the results. On the other 
hand, the authors of articles published in the LIS area are usually aware of the importance of the AK 
included in their works, and thus, the keywords are usually better conceived and have a greater 
homogeneity in their use. In addition, our article provides both the raw data collected and the data 
processed, so it can be reused by colleagues in our area who want to test other hypotheses. Of course, 
it is necessary to bear in mind that our methodology is applicable to most areas. In fact, more than 
one field of knowledge could even be combined and compared at the same time. In this way, we can 
affirm that the novelty of our work is linked to the type of statistical analysis used. 
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A second aspect to take into account is the choice of the year under study (i.e., 2004). In our case, 
the year selected does not respond to any qualitative criteria (e.g., a notorious event). We are aware 
that a qualitative or quantitative criterion (Dehdarirad, Villarroya, & Barrios, 2014) could add richness 
to the analysis. In our case, we have avoided choosing a specific date to avoid possible contamination 
of the results. Along these lines, the year 2004 was chosen because it was the most current in the 
historical series analysed, which allowed us to have a survival period of at least 10 years. Our first 
intention at the time of undertaking the analysis was to establish a methodology that can be used in 
future work. It would be interesting if other researchers reproduced our methodology by choosing 
another year or years as the period of emergence based on their interests or hypotheses.  For those 
readers interested in knowing how different time windows would affect our analyses, other options 
have been added in the supplementary material S4 (Peset et al., 2018d) that cover different time 
periods (i.e. 5, 10, 15 and 20 years).   
A third noteworthy aspect of our methodology is the use of survival analysis in a series of data that 
appear and disappear at intervals. As already indicated, a word not appearing in a given year did not 
necessarily indicate its death. Only when it did not appear in all subsequent years was it marked as 
missing. This approach is not completely new in the field of bibliometrics. Santos and Irizo (2002, 
2005) used a criterion similar to ours, although in their case, the analysis was performed on the 
citations received by an article. Like us, these two authors assumed in their work that an article could 
be cited at intervals. Obviously, this criterion may be to the detriment of the spirit with which this 
type of analysis was created. However, we believe that the results obtained are valid and, more 
importantly, that they are useful for establishing behavioural models over time. In fact, our model 
has been tested with data from the year after the end of the analysis (year 2015) and we have been 
able to verify that only 3% of the words that were supposed ‘to have died’ appear again.  However, 
future studies may use our supplementary material to search for words that have been considered 
dead and have subsequently become highly relevant (i.e. “Sleeping Beauty”).  
About retrieved records 
Regarding the general descriptive results of our study, the number of manuscripts retrieved in our 
search is quite high. We obtained approximately 110,000 articles, a figure slightly higher than that 
presented by Figuerola et al. (2017). These authors retrieved fewer records (≈92,000) in a search 
similar to ours but was restricted to the years 1978-2014. This discrepancy is largely explained by the 
database used (i.e., LISA vs. SCOPUS) and by the smaller number of years included in that study 
because our study tracked all the indexed production since 1889. 
As regards the number of AKs obtained, our word ratio based on the number of manuscripts is 
slightly higher than that obtained by other authors (Hu, Hu, Deng, & Liu, 2013). We have observed 
that, on average, each manuscript is accompanied by 5 keywords. It is necessary to keep in mind that 
our raw data include very old manuscripts indexed in which AK were not declared systematically. 
Obviously, over the years this trend has reversed, and although the number of manuscripts has 
increased, the use of keywords has increased even faster. 
The general calculation of keywords highlights the use of five keywords over the years. The term 
‘LIBRARIES’ is the most frequently used keyword, which could scarcely be otherwise. This is logical 
because the term encompasses both the professional phenomenon under study in the LIS area and 
the academic discipline that gives the area its name. The rest of the words described have already 
been observed in AK studies of other areas (Aharony, 2012; Hu et al., 2013), with most of them being 
area-specific terms. Only the appearance of the term ‘INTERNET’ is an exception to this pattern 
(Onyancha, 2018). Obviously, we are talking about a word that has had a universal impact and that 
has changed the behaviour of people in practically all areas (Colley & Maltby, 2008), which is more 
than sufficient reason to explain its importance in the LIS field. 
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New words appearing in 2004 and their behaviour in subsequent years 
In 2004, we found 4,343 words in the published articles. Of these, 2,655 were new. Although the 
main objective of our work is to keep track of these words throughout the subsequent years, we want 
to dwell on some interesting issues that have arisen. The word ‘GOOGLE’ bursts in with force in 
the area. Being the most popular search engine among Internet users (Jan Brophy & David Bawden, 
2005), its adoption by the LIS area does not require any additional explanation.  
However, the second most used word, ‘IRAN’, does not have such an obvious explanation. Before 
venturing an explanation, we emphasise that considering all the years a word is recorded constitutes 
a residual, minority term. Two institutions in that country have the most works published with this 
word: Ferdowsi University of Mashhad and Islamic Azad University. According to Walters and 
Wilder (2016), Iran, as a country, is located at the modest thirteenth position in the LIS area ranking 
but has 5 active research groups that are among the 50 best such groups in the world. In conclusion, 
the most plausible explanation is that one or several of these groups are very active and use the word 
‘IRAN’ as a way to familiarise the world with the local reality of their country. 
As for the rest of the most common keywords that appeared in 2004, six of them come from other 
areas of knowledge. In other words, part of the novelty detected comes from journals dedicated to 
other areas of study. Our methodology does not allow us to affirm whether the same thing happens 
with all the new words detected. However, the influence of other areas on the LIS area is in line with 
the data collected by Tan in (2004). In his work based on an analysis of citations, he showed that the 
discipline that contributed most citations to the LIS area was ‘Computer sciences’, followed by 
‘Communication’, ‘Education’ and ‘Management sciences’. In our case, of the 10 most productive 
keywords, we have been able to confirm that ‘Computer sciences’ is the area with the most influence 
(Walters & Wilder, 2016). This is to be expected because the predominance of the ‘digital 
phenomenon’ has reached all fields of knowledge, including the LIS area.  
Nevertheless, from a mathematical point of view there are other options to establish how keywords 
migrate from one area to another. In the work of Losee (1995) an equation is proposed that assumes 
that term growth may be modelled by the diffusion of the concept through a population (in our case 
keywords). This mathematical model can quantify how the importance of terms grows or decreases 
in different disciplines and can provide additional information to the approach we have taken in this 
article.  
The AKs ‘GOOGLE’, ‘SOCIAL NETWORK ANALYSIS’ and ‘WEB OF SCIENCE’ have 
improved their position over the 10 years of the survival period. All three have been used throughout 
the period, and their influence continues to increase. In addition to marking an upward trend among 
the group of words that appeared in 2004, they are also among the most frequently used in all years 
(Hu et al., 2013). According to the classification of Zins (2007), two of these keywords belong to the 
category ‘Data Organization and Retrieval’ and the other to ‘Information/Learning Society’. At the 
opposite pole are ‘SENSOR NETWORK’ and ‘ARCHIVES MANAGEMENT’, which could be 
included in the category of ‘Information Technology’ and ‘Data Organization and Retrieval’, 
respectively. These data agree with the main idea expressed by Aharony (2012). In view of the above, 
it seems that the trends do not relate to the large thematic categories because they are proportionally 
represented over the years. However, according to the dynamics of the words of our study, it seems 
that the large areas of ‘World Wide Web’, ‘Libraries’ and ‘Education’ research occupy a predominant 
position in the LIS area (González-Alcaide, Castelló-Cogollos, Navarro-Molina, Aleixandre-
Benavent, & Valderrama-Zurián, 2008). Of course this variety of terms coming from different areas 




Survival of author keywords 
Half of the AK fail to survive beyond the first year. According to our survival analysis, the average 
time it takes for a new keyword to disappear is approximately 3 years. Only 11% of the keywords 
were used throughout the ‘survival’ period. As far as we know, no previous studies have applied a 
survival analysis to AKs. The works of Santos and Irizo (2002, 2005) employ a model of analysis 
closer to ours, using the citations received by the articles. Obviously, the behaviour of citations and 
keywords does not have to be similar; however, we have found some similarities. Although the results 
section has simplified the analyses carried out to improve reading fluency, like Santos and Irizo, we 
have tested our empirical model with different theoretical models. As with their findings, the 
distribution that best fits here is the Weibull distribution (𝑘𝑘 = 0.8, SE = 0.01, where 𝑘𝑘 is the shape 
parameter), which indicates that the failure rate is constant over time. In other words, despite the 
sharp decline in the first year, our data indicates that keywords age steadily.  As we said before, the 
notion of “death” of a word must be adapted to the context: a word is considered dead if it does not 
appear in any document in the last year of the analysis. This methodological option does not fit the 
original requirements of the Kaplan-Meier curves, but it allows a conceptual adaptation: the attention 
is limited to the period being analysed, since it is assumed that a word that disappears in it dies. If it 
reappears a new study, it should be considered as a new word in the context of a new analysis.  
Finally, we have worked with the hypothesis that the keywords that appear in certain journals with 
varying impact may have different probabilities of survival. Testing this hypothesis would reveal our 
methodology’s true potential. Once the T = survival time values and the δ = (0, 1) variable for 
failure/censorship have been obtained, all the desired parameters can be added to the survival analysis 
(e.g., words that come from two or more different areas, from different journals, simple vs. 
compound words, etc.). As an example, in our work, we have divided the keywords into four 
subgroups according to the quartile in which the publishing journal was ranked. Surprisingly, we have 
found differences, but contrary to what was expected, it was not the words included in Q1 that 
obtained the best results. Apparently, the terms that appeared in the second quartile had a longer 
survival time than those in the other quartiles (p <0.001). These results cannot be compared with 
similar studies, nor does the scientific literature give us clues about the reasons behind this discovery. 
Therefore, we will try here to offer an argument that can be useful for future works.  
It is common for researchers, when seeking information systematically, to place more importance on 
journals with greater impact. This tendency is due to the pressure usually put on researchers by the 
authorities and agencies in charge of evaluating their merits (Michael Hall, 2011; Nosek, Spies, & 
Motyl, 2012). In this way, there is a vicious cycle, with no easy solution, in which the agencies only 
evaluate high-impact publications positively, so the researchers try to publish their work in these 
journals and, consequently, unconsciously grant them more value. Finally, closing the circle, the 
agencies, seeing the response, see their criteria reinforced by the attitudes of the researchers. The 
journals are also part of this ‘game’ and are not exempt from pressure. It is possible that these Q1 
journals tend not to accept breakthrough ideas, instead seeking authors and very secure works within 
existing lines of work that help to preserve their status. According to Wang et al. (2014), the most 
innovative ideas tend to come from exploratory studies, but this type of methodological design is rare 
in the best-ranked journals. Perhaps the journals of the second quartile are freer to accept approaches 
outside the established circles. However, this explanation can only be tentative because our 
experimental data do not allow us to conclude this. We believe that future work should address this 
problem by looking for other factors or co-variables that explain the phenomenon. 
Before presenting the limitations of our study, it is necessary to highlight the novel aspects of our 
analysis compared to other similar approaches published to date. As already commented in the 
introduction, there are many works that have taken the AK as a subject of analysis. However, in the 
last years there have appeared different studies that try to establish the patterns of the AK over time. 
These studies use methods mainly based on the frequency of the occurrence of terms over the years,  
14 
Before presenting the limitations of our study, it is necessary to highlight the novel aspects of our 
analysis compared to other similar approaches published to date. As already commented in the 
introduction, there are many works that have taken the AK as a subject of employing in some cases 
sophisticated methods of normalization, bibliometric indicators and linear regression models 
(Chang, Huang, & Lin, 2015; Chen & Xiao, 2016; Faust, 2018; M. Wang & Chai, 2018; Xu et al., 
2018). Like our work, some authors (Cheng, Huang, Yu, & Wu, 2018; Khan & Wood, 2015, 2015) 
have focused their analyses on the time of appearance and disappearance of AK. Our article offers a 
similar analysis, but providing the calculation of the survival time of the AK. This fact, from our 
point of view, improves the ability to quantify and predict the behavior over the years of the AK and 
therefore, it shows the character and the evolution of LIS as a field of knowledge.  To show a 
complete view of the field is possible through quantitative or qualitative studies (Tuomaala, Järvelin, 
& Vakkari, 2014). Our method allows us to offer a general view of the field and show findings that 
match with qualitative studies about LIS (Borgman, 2007; Hjørland, 2017; McClure & Bishop, 1989; 
Rayward, 2005; Vakkari, 1994). Like us, other authors studied the ephemeral, the constant evolution 
and the interdisciplinarity of the LIS topics with similar results using other methodologies (Halevi & 
Moed, 2013; Hjørland & Albrechtsen, 1995; Rayward, 1985). As an example, Buckland (2012), 
reviewing the obsolescence in assigned subject descriptors, affirmed that “linguistic expressions [as 
AKs] are necessarily culturally grounded, and, for that reason, in conflict with the need to have stable. 
Being pragmatic, our machine-based quantitative approach provides with few resources clues that 
experts could develop with human-based qualitative approaches. 
 
Limitations 
The main limitations of our study are linked to the methodology used for the selection of new words. 
Our results are restricted to AKs. In this way, when we say that an AK is totally new in the LIS area, 
it is not considered that the word may have appeared in other documents located within fields such 
as title, summary, full text, etc. Although this is the main limitation of our study, we believe that when 
authors introduce an AK in an article, they are marking the moment when the word acquires value 
for them because they are deciding that the term synthesizes a large part of their work.  
Another criterion that may have limited our results is the similarity between words. In our analysis, 
the terms that have similar writing have been considered as different terms. For example, in our study, 
the AK ‘SENSOR NETWORKS’ and ‘SENSOR NETWORK’ (Levenshtein distance 0.93) have 
been considered as two different words. This procedure differs from most of the studies consulted 
(Ding, Chowdhury, & Foo, 2001; Leung, Sun, & Bai, 2017; Z.-Y. Wang, Li, Li, & Li, 2012). Any 
observer can intuit that, conceptually, both terms are the same, but in our study, we consciously 
decided not to do so. From our point of view, the authors are autonomous when choosing how to 
write their keywords. Moreover, when they introduce a term, for example, plural or singular, in fact 
they are subconsciously following patterns that they have already seen or read in other places (He, 
1999). Consequently, these slight variations may be due to the sources they consult or the cultural 
environment (Buckland, 2012), and from our point of view, they should not be corrected by the 
authors. Despite the methodological option that we have decided on in this paper, future studies 
should test other options that unify the singular and plural terms using or adapting existing 
algorithms.   
For us, the subjective criterion of homogenization of terms, which is applied profusely in other works, 
can cause the observers (i.e., the authors of the study) to influence their uses and customs in the 
studied phenomenon. We also do not alter the terms with a defective presentation (e.g., spelling). We 
believe that these errors are rectified naturally by the passing of the years because usually, the defective 
word tends to disappear. In the event that it survives, the students of a certain topic should analyse 
the reasons for and consequences of this variation. 
In future work, those experts who do not agree with these arguments can homogenize and correct 
this limitation. To do so, we recommend that part of the process be automated (e.g., perform 
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Levenshtein distance calculations (Runkler & Bezdek, 2000) and then standardised subjective criteria 
be applied to transform the terms with high values. For those specialists who want to reinterpret our 
results by unifying terms, we have included the calculation of Levenshtein’s distances from our study 
in the supplementary material S5 (Peset et al., 2018e). Another interesting choice is to simplify the 
words using the Porter stemming algorithm. This process focuses on removing morphological and 
inflectional endings from words in English. The results obtained in the present research when this 
method is applied, can be consulted in our supplementary material S6 (Peset et al., 2018a). However, 
as can be seen, the data differ only slightly from those provided in the results section of this article. 
 
Conclusions 
In our work we have presented a new aspect of the bibliometric analysis of a scientific field that 
concerns the dynamics of author keywords in research papers. As an example, our procedure has 
been applied for developing a survival analysis of these keywords in the case of the LIS area. We have 
shown that in a standard year, approximately 60% of new keywords appear in the LIS knowledge 
area. Many are ephemeral because more than half are not used again later. In general, the terms most 
used in the LIS area come from other areas. The average survival time of these keywords is 
approximately 3 years, being slightly higher in the case of keywords that were published in journals 
classified in the second quartile of the LIS area. Despite these results, it is necessary to bear in mind 
that this survival period could be affected by the end date and by the observation time used.  
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