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Abstract-A fourth order integro-differential equation used to model static deflection in suspen- 
sion bridges is examined. Galerkin approximation methods are presented and analyzed, as well as 
methods for solving the resulting system of equations. Numerical experiments are presented. 
1. INTRODUCTION 
The deflection theory for suspension bridges was originally developed by Melan [l] in the late 
1880’s. This model is mostly used for large scale simulation of bridge deflection and resulting 
stresses and strains due to live loads. The classical model, which we shall analyze, makes several 
assumptions about the structure: 
(1) The cables can slide freely through “saddles” atop the towers (although the case when the 
cables are anchored atop the towers is easily adopted); 
(2) The support towers are nonbending; and 
(3) The “hangers” connecting the cables to the bridge deck are unextendible (thus, any de- 
flection in the stiffening girder is matched by a deflection in the cables). 
We note that assumption (3) is not valid in the case of large scale oscillations in the bridge deck, 
and recent works by Lazur and McKenna [2] and Choi, Jen, and McKenna [3] indicate interesting 
nonlinear effects if extendible hangers are considered. 
Consider a three span suspension bridge (Figure 1). We assume the left end of the bridge to 
be located at the point 2 = 0, and take downward to be the positive direction. The live load on 
the bridge deck is given by the function p(x), assumed to be positive, and the deflection in the 
ith span of the bridge is denoted by the function vi(x). The system of equations used to model 
this deflection (see (41 or [5] for the derivation) is then given by, for i = 1, 2, 3, 
Ed”) - (Hg + HP) v; = p(x) - $ HP, 2 
9 
(1.1) 
where 
Here, E is the modulus of elasticity and 1 the moment of inertia of the stiffening girders 
(assumed constant throughout the bridge for simplicity, although the theory we develop is easily 
extended to the case for nonconstant E and I), w is the dead load weight of the bridge deck itself, 
and Hg is the horizontal tension created in the cables by this dead load (and assumed constant 
77 
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throughout the structure due to assumption (1) above). The relationship 
W 8fi 
H,=F’ 
i = 1, 2, 3, (14 
can be used to find this horizontal tension (see, e.g., [4]) where fi is the sag in the ith span and 
& is the length of the ith span (see Figure 1). EC and A, are the modulus of elasticity and cross 
sectional area of the cable, respectively, and L, is a length given by the integral 
L, = e=l1+e,+e,. (1.3) 
Figure 1. Three span suspension bridge. 
The term HP is the horizontal tension in the cable created by the live load, and acts as a 
restoring force in (1.1). In some models, this term is taken to be zero (unextendible cables), 
which leads to a simple fourth order ordinary differential equation. If the cables are assumed 
to be anchored at the top of the towers, HP is computed for each span separately, and the sum 
in (1.1) is not used (the tension in each span being computed by the integral of Q(X) for that 
particular span). If the live load is relatively small compared to the dead load, it is assumed that 
HP << H,, and hence the equation can be linearized by replacing the (Hg + HP) term in (1.1) with 
just Hg. This leads to a “less stiff” model, and stress/strain computations done with this model 
would be considered conservative. We will examine this linear model, although the numerical 
techniques we will develop will be applied to the nonlinear equation as well, in Section 6, with 
mixed result. 
Let us denote the deflection in the entire bridge by V(x), where V(x) = vi(x) on the ith span. 
The boundary conditions associated with (1.1) depend upon the type of bridge being modeled: for 
a hinged bridge, we have that V(x) = V”(x) = 0 at the ends of each span, while for a continuous 
spun bridge, it is assumed that V(x) = V”(x) = 0 at z = 0, e, V(x) = 0 at the ends of the spans, 
and that V’(x) and V”(x) are continuous across the tower nodes (i.e., V(x) E C2(0,1)). We will 
examine both of these models. 
Several methods for approximating this model have appeared in the engineering literature [6]. 
Most of these methods depend upon the use of the Laplace transform, and as such are lim- 
ited by the inversion process for the transform method. Another numerical approach to this 
type of ordinary integro-differential equation was studied by Fairweather and Saylor [7]. Their 
method involved transforming the equation to “classical form” by adding another variable and 
another differential equation; the resulting system was then approximated using a collocation 
finite element method. 
In this paper, we will present a simple finite element (h-method) approach to this problem; the 
drawback to this approach is that the resulting stiffness matrix would normally be full, but we 
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will develop an iteration procedure to circumvent this difficulty. This approach is easy to apply 
and carries with it all the flexibility of the finite element method; the results can also be extended 
to nonuniform (variable coefficient) models. In Section 2, we present the mathematical model and 
derive some basic bounds for the solution. In Section 3, we analyze conforming and mixed finite 
element methods for the problem, and present error bounds. Section 4 deals with the iteration 
process used to solve the resulting matrix equation; we analyze the standard iteration and also a 
modified, more robust technique. Some comments on numerical implementation and the nonlinear 
problem appear in Section 5, and in Section 6, we present some numerical experiments involving 
the methods of the previous sections. 
We will utilize the following notation: the Sobolev space of all L2 functions with k derivatives 
Ok in L2 on (0, L) will be denoted by H”, with H being all such functions which vanish along with 
their first (k - 1) derivatives at x = 0, L. We denote the L2 inner product by 
(f, s) = J” f(z) g(x) dx7 
0 
and the L2 norm will be denoted by 
Ml = (dLil(++‘2- 
The norm on H” is denoted by 
We denote the dual space of ik by H-” with the norm 
I(.& = sup (f, $)7 
dEHk 
IMIlk= 
where (., -) represents the duality pairing. We will also make use of the Poincare inequality; 
Ol namely, if f E H , then 
Ml I L Ilf’lL (1.4 
2. THE MATHEMATICAL MODEL 
We now present the mathematical model which we will analyze in this work. For simplicity, 
we will consider the equation over only one span, although in Section 5 we indicate how our 
methods can be applied to model an entire three span bridge. Consider the linear ordinary 
integro-differential equation 
s 
L 
Cl TJ@) - v” + c, v(x) dx = P(X), 
v(0) = v”(0) = v(LP= v”(L) = 0, 
(2.1) 
where Cr and C2 are positive constants. The standard variational 
by the following. 
formulation of (2.1) is given 
Find W(Z) E H2 f~ i1 so that 
B(?J, $) = Cl (v”, $“) + (d, ?I’) + c2 
forall$c H2nI?‘. 
1 r + 
$4~) dz = P(G) = (P, ~9, 
I 
(2.2) 
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We note that the w”(x) boundary condition is a natural boundary condition in this setting. 
REMARK 2.1. Throughout this work we will make use of several constants, and denote these 
generically by K, or K1, K2 if more than one are needed. We shall reserve Cl, Cs for the 
constants appearing in (2.1). 
LEMMA 2.1. Ifp(z) E iYm2, then problem (2.2) has a unique solution. 
PROOF. The result follows from the Lax-Milgram theorem as soon as we show B(., .) is continu- 
ous and elliptic. Note that by the Cauchy-Schwarz inequality, if (v, $) E [H2 n i?] x [IS2 n i%], 
then 
B(v,~)=Cl(v”,~I”)+(v’,~‘)+C2 [~%(z)d.] [~%c)dx] 
5 Cl ll~“ll ll+“ll + lb’ll ll~‘ll + C2L lbll WII 5 K )12’112 4)21 (2.3) 
and hence B(., .) is continuous on [H2 n fi’] x [If2 n $I]. Also, if w E H2 n il, the Poincare 
inequality shows 
B(w, w) = Cl I/wq2 +)lw’l)2 + c2 i 1 I” V(X) dx 2 
2 Cl l)wq2 +)pl12 2 Cl Ilqz + ; lj~‘l12 + & llw112 2 K 114;~ (2.4) 
The result follows. I 
It is rather straightforward to derive regularity results for the solution of (2.1). The following 
result will be useful in the error analysis of the finite element methods: 
LEMMA 2.2. Suppose p(x) E Hek and w(z) is the solution of (2.1). Then there exists a constant 
Kk dependent on Cl, CZ, and L, such that 
~~w~~4-k 5 Kkb'll-k ' k = 0, 1, 2. (2.5) 
PROOF. The result follows easily for k = 2 by the ellipticity of B(., .). If k = 1, we let II, = -w” 
in (2.2) and note after integrating by parts 
(2.6) 
The result follows after applying the arithmetic/geometric mean inequality and the previous 
bound. If k = 0, we can use (2.1) to bound ((w(~~)(I by the previous bounds, and again the result 
follows. I 
REMARK 2.2. We will assume that C1 is O(1) to avoid the pitfalls of a singular perturbation 
problem (see, e.g., [S]). For the suspension bridge model, Ci = E I/H,, and is generally O(1). 
If, however, we transform the equation to dimensionless variables, then Ci = E I/(Hg L4), which 
may be small for a long span bridge. We shall keep the analysis simple be assuming the problem 
to be posed on the interval (0, L), and assuming (in Section 3) that enough grid points are 
employed in our numerical method. 
A simpler formulation of the problem can be formulated as follows: we note that (2.1) can be 
rewritten as the following system: 
s L - Cl 4” - v” + c, w(x) dx = P(X), 0 
- 2)” = 4, 
w(0) = w(L) = 4(O) = 4(L) = 0. 
(2.7) 
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The variational formulation of this problem is given by the following: 
Given (p, g) E Ho-l x HO-‘, find (v,d) E i1 x R1 
4% @) + N&111) = (p, ti), foraJJ$Efi’, 
b(? 77) - 44711) = (97 47 for all 71 E &l, 
where 
r rL i r TV 
so that 
81 
(2-8) 
a(?4 $1 = (4 $4 +c2 
The problem is thus reduced to a mixed method formulation of the type first studied by Babus- 
ka [9] and Brezzi [lo], in this case generalized by the addition of the auxiliary form d(., a). This 
generalization is mentioned by Roberts and Thomas (see Remark 10.8 in [ll]) and analyzed in 
some detail by Brezzi and Fortin [12]. Due to the choice of bilinear forms (2.9) and the fact that 
both V(Z) and 4(z) are to be found in the same space, problem (2.8) is much easier to analyze 
than the general mixed method problem. The following result is proved in more generality by 
Brezzi and Fortin (see Theorem 1.2 in [12]), and our proof is a simplification of their proof. 
LEMMA 2.3. Problem (2.8) has a unique solution, and in fact if (p,g) E H-” x H-“, k = 0, 1, 
there exists a constant K such that 
(2.10) 
PROOF. Suppose first k = 1. We define the linear operators A, B, and D from .% to 2-r by 
(Au, $Q = ~(21, $), (Bu, Icl) = b(u, Q), (Du, 1cI) = d(u> $), (2.11) 
for all U, $I E 2’. Then (2.8) can be written as 
Find (v, 4) E i1 x k1 so that 
Av+B4=p, in J&l, (2.12) 
Bv+D4=g, in El. 
If A, B, and D are invertible, it is clear that (2.12) has a unique solution. Note that for any 
u, $&‘, 
a(u, $J) = (u’, $J’) + c2 [.6"44dx] [~LtiWx] 
I lb'll ll~‘ll + c2 [i” WWx] [II” WbWxj (2.13) 
and also, by the Poincare inequality, 
(2.14) 
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It is equally easy to see that 
b(% $) 5 Cl ll4ll IldJll,~ (2.15) 
1 1 
Vllr, $1 2 Cl min 2’ 2~2 { 1 ll#, 
(thus, the inf-sup condition is trivial) and 
4% Icl) L Cl II4 IWII 5 Cl 11411 1~11,~ (2.16) 
4+, $) = 4 /%q1” 2 0. 
From (2.13)-(2.15), we know that A and B are invertible. Also, D is continuous from (2.16), but 
O1 since the bilinear form d(., .) does not coerce the H norm, we do not know that D is invertible; 
it is, however, positive for nonzero @J(Z). The proof now proceeds by regularizing the problem: 
denote the $ inner product by ((a, a)). We then consider the following problem (for 0 < e < 1): 
Given (p, g) E id1 x i-l, tind (v,,&) E g1 x &l so that 
c ((% $)) + 4% 1cI) + b(h, ti) = (P7 ti), for all 11, E S1, (2.17) 
b(%, 77) - c((& 4) - d(& 7) = (9,17), for 811 11 E ii? 
We note that (2.17) is of the form (2.12), where all operators are invertible (due to the positivity 
of the form d(., e), and hence a unique solution (u,, &) exists. We now show that v, and 4, can 
be bounded independently of e, and then appeal to a limiting argument. If we set 11 = v, and 
77 = & in (2.17), and then substract the two equations (using the fact that b(., .) is symmetric), 
we have 
c ll~4l: + f 11~~11: + a(% v,) + 4+,, 44 = (P, 6) - (9, 4,). (2.18) 
It now follows from inequalities (2.13)-(2.16) and equations (2.17) that 
ll&ll: 5 Klb(& A) L fGl(P, 44 -4% 44 -4(% Ml 
5 Kl MI-1 + II411 + e 114111 Il4L (2.19) 
and also 
~~u~~~~ 5 K2 b(vc, 4 I K2 lb, v,) + t: ((A> 4) + 4&v vc>l 
I K2 [llll11-~ + E 1146111 + ll~~lll IMl~* 
By way of (2.18)-(2.20), we now have 
(2.20) 
c IbIll + Cl 1141” 5 ll4-1 II4 + 11~11-1 Il4ll 
5 llpll-111411 + Kl lbll-I{ IlfL + (I+ 4 11411) (2.21) 
= { lIdI-1 +=1 ll~ll-I} ll4II +K~1141-&-4-1 
5 K2 {ll4l_1+2K1 ll9ll-I} { ll4-1+ c 11~41, + II~J} + K1 Ilgll-1 M-1* 
Applications of the arithmetic/geometric mean inequality then give 
~ll~cll, + Ihll 5 R (lIPll-l + ll9ll-1) 7 (2.22) 
with K dependent on K1 and Kz, but not E. We can use (2.20) and then (2.19) to obtain 
ll4l 5 R1 (IIPII-1 + IIL) ’ (2.23) 
ll~4, 2 G (Ml-l + ll4-1) ’ 
where both Kr, Kz are independent of E, but may depend on Cl, C2, and L. The proof now 
concludes by letting c go to zero. The bounds for the case k = 0 follow from the above bounds 
and the differential equations (2.7). I 
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3. FINITE ELEMENT APPROXIMATION 
We now proceed to discretize problems (2.2) and (2.8). Suppose we have a partition of [O, L] 
given by 
0 = to < x1 < Zrz < . *. < xN_1 < XN = L, (3.1) 
such that the grid is quasi-uniform: denoting hj = xj - xj-1, and h = ma{hj}, we assume the 
existence of constants c, C, independent of h, so that, for 0 < h < 1, 
chI,hj SCh, j=1,2 ,...) iv. (3.2) 
We first approximate the solution of (2.2). Let S,” denote the space of piecewise polynomials on 
the above grid such that 5’: C H2n&; such functions can easily be constructed in one dimension 
by using, for example, cubic B-splines (see e.g., [13]). The following approximation property is 
well known (see, e.g., [14]): if v E H m, then there exists a x E S,h such that 
](‘v - x& 5 Khm-” ]]~]l~, (3.3) 
where K is independent of v(x) and h, and 0 I k I m 5 R + 1, R being the degree of the 
piecewise polynomials which make up S,” (in this case R = 3). 
The finite element formulation of (2.2) thus becomes the following. 
Find Oh E S,h such that 
B(% ti) = (P, $9, for all 11, f S,“. (3.4) 
We will refer to (3.4) as the conforming method and (when the model calls for a multi-span 
bridge) use it to approximate the continuous span bridge model. 
THEOREM 3.1. Problem (3.4) has a unique solution, and further, if v(x) is the solution of (2.2), 
there exist constants KI, Kz independent of h such that 
llv - 412 I Kl XiJh { llv - xll2) ’ 
l/)(x)dx-~Lvh(x)dx~ SK2h2/b-v/tl12~ 
(3.5) 
PROOF. Since B(+, .) is symmetric and elliptic on (H2 n &‘) x (H2 17 i’), it follows that the 
stiffness matrix generated by (3.4) is symmetric positive definite, and hence, (3.4) is uniquely 
solvable. Further, by (2.2) and (3.4), we see 
B(v - vh, x) = 0, for all x E S,h. (3.7) 
Using this fact, along with (2.3) and (2.4), we have, for any x E S,“, 
~~~-V~~(~IKB(V-V~,~-~~)=K~(~--ZI~,~-X)~K~~~~--Z~~~)~~~~-X~)~, (3.8) 
and (3.5) follows. To show (3.6), we first note 
We now proceed to bound ]]v-Vh]] by using the standard duality argument: for simplicity, denote 
eh(z) = v(x) - u,,(z) E H2 n 2. Letting p(x) = eh(X) = 7+!,(x) in (2.2) and using (3.7) gives, for 
x(x) as in (3.3), 
](eh(]2 =B(v, eh) = B(v - x, eh) I K 1)~ - xl12 lleh& 
L Kh2 l]v& lleh& L Kzh2 khii 11%1(29 
(3.10) 
the last inequality following from the regularity result (2.5). This shows (3.6). I 
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REMARK 3.1. The arguments of (2.3) and (2.4) show that 
defined by 
lllulll = &GX 
the energy norm for the problem, 
(3.11) 
is equivalent to the H2 norm, and hence, (3.5) holds for the energy norm as well. Combin- 
ing (3.5), (3.3), and the regularity result (2.5), we see that the finite element error in the H2 
norm (or for that matter the energy norm) is O(h2-“), provided f E H-“, k = O,l, 2, whereas 
the error given by (3.6) would be O(JL~-~). 
To formulate the finite element approximation to (2.8), we need to construct a space of piecewise 
polynomials Sh C il. In this case, the only requirement on the functions is that they be 
continuous, e.g., piecewise linears or quadratics. The same approximation property (3.3) holds. 
The numerical problem then becomes 
Find (uh, &) E Sh x Sh such that 
a(% @) + b(tih, lltf = (P, +), for all $ E Sh, 
b(%, r/) - d($h, q) = (9, $7 for all 77 E Sh. 
(3.12) 
We note that for our particular problem, the function g(s) would be taken to be zero. We will 
refer to (3.12) as the m&ed fornmlation, and in multi-span computations this formulation will 
be used for the hinged bridge model. We then have the following result, which again shows 
quasi-optimal convergence for the finite element solution: 
THEOREM 3.2. Problem (3.12) has a unique solution, and if (w, 4) is the solution of (2.8), then 
there exists a constant K independent of h such that 
(3.13) 
PROOF. The result is again due to Brezzi and Fortin; the proof is identical to the proof of 
Proposition 2.11 in [12], and hence omitted. I 
We finally note that by the approximation property (3.3) ( assuming our approximation space 
is made up of piecewise linears) and the regularity result (2.101, we have that p E HVk implies 
the error in (3.13) is O(hlwk), k = 0,l. An error bound similar to (3.6) is possible using a duality 
argument, and the rate of convergence would be O(h2-“). 
4. SOLVING THE SYSTEM OF EQUATIONS 
We now consider iterative methods to solve the system of equations generated by the finite 
element discretization (3.12). We first note that (3.12) may be rewritten as 
Find (vh, @h) E Sh x Sh such that 
The integral terms in (4.1) will result in a block matrix with one full block if the method is 
implemented in the standard way. For a large bridge, our discretization may require N to be on 
the order of 104, thus making the prospect of forming the full matrix impossible. The following 
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iteration scheme can be used to avoid this difficulty: 
sp = 0, 
For k = 0, 1, . . . , find (&+I, vi+‘) E Sh x Sh so that 
Cl ((4:“)’ ,q + (g”, $) = (P, $1 - (72 ($7 Icl) , forall$ES’, (4.2) 
((TJ:+~)‘, q’> = (&“, 7) , for aU q E Sh, 
L 
Sk+1 = 
P J 
v;+‘(x) dx. 
0 
We now prove a convergence result for this algorithm: 
THEOREM 4.1. Let (&, Oh) be the solution of (4.1), and suppose CsL3 < 1. Then the sequence 
(&, vk) generated by (4.2) COmN?rgeS t0 (&, Vh) in &’ x il. 
PROOF. Notate sp = JoL vh(x) dx. Then 
Igp - $+‘I 6 J” ( (vh - .;+’ 
0 
) (x)( dx 5 & (Ivh - V;+‘(l < L3’2 I/(Vh - V;+‘)lll s 
By (4.1) and (4.2), we note 
so that 
((‘uh - v;+l)‘, +) = ((#h - 4;“) , r]) 7 for allr)ESh, 
I/( 
I 2 Vh - ?&+I) II (( = $‘h - 4:“) , (2’h - v;+‘)) 
< /dh - &+l(( (Ivh - .;+‘I/ 5 L Ijdh - d;“Ij 11 (‘uh - v;+‘)‘ll 
Combining (4.3) and (4.5), we now have 
I 
&, - spk+l 5 L5’2 II& - $‘;+ljl. 
Likewise, since (& - q%~+1)(z) E Sh, we have from (4.1) and (4.2) that 
Cl 11 (h - &+‘)‘ljz + jl$‘h - &+‘jj2 = cl ((dh - 4;“)’ I (&I - &+I)‘) 
+ ($‘h - ‘?$“, #Jh - &“h+‘) = -c2 (gp - $) I” (4h - ‘$;“) (x> dx 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
By way of (4.6) and (4.7), we then have 
I$ - s;+i j _< L3 c, Isp - s,“j ) (4.8) 
and so Si 4 gp in R1 by our assumption on L3 C 2. It then follows from (4.7) that 4: -+ & in 
fil and hence from (4.5) that ?J; --f Vh in 2’. I 
REMARK 4.1. Relating the constant Cs to the suspension bridge model (l.l), the condition that 
L3 C2 < 1 becomes 
L3EcA,w2 < 1 
Hg”L, * (4.9) 
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Using the identity (1.2), (where f is now the sag in the span we are modeling), this becomes 
(4.10) 
The ratio f/L is called the dip-span ratio of the bridge (or span). Thus, we can say the iteration 
scheme (4.2) will converge if the dip-span ratio is small enough, or, from (4.9), the dead load 
horizontal tension Hg is large enough. We also note that the iterative scheme presented in 
Theorem 4.1 can easily be adopted for the conforming method (3.4), and the same proof works 
with minor modifications. 
We now present a more robust iteration scheme which will always converge provided an iteration 
parameter is properly chosen: 
s; =o, 
For k = 0, 1,2,. . . , find (&+I, @I) E fil x &I so that 
Ci ((#fr”)‘, $‘) + (dt+‘, ti) = (l-3 Ilr)- C2 (S,", $) , for alI@ E Sh, 
(4.11) 
((a+l)‘, 1)‘) = (I#J~“, 7) , for all v E Sh, 
L 
sk+l “Sp” +w 
P 
w,““(z) dx - S; , 
5. SOME COMMENTS ON IMPLEMENTATION 
AND THE NONLINEAR PROBLEM 
In this section, we note some observations on the implementation of the methods proposed in 
Sections 3 and 4. For a three span continuous bridge, as mentioned earlier, the conforming finite 
element method requires S,” C C2(0,!!) and also that the functions in S,” vanish at x = 0, e, 
and the tower nodes. This can easily be accomplished using cubic B-splines, and “adjusting” the 
basis functions near the nodes at the ends of the spans. The iterative scheme for this problem is 
seen to be 
Find ZJ~“(Z) E St so that 
Cl ((vk+')" 7 v) + ((~;+l,‘, 4) = (P,4 - c2 (s,", 4) , forallr+s,h, 
(5-l) 
where Si is updated as in (4.2) or (4.11). The stiffness matrix generated in (5.1) is the same for 
each iteration, and hence can be formed at the beginning of the procedure and factored using a 
banded LU factorization (see, e.g., [15]). S ince Si is a constant at each step of the iteration, the 
updating step in (5.1) simply involves subtracting a constant from each entry in the forcing vector 
(although again some adjustment is required near the boundary nodes). The computation of the 
new Si requires integrating the solution v~(z), which is trivial to do (especially if a uniform grid 
is used). The new wi+l (x) is then computed from (5.1) by forward and backward solving the 
entire (factored) system. 
Similar comments hold for the mixed finite element method: here, Sh may be taken to be 
piecewise linear functions which vanish at the ends of each span. The stiffness matrices formed 
by (4.2) or (4.11) ae tridiagonal, and can easily factored into LU form, resulting in a very fast 
method. Whereas for a three span model the equations for the conforming method are “coupled,” 
due to the C2 continuity requirement across the tower nodes, the system for the mixed method 
can be solved as three independent sets of equations (the Si term is of course global), and 
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numerical experiments indicate that increased rates of convergence for the iteration method can 
be achieved if Si is updated after the solution on each span has been computed. Numerical 
experiments also indicate that the bounds on Cz and L in Theorem 4.1 and w in Theorem 4.2 are 
not sharp, but that the methods (4.2) and (4.11) are highly unstable if Hg is not large enough 
in (4.2) or w is not small enough in (4.11). 
Although we presented no existence/uniqueness proofs for the nonlinear model (l.l), it is easy 
to modify the above numerical schemes to approximate the solution of the equation (assuming 
this solution exists). The main problem is that the stiffness matrix generated in the iteration 
cycles will now depend on Si, and as such must be recomputed for each iteration. For the mixed 
method this is only a minor impediment, but the computational process is slowed considerably 
for the conforming method. Some computational results for the nonlinear problems appear in 
Section 6. 
In general, the iteration procedures presented here can be easily incorporated into existing 
finite element codes for both the mixed and conforming models. The flexibility of these methods 
in dealing with various loading functions, and even variable coefficient problems makes up for the 
added computational effort. 
6. NUMERICAL EXPERIMENTS 
In this section, we implement the methods proposed in Sections 3 or 4 on several test problems. 
The first experiment is designed to check the efficiency of the iterative process given by (4.11) 
and also the error bounds given in Theorems 3.1 and 3.2. We consider equation (2.1), with 
Ci = Cz = L = 1.0; a solution of the form 
V(X) =Giz+Gze”+Gae-‘+x3, (6.1) 
was chosen (Gi, GP, and Ga chosen so that V(X) satisfies the boundary conditions), and subse- 
quently p(z) was computed by (2.1). Rewriting the problem as the system (2.7), the mixed finite 
element method (3.12) was then used to approximate the system. A uniform mesh was used, and 
the approximation space Sh was taken to be the standard space of piecewise linears. To start, the 
mesh sized was fixed at h = 0.01, and the scheme given by (4.11) was used to solve the equations. 
The method was iterated until IS:+’ - Spkl < 10e6, and various w were used. Figure 2 shows a 
plot of w versus the number of iterations required to attain the cutoff tolerance (the method did 
not converge for w = 2.0). 
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Figure 4. Bridge deflection under local live load; linear hinged model. 
As a further analysis of this test problem, the mesh size was varied and the error 
+/Iv - vh]I, was computed for each run. The above cutoff tolerance was used and w was fixed at 
1.0. The same problem was then approximated using the continuous model (3.4), with S,” taken 
to be the space of cubic B-splines on a uniform mesh, and the integral error (3.6) was computed 
for various mesh sizes. Both of these errors are plotted on a log-log scale in Figure 3, along with 
reference lines of slope one and four. The results clearly show the O(h) and 0(h4) convergence 
rates predicted by Theorems 3.1 and 3.2. 
For the remaining experiments, a model “benchmark” three-span suspension bridge (see [S]) 
was used: the lengths of the spans are taken to be 125 m - 500 m - 125 m, and the dead weight 
load of the bridge deck is w = 127 kN/m. The resulting dead load horizontal tension in the cables 
is taken to be Hg = 91,969 kN. The cross sectional area of the cables is taken to be 0.28 m2, 
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E = 206 x lo6 kN/ m2, EC = 157 x lo6 kN/m2, and I = 1.5 m4 for all three spans. The length 
L, was taken to be 900 m. 
The next experiment measured the actual deflection in the bridge spans under a uniform 
loading. The hinged model was used, and the computations were done using the mixed finite 
element formulation on a uniform grid of size h = 0.1. The resulting system of equations was 
solved using the iteration scheme (4.11). The load was taken to be 10 kN, and was applied to 
the middle span only. This results in a downward deflection of the middle span, and (due to the 
global cable tension term) an upward deflection of the side spans. The maximum deflection of 
the side spans occured 62.5 m from the bridge ends (i.e., the center of the side spans) and was 
computed to be 0.064 m. The maximum deflection of the middle span occurred at a point 375 m 
from the end points (i.e., at the midpoint of the bridge), and was computed to be 0.2564 m. For 
this size load, the linear model gives an accurate approximation to the nonlinear model (see next 
experiment). A plot of the bridge deflection is shown in Figure 4. Data points were plotted every 
15 m along the bridge deck. 
The purpose of the next experiment was to explore the difference between the linear and 
nonlinear models for the bridge. The hinged model (3.12) was again used, and the approximation 
was done on a uniform mesh of size h = 0.1 with a piecewise linear approximation space. The 
iteration scheme (4.11) was again used, this time with a relative cutoff tolerance of 
I$+l -G < 10-4 
Is,“1 . 
(6.2) 
It was found after some experimentation that w = 0.14 had a rapid rate of convergence for both 
the linear and nonlinear equations. The load p(x) was taken to be constant throughout the 
bridge, and numerous runs were made for various p(x). The maximum deflection in the bridge 
was computed (naturally occurring at the middle of the bridge), and a relative difference between 
the linear and nonlinear models was computed, i.e., 
Jmax deflection nonlinear - max deflection linear) 
max deflection nonlinear (6.3) 
These relative differences are shown in Figure 5. The numbers indicate that even for live loads 
approcahing the weight of the bridge deck itself, the relative difference between the two models 
is less than 7%. 
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To further explore the nonlinear model, the above experiment was run again with various 
live loads, and the live cable tension HP was computed from the numerical model. The results 
are shown in Figure 6, and indicate that the nonlinear model behaves almost linearly even for 
very large live loads-thus the assumption that the linear model is a good approximation seems 
justifiable in the case of static deflection. 
For a final experiment, the above bridge was loaded with a local live load given by the function 
325.0 5 x 5 425.0, 
else. 
The mesh was fixed at h = 0.1, and the linear and nonlinear mixed methods (3.12) were computed 
using the scheme (4.11) with w = 0.1 and various relative cutoff tolerances. In addition, the linear 
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and nonlinear conforming methods (3.4) were also approximated with the same w and cutoff 
tolerances. Figure 7 shows the total number of iterations required for convergence for each model 
versus the cutoff tolerance used to decide convergence. Note that the conforming linear model 
actually converged rather quickly, but that the nonlinear conforming model did not converge 
at all for tolerances less than approximately lo- 4. Various other w choices were tried, but the 
nonlinear conforming method could not be made to converge. 
7. CONCLUSIONS 
This work explored two straightforward finite element methods for approximating the solution 
of a fourth order integro-diffrential equation which is used to model static deflection in suspen- 
sion bridges. In addition to showing error estimates for these methods, an iterative method 
was introduced to find the numerical solution which did not involve forming the entire stiffness 
matrix (which would be partly or totally full due to the integral term). These methods can 
be implemented by modifying standard finite element software, and thus offer all the flexibility 
of the finite element method. Numerical experiments indicate that the linear model is a good 
approximation to the nonlinear equation, even under rather large live loads. Further research 
is being done on the nonlinear problem; one such model utilizes the Timoshenko beam model 
for the stiffening girders, thus allowing for shear deformation. However, it seems clear that any 
model which is to be used to analyze large scale oscillations will need to remove the assumption 
of unextendible cables, as in the Lazur-McKenna model. 
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