Background. This paper study statistical data gathered from wind turbines located on the territory of the Republic of Poland. The research is aimed to construct the stochastic model that predicts the change of wind speed with time. Purpose. The purpose of this work is to find the optimal distribution for the approximation of available statistical data on wind speed. Methods. We consider four distributions of a random variable: Log-Normal, Weibull, Gamma and Beta. In order to evaluate the parameters of distributions we use method of maximum likelihood. To assess the the results of approximation we use a quantile-quantile plot. Results. All the considered distributions properly approximate the available data. The Weibull distribution shows the best results for the extreme values of the wind speed. Conclusions. The results of the analysis are consistent with the common practice of using the Weibull distribution for wind speed modeling. In the future we plan to compare the results obtained with a much larger data set as well as to build a stochastic model of the evolution of the wind speed depending on time.
I. INTRODUCTION
This work is devoted to the problem of stochastic modeling of speed of wind, which is used to generate electrical power in wind plants located on the territory of the Republic of Poland. As a first step several distributions for accuracy of the wind speed approximation will be examined. For this purpose Log-Normal, Weibull, Gamma and Beta are chosen. All these distributions have shape-location-scale parametrisation. For statistical data processing the authors used Python 3 with numpy, scipy.stats [1] and matplotlib [2] libraries and also Jupyter [3] -an interactive shell.
We used books [4] [5] [6] as reference materials for distributions properties. Articles [7, 8] are the primary sources in which the Weibull distribution is presented for the first time. Articles [9-12, 14? ] describe the use of the Weibull * gevorkyan_mn@rudn.university † demidova_av@rudn.university ‡ r.sobolewski@pb.edu.pl S zaryadov_is@rudn.university ¶ korolkova_av@rudn.university ** kulyabov_ds@rudn.university † † sevastianov_la@rudn.university distribution in the modeling of wind turbines and wind speed.
II. THE DESCRIPTION OF THE STATISTICAL DATA STRUCTURE
The set of statistical data is stored in the file csv consisting of the following columns: The indicators of wind speed and direction were read out from the sensors every 10 minutes for about 9 months. In total, the table contains 39606 entries.
To make an initial choice of distributions that may be suitable for wind speed approximation, the histograms of wind speed are drawn. Visual assessment of these histograms suggest that the adequate choice will be a "heavy-tailed" distribution. But for the wind direction approximation these distributions are not suitable, as can be seen from the figure ??.
To read out the data we used the function genfromtxt from numpy [1] lib. ws1 , ws2 , ws3 = np . g e n f r o m t x t ( ' data . c s v ' , d e l i m i t e r= ' ; ' , skip_header=True , u s e c o l s =(2 , 4 , 6 ) , unpack=True )
where 'data.csv' is data file, delimiter=';' is columns separator, skip_header = True specifies ignoring of the first line as the names of the columns, usecols=(2, 4, 6) makes function to use only 2, 4, 6 columns (numbering begins with zero) and unpack=True -contents of each column should be written in separate arrays ws1, ws2 and ws3 for further analysis of the data separately.
III. PROBABILITY DISTRIBUTIONS
Each of distributions is parameterized by three parameters: -shape factor, -location factor and -scale factor. In the case of the beta distribution the second scale factor is added, denoted by -letter. All distributions parameters are positive real numbers: , , , ∈ R, , , > 0, 0. The probability density function (PDF) of a LogNormal random variable is:
The probability density function of a Weibull [7, 8] random variable is:
The probability density function of a Gamma random variable is:
0, < .
where Γ( ) is gamma-function. The probability density function of a Beta random variable is:
If in PDF formulas of Log-Normal, Weibull and Gamma distributions let = 0, and for Beta distribution let = 1, we get the formulas of distributions most frequently used in [4, 6] .
IV. DETERMINATION OF DISTRIBUTIONS PARAMETERS
In scipy.stats [1] following objects are defined: lognorm, weibull_min, gamma and beta. These objects implement distributions we work with. Every one of these For parameters estimation of our distributions the library scipy.stats provides the function fit(data), which calculates the parameters of distributions by maximum likelihood method and the empirical data. We used this function to calculate parameters of the considered distributions. Then we used pdf and cdf functions to compute values of the probability density function and cumulative distribution function.
There is the example of the code for the case of LogNormal distribution: The results are presented graphically on figures 2, 3, 4, 5, 6, 7, 8, 9 and 11, 10, 12, 13. The figures were plotted for theoretical distributions, the parameters of which have been determined on the basis of the entire dataset. From the analysis of the quantile-quantile plots (Q-Q plots) we can conclude that the Weibull distribution is best suited for approximation of available data (although only slightly), outmatching them only in the approximation of extreme values of a random variable.
We also performed computations with the considered distributions parameterized by only two parameters (let = 0, and for Beta distribution an addition let = 1). After plotting the results of calculations we found out that the two-parameter Weibull distribution has superiority over other two-parameters distributions (Log-Normal, Gamma and Beta), which is not true for three-parameter case. The results of statistical data processing correspond to the results presented in the literature, where Weibull distribution is the most often used distribution for the wind speed approximation [9] [10] [11] [12] [13] [14] .
Our future work will be aimed at the construction of stochastic models that can approximate the wind speed depending on time [15] . On the other hand, we expect to verify the results of this work by using more dilated and large data array.
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I. ВВЕДЕНИЕ
Данная работа посвящена проблеме стохастического моделирования изменения скорости ветра, используе-мого для генерации электроэнергии на ветроэнергети-ческих установках находящихся на территории Респуб-лики Польши (Republic of Poland). В качестве первого этапа выбирается вид теоретического распределения случайной величины , которая должна аппроксими-ровать скорость ветра.
В данной работе мы исследовали несколько распреде-лений на предмет аппроксимации располагаемых нами данных, а именно: логнормальное, Вейбулла, а так-же бета и гамма распределения. Все рассматриваемые * gevorkyan_mn@rudn.university † demidova_av@rudn.university ‡ r.sobolewski@pb.edu.pl S zaryadov_is@rudn.university ¶ korolkova_av@rudn.university ** kulyabov_ds@rudn.university † † sevastianov_la@rudn.university распределения имеют параметризацию коэффициен-тами формы, сдвига и масштаба (shape-location-scale parametrisation). Для обработки статистических дан-ных применялся язык Python 3 в связке с библиотека-ми numpy, scipy.stats [1] и matplotlib [2] , а также интерактивной оболочкой Jupyter [3] . Мы использовали книги [4] [5] [6] в качестве справочных материалов по свойствам используемых нами распреде-лений. Статьи [7, 8] -первоисточники, в которых рас-пределение Вейбулла представлено впервые. Статьи [9] [10] [11] [12] [13] [14] описывают использование распределения Вейбулла при моделировании ветроэнергетических установок и скорости ветра.
II. ОПИСАНИЕ СТРУКТУРЫ СТАТИСТИЧЕСКИХ ДАННЫХ
Статистические данные представляют собой таблицу величин в формате csv составленную из следующих колонок:
1.
-время фиксации скорости и направления Показатели скорости и направления ветра снимались с датчиков каждые 10 минут на протяжении около 9 месяцев. В общей сложности таблица содержит 39606 записей. Чтобы осуществить первоначальный выбор распре-делений, которые могут подойти для аппроксимации скорости ветра мы нарисовали гистограммы распре-деления скоростей ветра. Визуальная оценка этих ги-стограмм позволила предположить, что адекватным выбором будут распределения с «тяжелыми хвоста-ми». Для аппроксимации направлений ветра такие распределения не подойдут, в чем можно убедиться посмотрев на гистограмму на рис. 1.
Для считывания данных мы использовали функцию genfromtxt библиотеки numpy [1] ws1 , ws2 , ws3 = np . g e n f r o m t x t ( ' data . c s v ' , d e l i m i t e r= ' ; ' , skip_header=True , u s e c o l s =(2 , 4 , 6 ) , unpack=True ) где 'data.csv' -файл с данными, delimiter=';' -разделитель колонок, skip_header = True -указыва-ет на необходимость игнорирования первой строки, так как в ней перечислены названия колонок, usecols=(2, 4, 6) -использовать только 2,4,6 колонки (нумера-ция начинается с нуля) и unpack=True -содержимое каждой из колонок следует записать в отдельные мас-сивы ws1, ws2 и ws3 для дальнейшего анализа данных по отдельности. 
III. ИСПОЛЬЗУЕМЫЕ РАСПРЕДЕЛЕНИЯ
Каждое из рассматриваемых в работе распределений параметризовано тремя параметрами: -коэффици-ент формы (shape), -коэффициент сдвига (location) и -коэффициент масштаба (scale). В случае бета-распределения добавляется еще второй коэффициент масштаба, обозначаемый буквой . Для всех распре-делений параметры полагаются положительными дей-ствительными числами: , , , ∈ R, , , > 0, 0. Напомним основные определения.
Случайная величина распределена по логнормаль-ному закону, если функция плотности вероятности задается следующей формулой:
0, < .
Случайная величина распределена по Вейбул-лу [7, 8] , если функция плотности вероятности задает-ся следующей формулой:
Случайная величина подчинена гамма-распределению, если функция плотности вероятности задается следующей формулой:
Случайная величина подчинена бета-распределению, если функция плотности вероятности задается следующей формулой:
Если в формулах плотности вероятности логнор-мального, Вейбулла и гамма-распределений положить = 0, а у бета распределения в добавок = 1, то мы получим вид данных распределений, наиболее часто используемый в литературе [4, 6] .
IV. ОПРЕДЕЛЕНИЕ ПАРАМЕТРОВ РАСПРЕДЕЛЕНИЙ
В библиотеке scipy.stats [1] определены объекты lognorm, weibull_min, gamma и beta которые реализу-ют рассматриваемые нами распределения. У каждого из данных объектов предусмотрены методы, которые реализуют функцию плотности вероятности pdf(x, a, [b,] loc, scale) и функцию распределения вероят-ности cdf(x, a, [b,] loc, scale), где x -аргумент функции, a, b -параметры формы , (и в случае бета-распределения), loc и scale -параметры смеще-ния и масштаба.
Для нахождения параметров рассматриваемых рас-пределений в scipy.stats предусмотрена функция fit(data), которая вычисляет методом максимально-го правдоподобия параметры соответствующего рас-пределения. Мы использовали данную функцию для вычисления параметров рассматриваемых нами рас-пределений. После чего с помощью функций pdf и cdf были вычислены значения функции плотности вероятности и функции распределения.
Приведём пример кода для случая логнормального закона. Результаты исследования представлены в графиче-ском виде на рисунках 2, 3, 4, 5, 6, 7, 8, 9 и 11, 10, 12, 13. Данные изображения были получены для теоретиче-ских распределений, параметры которых определя-лись на основе всего массива данных. Из рассмотрения квантиль-квантиль графиков можно сделать вывод, что распределение Вейбулла наилучшим образом под-ходит для аппроксимации имеющихся у нас данных, хотя и превосходит другие распределения лишь незна-чительно, обходя их лишь в точности аппроксимации крайних значений случайной величины.
Мы также провели вычисления с рассматриваемыми распределениями параметризованными только двумя параметрами (положив = 0, а в бета распределении дополнительно = 1). После представления результа- Рис. 6. PDF of Gamma distribution compared with data histogram тов в графическом виде очевидно явное превосходство двухпараметрического распределения Вейбулла над остальными двухпараметрическими распределениями (логнормального, гамма и бета), чего не наблюдается в трехпараметрическом случае.
VI. ЗАКЛЮЧЕНИЕ
Результаты проделанной статистической обработки данных соответствуют результатам, изложенным в ли-тературе, где распределение Вейбулла наиболее часто используется для аппроксимации скорости ветра [9] [10] [11] [12] [13] [14] .
Дальнейшая наша работа будет направленна на по-строение стохастической модели, способной аппрокси-мировать скорость ветра в зависимости от времени [15] . С другой стороны, мы рассчитываем верифицировать Рис. 12. Q-Q plot for Gamma distribution глашение № 02.a03.21.0008). Расчёты проведены на вычислительном кластере «Felix» РУДН и на Гетеро-генном вычислительном кластере «HybriLIT» Много-функционального центра хранения, обработки и ана-лиза данных ОИЯИ.
