This paper proposes two new Mantel-Haenszel test statisti~s for correlated binary data in 2 x 2 tables that are asymptotically valid in both sparse data (many strata) and large-strata limIting models. Monte Carlo experiments show that the statistics compare favorably to preViously proposed test statistics. especially for 5-25 small to moderate-sized strata. Confidence intervals are also obtained and compared to those obtained from the test of Liang (1985).
Introduction
Multicenter randomized clinical trials are frequently used to test the efficacy of new medical regimens. When data from these trials are summarized in a series of 2 x 2 tables, these data may have the following two characteristics:
1. The number of centers (k) is large, but the number of patients in each center is small. This sparse data situation occurs for example when enrollment of large numbers of patients is not possible at individual sites. , 2. Dependence exists between obselVations due to repeated measurement on the same person or to subsampl1ng from clusters such as family units. Such data are often called correlated or clustered binary data.
When k is small and the number of patients in each center is large, hypothesis tests may be based on the generalized estimating equations (GEE) approach of Liang and Zeger(1986), see also Rotnitzky and Jewell(1990) , but standard GEE will not be appropriate in the sparse situation 1) above because of the many strata parameters that need to be estimated. On the other hand, when the data are sparse, but the independence assumption is valid, hypothesis tests based on the Mantel-Haenszel and conditional maximum likelihood approach will be appropriate (Breslow, 1981) . But as pointed out by Liang (1985) , both of these methods will be invalid under the correlation situation 2) above. Liang (1985) proposed two tests which handle the sparse correlated data situation, but their asymptotic validity depends on k -;, 00. More to the point, these tests are not very efficient when k is small since the variance estimates use centers as the primary sampling unit and are thus based on k degrees of freedom. Donald and Donner (1987) also gave an adjusted Mantel-Haenszel test statistic for correlated binary data. Their statistic is based on estimating the intra-class correlation. This test statistic, however. requires an assumption of common correlation across the strata, and further, the estimator of intra-class correlation is not stable in the sparse case.
In this paper two new score tests are proposed which are valid under both asymptotic situations for correlated binary data. Monte Carlo simulations compare these tests with the standard Mantel-Haenszel test, with one of Liang's (1985) tests, and with the test of Donald and Donner (1987) . The simulations show that the new tests perform very favorably in situations with 5-25 strata and small to moderate strata sample sizes.
Moreover the simulations confirm the validity of a simple power approximation which makes sample size calculations straightforward. Explicit confidence intervals for the common odds ratio are also derived from one of the new test statistics and from Liang's (1985) statistic. Monte Carlo comparisons are given for these intervals as well. where Pti and Pci are the treatment and control probabilities of success for a single binary trial in the ith center.
The common odds ratio \II = {Pti / ( 1-Pti ) } / {Pci / ( 1-Pci )} is the parameter ofinterest.
and we will be testing H0 : \II = 1.
Test Statistics
The Mantel-Haenszel statistic has denominator derived from the hypergeometric distribution. The related Cochran (1954) 
.LU-Xl·
Proofs of the above theorems are outlined in the Appendix. (columns 3,6,9). The control group success probability Pci ranged from 0.2 to 0.8 with increments 0.12 (k=5), 0.04 (k=15), and 0.024 (k=25). The Xij and Yij were generated from the beta-binomial distribution with p = 0 (binomial), p = 0.2, and p = 0.8. A total of 1000 simulated data sets were run for each combination of parameters. SAS IML .
Power Calculations
macros were used for all programming.
From Table 1 
Power Comparison
We use the same set up as for the size comparisons of To check the approximate power expression (2), we calculated from (2) the powers .833 (k=5) , .844 (k=15). and .839 (k=25) for the situation of column 1 of Table 2 (nij = mij = 5, p = 0.0). Similarly for column 5 of Thus our confidence intervals are the sets CL = {\II : TL,IJI < x~(l -on and Cu = {\II : Tu.1JI < x~( 1 -o)}. where x~( 1 -0) is the (1 -0') quantile of the x~distribution.
Some algebra reveals that each of these sets has the form
. a2
where the constants al. bI, q, a2, b2. C2 are given in the Appendix.
then the sets are indeed intervals. In practice CL almost always gives closed inteIVals as long as k 2' : 15. and Cu generally gives closed intervals (only 17 out of 27000 data sets used in constructing Table 3 failed to result in closed intervals).
Monte Carlo Study
We use the same setup as in Table 2 with true odds ratio equal to 1.5. The results are summarized in Table 3 .
The simulation results show that both CL and Cu approximate the nominal 95% converage probability well. When k=5, Cv has much smaller shorter length than CL.
Note also that about 10% of the C L sets were not closed intervals for k = 5 and thus
were not included in the Table 3 could be recommended in all situations stUdied, here it appears that the confidence interval from Liang's method can be preferable in the many small strata situation.
Example
In a double-blind placebo controlled clinical trial ofa new heartburn treatment, patients were randomized to the treatment or control group after a one week run-in phase to determine eligibility. For two weeks these patients then kept diaries of their heartburn episodes and whether the treatment they self-administered was successful. Table 4 displays the number of patients in each group for the first 17 investigators (sites). The cluster sizes nij and mij in the study had a mean close to 10 with a standard deviation close to 5. Instead of using the actual data (which is not aVailable for publication) we generated cluster sizes from the actual distribution of clusters and then generated the Xij and Yij from a beta-binomial distribution with p = .3 and average Pti = .5 and Pci = .4 with the odds ratio \[1 held constant at \[1 = 1.5. Table   3 shows an advantage for Uang's intervals in terms of average length.
Concluding·Remarks·
We have introduced two new test statistics for correlated binary data which perform well for a wide range of strata sizes and number of strata. They were motivated by randomized clinical trials. but the results can also be applied to cohort and casecontrol studies. where and R y is similar. The first part of the ratio was shown to converge in probability to 1 in the proof of Theorem 3 above. The pieces involving R x and R y can be shown to converge in probability to 0 and the results obtains. A similar proof works for Vu as well.
Confidence interval details.
As mentioned in Section 4.1, both CL and Cu are obtained by solving
For C L the constants are 
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