We present a short and elegant proof of the complete theory of strict representations of the algebra B a (E) of all adjointable operators on a Hilbert B-module E by operators on a Hilbert C-module F and an analogue for W * -modules and normal representations. As an application we furnish a new proof of Blecher's Eilenberg-Watts theorem and we explain why our result cannot be deduced from the former.
If G is a Hilbert space and ϑ : B(G) → B(H) a normal unital representation of B(G) on another Hilbert space H, then H factorizes into G ⊗ H ϑ where H ϑ is a third Hilbert space, the multiplicity space, and ϑ(a) acts on G ⊗ H ϑ as a ⊗ id H ϑ . It is the main goal of these notes to present a short and elegant proof of the same result for Hilbert modules and W * -modules which works in full generality. In other words, we show in Theorem 1.4 that a strict unital representation of the algebra B a (E) of adjointable operators on a Hilbert B-module E on a Hilbert C-module F, then F factorizes into a tensor product E ⊙ F ϑ where F ϑ is a Hilbert B-C-module, and ϑ(a)
acts as a ⊙ id F ϑ . (There are several terms in use for Hilbert bimodule and its W * -variant. In the remainder of these notes we will use the term correspondence.) In Theorem 1.14 we make the necessary modifications for W * -modules and normal representations.
The surprisingly simple proof (indeed, the reader accustomed to the basic facts about Hilbert modules, we repeat in the beginning of Section 1, might pass directly to Theorem 1.4) is based on the observation that E (for full E) is a Morita equivalence from K(E) to B. It generalizes known proofs from Skeide [Ske02] , in the case when E has a unit vector, and a sketch of a proof for endomorphisms of B a (E) when E is a full von Neumann module from Skeide [Ske03a] .
The strategies of both known proofs are conceptually different among themselves and from the strategy of the new proof. The two existing proofs were inspired by two different ways of how to treat the case B(H) (as used in the construction of product systems of Hilbert spaces by
Arveson [Arv89] and by Bhat [Bha96] ). The new proof is "completely module" in the sense that its mechanism cannot be understood without knowing at least W * -modules over B(H).
Therefore, the new proof is new also for Hilbert spaces and it simplifies that case considerably; see Example 1.5. A comparison of the three methods (including a full treatment of the case sketched in [Ske03a] ) will appear in [Ske03b] ; see also the survey [Ske03c] .
When E is full, the multiplicity module F ϑ of a representation of B a (E) is unique (Theorem 1.7). In Observation 1.9 we explain in how far the uniqueness statement varies, when E is not necessarily full. A clear understanding is indispensable for the final section. It also has relevance for the study of isomorphisms of B a (E) and is related to several notions of Morita equivalence for right modules and bimodules. We will study these aspects and their connections with Muhly and Solel [MS00, MS03] and Skeide [Ske03b] in [MSS03a] .
The constructions for composed representations iterate associatively (Theorem 1.12). This has particular relevance for the study of product systems from endomorphism semigroups.
We will study these aspects based on [Ske03b] and Muhly, Skeide and Solel [MSS03a] in [MSS03b] .
Blecher's Eilenberg-Watts theorem [Ble97] asserts that every (reasonably regular) functor between categories of Hilbert modules is implemented as tensor product with a fixed correspondence. In Theorem 2.6 we provide a new proof based on Theorem 1.4 and without using operator space techniques. A direct corollary of Theorem 1.4 asserts that every representation of B a (E) arises as the restriction of such a functor to the object E and its endomorphisms B a (E).
We point out in Remark 2.11 that Theorem 2.6 does not allow to conclude back to Theorem 1.4.
In order to avoid the introduction of categories at an early stage, we discuss these things in a separate section. (These problems can be settled, only if the submodule span BF of F is complemented in F.)
Representations
The algebra K(E) ⊂ B a (E) of compact operators is the norm completion of the algebra F(E) of finite-rank operators which is spanned by the rank-one operators xy
(The left action of B on E * is nondegenerate, because the right action of B on E is nondegenerate and the canonical mapping E → E * is an anti-linear isometry of Banach spaces.) Whenever, A ⊂ B a (E) is a C * -algebra which contains K(E), then we may view E * also as a correpondence from B to A. In particular, E * is also a correspondence from B to K(E). It follows that the action of K(E) on E is nondegenerate (because its action on E * is), so that E can also be viewed as a correspondence from K(E) to B or from A to B. B a (E) is the multiplier algebra of K(E); see [Kas80, Ske01] . Therefore, B a (E) inherits a strict topology. The strict topology coincides with the * -strong topology, when restricted to bounded subsets; see [Lan95, Ske01] . We say a bounded linear mapping
is strict, if it is strictly continuous on bounded subsets. Every nondegenerate representation
So the assumption that a unital representation B a (E) → B a (F) is strict means that it can be reconstructed from its restriction to F(E). Clearly, in this case F(E) acts nondegeneratly on F (because an approximate unit for K(E) chosen from the dense subset F(E) converges strictly to 1). Therefore, a correspondence F from B a (E) to C with strict left action may also be viewed as correpondence from K(E) to C and, conversely, every correpondence from K(E) to C can be viewed as correspondence from B a (E) to C with strict left action extending that of K(E) in exactly one way. 
the range of the inner product of M generates C) and if the canonical mapping The tensor product (over B) of a correspondence E from A to B and a correpondence F from B to C is the unique correspondence E ⊙ F from A to C that is generated by elementary tensors x ⊙ y ∈ E ⊙ F with inner product
correpondence from B to C, then the correspondence C serves as right identity under tensor product, i.e. F ⊙ C = F (via y ⊙ c → yc), and (by nondegeneracy) B serves as left identity, i.e.
Summarizing: When F is a Hilbert B-module, then we may construct the Hilbert B a (E)- to know the tensor product of correspondences and the strict topology. It is not necessary to understand that E is a Morita equivalence from K(E) to B E . This observation explains only why the construction works and how to find it. The reader accustomed to tensor product and and strict topology could have started reading these notes immediately with Theorem 1.4.
On the other hand, the preceding arguments are only up to isomorphism (although we certainly stated in each case a reasonable possibility to realize the isomorphisms concretely). The identification in the theorem is explicit and a good deal in these notes is dedicated to show that what intuition tells us up to isomorphism is compatible with the explicit identifications chosen in the theorem. Anyway, we wish to mention that, actually, we do not have much choice in writing down the identifications, because all objects are distinguished by universal properties.
Taking into account these universal properties, all identifications become essentially unique; see [Ske03b] for details.
Theorem. Let E be a Hilbert B-module, let F be a Hilbert C-module and let
ϑ : B a (E) → B a (F) be a
strict unital homomorphism. In other words, F is a correspondence from B a (E) to
C with strict left action and, thus, also a correspondence from
a correspondence from B to C and the formula
P. To see that u is isometric, simply compute:
Since K(E) admits a bounded approximate unit u λ consisting of finite-rank operators and since ϑ is strict, we conclude that for all y ∈ F y = lim
Thus, u is also surjective. Finally,
1.5 Example. Coming back to the normal (and, therefore, strict) representation ϑ of B(G) on H in the beginning of these notes, we find H ϑ = G * ⊙ H. This is the tensor product over B(G)
and cannot be understood knowing only Hilbert spaces and their tensor products. It is, at least, necessary to know how to deal with the Hilbert B(G)-module G * = B(G, C) with its natural
and to verify the desired properties. However, like many other proofs based on writing down positive definite kernels, appart from the fact that it simply works, this proceeding does neither explain why to write down exactly that positive definite kernel, nor why it actually is positive definite, nor why the resulting Kolmogorov decomposition actually has the desired properties.
The Hilbert space G * ⊙ H is suprisingly difficult to catch. For every unit vector g 0 ∈ G it is canonically isomorphic to the subspace ϑ(g 0 g * 
is the unique isomorphism u F 1 ,F 2 :
P. The proof is immediate by just recalling the canonical identifications as correspondences of F i and B ⊙ F i and of E * ⊙ E and B.
1.8 Remark. Actually, for the uniqueness part of the theorem the condition that E be full is also necessary. Indeed, if the range ideal B E = E * ⊙ E (viewed as correspondence from B to B) is not B, then both B and B E are correspondences from B to B inducing the identity
1.9 Observation. Also if E is not necessarily full, the middle step in (1.1) is still an iso-
Clearly, the submodule
Viewing E as full Hilbert B E -module, B E as correspondence from B E to B E so that B E ⊙ F i is a correspondence from B E to C, under the assumptions of Theorem 1.4 we obtain: F ϑ is the unique correspondence from B E to C such that F = E ⊙ F ϑ (that is tensor product over B E ) and ϑ(a) = a ⊙ id F ϑ . If F 2 is a correspondence from B to C such that F = E ⊙ F 2 and ϑ(a) = a ⊙ id F 2 , in other words, if we are in the hypothesis of Theorem 1.7 with F 1 = F ϑ , then
and u is revovered as
where y is, first, an element of F ϑ that is, then, interpreted via (1.2) as an element of F 2 ⊃ F 1 .
Roughly speaking, the elements x ⊙ y with y ∈ B E F 2 are total in E ⊙ F 2 .
Note
The correspondence F ϑ = E * ⊙ F of Theorem 1.4 is the unique correspondence from B to C (fulfilling the stated property) that is also a correspondence from B E to C, that is,
(tensor product over B!). 
are inverses of each other. In particular, B a (E) and
(including the strict topology that is induced by
is a strict homomorphism with strict inverse. By Theorem 1.4 there exist a correspondence M from B to C and a correpondence N from C to B such that ϑ is unitarily equivalent to B a (E) ∋ a → a ⊙ id M and ϑ −1 is unitarily equivalent to 1.11 Remark. Viewing E as full B E -module and F as full C F -module, we obtain a variant for non necessarily full modules.
In Corollary 1.10 we started getting interested in the problem in how far the correpondences of two homomorphisms ϑ 1 , ϑ 2 allow to identify the correspondence of their composition ϑ 2 •ϑ 1 .
For the full case (implying uniqueness of the correspondences) we find, exactly as in the proof of Corollary 1.10, that the latter is isomorphic to the tensor product (in contravariant order) of the former. However, these are identifications up to isomorphism and now we want to know whether our concrete identifications in Theorem 1.4 are associative, i.e. we want to know whether they are compatible with the canonical identifications among multi-fold tensor products (making brackets superfluous) and other canonical identifications like
See the detailed dicussion about the crucial difference between the statements equal up to isomorphism and equal up to canonical isomorphism in [Ske03b] . As an additional advantage the results hold without the condition that the modules be full.
The generality in what follows is, of course, not necessary, but the notational convenience is considerable. All identifications are meant in the sense of Theorem 1.4 (F = E ⊙ F ϑ and ϑ(a) = a ⊙ id F ϑ ) and the canonical ones discussed before.
Theorem. Let E i be Hilbert
be unital strict homomorphisms. For 1 ≤ k < ℓ set ϑ ℓ,k = ϑ ℓ,ℓ−1 • ϑ ℓ−1,ℓ−2 • . . .
• ϑ k+1,k and put 
1. For every choice of 1 ≤ i 1 < . . . < i j we define an isomorphism a 2 a 3 )a 4 ) .
. .)a j (a 2 acting by its left action on a 3 and the result acting by its left action on a 4 , and so forth). Therefore, iteration of such isomorphisms is associative.

By tensoring with E * i 1 from the left and with E i j (= E i j ,i j ) from the right, we obtain an isomorphism
E ϑ i 2 ,i 1 ⊙ E ϑ i 3 ,i 2 ⊙ . . . ⊙ E ϑ i j ,i j−1 −→ E ϑ i j ,i 1 ⊙ E ϑ i j ,i j = E ϑ i j ,i 1 .
Also these isomorphisms iterate associatively.
P. This follows simply by careful inspection of the identifications.
Remark. The isomorphism under 1 extends from
(B unital) for all i so that ϑ i+1,i are just unital endomorphisms of B, then E ϑ ℓ,k and E k,ℓ coincide and the isomorphisms under 1 and 2 are just the same.) 2 tells us that we are concerned with a nonstationary version of product system. Indeed, if we put all B i = B and all E i = E and choose the ϑ i to form a semigroup ϑ (indexed by N 0 or R + ), then by 2 we obtain the product system of ϑ as in [Ske02, Ske03a] . Passing from 1 to 2 is an operation of Morita equivalence for correspondences as considered in [MS00] . While the product system of B a (E)-modules in 1 is one-dimensional and appears somewhat trivial, the Morita equivalent product system of B-modules in 2 can be very complicated. This shows already the case when E is a Hilbert space (which, of course, may be understood in the very same way), as studied by Arveson [Arv89] .
We close this section by stating the analogue of Theorem 1.4 for W * -modules and normal homomorphisms. Also all the other results remain true with obvious modifications. Actually, since we need no longer distinguish between the K(E) (that is the C * -algebra generated by the range of the inner product of E * ) and its multiplier algebra B a (E), everything works more easily.
We 
We do not give W * -versions of all the other results (Theorem 1.7, Observation 1.9, Corollary 1.10 and Theorem 1.12), but just mention that they, clearly, hold and leave the modifications of their formulations and of their proofs to the reader.
Functors
In this section we discuss the functorial aspects of tensoring modules with a fixed correspondence. We utilize our representation theory to furnish a new proof of Blecher's Eilenberg-Watts theorem [Ble97] . We also point out in Remark 2.11 why the proof in Blecher [Ble97] (like related results in C * -categories) does not include our Theorem 1.4. There are two possibilities to tensor with a fixed correspondence, namely, from the left and from the right. The second possibility is that relevant for Blecher's Eilenberg-Watts theorem.
But, before we come to this second possibility let us quickly review some well-known facts about the first one that is related to Rieffel's Eilenberg-Watts theorem [Rie74] to which we come back in Remark 2.13. Fixing a correspondence E from A to B for every C * -algebra C we obtain a functor l
It is also easy to see that l and A has the form l E for a suitable W * -correspondence E from A to B.
Now let us come to the second possibility and fix a correspondence F from B to C. We define a functor r F : C * B → C * C by setting
r F is a * -functor in the sense that r F (a * ) = r F (a) * . It is strict in the sense that it is strictly continuous on bounded subsets of B a (E 1 , E 2 ) ⊂ B a (E 1 ⊕ E 2 ). (Note that for a * -functor this is equivalent to say that r F is strongly continuous on bounded subsets, because being strict means being * -strongly continuous on bounded subsets, and being strongly continuous on bounded subsets, for a * -functor, implies being * -strongly continuous on bounded subsets.) Also here the functor r F is an equivalence, if and only if F is a Morita equivalence, and the functors compose, now contravariantly, as tensor products, i.e. r F 1 • r F 2 = r F 2 ⊙F 1 .
Is is our goal to show that every strict * -functor r : C * B → C * C arises in that way as r F for a suitable correspondence F from B to C. More precisely, r is naturally equivalent to r F , that is, for every object E ∈ C * B there is an isomorphism v E : E ⊙ F → r(E) in such a way that
for all objects E 1 , E 2 ∈ C * B and morphisms a ∈ B a (E 1 , E 2 ).
Choosing
for all a ∈ B a (E). In order to show the Eilenberg-Watts theorem we have to face two problems.
Firstly, we have to find a way to replace the individual F E with a single one F not depending on E. (Fixing the canonical identifications as explained in Observation 1.9 will provide us with the modifications that transform the u E into the v E .) Secondly, we have to show that not only
for a ∈ B a (E 1 , E 2 ). In the sequel, we will achieve both goals by showing that, in a suitable sense, r behaves "nicely" with respect to direct sums.
2.1 Observation. r is a functor, so it can be applied to objects E and to morphisms a. It cannot be applied to elements x ∈ E. However, it can be applied to rank-one operators xy * (x ∈ E, y ∈ E 2 ) and if we do so, we have factorizations like r(axy * ) = r(a)r(xy * ) or r(x(ay) * ) = r(xy * )r(a * ).
In the sequel, we continuously use this crucial observation which turns out to be our key tool in order to substitute the missing possibility to write down something like r(x).
We start by listing some properties that every * -functor obviously satisfies.
Proposition.
Every * -functor r : C * B → C * C sends projections p ∈ B a (E) to projections r(p) ∈ B a (r(E)) and, therefore, partial isometries w ∈ B a (E 1 , E 2 ) to partial isometries r(w) ∈ B a (r(E 1 ), r(E 2 )).
and, therefore, unitaries u ∈ B a (E 1 , E 2 ) to unitaries r(u) ∈ B a (r(E 1 ), r(E 2 )).
Remark.
Recall that isometries need not be adjointable. In fact, an isometry is adjointable, if and only if there exists a projection onto its range; see, for instance, [Ske01, Proposition 1.5.13]. Fortunately, in direct sums there exist projections onto the direct summands and, therefore, the canonical injections are adjointable.
Let E i (i = 1, 2) be objects in C * B and denote by E := E 1 ⊕ E 2 their direct sum. Denote
is an isometry r(p i ) is a projection onto its range so that
. We obtain the following chain of unitaries
(The trick is to translate the part that contains the operator k i ⊙ id F E , for which we do not yet know any explicit relation with the operator r(k i ), into an expression with the operator p i ⊙ id F E , for which we know it is unitarily equivalent to r(p i ).) Clearly, the resulting unitary
(To see this we just have to observe that the relevant action of a on an element
By Observation 1.9, F E i is isomorphic to the submodule span B E i F E of F E . To fix the isomorphism explicitly, we read (2.1) backwards. So let us choose an element
This establishes y
in Observation 1.9 (generalizing (1.1) to the not necessarily full case).
We apply this discussion to the direct sum B ⊕ E (E any object in C * B ) with canonical injections k B and k E . Fixing on the direct summand B, since B is full, we have
) is the isomorphism. Fixing on the the direct summand E we have F E span B E F B⊕E and y
The former is a subset k E E ⊙ F B⊕E of (B ⊕ E) ⊙ F B⊕E and the latter is isomorphic to r(E). Setting F := F B , we find that
2.4 Remark. Of course, we could define v E immediately by x ⊙ (b * ⊙ z) → r(xb * )z. Is is easy to check that this defines an isometry. However, only the above chain of mappings together with the explanations before shows that the isomtery is onto r(E). To conclude the argument we have to show that the v E form a natural transformation. Choose
We have, thus, proved the following. 
Theorem. (Eilenberg-Watts theorem.) Let
2.10 Remark. Of course, Theorem 2.6 holds for an arbitrary full subcategory (i.e. with two objects the subcategory contains all morphisms between the two of them) of C * B , that contains at least one full Hilbert B-module E.
2.11 Remark. Observe that our Theorem 1.4 plays a vital role in the proof of Theorem 2.6, while it is not possible to conclude back from Theorem 2.6 to the representation theory of B a (E) on F in Theorem 1.4. Blecher [Ble97] proves his version of the Theorem 2.6 by applying the functor to the object B obtaining F B as r(B) with left action as explained in Remark 2.5. Only then the factorazion of F = E ⊙ F B can be shown. Therefore, this proof works only, if we assume that the representation extends at least to the full subcategory that contains the objects B, E, B ⊕ E. Our proof of Theorem 1.4 works directly without such an assumption.
2.12 Remark. We wish to mention that the hypothesis of the Eilenberg-Watts theorem in Blecher [Ble97] are slightly different from ours here. Blecher considers functors between categories of Hilbert modules with bounded right linear mappings as morphisms (as in Proposition 2.9(2)), not only adjointable mappings as we do. His assumptions on the functors can be summarized as follows: The restriction to our categories is a * -functor in our sense (and, therefore, bounded) and the functors are bounded in the sense that r(a) ≤ a for every morphism. On the self- [Ske03a] and generalized to different algebras in [MS03] .) The restriction to C = C gives a duality (a bijective functor that, in principle, was already known to Rieffel [Rie74] 
