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LIMIT LAWS FOR DISTORTED RETURN TIME PROCESSES FOR INFINITE
MEASURE PRESERVING TRANSFORMATIONS
MARC KESSEBÖHMER AND MEHDI SLASSI
ABSTRACT. We consider conservative ergodic measure preserving transformations on in-
finite measure spaces and investigate the asymptotic behaviour of distorted return time
processes with respect to sets satisfying a type of Darling-Kac condition. We identify two
critical cases for which we prove uniform distribution laws. For this we introduce the
notion of uniformly returning sets and discuss some of their properties.
1. INTRODUCTION AND STATEMENT OF MAIN RESULTS
In this paper (X ,T,A ,µ) will always denote a conservative ergodic measure preserving
dynamical systems where µ is an infinite σ-finite measure. In particular, this means that
the mean return time to sets of finite positive measure is infinite. Hence if the system is
given by a Markov chain, this corresponds to the null recurrent situation. The investiga-
tion of ergodic and probabilistic properties of such dynamical systems leads to a number
of interesting results which can always be interpreted within the theory of null recurrent
Markov chains and which sometimes generalize classical theorems within this theory.
In this paper we present a generalization of the Thaler-Dynkin-Lamperti arc-sine law
(cf. [Tha98] and (T) in Subsection 1.3) describing the asymptotic behaviour of the renewal
theoretic process Zn given by
Zn(x) :=
{
max{k ≤ n : T k(x) ∈ A}, x ∈ An :=
⋃n
k=0 T−kA,
0, else.
For a regularly varying function F we consider the distorted processes
F (Zn)
F (n)
and F (n−Zn)
F (n)
.
In particular we introduce the processes
Φn :=
∑Znk=0 µ(A∩{ϕ > k})
µ(An)
and Ψn :=
∑n−Znk=0 µ(A∩{ϕ > k})
µ(An)
,
which we refer to as the normalized Kac process and normalized spent time Kac process,
respectively. In here,
ϕ(x) = inf{n≥ 1 : T n(x) ∈ A}, x ∈ X , (1.1)
denotes the first return time to the set A.
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In Proposition 1.3 we give a purely probability theoretical result allowing us to derive
limit laws of distorted processes if the limit law for the corresponding original process is
known. This result is then applied in Corollary 1.4 to treat Φn and Ψn.
Two critical cases are identified which are not covered by Proposition 1.3 and are subject
of our two main Theorems 1.5 and 1.6. More precisely this means that if the sequence
(Yn
n
)
converges in distribution to 0 and L is slowly varying, then in general nothing is known
about the asymptotics of L(Yn)L(n) . In this situation we are able to show that under suitable
conditions on the wandering rate of a uniform set A we have
L(Zn)
L(n)
L(µ)
=⇒ U ,
and if A is a uniformly returning set – as introduced in Subsection 1.2 – we have
Ψn
L(µ)
=⇒ U .
In here, U denotes a random variable distributed uniformly on [0,1].
Obviously, Theorem 1.5 can be applied to infinite measure preserving interval maps
T : [0,1] −→ [0,1] with indifferent fixed points satisfying the Thaler condition stated in
[Tha95], whereas Theorem 1.6 is applicable to those map satisfying the corresponding
condition in [Tha00]. Other examples in the context of continued fractions – also covered
by Theorem 1.6 – are treated in [KS05]. For related results we refer to [TZ] and for further
interesting results concerning distributional limit theorems for ergodic sums in this context
to [Zwe03].
1.1. Infinite ergodic theory. A characterization of (X ,T,A ,µ) being a conservative er-
godic measure preserving dynamical system where µ is an infinite σ-finite measure as used
in this paper will be given at the end of this subsection. For further definitions and details
we refer the reader to [Aar97].
Let
Pµ := {ν : ν probability measure on A with ν≪ µ}
denote the set of probability measures on A which are absolutely continuous with respect
to µ. The measures from Pµ represent the admissible initial distributions for the processes
associated with the iteration of T . The symbol Pµ will also be used for the set of the
corresponding densities.
Let us recall the notion of the wandering rate. For a fixed set A ∈ A with 0 < µ(A)< ∞
we set
An :=
n⋃
k=0
T−kA and Wn :=Wn (A) := µ(An) , n≥ 0,
and call the sequence (Wn (A)) the wandering rate of A. Note that for the wandering rate
the following identities hold
Wn (A) =
n
∑
k=0
µ(A∩{ϕ > k}) =
∫
A
min(ϕ,n+ 1)dµ, n≥ 0.
Since T is conservative and ergodic, for all ν ∈ Pµ,
lim
n→∞
ν(An) = 1 and ν({ϕ < ∞}) = 1.
LIMIT LAWS FOR DISTORTED RETURN TIME PROCESSES 3
The key to an understanding of the stochastic properties of a nonsingular transformation
of a σ–finite measure space often lies in the study of the long-term behaviour of the iterates
of its transfer operator
ˆT : L1 (µ)−→ L1 (µ) , f 7−→ ˆT ( f ) := d
(
ν f ◦T−1
)
dµ ,
where ν f denote the measure with density f with respect to µ. Clearly, ˆT is a positive
linear operator characterized by∫
B
ˆT ( f ) dµ =
∫
T−1(B)
f dµ, f ∈ L1 (µ) , B ∈ A .
An approximation argument shows that equivalently for all f ∈ L1 (µ) and g ∈ L∞ (µ)∫
X
ˆT ( f ) ·g dµ =
∫
X
f ·g ◦T dµ.
The ergodic properties of (X ,T,A ,µ) can be characterized in terms of the transfer op-
erator in the following way (cf. [Aar97, Proposition 1.3.2]). A system is conservative and
ergodic if and only if for all f ∈ L+1 (µ) := { f ∈ L1 (µ) : f ≥ 0 and
∫
X f dµ > 0} we have
µ-a.e.
∑
n≥0
ˆT n ( f ) = ∞. (1.2)
Invariance of µ under T means ˆT (1) = 1.
1.2. Uniform and uniformly returning sets. The following two definitions are in many
situation crucial within infinite ergodic theory.
• A set A ∈ A with 0 < µ(A) < ∞ is called uniform for f ∈ Pµ if there exists a
sequence (an) of positive reals such that
1
an
n−1
∑
k=0
ˆT k ( f ) −→ 1 µ− a.e. uniformly on A
(i.e. uniform convergence in L∞ (µ|A∩A)).
• The set A is called a uniform set if it is uniform for some f ∈ Pµ.
Remark. Note that from [Aar97, Proposition 3.8.7] we know, that (bn) is regularly varying
with exponent α (for the definition of this property see Section 2) if and only if (Wn) is
regularly varying with exponent (1−α). In this case α lies in the interval [0,1] and
anWn ∼
n
Γ(1+α)Γ(2−α)
. (1.3)
In here, cn ∼ an for some sequences (cn) and (an) means that an 6= 0 has only finitely many
exceptions and limn→∞ cnan = 1.
Next, we define a new property for sets similar to that of being uniform. It will be used
to state the conditions in Theorem 1.6.
Definition. A set A∈A with 0 < µ(A)< ∞ is called uniformly returning for f ∈ Pµ if there
exists a positive increasing sequence (bn) diverging to ∞ such that
bn ˆT n ( f ) −→ 1 µ− a.e. uniformly on A.
The set A is called uniformly returning if it is uniformly returning for some f ∈ Pµ.
The following Example show the existence of uniformly returning sets.
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Example. Let T : [0,1] −→ [0,1] be an interval map with two increasing full branches
and an indifferent fixed point at 0 satisfying Thaler’s conditions in [Tha00]. Then any
set A ∈ B[0,1] with positive distance from the indifferent fixed point 0 and λ(A) > 0 is
uniformly returning. As an typical example see the Lasota–York interval map (cf. Example
after Theorem 1.6).
Proposition 1.1. Any uniformly returning set is uniform.
Proof. Let A be a uniformly returning set for f ∈ Pµ. Then for each ε ∈ (0,1) there exists
a positive integer n0 such that for all n≥ n0 we have
(1− ε) 1bn
≤ ˆT n ( f )≤ (1+ ε) 1bn µ-a.e. uniformly on A.
Set f˜ := ˆT n0 ( f ) ∈ Pµ. Since bn ↑ ∞ we deduce that
(
ˆT n
(
f˜
))
n≥0
is uniformly bounded
µ-a.e. on A. Furthermore, since T is conservative and ergodic we have by (1.2)
∞
∑
k=0
ˆT k
(
˜f )= ∞ µ-a.e.
Using the fact that
bn+n0 ˆT
n
(
f˜
)
−→ 1 µ-a.e. uniformly on A
and that
(
ˆT n
(
f˜
))
n≥0
is uniformly bounded, we get
1
∑nk=0 1bk
·
n
∑
k=0
ˆT k
(
f˜
)
−→ 1 µ-a.e. uniformly on A.
This shows that A is a uniform set for f˜ . 
Remark. The inverse implication of Proposition 1.1 is stated in [KS05] under some addi-
tional assumptions.
To characterize the difference of the notions of uniform and uniformly returning set
we make the following considerations. Suppose A is uniformly returning for f := 1µ(B) 1B,
B ∈ A , 0 < µ(B)< ∞, then there exists a sequence (bn) such that
bn
µ(B)
ˆT n (1B)→ 1 µ-a.e. uniformly on A.
Integrating over A yields
bnµ
(
B∩T−nA
)
→ µ(B)µ(A) .
In an analog way we deduce for a uniform set A that
1
an
n
∑
k=1
µ
(
B∩T−kA
)
→ µ(B)µ(A) .
Hence, we may interpret ’uniform returning’ as a version of ’strong mixing’ in infinite
ergodic theory, whereas ’uniform’ corresponds to a version of ’ergodicity’.
Next we characterize the sequence (bn) in this definition by the wandering rate similarly
to (1.3).
Proposition 1.2. For β ∈ [0,1) we have that (bn) is regularly varying with exponent β if
and only if (Wn) is regularly varying with the same exponent. In this case,
bn ∼WnΓ(1−β)Γ(1+β) (n→ ∞) .
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The proof of this proposition and of the following proposition and theorems will be
postponed to Section 3.
1.3. Limit laws. An important question when studying convergence in distribution for
processes defined in terms of a non-singular transformation is to what extent the limiting
behaviour depends on the initial distribution. This is formalized as follows.
Let ν be a probability measure on the measurable space (X ,A) and (Rn)n≥1 be a se-
quence of measurable real functions on X , distributional convergence of (Rn)n≥1 w.r.t. ν to
some random variable R with values in [−∞,∞] will be denoted by Rn
ν
=⇒ R. Strong dis-
tributional convergence abbreviated by Rn
L(µ)
=⇒ R on the σ–finite measures space (X ,A ,µ)
means that Rn
ν
=⇒ R for all ν ∈ Pµ. In particular for c ∈ [−∞,∞],
Rn
L(µ)
=⇒ c ⇐⇒ Rn −→ c locally in measure,
which we also denote by Rn
µ
−→ c.
Now we are in the position to state the first interesting limit law for the process Zn which
is due to Thaler [Tha98].
(T) Thaler’s Dynkin-Lamperti arc-sin Law. Let A ∈ A with 0 < µ(A) < ∞ be a
uniform set. If the wandering rate (Wn (A)) is regularly varying with exponent
1−α for α ∈ [0,1], then we have
Zn
n
L(µ)
=⇒ ξα. (1.4)
In here, for α ∈ (0,1) , ξα denotes the random variable on [0,1] with density
fξα (x) =
sinpiα
pi
1
x1−α (1− x)α
, 0 < x < 1.
The distribution of ξα is also called the generalized arc-sine distribution. The
continuous extension is given by ξ0 = 0 and ξ1 = 1.
To apply (T) to the distorted processes we need the following proposition.
Proposition 1.3. Let (Ω,F ,P) be a probability space, let Yn : Ω−→ [0,∞] be measurable
(n≥ 1), and let Y be a random variable with values in [0,∞].
(1) If P(Y = 0) = 0 = P(Y = ∞) and F is a regularly varying function with exponent
β ∈ R, then
Yn
n
P
=⇒ Y =⇒
F (Yn)
F (n)
P
=⇒ Y β.
(2) If Y = 0 and F is a regularly varying function with exponent β ∈ R\ {0} then
Yn
n
P
=⇒ 0 =⇒ F (Yn)
F (n)
P
=⇒
{
0 for β > 0
∞ for β < 0 .
The following corollary is a direct consequence of (1.4), Proposition1.3, and the fact
that Φn = F(Zn)F(n) , Ψn =
F(n−Zn)
F(n) with F (n) :=Wn.
Corollary 1.4. Let A ∈ A with 0 < µ(A)< ∞ be a uniform set. If the wandering rate (Wn)
is regularly varying with exponent 1−α, then
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FIGURE 1.1. The densities fXα of the limiting distribution of the nor-
malized Kac process for different values of α ∈ (0,1). The extreme dis-
tributions corresponding to α = 0 and 1 are the Dirac measures δ0 and
δ1, respectively.
(1) If 0≤ α≤ 1, then we have
Φn
L(µ)
=⇒ Xα,
where Xα denotes the random variable on [0,1] with density
fXα (x) =
1
1−α
sinpiα
pi
1
x
1−2α
1−α
(
1− x
1
1−α
)α , α ∈ (0,1)
and X0 = 0, X1 = 1 (cf. Fig. 1.1).
(2) If 0≤ α < 1, then we have
Ψn
L(µ)
=⇒ Yα,
where Yα denotes the random variable on [0,1] with density
fYα (x) =
1
1−α
sinpiα
pi
1(
1− x
1
1−α
)1−α , α ∈ (0,1)
and Y0 = 1 (cf. Fig. 1.2).
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FIGURE 1.2. The densities fYα of the limiting distribution of the nor-
malized spent time Kac process for different values of α ∈ (0,1). The
extreme distribution corresponding to α = 0 and 1 are the Dirac measure
δ1 and the uniform distribution on [0,1], respectively.
Remark. For α ∈ (0,1) we have
Xα
dist.
= (ξα)1−α and Yα dist.= (1− ξα)1−α .
Note, that in particular both X 1
2
and Y1
2
obey the arc-sine law, i.e. they have density
fY1
2
(x) = fX 1
2
(x) =
2
pi
1
(1− x2)
1
2
, 0 < x < 1.
Now we state as our first main result the following uniform distribution law. Note that
this corresponds to the case β = 0 and Y = 0 in Proposition 1.3, which therefore is not
applicable.
Theorem 1.5. Let A ∈ A with 0 < µ(A)< ∞ be a uniform set. If the wandering rate (Wn)
is regularly varying with exponent 1 such that Wn ∼ n · 1L(n) , where L is a slowly varying
function . Then we have
L(Zn)
L(n)
L(µ)
−→ U ,
where U denotes the uniformly distributed random variable on [0,1].
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Remark. Under the assumptions of Theorem 1.5 we have by (T) and the first part of Corol-
lary 1.4 that
Zn
n
L(µ)
−→ 0 and 1
Φn
L(µ)
−→ ∞.
However, for the product of the two processes we have by Theorem 1.5
Zn
nΦn
L(µ)
−→ U .
Example. Let f (0) = 0, f (x) = x+ x2e− 1x , x > 0, and let a ∈ (0,1) be determined by
f (a) = 1. Define T : [0,1]−→ [0,1] by
T (x) :=
{ f (x) , x ∈ [0,a] ,
x−a
1−a , x ∈ (a,1] .
Then the map T satisfies Thaler’s conditions (T1)–(T4) in [Tha95]. Any set A∈B[0,1] with
λ(A) > 0 which is bounded away from the indifferent fixed points is a uniform set for T.
Furthermore we have
Wn ∼ const ·
n
log(n)
(n→ ∞) .
Hence,
logZn
logn
L(µ)
=⇒ U .
Next we state as our second main result the uniform distribution law for the normalized
spent time Kac process. This again corresponds to the case β = 0 and Y = 0 in Proposition
1.3.
Theorem 1.6. Let A∈A with 0 < µ(A)< ∞ be a uniformly returning set. If the wandering
rate (Wn) is slowly varying, then we have
Ψn
L(µ)
=⇒ U ,
where the random variable U is distributed uniformly on [0,1].
Example. We consider the Lasota–Yorke map T : [0,1]−→ [0,1], defined by
T (x) :=
{
x
1−x , x ∈
[
0, 12
]
,
2x− 1, x ∈
( 1
2 ,1
]
.
This map satisfies the Thaler’s conditions (i)–(iv) in [Tha00]. Any compact subset A of
(0,1] with λ(A)> 0 is a uniformly returning set and we have
Wn ∼ log(n) as n→ ∞.
Hence,
log(n−Zn)
log(n)
L(µ)
=⇒ U .
2. REGULAR VARIATION AND TAUBERIAN RESULTS
In this section we give some preparatory facts and results needed for the proofs of the
main statements in the following Section 3.
We first recall the concepts of regularly varying functions and sequences (see also
[BGT89] for a comprehensive account). Throughout we use the convention that for two se-
quences (an), (bn) we write an = o(bn) if bn 6= 0 fails only for finitely many n and limn→∞
∣∣∣ anbn ∣∣∣=
0.
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A measurable function R : R+ → R with R > 0 on (a,∞) for some a > 0 is called
regularly varying at ∞ with exponent ρ ∈ R if
lim
t→∞
R(λt)
R(t)
= λρ for all λ > 0.
A regularly varying function L with exponent ρ = 0 is called slowly varying at ∞, i.e.
lim
t→∞
L(λt)
L(t)
= 1 for all λ > 0.
Clearly, a function R : R+→R is regularly varying at ∞ with exponent ρ∈R if and only if
R(t) = tρL(t) , t ∈ R+,
for L slowly varying at ∞.
A function R is said to be regularly varying at 0 if t 7→ R
( 1
t
)
is regularly varying at ∞.
A sequence (un) is regularly varying with exponent ρ if un = R(n) , n≥ 1, for R : R+→
R regularly varying at ∞ with exponent ρ.
In the following list we state those Tauberian results needed in the proofs of the prepara-
tory lemmas and propositions of this sections, as well as for the main theorems.
(KTT) Karamata’s Tauberian Theorem ([Fel71], [Sen76]) Let (bn)n≥0 be a non-negative
sequence such that for all s > 0, B(s) :=∑n≥0 bne−ns <∞. Let L be slowly varying
at ∞, and ρ ∈ [0,∞). Then
B(s)∼
(
1
s
)ρ
L
(
1
s
)
as sց 0,
if and only
n−1
∑
k=0
bk ∼
1
Γ(ρ+ 1)n
ρL(n) as n→ ∞.
If (bn) is eventually monotone and ρ > 0, then both are equivalent to
bn ∼
1
Γ(ρ)n
ρ−1L(n) as n→ ∞.
(KL) Karamata’s Lemma ([Fel71, Kar33]). If (an) is a regularly varying sequence
with exponent ρ and if p≥−ρ− 1, then
lim
n→∞
np+1an
∑k≤n kpak
= p+ρ+ 1.
(UA) Uniformly asymptotic ([Sen76]) Let (pn) and (qn) be two positive sequences
with pn → ∞ and pnqn ∈ [1/k,k], k > 0. Then we have for L a slowly varying
function
lim
n→∞
L(pn)
L(qn)
= 1.
(EL) Erickson Lemma ([Eri70]) Let L ր ∞ be a monotone increasing continuous
slowly varying function. Let at (x) be defined by at (x) := L−1 (xL(t)) with x ∈
(0,1) , where L−1 (·) denoting the inverse function of L(·). Then we have for
every fixed x ∈ (0,1)
at (x) = o(t) and at (x)−→ ∞ (t → ∞) .
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3. PROOF OF MAIN RESULTS
Proof of Proposition 1.2. Let A ∈ A , 0 < µ(A) < ∞, be a uniformly returning set, and let
the functions U (s) , Q(s) , s > 0, be defined as Laplace transforms
Q(s) :=
∞
∑
n=0
µ(A∩{ϕ > n})
µ(A)
e−ns (3.1)
U (s) :=
∞
∑
n=0
ν
(
T−nA
)
e−ns,
where ν denotes the probability measure with density f ∈ Pµ.
Since
An :=
n⋃
k=0
T−kA =
n⋃
k=0
T−k (A∩{ϕ > n− k}) ,
and the sets T−k (A∩{ϕ > n− k}) , 0≤ k ≤ n, are disjoint, we have
ν(An) =
∫
A
n
∑
k=0
ˆT k ( f ) ·1A∩{ϕ>n−k} dµ, n≥ 0.
Thus,
∞
∑
n=0
ν(An)e−ns =
∫
A
(
∞
∑
n=0
ˆT n ( f )e−ns
)(
∞
∑
n=0
1A∩{ϕ>n}e−ns
)
dµ.
From
ˆT n ( f ) ∼ ν(T
−nA)
µ(A)
as n→ ∞ µ-a.s. uniformly on A,
it follows that
∞
∑
n=0
ˆT n ( f )e−ns ∼ U (s)
µ(A)
as s→ 0 µ-a.s. uniformly on A.
This implies
∞
∑
n=0
ν(An)e−ns ∼U (s)Q(s) as s→ 0.
Hence, since limn→∞ ν(An) = 1, we obtain
1
s
∼U (s)Q(s) . (3.2)
If bn ∼ nβL(n) for β ∈ [0,1), L denoting some slowly varying function, then due to (KL)
we have
n−1
∑
k=0
ν
(
T−kA
)
∼
n1−β
(1−β)L(n)µ(A) .
Thus, by (KTT) we obtain
Q(s)∼ 1
Γ(1−β)µ(A)
(
1
s
)β
L
(
1
s
)
.
Hence,
Wn ∼
1
Γ(1−β)Γ(1+β)bn.
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Now let Wn ∼ nβ ˜L (n) for β ∈ [0,1), ˜L denoting some slowly varying function. From (3.2),
it follows by (KTT)
n−1
∑
k=0
ν
(
T−kA
)
∼
n1−β
Γ(2−β)Γ(1+β) ˜L (n)µ(A) .
Hence since
n−1
∑
k=0
ν
(
T−kA
)
∼ µ(A)
n−1
∑
k=0
1
bk
,
(bn) is monotone, and 1−β > 0, we obtain by (KTT)
1
bn
∼
n−β
Γ(1−β)Γ(1+β) ˜L (n) .
Thus,
bn ∼ Γ(1−β)Γ(1+β)Wn.
From this the assertion follows. 
Proof of Proposition 1.3.
ad (1) It is known that for every regularly varying function with exponent β ∈ R there
exists a slowly varying function such that F (x) = xβL(x) for all x > 0. Therefore to prove
the result in Proposition 1.3, it suffices to show
L(Yn)
L(n)
P
−→ 1.
We have for all δ > 0 and K > 0 with δ < K
liminfP
(
δ ≤ Yn
n
≤ K
)
≥ 1−Cδ,K.
Due to the uniform convergence theorem for slowly varying functions (cf. [Sen76]) we
have, for all ε > 0 there exists n0 := n0 (ε) such that
n≥ n0 ⇒
∣∣∣∣L(λn)L(n) − 1
∣∣∣∣< ε for all λ ∈ [δ,K] .
Hence, for sufficiently large n,
P
(∣∣∣∣L(Yn)L(n) − 1
∣∣∣∣≥ ε)≤ 1−P(δ ≤ Ynn ≤ K
)
.
This implies
limsupP
(∣∣∣∣L(Yn)L(n) − 1
∣∣∣∣≥ ε)≤Cδ,K .
Since Cδ,K −→ 0 as δ→ 0 and K → ∞, the first part of the proposition follows.
ad (2) Now let Y = 0 and β > 0. Without loss of generality we assume that F is a
positive and locally bounded function on [0,∞). Then from [BGT89, p. 28] we know that
F ′(x) := inf{y≥ 0 : F (y)> x} , x ∈ [0,∞),
defines an asymptotic inverse of F , i.e.
(1) F ′ (F (x))∼ x as x → ∞,
(2) F ′ is regular varying with exponent 1/β.
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Since F(x)> y implies y ≥ F ′ (x)we have for ε > 0
F (Yn)
F (n)
> ε =⇒ Yn ≥ F ′ (εF (n)) .
Hence for all n≥ 1 we have
P
(
F (Yn)
F (n)
> ε
)
≤ P
(
Yn
n
> εn
)
with εn := F ′ (εF (n))n−1. Since F (n)→ ∞, n→ ∞, we have by the properties (1) and (2)
of the asymptotic inverse that limn→∞ εn = ε1/β. Thus for n sufficiently large, we have
P
(
F (Yn)
F (n)
> ε
)
≤ P
(
Yn
n
>
ε1/β
2
)
proving the second part of the proposition for β > 0. The case β< 0 is reduced to the above
case by considering 1/F instead of F .

If T is a nonsingular ergodic transformation on (X ,A ,µ) , the compactness theorem in
[Aar97, Sec. 3.6] implies that Rn ◦T −Rn µ−→ 0 and Rn ν=⇒ R for some ν ∈ Pµ is sufficient
for Rn
L(µ)
=⇒ R. Hence, before proving the main theorems we state and prove the following
two lemmata.
Lemma 3.1. Let A ∈ A be a set of positive finite measure µ(A) and F (t)→ ∞, t → ∞, be
a regularly varying function with exponent β≥ 0. Then we have
1
F (n)
(F (Zn ◦T )−F (Zn))
µ
−→ 0. (3.3)
Proof. Due to the Representation Theorem of regularly varying functions (c.f. [Sen76])
we have for some B > 0
F (x) = xβψ(x)exp
(∫ x
B
ζ(t)
t
dt
)
for all x≥ B, (3.4)
where ψ is a positive measurable function on [B,∞) and ζ a continuous function on [B,∞)
such that
ψ(x)−→C ∈ (0,∞) und ζ(x)−→ 0 (x→ ∞) .
Without loss of generality we assume that there exists δ ∈ (0,1) such that
|ζ(t)|< δ for all t ≥ B.
By (3.4) we have
F (x)∼Cxβ exp
(∫ x
B
ζ(t)
t
dt
)
(x→ ∞) .
We define F˜ (x) :=Cxβ exp
(∫ x
B
ζ(t)
t dt
)
for x≥ B and show first that the claim in the lemma
holds for F˜ .
Let ϕ be the first return time to the set A defined as in (1.1). For ε > 0 we define
Kε,n :=
{
ϕ≤ n ∧ 1
F˜ (n)
∣∣∣F˜ (Zn ◦T )− F˜ (Zn)∣∣∣≥ ε} (n ∈ N) .
Since
Zn (T (x)) =
{
Zn (x)− 1, x ∈ {ϕ≤ n}∩T−(n+1)Ac,
n, x ∈ T−(n+1)A,
(3.5)
LIMIT LAWS FOR DISTORTED RETURN TIME PROCESSES 13
we conclude
Kε,n ⊂
(
{ϕ≤ n}∩T−(n+1)Ac∩
{
1
F˜ (n)
(
F˜ (Zn)− F˜ (Zn− 1)
)
≥ ε
})
∪
(
T−(n+1)A∩
{
1
F˜ (n)
(
F˜ (n)− F˜ (Zn)
)
≥ ε
})
.
Note that F˜ is a monotone increasing regularly varying function and that Zn → ∞ µ–a.s.
Therefore ,
1
F˜ (n)
(
F˜ (Zn)− F˜ (Zn− 1)
)
≤
1
F˜ (Zn)
(
F˜ (Zn)− F˜ (Zn− 1)
)
−→ 0 µ-a.s.
This implies for all ν ∈ Pµ
lim
n→∞
ν
(
{ϕ≤ n}∩T−(n+1)Ac∩
{
1
F˜ (n)
(
F˜ (Zn)− F˜ (Zn− 1)
)
≥ ε
})
= 0. (3.6)
For n≥ B large enough let Ωn := {ω : Zn (ω)≥ B}. Then for all ω ∈Ωn
F˜ (n)− F˜ (Zn (ω)) =C exp
(∫ Zn(ω)
B
ζ(t)
t
dt
)
×
[
nβ exp
(∫ n
Zn(ω)
ζ(t)
t
dt
)
− (Zn (ω))β
]
.
Since |ζ(t)|< δ on [B,∞), there exists a constant Cδ, such that
F˜ (n)− F˜ (Zn (ω))≤Cδ
(
nβ+δ− (Zn (ω))β+δ
)
=: E.
Now we distinguish two cases.
Case 1: For β+ δ≥ 1, by the Mean-Value Theorem, we have
E ≤Cδ (β+ δ)nβ+δ−1 (n−Zn (ω)) .
Case 2: For β+ δ < 1 we have E ≤Cδ (n−Zn (ω)) . Hence,
T−(n+1)A∩
{
F˜ (n)− F˜ (Zn)
F˜ (n)
≥ ε
}
∩ Ωn
⊂ T−(n+1)A∩{n−Zn ≥ cnε}
=
⋃
cnε≤k≤n−1
{Zn = n− k}∩T−(n+1)A
=
⋃
cnε+1≤k≤n
T−(n−k+1) (A∩{ϕ = k}) ,
where in Case 1 we set cn := F˜(n)
nβ+δ−1Cδ(β+δ) =
n1−δL(n)
Cδ(β+δ) for some slowly varying function L
and in Case 2 cn :=CδF˜ (n) . By the choice of δ, in both cases we have cn → ∞ as n→ ∞.
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Using the invariance of µ we obtain
µ
(
T−(n+1)A∩
{
1
F˜ (n)
(
F˜ (n)− F˜ (Zn)
)
≥ ε
}
∩ Ωn
)
≤
n
∑
k=⌊cnε+1⌋
µ(A∩{ϕ = k})
≤ µ(A∩{ϕ≥ ⌊cnε+ 1⌋})
−→ 0 für n→ ∞.
This gives for ν ∈ Pµ
lim
n→∞
ν
(
T−(n+1)A∩
{
1
F˜ (n)
(
F˜ (n)− F˜ (Zn)
)
≥ ε
}
∩Ωn
)
= 0.
Since limn→∞ ν(Ωcn) = 0 we conclude
lim
n→∞
ν
(
T−(n+1)A∩
{
1
F˜ (n)
(
F˜ (n)− F˜ (Zn)
)
≥ ε
})
= 0.
Using this, the fact limn→∞ ν({ϕ > n}) = 0, and equation (3.6) we finally conclude for all
ν ∈ Pµ
lim
n→∞
ν


∣∣∣F˜ (Zn ◦T )− F˜ (Zn)∣∣∣
F˜ (n)
≥ ε

 ≤ lim
n→∞
ν(Kε,n)+ lim
n→∞
ν({ϕ > n})
= 0.
This gives (3.3) for F˜ .
We are left to show that (3.3) holds for arbitrary F . For
Yn := F (Zn ◦T)−F (Zn) and Y˜n := F˜ (Zn ◦T )− F˜ (Zn)
we first show
Yn
F˜(n)
−
Y˜n
F˜(n)
µ
−→ 0.
Indeed, since F (x)∼ F˜ (x) for x → ∞ and Zn → ∞ µ-a.s. we find for a.e. ω ∈ X and ε > 0
a number n0 := n0 (ω,ε) such that(
1− ε
2
)
F˜ (Zn (ω))≤ F (Zn (ω))≤
(
1+ ε
2
)
F˜ (Zn (ω)) ∀ n≥ n0
and (
1− ε
2
)
F˜ (Zn ◦T (ω))≤ F (Zn ◦T (ω))≤
(
1+ ε
2
)
F˜ (Zn ◦T (ω)) ∀ n≥ n0.
This implies for all n≥ n0∣∣∣Y˜n (ω)−Yn (ω)∣∣∣≤ ε2 (F˜ (Zn ◦T (ω))+ F˜ (Zn (ω)))
and by the monotonicity of F˜ we have∣∣∣∣∣Y˜n (ω)F˜ (n) − Yn (ω)F˜ (n)
∣∣∣∣∣≤ ε.
This shows that
(
Y˜n(ω)
F˜(n)
− Yn(ω)
F˜(n)
)
→ 0 µ-a.e. and consequently this convergence holds also
locally stochastic with respect to µ. Using F (n)∼ F˜ (n) this gives (3.3) for F .
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
Lemma 3.2. Let A ∈ A be a set of positive finite measure µ(A) , then
Ψn ◦T −Ψn
µ
−→ 0.
Proof. Let ϕ be the first return time to the set A. Let ε > 0 be given, and let
Kε,n := {ϕ≤ n ∧ |Ψn ◦T −Ψn| ≥ ε} .
Choose n large enough such that µ(A)Wn < ε. By (3.5) we have
Kε,n ⊂ T−(n+1)A ∩
{
n−Zn ≥
Wn
µ(A)
ε
}
=
⋃
Wn
µ(A) ε≤k≤n−1
{Zn = n− k}∩T−(n+1)A
=
⋃
Wn
µ(A) ε+1≤k≤n
T−(n−k+1) (A∩{ϕ = k}) .
Using the invariance of µ we obtain
µ(Kε,n)≤
n
∑
k=
[
Wn
µ(A) ε+1
]µ(A∩{ϕ = k})≤ µ
(
A∩
{
ϕ≥
[
Wn
µ(A)
ε+ 1
]})
,
and therefore
lim
n→∞
µ(Kε,n) = 0.
This implies
lim
n→∞
ν(Kε,n) = 0 for all ν ∈ Pµ.
Since also limn→∞ ν({ϕ > n}) = 0 we have
lim
n→∞
ν({|Ψn ◦T −Ψn| ≥ ε})≤ lim
n→∞
ν(Kε,n)+ lim
n→∞
ν({ϕ > n}) = 0.

Now we are in the position to give the proof of Theorem 1.5.
Proof of Theorem 1.5. Let A be a uniform set for some f ∈ Pµ. We suppose without loss of
generality that L is strictly monoton increasing and continuous. Then for every x ∈ (0,1)
we have
ν
(
L(Zn)
L(n)
≤ x
)
= ν(Zn ≤ an (x))
=
∫
A
⌊an(x)⌋
∑
k=0
1A∩{ϕ>n−k} ˆT k ( f ) dµ,
where ν denotes the probability measure with density f ∈ Pµ and an (x) := L−1 (xL(n)).
By (EL) we obtain
an (x)→ ∞ and
an (x)
n
→ 0 for n→ ∞.
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Using the monotonicity of the sequence
(
1A∩{ϕ>n}
)
we obtain by the asymptotic in (1.3)
on the one hand that
ν
(
L(Zn)
L(n)
≤ x
)
≤
∫
A
1A∩{ϕ>n−⌊an(x)⌋}
⌊an(x)⌋
∑
k=0
ˆT k ( f ) dµ
∼ µ(A∩{ϕ > n−⌊an (x)⌋}) ·L(⌊an (x)⌋) .
This and (UA) imply
limsupν
(
L(Zn)
L(n)
≤ x
)
≤ x.
On the other hand we derive in a similar way
ν
(
L(Zn)
L(n)
≤ x
)
≥
∫
A
1A∩{ϕ>n}
⌊an(x)⌋
∑
k=0
ˆT k ( f ) dµ
∼ µ(A∩{ϕ > n}) ·L(⌊an (x)⌋) .
This gives the opposite inequality
liminfν
(
L(Zn)
L(n)
≤ x
)
≥ x.
Finally the theorem follows from Lemma 3.1 (for the case β = 0) by the compactness
theorem. 
For the proof of Theorem 1.6 we need the following lemma.
Lemma 3.3. Let A∈A with 0 < µ(A)< ∞ be a uniformly returning set, Wn ∼ L(n), where
L satisfies the properties stated in (EL), and x ∈ (0,1) fixed. Then for all ε ∈ (0,1) there
exists n0 such that for all n≥ n0 and k ∈ [n− an (x) ,n] we have uniformly on A
(1− ε) 1
Wn
≤ ˆT k ( f ) ≤ (1+ ε)2 1
Wn
,
where an (x) is defined as in (EL).
Proof. Due to Proposition 1.2 we have
Wn ˆT n ( f ) −→ 1 µ− a.e. uniformly on A.
Thus, for all ε ∈ (0,1) there exists k0 := k0 (ε) such that we have uniformly on A
(1− ε) 1
Wk
≤ ˆT k ( f )≤ (1+ ε) 1
Wk
for all k ≥ k0.
By (EL) there exist n1 and n2 such that
n− an (x)≥ k0 for all n≥ n1 and
1
W[n−an(x)]
≤ (1+ ε) 1
Wn
for all n≥ n2.
Let us denote n0 := max{n1,n2}. Then by monotonicity of Wn we obtain uniformly on A
that, for all n≥ n0 and k ∈ [n− an (x) ,n] ,
(1− ε)
1
Wn
≤ (1− ε)
1
Wk
≤ ˆT k ( f )≤ (1+ ε) 1
Wk
≤
(1+ ε)
W[n−an(x)]
≤
(1+ ε)2
Wn
.

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Proof of Theorem 1.6. Let Wn ∼ L(n) as n→∞, without loss of generality we may assume
that L is monotone increasing and continuous. We have for every fixed x ∈ (0,1)
ν
(
L(n−Zn)
L(n)
≤ x
)
= ν(Zn ≥ n− an (x))
=
∫
A
∑
n−an(x)≤k≤n
1A∩{ϕ>n−k} ˆT k ( f ) ,
where an (x) = L−1 (xL(n)) . Let ε > 0. From Lemma 3.3 it follows that, for sufficiently
large n
ν
(
L(n−Zn)
L(n)
≤ x
)
≤ (1+ ε)2 1
Wn
W[an(x)] ∼ (1+ ε)
2
x.
Similarly for sufficiently large n,
x(1− ε)∼ (1− ε) 1
Wn
W[an(x)] ≤ ν
(
L(n−Zn)
L(n)
≤ x
)
.
Both inequalities give
x(1− ε)≤ liminfν
(
L(n−Zn)
L(n)
≤ x
)
≤ limsupν
(
L(n−Zn)
L(n)
≤ x
)
≤ (1+ ε)2 x.
Since ε was arbitrary, we obtain
ν
(
L(n−Zn)
L(n)
≤ x
)
−→ x as n→ ∞ for all x ∈ (0,1) . (3.7)
To show that the above convergence still holds if we replace L by the wandering rate, we
firstly point out that (3.7) in particular implies
n−Zn −→ ∞ in probability (w.r.t. ν) as n→ ∞. (3.8)
This can be seen as follows. At first note that (3.7) is equivalent to
ν(n−Zn ≤ an (x))−→ x as n→ ∞ for all x ∈ (0,1) . (3.9)
Now we suppose that (3.8) fails. Then there exists ε > 0, a monotone increasing sequence
tn ր ∞ and an integer N such that
ν(tn−Ztn ≤ N)≥ ε for all n ∈ N.
For arbitrary but fixed x ∈ (0,ε) we have limn→∞ an (x) = ∞. Hence, there exists n0 ∈ N
with
atn (x)≥ N for all n≥ n0.
Thus,
ν(tn−Ztn ≤ atn (x))≥ ν(tn−Ztn ≤ N)≥ ε for all n≥ n0.
This implies
lim
n→∞
ν(tn−Ztn ≤ atn (x))≥ ε,
contradicting (3.9).
Finally, since n− Zn → ∞ in probability, it is clear that the slowly varying function L
may be replaced by any function L1with L1 (n)∼C ·L(n) ,C > 0, as n→∞. From this and
Lemma 3.2 by the compactness result the theorem follows.

18 MARC KESSEBÖHMER AND MEHDI SLASSI
REFERENCES
[Aar97] J. Aaronson. An introduction to infinite ergodic theory, volume 50 of Mathematical Surveys and Mono-
graphs. American Mathematical Society, Providence, RI, 1997.
[BGT89] N. H. Bingham, C. M. Goldie, and J. L. Teugels. Regular variation, volume 27 of Encyclopedia of
Mathematics and its Applications. Cambridge University Press, Cambridge, 1989.
[Eri70] K. B. Erickson. Strong renewal theorems with infinite mean. Trans. Amer. Math. Soc., 151:263–291,
1970.
[Fel71] W. Feller. An introduction to probability theory and its applications. Vol. II. Second edition. John Wiley
& Sons Inc., New York, 1971.
[Kar33] J. Karamata. Sur un mode de croissance régulière. Théorèmes fondamentaux. Bull. Soc. Math. Fr.,
61:55–62, 1933.
[KS05] M. Kesseböhmer and M. Slassi. A distributional limit law for continued fraction digit sums. preprint:
arXiv:math.NT/0509559, pages 1–15, 2005.
[Sen76] E. Seneta. Regularly varying functions. Springer-Verlag, Berlin, 1976. Lecture Notes in Mathematics,
Vol. 508.
[Tha95] M. Thaler. A limit theorem for the Perron-Frobenius operator of transformations on [0,1] with indif-
ferent fixed points. Israel J. Math., 91(1-3):111–127, 1995.
[Tha98] M. Thaler. The Dynkin-Lamberti arc-sine laws for measure preserving transformation. Trans. Amer.
Math. Soc., 350:4593–4607, 1998.
[Tha00] M. Thaler. The asymptotics of the Perron-Frobenius operator of a class of interval maps preserving
infinite measures. Studia Math., 143(2):103–119, 2000.
[TZ] M. Thaler and R. Zweimüller. Distributional limit theorems in infinite ergodic theory. preprint.
[Zwe03] R. Zweimüller. Stable limits for probability preserving maps with indifferent fixed points. Stoch. Dyn.,
3(1):83–99, 2003.
E-mail address: mhk@math.uni-bremen.de, slassi@math.uni-bremen.de
UNIVERSITÄT BREMEN, FACHBEREICH 3 FÜR MATHEMATIK UND INFORMATIK, BIBLIOTHEKSTRASSE 1,
D–28359 BREMEN, GERMANY.
