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Abstract
We study the functional considered in [25, 26, 28] and a continuous version of it, analogous
to the one considered in [30]. The functionals consist of a perimeter term and a nonlocal term
which are in competition. For both the continuous and discrete problem, we show that the
global minimizers are exact periodic stripes. One striking feature of the functionals is that the
minimizers are invariant under a smaller group of symmetries than the functional itself. In the
continuous setting, to our knowledge this is the first example of a model with local/nonlocal
terms in competition such that the functional is invariant under permutation of coordinates
and the minimizers display a pattern formation which is one-dimensional. Such behaviour for a
smaller range of exponents in the discrete setting was already shown in [28].
1 Introduction
In this paper we study a discrete local/nonlocal functional considered in a series of papers by
Giuliani, Lebowitz, Lieb and Seiringer (cf. [25, 26, 28]) and a continuous version of it.
The discrete functional is the following: given E ⊂ Zd, d ≥ 1, L ∈ N
F˜dscJ,L(E) :=
1
Ld
(
J
∑
x∈[0,L)d∩Zd
∑
y∼x
|χE(x)− χE(y)| −
∑
x∈[0,L)d∩Zd, y∈Zd
x 6=y
|χE(x)− χE(y)|
|x− y|p
)
,
(1.1)
where J is a positive constant, p ≥ d + 2, y ∼ x if x and y are neighbouring points in the lattice,
and
χE(x) :=
{
1 if x ∈ E,
0 otherwise.
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In the continuous setting we consider the following functional: for E ⊂ Rd, d ≥ 1, L > 0
F˜J,L(E) = 1
Ld
(
JPer1(E, [0, L)
d)−
ˆ
[0,L)d
ˆ
Rd
|χE(x)− χE(y)|K1(x− y) dy dx
)
, (1.2)
where J is a positive constant,
Per1(E, [0, L)
d) :=
ˆ
∂E∩[0,L)d
|νE(x)|1 dHd−1(x), |z|1 =
d∑
i=1
|zi|,
with νE(x) exterior normal to E in x, is the 1-perimeter of E and K1 is a kernel. The general
assumptions on K1 will be specified in (2.3)-(2.6). One particular kernel in this class is
K1(ζ) =
1
(|ζ|1 + 1)p . (1.3)
Both of the discrete and the continuous models describe systems of particles in which there is a
short-range attracting force (the perimeter) and a repulsive long-range force (nonlocal term).
The behaviour of the functional is very similar to the one considered in [30], namely the kernel
has the same scaling, 1C
1
(|ζ|+1)p ≤ K1(ζ) ≤ C 1(|ζ|+1)p , and retains the same symmetries as the
functional considered in [30], but (1.3) has the advantage that, due to the positivity of the inverse
Laplace transform of ζd 7→
´
Rd−1 K1(ζ1, . . . , ζd) dζ1 · · · dζd−1, the reflection positivity technique can
be applied (see Section 4).
The aim of this paper is to study the structure of the minimizers of the discrete and continuous
functionals.
In order to make our problem well-posed we impose periodic boundary conditions, namely we
restrict the functional to [0, L)d-periodic sets. However, as we will see from the statement of
Theorems 1.4 and 1.5, due to the fact that our result is independent of L, this will not be a
restriction.
For both the discrete and continuous problem, there exists a critical constant Jdscc (Jc respectively)
such that if J > Jdscc (respectively J > Jc), then the global minimizers are trivial, namely either
empty or the whole domain.
The critical constants Jdscc and Jc are (as proven in [25] for the discrete setting and in [30] for the
continuous case)
Jdscc :=
∑
y1>0,
(y2,...,yd)∈Zd−1
y1
(y21 + · · ·+ y2d)p/2
and Jc :=
ˆ
Rd
|ζ1|K1(ζ) dζ.
(1.4)
When J = Jdscc − τ (resp. J = Jc − τ) with 0 < τ ≤ τ¯ for some τ¯ > 0 small enough, it has been
conjectured that the minimizers should be periodic unions of stripes of optimal period.
In order to define what we mean by unions of stripes, let us fix a canonical basis {ei}di=1. A union
of stripes in the continuous setting is a [0, L)d-periodic set which is, up to Lebesgue null sets, of the
form V ⊥i + Eˆei for some i ∈ {1, . . . , d}, where V ⊥i is the (d − 1)-dimensional subspace orthogonal
to ei and Eˆ ⊂ R with Eˆ ∩ [0, L) = ∪Nk=1(si, ti). A union of stripes is periodic if ∃h > 0, ν ∈ R s.t.
Eˆ ∩ [0, L) = ∪Nk=0(2kh + ν, (2k + 1)h + ν). In the following, we will also sometimes call unions of
stripes simply stripes.
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The family of unions of stripes will be denoted by S, and the family of unions of stripes which are
[0, L)d-periodic will be denoted by SperL .
In the discrete setting the concept of union of stripes is the same, up to intersecting with the
discrete lattice and considering h, L ∈ N. As for periodic stripes, the width and distance of the
intersection of the continuous stripes with the discrete lattice must be the same. In particular, if
the period L is a prime number there can be no periodic stripes of period less than L, thus the
only [0, L)d-periodic stripes in the discrete setting are Zd and ∅.
We will show that the conjecture on the structure of minimizers holds both for the discrete and
continuous setting. For the discrete setting, a different proof was already given in [28] for the
smaller range of exponents p > 2d.
We would like to point out that our method applies if, instead of periodic boundary conditions, we
imposed optimal periodic Dirichlet boundary conditions, namely asking that the sets E are, outside
[0, L)d, periodic unions of stripes of optimal period. We prefer periodic boundary conditions since
the problem is invariant under coordinate exchange, and thus we are not preselecting a particular
direction.
If one optimizes among periodic unions of stripes, then unions of stripes with optimal energy for F˜dscJ,L
(respectively F˜J,L) have width and distance of order τ−1/(p−d−1) and energy of order τ (p−d)/(p−d−1).
Thus it is natural to rescale the functional in such a way that the width and the energy of the stripes
are of order O(1) for τ small. Letting β := p− d− 1, the rescaling is the following:
x := τ−1/βx˜, L := τ−1/βL˜ and F˜J,L(E) := τ (p−d)/βFτ,L˜(E˜). (1.5)
In particular, notice that since the minimizers of the rescaled functional Fτ,L are unions of stripes,
also the minima of F˜J,L with J = Jc − τ are unions of stripes.
Making the substitutions in (1.5), letting also ζ = τ−1/β ζ˜ and in the end dropping the tildes, one
has that the rescaled functional in the continuous setting is given by
Fτ,L(E) = 1
Ld
(
− Per1(E, [0, L)d) +
ˆ
Rd
Kτ (ζ)
[ˆ
∂E∩[0,L)d
d∑
i=1
|νEi (x)||ζi|dHd−1(x)
−
ˆ
[0,L)d
|χE(x)− χE(x+ ζ)|dx
]
dζ
)
,
(1.6)
where Kτ (ζ) = τ
−p/βK1(ζτ−1/β).
In the discrete setting, for E ⊂ κZd [0, L)d-periodic, where κ = τ1/β and L is a multiple of κ, let
E˜κ :=
⋃
i∈E
(
i+ [−κ/2, κ/2)d
)
. Per1,κ(E, [0, L)
d) :=
∑
x∈[0,L)d∩κZd
∑
y∼x
|χE(x)− χE(y)|κd−1.
(1.7)
Then, the rescaled functional has the form
Fdscτ,L(E) =
1
Ld
(
− Per1,κ(E, [0, L)d) +
∑
ζ∈κZd
Kdscκ (ζ)
[ ˆ
∂E˜κ∩[0,L)d
d∑
i=1
|νE˜κi (x)||ζi| dHd−1(x)
−
ˆ
[0,L)d
|χE˜κ(x)− χE˜κ(x+ ζ)|dx
])
, (1.8)
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where Kdscκ (ζ) =
κd
|ζ|p .
For fixed τ > 0, consider first for all L > 0 the minimal value obtained by Fτ,L on [0, L)d-periodic
stripes (denoted above by SperL ) and then the minimal among these values as L varies in (0,+∞).
We will denote this value by C∗τ , namely
C∗τ := inf
L>0
inf
E∈SperL
Fτ,L(E)
By the reflection positivity technique (see Section 4), this value is attained on periodic stripes of
width and distance h∗τ > 0.
As in the continuum, in the discrete setting one can define similarly C∗,dscτ and h∗,dscτ .
In general, both for the discrete and the continuous setting, one does not expect h∗τ and h
∗,dsc
τ to
be unique (for the discrete setting see [28]).
For the continuous setting, our main theorems are the following.
In our first theorem, we show that for kernels satisfying assumptions (2.3)-(2.6), the period h∗τ is
unique, provided 0 < τ ≤ τˆ with τˆ > 0 depending on the chosen family of kernels.
Theorem 1.1. Let d ≥ 1, p ≥ d + 2 and a family of kernels {Kτ} satisfying (2.4)-(2.6). Then
there exists τˆ > 0 s.t. whenever 0 < τ < τˆ , h∗τ is unique.
In the next two theorems, we deal with the occurrence of pattern formation for Fτ,L.
Theorem 1.2. Let d ≥ 1, p ≥ d + 2, L > 0. Then there exists τ¯ > 0 such that ∀ 0 < τ ≤ τ¯ there
exists hτ,L such that the minimizers of Fτ,L are periodic stripes of width and distance hτ,L.
The next theorem shows that hτ,L is close to h
∗
τ whenever L is large.
Theorem 1.3. There exists a constant C such that for every 0 < τ ≤ τ¯ , one has that the width
hτ,L of a minimizer of Fτ,L satisfies
|h∗τ − hτ,L| ≤
C
L
. (1.9)
In Theorem 1.2 the constant τ¯ depends on L. One expects τ¯ to be independent on L. In this
respect, when L is of the form L = 2kh∗τ , the independence is shown in Theorem 1.4, namely τ0
does not depend on L if L = 2kh∗τ .
Theorem 1.4. Let d ≥ 1, p ≥ d + 2 and h∗τ be the optimal stripes’ width for fixed τ . Then there
exists τ0, such that for every τ < τ0, one has that for every k ∈ N and L = 2kh∗τ , the minimizers
Eτ of Fτ,L are optimal stripes of width h∗τ .
Notice that the periodic boundary conditions were imposed in order to give sense to the functional
which is otherwise not well-defined. If one is interested to show that optimal periodic stripes of
width and distance h∗τ are ”optimal” if one varies also the periodicity, then it is not difficult to see
that Theorem 1.3 is sufficient. This corresponds to the ”thermodynamic limit” and is relevant in
physics.
For the discrete setting, choosing now h∗,dscτ equal to one of the admissible optimal periodic widths
for τ > 0 we prove equivalently:
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Theorem 1.5. Let d ≥ 1, p ≥ d+ 2 and h∗,dscτ be an optimal width for the optimal periodic stripes.
Then there exists τ0 > 0 s.t. ∀ 0 < τ < τ0 and L = 2kh∗,dscτ , k ∈ N, the minimizers of Fdscτ,L are
periodic stripes of width h∗,dscτ .
As already noticed, in the discrete for a union of stripes E to be [0, L)d-periodic of width and
distance h one has that L/h ∈ 2N. Given that h ∈ τ1/βZ this is not always possible. Therefore,
there can not be an analogous statement to Theorem 1.2 and Theorem 1.3.
1.1 Scientific Context
The competition between short-range and long-range forces is at the base of pattern formation in
many areas of physics and biology (see e.g. [18, 31, 35, 13, 41]).
In dimension d = 1, there are many instances in which pattern formation is rigorously shown
(see e.g. [39, 14, 21]).
However, in dimension d ≥ 2, showing pattern formation is a rather difficult problem which is
rigorously solved in very few models: in the discrete case, to our knowledge, only in [28, 45, 9],
and, in the continuous setting, in [27]. On the general issue of crystallization see [8].
In the continuous setting, the closest and most famous model is the sharp interface version of the
Ohta-Kawasaki [40] model. This functional is well-studied (e.g. [15, 17, 33, 2, 41, 39, 16, 29, 34, 38]).
Even though periodic pattern formation is expected due to physical experiments and numerical
simulations (e.g. [44, 15]), the problem is still open.
One of the main difficulties is that the minimizers are invariant under a smaller group of symmetries
than the functional itself. This is sometimes called breaking of symmetry. In the continuous setting,
to our knowledge this is the first example of a model with local/nonlocal terms in competition such
that the functional is invariant under permutation of coordinates and the minimizers display a
pattern formation which is one-dimensional. Such behaviour for a smaller range of exponents in
the discrete setting was already shown in [28].
As already stated in the beginning of the introduction, in this paper we are considering questions
that have already been studied in a series of papers in [21, 22, 25, 26, 27, 28]. For this reason we
would like discuss some of the similarities and differences to the most recent paper [28]. In [28],
the discrete setting is considered. It can be shown that their setting is equivalent to ours.
In the smaller range of exponents p > 2d, they prove a result similar to Theorem 1.5. We improve
their result to the range of exponents p ≥ d+ 2. Our results can be viewed as progress towards the
aim of proving pattern formation for the more “physical” exponents. Among them we recall the case
of thin magnetic films (p = d+ 1 see e.g. [44, 21]), 3D micromagnetics (p = d see e.g. [37, 43, 32])
and diblock copolymers (p = d− 2 see e.g. [40]).
Very broadly speaking, the general strategy in this paper has some similarities to [28]. Both use
a two-scale approach in order to identify regions in which the set resembles a union stripes (what
in [28] is called “good” regions/tiles) and regions in which such resemblance does not hold (“bad”
regions/tiles). However the criteria on which “good” and “bad” regions are chosen is different in
the two papers. In [28], this corresponds to a localization in terms of droplets and in our setting
this corresponds to an averaging argument (e.g. (7.18)).
In both papers, the goal is to show that not only “bad” regions are never convenient but also that
in a “good” region it is convenient to be “flat”. The way to achieve this is different in the two
papers.
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In [28], the deviation from being a stripe is measured in terms of “angles” and “holes”. Then, a
lower bound in terms of “angles” and “holes” is shown.
In the continuum one would like to find a characterization of nonoptimality in terms of geometric
quantities. However, the discrete concepts namely “angle” and “hole” in the continuum are ill-
posed. Moreover, a characterization of the geometry cannot reduce to just “angles” and “holes”
due to E ⊂ Rd and not E ⊂ Zd. For this reason one needs to find a decomposition of the functional
into terms that measure in a certain sense how much a minimizer deviates from being a union of
stripes. Such quantities have been introduced in [30] (see Section 2). The penalization for not being
a union of stripes is expressed through the rigidity estimate (see Proposition 3.2). The two-scale
approach, although widely used in applied analysis, in this context appeared for the first time
in [27].
A second common point to [28] is the use of the technique of reflection positivity, which was
introduced in the context of quantum field theory in [42] and applied for the first time to statistical
mechanics in [20]. For the first appearance of the technique in models with short-range and Coulomb
type interactions see [19]. For further generalizations to one-dimensional models see [21, 23, 24]
and for applications to two-dimensional models see [22, 27]. Such technique allows to show that
minimal stripes must be periodic.
In [30], for a smaller range of exponents (p > 2d instead of p ≥ d+2) a rigidity estimate was shown,
leading to prove that minimizers of Fτ,L converge in L1 to periodic stripes as τ ↓ 0. In the present
paper, we show that pattern formation really appears not only for τ tending to 0 (as was done in
[30]) but for a positive fixed τ , in the range p ≥ d + 2. For this we need a new rigidity argument
and a stability result (namely, Lemma 6.1). In the rigidity estimate we use a result of [10] (see
Section 3). Moreover, we show that in case L is an even multiple of the optimal period h∗τ , such τ
does not depend on how big L is.
M. Goldman, B. Merlet and V. Millot communicated to us that they have an alternative proof of
Proposition 3.2.
1.2 Structure of the paper
This paper is organized as follows: in Section 2, we explain the setting and some preliminary result
that will be used in the following; in Section 3 we improve the key estimate of [30], namely the
rigidity estimate, to exponents p ≥ d + 2 (See Theorem 2.3 and Theorem 3.1); in Section 4 we
show Theorem 1.1 and that for τ > 0 if one minimizes Fdscτ,L or Fτ,L among sets which are union of
stripes then the minimizers are periodic stripes (this is done by the so-called reflection positivity); in
Section 5, we show analogous results to [30] for the discrete setting using our technique; in Section 6,
we prove Theorems 1.2 and 1.3; in Section 7 we prove Theorem 1.4 and Theorem 1.5, namely that
the parameter τ > 0 such that minimizers are periodic stripes can be chosen independently of L,
provided L is an even multiple of h∗τ .
2 Setting and Preliminary results
In this section, we set the notation and recall some preliminary results on the functional (1.2)
proven in [30] which will be used in the proof of our main theorems.
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2.1 Notation and preliminary definitions
In the following, we let N = {1, 2, . . . }, d ≥ 1. On Rd, we let 〈·, ·〉 be the Euclidean scalar product
and | · | be the Euclidean norm. We let (e1, . . . , ed) be the canonical basis in Rd and for ζ ∈ Rd we
let ζi = 〈ζ, ei〉ei and ζ⊥i := ζ−ζi. For z ∈ Rd, let |z|1 =
∑d
i=1 |zi| be its 1-norm and |z|∞ = maxi |zi|
its ∞-norm.
Given a measurable set A ⊂ Rd, let us denote by Hd−1(A) its (d−1)-dimensional Hausdorff measure
and |A| its Lebesgue measure.
Given a measurable function f : Rd → R, Df denotes its distributional derivative.
For a measure µ on Rd, we denote by |µ| its total variation.
We are now ready to recall the definition of set of locally finite perimeter (see [3]). Such a property
is fundamental because the functional (1.2) is finite only on [0, L)d-periodic sets of locally finite
perimeter.
Definition 2.1. A set E ⊂ Rd is of (locally) finite perimeter if the distributional derivative of χE
is a (locally) finite measure. We let ∂E be the reduced boundary of E, namely the set of points
x ∈ spt(DχE) such that the limit
νE(x) := −lim
r↓0
DχE(B(x, r))
|DχE |(B(x, r))
exists and satisfies |νE(x)| = 1. We call νE the exterior normal to E. In particular, DχE =
−νEHd−1x∂E.
Notice that a [0, L)d-periodic set (as those considered in the paper) can not be of finite perimeter.
For this reason we need to introduce the sets of locally finite perimeter.
We define now (up to multiplying by a positive constant J) the first term of the functional (1.2),
namely
Per1(E, [0, L)
d) :=
ˆ
∂E∩[0,L)d
|νE(x)|1 dHd−1(x)
and, for i ∈ {1, . . . , d}
Per1i(E, [0, L)
d) =
ˆ
∂E∩[0,L)d
|νEi (x)|dHd−1(x), (2.1)
thus Per1(E, [0, L)
d) =
∑d
i=1 Per1i(E, [0, L)
d). Notice that in the definition of Per1 the norm applied
to the exterior normal νE is not isotropic. For more general reference on anisotropic surface energies
see [36].
Because of periodicity, w.l.o.g. we always assume that |DχE |(∂[0, L)d) = 0.
Now, let us look at the definition and the assumptions on the second term of (1.2), namely the
nonlocal term. Given a function K1 : Rd → R, one defines it as
−
ˆ
Rd
ˆ
[0,L)d
K1(ζ)|χE(x)− χE(x+ ζ)|dx dζ.
Now we set our assumptions on K1. They will be expressed in terms of the rescaled kernels
Kτ (ζ) = τ
−p/βK1(ζτ−1/β), with τ > 0 small. (2.2)
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The reason for this is that, as anticipated in the Introduction and explained in Subsection 2.2, we
will not consider directly the functional in (1.2) but rescalings of it depending on the parameter
τ := Jc − J with Jc defined in (1.4) and J < Jc. For such rescalings the kernel of the nonlocal
term has the form Kτ depending on K1 as above. Rescaling the functional in (1.2) will have the
advantage that the width and distance of the periodic optimal stripes as well as their energy will
be of order O(1).
We assume that K1 is such that the rescaled kernels Kτ satisfy the following
∃C : 1
C
1
(|ζ|+ τ1/β)p ≤ Kτ (ζ) ≤ C
1
(|ζ|+ τ1/β)p , p ≥ d+ 2, (2.3)
Kτ (ζ) converges monotonically increasing for τ ↓ 0 either to (2.4)
1
|ζ|p1
or to
1
|ζ|p ,
Kτ is symmetric under exchange of coordinates, i.e. Kτ (Pζ) = Kτ (ζ)
for all permutations P on d indices, (2.5)
K̂τ is the Laplace transform of a nonnegative function, (2.6)
where
K̂τ (ζi) =
ˆ
Rd−1
Kτ (ζ
⊥
i , ζi) dζ
⊥
i ,
which is independent of i thanks to (2.5).
An example of such family of kernels is given by the rescaling of K1(ζ) =
1
(|ζ|1+1)p , namely
Kτ (ζ) =
1
(|ζ|1 + τ1/(p−d−1))p
. (2.7)
Indeed, the first two properties are trivial, and there exists a constant Cq such that
K̂τ (z) = Cq
1
(|z|+ τ1/β)q , q = p− d+ 1.
K̂τ is the Laplace transform of a nonnegative function since, for s > 0,
1
sq
=
1
Γ(q)
ˆ +∞
0
αq−1e−αs dα
where Γ(q) is the Euler’s Gamma function. Thus
1
(s+ τ1/β)q
=
1
Γ(q)
ˆ +∞
0
αq−1e−ατ
1/β
e−αs dα.
Property (2.6) will be used in the Section 4 and in particular in all one-dimensional optimizations.
Property (2.3) will be the main source of inequalities in Section 6 and Section 7. Property (2.4) is
used in order to obtain the Γ-limit.
From now on, we fix a kernel satisfying properties (2.3)-(2.6).
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Remark 2.2. Given that all our analysis depends only on properties (2.3)-(2.6), if one is not
interested in relating the structure of minimizers of Fτ,L with the structure of minimizers of F˜J,L,
then it is not necessary to assume that Kτ is obtained via rescaling K1 as in (2.2).
Sets of locally finite perimeter are defined up to Lebesgue null sets, therefore in statements re-
garding a set of locally finite perimeter E we will always mean they hold up to null sets or for a
precise representative. Given that both the perimeter and the nonlocal quantities defining (1.2) are
invariant under modifications on null sets, we can always assume to have a precise representative.
For example, the main theorems asserting that in some regimes minimizers of (1.2) are unions of
periodic stripes hold neglecting a Lebesgue-null set.
Slicing (used in different contexts e.g. in [3, 4, 5, 6, 7, 11, 12]) will be the main tool of our analysis.
For i ∈ {1, . . . , d}, let x⊥i be a point in the subspace orthogonal to ei. We define the one-dimensional
slices of E ⊂ Rd by
Ex⊥i
:=
{
t ∈ [0, L) : tei + x⊥i ∈ E
}
.
Notice that in the above definition there is an abuse of notation as the information on the direction
of the slice is contained in the index x⊥i . As it would be always clear from the context which is the
direction of the slicing, we hope this will not cause confusion to the reader.
Given a set of locally finite perimeter E, for a.e. x⊥i its slice Ex⊥i is a set of locally finite perimeter
in R and the following slicing formula (see [36]) holds for every i ∈ {1, . . . , d}
Per1i(E, [0, L)
d) =
ˆ
∂E∩[0,L)d
|νEi (x)|dHd−1(x) =
ˆ
[0,L)d−1
Per1(Ex⊥i
, [0, L)) dx⊥i .
Whenever d = 1, a set E of locally finite perimeter is up to Lebesgue-null sets a locally finite union
of intervals (see [3, 36]). Therefore, w.l.o.g. we will write E = ∪
i∈Z
(si, ti) with ti < si+1. Moreover,
one has that the reduced boundary ∂E coincides with the topological boundary of ∪
i∈Z
(si, ti).
Thus, when d = 1 one can define
Per1(E, [0, L)) = Per(E, [0, L)) = #(∂E ∩ [0, L)),
where ∂E is the reduced boundary of E.
While writing slicing formulas, with a slight abuse of notation we will sometimes identify xi ∈ [0, L)d
with its coordinate in R w.r.t. ei and {x⊥i : x ∈ [0, L)d} with [0, L)d−1 ⊂ Rd−1.
In Sections 6 and 7 we will have to apply slicing on smaller cubes around a point. Therefore we
need to introduce the following notation. For r > 0 and x⊥i we let Q
⊥
r (x
⊥
i ) = {z⊥i : |x⊥i −z⊥i |∞ ≤ r}
or we think of x⊥i ∈ [0, L)d−1 and Q⊥r (x⊥i ) as a subset of Rd−1. Since the subscript i will be always
present in the centre (namely x⊥i ) of such (d − 1)-dimensional cube, the implicit dependence on i
of Q⊥r (x⊥i ) should be clear. We denote also by Q
i
r(ti) ⊂ R the interval of length r centred in ti.
In Section 7, instead of integrals on [0, L)d one will often consider integrals on smaller cubes
centred at other points of [0, L)d. Therefore, for z ∈ [0, L)d and r > 0, we define Qr(z) = {x ∈ Rd :
|x− z|∞ ≤ r}.
While doing estimates on slices, we will consider E ⊂ R a set of locally finite perimeter and s ∈ ∂E
a point in the relative boundary of E. We will denote by
s+ := inf{t′ ∈ ∂E,with t′ > s}
s− := sup{t′ ∈ ∂E,with t′ < s}. (2.8)
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Estimates will be obtained (see the following subsection) through the function η : ∂E × R → R
defined as
η(s, z) := min(z+, s− s−) + min(z−, s+ − s), (2.9)
where z+ = max{z, 0} and z− = −min{z, 0}. In particular, given a [0, L)d-periodic set E of locally
finite perimeter, the functions ηx⊥i
: ∂Ex⊥i
× R→ R are defined as above for the slices Ex⊥i .
In the paper, we will denote constants which depend on L > 0 and on the dimension d with the
symbol Cd,L and the constants which depend only on the dimension with Cd. In Section 7, where
the constants do not depend on L, in order to simplify notation we will use A . B, whenever there
exists a constant Cd depending only on the dimension d such that A ≤ CdB. Notice that, since a
kernel has been fixed, then the constants depend also implicitly on the chosen kernel.
In presence of multiple integrals, we use the convention
ˆ
A1
. . .
ˆ
An
f(x1, . . . xn) dxn . . . dx1 =
ˆ
A1
(
. . .
(ˆ
An
f(x1, . . . xn) dxn
)
. . .
)
dx1.
2.2 Preliminary results
Let E = Eh be a periodic union of stripes of width and distance h in the direction ei. Up to
relabeling coordinates we can assume that i = 1, thus Eh = Eˆh × [0, L)d−1, and
F˜J,L(Eh) = −τ
h
+
ˆ
Rd
K1(ζ)
( |ζ1|
h
− 1
Ld
ˆ
[0,L)d
|χEh(x)− χEh(x+ ζ1)|dx
)
dζ.
As in [30], it is possible to compute the energy F˜J,L(Eh) to get
F˜J,L(Eh) ' −τ
h
+ h−(p−d).
Optimizing in h, one finds that the optimal stripes have a width of order τ−1/(p−d−1) and energy
of order −τ (p−d)/(p−d−1). Letting β := p− d− 1, this motivates the rescaling
x := τ−1/βx˜, L := τ−1/βL˜ and F˜J,L(E) := τ (p−d)/βFτ,L˜(E˜). (2.10)
In these variables, the optimal stripes have width of order O(1).
Making the substitutions in (2.10) letting also ζ = τ−1/β ζ˜ and in the end dropping the tildes, one
has (see Lemma 3.6 in [30])
Fτ,L(E) = 1
Ld
(
− Per1(E, [0, L)d) +
ˆ
Rd
Kτ (ζ)
[ ˆ
∂E∩[0,L)d
d∑
i=1
|νEi (x)||ζi|dHd−1(x)
−
ˆ
[0,L)d
|χE(x)− χE(x+ ζ)| dx
]
dζ
)
,
(2.11)
where Kτ (ζ) = τ
−p/βK1(ζτ−1/β).
Let us now state an important estimate from below for Fτ,L (see [30, Lemma 3.2]).
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|χE(x)− χE(x+ ζ)| = |χE(x)− χE(x+ζi)|+ |χE(x+ ζi)− χE(x+ ζ)|
− 2|χE(x)− χE(x+ ζi)||χE(x+ ζi)− χE(x+ ζ)|. (2.12)
If the kernel Kτ is symmetric (namely, Kτ (ζ1, . . . , ζi, . . . , ζd) = Kτ (ζ1, . . . ,−ζi, . . . , ζd) for every
i = 1, . . . , d), one has thatˆ
[0,L)d
ˆ
Rd
|χE(x+ ζ)− χE(x+ ζ1)||χE(x+ ζ1)− χE(x)|Kτ (ζ) dζ dx
=
ˆ
[0,L)d
ˆ
Rd
|χE(x+ ζ⊥1 )− χE(x)||χE(x+ ζ1)− χE(x)|Kτ (ζ) dζ dx.
For the general case, by using property (2.3), we have thatˆ
[0,L)d
ˆ
Rd
|χE(x+ ζ)− χE(x+ ζ1)||χE(x+ ζ1)− χE(x)|Kτ (ζ) dζ dx
≤ C
ˆ
[0,L)d
ˆ
Rd
|χE(x+ ζ)− χE(x+ ζ1)||χE(x+ ζ1)− χE(x)|
(|ζ|+ τ1/β)p dζ dx
≤ C
ˆ
[0,L)d
ˆ
Rd
|χE(x+ ζ1)− χE(x)||χE(x+ ζ⊥1 )− χE(x)|
(|ζ|+ τ1/β)p dζ dx
≤ C2
ˆ
[0,L)d
ˆ
Rd
|χE(x+ ζ⊥1 )− χE(x)||χE(x+ ζ1)− χE(x)|Kτ (ζ) dζ dx,
(2.13)
where C is the constant appearing in (2.3).
In the same way as in [30, Lemma 3.2], by using (2.12) and in addition (2.13), one has that
ˆ
[0,L)d
ˆ
Rd
Kτ (ζ)|χE(x)− χE(x+ ζ)|dζ dx ≤
ˆ
[0,L)d
ˆ
Rd
Kτ (ζ)
d∑
i=1
|χE(x)− χE(x+ ζi)|dζ dx
− 2C
2
d
ˆ
[0,L)d
ˆ
Rd
Kτ (ζ)
d∑
i=1
|χE(x)− χE(x+ ζi)||χE(x)− χE(x+ ζ⊥i )| dζ dx, .
(2.14)
As it will be clear from the proof, the result does not depend on the particular value of C, without
loss of generality we may assume that C = 1.
Notice also that (2.13) is an equality if and only if χE represents unions of stripes.
Define then, for i ∈ {1, . . . , d},
Giτ,L(E) :=
ˆ
R
K̂τ (ζi)
[ ˆ
∂E∩[0,L)d
|νEi (x)||ζi| dHd−1(x)−
ˆ
[0,L)d
|χE(x)− χE(x+ ζi)|dx
]
dζi,
where K̂τ (z) =
´
Rd−1 Kτ (z, ζ
′) dζ ′ and
Iiτ,L(E) :=
2
d
ˆ
[0,L)d
ˆ
Rd
Kτ (ζ)|χE(x)− χE(x+ ζi)||χE(x)− χE(x+ ζ⊥i )|dζ dx,
Iτ,L(E) :=
d∑
i=1
Iiτ,L(E).
(2.15)
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Estimate (2.14) implies (see Lemma 3.6 in [30])
Fτ,L(E) ≥ 1
Ld
(
− Per1(E, [0, L)d) +
d∑
i=1
Giτ,L(E) +
d∑
i=1
Iiτ,L(E)
)
. (2.16)
The estimate we need now is the following (see Lemma 3.4 of [30]): for every one-dimensional
L-periodic set E ⊂ R of locally finite perimeter and every z ∈ R,
ˆ L
0
|χE(x)− χE(x+ z)| dx ≤
∑
x∈∂E∩[0,L)
η(x, z), (2.17)
where η is the function defined in (2.9)
For every τ ≥ 0, ζ ∈ Rd, [0, L)d-periodic set E ⊂ Rd of locally finite perimeter and i ∈ {1, . . . , d},
by using (2.17) with a slicing argument (see Lemma 3.4 in [30]) one has thatˆ
[0,L)d
ˆ
Rd
Kτ (ζ)|χE(x)− χE(x+ ζi)|dζ dx ≤
ˆ
∂E∩[0,L)d
|νEi (x)|
ˆ
Rd
Kτ (ζ)ηx⊥i
(xi, ζi) dζ dHd−1(x).
(2.18)
We will use the following slicing formula
Giτ,L(E) =
ˆ
[0,L)d−1
G1dτ,L(Ex⊥i ) dx
⊥
i , (2.19)
where
G1dτ,L(Ex⊥i ) :=
ˆ
R
K̂τ (z)
(
Per(Ex⊥i
, [0, L))|z| −
ˆ L
0
|χE
x⊥
i
(x)− χE
x⊥
i
(x+ z)|dx
)
dz. (2.20)
As a consequence of (2.18) and the fact that |z| ≥ ηx⊥i (x, z), G
i
τ,L(E) ≥ 0.
More precisely, one has the following estimate from below for G1dτ,L (see [30, Lemma 3.7]): for every
one-dimensional L-periodic set E of locally finite perimeter (recall that β = p− d− 1),
G1dτ,L(E) ≥ Cd,L
∑
x∈∂E∩[0,L)
min((x+ − x)−β, τ−1) + min((x− x−)−β, τ−1), (2.21)
where x+ and x− are defined as in (2.8).
Moreover, for every δ ≥ τ1/β, one has that (see [30, Lemma 3.7])
Per(E, [0, L))− 1 ≤ Cd,L(Lδ−1 + δβG1dτ,L(E)). (2.22)
Although in [30] the estimates above hold for a slightly different kernel (namely, 1|ζ|p+1), they
continue to hold for the type of kernels considered here since the only thing which is used in the
proof is assumption (2.3).
Optimizing in δ in (2.22), one has that
Per(E, [0, L))− 1 ≤ Cd,L max
(
τG1dτ,L(E),G1dτ,L(E)1/p−d
)
.
Integrating it for Ex⊥i
w.r.t. x⊥i ∈ [0, L)d−1 one obtains
Fτ,L(E) ≥ Cd,L
[
− 1 + 1
Ld
( d∑
i=1
Giτ,L(E) +
d∑
i=1
Iiτ,L(E)
)]
(2.23)
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and
Per1(E, [0, L)
d) ≤ Cd,LLd max(1,Fτ,L(E)). (2.24)
For details see Lemma 3.9 in [30].
The main result of [30] is the following.
Theorem 2.3 ([30, Theorem 1.1]). Let p > 2d and L > 0. Then one has that Fτ,L Γ-converge in
the L1-topology as τ → 0 to a functional F0,L which is invariant under permutation of coordinates
and finite on sets which are (up to permutation of coordinates) of the form E = F × Rd−1 where
F ⊂ R is L-periodic with #{∂F ∩ [0, L)} <∞.
Moreover, let {Eτ} be a family of [0, L)d-periodic subsets of Rd such that there exists M such
that for every τ one has that Fτ,L(Eτ ) < M . Then, up to a permutation of coordinates, one has
that there is a subsequence which converges in L1 to some set of the form E = F × Rd−1 with
#{∂F ∩ [0, L)} <∞.
3 From p > 2d to p ≥ d+ 2
In this section we will prove the following theorem:
Theorem 3.1 ([30, Theorem 1.1] improved). Let p ≥ d + 2 and L > 0. Then one has that Fτ,L
Γ-converge in the L1-topology as τ → 0 to a functional F0,L which is invariant under permutation
of coordinates and finite on sets (up to permutation of coordinates) of the form E = F × Rd−1,
where F ⊂ R is L-periodic with #{∂F ∩ [0, L)} <∞.
On sets of the form E = F × Rd−1 the functional is defined by
F0,L(E) = 1
L
(
−#{∂F ∩ [0, L)}+
ˆ
Rd
1
|ζ|p
[ ∑
x∈∂F∩[0,L)
|ζ1|−
ˆ L
0
|χF (x)−χF (x+ζ1)|dx
]
dζ
)
. (3.1)
Moreover, let {Eτ} be a family of [0, L)d-periodic subsets of Rd such that there exists M such that
for every τ one has that Fτ,L(Eτ ) < M , then, up to a permutation of coordinates, one has that there
is a subsequence which converges in L1([0, L)d) to some set E = F×Rd−1 with #{∂F ∩ [0, L)} <∞.
The proof of Theorem 3.1 consists of two main parts: a part in which compactness of sets of
equibounded energy and lower semicontinuity of the functionals Giτ,L and Iiτ,L is proved and a part
in which a rigidity estimate is proved. The rigidity estimate roughly says that in the limit as τ ↓ 0,
sets of equibounded energy must converge to stripes in L1([0, L)d). This in turn says that the
limiting problem is one-dimensional.
For the first part we refer to [30], where the quantities and the estimates defined in Section 2 are
used.
The second part is based on different arguments. Indeed, the rigidity result is the core of Theo-
rem 3.1. Such result is contained in the following proposition, which substitutes Proposition 4.3 of
[30].
Proposition 3.2 (Rigidity). Let p ≥ d + 2 and let E be a [0, L)d-periodic set of locally finite
perimeter such that
∑d
i=1 Gi0,L(E) + I0,L(E) < +∞. Then, E is one-dimensional, i.e. up to
permutation of the coordinates, E = Ê × Rd−1 for some L−periodic set Ê.
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In the proof of Proposition 3.2, we will apply the following result (see [10, Proposition 1]). It will
be applied to the function riλ(u, ·) : Rd−1 → R (for the definition see (3.6) below).
Theorem 3.3. Let Ω ⊂ Rd−1 be an open and connected set in Rd−1 and f : Rd−1 → R be a
measurable function such that ˆ
Ω×Ω
|f(x)− f(y)|
|x− y|d < +∞. (3.2)
Then f is constant almost everywhere, namely there is constant function f˜ such that f = f˜ up to
a set of null Lebesgue measure.
Notice that the Theorem 3.3 is trivial whenever f is smooth. In order to obtain the nonsmooth
case, a regularization step is needed (see [10] for the details).
Let us also recall our notation: given t ∈ Rd, we will denote by ti = 〈t, ei〉ei, t⊥i = t− ti and we set
fE(t
⊥
i , ti, t
′⊥
i , t
′
i) := |χE(t⊥i + ti + t′i)− χE(ti + t⊥i )||χE(t⊥i + ti + t′⊥i )− χE(ti + t⊥i )|. (3.3)
In order to be able to use Theorem 3.3, we need to change variables and have K0(t
′ − t) instead of
K0(t
′) in our formulas. For this reason we will make the change of variables t˜ = t′ + t. Thus we
have that
d
2
Ii0,L(E) =
ˆ
[0,L)d
ˆ
Rd
|χE(t+ t′⊥i )− χE(t)||χE(t+ t′i)− χE(t)|K0(t′) dt′ dt
=
ˆ
[0,L)d
ˆ
Rd
|χE(ti + t˜⊥i )− χE(t)||χE(t⊥i + t˜i)− χE(t)|K0(t˜− t) dt˜dt
=
ˆ
[0,L)d
ˆ
Rd
|χE(ti + t′⊥i )− χE(t)||χE(t⊥i + t′i)− χE(t)|K0(t′ − t) dt′ dt
≥
ˆ
[0,L)d
ˆ
[0,L)d
|χE(ti + t′⊥i )− χE(t)||χE(t⊥i + t′i)− χE(t)|K0(t′ − t) dt′ dt
Since we will make a slicing argument, we further rewrite the above as
d
2
Ii0,L(E) ≥
ˆ
[0,L)d−1
ˆ
[0,L)d−1
Int(t⊥i , t
′⊥
i ) dt
⊥
i dt
′⊥
i , (3.4)
where
Int(t⊥i , t
′⊥
i ) :=
ˆ L
0
ˆ L
0
fE(t
⊥
i , ti, t
′⊥
i − t⊥i , t′i − ti)K0(t− t′) dti dt′i. (3.5)
It is useful to think of Int(t⊥i , t
′⊥
i ) as the interaction between two different slices.
In this section we will use the following notation: given λ ∈ (0, L2 ), u ∈ (λ, L − λ) and E a set of
locally finite perimeter and t⊥i ∈ [0, L)d−1, we will denote by
riλ(u, t
⊥
i ) := min
{
inf{|u− s| : s ∈ ∂Et⊥i and s ∈ (λ, L− λ)}, |u− λ|, |L− λ− u|
}
rio(t
⊥
i ) := inf
s∈∂E
t⊥
i
∩[0,L]
min(s+ − s, s− s−), (3.6)
where s+, s− are defined in (2.8).
Notice that for a set of finite perimeter the followings hold:
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• Et⊥i is a set of finite perimeter for almost every t
⊥
i ,
• for every set of finite perimeter in F ⊂ R, there exist a finite number of intervals {Ji}Ni=1
such that F ∩ [0, L) = ⋃Ni=1 Ji, where the equality is intended in the measure theoretic sense,
namely up to a set of null measure (see [3]).
Thus the above map is well-defined for almost every t⊥i and measurable.
Remark 3.4. When λ = 0, term riλ(u, t
⊥
i ) measures the distance of u from jump points on ∂Et⊥i
which are close. The role of λ > 0 is technical: it is used to handle the situation in which the next
jump point s ∈ ∂Et⊥i is in a λ-neighborhood of {0, L}. In Proposition 3.2, this technical point would
be unnecessary since E is [0, L)d-periodic. However, we introduce it because it will be needed in the
proof of the local rigidity lemma, namely Lemma 7.6 (when instead of [0, L)d we will consider [0, l)d
with l < L and therefore E is not [0, l)d-periodic). We prefer to give here already a more general
proof instead of repeating twice a similar argument.
Suppose that, for every u, one has that riλ(u, ·) is constant almost everywhere: if this holds for
every i, then it is not difficult to see that E is (up to null sets) either a union of stripes or a
checkerboards, where by checkerboards we mean any set whose boundary is the union of affine
subspace orthogonal to coordinate axes, and there are at least two of these directions.
Via an energetic argument one can rule out checkerboards (see the comment at the end of the proof
of Proposition 3.2).
In order to obtain that riλ(u, ·) is constant almost everywhere, we will apply Theorem 3.3.
The main use of the term rio(ti) is the following: since Gi0,L(E) < +∞ and inequality (2.21) holds
for τ = 0, one has that
ˆ
[0,L)d−1
(ri0(t
⊥
i ))
−β dt⊥i ≤ Gi0,L(E) < +∞. (3.7)
The next lemma gives a lower bound for the interaction term of close slices.
Lemma 3.5. Let λ ∈ (0, L/2) and let t′⊥i , t⊥i ∈ [0, L)d−1, t⊥i 6= t′⊥i be such that min(rio(t⊥i ), rio(t′⊥i )) >
|t′⊥i − t⊥i | and |t′⊥i − t⊥i | ≤ λ. Then for every u ∈ (λ, L− λ) it holds
Int(t′⊥i , t
⊥
i ) ≥ Cd,L
|riλ(u, t′⊥i )− riλ(u, t⊥i )|
|t′⊥i − t⊥i |d
. (3.8)
Proof. W.l.o.g. let us assume that riλ(u, t
⊥
i ) < r
i
λ(u, t
′⊥
i ). In particular this implies that r
i
λ(u, t
⊥
i ) <
min(|u− λ|, |L− λ− u|), and hence there exists a point so ∈ (λ, L− λ) such that
|u− so| = inf{|u− s| : s ∈ ∂Et⊥i , s ∈ (λ, L− λ)}.
For simplicity of notation denote δ = |t′⊥i − t⊥i | and r = |riλ(u, t⊥i ) − riλ(u, t′⊥i )|. Since ro(t⊥i ) > δ,
one has that
(so − δ, so + δ) ∩ Et⊥i = (so, so + δ) or (so − δ, so + δ) ∩ Et⊥i = (so − δ, so).
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Notice that since λ ≥ δ, we have that (so − δ, so + δ) ⊂ [0, L). We will assume
(so − δ, so + δ) ∩ Et⊥i = (so, so + δ) (3.9)
The other case is analogous.
We will distinguish two subcases:
(i) Suppose r > δ/2. From the definition of δ and r, then for the slice in t′⊥i one has that
(so − δ/2, so + δ/2) ∩ Et′⊥i = (so − δ/2, so + δ/2) or (so − δ/2, so + δ/2) ∩ Et′⊥i = ∅.
Indeed on the slice Et′⊥i
, the closest jump point to so is at least r distant and r > δ/2. We
will assume the first alternative above. The other case is analogous.
Then for every a ∈ (so − δ/2, so) and a′ ∈ (so, so + δ/2), one has that
fE(t
⊥
i , a, t
′⊥
i − t⊥i , a′ − a) = 1.
Thus given that riλ(u, t
⊥
i ) ≤ L, we have that
Int(t⊥i , t
′⊥
i ) =
ˆ L
0
ˆ L
0
fE(t
⊥
i , ti, t
′⊥
i − t⊥i , t′i − ti)K0(t′ − t) dti dt′i
≥
ˆ so
so−δ/2
ˆ so+δ/2
so
fE(t
⊥
i , ti, t
′⊥
i − t⊥i , t′i − ti)K0(t′ − t) dt′i dti
≥
ˆ so
so−δ/2
ˆ so+δ/2
so
K0(t
′ − t) dt′i dti ≥ Cd
δ2
δp
≥ Cd |r
i
λ(u, t
⊥
i )− riλ(u, t′⊥i )|
2L
1
δp−2
≥ Cd,L |r
i
λ(u, t
⊥
i )− riλ(u, t′⊥i )|
|t′⊥i − t⊥i |d
,
where in the second last line above we have used that for every ti ∈ (so − δ/2, so) and
t′i ∈ (so, so + δ/2) one has that
K0(t
′ − t) ≥ Cd|t′⊥i − t⊥i |p
. (3.10)
(ii) Let us assume now that r ≤ δ/2. Since ro(t′⊥i ), ro(t⊥i ) > δ, one has that either
(so − r, so + δ/2) ∩ Et′⊥i = (so − r, so + δ/2) or (so − r, so + δ/2) ∩ Et′⊥i = ∅
or (so − δ/2, so + r) ∩ Et′⊥i = (so − δ/2, so + r) or (so − δ/2, so + r) ∩ Et′⊥i = ∅.
Indeed if none of the above were true we would have that #(∂Et′⊥i
∩ (so− δ/2, so + δ/2)) ≥ 2,
which contradicts ro(t
′⊥
i ) > δ.
W.l.o.g. (see Figure 1) we will assume
(so − r, so + δ/2) ∩ Et′⊥i = (so − r, so + δ/2).
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λλ
s0 + δ/2
s0
s0 − r
u
t⊥i t
′⊥
i
(a, t′⊥i )(a, t
⊥
i )
(a′, t⊥i )
Figure 1: The points in the proof of Lemma 3.5 case (ii) are depicted. Recall that δ = |t⊥i −t′⊥i | ≤ λ,
r = |riλ(u, t′⊥i ) − riλ(u, t⊥i )| is less than or equal to δ/2. In the estimate for the interaction term
Int(t′⊥i , t
⊥
i ) one takes points (a, t
⊥
i ), (a, t
′⊥
i ) with a ∈ (so − r, so) and (a′, t⊥i ) with a′ ∈ (so, so + δ2).
The other cases are analogous.
Then for every a ∈ (so−r, so) and a′ ∈ (so, so+δ/2), one has that fE(t⊥i , a, t′⊥i −t⊥i , a′−a) = 1.
Thus
Int(t⊥i , t
′⊥
i ) =
ˆ L
0
ˆ L
0
fE(t
⊥
i , ti, t
′⊥
i − t⊥i , t′i − ti)K0(t′ − t) dti dt′i
≥
ˆ so
so−r
ˆ so+δ/2
so
fE(t
⊥
i , ti, t
′⊥
i − t⊥i , t′i − ti)K0(t′ − t) dt′i dti
≥
ˆ so
so−r
ˆ so+δ/2
so
K0(t
′ − t) dt′i dti ≥ Cd
δr
δp
≥ Cd,L |r
i
λ(u, t
⊥
i )− riλ(u, t′⊥i )|
|t′⊥i − t⊥i |d+1
,
where in the last line we have used (3.10).
Lemma 3.6. Assume that E ⊂ Rd is a set of locally finite perimeter such that (rio)−β ∈ L1([0, L)d),
p ≥ d + 2 and I0,L(E) < +∞. Let riλ(u, ·) be as defined in (3.6). Then, we have that riλ(u, ·) is
constant almost everywhere.
Proof. We will apply Theorem 3.3 to the function riλ(u, ·). Notice that because [0, L)d−1 ⊃ (0, L)d−1,
by showing (3.2) with [0, L)d−1 instead of (0, L)d−1 we have that riλ(u, ·) is constant almost every-
where.
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ˆ
[0,L)d−1
ˆ
[0,L)d−1
|riλ(u, t⊥i )− riλ(u, t′⊥i )|
|t′⊥
i
− t⊥
i
|d dt
′⊥
i dt
⊥
i ≤ Cd,L(Gi0,L(E) + Ii0,L(E)) < +∞. (3.11)
and since Ii0,L(E) is finite we have that r
i
λ(u, ·) is constant almost everywhere.
We have that
ˆ
[0,L)d−1
ˆ
[0,L)d−1
|riλ(u, t⊥i )− riλ(u, t′⊥i )|
|t′⊥
i
− t⊥
i
|d dt
⊥
i dt
′⊥
i
≤
ˆ
[0,L)d−1
ˆ
[0,L)d−1
χA(t
⊥
i , t
′⊥
i )
|riλ(u, t′⊥i )− riλ(u, t⊥i )|
|t⊥i − t′⊥i |d
dt′⊥i dt
⊥
i
+
ˆ
[0,L)d−1
ˆ
[0,L)d−1
χB(t
⊥
i , t
′⊥
i )
|riλ(u, t′⊥i )− riλ(u, t⊥i )|
|t⊥i − t′⊥i |d
dt′⊥i dt
⊥
i
+
ˆ
[0,L)d−1
ˆ
[0,L)d−1
χC(t
⊥
i , t
′⊥
i )
|riλ(u, t′⊥i )− riλ(u, t⊥i )|
|t⊥i − t′⊥i |d
dt′⊥i dt
⊥
i
(3.12)
where
A :=
{
(t′⊥i , t
⊥
i ) ∈ [0, L)d−1 × [0, L)d−1 : min(ro(t′⊥i ), ro(t⊥i )) ≤ |t⊥i − t′⊥i |, and |t′⊥i − t⊥i | ≤ λ
}
B :=
{
(t′⊥i , t
⊥
i ) ∈ [0, L)d−1 × [0, L)d−1 : min(ro(t′⊥i ), ro(t⊥i )) > |t⊥i − t′⊥i |, and |t′⊥i − t⊥i | ≤ λ
}
C :=
{
(t′⊥i , t
⊥
i ) ∈ [0, L)d−1 × [0, L)d−1 : |t′⊥i − t⊥i | > λ
}
.
The last term on the r.h.s. of (3.12) is trivially bounded.
Because of (3.8), we have that
ˆ
[0,L)d−1
ˆ
[0,L)d−1
χB(t
⊥
i , t
′⊥
i )
|riλ(u, t′⊥i )− riλ(u, t⊥i )|
|t⊥i − t′⊥i |d
dt′⊥i dt
⊥
i ≤ Cd,L
ˆ
[0,L)d−1
ˆ
[0,L)d−1
Int(t′⊥i , t
⊥
i )
≤ Cd,Ld
2
Ii0,L(E)
(3.13)
Since
A = {(t⊥i , t′⊥i ) : ro(t⊥i ) ≤ |t⊥i − t′⊥i |} ∪ {(t⊥i , t′⊥i ) : ro(t′⊥i ) ≤ |t⊥i − t′⊥i |},
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it is sufficient to estimate the contribution of {(t⊥i , t′⊥i ) : ro(t⊥i ) ≤ |t′⊥i − t⊥i |}. Thus, one has that
¨
[0,L)d−1×[0,L)d−1
χA(t
′⊥
i , t
⊥
i )
|riλ(u, t⊥i )− riλ(u, t′⊥i )|
|t⊥i − t′⊥i |d
dt′⊥i dt
⊥
i
≤ 2
ˆ
[0,L)d−1
ˆ
{ro(t⊥i )<|t′⊥i −t⊥i |}
|riλ(u, t⊥i )− riλ(u, t′⊥i )|
|t⊥i − t′⊥i |d
dt′⊥i dt
⊥
i
≤ 2
ˆ
[0,L)d−1
ˆ
{ro(t⊥i )<|t′⊥i −t⊥i |}
2L
|t⊥i − t′⊥i |d
dt′⊥i dt
⊥
i
≤ Cd
ˆ
[0,L)d−1
ˆ L
ro(t⊥i )
2Lρd−2
ρd
dρdt⊥i
≤ Cd,L
ˆ
[0,L)d−1
ro(t
⊥
i )
−1 dt⊥i
≤ Cd,L
ˆ
[0,L)d−1
ro(t
⊥
i )
−β dt⊥i
≤ Cd,LGi0,L(E)
(3.14)
where from the third to the fourth line we have used a change to polar coordinates, from the fifth
to the sixth line the fact that β = p− d− 1 ≥ 1 and in the last line estimate (3.7).
By combining estimates (3.13) and (3.14) with the boundedness of the last term in (3.12) we
have (3.11).
Proof of Proposition 3.2. From the Lemma 3.6 riλ(u, ·) is constant almost everywhere for every u
and for every i. Fix u and λ sufficiently small such that riλ(u, ·) 6= min(|u − λ|, |L − λ − u|). If
this is not possible, then E ∩ [0, L)d is either [0, L)d or ∅. Therefore for every t⊥i , the minimizers of
|s−u| for s ∈ ∂Et⊥i are either u+r
i
λ(u, t
⊥
i ) or u−riλ(u, t⊥i ). The fact that riλ(u′, t⊥i ) is also constant
almost everywhere for u′ ∈ (u− ε, u+ ε) implies that one of the following three cases holds
(a) u+ riλ(u, t
⊥
i ) ∈ ∂Et⊥i for all t
⊥
i ∈ [0, L)d−1
(b) u− riλ(u, t⊥i ) ∈ ∂Et⊥i for all t
⊥
i ∈ [0, L)d−1
(c) u+ riλ(u, t
⊥
i ) ∈ ∂Et⊥i for all t
⊥
i ∈ [0, L)d−1 and u− riλ(u, t⊥i ) ∈ ∂Et⊥i for all t
⊥
i ∈ [0, L)d−1.
Thus, since this holds for every i, we have that E must be a checkerboard or a union of stripes. We
recall that by a checkerboard we mean any set whose boundary is the union of affine hyperplanes
orthogonal to coordinate axes, and there are at least two of these directions.
However, one can rule out checkerboard. To see this we consider the contribution to the energy
given in a neighbourhood of an edge. W.l.o.g. we may assume that around this edge the set E is
of the following form −ε ≤ x1 ≤ 0 and −ε ≤ x2 ≤ 0 and xi ∈ (−ε, ε) for i 6= 1, 2. Notice that for
every ζ such that ζ1 + x1 > 0, ζ2 + x2 > 0 and ζi ∈ (−ε, ε) for i 6= 1, 2, the integrand in I10,L(E) is
equal to 1/|ζ|p1. Then by setting Ax1,x2 := (−x1,−x1 + ε) × (−x2,−x2 + ε) × (−ε, ε)d−2, one has
that
d
2
I10,L(E) ≥
ˆ
(−ε,0)2×(−ε,ε)d−2
ˆ
Ax1,x2
1
|ζ|p1
dζ dx ≥
ˆ
(0,ε)2d
1
(x1 + ζ1 + x2 + ζ2 +
∑d
i=3 ζi)
p
dζ dx
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The above can be further bounded from below (up to a constant depending on the dimension) by
εd−2
ˆ
(0,ε)d+2
1
|t|p dt
which, by making a change of variables to polar coordinates, diverges. A similar calculation was
made also in [25].
4 The one-dimensional problem
Let us consider the following one-dimensional functional: on an L-periodic set E ⊂ R of locally
finite perimeter
F1τ,L(E) =
1
L
(
− Per(E, [0, L)) +
ˆ
R
K̂τ (z)
[
Per(E, [0, L))|z| −
ˆ L
0
|χE(x)− χE(x+ z)|dx
]
dz
)
,
where
K̂τ (z) =
ˆ
Rd−1
Kτ (z, z
′) dz′.
We will consider as before kernels which satisfy conditions (2.3)-(2.6). In particular,
Cq
C(τ1/β + |z|)q ≤ K̂τ (z) ≤
CCq
(τ1/β + |z|)q , q := p− d+ 1, (4.1)
where C is the constant appearing in (2.3) and Cq appears in
ˆ
Rd−1
dζ1 · · · dζd−1
(τ1/β + |ζ1|+ · · ·+ |ζd|)p
=
Cq
(τ1/β + |ζ1|)q
.
The above functional corresponds to Fτ,L(E) when the set E is a union of stripes.
The main tool of this section is the reflection positivity technique, introduced in the context of
quantum field theory [42] and then applied for the first time in statistical mechanics in [20]. For
the first appearance of the technique in models with short-range and Coulomb type interactions
see [19]. See [21], [23], [24] for further generalizations to one-dimensional models and [22], [27] for
applications to two-dimensional models.
Only for notational reasons, we follow [30]. Except for Theorem 1.1, the rest of this section can be
indeed obtained by simple modifications of well-known results.
The main statements that will be shown in this section are Theorem 1.1 and the following
Theorem 4.1. There exists C > 0 and τˆ > 0 such that for every 0 ≤ τ < τˆ , ∃h∗τ > 0 s.t., for
every L > 0, the minimizers of F1τ,L are periodic stripes of period hτ for some hτ > 0 satisfying
|hτ − h∗τ | ≤
C
L
.
h∗τ is the period of the stripes giving the optimal energy density among all [0, L)d-periodic sets, as
L varies.
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In order to prove Theorem 1.1 and Theorem 4.1, we proceed using the method of reflection positivity.
Where the proofs are the same as in [30], we refer directly to that paper for the details.
For h > 0, recall that Eh := ∪k∈Z[(2k)h, (2k + 1)h]. Then, define
e∞,τ (h) := F1τ,2h(Eh) = lim
L→+∞
F1τ,L(Eh).
Analogously to [30, Lemma 6.1], one can see that
e∞,τ (h) = −1
h
+Aτ (h), (4.2)
where
Aτ (h) :=
ˆ +∞
h
(z − h)K̂τ (z) dz +
∑
k∈N
ˆ h
0
ˆ (2k+1)h
2kh
K̂τ (x− y) dy dx.
Thus one can define h∗τ equivalently, as the minimizer of e∞,τ .
For convenience of notation, let us denote by e¯∞,τ , the corresponding e∞,τ relative to the specific
kernel defined in (2.7), namely
Kτ (ζ) =
1
(|ζ|1 + τ1/(p−d−1))p
.
Proof of Theorem 1.1. We will show that for τ small enough the function e∞,τ has a unique mini-
mizer.
We will divide the proof of into several steps.
Step 0: It is not difficult to see that for the specific kernel defined in (2.7) the minimizer of e¯∞,0
is unique. Indeed, performing calculations analogous to those in Lemma 6.1 of [30], one has that
for that kernel
e¯∞,0 = −1
h
+A0(h) = −1
h
+ C¯q
1
hq−1
, (4.3)
which has the unique minimizer
h¯∗ = ((q − 1)C¯q)1/(q−2).
Step 1: K̂τ is C
∞ and convex. This comes from the definition of reflection positivity. Indeed, if
K̂τ (z) =
´ +∞
0 e
−λz dµ(λ), for a positive measure µ, then K̂ ′′τ (z) =
´ +∞
0 λ
2e−λz dµ(λ) ≥ 0.
Step 2: Let f : R → R be a C1 and convex function and let fn : R → R be a family of C1
and convex functions such that for every x ∈ R one has that fn(x) → f(x). One can show that
f ′n(x) → f ′(x) for every x. Indeed, let x ∈ R and ε > 0. By definition, there exists h > 0 such
that f(x+h)−f(x)h < f
′(x) + ε. Moreover, since fn converges to f pointwise, there exists n ∈ N such
that fk(x+h)−fk(x)h < f
′(x) + ε for all k ≥ n. By using the convexity and differentiability of fk,
one can observe that f ′k(x) ≤ fk(x+h)−fk(x)h , hence f ′k(x) < f ′(x) + ε for all k ≥ n. The inequality
f ′(x)− ε ≤ f ′k(x) can be obtained via a similar reasoning.
Step 3: We now show that for every δ > 0 there exists τ¯ > 0 such that |K̂ ′τ (z)| ≤ 1zq+1 for every
z ≥ δ and τ ≤ τ¯ . Indeed, let z ≥ δ. Then, by assumption, one has that K̂τ (z) ≥ CqC(τq/β+zq) and
K̂τ (z/2) ≤ CCqτq/β+(z/2)q . Thus, from the convexity of K̂τ proved in Step 1 one has that
|K̂ ′τ (z)| ≤
|K̂τ (z)− K̂τ (z/2)|
z/2
≤
∣∣∣ Cq
C(τq/β+zq)
− CCq
τq/β+(z/2)q
∣∣∣
z/2
. (4.4)
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Given that τ  δ, there exist cˆ, Cˆ and C¯, such that
|K̂ ′τ (z)| ≤
∣∣∣ Cq
C(τq/β+zq)
− Cq
τq/β+(z/2)q
∣∣∣
z/2
≤
∣∣∣ cˆzq − Cˆ(z/2)q ∣∣∣
z/2
≤ C¯
zq+1
.
Step 4: From Steps 2 and Step 3, one has that the convergence of K̂τ (z) to
1
zq in property (2.4) can
be upgraded to uniform convergence on compact intervals of (0,+∞). Indeed, let [a, b] ⊂ (0,+∞)
and let y ∈ [a, b]. Then K̂τ (y) = K̂τ (a) +
´ y
a K̂
′
τ (t) dt. On one side, K̂τ (a) converges to
1
aq . On
the other side, the pointwise convergence of K̂ ′τ from Step 2 turns in a convergence of the integral´ y
a K̂
′
τ (t) dt thanks to the bound in Step 3 for τ small enough depending on a and dominated
convergence.
Step 5: From the definition of Aτ (h) one has that
A′τ (h) =
ˆ +∞
h
K̂τ (z) dz +
∑
k∈N
ˆ (2k+1)h
2kh
K̂τ (h− y) dy
+
∑
k∈N
(2k + 1)
ˆ h
0
K̂τ (x− (2k + 1)h) dx−
∑
k∈N
2k
ˆ h
0
K̂τ (x− 2kh) dx
and
A′′τ (h) =− K̂τ (h) +
∑
k∈N
(2k + 1)K̂τ (−2kh)−
∑
k∈N
2kK̂τ ((1− 2k)h) +
∑
k∈N
ˆ (2k+1)h
2kh
K̂ ′τ (h− y) dy
−
∑
k∈N
(2k + 1)2
ˆ h
0
K̂ ′τ (x− (2k + 1)h) dx+
∑
k∈N
(2k + 1)K̂τ (−2kh)
+
∑
k∈N
(2k)2
ˆ h
0
K̂ ′τ (x− (2k)h) dx−
∑
k∈N
2kK̂τ ((1− 2k)h).
In particular, for δ > 0, on [δ,+∞) A′τ and A′′τ converge uniformly to A′0 respectively A′′0, where
A0 is defined in (4.3). This follows from Step 4, the decay property (2.3), pointwise convergence of
K̂ ′τ given by Step 2 and the bound for K̂ ′τ given in Step 3.
Step 6: As a consequence of the convergence of A′τ in Step 5, one has that
lim
τ→0
sup{|h− h¯∗| : e′∞,τ (h) = 0} = 0
Step 7: The function e¯∞,0 defined in (4.3) is strictly convex in a neighborhood of the unique
minimizer. Indeed,
e¯′′∞,0(h) =
1
h3
[
C¯q(q − 1)q 1
hq−2
− 1
]
which on the minimizer h¯∗ = ((q − 1)C¯q)1/(q−2) gives 1h¯∗3 (q − 1) > 0.
Conclusion: By Step 6, critical points of e∞,τ for τ small enough have to be contained in a
connected neighborhood of h¯∗ where e¯′′∞,0 ≥ α > 0. Since by Step 5 A′′τ converges uniformly to
A′′0 = e¯′′∞,0, then also e′′∞,τ > 0 where e′∞,τ = 0 for τ small. Therefore the critical points of e′∞,τ are
local minima, and since the neighborhood of h¯∗ where they are contained is connected, then they
are also unique.
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The main ingredient to prove Theorem 4.1 is the following estimate, which recalls [30, Lemma 6.3].
Lemma 4.2. For every L−periodic set E of locally finite perimeter, it holds
F1τ,L(E) ≥
1
2L
∑
x∈∂E∩[0,L)
(x+ − x)e∞,τ (x+ − x) + (x− x−)e∞,τ (x− x−), (4.5)
where x+, x− have been defined in (2.8).
Theorem 4.1 follows from (4.5) in a few lines as in [30].
Lemma 4.2 is a direct consequence of the following two Lemmas.
The first, analogous to [30, Lemma 6.6], rewrites the second term of the functional F1τ,L as a Laplace
transform.
Lemma 4.3. For every E ∈ [0, L), τ > 0,
F1τ,L(E) =
1
L
Per(E, [0, L))
(
− 1 +
ˆ
R
K̂τ (z)|z| dz
)
−
ˆ +∞
0
f(α)
( ˆ
[0,L)
ˆ
R
|χE(x)− χE(y)|e−α|x−y| dy dx
)
dα, (4.6)
where f is a nonnegative integrable function, the inverse Laplace transform of K̂τ .
Proof. Notice that, in comparison with the functional F10,L studied in [30], the part of F1τ,L which
multiplies the perimeter of E has finite energy (due to the presence of τβ in the kernel) and then
it does not need to be transformed through Laplace transform together with the last term.
For the last term, it is sufficient as in Section 2 to notice that, due to assumption (2.6), f is
nonnegative.
Lemma 4.4 ([30, Lemma 6.10]). For every α > 0 and every L−periodic set E
−
ˆ
[0,L]
ˆ
R
|χE(x)−χE(y)|e−α|x−y| dy dx ≥ 1
2
∑
x∈∂E∩[0,L)
(x+−x)eα,∞(x+−x)+(x−x−)eα,∞(x−x−).
(4.7)
where, for α, h > 0,
eα,∞(h) := − 1
2h
ˆ 2h
0
ˆ
R
|χEh(x)−χEh(y)|e−α|x−y| dy dx = lim
L→+∞
− 1
L
ˆ
[0,L]
ˆ
R
|χEh(x)−χEh(y)|e−α|x−y| dy dx.
For the proof of this result, based on the so-called reflection positivity technique, see [30, Lemma 6.10].
Proof of Theorem 4.1. Theorem 4.1 follows in the same way as in [30] once Lemma 4.2 is shown.
We refer to Section 6 in [30] for the details.
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5 Discrete Γ-convergence Result
In this section, we will show how to adapt the proof of Theorem 3.1 in order to obtain the analogous
result for the discrete setting. In order to state the precise result we need two preliminary steps.
Continuous representation of a discrete set E ⊂ εZd.
Given E ⊂ εZd ε > 0, we will associate to it E˜ε ⊂ Rd via
E˜ε :=
⋃
i∈E
(
i+ [−ε/2, ε/2)d
)
. Per1,ε(E, [0, L)
d) :=
∑
x∈[0,L)d∩εZd
∑
y∼x
|χE(x)− χE(y)|εd−1. (5.1)
We call Per1,ε the (1, ε)-perimeter. Notice that
Per1,ε(E, [0, L)
d) = Per1(E˜
ε, [0, L)d).
Let also denote by
Bε :=
{
F ⊂ Rd : ∃E ⊂ εZd such that χE˜ε(x) = χF (x) for a.e. x ∈ Rd
}
.
Since for every F ∈ Bε there exists only one E ⊂ εZd such that χE˜ε(x) = χF (x) for almost every
point x, we will use the above relation to identify the discrete E ⊂ εZd set with the corresponding
continuous set E˜ε.
Letting E ⊂ Zd and E˜1 ⊂ Rd as in (5.1) (for ε = 1), then the discrete functional defined in (1.1)
can be rewritten as
F˜dscJ,L(E) :=
1
Ld
(
JPer1,1(E, [0, L)
d)−
ˆ
[0,L)d
∑
ζ∈Zd\{0}
Kdsc(ζ)|χE˜1(x+ ζ)− χE˜1(x)|dx
)
,
where Kdsc(ζ) := 1|ζ|p for some p ≥ d+ 2.
Scaling of the functional.
Let us denote by Kdscε (ζ) :=
εd
|ζ|p and let τ := J
dsc
c − J for J < Jdscc , where Jdscc has been defined in
(1.4).
The factor εd in the definition of Kdscε , comes from the rescaling in the spatial variables. Indeed
εd corresponds to the volume of [−ε/2, ε/2)d. It is not difficult to see that the measure µε =∑
ζ∈εZd K
dsc
ε (ζ) δζ (by δζ we denote the Dirac measure concentrated in ζ) converge weakly* to
Kdsc(ζ) dζ in Rd \ {0}. Moreover the piecewise constant function associated to µε
x→
∑
ζ∈εZd\{0}
1
|ζ|pχQε(ζ)(x)
converges in L1loc(R
d \ {0}) to 1|x|p .
As in the continuous case, if one optimizes in the discrete setting on the family of periodic
stripes, one finds that the optimal stripes have a width of order τ−1/(p−d−1) and energy of or-
der −τ (p−d)/(p−d−1) (see [26]). Letting β := p− d− 1, this motivates the rescaling
x := τ−1/βx̂, L := τ−1/βL̂ and F˜dscJ,L(E) := τ (p−d)/βFdscτ,L̂(Ê), (5.2)
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where now Eˆ ⊂ τ1/βZd.
In these variables, the optimal stripes have width of order one. For simplicity of notation we will
denote by κ = τ1/β. After rescaling the functional (similarly to the continuum) we obtain a new
functional defined for [0, L)d-periodic sets E ⊂ κZd (where L is a multiple of κ) via the formula
Fdscτ,L(E) =
1
Ld
(
− Per1,κ(E, [0, L)d) +
∑
ζ∈κZd\{0}
Kdscκ (ζ)
[ ˆ
∂E˜κ∩[0,L)d
d∑
i=1
|νE˜κi (x)||ζi|dHd−1(x)
−
ˆ
[0,L)d
|χE˜κ(x)− χE˜κ(x+ ζ)| dx
])
, (5.3)
where νE˜
κ
is the generalized normal of ∂E˜κ.
Before stating the main result of this section, define the functional
Fd→cτ,L (F ) :=
{
Fdscτ,L(E) if F = E˜κ, for some E ⊂ κZd
+∞ otherwise
Our main result is the following:
Theorem 5.1. Let p ≥ d + 2 and L > 0. Then one has that Fd→cτ,L Γ-converge in the L1-topology
as τ → 0 to a functional F̂0,L which is invariant under permutation of coordinates and finite on
sets of the form E = F × Rd−1 where F ⊂ R is L-periodic with #{∂F ∩ [0, L)} <∞. On such sets
the functional is defined by
F̂0,L(E) = 1
L
(
−#{∂F ∩ [0, L)}+
ˆ
Rd
Kdsc(ζ)
[ ∑
x∈∂F∩[0,L)
|ζ1| −
ˆ L
0
|χF (x)− χF (x+ ζ1)| dx
]
dζ
)
.
Moreover, if there exists M and a family of sets Eτ ⊂ τ1/βZd such that for every τ one has that
Fd→cτ,L (E˜κτ ) < M , then up to a relabeling of the coordinate axes, one has that there is a subsequence
which converges in L1 to some set E = F × Rd−1 with #{∂F ∩ [0, L)} < +∞.
Proof. As the method used in the continuum applies almost identically to the discrete setting,
instead of repeating the same arguments we will give the main steps.
Step 1: Lower bound of the functional.
As in the continuum (see Section 2), we find a lower bound for the discrete functionals very similar
to (2.16). In order to obtain it let us define quantities analog to those in Section 2.
Let
Gi,d→cτ,L (E˜κ) := Gi,dscτ,L (E) :=
ˆ
[0,L)d−1
G1d,d→cτ,L (E˜κx⊥i ) dx
⊥
i , (5.4)
where for every E ⊂ Z and thus E˜κ ⊂ R, one has that
G1d,d→cτ,L (E˜κ) :=
∑
z∈κZ\{0}
K̂dscκ (z)
(
Per(E˜κ, [0, L))|z| −
ˆ L
0
|χE˜κ(x)− χE˜κ(x+ z)| dx
)
, (5.5)
and K̂dscκ (z) =
∑
ζ′∈κZd−1 K
dsc
κ (z, ζ
′).
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Notice that when z = 0, K̂dscκ (z) = +∞. However in (5.5) K̂dscκ (0) is multiplied by 0. Thus, by
using the standard convention in analysis +∞·0 = 0, the formula would be the same also including
0 in the sum. Moreover, let
I˜i,d→cτ,L (E˜
κ) :=
2
d
∑
ζ∈κZd\{0}
ˆ
[0,L)d
Kdscκ (ζ)|χE˜κ(x)− χE˜κ(x+ ζi)||χE˜κ(x)− χE˜κ(x+ ζ⊥i )|dx,
I˜d→cτ,L (E˜
κ) :=
d∑
i=1
Ii,d→cτ,L (E˜
κ).
(5.6)
We also define for E ⊂ Rd [0, L)d-periodic
Gi,d→c0,L (E) :=
ˆ
[0,L)d−1
G1d,d→c0,L (Ex⊥i ) dx
⊥
i ,
G1d,d→c0,L (E) :=
ˆ
R
K̂dsc(z)
(
Per(E, [0, L))|z| −
ˆ L
0
|χE(x)− χE(x+ z)| dx
)
dz,
Ii,d→c0,L (E) :=
ˆ
[0,L)d
ˆ
Rd
Kdsc(ζ)|χE(x+ ζi)− χE(x)||χE(x+ ζ⊥i )− χE(x)| dζ dx
In a similar fashion to Section 2, one obtains that
Fd→cτ,L (E˜κ) = Fdscτ,L(E) ≥
1
Ld
(
− Per1(E˜κ, [0, L)d) +
d∑
i=1
Gi,d→cτ,L (E˜κ) +
d∑
i=1
Ii,d→cτ,L (E˜
κ)
)
. (5.7)
and for E ⊂ κZ
G1d,d→cτ,L (E˜κ) ≥ Cd,L
∑
x∈∂E˜κ∩[0,L)
min((x+ − x)−β, τ−1) + min((x− x−)−β, τ−1). (5.8)
where x+, x− are defined in (2.8). Inequality (5.8) follows also with the discrete kernel in the same
way as in the continuum.
Step 2: Estimate of the perimeter.
From Step 1 and by using a similar reasoning to the one leading to (2.24), one can obtain that for
E ⊂ κZd it holds
Per1(E˜
κ, [0, L)d) ≤ Cd,LLd max(1,Fd→cτ,L (E˜κ)). (5.9)
The above in particular implies a compactness result, namely given Eτ ⊂ κZd such that Fd→cτ,L (E˜κτ ) <
+∞, then there exists a set of locally finite perimeter E ⊂ Rd and a subsequence {E˜κnτn } such that
E˜κnτn → E in L1.
Step 3: Lower semicontinuity of Ii,d→cτ,L .
For E ⊂ κZd, let us define
f i
E˜κ
(x, ζ) = |χE˜κ(x+ ζi)− χE˜κ(x)||χE˜κ(x+ ζ⊥i )− χE˜κ(x)|
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Let us fix 1  δ  κ and let x, ζ ∈ κZd with |ζ| > δ. Then, for every ζ ′ ∈ Qκ(ζ), by using
ζ > δ  κ and Taylor’s remainder theorem, one has that 1|ζ|p ≤ 1|ζ′|p + Cd κ|ζ|p+1 , and thus
ˆ
Qκ(x)
κd
f i
E˜κ
(x′, ζ)
|ζ|p dx
′ =
ˆ
Qκ(x)
ˆ
Qκ(ζ)
f i
E˜κ
(x′, ζ)
|ζ|p dζ
′ dx′
=
ˆ
Qκ(x)
ˆ
Qκ(ζ)
f i
E˜κ
(x′, ζ ′)Kdsc(ζ ′) dζ ′ dx′ + Cdκd+1/|ζ|p+1.
(5.10)
By summing over x ∈ [0, L)d and ζ ∈ κZd \ {0} and using the definition of Ii,d→cτ,L (see (5.6)) and
using the fact that κd#([0, L)d ∩ κZd) ' Ld, one has that
Ii,d→cτ,L (E˜
κ) ≥
ˆ
[0,L)d
ˆ
Rd
χBcδ(0)(ζ)f
i
E˜κ
(x, ζ)Kdsc(ζ) dζ dx+ LdCdκ/δ
p−d+1.
Finally, let us assume that E˜κτ ⊂ Rd is such that there exists E ⊂ Rd such that E˜κτ converges to E
in L1loc. Then
lim inf
τ↓0
Ii,d→cτ,L (E˜
κ
τ ) ≥ lim inf
τ↓0
ˆ
[0,L)d
ˆ
Rd
χBcδ(0)(ζ)f
i
E˜κτ
(x, ζ)Kdsc(ζ) dζ dx
≥
ˆ
[0,L)d
ˆ
Rd
χBcδ(0)(ζ)f
i
E(x, ζ)K
dsc(ζ) dζ dx,
thus from the arbitrariness of δ one has that
lim inf
τ↓0
Ii,d→cτ,L (E˜
κ
τ ) ≥
ˆ
[0,L)d
ˆ
Rd
f iE(x, ζ)K
dsc(ζ) dζ dx,
Step 4: Semicontinuity of Gi,d→cτ,L .
Let Eτ ⊂ κZd. Moreover, assume that E˜κτ converges to E in L1loc. Then
lim
τ↓0
∑
z∈κZd
|z|>δ
ˆ
[0,L)d
κd
|χE˜κτ (x+ z)− χE˜κτ (x)|
|z|p dx =
ˆ
Rd
ˆ
[0,L)d
χRd\Bδ(0)(ζ)|χE(x+ ζ)− χE(x)|Kdsc(ζ) dζ dx.
(5.11)
In order to prove the above notice that given x, ζ ∈ κZd, then whenever |ζ| > δ  κ one has that
(similarly to (5.10))
ˆ
Qκ(x)
κd
|χE˜κτ (x
′ + ζ)− χE˜κτ (x
′)|
|ζ|p dx
′ =
ˆ
Qκ(x)
ˆ
Qκ(ζ)
|χE˜κτ (x
′ + ζ ′)− χE˜κτ (x
′)|Kdsc(ζ ′) dζ ′ dx′
+ Cdκ
d+1/|ζ|p+1
Thus summing over x and ζ one obtains (5.11).
We would like to show the semicontinuity Gi,d→cτ,L . Let Eτ ⊂ κZd, such that E˜κτ converges to E ⊂ Rd
in L1loc. Then
lim inf
τ↓0
Gi,d→cτ,L (E˜κτ ) ≥ Gi,d→c0,L (E).
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To prove it, it is sufficient to show a similar statement for the G1d,d→cτ,L . Namely let Eτ ⊂ κZ such
that E˜κτ converges to E ⊂ R in L1loc. Then
lim inf
τ↓0
G1d,d→cτ,L (E˜κτ ) ≥ G1d,d→c0,L (E). (5.12)
Let us now show (5.12). Given that (see the comment after (2.20))
Per(E˜κτ , [0, L))|z| −
ˆ L
0
|χE˜κτ (x)− χE˜κτ (x+ z)|dx ≥ 0,
one has that for every δ > 0, it holds
G1d,d→cτ,L (E˜κτ ) ≥
∑
z∈κZ
|z|≥δ
K̂dscκ (z)
(
Per(E˜κτ , [0, L))|z| −
ˆ L
0
|χE˜κτ (x)− χE˜κτ (x+ z)|dx
)
.
Thus by passing to the liminf in the above, and using the lower semicontinuity of the perimeter
and (5.11) one has that
lim inf
τ↓0
G1d,d→cτ,L (E˜κτ ) ≥ lim infτ↓0
∑
z∈κZ
|z|≥δ
K̂dscκ (z)
(
Per(E˜κτ , [0, L))|z| −
ˆ L
0
|χE˜κτ (x)− χE˜κτ (x+ z)| dx
)
≥ lim inf
τ↓0
ˆ
R
χBcδ(0)(z)K̂
dsc(z)
(
Per(E˜κτ , [0, L))|z| −
ˆ L
0
|χE˜κτ (x)− χE˜κτ (x+ z)|dx
)
dz
≥
ˆ
R
χBcδ(0)(z)K̂
dsc(z)
(
Per(E, [0, L))|z| −
ˆ L
0
|χE(x)− χE(x+ z)|dx
)
dz,
where K̂dsc(z) =
´
Rd−1 K
dsc(ζ ′, z) dζ ′. By the arbitrarity of δ one has the desired claim.
Step 5: Gamma limit.
Let Eτ ⊂ Zd such that
sup
τ
Fd→cτ,L (E˜κτ ) < +∞.
From Step 2, one has that E˜κτ is a sequence of sets of locally finite perimeter, thus there exists
E ⊂ Rd such that E is a set of locally finite perimeter and E˜κτ converges to E in L1loc. From
the lower semicontinuity Steps 3 and 4, one has that for every i ∈ {1, . . . , d} it holds Gi,d→c0,L (E),
Ii,d→c0,L (E) < +∞.
Thus from the rigidity estimate (Proposition 3.2), one has that E is a union of stripes.
The Γ-limit result consists in two parts:
(i) Γ-liminf
(ii) Γ-limsup
The Γ-liminf is obtained by Step 4 above. In order to obtain the Γ-limsup, we need to find a
recovery sequence Eτ such that Fd→cτ,L (E˜κτ )→ F̂0,L(E). To do so it is sufficient to consider for every
τ , a union of stripes E˜κτ such that E˜
κ
τ is [0, L)
d-periodic and such that it is close in L1 to E.
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6 Structure of minimizers
In this section we prove Theorem 1.2, asserting that minimizers of Fτ,L are periodic stripes of
period hτ , provided τ is small enough.
The idea of the proof of Theorem 1.2 is to start from (2.16), namely
Fτ,L(E) ≥ 1
Ld
(
−
d∑
i=1
Per1i(E, [0, L)
d) +
d∑
i=1
Giτ,L(E) +
d∑
i=1
Iiτ,L(E)
)
. (6.1)
Since Iiτ,L(E) = 0 if and only if E is a union of stripes, one has that the l.h.s. and r.h.s. of the
above are equal whenever E is a union of stripes. Thus, it is sufficient to show that optimal stripes
are minimizers of the r.h.s. of the above.
For the r.h.s., in order to show optimality of stripes we will initially use Theorem 3.1 in order to
reduce ourselves to a situation in which the minimizer of Fτ,L are close to optimal stripes S. This
holds for τ < τ¯ , where τ¯ depends on L. In this situation we will show that oscillations of the
characteristic function of the set E in directions which are orthogonal to the direction of S increase
necessarily the r.h.s. of (6.1) (this is done in Lemma 6.1). Thus the r.h.s. of (6.1) can be further
bounded from below by
1
Ld
(
− Per1i(E, [0, L)d) + Giτ,L(E)
)
, (6.2)
where ei is the orientation of the stripes. Finally, optimal stripes minimize (6.2), since it corresponds
to the one-dimensional problem of Section 4.
Informally, the next lemma says the following: suppose that E is L1-close to a set S which is a union
of periodic stripes in the direction e1 (see Figure 2 (a)), then the contribution of the functional
from directions other than e1 are nonnegative. This claim is formally expressed in (6.4). Moreover,
these contribution are equal to zero if and only if the set E is also union of stripes.
(a)
ti + ε
ti − ε
ti
(b)
Figure 2: In (a) a set which is close to optimal periodic stripes is depicted. In (b) a zoomed-in
portion where the set deviates from being a union of stripes is depicted.
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Lemma 6.1 (Stability). Let E ⊂ Rd be a [0, L)d-periodic set of locally finite perimeter, and S be a
set which is a union of periodic stripes, i.e. (up to exchange of coordinates and translations) there
exists Eˆ ⊂ R such that S = Eˆ × Rd−1 and
Eˆ =
⋃
k∈Z
[2kh, (2k + 1)h), (6.3)
for a suitable h. Then, there exist ε¯, τ¯ > 0 such that if ‖χE − χS‖L1 < ε¯ and τ < τ¯ , one has that,
for i ∈ {2, . . . , d},
−Per1i(E, [0, L)d) + Giτ,L(E) + Iiτ,L(E) ≥ 0. (6.4)
Moreover, in (6.4) equality holds if and only if E is a union of stripes in direction e1.
Proof. Let i ∈ {2, . . . , d}. From (2.1) and (2.19),
−Per1i(E, [0, L)d) + Giτ,L(E) =
ˆ
[0,L)d−1
[
−#∂Ex⊥i + G
1d
τ,L(Ex⊥i
)
]
dx⊥i .
From (2.21),
−Per1i(E, [0, L)d) + Giτ,L(E) ≥
ˆ
[0,L)d−1
∑
s∈∂E
x⊥
i
[−1 + Cd,L min
(
(s+ − s−)−β, τ−1) (6.5)
+ Cd,L min
(
(s− s−)−β, τ−1)] dx⊥i , (6.6)
where s+ and s− are defined after (2.8).
Let τ0 > 0 and η0 > 0 such that whenever τ < τ0 and ρ ≤ η0
−1 + Cd,L min(ρ−β, τ−1) > 0.
Thus, given that there are at most L/η0 points s ∈ ∂Ex⊥i in the slice with s
+ − s, s− s− > η0, one
has that the r.h.s. of (6.5), can be bounded from below by −L/η0.
Consider the following decomposition
[0, L)d−1 = Ai1(η) ∪Ai2 ∪Ai3(η),
where
Ai1(η) = {x⊥i ∈ [0, L)d−1 : min
s∈∂E
x⊥
i
(s+ − s, s− s−) ≥ η}; (6.7)
Ai2 = {x⊥i ∈ [0, L)d−1 : ∂Ex⊥i = ∅}; (6.8)
Ai3(η) = {x⊥i ∈ [0, L)d−1 : ∃ s ∈ ∂Ex⊥i s.t. s
+ − s < η or s− s− < η} (6.9)
where η ≤ η0 is such that, for τ ≤ τ¯ with 0 < τ¯ < τ0, and for ρ ≤ η
−1 + Cd,L min
(
ρ−β, τ−1
)
>
L
η0
. (6.10)
The integrand in the r.h.s. of (6.5) can be estimated as follows:
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1. if x⊥i ∈ Ai1(η) it can be estimated from below by −L/η0,
2. if x⊥i ∈ Ai2 it is zero,
3. if x⊥i ∈ Ai3(η) it is positive. Indeed, if x⊥i ∈ Ai3(η), then there exists a point s ∈ ∂Ex⊥i such
that for ρ equal to either s+− s or s− s−, (6.10) holds. Since for the choice of η0, the sum of
the negative terms in r.h.s. of (6.5) is bigger than or equal to −L/η0, one has that for every
x⊥i ∈ Ai3(η) the integrand in the r.h.s. of (6.5) is positive.
Hence,
−Per1i(E, [0, L)d) + Giτ,L(E) ≥ −
L
η0
Hd−1(Ai1(η)) + cHd−1(Ai3(η)), for some c > 0.
We will proceed now to show that there exists ε < η s.t. Iiτ,L(E) > 2
L
εHd−1(Ai1(ε)) for τ small
enough. In order to do so, we will estimate via slicing the contribution in Iiτ,L(E) for fixed x
⊥
i ∈
Ai1(ε) and show that it is larger than 2
L
ε for a certain choice of parameters ε and τ .
Let us now estimate Iiτ,L(E). Recall that
d
2
Iiτ,L(E) =
ˆ
Rd−1
ˆ
R
ˆ
[0,L)d−1
ˆ
[0,L)
Kτ (ζ)fE(x
⊥
i , xi, ζ
⊥
i , ζi) dxi dx
⊥
i dζi dζ
⊥
i ,
where fE was defined in (3.3), namely
fE(x
⊥
i , xi, ζ
⊥
i , ζi) = |χE(x⊥i + xi + ζi)− χE(xi + x⊥i )||χE(x⊥i + xi + ζ⊥i )− χE(xi + x⊥i )|.
Choose (16ε¯)1/d < η, (16ε¯)1/d < ε < η and fix t⊥i ∈ Ai1(ε). The choice of ε, ε¯ is made in order to
have (6.11).
Because of the definition of Ai1(ε), there exists ti ∈ ∂Et⊥i such that one of the following holds
(i) (ti − ε, ti) ⊂ Et⊥i and (ti, ti + ε) ⊂ E
c
t⊥i
(ii) (ti − ε, ti) ⊂ Ect⊥i and (ti, ti + ε) ⊂ Et⊥i ,
W.l.o.g., we may assume that (i) above holds (see Figure 2 (b)) and that i = d. We recall from
Section 2 that for ε > 0 and t⊥d ∈ [0, L)d−1 we let Q⊥ε (t⊥d ) = {z⊥d ∈ [0, L)d−1 : |t⊥d − z⊥d | ≤ ε}.
Since ‖χE − χS‖L1([0,L)d) < ε¯, choosing ε¯ as above, one has
max
( |Q⊥ε (t⊥d )× (td − ε, td) ∩ Ec|
|Q⊥ε (t⊥d )× (td − ε, td)|
,
|Q⊥ε (t⊥d )× (td, td + ε) ∩ E|
|Q⊥ε (t⊥d )× (td − ε, td)|
)
≥ 7
16
. (6.11)
For a set which is a union of stripes in the direction ed the above is trivial with 1/2 instead of 7/16.
For a general set E, we use the hypothesis that it is close to stripes in the direction e1 less than
εd/16 with respect to the distance induced by L1([0, L)d).
Indeed, we have that
Ld
((
Q⊥ε (t
⊥
d )× (td − ε, td)
) ∩ Ec) ≥ Ld((Q⊥ε (t⊥d )× (td − ε, td)) ∩ Sc)− ˆ
Q⊥ε (t⊥d )×(td−ε,td)
|χE(x)− χS(x)| dx
≥ Ld
((
Q⊥ε (t
⊥
d )× (td − ε, td)
) ∩ Sc)− ˆ
[0,L)d
|χE(x)− χS(x)|dx ≥ Ld
((
Q⊥ε (t
⊥
d )× (td − ε, td)
) ∩ Sc)− ε¯
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or
Ld
((
Q⊥ε (t
⊥
d )× (td, td + ε)
) ∩ E) ≥ Ld((Q⊥ε (t⊥d )× (td, td + ε)) ∩ S)− ˆ
Q⊥ε (t⊥d )×(td,td+ε)
|χE(x)− χS(x)| dx.
≥ Ld
((
Q⊥ε (t
⊥
d )× (td, td + ε)
) ∩ S)− ε¯
Given that for every t⊥d ∈ [0, L)d−1 and S periodic union of stripes of period h (actually it would
suffice that S are stripes) it holds
max
(
Ld
((
Q⊥ε (t
⊥
d )× (td, td + ε)
) ∩ S),Ld((Q⊥ε (t⊥d )× (td − ε, td)) ∩ Sc)) ≥ εd/2,
one has the desired claim.
Hence, from the above, we can further assume that
(td − ε, td) ⊂ Et⊥d and
|Q⊥ε (t⊥d )× (td − ε, td) ∩ Ec|
|Q⊥ε (t⊥d )× (td − ε, td)|
≥ 7
16
. (6.12)
For every s ∈ (td − ε, td), (ζ⊥d , s) 6∈ E and ζd + s ∈ (td, td + ε) we have that fE(t⊥d , s, ζ⊥d , ζd) = 1.
Thus by integrating initially in ζd and estimating by (2.3) Kτ (ζ) with
C
εp+τp/β
, we have that
ˆ td+ε
td−ε
ˆ td+ε−s
td−s
ˆ
Q⊥ε (t⊥d )
fE(t
⊥
d , s, ζ
⊥
d , ζd)Kτ (ζ) dζ
⊥
d dζd ds ≥
≥ C
εp + τp/β
ε
ˆ
Q⊥ε (t⊥d )
ˆ td
td−ε
|χE
t⊥
d
(s)− χE
t⊥
d
+ζ⊥
d
(s)|ds dζ⊥d
≥ C
εp + τp/β
ε
ˆ
Q⊥ε (t⊥d )
ˆ td
td−ε
|1− χE
t⊥
d
+ζ⊥
d
(s)| ds dζ⊥d
≥ C
εp + τp/β
ε|Q⊥ε (t⊥d )× (td − ε, td) ∩ Ec| ≥
7C/16εd+1
εp + τp/β
.
In order to conclude we notice that
d
2
Idτ,L(E) ≥
ˆ
Ad1(ε)
( ∑
td∈∂Et⊥
d
ˆ td+ε
td−ε
ˆ td+ε−s
td−s
ˆ
Q⊥ε (t⊥d )
fE(t
⊥
d , s, ζ
⊥
d , ζd) dζ
⊥
d dζd ds
)
dt⊥d
≥
ˆ
Ad1(ε)
( ∑
td∈∂Et⊥
d
Cεd+1
εp + τp/β
)
dt⊥d .
(6.13)
Finally by choosing ε and τ small we have the desired result, namely that there exists ε < η s.t.
Idτ,L(E) > 2
L
εHd−1(Ad1(ε)) for τ small enough. Up to a permutation of coordinates, this naturally
holds also for i = 2, . . . , d− 1.
Proof of Theorem 1.2. Before proceeding to the proof, let us explain its strategy. In the first step
we show that the minimizers are L1([0, L)d)-close to some set S that consists of optimal periodic
stripes. W.l.o.g. let us assume that S = Eˆ × Rd−1, where
Eˆ =
⋃
k∈Z
[2kh, (2k + 1)h).
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Once in this configuration, we do a slicing argument. Namely, we split the contributions of the
functional in two parts: one of which is given by
−
ˆ
[0,L)d−1
Per(Ex⊥1
, [0, L)) dx⊥1 +
ˆ
[0,L)d−1
G1dτ,L(Ex⊥1 ) dx
⊥
1 + I
1
τ,L(E) (6.14)
and one which is larger than
−
d∑
i=2
Per1i(E, [0, L)
d) +
d∑
i=2
Giτ,L(E) +
d∑
i=2
Iiτ,L(E). (6.15)
Afterwards, we notice that optimal stripes minimize the first term (6.14) and are such that (6.15)
is equal to zero. On the other side, for anything that does not consists of stripes and is L1([0, L)d)-
close to S, one has that the contribution given from (6.15) is strictly positive. Thus optimal stripes
are minimizers for Fτ,L. To prove the positivity of (6.15) in case of nonoptimal stripes, we use
Lemma 6.1.
Step 1: From the Γ-convergence result (see Theorem 3.1), we have that for every ε > 0, there
exists a τ0 = τ0(ε) > 0 such that, for every 0 < τ < τ0 and for every minimizer Eτ of Fτ,L, one
has that Eτ is ε-close to S in L
1([0, L)d), where S is a periodic stripe of size 2h. W.l.o.g., we may
assume that S = Eˆ × [0, L)d−1, where
Eˆ =
j⋃
k=0
[2kh, (2k + 1)h),
for some j ∈ N.
We fix ε = ε¯ and τ < τ¯ as in Lemma 6.1.
Step 2: Let us consider the original functional Fτ,L, for τ ≤ τ¯ as in Step 1 and set E = Eτ .
Recall that one has
Fτ,L(E) = 1
Ld
(
− Per1(E, [0, L)d) +
ˆ
Rd
Kτ (ζ)
[ ˆ
∂E∩[0,L)d
d∑
i=1
|νEi (x)||ζi|dHd−1(x)
−
ˆ
[0,L)d
|χE(x)− χE(x+ ζ)| dx
]
dζ
)
≥ 1
Ld
(
− Per11(E, [0, L)d) +
ˆ
Rd
Kτ (ζ)
[ ˆ
∂E∩[0,L)d
|νE1 (x)||ζ1| dHd−1(x)
−
ˆ
[0,L)d
|χE(x)− χE(x+ ζ1)| dx
]
dζ
)
(6.16)
−
d∑
i=2
Per1i(E, [0, L)
d) +
d∑
i=2
Giτ,L(E) +
d∑
i=2
Iiτ,L(E). (6.17)
One notices immediately that, thanks to Theorem 4.1, if E = Eˆτ×[0, L)d−1 with Eˆτ one-dimensional
periodic set of period hτ , then the first term (6.16) of Fτ,L is minimized, while the terms in (6.17)
are equal to zero.
On the other hand, from Lemma 6.1, if a minimizer E does not have such a structure, or more in
general E is not a stripe in direction e1, then the last term (6.17) is strictly positive.
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Proof of Theorems 1.3. This claim is implied by the one-dimensional result of Theorem 4.1 once
from Theorem 1.2 one knows that the minimizers are stripes.
7 Independence of τ from L
The main purpose of this section will be to prove Theorem 1.4.
At the end of this section, we will briefly say how to deal with the discrete setting, namely how to
prove Theorem 1.5.
7.1 Outline of the Proof
Let us first give an idea of the proof.
We say that a union of stripes S is oriented along the direction ei, if S is invariant with respect to
every translation orthogonal to ei.
As in Section 6, instead of the functional Fτ,L it is convenient to consider the r.h.s. of (6.1) and
show that its minimizers are stripes.
The main ingredient in the proof of Theorem 1.2 was to use the rigidity argument in order to show
that the minimizers of Fτ,L are close to being stripes (say oriented along ei). Once in this situation
we showed that on slices Et⊥j
in directions ej 6= ei having points in ∂Et⊥j increases necessarily the
energy. Thus we are left to optimize on the slices in direction ei. On the slices in direction ei the
energy contribution is bounded from below by the energy contribution of the periodic stripes of
period h∗τ .
The main difficulty in proving Theorem 1.4 when compared to Theorem 1.2 lies in the fact that
the rigidity result (Proposition 3.2 and Theorem 3.1) can not be applied directly in order to imply
the closeness of the minimizers in L1([0, L)d) to optimal stripes or even stripes. This is due to the
fact that the rigidity argument works for fixed L and τ ↓ 0.
In order to overcome this issue, the r.h.s. of (6.1) on an arbitrary large cube of size L is rewritten
as an average of local contributions on smaller cubes of size l (the functionals F¯τ (E,Ql(z)) defined
in (7.15)), where l is fixed independently of L and l < L (l depends only on a constant depending
only on the dimension which comes out of the estimates, as explained at the end of this outline).
Namely, we will show that (see (7.18))
Fτ,L(E) ≥ 1
Ld
ˆ
[0,L)d
F¯τ (E,Ql(z)) dz. (7.1)
The aim of this section will be to show that the minimizers of the r.h.s. of the above are optimal
periodic stripes and on optimal periodic stripes the above inequality is an equality. In this outline,
we will speak of contributions to the energy of subsets of [0, L)d. For a generic subset B ⊂ [0, L)d,
such contribution is ˆ
B
F¯τ (E,Ql(z)) dz.
When a set J is contained in a one-dimensional slice then its contribution is given by
ˆ
J
F¯τ (E,Ql(z)) dH1(z). (7.2)
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where H1 is the usual one-dimensional Hausdorff measure. Indeed, since we use slicing arguments
in the proof, often the contribution on a set B will be recovered by integrating the contributions
given by its slices.
Let Eτ be a minimizer. The functional F¯τ (Eτ , Ql(z)) will contain by construction a term of the
form
1
ld
d∑
i=1
ˆ
Ql(z)
ˆ
Rd
|χEτ (x+ ζi)− χEτ (x)||χEτ (x+ ζ⊥i )− χEτ (x)|Kτ (ζ) dζ dx, (7.3)
which is a kind of local version (on scale l) of the cross-interaction term Iτ,L(Eτ ) defined in (2.15).
As we prove in the local rigidity lemma, namely Lemma 7.6, such term will be large, for E not
close in L1 to stripes in Ql(z) for τ < τ0(l) (our measure of closeness will be quantified in Definition
7.3). This is the local counterpart of the rigidity Proposition 3.2. A first consequence of this fact is
that, from average arguments, one has that for “most” of the z contained in [0, L)d, it holds that
Eτ ∩Ql(z) has to be close to a set which is a union of stripes. The aim is then to prove that one
is L1-close to stripes in some fixed direction on the whole cube [0, L)d.
A clearer picture of what happens in [0, L)d is given by the following decomposition:
[0, L)d = A−1 ∪A0 ∪ . . . ∪Ad where
• Ai with i > 0 are the set of points z such that there is only one direction ei, such that
Eτ ∩Ql(z) is close to stripes oriented in direction ei.
• A−1 is the set of points z such that there exist directions ei and ej (i 6= j) and stripes Si
(oriented in direction ei) and Sj (stripes oriented in direction ej) such that Eτ ∩Ql(z) is close
to both Si ∩Ql(z) and Sj ∩Ql(z). In particular, this implies that either |Eτ ∩Ql(z)|  ld or
|Ecτ ∩Ql(z)|  ld (see Remark 7.4 (ii)).
• A0 is the set of points z where none of the above points is true.
The aim is then to show that A0 ∪ A−1 = ∅ and that there exists only one Ai with i > 0. Thus,
by the local version of the Stability Lemma 6.1, namely Lemma 7.8, minimizers must be stripes,
which by Theorem 1.3 are periodic of period h∗τ (with τ depending on l and not on L).
As we will show in the proof of Theorem 1.4, A0 ∪ A−1 separates the different Ai, namely every
continuous curve γ : [0, T ]→ [0, L)d intersecting Ai and Aj has necessarily to intersect A0 ∪A−1.
Let us initially explain what is intuitively expected:
(i) for any z ∈ Ai with i > 0, when slicing in directions orthogonal to ei, alternation between
regions in E and regions in Ec should increase the energy (similarly to Lemma 6.1). Thus
one expects the contribution of Ai to be
C∗τ |Ai|/Ld − Cl|∂Ai|/Ld
where Cl is a constant depending on l and C
∗
τ is the energy of periodic stripes of width h
∗
τ .
(ii) for any z ∈ A0 or z ∈ A−1 we expect sub-optimal contributions, namely larger than C∗τ . Thus
having A0 ∪ A−1 is not energetically convenient. Since A0 ∪ A−1 separates the different Ai,
one has that |A0 ∪A−1| acts like a boundary term and compensates the boundary term |∂Ai|
in (i).
35
We will show that by choosing τ small but independent of L, the contribution of A0∪A−1 balances
the contribution due to the presence of ∂Ai.
Let us now give more specific technical details as a guideline in the reading of the proof.
In a similar way to the proof of Theorem 1.1 (see Lemma 6.1), we first show that, once we are in
a region Ai with i > 0, alternations between regions in E and regions in E
c on slices in directions
perpendicular to ei increase necessarily the value of the functional (see Lemma 7.8).
Therefore, we can ignore for regions Ai contributions along ej for j 6= i.
Thus we are left to bound from below the contributions of the slices of Ais in direction ei, for all
i > 0.
Let us consider a slice of [0, L)d in the direction ei. There are two cases:
(i) all the slice is contained in Ai;
(ii) there are points in the slice belonging to ∂Ai.
In the first case, we show that the contribution of the slice to the energy is bigger or equal to C∗τL,
which would be the contribution of periodic stripes of period h∗τ .
In the second case, points in the slice which belong to the boundary of Ai necessarily belong to
A0 ∪ A−1 and we prove the following estimates. Let I ⊂ Ai be a maximal interval on the slice in
direction ei. The optimal contribution of I whenever ∂I ∩ A0 6= ∅ is bigger than (C∗τ |I| −M0l)
where |I| is the length of the interval, C∗τ is the optimal energy density for stripes of width h∗τ and
M0 is a constant not depending on τ but depending only on the dimension (see Lemma 7.9). The
constant M0 comes from the nonlocal interactions close to the boundary. Analogously, if I ⊂ Ai
satisfies ∂I ⊂ A−1 one has that the contribution has the better lower bound (C∗τ |I| −M0/l) (due
to the fact that, close to the boundary and then to A−1, one is close also to stripes in a direction
different from i and then Lemma 7.8 can be applied).
In order to balance the negative term (−M0l or −M0/l) coming from the presence of the boundary
of I, we will use the fact that the adjacent regions in A0 or A−1 are “thick” enough. For A0, this
is a consequence of the fact that the map
E 7→ “L1-distance of E from the stripes”.
is Lipschitz in L1 (see Remark 7.4 (i)). For A−1 this follows from the continuity of the L1 measure
w.r.t. translations.
If ∂I ∩ A0 6= ∅, choosing τ = τ(l) sufficiently small but finite, the term (7.3) in such a region will
give a large positive contribution M (see the Local Rigidity Lemma 7.6), that will compensate the
term −M0l.
If ∂I∩A−1 6= ∅, the total negative contribution of an interval I ⊂ Ai and the neighbouring J ⊂ A−1
will be at most of the order of C∗τ |I| − max(M0, 1)|J |/l, due to the fact that A−1 is “thick”, i.e.
|J | ≥ 1.
In the end, integrating the contribution of the slices and dividing by Ld, the energy will be bounded
from below by
C∗τ
d∑
i=1
|Ai|/Ld −M0 |A0 ∪A−1|
lLd
≥ C∗τ − C∗τ
|A0 ∪A−1|
Ld
−M0 |A0 ∪A−1|
lLd
,
which, provided l is chosen bigger than some constant depending only on the dimension chosen at
the beginning, is greater than C∗τ and strictly greater than C∗τ if |A0 ∪A−1| > 0.
36
Thus, there exists just one Ai, i > 0, with |Ai| > 0. Then, as a consequence of Lemma 7.8,
when one slices [0, L)d in directions orthogonal to ei, any set that deviates from being exactly a
stripe in direction ei gives a positive contribution (see (7.36)) while slicing in direction ei one has
that periodic unions of stripes of period h∗τ in direction ei are optimal. Therefore, as in the proof
of Theorem 1.2 one gets that the minimizers must be periodic unions of stripes of period h∗τ in
direction ei.
7.2 Preliminary Lemmas
Let t ∈ Rd. We recall that we denote by ti = 〈t, ei〉ei and t⊥i = t − ti. We will also denote by
Q⊥l (z
⊥
i ) the cube of size l centered at z in the subspace which is orthogonal to ei. As explained in
Section 2, with a slight abuse of notation with might identify points xi with their ei-coordinates in
R and points x⊥i with points of R
d−1.
In order to simplify notation, we will use A . B, whenever there exists a constant C¯d depending
only on the dimension d such that A ≤ C¯dB.
In the definitions (7.5), (7.12) and (7.13) below, we introduce the different terms which, summed
together, give rise to the “local contribution” F¯τ (E,Ql(z)) to the energy on a square Ql(z) (defined
in (7.15)). Let us see how these terms come out naturally from the lower bound (6.1) on the
functional Fτ,L.
Let us recall that (see (6.1) and (2.16))
Fτ,L(E) ≥ 1
Ld
(
−
d∑
i=1
Per1i(E, [0, L)
d) +
d∑
i=1
Giτ,L(E) +
d∑
i=1
Iiτ,L(E)
)
= − 1
Ld
d∑
i=1
Per1i(E, [0, L)
d) +
1
Ld
d∑
i=1
[ˆ
[0,L)d∩∂E
ˆ
Rd
|νEi (x)||ζi|Kτ (ζ) dζ dHd−1(x)
−
ˆ
[0,L)d
ˆ
Rd
|χE(x+ ζi)− χE(x)|Kτ (ζ) dζ dx
]
+
2
d
1
Ld
d∑
i=1
ˆ
[0,L)d
ˆ
Rd
|χE(x+ ζi)− χE(x)||χE(x+ ζ⊥i )− χE(x)|Kτ (ζ) dζ dx (7.4)
and recall that in the above equality holds whenever the set E is a union of stripes. Thus, proving
that optimal stripes are the minimizers of the r.h.s. of (7.4) implies that they are the minimizers
for Fτ,L.
Now we want to further express the r.h.s. of (7.4) as a sum of contributions obtained first by slicing
and then considering interactions with neighbouring points on the slice, namely
− 1
Ld
Per1i(E, [0, L)
d) +
1
Ld
[ ˆ
[0,L)d∩∂E
ˆ
Rd
|νEi (x)||ζi|Kτ (ζ) dζ dHd−1(x)
−
ˆ
[0,L)d
ˆ
Rd
|χE(x+ ζi)− χE(x)|Kτ (ζ) dζ dx
]
=
1
Ld
ˆ
[0,L)d−1
∑
s∈∂E
t⊥
i
∩[0,L]
ri,τ (E, t
⊥
i , s) dt
⊥
i ,
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where for s ∈ ∂Et⊥i ,
ri,τ (E, t
⊥
i , s) := −1 +
ˆ
R
|ζi|K̂τ (ζi) dζi −
ˆ s
s−
ˆ +∞
0
|χE
t⊥
i
(u+ ρ)− χE
t⊥
i
(u)|K̂τ (ρ) dρ du
−
ˆ s+
s
ˆ 0
−∞
|χE
t⊥
i
(u+ ρ)− χE
t⊥
i
(u)|K̂τ (ρ) dρdu
(7.5)
and
s+ = inf{t′ ∈ ∂Et⊥i ,with t
′ > s}
s− = sup{t′ ∈ ∂Et⊥i ,with t
′ < s} (7.6)
are as in (2.8).
Indeed, given that E is a set of locally finite perimeter, we can use slicing arguments (see Section 2).
Let us slice in the directions ei, i = 1, . . . , d. One has that
− 1
Ld
Per1i(E, [0, L)
d) +
1
Ld
[ ˆ
[0,L)d∩∂E
ˆ
Rd
|νEi (x)||ζi|Kτ (ζ) dζ dHd−1(x)
−
ˆ
[0,L)d
ˆ
Rd
|χE(x+ ζi)− χE(x)|Kτ (ζ) dζ dx
]
=
1
Ld
ˆ
[0,L)d−1
(
− Per(Et⊥i , [0, L)) +
∑
s∈∂E
t⊥
i
ˆ
R
|ρ|K̂τ (ρ) dρ
−
ˆ L
0
ˆ 0
−∞
|χE
t⊥
i
(ρ+ u)− χE
t⊥
i
(u)|K̂τ (ρ) dρdu−
ˆ L
0
ˆ +∞
0
|χE
t⊥
i
(ρ+ u)− χE
t⊥
i
(u)|K̂τ (ρ) dρdu
)
dt⊥i .
Now, given a measurable and L-periodic function f in R, it is immediate to notice that
ˆ L
0
f(u) du =
∑
s∈∂E
t⊥
i
ˆ s
s−
f(u) du =
∑
s∈∂E
t⊥
i
ˆ s+
s
f(u) du. (7.7)
Therefore we have that
ˆ L
0
ˆ 0
−∞
|χE
t⊥
i
(ρ+ u)− χE
t⊥
i
(u)|K̂τ (ρ) dρ du =
∑
s∈∂E
t⊥
ˆ s+
s
ˆ 0
−∞
|χE
t⊥
i
(ρ+ u)− χE
t⊥
i
(u)|K̂τ (ρ) dρdu
and analogously
ˆ L
0
ˆ +∞
0
|χE
t⊥
i
(ρ+ u)− χE
t⊥
i
(u)|K̂τ (ρ) dρdu =
∑
s∈∂E
t⊥
ˆ s
s−
ˆ +∞
0
|χE
t⊥
i
(ρ+ u)− χE
t⊥
i
(u)|K̂τ (ρ) dρdu.
For notational reasons it is convenient to introduce the one-dimensional analogue of (7.5). Namely,
let E ⊂ R be a set of locally finite perimeter and let s−, s, s+ ∈ ∂E. We define
rτ (E, s) := −1 +
ˆ
R
|ρ|K̂τ (ρ) dρ−
ˆ s
s−
ˆ +∞
0
|χE(ρ+ u)− χE(u)|K̂τ (ρ) dρdu
−
ˆ s+
s
ˆ 0
−∞
|χE(ρ+ u)− χE(u)|K̂τ (ρ) dρdu.
(7.8)
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The quantities defined in (7.5) and (7.8) are related via ri,τ (E, t
⊥
i , s) = rτ (Et⊥i
, s).
The next Remark is the analogue of (2.21), where now instead of considering all the contributions
from the points in ∂Et⊥i
, we restrict to the points neighbouring s.
Remark 7.1. There exists η0 > 0 and τ0 > 0 such that, for E ⊂ Rd, s−, s, s+ ∈ ∂Et⊥i three
consecutive points, whenever τ < τ0 and min(|s− s−|, |s+ − s|) < η0, then ri,τ (E, t⊥i , s) > 0.
Indeed, since
∀ ρ ∈ (0,+∞), it holds:
ˆ s
s−
|χE
t⊥
i
(u+ ρ)− χE
t⊥
i
(u)|du ≤ min(ρ, |s− s−|)
∀ ρ ∈ (−∞, 0), it holds:
ˆ s+
s
|χE
t⊥
i
(u+ ρ)− χE
t⊥
i
(u)| du ≤ min(−ρ, |s− s+|),
(see (2.17)), thus
ri,τ (E, t
⊥
i , s) ≥ −1 +
ˆ +∞
0
(
ρ−min(ρ, |s− s−|))K̂τ (ρ) dρ+ ˆ 0
−∞
(− ρ−min(−ρ, |s− s+|))K̂τ (ρ) dρ.
≥ −1 +
ˆ +∞
2|s−s−|
ρK̂τ (ρ) dρ+
ˆ −2|s−s+|
−∞
−ρK̂τ (ρ) dρ.
From the above formula the claim follows directly. Moreover, by using the elementary inequality
min
(ˆ −2α
−∞
−ρK̂τ (ρ) dρ,
ˆ +∞
2α
ρK̂τ (ρ) dρ
)
& min(α−β, τ−1),
one can further estimate the above as
ri,τ (E, t
⊥
i , s) ≥ −1 + C min(|s− s+|−β, τ−1) + C min(|s− s−|−β, τ−1) (7.9)
where C is a constant depending on the kernel and β = p−d−1. The above is the “local” analogue
of (2.21).
Recalling the notation in (3.3)
fE(t
⊥
i , ti, ζ
⊥
i , ζi) = |χE(ti + t⊥i + ζi)− χE(ti + t⊥i )||χE(ti + t⊥i + ζ⊥i )− χE(ti + t⊥i )|, (7.10)
we can also rewrite the last term on the r.h.s. of (7.4) as
2
d
1
Ld
ˆ
[0,L)d
ˆ
Rd
fE(t
⊥
i , ti, ζ
⊥
i , ζi)Kτ (ζ) dζ dt =
1
Ld
ˆ
[0,L)d−1
∑
s∈∂E
t⊥
i
∩[0,L]
vi,τ (E, t
⊥
i , s) dt
⊥
i
+
1
Ld
ˆ
[0,L)d
wi,τ (E, t
⊥
i , ti) dt (7.11)
where
wi,τ (E, t
⊥
i , ti) =
1
d
ˆ
Rd
fE(t
⊥
i , ti, ζ
⊥
i , ζi)Kτ (ζ) dζ. (7.12)
39
and
vi,τ (E, t
⊥
i , s) =
1
2d
ˆ s+
s−
ˆ
Rd
fE(t
⊥
i , u, ζ
⊥
i , ζi)Kτ (ζ) dζ du (7.13)
and s+, s− as in (7.6).
Notice that wi,τ is closely related to I
i
τ,L in (2.15). Indeed, wi,τ can be seen as a localization or
density of Iiτ,L. More precisely,
Iiτ,L(E) = 2
ˆ
[0,L)d
wi,τ (E, t
⊥
i , ti) dt
⊥
i dti.
Let us now show the decomposition claimed in (7.11). By using (7.7), one has that
∑
s∈∂E
t⊥
i
vi,τ (E, t
⊥
i , s) =
1
2d
∑
s∈∂E
t⊥
i
ˆ s+
s−
ˆ
Rd
fE(t
⊥
i , u, ζ
⊥
i , ζi)Kτ (ζ) dζ du
=
1
2d
∑
s∈∂E
t⊥
i
ˆ s+
s
ˆ
Rd
fE(t
⊥
i , u, ζ
⊥
i , ζi)Kτ (ζ) dζ du+
1
2d
∑
s∈∂E
t⊥
i
ˆ s
s−
ˆ
Rd
fE(t
⊥
i , u, ζ
⊥
i , ζi)Kτ (ζ) dζ du
=
1
d
ˆ L
0
ˆ
Rd
fE(t
⊥
i , u, ζ
⊥
i , ζi)Kτ (ζ) dζ du
Finally, integrating over t⊥i one has that
1
Ld
ˆ
[0,L)d−1
∑
s∈∂E
t⊥
i
vi,τ (E, t
⊥
i , s) dt
⊥
i =
1
d
1
Ld
ˆ
[0,L)d
ˆ
Rd
fE(t
⊥
i , ti, ζ
⊥
i , ζi) dζ dt. (7.14)
To conclude the proof of the decomposition claimed in (7.11), it is sufficient to combine (7.14) and
the definition of wi,τ (see (7.12)).
The intuition of the role of the terms ri,τ and vi,τ is the following. The term ri,τ first penalizes
oscillations with high frequency in direction ei, namely sets whose slices in direction i have boundary
points at small minimal distance. Indeed, fix t⊥i and consider s 7→ χEt⊥
i
(s). If this function oscillates
with high frequency, there exist s, s+ ∈ ∂Et⊥i such that |s − s
+| is small. Hence by (7.9) the
contribution of ri,τ will be positive and large.
The term vi,τ penalizes oscillations in direction ei whenever the neighbourhood of the point (t
⊥
i +sei)
is close in L1 to a stripe oriented along ej . This last statement will be made precise in Lemma 7.8.
Finally, for every Ql(z), define
F¯i,τ (E,Ql(z)) :=
1
ld
[ˆ
Q⊥l (z
⊥
i )
∑
s∈∂E
t⊥
i
t⊥i +sei∈Ql(z)
(vi,τ (E, t
⊥
i , s) + ri,τ (E, t
⊥
i , s)) dt
⊥
i +
ˆ
Ql(z)
wi,τ (E, t
⊥
i , ti) dt
]
,
F¯τ (E,Ql(z)) :=
d∑
i=1
F¯i,τ (E,Ql(z)).
(7.15)
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The above consists in the “local contribution” to the energy in a cube Ql(z) mentioned in the
outline. More precisely, we will write the r.h.s. of (7.4) in terms of F¯τ (E,Ql(·)) via an averaging
process. In order to do this we will need the following lemma.
Lemma 7.2. Let µ be a [0, L)d-periodic locally finite measure, namely a measure invariant under
translations in LZd. Then one has thatˆ
[0,L)d
dµ(x) =
1
ld
ˆ
[0,L)d
ˆ
Ql(z)
dµ(x) dz. (7.16)
Proof. The proof of (7.16) is done by changing order of integration (namely Fubini): first integrating
in z.
Indeed,
ˆ
[0,L)d
ˆ
Ql(z)
dµ(x) dz =
ˆ
[0,L)d
ˆ
Rd
χQl(z)(x) dµ(x) dz =
ˆ
[0,L)d
ˆ
Rd
χQl(x)(z) dz dµ(x)
= ld
ˆ
[0,L)d
dµ(x).
By Lemma 7.2, we have that the r.h.s. of (7.4) is equal to
1
Ld
ˆ
[0,L)d
F¯τ (E,Ql(z)) dz. (7.17)
Indeed, since E is [0, L)d-periodic we can see that the r.h.s. of (7.4) as an integration with respect
to a [0, L)d-periodic measure. This implies that
Fτ,L(E) ≥ 1
Ld
ˆ
[0,L)d
F¯τ (E,Ql(z)) dz. (7.18)
Given that, in the above inequality, equality holds for stripes, if we show that the minimizers of
(7.17) are periodic optimal stripes, then the same claim holds for Fτ,L.
We will say that a set which is a union of stripes, S, is oriented along the direction ei, if S is
invariant with respect to every translation orthogonal to ei.
In the next definition we define a quantity which measures the distance of a set from being a union
of stripes. Such a quantity being small means for us to be (L1-)“close” to stripes in a given cube.
Definition 7.3. For every η we denote by Aiη the family of all sets F such that
(i) they are union of stripes oriented along the direction ei
(ii) their connected components of the boundary are distant at least η.
We denote by
Diη(E,Q) := inf
{ 1
vol(Q)
ˆ
Q
|χE − χF | : F ∈ Aiη
}
and Dη(E,Q) = inf
i
Diη(E,Q). (7.19)
Finally, we let Aη := ∪iAiη.
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Let S be union of stripes, namely S = Sˆ × Rd−1, with Sˆ = ⋃i∈Z(αi, βi). Then condition (ii) in
Definition 7.3, says that infi,j |αi − βj | > η. This corresponds to the minimal distance between the
connected components of the boundaries of the stripes in S.
In the following remark, we first notice that the local distance (7.19) from a family of stripes in a
certain direction is a Lipschitz function w.r.t. the centre of the cube we consider. In particular,
what we need in the proof of Theorem 1.4 is that, if at a point we are far from being stripes, then
in a neighbourhood of it we also have approximately the same distance (“thickness” of the set A0
mentioned in the outline and that will be defined in (7.54)).
Moreover, in point (ii) of the next remark we notice that, if we are sufficiently close to stripes in
different directions, then either |E ∩ Ql(z)|  ld or |Ec ∩ Ql(z)|  ld (property of the set A−1
mentioned in the Outline and that will be defined in (7.55)).
Remark 7.4.
(i) Let E,F ⊂ Rd. Then the map z 7→ Dη(E,Ql(z)) is Lipschitz, with Lipschitz constant Cd/l,
where Cd is a constant depending only on the dimension d. In order to see this for fixed F
consider the map
TF : z 7→ 1
ld
ˆ
Ql(z)
|χE(x)− χF (x)| dx.
Then
TF (z
′) =
1
ld
ˆ
Ql(z′)
|χE(x)− χF (x)|dx ≤ 1
ld
ˆ
Ql(z)
|χE(x)− χF (x)|dx+ 1
ld
|Ql(z)∆Ql(z′)|
≤ TF (z) + Cd
l
|z − z′|,
where Cd is a constant depending only on the dimension d and Ql(z)4Ql(z′) = (Ql(z) \
Ql(z
′)) ∪ (Ql(z′) \ Ql(z)). Finally given that Diη(E,Ql(·)) and Dη(E,Ql(·)) are the infima
of TF (·) for F ∈ Aiη and Aη respectively, we have that Diη(E,Ql(·)) and Dη(E,Ql(·)) are
Lipschitz with Lipschitz constant Cd/l.
In particular, whenever Dη(E,Ql(z)) > α and Dη(E,Ql(z
′)) < β, then |z−z′| > l(α−β)/Cd.
(ii) For every ε there exists δ0 = δ0(ε) such that for every δ ≤ δ0 whenever Djη(E,Ql(z)) ≤ δ and
Diη(E,Ql(z)) ≤ δ with i 6= j for some η > 0, it holds
min
(|Ql(z) \ E|, |E ∩Ql(z)|) ≤ ε. (7.20)
The above claim follows easily by contradiction. Indeed, suppose that there exist ε > 0, a
sequence of sets in {En}, and sequences δn ↓ 0 and ηn > 0 such that
Djηn(En, Ql(z)) ≤ δn and Diηn(En, Ql(z)) ≤ δn (with i 6= j) (7.21)
and such that min
(|Ql(z)\E|, |E∩Ql(z)|) > ε. W.l.o.g. we assume that z = 0. From (7.21),
we have that there exist two sets Sin and S
j
n such that the distance of En is δn-close in L
1 to
Sin and S
j
n. Thus ˆ
Ql(0)
|χSin(x)− χSin(x)|dx ≤ 2δn. (7.22)
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It is not difficult to see that (7.22) holds if and only if both Sin ∩ Ql(0) and Sjn ∩ Ql(0) are
L1-close (depending on δn) either to Ql(0) or to ∅. Indeed, without lost of generality we can
assume that d = 2, thus S1n = F
1
n × R and S2n = R× F 2n where F 1n , F 2n ⊂ R.
Rewriting (7.22) and using Fubini, we have that
ˆ
Ql(0)
|χSin(x)− χSin(x)| dx =
ˆ l/2
−l/2
ˆ l/2
−l/2
|χF 1n(x1)− χF 2n(x2)| dx1 dx2 ≤ 2δn.
Noticing that χF 2n(x2) does not depend on x1 and that χF 2n(x2) ∈ {0, 1}, we immediately deduce
that χF1 ∩ (−l/2, l/2) is close (depending on δn) in L1((−l/2, l/2)) to either (−l/2, l/2) or to
∅, which in turn implies that En is close in L1(Ql(0)) to Ql(0) or to ∅. Notice that the above
reasoning does not depend on η, since the only thing used is that χSiε and χSiε are invariant
with respect to two different directions and take values in {0, 1}.
The following lemma is a technical lemma that is used in the Local Rigidity Lemma (Lemma 7.6).
In particular, it says that if a family of sets Eτ of locally finite perimeter in R converges in L1 to
a set E0 of locally finite perimeter and the local contributions given by rτ (Eτ , s) defined in (7.8)
(which for slices Eτ,t⊥i
of Eτ ⊂ Rd coincides with ri,τ (E, t⊥i , s) in (7.5)) are uniformly bounded, then
(7.23) holds. This is one of the preliminary steps used in Lemma 7.6 to show that E0 is a union of
stripes.
Lemma 7.5. Let E0, {Eτ} ⊂ R be a family of sets of locally finite perimeter and I ⊂ R be an open
interval. Moreover, assume that Eτ → E0 in L1(I). If we denote by {k01, . . . , k0m} = ∂E0 ∩ I, then
lim inf
τ↓0
∑
s∈∂Eτ
s∈I
rτ (Eτ , s) ≥
m∑
i=1
(−1 + C|k0i − k0i+1|−β), (7.23)
where rτ is defined in (7.8).
Proof. Let us denote by {kτ1 , . . . , kτmτ } = ∂Eτ ∩ I. We will also denote by
kτ0 = sup{s ∈ ∂Eτ : s < kτ1} and kτmτ+1 = inf{s ∈ ∂Eτ : s > kτmτ }.
Denote by A the r.h.s. of (7.23). From (7.9), one has that rτ (Eτ , k
τ
i ) ≥ −1 + C max(|kτi −
kτi+1|−β, τ−1). Thus, there exist η and τ¯ > 0 such that for every τ < τ¯ , whenever
min
i∈{0,...,mτ}
|kτi+1 − kτi | < η
then ∑
s∈∂Eτ
s∈I
rτ (Eτ , s) & A.
Hence, assume there exists a subsequence τk such that |kτki+1 − kτki | > η for all i ≤ mτk . Up to
relabeling, let us assume that it holds true for the whole sequence of Eτ .
Since mini |kτi+1 − kτi | > η the convergence Eτ → E0 in L1(I) can be upgraded to the convergence
of the boundaries, namely one has that there exists a τ¯ such that for τ < τ¯ , it holds #(∂Eτ ∩ I) =
#(∂E0 ∩ I) and kτi → k0i .
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Then because of the convergence of the boundaries, we have that
lim inf
τ↓0
∑
s∈∂Eτ
s∈I
rτ (Eτ , s) ≥ lim inf
τ↓0
m∑
j=1
(− 1 + C max(|kτi − kτi+1|−β, τ−1))
≥
m∑
j=1
(− 1 + C|k0i − k0i+1|−β).
(7.24)
The following lemma contains the local version of Theorem 3.1, namely the rigidity estimate men-
tioned in the outline.
Its content can be summarized as follows. Given a sequence of sets Eτ ⊂ Rd of bounded local energy,
by Remark 7.1 their boundary points on the slices are not too close and then they converge to a set
of locally finite perimeter E0. Then, using the lower semicontinuity result of Lemma 7.5 and the
monotonicity in τ of the kernel, one gets as τ → 0 a bound similar to∑di=1 Gi0,L(E)+I0,L(E) < +∞,
but with Gi0,L and I0,L substituted by their local counterparts (ri,τ and wi,τ ). Then, applying
Proposition 3.2, which has been already proved without using any periodicity assumption on E
(see Remark 3.4), one has that the set E0 has to be a union of stripes. Therefore, for τ > 0
sufficiently small but depending only on l, the sets Eτ will be close to E0 in the sense of Definition
7.3.
Lemma 7.6 (Local Rigidity). For every M > 1, l, δ > 0, there exist τ¯ , η¯ > 0 such that whenever
τ < τ¯ and F¯τ (E,Ql(z)) < M for some z ∈ [0, L)d and E ⊂ Rd [0, L)d-periodic, with L > l, then it
holds Dη(E,Ql(z)) ≤ δ for every η < η¯. Moreover η¯ can be chosen independent on δ. Notice that
τ¯ and η¯ are independent of L.
Proof. The proof will follow by contradiction. Assume that the claim is false. This implies that
there exists M > 1, l, δ > 0 and sequences {τk}, {ηk}, {Lk}, {zk}, {Eτk} such that:
(i) one has that τk ↓ 0, Lk > l, ηk ↓ 0, zk ∈ [0, Lk)d;
(ii) the family of sets Eτk is [0, Lk)
d-periodic
(iii) one has that Dηk(Eτk , Ql(zk)) > δ and F¯τk(Eτk , Ql(zk)) < M .
Given that η 7→ Dη(E,Ql(z)) is monotone increasing, we can fix η¯ sufficiently small instead of ηk
with Dη¯(Eτk , Ql(zk)) > δ. In particular, η¯ will be chosen at the end of the proof depending only
on M, l.
W.l.o.g. (taking e.g. Eτk − zk instead of Eτk) we can assume there exists z ∈ Rd such that zk = z
for all k ∈ N.
Because of Remark 7.1, one has that supk Per1(Eτk , Ql(z)) < +∞. Thus up to subsequences there
exists E0 such that Eτk → E0 in L1(Ql(z)) with Dη¯(E0, Ql(z)) > δ.
In order to keep the notation simpler, we will write τ → 0 instead of τk → 0 and Eτ → E0 instead
of Eτk → E0.
In this proof we will denote by Ji the interval (zi − l/2, zi + l/2).
By Lebesgue’s theorem, there exists a subsequence of τ such that for almost every t⊥i ∈ Q⊥l (z⊥i )
one has that Eτ,t⊥i
∩ Ji converges to E0,t⊥i ∩ Ji in L
1(Ql(z)).
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By using (7.15) and the fact that vi,τ ≥ 0, we have that
M ≥ F¯τ (Eτ , Ql(z)) ≥ 1
ld
d∑
i=1
ˆ
Q⊥l (z
⊥
i )
∑
s∈∂E
τ,t⊥
i
s∈Ji
ri,τ (Eτ , t
⊥
i , s) dt
⊥
i +
ˆ
Ql(z)
wi,τ (Eτ , t
⊥
i , ti) dt
⊥
i dti.
(7.25)
By the Fatou lemma we have that
ldM ≥ lim inf
τ↓0
d∑
i=1
ˆ
Q⊥l (z
⊥
i )
∑
s∈∂E
τ,t⊥
i
s∈Ji
ri,τ (Eτ , t
⊥
i , s) dt
⊥
i ≥
d∑
i=1
ˆ
Q⊥l (z
⊥
i )
lim inf
τ↓0
∑
s∈∂E
τ,t⊥
i
s∈Ji
ri,τ (Eτ , t
⊥
i , s) dt
⊥
i
≥
d∑
i=1
ˆ
Q⊥l (z
⊥
i )
∑
s∈∂E
0,t⊥
i
s∈Ji
(− 1 + C(s+ − s)−β + C(s− s−)−β)dt⊥i ,
where in the last inequality we have used Lemma 7.5 applied to ri,τ (Eτ , t
⊥
i , s) = r(Eτ,t⊥i
, s).
The same type of inequality holds also for the last term in (7.25), namely
lim inf
τ↓0
ˆ
Ql(z)
wi,τ (Eτ , t
⊥
i , ti) dt
⊥
i dti
≥ lim inf
τ↓0
1
d
ˆ
Ql(z)
ˆ
Ql(z)
fEτ (t
⊥
i , ti, t
′⊥
i − t⊥i , t′i − ti)Kτ (t− t′) dt dt′
≥ 1
d
ˆ
Ql(z)
ˆ
Ql(z)
fE0(t
⊥
i , ti, t
′⊥
i − t⊥i , t′i − ti)K0(t− t′) dt dt′
(7.26)
Indeed, in order to prove (7.26) we fix τ ′ > 0 and by using initially Eτ → E0 in L1(Ql(z)) and
afterwards the monotonicity of τ 7→ K̂τ (s) we have that
lim inf
τ↓0
ˆ
Ql(z)
wi,τ (Eτ , t
⊥
i , ti) dt
⊥
i dti ≥ sup
τ ′
lim inf
τ↓0
ˆ
Ql(z)
wi,τ ′(Eτ , t
⊥
i , ti) dt
⊥
i dti
≥ sup
τ ′
1
d
ˆ
Ql(z)
ˆ
Ql(z)
fE0(t
⊥
i , ti, t
′⊥
i − t′⊥i , ti − t′i)Kτ ′(t− t′) dtdt′
≥ 1
d
ˆ
Ql(z)
ˆ
Ql(z)
fE0(t
⊥
i , ti, t
′⊥
i − t′⊥i , ti − t′i)K0(t− t′) dt dt′.
To summarize, we have shown that
d∑
i=1
1
d
ˆ
Ql(z)
ˆ
Ql(z)
fE0(t
⊥
i , ti, t
′⊥
i − t′⊥i , ti − t′i)K0(t− t′) dtdt′
+
d∑
i=1
ˆ
Q⊥l (z
⊥
i )
∑
s∈∂E
0,t⊥
i
s∈Ji
((s+ − s)−β + (s− s−)−β) dt⊥i . ldM + Per1(E0, Ql(z)) (7.27)
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Similarly to (2.24), one can show that
Per1(Eτ , Ql(z)) . ld max(1, F¯τ (Eτ , Ql(z))) . ld max(1,M) . ldM,
thus from the lower semicontinuity of the perimeter we have that
Per1(E0, Ql(z))) ≤ lim inf
τ↓0
Per1(Eτ , Ql(z))) . ldM.
In particular,
d∑
i=1
ˆ
Q⊥l (z
⊥
i )
∑
s∈∂E
0,t⊥
i
s∈Ji
((s+ − s)−β + (s− s−)−β) dt⊥i . ldM (7.28)
d∑
i=1
ˆ
Ql(z)
ˆ
Ql(z)
fE0(t
⊥
i , ti, t
′⊥
i − t′⊥i , ti − t′i)K0(t− t′) dt dt′ . ldM. (7.29)
At this point, the same reasoning as in Proposition 3.2 can be applied in order to obtain that (7.28)
and (7.29) hold if and only if E0 ∩ Ql(z) is a union of stripes. It is indeed sufficient to substitute
[0, L)d with Ql(z) in the proof.
Moreover, since the l.h.s. of (7.28) explodes for stripes with minimal width tending to zero, one has
that there exists η¯ = η¯(M, l) such that Dη¯(E0, Ql(z)) = 0. This contradicts that Dη¯(E0, Ql(z)) > δ,
which was assumed at the beginning of the proof.
The following is a technical lemma needed in the proof of Lemma 7.9. It says that given a set
E ⊂ R, and I ⊂ R an interval, then the one-dimensional contribution to the energy, namely∑
s∈∂E∩I rτ (E, s), is comparable to the periodic case up to a constant C0 depending only on the
dimension.
More precisely, C0 depends on η0, which is the minimal distance between boundary points of E
so that rτ (E, s) < 0, and it is what one can lose by extending periodically the set E outside the
interval I. For periodic sets then, by the reflection positivity Theorem 4.1, the energy contribution
in (7.30) is bigger than or equal to the contribution of periodic stripes of width h∗τ , namely C∗τ
times the length of the interval I.
Lemma 7.7. There exists C0 > 0 such that the following holds. Let E ⊂ R be a set of locally
finite perimeter and I ⊂ R be an open interval. Let s−, s and s+ be three consecutive points on
the boundary of E and rτ (E, s) defined as in (7.8). Then for all τ < τ0, where τ0 is given in
Remark 7.1, it holds ∑
s∈∂E
s∈I
rτ (E, s) ≥ C∗τ |I| − C0. (7.30)
Proof. Let us denote by k1 < . . . < km the points of ∂E ∩ I, and
k0 = sup{s ∈ ∂E : s < k1} and km+1 = inf{s ∈ ∂E : s > km}
W.l.o.g. we may assume that rτ (E, k1) < 0 and that rτ (E, km) < 0.
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Indeed, if that is not the case one can consider I ′ ⊂ I such that rτ (E, k′1) < 0 and that rτ (E, k′m′) <
0, where k′1, · · · , k′m′ are the points of ∂E ∩ I ′. Thus if estimate (7.30) holds for I ′ then it holds
also for I by the following chain of inequalities∑
s∈∂E
s∈I
rτ (E, s) ≥
∑
s∈∂E
s∈I′
rτ (E, s) ≥ C∗τ |I ′| − C0 ≥ C∗τ |I| − C0,
where in the last inequality we have used that C∗τ < 0.
Because of Remark 7.1, the fact that rτ (E, k1) < 0 and rτ (E, km) < 0 implies that there exists
η0 > 0 (for all τ ≤ τ0) such that
min(|k1 − k0|, |k2 − k1|, |km−1 − km|, |km+1 − km|) > η0.
We claim that
m∑
i=1
rτ (E, ki) ≥
m∑
i=1
rτ (E
′, ki)− C¯0 (7.31)
where E′ is obtained by extending periodically E with the pattern contained in E ∩ (k1, km) and
C¯0 = C¯0(η0) > 0. The construction of E
′ can be done as follows: if m is odd we repeat periodically
E ∩ (k1, km), and if m is even we repeat periodically (k1 − η0, km).
Thus we have constructed a set E′ which is periodic of period km − k1 or km − k1 + η0. Therefore
m∑
i=1
rτ (E
′, ki) ≥ C∗τ (km − k1 + η0) ≥ C∗τ |I| − C˜0, (7.32)
where C˜0 = C˜0(η0). Inequality (7.32) follows by reflection positivity (Theorem 4.1). Indeed,
reflection positivity implies that optimal [0, L)-periodic set EL must be a union of periodic stripes
and C∗τ was the minimal energy density by further optimizing in L.
Inequality (7.32) combined with (7.31) yields (7.30).
To show (7.31), notice that the symmetric difference between E and E′ satisfies
E∆E′ ⊂ (−∞, k1 − η0) ∪ (km + η0,+∞),
where η0 is the constant defined in Remark 7.1. To obtain (7.31), we need to estimate |
∑m
i=1 rτ (E, ki)−∑m
i=1 rτ (E
′, ki)|. Let
m∑
i=1
rτ (E, ki)−
m∑
i=1
rτ (E
′, ki) = A+B,
where
A =
m−1∑
i=0
ˆ ki+1
ki
ˆ +∞
0
(s− |χE(s+ u)− χE(u)|)K̂τ (s) ds du
−
m−1∑
i=0
ˆ ki+1
ki
ˆ +∞
0
(s− |χE′(s+ u)− χE′(u)|)K̂τ (s) ds du
B =
m∑
i=1
ˆ ki+1
ki
ˆ 0
−∞
(s− |χE(s+ u)− χE(u)|)K̂τ (s) dsdu
−
m∑
i=1
ˆ ki+1
ki
ˆ 0
−∞
(s− |χE′(s+ u)− χE′(u)|)K̂τ (s) ds du.
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Thus by using the integrability of K̂ (see (4.1)), we have that
|A| ≤
ˆ km
k0
ˆ +∞
0
χE∆E′(u+ s)K̂τ (s) ds du ≤
ˆ km
k0
ˆ ∞
km+η0
K̂τ (u− v) dv du ≤ C0
2
,
where C0 is a constant depending only on η0. Similarly, |B| ≤ C0/2
Thus we have that∣∣∣ m∑
i=1
rτ (E, ki)−
m∑
i=1
rτ (E
′, ki)
∣∣∣ ≤ ˆ km
k0
ˆ ∞
km+η0
K̂τ (u− v) dudv +
ˆ km+1
k1
ˆ k1−η0
−∞
K̂τ (u− v) dv du.
Since for every periodic set we have that C∗τ is the infimum of all the energy densities for periodic
sets (of any period), we have the desired result.
The next lemma is the local analog of the Stability Lemma 6.1. Informally, it shows that if we
are in a cube where the set E ⊂ Rd is close to a set E′ which is a union of stripes in direction
ei (according to Definition 7.3), then it is not convenient to oscillate in direction ej with j 6= i
(namely, on the slices in direction ei to have points in ∂Et⊥i
). We show that in such a case either
the local contribution given by ri,τ or the one given by vi,τ are large. We recall that the first term
penalizes alternation between regions in Et⊥i
and regions in Ec
t⊥i
with high frequency and the second
penalizes oscillations in direction i whenever the neighbourhood of the point (t⊥i , ti) is close in L
1
to a stripe in a perpendicular direction j. This second fact (about the role of vi,τ ) is justified in
an analogous way to (6.11)-(6.13), with the only difference that there the interaction term Iτ,L was
global (on [0, L)d) and here we consider the localized version.
Lemma 7.8 (Local Stability). Let (t⊥i + sei) ∈ (∂E) ∩ [0, l)d and η0, τ0 as in Remark 7.1. Then
there exist τ˜ , ε˜ > 0 (independent of l) such that for every τ < τ˜ and ε < ε˜ the following holds:
assume that
(a) min(|s− l|, |s|) > η0
(b) Djη(E, [0, l)d) ≤ εd16ld for some η > 0 and with j 6= i (this condition expresses that E ∩ [0, l)d is
close to stripes oriented along a direction orthogonal to ei)
Then ri,τ (E, t
⊥
i , s) + vi,τ (E, t
⊥
i , s) ≥ 0.
Proof. Let s−, s, s+ be three consecutive points for ∂Et⊥i . By Remark 7.1, there exists η0, τ0 > 0
such that if τ < τ0
min(|s− s−|, |s+ − s|) < η0 then ri,τ (E, t⊥i , s) > 0.
Thus without loss of generality we may assume that min(|s− s−|, |s+ − s|) ≥ η0.
We choose ε˜, τ˜ < τ0 with the following properties: ε˜ < η0, where η0 is defined in Remark 7.1 and
ε˜, τ˜ are such that
7C/16ε˜d+1
ε˜p + τp/β
≥ 1, where Kτ (ζ) ≥ C|ζ|p + τp/β , (7.33)
for every τ < τ˜ (see (2.3) for the estimates on the kernel).
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Because of condition (a) in the statement of the lemma, there exists a cube Q⊥ε˜ (t
′⊥
i ) ⊂ Rd−1 of size
ε˜, such that t⊥i ∈ Q⊥ε˜ (t′⊥i ) and (s− ε˜, s+ ε˜)×Q⊥ε˜ (t′⊥i ) ⊂ [0, l)d.
By definition, one has that
ri,τ (E, t
⊥
i , s) + vi,τ (E, t
⊥
i , s) ≥ −1 +
ˆ s+ε˜
s−ε˜
ˆ 2ε˜
−2ε˜
ˆ
Q⊥ε˜ (t
′⊥
i )
fE(t
⊥
i , ti, ζ
⊥
i , ζi)Kτ (ζ) dζ
⊥
i dζi dti. (7.34)
In order to estimate the r.h.s. of (7.34) from below, one proceeds exactly as in the proof of Lemma
6.1 (using now that assumption (b) telling that E is L1-close to stripes on the cube [0, l)d instead
of [0, L)d, see Figure 2) and obtains
ˆ s
s−ε˜
ˆ 2ε˜
−2ε˜
ˆ
Q⊥ε˜ (t
′⊥
i )
fE(t
⊥
i , u, ζ
⊥
i , ζi)Kτ (ζ) dζ du ≥
7C/16ε˜d+1
ε˜p + τp/β
.
Then, by (7.34) and (7.33), ri,τ (E, t
⊥
i , s) + vi,τ (E, t
⊥
i , s) ≥ 0.
In the proof of Theorem 1.4, we will deal with the following situation: given a segment J on a
slice in direction ei, we want to estimate from below the contribution of the energy on J , namely´
J F¯i,τ (E,Ql(t
⊥
i + sei)) ds.
Point (i) below aims at estimating the contribution on J assuming that on l-cubes around the
points in J the set E is close to stripes in another direction ej , j 6= i. Considering only points s ∈ J
which are far from the boundary, like in (a) of Lemma 7.8, then by Lemma 7.8 we would have that
the contribution is positive. The possibly negative contribution in (7.35) is due to the presence of
the boundary terms, and therefore is absent in (7.36) when J = [0, L).
Point (ii) wants to estimate the contribution on J without making assumptions on the behaviour
around points in J . One uses here, far from ∂J , the one-dimensional estimate of Lemma 7.7. Close
to the boundary, one has eventually some additional negative contribution, which is smaller in
absolute value when around the points of ∂J one is close to stripes in another direction (see (7.37)
and (7.38) and Remark 7.10).
Lemma 7.9. Let ε˜, τ˜ > 0 as in Lemma 7.8. Let δ = εd/(16ld) with 0 < ε ≤ ε˜, τ ≤ τ˜ and
l > C0/(−C∗τ ), where C0 is the constant appearing in Lemma 7.7. Let t⊥i ∈ [0, L)d−1 and η > 0.
The following statements hold: there exists M0 constant independent of l (but depending on the
dimension) such that
(i) Let J ⊂ R an interval such that for every s ∈ J one has that Djη(E,Ql(t⊥i + sei)) ≤ δ with
j 6= i. Then
ˆ
J
F¯i,τ (E,Ql(t
⊥
i + sei)) ds ≥ −
M0
l
. (7.35)
Moreover, if J = [0, L), then
ˆ
J
F¯i,τ (E,Ql(t
⊥
i + sei)) ds ≥ 0. (7.36)
49
(ii) Let J = (a, b) ⊂ R. If for s = a and s = b it holds Djη(E,Ql(t⊥i + sei)) ≤ δ with j 6= i, thenˆ
J
F¯i,τ (E,Ql(t
⊥
i + sei)) ds ≥ |J |C∗τ −
M0
l
, (7.37)
otherwise ˆ
J
F¯i,τ (E,Ql(t
⊥
i + sei)) ds ≥ |J |C∗τ −M0l. (7.38)
Moreover, if J = [0, L), then
ˆ
J
F¯i,τ (E,Ql(t
⊥
i + sei)) ds ≥ |J |C∗τ . (7.39)
Remark 7.10. Note that since C∗τ < 0, one has that (7.35) is a stronger inequality when compared
to (7.37). This is due to the additional hypothesis Djη(E,Ql(t
⊥
i + sei)) ≤ δ, j 6= i, for all s ∈ J .
Proof. Let us now prove (i). Since the result is valid for a general set E, we may assume without
loss of generality that a = 0 and b = l′, namely J = [0, l′). We consider the decomposition
Ql(t
⊥
i + tiei) = Q
⊥
l (t
⊥
i ) × Qil(ti), where Q⊥l (t⊥i ) ⊂ Rd−1 is the cube of size l centered at t⊥i and
Qil(ti) ⊂ R is the interval of size l centered in ti. From the definition of F¯i,τ (see 7.15) and since
wi,τ ≥ 0, we have that
ˆ
J
F¯i,τ (E,Ql(t
⊥
i + sei)) ds ≥
1
ld
ˆ
J
ˆ
Q⊥l (t
⊥
i )
∑
s′∈∂E
t′⊥
i
s′∈Qil(s)
(
ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′)
)
dt′⊥i ds
=
1
ld
ˆ
J
ˆ
Q⊥l (t
⊥
i )
∑
s′∈∂E
t′⊥
i
χQil(s)
(s′)
(
ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′)
)
dt′⊥i ds
=
1
ld−1
ˆ
Q⊥l (t
⊥
i )
∑
s′∈∂E
t′⊥
i
s′∈(− l
2
,l′+ l
2
)
|Qil(s′) ∩ J |
l
(
ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′)
)
dt′⊥i .
(7.40)
where in order to obtain the last line, we have used Fubini to integrate first in s.
Let us now estimate the last term in (7.40).
For every point s′ ∈ ∂Et′⊥i such that min(|s
′ + l/2|, |s′ − l′ − l/2|) > η0, using the fact that τ ≤ τ˜
and δ = εd/(16ld), 0 < ε < ε˜, where ε˜, τ˜ are given in the statement of Lemma 7.8, and η > 0, we
can apply such Lemma and obtain that ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′) ≥ 0.
Let us estimate the contribution of s′ when s′ is close to the boundary, namely min(|s′ + l/2|, |s′ −
l′ − l/2|) < η0. Since ri,τ is positive when the neighbouring points are closer than η0, by using
ri,τ ≥ −1 and vi,τ ≥ 0, for every t′⊥i we have that∑
{s′: min(|s′+ l
2
|,|s′−l′− l
2
|)<η0}
(
ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′)
)
≥ −2.
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Since when s′ is such that min(|s′+ l/2|, |s′− l′− l/2|) < η0 we have that |Q
i
l(s
′)∩J |
l ≤ η0l , by plugging
the above on the r.h.s. of (7.40), we have the first claim.
Let us now prove (7.36).
ˆ L
0
F¯i,τ (E,Ql(t
⊥
i + sei)) ds ≥
1
ld
ˆ L
0
ˆ
Q⊥l (t
⊥
i )
∑
s′∈∂E
t′⊥
i
s′∈Qil(s)
(
ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′)
)
dt′⊥i ds
=
1
ld
ˆ L
0
ˆ
Q⊥l (t
⊥
i )
∑
s′∈∂E
t′⊥
i
χQil(s)
(s′)
(
ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′)
)
dt′⊥i ds
=
1
ld−1
ˆ
Q⊥l (t
⊥
i )
∑
s′∈∂E
t′⊥
i
s′∈[0,L)
(
ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′)
)
dt′⊥i ,
where the last step follows from using initially Fubini as in (7.40) and afterwards the L-periodicity.
Hence (7.36) holds since when J = [0, L) by periodicity we do not have to care for points s′ ∈ ∂Et′⊥i
close to ∂J and we can directly apply Lemma 7.8 giving ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′) ≥ 0.
Let us now prove (ii). W.l.o.g. let us assume that J = (0, l′).
As in (7.40) one has that
ˆ
J
F¯i,τ (E,Ql(t
⊥
i + sei)) ds ≥
1
ld−1
ˆ
Q⊥l (t
⊥
i )
∑
s′∈∂E
t′⊥
i
s′∈(− l
2
,l′+ l
2
)
|Qil(s′) ∩ J |
l
(
ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′)
)
dt′⊥i
=
1
ld−1
ˆ
Q⊥l (t
⊥
i )
∑
s′∈∂E
t′⊥
i
s′∈( l
2
,l′− l
2
)
|Qil(s′) ∩ J |
l
(
ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′)
)
dt′⊥i
+
1
ld−1
ˆ
Q⊥l (t
⊥
i )
∑
s′∈∂E
t′⊥
i
s′∈(− l
2
, l
2
]∪[l′− l
2
,l′+ l
2
)
|Qil(s′) ∩ J |
l
(
ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′)
)
dt′⊥i
(7.41)
where if l′ ≤ l, we have that (l/2, l′ − l/2) is empty and then
1
ld−1
ˆ
Q⊥l (t
⊥
i )
∑
s′∈∂E
t′⊥
i
s′∈(l/2,l′−l/2)
(
ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′)
)
dt′⊥i = 0.
Fix t′⊥i . We will now estimate the contributions for (t
′⊥
i , s
′) ∈ Ql(t′⊥i ) and (t′⊥i , s′) ∈ Ql(t′⊥i + l′ei).
If the condition Djη(E,Ql(t
′⊥
i )) ≤ δ or Djη(E,Ql(t′⊥i + l′ei)) ≤ δ is missing, then we will estimate
ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′) from below with −1 whenever the neighbouring “jump” points are
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further than η0, otherwise ri,τ ≥ 0. Hence, the last term in (7.41) can be estimated by
1
ld−1
ˆ
Q⊥l (t
⊥
i )
∑
s′∈∂E
t′⊥
i
s′∈(− l
2
, l
2
]
|Qil(s′) ∩ J |
l
(
ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′)
)
dt′⊥i & −M0l
1
ld−1
ˆ
Q⊥l (t
⊥
i )
∑
s′∈∂E
t′⊥
i
s′∈[l′− l
2
,l′+ l
2
)
|Qil(s′) ∩ J |
l
(
ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′)
)
dt′⊥i & −M0l.
If l′ > l, we have that
1
ld−1
ˆ
Q⊥l (t
⊥
i )
∑
s′∈∂E
t′⊥
i
s′∈(l/2,l′−l/2)
ri,τ (E, t
′⊥
i , s
′) dt′⊥i ≥ C∗τ |J | − lC∗τ − C0,
where in the last inequality we have used Lemma 7.7 for E = Et′⊥i
and I = (l/2, l′ − l/2).
Combining the above with the fact that the same term is 0 if l′ < l, we have that
1
ld−1
ˆ
Q⊥l (t
⊥
i )
∑
s′∈∂E
t′⊥
i
s′∈(l/2,l′−l/2)
ri,τ (E, t
′⊥
i , s
′) dt′⊥i ≥
(
C∗τ |J | − lC∗τ − C0
)
χ(0,+∞)(|J | − l),
Thanks to the fact that l > C0/(−C∗τ ), one has (7.38).
Let us now turn to the proof of (7.37). Given that Djη(E,Ql(t
⊥
i )) ≤ δ and Djη(E,Ql(t⊥i + l′ei)) ≤ δ
for some j 6= i, by Lemma 7.8 with δ = εd/(16ld) we have that
ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′) ≥ 0 (7.42)
whenever min(|s′− l′+ l/2|, |s′− l′− l/2|) ≥ η0 and (t′⊥i + s′ei) ∈ Ql(t⊥i + l′ei) or min(|s′+ l/2|, |s′−
l/2|) ≥ η0 and (t′⊥i + s′ei) ∈ Ql(t⊥i ).
Fix t′⊥i . Then∑
s′∈∂E
t′⊥
i
s′∈(− l
2
, l
2
)
|Qil(s′) ∩ J |
l
(
ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′)
)
≥
∑
s′∈∂E
t′⊥
i
s′∈(− l
2
, l
2
)
min(|s′+l/2|,|s′−l/2|)≥η0
|Qil(s′) ∩ J |
l
(
ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′)
)
+
∑
s′∈∂E
t′⊥
i
s′∈(− l
2
, l
2
)
min(|s′+l/2|,|s′−l/2|)<η0
|Qil(s′) ∩ J |
l
(
ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′)
)
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Thus by using (7.42), we have that the first term on the r.h.s. above is positive. To estimate the last
term on the r.h.s. above we notice that ri,τ ≥ 0 whenever the neighbouring points are closer than η0
and otherwise ri,τ ≥ −1. Moreover, given that |Q
i
l(s
′)∩J |
l <
η0
l for s
′ ∈ (−l/2, l/2)∪(l′− l/2, l′+ l/2),
we have that the last term on the r.h.s. above can be bounded from below by −M0/l. Finally
integrating over t′⊥i we obtain that
1
ld−1
ˆ
Q⊥l (t
⊥
i )
∑
s′∈∂E
t′⊥
i
s′∈(−l/2,l/2)∪(l′−l/2,l′+l/2)
|Qil(s′) ∩ J |
l
(
ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′)
)
dt′⊥i & −
M0
l
.
By using the above inequality in (7.41) and the fact that for every s′ ∈ (l/2, l′ − l/2) it holds
|Ql(s′)∩J |
l = 1, we have thatˆ
J
F¯i,τ (E,Ql(t
⊥
i + sei)) ds ≥
1
ld−1
ˆ
Q⊥l (t
⊥
i )
∑
s′∈∂E
t′⊥
i
s′∈(l/2,l′−l/2)
(
ri,τ (E, t
′⊥
i , s
′) + vi,τ (E, t′⊥i , s
′)
)
dt′⊥i −
M0
l
To conclude the proof of (7.37), as for (7.38), we notice that
1
ld−1
ˆ
Q⊥l (t
⊥
i )
∑
s′∈∂E
t′⊥
i
s′∈(l/2,l′−l/2)
ri,τ (E, t
′⊥
i , s
′) dt′⊥i ≥
(
C∗τ |J | − lC∗τ − C0
)
χ(0,+∞)(|J | − l),
where in the last inequality we have used Lemma 7.7 for E = Et′⊥i
, I = (l/2, l′ − l/2). Thanks to
the fact that l > C0/(−C∗τ ), one gets (7.37).
If |J | ≤ l, then the first sum on the r.h.s. of (7.41) is performed on an empty set. Therefore, in
both (7.37) and (7.38) one has only the boundary terms and can conclude in a similar way.
The proof of (7.39) proceeds using the L-periodicity of the contributions as done for (7.36).
The next lemma gives a simple lower bound on the energy in the case almost all the volume of
Ql(z) is filled by E or E
c (this will be the case on the set A−1 defined in (7.55)).
Lemma 7.11. Let E be a set of locally finite perimeter such that min(|Ql(z)\E|, |E∩Ql(z)|) ≤ δld,
for some δ > 0. Then
F¯τ (E,Ql(z)) ≥ −δd
η0
,
where η0 is defined in Remark 7.1.
Proof. By assumption, w.l.o.g. |Ql(z) \ E| ≤ δld.
Fix t⊥i and consider the slice Et⊥i . Then one has that Et⊥i =
⋃n
j=1(uj , sj). Since whenever uj+i−sj ≤
η0 one has that ri,τ (E, t
⊥
i , sj) ≥ 0, and otherwise ri,τ (E, t⊥i , sj) ≥ −1, one has that
n∑
j=1
ri,τ (E, t
⊥
i , sj) ≥
∑
{uj+1−sj>η0}
−1 ≥ −
|Qil(z) \ Et⊥i |
η0
.
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Thus integrating over t⊥i and using the definition of F¯i,τ (E,Ql(z)) (7.15) one has that
F¯i,τ (E,Ql(z)) ≥ − 1
ld
ˆ
Q⊥l (z
⊥
i )
|Qil(z) \ Et⊥i |
η0
dt⊥i ≥ −
δ
η0
.
7.3 Proof of Theorem 1.4
The sets defined in the proof and the main estimates will depend on a set of parameters l, δ, ρ,M, η
and τ . If suitably chosen, they lead to the proof of the theorem for any L > l of the form 2kh∗τ
with k ∈ N. Recall that h∗τ is the width of the periodic stripes which minimize the energy density
Fτ,L among all periodic stripes as L varies.
Let us first specify how the parameters are chosen, and their dependence on each other. The reason
for such choices will be clarified during the proof.
Let 0 < σ < −C∗/2, where C∗ is the energy density of optimal periodic stripes for F0,L (defined in
(3.1)) over all L. Notice that C∗ < 0 and limτ↓0C∗τ = C∗.
• We first fix l > 0 s.t.
l > max
{ dCd
−C∗ − σ ,
C0
−C∗ − σ
}
, (7.43)
where Cd is a constant (depending only on the dimension d) that appears in (7.56), and C0
is the constant which appears in the statement of Lemma 7.7.
• Let η0 and τ0 as in Remark 7.1. Then from Lemma 7.8, have the parameters ε˜ = ε˜(η0, τ0)
and τ˜ = τ˜(η0, τ0).
• We then fix ε < ε˜, τ < τ˜ as in Lemma 7.9. Thus we obtain δ defined by δ = ε
d
16 . Moreover,
by choosing ε sufficiently small we can additionally assume that if for some η > 0
Diη(E,Ql(z)) ≤ δ and Djη(E,Ql(z)) ≤ δ, i 6= j ⇒ min{|E ∩Ql(z)|, |Ec ∩Ql(z)|} ≤ ld−1.
(7.44)
This follows from Remark 7.4 (ii).
• Thanks to Remark 7.4 (i), we then fix
ρ ∼ δl. (7.45)
in such a way that we have that for any η the following holds
∀ z, z′ s.t. Dη(E,Ql(z)) ≥ δ, |z − z′|∞ ≤ ρ ⇒ Dη(E,Ql(z′)) ≥ δ/2, (7.46)
where for x ∈ Rd, |x|∞ = maxi |xi|.
• Afterwards, we fix M such that
Mρ
2d
> M0l. (7.47)
• By applying Lemma 7.6, we obtain η¯ = η¯(M, l) and τ¯ = τ¯(M, l, δ/2). Thus we fix
0 < η < η¯, η¯ = η¯(M, l) (7.48)
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• Finally, we choose further τ > 0 s.t.
τ < τ0 as in Remark 7.1, (7.49)
τ < τ˜ , τ˜ as in Lemma 7.8 and Lemma 7.9, (7.50)
τ < τ¯ , τ¯ as in Lemma 7.6 depending on M, l, δ/2 and η (7.51)
and
τ s.t. C∗τ < C
∗ + σ. (7.52)
Notice that, by the Γ-convergence result of Theorem 2.3, ∃ τˆ s.t. if τ < τˆ , then (7.52) holds. In
particular, (7.43) is satisfied with −C∗τ instead of −C∗ − σ.
Given such parameters, let us prove the theorem for any L > l of the form L = 2kh∗τ , with k ∈ N.
Let E be a minimizer of Fτ,L. Since E is L-periodic, we can consider E ⊂ TdL, where TdL is the
d-dimensional torus of size L. Thus the problem is naturally defined on the torus. Hence with a
slight abuse of notation, we will denote by [0, L)d the cube of size L with the usual identification
of the boundary.
Decomposition of [0, L)d:
We define
A˜0 :=
{
z ∈ [0, L)d : Dη(E,Ql(z)) ≥ δ
}
.
Hence, by Lemma 7.6, for every z ∈ A˜0 one has that F¯τ (E,Ql(z)) > M .
Let us denote by A˜−1 the set of points
A˜−1 :=
{
z ∈ [0, L)d : ∃ i, j with i 6= j s.t.Diη(E,Ql(z)) ≤ δ,Djη(E,Ql(z)) ≤ δ
}
.
One can easily see that A˜0 and A˜−1 are closed.
By the choice of ρ made in (7.45), (7.46) holds, namely for every z ∈ A˜0 and |z − z′|∞ ≤ ρ one has
that Dη(E,Ql(z
′)) > δ/2.
Moreover, since δ satisfies (7.44), when z ∈ A˜−1, then one has that min(|E ∩Ql(z)|, |Ql(z) \E|) ≤
ld−1.
Thus, using Lemma 7.11 with δ = 1/l, one has that
F¯τ (E,Ql(z)) & −1
l
.
Moreover, let now z′ such that |z − z′|∞ ≤ 1 with z ∈ A˜−1. It is not difficult to see that if
|Ql(z) \ E| ≤ ld−1 then |Ql(z′) \ E| . ld−1. Thus from Lemma 7.11, one has that
F¯τ (E,Ql(z
′)) ≥ − C˜d
l
. (7.53)
The above observations motivate the following definitions
A0 :=
{
z′ ∈ [0, L)d : ∃ z ∈ A˜0 with |z − z′|∞ ≤ ρ
}
(7.54)
A−1 :=
{
z′ ∈ [0, L)d : ∃ z ∈ A˜−1 with |z − z′|∞ ≤ 1
}
, (7.55)
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Ql
A−1
A0
A1
A2
e1
e2
Figure 3: Example of decomposition of [0, L)d according to the distance of E to stripes on squares
Ql(z). The darker regions within the same color represent the set E.
By the choice of the parameters and the observations above, for every z ∈ A0 one has that
F¯τ (E,Ql(z)) > M and for every z ∈ A−1, F¯τ (E,Ql(z)) ≥ −C˜d/l.
For simplicity of notation let us denote by A := A0 ∪A−1.
The set [0, L)d \ A has the following property: for every z ∈ [0, L)d \ A, there exists i ∈ {1, . . . , d}
such that Diη(E,Ql(z)) ≤ δ and for every k 6= i one has that Dkη(E,Ql(z)) > δ.
Given that A is closed, we consider the connected components C1, . . . , Cn of [0, L)d \A. The sets Ci
are path-wise connected.
Let us now show the following claim: given a connected component Cj one has that there exists i such
that Diη(E,Ql(z)) ≤ δ for every z ∈ Cj and for every k 6= i one has that Dkη(E,Ql(z)) > δ. Indeed,
suppose that there exists z, z′ ∈ Cj such that Diη(E,Ql(z)) ≤ δ and Dkη(E,Ql(z′)) ≤ δ with i 6= k
and take a continuous path γ : [0, 1]→ Cj such that γ(0) = z and γ(1) = z′. From our hypothesis,
we have that {s : Diη(E,Ql(γ(s))) ≤ δ} 6= ∅ and there exists s˜ ∈ ∂{s : Diη(E,Ql(γ(s))) ≤
δ} ∩ ∂{s : Djη(E,Ql(γ(s))) ≤ δ} for some j 6= i. Let z˜ = γ(s˜). Thus there are points arbitrary
close to z˜ in Cj such that Djη(E,Ql(·)) ≤ δ and Diη(E,Ql(·)) ≤ δ. From the continuity of the maps
z 7→ Diη(E,Ql(z)), z 7→ Djη(E,Ql(z)), we have that z˜ ∈ A−1, which contradicts our assumption.
We will say that Cj is oriented in direction ei if there is a point in z ∈ Cj such that Diη(E,Ql(z)) ≤ δ.
Because of the above being oriented along direction ei is well-defined.
We will denote by Ai the union of the connected components Cj such that Cj is oriented along the
direction ei.
An example of such a partition of [0, L)d for a periodic set E is given in Figure 3.
Let us now summarize the important properties that will be used in the following
(i) The sets A = A−1 ∪A0, A1, A2, . . . , Ad form a partition of [0, L)d.
(ii) The sets A−1, A0 are closed and Ai, i > 0, are open.
(iii) For every z ∈ Ai, we have that Diη(E,Ql(z)) ≤ δ.
(iv) There exists ρ (independent of L, τ) such that if z ∈ A0, then ∃ z′ s.t. Qρ(z′) ⊂ A0 and
z ∈ Qρ(z′). If z ∈ A−1 then ∃ z′ s.t. Q1(z′) ⊂ A−1 and z ∈ Q1(z′).
(v) For every z ∈ Ai and z′ ∈ Aj one has that there exists a point z˜ in the segment connecting z
to z′ lying in A0 ∪A−1.
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For simplicity we will denote by B =
⋃
i>0Ai.
Main Claim: For every i, and τ as in (7.50) and (7.51), we will show that the following holds
1
Ld
ˆ
B
F¯i,τ (E,Ql(z)) dz +
1
dLd
ˆ
A
F¯τ (E,Ql(z)) dz ≥ C
∗
τ |Ai|
Ld
− Cd |A|
lLd
(7.56)
for some constant Cd depending on the dimension d. Assuming (7.56), we can sum over i and
obtain that, since l satisfies (7.43) and τ satisfies (7.52),
Fτ,L(E) ≥
d∑
i=1
1
Ld
ˆ
[0,L)d
F¯i,τ (E,Ql(z)) dz ≥ C
∗
τ
Ld
d∑
i=1
|Ai| − dCd|A|
lLd
≥ C∗τ − C∗τ
|A|
Ld
− dCd
lLd
|A| ≥ C∗τ ,
where in the above C∗τ is the energy density of optimal stripes of stripes h∗τ and we have used that
C∗τ < 0 and that |A|+
∑d
i=1 |Ai| = |[0, L)d| = Ld.
Notice that, in the inequality above, equality holds only if |A| = 0 and therefore by (v) only if there
is just one Ai, i > 0 with |Ai| > 0.
The rest of the proof is devoted to proving (7.56). Our claim, i.e. (7.56), follows from the analogous
statement on the slices: for every t⊥i ∈ [0, L)d−1, it holds
1
Ld
ˆ
B
t⊥
i
F¯i,τ (E,Ql(t
⊥
i + sei)) ds+
1
dLd
ˆ
A
t⊥
i
F¯τ (E,Ql(t
⊥
i + sei)) ds ≥
C∗τ |Ai,t⊥i |
Ld
− Cd
|At⊥i |
lLd
(7.57)
Indeed by integrating (7.57) over t⊥i we obtain (7.56).
Notice also that Bt⊥i
is a finite union of intervals. Indeed, being a union of intervals follows from
(ii) and finiteness follows from condition (v) on the decomposition. Indeed, for every point that
does not belong to Bt⊥i
because of (iv) there is a neighbourhood of fixed positive size that is not
included in Bt⊥i
. Let {I1, . . . , In} such that
⋃n
j=1 Ij = Bt⊥i
with Ij ∩ Ik = ∅ whenever j 6= k. We
can further assume that Ii ≤ Ii+1, namely that for every s ∈ Ii and s′ ∈ Ii+1 it holds s ≤ s′. By
construction there exists Jj ⊂ At⊥i such that Ij ≤ Jj ≤ Ij+1.
Whenever Jj ∩A0,t⊥i 6= ∅, we have that |Jj | > ρ and whenever Jj ∩A−1,t⊥i 6= ∅ then |Ji| > 1.
Thus we have that
1
Ld
ˆ
B
t⊥
i
F¯i,τ (E,Ql(t
⊥
i + sei)) ds+
1
dLd
ˆ
A
t⊥
i
F¯τ (E,Ql(t
⊥
i + sei)) ds
≥
n∑
j=1
1
Ld
ˆ
Ij
F¯i,τ (E,Ql(t
⊥
i + sei)) ds+
1
dLd
n∑
j=1
ˆ
Jj
F¯τ (E,Ql(t
⊥
i + sei)) ds
≥ 1
Ld
n∑
j=1
(ˆ
Ij
F¯i,τ (E,Ql(t
⊥
i + sei)) ds+
1
2d
ˆ
Jj−1∪Jj
F¯τ (E,Ql(t
⊥
i + sei)) ds
)
,
where in order to obtain the third line from the second line, we have used periodicity and J0 := Jn.
Let first Ij ⊂ Ai,t⊥i . By construction, we have that ∂Ij ⊂ At⊥i .
57
If ∂Ij ⊂ A−1,t⊥i , by using our choice of parameters, namely (7.43) and (7.52), we can apply (7.37)
in Lemma 7.9 and obtain
1
Ld
ˆ
Ij
F¯i,τ (E,Ql(t
⊥
i + sei)) ds ≥
1
Ld
(
|Ij |C∗τ −
M0
l
)
.
If ∂Ij ∩A0,t⊥i 6= ∅, by using our choice of parameters, namely (7.43) and (7.52), we can apply (7.38)
in Lemma 7.9, and obtain
1
Ld
ˆ
Ij
F¯i,τ (E,Ql(t
⊥
i + sei)) ds ≥
1
Ld
(
|Ij |C∗τ −M0l
)
.
On the other hand, if ∂Ij ∩A0,t⊥i 6= ∅, we have that either Jj ∩A0,t⊥i 6= ∅ or Jj−1 ∩A0,t⊥i 6= ∅. Thus
1
2dLd
ˆ
Jj−1
F¯τ (E,Ql(t
⊥
i + sei)) ds+
1
2dLd
ˆ
Jj
F¯τ (E,Ql(t
⊥
i + sei)) ds
≥ Mρ
2dLd
−
|Jj−1 ∩A−1,t⊥i |C˜d
2dlLd
−
|Jj ∩A−1,t⊥i |C˜d
2dlLd
,
where C˜d is the constant in (7.53).
Since M satisfies (7.47), in both cases ∂Ij ⊂ A−1,t⊥i or ∂Ij ∩A0,t⊥i 6= ∅, we have that
1
Ld
ˆ
Ij
F¯i,τ (E,Ql(t
⊥
i + sei)) ds+
1
2dLd
ˆ
Jj−1
F¯τ (E,Ql(t
⊥
i + sei)) ds+
1
2dLd
ˆ
Jj
F¯τ (E,Ql(t
⊥
i + sei)) ds
≥ C
∗
τ |Ij |
Ld
−
|Jj−1 ∩A−1,t⊥i |C˜d
2dlLd
−
|Jj ∩A−1,t⊥i |C˜d
2dlLd
.
If Ij ⊂ Ak,t⊥i with k 6= i from Lemma 7.9 Point (i) it holds
1
Ld
ˆ
Ij
F¯i,τ (E,Ql(t
⊥
i + sei)) ds ≥ −
M0
lLd
.
In general for every Jj we have that
1
dLd
ˆ
Jj
F¯τ (E,Ql(t
⊥
i + sei)) ds ≥
|Jj ∩A0,t⊥i |M
dLd
− C˜d
dlLd
|Jj ∩A−1,t⊥i |.
For Ij ⊂ Ak,t⊥i such that (Jj ∪ Jj−1) ∩A0,t⊥i 6= ∅ with k 6= i, we have that
1
Ld
ˆ
Ij
F¯i,τ (E,Ql(t
⊥
i + sei)) ds+
1
2dLd
ˆ
Jj−1
F¯τ (E,Ql(t
⊥
i + sei)) ds+
1
2dLd
ˆ
Jj
F¯τ (E,Ql(t
⊥
i + sei)) ds
≥ −M0
lLd
+
Mρ
2dLd
−
|Jj−1 ∩A−1,t⊥i |C˜d
2dlLd
−
|Jj ∩A−1,t⊥i |C˜d
2dlLd
.
≥ −
|Jj−1 ∩A−1,t⊥i |C˜d
2dlLd
−
|Jj ∩A−1,t⊥i |C˜d
2dlLd
.
where the last inequality is true due to (7.47).
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For Ij ⊂ Ak,t⊥i such that (Jj ∪ Jj−1) ⊂ A−1,t⊥i with k 6= i, we have that
1
Ld
ˆ
Ij
F¯i,τ (E,Ql(t
⊥
i + sei)) ds+
1
2dLd
ˆ
Jj−1
F¯τ (E,Ql(t
⊥
i + sei)) ds+
1
2dLd
ˆ
Jj
F¯τ (E,Ql(t
⊥
i + sei)) ds
≥ −M0
lLd
−
|Jj−1 ∩A−1,t⊥i |C˜d
2dlLd
−
|Jj ∩A−1,t⊥i |C˜d
2dlLd
.
≥ −max
(
M0,
C˜d
d
)( |Jj−1 ∩A−1,t⊥i |
lLd
+
|Jj ∩A−1,t⊥i |
lLd
)
.
where in the last inequality we have used that |Jj ∩A−1,t⊥i | ≥ 1, |Jj−1 ∩A−1,t⊥i | ≥ 1.
Summing over j, and taking Cd = max
(
M0,
C˜d
d
)
, one obtains (7.57) as desired.
Therefore, it has been proved that there exists i > 0 with Ai = [0, L)
d. Finally, let us consider
1
Ld
ˆ
[0,L)d
F¯τ (E,Ql(z)) dz =
1
Ld
ˆ
[0,L)d
F¯i,τ (E,Ql(z)) dz (7.58)
+
1
Ld
∑
j 6=i
ˆ
[0,L)d
F¯j,τ (E,Ql(z)) dz (7.59)
We will now apply Lemma 7.9 with j = i and slice the cube [0, L)d in direction ei. From (7.36),
one has that (7.59) is nonnegative and strictly positive unless the set E is a union of stripes in
direction ei. On the other hand, from (7.39), one has the r.h.s. of (7.58) is minimized by a periodic
union of stripes in direction ei and with width h
∗
τ .
Proof of Theorem 1.5. Let us recall the notation κ = τ1/β, which was introduced in Section 5. By
using the continuous representation E˜κ of a discrete set E ⊂ κZd, which is described in Section 5,
one can see the rescaled discrete functional Fdscτ,L(E) as the functional Fd→cτ,L (E˜κ). Therefore the
discrete problem is transformed into the continuous problem into a continuous one.
All the statements that have been used to prove Theorem 1.4, are obtained by using
(i) qualitative properties of the kernel, namely (2.3)
(ii) one-dimensional optimization via the reflection positivity (see assumption 2.6).
In the discrete, the kernel is Kdscκ (ζ) =
κd
|ζ|p . The measure defined by µκ =
∑
ζ∈κZd\{0}K
dsc
κ (ζ)
converges to the measure 1|ζ|p dζ and the piecewise constant function associated to µκ, namely
x→
∑
ζ∈κZd\{0}
1
|ζ|pχQκ(ζ)(x)
converges in L1loc(R
d \ {0}) to 1|x|p .
Thus in a similar way to the continuous setting, one can define similar quantities to ri,τ , vi,τ , wi,τ
and F¯i,τ and obtain the same type of estimates. Indeed, the only two lemmas that would depend
on the specific form of the kernel are Lemma 7.7 and Lemma 7.9 in which Lemma 7.7 is used.
They depend on the specific form of the kernel as the reflection positivity technique is used. Given
that reflection positivity holds for the discrete kernel, one can obtain the same type of results for
Lemma 7.7 and consequently for Lemma 7.9.
As the proof of Theorem 1.4 is a consequence of the previous lemmas, one has that the proof follows
by the same reasoning.
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