Placement techniques in automatic analog layout generation. by Cui, Guxin. & Chinese University of Hong Kong Graduate School. Division of Computer Science and Engineering.
Placement Techniques in Automatic
Analog Layout Generation
CUI, Guxin
A Thesis Submitted in Partial Fulfilment
of the Requirements for the Degree of
Master of Philosophy
in
Computer Science and Engineering
The Chinese University of Hong Kong
September 2012
Abstract
Analog layout design is a complicated and time-consuming process. It often takes
couples of weeks for the layout designers to generate a qualified layout. The elec-
trical properties of analog circuit are very sensitive to the layout details, and mis-
match reduction becomes a very important issue in analog layout design.
In this thesis, we will present some practical placement techniques to reduce
mismatch and improve routability. These techniques can be easily integrated into a
complete analog placement and routing flow, which can produce in just a few min-
utes a complete and high quality layout for analog circuits that passes the design
rule check, layout-schematic check and with performance verified by simulations.
The contents of this thesis will focus on the following two issues:
(1) Symmetry Placement: We consider symmetric placement of transistors, re-
sistors and capacitors, which includes 1-D symmetry and 2-D symmetry (or called
common centroid). Different symmetric placement configurations, derived accord-
ing to the practical needs in analog design, are considered for the matching devices
in the simulated annealing engine of the placer in order to generate a placement
with high quality.
(2) Congestion-driven Placement: In analog design, wires are preferred not be
i
routed over active devices, so we need to leave enough spaces properly for routing
between the devices during the placement process. To achieve this, we explore
congestion estimation and layout expansion during the placement step in order to
produce a good and routable solution.
In order to verify the quality of the generated layouts in terms of mismatch,
we will run Monte Carlo simulations on them with variations in process and mis-
match. Experiments show that our methodology can generate high quality layout
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Accompanied with the speed-up of the technology development, Integrated Cir-
cuits (IC) are used in most of the modern electronic equipments today and have
revolutionized the world of electronics. New technology allows us to integrate a
large number of devices onto a small chip.
Nowadays, the IC technology virtually created our modern IT industry. Tran-
sistors existed in almost every electronic device, from memory sticks to smart-
phones to computers. In the early period, engineers can only placed a few number
of transistors on a chip. Now we are at the stage of ”Very Large-Scale Integration
(VLSI)” with several billion of transistors per chip, which has been developed for
more than 30 years. The design complexity has sharply increased, accompanied
with the increase in the number of devices per chip. Electronic Design Automation
(EDA) becomes more and more important in this modern layout design process
because of the high complexity of IC. A lot of new challenges appear in modern
VLSI design automation.
Chip design is a complicated and time-consuming process. It contains several
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typical steps. The whole design process begins with System Specification, then Ar-
chitectural Design, Functional Design, Logic Design, Circuit Design, Physical De-
sign, Physical Verification, Fabrication, Packaging and Testing. Physical Design
includes steps such as Partitioning, Chip Planning, Placement, Clock Tree Synthe-
sis, Signal Routing and Timing Closure. Our research focus on analog placement
is an important step in the physical design process.
An overview of the chip design flow will be shown and discussed briefly in
the following sections. Detail discussion on the analog placement problem will be
discussed in this thesis.
1.2 Physical Design
Physical design is an important step in the design cycle of integrated circuits,
which will map logic to physical implementation. In this stage, the description
of a circuit will be converted into a geometric representation or a layout. In a
layout, detail geometrical information of components, such as devices locations,
wiring and shapes will be specified. Figure 1.1 shows a complete design flow and
detail placement design stages:
Placement an important step of physical design. Netlist is generated from the
synthesis process. After synthesis, RTL design will be transformed to gate-level
netlist, which contains detail information about the cells, such as the used cell, cell
area, shape, interconnections between cells and other detail information.
Floorplans are generated from the floorplanning stage of physical design. A
floorplan is to plan the positions and shapes of modules at the beginning of design
cycle. During this stage, blocks are roughly placed within the chip to achieve a
minimize circuit area, according to circuit functional specification and some other
constraints. But the details of shapes and I/O pins positions are still not known.
Placement is an essential and important step in EDA. During this process, the
2
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Figure 1.1: Complete Circuit Design Flow.
various circuit components are considered as blocks, and each block is exactly
assigned a position. It can achieve the objective that finding a minimum circuit
area while ensuring meets the performance demands. A typical placement has two
steps, initial placement and iterative improvement. In addition, most of the place-
ment algorithm will do routing space estimation to further improve the routability.
When placement is completed, routing will connect all the pins on placed circuit
components. There are two typical phases of routing, named global routing and




Finally, compaction, extraction and verification are performed to get final re-
sult.
1.3 Analog Placement
Placement is the step after floorplanning and it plays a key role in the physical
design cycle. A good placement solution can lead to smaller circuit area, shorter
wirelength, and a better performance of the circuit. A well-placed layout can also
lead to high routability and good routing quality. The placement stage is a key step
to determine the quality of the final layout.
In recent years, placement becomes an active research topic. There are many
publications and researchers focusing on wirelength and area minimization, han-
dling timing, routability, power, delay and synthesis issues. During placement,
issues such as interconnect, delay, noise and routability should be considered. The
complexity of the placement problem becomes extremely higher than that before
with the expanded circuit size.
1.3.1 Methodologies of Analog Placement
As mentioned before, the placement stage is one of the most important stages in
VLSI physical design, and the placement result has a key effect on the quality of
the final layout solution. As a designer, one of the objectives of placement is to
achieve a well placed solution with minimum area, but in analog placement, the
analog-specific features should also be taken into account to meet the demands of
performance and electrical characteristics.
In the early days, analog placement technique began with constructive place-
ment. A constructive technique chooses modules one by one, and places them in
the most suitable available positions. A constructive placement technique is the
4
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most straightforward methodology. Its quality is highly dependent on the device
placement order, and the placement is not considered globally. Although it is very
fast, low quality layouts will be generated especially when the number of modules
is larger.
Besides constructive placements, other techniques based on branch-and-bound
were proposed. The branch-and-bound methodology enumerates all possible so-
lutions and try to find the best solution within the solution space. Similar to the
constructive placement technique, this branch-and-bound approach cannot handle
circuits with large number of modules. More recently, stochastic algorithm is used
to solve the analog placement problem. Simulated annealing and genetic algorithm
are the most commonly used techniques. They are more efficient on solving analog
placement problem with larger number of modules. Local minima can be avoided
by employing those stochastic hill-climbing techniques.
1.3.2 Symmetry Constraints of Analog Placement
Symmetry constraints in placement is required in analog design to obtain high-
quality and high-performance analog circuit. It can reduce the parasitics effect
between two matched groups, and benefit symmetry routing in the next stage.
If two devices fail to match with each other, harmful electrical effects might be
introduced. For example, mismatch in differential circuit will lead to degraded
Common-Mode Rejection Ratio (CMRR), deduction in Power-Supply Rejection
Ratio (PSRR) and high offset voltage, which will cause negative effects to circuit
performance. Symmetry placement can help to reduce the thermal gradient sensi-
tivity of a circuit. A better thermal-balanced placement can avoid oscillations and
reduce mismatch.
Usually, in analog placement, we have symmetry constraints to place devices
symmetrically. Two major types of symmetry constraints are: (1) 1-D symmetry:
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place devices symmetrically w.r.t. to an x- or y- axis. Devices placed on 1-D
symmetry axis and share the same symmetry axis with other symmetry devices
often called self-symmetry devices. (2) common centroid placement: devices are
placed symmetrically w.r.t. a single point (common centroid). In most cases,
a circuit will have symmetric devices and asymmetric devices, simultaneously.
Figure 1.2 shows these different symmetry types:
Figure 1.2: Types of Symmetry Devices: (1) 1-D Symmetry; (2) Common Cen-
troid Placement; (3) 1-D Symmetry with Self-symmetry device.
1.4 Process Variation and Layout Mismatch
Matching is one of the most important issues when doing analog IC design. Device
mismatches can cause random variations. It can lead to harmful electrical effects,
such as parasitic effect, unexpected noise and behavioral variations, etc. These
random variations generated from circuit mismatch are time-independent and it’s
very important to analog, digital and mixed-signal circuit.
1.4.1 Process Variation
Process variation in analog IC design can lead to device mismatch, which can be
harmful for the performance of the layout. We denote the process variation pa-
6
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rameter by PV . The parameter PV is the summation of three parameters, nominal
parameter, random parameter and systematic parameter.
PV = PVn+PVr+PVs; (1.1)
The variables PVn, PVr and PVs denote the nominal value, random variation
value and the systematic variation value, respectively. Also, we can further classify
them into lot-to-lot, wafer-to-wafer, die-to-die and device-to-device, according to
the different effective area. The classification is illustrated in Figure 1.3:
Figure 1.3: Classification of Different Variation Types.
1.4.2 Random Mismatch and Systematic Mismatch
Device mismatches are introduced by process variation. Two major mismatch
types are well studied, the random mismatch and systematic mismatch. In most
practical circuit design environment, we can find a combination of both mismatches
during the design process. Suppose that two devices (A,B) that need to match with
each other have own parameter PA and PB, then the mismatch ∆P between device




We can calculate a series of different values of ∆P and get the mean and stan-
dard deviation, denoted by m(∆P) and s(∆P), respectively. Then m(∆P) is called
the systematic mismatch, and s(∆P) is called the random mismatch.
Random mismatches are mainly due to process variations during the manufac-
turing process. Some other factors include: edge effects, imperfection of materials
and mobility variation. With random mismatch, a circuit might get performance
degradation and other electrical errors which may be harmful to the circuit. In
general, random mismatch follows some statistical distribution (e.g., gaussian dis-
tribution) and leads to random manufacturing inaccuracy. Different device types
have different circuit parameters to model the random mismatch. We can find a





where s(∆P) is the random mismatch, w and l denote the width and length of
devices’ active area, respectively. The parameter k represents the characteristics
of the particular device. Since random mismatch is introduced by imperfect man-
ufacturing process, it cannot be eliminated. According to Equation (1.3), we can
proportionally enlarge the area of a device to reduce the random mismatch, it will
increase the area usage and conflict with area minimization. It’s thus a tradeoff in
analog circuit design.
Two major reasons for systematic mismatch are: (1) circuit gradients and (2)
asymmetry circuit design. In order to reduce systematic mismatches, common-
centroid placement technique is introduced. In real circuit design, parameters such
as temperature, pressure and oxide thickness will result in systematic mismatch.
Therefore, experienced engineers often divide devices (such as resistors group,
8
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capacitors array) into identical small pieces and place them closely and symmet-
rically. In Section 3.3, we will propose our method to generate placement with
common-centroid constraints.
1.5 Monte Carlo Simulation Procedure
We use Monte Carlo simulations to verify the performance of the generated layout.
To do Monte-Carlo simulation, we first get the positions of devices. Next, gener-
ate random parameters for width and length to estimate deviation of width w and
length l. Then we calculate the mean value of kx in Equation (1.3) to estimate the
systematic mismatch, and obtain the s(∆P) to estimate the random mismatch. Fi-
nally, we compare these Monte Carlo simulation results with standard simulation
results to verify the change in performance and the quality of layout.
1.6 Problem Formulation of Placement
The input of an analog placement problem includes a netlist, a layout library and
a set of constraints. The output will be a layout including detailed information of
the block positions satisfying all the constraints. Most of previous works take area
and wirelength minimization as major objectives. Our placer emphasizes on the
quality of analog placement, aiming at generating a high-quality analog placement.
The quality can be measured by the factors shown below:







We are given a set of n blocks Bi, where i ∈ [1 . . .n]. The height and width of
each block Bi are denoted by hi and wi, respectively. We are given m nets, a net Ni
shows interconnection relationship between blocks, where i∈ [1 . . .m]. Wirelength
L is the total length of all connecting wires, estimated by Half-Perimeter Wire
Length (HPWL) model. We use A define the circuit area, which is the total area of
layout, including white space and space occupied by blocks and wires.
The placement problem is to find a solution that each block Bi is assigned
detailed height and width. In the meantime, we should ensure that there is no
overlapping between each pair of blocks.
1. Minimize the total area A and wirelength L;
2. All the nets are routable;
3. Place symmetric devices symmetrically to a 1-D symmetry axis;
4. Use common-centroid placement to achieve better matching characteristics.
1.7 Motivations
The advancement in mixed-signal designs has brought the need of new tools com-
patible for both the digital parts and the analog parts. However, design automation
in the analog domain is not moving as fast as its digital counterpart, and the low ac-
ceptance of CAD tools in analog design has presented a serious bottleneck to fast
automation of mixed-signal systems. Analog layout design is much more compli-
cated than digital one because of the high sensitivity of the electrical properties
in analog circuit. Variations in process and temperature can easily introduce se-
vere mismatch in devices which are designed to have identical performance, and
10
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can cause serious degradation in circuit performance [?] [?]. Layout design of
analog circuit is usually a time-consuming and error prone process. Mismatch
in analog circuit can be alleviated by having a symmetric layout, with symmetric
and close proximity placement of some devices and symmetric routing of related
wires [?] [?]. Therefore, our research focuses on improving the quality of ana-
log layout. Common centroid placement is studied to reduce device mismatch,
and routability is handled by introducing new congestion estimation and layout
expansion technique.
1.8 Contributions
The objective of this research is to study and develop a novel and holistic analog
automation tool that can automate the whole layout process from a schematic cir-
cuit to the final layout effectively. Focuses will be on the quality of the generated
output in comparison with manual design on various aspects of performance mea-
sures and especially on mismatch reduction, which is an important issue in analog
design. The whole project is a collaboration with another PhD student [?] in the
same department. My major contributions are two important features in our design
tool:
Symmetry Placement: Our placement tool considers symmetry of transistors, re-
sistors and capacitors specifically. General 1-D symmetry and 2-D symme-
try constraints are already well handled by our tool. Our tool can generate
layouts with different placement patterns. We can change the device array
(i.e., capacitor array)’s shape by modify the row and column number, to
achieve better matching properties of layout. Orientation of device can be
changed to fit the symmetric routing and layout design requirements. Two
placement options (symmetry placement and interleaving placement) are of-
11
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fered by out tool. We discuss and compare different placement patterns in
details, and show how they affect routing and the parasitic mismatch.
Congestion-driven Placement: Routability is also an important issue in analog
placement. It is one important criterion to measure the quality of an ana-
log layout. We should leave enough spaces for wires in suitable locations
during the placement process. We use a two stages approach to improve the
routability of a layout. First, we employ a congestion estimation method to
predict congestion. Secondly, we perform layout expansion according to the
congestion estimation to improve routability. Experimental results show that
the layout will have better routability using this approach.
1.9 Thesis Organization
The remaining part of this thesis is organized as follows. First, we give literal
review of analog placement in Chapter 2. We will then present our common cen-
troid analog placement techniques in Chapter 3. Chapter 3 also covers congestion
estimation and layout expansion to further improve the routabiliy of the layout.
In Chapter 4, we use Monte Carlo simulations to measure the matching proper-
ties of the devices, and compare the performance with previous works and manual
designs. Finally, Chapter 5 concludes this thesis.
2 End of chapter.
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Chapter 2
Literature Review on Analog
Placement
Two major considerations for analog layout design are symmetry constraint and
relatively regular structure, which guarantee the performance and quality of analog
layout. Designer apply symmetry constraints during layout design, place matched
components group(s) symmetrically to reduce mismatch and other harmful elec-
trical effect (e. g.: parasitic effect, process variation). Many previous work focus
on applying topological representation to handle analog placement problem. Sym-
metry placement constraints such as 1-D symmetry, 2-D symmetry (as known as
common-centroid constraint) imposed on analog layout design, to further enhance
the quality of generated analog layout. A relatively regular structure together with
symmetry routing can increase the routability and the quality of routing, which,
also help reduce the mismatch and other unwanted electrical effects.
Some popular floorplanning representations have been extended to consider
1-D and 2-D symmetry constraints. Among these work, different types of floor-
planning representations are embedded in simulated annealing algorithms to gen-
erate floorplan while handling symmetry constraints simultaneously. Two major
13
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representations are well studied and applied in both academic and industry:
(1) Absolute representations [?] [?] [?] [?] are the most straightforward method-
ology, for the absolute representations, modules are represented by its coordinates,
width and height;
(2) Topological representations, use different methodologies encode the place-
ment into a series of codes, which show an one-on-one matching of placement
configuration, simulated annealing algorithm is used to find the topological repre-
sentation with lowest cost, which is controlled by cost function. There exist a lot of
popular topological representations, such as Sequence-Pair [?] [?], O-Tree [?] [?],
B-Tree [?], B*-Tree [?], Segment Tree [?], and TCG-S [?].
2.1 Topological Representations Handling Symme-
try Constraints
2.1.1 Symmetry within the Sequence-Pair (SP) Representation
In the paper [?], techniques based on sequence-pair representations are used to
handle symmetry constraints. The authors discussed detail algorithm that do sym-
metry placement by using sequence-pair and simulated annealing.
Murata et al [?] proposed the Sequence-Pair representation, which can effi-
ciently encode a non-slicing floorplan. Suppose that we are now given a non-
slicing floorplans, with a number of rectangular modules of different sizes. Sequence-
pair is a pair of module sequences including the following information: module
names, direction information (above, below, to be left of and to be right of). Each
sequence-pair represents a particular non-overlap packing of the rectangles. The
solution space of sequence-pair has been proven as finite.
Balasa et al made some changes to the searching space of SP in order to en-
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hance the efficiency. Let m denote the number of modules, p denote the number of
symmetry pairs and s denote the number of self-symmetry groups. If there are no
symmetry constraints, the searching space is (m!)2. The authors have proved that
the size of the solution space with symmetry constraints is (Cm−2p−sm (m− 2p−
s)!)2 · (2p− s)!. We can find that the searching space with symmetry constraints
is smaller than that without symmetry constraints. The approach in the paper will
only explore the sequence-pairs which satisfy the symmetry constraints.
Symmetric-Feasible Sequence Pairs
Next, Balasa et al showed how to recognize the sequence-pairs satisfying the
symmetry constraints. Let (α,β) denote a sequence-pair, and variables x and
y denote different cells. Variable sym(x) denotes the symmetric counterpart of
cell x, and α−1x denotes the position of x in sequence α. If a cell x is a self-
symmetry cell, sym(x) is equal to x itself. Then, a sequence-pair that satisfies
α−1x < α−1y ⇔ β−1sym(y) < β−1sym(x) is called a symmetric-feasible sequence-pair. The
authors proved that there exists at least one symmetric-feasible sequence-pair for
any placement containing symmetry group(s).
Derive Optimal Solution from Symmetric-Feasible Sequence Pair
The authors have also proposed techniques to generate an area optimal placement
based on a sequence-pair with symmetry constraints. Take vertical symmetry as
an example. Let xi and yi denote the x-coordinate and y-coordinate of cell i respec-
tively. Let widthi and heighti be the width and height of cell i. First, the authors
calculate the x-coordinates of all the cells according to the sequence-pair. Then,
they use a sweep to right methodology to recompute the positions of the cells on
the right side of the vertical symmetry axis. Finally, a similar step called sweep to
left is used to fix the positions of the cells on the left side of symmetry axis.
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Experimental results show that the authors can achieve better performance than
their previous works. It shows that sequence pair can handle symmetry constraints
very effectively.
2.1.2 Block Placement with Symmetry Constraints Based on
the O-Tree Non-Slicing Representation
In the paper [?], the authors handle symmetry constraints based on the Ordered
Tree (O-tree) representation [?]. According to the previous work, O-tree has ad-
vantages that: (1) It uses a small number of bits to encode a floorplan. Given a
floorplan containing n rectangles, only n(2+dlgne) bits are used. (2) It uses linear
time to generate a placement. By using the O-Tree representation, the 1-D and
2-D symmetry constraints can be handled efficiently and qualified layout can be
generated in a shorter time.
In order to take symmetry constraints into account, two constraints are intro-
duced, namely Horizontal Symmetric Constraint (HSC) and Vertical Symmetric
Constraint (VSC). An O-tree that satisfies the HSC and VSC is called a X-Feasible
O-tree and a Y-Feasible O-tree, respectively.
Symmetric X-Feasible O-Tree
Given a pair of symmetry device group (a,a′), a tree that satisfies the Horizontal
Symmetric Constraint, i. e., xa = xa′ , be named as Symmetric X-Feasible O-Trees.
A Horizontal Constraint Graph Gh is built to identify the symmetric x-feasibility
of a given O-tree. The authors proved that if there are no positive cycles in Gh,
O-tree is symmetric x-feasible and a minimum width placement can be generated
in O(n2) time.
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Symmetric Y-Feasible O-Tree
Likewise, a Symmetric Y-Feasible O-Tree is a tree that satisfies the Vertical Sym-
metric Constraint. Suppose that ys is the y-coordinate of horizontal symmetry
axis, and h denotes the height of a device or a device group (a,a′). We can have
ha = ha′ and ya+ya′+ha = 2ys, that represents the Vertical Symmetric Constraint.
The property of Symmetric Y-Feasible O-Tree is similar to that of Symmetric X-
Feasible O-Tree. When there are no positive cycles in the Vertical Constraint
Graph Gv, the O-tree is symmetric y-feasible. The time for constructing a min-
imum height placement is O(n2).
If an O-tree can satisfy both symmetry constraints (HSC and VSC), it is called
a Symmetric Feasible O-Tree. Given a Symmetric Feasible O-Tree, one can build
a packing of symmetry groups with minimum width and height. Experimental
result shows that the O-tree representation can handle symmetry constraints in
a relatively shorter time with similar quality and performance. Comparing with
those methodologies based on sequence-pair [?] and absolute coordinates [?].
2.1.3 Placement with Symmetry Constraints for Analog Layout
Design Using TCG-S
In the paper [?], a topological representation called Transitive Closure Graph-
Sequence (TCG-S) was introduced to improve the matching property of analog
layout design. It can deal with symmetry constraints with better flexibility. The
authors provided detailed proof for the necessary and sufficient conditions of the
feasibility of a TCG-S satisfying symmetry constraints. An efficient TCG-S based
algorithm with polynomial time was also proposed by the authors. The time com-
plexity of the algorithm is O(m2) given a floorplan with m modules. It can handle
the symmetry constraints effectively.
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TCG-S Representation Overview
TCG was first presented in the paper [?], and extended to TCG-S in the paper [?].
For the TCG-S representation, two graphs Horizontal Transitive Closure Graph
Gh and Vertical Transitive Closure Graph Gv are used to represent the geometric
relations of the modules. Also, a packing sequence Γ− represents the topological
ordering of the horizontal transitive closure graph and the vertical transitive closure
graph. Each module is represented by a node in the graphs and for each pair of
nodes, there will be one and only one edge connects them. A TCG-S formed by
acyclic transitive closure graphs Gh and Gv, and a packing sequence Γ−.
Handling Symmetry Constraints in TCG-S
The authors proved that for each TCG-S, one can always find a unique feasible
placement. Two more constraints should be satisfied if a TCG-S is symmetric
feasible, namely essence constraint and homology constraint. Essence constraint
requires the corresponding edge (nb,nb′) between a symmetric pair (b,b′) to be in
the vertical transitive closure graph Gv. To make sure that they have the same x-
coordinates, module b must below module b′ directly and the corresponding edge
(nb,nb′) exists in Gv. A homology constraint denotes the internal relationship of
two different symmetry pairs (a,a′) and (b,b′). That one of the following con-
ditions should be satisfied: (na,nb) and (na′,nb′) and both in Gh, or (nb,na) and
(nb′,na′) and both in Gh, or (na,nb) and (na′,nb′) and both in Gv, or or (nb,na) and
(nb′,na′) and both in Gv.
In order to pack all regular modules, the authors employ the longest path algo-
rithm on the new TCG. This method can obtain a symmetric-feasible placement.
The TCG-S representation is employed in a simulated annealing engine. The au-
thors defined five types of movements to perturb a TCG-S solution:
• Rotation: Randomly rotate a module.
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• Swap: Swap two modules and update the corresponding nodes in both Gv
and Gh.
• Reverse: Reverse a reduction edge (there exists one and only one edge be-
tween na and na′) in Gv or Gh.
• Move: Move a reduction edge from Gv to Gh, or in the opposite direction.
• Transpositional Move: When we do the move operation, we also transpose
the corresponding nodes.
Three representations Sequence-Pair, Segment Tree and TCG-S based on the
same simulated annealing engine are compared. Experimental results show that
when handling symmetry constraints, TCG-S can generate a solution with the
smallest circuit area, while the running time is always shorter than that of the
Sequence-Pair and comparable to that of the Segment Tree approach.
2.1.4 Modeling Non-Slicing Floorplans with Binary Trees
In the paper [?], Balasa shows a new topological representation based on Binary
Tree (B-Tree). Before this work, the B-Tree representation is used for slicing floor-
plan. The authors extended it to symmetric-feasible binary tree dealing with the
placement problem with symmetry constraints. Compared to the Sequence-Pair
technology and the O-Tree representation, the B-Trees representation has smaller
solution space than both Sequence-Pair and O-Tree. Experimental results show
that the running time of B-Tree is the shortest among all three representations.
Symmetric-Feasible Binary Trees Handles Symmetry Constraints
Based on the B-Tree representation, Balasa et al defined symmetric-feasible binary
trees. When we traverse a B-Tree, two sequences α and β can be obtained from
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the in-order and pre-order traversal respectively. Suppose that we have a pair of
blocks (x,y) within a symmetry group, then a B-Tree is symmetric feasible if and
only if α−1x < α−1y ⇐⇒ β−1sym(y) < β−1sym(x) is satisfied.
Symmetric-feasible binary trees have two major properties that: (1) A symmetric-
feasible binary tree can represent any placement containing a symmetry group; (2)
One can obtain a minimum area placement solution from a symmetric-feasible bi-
nary tree in polynomial time. A quadratic time algorithm was proposed, and the
generated placement was proved to have the minimum area and satisfy the sym-
metry constraints.
Experimental results show that the B-tree representation has equivalent effect
when handling general placement problem, compared with sequence-pair and O-
Tree. When handling placement with symmetry constraints, symmetric-feasible
binary tree performs better than the other two topological representations (sequence-
pair and O-Tree). The authors tested the B-tree representation, compared it with
sequence-pair and O-Tree, and ran them on five test-cases (with symmetry groups).
B-Tree achieved the minimum running time in every test-case.
2.1.5 Segment Trees Handle Symmetry Constraints
In the paper [?], Balasa proposed a new technique based on the segment tree data
structure. Using segment tree, symmetry constraints can be handled before the
simulated annealing process, which significantly reduce the size of the searching
space. Segment tree is one subset of B-Tree, which is widely used in computational
geometry.
Segment Tree Overview
A segment tree is a binary tree that can store intervals. It can be used to find the
exact interval that contains a given point. Each leaf node v represents an interval
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(or a segment). Assume that each node v contains an interval v.I, its left descendant
vl and its right descendant vr. Suppose that we have a segment from point a to point
b, denoted by v.I. Then we will have v.I = [a,b], vl = [a, a+b2 ] and vr = [
a+b
2 +1,b].
We consider symmetric placement along a vertical symmetry axis. The sym-
metry according to a horizontal symmetry axis is similar. Suppose that we have
cell A and B within one symmetry group. Then the symmetry constraint in the
segment tree can be described as follows. In the inorder traversal, if A precedes
B, then B’s symmetry counterpart sym(B) should precede sym(A) in the preorder
traversal. It can be described by the following equation:
[inorder] A≺ B ⇐⇒ [preorder] sym(B)≺ sym(A) (2.1)
Calculate y-coordinates of Symmetry Blocks
Assume that there are two blocks Bi and B j, that form a symmetric pair. Sup-
pose that Bi is on the left and B j is on the right. Let yi and y j denote the y-
coordinates of these two blocks. A preorder traversal is performed. Suppose that
node Bi−1 is the closest ancestor of Bi, then the y-coordinate of Bi can be calcu-
lated as yi = max{yi,yi−1 + hi−1}, where hi−1 is the height of Bi−1. If Bi doesn’t
have any ancestor, then yi = max{0,yi}. Next, they will put y j = yi to make the
y-coordinates of Bi and B j equal. This calculation can be completed in linear time.
Calculate x-coordinates of Symmetry Blocks
This calculation can be done in two rounds of traversals. In the first traversal,
horizontal symmetry will be satisfied by setting xi+(x j+w j) = 2 ·xsym, where w j
is the width of block B j and xsym is the x-coordinate of the vertical symmetrical
axis. Since there are other constraints such as the non-overlapping constraint, some
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symmetric blocks might be placed too far from the vertical symmetry axis on the
right side. A second traversal is required to adjust the position of the symmetric
blocks. In the second round, the position of left symmetric block of Bi will be
re-calculated and updated in the reverse order, by xi = 2 · xsym− (x j+w j).
Experimental results show that the segment tree representation obtains the
shortest running time among sequence-pair and O-tree. It can also achieve good
performance in terms of circuit area. The authors propose segment tree based
technique that can directly handle symmetry constraints. It lead to a significant
shrinking of the solution space, which makes it better than O-tree and sequence-
pair.
2.1.6 Center-based Corner Block List
In the paper [?], the authors proposed a new representation based on Corner Block
List (CBL) to handle the common-centroid constrained placement problem, called
Center-based Corner Block List (C-CBL). It is a complete and non-redundant rep-
resentation of packings with common centroid devices. Simulated annealing tech-
nique is used. Experimental results show that C-CBL can effectively handle the
common-centroid placement problem. Furthermore, for large test-cases, it can also
obtain high successful rate in shorter running time.
C-CBL Representation
Center-based Corner Block List is derived from the Corner Block List represen-
tation, which can handle mosaic packing problem very well. CBL and mosaic
packing are one-to-one mapped. Given a mosaic packing, one can obtain the CBL
representation by deleting corner blocks iteratively. For horizontal blocks, non-
crossing segment of T-shape junction is swept and deleted from left to right. For
vertical blocks (rotate T-junction by 90◦ counterclockwise), the deletion operation
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is done from bottom to the top. This process stops until only one block left. Sup-
pose the number of blocks is n, we use a set S to represent a sequence of of blocks
bi (i ∈ [1,n]), and a list L to represent orientation (defined by lower left corner T-
junction’s oriention). T = (t0, t1 · · · ti, · · · tn−1) is used to represent a list of informa-
tion about T-junction. When a corner block bi is deleted, the number of uncovered
T-junction is recorded in ti. The CBL is represented by a 3-tuple CBL= (S,L,T ).
Similarly, iteratively inserting corner blocks can transform a CBL representation
to a mosaic packing.
C-CBL is an extended version for CBL. It has nice properties to handle the de-
vice groups with symmetry and common-centroid constraints. C−CBL=(C,S,L,T ),
whereC is the name of center block, and S, L, T remain the same meaning as CBL.
Methodology
The basic idea is to split each device di(i ∈ [1,n]) in a common centroid group
Gi = (d1,d2 · · ·di, · · · ,dn) into two pieces (ai,bi), and pack half of Gi first then
pack another half using same common centroid packing methodology. C-CBL is
used to represent the common centroid placement.
To realize a placement from a C-CBL representation, the process is similar to
that of CBL. Since there are common-centroid constraints, additional adjustment
process will be performed. First, a Horizontal Constraints Graph (HCG) and a
Vertical Constraints Graph (VCG) will be constructed. Each block’s x- and y-
coordinates can be obtained by applying the longest path algorithm on HCG and
VCG. Assume that w and h are the width and height of block i respectively. Let
w(Gi) and h(Gi) be the width and height of a common centroid group Gi. The
upper right corner blocks’ positions need corresponding adjustment. Assume that
we insert block b after a. Then we have new x- and y- coordinate for upper right
corner block.
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x= w(Gi)−w(b)− x(a); (2.2)
y= h(Gi)−h(b)− y(a); (2.3)
Then the center block’s position is represented by (w(Gi)2 − w(bc)2 , h(Gi)2 − h(bc)2 ),
where bc denotes the center block. The positions of remaining blocks are adjusted
to make them satisfy common-centroid constraint.
For a group containing even number (2m, where m= 1,2, . . . ) blocks, we select
a block b2n where n ∈ [1,m]. Let symx(b2n) and symy(b2n) be the block that placed
symmetrically to block b2n in horizontal and vertical direction respectively. We
placed them according to following equations:
symx(b2n−1) = symy(b2n−1) = b2n, symx(b2n) = symy(b2n) = b2n−1 (2.4)
For a group containing odd number (2m+1, where m = 1,2, . . . ) blocks. The
authors select a block bi as a self-symmetry block and then place remaining blocks
w.r.t. block bi.
These adjustments can make sure that the group satisfies the common-centroid
constraint with the self-symmetry block bc at the center of the group.
Experimental Results and Analysis
The authors use simulated annealing algorithm as the searching method. They
define a series of movement operations for C-CBL. The orientation, aspect ratio
and information can be changed during the searching process, and two devices can
be randomly exchanged for the perturbation. Test cases with common-centroid
groups, with a total block number from small to large (e.g., 30 to 300), are tested
to verify the effectiveness of the new representation. An average deadspace of
8.29% is achieved, which is comparable to other previously used methodologies.
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Furthermore, they can handle mid- to large- size test cases (with more than 200
blocks), which previous methods failed to handle.
2.2 Other Works on Analog Placement Constraints
2.2.1 Deterministic Analog Placement with Hierarchically Bounded
Enumeration and Enhanced Shape Functions
A new B*-Tree based algorithm Plantage, is introduced in this paper [?]. In this pa-
per, two key techniques, hierarchically bounded enumeration and enhanced shape
functions are presented. The hierarchically bounded enumeration technique can
divide the problem into a set of sub-problems. After solving all the sub-problems,
the combining procedure combines these solved sub-problem to obtain the final
placement result of the completed circuit. This divide-and-conquer algorithm can
avoid those time-consuming procedures for evaluating a huge number of B*-Trees.
The enhanced shape function is an extended version of shape function, which is
used to store pareto optimal results efficiently.
The major contribution of this work are: (1) This work presents the first de-
terministic algorithm that can handle many analog circuit placement constraints
(proximity constraints, symmetry constraints, common-centroid constraints, min-
imum distance constraints and variant constraints). (2) Hierarchically bounded
enumeration and enhanced shape functions are employed to enhance the perfor-
mance of the algorithm.
Handle Symmetry and Common Centroid Constraints Using B*-Tree
This work based on the B*-tree representation, since B*-tree has little redundancy
in the solution space. The authors introduced two new techniques, hierarchically
bounded enumeration and enhanced shape functions, that enables customer to
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choose the best result from a set of candidate solutions with different aspect ra-
tios, which improve the design flexibility.
Same as B*-Tree, constraint graphs are used to represent the horizontal and
vertical relationship between modules. In order to meet the requirement of sym-
metry constraints and common-centroid constraint, an arbitrary linear constraint
is employed to handle these problems. A set of constraints should be satisfied in
the vertical and horizontal direction. Two matrix Mv and Mh are defined, together
with the corresponding elements dv and dh, describing the minimum distance con-
straints. Where dv and dh denote the vertical and horizontal distance between
two individual modules’ centers. Matrix Cv and Ch represent the symmetry and
common-centroid constraints. Vectors ~x and ~y are the x- and y- coordinates of
the modules. Symmetry constraints and common-centroid constraints are encoded
in two vectors, ~kv and ~kh. The vertical and horizontal symmetry and common-
centroid constraints can be formulated as follows:
~Cv ·~y= ~kv, ~Ch ·~x= ~kh; (2.5)
The authors also employ enhanced shape function and hierarchically bounded
enumeration to improve their analog placement tool. The tool Plantage can pro-
duce high quality layouts, although the running time is a bit longer than that of
sequence-pair with dummy nodes [?] and symmetry island [?].
Experimental Results Analysis and Conclusion
A series of experiments are designed to show the advantages of this work. Plan-
tage with hierarchically bounded enumeration and enhanced shape functions is
compared with some popular methodologies, such as sequence-pair [?], segment
tree [?], sequence-pair and linear programming [?], sequence-pair with dummy
nodes [?], symmetry island [?], sequence-pair with Johnson’s priority queue [?].
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Results show that Plantage can generate a placement result in acceptable running
time, with comparable area usage.
2.2.2 Analog Placement Based on Symmetry-Island Formula-
tion
In the paper [?], the authors propose a new concept named symmetry island that
place some pairs of matching devices closely and symmetrically, to handle the
marching between devices. They modify the B*-tree, and propose a new represen-
tation based on it. This new representation is automatically symmetry feasible and
is called automatically symmetry feasible B*-Tree (ASF-B*-tree). ASF-B*-tree
can be used to model a symmetry island. In order to handle symmetry islands and
non-symmetry islands simultaneously, the authors propose hierarchical B*-tree
(HB*-tree) framework. An ASF-B*-tree can be a node of HB*-tree. HB*-tree is
a novel hierarchical framework which can dynamically update the shapes of sym-
metry islands and can handle symmetry and non-symmetry devices. It’s an analog
placement algorithm with linear packing time.
Representing Symmetry Island by ASF-B*-tree
The authors use ASF-B*-trees to represent symmetry groups. They first define
the representative B*-tree, constructed by representative nodes. Suppose there is a
symmetry pair (b,b′), where b is the left (or bottom) device and b′ is the right (or
top) device. Then the representative block br of this pair is b′. For a self-symmetry
device b, the representative block br is the right (or top) half of b. The other part
of a symmetry pair or self-symmetry device is called non-representative block. A
placement is symmetric if the non-representative blocks of pairs or devices can be
placed symmetrically with their representative blocks. A symmetry representative
B*-tree is an ASF-B*-tree.
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Figure 2.1: HB*-Tree Example: (a) Placement with Symmetry Group bs0. (b) The
Corresponding ASF-B*-tree of Symmetry Group. (c) Hierarchical B*-tree.
In order to handle symmetry group(s) and asymmetric devices, the authors
propose a hierarchical B*-tree framework. In HB*-tree, symmetry group(s) is
treated as a node, together with asymmetry nodes to form a whole B*-tree.
Figure 2.1 shows an example of placement with symmetry group. The corre-
sponding ASF-B*-tree and whole HB*-tree are also shown in this figure.
Experimental results show that this symmetric based approach can obtain the
best performance in terms of area and running time. Compared with other works
based on sequence-pair, segment tree and TCG-S, this work can effectively handle
symmetry island and asymmetric devices and can pack modules in linear time.
2.2.3 Heterogeneous B*-Trees for Analog Placement with Sym-
metry and Regularity Considerations
The research work done by Chou et al [?], consider symmetry constraints and regu-
larity during the whole analog placement generating process. Symmetry placement
is required to reduce harmful electrical effects. For example, parasitics effect will
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be introduced if the devices placement is asymmetric. Regularity is one issue that
designer should take into account. Irregular placement will reduce the routability
in the following routing step. Sometimes the total wirelength also increase because
unnecessary bends are introduced. This paper proposed a heterogeneous B*-trees
based technique, handling the two issues simultaneously.
Overview of the Placement Technique
After the input information (modules information, netlist, symmetry and common-
centroid constraints) is parsed by the tool, module classification will be performed
to identify the sizes and dimensions of the modules. Modules with the same size
will be identified and form a regular structure. Empirically, regular group with
close to one aspect ratio usually has a good matching property. A score table is
computed and a score is calculated for every possible regular group. Given m
possible regular structures for a regularity hierarchical node, let wi and hi be the
width and height of the corresponding regular structure ri (i ∈ [1,m]). The score s








A score of regularity node can be used to decide the probability for changing
the node when perturbation is performed. Next, new types of moves are defined
and corporate with heterogeneous B*-tree moves, e.g., merge/split and reshape. In
the final step, new cost function for regularity cost calculation is proposed to guide
the placement result.
Handling Symmetry and Regularity by Using Heterogeneous B*-Trees
The heterogeneous B*-trees are derived from the B*-trees representation and in-
herit the advantages, such as linear time packing and flexible movement. Com-
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pared to the original B*-tree. It contains symmetry nodes and regularity nodes.
Both nodes are hierarchical nodes of B*-Tree. Symmetry nodes are used to rep-
resent symmetry group. Symmetry constraints are observed to ensure that the de-
vices in a symmetry group will be placed on both sides and have the same distance
from the symmetry axis. Regularity nodes are nodes used to model modules that
should be placed in a regular structure, e.g., in a row-like, column-like placement
pattern or in a rectangular shape with several rows and columns. These regularity
constraints are predefined by the designer. By applying these constraints, running
time for modules packing is shorten and the wirelength is decreased because de-
tours and bends are eliminated.
The algorithm can handle symmetry constraints and regularity requirement si-
multaneously. Two cases are studied in this paper: (1) regular structures with
symmetry and non-symmetry modules, and (2) regular structures with modules in
different symmetry islands. For the first condition, the algorithm allows merging
operation between non-symmetry modules and symmetry modules. This operation
can form a regular group. It should be pointed out that merging can only be al-
lowed on the boundaries of regular structures to satisfy the symmetry requirement.
For the second case, when there are modules belonging to more than one symme-
try groups and appearing in same regular structure, the technique allows merging
these symmetry groups into a new larger one (by adding pseudo wires to connect
them). A corresponding symmetrically hierarchical node is created to represent
the new symmetry group, which will be included into automatically symmetric
feasible B*-tree.
Experiment Design and Result Analysis
Two sets of experiments are performed. In the first phase, three key results (area,
half-perimeter wire-length and running time) are measured, the authors compare
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their work with other representations, e.g., sequence-pair, HB*-Tree. They also
test their heterogeneous B*-Trees with and without the regularity consideration.
It turns out that the heterogeneous B*-Trees without regularity constraints obtain
+4% circuit area, +10% wirelength but the running time is decreased by 4%.
They also compare the routing results for their generated placement. Heteroge-
neous B*-Trees with regularity constraints also has the best performance in over-
flow, via cost, wire-length and running time, and the corresponding reductions are
17%, 10%, 16% and 6%, respectively.
2.3 Summary
In this chapter, some previous works are studied and reviewed. We review previous
works on topological representations handling symmetry constraints and common-
centroid constraints, such as Sequence-Pair [?] [?], O-Tree [?] [?], B-Tree [?],
B*-Tree [?], Segment Tree [?], and TCG-S [?].
Some recent works further extend based on the above representations. For
example, some researcher improve and extend on B*-Tree [?] [?]. Strasser [?]
proposed a deterministic placement algorithm based on B*-Tree using hierarchi-
cally bounded enumeration and enhanced shape functions to handle 1-D and com-
mon centroid constraints. For the common centroid constraint. Ma [?] proposed a
method based on the C-CBL representation.





In analog circuit design, devices need to be placed symmetrically (both 1-D and
2-D symmetry) to satisfy the matching property. Besides, some electrical prop-
erties such as parasitic effects and thermal effects should be taken into account
among the analog circuit design, which significantly increases the difficulty of the
problem. Compared to the general ASIC placement problem, the analog place-
ment problem has more constraints to make sure that the placement result will sat-
isfy those complicated requirements on electrical characteristics. This is usually
a time-consuming and error prone process and takes experienced circuit designers
couples of days to complete the whole layout design process. Our research focuses
on generating qualified layout automatically by using our automatic layout design
tool.
In this chapter, we propose our placement method that is based on a simulated
annealing engine using sequence-pair as the representation. We are given a netlist
of devices and a layout library for each device. The objective is to generate a
routable placement of the devices with small area, wirelength and good matching
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properties such that all the user specified constraints are satisfied. We assume that
the users will input the symmetry constraints and placement constraints. In the
input netlist, some devices are specified by the users as belonging to a symmetric
group and are thus required to be placed symmetrically with respect to a single
point (common centroid constraint) or to an axis (1-D symmetry constraint) to
reduce mismatch errors. Our proposed method can handle symmetry constraints
and common centroid placement in analog placement very well. We describe the
practical technique that places devices (transistors, resistors and capacitors) in a
more symmetrical way. A detail interleaving placement method is proposed, with
flexible options on device orientation, row (column) number, order (defined by
input and output pins’ order), etc. It can generate different symmetrical placement
by choosing different combination of those placement configuration.
During the placement process, we also need to consider the routablility issue.
In analog design, wires will often avoid going above the active area of the devices
to reduce crosstalk effect between the devices and the wires. Thus the original
compact realization of sequence pair is not practical. A layout expansion of the
originally compacted placement is needed to get enough routing resources. We
will present an expansion method based on congestion estimation with trade-off
between area and routability. We employ a routing tool to test the routability of
our placement with this layout expansion technique. Results show that we can
obtain higher routing completion rate with this technique.
3.1 Problem Formulation
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– Netlist.
– Layout library for all the devices supplied by the foundry.
– Constraints:
A list of constraints specified by the layout designer, e.g., symmetric
pairs, symmetric nets, clustering constraints and merging constraints,
etc.
• Output: A layout satisfying all the constraints and can pass the checks and
verifications.
• Objective: Minimize the mismatches between the devices.
A set of key parameters are used to measure the quality of placement result,
such as the area, HPWL (half-perimeter wire-length), overlap, timing, congestion,
etc. Among those factors, area and HPWL are commonly used in the cost function,
helping the search engine to find a placement result with the minimal cost com-
puted by a weighted sum of the area and HPWL. A qualified placement should
have the following properties:
• 1. Minimized area: Place all devices without overlapping and to minimize
the total circuit area.
• 2. Minimized wirelength after routing.
• 3. Matching properties: Layout those matched devices symmetrically to
increase the matching properties of the circuit.
• 4. Routability: Increase the successful rate of routing completion.
After a circuit is designed, we will take the netlist and the layout library from
the foundry as inputs of our tool. Simulated annealing will be used to place the
34
CHAPTER 3. COMMON-CENTROID ANALOG PLACEMENT
devices satisfying the symmetry and other placement constraints. Congestion esti-
mation and layout expansion will be performed in each iteration of the annealing
process in order to produce a placement with good routability. Routing will then
be performed on the placement result handling both the complete and partial sym-
metrical nets. After a final layout is generated, verification including Design Rule
Check (DRC), Layout Schematic Check (LVS) and post-simulation will be per-
formed to validate the correctness and quality of the output by extracting the key
parameters of the circuits, e.g., DC gain, bandwidth, phase Margin and CMRR
values. Monte Carlo simulations will also be performed at the end to evaluate the
matching properties of the devices under different kinds of variations.
3.2 Overview of Our Work
Our placement technique is based on simulated annealing using sequence-pair as
the representation. The placement generate flow of our tool is : First we export
netlist file from Virtuoso. Then device retrieval process is performed to obtain the
layout information. Next, a list of constraints (symmetric pairs, symmetric nets,
clustering constraints and merging constraints) are passed into our tool. Then our
tool handles device merging, device clustering, common-centroid placement for
devices (resistors, transistor and capacitors) simultaneously. It can also change
positions of devices within symmetric group to obtain optimize circuit area. And
finally, a congestion estimation and layout expansion technique is used to increase
the routability.
The objective of this whole project is to study and develop a novel and holis-
tic analog automation tool that can automate the whole layout process from a
schematic circuit to the final layout effectively. Focuses will be on the quality
of the generated output in comparison with manual design on various aspects of
performance measures and especially on mismatch reduction, which is an impor-
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tant issue in analog design. In order to achieve this, we emphasize the following
two features of our analog placement methodology:
Symmetric Placement: We consider symmetric placement of transistors, resis-
tors and capacitors, which includes 1-D symmetry and 2-D symmetry (or
called common centroid). Different symmetric placement configurations,
derived according to the practical needs in analog design, are considered
for the matching devices in the simulated annealing engine of the placer in
order to generate a placement with high quality. The proposed approach
considers different placement patterns by choosing different row (column)
numbers, orientations, I/O pins orders, etc. Our tool can generate a set of
candidate placements in different patterns (symmetric placement and inter-
leaving placement), and offer a high flexibility to designer to choose suitable
placement according to design requirements and simulation results. In some
cases, a large deadspace is introduced by the symmetric group. Two types
of symmetric devices are defined: symmetric devices and self-symmetry de-
vices. Improper placement of self-symmetry devices may result in produc-
ing unnecessary deadspace. The cost function of our simulated annealing
approach take these symmetric devices into account and give them higher
penalty weights to find the minimize area of symmetric group.
Congestion-driven Placement: In analog design, wires are preferred not to be
routed over active devices, so we need to leave enough spaces properly for
routing between the devices during the placement process. To achieve this,
we explore congestion estimation and layout expansion during the place-
ment step in order to produce a good and routable solution.
A brief placement work flow is shown as follow:
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Figure 3.1: Placement Work Flow.
3.3 Handling Common Centroid Constraints in Dif-
ferent Devices
Our proposed method further extends the previous work [?]. It gives designer more
design flexibility to generate layout with different symmetric styles. For exam-
ple, they can place capacitors symmetrically in an interleaving or non-interleaving
fashion. Our tool will choose different placement patterns for a device. Take a
resistor group with 24 unit resistors as an example. We will change the placement
pattern by modifying the row number. To become a 2× 12 array, 3× 8 array or
6× 4 array. Designer can choose suitable placement configurations according to
the simulation result and design requirements.
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3.3.1 Common Centroid Placement of Resistors
Some symmetric resistors pairs are needed to be placed in a common centroid way
to reduce the mismatch error. In our placement tool, we can change the placement
of resistors by modifying the following configurations:
• Row (column) number: This will affect the shape of the resistors group.
• Orientations: Each resistor has it’s own orientation. Modifying the orienta-
tions will change the wire connection pattern.
• Connection order: Connection order specify the orders of input and output
pins.
Figure 3.2 shows an example. This example shows a symmetric pair A and B of
2×6 transistors. Instead of placing them separately on the two sides of a symmetry
axis as shown in Figure 3.2(a), we will place them in a common centroid fashion
by interleaving the resistors as shown in Figure 3.2(b). Note that each group of
resistors are connected in series. Comparing with the placement in Figure 3.2(a),
this common centroid way of placement will bring extra cost for interconnection
and this occurs only when we need to connect resistors on the two sides of the
symmetry axis, e.g., connect the rightmost A on top to the rightmost A below and
connect the rightmost B on top to the rightmost B below. This will occur only
once for each group with our common centroid placement configurations and the
additional cost in interconnection will be very low in practice, comparing with the
total wirelength of the whole circuit. The experimental results have also confirmed
this.
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Figure 3.2: Common Centroid Placement for Symmetric Pair with 2×6 Resistors
and Their Routing Patterns: (a) 1-D Symmetric Placement. (b) Common Centroid
Placement.
Further to the example shown in Figure 3.2(b), we use Figure 3.3 to illustrate
how the assignment of input and output pins affect routing. Different input and
output positions lead to different routing patterns and affect the total wire length.
In this example, we assume that the height and width of each device is 2.0µm and
0.4µm respectively, and the spacing between the upper side and the lower side is
1.0µm.
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Figure 3.3: Common Centroid Placement for Symmetric Pair with 2×6 Resistors.
Different Routing Patterns and Wire Lengths.
Figure 3.3 lists 8 different routing patterns and the corresponding wire lengths.
Figure 3.3(a)-(d) shows conditions that pins of device A and B are all positioned on
the left side of the device group. We omit the conditions that pins are assigned on
the right side of device group, because they are similar to that of Figure 3.3(a)-(d).
Figure 3.3(e)-(h) illustrates the conditions that pins of A and B placed at differ-
ent sides of the device group. We get different wire lengths because of different
routing methodologies. In Figure 3.3(a)-(h), we can find that different placement
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patterns lead to different wire lengths. It ranges between 13.42µm and 24.90µm.
Interconnections are the major reason for different wire lengths. In these 2-D sym-
metric placements, some long connections that across the symmetry axis bring
additional wire length in comparison with the 1-D symmetric placements. The
distance between the upper and the lower halves will also affect the total wire
length.
When we decide which routing pattern to be used, we should consider the wire
length globally. We also need to consider the affects of the routing pattern on the
symmetric placement and the routings of other nets. In practice, Figure 3.3(a) and
(e) are commonly used.
In general, all symmetric resistor pairs of size 2× n can be divided into four
groups depending on the value of k = n mod 4. The common centroid placements
for the cases when n = 4,5 and 7 are shown in Figure 3.4 and the other cases are
similarly generated. All these configurations can lead to better symmetric routing
with shorter wire length.
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Figure 3.4: Common Centroid Placement of Resistor and Their Routing Patterns:
(a) 2×4 Resistors, (b) 2×5 Resistors, (c) 2×7 Resistors.
We discuss common centroid placement of resistors with 2 rows in the above
paragraphs. It can be easily extended to resistor pairs with other number of rows
(e.g., row = 3,4,5 . . . )1. For simplicity but without loss of generality, we fix the
column number as six and change the row numbers. Figure 3.5 show these place-
ment for resistor group with 3×6, 4×6 and 5×6 resistors, respectively.
1It should be noted that in our test cases, only resistor groups with 2 rows are considered because
for the available test cases, these 2-row placement patterns are good enough for optimization.
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Figure 3.5: Common Centroid Placements of Resistors: (a) 3× 6 Resistors, (b)
4×6 Resistors, (c) 5×6 Resistors.
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3.3.2 Common Centroid Placement of Transistors
We can also apply similar techniques to symmetric pairs of transistors. This tech-
nique is widely used in differential pair transistors. Figure 3.6 shows an example.
In this example, two symmetric transistors A and B are divided into six parallel
sub-devices respectively. Instead of placing them separately on the two sides of a
symmetry axis as shown in Figure 3.6(a), we will place them in a common cen-
troid fashion by interleaving the sub-devices as shown in Figure 3.6(b) and (c).
Since each sub-device have their input pin i and output pin o, the locations of these
pins will affect the orientation of the symmetric group. The orientations are il-
lustrated by arrows that start from i and point to o. Our tool allows designer to
select orientation options (same or opposite) and generate a corresponding lay-
out. Figure 3.6(b) shows the two halves of this group opposite orientations, while
Figure 3.6(c) shows a placement with same orientation.
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Figure 3.6: Common Centroid Placement of Transistors: (a) 1-D Symmetric Tran-
sistor Placement. (b) Common-Centroid Transistor Placement with Opposite Ori-
entations. (c) Common-Centroid Transistor Placement with Same Orientation.
Figure 3.7 shows the corresponding wiring topologies of Figure 3.6. Orienta-
tions will affect routing pattern and wire length. In common centroid placements,
there are both A and B on each side of the symmetry axis. Wire length is increased
because of the additional wires needed to connect sub-devices of A (or B) on the
two sides of the symmetry axis. The length of the additional wires is related to the
distance between the lower and upper sub-groups and the height2 of the transistors.
We can see from Figure 3.7(a) that 1-D symmetry has the shortest wire length of
29.00µm, and Figure 3.7(b)(c) show 47.74µm and 45.00µm, respectively. Wires
1, 2, 3 and 4 marked in Figure 3.7(c) are the additional wires in comparison of
the 1-D symmetric placement shown in Figure 3.7(a). In real design, we usually
use the placement pattern shown in Figure 3.6(c) because it’s easier for symmetric
2It’s related to the device width when the symmetry axis is vertical.
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routing. This placement pattern also reduces the wire density in the area between
the two symmetric halves. Note that transistors belonging to the same group will
be connected in parallel. The wiring topology is the same no matter what the value
of m is in a symmetric pair of size 2×m.
Figure 3.7: Common Centroid Placement of Transistors and Their Routing Pat-
terns: (a) 1-D Symmetric Placement. (b) Common Centroid Placement with Op-
posite Orientations. (c) Common Centroid Placement with Same Orientation.
In Figure 3.7, we assume that each device’s height and width is 2.5µm and
0.5µm, respectively. The spacing between the upper side and lower side is 1.2µm.
The percentage of increase on wire length becomes smaller when m becomes
larger. That’s because it’s only need to add four additional wires (see wires 1, 2,
3 and 4 in Figure 3.7(c)) no matter which number m is. Comparing Figure 3.7(a)
and Figure 3.7(c), the wire length increases from 29.00µm to 45.00µm. If we have
more sub-devices, the percentage of increase will further drop.
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3.3.3 Common Centroid Placement of Capacitors
Matching of capacitors is also a common and important concern in analog design.
There are some rules of thumb to follow in general to get better matching for
capacitors:
Rule 1: Use square-like geometry for the unit capacitors.
Rule 2: Use identical geometry for all the unit capacitors.
Rule 3: Place the matching capacitors adjacent to one another.
Rule 4: Place dummy capacitors on the boundaries of capacitor group to shield
the matching capacitors from lateral electrostatic fields.
Rule 5: Cross couple arrayed capacitors to minimize the effects of oxide gradi-
ents.
In our proposed common-centroid placement of capacitor pairs, according to
the matching rules above, we use square shape unit capacitors to form large ca-
pacitor groups. Consider a symmetric pair of capacitors with size 2×m, we will
generate a set of common centroid placement configurations to describe the exact
placement and routing methodology according to the value of m. The simulated
annealing engine will then help to choose a configuration to optimize the objective
function.
Consider an example of a symmetry pair with size 2×12. There are thus totally
24 unit capacitors. First of all, we will generate a set of placement configurations.
Assuming that the symmetry axis is horizontal and we will consider even row
number in this case.3 Therefore, the set of possible sizes for this symmetry pair
will be (row,column) = {(2,12),(4,6),(6,4),(8,3),(12,2)}. For each of these
3If the symmetry axis is vertical, we will consider even column number.
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candidate sizes, there are two choices for the relative placement between A and B
and there are four choices for the placement orientation. To illustrate this better,
we use the size of (row,column) = (4,6) as an example in the following figures.
Figure 3.8 shows the two different configurations with different relative placement
between A and B.
Figure 3.8: Two Different Common Centroid Placement of Capacitor Pairs: (a)
Interleaving Placement; (b) Symmetric Placement ABBA.
For each of these possible configurations, there are four possible choices for the
placement orientation as shown in Figure 3.9. Note that different orientations will
lead to different pin positions and the routing will be affected. In our methodology,
we choose to have the same orientation for capacitors in the same row and we allow
the rows on one side of the symmetry axis to either have the same orientation or
have alternating orientations. Therefore, for this example of symmetric capacitor
pair, there will be a set of 5×2×4 possible candidate placement configurations to
choose from.
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Figure 3.9: Four Orientation Options.
Figure 3.10 shows two examples of different routing patterns. Figure 3.10(a)
corresponds to the placement with orientation choice shown in Figure 3.9(b). Fig-
ure 3.10(b) shows the routing pattern of a symmetric placement. Although Fig-
ure 3.10(b) has a shorter wire length, the matching property might not be as good
as that of Figure 3.10(a). We give designer plenty of flexibilities to generate differ-
ent layouts by selecting different combinations of placement configurations. They
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can choose suitable placement according to design requirements and circuit per-
formance.
Figure 3.10: Two Different Routing Pattern: (a) Interleaving Placement; (b) Sym-
metric Placement ABBA.
3.4 Congestion Estimation and Layout Expansion
In analog designs, wires are preferred not to be routed over active devices to re-
duce the crosstalk effect between devices and wires. Therefore, we need to leave
enough spaces for routing between the devices during the placement process. To
achieve this, we need a good congestion estimation and layout expansion method
to produce a good and routable placement solution. Using the traditional method
of computing longest paths in constraint graphs for sequence pair representation
will give a lower-left compact packing.
We will first overlay a n× n grid on it for routing estimation (n = 40 in our
implementation). We will then compute the routing congestion according to the
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approach in [?]. Additional steps will be taken to distribute the congestion mea-
sures over the blockages (which are active devices in our case) to the surrounding
in order to obtain an accurate estimation. After that, each room in the n× n grid
will be expanded proportionally according to the congestion estimations while the
devices in the room will be moved correspondingly. Details of these two steps will
be described below.
• Divide the layout into a 40×40 mesh.
• Calculate the vertical (cv) and horizontal (ch) wire capacities: cv = h/z and
ch = w/z, where h and v are the width and height of a room, and z denotes
the sum of the minimum wire width and the minimum wire spacing.
• For each room (i, j), use the method proposed in [?] to calculate the conges-
tion value. Then we can get vertical congestion and horizontal congestion
denoted by congv and congh respectively.
• Expand the room to different size according to the routable space pencentage
of each room.
• Calculate and update the new positions of the devices by computing longest
paths in the horizontal and the vertical constraints graphs.
3.4.1 Blockage-Aware Congestion Estimation
There are many methods to calculate the congestion values. Jiang et al [?] pro-
posed a method to estimate congestion by calculating the percentage of congested
bins in the bounding box of a net. Sham [?] also proposed a method to do esti-
mation of congestion. A 3-steps congestion estimation methodology is used in [?]
starting with a preliminary estimation, detailed estimation and congestion redistri-
bution are performed repetitively.
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We use the detailed congestion estimation model proposed by Sham [?]. It
is one of the best efficient approaches to estimate congestion. The authors use
a three steps estimation methodology to obtain a relatively accurate congestion
estimation. We calculate the probability of it passed by other vertical (horizontal)
nets, and compare it with vertical (horizontal) wire capacities. If it’s smaller than
the wire capacity, then there are still enough space to let other nets pass. If it’s
larger than the wire capacity, then this tile is over congested. This preliminary
estimation can find out which regions have a high possibility to be over congested.
We proposed a novel blockage-aware congestion distribution method in which
the horizontal and vertical congestion measures over a blockage will be distributed
to the surroundings appropriately, since wires cannot be routed over the blockage.
Assume that we have a grid G(i, j), and have already obtain the horizontal and
vertical congestion measures congh[i][ j] and congv[i][ j], respectively. If the grid
at (i, j) is occupied by a blockage B, it means that no more wires can go through
the grid G(i, j). Then it’s horizontal and vertical congestion measures should be
distributed to the surrounding grids that still have spaces for wires. We classify the
grids into two categories:
• Boundary grid: the grid that lies on the left or right (top or bottom) boundary
of a blockage.
• Inside grid: the grid that lies inside the boundary of a blockage.
For each grid covered by blockages, the vertical congestion distribution and the
horizontal congestion distribution will be performed respectively. Assume that the
x-coordinates of the left and right boundaries of a blockage B are L and R. Denote
by B and T the y-coordinates of the bottom and the top boundaries of blockage
B. We will distribute the horizontal congestions to the bottom and top neighboring
grids according to the distances between the grid and G(i, j). The percentage of
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distribution is inversely proportional to the distance. That is, the vertical conges-
tion of G(i, j) will be distributed to left and right side. Suppose that G(i, j)’s vertical
congestion value is congv[i][ j], we will distribute ( R−iR−L)congv[i][ j] to the left neigh-
boring grid. The remaining ( i−LR−L)congv[i][ j] will be distributed to right neighbor-
ing grid of right boundary. Similarly, we will distribute the horizontal congestion
congh[i][ j] to the bottom and top neighboring grids. The top neighbor grid will get
( j−BT−B)congh[i][ j], and the bottom neighbor grid will get (
T− j
T−B)congh[i][ j]. After
all these distributions, the horizontal and vertical congestions of G(i, j) is 0. Fig-
ure 3.11 illustrates how the congestion measures in the middle part of a blockage
can be distributed to the sides.
Figure 3.11: Congestion Redistribution: (a) Vertically Congestion Redistribution;
(b) Horizontally Congestion Redistribution.
Figure 3.11 shows a blockage that covers 4× 5 grids. Take one grid G(i, j) as
example, Figure 3.11(a) and Figure 3.11(b) show how to redistribute congestion
vertically and horizontally. In Figure 3.11(a), we distribute horizontal congestion
congh[i][ j] to the bottom and top. Let the distance between G(i, j) and the top
neighboring grid be 3, and the distance to the bottom neighboring grid be 2. Then
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2
5congh[i][ j] will be distributed to the top neighbor grid, and
3
5congh[i][ j] goes to
the bottom. Similarly, vertical congestion congv[i][ j] is distributed to the left and
right neighbors using the same method.
The methodology can be described by the following pseudo code of Algorithm.
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Algorithm 1 Distribution of Congestion over Blockages
1: for each blockage B do
2: for each grid G= (i, j) occupied by B do
3: if G on the left boundary of B then
4: congv[i−1][ j]+ = congv[i][ j] and congv[i][ j] = 0
5: end if
6: if G on the right boundary of B then
7: congv[i+1][ j]+ = congv[i][ j] and congv[i][ j] = 0
8: end if
9: if G on the bottom boundary of B then
10: congh[i][ j−1]+ = congh[i][ j] and congh[i][ j] = 0
11: end if
12: if G on the top boundary of B then
13: congh[i][ j+1]+ = congh[i][ j] and congh[i][ j] = 0
14: end if
15: if G lies inside B then
16: Let L and R be the x-coordinates of the left and right boundaries of B
respectively.
17: congv[L−1][ j]+ = congv[i][ j]× R−iR−L
18: congv[R+1][ j]+ = congv[i][ j]× i−LR−L
19: congv[i][ j] = 0
20: Let B and T be the y-coordinates of the bottom and top boundaries of
B respectively.
21: congh[i][T +1]+ = congh[i][ j]× j−BT−B
22: congh[i][B−1]+ = congh[i][ j]× T− jT−B
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After congestion redistribution over blockages to the boundary neighboring
grids, these neighbor grids might have too much congestion. A smoothing step
will be performed at the end of the procedure to get more accurate estimation of
congestion. We distribute the congestion horizontally and vertically. Assume that
the congestion value of grid G(i, j) is cong[i][ j]. The vertical congestion of the dth
grid from G(i, j) will get an additional congestion measures of 2−dcongv[i][ j]. We
use the same smoothing strategy for the horizontal congestion of G(i, j). Pseudo
code is shown in Algorithm 2.
Algorithm 2 Congestion Smoothing
1: //Smoothing the congestions:
2: for each column do
3: Find the contiguous grids whose horizontal congestion values are greater
than one, then average out their horizontal congestion values within the
same group of contiguous grids.
4: end for
5: for each row do
6: Find the contiguous grids whose vertical congestion values are greater than
one, then average out their vertical congestion values within the same group
of contiguous grids.
7: end for
8: Output the horizontal and vertical congestion values.
3.4.2 Layout Expansion
After congestion estimation and re-distribution, we will perform an expansion step
on the originally compacted placement according to the estimated congestion mea-
sures. We need an appropriate congestion estimation and layout expansion step so
that the expanded layout will be routable on one hand and will not lead to an
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over-sized layout on the other hand. Besides, since this congestion estimation and
layout expansion step will be performed in every iteration of the annealing process,
a fast approach is needed.
Similar to the congestion estimation step, the originally compacted packing
will be divided into a n× n grid and the routable space percentage X [i][ j] will be
calculated for each room (i, j). The routable space percentage is the white space
percentage in a room that is not occupied by any blockages. We then compute the
overflow value for each room. For each room (i, j), we have already obtain con-
gestion information from the congestion estimation step. A variable δ is defined as
the difference between the horizontal (vertical) congestion and horizontal (verti-
cal) wire capacity. We use following equations to calculate the horizontal overflow
δh and vertical overflow δv, respectively:
δh = congh[i][ j]− ch×X [i][ j] (3.1)
δv = congv[i][ j]− cv×X [i][ j] (3.2)
If the horizontal (vertical) overflow δh (δv) is smaller than 0, it means that the
grid has enough space for routing wires. Then the room does not need to be further
expanded in the horizontal (vertical) direction. If δh (δv) is positive, it indicates
that there still need at least additional δh of height (δv of width) for successful
routing. Furthermore, we should update the horizontal (vertical) constraint graph,
according to the expansion in the horizontal (vertical) direction. Details of this
layout expansion step are given by the following pseudo code.
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Algorithm 3 Placement Expansion
1: Divide the layout into a n× n mesh. Assume that the room width and height
are w and h respectively.
2: Assume that the minimum wire width is z,
cv = h/z; ch = w/z
3: Calculate the routable space percentage X for each room.
4: Perform congestion estimation.
5: // Expand grid:
6: for each room (i, j) do
7: δ= congv[i][ j]− cv×X [i][ j].
expandh[i][ j] =
 0 : δ< 0δ : otherwise (3.3)
8: δ= congh[i][ j]− ch×X [i][ j].
expandv[i][ j] =
 0 : δ< 0δ : otherwise (3.4)
9: end for
10: for each device D do
11: Let the x-coordinates of the left and right boundaries of D be L and R. Let
the y-coordinates of the bottom and top boundaries of D be B and T .
12: Find the horizontal displacement expandx by accumulating the expandh val-
ues: expandx = maxTj=B( ∑
R
i=L expandh[i][ j])
13: Add an edge from source to D in the horizontal constraint graph with weight
expandx.
14: Find the vertical displacement expandy by accumulating the expandv val-
ues: expandy = maxRi=L( ∑
T
j=B expandv[i][ j])
15: Add an edge from source to D in the vertical constraint graph with weight
expandy.
16: end for
17: Update the coordinates of all the devices by computing the longest paths in
the constraint graphs.
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3.5 Simulated Annealing
Simulated annealing is used in our analog placer. New types of moves and new
cost function are defined in our simulated anneal approach.
3.5.1 Types of Moves
The moves in simulated annealing change the placement configuration. Besides
commonly used moves such as interchanging two modules in the sequence pair,
rotation, merging, etc, some new moves related to our common centroid placement
for different devices are described as follows:
• Move 1: Interchange two modules in the first sequence.
• Move 2: Interchange two modules in both sequences.
• Move 3: Rotate a device or a cluster.
• Move 4: Merge or separate two devices.
• Move 5: Change the row and column numbers. This move affects the shape
of the device group and the detail routing pattern for those devices.
• Move 6: Change the relative placement. A placement pattern interleaving or
symmetric placement will be selected.
• Move 7: Change the orientation. This move will affect the I/O pin positions
and thus the routing pattern.
3.5.2 Handling Devices in Symmetry Group
In order to reduce the placement area and parasitic effect, we introduce a technique
that can change devices’ position in symmetry group to shrink the size of symmetry
59
CHAPTER 3. COMMON-CENTROID ANALOG PLACEMENT
group. In analog design, some pairs of devices need to be placed symmetrically
to get a better performance. We put them into the same symmetry group. We
have two different types of symmetry devices, the symmetry devices and the self-
symmetry devices. For the symmetry devices, we place them separately on both
sides of 1-D symmetry axis. Self-symmetry devices have connections with devices
on both sides of symmetry axis. We put them on the 1-D symmetry axis to achieve
better device matching property and easier symmetry routing.
Symmetry group is good for symmetry routing and device matching. However,
it might cause a large deadspace if we fail to place the symmetry devices within
it properly. Figure 3.12(a) shows an example that an unnecessary deadspace is
generated because of improperly placement of self-symmetry device. In order to
avoid it, the devices may have chance to change there positions within the symme-
try group if the deadspace exceeds a threshold, i.e., 20% larger deadspace than that
of manual layout. The cost function takes the symmetry groups’ area into account
and gives it a higher penalty. It can help us select solution with the minimize value.
The following example illustrates the process referred above:
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Figure 3.12: Symmetry Group Shrinking Process.
3.5.3 Cost Function of Simulated Annealing
The quality of a placement result is highly related to the cost function used. In or-
der to further reduce the deadspace introduced by symmetry group(s), we employ
a new cost function in the simulated annealing approach.
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Cost(F) = Area(F)+αWire(F)+β ∑
i∈[1...n]
Areai(sym group); (3.5)
where Area(F) is the area of the placement,Wire(F) is the HPWL wire length, and
∑i∈[1...n]Areai(sym group) is the total area of symmetry groups. The parameter α
is set by running a random walk for 1000 iterations before the simulate annealing
process to find a value that balances the average area and wire-length costs. The
parameter β is the weight of symmetry group. Empirically, β ranges from 0.5 to 5
and it can be chosen by the users according to different requirements of different
testcases. If the users are very sensitive to deadspace then they can choose a high
β, and vice versa. We use the third term β∑i∈[1...n]Areai(sym group) to control
the quality of the placement result. In most cases, setting β = 1 can decrease the
deadspace by 5% to 20%. In our experiments, we set the value of β is equal to one.
According to the previous experimental results, a lot of deadspace was related
to those self-symmetry devices in a symmetry group. Our new cost function takes
all of these factors into account. In our approach, the areas of the symmetry group
are considered and our simulated annealing search engine can find a placement
with smaller deadspace.
3.6 Summary
In this chapter, a complete and high quality layout methodology for analog circuits
is presented. Our proposed common centroid placement is integrated into the tool
to reduce the mismatch errors. It offers higher flexibility and to change the place-
ment of devices (transistors, resistors and capacitors), especially for those within
symmetry group. An accurate congestion estimation model and a layout expansion
technique are applied during the simulate annealing process to further improve the
routability.
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This chapter includes the experimental results of the following study:
1. Study of the effectiveness of deadspace reduction and better routability
performance.
2. Study of correlate coefficients selection and different types of layouts (lay-
outs with and without symmetry groups, layouts with and without self-symmetry
groups, layouts with different numbers of symmetry groups, large and small size
capacitors array).
3. Study and comparison of automatically generated layouts and manual de-
signed layouts using Monte Carlo simulation.
4.1 Study of Congestion-driven Layout Expansion
Our proposed approach in Chapter 3 and our analog layout design tool is imple-
mented in C++ and complied with g++ 4.3. All results and experiments are per-
formed on an Intel R©Core TM2 Duo CPU, running at 2.20GHz with 4GB memory
64
CHAPTER 4. EXPERIMENTAL RESULTS AND MONTE-CARLO
SIMULATIONS
Table 4.1: Testcase Information for OTA1, OTA2, OTA3 and AMP1
Data Device Number Device Net Sym Group
Set Capacitor Resistor PMOS NMOS Total Area (µm2) Number Number
OTA1 20 17 12 16 65 17057.8 32 42
OTA2 16 19 12 16 63 15094.7 34 44
OTA3 50 23 12 16 101 39777.1 40 52
AMP1 14 104 11 21 150 61419.6 130 62
on Linux workstation. To demonstrate the quality of our automatically generated
layout and the effectiveness of our proposed approach, three real test cases are used
in our experiments. Due to a limited availability of public test cases, we test our
tool with circuits designed by experienced analog designers in the department of
Electronic Engineering. We compare the manual layouts and the layouts generated
by us. We also compare our results with those of our previous work [?].
In the simulations, the UMC 0.13µm process technology is used for the analog
design environment. In annealing schedule, we will start with initial temperature
106◦C and gradually decrease it at a constant rate of 0.95. At each temperature
step, the annealing iterations will be repeated k times, where k is proportional to the
number of blocks. The test circuits are Operational Trans-conductance Amplifiers
(OTA) and Amplifier (AMP). Table 4.1 lists the circuit information, such as the
number of devices, number of symmetry groups and number of nets.
We design a set of experiments to show how our methodology can reduce
deadspace and improve routability using three test cases (OTA1, OTA2, OTA3).
For each test case, key variables such as via, wire length and deadspace are mea-
sured. We compare these values with the corresponding results obtained without
using this technique [?]. We run each test case 20 times to get the deadspace and
wire-length information and compare them with the results of [?]. In order to test
the improvement in routability, each test case is run 100 times. The numbers of
successful and unsuccessful routing are recorded:
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Table 4.2 shows the results of our new congestion estimation and layout ex-
pansion technique make improvement for the testcase OTA 1. We can reduce the
deadspace percentage, minimize the wirelength and decrease the number of vias
using our technique. We obtain a result of 0.91%, 0.97% and 0.92% for deadspace,
wire length and via respectively, compare with our previous work. Similar to OTA
1, the experiments on OTA 2 also get all factors decrease. It leads to the biggest
improvement of deadspace, which is 17% better than before. Improvement also
occurs on the wirelength (2%) and vias (5%), respectively. OTA 3 has the largest
number of devices and circuit size. Experimental results show that our approach
can make all required factors decreased, see Table 4.4.
Besides considering the circuit area and wire length, routability is also a very
important issue. The quality of placement will affect the routing process signifi-
cantly. We test on 3 test cases (OTA 1, OTA 2 and OTA 3) to verify the routability
of our placement. Compare the routabiligy of the placements generated from our
tool (with congestion estimation and layout expansion technique1) and those from
the previous work [?]. In the experiments, we use a variable seed to generate
different initial placement. Then we use our router to perform routing on those
placements to obtain the number of successful routing out of 100. We also show
the running time, area, wire length and via information for reference.
Table 4.5 shows that our new approach can improve the routability property for
all 3 test cases. The routability of OTA1, OTA2 and OTA3 are improved by 7%,
8% and 4%, respectively.
1Detail about these techniques is described in Section 3.4
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Table 4.2: Testcases OTA1: Routing Result Comparison.
Previous Approach [?] Our Approach







1 25.15% 5283 505 21.79% 0.87 5400 1.02 593 1.17
2 26.52% 5344 479 25.65% 0.97 5583 1.04 479 1.00
3 26.23% 5044 452 17.55% 0.67 5082 1.01 343 0.76
4 10.52% 4279 442 14.55% 1.38 4726 1.10 294 0.67
5 17.33% 5148 425 23.31% 1.35 5986 1.16 419 0.99
6 17.22% 4927 517 14.51% 0.84 4334 0.88 432 0.84
7 17.40% 5128 515 26.55% 1.53 4065 0.79 396 0.77
8 15.77% 4512 365 11.44% 0.73 3342 0.74 395 1.08
9 27.49% 5774 386 16.15% 0.59 5174 0.90 401 1.04
10 18.82% 4126 416 15.78% 0.84 4551 1.10 370 0.89
11 21.98% 4521 522 18.01% 0.82 4298 0.95 388 0.74
12 29.31% 4955 487 25.49% 0.87 4879 0.98 429 0.88
13 24.59% 5269 501 18.22% 0.74 5078 0.96 472 0.94
14 18.27% 4530 484 17.39% 0.95 4331 0.96 473 0.98
15 15.94% 5214 497 15.01% 0.94 4809 0.92 452 0.91
16 26.39% 4893 510 21.49% 0.81 4559 0.93 503 0.99
17 25.14% 4925 498 18.79% 0.75 4887 0.99 469 0.94
18 18.29% 4539 457 15.63% 0.85 4519 1.00 420 0.92
19 19.35% 5017 480 17.25% 0.89 4877 0.97 460 0.96
20 24.58% 4871 429 18.34% 0.75 4621 0.95 435 1.01
Average 21.31% 4915 468 18.65% 0.91 4755 0.97 431 0.92
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Table 4.3: Testcases OTA2: Routing Result Comparison.
Previous Approach [?] Our Approach







1 27.32% 4148 443 14.49% 0.53 3277 0.79 357 0.81
2 43.82% 3023 380 42.19% 0.96 3464 1.15 386 1.02
3 22.79% 2940 403 17.48% 0.77 2863 0.97 309 0.77
4 30.55% 3894 382 29.09% 0.95 3870 0.99 445 1.16
5 27.58% 2925 349 29.20% 1.06 4853 1.66 403 1.15
6 31.50% 3803 461 15.52% 0.49 2995 0.79 372 0.81
7 23.15% 3894 442 18.89% 0.82 3879 1.00 346 0.78
8 23.35% 2843 405 27.36% 1.17 3516 1.24 344 0.85
9 34.63% 3776 406 30.72% 0.89 3411 0.90 357 0.88
10 44.33% 3823 383 42.34% 0.96 3212 0.84 425 1.11
11 32.64% 4019 421 28.14% 0.86 3987 0.99 410 0.97
12 28.97% 4227 394 22.42% 0.77 4109 0.97 388 0.98
13 37.09% 4396 405 32.79% 0.88 4022 0.91 419 1.03
14 25.01% 3679 487 17.88% 0.71 3297 0.90 462 0.95
15 23.72% 4015 450 15.49% 0.65 3698 0.92 439 0.98
16 36.73% 3843 397 31.09% 0.85 3581 0.93 374 0.94
17 32.03% 3695 329 24.57% 0.77 3127 0.85 301 0.91
18 41.67% 3701 409 37.24% 0.89 3019 0.82 354 0.87
19 25.39% 4269 457 20.39% 0.80 4055 0.95 439 0.96
20 29.58% 3897 468 23.36% 0.79 3704 0.95 470 1.00
Average 31.09% 3741 414 26.03% 0.83 3597 0.98 390 0.95
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Table 4.4: Testcases OTA3: Routing Result Comparison.
Previous Approach [?] Our Approach







1 16.21% 3024 463 14.48% 0.89 2897 0.96 387 0.84
2 21.06% 4038 486 5.86% 0.28 2722 0.67 382 0.79
3 23.62% 3667 447 16.50% 0.70 4094 1.12 408 0.91
4 13.41% 3681 443 19.21% 1.43 3734 1.01 452 1.02
5 15.45% 3043 409 10.01% 0.65 2959 0.97 376 0.92
6 17.50% 3630 458 16.51% 0.94 3697 1.02 441 0.96
7 29.80% 4319 457 30.55% 1.03 4300 1.00 470 1.03
8 25.17% 3320 396 17.87% 0.71 3106 0.94 418 1.06
9 16.56% 2727 398 10.81% 0.65 2623 0.96 367 0.92
10 19.81% 2629 348 14.20% 0.72 2842 1.08 360 1.03
11 17.35% 5534 457 25.63% 1.48 4220 0.76 475 1.04
12 36.05% 4886 342 37.20% 1.03 4461 0.91 376 1.10
13 25.46% 3856 491 19.83% 0.78 4099 1.06 365 0.74
14 25.66% 5773 262 21.65% 0.84 5096 0.88 337 1.29
15 18.97% 3448 472 25.27% 1.33 4063 1.18 493 1.04
16 22.93% 4697 464 15.37% 0.67 4834 1.03 383 0.83
17 17.72% 4356 363 20.01% 1.13 3346 0.77 346 0.95
18 55.25% 3558 458 53.59% 0.97 4106 1.15 479 1.05
19 14.02% 4186 396 9.02% 0.64 4715 1.13 353 0.89
20 10.84% 4825 454 14.60% 1.35 4986 1.03 448 0.99
Average 22.14% 3960 423 19.91% 0.91 3845 0.98 406 0.97
Table 4.5: Routability Test: Routing Successful Rate Comparison.
Previous Approach [?] Our Approach
Dead Space Wire (µm) Via Time (s) Routability Dead Space Wire Via Time Routability
OTA1 21.82% 5344 460 131 74% 18.63% 4648 425 117 81%
OTA2 32.91% 3812 420 143 71% 28.17% 3629 407 185 79%
OTA3 23.75% 4530 437 476 67% 20.97% 3907 421 507 71%
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4.2 Monte Carlo Simulations
A tool from Cadence Design Systems named Spectre is used for running Monte
Carlo simulation [?]. The result of Monte Carlo simulation shows that our auto-
matically generated layout have a better or comparable performance than manual
designed layout. In this section, Monte Carlo simulation is used to carry out the
following four studies:
• Study of layouts with and without symmetry group(s).
• Study of layout with and without self-symmetry devices.
• Study of layout with symmetry group as (1) one whole group. (2) being
divided into several sub-groups.
• Study of layout with (1) large size capacitor arrays and (2) small size capac-
itor arrays.
4.2.1 Devices Modeling
Spectre Monte Carlo Simulation is employed to model different devices that need
matching with each other in an analog circuit. We use the modeling method de-
scribed in the guide book [?]. In order to run Monte Carlo simulation, we should
also specify the process parameter during the manufacturing process and the statis-
tical variation parameters. We also need to specify the correlation coefficients for
the matching pairs. Matching can be classified into two major categories, common
matching and well matching. In our designs, the devices that interleavely placed in
a close distance with their matching pair can be modeled as well matching devices.
The correlation coefficient of those devices is equal to 1. Devices in a symmetry
group that are placed in 1-D symmetry can be treated as common matching de-
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Table 4.6: Notations of Monte Carlo Simulation.
Notation Description
XRSP Mismatch parameter, ′1′ for perfect match and ′0′ for not match
dist Statistic distribution
std Standard deviation
cc Correlate Coefficient, ′1′ for perfect match and ′0′ for not match
vices. The correlation coefficient for common matching devices is related to the
center-to-center distance d between two matching device.
Common-Mode Rejection Ratio (CMRR) is the key parameter to measure the
mismatch property of a layout. Generally speaking, a value of 70dB is adequate for
amplifier output. Some high-end devices may requires higher CMRR of 120dB or
even more. In our test cases, OTA1, 2 and 3 require a CMRR of 70dB, and AMP1
requires a CMRR value larger than 90dB.
4.2.2 Study of Layouts with and without Symmetry Groups
In analog layout design, designers may place devices closely to reduce circuit
area and wirelength. However, asymmetric and may result in downgrading of the
matching property. Placing devices in symmetry is a common method to achieve
better matching property. A symmetry group may contain several symmetry pairs.
We can specify symmetry group information in the specification file of our place-
ment tool.
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Figure 4.1: Layouts with and without Symmetry Group(s), (a) Layout without
Symmetry Group, and (b) Layout with Symmetry Group
An example is shown in Figure 4.1. Figure 4.1(a) is a layout in which asymmet-
ric devices group 1 and asymmetric devices group 2 (blue color in Figure 4.1(a))
are placed closely but without symmetry. Since devices in asymmetric group 1
and asymmetric group 2 both have connection with capacitor array 1 and 2, they
can form a symmetry group. In Figure 4.1(b), devices in asymmetric group 1 and
2 are placed with respect to a horizontal symmetry axis, together with capacitor
array 1 and 2 to form a new symmetry group. In our four test cases, we apply
similar strategy to choose symmetric devices. According to the schematic and the
connection relationship between devices.
Table 4.7 shows the simulation results of layouts with/without symmetry group.
Symmetric placement and adjacent placement are trade-off when they contribute
to the mismatch property. An average their is a 3.5% improvement on the CMRR.
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Table 4.7: Monte Carlo Simulation Result for Layouts with/without Symmetry
Group.
Layout without Symmetry Group
Test Case DC Gain(dB) UGB(MHz) Phase Margin CM Gain CMRR Comp.
Mean SD Mean SD Mean SD Mean SD
OTA1 55.50 1.20 69.40 0.30 64.30 0.80 -20.80 1.20 76.30 1.00
OTA2 66.10 0.66 65.25 0.09 57.24 1.48 -23.60 10.00 89.70 1.00
OTA3 62.49 1.07 65.71 0.57 65.59 1.80 -20.34 5.16 82.83 1.00
AMP1 82.00 0.60 26.50 0.48 58.20 1.10 -22.50 2.40 104.50 1.00
Layout with Symmetry Group
DC Gain(dB) UGB(MHz) Phase Margin CM Gain CMRR Comp.
Mean SD Mean SD Mean SD Mean SD
OTA1 57.39 1.51 68.26 0.34 65.07 1.12 -22.01 1.20 79.40 1.04
OTA2 69.99 0.92 65.70 0.18 56.93 1.97 -23.47 8.98 93.46 1.04
OTA3 61.73 1.98 67.04 0.74 60.90 1.07 -21.40 5.16 83.13 1.00
AMP1 85.18 0.92 27.13 0.70 56.84 1.21 -25.73 2.59 110.91 1.06
4.2.3 Study of Layouts with and without Self-Symmetry De-
vices
Self-symmetry devices are part of a symmetry group. We can specify some par-
ticular devices as self-symmetry devices in a symmetry group. Figure 4.2 shows
layouts that with and without self-symmetry device. Device group 1 and device
group 2 (in red color) are placed independently in Figure 4.2(a). They have con-
nections with the upper and lower half of a symmetry group. In order to study the
effect of having self-symmetry devices, we form them as a self-symmetry devices
in the symmetry group (red rectangle in Figure 4.2(b)). For our four test cases,
we select transistors and form them in a self-symmetry group because they have
connections with resistor and capacitor symmetry pairs.
Table 4.8 compare the Monte Carlo simulation results of layouts with and with-
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out self-symmetry group.
Figure 4.2: Layouts with and without Self-Symmetry Group(s), (a) Layout without
Self-Symmetry Group, and (b) Layout with Self-Symmetry Group
4.2.4 Study of Layouts with Different Number of Symmetry
Groups
In this section, we want to study the effect of having different number of symmetry
groups. Having small symmetry groups will allow higher flexibility in placement
and deadspace might be reduced.
We test our test cases with 2, 3 and 4 small symmetry groups. For the layout
with 2 symmetry groups, resistors are formed in a symmetry group, transistors
and capacitors are formed in another symmetry group since the connection type
of these two devices are both parallel. For the layout with 3 symmetry groups,
resistors, transistors and capacitors are grouped separately. For the layout with 4
symmetry groups, we apply similar strategy with 3 symmetry groups, choose the
group with the largest number of devices and divide it into two smaller ones. Fig-
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Table 4.8: Monte Carlo Simulation Result for Layouts with/without Self-
Symmetry Group.
Layout without Self-Symmetry Group
Test Case DC Gain(dB) UGB(MHz) Phase Margin CM Gain CMRR Comp.
Mean SD Mean SD Mean SD Mean SD
OTA1 56.30 1.45 68.92 0.54 67.31 0.75 -23.79 2.16 80.09 1.00
OTA2 66.41 0.76 66.49 1.21 59.31 1.69 -23.82 9.78 90.23 1.00
OTA3 61.39 1.92 64.95 0.83 66.94 1.39 -19.59 7.98 80.98 1.00
AMP1 79.40 0.78 28.69 0.59 59.78 2.09 -22.31 3.01 101.71 1.00
Layout with Self-Symmetry Group
DC Gain(dB) UGB(MHz) Phase Margin CM Gain CMRR Comp.
Mean SD Mean SD Mean SD Mean SD
OTA1 57.90 2.98 68.47 1.09 66.30 1.32 -24.09 1.97 81.99 1.02
OTA2 66.21 0.83 67.32 1.22 68.04 1.09 -20.91 9.97 87.12 0.97
OTA3 61.73 1.03 65.42 1.04 68.35 1.24 -20.02 6.17 81.75 1.01
AMP1 87.22 1.27 28.49 1.37 57.42 1.97 -25.30 3.90 112.52 1.11
ure 4.3 shows layouts with different numbers of symmetry groups. Figure 4.3(b)
shows a layout in which the big symmetry group is divided and placed in three
smaller symmetry groups (in three different colors).
Figure 4.3: Layouts with Different Number of Symmetry Group(s), (a) Layout
with 1 Whole Symmetry Group, and (b) Layout with 3 Symmetry Groups
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Table 4.9 shows the simulation results of layouts with one symmetry group,
and layouts with smaller symmetry groups. The number in the brackets after the
name of test case is the number of symmetry groups, e.g.: OTA2(3) means OTA2’s
with 3 sub-groups. Simulation results show that when we divide a symmetry group
into smaller ones, the CMRR will be reduced.
4.2.5 Study of Large and Small Size Capacitors Array
As mentioned in Section 3.3.3, we divide capacitors into smaller pieces and place
them in different orientations and relative positions. We split each capacitor into
m (m is an even number) small ones. Here, we want to study whether a big m or a
small m is better. An example is shown in Figure 4.4. Figure 4.4(b) and (c) show
two other choices of implementing the capacitors.
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Table 4.9: Monte Carlo Simulation Result for Layouts with Different Number of
Symmetry Group(s).
Layout with One Whole Symmetry Group
DC Gain(dB) UGB(MHz) Phase Margin CM Gain CMRR Comp.
Mean SD Mean SD Mean SD Mean SD
OTA1 57.39 1.51 68.26 0.34 65.07 1.12 -22.01 1.20 79.40 1.00
OTA2 69.99 0.92 65.70 0.18 56.93 1.97 -23.47 8.98 93.46 1.00
OTA3 61.73 1.98 67.04 0.74 60.90 1.07 -21.40 5.16 83.13 1.00
AMP1 85.18 0.92 27.13 0.70 56.84 1.21 -25.73 2.59 110.9 1.00
Layout with Several Symmetry Groups
DC Gain(dB) UGB(MHz) Phase Margin CM Gain CMRR Comp.
Mean SD Mean SD Mean SD Mean SD
OTA1(2) 56.48 1.09 69.77 0.50 66.02 1.36 -21.87 2.09 78.35 0.99
OTA1(3) 53.82 1.24 69.21 0.42 65.38 1.44 -21.20 2.69 75.02 0.94
OTA1(4) 52.75 2.00 70.31 0.10 66.50 2.65 -20.66 2.43 73.41 0.92
OTA2(2) 69.41 2.36 66.86 1.30 58.41 2.74 -21.49 6.34 90.90 0.97
OTA2(3) 68.24 1.23 64.80 0.94 57.92 2.00 -20.38 8.98 88.62 0.95
OTA2(4) 66.79 1.48 67.25 1.37 57.28 3.59 -20.67 7.77 87.64 0.94
OTA3(2) 61.09 1.37 65.63 2.03 64.55 0.67 -20.82 7.29 81.91 0.99
OTA3(3) 62.27 1.09 65.84 1.23 61.27 0.78 -19.96 5.16 82.23 0.99
OTA3(4) 59.05 1.20 63.58 1.97 66.09 1.24 -17.42 10.3 76.47 0.92
AMP1(2) 84.47 1.61 26.32 2.81 57.00 1.93 -19.48 1.39 103.9 0.94
AMP1(3) 79.28 1.92 30.17 1.60 54.39 0.92 -21.30 2.77 100.6 0.91
AMP1(4) 76.09 1.47 28.98 1.05 56.08 1.44 -20.07 2.59 96.16 0.87
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Figure 4.4: Different Placement of Capacitors Array, (a) Standard Capacitors Ar-
ray, 5×2, and (b) Small Capacitors Array, 5×4, and (c) Small Capacitors Array,
4×5
Table 4.10 shows the simulation results comparing with different capacitors
arrays. Experimental results show that a bigger value of m results in higher CMRR
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Table 4.10: Monte Carlo Simulation Result for Layouts with Different Capacitors
Arrays.
Standard Capacitors Array
DC Gain(dB) UGB(MHz) Phase Margin CM Gain CMRR Comp.
Mean SD Mean SD Mean SD Mean SD
OTA1 57.39 1.51 68.26 0.34 65.07 1.12 -22.01 1.20 79.40 1.00
OTA2 69.99 0.92 65.70 0.18 56.93 1.97 -23.47 8.98 93.46 1.00
OTA3 61.73 1.98 67.04 0.74 60.90 1.07 -21.40 5.16 83.13 1.00
AMP1 85.18 0.92 27.13 0.70 56.84 1.21 -25.73 2.59 110.91 1.00
Small Capacitors Array ( 14 original size)
DC Gain(dB) UGB(MHz) Phase Margin CM Gain CMRR Comp.
Mean SD Mean SD Mean SD Mean SD
OTA1 60.21 1.39 66.94 0.58 64.79 1.49 -25.48 0.89 85.69 1.08
OTA2 70.13 1.59 66.34 0.43 59.86 2.41 -24.48 10.40 94.61 1.01
OTA3 65.06 1.24 68.37 0.77 58.43 1.30 -23.94 4.78 89.00 1.07
AMP1 84.20 0.71 28.50 0.83 51.02 1.58 -26.82 3.95 111.02 1.00
on average 4.0%.
4.3 Comparison of Automatic and Manual Layouts
using Monte Carlo Simulations
Figure 4.5, 4.6, 4.7 and Figure 4.8 shows the result of OTA1, OTA2, OTA3 and
AMP1, respectively. In each figure, we draw schematic, manual design layout and
layout generated by our tools for comparison.
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Figure 4.5: Schematic and Layouts of OTA1: (a) Schematic, (b) Manual Design
Layout, (c) Automatic Generated Layout.
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Figure 4.6: Schematic and Layouts of OTA2: (a) Schematic, (b) Manual Design
Layout, (c) Automatic Generated Layout.
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Figure 4.7: Schematic and Layouts of OTA3: (a) Schematic, (b) Manual Design
Layout, (c) Automatic Generated Layout.
82
CHAPTER 4. EXPERIMENTAL RESULTS AND MONTE-CARLO
SIMULATIONS
Figure 4.8: Schematic and Layouts of AMP1: (a) Schematic, (b) Manual Design
Layout, (c) Automatic Generated Layout.
Our tool uses different placement strategies on four test cases. For OTA1 (Fig-
ure 4.5), we divide the capacitors into smaller pieces and have interleaving place-
ment for the capacitors.
For OTA2, the CMOS/PMOS and resistors form a symmetry group in our gen-
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erated layout, while the manual layout does not have them symmetrically placed
to save circuit space. In order to achieve a comparable circuit area, self-symmetry
devices are taken out of the symmetry group to achieve a smaller deadspace. A ca-
pacitors group containing 2×5 capacitors in irregular shape is interleavely placed
at both sides of symmetry axis to get a better matching property. In the manual
designs, the 5 capacitors are placed in ’2+ 3’ format, that may cause mismatch
and lead to performance degradation.
OTA3 (Figure 4.7) also has divided capacitors, but the capacitors are placed in
symmetric way. Both OTA1 and OTA3, have self-symmetry devices, in the middle
of the symmetry group.
For AMP1, the manual layout has symmetric placement. In our generated
layout, the area of the symmetry group is further shrink with the technique in
Section 3.5.2 while keeping good symmetry.
We can see that the quality of our automated layouts is comparable to the man-
ual ones in terms of gain, unity gain bandwidth (UGB), phase margin and CMRR.
Our automatic generating tool can handle symmetry constraints, common-centroid
constraints and devices matching requirement while minimize the area and wire-
length. However, our tool takes just a few minutes, while manual design will takes
a couple of weeks to get a qualified layout.
2 End of chapter.
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Technology development is scaling down in an unimaginable speed. Integrated
Circuits (IC) are used in most of the modern electronic equipments today and
have revolutionized the world of electronics. Functionalities become more com-
plicated, while the sizes become much more smaller. Analog placement is an im-
portant problem in the circuit design processes. Our proposed approach can handle
some practical analog placement problems. Monte Carlo simulation is employed
to study the effectiveness of our methodology.
Our placement method uses simulated annealing engine in the search with
sequence-pair representation. Starting with the netlist exported from Virtuoso
and the device information retrieval process. Finally, a layout is generated fully
automatically. A congestion estimation and layout expansion technique is used
to increase the routability. Experiment results demonstrate the effectiveness of
our approach and our methodology can generate high quality layout automatically
with improvement of routability compare with the previous works. Our automat-
ically generated layout also demonstrates high performance in comparison with
manual design layout. Design time is also shorten significantly. A layout can now
be generated in just a few minutes while manual design may take a few weeks.
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CHAPTER 5. CONCLUSION
2 End of chapter.
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