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Abstrat
In this paper, we nd an expression for the density of the sum of two independent d−dimensional Student t−random
vetors X and Y with arbitrary degrees of freedom. As a byprodut we also obtain an expression for the density of
the sum N+X, where N is normal and X is an independent Student t−vetor. In both ases the density is given
as an innite series ∞∑
n=0
cnfn
where fn is a sequene of probability densities on R
d
and (cn) is a sequene of positive numbers of sum 1, i.e. the
distribution of a non-negative integer-valued random variable C, whih turns out to be innitely divisible for d = 1
and d = 2. When d = 1 and the degrees of freedom of the Student variables are equal, we reover an old result of
Ruben.
1. Introdution
The Student t−distributions plays an important role in statistis for the analysis of normal samples. One of the
major properties of these distributions is their heavy-tail behaviour; the same behaviour is shown by the famous
family of stable distributions. The Student t-distributions show the advantage of having an expliit expression,
what allows for example to write down expliitly their likelihood funtion [4℄; this is not the ase for the stable
distributions, exept some well-known partiular ases.
However, exept in the Gaussian and Cauhy ase, the Student t-distributions show the drawbak of not being
stable by onvolution. Thus the study of their behavior by onvolution is of high interest. This study has been rst
addressed in [15℄ and more reently in [17, 6℄, but onerns only the ase where the degrees of freedom is an odd
integer. The study of Student t-proesses has reently given rise to a series of studies [8, 7, 11℄.
The d−dimensional Student t−density with 2ν > 0 degrees of freedom is
fν (t) = Aν,d
(
1 + ‖t‖2)−ν− d2 , t ∈ Rd; Aν,d = Γ
(
ν + d2
)
Γ (ν)pi
d
2
.
In the following, we provide an expression for the density of the sum
Y = T1 +T2
where T1 and T2 are d−variate independent t−distributed random variables with respetive degrees of freedom 2ν
and 2µ. When µ = ν and d = 1, this equals an expression found by Ruben, f. [14, formula 3.4℄. As a byprodut,
we also obtain an expression for the density of
Z = X+T,
∗
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where X is standard Gaussian. Moreover, we extend this result to the ase of Z˜ = a1X + a2T with a1, a2 > 0. In
all ases, our expression is an innite onvex ombination of a sequene of d−variate densities, whih we desribe
next.
Let us introdue the family of densities
gk,σ(z) =
1
σd
gk,1
(
z
σ
)
=
Γ(d2 )
Γ
(
k + d2
) (
σ
√
2pi
)d
(‖z‖2
2σ2
)k
exp
(
−‖z‖
2
2σ2
)
, z ∈ Rd (1)
with k ∈ N. We remark that g0,σ is the d−variate Gaussian density with zero mean and ovariane matrix σ2Id; for
k 6= 0, by [9, Th. 2.9℄, gk,σ is the density of σ‖X2k+d‖Ud where X2k+d ∈ R2k+d is a Gaussian vetor with identity
ovariane matrix and Ud is uniformly distributed on the unit sphere Sd of Rd and independent of X2k+d.
Let us also introdue the family of densities
φn,η (x) =
Γ
(
d
2
)
pi
d
2B
(
η, n+ d2
) ‖x‖2n
(1 + ‖x‖2)η+n+ d2
, x ∈ Rd, (2)
where η > 0.We note that, with the same notation as above, φn,η is the density of ‖T2n+d‖Ud, whereT2n+d ∈ R2n+d
follows a multivariate Student t-distribution with 2η degrees of freedom
Γ
(
η + n+ d2
)
Γ (η)pin+
d
2
(
1 + ‖x‖2)−η−n− d2 , x ∈ R2n+d.
At last, we reall that a disrete random variable B follows a negative binomial distribution with parameters r
and p (denoted as NB (r, p)) if
Pr {B = k} =
(
k + r − 1
k
)
pr (1− p)k , r > 0, 0 < p < 1, k = 0, 1 . . .
NB distributions with non-integer parameter r are also known as Pólya distributions.
2. Results
The distribution of the sum of two independent Student t−vetors
Y = T1 +T2
an be dedued by subordination from the distribution of Z = X + T where X is Gaussian : if γ˜ν denotes the
inverse Gamma measure with sale parameter
1
4 and shape parameter ν > 0
dγ˜ν (t) =
1
22νΓ (ν)
exp
(
− 1
4t
)
t−ν−1dt, t > 0,
and if gt (x) denotes the d−variate Gaussian semi-group of normal densities
gt (x) = (4pit)
− d
2 exp
(
−‖x‖
2
4t
)
, t > 0, x ∈ Rd,
then the Student t−density an be obtained as the mixture
fν (x) =
∫ +∞
0
gt (x) dγ˜ν (t) .
Therefore, we begin by nding an expression for the density of Z.
2
2.1. The sum of a Gaussian and a Student t−vetor
Our rst result states as follows.
Theorem 1. The density of Z = X+T an be written
fZ(z) =
+∞∑
k=0
α
(ν,γ)
k gk,σ(z) (3)
where the densities gk,σ are dened in (1), α
(ν,γ)
k are positive oeients that sum to 1 and given by
α
(ν,γ)
k =
Γ(k + d2 )
k!Γ
(
d
2
)
Γ(ν)
γ2k
∫ +∞
0
exp(−a)aν+ d2−1 (a+ γ2)−k− d2 da, k ≥ 0 (4)
and γ is dened as
γ =
1
σ
√
2
. (5)
Proposition 2. The same result as in Theorem 1 holds for Z˜ = a1X+ a2T, a1 ∈ R+, a2 ∈ R+ replaing σ by a1σ
and γ by a2
σ
√
2a1
.
Note that a1X and a2T have the same distributions as (−a1X) and (−a2T) respetively, so that we only need
to onsider the ase a1 > 0, a2 > 0 in the above Proposition.
2.2. The sum of two Student t−vetors
Starting from the distribution (3) we obtain the following
Theorem 3. The distribution of Y = T1 + T2, where T1 and T2 are independent t−distributed with respetive
degrees of freedom 2ν > 0 and 2µ > 0, an be written as the innite onvex ombination
fY (x) =
+∞∑
n=0
c(ν,µ)n φn,ν+µ (x) , (6)
where φn,ν+µ are the probability densities given by (2) and c
(ν,µ)
n are positive oeients that sum to 1 dened by
c(ν,µ)n =
1
B (ν, µ)
(
d
2
)
n
n!
∫ 1
0
tµ+
d
2
−1 (1− t)ν+ d2−1 (1− t+ t2)n dt, n ≥ 0. (7)
Note that (7) shows that c
(µ,ν)
n = c
(ν,µ)
n as is to be expeted.
Remark 1. The Fourier transform of the Student t−density in the ase d = 1 is
fˆν(y) =
∫ +∞
−∞
eixyfν (x) dx = kν (|y|) (8)
with
kν(u) =
21−ν
Γ(ν)
uνKν(u), u ≥ 0,
where Kν is the MaDonald funtion.
We laim that
D2nfˆµ+ν+n (y) = (−1)n
(
1
2
)
n
(µ+ ν)n
φˆn,µ+ν (y) , y ∈ R. (9)
3
In fat, from (8), we get
D2nfˆµ+ν+n (y) = (−1)n
∫ +∞
−∞
eixyAµ+ν+n,1
x2n
(1 + x2)
µ+ν+n+ 1
2
dx
whih is (9) beause
Aµ+ν+n,1B
(
µ+ ν, n+
1
2
)
=
(
1
2
)
n
(µ+ ν)n
.
Theorem 3 an be expressed for d = 1 as
kν (|y|) kµ (|y|) =
+∞∑
n=0
c(ν,µ)n φˆn,µ+ν (y)
hene by (9)
=
+∞∑
n=0
(−1)nc(ν,µ)n
(µ+ ν)n(
1
2
)
n
k
(2n)
µ+ν+n (|y|)
and nally by (7), for u > 0,
B (µ, ν) kν (u)kµ (u) =
+∞∑
n=0
(−1)n (µ+ ν)n
n!
Cn(ν, µ)k
(2n)
µ+ν+n (u)
with
Cn(ν, µ) =
∫ 1
0
tµ−
1
2 (1− t)ν− 12 (1− t+ t2)n dt.
In terms of the Madonald funtion, this equation an be written
Kν (u)Kµ (u) =
+∞∑
n=0
(−1)n
n!2n+1
Cn(ν, µ)u
−µ−νD2n
{
uµ+ν+nKµ+ν+n (u)
}
.
We have not been able to nd this expression in the literature.
Still another interpretation of formula (6) for d = 1 is to rewrite it as
fµ ∗ fν (x) = fµ+ν (x)
+∞∑
n=0
(
µ+ ν + 12
)
n(
1
2
)
n
c(ν,µ)n
(
x2
1 + x2
)n
,
whih shows that
fµ∗fν(x)
fµ+ν(x)
has a holomorphi extension to the open set
{
z ∈ C | | z21+z2 | < 1
}
, whih is the region
between the two branhes of the equilateral hyperbola y2 − x2 = 12 .
Remark 2. In [14℄, Ruben shows that in the d = 1 dimensional ase, the density fZ of the onvolution Z = T1+T2
an be written as a mixture of saled Student t-distributions with µ+ ν degrees of freedom, i.e. as
fZ(z) =
∫ +∞
2
1
t
fµ+ν
(z
t
)
h(t)dt
for some probability density h on ]2,+∞[. This representation diers from (6) whih is a disrete mixture of the
densities (2). In the same paper, Ruben obtains several expressions for the density fZ in the ase µ = ν. Ruben's
formula (3.4) oinides with formula (6) in the speial ase µ = ν, d = 1.
3. Properties of the mixing distributions
In this setion, we derive several properties of the disrete distributions (4) and (7).
4
3.1. Stohasti interpretation
Sine, as a onsequene of (4), the oeients α
(ν,γ)
k are positive, and sine they sum to 1 (see Theorem 7), a
stohasti interpretation of Theorem 1 is as follows:
Z = X+T
d
= GK
where, given K = k, GK has the onditional density (1) and K is a disrete random variable with
Pr {K = k} = α(ν,γ)k , k = 0, 1, . . . (10)
We dedue the following
Proposition 4. The sum Z = X+T is distributed as σ‖X2K+d‖Ud where
• vetor Ud is uniformly distributed on the unit sphere Sd in Rd,
• vetor X2k+d ∈ R2k+d is Gaussian with identity ovariane matrix,
• random variable K dened by (10) follows a ompound negative binomial distribution NB
(
d
2 ,
a
1+a
)
, where
the parameter a is Gamma distributed with sale parameter γ2 and shape parameter ν, (in short a ∼ Γ (ν, γ2))
so a has the density
γ2ν
Γ (ν)
e−tγ
2
tν−1, t > 0.
An analogous result in the ase of the sum of two Student t-vetors is as follows: Y = T1 + T2 is distributed
as a random variable ΦN suh that, given N = n, ΦN has the onditional density given by (2) and N is a disrete
random variable dened by
Pr {N = n} = c(ν,µ)n , n = 0, 1, . . . (11)
We dedue the following
Proposition 5. The sum Y = T1 +T2 is distributed as ‖T2N+d‖Ud where
• vetor Ud is uniformly distributed on the sphere Sd in Rd,
• random vetor T2n+d ∈ R2n+d is Student t-distributed with 2ν + 2µ degrees of freedom
• random variable N dened by (11) follows a ompound negative binomial distribution NB (d2 , t (1− t)) , where
the parameter t follows a Beta distribution with parameters µ and ν.
3.2. Hausdor moment sequene
A sequene {sn} is alled a Hausdor moment sequene if it has the form
sn =
∫ 1
0
xndµ (x) , n = 0, 1, . . .
for some positive measure µ. It is alled normalized if µ0 = 1. The following result holds:
Theorem 6. Both sequenes
{
α
(ν,γ)
k
}
and
{
c
(ν,µ)
n
}
are Hausdor moment sequenes for d = 1 and d = 2.
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3.3. Mean and Variane
The rst and seond order moments of these distributions an be easily omputed as a onsequene of the fat
that they are ompound distributions.
Theorem 7. The distribution (10) of K veries
+∞∑
k=0
α
(ν,γ)
k = 1,
EK =
dγ2
2ν − 2 , ν > 1,
σ2K =
dγ2
2 (ν − 1)
(
1 +
γ2
2
d+ 2 (ν − 1)
(ν − 1) (ν − 2)
)
, ν > 2.
In the ase of the sum of Student t- variables, we have
Theorem 8. The distribution (11) of N veries
+∞∑
k=0
c(ν,µ)n = 1,
EN =
d
2
(
B (ν − 1, µ− 1)
B (ν, µ)
− 1
)
σ2N =
d
4
(
(d+ 2)
B (ν − 2, µ− 2)
B (ν, µ)
− 2B (ν − 1, µ− 1)
B (ν, µ)
− dB
2 (ν − 1, µ− 1)
B2 (ν, µ)
)
.
3.4. Asymptoti behaviors
3.4.1. xed value of γ
Let us now study the asymptoti behavior of the distribution (3) for large value of the degrees of freedom ν :
note that the two next theorems an be heked diretly by looking at the stohasti representation of K as given
in Proposition 4, but their proofs are instrutive by themselves.
Theorem 9. For a xed value of the parameter γ,
lim
ν→+∞
α
(ν,γ)
k =
{
1 k = 0
0 k 6= 0
We note that this result is a onsequene of the fat that sine T has ovariane matrix
1
2ν−2Id, the random
variable Z = X+T has the same distribution as X as ν → +∞.
3.4.2. ovariane matrix of T xed
Let us now look at the asymptoti behavior of these oeients for large values of ν but for a xed value of the
ovariane matrix of T : sine T has ovariane matrix 12(ν−1)Id, let us onsider
Z = X+ η
√
2 (ν − 1)T, (12)
where X has ovariane matrix σ2Id and η
√
2 (ν − 1)T has ovariane matrix η2Id. Dene
γ˜ =
η
√
ν − 1
σ
so that
fZ (z) =
+∞∑
k=0
α
(ν,γ˜)
k gk,σ (z) . (13)
6
Theorem 10. The oeients α
(ν,γ˜)
k in (13) behave for large ν as
α
(ν,γ˜)
k ∼
Γ
(
k + d2
)
k!Γ
(
d
2
) ( η2
σ2
)k (
1 +
η2
σ2
)−k− d
2
As a onsequene, the density of Z = X + η
√
2 (ν − 1)T onverges to a Gaussian density with ovariane matrix(
σ2 + η2
)
Id, as expeted.
In Fig.1 are shown the suesive terms of the approximation of the density of Z in the one-dimensional ase
(d = 1): the upper urve is the density fZ , the seond one is the approximation of fZ by the sum of the four rst
terms 0 ≤ k ≤ 3 in (3), and the four lower urves are the suessive terms of this sum for k = 0, 1, 2 and 3. The rst
(k = 0) term (Gaussian density) ts fZ around z = 0, but the tail is underestimated; the other terms ontribute to
orret this underestimation, eah adding, as k inreases, a smaller ontribution farther from the origin.
5
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Figure 1: from top to bottom, density fZ in the ase d = 1, its approximation by the sum of the rst four term in (3) and these rst
four terms
4. Proofs
4.1. Proof of Theorem 1
Using a result by Keilson and Steutel [12℄, a stohasti representation for the random variable Z is
Z = σN1 +
1√
2a
N2
d
=
√
σ2 +
1
2a
N
where N is d−variate standard normal, a is Gamma distributed Γ (ν, 1) and d= denotes equality in distribution. The
density of Z reads thus
fZ (z) =
∫ +∞
0
1
Γ (ν)
e−aaν−1
1(
2pi
(
σ2 + 12a
)) d
2
exp
(
− ‖z‖
2
2
(
σ2 + 12a
)
)
da. (14)
Sine exp
(
− ‖z‖2
2(σ2+ 12a )
)
= exp
(
− ‖z‖22σ2
)
exp
(
‖z‖2
2σ2
γ2
a+γ2
)
with γ2 = 12σ2 , we dedue
fZ (z) =
1(
σ
√
2pi
)d exp
(
−‖z‖
2
2σ2
)
1
Γ (ν)
∫ +∞
0
e−aaν−1
a
d
2
(a+ γ2)
d
2
exp
(‖z2‖
2σ2
γ2
a+ γ2
)
da
=
1(
σ
√
2pi
)d exp
(
−‖z‖
2
2σ2
)
1
Γ (ν)
+∞∑
k=0
γ2k
k!
(‖z‖2
2σ2
)k ∫ +∞
0
e−aaν+
d
2
−1 (a+ γ2)−k− d2 da,
7
where the interhange of the sum and the integral is justied by the Lebesgue monotone onvergene theorem.
Sine, using [10, 4.642℄, ∀k ∈ N,
∫
Rd
(‖x‖2
2σ2
)k
exp
(
−‖x‖
2
2σ2
)
dx =
2pi
d
2
Γ
(
d
2
) ∫ +∞
0
(
r2
2σ2
)k
exp
(
− r
2
2σ2
)
rd−1dr,
whih is equal to
pi
d
2
Γ( d2 )
(
σ
√
2
)d
Γ
(
k + d2
)
, the funtion gk,σ as dened by (1) is a probability density and the result
follows. Using the Kummer funtion
Ψ(α, β; z) =
1
Γ(α)
∫ ∞
0
e−zttα−1(1 + t)β−α−1dt, (15)
f. [10, p.1085℄, the integral in the expression of fZ an be written∫ ∞
0
aν+
d
2
−1e−a(a+ γ2)−k−
d
2 da = (γ2)ν−kΓ(ν +
d
2
)Ψ(ν +
d
2
, ν − k + 1; γ2). (16)
4.2. Proof of Proposition 2
We have
Z˜ = a2
(
a1
a2
X+T
)
= a2 (σ˜N1 +T) = a2Z˜
with σ˜ = a1a2σ so that γ˜ =
a2
σ
√
2a1
and
f
Z˜
(z) =
1
ad2
fZ
(
z
a2
)
=
+∞∑
k=0
α
(ν,γ˜)
k
1
ad2
gk,a1
a2
σ
(
z
a2
)
but
1
ad2
gk, a1
a2
σ
(
z
a2
)
= gk,a1σ (z) so that the result holds.
4.3. Proof of Theorem 3
Let us dene t = σ
2
2 so that γ =
1
σ
√
2
= 1
2
√
t
and onsider the k−th term in the onvex ombination (3)
α
“
ν, 1
2
√
t
”
k gk,
√
2t (x) =
1
pi
d
2Γ (ν) k!
(‖x‖2
4t
)k
exp
(
−‖x‖
2
4t
)∫ +∞
0
sν+
d
2
−1 exp (−s)
(1 + 4ts)
k+ d
2
ds;
putting w = 4ts and subordinating with the inverse Gamma distribution yields
∫ +∞
0
α
“
ν, 1
2
√
t
”
k gk,
√
2t (x) dγ˜µ (t) =
2−2µ
pi
d
2Γ (µ) Γ (ν)
‖x‖2k
k!
∫ +∞
0
(
1
4t
)k+ν+ d
2 e−
‖x‖2+1
4t
tµ+1
∫ +∞
0
wν+
d
2
−1e−
w
4t
(1 + w)
k+ d
2
dwdt
=
4−µ−ν−k−
d
2
pi
d
2Γ (µ) Γ (ν)
‖x‖2k
k!
∫ +∞
0
wν+
d
2
−1
(1 + w)
k+ d
2
∫ +∞
0
e−
w+‖x‖2+1
4t
tk+µ+ν+
d
2
+1
dtdw.
By the hange of variable u = w+‖x‖
2+1
4t , this is equal to
1
4µ+ν+k+
d
2 pi
d
2 Γ (µ) Γ (ν)
‖x‖2k
k!
∫ +∞
0
wν+
d
2
−1
(1 + w)k+
d
2
(
w + ‖x‖2 + 1
4
)−k−µ−ν− d
2
∫ +∞
0
uk+µ+ν+
d
2
−1e−ududw
and, sine the latter integral is a Gamma integral, to
Γ
(
µ+ ν + k + d2
)
pi
d
2 Γ (µ) Γ (ν)
‖x‖2k
k!
∫ +∞
0
wν+
d
2
−1
(1 + w)
k+ d
2 (w + ‖x‖2 + 1)k+µ+ν+ d2
dw
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The latter integral an be identied as Euler's integral representation of a hypergeometri funtion [3, Th. 2.2.1
p.65℄
∫ +∞
0
wν+
d
2
−1
(1+w)k+
d
2 (w+‖x‖2+1)k+µ+ν+d2
dw
=
Γ(2k+µ+ d2 )Γ(ν+
d
2 )
Γ(2k+µ+ν+d) 2F1
(
k + µ+ ν + d2 , 2k + µ+
d
2
2k + µ+ ν + d
;−‖x‖2
)
so that, using Pfa's formula [3, 2.2.6 p.68℄
2F1
(
a, b
c
;x
)
= (1− x)−a 2F1
(
a, c− b
c
;
x
x− 1
)
we dedue∫ +∞
0
α
“
ν, 1
2
√
t
”
k gk,
√
2t (x) dγ˜µ (t) =
Γ
(
µ+ ν + k + d2
)
Γ
(
ν + d2
)
pi
d
2 Γ (µ) Γ (ν) k!
Γ
(
2k + µ+ d2
)
Γ (2k + µ+ ν + d)
× ‖x‖
2k
(1 + ‖x‖2)k+µ+ν+ d2
2F1
(
k + µ+ ν + d2 , ν +
d
2
2k + µ+ ν + d
;
‖x‖2
1 + ‖x‖2
)
.
Replaing the hypergeometri funtion by its series, we dedue∫ +∞
0
α
“
ν, 1
2
√
t
”
k gk,
√
2t (x) dγ˜µ (t) =
Γ
(
µ+ ν + k + d2
)
Γ
(
ν + d2
)
pi
d
2 Γ (µ) Γ (ν) k!
Γ
(
2k + µ+ d2
)
Γ (2k + µ+ ν + d)
×
+∞∑
l=0
(
ν + d2
)
l
(
k + µ+ ν + d2
)
l
(2k + µ+ ν + d)l l!
‖x‖2k+2l
(1 + ‖x‖2)k+l+µ+ν+ d2
=
+∞∑
l=0
dk,lφl+k,η (x)
where η = µ+ ν, the density φn,η (x) is dened by (2) and the oeient dk,l is equal to
dk,l =
Γ
(
µ+ ν + k + d2
)
Γ
(
ν + d2
)
pi
d
2 Γ (µ) Γ (ν) k!
Γ
(
2k + µ+ d2
)
Γ (2k + µ+ ν + d)
(
ν + d2
)
l
(
k + µ+ ν + d2
)
l
(2k + µ+ ν + d)l l!
Γ (µ+ ν) Γ
(
k + l + d2
)
Γ
(
µ+ ν + k + l + d2
) pi d2
Γ
(
d
2
)
=
Γ
(
ν + d2
) (
ν + d2
)
l
Γ (µ) Γ (ν) k!l!
Γ
(
2k + µ+ d2
)
Γ (µ+ ν) Γ
(
k + l + d2
)
Γ (2k + l + µ+ ν + d) Γ
(
d
2
) .
using the identity (a)l Γ (a) = Γ (a+ l) twie. Writing Γ
(
2k + µ+ d2
)
=
(
µ+ d2
)
2k
Γ
(
µ+ d2
)
, Γ
(
k + l+ d2
)
=(
d
2
)
k+l
Γ
(
d
2
)
and Γ (2k + l + µ+ ν + d) = (µ+ ν + d)2k+l Γ (µ+ ν + d) , we dedue
dk,l =
B
(
ν + d2 , µ+
d
2
)
B (ν, µ) k!l!
(
µ+ d2
)
2k
(
ν + d2
)
l
(
d
2
)
k+l
(µ+ ν + d)2k+l
.
Now the density of Y = T1 +T2 is the sum over k of these terms and reads
fY (x) =
+∞∑
k,l=0
dk,lφk+l,η (x) .
We perform the hange of variable n = k + l to obtain
fY (x) =
+∞∑
n=0
φn,η (x)
n∑
k=0
dk,n−k.
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The inner sum an be written
c(ν,µ)n =
n∑
k=0
dk,n−k =
B
(
ν + d2 , µ+
d
2
)
B (ν, µ)
(
d
2
)
n
n!
n∑
k=0
(
n
k
)(
µ+ d2
)
2k
(
ν + d2
)
n−k
(µ+ ν + d)n+k
=
B
(
ν + d2 , µ+
d
2
)
B (ν, µ)
( d2 )n
(µ+ν+d)
2n
n!
n∑
k=0
(
n
k
)(
µ+
d
2
)
2k
(
ν +
d
2
)
n−k
(µ+ ν + d+ n+ k)n−k
where we have used the identity
1
(µ+ ν + d)n+k
=
(µ+ ν + d+ n+ k)n−k
(µ+ ν + d)2n
.
By the Chu-Vandermonde identity [3, p.70℄
(µ+ ν + d+ n+ k)n−k =
((
µ+
d
2
+ 2k
)
+
(
ν +
d
2
+ n− k
))
n−k
=
n−k∑
j=0
(
n− k
j
)(
µ+
d
2
+ 2k
)
n−k−j
(
ν +
d
2
+ n− k
)
j
and using the identities
(
µ+ d2
)
2k
(
µ+ d2 + 2k
)
n−k−j =
(
µ+ d2
)
n+k−j and
(
ν + d2
)
n−k
(
ν + d2 + n− k
)
j
=
(
ν + d2
)
n−k+j ,
we dedue
c(ν,µ)n =
B
(
ν + d2 , µ+
d
2
)
B (ν, µ)
(
d
2
)
n
(µ+ ν + d)2n n!
n∑
k=0
n−k∑
j=0
(
n
k
)(
n− k
j
)(
µ+
d
2
)
n+k−j
(
ν +
d
2
)
n−k+j
=
B
(
ν + d2 , µ+
d
2
)
B (ν, µ)
(
d
2
)
n
n!
n∑
p=−n
(
n
p
)
2
(
µ+ d2
)
n+p
(
ν + d2
)
n−p
(µ+ ν + d)2n
,
where we have used the hange of summation index p = k − j and where the trinomial [2℄ oeient (np)2 is(
n
p
)
2
=
n∑
j,k=0
j+k≤n; k−j=p
(
n
k
)(
n− k
j
)
, −n ≤ p ≤ n.
Writing
(
µ+ d2
)
n+p
Γ
(
µ+ d2
)
= Γ
(
µ+ n+ p+ d2
)
and
(
ν + d2
)
n−p Γ
(
ν + d2
)
= Γ
(
ν + d2 + n− p
)
and replaing
the resulting Beta funtion by its integral representation we obtain
c(ν,µ)n =
1
B (ν, µ)
(
d
2
)
n
n!
n∑
p=−n
(
n
p
)
2
∫ 1
0
tµ+n+p+
d
2
−1 (1− t)ν+n−p+ d2−1 dt,
and sine the generating funtion of the trinomial oeient is
+n∑
p=−n
(
n
p
)
2
xp =
(
x+ x−1 + 1
)n
we nally obtain
c(ν,µ)n =
1
B (ν, µ)
(
d
2
)
n
n!
∫ 1
0
tµ+n+
d
2
−1 (1− t)ν+n+ d2−1
(
1 +
t
1− t +
1− t
t
)n
dt
whih is the desired result.
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4.4. Proof of Theorem 6
In the ase of the oeients α
(ν,γ)
k , we an fatorize
α
(ν,γ)
k =
(
d
2
)
k
k!
τk
where
τk =
(
σ
√
2
)d
Γ (ν)
∫ +∞
0
sν+
d
2
−1e−s
(1 + 2σ2s)
k+ d
2
ds =
1
(2σ2)ν Γ (ν)
∫ 1
0
uk
(1− u)ν+ d2−1
uν+1
exp
(
−1− u
2σ2u
)
du.
This expression shows that the sequene {τk} is also a Hausdor moment sequene (not normalized) and hene
α
(ν,γ)
k is a Hausdor moment sequene for d = 1, 2 as produt of two suh sequenes. It is not normalized sine∑+∞
k=0 α
(ν,γ)
k = 1. In fat,
( d2 )k
k! is trivially a Hausdor moment sequene when d = 2, and for d = 1 we have(
1
2
)
k
k!
=
1
pi
∫ 1
0
skds√
s (1− s) .
It is a general fat that sk =
(a)k
(b)k
is a Hausdor moment sequene when 0 < a ≤ b, see [5, formula (26)℄ and if a > b
then sk is not even a Hamburger moment sequene sine the Hankel determinant D2 = s0s2 − s21 = a(b−a)b2(b+1) < 0.
This shows that the density (3) is an innite onvex ombination of the densities (1) and the disrete probability
α(ν,γ) =
∑+∞
k=0 α
(ν,γ)
k δk is innitely divisible for d = 1, 2 sine the sequene
{
α
(ν,γ)
k
}
is ompletely monotoni, whih
is the same as being a Hausdor moment sequene.
In the ase of the sequene
{
c
(ν,µ)
n
}
, we nd
c(ν,µ)n =
1
B (ν, µ)
(
d
2
)
n
n!
∫ 1
3
4
un ×

(1
2
−
√
u− 3
4
)µ+ d
2
−1(
1
2
+
√
u− 3
4
)ν+ d
2
−1
+
(
1
2
+
√
u− 3
4
)µ+ d
2
−1(
1
2
−
√
u− 3
4
)ν+ d
2
−1 du
2
√
u− 34
.
As before
{
c
(ν,µ)
n
}
is a Hausdor moment sequene for d = 1, 2.
4.5. Proof of Theorem 7
Although the rst result an be obtained by integrating (3) over z ∈ Rd, we hek it diretly sine the omputation
of the sum is instrutive by itself. For any u ∈ ]−1, 1[ , we have by the binomial series
+∞∑
k=0
Γ
(
k + d2
)
k!
uk =
Γ
(
d
2
)
(1− u) d2
(17)
so that, with u = γ
2
a+γ2 ,
+∞∑
k=0
Γ
(
k + d2
)
k!
(
γ2
a+ γ2
)k
= Γ
(
d
2
)(
a+ γ2
a
) d
2
and we dedue
+∞∑
k=0
α
(ν,γ)
k =
∫ +∞
0
e−a
Γ (ν) Γ
(
d
2
) aν+ d2−1
(a+ γ2)
d
2
Γ
(
d
2
)(
a+ γ2
a
) d
2
da = 1.
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The expetation and varianes are easily omputed from the stohasti representation of K = NB
(
d
2 ,
a
1+a
)
;
the mean of a negative binomial variable NB (r, p) being r(1−p)p ,
EK =
d
2
E
1
1+a
a
1+a
=
d
2
E
1
a
=
dγ2
2ν − 2
sine a is Γ
(
ν, γ2
)
. Sine moreover, the seond order moment of a negative binomial is
r(1−p)(1+r(1−p))
p2 , a straight-
forward omputation gives
EK2 =
d
2
(
E
1 + a
a2
+
d
2
E
1
a2
)
=
d
2
(
1 +
d
2
)
E
1
a2
+
d
2
E
1
a
=
d
2
(
1 +
d
2
)
γ4
(ν − 1) (ν − 2) +
d
2
γ2
ν − 1
and
σ2K =
d
2
γ2
ν − 1
(
1 +
γ2
2
d+ 2 (ν − 1)
(ν − 1) (ν − 2)
)
.
4.6. Proof of Theorem 8
The fat that the oeients c
(ν,µ)
n sum to 1 is proved in the same way as in the Proof of Theorem 7; the
expetation is omputed aordingly as
EN =
d
2
E
(
1
t (1− t) − 1
)
with
E
1
t (1− t) =
B (ν − 1, µ− 1)
B (ν, µ)
.
The seond order moment is similarly omputed as
EN2 =
d
2
E
(1− t (1− t)) (1 + d2 (1− t (1− t)))
t2 (1− t)2 =
d
2
(
1 +
d
2
)
E
1
t2 (1− t)2 −
d (1 + d)
2
E
1
t (1− t) +
d2
4
so that the variane reads
σ2N =
d2
4
− d (1 + d)
2
B (ν − 1, µ− 1)
B (ν, µ)
+
d
2
(
1 +
d
2
)
B (ν − 2, µ− 2)
B (ν, µ)
− d
2
4
(
B (ν − 1, µ− 1)
B (ν, µ)
− 1
)2
and the result follows after simpliation.
4.7. Proof of Theorem 9
It is learly enough to prove that limν→∞ α
(ν,γ)
0 = 1 sine 0 ≤ α(ν,γ)k ≤ 1− α(ν,γ)0 for k > 0. We have
α
(ν,γ)
0 =
1
Γ(ν)
∫ ∞
0
e−aaν−1
(
1 +
γ2
a
)−d/2
da,
hene
1− α(ν,γ)0 =
1
Γ(ν)
∫ ∞
0
e−aaν−1
(
1−
(
1 +
γ2
a
)−d/2)
da =
dγ
Γ(ν)
∫ ∞
0
e−aaν−2ξ
(
1 +
ξ2
a
)−d/2−1
da,
for some 0 < ξ < γ by the mean value theorem. For ν > 1 we therefore get
1− α(ν,γ)0 =
dγ2
Γ(ν)
∫ ∞
0
e−aaν−2 da =
dγ2
ν − 1
whih tends to 0 for ν →∞.
12
4.8. Proof of Theorem 10
The oeients α
(ν,γ˜)
k read
α
(ν,γ˜)
k =
Γ(k + d2 )
k!Γ
(
d
2
)
Γ(ν)
(
η2 (ν − 1)
σ2
)k ∫ +∞
0
exp(−a)aν+ d2−1
(
a+
η2 (ν − 1)
σ2
)−k− d
2
da
=
Γ(k + d2 )
k!Γ
(
d
2
)
Γ(ν)
(
η2
σ2
)k
(ν − 1)ν
∫ +∞
0
exp(−b (ν − 1))bν+ d2−1
(
b+
η2
σ2
)−k− d
2
db
using hange of variable a = b (ν − 1) . Let us apply Laplae's method [16, p.278℄: if f ′ (x0) = 0 and f ′′ (x0) < 0
then for large M , ∫ b
a
g(x)eMf(x)dx ∼ g (x0) eMf(x0)
√
2pi
M |f ′′ (x0) | .
Choosing M = ν − 1, f (x) = −x+ log x, g(x) = x d2 (x+ a2)−k− d2 and x0 = 1, an equivalent of the right-hand side
integral reads
e−(ν−1)
√
2pi
ν − 1
(
1 +
η2
σ2
)−k− d
2
.
Thus an equivalent of the oeients α
(ν,γ˜)
k reads
Γ(k + d2 )
k!Γ
(
d
2
) (ν − 1)ν− 12 e−(ν−1)√2pi
Γ (ν)
(
η2
σ2
)k (
1 +
η2
σ2
)−k− d
2
whih, by Stirling's formula, is equivalent to
Γ
(
k + d2
)
k!Γ
(
d
2
) ( η2
σ2
)k (
1 +
η2
σ2
)−k− d
2
.
As a onsequene, for large values of ν, the density fZ of Z reads
fZ (z) ∼
+∞∑
k=0
Γ
(
d
2
)
(
σ
√
2pi
)d
Γ
(
k + d2
)
(‖z‖2
2σ2
)k
exp
(
−‖z‖
2
2σ2
)
Γ
(
k + d2
)
k!Γ
(
d
2
) ( η2
σ2
)k (
1 +
η2
σ2
)−k− d
2
=
1(
σ
√
2pi
)d 1(
1 + η
2
σ2
) d
2
exp
(
−‖z‖
2
2σ2
)
exp
(
‖z‖2
2σ2
η2
σ2
1 + η
2
σ2
)
=
1(
σ˜
√
2pi
)d exp
(
−‖z‖
2
2σ˜2
)
with
σ˜2 = σ2 + η2.
4.9. Proof of Proposition 4
Conditionnally to a given value of K = k, the random variable σ‖X2k+d‖Ud follows the distribution gk,σ; let us
hek that the random variableK follows aNB
(
d
2 ,
a
1+a
)
ompound distribution where a is Γ
(
ν, γ2
)
: onditionnally
to a, suh a ompound distribution reads
pk|a =
(
k + d2 − 1
k
)(
a
1 + a
) d
2
(
1
1 + a
)k
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so that
α
(ν,γ)
k = Epk|a =
(
k + d2 − 1
k
)∫ +∞
0
γ2ν
Γ (ν)
e−γ
2aaν+
d
2
−1 (1 + a)−k−
d
2 da
=
Γ
(
k + d2
)
γ2k
k!Γ
(
d
2
)
Γ (ν)
∫ +∞
0
e−bbν+
d
2
−1 (γ2 + b)−k− d2 db
by the hange of variable b = γ2a; this expression oinides with (4).
4.10. Proof of Proposition 5
Conditionnally to a value of N = n, the random variable ‖T2n+d‖Ud follows the distribution φn,ν+µ; we hek
that the random variable N follows a NB
(
d
2 , t (1− t)
)
, where t follows a Beta distribution with parameters µ and
ν: onditionnally to t, this ompound distribution reads
pn|t =
(
n+ d2 − 1
n
)
t
d
2 (1− t) d2 (1− t (1− t))n
so that
c(ν,µ)n = Epn|t =
1
B (ν, µ)
(
n+ d2 − 1
n
)∫ 1
0
tµ+
d
2
−1 (1− t)ν+ d2−1 (1− t (1− t))n dt
=
1
B (ν, µ)
Γ
(
n+ d2
)
n!Γ
(
d
2
) ∫ 1
0
tµ+
d
2
−1 (1− t)ν+ d2−1 (1− t (1− t))n dt
whih oinides with (7).
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