Abstract. We consider the optimal control of initial-boundary value problems for entropy solutions of scalar hyperbolic conservation laws. In particular, we consider initial-boundary value problems where the initial and boundary data switch between different C 1 -functions at certain switching points and both, the functions and the switching points, are controlled. We show that the control-tostate mapping is differentiable in a certain generalized sense, which implies Fréchet-differentiability with respect to the control functions and the switching points for the composition with a tracking type functional, even in the presence of shocks. We also present an adjoint-based formula for the gradient of the reduced objective functional.
1. Introduction. In this paper we develop a sensitivity and adjoint calculus for the optimal control of entropy solutions to hyperbolic conservation laws. We consider objective functionals of the form in the sense of (2.2b) (if b < ∞), (1.2d) where Ω T := [0, T ] × Ω and u = (u 0 , u B,a , u B,b , u 1 ) is the control. The Cauchy problem was already discussed in [31] , so that in this paper we mainly focus on the boundary control. Each boundary data u B consist of a finite collection of functions u We want to minimize (1.1) w.r.t. the functions (u j B ) and the switching points (t j ).
The present paper forms an essential extension of the results of [31] since several issues arise by including the boundary condition to the model which make the sensitivity calculus quite involved. Furthermore, we present an adjoint based formula for the reduced gradient d du J(y(u)) in the flavor of [32] . It is well known, that hyperbolic conservation laws do not admit unique weak solutions and that one has to consider entropy solutions of (1.2a) instead, in order to maintain the uniqueness, cf. [19] and (2.1). The second important issue is that the Dirichlet-like boundary condition (1.2c)-(1.2d) must not be understood literately but in the BLN -sense (2.2), see [3] .
Since entropy solutions develop shocks after finite time even for smooth data, see [6] , the sensitivity analysis becomes intricate. Indeed, differentiability of the controlto-state mapping u → y(t, ·; u) for the Cauchy problem holds at best with respect to the weak topology of measures.
Even though standard variational calculus fails for these types of problems, the optimal control of conservation laws has been studied intensively in recent years. Several authors investigated the question of the existence of optimal controls for the Cauchy and the initial-boundary value problem, e.g. [1, 2, 29, 30] .
Several techniques haven been studied in order to overcome the non-differentiability of the control-to-state mapping, see [4, 7, 8, 9, 12, 30, 31] . The results of this paper are based on [30, 31] , where the concept of shift-differentiability was introduced. This ansatz also admits an adjoint calculus for the reduced objective function, see also [15, 16, 32] . A crucial tool for our analysis will be the concept of generalized characteristics introduced by Dafermos [13] .
To the best of the authors' knowledge, the notion of "switched control" in the context of hyperbolic conservation laws was mentioned for the first time in [18] , where also switching in flux function and the source term was considered. The optimal control of convection-reaction equations with switched boundary control was considered in [17] .
The results we present in this paper can be used to make the considered infinite dimensional optimal control problem accessible to gradient-based optimization methods and to derive optimality conditions, even in the presence of shocks. This in turn, will give rise to the development of appropriate numerical methods for such problems. Moreover, the result forms the basis for many possible extensions, such as to systems or networks of conservation laws. Since our present result allows for explicit shifting of discontinuities in the boundary data, it is an important step towards the optimal control of networks where the control variables are the switching times between different modes of the node condition. We will demonstrate this possibility by means of the example of a traffic light in a forthcoming paper.
The present paper is organized as follows. In §2 we introduce the considered initial-boundary value problem and collect results on its well-posedness and structural properties of the solution. The main result of our paper will be presented in §3, where we state the shift-differentiability of the control-to-state mappings and the adjointbased formula for the Fréchet-derivative of the reduced objective function. Those results were already announced in [26] . The proofs of the theorems are postponed to §4.
Entropic solutions to the IBVP.
We are interested in entropy solutions of (1.2), namely solutions that satisfy (1.2a)-(1.2b) in the sense of [19, 3] holds for every (Kružkov-) entropy η c (λ) := |λ − c|, c ∈ R, and associated entropy flux q c (λ) := sgn(λ − c)(f (λ) − f (c)).
In order to get a well posed problem, the boundary conditions (1.2c), (1.2d) have to be understood in the sense of [3] , that is min k∈I(y(·,a+),uB,a)
with I(α, β) := [min(α, β), max(α, β)], see also [14, 21, 23, 24] .
We should mention that the BLN-condition (2.2) involves the boundary traces y(·, a+) and y(·, b−). For BV-data the traces exist and, therefore, the condition is well-defined. For L ∞ -data one can replace the BLN-condition by the one proposed by Otto [24, 23] . But Vasseur showed [33] that under mild assumptions even for L ∞ -entropy solutions there always exist boundary traces in L ∞ , that are reached by L 1 -convergence. Therefore, the formulation in (2.2) is valid even in the L ∞ -setting, see also [11] .
Due to notational simplicity in the remaining part of the paper we restrict ourselves to the case of Ω = (0, ∞). Nevertheless, the presented results can be transferred in a straightforward manner to general intervals (a, b).
2.2.
General and structural properties of solutions to the IBVP. In this section we collect some properties of solutions y to the IBVP (1.2). We will work under the following assumptions:
(A1) The flux function satisfies f ∈ C 2 (R) and there exists m f ′′ > 0 such that
The source term is nonnegative and satisfies g ∈ C Ω T ; C 0,1
m . We will consider the source term g and its control u 1 on the whole real numbers, not only on Ω = R + . This is for technical reasons and does not affect the solution which still depends on the restriction of g and u 1 to the spatial domain Ω.
For the major part of this section we will work under the weaker assumption (A1 loc ) instead of (A1): (A1 loc ) (A1) holds with the exception that g has only to be nonnegative in a neighborhood (−ε, ε) of the left boundary. Actually, the results of §3 can also be shown to hold under (A1 loc ) instead of (A1), but since this leads to some notational and technical inconveniences, we will switch to (A1).
Under the above assumptions, we get the following properties of a solution to (1.2), cf. [3, 11, 24] . Proposition 2.1 (Existence and uniqueness for IBVPs). Let (A1 loc ) and (A2) hold. Then for every u = (u 0 , u B , u 1 ) ∈ U ∞ there exists a unique entropy solution
. After a possible modification on a set of measure zero it even holds that y ∈ C([0, T ]; L 1 loc (Ω)). Moreover, there are constants M y , L y > 0 such that for every u,û ∈ U ad and all t ∈ [0, T ] the following estimates hold:
where a < b and [20, 3] ).
The proofs of the main results strongly rely on the theory of generalized characteristics from [13] , which will be considered in the remaining part of this section. We will assume that in addition to (A1)-(A2), (A1 loc )-(A2), respectively, the following assumption holds.
(A3) g is globally Lipschitz w.r.t. x and y. Furthermore we will only consider (u 0 , u 1 ) ∈Û ad , wherê
, that is a piecewise continuously differentiable function with possible kinks or discontinuities at 0 < t 1 < · · · < t nt < T for some n t ∈ N.
Using the collected properties, we conclude that for an entropy solution y ∈
) and all (t, x) ∈ (0, T ] × Ω the one-sided limits y(t, x−) and y(t, x+) exist and satisfy y(t, x−) ≥ y(t, x+). We chose a pointwise defined representative of y ∈ C([0, T ]; L 1 loc (Ω)) and identify y(t, x) with one of the limits y(t, x−) or y(t, x+).
We recall the definition of generalized characteristics in the sense of [13] . Definition 2.3 (Generalized characteristics). A Lipschitz curve
The generalized characteristic is called genuine if the lower and upper bound in (2.3) coincide for almost all t ∈ [α, β]. In the following we will also call ξ a (generalized) characteristic instead of t → (t, ξ(t)). It will also be useful to introduce notions of extreme or maximal/minimal characteristics ξ ± , that satisfẏ
Proposition 2.1 yields, that y is bounded in L ∞ (Ω T ) and hence the maximum speed of a generalized characteristic is bounded, too. Therefore, characteristics either exist for the whole time period [0, T ] or leave the spatial domain at some point (θ, ξ(θ)) ∈ [0, T ] × ∂Ω. Moreover it can be shown [13] that (2.3) can be restricted tȯ
where for ϕ ∈ BV (R) the expression
denotes the height of the jump of ϕ across x. In [13] the theory of generalized characteristics is used to exploit structural properties of BV -solutions of conservation laws which are essential for the analysis in the present paper. 
For (t,x) ∈ Ω T fixed denote by ξ a backward characteristic on [0,t] through (t,x). Then ξ has the following properties:
(i) if ξ is an extreme backward characteristic, i.e. ξ = ξ ± , then ξ is genuine, i.e. y(t, ξ ± (t)−) = y(t, ξ ± (t)+) for almost all t ∈ (0,t).
(ii) if ξ is genuine, i.e. y(t, ξ(t)−) = y(t, ξ(t)+), t ∈ (0,t), then it satisfies
where (ζ, v) is a solution of the characteristic equatioṅ
For extreme characteristics ξ ± the initial values are given by
The above proposition treats only the pure IVP case. In [25] Perrollaz extends the result to IBVPs. For characteristics that stay inside the spatial domain for the whole considered time interval the assertions of Proposition 2.4 still hold. The following proposition collects the results of [25, §3] , where characteristics that enter or leave the domain Ω are discussed. Perrollaz emphasizes that for Ω = (0, ∞) it is important to have a nonnegative source term in order to prove the third part of Proposition 2.5. This property implies the convexity of genuine characteristics and hence some nondegeneracy of the characteristics near the boundary. A reinspection of the proof shows that the nondegeneracy is preserved if g is nonnegative in a neighborhood of the boundary. For a spatial domain (−∞, 0) the condition on the source term becomes a local nonpositivity condition.
Proposition 2.5 (Structure of BV-solutions at the boundary). Let (A1 loc ), (A2) and (A3) hold. Consider an entropy solution y = y(u) of the mixed initialboundary value problem (1.2) on Ω = (0, ∞) for controls u = (u 0 , u B , u 1 ) ∈ U ad with (u 0 , u 1 ) ∈Û ad , u 0 ∈ BV loc (R) and
Then the following holds: 
where (:) = (t, ζ(t), v(t), u i 1 ( . . .)) and ( . . .) = (t, ζ(t)).
Lemma 2.6. Let (A1 loc ) and (A3) hold and denote for (θ, z, w,
Let M w , M u > 0 be given and set
Then the mapping
is Lipschitz continuous for i = 0 and continuously Fréchet-differentiable for i = 1 and onB the right hand side is uniformly Lipschitz w.r.t. t. The derivative is given in terms of the solution of the linearized characteristic equation (2.5) by d (θ,z,w,u1) (ζ, w) · (δθ, δz, δw, δu 1 ) = (δζ, δv)(·; θ, z, w, u 1 ; δθ, δz, δw, δu 1 ).
Finally, for any closed
are continuously Fréchet-differentiable. From this point we will assume (A1) to hold instead of (A1 loc ). In the case of IBVPs, for givent ∈ (0, T ), the point
and the maximal backward characteristic ξ ∆ through (θ ∆ , 0), ensured by Proposition 2.5 to exist if θ ∆ ∈ (0, T ), is of special interest. We collect some properties of it. Lemma 2.7. Let the assumption of Proposition 2.5 hold with the modification that also (A1) is satisfied and let
, then the following holds:
There is no genuine backward characteristic ξ through (t,x) witht > θ ∆ and x ∈ Ω that intersects the domain
The first assertion is clear, since by the sign condition on g the genuine characteristic ξ ∆ is convex and, therefore, has negative speed. The second statement is a consequence of the first and the fact that genuine characteristics may only intersect each other at their endpoints.
Assume that the last assertion does not hold. Then there is a (maximal) genuine forward characteristic ξ, that stays genuine up to some timet > θ ∆ . Moreover, there is a monotone decreasing sequence (x k ) k∈N with limit ξ(t). Since ξ is genuine, y(t, x k ) converges to y(t, ξ(t)). Denote by (ζ,ṽ) := (ζ, v)(·;t, ξ(t), y(t, ξ(t)), u 1 ) the backward solution of (2.4) associated with ξ and by (ζ k , v k ) := (ζ, v)(·;t, x k , y(t, x k +), u 1 ) the respective solutions associated with the maximal backward characteristics ξ k through (t, x k ). Lemma 2.6 yields that (
By the continuity ofζ k this ensures the existence of ant < θ ∆ , such that for k sufficiently largeζ
. This means ζ k intersects the domain D − , which is a contradiction to the second statement, since ζ k coincides with the genuine characteristic ξ k through (t, x k ) ∈ (θ ∆ , T ] × Ω. Remark 2.8. In the setting of (A1 loc ) there may be multiple transition points θ ∆ 1 , . . . , θ ∆ n △ between inflow and outflow parts of the boundary. But one can show, that those points cannot be arbitrarily close to each other. The set D − of points that do not lie on a generalized backward characteristic through a point (t,x), needs no longer be connected.
3. Shift-differentiability. In this section we give the main result of this paper, that is the shift-differentiability of the control-to-state mapping for (1.2). It is wellknown, that entropy solutions develop shocks after a finite time, even for smooth data. This leads to complications for the treatment of optimal control problems concerning such discontinuous solutions. Since the shock positions depend on the control, classical notions of differentiability of the control-to-state mapping u → y(u) do only hold in very weak topologies, that are not strong enough to imply the Fréchet-differentiability of the reduced objective functional. The following example illustrates the situation by means of a Riemann problem. Example 1. Consider the parametrized Cauchy problem
Then a representative of the entropy solution is given by
Furthermore, consider the mapping S :
Clearly, S is not differentiable in 0, since the obvious candidate for the derivative, 1 + 2tδ 0 , where δ 0 denotes the Dirac measure at
. In fact, differentiability does only hold in the weak topology of the measure space M([a, b]).
3.1. Definitions and preliminary work. To overcome the above mentioned lack of differentiability, in [8] and [30, 31] the authors introduced a variational calculus, that addresses the reason of the non-differentiability, that is the shift of shock positions in the solution resulting from a variation of the control. Instead of only considering additive variations (e.g. in L 1 ), the so-called shift-variations also allow for horizontal shifts of discontinuities. We recall the definitions of the notions of shift-variations and shift-differentiability.
Definition 3.1 (Shift-variations, shift-differentiability).
(ii) Let U be a real Banach space and
This variational concept is indeed strong enough to directly imply the Fréchet-differentiability of tracking type functionals as in (1.1) (see [30, Lemma 3.2.3] ) as long as y d and y(t, ·) do not share discontinuities on [a, b] . The derivative is given by
The proof of Theorem 3.3 and the formula for the gradient of the reduced objective function in Theorem 3.6 are based on an appropriately defined adjoint state. Formally the adjoint equation reads as follows
As already discussed in [30] for the Cauchy problem, the classical adjoint calculus is not applicable in the present context. The equation (3.2) is a linear transport equation with discontinuous coefficients, since y may contain shocks, which makes the analysis more involved. Nevertheless, for Ω = R, g ≡ 0 and Lipschitz continuous end data pt, Bouchut and James [5] give a definition of a reversible solution for (3.2), which satisfies a crucial duality relation. In [30, 32] it was shown that the reversible solution of (3 .2) is exactly the solution along the generalized characteristics of y. Using this characterization, the notion could be extended to more general source terms g and discontinuous end data. In the case of a bounded domain, here Ω = (0, ∞), the above definition might lead to an underdetermined problem, since not all characteristics on Ωt intersect the line {t} × Ω, where the initial (or terminal) value is prescribed, cf. Lemma 2.7. The following definition treats this issue by setting the adjoint state to 0 on D − . Definition 3.2 (Adjoint state). Let pt be a bounded function that is the pointwise everywhere limit of a sequence (w n ) in C 0,1 (0, ∞), with (w n ) bounded in C(0, ∞) ∩ W 1,1 loc (0, ∞). The adjoint state p associated to (3.2) for Ω = (0, ∞) is characterized by the following requirements:
is the solution of the ordinary differential equatioṅ
3.2. Shift-differentiability of solutions to the IBVP. We now state our main results for the initial-boundary value problem on Ω = (0, ∞), the results for general intervals are quite similar. We show the shift-differentiability of the controlto-state mapping, from this we derive the Fréchet-differentiability of the reduced objective function and finally give a formula for its gradient.
As one can see from the formulation of the boundary condition (2.2a), the solution remains unchanged if one replaces u B by max(u B , f ′−1 (0)). This motivates to only consider boundary data satisfying u B ≥ f ′−1 (0) and thus the introduction of the space
. We analyze the shift-differentiability of δu → y(t, ·; u + δu) w.r.t. the perturbation δu. In addition to usual variations in the controls, we additionally consider some shift-variations of the initial and the boundary data. This means that we consider explicit shifts of shock creating discontinuities, but not of rarefaction centers. For this purpose we define
and consider variations in
Under the nondegeneracy condition on the shocks given at the end of §4.1, we get the following result.
Theorem 3.3 (Shift-differentiability for IBVPs). Let (A1) and (A3) hold and let in addition g be affine linear w.r.t. y. Let Ω = (0, ∞) and |f (u B (t)) − f (y(t, 0+; u))| > 0 and that the transition point θ ∆ from (2.6) is nondegenerated according to Definition 4.12.
For W from (3.3) we consider the mapping
If (x i ), (t j ) are genuine discontinuities of u 0 and u B , i.e. u 0 (x i −) = u 0 (x i +) and u B (t j −) = u B (t j +), respectively, the mapping (3.4) is continuously shift-differentiable on a sufficiently small neighborhood B
Remark 3.4. If u 0 or u B are continuous at some x i or t j , respectively, similarly to the second assertion of [30, Theorem 3.3.2] , the shift-differentiability of (3.4) in 0 is preserved. The shift-derivative satisfies T s (0) ∈ L(W, P C([a, b];x 1 , . . . ,xN ,x 1 , . . . ,xÑ ) × RN ), where the set of discontinuities of y(u) is augmented by continuity pointsx k that are starting points of genuine backward characteristics that end in a (pseudo-) discontinuity x i or t j .
The proof of Theorem 3.3 is presented in §4. This requires a proper analysis of the solution y in small neighborhoods of different types of generalized backward characteristics.
The following corollary is a simple consequence of the above theorem and
In the following theorem we give a representation of the gradient of the reduced objective function based on the appropriate notion of an adjoint state from Definition 3.2.
Theorem 3.6 (Formula for the reduced gradient). Let the assumptions of Corollary 3.5 hold and let the terminal data pt in (3.2) be given byψ y defined in (3.
where B((0,t) × (0, ∞)) denotes the space of measurable bounded functions (defined pointwise everywhere).
Using the notation of Lemma 2.7, the derivative of the reduced functional δu ∈ W →Ĵ(δu) = J(y(u + δu)) is given bŷ
The proof will be given at the end of §4. Remark 3.7. One can show, that Theorem 3.3 and 3.6 hold also true, if assumption (A1) is replaced by (A1 loc ).
Proofs of the main results.
The proof of Theorem 3.3 follows the strategy of [31] : We start by classifying various types of continuity pointsx ∈ [a, b] of y(t, ·). Afterwards, we show the Fréchet-differentiability of y(t, ·) w.r.t. the control in neighborhoods of those points. This is done by combining the results of Propositions 2.4 and 2.5 and Lemma 2.6. The shock points of y(t, ·) will be classified in a similar fashion. The proof of differentiability of the shock positions is obtained by an adjoint argument based on the notion of an adjoint state according to Definition 3.2.
For the whole section we will work in the setting of Theorem 3.3.
4.1. Classification. For continuity pointsx of y(t, ·; ) we denote the unique backward characteristic byξ. By Proposition 2.4 the characteristicξ coincides with the solution ζ(·;t,x, y(t,x), u 1 ) of (2.4). We emphasize thatξ may not "touch" the boundary at {x = 0} and return to Ω, since f ′ (u B ) ≥ α > 0, but either leaves the domain at some timeθ or stays inside and ends in a pointz at t = 0. The case for continuity points has already been categorized and analyzed in [30, 31] . We therefore only briefly recall the classifications and will use the differentiability results of [30, §3.3, §4]. We denote byw := v(0;t,x, y(t,x), u 1 ) the value of v-part of the solution of (2.4) associated withξ by Proposition 2.4.
Case C:z = x l for l = 1, . . . , n x . There exists an interval J withz ∈ J and u I | J ∈ C 1 (J) and
We say thatx is of class C c if even
As shown in [31] 
(4.2) holds if (t,x) is no shock generation point.
Case CB:z = x l for some l ∈ {1, . . . , n x } and u I (x l −) = u I (x l +). By the same arguments the one-sided derivatives satisfy (4.1). If even the one-sided version of (4.2) holds, we callx of case CB c . Case R:z = x l for some l ∈ {1, . . . , n x } andw ∈ (u I (x l −), u I (x l +)). In this case we have
3)
The R c -Case is characterized by the stronger inequality
which, again is ensured by the requirement that no shock is generated at (t,x). Case RB:z = x l for some l ∈ {1, . . . , n x }, u I (x l −) < u I (x l +) andw ∈ {u I (x l +), u I (x l −)}. The point (t,x) lies on the left or right boundary of a rarefaction wave. The one-sided derivatives satisfy (4.1) and (4.3), respectively. If even (4.2) and (4.4) are satisfied,x is of class RB c . From now on we will only consider continuity points whose backward characteristics leave the spatial domain at some timeθ ∈ [0,t). Again, we denote bȳ w := v(θ;t,x, y(t,x), u 1 ) the value of the corresponding v-part of the solution of the characteristic equation at the characteristic's end point. We distinguish the following cases.
Case C B :θ = t l for l = 1, . . . , n t . There exists an interval T ⊂ (0,t) withθ ∈ T and u B | T ∈ C 1 (T ) and
We say thatx is of class
Similar to the C c -case one can show that (4.6) holds if (t,x) is no shock generation point.
Case CB B :θ = t l for some l ∈ {1, . . . , n t } and u B (t l −) = u B (t l +). By the same arguments the one-sided derivatives satisfy (4.5). If even the one-sided version of (4.6) holds, we callx of case CB c B .
Case R B :θ = t l for some l ∈ {1, . . . , n t } andw ∈ (u B (t l +), u B (t l −)). By the same arguments as for the R-Case there holds
The R c B -Case is characterized by the stronger inequality d dw ζ(t;θ, 0, w, u 1 )| w=w ≥ β(t −θ) > 0,θ < t ≤t, (4.8)
which, again is ensured by the requirement that no shock is generated at (t,x). Case RB B :θ = t l for some l ∈ {1, . . . , n t }, u B (t l −) > u B (t l +) andw ∈ {u B (t l +), u B (t l −)}. The point (t,x) lies on the left or right boundary of a rarefaction wave. The one-sided derivatives satisfy (4.5) and (4.7), respectively. If even (4.6) and (4.8) are satisfied,x is of class RB Case RB B,0 :ξ(0) = 0, u B (0+) < u 0 (0+), andw = u B (0+)). That is a RB B -point withθ = 0 at the left boundary of a rarefaction wave with center at (0, 0) with the one-sided derivatives satisfying (4.5) and (4.7).
Case RB 0 :ξ(0) = 0, u B (0+) < u 0 (0+), andw = u 0 (0+)). That is a R B -point from [31] withz = 0 at the right boundary of a rarefaction wave with center at (0, 0) with the one-sided derivatives satisfying (4.1) and (4.7).
Although we have to classify cases C 0 , R 0 , RB 0,B and RB 0 , that describe the different possible situation for backward characteristics ending at the boundary at timeθ = 0, they do not really need special treatment in the analysis of the problem since they are only special cases of other classes.
The shock points are categorized by the classes of their minimal and maximal characteristicsξ l andξ r . Using these classifications we are now able to define the nondegeneracycondition for shock pointsx.
Definition 4.1 (Nondegeneracy of shock points). A pointx of discontinuity of y(t, ·; u) is called nondegenerated, if it is no shock interaction point and is of class X l X r with X l , X r ∈ {C c , C where for every s > 0 the set T s is defined by
m and let (4.9) hold for some β, κ > 0. Then the following holds:
(ii) Considerû ∈ V and a point (t, x) ∈ S = S(τ ), where
Then the equation
is uniquely solvable w.r.t. θ on T from (4.9) with solution θ = Θ(t, x,û B ,û 1 ). Moreover, let Y B (t, x,û B ,û 1 ) be defined by
is continuously Fréchet-differentiable with derivatives
+ δv(t; θ, 0,û B (θ),û 1 ; 0, 0, δu B (θ), δu 1 ).
(v) The mapping
is continuously Fréchet-differentiable with derivative
Proof. The proof is completely analogous to the one of [31, Lemma 4.1]. We use the stability results of Lemma 2.6 and the properties of genuine characteristics obtained by Propositions 2.4 and 2.5.
m and letx be a C c B -point. Then the following statements are true: (i) There exists a maximal open interval I ∋x, such that {t} × I contains no point of the shock set and that all backward characteristics intersect x = 0 in a point θ = t l .
(ii) y(t, ·; u) is continuously differentiable on I.
(iii) LetÎ := (x l , x r ) be an interval with x l , x r ∈ I. Denote by ξ l/r the genuine backward characteristics through (t, x l/r ) with endpoints θ l/r at x = 0. Then there exist κ, β > 0, such that (4.9) is satisfied.
(iv) Let M ∞ > 0, then there exist R > 0, ν > 0, such that after the possible reduction of τ and V from Lemma 4.2 y(t, x;û) = Y B (t, x,û B ,û 1 ) ∀(t, x) ∈ S, ∀û ∈V holds, wherê
Proof. The proof is analogous to the one of [31, Lemma 4.4] . We, therefore, only sketch the main idea.
(i)-(ii) We use Lemma 4.2 and the fact that y(t, ·; u) has bounded total variation and hence is continuous outside a countable set. Since genuine characteristics cannot escape the stripe S from Lemma 4.2, y(t, ·; u) coincides with Y (t, ·, u) in a neighborhood ofx.
(iii) This statement follows by taking a finite covering of the compact interval
(iv) By the first part of the proof we know, that for the current control u the functions y(·; u) and Y B (·, u) coincide on S. By reducing V and τ we can construct a slightly wider stripeS with the same properties. By the stability of the solutions of (2.4) obtained by Lemma 2.6 and the L 1 -stability from Proposition 2.1 one can show that in between the two stripes there are continuity points of y(·;û) whose backward characteristics end in T for allû ∈V . Thus, the same holds for all continuity points in the smaller stripe S and so the assertion follows as in the first part of the proof.
Letx be a R 
(ii) Considerû 1 ∈ V 1 and a point (t, x) ∈ S = S(τ ), where
and ξ l/r (t) := ζ(t;θ, w l/r , u 1 ), t ∈ (θ,t + τ ]. Then the equation
is uniquely solvable on J w with solution w = W (t, x,û 1 ). Moreover, let Y R (t, x,û 1 ) be defined by
(4.12)
(v) The mappinĝ
(vi) There exists C > 0 such that
Thus, the operator d u1 (W, Y R )(·,û 1 ) can continuously be extended to (θ, 0) by 0.
Proof. The proof of first five assertions is completely analogous to the one of Lemma 4.2. For the last statement we apply Gronwall's Lemma to (2.5b) and obtain a constant C > 0 such that
The first line of (2.5a) then implies |δζ(t;θ, 0, w,û 1 ; 0, 0, 0,
In addition δζ(t;θ, 0, w,û 1 ; 0, 0, 1, 0) ≥ β 2 (t −θ) holds by the first statement. The last assertion follows now from (4.11)-(4.12).
Lemma 4.5.
m and letx be a R c B -point. Then the following statements are true: (i) There exists a maximal open interval I ∋x, such that {t} × I contains no point of the shock set and that all backward characteristics intersect x = 0 inθ.
(iii) LetÎ := (x l , x r ) be an interval with x l , x r ∈ I. Denote by ξ l/r the genuine backward characteristics through (t, x l/r ) and set w l/r := v(θ;t, x l/r , y(t, x l/r ; u), u 1 ). Then there exist κ, β > 0, such that (4.10) is satisfied.
(iv) Let T ⊂ (0, T ) be an arbitrary neighborhood ofθ. Let further M ∞ > 0 and s ∈ (θ,t), then there exist R > 0, ν > 0, such that (for possibly smaller τ and V 1 )
Proof. The proof is completely analogous to the one of [31, Lemma 4.8], we proceed as in the proof of Lemma 4.3.
Remark 4.6. Lemma 4.5 is also valid forθ = 0. Only the last statement requires a slight modification: Let T = [0, ε T ), J = [0, ε J ) for some arbitrary values 0 < ε T < T , ε J > 0. Let further M ∞ > 0 and s ∈ (0,t), then there exist R > 0, ν > 0, such that (for possibly smaller τ and V 1 )
Remark 4.7.
(i) The results from [31] concerning the differentiability in a neighborhood of continuity points whose backward characteristic end in a C 1 -part of u 0 (Case C c ) or a rarefaction center (Case R c ) at (0,z) are also valid in the considered (IBVP-) setting. Only the neighborhoodV from the last statement of [31, Lemma 4.4 and 4.8] has to be modified tô We start by studying the stability of the shock positions under variations in the boundary (and initial) data, as well as in the source term. (i) y(·; u) is locally given by
(ii) Let M ∞ > 0, then there exist R > 0, ν > 0 such that for
equipped with the seminorm
there is a Lipschitz continuous function
with x s (u) =x, such that for allû ∈V holds
Proof. The first assertion can be proven in a similar fashion as the second statement in Lemma 4.3 by using the backward stability of genuine backward characteristics according to Lemma 2.6.
A reinspection of the proof of [31, Lemma 5.1] shows, that the class (C c ) of the extreme characteristics is not explicitly used, but only the results on the local solutions Y ± on the stripes S ± obtained in [31, Lemma 4.4] . Therefore, we analogously use Y B,l/r on the stripes S l/r from Lemma 4.3 and follow the procedure of [31] .
Remark 4.9. The stability result of Lemma 4.8 can be proven in the same way for all shocks X l X r with X l/r ∈ {C c , R c , C 
the area confined by the extreme characteristics ξ l/r . Then the mapping δw = (δw 0 , δx, δw B , δt, δu
is continuously Fréchet-differentiable and the derivative is given by
where p is the adjoint state according to Definition 3.2 of (3.2) for constant end data pt = 1/[y(t, x s (u); u)].
Proof. Throughout the proof we will use the following abbreviations:
u0 (δw 0 , δx), δu :=(δu 0 , δu B , δu 1 ), δu B :=S By the obvious relations
it is easy to see, that forŴ sufficiently small there holdsũ ∈V .
By y := y(·; u),ỹ := y(·;ũ) we denote the respective solutions of (1.2) and by ∆y :=ỹ − y their difference. As in [31, §7] one of the key points of the proof is the fact that for ε > 0 sufficiently small andx l/r := x s (u) ∓ ε ∈ (x l , x r ) (from Lemma 4.8) the following equality holds:
The above equation is obtained as in [31] with the only modification that we replacẽ y, y by Y B,l/r (·;ũ B ,ũ 1 ) or Y B,l/r (·; u B , u 1 ), respectively.
The rest of this proof will be concerned with the derivation of an adjoint-based formula for the left hand side of (4.16). We avoid the introduction of a detailed analysis for linear transport equations with discontinuous coefficients on bounded domains, instead we show how the considered equation can be modified so that the results of [31, §6] can be used. For (t, x) ∈ (0,t] × R + we define
Using the above abbreviations and the assumption that g is affine linear w.r.t y, we deduce that the difference ofỹ and y is a weak solution of
We extend the functions a,ã, b,b to [0,t] × R by setting (ã, a)(t, x) :
, where M f ′ is an a priori bound on f ′ . Denote by t r1 < · · · < t rK the increasing sequence of all rarefaction centers at the boundary in {t 1 , . . . , t nt } and set t r0 := 0, t 
By Lemma 4.8 the genuine backward characteristicsζ l/r of y through (t,x l/r ) end in T l/r × {0} and for all t ≤t the relationζ l (t) ≤ ξ l (t) ≤ ξ r (t) ≤ζ r (t) holds where the respective curves exist. Furthermore, Lemma 4.3 yields that for δw W sufficiently smallỹ coincides with Y B,l/r (·,ũ B ,ũ 1 ) nearζ l/r . Denote byθ l/r the respective endpoints ofζ l/r . For δ > 0 define the sets
where γ(t) :=ζ l (max(t,θ l )) is the extension ofζ l to [θ r ,t]. By construction [31, Theorem 6.10] yields thatp
We multiply (4.17) byp and apply integration by parts on every A s δ . At this point we highly recommend the reader to consider Fig. 4 .1 before continuing reading the proof. There, the domains of integration, especially the excluded parts around rarefaction centers, are illustrated. Integration by parts yields 
For the integrals along the confining characteristics I 4 and I 5 the boundedness ofp for all δw ∈Ŵ and the Lipschitz continuity of u → Y l/r (·; u) ensured by Lemma 4.2 yield an estimate
Using similar bounds as for I 4/5 and the backward stability of genuine backward characteristics one obtains
The convergencep → p in C(A . For the remaining intervals [t rs , t rs + δ] we consider the extensions of p andp on (t rs , t rs+1 ] × R. We apply the divergence theorem to the vector field
on the triangle
We now consider the differentiability of the shock position w.r.t. δt j ′ . We make several estimates in the following order: We consider the dependence on δw B , replace p(t, 0) by p(t j ′ , 0) using the Lipschitz continuity of p on A δ and finally show that even the remaining term is of order O( δw Proof of Theorem 3.6. The proof is mainly a combination of the one of Lemma 4.10 and [32, Theorem 5] . Basically, the adjoint calculus from Lemma 4.10 is used on the whole domain in order to find a first order approximation of Ωψ y ∆y dx instead of the lefthand side of (4.16).
5. Conclusion and future work. We have presented a result on the differentiability of reduced objective functions for the optimal control of hyperbolic conservation laws on bounded domains. In our setting explicit shifts of discontinuities in the boundary data are possible. We have shown that the control-to-state mapping for the considered problem is shift-differentiable by using the stability of solutions to the characteristic equation and an appropriate adjoint calculus. We have shown that even derivatives w.r.t. the positions of the shock generating discontinuities exist and can be computed via the adjoint state. Once we have shown this, the result for the reduced objective function is a consequence of [30, Lemma 3.2.3] . We have also derived an adjoint-based formula for the gradient of the reduced objective, which is an important step towards the accessibility of such problems by gradient based optimization methods.
While on the one hand the investigated IBVP is a classical problem that has not been discussed in context of the presented ansatz in the literature so far, on the other hand the ability of taking derivatives w.r.t. the position of discontinuities provides the possibility of extending our approach to networks with switched node conditions. Indeed, in a forthcoming paper we will investigate such situations by means of a traffic light on a road, where the traffic is modeled by hyperbolic conservation laws using the LWR-model, cf. [22, 28] , and the control variables are the switching times between green and red phases, where the traffic is or is not allowed to cross a certain point, respectively. Here the explicit shift of rarefaction centers has to be studied in addition to the results of the present paper. This is done by using the fact that the solution near rarefaction centers, i.e. green switching times, is thoroughly known.
In the future we want to reconsider the I(B)VP case and try to treat the shift of rarefaction centers for IBVPs in the setting of the present paper by extending the technique we used for the green traffic light.
We plan to extend the considered approach under suitable assumptions to systems of conservation laws where one has multiple conserved quantities, as in case of the Euler equation.
The presented sensitivity and adjoint calculus forms the basis for the numerical treatment of the considered optimal control problems. For the Cauchy problem there exist several works on the convergence of optimal solutions of discretized optimal control problems, e.g. [9, 29] , and the convergence of sensitivities, adjoints and reduced gradients, see [15, 16, 30, 31, 32] and also [9] for an alternating descent method.
Our current investigations focus on the extension of those convergence results to the problem considered in this paper, where we follow the approach in [10] to approximate the boundary conditions (2.2). A particular issue will be the appropriate discrete approximation of variations for the shift of discontinuities in the boundary condition. Here, we will consider and compare two different approaches. In the first one, we consider the variation of the times step sizes between switching times, while for the latter we want to use fixed time steps.
