In this work we study the estimation of functional coefficient regression (FCR) models using wavelets. We will present the convergence rates of the proposed estimator and carry out a simulation study to evaluate which selection criterion is helpful to provide better resolution levels in order to find the more adequate model. Moreover, we will use a real data set to make forecasts and to compare our method with others known in the literature.
Introduction
In this work we study functional coefficient regression (FCR) models using expansion in father wavelets to estimate the coefficient functions. Let {Y t , U t , X t } be a jointly strictly stationary process, where U t is a real random variable and X t a random vector in R d . Let E(Y 2 t ) < ∞. Considering the multivariate regression function m(x, u) = E(Y t |X t = x, U t = u), the FCR model has the form
where the f j (·)s are measurable functions from R to R and x = (x 1 , . . . , x d ) ⊤ , with ⊤ denoting the transpose of a matrix or vector.
Differently from the usual, in our study it is not necessary the assumption of independence for the errors.
Estimation
Any wavelet basis has an associated multiresolution analysis (MRA), which is a sequence of nested and closed spaces {V j } j∈Z of L 2 (R) satisfying certain properties. One of them states that there exists a function ϕ ∈ V 0 such that {ϕ(· − k)} k∈Z is a Riesz basis for V 0 .
Usually ϕ is called father wavelet (or scaling function) and it is well-known that it generates a basis {ϕ Jk } k , where ϕ Jk (·) = 2 J/2 ϕ(2 J · −k), of the space V J , where J is called resolution level. Now, let J i be a resolution level associated to the coefficient function f i , and, for sake of simplicity, denote φ ik (·) = 2 J i /2 ϕ (i) (2 J i · −k). Thus, following the idea of Huang and Shen (2004) , it is possible to approximate the each coefficient function by an orthogonal projection in a multiresolution space V J i and, then, approximate (1) by
where x = (x 1 , . . . , x d ) ⊤ . We write that k starts from 1 just to simplify the notation. If the coefficient functions and the father wavelet have compact support, there are just a finite number r i , i = 1, . . . , d, of wavelet coefficients different from zero. Thus, it is possible to estimate the wavelet coefficients of wavelets and then estimate the functions f j of the model (1) byf
Thus, denoting the covariance matrix of the errors by Σ, and supposing initially that it is known, one can estimate the wavelet coefficients vector minimizing the least squares function
where
. . , Y n ) ⊤ and the t-th row of corresponds to the vector φ ik (U t )X tj , k = 1, 2, . . . , r i , i = 1, . . . , d. Hence, the coefficient vector estimator is given byα
Note that when the errors are independent, Σ is a identity matrix. With assumptions similar to those used by Huang and Shen (2004) , we derive rates of convergence for distances between the estimators and the real functions, which are presented bellow as a theorem. It is worth to explain that the notation ≍, used in assumption (O3), means same rate of convergence.
Assumptions.
(O0) The eigenvalues of Σ are bounded away from zero and infinity; (O1) The marginal density of U t is bounded away from zero and infinity uniformly on C;
(O2) The eigenvalues of E(X t X ⊤ t |U t = u) are uniformly bounded away from zero and infinity for all u ∈ C;
Since f
Theorem 1 If the assumptions above hold, then
As in practical situations the covariance matrix Σ is unknown, it has to be estimated (e.g., Σ), and with such estimator, the wavelet coefficients can be computed as
If the estimator of the covariance matrix is consistent in probability, in the sense that all eigenvalues ofΣ
, with I being a identity matrix, it is possible to find that
, based on (6), we can derive the following result.
Proposition 1 If assumptions (O0) -(O5) hold, withΣ consistent in probability in estimating
Now, it is possible to find a consistent estimatorΣ supposing that Σ = Σ(θ), i.e., the covariance matrix is a function of a parameter vector θ = (θ 1 , . . . , θ p ) ⊤ , where p is a fixed number. In general, one can suppose that the errors of the model are represented by autoregressive processes AR(p). Thus, once the coefficient function estimators are consistent, the residuals can be considered good predictors of errors. Then it is possible to find a consistent estimator to θ, sayθ, and hence obtain a consistent estimator for the covariance matrix, Σ = Σ(θ).
Borrowing ideas of Cochrane and Orcutt (1949) , we can proceed the estimation iteratively. Firstly, the wavelet coefficients vector can be estimated acting as if the errors were independent (Σ = I) and then computing the residuals. Next, one can fit an autoregressive model to the residuals and by using the estimate of the autoregressive coefficients, the covariance matrix can be estimated. In the following, the wavelet coefficients vectorα could be computed by (5), with the estimate of covariance matrix. This double stage procedure (computation ofΣ andα) can be repeated until, for example, the convergence of the residual mean square is achieved.
Another procedure, that we will use in this work, is the following. Denoting by η the vector (α ⊤ , θ ⊤ ) ⊤ and t as the t-th row of , we estimate jointly the coefficients of the FCR model α and the autoregressive coefficients θ minimizing numerically
In the following, an algorithm to compute the estimates for α and θ is presented.
Algorithm for estimating the coefficient vector
(1) Estimate the coefficient vector α by ordinary least squares, and denote it byα;
(2) Fit an autoregressive model to residuals of step (1), i.e.,ǫ t = Y t − ⊤ tα , say,
(3) Estimate η numerically, minimizing (7), using the estimates in steps (1) and (2) as initial values.
Selection of the resolution level J
In this estimation procedure it is important to choose an adequate resolution level J. In this work, we proceed similarly to Huang and Shen (2004) . We will use the information criteria AIC, AICc and BIC. Denoting the sample size by n, the number of parameters to be estimated by p and the residual mean square by RMS, these criteria are can be defined as AIC = log(RMS)+ 2p n , AICc = AIC+ 2(p + 1)(p + 2) n(n − p − 2) e BIC = log(RMS)+ p 2 log(n).
Simulation study
We ran a simulation study to verify which of the three criteria presented above is performing better, in the resolution level selection. The square-root of average squared error (RASE) was used, which is defined as
, where {u k , k = 1, . . . , n grid } is a grid of points equally spaced in a interval that belongs to the range of the data set. Here, as in Huang and Shen (2004), we selected the maximum of the 2.5 percentiles of the data sets as the left boundary and the minimum of the 97.5 percentiles of the data sets as the right boundary. The model simulated corresponds to the the EXPAR (Cai et al., 2000; Huang and Shen, 2004 )
where f 1 (u) = 0.138+(0.316+0.982u)e −3.89u 2 , f 2 (u) = −0.437+(0.659+1.260u)e −3.89u 2 . We studied the cases where the ǫ t 's are iid N (0; 0.2 2 ) and where they can be represented by an AR(1) model, with coefficient θ = 0.6 and white noise iid N (0; 0.16 2 ). We replicated 10,000 series with length 400. Daublets and Symmlets basis were considered in estimating the coefficient functions f 1 and f 2 . For sake of simplicity, we have used the same wavelet basis in the estimation. The candidates to be resolution levels were selected for each replicate between the values 1, 2 and 3, using the criteria AIC, AICc and BIC. For sake of simplicity, the same resolution level was considered in estimating f 1 and f 2 . The mean (standard error) of RASE 2 , for each criterion, is shown in Table 1 , for independent errors, and Table 2 , for correlated errors. In both tables it is possible to see that BIC is providing more interesting results. 
Application to Industrial Production Index
In this section we analyze the returns of the USA monthly industrial production index (IPI), from February 1984 to December 2007. The aim here is compute forecasts and compare the absolute prediction error (APE) to other well-known models. Our forecasts are computed with a similar idea of Huang and Shen (2004) . The difference is that the model fitted by wavelets pointed to the existence of correlated errors. Thus, we proceeded bootstrapping the white noise residuals, instead of just the residuals, and then, using the autoregressive estimates, we were able to replicate the residuals of the model.
In order to make comparisons, other two models were fitted: an autoregressive model, by ordinary least squares, and a FAR model by splines (Huang and Shen, 2004) . All the models were fitted with data just until December 2006, saving the year of 2007 to compute the APEs of the multi-step-ahead forecasts. Stepwise methods (as in Huang and Shen, 2004) were used to select the order of the model, where the candidates to be the threshold lag and significant lags were chose in a range from 1 to 4.
In the first model, the AIC criterion suggested an AR(3). The fitted model isŶ t = 0.143 + 0.019Y t−1 + 0.168Y t−2 + 0.202Y t−3 .
The second model was fitted by quadratic splines. The AIC criterion (recommended by Huang and Shen (2004) ) used to select the number of knots (between 2 and 6 -the selected number was 3) and the order of the model, suggested the FAR model
where the errors are supposed to be independent by a residual analysis (ACF, PACF and LjungBox tests). Finally, using the S4 Symmlet basis, with the BIC criterion being used to select the resolution level (between 1 and 4 -the selected number was 1) and the order of the model, the suggested the FAR is
with ǫ t = −0.070ǫ t−1 − 0.219ǫ t−2 + 0.168ǫ t−3 + ε t , in the final fitted model, where ε t is a white noise. In order to compare the APEs of these three models, we used the AR model as benchmark. The results are presented in Table 3 , where it is possible to see that the nonlinear models (8) and (9) are forecasting more accurately than the AR model. One can also note that the model (9) is providing the best results, specially in the early months. (8) and (9), respectively, using the APE of the AR model as benchmark. 
Remarks
It is worth to mention that, in the simulation study, we also compared our results with the results presented in Huang and Shen (2004) , in the case of independent errors. It was observed that our approach outperforms the method with splines.
In order to compute the multi-step-ahead forecasts for the models (8) and (9), we replicated such forecasts 10,000 times. The point forecasts were computed with the sample mean of these replicates. Such replicates are useful to compute interval forecasts. All the forecasts belonged to the 95% forecast intervals in both models.
