This article investigates the causal effects of neighborhood on high school dropping out and teenage pregnancy within a counterfactual framework. It shows that when two groups of children, identical at age 10 on observed factors, experience different neighborhoods during adolescence, those in high-poverty neighborhoods are more likely to drop out of high school and have a teenage pregnancy than those in low-poverty neighborhoods. Causal inferences from such associations have been plagued by the possibility of selection bias. Using a new method for sensitivity analysis, these effects are shown to be robust to selection bias. Unobserved factors would have to be unreasonably strong to account for the associations between neighborhood and the outcomes.
INTRODUCTION
Over 35 years ago, Kenneth Clark described inner-city ghetto communities, isolated by poverty and racial segregation, as beset by a self-1 A previous version of this article was presented at the American Sociological Association Annual Meeting, August [16] [17] [18] [19] 2002 , Chicago. Some of the data used in this analysis are derived from sensitive data files of the PSID, obtained under special contractual arrangements designed to protect the anonymity of respondents. These data are not available from the author. Persons interested in obtaining PSID sensitive data files should contact psidhelp@isr.umich.edu. Christopher Winship, Christopher Jencks, Felix Elwert, Stephen Morgan, Robert Sampson, Stanley Lieberson, Dalton Conley, Katherine Newman, Nicholas Christakis, the AJS reviewers, and participants in the Harvard Proseminar on Inequality and Social Policy, the Harvard Applied Statistics Workshop, and the STICERD Work in Progress Seminar, London School of Economics, provided helpful comments on previous versions of this article. Cheri Minton provided excellent programming assistance. I am indebted to Christopher Winship and Felix Elwert for assistance in the development of the sensitivity analysis.
perpetuating "tangle of pathology," which affected their residents' physical, emotional, and mental health (Clark 1965) . Contemporary social theory holds that concentrated-poverty neighborhoods have serious and lasting consequences for their residents and that, all other things being equal, poor children who grow up in high-poverty neighborhoods will experience significantly worse outcomes than poor children in more affluent communities. Though they come to different conclusions about the creation of concentrated-poverty neighborhoods (see also Jargowsky 1997; Quillian 1999) , both Wilson (1987) and Massey and Denton (1993) agree that living in a neighborhood with concentrated poverty has serious consequences above and beyond those of growing up in a poor family because of the absence of role models, social isolation from job networks, weakened social institutions, and other factors. Neither, however, tests the neighborhood-effects hypothesis.
These theoretical advances ignited a sustained empirical search for evidence of neighborhood effects. The results thus far have been inconclusive. Social scientists have been unable to convincingly demonstrate the impact of neighborhood characteristics on individual outcomes using observational data (Jencks and Mayer 1990 ). Furstenberg and Hughes write, "Despite the intensity of interest in neighborhood influences, the conclusion that Jencks and Mayer reached several years ago remains: quantitative research has not demonstrated a convincing association between neighborhoods and children's development, much less established the causal pathways between characteristics of neighborhoods and child development" (Furstenberg and Hughes 1997, p. 31) . These difficulties are largely but not entirely the result of selection bias: unmeasured factors that affect both neighborhood of residence and individual outcomes that could potentially account for the association between neighborhood poverty level and outcomes.
This article provides a new approach to the study of neighborhood effects that (1) allows for the assessment of the sensitivity of results to selection bias and (2) explicitly defines neighborhood effects within a causal framework. Using the "counterfactual" model of causality, this article shows that neighborhood context has meaningful, statistically significant, and fairly robust effects on two critical adolescent outcomes: high school dropout and teenage pregnancy. I use propensity score matching estimators rather than traditional regression estimators with statistical controls. The framework allows for semiparametric and nonparametric estimators of causal effects by matching "treated" and "control" individuals on the probability of receiving the treatment: in this case, living in a high-poverty neighborhood. In addition, I use sensitivity analysis to assess the impact of selection bias from unobserved covariates on estimates of neighborhood effects. Intuitively, these methods can be thought of as estimating neighborhood effects by comparing individuals growing up in poor and nonpoor neighborhoods, who are otherwise identical on observable characteristics, and then testing the robustness of the results to the presence of unobserved covariates. This analysis capitalizes on the insight that a substantive understanding of the selection process helps one to address selection bias (Winship and Mare 1992) .
I focus on teenage pregnancy and high school dropping out, two critical outcomes for any young person's future adult life because of rising returns to schooling and the serious consequences of teenage pregnancy for a teen mother's children and for her own future outcomes (Freeman 1997; Ashenfelter and Rouse 2000; Maynard 1997) . Adolescence is the period in the life course in which neighborhood effects would become visible. It is the developmental stage in which a young person's social world begins to incorporate peers and the larger community (Darling and Steinberg 1997) . The theoretical mechanisms by which neighborhoods might influence adolescent outcomes have been extensively discussed and summarized elsewhere (e.g., Wilson 1987 Wilson , 1996 Jencks and Mayer 1990; Small and Newman 2001) . I focus here on the complexities of evaluating whether neighborhood context affects youth outcomes.
I begin by reviewing past research on neighborhood effects on youth outcomes from both experiments and observational studies, focusing on the problem of selection bias, and then consider recent research on the predictors of living in a high-poverty neighborhood-knowledge that will be important for constructing matched groups of treatment and control individuals. I then discuss the counterfactual causal framework and its application to neighborhood effects research, including the use of propensity score matching estimators and sensitivity analysis. Estimates of the effects of neighborhood poverty on high school dropping out and teenage pregnancy follow.
ESTIMATES OF NEIGHBORHOOD EFFECTS
Two types of studies have attempted to estimate the impact of neighborhoods on children's outcomes: experiments and observational studies. Experiments assign subjects to poor and nonpoor neighborhoods at random with respect to family and individual characteristics and therefore avoid the problems of selection bias that plague observational studies of neighborhood effects.
Mobility Experiments
Studies of two housing mobility programs, Gatreaux and Moving to Opportunity (MTO), provide the most convincing evidence to date of the existence of neighborhood effects. Gatreaux might be more accurately described as a "quasi-experiment" because random assignment to treatment and control was not explicitly built into the study design. Results suggest that those moving to middle-class suburbs subsequently have higher rates of labor force participation, earn higher wages and benefits, and are more likely to graduate high school, attend college, and attend a four-year college than those moving to city neighborhoods (Rosenbaum et al. 1993; Rosenbaum and Popkin 1991; J. Rosenbaum 1995; Rubinowitz and Rosenbaum 2000) . However, as Katz, Kling, and Liebman (2001) point out, because Gatreaux participants were contacted years after their initial moves and because only a small sample was studied, selective retention could have created an unrepresentative sample, potentially biasing results upward.
Encouraged by the success of the Gatreaux program and desiring a better test of its findings, the Department of Housing and Urban Development started the MTO demonstration project in 1994. Preliminary results from Baltimore, Boston, and Los Angeles suggest that in some cities treatment groups experienced higher labor force participation, better health care and child care, better mental and physical health, fewer behavior problems among children, less juvenile crime, higher test scores, and better schools, but they also were more likely to be held back in school and develop school discipline problems, and adults had fewer contacts with neighborhood friends (Ladd and Ludwig 1997; Hanratty, McLanahan, and Pettit 1998; Katz et al. 2001; Ludwig, Duncan, and Hirschfield 2001; Ludwig, Ladd, and Duncan 2001) .
Observational Studies
While social experiments are undoubtedly a valuable tool in measuring neighborhood effects, their high cost and the difficulty of implementation ensure they are rare. In addition, since experiments can, ethically, only move people from less desirable to more desirable neighborhoods, they are restricted to low-income samples. Experiments such as MTO and Gatreaux are also based on unrepresentative samples of those living in high-poverty neighborhoods. Only those who self-select into the program are randomized into treatment and control groups. Hence, studies using observational data are also needed for research on neighborhood effects.
The Panel Study of Income Dynamics (PSID) is the most commonly used longitudinal data set for investigating neighborhood effects. Table  1 shows unadjusted rates of high school dropping out and teenage pregnancy by race and neighborhood poverty among a sample of PSID respondents. For both race groups and both outcomes, high rates of neighborhood poverty appear to result in more negative outcomes. Base rates of high school dropping out and teenage pregnancy approximately double moving from low-to moderate-poverty neighborhoods and increase again by one-quarter to one-half moving from moderate-to high-poverty neighborhoods.
The crucial question is whether these differences by neighborhood can be causally attributed to neighborhood context or whether they are simply due to differences between individuals living in different neighborhoods. Because differences between individuals and families in high-poverty neighborhoods and those in low-poverty neighborhoods will bias estimates of neighborhood effects, it is necessary to control for such differences. This problem is variously referred to in different disciplines as selection bias, omitted variable bias, hidden bias, confounding, or unobserved heterogeneity.
Estimates of neighborhood effects on high school graduation, years of schooling, and teenage nonmarital childbearing from standard regression models are extremely sensitive to the individual and family characteristics for which one controls, with strong effects when no individual and family characteristics are controlled and smaller and often nonsignificant effects when an extensive set of individual and family attributes are controlled (Ginther, Haveman, and Wolfe 2000) . It is no surprise then that studies with different model specifications come to contradictory conclusions about the importance of neighborhoods for child development (e.g., compare Brooks-Gunn et al. [1993] with Evans, Oates, and Schwab [1992] ).
Clearly a more theoretically informed model of the relationship between family and individual characteristics and neighborhood effects is needed. In particular, controlling for attributes that may themselves be affected by neighborhood characteristics may bias estimates of neighborhood effects. For instance, theory suggests that neighborhood poverty and segregation negatively influence family income (Sampson and Morenoff 1997) , so controlling for family income measured during or after neighborhood context is measured likely downwardly biases estimates of neighborhood effects.
In addition to basic regression models with statistical controls for covariates, two other techniques have been used to remove selection bias from observational studies of neighborhood effects. Aaronson (1997 Aaronson ( , 1998 uses sibling fixed-effects models, finding that a 10% increase in proportion of young adults in the neighborhood who are high school dropouts increases the likelihood of dropout by 3.6%. As Aaronson points out, this method has two drawbacks. First, fixed effects estimators often have large standard errors. Second, and more important, the fixed effect estimator does not control for unobserved family characteristics that vary over time and therefore differ between siblings. Duncan, Connell, and Klebanov (1997) use instrumental variables (IVs) to estimate neighborhood effects on schooling (see also Evans et al. 1992) , with mother's neighborhood characteristics after the child leaves home serving as an instrument for child's neighborhood characteristics. This estimator relies on the assumption that mother's neighborhood is correlated with child's neighborhood but not with unobserved dimensions of mother's parenting that may be correlated with the child's neighborhood.
However, IV estimators have three drawbacks. First, like fixed-effect estimators, they tend to have large standard errors. Second, they are often based on assumptions that are either implausible or untestable. For example, Duncan et al. (1997) note that their analysis assumes that parents are very responsive to changing housing needs-parents will change neighborhoods after their children leave home if their neighborhood preferences have changed. Third, IV estimators only capture the effect of the treatment on the subset of the sample that is on the margin, those whose treatment assignment is changed by the instrument. This will bias estimates of neighborhood effects if this subset is different from the entire sample (Imbens and Angrist 1994) . However, if one is interested in policy effects, those on the margin are in fact often the group of substantive interest.
None of these methods (controls in regression models, sibling fixed effects, and IV) is entirely satisfactory for dealing with selection bias in neighborhood effects. This study uses another method, propensity score matching with sensitivity analysis, to address the selection bias problem. It capitalizes on knowledge of how subjects are assigned to treatment (in this case, how people come to live in a high-poverty neighborhood) and assesses sensitivity of results to selection bias. Propensity score matching offers advantages over more traditional regression techniques: matching estimators are nonparametric, generally more efficient, largely avoid problems of multicollinearity, and ensure that treatment and control cases are reasonable comparisons (these are discussed further below). However, none of these advantages directly deal with selection bias. Indeed, matching estimators make the same assumption as regression estimators, that treatment assignment is "strongly ignorable" net of the variables controlled for or matched. However, propensity score matching sets up a relatively simple method of assessing the sensitivity of results to the presence of an unobserved covariate, allowing the analyst to examine how results change given various assumptions about the magnitude of selection bias.
The next section reviews recent research on the determinants of living in a high-poverty neighborhood, which will inform the estimation of neighborhood effects below.
DETERMINANTS OF LIVING IN A HIGH-POVERTY NEIGHBORHOOD
There has been considerable research on residential mobility, neighborhood choice, and the determinants of living in a poor neighborhood. This knowledge will be critical in constructing matched groups of individuals in low-and high-poverty neighborhoods in the analysis below, so I briefly summarize the literature here.
First, life cycle plays an important role in mobility and housing decisions (Rossi 1980) . Mobility has been linked to marital status (Speare and Goldscheider 1987; South and Crowder 1998a) ; age of parents and age of children (South and Deane 1993; Crowder 1997b, 1998a) ; home ownership (South and Deane 1993; South and Crowder 1998a) ; and ed-ucation, income, and employment (South and Crowder 1997a , 1997b , 1998a .
Second, households choose to reside in neighborhoods, communities, and jurisdictions based on an assessment of the taxes and services of the area and their own needs (Tiebout 1956 ). Though the evidence on the Tiebout hypothesis is mixed (Dowding, John, and Biggs 1994; Rhode and Strumpf 2000) , mobility decisions do seem to reflect some key area factors such as school quality (Figlio and Lucas 2000) , crime rates and victimization (Cullen and Levitt 1996; Dugan 1999) , and changes in neighborhood composition (Lee, Oropesa, and Kanan 1994: Crowder 2000) .
Third, race limits residential choice among minorities, especially blacks. Audit studies document discrimination in all sectors of the real estate market (Yinger 1995) . Net of background factors, blacks are less likely than whites to move and less likely to improve their housing and neighborhood environments when they do move (South and Deane 1993; Cook and Bruin 1993; St. John, Edwards, and Wenk 1995) . Whites are especially likely to leave neighborhoods with growing minority populations and neighborhoods with multiple minorities (Denton and Massey 1991; Crowder 2000) , and housing values are considerably lower in black neighborhoods than in white neighborhoods (Harris 1999) . However, there is also some evidence that the role of race is declining (Tolnay, Crowder, and Adelman 2000; Farley and Frey 1994; Frey and Farley 1996) .
Finally, a small but growing body of literature has focused on the mobility behavior of poor persons and those living in high-poverty neighborhoods, highlighting the importance of race, education, and changes in marital status and labor market status. Blacks and Hispanics of all income levels are considerably more likely than whites to live in high-poverty neighborhoods (Jargowsky 1997) . Approximately one-fourth of persistently poor adults enter or leave a census tract with a poverty rate over 20% each year, and whites and families without children are more likely than blacks and families with children to leave poor neighborhoods (Gramlich, Laren, and Sealand 1992; South and Crowder 1997a) . Among both blacks and whites, those who are recently married, have more education, draw higher income, are renters, and do not receive public assistance are more likely to move from poor to nonpoor neighborhoods, while those who are recently divorced, are renters, have less education, receive lower income, and have recently become unemployed are more likely to move from nonpoor to poor neighborhoods (South and Crowder 1997a) .
Metropolitan-level factors also play an important role in determining whether individuals live in high-poverty neighborhoods. An urban area's mean income, income inequality, and degree of spatial segregation by race and by income are associated with the extent of neighborhood poverty (Jargowsky 1997) and therefore also with the probability that an area's residents will live in a high-poverty neighborhood.
2 Movement between poor and nonpoor neighborhoods by both blacks and whites is related to a metropolitan area's racial and economic segregation, vacant housing, and new housing Crowder 1997a, 1998b) .
METHODS
This study uses the counterfactual causal framework, employing propensity score matching and sensitivity analysis.
The Counterfactual Causal Framework I focus here on providing an intuitive rather than formal explanation of the counterfactual causal framework (Rubin 1974 (Rubin , 1977 (Rubin , 1991 Rosenbaum and Rubin 1983a , 1983b , 1985 Rosenbaum 1984a Rosenbaum , 1984b Rosenbaum , 1995 Holland 1986 ; formal reviews can be found in Winship and Morgan [1999] or Winship and Sobel [in press] ). This framework borrows both the logic and language of experiments. A causal effect is defined as the difference in outcome between the world in which the subject receives the treatment and the "counterfactual" world in which the same individual does not. In the case of effects of neighborhood poverty, the treatment is exposure to a high-poverty neighborhood. Clearly, a single subject cannot simultaneously experience and not experience the treatment, so it is necessary to use additional data to fill this information gap. This problem is referred to as the "fundamental problem of causal inference" (Holland 1986 ).
The solution used here is to match each treated subject with one or more control subjects such that the treated subjects are, on average, identical to the control subjects on observable characteristics prior to treatment.
3 Control subjects serve as the counterfactual. For example, in a randomized experiment, randomly assigning individuals to treatment and control groups greatly increases the probability that the two groups will be well matched in any particular sample and ensures that the difference between treatment and control groups will be an unbiased estimator of the population average treatment effect. Treatment and control groups are well matched when subject characteristics that affect the outcome are "balanced" in the treatment and control groups. These characteristics are often referred to as "covariates" or "controls."
4 For example, in the literature on neighborhood effects, family income is one covariate that might bias estimates of neighborhood effects since it affects the probability of living in a high-poverty neighborhood and is thought to affect most outcomes experienced by young people. An important difference between a true randomized experiment and an observational study in which matched treatment and control groups are constructed is that with randomization we can expect balance on both observed and unobserved characteristics. When we construct matched groups, we can only expect balance on observed and matched covariates.
Under all but trivial conditions, estimates of effects in this framework are the "effect of treatment on the treated" rather than the effect of treatment for the entire population.
5 In other words, in estimating the effect of growing up in a high-poverty neighborhood, we are estimating the effect on those individuals in the data who actually grew up in a highpoverty neighborhood, not the hypothetical effect of a high-poverty neighborhood on anyone who could conceivably live in one. In addition, the estimates from the counterfactual model are estimates of the average treatment effect, rather than the effect on each individual. As with regression analysis, one should not assume that all individuals experiencing the treatment are affected equally.
Employing the counterfactual causal framework requires careful consideration of the definition of the treatment and the appropriate covariates on which to match. Figure 1 illustrates the identification strategy of matching within the counterfactual framework.
6 I define the treatment as neighborhood poverty during adolescence (between the ages of 11 and 20) and match on covariates measured at age 10 or before. One should only match on covariates measured before the treatment is experienced. The exception is a covariate that the treatment could not conceivably affect, such as a covariate that remains constant over time, like birth year, race, or gender. If the treatment and control groups are truly identical prior to treatment, then any differences between the two groups after treatment must be an effect of the treatment. In other words, if the treatment and control groups differ on a covariate during the treatment period, then, under the assumption of no unobserved covariates, that (statistically significant) dif- ference must be a result of the treatment since the only difference between the treatment and control groups prior to treatment is the treatment assignment itself. In the sensitivity analysis described below, I relax the assumption that there are no unobserved covariates.
Matching on a covariate that is also affected by the treatment biases the treatment effect estimate (Rosenbaum 1984a ). In the estimation of neighborhood effects, controlling for covariates such as family income during the treatment period will bias downward the neighborhood effect if neighborhood conditions affect family income and family income affects the outcome. 7 In other words, controlling for (or matching on) family income during the treatment period removes the portion of the effect of neighborhood poverty on the outcome that operates through family income. 8 Note that the counterfactual definition of the causal effect of neighborhood poverty during adolescence leads to the policy-relevant estimate and the estimate that is most comparable to estimates of effects from MTO and Gatreaux. Policies to move adolescents from high-poverty to low-poverty neighborhoods would certainly include moving an adolescent's entire family, and therefore any neighborhood effects that operate through the family should be considered in assessing the benefits of such policies.
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One potential disadvantage of the counterfactual framework is that it is not always possible to find suitable matches for all treatment cases. When this occurs, one can only estimate the treatment effect for the subset of the treated cases that are matched. There is a very real trade-off between estimating the effect for the entire treatment group but having little knowledge about the robustness of the results and estimating the effect for only some of the treatment group but understanding the robustness of the results.
Propensity Score Matching
In an ideal situation, one would match control cases to treatment cases by matching exactly on all observed covariates, such that each treatmentcontrol pair has the same values on all observed covariates. This is known 7 One should, however, match on family income prior to treatment. The direction of the bias associated with controlling for an intervening mechanism depends on the relationships between the mechanism and the treatment and the outcome. 8 If one were only interested in the portion of the effect that operates through mechanisms other than family income, then matching on family income during adolescence might be appropriate. However, it is not clear how such an estimate should be interpreted theoretically. 9 To my knowledge, South and Crowder (1999) is the only other neighborhood effects article using observational data that measures controls prior to treatment.
as exact matching. In practice, the limited size of social science data sets and the need to match on many continuous covariates makes it impossible to find control group cases to match exactly to every treatment case. An alternative is to create a summary measure of the probability of receiving treatment. This is known as the estimated propensity score. Below, I use a combination of these two methods, matching exactly on gender and race and then matching on estimated propensity scores within genderrace groups. Previous empirical work in sociology using propensity score matching can be found in Smith (1997) and Morgan (2001) .
The true propensity score is defined as the (unknown) probability that a particular subject will receive the treatment. Rosenbaum and Rubin (1983b) show that matching treated and control subjects on their true propensity scores will, in expectation, result in balance on all covariates, both observed and unobserved. If this is the case, the difference between treatment and control groups after treatment will be an unbiased estimator of the average treatment effect. In practice, true propensity scores are not known and so must be estimated based on observed covariates, often with a logit or probit model. I return to the issue of unobserved covariates below in the section on sensitivity analysis.
The general method is relatively simple. First, a logit model is estimated with all covariates predicting whether an individual receives the treatment. My selection of covariates is based on the literature reviewed above.
Second, the predicted probabilities of receiving the treatment from the logit model are calculated. These predicted probabilities are the propensity scores.
Third, treated subjects are matched to controls based on their propensity scores. Many algorithms for matching exist, but I use a variant of the computationally simple algorithm called "nearest available pair matching," which balances covariates well under most conditions (P. Rosenbaum 1995) . I allow control cases to serve as a match for multiple treatment cases and constrain matches to have differences in treatment probabilities of less than two percentage points.
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Fourth, observed covariates are checked for balance. Because matching on the propensity score only creates covariate balance in expectation (i.e., over repeated samples), it is important to verify balance for the one sample used in any particular analysis. In addition, when the true functional form of the propensity score model is not clear, as is almost always the case, verifying balance ensures that the propensity score model is not grossly misspecified. If the covariate balance is not verified, the problem of functional form is simply shifted from the standard model of the outcome to the propensity score model. One commonly used measure of covariate balance is the standardized bias (e.g., Rosenbaum and Rubin 1985; Rubin 1991; D'Agostino and Rubin 2000) , which is a standardized version of the difference in means of a single covariate, X, for the treatment and control groups:
where is the variance, and the subscripts T and C denote treatment 2 S and control groups. The standard bias basically measures the difference in means between the treatment and control group in terms of the number of standard deviations it is away from zero.
11 The standard deviation in the denominator is similar to an average of the standard deviation of the covariate in the treatment group and control group. Note that when the variances are small, as is often the case when observations are selected to be similar to one another, even a small difference in the covariate means can create a sizable standardized bias.
Fifth, treated and control groups are compared on the outcomes. In the analysis below, I use a version of the statistic for a table (treat-2 x 2 # 2 ment by dropout or treatment by pregnancy) that corrects for clustering in the data.
12 I also check statistically significant effects with logistic regression models on the matched sample predicting the outcome with the treatment variable and controlling matched covariates. This ensures that imperfect matching of covariates is not driving the estimated effects.
When all of the assumptions of regression analysis are met, particularly correct functional form and well-supported data, propensity score matching alone offers little advantage over traditional regression methods. 13 However, when one cannot be sure that these assumptions are met, propensity score matching has several advantages over traditional regression methods.
First, because it makes no assumptions about the functional form of the relationship between covariates and the outcome, a matching estimator is nonparametric. While decisions must be made about the functional form of the model predicting treatment, one can also verify that the covariates are actually balanced by the matching procedure. When 11 Note that the standardized bias is not a formal statistical test for covariate balance but rather simply a measure of covariate balance. 12 I use Stata's svytab command. 13 One could imagine a model specification in which all variables were entered into the model as a series of dummy variables and all variables were fully interacted with all others, effectively making the estimation nonparametric and making functional form irrelevant. With the exception of the ease of employing the sensitivity analysis discussed below, matching would provide few if any advantages over such a model. covariate balance is not achieved, the propensity score model can be respecified and balance reevaluated.
Second, matching ensures that comparisons between treatment and control groups are reasonable (Winship and Sobel, in press ). The matching procedure itself provides important information about the comparability of treated and untreated cases by examining how well treated cases can be matched. The noncomparability of cases is often masked in estimates from regression models. In investigating neighborhood effects, it makes little sense to compare a young black person in a poor family in the inner city to a white young person in an upper-middle-class family in the suburbs, because the probability of either individual growing up in the other's neighborhood is extremely close to zero. This is the same as saying that the "supports in the data do not overlap"; there are certain combinations of independent variables for which there are no observations, which can bias estimates of causal effects (Heckman et al. 1998) .
Third, matching estimators are generally more efficient (smaller standard errors) because fewer parameters are estimated (Winship and Sobel, in press ). However, the efficiency gain is sometimes lessened by the need to drop cases that cannot be matched.
Fourth, one can estimate the propensity score without worrying about collinearity among the covariates because only the predicted values from the propensity score model are needed, not the coefficients. This avoids the problem of having too many controls in a regression model (Lieberson 1985) .
One potential disadvantage of the propensity score approach is that it requires that treatment variables be binary. A propensity score is by definition a probability of being in either one state or another. The loss of information caused by this requirement will weaken statistical power, but it cannot be avoided here.
14 Dichotomization also obscures nonlinear effects, which have been found previously in some studies of neighborhood effects (Crane 1991; South and Crowder 1999) . In the analysis below, I group individuals into categories based on the mean poverty rate of the census tracts in which they lived during adolescence and make comparisons across categories. Propensity score estimation and matching are done separately for each of these comparisons, for each outcome, and for each racial group.
Propensity score matching by itself does not solve the problem of se-lection bias. Any unobserved covariate that is not highly correlated with the observed covariates could differ between treatment and control groups, biasing the estimates of the treatment effect. This amounts to omitted variable bias in the model of the propensity score. Sensitivity analysis can be used to test the robustness of results to selection bias due to an omitted covariate. One of the main advantages of propensity score matching and the counterfactual causal framework is the ease with which such a sensitivity analysis can be employed.
Sensitivity Analysis
The goal of the sensitivity analysis here is to assess how an unobserved covariate that affects both neighborhood choice and the outcome (either high school dropout or teenage pregnancy) would alter our conclusions about the neighborhood effect. Such hypothetical and unobserved covariates might include "parent's commitment to children," "future orientation," "wealth," or any similar factor that affects both the family's decision of where to live and the probability of the child dropping out of high school or having a teenage pregnancy. For example, if adolescents living in high-poverty neighborhoods had parents who were less committed to their role as parents than otherwise similar adolescents in lowpoverty neighborhoods and parental commitment affected high school dropout, then failing to account for differences in parental commitment would bias our estimates of effect of living in a high-poverty neighborhood. Sensitivity analysis asks, How do our inferences change given various hypothetical unobserved covariates?
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One approach might assess how the point estimate of the effect changed with the inclusion of hypothetical unobserved covariates of varying strengths. However, this approach would ignore sampling error. A second approach might examine how the statistical significance of a point estimate changed and therefore incorporates sampling error (P. Rosenbaum 1995) . A third approach, that taken here, does both. It examines how the point estimate and its confidence interval change under the presence of an 15 Note that for an unobserved variable to be a potential source of selection bias, it must affect whether an individual receives the treatment and must affect the outcome. In particular, an unobserved variable that distinguishes between different subgroups in the treatment group, but does not have a residual effect on the outcome net of the variables already controlled, is not a threat to the robustness of the results. Such a variable is better understood in terms of "treatment effect heterogeneity," or differences in the treatment effect between subgroups receiving treatment. The analyses in this article attempt to estimate the average total treatment effect among the treated and are not concerned with treatment effect heterogeneity, though treatment effect heterogeneity is an important theoretical issue in neighborhood effects. unobserved covariate. The sensitivity analysis presented here is based on Rosenbaum and Rubin (1983a) . 16 Propensity score matching on data with a binary treatment and a binary outcome leads to a table with the treatment (X) on one axis and 2 # 2 the outcome (Y) on the other. A measure of the effect of treatment on the outcome with desirable properties is the odds ratio, or the odds of the outcome under the treatment condition divided by the odds of (X p 1) the outcome under the control condition ( ; see Fienberg 1980) . Fol-X p 0 lowing P. Rosenbaum (1995) and Gastwirth, Krieger, and Rosenbaum (1998) , I define an unobserved binary covariate, U, that affects both treatment assignment and outcome, denoting the effect of U on treatment assignment as G and the effect of U on the outcome as D, both expressed as odds ratios. The sensitivity analysis will involve calculating new estimates of the treatment effect for a series of combinations of specific values of these two sensitivity parameters. Figure 2 shows the observed , we could estimate the effect of X on Y controlling for U, the "pure" treatment effect net of the unobserved covariate.
17 Hence, the goal here is to determine these cell counts.
The latent table is uniquely defined by eight parameters: the 2 # 2 # 2 grand mean, one-way marginals for each of the three variables, the three two-way associations between the variables (XY,UX, UY), and the threeway interaction between the three variables (UXY). By specifying these eight parameters, we can produce the latent table. Four of these parameters are provided by the observed table: the grand mean, the one-way marginals for X and Y, and the two-way association between X and Y. Two more are provided by G and D, which are the associations between U and X and between U and Y, respectively. We must therefore make assumptions about the one-way marginal for U and about the interaction term. Here I assume that both are zero.
When the one-way marginal for U is zero, cases are approximately evenly distributed between the top and bottom subtables in the latent table. This is a trivial assumption because changing this assumption would 16 Frank (2000) develops a similar sensitivity analysis for selection bias for analyses using ordinary least squares regression. 17 We can, e.g., create a data matrix with eight observations, one for each combination of X, Y, and U, with a frequency weight equal to the corresponding cell count, and then estimate a logit model:
The desired treatment effect simply shift cases between these subtables without implication for the relationship between X and Y. Assuming that there is no interaction implies that we have assumed that the relationship between X and Y does not vary for different values of U, that the relationship between U and X does not vary by Y, and that the relationship between U and Y does not vary by X. In terms of substantive intuition, the most important part of this assumption is that the effect of the treatment does not depend on the value of the unobserved covariate. In other words, the effect of treatment on the outcome is the same in the top and bottom subtables of the latent table in figure 2. This assumption is routinely made when controlling for a variable in a regression model, but when the variable is observed, it can be relaxed in a regression model by adding an interaction term (e.g., ). Finally, this assumption also means that G (the rela-U # X tionship between U and X) is the same for both values of Y and that D (the relationship between U and Y) is the same for both values of X.
Together these two assumptions correspond to five equations specifying the relationships between the cell counts and sensitivity parameters:
These equations, along with four equations relating the cell counts in the observed table (e.g., ) to the actual observed counts, provide more A ϩ E than enough equations to solve for the eight cell counts in the latent table.
Using mathematical software such as Mathematica, we can easily solve the system of equations for the eight cell counts given specific values of the sensitivity parameters.
19 By systematically varying the sensitivity parameters and resolving the system of equations to produce various latent tables and then reestimating the treatment effect for each latent table, we can examine how the results change under varying assumptions about the unobserved covariate.
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18 Readers more familiar with thinking of the odds ratio as a cross-product ratio may find equations that do not contain logarithms to be more intuitive: 19 In fact, we have one more equation than we need, so one of the first four equations can be dropped. 20 I calculate the treatment effect and its confidence interval from the latent table using a logit model as described in n. 17, above. However, because I have no information about which cases in the cells of the observed table end up in the corresponding cells in the latent table, I cannot easily correct for clustering in the data (as is necessary because the PSID data is clustered by family). Some assumption about how cases are split must be made. If we assume no relationship between the unobserved covariate and the clustering (i.e., that cases from each cell of the observed table are assigned at random to the two corresponding cells in the latent table), then controlling for the unobserved covariate should not reduce the standard errors. Another assumption would be a strong relationship between the unobserved covariate and the clustering, which would suggest that cases from a cell in the observed table that are in the same cluster would appear in the same cell in the latent table. Under this assumption, controlling for the unobserved covariate would reduce the SEs from those in the observed table. I use the first assumption because it is the most conservative assumption, in that it suggests the larger SEs and thus the wider confidence interval. To calculate SEs for the latent table that take into account clustering, I multiply the regular SEs by an inflation factor. This inflation factor is the ratio of the clustered SEs in the observed table to the SEs in the observed table when clustering is ignored. A simple simulation exercise showed this to be a reasonable procedure. (I use Stata's clustered SEs option on the logit command.)
DATA
The PSID is a nationally representative longitudinal annual survey begun in 1968 with 4,800 families including about 18,000 individuals. New families formed by survey respondents were also followed, resulting in 6,434 families and over 60,000 individuals by 1999. The PSID contains extensive data on economic and demographic variables.
The PSID is especially well suited to the investigation of neighborhood effects. First, the PSID Geocode Match Files allow the user to attach geographic census data, such as poverty rates for census tracts and zip codes, from the 1970, 1980, and 1990 U.S. Censuses of Population and Housing to family records to measure neighborhood contextual variables. Second, the PSID contains an oversample of low-income families, ensuring a sizable group of respondents living in high-poverty neighborhoods. Third, selective attrition in the PSID panel is low (Duncan, Juster, and Morgan 1984) , which is especially relevant here because of the importance of longitudinal data to applying the counterfactual model to neighborhood effects.
I use PSID data from 1968 through 1997, when Geocode data are available. I select respondents born between 1958 and 1977 for whom I could determine values on one or both outcome variables and who could be matched to a valid census tract for at least one year between the ages of 11 and 20. These respondents are age 10 between 1968 and 1987 and age 20 between 1977 and 1997 . Variables are listed in table 2. 21 All analyses take into account clustering of respondents by family in the PSID data.
The two outcome variables are high school dropout and teenage pregnancy. High school dropout is coded "1" if the respondent does not graduate from high school by age 20, regardless of whether he or she is still enrolled at that point and regardless of whether he or she received a general equivalency diploma (GED), and "0" otherwise. For females, teenage pregnancy is coded "1" if the respondent has a nonmarital live birth before age 20 and "0" otherwise.
22
21 Though residential mobility is associated with both neighborhood poverty and with adolescent outcomes (Hagan, MacMillan, and Wheaton 1996; Pribesh and Downey 1999) , the results presented in this article do not account for residential mobility during adolescence by matching. Mobility during adolescence occurs during the treatment period and therefore, in the counterfactual framework, is not a potential confounder. However, even when the number of neighborhood moves a family experiences after childhood is matched, results are substantively similar to those presented here and continue to be robust to selection bias (results not shown). 22 Technically, my measure of teenage pregnancy is not a measure of pregnancy but of live birth. If rates of miscarriage or abortion among pregnant teenagers vary by neighborhood poverty rate, this may bias estimates of the effects of neighborhood poverty on teenage pregnancy. The bias will be upward if abortion and miscarriage are more common in low-poverty neighborhoods and downward if they are more I measure the main independent variable, neighborhood poverty rate during adolescence, between the ages 11 and 20. Neighborhood poverty common in high-poverty neighborhoods. I am not particularly concerned about this form of bias because the primary reasons we believe teenage pregnancy is a negative outcome are the negative effects of being born to a teenage mother and of being a teenage mother, both of which require a live birth. rate is the mean poverty rate of the census tract over the years when the subject is between age 11 and age 20 and in which data are not missing. For the teenage pregnancy analyses, I do not include in this measure the years after the birth of a child because doing so would conflate movement to a higher-poverty neighborhood after a birth with the neighborhood effect I am attempting to measure. Because the mechanisms through which neighborhood context is theorized to affect adolescent outcomes relate to long-term developmental processes (e.g., socialization, peer relations, and interactions with neighborhood adults and external social institutions [Jencks and Mayer 1990] ), a long-term measure of context better captures these processes than does measuring neighborhood context in a single year. 23 In addition, averaging over multiple years has the advantage of reducing measurement error, better capturing the true neighborhood conditions of an individual during adolescence.
I use neighborhood poverty rate as the measure of neighborhood disadvantage because of the role of structural disadvantages in theoretical accounts of the importance of neighborhoods (e.g., Wilson 1987 Wilson , 1996 . However, neighborhood disadvantage can also be thought of as a bundle of correlated variables. The methods used here cannot distinguish between neighborhood poverty and other highly correlated neighborhood characteristics-single-parent families, percentage of youth, or joblessnessas the causal factor in higher rates of teenage pregnancy or high school dropout in disadvantaged neighborhoods.
I measure matching covariates when the respondent is age 10 or under. For family and SMSA variables, I measure covariates when the respondent is age 10 or under or before he or she is born. 24 Gender and race covariates are always matched exactly, while other covariates are matched using propensity scores. Note that neighborhood poverty before age 11 is not among the matching variables, meaning that effects attributed to neighborhood during adolescence could potentially be due to neighborhood conditions before adolescence. However, though there has been little 23 One potential disadvantage of averaging over time is that "treatments" with different theoretical meanings may be lumped together. For example, an adolescent who lived for five years in a low-poverty neighborhood and five years in a high-poverty neighborhood would be considered the same as one who lived for 10 years in a moderatepoverty neighborhood. A second potential disadvantage occurs because certain time periods in adolescence, such as the transition from middle school to high school, may be more important than others for the outcomes studied. Both of these problems lead to measurement error, which will bias results downward. However, downwardly biased effect estimates do not threaten the primary substantive goal of this article, that is, to show that neighborhood effects are robust to selection bias. If estimates that are biased downward are robust to selection bias, then unbiased estimates will be as well. 24 For respondents born into PSID families, family information is available in survey years prior to birth. research on the timing of neighborhood effects, theory suggests that context during adolescence will have a far stronger impact on teenage pregnancy and high school dropout than context during childhood. Jencks and Mayer (1990) describe three mechanisms by which neighborhood context may influence adolescent outcomes: peer relations, socialization by neighborhood adults, and interaction with nonneighborhood adults through social institutions. Adolescence is the developmental period in which social interaction shifts away from the family and toward peers, other adults, and institutions. It is also the period in which attitudes and values regarding education and fertility are formed and decisions are made.
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With the exception of race and gender, missing values on covariates are imputed using best subset regression, and I also match on the proportion of individual or family variables imputed and the proportion of tract or SMSA variables imputed. Finally, I match on the 1978 PSID individual weight to ensure that particularly unusual individuals are not concentrated in either the treatment or control groups. 26 The only single survey year in which all cases selected for this analysis were alive and lived in PSID families is 1978.
Following most previous research on neighborhood effects, I use census tracts to approximate neighborhoods. 27 The typical census tract is geographically contiguous and contains between 4,000 and 8,000 people. Tract boundaries are selected by resident committees to reflect local opinions about neighborhood borders. While it is widely recognized that char- 25 Matching on neighborhood poverty before adolescence would ensure that neighborhood effects are only those of neighborhood poverty during adolescence. However, doing so would also restrict the variation in neighborhood poverty level during adolescence to movement of families during adolescence and changing neighborhood conditions among those that do not move, confounding neighborhood contextual effects with the effects of residential mobility per se. (I thank an anonymous reviewer for pointing this out.) In fact, results are not very sensitive to the decision of whether to match on neighborhood poverty level before adolescence, with effects for whites being the same and effects for blacks being slightly smaller when this variable is matched (results not shown). 26 For those with missing weights, I first impute their weight by assigning them their weight in the nearest year in which their weight is not missing. Weights in nearby years are correlated .97-.99 in the PSID. For those with missing weights after this procedure, I impute using nearest available subset regression. 27 Because many parts of the country were not divided into census tracts in 1970, PSID subjects who were adolescents earlier in the PSID panel are more likely to have missing data on neighborhood characteristics and therefore to have been dropped from the analysis. In particular, many smaller metropolitan areas were not "tracted." As such, results should only be considered representative of young people in larger metropolitan areas.
acteristics of census tracts are not the ideal measures of neighborhood context, they are the best available. Table 1 shows unadjusted dropout and teen pregnancy rates by race and neighborhood poverty rate among PSID respondents born during 1958-77. Since there are few respondents who are neither black nor white, I group all nonblacks together. 29 The base rates of dropout and teenage pregnancy increase monotonically but not linearly as the neighborhood poverty rate increases. The accepted wisdom on neighborhood effects suggests that high-poverty neighborhoods are especially destructive, implying that rates of dropout and pregnancy will show the largest differences between high-poverty and extreme-poverty neighborhoods. In contrast, the unadjusted association between neighborhood poverty and outcomes is stronger when comparing low-poverty to moderate-poverty neighborhoods than when comparing moderate-poverty and high-or extreme-poverty neighborhoods. This is the case across races and for both outcomes considered here.
Blacks in this sample have higher dropout and teen pregnancy rates than nonblacks, as they do nationally. In addition, while nonblacks are concentrated in neighborhoods with the lowest poverty rates, higher-28 As Tienda (1991) notes, using census-defined boundaries defines neighborhoods spatially but not socially. This is dangerous because social interaction that occurs in neighborhoods presumably contributes to neighborhood effects. In addition, census tracts probably do not represent the right concept of neighborhood for individuals of all ages and for all outcomes. The reader should recognize that using census tracts to approximate neighborhoods measures true neighborhood characteristics with error, which will bias estimates of neighborhood effects toward zero. An alternative view is that the term "neighborhood" is solely a spatial designation and is not intended to refer to social interaction. If one accepts this use of the term, then using physical boundaries will lead to measurement error only if inappropriate spatial boundaries are used since the congruence of spatial and social boundaries is irrelevant by definition. 29 Unfortunately, PSID data do not allow the identification of Latino ethnicity prior to 1985. Latinos may be either black or nonblack. poverty neighborhoods are the norm for blacks. For nonblacks, I use less than 10% poverty as the control group and define the treatments as living in 10%-20% poor neighborhoods (moderate) and living in 20% or higher poor neighborhoods (high). For blacks, I use greater than 20% poor as the control group because high-poverty neighborhoods are the most common context experienced by blacks in this sample. I define treatment as living in a less than 10% poor neighborhood (low) or as living in a 10%-20% poor neighborhood (moderate).
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RESULTS
High School Dropout Table 3 shows the comparison between matched groups of nonblacks in low-poverty (less than 10%) and moderate-poverty neighborhoods (10%-20% poor). While the base unmatched (and unadjusted) dropout rates differ significantly between the two groups, the treatment effects odds ratio is only 1.36, an effect that is not statistically significant. The matching algorithm found matches for 663 (99.4%) of the 667 treatment cases, and the groups are well matched, showing good covariate balance. The bottom panel of the table shows the "sensitivity matrix," that is, the estimated treatment effect and its confidence interval given various values of sensitivity parameters G and D. Note that when either or , the G p 1 D p 1 treatment effect is not reduced by the unobserved covariate because the unobserved covariate either has no effect on treatment assignment or no effect on the outcome. As G and D increase, the estimated treatment effect decreases. However, for all values of G and D, the confidence interval includes one, meaning the effect is not statistically significant. 31 Table 4 shows the comparison between matched groups of nonblacks in low-poverty and high-poverty neighborhoods (greater than 20% poor). The matching algorithm found matches for 276 (83.6%) of the 330 treatment cases, and the groups are well matched. In this comparison, the matched treatment and control groups differ by 12.3 percentage points. 30 For practical reasons associated with the matching software, it is desirable to have more control cases than treatment cases. 31 Throughout the presentation of results, I assess sensitivity to an unobserved covariate that, if controlled for, would reduce the estimated effect because the usual concern is that selection bias leads to estimated neighborhood effects that are too large rather than too small. Thus, I am considering unobserved covariates that are either positively related to both treatment assignment and outcome (e.g., single-parent family) or negatively related to both treatment assignment and outcome (e.g., family income). However, using these methods, one could easily consider an unobserved covariate that, when controlled for, would increase the neighborhood effect by considering values of either G or D that are between zero and one. Note.-G p effect of hypothetical unobserved covariate on treatment (odds ratio). D p effect of hypothetical unobserved covariate on outcome (odds ratio).
* The standard bias of the propensity score is .0005.
These estimates suggest that a high-poverty neighborhood almost doubles the odds of high school dropout among nonblacks. This effect is statistically significant. I checked these results with a logit model controlling for the matching variables in the matched sample, and the estimates are of a similar magnitude (estimates not shown). The bottom panel of the table shows that this effect is fairly robust to selection bias. For example, if there were an unobserved covariate that doubled the odds of growing up in a high-poverty neighborhood and doubled the odds of high school dropout, the treatment would still multiply the odds of dropout by 1.69, an effect that would still be statistically significant at the 0.05 level. Note Note.-G p effect of hypothetical unobserved covariate on treatment (odds ratio). D p effect of hypothetical unobserved covariate on outcome (odds ratio).
* The standard bias of the propensity score is .0013.
that such an unobserved covariate would need to have such relationships with the treatment and outcome net of the observed covariates in table 2 since the treatment and control groups are already balanced on these observed covariates. Another way to read the sensitivity matrix is to look for the smallest values of G and D for which the effect of neighborhood poverty is not statistically significant (i.e., for which the value "1" is included in the confidence interval). These values correspond to the "weakest" unobserved covariate that would lead us to conclude that the neighborhood effect is not statistically different from no effect. For this table, this occurs when and (or vice versa since the matrix is symmetric about G p 2.0 D p 2.5 the diagonal). In the discussion section below, I return to the issue of how to substantively interpret the sensitivity parameters.
Tables 5 and 6 examine the effect of neighborhood poverty among blacks. Recall that because high-poverty neighborhoods are the most common condition for blacks (see table 1), this category is the control group and moderate-poverty and low-poverty are considered treatments. However, to ease comparison with results for nonblacks, treatment effects for blacks are displayed as the inverse of the effect of treatment. Table 5 compares blacks in high-poverty neighborhoods to those in low-poverty neighborhoods. The matching algorithm found matches for 195 (94.7%) of the 206 observations in the low-poverty neighborhoods, and the matched samples show good covariate balance. In the matched sample, living in a low-poverty neighborhood reduces the rate of high school dropout by about 12 percentage points, almost halving the dropout rate. According to this analysis, growing up in a high-poverty neighborhood slightly more than doubles the odds of high school dropout, an effect slightly larger than that for nonblacks, though the difference is not statistically significant. I checked the treatment effect results with a logit model controlling for the matching variables in the matched sample, and the estimates are comparable (estimates not shown). Again, the effect is robust to selection bias. Even in the presence of an unobserved covariate that doubles the odds of living in a high-poverty neighborhood and doubles the odds of dropout, the high-poverty neighborhood multiplies the odds of dropout by 1.91. An unobserved covariate would have to double the odds of living in a high-poverty neighborhood and multiply by 2.5 the odds of dropout (or vice versa) to render the effect statistically insignificant. Table 6 compares matched samples of blacks in high-poverty neighborhoods with those in moderate-poverty neighborhoods. The sample is well-matched, but with an odds ratio of only 1.18, the effect is small, statistically insignificant, and not surprisingly, not robust to selection bias. Table 7 compares teenage pregnancy rates among the matched sample of nonblack youth in low-poverty and moderate-poverty neighborhoods. The algorithm found matches for 432 (99.5%) of the 434 treatment cases, and the matched sample contains good covariate balance. The estimates show that a moderate-poverty neighborhood increases the pregnancy rate by 6.7 percentage points, more than doubling the odds of teenage pregnancy. I checked these results with a logit model controlling for the matching variables in the matched sample, and again the estimates are comparable Note.-G p effect of hypothetical unobserved covariate on treatment (odds ratio). D p effect of hypothetical unobserved covariate on outcome (odds ratio).
Teenage Pregnancy
* The standard bias of the propensity score is .0019.
(estimates not shown). The statistical significance of the effect is fairly robust to selection bias. An unobserved covariate that multiplied the odds of treatment by 2.2 and the odds of teenage pregnancy by 2.2 would lower the treatment effect such that its confidence interval would include one. Table 8 shows the comparison between pregnancy rates in the matched sample of nonblack adolescents in low-poverty and high-poverty neighborhoods. The algorithm found matches for 166 (82.2%) of the 202 treatment cases, and the matched sample contains good covariate balance. The estimates show that a high-poverty neighborhood increases the teenage pregnancy rate by 11.5 percentage points, almost tripling the odds of Note.-G p effect of hypothetical unobserved covariate on treatment (odds ratio). D p effect of hypothetical unobserved covariate on outcome (odds ratio).
* The standard bias of the propensity score is .0002.
teenage pregnancy. I checked these results with a logit model controlling for the matching variables in the matched sample, and again the estimates are comparable (estimates not shown). This effect is also robust to selection bias. Even if an unobserved covariate almost doubled the odds of growing up in a high-poverty neighborhood and more than doubled the odds of teenage pregnancy, growing up in a high-poverty neighborhood would still multiply the odds of teenage pregnancy by 2.63, an effect which would still be statistically significant. Table 9 shows the comparison between pregnancy rates in the matched sample of black adolescents in high-poverty and low-poverty neighbor- Note.-G p effect of hypothetical unobserved covariate on treatment (odds ratio). D p effect of hypothetical unobserved covariate on outcome (odds ratio).
hoods. The algorithm found matches for 121 (89.6%) of the 135 treatment cases, and the matched sample contains good covariate balance. The estimates show that a high-poverty neighborhood increases the teenage pregnancy rate by almost 16 percentage points, multiplying the odds of teenage pregnancy by 2.59. I checked these results with a logit model controlling for the matching variables in the matched sample, and again the estimates are comparable (estimates not shown). The effect is robust to selection bias. Even with an unobserved covariate that doubled both the odds of growing up in a high-poverty neighborhood and the odds of Note.-G p effect of hypothetical unobserved covariate on treatment (odds ratio). D p effect of hypothetical unobserved covariate on outcome (odds ratio).
* The standard bias of the propensity score is .0010.
teenage pregnancy, the effect would still be 2.30. A covariate that multiplied both the odds of treatment by 2.5 and the odds of teenage pregnancy by 3.0 would be required to drive the statistical significance of the effect to nonsignificance. Table 10 compares pregnancy rates in the matched sample of black adolescents in high-poverty and moderate-poverty neighborhoods. While the algorithm found matches for 385 (99.7%) of 386 treatment cases and covariates are well-balanced, the estimated effect is essentially zero. This is not surprising given the small effect in the unmatched sample, a dif- Note.-G p effect of hypothetical unobserved covariate on treatment (odds ratio). D p effect of hypothetical unobserved covariate on outcome (odds ratio).
* The standard bias of the propensity score is .0008.
ference between unmatched treatment and control groups of less than 4 percentage points.
Discussion
Two remaining issues in the interpretation of the results warrant further discussion. First is the issue of the unmatched treatment cases. In the analyses in which robust effects are found, between 82% and 99% of the treatment cases are actually matched. As noted above, there is a tradeoff between estimating the effect for the entire treatment group but having Note.-G p effect of hypothetical unobserved covariate on treatment (odds ratio). D p effect of hypothetical unobserved covariate on outcome (odds ratio).
* The standard bias of the propensity score is. 0002.
little knowledge about the robustness of the results and estimating the effect for only some of the treatment group but understanding the robustness of the results. However, it is still valuable to consider the unmatched treatment cases. What are the consequences of not finding control cases for a nontrivial portion of the treatment cases?
The matching estimator can only estimate the average treatment effect on the treated for the group of cases for which matches are found. The relationship between the estimate from the matched group presented here and the hypothetical estimate one would get if it were possible to match all treatment cases depends on the difference between the matched and unmatched treatment cases. The treatment cases that are not matched are those with high estimated probabilities of living in high-poverty neighborhoods. Those individuals are more likely to grow up in female-headed households, experience lower family incomes, have household heads with lower education, and so on.
The key question is whether we would expect the unmatched to experience a larger neighborhood effect or a smaller neighborhood effect than the matched. On the one hand, since those who are unmatched appear to be worse off, we might expect them to be more affected by neighborhood context because they have fewer resources in the home to protect them from neighborhood risk factors (Furstenberg et al. 1999 ). This reasoning would suggest that the estimates presented above are lower bounds. On the other hand, since those who are unmatched are already worse off, we might expect them to be less affected by neighborhood context. Because they are already at such high risk of poor outcomes, the additional risks associated with a high-poverty neighborhood may not make much difference. This reasoning would suggest that the estimates presented above are upper bounds. I would argue that the former is correct, implying that the above estimates are lower bounds. Table 1 shows that while even in the most impoverished neighborhoods, teenage pregnancy and high school dropout are not uncommon, they are also not the norm. There is still plenty of room for neighborhood effects to operate on those who are otherwise most disadvantaged.
The second issue is how one might arrive at a more substantively grounded interpretation of the G and D values produced by the sensitivity analyses. To review, the sensitivity matrix presents the estimated effect of the treatment on the outcome and its 95% confidence interval, taking into account the selection bias due to an unobserved covariate of varying relationships with both treatment assignment (G) and the outcome (D). The unobserved covariate would have to have such effects on treatment and outcome net of the effects of all of the other variables already matched. Since G and D are expressed as odds ratios, one can compare their values to odds ratios from logit models predicting treatment and predicting the outcome, respectively. Fortunately, models predicting treatment were estimated (but not shown) in the process of calculating the estimated propensity scores, and models predicting the outcome can be easily estimated from the data at hand. One can look at these models to perform a "backof-the envelope" calculation to see which observed variables produce coefficients similar to G and D and then think about how these variables compare with potential unobserved covariates, allowing for a more substantive interpretation of the sensitivity analysis.
The most-often mentioned unobserved covariate in studies of neigh-borhood effects is parental involvement with or commitment to their children. The story is that, among families at-risk of residing in a highpoverty neighborhood, more committed parents are more likely to make personal sacrifices to afford the higher rents or home prices in lowerpoverty neighborhoods, or perhaps are more knowledgeable about neighborhood conditions and their potential effects on children. These same parents are more likely to be involved in their children's schooling, better able to shepherd at-risk adolescents through high school, and do a better job monitoring their adolescents' peer relations and free time and instilling values like hard work and abstinence. If data sets used to study neighborhood effects identified and measured such parental characteristics and behaviors, neighborhood effects might disappear. How big would the effects of parental involvement have to be for this to be the case? Consider the analysis of the effect of a high-poverty neighborhood on dropout among nonblacks, in which an unobserved covariate with G p and would drive the neighborhood effect to statistical insig-2.0 D p 2.5 nificance. In this sample, having a household head with less than a high school education has and . In addition, growing up in a G p 2.5 D p 2.5 family with an average income of $22,000 or lower per year (in 1999 dollars) for 10 years has and . Thus, to completely wipe G p 2.0 D p 1.65 out the neighborhood effect, parental involvement would have to be just as powerful as parental education or more powerful than a huge change in family income, net of both of those variables. In a similar way, the sensitivity analysis for dropout among black adolescents has the same G and D, but having a household head who is a high school dropout has and , and an increase in average annual family income G p 2.0 D p 1.5 of $25,000 for 10 years has and . Therefore, to completely G p 2.5 D p 1.4 wipe out the effect of neighborhood poverty on dropout among blacks, parental involvement would have to be a more powerful predictor of both neighborhood and dropout than either parental education or family income, net of these variables.
For teenage pregnancy among nonblacks in high-vs. low-poverty neighborhoods, the sensitivity analysis produces approximately G p 2.2 and as the point at which neighborhood effects are not significant. D p 2.2 In this sample, living in a family that has ever received welfare has and and experiencing low weight at birth has G p 2.2 D p 1.8 G p 1.5 and . Thus, for parental involvement to wipe out the effect of D p 2.4 neighborhood poverty, it would have to have larger effects than welfare receipt or low birth weight, net of these variables. For the analysis of teenage pregnancy among blacks in low-poverty vs. high-poverty neighborhoods, and . In this sample, having an average family G p 3.0 D p 3.0 income that is $31,000 per year or higher over 10 years has and G p 3.0 , and having a household head with less than a high school ed-D p 1.4 ucation has and . Thus, to drive the neighborhood effect G p 1.6 D p 1.8 to nonsignificance, parental involvement would have to be more powerful than family income or having poorly educated parents, net of these variables.
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CONCLUSION
Since the publication of Wilson's The Truly Disadvantaged (1987) , social scientists have been concerned with estimating the effects of neighborhood poverty on individual outcomes, especially its effects on young people. Research on this issue using observational data has been particularly hampered by the problem of selection bias: individuals living in highpoverty neighborhoods are different from those living in low-poverty neighborhoods on both observed, unobserved, and perhaps even on unobservable factors. Studies that have attempted to statistically control for these factors using regression models have been unconvincing because it is impossible to control for unobserved variables. More sophisticated methods such as instrumental variables and sibling fixed effects have attempted to harness exogenous sources of variation in levels of neighborhood poverty with mixed success.
This study employs counterfactual models, propensity score matching, and sensitivity analysis to estimate the effects of neighborhood poverty on high school dropout and teenage pregnancy. It uses a new method to deal with selection bias. Instead of attempting to remove or avoid selection bias caused by unobserved factors, these methods assess how the presence of varying levels of selection bias would alter conclusions about the effect. These methods are of course not without their own shortcomings, but they offer another angle of attack on a particularly difficult but extremely important social science problem.
This study shows that when two groups of children who are identical at age 10 on observed variables (including but not limited to family income, parents' education, welfare receipt, and family structure) experience different neighborhood contexts during adolescence, those who grow up in high-poverty neighborhoods are more likely to drop out of high school and have a teenage pregnancy than those who grow up in low-poverty 32 An alternative (and perhaps better) method for examining the potential for an unobserved covariate such as parental involvement to drive effects to nonsignificance would be to compare G and D with effect estimates from previously published studies that controlled for a similar group of observed covariates. Unfortunately, I was not able to locate any previous studies that examine the effect of parental involvement on both neighborhood choice and teenage pregnancy or high school dropout in a similar sample.
neighborhoods. The presence of these effects is robust to hypothetical unobserved factors that affect both neighborhood and the outcomes.
The neighborhood effects presented here are considerably larger than those presented in earlier analyses using observational data. For example, Brooks-Gunn et al. (1993) also used PSID data and examine the effect of neighborhood context on high school dropout and teenage pregnancy. In models that control for family-level factors (but not metropolitan-level factors), moving from a neighborhood in which none of the families are affluent to one in which all the families are affluent reduces only threefold the probability of high school dropout and teenage pregnancy. Two explanations may account for the difference in magnitude. First, previous estimates have measured neighborhood characteristics at a single point in time, whereas this analysis averages neighborhood poverty rates over adolescence, thereby reducing measurement error, which can bias estimates toward zero (for an exception, see South and Crowder [1999] ). In the PSID sample used here, the correlation between neighborhood poverty rate at age 11 and neighborhood poverty at age 18 is only 0.75, suggesting that there is meaningful variation in neighborhood context over time. Second, this study defines neighborhood effects counterfactually as the difference in outcomes between groups of youth who were, on average, identical prior to adolescence but experience different neighborhood contexts during adolescence. Previous studies have controlled for variables such as school or family characteristics measured during adolescence that were themselves likely affected by neighborhood context (again, for an exception, see South and Crowder [1999] ). These studies bias toward zero estimates of neighborhood effects by removing the portion of the neighborhood effect that operates through these variables.
In contrast, results from this analysis are smaller than comparable results for the quasi-experimental Gatreaux study, in which the odds of failing to graduate from high school among black children who stayed in the city were almost four and a half times those who moved to the suburbs (Rubinowitz and Rosenbaum 2000, p. 163) . In this analysis, growing up in a high-poverty neighborhood slightly more than doubled the odds of high school dropout among blacks. This larger effect in Gatreaux is expected, however, because people who thought they would benefit from the Gatreaux program selected into it.
This study has attempted to measure the total effect of growing up in neighborhoods characterized by high poverty rates, focusing on high school dropout and teenage pregnancy. Further research is needed to identify the causal mechanisms through which these effects operate and to measure their relative magnitudes. An important next step is to identify the major domains through which neighborhood effects on adolescents are mediated. Families, schools, and peer groups are the obvious candi-dates, but more qualitative research is needed to identify and to understand the social processes through which neighborhood effects occur. Further quantitative research is needed to estimate the relative importance of each of these domains in the total effect of neighborhood poverty.
APPENDIX Comparison with Traditional Logit Estimates
As a comparison for the matching estimates, the top portion of table A1 shows estimates from traditional logit regression models of high school dropout among blacks and nonblacks, using all observations in the data. Neighborhood poverty rate is entered into the model as a series of dummy variables that correspond to the comparisons made in the matching analyses, with the control group from the matching estimators serving as the omitted category. The models also control for the matching variables listed in table 2. For nonblacks, the logit model shows comparable estimates. Neither the logit model nor the matching estimator finds a significant effect of moderate poverty compared to low-poverty neighborhoods. The logit model indicates a slightly smaller effect of a high-poverty neighborhood in comparison to a low-poverty neighborhood (odds ratio of 1.66 for the logit vs. 1.96 for the matching estimator).
For blacks, the logit model and matching estimators also produce roughly comparable results. In neither case is the difference between high poverty and moderate poverty meaningful. For the comparison between low poverty and high poverty, the logit model indicates a slightly smaller effect (odds ratio of 1.79 for the logit and 2.15 for the matching estimator).
The bottom portion of table A1 shows similar estimates from traditional logit regression models of teenage pregnancy among blacks and nonblacks, using all observations in the data. Again, the estimates from teenage pregnancy models are very consistent with those from the matching estimators, though the estimates differ slightly in magnitude. For nonblacks, the estimated effect of a moderate-poverty neighborhood is larger in the logit estimates (odds ratio of 2.79 for the logit and 2.28 for the matching estimators). The estimated effect of a high-poverty neighborhood from the logit model is also considerably larger than that of the matching estimator (odds ratio of 3.90 for the logit and 2.95 for the matching estimator). For blacks, the estimated effect of a high-poverty neighborhood is considerably larger in the logit model (odds ratio of 2.59 for the matching estimator and 3.20 for the logit model). Neither the logit model nor the matching estimator finds an effect of moderate-poverty neighborhood on teenage pregnancy among blacks.
There are at least two differences between the matching and logit re- gression estimators that may account for the different estimates. First, the logit models are estimated over a larger, and different, sample. The logit model uses all cases, while the matching estimator selects those cases that, based on observed characteristics, appear to be comparable. As discussed above, when observations are not comparable (the data are not "supported") and functional form is not correctly specified, biases can result. Since we have verified covariate balance, the matching estimator is nonparametric and therefore does not have to contend with specifying the correct functional form of all observed variables, as the logit model does. Second, slightly larger effects from the matching estimators may be the result of imperfect matching on the observed characteristics, which were controlled statistically in the logit models.
