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Abstract
Let L be the derivation Lie algebra of C[t±11 , t
±1
2 ]. Given a triangle decomposition
L = L+ ⊕ h ⊕ L−, we define a nonsingular Lie algebra homomorphism ψ : L+ → C
and the universal Whittaker L-moduleWψ of type ψ. We obtain all Whittaker vectors
and submodules of Wψ, and all simple Whittaker L-modules of type ψ.
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1 Introduction
Throughout the paper, the symbols C, N, Z and Z+ represent for the complex field, the
set of non-negative integers, the set of integers, and the set of positive integers, respectively.
Denote m = {1, · · · , m} for m ≥ 1 and Zn = {(a1, · · · , an)|a1, · · · , an ∈ Z} for n ≥ 2. The
rings and Lie algebras in our paper are all over C.
Let An = C[t±11 , · · · , t
±1
n ] be the Laurent polynomial ring with n variables. Let DerAn be
the derivation Lie algebra of An. When n = 1, DerA1 is just the Witt algebra. The central
extension of Witt algebra is called the Virasoro algebra, it is widely used in conformal field
theory and string theory and plays important roles, the representation theories of Virasoro
algebra are widely studied(see [M, OW, MZ1, MZ2] and the references therein). For n ≥ 2,
DerAn is a natural generalization of Witt algebra. It is proved that DerAn(n ≥ 2) has
no nontrivial central extension. The Virasoro-like Lie algebra is a central extension of a
subalgebra of DerA2, which has also been widely studied (see [JM, LT2, KP, WZh, ZZ])
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The quantum torus contains the Laurent polynomial ring An as its special case. The
derivation Lie algebras of quantum torus have many important application in the study of
the representation theory of Lie algebras (see [LT1] and the references therein).
The purpose of this paper is to study explicitly the Whittaker modules for DerA2. Our
aim is to give the classification of the simple Whittaker modules over DerA2.
Whittaker modules were first discovered for sl2(C) by Arnal and Pinczon (see [AP]). The
versions of Whittaker modules for finite-dimensional complex semisimple Lie algebras were
generalized by Kostant in [Ko]. Since this class of modules tied up with Whittaker equations
in number theory, Kostant called them Whittaker modules. He proved that for a given
complex semisimple Lie algebra G, there is a bijection between its Whittaker modules and
the ideals in the center of the universal enveloping algebra U(G). The prominent role played
by Whittaker modules is illustrated by Block (see [B]). In his paper, Block proved that any
irreducible sl2(C)-module belongs to the following three families of modules: highest (or
lowest) weight modules, Whittaker modules, and modules obtained by localization.
Since the definition of Whittaker modules is closely tied to triangular decomposition of
a finite-dimensional complex semisimple Lie algebra G, it is natural to consider Whittaker
modules for other algebras with a triangular decomposition such as the generalized Weyl
algebras, Heisenberg algebras, affine Lie algebras, Virasoro algebras, Lie algebra of Block
type and the Schro¨inger-Witt algebra, etc.(see [BO, Ch, OW, WZ, ZTL]).
The paper is organized as follows. In Section 2, we construct a universal Whittaker
module for DerAn. In section 3, we describe the Whittaker vectors and find all the sim-
ple nonsingular Whittaker modules. In section 4, the simplicity of nonsingular Whittaker
modules is completely determined.
2 Preliminaries
Let L = DerAn be the derivation Lie algebra of An = C[t±11 , · · · , t
±1
n ] with n ≥ 2. For
α = (α1, · · · , αn) ∈ Zn and i ∈ n, set
di(α) = t
α(ti
∂
∂ti
), Lα = ⊕i∈nCdi(α),
where tα = tα11 · · · t
αn
n . Then L = ⊕α∈ZnLα is a Z
n-graded Lie algebra with the following
multiplication:
[di(α), dj(β)] = βidj(α + β)− αjdi(α + β).
For α = (α1, · · · , αn), β = (β1, · · · , βn) ∈ Zn, we denote β < α (or α > β) if the first
nonzero elements of α1 − β1, · · · , αn − βn is positive; denote β ≤ α (or α ≥ β) if β < α or
if β = α. Clearly, (Zn,≤) is a totally ordered set.
Set Zn+ = {α ∈ Z
n| α > 0}, Zn− = {α ∈ Z
n|α < 0}, where 0 = (0, · · · , 0) ∈ Zn. L has
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the following triangular decomposition
L = L+ ⊕ h⊕ L−,
where L+ = ⊕α∈Zn
+
Lα and L
− = ⊕α∈Zn
−
Lα are subalgebras of L, and h = L0 is a cartan
subalgebra of L.
For α = (α1, · · · , αn), β = (β1, · · · , βn) ∈ Zn, define
α± β = (α1 ± β1, · · · , αn ± βn).
Set εi = (εi1, · · · , εin) where εij = δij , that is εii = 1 and εij = 0 for i 6= j.
Proposition 2.1 Let L+ = ⊕i∈nCdi(εn)⊕ Cdn(2εn)⊕ [L+,L+].
Proof. Since L+ = ⊕α∈Zn
+
Lα, we need to show that
[L+,L+] = (⊕i∈n−1Cdi(2εn))⊕ (⊕α>2εnLα).
For α = (α1, · · · , αn) > 2εn and i ∈ n, if αn > 2, then we have
di(α) =
αi
(αn − 2)
[dn(εn), dn(α− εn)]− [di(εn), dn(α− εn)] ∈ [L
+,L+];
if αn ≤ 2, then there is i0 ∈ n− 1 such that αi0 > 0, thus we have
di(α) =
1
αi0
[di0(εn), di(α− εn)] +
1
α2i0
δin[di0(εn), di0(α− εn)] ∈ [L
+,L+].
Therefore, we have ⊕α>2εnLα ⊆ [L
+,L+]. Since [Lα,Lβ] ⊆ Lα+β and
[Lεn,Lεn] =
∑
i,j∈n
C[di(εn), dj(εn)] =
∑
i∈n−1
C[dn(εn), di(εn)] = ⊕i∈n−1CDi(2εn),
we have [L+,L+] = (⊕i∈n−1di(2εn))⊕ (⊕α>2εnLα), as required. 
Let ψ : L+ → C be a homomorphism of Lie algebras. Set Ω = {d1(εn), · · · , dn(εn),
dn(2εn)}. Though L
+ can not be degenerated by Ω, following from proposition 2.1, ψ is
uniquely determined by Ω.
Definition 2.2 Suppose ψ : L+ → C is a homomorphism of Lie algebras. If ψ(x) 6= 0 for
all x ∈ Ω, we say ψ is nonsingular; otherwise, we say ψ is singular.
Definition 2.3 Suppose V is an L-module and ψ : L+ → C is a homomorphism of Lie
algebras. A nonzero vector v of V is called a Whittaker vector of type ψ, if xv = ψ(x)v
for every x ∈ L+. V is called a Whittaker module of type ψ if there is a Whittaker vector
w which generates V . In this case, we call w a cyclic Whittaker vector. Moreover, if any
Whittaker L-module of type ψ is a quotient of V , then we call V is universal.
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Suppose ψ : L+ → C is homomorphism of Lie algebras. For x ∈ L+, a ∈ C, define
x · a = ψ(x)a. Then C is an L+-module, and is denoted by Cψ. Let Wψ be the L-module
induced by Cψ, that is
Wψ = U(L)⊗U(L+) Cψ.
Clearly, Wψ is a universal Whittaker module with cyclic Whittaker vector w = 1 ⊗ 1, and
Wψ is isomorphic to U(b
−) as U(b−)-module, where b− = L− ⊕ h.
3 Whittaker vectors for Whittaker modules of nonsin-
gular type
In what follows, we let n = 2, L = DerA2, ψ : L
+ → C be a nonsingular homomorphism
of Lie algebras, Wψ = U(L)⊗U(L+)Cψ be the universal Whittaker L-module of type ψ with
cyclic Whittaker vector w = 1⊗ 1, Ω = {d1(ε2), d2(ε2), d2(2ε2)}.
To describe the bases of the Whittaker module Wψ, we need the following notations.
Definition 3.1 Let (Λ,≤) be a totally ordered set. A partition of Λ with length r is a
non-decreasing sequence of r elements of Λ:
λ = (λ1, · · · , λr), λ1 ≤ · · · ≤ λr.
Denote by P(Λ) the set of all partitions with finite length. For λ = (λ1, · · · , λr) ∈ P(Λ),
denote l(λ) = r, and for α ∈ Λ, let λ(α) denote the number of times α appears in the
partition. Clearly, any partition λ is completely determined by the values λ(α), α ∈ Λ.
If all λ(α) = 0, call λ the null partition and denote λ = 0¯. Note that, 0¯ is the only
partition of with length 0. We consider 0¯ an element of P(Λ). For λ ∈ P(Λ), we also write
λ = {αλ(α)}α∈Λ.
Let P = P(Zn+), P˜ = P × P × N. For λ = (λ
1, · · · , λr) ∈ P and i = 1, 2, set
|λ| = |λ1|+ · · ·+ |λr|, |0¯| = 0,
xi,λ = di(−λ
1) · · · di(−λ
r), xi,0¯ = 1.
For (λ, µ, k) ∈ P˜ , α ∈ Z2+, we set
|(λ, µ, k)| = |λ|+ |µ|, xλ,µ,k = x1,λx2,µd
k
2(0),
Sµ = {γ ∈ Z2+|µ(γ) > 0}, Sλ,µ = {γ ∈ Z
2
+ | λ(γ) 6= µ(γ)},
S+µ = {γ = (γ1, γ2) ∈ Z
2
+|µ(γ) > 0 and γ1 > 0},
S+λ,µ = {γ = (γ1, γ2) ∈ Z
2
+ |λ(γ) 6= µ(γ) and γ1 > 0},
µα = {γ
kγ}γ∈Z2
+
, where kα = µ(α)− 1 and kγ = µ(γ) for γ 6= α.
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We denote xi,µα = 0, if µα 6∈ P.
Set z = d1(0). Following from the Poincare´-Birkhoff-Witt theorem, the set
{xλ,µ,kz
rw | (λ, µ, k) ∈ P˜ , r ∈ N}
forms a basis of Wψ.
Theorem 3.2 Suppose ψ : L+ → C is a nonsingular homomorphism of Lie algebras. Let
Wψ be a universal Whittaker L-module with cyclic Whittaker vector w. For 0 6= u ∈ U(b
−),
uw is a Whittaker vector if and only if u ∈ C[z].
In the proof, we need the following notations and lemmas.
Definition 3.3 Suppose λ, µ ∈ P, λ 6= µ.
(1) We say λ < µ if λ(α) < µ(α), where α is the minimum element in Sλ,µ.
(2) We say λ ≺ µ if S+λ,µ 6= ∅ and λ(α) < µ(α), where α is the minimum element in
S+λ,µ, or if S
+
λ,µ = ∅ and λ < µ.
Definition 3.4 Suppose Suppose (λ, µ, k), (λ′, µ′, k′) ∈ P˜. We say (λ, µ, k) ≺ (λ′, µ′, k′) if
it satisfies one of the following conditions.
(1) |λ|+ |µ| < |λ′|+ |µ′|;
(2) |λ|+ |µ| = |λ′|+ |µ′|, k < k′;
(3) |λ|+ |µ| = |λ′|+ |µ′|, k = k′, µ < µ′;
(4) |λ|+ |µ| = |λ′|+ |µ′|, k = k′, µ = µ′, λ ≺ λ′.
We denote (λ, µ, k)  (λ′, µ′, k′) if (λ, µ, k) = (λ′, µ′, k′) or (λ, µ, k) ≺ (λ′, µ′, k′). Then
(P˜,) is a totally ordered set with minimum element (0¯, 0¯, 0).
Set Wψ(0¯, 0¯, 0) = {0}, and for (0¯, 0¯, 0) ≺ (λ
′, µ′, k′), set
Wψ(λ
′, µ′, k′) =
∑
(λ,µ,k)≺(λ′,µ′,k′)
xλ,µ,kC[z]w.
For 0 6= v =
∑
(λ,µ,k)∈P˜ xλ,µ,kfλ,µ,k(z)w, where fλ,µ,k(z) ∈ C[z], set
P (v) = {(λ, µ, k)|fλ,µ,k(z) 6= 0},
deg(v) = max{(λ, µ, k)|(λ, µ, k) ∈ P (v)}.
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Lemma 3.5 Suppose (λ, µ, k) ∈ P˜, 0 6= f(z) ∈ C[z], D ∈ Ω. We have
D · xλ,µ,kf(z)w ≡ ψ(D)xλ,µ,kf(z)w (mod Wψ(λ, µ, k)) (3.1)
Moreover, if (λ′, µ′, k′) ∈ P˜ and (λ, µ, k) ≺ (λ′, µ′, k′), then
D · xλ,µ,kf(z)w ≡ 0 (mod Wψ(λ
′, µ′, k′)) (3.2)
Proof. For (3.1), using Dz = zD, we have
D · xλ,µ,kf(z)w
≡ [D, x1,λx2,µ]d
k
2(0)f(z)w + x1,λx2,µDd
k
2(0)f(z)w
≡ x1,λx2,µ[D, d
k
2(0)]f(z)w + x1,λx2,µd
k
2(0)Df(z)w
≡ x1,λx2,µd
k
2(0)f(z)Dw
≡ ψ(D)x1,λx2,µd
k
2(0)f(z)w (mod Wψ(λ, µ, k))
,
as required. Following from (3.1), we have (3.2). 
Lemma 3.6 Any Whittaker vector of Wψ is of type ψ.
Proof. Suppose w′ =
∑
(λ,µ,k)∈P˜ xλ,µ,kfλ,µ,k(z)w is a Whittaker vector of Wψ of type ψ
′,
where ψ′ : L+ → C is a Lie homomorphism, fλ,µ,k(z) ∈ C[z]. Let (λ′, µ′, k′) = deg(w′).
Using lemma 3.5, for D ∈ Ω, we have
ψ′(D)w′ = Dw′ ≡ ψ(D)w′ (mod Wψ(λ
′, µ′, k′))
which follows ψ
′
(D) = ψ(D). Therefore, we have ψ′ = ψ. 
Suppose 0 6= u ∈ U(b−). Following from the Poincare´-Birkhoff-Witt theorem, uw can
be write as
uw =
∑
(λ,µ,k)∈P˜
xλ,µ,kfλ,µ,k(z)w, where fλ,µ,k(z) ∈ C[z].
Let (λ′, µ′, k′) = deg(uw), N = |λ′|+ |µ′|,
ΛN := {(λ, µ, k) ∈ P (uw)| |λ|+ |µ| = N},
ΛN−ε := {(λ, µ, k) ∈ P (uw)||λ|+ |µ| = N − ε}.
Lemma 3.7 Suppose k′ > 0, we have
d2(2ε2) · uw − ψ(d2(2ε2))uw
≡ −2k′ψ(d2(2ε2))xλ′,µ′,k′−1fλ′,µ′,k′(z)w (mod Wψ(λ
′, µ′, k′ − 1))
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Proof. Since d2(2ε2)z = zd2(2ε2) and d2(2ε2)d
k
2(0) = (d2(0)− 2)
kd2(2ε2), we have
d2(2ε2) · uw − ψ(d2(2ε2))uw
≡
∑
(λ,µ,k)∈ΛN
[d2(2ε2), xλ,µ,k]fλ,µ,k(z)w
≡
∑
(λ,µ,k)∈ΛN
[d2(2ε2), x1,λx2,µd
k
2(0)]fλ,µ,k(z)w
≡
∑
(λ,µ,k)∈ΛN
x1,λx2,µ[d2(2ε2), d
k
2(0)]fλ,µ,k(z)w
≡
∑
(λ,µ,k)∈ΛN
x1,λx2,µ((d2(0)− 2)
k − dk2(0))d2(2ε2)fλ,µ,k(z)w
≡
∑
(λ,µ,k)∈ΛN
(−2k)x1,λx2,µd
k−1
2 (0)fλ,µ,k(z)d2(2ε2)w
≡ −2k′ψ(d2(2ε2))x1,λ′x2,µ′d
k′−1
2 (0)fλ′,µ′,k′(z)w
≡ −2k′ψ(d2(2ε2))xλ′,µ′,k′−1fλ′,µ′,k′(z)w (mod Wψ(λ
′, µ′, k′ − 1)).

Lemma 3.8 Suppose k′ = 0 and µ′ 6= 0¯. Let α = (α1, α2) be the minimum element in Sµ′.
(1) If α1 > 0, then
(d1(α + 2ε2)− ψ(d1(α + 2ε2)))uw
≡ −α1µ
′(α)ψ(d2(2ε2))x1,λ′x2,µ′αfλ′,µ′,0(z)w (mod Wψ(λ
′, µ′α, 0))
(2) If α1 = 0, then
(d2(α + 2ε2)− ψ(d2(α+ 2ε2)))uw
≡ −2(α2 + 1)µ
′(α)ψ(d2(2ε2))x1,λ′x2,µ′αfλ′,µ′,0(z)w (mod Wψ(λ
′, µ′α, 0))
Proof. By the definitions of (λ′, µ′, k′), N,ΛN , we have
uw =
∑
(λ,µ,k)6∈ΛN
xλ,µ,kfλ,µ,k(z)w +
∑
(λ,µ,k)≺(λ′,µ′,k′)
(λ,µ,k)∈ΛN
xλ,µ,kfλ,µ,k(z)w + xλ′,µ′,k′fλ′,µ′,k′(z)w.
For (1), let (λ, µ, k) ∈ P (uw) and v = d1(α+2ε2)xλ,µ,kfλ,µ,k(z)w. If (λ, µ, k) 6∈ ΛN , then
|λ|+ |µ| < N , which implies | deg v| ≤ |λ|+ |µ| − α < N − α while v 6= 0. Thus we have
d1(α + 2ε2)xλ,µ,kfλ,µ,k(z)w ≡ 0 (mod Wψ(λ
′, µ′α, 0)).
If (λ, µ, k) ∈ ΛN but (λ, µ, k) ≺ (λ
′, µ′, 0), we have k = 0 and
d1(α+ 2ε2)xλ,µ,0fλ,µ,0(z)w
≡ d1(α+ 2ε2)x1,λx2,µfλ,µ,0(z)w
≡ [d1(α + 2ε2), x1,λ]x2,µfλ,µ,0(z)w + x1,λd1(α + 2ε2)x2,µfλ,µ,0(z)w
≡ x1,λ[d1(α + 2ε2), x2,µ]fλ,µ,0(z)w + x1,λx2,µd1(α + 2ε2)fλ,µ,0(z)w
≡ −α1µ(α)ψ(d2(2ε2))x1,λx2,µαfλ,µ,0(z)w
≡ 0 (mod Wψ(λ
′, µ′α, 0)).
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Therefore, we have
(d1(α + 2ε2)− ψ(d1(α+ 2ε2)))uw
≡ d1(α + 2ε2)x1,λ′x2,µ′fλ′,µ′,0(z)w
≡ [d1(α + 2ε2), x1,λ′ ]x2,µ′fλ′,µ′,0(z)w + x1,λ′d1(α + 2ε2)x2,µ′fλ′,µ′,0(z)w
≡ x1,λ′ [d1(α + 2ε2), x2,µ′ ]fλ′,µ′,0(z)w + x1,λ′x2,µ′d1(α+ 2ε2)fλ′,µ′,0(z)w
≡ α1µ
′(α)ψ(d2(2ε2))x1,λ′x2,µ′αfλ′,µ′,0(z)w (mod Wψ(λ
′, µ′α, 0)).
For (2), let (λ, µ, k) ∈ P (uw) and v = d2(α+2ε2)xλ,µ,kfλ,µ,k(z)w. If (λ, µ, k) 6∈ ΛN , then
|λ|+ |µ| < N , which implies | deg v| ≤ |λ|+ |µ| − α < N − α while v 6= 0. Thus we have
d2(α + 2ε2)xλ,µ,kfλ,µ,k(z)w ≡ 0 (mod Wψ(λ
′, µ′α, 0)).
If (λ, µ, k) ∈ ΛN but (λ, µ, k) ≺ (λ
′, µ′, 0), we have k = 0 and µ ≤ µ′. Using α1 = 0 and
α2 > 0, we have
d2(α+ 2ε2)xλ,µ,kfλ,µ,0(z)w
≡ d2(α+ 2ε2)x1,λx2,µfλ,µ,0(z)w
≡ [d2(α + 2ε2), x1,λ]x2,µfλ,µ,0(z)w + x1,λd2(α + 2ε2)x2,µfλ,µ,0(z)w
≡ x1,λ[d2(α + 2ε2), x2,µ]fλ,µ,0(z)w + x1,λx2,µd2(α + 2ε2)fλ,µ,0(z)w
≡ −2(α2 + 1)µ(α)ψ(d2(2ε2))x1,λx2,µαfλ,µ,0(z)w
≡ 0 (mod Wψ(λ
′, µ′α, 0)).
Therefore, we have
(d2(α+ 2ε2)− ψ(d2(α + 2ε2)))uw
≡ d2(α+ 2ε2)x1,λ′x2,µ′fλ′,µ′,0(z)w
≡ [d2(α + 2ε2), x1,λ′ ]x2,µ′fλ′,µ′,0(z)w + x1,λ′d2(α + 2ε2)x2,µ′fλ′,µ′,0(z)w
≡ x1,λ′ [d2(α + 2ε2), x2,µ′ ]fλ′,µ′,0(z)w + x1,λ′x2,µ′d2(α + 2ε2)fλ′,µ′,0(z)w
≡ −2(α2 + 1)µ
′(α)ψ(d2(2ε2))x1,λ′x2,µ′αfλ′,µ′,0(z)w (mod Wψ(λ
′, µ′α, 0)).

Lemma 3.9 Suppose µ′ = 0¯, k′ = 0, S+λ′ 6= ∅. Let α = (α1, α2) be the minimum element in
S+λ′. We have
(d2(α + 2ε2)− ψ(d2(α + 2ε2)))uw
≡ −α1λ
′(α)ψ(d2(2ε2))x1,λ′αfλ′,0¯,0(z)w (mod Wψ(λ
′
α, 0¯, 0))
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Proof. Let (λ, µ, k) ∈ P (uw) and v = d2(α+ 2ε2)xλ,µ,kfλ,µ,k(z)w. If |(λ, µ, k)| < |λ
′|, then
| deg v| < |λ′| − α while v 6= 0. Thus we have
d2(α+ 2ε2)xλ,µ,kfλ,µ,k(z)w ≡ 0 (mod Wψ(λ
′
α, 0¯, 0)).
If |(λ, µ, k)| = |λ′|, we have µ = 0¯, k = 0 and λ  λ′. We may write
d1,λ = (d1(−α))
λ(α)d1(−β
(1)) · · ·d1(−β
(m))d1(−γ
(1)) · · ·d1(−γ
(l))
where α < β(1) ≤ · · · ≤ β(m), 0 < γ(1) ≤ · · · ≤ γ(l) and γ(l) = (0, γ
(l)
2 ). Using α1 > 0, we
have
d2(α + 2ε2)xλ,0¯,0fλ,0¯,0(z)w
≡ d2(α + 2ε2)(d1(−α))
λ(α)d1(−β
1) · · ·d1(−β
m)d1(−γ
1) · · ·d1(−γ
l)fλ,0¯,0(z)w
≡ [d2(α + 2ε2), (d1(−α))
λ(α)]d1(−β
(1)) · · ·d1(−β
(m))d1(−γ
(1)) · · ·d1(−γ
(l))fλ,0¯,0(z)w
+(d1(−α))
λ(α)d2(α+ 2ε2)d1(−β
(1)) · · ·d1(−β
(m))d1(−γ
(1)) · · · d1(−γ
(l))fλ,0¯,0(z)w
≡ −α1λ(α)(d1(−α))
λ(α)−1d2(2ε2)d1(−β
(1)) · · ·d1(−β
(m))d1(−γ
(1)) · · · d1(−γ
(l))fλ,0¯,0(z)w
≡ −α1λ(α)ψ(d2(2ε2))d1,λαfλ,0¯,0(z)w
≡ −δλ,λ′α1λ
′(α)ψ(d2(2ε2))d1,λ′αfλ′,0¯,0(z)w (mod Wψ(λ
′
α, 0¯, 0))
where δλ,λ′ = 1 if λ = λ
′, and δλ,λ′ = 0 if λ 6= λ
′. Therefore, we have
(d2(α + 2ε2)− ψ(d2(α+ 2ε2)))uw
≡ d2(α + 2ε2)uw
≡ −α1λ
′(α)ψ(d2(2ε2))d1,λ′αfλ′,0¯,0(z)w (mod Wψ(λ
′
α, 0¯, 0))
as required. 
Lemma 3.10 Suppose µ′ = 0¯, k′ = 0, S+λ′ = ∅, Sλ′ 6= ∅ and ΛN−ε2 = ∅. Let α = (0, α2) be
the minimum element in Sλ′, we have
(d2(α + ε2)− ψ(d2(α+ ε2)))uw
≡ −α2λ
′(α)ψ(d1(ε2))xλ′α,0¯,0fλ′,0¯,0(z)w (mod Wψ(λ
′
α, 0¯, 0))
Proof. Since ΛN−ε2 = ∅, we can write
uw =
∑
|(λ,µ,k)|≤N−2ε2
xλ,µ,kfλ,µ,k(z) +
∑
(λ,0¯,0)∈ΛN
x1,λfλ,0¯,0(z).
By the definitions of ψ and Wψ(λ
′
α, 0¯, 0), we have
(d2(α + ε2)− ψ(d2(α + ε2)))uw
≡
∑
(λ,0¯,0)∈ΛN
[d2(α + ε2), x1,λ]fλ,0¯,0(z)
≡
∑
(λ,0¯,0)∈ΛN
(−α2)λ(α)ψ(d1(ε2))x1,λαfλ,0¯,0(z)w
≡ −α2λ
′(α)ψ(d1(ε2))xλ′α,0¯,0fλ′,0¯,0(z)w (mod Wψ(λ
′
α, 0¯, 0))
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as required. 
Lemma 3.11 Suppose µ′ = 0¯, k′ = 0, S+λ′ = ∅, Sλ′ 6= ∅ and ΛN−ε2 6= ∅. Let (ξ, η, l) be the
maximum element in ΛN−ε2.
(1) If l > 0, we have
(d1(ε2)− ψ(d1(ε2)))uw
≡ −lψ(d1(ε2))xξ,η,l−1fξ,η,l(z)w (mod Wψ(ξ, η, l− 1))
(2) If l = 0 but η 6= 0¯, then we have
(d1(β + ε2)− ψ(d1(β + ε2)))uw
≡ −(β + 1)η(β)ψ(d1(ε2))xξ,ηβ ,0fξ,η,0(z)w (mod Wψ(ξ, ηβ, 0))
where β = (0, β2) is the minimum element in Sη2;
(3) If l = 0 and η = 0¯, then we have
(d2(α + ε2)− ψ(d2(α+ ε2)))uw
≡ −α2λ
′(α)ψ(d2(ε2))xλ′α,0¯,0fλ′,0¯,0(z)w (mod Wψ(λ
′
α, 0¯, 0))
where α = (0, α2) be the minimum element in Sλ′.
Proof. Since µ′ = 0¯, k′ = 0, S+λ′ = ∅ and Sλ′ 6= ∅, there is a positive integer n such that
N = (0, n). For (λ, µ, k) ∈ ΛN , we have µ = 0¯, k = 0 and |λ| = (0, n). Thus, we have
[d1(aε2), xλ,µ,k] = 0, which implies (d1(aε2)− ψ(d1(aε2)))xλ,µ,kfλ,µ,k(z)w = 0, where a is an
integer.
For (1) and (2), we can write
uw =
∑
|(λ,µ,k)|≤N−2ε2
xλ,µ,kfλ,µ,k(z)w +
∑
(λ,µ,k)∈ΛN−ε2
(λ,µ,k)≺(ξ,η,l)
xλ,µ,kfλ,µ,k(z)w +
∑
(λ,0¯,0)∈ΛN
x1,λfλ,0¯,0(z)w + xξ,η,lfξ,η,l(z)w.
If l > 0, then using the definitions of ψ and Wψ(ξ, η, l− 1), we have
(d1(ε2)− ψ(d1(ε2)))uw
≡
∑
(λ,µ,k)∈ΛN−ε2
(λ,µ,k)≺(ξ,η,l)
[d1(ε2), xλ,µ,kfλ,µ,k(z)]w + [d1(ε2), xξ,η,lfξ,η,l(z)]w
≡ x1,ξx2,η[d1(ε2), d
l
2(0)]fξ,η,l(z)w
≡ −lψ(d1(ε2))x1,ξx2,ηd
l−1
2 (0)fξ,η,l(z)w
≡ −lψ(d1(ε2))xξ,η,l−1fξ,η,l(z)w (mod Wψ(ξ, η, l− 1))
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as required. If l = 0 but η 6= 0¯, then let β be the minimum element in Sη. Clearly,
β = (0, β2) for some β2 ≥ 0. Using the definitions of ψ and Wψ(ξ, ηβ, 0), we have
(d1(β + ε2)− ψ(d1(β + ε2)))uw
≡
∑
(λ,µ,0)∈ΛN−ε2
(λ,µ,0)≺(ξ,η,0)
[d1(β + ε2), xλ,µ,0fλ,µ,0(z)]w + [d1(β + ε2), xξ,η,0fξ,η,0(z)]w
≡ x1,ξ[d1(β + ε2), x2,η]fξ,η,0(z)w
≡ −(β + 1)η(β)ψ(d1(ε2))x1,ξx2,ηβfξ,η,0(z)w
≡ −(β + 1)η(β)ψ(d1(ε2))xξ,ηβ ,0fξ,η,0(z)w (mod Wψ(ξ, ηβ, 0))
as required.
For (3), suppose l = 0 and η = 0¯. We can write
uw =
∑
|(λ,µ,k)|≤N−2ε2
xλ,µ,kfλ,µ,k(z)w +
∑
(λ,0¯,0)∈ΛN−ε2
x1,λfλ,0¯,0(z)w +
∑
(λ,0¯,0)∈ΛN
λ≺λ′
x1,λfλ,0¯,0(z)w + x1,λ′fλ′,0¯,0(z)w.
Let α = (0, α2) be the minimum element in Sλ′, using the definitions of ψ andWψ(λ
′
α, 0¯, 0)),
we have
(d2(α + ε2)− ψ(d2(α + ε2)))uw
≡
∑
(λ,0¯,0)∈ΛN
λ≺λ′
[d2(α + ε2), x1,λfλ,0¯,0(z)]w + [d2(α+ ε2), x1,λ′fλ′,0¯,0(z)]w
≡ [d2(α + ε2), x1,λ′]fλ′,0¯,0(z)w
≡ −α2λ
′(α)ψ(d2(ε2))x1,λ′αfλ′,0¯,0(z)w
≡ −α2λ
′(α)ψ(d2(ε2))xλ′α,0¯,0fλ′,0¯,0(z)w (mod Wψ(λ
′
α, 0¯, 0))
as required. 
Proof of theorem 3.2 Suppose u = f(z) ∈ C[z]. For α = (α1, α2) ∈ Z2+ and i = 1, 2,
we have [di(α), z] = −α1di(α). If α1 > 0, by Proposition 2.1, we see that ψ(di(α)) = 0.
Thus we have [di(α), z]w = 0, that is di(α)zw = zdi(α)w, which follows that di(α)f(z)w =
f(z)di(α)w = ψ(di(α))f(z)w. Therefore, uw is a Whittaker vector of type ψ.
Suppose w′ = uw is a whittaker vector ofWψ. Using lemma 3.6, w
′ is a whittaker vector
of type ψ. Following from the PBW-Theorem, we can write
uw =
∑
(λ,µ,k)∈P˜
xλ,µ,kfλ,µ,k(z)w, where fλ,µ,k(z) ∈ C[z].
Let (λ′, µ′, k′) = deg(uw). If u 6∈ C[z], then (λ′, µ′, k′) 6= (0¯, 0¯, 0). Following from lemma
3.7–3.11, there is D ∈ L+ such that (D− ψ(D))w′ 6= 0, which implies w′ is not a whittaker
vector of type ψ, a contradition. Therefore, u ∈ C[z]. This completes the proof of Theorem
3.2.
11
4 Simple Whittaker modules of nonsingular type
Recall that a module V of a Lie algebra g is said to be simple (or irreducible) if V
is nonzero and has no nontrivial submodules. In this section, we study the submodule
of universal Whittaker module for L of nonsingular type. We assume ψ : L+ → C is a
nonsingular homomorphism of Lie algebras, Wψ is the universal Whittaker module for L of
type ψ with cyclic element w.
Lemma 4.1 Any nonzero submodule of Wψ has a Whittaker vector.
Proof. Suppose M is a nonzero submodule of Wψ. Let w
′ = uw be a nonzero element in
M , where u ∈ U(b−). If u ∈ C[z], then by theorem 3.2, w′ is a Whittaker vector as required.
If u 6∈ C[z], then deg(w′) 6= (0¯, 0¯, 0). Let (λ′, µ′, k′) = deg(w′). We can get a Whittaker
vector in M from w′ through the following steps.
Step 1. If k′ > 0, then replace w′ by (d2(2ε2)−ψ(d2(2ε2)))
k′w′. Following from lemma
3.7, we have w′ 6= 0 and deg(w′) = (λ′, µ′, 0). Then go to step 2.
Step 2. If µ′ 6= 0¯ then l(µ′) > 0. Let α = (α1, α2) be the minimum element in
Sµ′ . If α1 > 0 then replace w
′ by (d1(α + 2ε2)− ψ(d1(α + 2ε2)))w
′, else then replace w′ by
(d2(α+2ε2)−ψ(d2(α+2ε2)))w
′. Using lemma 3.8, we have w′ 6= 0 and deg(w′) = (λ′, µ′α, 0).
Note that l(µ′α) = l(µ
′) − 1. If µ′α 6= 0¯, repeat what we have done as above, until we get
deg(w′) = (λ′, 0, 0). Then go to step 3.
Step 3. If S+λ′ 6= ∅, then replace w
′ by (d2(α+2ε2)−ψ(d2(α+2ε2)))w
′, where α is the
minimum element in S+λ′ . Using lemma 3.9, we have w
′ 6= 0 and deg(w′) = (λ′α, 0¯, 0). Note
that
∑
β∈S+
λ′α
λ′(β) =
∑
β∈S+
λ′
λ′(β)-1. If S+λ′α 6= ∅, repeat what we have done as above, until
we get deg(w′) = (ξ, 0, 0) with S+ξ = ∅. Then go to step 4.
Step 4. If ξ 6= 0¯, then there is a positive integer n such that |ξ| = (0, n). Using
lemma 3.10 and 3.11, we can get w′′ ∈ M such that w′′ 6= 0 and deg(w′′) = (η, ζ, s), where
|(η, ζ, s)| = (0, m) with 0 ≤ m < n. Replace w′ by w′′. If (η, ζ, s) = (0¯, 0¯, 0), then w′ is a
Whittaker vector in M as required; else, then replace (λ′, µ′, k′) by (η, ζ, s) and return to
step 1. 
Let I be an ideal of C[z], and M(I) be a submodule of Wψ which is generated by Iw.
Since C[z] is a principle ideal domain, there is g(z) ∈ I such that I = C[z]g(z). Thus we
have M(I) = U(b−)g(z)w. In the following theorem, it is proved that any submodule of
Wψ is of this form.
Theorem 4.2 Let M be a submodule of Wψ, then there exist g(z) ∈ C[z] such that M =
U(b−)g(z)w. Therefore, there is a bijection between the set of submodules of Wψ and the
set of ideals of C[z]. Moreover, there is a bijection between the set of maximum submodules
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of Wψ and the set of maximum ideals of C[z].
Proof. Let M( 6= {0}) be a submodule of Wψ. Set IM = {f(z) ∈ C[z] | f(z)w ∈ M}.
Using lemma 4.1 and theorem 3.2, we get IM 6= {0}. Clearly, IM is an ideal of C[z],
thus IM = C[z]g(z) for some 0 6= g(z) ∈ C[z]. We claim M = U(b−)g(z)w. In fact,
M ⊇ U(b−)g(z)w is obvious. Suppose M % U(b−)g(z)w, then there is 0 6= v ∈ M such
that v 6∈ U(b−)g(z)w.
v =
∑
(λ,µ,k)∈P˜
xλ,µ,kfλ,µ,k(z)w,
where fλ,µ,k(z) ∈ C[z] and deg fλ,µ,k(z) < deg g(z) if fλ,µ,k(z) 6= 0. Following from the proof
of lemma 3.7–3.11, we can get h(z)w ∈ U(b−)v + U(b−)g(z)w ⊆ M such that h(z) 6= 0
and deg h(z) < deg g(z). Thus h(z) ∈ IM , a contradiction to IM = C[z]g(z). This follows
M = U(b−)g(z)w.
Therefore, there is a bijection between the set of submodules of Wψ and the set of ideals
of C[z]. Moreover, there is a bijection between the set of maximum submodules of Wψ and
the set of maximum ideals of C[z]. 
Corollary 4.3 For a ∈ C, Lψ,a := Wψ/(U(b−)(z − a)w) is a simple Whittaker L-module
of type ψ, and any simple Whittaker L-module of type ψ is isomorphic to some Lψ,a.
Proof. We know that for a ∈ C, C[z](z−a) is a maximum ideal of C[z], and any maximum
ideal of C[z] is of this form. Using theorem 4.2, U(b−)(z− a)w is a maximum submodule of
Wψ, which implies Lψ,a := Wψ/(U(b
−)(z− a)w) is a simple Whittaker L-module of type ψ.
Since any Whittaker L-module of type ψ is isomorphic to a quotient of Wψ, using theorem
4.2, it must be isomorphic to some Lψ,a. 
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