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Growing evidence suggests that distributed spatial
attention may invoke theta (3–9 Hz) rhythmic sam-
pling processes. The neuronal basis of such atten-
tional sampling is, however, not fully understood.
Here we show using array recordings in visual
cortical area V4 of two awake macaques that pre-
senting separate visual stimuli to the excitatory cen-
ter and suppressive surround of neuronal receptive
fields (RFs) elicits rhythmic multi-unit activity (MUA)
at 3–6 Hz. This neuronal rhythm did not depend on
small fixational eye movements. In the context of a
distributed spatial attention task, during which the
monkeys detected a spatially and temporally uncer-
tain target, reaction times (RTs) exhibited similar
rhythmic fluctuations. RTs were fast or slow depend-
ing on the target occurrence during high or lowMUA,
resulting in rhythmic MUA-RT cross-correlations at
theta frequencies. These findings show that theta
rhythmic neuronal activity can arise from competitive
RF interactions and that this rhythm may result in
rhythmic RTs potentially subserving attentional
sampling.
INTRODUCTION
Spatial attention can exhibit fluctuations that under some tested
conditions might be rhythmic. In vision, this is apparent, for
example, during overt saccadic exploration of visual scenes,
during which periods of fixation tend to occur every 200 ms,
i.e., in the slow theta range [1, 2]. Similar rhythmic exploration
is sometimes also observed during apparent fixation periods
when subjects perform fast fixational eyemovements (microsac-
cades; MSs) [1, 3]. Such rhythmic sampling phenomena appear
to not be limited to overt behavior but have also been discovered
in investigations of covert distributed spatial attention, i.e., in theCurrent Biology 28, 1–11,
This is an open access article undabsence of overt eye movements. Here the subject’s capacity to
detect a change in one of multiple objects is assessed as a func-
tion of trial-by-trial varying target onset times. A convergent
finding across several recent studies is a theta (3–9 Hz) rhythmic
sampling that can be observed in performance or reaction
time (RT) measures during such distributed attention conditions
[4–6]. For example, in a study by Fiebelkorn et al. [7], subjects
had to detect a target on one of three possible target positions
whereby two positions belonged to the same underlying object
and one position belonged to an alternative object. The results
confirmed a theta rhythmicmodulation of detection performance
under these task conditions. The phase of the rhythm depended
on the target location, such that faster RTs to one location alter-
nated with those to the alternative location of the same object. It
therefore appears that the brain might engage a spatial sampling
mechanism that operates in the theta range when two or more
objects are simultaneously monitored.
Electroencephalography (EEG) and magnetoencephalogra-
phy (MEG) studies in humans have confirmed the presence of
rhythmic oscillatory responses during a variety of attention tasks
[5, 8–12]. For example, theta oscillations were measured over
visual cortex during tasks that required the tracking of multiple
objects, where theta appeared to influence the detectability of
a visual target (e.g., [5, 10, 12, 13]). Reports from intracranial
neuronal recordings in fixating monkeys sometimes contain
theta rhythmic activation in V4 and inferotemporal cortex (IT)
[14–17], but the mechanism generating this rhythm and its
possible relationship to attentional sampling remain unclear.
Two recent studies linked theta and gamma oscillations to MS
occurrences [18, 19]. However, it is unclear whether MSs consti-
tute a prerequisite for the neuronal rhythm to emerge or whether
it can also occur independently, in which case the neuronal
mechanism generating the rhythm still remains unknown. To
address this, we recorded multi-unit activity (MUA) from V4 neu-
rons while monkeys performed a task invoking attentional sam-
pling. We focused on area V4 because neuronal activity of this
area is known to be well associated with attention: lesions of
V4 result in an attentional stimulus selection deficit [20]. The
firing of many V4 neurons is modulated by MSs [19, 21, 22]August 6, 2018 ª 2018 The Author(s). Published by Elsevier Ltd. 1
er the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Figure 1. Theta Modulation of MUA Arises from RF Center-Surround Interactions
(A) Receptive field (RF) composition with an excitatory center (blue) and a suppressive surround (gray). Small and large stimuli (black disks) are shown to illustrate
their relationship with RF structures. Lower: example size tuning curve from one representative MUA channel frommonkey K (suppression index [SI] 0.78, based
on 100 trials per condition).
(B) Upper: passive viewing task; the dotted circles indicate the excitatory MUA RF center. Left: example MUA response from the same recording electrode as in
(A) to three different stimulus configurations: small 2 disk (blue), large 6 disk (gray), and 2 disk with 4–6 annulus (orange). The vertical dashed line highlights
the window for spectral analyses (0.3–1 s). Right: corresponding MUA powerspectra (calculated during 0.3–1 s after stimulus onset). Note the presence of
rhythmic activity in the disk-annulus condition only. Shading around lines depicts SEM. VM/HM, vertical/horizontal meridian.
(C) Population powerspectra for the same stimuli as in (B), averaged across channels for monkey K (left; n = 40) andmonkey H (right; n = 57). Shading around lines
depicts SEM.
See also Figure S1.
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their receptive field (RF) [23, 24]. When in addition to a stimulus in
the RF a second stimulus is added to the RF surround, the neu-
ron’s response is usually suppressed relative to its response to
the center stimulus alone [25, 26]. Focusing attention to the RF
center or surround stimulus will enhance or diminish this sur-
round suppression, respectively [24, 27, 28]. We reasoned that
during longer stimulus presentation times the spatial structure
of V4 neuron RFs into the excitatory center and inhibitory sur-
round might provide the balance of excitation and inhibition
that is required for the emergence of oscillatory activity [29,
30], which in turn could constitute the neuronal basis for atten-
tional sampling [13]. To investigate this at the level of neighboring
neuronal populations, we implanted ‘‘Utah’’ microelectrode
arrays into V4 and measured MUA [31] from the array’s 64 elec-
trodes (see STAR Methods). We first investigated how center-
surround RF stimulation could evoke theta rhythmic MUA.
Because MSs, sometimes occurring every 250–300 ms, have
been linked with rhythmic neural responses [18, 19, 32], we
also tested their potential contribution to the emergence of theta
oscillations. In a final step, we investigated the relationship be-
tween theta rhythms in the MUA to the monkeys’ RTs during
an attentional detection task.
RESULTS
Receptive Field Center and Surround Interactions
Induce Theta Rhythmic MUA
To quantify surround suppression in V4 during the passive fixa-
tion task, we determined the extent and strength of surround
suppression in V4 by systematically increasing the diameter of
a disk stimulus presented to a given RF [33]. Stimuli were dis-
played for 1 s to provide sufficient time to detect oscillatory ac-2 Current Biology 28, 1–11, August 6, 2018tivity. In all electrodes (40/40 and 57/57 in monkey K and H,
respectively; see STAR Methods), increasing disk size resulted
in a response increase up to a maximal response at 1–2 visual
degrees (defined as the excitatory RF center; see STAR
Methods). Further stimulus size increases led to an average
reduction of responses by 62% ± 3% (mean ± SEM; n = 40)
and 77% ± 2% (n = 57) in monkey K and H, respectively, i.e.,
an increase of inhibition or surround suppression (Figures 1A
and S1), in line with previous observations [25, 26, 33]. Impor-
tantly, no evidence of rhythmic activity was seen under this con-
dition (Figures 1B and 1C).
This situation changed profoundly when the RF center and
surround were stimulated separately using spatially separated
visual objects (disk-annulus or disk-flanker stimulation; Figures
1B and S2). Only under these stimulus conditions, substantial
rhythmic modulation in the theta frequency band (peak fre-
quencies: monkey K, 4.1 ± 0.2 Hz; monkey H, 3.4 ± 0.1 Hz)
emerged in theMUA time course as well as its spectral represen-
tation in most electrode channels of both monkeys (Figures 1B,
1C, and S1E): 98%, 39/40 electrodes in monkey K; 79%, 45/57
electrodes in monkey H (see STAR Methods). As shown in Fig-
ures 1C and S1E, across electrodes the strength of theta power
increased on average by 185%± 27.9% (monkey K) and 158%±
40.3% (monkey H) in the disk-annulus condition and therefore
significantly more compared to the condition when a single large
disk with the same outer diameter was presented (11%± 7.8%
for monkey K and 43%± 23% for monkey H, p = 73 108, n = 40
and p = 2 3 105, n = 57, respectively, Wilcoxon signed-rank
test). Autocorrelograms, another method used to assess rhyth-
micity, revealed similar results (Figure S1C). Examination of the
local-field potential (LFP) revealed also a very similar pattern in
that a prominent theta peak was present under disk-annulus
stimulation conditions; however, it could also be observed to a
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Figure 2. Anti-Phasic Theta Oscillations from Nearby Electrodes with Adjacent RF Coverage
(A) Hypothesized mechanism underlying the neural theta oscillation. If two separate stimuli (e.g., disk and bar, simultaneously presented) each drive one pop-
ulation while being in the suppressive surround of the other, the anti-phase oscillation is triggered.
(B) Upper: task design; orange and purple dashed circles indicate the RFs of two representative MUA channels. Lower: MUA responses from two example MUA
channels frommonkey K, each driven either by the disk (orange) or the bar (purple). Inset: theta phases of both channels. Left: the channels’ RFs with disk and bar
stimuli. Scale bars signify 1. Shading around lines depicts SEM.
(C) Population distribution of phase differences between disk- and bar-selective channels for both monkeys (monkey K: mean 77 ± 1.6, n = 385 channel
combinations; monkey H: mean 134 ± 5.7, n = 20 channel combinations).
See also Figure S2.
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understand better the spatial dependencies of surround sup-
pression on the emergence of theta, we compared MUA
responses to a central disk in the RF when two bars where pre-
sented either close to (1 away from the disk edge) versus more
distant from (2 away) the RF (task timing similar to Figure S2; see
STARMethods). As shown in Figure S1F, more distant surround-
ing bars resulted in significantly lower theta power than closer
surround bars, suggesting that less surround suppression
induced by more distant bars results in less MUA theta
(p = 0.007, n = 40 and p = 7.2 3 106, n = 57 for monkey
K and H, respectively; the same trend visible in Figure S1E, lower
panels). Finally, MUA power, including the theta band, wasmuch
weaker when the suppressing stimulus outside the RF was
placed on the opposite hemifield (Figure S1G).
These results therefore extend previous findings of surround
suppression effects in V4 [25–28, 34, 35] and demonstrate that
placement of multiple objects with respect to neurons’ RF center
and surround induces theta rhythmic activity.
Theta Emerges from Receptive Field Competition
between Neighboring Neuronal Populations
In their recordings from IT neurons, Rollenhagen and Olson [15]
observed similar theta oscillations as we did and further demon-
strated that the initial phase of the oscillation, whether it was
inhibitory or excitatory, depended on the order of the stimulus
presentation. We confirmed this result at the level of our V4
MUA assessment by dissociating the onset of center and sur-
round stimulation in time (Figures S2A–S2C): following initial pre-
sentation with a stimulus in the RF center, adding flanker stimuli
to the surround resulted in a temporary suppression of the
response followed by a strong theta rhythmic oscillation.
Conversely, when the RF center was stimulated after initial sur-round stimulation, the theta rhythm started with an initial excita-
tion resulting in an out-of-phase oscillation pattern compared to
the previous stimulation condition. Therefore, the location of the
second stimulus with respect to the first stimulus and the chan-
nel’s RF influenced the phase of the resulting oscillation. These
phase differences suggest competitive interactions between
neighboring neuronal populations. Under our stimulation condi-
tions, one pool of neurons would be excited by the presence of
the disk stimulus in their RF, whereas a neighboring pool of neu-
rons would be excited by the presence of one of the flankers in
their RF. Disk- and flanker-representing neuronal populations
would inhibit each other (Figure 2A). Our recording approach us-
ing multi-microelectrode arrays in retinotopically organized V4
allowed us to probe for such RF interactions. To this end, we
compared the MUA from electrodes with RFs overlapping either
the disk or the flanker stimuli, thereby drawing activity from the
two stimulus-representing neuronal populations (Figure 2B). As
predicted, theMUAof these electrodes exhibited a simultaneous
theta rhythm (Figure 2B; see Figure S2D for a population power-
spectrum) but with a prominent phase offset between electrodes
with RF coverage of disk versus flanker stimulus (Figure 2C;
monkey K: DF = 77 ± 1.6 [54 ms at 4 Hz], n = 385; monkey
H: DF = 134 ± 5.7 [93 ms at 4 Hz], n = 20 channel combina-
tions). Estimation of the phase difference based on MUA-MUA
cross-correlation lag analysis (see STAR Methods) yielded qual-
itatively similar results (Figure S2E). This relationship was most
stable after onset of the second stimulus and desynchronized
slightly over time (Figure S2F).
In other words, high MUA at one electrode site was accompa-
nied by lowMUA at the neighboring site, suggesting mutual inhi-
bition mediated by the RF organization as an underlying mecha-
nism of this rhythm (Figure 2A). Further analysis of the different
epochs of the trials confirmed the presence of theta-coherentCurrent Biology 28, 1–11, August 6, 2018 3
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on the screen in both monkeys (Figure S2G). In monkey K with
higher signal-to-noise ratios, we also applied MUA-LFP coher-
ence and Granger-causality analysis. The results revealed prom-
inent theta-range MUA-LFP locking (Figure S2H) and a greater
Granger-causal influence from bar- to disk-selective MUA chan-
nels than the other way around (Figure S2I; the same principle
was found as a greater Granger causal influence from disk- to
bar-selective channels when stimulus order was reversed).
Although differences in MUA power between disk- and bar-
responsive channels (Figure S2D) may have biased this effect,
the Granger-causality outcome strengthens the interpretation
that excitation in MUA channels responsive to the second (bar)
stimulus appears to have triggered inhibition in the channels
responsive to the first (disk) stimulus (see also Figure 2A).
Microsaccades Cannot Explain the MUA Rhythm
What might be the behavioral correlates of this rhythmic
neuronal activity? The results presented so far were all obtained
in monkeys maintaining passive fixation within a 1 radius on a
central fixation spot while the stimuli were presented in the pe-
riphery. The monkeys were not allowed to carry out saccades
to the stimuli and eye movements were continuously monitored.
However, this leaves the possibility that small fixational eye
movements, MSs (Figures 3 and S3A), which could result in brief
changes of the visual input to neurons, might have contributed
to our effects. MSs have been previously associated with atten-
tion [36] and might at least under some conditions even occur
rhythmically [1, 18, 37] in tight correspondence with neural
rhythms [18, 19, 32, 38]. In our data, MSs, when they occurred,
were quite distinct from the observed theta MUA rhythm: MSs
were not present in every trial; when MSs occurred during a trial
after stimulus onset (63% of trials for monkey K, 48% for mon-
key H), then not at a fixed latency with respect to stimulus onset
and/or with an apparent rhythm (Figures 3A and 3B; note the
stimulus-induced suppression of MS occurrence). Across trials,
we foundMSs to occur about once per s (1.0 ± 0.1 Hz in monkey
K and 1.3 ± 0.2 Hz in monkey H), which is a lower frequency
compared to the simultaneously measured MUA rhythm (mon-
key K, 4.1 ± 0.2 Hz; monkey H, 3.4 ± 0.1 Hz) (Figures 3A and
3B). When they were present, MSs triggered a transient MUA
response with a peak latency of 50–200 ms, consistent with
previous findings [19, 22, 39], that was arrhythmic (Figures 3C
and S3B). We also examined MUA during trials during which
no MSs occurred during stimulus presentation. In the example
presented in Figure 3D, MSs were only present during the base-
line period, yet with no apparent rhythm in the MUA. In contrast,
no MSs were present during visual stimulation, yet the center-
surround stimulus clearly evoked theta rhythmic MUA modula-
tion. The same pattern was present also when examining the
average MUA across all trials without MSs (Figure 3E, upper
panel) and when directly comparing theta MUA power in
trials with and without MSs across electrodes (Figure 3E), which
showed no significant difference (p = 0.27, n = 40 and p = 0.83,
n = 57 for monkey K and H, respectively). Examination of the
MS-LFP relationship gave results that were very similar to the
MUA findings (Figures S3C and S3D). In summary, MSs could
therefore not account for the stimulus-induced neuronal theta
rhythm in our data.4 Current Biology 28, 1–11, August 6, 2018RhythmicReaction TimeFluctuations duringDistributed
Attention
Investigations in humans have demonstrated the presence of
rhythmic behavior in the theta range (3–9 Hz) in distributed
attention tasks involving multiple objects [7, 11], suggesting
that attention might sequentially sample objects over time
rather than statically increase the range of its ‘‘spotlight.’’ We
hypothesized that the theta-modulated MUA evoked by cen-
ter-surround stimulation in the presence of multiple stimuli
(passive viewing) might mechanistically underlie behavioral
sampling rhythms present under distributed attention. To test
this, we trained the monkeys on a task that employed center-
surround stimulation in the context of distributed attention.
Monkeys had to detect a small luminance change (target)
that was randomly displayed on either the RF center (disk) or
the surround stimulus (flanker) by executing a saccade to this
location (Figure 4A; see STAR Methods). Similar to the task
previously used (Figure S2A) the central disk was presented
first, followed by the display of the surround stimulus in addi-
tion 500 ms later. Targets were then presented after a random-
ized period within up to 750 ms following onset of the surround
stimulus (flanking bars), allowing the post hoc reconstruction of
RTs sorted by target onset times across trials. The monkeys
could perform this task with ease (monkey K: 92% correct, 7
sessions, 878 correct trials, mean RTs: disk: 212 ± 6.6 ms,
flanker: 220 ± 3.8 ms; monkey H: 96% correct, 8 sessions,
1,509 correct trials, mean RTs: disk: 210 ± 6.9 ms, flanker:
180 ± 6.0 ms). By analyzing the RTs as a function of target
onset times, we found that their behavior was not constant
across target delays but after an initial masking period
(0–250 ms; Figure S4B; see STAR Methods) fluctuated over
the assessed time period (250–750 ms). For example, monkey
K, at the time point highlighted by the first gray bar in Figure 4B,
responded faster to the target when it occurred on the center
disk stimulus than when it occurred on the nearby flanker stim-
ulus. Thus, it seems that the monkey’s attention was most likely
focused on the disk stimulus at this time, requiring reorienting
when the target instead occurred on the flanker stimulus.
Importantly, this bias toward the disk stimulus was periodic
and alternated with periods favoring the competing flanker
stimulus, resulting in the overall RT fluctuation over time. We
assessed the rhythmicity of these fluctuations by computing
their powerspectrum and found a significant peak at 4.3 Hz in
monkey K and 5.7 Hz in monkey H for the center stimulus (theta
frequency range; Figure 4B, upper right panel; Figure S4A, or-
ange lines; p = 2 3 104 and p = 2 3 104 for monkey K and
p = 2 3 104 and p = 0.01 for monkey H for the center [orange
line] and flanker target [purple line], respectively, randomization
test, n = 5,000). This assessment also confirmed that periods of
short RTs for one target location coincided with RT costs for
the competing target location (theta phase difference: 95
and 97, equaling a 66- and 67-ms shift at 4 Hz in monkey
K and H, respectively). Control analyses for MS effects also
ruled out a contribution under this task condition, with results
very similar to the passive viewing condition (Figures S3E–
S3G). Thus, monkeys, similar to humans [5, 7, 11], show theta
rhythmic RTs under distributed attention and therefore appear
to engage in rhythmic attentional sampling under conditions
when multiple stimuli compete for perceptual selection.
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Figure 3. The MUA Rhythm Does Not Depend on Microsaccades
(A) Raster plot shows microsaccade (MS) occurrences over trials and time for passive fixation task (as in Figure 1) of monkey K during presentation of the disk-
annulus stimulus. The histogram above shows average MS occurrences across all trials; the red line depicts the smoothed distribution (see STAR Methods).
Lower: example MUA response (example channel, averaged across trials). Right: powerspectra of MS occurrences and MUA responses (population average
across trials and channels, same as in Figure 1). In 37% (40/108) of the trials, no MS occurred in the time period used for the spectral analysis (0.3–1 s after
stimulus onset). CI, confidence interval.
(B) Same as (A), but for monkey H. 52% (54/104) of the trials exhibited no MSs in the spectral analysis window.
(C) MS-triggeredMUA frommonkey K (upper) and H (lower). Zero represents the time of MS occurrence; the red and gray traces show the actual data and shuffle
control, respectively. Stars on top highlight significant differences between both conditions (p < 0.05, Bonferroni-Holm corrected for multiple comparisons).
(D) Upper: single-trial example of eyemovements of monkey K (x signal, blue; y signal, green). MSs are highlighted in red (n = 2). Lower: a simultaneous single-trial
MUA response to a disk-annulus stimulus (disk, 2; annulus, 6 outer diameter; 4, inner diameter) averaged across channels (n = 40). The solid vertical line
highlights the stimulus onset.
(E) Upper: the average MUA from one example channel from monkey K averaged across trials without MSs after stimulus onset. Lower: comparison of the theta
power per channel based on trials with (w/) and without (w/o) MSs for monkey K (black) and H (blue) showing no significant difference (p = 0.27, n = 40 and p =
0.83, n = 57 for monkey K and H, respectively, Wilcoxon signed-rank test).
See also Figure S3.
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(A) Experimental design. Monkeys had to report a
luminance change in either the center (orange) or
upper flanker (purple; distributed attention task) by
making a saccade toward the respective stimulus
change. One-third of the trials were constituted of
catch trials where no target appeared.
(B) Upper: the reaction time (RT; normalized as
deviation from the mean) from monkey K for
distributed attention conditions. RT to the center
target position is shown in orange, and to the
flanker target position in purple. Non-smoothed RT
data are shown as thin dashed lines. Lower: MUA
response recorded during catch trials from an
example channel (no target appearing; during
distributed attention). Vertical gray shaded areas
highlight the peak-to-peak locking between the
behavioral and neural oscillation (RT to center
location [orange] and MUA with corresponding
RF). Right: powerspectra of the respective rhythms
and the RT phase difference between center and
flanker conditions (based on non-smoothed RT
data). Shaded areas of RT powerspectra highlight
95% confidence intervals based on shuffled sur-
rogate data (see STAR Methods). Shading around
other lines depicts SEM.
See also Figure S4.
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MUA
Analysis of the neuronal data accompanying the behavior during
the distributed attention condition revealed the following pattern:
after initial excitation through the disk in the RF center, addition
of the flankers initiated a suppression in neuronal activity that
was reliably followed by a rhythmic oscillation pattern at theta
frequencies (Figure 4B, lower panel; also Figures 6A and S5A),
similar to the rhythmic fluctuations in RTs. Moreover, when align-
ing the two signals in time, their relationship became clear (Fig-
ure 4B, lower panel): periods of increased MUA during the oscil-
lation were temporally aligned with periods of shorter RTs,
whereas lower MUA levels were associated with longer RTs.
To quantify this relationship between the RTs and neural oscilla-
tions, we computed the cross-correlation between the RT time
course across trials to the center target and the MUA recorded
during catch trials (Figure 5A). We found significant correlations
in 36 of 40 (90%) and 40 of 57 (70%) electrodes (p < 0.05,
randomization test; see STAR Methods), with mean correlation
coefficients of 0.41 ± 0.01 (n = 36) and 0.42 ± 0.01 (n = 40) for
monkey K and H, respectively (Figure 5A). Cross-correlations
were also prominently rhythmic in the theta range (peak fre-
quencies: 4.6 ± 0.18 Hz, n = 36 and 5.9 ± 0.29 Hz, n = 40; phase
shift at peak frequencies: 33.0 ± 7.3 ms and 32.3 ± 11.1 ms; for
monkey K and H, respectively), indicating rhythmic synchroniza-
tion between behavior and neural activity (Figure 5B; significantly
theta rhythmic RT-MUA combinations: 36/36 [100%, monkey K]
and 40/40 [100%, monkey H], p < 0.05, randomization test).
Faster Reaction Times Are Preceded by Larger
Responses to the Target Stimulus
So far, the analysis focused on the rhythmic relationship be-
tween RT time courses and MUA collected during interspersed6 Current Biology 28, 1–11, August 6, 2018catch trials. This was enabled by consistently phase-locked
MUA time courses induced by the center-surround stimulus
configuration. This analysis revealed the intimate relationship
between the behavioral and MUA rhythms across trials. In the
next step, we chose a different strategy and instead aimed to
directly assess the trial-by-trial representation of the target,
i.e., the luminance change, during the course of the observed
theta rhythm in the RT. Our rationale was that the representation
of the target would be affected by the state, i.e., the phase of the
underlying MUA rhythm, and therefore translate into corre-
sponding RTs. More specifically, we reasoned that during the
peak periods of the rhythm, neurons might be more sensitive
to the target, and therefore respond with greater amplitudes
and result in shorter RTs. In other words, if the behavioral mod-
ulations were conveyed by rhythmic changes of neuronal excit-
ability, the response of neurons to the physically same target
stimulus should differ in strength between fast and slow RTs.
To test this for the data collected during the distributed attention
task, we quantified the MUA responses to the target stimulus
during peak versus trough periods of the RT time course (Fig-
ure 6A). Figure 6B shows the average MUA responses to the
target across channels (n = 36) recorded during RT peaks and
troughs from monkey K. To further quantify this modulation
across channels, we normalized these MUA target responses
to a MUA baseline that preceded the response by 60 ms, result-
ing in d prime (d0) as a measure for the neuronal sensitivity to
represent the target (see Figure S5B for a sketch illustrating
the calculation of d0). Indeed, we found that d0 during peaks of
the behavioral oscillation (fast RT period; see STAR Methods
for a detailed description) was significantly larger than that dur-
ing an oscillation trough (Figure 6C; p = 2.7 3 106, n = 36 in
monkey K; p = 4.4 3 106, n = 40 in monkey H; see STAR
Methods). Therefore, as predicted, trials with stronger responses
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(A) Example cross-correlogram between RT and
MUA from monkey K during distributed attention
(left). Right: the distributions of correlation co-
efficients of RT-MUA channel combinations for
monkey K (left; n = 40) and H (right; n = 57). Elec-
trodes with significant cross-correlations to RT are
shown in black (non-significant channels are in
gray). The mean MUA-RT cross-correlations
across significant electrodes are shown in purple
for each monkey.
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key K (left) and H (right) averaged across significantly cross-correlated channels. The shaded area below the dashed line depicts the 95% confidence interval;
shading around lines depicts SEM. Note the significant modulation of cross-correlations at theta frequencies.
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confirmed, by relating RT to MUA theta phase on a single-trial
level, that RTs tended to be shorter, i.e., monkeys were faster
around the peak periods of the theta rhythm measured in the
MUA (Figure S4C; however, note the drop at 160 in monkey
H). Together, these analyses indicate therefore that during the
‘‘up states’’ of the neural theta rhythm, neurons were more sen-
sitive to incoming targets, resulting in shorter RTs during these
periods.
DISCUSSION
We found that RF center-surround interactions of V4 neurons
induce prominent MUA at theta (3–6 Hz) frequencies in the
presence of multiple visual objects. This theta rhythm was stim-
ulus induced and occurred irrespective of the presence or
absence of MSs. When monkeys had to simultaneously monitor
the visual objects (distributed attention) to detect an unpredict-
able luminance change (i.e., the target) in one of the objects,
RTs were modulated by a similar theta rhythm as in the MUA.
Correlation analyses confirmed a significant locking of RT fluc-
tuations to V4 MUA. Furthermore, the strength of the MUA
response to the target change within the theta rhythm was pre-
dictive of the monkeys’ periodic fast and slow RTs. In the
following, we discuss these findings with respect to generative
mechanisms of theta oscillations in visual cortex and their func-
tion in the context of findings on attentional sampling in
humans.
Theta Rhythm in Visual Cortex: Effects of Stimulus
Competition and Microsaccades
Assessment of single-unit activity or MUA from visually respon-
sive parts of the brain has resulted in a select number of studies
that report theta rhythmic spiking. Neuronal spiking in the theta
range has been observed at the cortical level in V4 [14] and IT
areas [15, 16, 40, 41] of awake non-human primates. In addition,
theta, along with other rhythms, were reported in LFP recordings
assessing the role of oscillations for inter-areal communication
[18, 42–45]. What are the mechanisms that contribute to the
emergence of theta rhythmic activation? In what follows, we
discuss how MSs and stimulus competition contributed to the
neuronal rhythm in our data and how our findings tie in with the
existing literature.MSs are often observed in the context of attentive, explorative
behavior. Recent evidence indicates that at least under some
tested conditions, they may occur rhythmically and link to rhyth-
mic neuronal activation (e.g., [18, 19]). In both studies, MSs
occurred with a higher likelihood every 250–300 ms, i.e., roughly
corresponding to a 3–4 Hz theta rhythm. These theta rhythmic
MS occurrences modulated the power of the faster gamma
band in the LFP. We therefore tested whether MSs during our
paradigm exhibited a similar theta rhythm that could account
for the theta rhythmic neuronal modulation in our data. Under
our stimulation conditions, MSs occurred at a lower rate than
in the Lowet and Bosman studies [18, 19], namely around
1 Hz, consistent with many other reports in the literature
[1, 46]. MS rates are influenced by a number of stimulus-related
and cognitive factors that most likely explain the variation across
studies [46]. For example, MS rate is known to transiently drop
after stimulus onset [47] and to increase as a function of fixation
duration [1]. In the study of Lowet et al., the time period that was
used for the MS analysis was after at least 1.8 s of visual stimu-
lation. Similarly, in the Bosman et al. study, monkeys maintained
fixation for several seconds. In our paradigm, under passive fix-
ation, the stimulus duration was 1 s and therefore considerably
shorter, which most likely contributed to the lower MS rate in
our data. The non-rhythmic average 1 Hz MS rate in our data
was lower than the 3-6 Hz rhythm in the MUA and therefore
seems to reflect a different process. MSs resulted in transient
MUA and LFP responses with peak latencies between 50 and
200ms, consistent with previous findings in V4 [19, 22]. Addition-
ally, there were no clear differences for the MS-MUA and -LFP
relations between passive viewing and distributed attention con-
ditions. Whereas MSs occurred not in every trial and at different
times within a trial, theta rhythmic MUA occurred highly consis-
tently across trials, even in the absence of MS. Although our re-
sults and similarly the study by Rollenhagen and Olson based on
recordings in IT did not show any relationship between the MUA
rhythm and MS occurrence during short stimulus presentations,
it is conceivable in particular for longer stimulus periods that the
stimulus-induced MUA rhythm could trigger the occurrence of
rhythmic MSs and overt sampling or that MSs could reset the
phase of an ongoing theta rhythm (e.g., [11, 14]).
In our study, theta rhythmic MUA was triggered by the pres-
ence of multiple stimuli with respect to the neurons’ RFs. This
result provides a mechanistic explanation for previous findingsCurrent Biology 28, 1–11, August 6, 2018 7
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See also Figure S5.
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the basis of center-surround RF interactions (Figures 1 and 2).
Increasing the stimulus beyond the RF or adding a second stim-
ulus to the one presented inside the RF both decreased the initial
stimulus response as expected from previous results [27] and a
sensory normalization mechanism [48]. In line with a reduced
suppression drive, the initial stimulus response was intermediate
when instead of a single large stimulus only an annulus or bar
was shown outside the RF. It is under these intermediate excita-
tion conditions in the presence of two stimuli that MUA became
rhythmic (Figures 1 and 2). The oscillation signal was initially
negative when the surround (flanker) stimulus was added to
the central (RF) stimulus (due to the incoming suppression) and
positive under the opposite order, consistent with previous find-
ings [15]. In our V4 array recordings, we could also observe this
effect for nearby electrodes likely sampling from neighboring
neuron pools (Figure 2), providing evidence for competition-
induced theta oscillations in visual cortex occurring at intermedi-
ate excitation levels. Under conditions in which the distance be-
tween the stimuli was increased, the strength of the rhythm
decreased (Figures S1F and S1G), confirming the view that it is
a local RF competition that results in the rhythmic MUA modula-
tion. Interestingly, however, the LFP appeared less spatially se-
lective compared to the MUA: although theta modulation in the
LFP was strongest during center-surround stimulation, it was
also present to a smaller extent during single-stimulus presenta-
tions (Figure S1D), possibly representing subthreshold synaptic
input from other sources.
Modeling work by Moldakarimov et al. suggested that the
emergence of slow oscillatory neuronal spiking activity is influ-
enced by the strength of inhibition between contributing
neuronal pools and the timing of spike fatigue and synaptic delay
time [30]. Previous experimental research demonstrated that
brief (50 ms) presentation of a second stimulus outside the RF
in addition to a stimulus inside the RF induces surround suppres-
sion in V4 neurons 75–235ms following stimulus onset, i.e., in the
range of a slow theta cycle [27]. Furthermore, increasing the
stimulus contrast or directing attention to the surround stimulus
was effective in increasing the suppressive effect on the neu-
rons’ responses. It appears that our stimulation conditions pro-
longed this surround suppression mechanism, resulting in theta
rhythmic activation. Variability with respect to RF coverage of the
stimulus as a function of eccentricity, and consequential latency
differences of horizontal connections, is most likely the source
for observed frequency and phase variations in our data. Future8 Current Biology 28, 1–11, August 6, 2018work will need to clarify how the local connectivity contributes to
surround suppression and theta rhythmic spiking, including
whether the mechanism is truly inhibitory or better accounted
for by a release of excitation. Finally, it will be important to deter-
mine whether similar RF competition mechanisms are also un-
derlying the emergence of theta oscillations in other cortical
areas with different RF coverage and in the context of other se-
lection tasks, such as during binocular rivalry [16] and working
memory [14, 43].
Theta Rhythms during Spatial Attention
We observed theta rhythmic RTs during a distributed attention
task that required monkeys to report the occurrence of a spatio-
temporally uncertain target. Comparable behavioral results in
monkeys were presented by Fiebelkorn et al. (2016, Soc. Neuro-
sci., abstract). In humans, very similar theta rhythmic RT or per-
formance fluctuations have been reported in a number of recent
publications in the context of distributed attention [7, 10–12]. It
therefore seems likely that the rhythmic RT distributions that
we and others observed across paradigms draw upon a more
general aspect of theta rhythmic brain function during distributed
attention.
An essential aspect employed across investigations on rhyth-
mic performance is to temporally ‘‘capture’’ the locus of attention
across trials and subjects by resetting ongoing performance
fluctuations to an external event [49, 50]. For example, Landau
and Fries reset attentional performance to the onset of a mask
stimulus surrounding one of their targets. In our paradigm, the
sequential presentation of the two stimuli induced a reset both
at the behavioral as well as at the neuronal level. This enabled
us to track subsequent rhythmic fluctuations and cross-correlate
their time courses in MUAs and RTs. Thus, under the tested con-
ditions, it was an external stimulus event that induced the
rhythm. It is therefore conceivable that these visually induced
rhythmic fluctuations might reflect bottom-up-driven attentional
sampling [11].
The evidence for such a sampling process at the neural level
during distributed attention is, however, still very limited at this
point. Recently, Jia et al. demonstrated that attention-related
EEG alpha oscillations were modulated every 200 ms during
distributed attention and that alpha correlated with performance
on the unattended object [51]. Furthermore, it has been shown
that gamma oscillations in response to a visual stimulus were
modulated by theta and that the phase of this theta-gamma
coupling was predictive of detection accuracy [12]. Our results
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in MUAs and LFPs as well as in behavioral performance. The
presence of two stimuli was associated with a neural theta
rhythm where the phase of this neural theta predicted location-
specific performance, such as theta ‘‘up states,’’ where associ-
ated with shorter RTs, and theta ‘‘down states,’’ associated with
longer RTs. We further showed that these rhythmic statesmodu-
lated the amplitude of the target-evoked response, so that larger
evoked responses resulted in faster RTs. This is consistent with a
wide set of findings that the phase of oscillations is predictive of
performance and RT fluctuations for near-threshold stimuli
([9, 52–55]; however, see [56, 57]) and reflect fluctuations in neu-
ral excitability [50, 58, 59].
At the level of single neurons in V4, a recent study reported
reduced responses during uncued (distributed) versus cued
(focused) attention conditions [60]. By recording from both hemi-
spheres simultaneously, the authors examined whether they
could find any evidence for a switching of responses that may
account for attentional sampling of the target locations from
both hemifields. The authors did not, however, observe any
signs of a switchingmechanism in their data. Methodological as-
pects, such as a short 200-ms analysis window and the absence
of a reset event to capture attention, may explain the difference
from our results. Moreover, it is possible that no rhythmic activity
was observed, as stimuli were spread across hemifields. Our
data suggest that local inhibitory input from the same hemifield
is a more powerful driver to elicit theta rhythmic activation in
V4 compared to an interhemispheric mechanism (Figure S1G).
Our neurophysiological results of theta rhythmic MUA in V4
together with similar observations in higher-order areas [15] pro-
vide a direct correlate for theta rhythmic RTs during bottom-up-
driven distributed attention. Future research will need to clarify
how theta is affected by top-down information, whether there
are alternative generative mechanisms for this rhythm, and
whether the same mechanism is realized in other areas as well.
Here we demonstrate that stimulus-driven center-surround in-
teractions are at the origin of this theta rhythm in V4. Excitation
of one population during the theta cycle facilitates transmission
of stimulus information from its RF, while at the same time infor-
mation from the RF location of the neighboring population is sup-
pressed. The duration of a theta cycle (200 ms) would allow for
sufficient time for perceptual processing of at least one object
across visual cortical areas [61] in addition to generating a
behavioral reaction, such as a saccade to it. The succession of
theta cycles as part of the sampling rhythm might act as a dy-
namic selection mechanism in visual cortex to ensure efficient
perceptual processing that may extend also to other parts of
the brain in the context of spatial navigation and memory, and
therefore constitute a fundamental aspect of brain function.STAR+METHODS
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
Two healthy adult male rhesus monkeys (Macaca mulatta, monkey K and H) participated in the study. All procedures were approved
by the Regierungspr€asidium Darmstadt and carried out in accordance with the applicable laws and regulations according to EU
directive 2010/63. Themonkeyswere group housed in enriched environments of the animal facility andwith access to outdoor space.
All surgeries were carried out aseptically under general anesthesia using standard techniques including peri-surgical analgesia and
monitoring. Each monkey received a titanium-made head-immobilization implant and a recording chamber in addition to Blackrock
multi-electrode arrays including a connector implant (Blackrock Microsystems, Hannover, Germany). Throughout the study animal
welfare was monitored by veterinarians, technicians and scientists.
METHOD DETAILS
During all the experiments eye movements were tracked using an infrared eye tracking system at a sampling rate of 500 Hz (EyeLink
1000, SR research, Ottawa, ON, Canada). All stimuli were presented on aSamsung 2233RZ LCD screens (120Hz refresh rate, 16803
1050 resolution, viewing distance was 77 cm for monkey K and 86 cm for monkey H). Stimulus presentation and monkey behavior
during the experiments were controlled and monitored using MonkeyLogic [63].
For the passive viewing task monkeys were required to keep fixation on a small (0.07 radius) white dot during the entire trial. Usu-
ally 1 s of fixation baseline was followed by 1.5 s of stimulus presentation. When two stimuli were presented sequentially, the pre-
sentation length of the first stimulus was 0.5 s, while the second was on for 1 s. The intertrial interval was 1 s for all tasks.
For all tasks stimuli were shown in black on a gray (50%) background resulting in 50% contrast. Stimulus luminances were
measured after all experiments and were concluded under comparable conditions. The luminance of the gray background was
75 cd/m2, the luminance of the black disk/annulus/flanker stimuli were 0.9 cd/m2.
In general, we aimed to use simple stimuli avoiding such with complex characteristics (i.e., gratings) to aid testing center-surround
mechanisms without further confounders. As can be seen from Figures 1 and S1, center stimuli resulted in reliable excitation of MUA
channels. For the initial RF and suppression testing (Figures 1 and S1) we used black disks with a dimeter of 0.25, 0.5, 1, 2, 3, 4, 6, 7
visual degrees (). For the disk and annulus task (Figures 1 and S1) annuli of the following sizes were used (inner, outer diameter of
annulus): 3, 6; 4, 6; 3, 7; 4, 7; 6, 7. These annuli were compared to disks with a corresponding diameter (6 or 7, see Fig-
ure S1E, lower panel).e1 Current Biology 28, 1–11.e1–e5, August 6, 2018
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For the attention task, monkeys had to fixate a small central white dot within 1 radius (fixation window) during the presentation of
the stimuli. After 1 s of fixation baseline a black disk (2 diameter) appeared in the V4 RF. 500 ms later two flanking, vertically orien-
tated bars, each 1 in length and 0.25 in width, appeared on the screen (1 gap between disk and each bar). After flanker onset, a
small target (0.2 diameter luminance increase) was flashed on either the central disk or the upper bar (distributed attention) in varying
delays. Timing of the target relative to the flanker onset was randomized across trials within a 750 ms time window starting directly
after flanker onset (20 3 37.5 ms time points, linearly spaced across the 750 ms resulting in 26 Hz sampling resolution). I.e., the
flanking bars were displayed 500 ms after the onset of the disk – similar to the passive viewing task displayed in Figure S2A – to elicit
the consistent theta oscillation. Given the reliable generation of theta rhythm using two flanking bars, we decided to use this stimulus
configuration for the attention task as described. The 750 ms period during which the target could appear started immediately after
onset of the flanking bars.
In order to receive a liquid juice reward the monkeys had to report their detection of the target by executing a single saccade to the
location where the target was flashedwithin a 1.5 radius window.Monkeys were allowed to execute their saccade up to 500ms after
target presentation. Target contrasts were chosen so that the monkey’s mean performance wasR 90% (contrast as luminance ratio
of the target relative to the black stimulus: 0.04 and 0.15 (monkey K), 0.07 and 0.18 (monkey H) for the center and flanker target,
respectively). Due to a masking effect arising from the flanker onset and consequential relatively low performance (0.74% and
0.90% in monkey K and H, respectively) we excluded the first 250 ms of the target delay spectrum from further analysis, resulting
in a 500 ms RT analysis window.
In addition, catch-trials were randomly included during a third of all trials. Their purpose was to record the stimulus induced oscil-
lations uninterrupted by saccadic responses and to monitor and test monkeys’ behavior. During these trials flanker stimuli were pre-
sented in addition to the disk stimulus for at least the duration of the longest possible trial in detect conditions without the occurrence
of any luminance changes. This ensured that catch trials could not be identified by the monkeys until the end of the trial. In order to
receive the reward monkeys had to keep fixation during the entire catch-trial. Otherwise, the timing of stimulus events and the stim-
ulus parameters were identical to the other trials.
QUANTIFICATION AND STATISTICAL ANALYSIS
Spectral Analysis and statistics
To obtain spectral information of MUA and RTs, we performed a spectral analysis using a Hanning-tapered Fourier transformation.
Visual inspection of the spectra revealed a prominent peak in the 3-9Hz, which is referred to as theta throughout the paper. The phase
of the oscillation was extracted from the complex Fourier coefficients using the same parameters as above. Spectral peaks were
identified as band-limited peaks in powerspectra as judged by visual inspection for each monkey independently. To allow for a
more exact peak frequency estimation data was padded (up to 5 s) before calculating the spectral power, which allows for a higher
frequency resolution without affecting the actual data.
Time-resolved phase values (Figure S2F) were computed by performing a Fourier-transformation using a hanning-tapered
sliding window of 0.5 s length and applying 4 Hz spectral smoothing on a single trial level. Average phases were computed using
the ‘‘CircStat’’ MATLAB toolbox for circular statistics [64].
Average values of power within frequency windows were calculated as the mean value across time and frequency.
For all analyses, differences between conditions were tested with nonparametric Wilcoxon signed rank tests (paired data), Mann-
Whitney U tests (unpaired data) or computational randomization statistics, if not stated otherwise. Values in the text are always
mean ± SEM unless stated otherwise.
To test for significant oscillations, we took the following approach: Since wewere interested in neural dynamics that are defined by
their specific time-dependent modulations we computed surrogate data that specifically destroyed the timing information of the
measured experimental data. The surrogate data was generated by randomly time shuffling the RT courses (detrended, non-
smoothed), i.e., randomly re-assigning a given value of the RT vector a new position (index) in the vector. This was repeated 5000
times. In a final step, the very same analysis as for the actual data (spectral analysis, cross-correlation) was performed on the sur-
rogate data (i.e., 5000 time-shuffled trials). From these randomization procedures the p value corresponds to the proportion of times
for which the power in the surrogate data exceeded the power in the actual experimental data.
For the quantification of RT course oscillations surrogate data were computed on the non-interpolated RT time courses.
Granger causality, a statistical measure that quantifies to which extent one signal can predict another, was computed in the fre-
quency domain based on fourier coefficients (and the resulting cross-spectral density (CSD) matrix) which were computed using a
Hanning-tapered Fourier transformation (as described above) for the different task periods of the passive-viewing disk-bar task (see
Figure 2, prestimulus fixation baseline, one-stimulus and two-stimulus period). The computation of granger causality was done using
the MATLAB toolbox FieldTrip [62].
Analysis of behavioral data
Behavioral data were processed and analyzed using custom-written code for MATLAB (MathWorks) and the MATLAB toolbox
FieldTrip [62]. Only correct trials were used for the analysis. RT was measured as the time between target presentation and theCurrent Biology 28, 1–11.e1–e5, August 6, 2018 e2
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ation (Figures 1 and S1) 4 sessions (3358 correct trials in total) in monkey K and 4 sessions (4146 correct trials in total) in monkey
H were recorded, i.e., 105 correct trials per condition (as used in Figures 1 and S1).
For the paradigm with a sequential presentation of disk and bar under passive fixation (Figure 2), 3 sessions (60 correct trials per
condition) in monkey K and 2 sessions (30 correct trials per condition) in monkey H were recorded. For the disk flanker timing exper-
iments under passive fixation (Figures S2A–S2C) 2 sessions (41 correct trials per condition) for monkey K and 1 session (20 correct
trials per condition) for monkey H were recorded.
With the detection paradigm, we recorded 7 sessions in monkey K (878 correct trials in total, 92% performance (no significant dif-
ference between targets), mean RTs: disk: 212 ± 6.6ms, flanker: 220 ± 3.8ms) and 8 sessions inmonkey H (1509 correct trials in total,
96% performance (no significant difference between targets), mean RT disk: 210 ± 6.9 ms, flanker: 180 ± 6.0 ms). Fluctuations of RT
time traces ranged from46 to 42ms and14 to 19ms around the respective mean for monkey K and H, respectively (see Figures 4
and S4).
Due to the relatively high proportion of catch-trials and timing conditions, RT data were pooled across sessions after being normal-
ized session-wise as deviation frommean (resulting in20 and30 correct trials per target delay for monkey K and H, respectively).
To obtain RT time courses as a function of the variable target onset times across trials (Figures 4 and S4), we calculated the mean
and standard error of the mean RT for each target onset time across trials. This results in a vector of mean RTs with an entry for each
target onset time. This vector was then detrended using a second order polynomial and smoothed (for display purposes only) using a
smoothing spline (MATLAB fit function). Power and phase of the RT time course was then calculated using a Hanning-taped Fourier
transformation (on non-smoothed data).
MS analysis
During visual stimulation monkeys were not allowed to perform saccadic eyemovements (except for target detection). Nevertheless,
during fixation small eyemovements (< 1) can occur. To detect those, we used an algorithm similar to the one introduced by Engbert
and Kliegl [47], where MSs are detected as outliers in a velocity-space. Detection threshold were set to 5 standard deviations of the
velocity distribution. In order to perform a spectral analysis of MS occurrences MS-time points detected in the same time window
used for the MUA spectral analysis (0.3-1 s after stimulus onset) were pooled across trials and used to compute a probability density
estimate based on a normal (kernel) function (bandwidth = 0.18). This was then used to compute the powerspectra in the sameway as
for the MUA.
The reported MS-rate of 1 Hz was assessed by relating the number of occurred MS in the respective analysis window to its
length, resulting in an average MS-rate across trials (e.g., 1 MS in the 0.75 ms window in trial 1, 0 MS in the 0.75 ms window in trial
2, 2 MS in the 0.75 ms window in trial 3, etc.).
To compute MS-triggered MUA and LFP the time-stamps of MS were extracted and then used as a trigger to align MUA and LFP
across trials per channel (recorded during the Figure 1 passive viewing taskwith the disk-annulus stimulus that elicited rhythmicMUA
and the attention task). The shuffle control data (Figures 3C, S3D, S3F, and S3G, gray lines) was computed by performing the same
analysis but using MS timings and MUA (and LFP) from separate trials. The power of MS-triggered MUA and LFP was calculated in
the time-period following the MS. p values in Figure 3C were computed across trials using the trial-averaged MUA and corrected for
multiple comparisons using the Bonferroni-Holm correction.
Neurophysiology and Data Preprocessing
Neurophysiological data was recorded from 64 channel Blackrock multi-microelectrode ‘‘Utah’’ arrays (Blackrock Microsystems,
Hannover, Germany) that were chronically implanted in the left hemisphere’s area V4 (prelunate gyrus). Electrodes had lengths of
either 0.6 or 1 mm arranged in alternating sets of two rows of short and long electrodes. Each electrode was 400 mm away from
its neighboring electrodes. Reference wires were inserted over parietal cortex and cerebellum. Neural data was recorded at a sam-
pling rate of 30 kHz using a Blackrock Microsystems Cerebus system.
All neurophysiological data were processed and analyzed using custom-written code for MATLAB (MathWorks) and the MATLAB
toolbox FieldTrip [62]. The continuous recordings were separated into trials using digital eventmarkers and aligned on stimulus onset.
We focused our analyses on the sustained periods excluding the transient onset response (300 - 1000 ms after stimulus onset).
An estimate for MUA was obtained from the high frequency envelope: MUA was extracted from the raw data by high-pass filtering
(300Hz), rectification, low-pass filtering (120Hz) and then downsampling to 500Hz [31, 65, 66]. Data frommicroelectrode arrayswere
z-scored per session and then pooled across sessions considering the data as dependent across sessions.
In order to assess the stimulus-specific effects of neuronal spiking MUA data were z-scored channel-wise based on the average
prestimulus fixation period (700 ms before stimulus onset). MUA is therefore expressed as z-score values throughout the paper.
RFs were mapped for each electrode channel by quantifying their responses to small gratings with a Gaussian mask (0.375 SD,
cut off at 6 SD from center, 100% contrast, moving upward or downward with 1.5 cycles/s, spatial frequency 1.5 cycles/)
presented at 63 positions for monkey K (34 for monkey H) in the lower right quadrant in the range x = 1 to 5.5 and y = 4 to 2
for monkey K (x = 0.5 to 3.5 and y = 5 to 0.5 for monkey H). The resulting response matrix was convolved with a Gaussian win-
dow for display purposes only. The RF focus was defined as the position eliciting the maximal response. To be included into further
analyses the Euclidian distance between a channel’s RF focus and the stimulus center had to be less than 1.5 (40 and 57 channels in
monkey K and H, respectively). This ensured that stimuli were presented into channels’ excitatory center.e3 Current Biology 28, 1–11.e1–e5, August 6, 2018
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Surround Suppression in MUA
Wedefined the RF center as the diameter of the stimulus that elicited the strongest average activation (across trials and post-stimulus
time) in a given channel. To quantify the maximal suppression induced by stimulating the RF inhibitory surround, we identified the
stimulus with a larger diameter than the RF center that elicited the minimal average activation within the tested stimulus sizes and
computed their relationship as follows:
SI=
Amax  Amin
Amax
(Equation 1)
where SI is the Suppression Index, Amax is the maximal and Amin the minimal MUA.
The maximal response had to be significantly larger than baseline activity (40/41 channels in monkey K, 57/57 channels in
monkey H). By visual inspection, 15% (n = 6/40) and 33% (n = 19/57) channels showed asymptotic suppression in monkey K and
H, respectively (Figure S1). The mean size of the center summation RF across channels was 1.7 ± 0.2 (n = 40) and 0.9 ± 0.1
(n = 57) in monkey K and H, respectively.
To quantify the change in theta power as a function of suppression increase (Figure S1), we computed a theta index either between
theta power in response to a 2 disk versus larger disks (3,4,6,7) or of larger disks (3,4, 6 7) and disk-annulus stimuli with a 2
central disk and varying annulus sizes (6,3; 6,4; 7,3; 7,4; 7,6; outer and inner annulus diameter respectively). For the latter
comparison the outer diameter of the annulus always matched the large disks in size to ensure that both stimuli reached into the sur-
round by the same distance. The theta index was computed as follows:
TI=
ðls ssÞ
ðls+ ssÞ (Equation 2)
where ls and ss are the theta powers in response to a large and small stimulus, respectively. In case of the disk versus disk-annulus
comparison, ls and ss are the theta powers in response to a disk-annulus and corresponding large disk stimulus, respectively.
MUA phase analysis between electrodes
For the phase analysis displayed in Figures 2B and 2C electrode channels were selected and grouped depending on whether MUA
response was stronger for the disk or the flanker stimulus position. In addition, theta power in the post-stimulus period excluding the
transient had to be significantly larger than that during the fixation baseline and contain significant theta oscillatory power. This
ensured that we performed the phase analysis only on channels that showed significant theta oscillations and were (relatively) se-
lective to one of the two stimulus positions. Note that this selection of channels with significant theta oscillations was only performed
in this particular analysis. In all other analyses channels were selected independently of theta power.
RT-MUA relationship on a single trial level
Assessment of MUA theta phases (Figure S4B) was done by calculating the fourier coefficients of the MUA recorded during detec-
tion trials of the attention task (0.5 s after disk onset until end of target response) using a hanning-tapered sliding window of 0.5 s
length and applying 4 Hz spectral smoothing on a single trial level. Phases were then extracted at the time point of target presen-
tation, i.e., not at the time of the target signal arriving at V4, due to short trial length. To estimate the phase at which the target
signal arrives in V4, 100 ms (conduction delay to V4), equaling a phase difference of 144 at 4 Hz, have to be added to the re-
sulting phase.
RTs were normalized (divided by average) per session.
Cross-Correlation
In order to quantify the relationship between the theta modulation in behavior and MUA, we computed cross-correlations between
the mean RT time-trace and the MUA signal of each channel for both monkeys as follows [67]:
CCn1 ;n2ðtÞ=
XT
t =1
ðPRTðtÞPMUAðt + tÞ (Equation 3)
where T is the number of discrete time bins, t is time, PRT and PMUA are the normalized RTs andMUA PSTHs (averaged across trials,
mean subtracted), t is time lag and CCn1 ;n2 is the cross-correlation. Before computing the cross-correlation we inverted the RTs (as
seen in Figure 4B) such that a positive cross-correlation signifies a coincidence of a high MUA response and fast RTs.
Before performing the cross-correlation both the RT (detrended, but non-smoothed) and MUA signals were resampled to 150 Hz
(requiring ‘‘interpolation’’ of RT) to ensure that similar time points of both signals are used for the computation. We used time lags
between -450ms and +450ms. Cross-correlograms were then normalized such that the correlation coefficient of the autocorrelation
at zero lag equals 1.Current Biology 28, 1–11.e1–e5, August 6, 2018 e4
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test for a possible rhythmicmodulation we computed powerspectra of the cross-correlations (see Spectral Analysis and Statistics for
further information) based on the actual data and on those computed from the surrogate data (see above).
For the cross-correlation lag analysis (Figure S2E) the cross-correlation was computed in a similar way but betweenMUA channels
from the two different neuronal groups (disk- and bar-selective, selection criteria as described above, see also Figure 2), i.e., PRT and
PMUA both are normalized MUA PSTHs on a single trial level. The lag was defined as the latency from the peak of the cross-correlo-
gram occurring ± 125 ms around 0. Times were converted into degrees assuming a 4 Hz oscillation.
Strength of MUA response to target for fast versus slow RT periods
To quantify the strength of the MUA response to the target (luminance change) with respect to baseline we computed the d’ as a
measure of sensitivity as follows:
d
0
=
mp  mbffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2

s2p + s
2
b
r (Equation 4)
where mp and mb are the means and sp, sb the standard deviations for the MUA of the peak and the baseline preceding the peak by
60ms, respectively. This analysis was performed on MUA recorded during detection trials (distributed attention condition) during
target delay conditions associated with a peak in the RT course (i.e., fast RT; 0.9 and 1.1 s for monkey K and 0.85 and 1.02 s for
monkey H) versus target delay conditions associated with a trough (slow RT; 0.82 and 1.01 s for monkey K and 0.78 and 0.98 s
for monkey H). Peaks were detected for each condition and channel separately.e5 Current Biology 28, 1–11.e1–e5, August 6, 2018
