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Abstract
We introduce a method of rigorous analysis of the location and type of complex sin-
gularities for nonlinear higher order PDEs as a function of the initial data. The method
is applied to determine rigorously the asymptotic structure of singularities of the modified
Harry-Dym equation
Ht +Hy = −
1
2
H
3 +H3Hyyy : H(y, 0) = y
−1/2
for small time at the boundaries of the sector of analyticity. Previous work [7], [5] shows
existence, uniqueness and Borel summability of solutions of general PDEs. It is shown that
the solution to the above initial value problem is represented convergently by a series in a
fractional power of t down to a small annular neighborhood of a singularity of the leading
order equation. We deduce that the exact solution has a singularity nearby having, to
leading order, the same type.
1 Introduction
The singularity structure of solutions of nonlinear partial differential equations in the complex
plane is not a well understood subject. Insofar as the authors are aware, except for integrable
cases, there are no general methods in the literature to analyze the type and location of singu-
larities of solutions of nonlinear systems of PDEs in terms of the initial data.
The goal of the present paper is to develop a relatively general and constructive technique to
address this issue, which applies to equations that admit formal asymptotic solutions.
In view of the complexity of the analysis, and for more clarity, we describe and apply the
method on a number of concrete problems. It will be however transparent that the method is
much more general.
Formal asymptotic similarity solutions could exist for small or large time, or when one ap-
proaches the finite blow-up time of a similarity solution of a PDE. We prove that complex sin-
gularities of these formal asymptotic solution actually correspond to singularities of the solution
of the full PDE.
1
The motivation for understanding complex singularity formation of PDEs, aside from intrinsic
interest, is that in some cases of physical interest [1], [4], [2], there is evidence that singularities
that appear in the real physical domain after a finite time can be traced to the complex plane.
The procedure consists in the following steps: (i) an early time asymptotic expansion in
powers of t, the validity of which is justified for the modified Harry-Dym equation in [5], (ii)
introduction of appropriately scaled “inner” dependent and independent variables beyond the
region of validity of the expansion (i), (iii) determination of singularities of the leading order
equation and (iv) proof that a secondary expansion in scaled time, involving inner-variables, is
convergent in a domain encircling a singularity of the leading order solution. Insofar as analysis
of the leading order equation (in step (iii) above) is concerned, which (typically a nonlinear
ODE), formal calculations have been used before (see [3], and references in [14]). These can now
be rigorously derived from the general theory introduced in [14].
The present paper justifies the above four step procedure for the modified Harry-Dym equa-
tion This equation arises in the small surface tension limit of Hele-Shaw interfacial evolution [3]
in the neighborhood of an initial zero of the derivative of an associated conformal map. The jus-
tification of singularity formation is a crucial first-step to understanding “daughter”-singularity
phenomena where a smoothly evolving interface corresponding to a zero-surface tension solution
is singularly perturbed in O(1) time by arbitrarily small surface tension effect.
Consider the following initial value problem for the modified Harry-Dym equation:
∂H
∂t
+
∂H
∂y
−H3∂
3H
∂y3
− H
3
2
= 0 with H(y, 0) = y−1/2 (1)
Theorem 36 and Corollary 37 in [5] imply that for any t ∈ [0, T ], for large enough |y − t|/t2/9
with arg(y − t) ∈ (− 49π, 49π), there exists a unique solution H(y, t) to (1) with H(y, t) ∼ y−1/2
as |y − t|/t2/9 →∞, with the following asymptotic expansion for t≪ 1:
H(y, t) = (y − t)−1/2
∞∑
n=0
Pn
(
t
(y − t)9/2 ,
t
(y − t)
)
(2)
where P0 = 1 and Pn is a homogeneous polynomial determined recursively in terms of Pn−1,
Pn−2,...P1. The first two polynomials are
P1(a, b) = −15
8
a− 1
2
b, P2(a, b) =
25875
128
a2 +
195
32
ab+
3
8
b2 (3)
Further, if we introduce the scaled variables
η =
x− t
t2/9
; τ = t7/9 ; H(y(η, t), t) = t1/9G(η, τ), (4)
then, according to Corollary 37 in [5]1, for |η| sufficiently large, with arg η ∈ (− 49π, 49π), the
function G has a convergent series expansion in τ :
G(η, τ) =
∞∑
k=0
τkGk(η) (5)
1The variable variable ζ = η3/2 is used there.
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In this paper, among other results, it will be shown that the convergence of the series (5)
actually holds in an extended domain in η that includes at least a region close to a singularity
ηˆs of G0(η) in a neighborhood of the boundary arg η ∈
(− 49π, 49π) for large |ηˆs|.
Substituting (4) into (1), we obtain the following equation for G(η, τ):
−G
9
− 2
9
ηGη +
7
9
τGτ +
τ
2
G3 −G3Gηηη = 0 (6)
From (5), it follows that the leading order solution G0 satisfies
1
9
G0 +
2
9
ηG′0 +G
3
0G
′′′
0 = 0 (7)
In order for G in (5) to match the asymptotic expansion (2) we need to require that
G0(η) = η
−1/2(1 + o(1)); |η| large, arg η ∈
(
−4π
9
,
4π
9
)
(8)
The solutionG0(η) to the leading order ODE (7) with asymptotic condition (8) have been studied
before. Numerical solutions were found [3] and computational evidence suggested that there is
a cluster of singularities ηˆs, where G0(η) ∼ eiπ/3
(
ηs
3
)1/3
(η − ηˆs)2/3. Using the fact that G0(η)
is indeed a similarity solution to the Harry-Dym equation, which is integrable, it was shown
[8] that (7) can be transformed to Painleve´ PII. Isomonodromic methods were used to prove
existence and uniqueness of sectorially analytic solution for arg η ∈ (− 49π, 49π) that satisfies
far-field condition (8). Outside this sector, the behavior of the transformed equation solution
is given by elliptic functions, whose singularities can be related to the two-thirds singularity of
G0(η), as above.
However, unlike the isomonodromic method, the method based on generalized Borel sum-
mation summation [13], [15] applies to initially small solutions of non-integrable equations as
well. To apply this analysis in our example, which does not satisfy all the conditions in [14],
small adaptations of the proofs are needed (see Appendix). One can determine that for large
η, uniformly in the sector arg η ∈ [− 4π9 − δ, 4π9 − δ] for some δ ∈ (0, 29π), except for an
exponentially small region around singularity of G0, the asymptotic series of G0(η) is of the
form
G0(η) ∼ η−1/2U(ζ) +O(η−5) (9)
where
ζ = − log C + 9
8
log η +
i4
√
2
27
η9/4 + (2nˆ− 1)iπ (10)
with the principal branch of the log, where C is a Stokes constant of G0 in the large η expansion
for arg η ∈ [− 49π + δ, 49π − δ]
G0(η) ∼ η−1/2
[
1 +
∞∑
k=1
akη
−9k/2
]
(11)
The function U(ζ) is determined implicitly from the equation:
ζ = log 4− 2− iπ − 2
√
U − ln
(
1−√U
1 +
√
U
)
(12)
3
and U(ζ) has a singularity (where U = 0) at ζ = ζs ≡ log 4 − 2 − iπ, corresponding to a string
of singularities at η = ηs, where
i4
√
2
27
η9/4s +
9
8
log ηs = −2 + log 4− 2nˆiπ + logC (13)
where nˆ ∈ N has to be large for ηs to be large. For large |ηs|(large nˆ), it is to be noted that
arg ηs is close to − 4π9 , the anti-Stokes line. There is similarly another quasi-periodic array of
singularities close to arg η = 4π9 , but our focus will be only on the ones in the lower-half plane. It
can be shown that for large |ηs| the singularities of G0 lie within an exponentially small distance
of ηs and, to leading order, are of the same type. This can be further verified directly from the
equation for G0.
Remark 1 It is easy to check that G0 cannot be zero, except at a singularity η = ηˆs. Furthermore
, in any domain D that excludes a neighborhood of the singularities of G0, and extends to ∞ so
that arg η ∈ [− 49π + δ, 49π + δ], it follows from differentiability of the asymptotics of solutions of
ODEs [16] that
sup
η∈D
|η1/2G0(η)|, sup
η∈D
|η7/2G′′′0 (η)| < C (14)
Remark 2 By (12), near the singularity η = ηs we have
2
3
U3/2 +O(U5/2) = ζ − ζs = 1
ηs
{
9
8
+
i
√
2
3
η9/4s
}
(η − ηs)
[
1 +O
(
η−1s (η − ηs)
)]
(15)
and hence for η − ηs = o(η−5/4s ), for large enough |ηs|,
U ∼ eiπ/3
(
η
5/6
s
21/3
)(
1− 27i
8
√
2
η−9/4s
)2/3
(η − ηs)2/3 (16)
Note that if ri|ηs|−5/4 < |η − ηs| < r0|ηs|−5/4, with r0 > ri small, then there exists upper
and lower bounds for |U |, independent of ηs for large |ηs|. Since the singularity ηˆs of G0 is
exponentially close to ηs, it follows that the lower bound of G0 in this annular region is also
independent of |ηs|.
Given these leading order singularities for G0(η), we investigate the series expansion (5),
known to converge for large enough |η| in any compact subset of arg η ∈ (− 49π, 49π), in a
neighborhood of a singularity of G0.
Remark 3 The domain D in the next theorem, sketched in Fig. 1, is specified in Definition 4.
It contains a small annular region of a singularity ηs of U (cf. (13), (12)) for large nˆ ∈ N and
a sectorial region arg η ∈ (− 2π9 + δ, 2π9 − δ), for δ small and large η.
Comparing powers of τk (for k ≥ 1) obtained by substituting power series (5) into (6) results in:
G30LkGk = Rk (17)
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where the linear operator Lk is defined by
Lku = u′′′ + 2
9G30
ηu′ −
(
βk
G30
+
3G′′′0
G0
)
u where βk =
7k − 1
9
(18)
and the terms Rk on the right side of (17) are given by
Rk(η) =
1
2
∑
∑
ki=k−1
Gk1Gk2Gk3 −
∑
kj<k,
∑
kj=k
Gk1Gk2Gk3G
′′′
k4 (19)
In order to match to the asymptotic expansion expansion (2), we require
Gk(η) ∼ Ak
ηk+1/2
; |η| large, arg η ∈
(
−4π
9
,
4π
9
)
(20)
for some specific constants Ak (A1 = −1/2, A2 = 38 , A3 = − 516 ,...). As explained later, it is
not necessary to impose (20); any solution Gk which approaches 0 as |η| → ∞ with arg η ∈(− 29π − δ, 29π + δ) at a rate faster than η−1/2 must necessarily have the asymptotic behavior
(20) (See Remark 6).
Theorem 1 The expansion (5) is convergent in D for all sufficiently small τ . In particular,
for any singularity ηˆs of G0(η) near the anti-Stokes line arg η = − 49π with |ηˆs| sufficiently large,
there is a singularity of G(η, τ) for small τ , to leading order of the same type, approaching it as
τ → 0+ .
Remark 4 The convergence of the Taylor expansion in τ and the bounds on Gk and G
′
k suffice
to show that G(η, τ) has the singularities close to those of G0(η) since for a circle Sǫ1 of radius
ǫ1 around ηs we have
1
2πi
∮
Sǫ1
Gη
G
dη ∼ 1
2πi
∮
Sǫ1
G′0
G0
dη ∼ 2
3
+O
(
ǫ
1/3
1 , τ
)
(21)
For small τ , G(η, τ) thus has, to leading order, a branch-point of algebraic order 2/3.
Remark 5 The convergence of the series (5) in D is a corollary of the following lemma.
Lemma 2 There exist constants A and B independent of j ≥ 1, with A > 1, 0 < B < 1, so that
‖η3/2Gj‖∞,D ≤ BA
j
j3
(22)
‖η5/2G′j‖∞,D ≤
BAj
j2
(23)
‖G′′′j ‖∞,D ≤
BAj
j2
(24)
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Remark 6 The proof of this key Lemma that leads to the proof of Theorem 1 is given at the
end of §6. First, we prove a Lemma bounding the Rk(η). This provides bounds of Gk using a
suitable inversion of Lk in (18). The estimates suffice for our purpose but are not sharp, as (20)
implies a faster decay rate in η. The uniqueness of the solution G(η, τ) in the regime |η| ≫ 1
for arg η ∈ (− 49π, 49π) with G(η, τ) ∼ η−1/2 is shown in [5].
The proof of Lemma 2 is by induction; we first prove an general result for sums of type (19).
Lemma 3 With G0 the same as before, there is a constant K3 so that for any A ∈ (1,∞),
B ∈ (0, 1), N ∋ k ≥ 2 and {Gj}j=1,...,k−1 defined in D which satisfy (22)-(24) we have in (19),
‖η3/2Rk‖∞,D ≤ K3
k2
(B2Ak +BAk−1) (25)
Proof. It is convenient to break up Rk as:
Rk = R0,k +R1,k
where for k = 1,
R0,k =
G30
2
and for k > 1,
R0,k =
3
2
G0
∑
∗,k−1
Gk1Gk2 +
3
2
G20Gk−1 − 3G0G′′′0
∑
∗,k
Gk1Gk2 −G′′′0
∑
∗,k
Gk1Gk2Gk3
− 3G20
∑
∗,k
Gk1G
′′′
k2 − 3G0
∑
∗,k
Gk1Gk2G
′′′
k3
where
∑
∗,α
denotes summation over ki ≥ 1 with
∑
i ki = α and
R1,k(η) =
1
2
∑
∗,k−1
Gk1Gk2Gk3 −
∑
∗,k
Gk1Gk2Gk3G
′′′
k4
The proof follows by using the upper bounds on Gj , G
′
j and G
′′′
j in (22)-(24) for k−1 ≥ j ≥ 1,
using (14) and noting that
sup
k


∑
∗,k−1
k3
k31k
3
2
,
∑
∗,k
k2
k31k
2
2
,
∑
∗,k
k2
k31k
3
2k
2
3
,
∑
∗,k
k3
k31k
3
2k
3
2
,
∑
∗,k
k2
k31k
3
2k
3
3k
2
4

 <∞
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2 Proofs
The proofs rely on bounding Gk in (5). For given k0 and 1 ≤ k ≤ k0, it can be seen that the
solution Gk to LkGk = RkG3
0
that goes to 0 as η → ∞ in the sector arg η ∈ (− 29π + δ, 29π − δ),
with 0 < δ < π63 , is given by
Gk(η) =
3∑
j=1
uj(η)
∫ η
∞eθj
vj(η
′)
Rk(η
′)
G30(η
′)
dη′ (26)
Here θ1 = − 29π + δ, θ2 = 29π − δ and θ3 = 0. Also, in (26), u1, u2 and u3 are three independent
solutions of Lku = 0, with the following asymptotic behavior for large η (see [16]):
u1(η) ∼ η−15/8 exp
[
i
4
√
2
27
η9/4
]
u2(η) ∼ η−15/8 exp
[
−i4
√
2
27
η9/4
]
u3(η) ∼ η 92βk
where βk is defined in (18), (v1, v2, v3)
T is the third column of Φ−1 and
Φ(η) =

 u1 u2 u3u′1 u′2 u′3
u′′1 u
′′
2 u
′′
3


It is easily seen that for large |η| we have
v1(η) ∼ − 9
4
η−5/8 exp
[
−i4
√
2
27
η9/4
]
v2(η) ∼ − 9
4
η−5/8 exp
[
i
4
√
2
27
η9/4
]
v3(η) ∼ 9
2
η−
9
2
βk− 52
and that v1, v2, v3 are three independent solutions to the adjoint third order linear equation
L+k v = 0, where the coefficients are regular when G0 6= 0. The Gk determined from (26) are
bounded in any domain that excludes the singularities of G0 (the only places where G0 = 0), and
it is easily seen that the bounds (22)-(24) are valid for 1 ≤ k ≤ k0 for large A and B (depending
on k0).
To prove the bounds (22)-(24) in Lemma 2 for all k, it is sufficient to prove them for sufficiently
large k (large βk).
Note. We have to treat separately two regimes of η and βk : (a) |η| = O(ǫβ4/9k ) or larger and
(b) |η| = o(β4/9k ). These require different integral representation of Gk and choice of domain.
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2.1 Control in the regime (a), |η| > constant β4/9k
It is convenient to define
χ = β
−4/9
k η and zk(χ) = Gk(β
4/9
k χ)
Then, using variation of parameters (see §5), we have
zk(χ) = V˜
[
Rˆ
]
(χ)
where
V˜ [Rˆ](χ) ≡
3∑
j=1
1
β2k
∫ χ
∞eiθj
eβk [Pj(χ)−Pj(χ˜)]+Wj(χ) − Wj(χ˜)nj,3(χ˜)Rˆ(χ˜)dχ˜ (27)
where Rˆ depends on Rk and zk; nj,3, and Wj are given functions of χ, whose exact expression
is irrelevant, with behavior nj,3 = O(χ
−5/2), W1 = − 158 ln χ+ o(1), W2 = − 158 ln χ+ o(1)
and W3 = o(1) for large χ; and P
′
1(χ), P
′
2(χ) and P
′
3(χ) are the three roots of the cubic
α3 +
2
9
χ5/2α− χ3/2 = 0 (28)
with the following asymptotic behavior for large χ:
P1 =
4
√
2
27
iχ9/4 − 9
4
ln χ+ o(1)
P2 = − 4
√
2
27
iχ9/4 − 9
4
ln χ+ o(1)
P3 =
9
2
ln χ+ o(1)
as χ →∞ for argχ ∈ (− 29π + δ, 29π − δ), with 0 < δ < π63 . In (27), θ1 = − 29π + δ, θ2 = 29π − δ
and θ3 = 0.
It is necessary that the operators V˜ be defined in a suitable domain E in the χ-plane containing
the integration path where the bounds for the previous zj, j = 1, ..., k − 1 are available to
estimate Rk. Also V˜ need to be bounded for large βk. To satisfy the latter requirement for each
j (j = 1, 2, 3), any point χ ∈ E must have the property that it can be connected to ∞eiθj along
a path C˜j entirely in E so that on the path χ˜(s), parameterized by the arclength s increasing
towards ∞,
d
ds
ℜPj(χ˜(s)) ≥ C|χ˜(s)|5/4 > 0 , for j = 1, 2
d
ds
ℜP3(χ˜(s)) ≥ C |χ˜(s)|−1 > 0 ,
where C is a constant independent of χ. It is shown in §3 that these properties are ensured if
we choose
E =
{
χ : χ to the right of ∂EL, argχ ∈
(
−2
9
π + δ,
2
9
π − δ
)}
where ∂EL is the polygonal line connecting χ1, χ3 and χ2, and where
χ3 = ǫ , χ2 = χ3 + ρ˜e
i2π/3 , χ1 = χ3 + ρ˜e
−i2π/3
8
Here ρ˜ is chosen so that argχ1 = − 2π9 +δ and argχ2 = 29π−δ and ǫ is suitably small, independent
of k, so that δ˜ appearing in the proof of Theorem 34 in §6 is smaller than 12 . The domain E is
sketched in Fig. 3. Corresponding to E , we define the domain Ek (Figure 2)
Ek =
{
η : β
−4/9
k η = χ ∈ E
}
2.2 Control in regime (b), η = o
(
β
4/9
k
)
:
In this case, as shown in §6, we can write
Gk(η) = V
[
Rˆk
]
+
3∑
j=1
ajgj(η)
where
V
[
Rˆk
]
≡
3∑
j=1
β
−2/3
k
3
ωjG0(η)
∫ η
ηj,k
G0(η
′)Rˆk(η′)eωjβ
1/3
k [P (η)−P (η′)]dη′ (29)
gj = G0 e
ωjβ
1/3
k
P , Rˆk involves Rk, Gk and G
′
k and
P (η) =
∫ η
ηi
1
G0(η′)
dη′ , for some ηi ∈ D (30)
while ω1 = e
i2π/3, ω2 = e
−i2π/3 and ω3 = 1 (the three cubic roots of unity). In (29) the limits
of integration satisfy ηj,k ≡ β4/9k χj , where χ1, χ2 and χ3 are as defined in the last subsection.
The choice of the domain Dk for η is subject to the conditions below.
1. Dk must contain a region S0 that winds around ηs, near arg η = − 49π, excluding a O(η−5/4s )
neighborhood of ηs itself. Since the singularity ηˆs of G0 is within e
−C|ηs| distance of ηs and
a singularity of G0 is the only point where G0 = 0, this condition ensures a lower bound
on G0 and provides the contour integration
∮
Sǫ1
in Remark 2.
2. Any point η ∈ Dk can be connected to ηj,k along a contour Cj that lies entirely within Dk
such that ℜ [ωjP ] is increasing monotonically when the points ηj,k are approached. The
integration contour Cj in (29) is chosen to be such a path. Monotonicity ensures there is
no exponential growth in k (βk). A fortiori, the points ηj,k, as defined above, are points of
maximum of ℜ [ωjP ] in Dk.
3. We must have for k ≥ k0, the property Dk+1 ∪ Ek+1 ⊂ Dk ∪ Ek. For k ≤ k0, all Gk can be
determined through the representation (26) on a common domain Dk0 ∪Ek0 . The necessity
of this condition comes from the fact that the Rk, needed to determine Gk in the domain
Dk ∪ Ek, involve G1, G2, ..., Gk−1.
4. For any k, Dk ∪ Ek must contain the region S0 around the singularity ηs. Also, for large
enough |η| in this domain, we must have arg η ∈ [− 29π + δ, 29π − δ]. We shall furthermore
ensure a nonempty common domain D = ∩k≥k0 [Dk ∪ Ek].
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5. To simplify the analysis, we seek domains so that Dk ∪ Ek does not contain turning points
(occurring when arg η = ± 29π) of the WKB solutions for large k in (27), eβkPj(χ(η))+Wj(χ(η))
(see §4).
3 Properties of P (η) and choice of the domains D and Dk
This section is devoted to the construction of the domains D and Dk corresponding to a particular
ηs, determined from (13) for large enough nˆ ∈ N. The domains clearly depend on the choice of
ηs. The construction is relatively involved since monotonicity of ℜ [ωjP ] must be ensured, while
P (η) is only implicitly known through (9)–(12) and (30). Also, such a domain has to contain an
annular region around singularity ηs.
Remark 7 In this section, constants such as C, K, δ, ri, r0, etc are positive and independent
of η and ηs.
First we define DA, part of the region where G0(η) ∼ η−1/2.
Definition 4 For small δ ∈ (0, π63) we have
DA1 =
{
η : |η| > 1
2
|ηs|, arg η ∈
(
−2
9
π + δ,
2
9
π − δ
)}
DA2 =
{
η : θ = arg η ∈
(
−4
9
π + δ,−2
9
π + δ
]
, |η1(θ))| > |η| > 1
2
|ηs|,
}
where η1(θ(r)) = 2|ηs|e−i 49π+iδ + re−i π9 for r ≥ 0. We also define M = |η1
(− 29π + δ) | and
DA = DA1 ∪DA2
(See Figure 1).
Lemma 5 For any point η ∈ DA, there exist three piecewise smooth paths from η to ∞, η˜ := η˜j ,
for j = 1, 2, 3 , contained in DA so that on any smooth segment we have
d
ds
ℜ (ωjP [η˜(s)]) > C|η˜(s)|1/2 > 0
where s is the arclength. Furthermore,
|η˜(s)| > C1|η| > 0
Proof. On the line segment η˜(s) = η0 + se
iφ in DA, (30) and largeness of |η˜(s)| and |ηs|,
together with the asymptotic behavior G0(η˜) ∼ η˜−1/2, imply
d
ds
ℜ(ωjP ) = ℜ
[
ωj
G0(η˜(s))
η˜′(s)
]
∼ |η˜(s)|1/2 cos
(
θj +
θη˜
2
+ φ
)
where θj = argωj ∈
{± 23π, 0}, θη˜ = arg η˜(s). For suitable φ and η0, it is easy to see that for
any η ∈ DA and j = 1, 2, 3, there exists a polygonal line so that cos
(
θj +
1
2θη˜ + φ
)
> C > 0.
Further, the line can be chosen so that |η˜(s)| ≥ |η|.
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Definition 6
L =
{
η : arg η = −4
9
π + δ,
1
2
|ηs| < |η| < 2|ηs|
}
Definition 7 Let S0 be a region around ηs (the singularity of U(ζ(η)) in (12)) defined by
S0 =
{
η : ri|ηs|−5/4 < |η − ηs| < ro|ηs|−5/4, arg(η − ηs) ∈
(
−π + π
18
,
π
18
+ π
)}
(31)
with 0 < ri < r0, small enough to ensure argU
1/2
0 ∈
[− 25π, 25π] (see relation (16)).
Definition 8 We define
DT,1 =
{
η : |η3/2 − η3/20 | < 3
(
1 +B0
1−B0
)2
r for η0 ∈ S0 and
∣∣∣∣∣1−
√
U
1 +
√
U
∣∣∣∣∣ < B0e−K4|ηs|3/4r < 1, for some r ∈ [0, |ηs|1/4]
}
For r ∈
[
0, 2δK3 |ηs|3/2
]
, we define
DT2,r :=
{
η : (1) arg η ∈
(
arg ηs −K5|ηs|−5/4 +K3|ηs|−3/2r,−4
9
π + δ,
]
(2) |η|3/2 ∈
(
|ηs|3/2 −K5|ηs|1/4 − 3r, |ηs|3/2 +K5|ηs|1/4 + 3r
)
(3) |U − 1| < 5B0e−K4|ηs|e−K1|ηs|3/4r
}
DT2 :=
⋃
r∈I
DT2,r, where I =
[
0,
2δ
K3
|ηs|3/2
]
DT :=DT,1 ∪ DT,2
D :=DA ∪ DT
Theorem 9 For large |ηs|, for any point η ∈ D, there exist B0, Ki and piecewise smooth paths
from η to ∞ η˜j =: η˜ (j = 1, 2, 3) contained in D, so that on any smooth subsegment we have
d
ds
ℜ (ωjP [η˜(s)]) > C|η˜(s)|1/2 > 0 (32)
Furthermore
|η˜(s)| > C1|η| > 0 (33)
For the proof, given at the end of §2, we need a few more definitions, constructions and lemmas.
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Remark 8 Note that by Lemma 5, it is enough to show that for any η ∈ DT , we can choose a
path for each of j = 1, 2, 3 connecting η to ηL ∈ L, entirely within DT so that the monotonicity
property (32) is satisfied. Noting also that since the ratio of any two values of η ∈ DT is bounded
by a constant independent of ηs, the second part of Theorem 9 follows.
Definition 10 For k ≥ k0, we define
η1,k = η3,k + ρ0e
−i 2
3
π, η2,k = η3,k + ρ0e
i 2
3
π, η3,k = ǫβ
4/9
k
where ρ0 is chosen so that arg η1,k = − 2π9 − δ, arg η2,k = 2π9 + δ for 0 < δ < π63 . The parameter
ǫ is small, but independent of k, as needed in Lemma 25, and k0 is chosen large enough so
that for k ≥ k0, we have ǫβ4/9k > M , for M as defined in Definition 4. We define a boundary
∂Ek = ∂E
−
k ∪ ∂E+k where ∂E−k is the straight line joining η3,k with η1,k and ∂E+k is the straight
line joining η3,k to η2,k. We then define Dk (See Fig. 2)
Dk = D\Ek
Lemma 11 Given j = 1, 2 or 3, for any η ∈ ∂Ek, the path η˜(s) from η to ηj,k along ∂Ek
satisfies the monotonicity property (32).
Proof. On ∂E+k we note that
d
dρ
ℜ
[
ω3P (η3,k + ρe
i2π/3)
]
∼ ℜ
[
ei2π/3η1/2
]
= −|η|1/2 sin
(
π
6
+
1
2
arg η
)
< −C|η|1/2
for some positive constant C. On ∂E−k we note that
d
dρ
ℜ
[
ω3P (η3,k + ρe
−i2π/3)
]
∼ ℜ
[
e−i2π/3η1/2
]
= −|η|1/2 sin
(
π
6
+
1
2
arg η
)
< −C|η|1/2
for some positive constant C. It is therefore clear that the path η˜3(s) from η˜ to η3,k satisfies
the monotonicity property (32). In a similar manner, it is seen that ℜ [ω1P ] and ℜ [ω2P ] satisfy
(32) on a path from η to ηj,k for j = 1, 2 along ∂Ek.
The lemma above, together with Theorem 9 prove the following Corollary:
Corollary 12 (Property 1:) For all sufficiently large k, given any point η ∈ Dk, there exists
a piecewise smooth path Cj for each j = 1, 2, 3 from η to ηj,k such that the path is entirely in Dk
and
d
ds
ℜ (ωjP (η˜(s)) ≥ C|η˜|1/2 > 0 (34)
Furthermore, if η˜ ∈ Cj, we then have |η˜| > C|η|.
Remark 9 To prove Theorem 9, we introduce three autonomous flows as follows.
Definition 13 Let ηj(t, η0) be the solution to the differential equation
η˙ = ie−iφjω−1j G0(η), where ω1 = e
i2π/3, ω2 = e
−i2π/3, ω3 = 1 (35)
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with initial condition ηj(0, η0) = η0, where φj are given by:
φ1 =
π
3
, φ2 =
6π
7
, φ3 =
2
3
π (36)
Remark 10 We note from (30) that for any choice φj ∈ (0, π),
d
dt
ℜ [ωjP (ηj(t, η0))] = cos
(
φj − π
2
)
> 0
Hence using arclength parameterization we have
d
ds
ℜ [ωjP (η˜(s)] =
cos
(
φj − π2
)
|G0(η˜(s))| > C|η˜(s)|
1/2
when η˜(s) ∈ D. Thus, the differential equation (35) generates ascent paths for ℜ[ωjP ].
Lemma 14 There exists a B0 so that S0 ⊂ DT .
Proof. Since for η ∈ S0, the corresponding U determined from (12) has upper and lower bounds
independent of ηs, as discussed in Remark 2. Also, from (16), for η ∈ S0, argU1/2 ∈
[− 25π, 25π].
Thus, it follows that for η ∈ S0, we have |1 −
√
U |/|1 +√U | < B0 for some B0 < 1. Thus, for
some B0, we have S0 ⊂ DT,1 ⊂ DT .
Definition 15 It is convenient to define, see (35) and (36),
νj = ie
−iφjω−1j
Remark 11 It follows that
arg ν1 = −π
2
, arg ν2 =
13π
42
, arg ν3 = −π
6
(37)
The specific choice of φj (and thus of νj) is unimportant, but it is essential that φj, arg νj remain
in compact subintervals of (0, π) and
(− 23π, π3 ) respectively, independent of ηs and δ.
In order to study the solution to (35) near ηs, it is convenient to think of U(t) = U(η(t)) as
an unknown together with η(t). Using (10), (12) and (35), it follows that
2
3
d
dt
η3/2 = νjU [1 + E1(η)] where E1(η) =
η1/2G0(η)− U
U
(38)
d
dt
U = −αj |ηs|3/4
√
U(U − 1) [1 + E1] [1 + E2] , where
E2(η) =
[
νj
αj |ηs|3/4
(
i
√
2
3
η3/4 +
9
8η3/2
)
− 1
]
(39)
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where E1, E2 will be shown to be small for large |ηs| in the range of integration and
αj =
νj
|ηs|3/4
[
i
√
2
3
η3/4s +
9
8η
3/2
s
]
The initial condition U0 satisfies
i4
√
2
27
η
9/4
0 −
i4
√
2
27
η9/4s +
9
8
ln
(
η0
ηs
)
= − ln 1−
√
U0
1 +
√
U0
− 2
√
U0 (40)
Remark 12 It is to be noted that with φj given by (36) and using the fact that as nˆ→∞ (i.e.
as |ηs| → ∞), we get arg ηs → − 4π9 . It follows that in this limit,
argα1 → −π
3
, argα2 → 10π
21
, argα3 → 0 (41)
It is important for us that argαj ∈
(−π2 , π2 ).
Lemma 16 For suitable Ki and δ <
K3
24 , if η0,0 ∈ DT2 , then for sufficiently large |ηs| and some
t ∈
(
0, 2δK3 |ηs|3/2
)
, ηj(t; η0,0), leaves DT2 through L.
Proof. The differential equation satisfied by η and the corresponding U for 0 ≤ t ≤ 2 δK3 |ηs|3/2
is given by:
2
3
d
dt
η3/2 = νj [1 + E3] ;
d
dt
U = −νj
(
i
√
2
3
η3/4 +
9
8η3/2
)
(U − 1)(1 + E4)
where
E3 = E1U + (U − 1), E4 = (
√
U − 1) +
√
UE1,
where E1, E2 are defined in (38) and (39). It follows that
η3/2 = η
3/2
0,0 +
3
2
νj
∫ t
0
(1 + E3)dt (42)
(U − 1) = (U0,0 − 1) exp
[
−νj
∫ t
0
(
i
√
2
3
η3/4 +
9
8η3/2
)
(1 + E4)dt
]
(43)
where U0,0 is obtained from (40) by substituting η0 = η0,0. It is convenient to define the leading
order equations
η˜3/2 = η
3/2
0,0 +
3
2
νjt ; U˜ − 1 = (U0,0 − 1) exp
[
−νj
∫ t
0
(
i
√
2
3
η˜3/4 +
9
8η˜3/2
)
dt
]
(44)
From (42), (43) and (44) it follows that
η3/2 − η˜3/2 = 3
2
νj
∫ t
0
E3dt (45)
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U − U˜ = (U0,0 − 1)
{
exp
[
−νj
∫ t
0
(
i
√
2
3
η3/4 +
9
8η3/2
)
(1 + E4)dt
]
− exp
[
−νj
∫ t
0
(
i
√
2
3
η˜3/4 +
9
8η˜3/2
)
dt
]}
(46)
From (44) it follows that
arg η0,0 + 3t|ηs|−3/2 ≥ arg η˜ ≥ arg η0,0 + 3
2
K3t|ηs|−3/2 where 2K3 = min
j=1,2,3
sin
(
2
3
π + νj
)
|η˜|3/2 ∈
(
|η0,0|3/2 − 3
2
t, |η0,0|3/2 + 3
2
t
)
Using these relations in (44) we have
|(U˜ − 1)| = |(U0,0 − 1)|e−2K1|ηs|3/4t
where 2K1 is a lower bound (independent of δ) of
ℜ
{
νj
2|ηs|3/4
[
i
√
2
3
η˜3/4 +
9
8η˜3/2
]}
for η˜ restricted to the domain |η˜| > 12 |ηs|, arg η˜ ∈
[− 49π − δ,− 49π + 4δ]. Thus, for some t in
0 ≤ t ≤ 3δ2K3 |ηs|3/2, η˜ leaves the domain DT2 through the segment of L, when 1532 |ηs| < |η˜| < 32 |ηs|.
Now, we show that η is close to η˜ and hence has roughly the same behavior. We define
(ζ, V ) =
(
η3/2 − η˜3/2
t1
,
U − U˜
U0,0 − 1
)
on the interval [0, t1], for 0 < t1 ≤ 2δK3 |ηs|3/2. We introduce the norm
‖(ζ, V )‖∞ = sup
0≤t≤t1
|ζ(t)|+ sup
0≤t≤t1
e
3
2
K1|ηs|3/4t|V (t)|
and consider the right side of (45) and (46) as the mapping
(F1(ζ, V ),F2(ζ, V ))
of the ball
B = {(ζ(t), V (t)) : ‖(ζ, V )‖∞ < ǫ1}
for some small ǫ1 in the Banach space of pair of continuous functions (ζ(t), V (t)) of t in the
interval [0, t1] for t1 <
2δ
K3
|ηs|3/2.
Using the smallness of E3 and E4 for large η it can be checked directly that
(F1(ζ, V ),F2(ζ, V )) ∈ B
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and that
‖ (F1(ζ1, V1),F2(ζ1, V1))− (F1(ζ2, V2),F2(ζ2, V2)) ‖∞ ≤ ǫ2‖(ζ1, V1)− (ζ2, V2)‖∞
for some ǫ2 < 1 and the map is contractive. Thus, there is a unique solution to the integral
system (45) – (46) for (ζ(t), V (t)) in B. In particular, this implies that
|U(t)− 1| ≤ |U0,0 − 1|e−K1|ηs|3/4t, |(η(t))3/2 − η3/20,0 | ≤ 3t (47)
Hence, with r as in the definition of DT2,r we have
|U − 1| ≤ 5B0e−K4|ηs|e−K1|ηs|3/4(t+r)
arg η ≥ arg η0,0 +K3|ηs|−3/2t ≥ arg ηs −K5|ηs|−5/4 +K3|ηs|−3/2(t+ r)
|η3/2| ∈
(
|ηs|3/2 −K5|ηs|1/4 − 3(t+ r), |ηs|3/2 +K5|ηs|1/4 + 3(t+ r)
)
Therefore, from the definition of DT,2, for small enough t + r, we have η ∈ DT,2, while from
continuity, there exists some larger t+ r ≤ 2δK3 |ηs|3/2 for which η ∈ L as it exits DT2 .
Lemma 17 Let η0,0 ∈ DT,1. Define
ηˆ = ηj(t, η0,0)
Then, there exist B0 and Ki so that ηˆ ∈ DT1 ∪DT2 for large |ηs| and 0 ≤ t ≤ |ηs|1/4.
Proof. Note that for any 0 ≤ t ≤ |ηs|1/4, we write (38) and (39) as
η3/2 = η
3/2
0,0 +
3
2
∫ t
0
νjU(1 + E1)dt ,
1−√U
1 +
√
U
= b0,0 exp
{
−αj|ηs|3/4
∫ t
0
(1 + E2)(1 + E1)dt
}
(48)
where |b0,0| < B0e−K4|ηs|3/4r, with B0 chosen in accordance to Lemma 14 and 2K4 := minj cos
(
π
6 + νj
)
.
We introduce η˜(t) and U˜(t) (describing leading behavior) by
1−
√
U˜
1 +
√
U˜
= b0,0e
−αj |ηs|3/4t , η˜3/2 = η3/20,0 +
3
2
νj
∫ t
0
U˜(t′)dt′
It is to be noted that
η3/2 − η˜3/2 = 3
2
∫ t
0
νj [(U − 1) + UE1]dt (49)
1−√U
1 +
√
U
− 1−
√
U˜
1 +
√
U˜
= b0,0e
−αjt|ηs|3/4
[
exp
{
−αj|ηs|3/4
∫ t
0
[(1 + E2)(1 + E1)− 1]dt
}
− 1
]
(50)
We note that 53K4 is a lower bound for ℜ [αj ] for |ηs| large. It is convenient to define the pair
of continuous functions,
(ζ(t), V (t)) =

η3/2(t)− η˜3/2(t), 1−
√
U(t)
1 +
√
U(t)
−
1−
√
U˜(t)
1 +
√
U˜(t)


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and the norm
‖(ζ, V )‖∞ = sup
0≤t≤t1
|ζ(t)|+ sup
0≤t≤t1
e
3
2
K4|ηs|3/4t|V (t)|
for t1 ∈ (0, |ηs|1/4). Consider the right hand side of (49) and (50) as a mapping (F1(ζ, V ),F2(ζ, V ))
on the ball
B = {(ζ, V ) : ‖(ζ, V )‖∞ < ǫ1t1}
Using smallness of E1, E2 and their derivatives with respect to η, it can be readily checked that
(F1,F2) is a contractive mapping of the ball B into itself; hence the solution (ζ, V ) satisfying
(49) and (50) is in B for large |ηs|. In particular, since ℜαj > 53K4 we have∣∣∣∣∣1−
√
U(t)
1 +
√
U(t)
∣∣∣∣∣ ≤ B0e−K4|ηs|3/4(t+r), |[η(t)]3/2 − η3/20 | ≤ 3
(
1 +B0
1−B0
)2
(t+ r)
There are two cases: if t + r ≤ |ηs|1/4, then clearly η ∈ DT1 . If |ηs|1/4 ≤ t + r ≤ 2|ηs|1/4, from
the definition of DT2 , it follows η ∈ DT,2, with K5 = 6
(
1+B0
1−B0
)2
.
Proof of Theorem 9. From Lemmas 5, 17, 16 (see Remark 8 as well), it is clear that that the
domain D = DT ∪ DA is invariant under the flows η˜j(s). From Remark 10, Theorem 9 follows.
4 Properties of Pj(χ) and choice of domain E
Remark 13 The WKB solution for large βk of the homogenous equation Lku = 0 (see §2.2,
item 5) is not uniformly valid in the domain D for large η. To invert the operator Lk in the
regime η = O(β
4/9
k ), we introduce the scaled variables:
χ = β
−4/9
k η (51)
The WKB solution to the homogeneous equation is then of the form
eβkPj(χ)+Wj(χ) where α = P ′j are roots of the cubic α
3 +
2
9
αχ5/2 − χ3/2 = 0 (52)
We now choose a domain E where the WKB solution is valid. First, we define a boundary ∂EL,
which corresponds in the χ plane to ∂Ek (see Definition 10).
Definition 18 Let ∂EL =
{
χ : η = β
4/9
k χ ∈ ∂Ek
}
. We define ∂E+L and ∂E−L analogously in
terms of ∂E+k and ∂E
−
k , (see Definition 10).
Definition 19 We let
E =
{
χ : χ to the right of ∂EL, arg η ∈
[
−2π
9
+ δ,
2π
9
− δ
]}
(See Fig. 3.) It is also convenient to define
Ek =
{
η : β
−4/9
k η = χ ∈ E
}
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Remark 14 Note that for large k we have the following properties : D ⊂ Dk ∪ Ek and Dk+1 ∪
Ek+1 ⊂ Dk ∪ Ek. This follows from the construction of Dk and Ek. Our strategy is to prove the
bounds in Lemma 2 in the domain Dk ∪Ek based on bounds on all previous Gj, j = 1,2...,(k− 1)
established on the domains Dj ∪ Ej (which contain Dk ∪ Ek). The large k requirement is not
restrictive, since for any fixed k0 it is possible to choose A large enough so that the bounds in
Lemma 2 hold for 1 ≤ j ≤ k0.
The main theorem in this section is the following.
Theorem 20 For any χ ∈ E, it is possible to choose a path Cj connecting χ to ∞eiθj , where
θ1 = − 2π9 + δ, θ2 = 29π − δ and θ3 = 0 so that, except for a finite set of points,
d
ds
ℜ [P1,2(χ˜(s))] ≥ C|χ˜(s)|5/4 > 0
and
d
ds
ℜ [P3(χ˜(s))] ≥ C|χ˜(s)| > 0
where s is the arc-length increasing towards ∞ and the (different) constants C above are inde-
pendent of χ. Furthermore, for |χ| sufficiently large in E, and with χ˜ ∈ Cj as above, we have
|χ˜| > C |χ| for C > 0 independent of χ and χ˜.
Proof. This follows, after a few Lemmas, at the end of §3.
Remark 15 Though the domain E restricts the size of |χ| (it is bounded below), it is convenient
to first consider the properties of Pj on an enlarged domain E0 with no restriction on |χ| and
larger width:
Definition 21
E0 =
{
χ : argχ ∈
[
−2
9
π,
2
9
π
]}
It is convenient to associate each Pj with a first order differential equation as follows. Note
from (52) that with P ′j := χ
5/4ψ we have
χ−9/4 = ψ3 +
2
9
ψ (53)
Now, we consider the trajectory in the complex χ plane generated by the differential equation
dχ
dt
=
1
P ′j(χ)
implying
4
9
dχ9/4
dt
=
1
ψ
(54)
The solution with initial value χ0 will be denoted by χj(t;χ0). Using (53), it follows that
dψ
dt
= −ψ(2 + 9ψ
2)2
4(2 + 27ψ2)
(55)
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For large χ ∈ E it is clear from (53) that the three possible behaviors of ψ are ψ ∼ i
√
2
9 ,
ψ = −i
√
2
9 and ψ ∼ 92χ−9/4. We associate these behaviors with P ′1, P ′2 and P ′3 respectively, so
that
P ′1 ∼ i
√
2
9
χ5/4 , P ′2 ∼ − i
√
2
9
χ5/4 , P ′3 ∼
9
2
χ−1 (56)
Remark 16 Note that ds = |dχ˜dt |dt, and so on a trajectory generated by the differential equation
(54), we have
d
ds
ℜPj(χ˜) = |P ′j(χ˜)|
and hence one of the two conditions in Theorem 20 is satisfied by the path Cj = {χ˜ : χ˜ = χj(t, χ)},
provided it remains within E.
Lemma 22 ℜP1 increases monotonically on the boundary of E0 counterclockwise from ∞ei 29π
to ∞e−i 29π with
d
ds
ℜP1(χ(s)) > C|χ(s)|5/4,
while ℜP2 increases monotonically on the boundary of E0 clockwise from ∞e−i 29π to ∞ei 29π with
d
ds
ℜP2(χ(s)) > C|χ(s)|5/4
s being arc-length on E0.
Proof. Consider the solution to (55), with initial condition on the imaginary ψ-axis slightly
above ψ = i
√
2
9 . This corresponds to starting at χ =∞ei2π/9 with P ′1(χ) and tracing the Stokes
line where Im P1 = 0 and ℜP1 is increasing. From the equation it is clear that ψ remains on
the imaginary axis and approaches i∞, implying that argχ = 29π is a Stokes line where ℜP1 is
increasing monotonically all the way to the origin in the χ-plane. This also means that locally
near χ = 0, P ′ ∼ ω1χ1/2 and P1 ∼ 23ω1χ3/2, since this is the only root of the cubic (53) which
is real on χ = rei2π/9. This corresponds to ψ ∼ ω1χ−3/4 as χ → 0. Now, taking the initial
condition slightly above ψ = i
√
2
27 , it is clear from the differential equation (55) that ψ remains
on the positive imaginary ψ-axis and approaches ψ = i
√
2
9 from below. This corresponds to the
fact that argχ = − 29π is a Stokes line beyond the turning point χ = χs =
(
81
√
3
4
√
2
)4/9
e−i2π/9, with
ℜP1 increasing monotonically towards ∞e−i 29π and for large r, ddr ℜP1 ≥ Cr5/4. Now, consider
the segment χ = r e−i2π/9, where 0 < r <
(
81
√
3
4
√
2
)4/9
. If we introduce the transformations
ψ = i Ψ; χ = r e−i2π/9
into (52), then
Ψ3 − 2
9
Ψ + q−1 = 0,where q = r9/4
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The roots of the cubic that corresponds to P ′j are:
Ψ = Ψj = − (2916)
1/3
18q1/3
J1/3ω−1j −
4q1/3
3(2916)1/3J1/3
ωj where J = 1−
√
1− 96q
2
59049
(57)
(the principal branch is used). The asymptotic behavior of Ψj for small r is given by
Ψ1 ∼ eiπ/3r−3/4,Ψ2 ∼ −r−3/4,Ψ3 ∼ e−iπ/3r−3/4 (58)
From (57), it follows that on the line χ = re−i2π/9, for 0 < r <
(
81
√
3
4
√
2
)4/9
, we have
d
dr
ℜP1(re−i2π/9) = r5/4ℜΨ1 > Cr1/2 > 0
Thus, for all r, we have ddrℜP1
(
re−i2π/9
)
> Cr5/4. From the reflection-symmetry between P1
and P2 on the positive real χ-axis, the statement for P2 follows.
Lemma 23 ℜP3 decreases monotonically on the boundary of E0 counter-clockwise from ∞e±i 29π
to 0, and
d
ds
ℜP3(χ(s)) > C|χ(s)|
1/2
|χ(s)|3/2 + 1
s being the arc-length towards ∞. In this, the positive real χ-axis is a Stokes line with ℜP3
increasing towards ∞ei0 and satisfying the above monotonicity condition.
Proof. Consider (55) starting with ψ on the positive imaginary axis, slightly below ψ = i
√
2
27 ,
corresponding to χ =
(
81
√
3
4
√
2
)4/9
e−i2π/9. The differential equation implies that ψ remains on
the positive imaginary axis as it moves towards the origin. This corresponds to χ = ∞e−i 29π,
since ψ ∼ 92χ−9/4 for large χ, where P ′3 ∼ 92χ . Thus, the segment χ = re−i
2
9
π, r >
(
81
√
3
4
√
2
)4/9
is
a Stokes line with
d
dr
ℜP3
(
re−i
2
9
π
)
>
C
r
From the symmetry about the real χ-axis, the same argument can be repeated for χ = rei
2
9
π
for r >
(
81
√
3
4
√
2
)4/9
to show that this segment is also part of the Stokes line with ℜP3 increasing
with r.
For r <
(
81
√
3
4
√
2
)4/9
, an examination of Ψ3 in (57) shows that ℜP3(re±i 29π) continues to
decrease monotonically with decreasing r, though these segments are not part of any Stokes line.
Near the origin, given the asymptotics of Ψ3 in (58), it follows that P3(χ) ∼ 23χ3/2. Hence a
corresponding inequality follows, incorporating this behavior at the origin, while at the same
time satisfying condition for large χ
d
dr
ℜP3
(
re±i
2
9
π
)
>
Cr1/2
r3/2 + 1
which implies the inequality in the Lemma. Furthermore, when argχ = 0, it is easily seen that
P ′3 is real and positive and so P3 increases monotonically to ∞ as we approach ∞ei0.
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Lemma 24 For any δ ∈ (0, π63 ) there exists R0 independent of δ so that
1.
d
ds
ℜP1(χ(s)) ≥ C|χ(s)|5/4
for C > 0 independent of any parameter, where s is the arc-length representation of part
of the boundary of E for which |χ(s)| > R0; s is increasing in r when χ = re−i 29π+iδ and
decreasing when χ = rei
2
9
π−iδ.
2.
d
ds
ℜP2(χ(s)) ≥ C|χ(s)|5/4
for C > 0 independent of any parameter, where s is the arc-length representation of part
of the boundary of E for which |χ(s)| > R0; s is increasing in r when χ = rei 29π−iδ and
decreasing when χ = re−i
2
9
π+iδ.
3.
d
ds
ℜP3(χ(s)) ≥ C|χ(s)|−1
for C > 0 independent of any parameter, where s is the arc-length representation of part of
the boundary of E for which |χ(s)| > R0; s is increasing in r when χ = r exp
{±i [29π − δ]}.
Proof. This follows from the asymptotic behavior of P ′1, P
′
2 and P
′
3 for large χ in (56) after
noting that
d
dr
ℜPj(reiθ) = ℜ
[
eiθP ′j(re
iθ)
]
Lemma 25 For 0 < ǫ1 ≤ r ≤ R0. There exists a small enough δ > 0, independent of any
parameter, so that
d
dr
ℜPj
(
re−i
2
9
π+iδ
)
> C > 0 for j = 1, 3
while
− d
dr
ℜP2
(
re−i
2
9
π+iδ
)
> C > 0
with C independent of δ. Again, for ǫ1 ≤ r ≤ R0, there is a δ > 0, independent of any parameter
so that
d
dr
ℜPj
(
rei
2
9
π−iδ
)
> C > 0 for j = 2, 3
while
− d
dr
ℜP1
(
rei
2
9
π−iδ
)
> C > 0
for some C independent of δ.
Proof. From the lemmas about the behavior of Pj on ∂E , the statements are clearly true for
δ = 0. From continuity, it follows that the same is true (adjusting C) for all sufficiently small δ
and hence the lemma follows.
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Definition 26
∂EL = ∂E+L ∪ E−L
where
∂E+L =
{
χ = χ3 + re
i2π/3 for 0 ≤ r ≤ |χ2 − χ3|
}
∂E−L =
{
χ = χ3 + re
−i2π/3 for 0 ≤ r ≤ |χ2 − χ1
}
Lemma 27 ℜP3 increases in r on ∂E+L and ∂E−L . ℜP1 decreases in r on ∂E+L , but increases in
r on ∂E−L . ℜP2 increases in r on ∂E+L and decreases in r on ∂E−L and in all cases, we have on
∂EL, ∣∣∣ d
dr
ℜPj(χ(r))
∣∣∣ ≥ C > 0
where C only depends on the choice of |χj |. ℜPj attains a maximum on ∂EL at the corresponding
χj.
Proof. We note that since |χ3| is small, we have
− d
dr
ℜP3(χ(r)) = −ℜ
[
P ′3(χ(r))e
i2π/3
]
∼ |χ(r)|1/2 sin
(
π
6
+
θ
2
)
> C > 0
where argχ = θ ∈ [− 2π9 + δ, 2π9 − δ]. By symmetry we also get for χ on ∂E−L
− d
dr
ℜP3(χ(r)) = −ℜ
[
P ′3(χ(r))e
−i2π/3
]
∼ |χ(r)|1/2 sin
(
π
6
− θ
2
)
> C > 0
For P1 we find that for χ ∈ ∂E+L ,
− d
dr
ℜP1(χ(r)) ∼ |χ(r)|1/2 cos
(
π
3
+
θ
2
)
> C > 0
On ∂E−L , we obtain
d
dr
ℜP1(χ(r)) ∼ |χ(r)|1/2 cos
(
θ
2
)
> C > 0
Thus, on ∂EL, ℜP1 increases monotonically from top to bottom with ddsℜP1(χ(s)) > C > 0. On
this boundary P2 increases monotonically from bottom to top by a similar argument. On the
other hand, P3 is maximum at χ3; it decreases as we move up or down.
Lemma 28 On the boundary of E, ℜP1 increases monotonically with s as we traverse the bound-
ary counterclockwise and:
d
ds
ℜP1(χ(s)) ≥ C|χ(s)|5/4 > 0
whereas ℜP2 increases monotonically with the arclength s as this boundary is traversed clockwise
and
d
ds
ℜP2(χ(s)) ≥ C|χ(s)|5/4 > 0
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On the other hand at the upper part of ∂E, i.e. on ∂ (E ∩ {χ : Im χ > 0}),
d
ds
ℜP3(χ(s)) ≥ C|χ(s)|−1 > 0
where the boundary is traversed counterclockwise. For the lower part of ∂E, i.e. on ∂ (E ∩ {χ : Im χ < 0})
we have
d
ds
ℜP3(χ(s)) ≥ C|χ(s)|−1 > 0
where the boundary is now traversed clockwise.
Proof. The proof follows from Lemmas 54-57.
Proof of Theorem 20. Any χ ∈ ∂E can be joined to ∞eiθj along ∂E so that ddsℜPj(χ˜(s))
satisfies the lower bounds given in Lemma 28. If χ ∈ E , we choose steepest ascent paths for ℜPj
until (i) it goes to ∞, or (ii) it intersects ∂E , from which point we continue along the ascent
paths of ∂E . The proof is complete.
5 Estimates on the solution Gk in the domain Ek
The main theorem proved in this section is the following.
Theorem 29 For η ∈ Ek we have
‖η3/2Gk‖∞,Ek ≤
K
k
∥∥∥Rk
G30
∥∥∥
∞,Ek
‖η5/2G′k‖∞,Ek ≤ K
∥∥∥Rk
G30
∥∥∥
∞,Ek
‖G′′k‖∞,Ek ≤ K
∥∥∥Rk
G30
∥∥∥
∞,Ek
where the constant K is independent of k (and therefore of βk).
Remark 17 The proof comes at the end of §5, after a few lemmas. It is convenient to derive
an integral equation for Gk and its first two derivatives. We exploit the largeness of k to control
the solution of the integral equation. The asymptotic behavior of the solution of the homogeneous
equation Lku = 0 is different in the regimes η ≪ k4/9 and |η| & k4/9. Consequently, different
integral equations will be used in Ek and Dk (analyzed in the next section).
In Ek, it is convenient to introduce scaled variables:
η = β
4/9
k χ, Gk(β
4/9
k χ) = zk(χ) (59)
Then, (17) becomes
Lˆkzk = −2Ψ0
9χ2
z′k + βk
(
Ψ0
χ3
+
Ψ1
βkχ3
)
zk +
Rk
G30
β
4/3
k = R(χ), (60)
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where
Lˆku := u′′′ + 2
9
β2kχ
5/2u′ − β3kχ3/2u, (61)
and Ψ0 and Ψ1 are defined by
1
G30
− η3/2 = −Ψ0
η3
, − 3G
2
0G
′′′
0
G30
= −Ψ1
η3
(62)
From the large η ∈ Ek behavior of G0 we see that Ψ0 and Ψ1 are bounded for large βk as well
as for large χ. Let v be the solution for χ ∈ E of
Lˆkv = R (63)
Using rigorous WKB results [16], it follows that for large βk, there exist three independent
solutions of the associated homogeneous equation, with leading behavior v1, v2, v3 where
vj(χ) = e
βkPj(χ)+Wj(χ) (64)
where α = P ′j are the three roots of the cubic equation
α3 +
2
9
χ5/2α− χ3/2 = 0 (65)
Note that two roots of (65) coincide iff α2 + 227χ
5/2 = 0 i.e. iff
χ = χs =
(
81
√
3
4
√
2
)4/9
e±i2π/9
only possible outside E . Hence the vi, i = 1, 2, 3 are independent in E . The corresponding Wj
are given by
W ′j = −
3P ′jP
′′
j
3P ′2j +
2
9χ
5/2
(66)
and the Pj are uniquely determined by the following asymptotic conditions for large χ:
P1 =
4
√
2
27
iχ9/4 − 9
4
lnχ+ o(1), P2 = −4
√
2
27
iχ9/4 − 9
4
lnχ+ o(1), P3 =
9
2
lnχ+ o(1) (67)
W1 = −15
8
lnχ+ o(1), W2 = −15
8
lnχ+ o(1), W3 = o(1) (68)
We now use the vi to write an integral equation for v, equivalent to (63), with appropriate decay
conditions at ∞. First, we have
M :=

 v1 v2 v3β−1k v′1 β−1k v′2 β−1k v′3
β−2k v
′′
1 β
−2
k v
′′
2 β
−2
k v
′′
3

 =

 1 1 1m21 m22 m23
m31 m32 m33



 v1 0 00 v2 0
0 0 v3

 (69)
where for j = 1, 2, 3
m2j = P
′
j +
W ′j
βk
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m3j =
(
P ′j +
W ′j
βk
)2
+
1
βk
(
P ′′j +
W ′′j
βk
)
From the asymptotic properties of Pj and Wj , it follows that for large βk we have mij = O(1)
for all i, j. Furthermore, for large χ, we also have
m21 = O(χ
5/4),m22 = O(χ
5/4),m23 = O(χ
−1) (70)
m31 = O(χ
5/2), m32 = O(χ
5/2), m33 = O(χ
−2) (71)
Let
Q1 = (M′ −Q2M)M−1, where Q2 = βk

 0 1 00 0 1
χ3/2 − 29χ5/2 0

 (72)
Then M satisfies the differential equation
M′ − (Q2 +Q1)M = 0 (73)
Denoting 
 n11 n12 n13n21 n22 n23
n31 n32 n33

 =

 1 1 1m21 m22 m23
m31 m32 m33


−1
(74)
and
∆ = m22m33 −m23m32 −m21m33 +m21m32 −m31m22 +m31m23
we have
n1,3 = (m23 −m22)/∆; n2,3 = (m21 −m23)/∆; n3,3 = (m21 −m22)/∆ (75)
The first two rows of M′ −Q2M are zero. Hence, the same is true for the first two rows of Q1.
Therefore,
Q1 = β
−1
k

 0 0 00 0 0
b31 b32 b33

 (76)
Defining rj so that
Lˆkvj = βkrjvj , (77)
we have
rj = 3P
′
jW
′2
j + 3P
′
jW
′′
j + 3W
′
jP
′′
j + P
′′′
j + β
−1
k
(
W ′
3
j + 3W
′
jW
′′
j +W
′′′
j
)
(78)
We note that rj = O(1) for large βk. For large χ we have
r1 = O(χ
−3/4), r2 = O(χ−3/4), r3 = O(χ−5) (79)
Also, with ∆1 = (m21 −m22)(m32 −m33)− (m22 −m23)(m31 −m32)we have
b3,2 = [(r1 − r2)(m32 −m33)− (r2 − r3)(m31 −m32)]/∆1 (80)
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b3,3 = −[(r1 − r2)(m22 −m23)− (r2 − r3)(m21 −m22)]/∆1 (81)
b3,1 = r3 − b3,2m2,3 − b3,3m3,3 (82)
From the asymptotics of rj and mi,j for large βk we get b3,j = O(1). For large χ ∈ E we have
b3,2 = O(χ
−2), b3,3 = O(χ−2), and b3,1 = O(χ−3) (83)
Then, for large χ ∈ E , it follows that
n1,3 = O(χ
−5/2), n2,3 = O(χ−5/2) and n3,3 = O(χ−5/2) (84)
In the domain E the b3,j are analytic in χ, bounded for large βk and decay for large χ, (see (83)).
Furthermore, (73) implies
L
WKB
vj := v
′′′
j −
b33
βk
v′′j +
[
2
9
β2kχ
5/2 − b3,2
]
v′j −
[
β3kχ
3/2 + βkb3,1
]
vj = 0 (85)
Using variation of parameters, we see that one solution of L˜kv = R satisfies:
v(χ) = V˜
[
Rˆ
]
(χ) ; v′(χ) = V˜ ′
[
Rˆ
]
(χ) ; v′′(χ) = V˜ ′′
[
Rˆ
]
(χ) ; (86)
where
Rˆ(χ) = R(χ)− β−1k b3,3v′′ − b3,2v′(χ)− βkb3,1v(χ), (87)
and the operators V˜, V˜ ′ and V˜ ′′ are defined by:
V˜ [Rˆ](χ) =
3∑
j=1
1
β2k
∫ χ
∞eiθj
eβk [Pj(χ)−Pj(χ˜)]+Wj(χ) − Wj(χ˜)nj,3(χ˜)Rˆ(χ˜)dχ˜ (88)
V˜ ′[Rˆ](χ) =
3∑
j=1
m2,j(χ)
βk
∫ χ
∞eiθj
eβk [Pj(χ)−Pj(χ˜)]+Wj(χ) − Wj(χ˜)nj,3(χ˜)Rˆ(χ˜)dχ˜ (89)
V˜ ′′[Rˆ](χ) =
3∑
j=1
m3,j(χ)
∫ χ
∞eiθj
eβk [Pj(χ)−Pj(χ˜)]+Wj(χ) − Wj(χ˜)nj,3(χ˜)Rˆ(χ˜)dχ˜ (90)
where θ1 = − 29π + δ, θ2 = 29π − δ and θ3 = 0, and the paths of integration Cj are chosen
to be the ascent paths for ℜPj of Theorem 20. Also, note that for large χ, Wj(χ) grows at
most logarithmically with χ implying that, uniformly in E , we have Wj = o(βkPj). As we shall
see, there is a unique solution v of (86) that decays as χ → ∞ in E , with Rˆ having similar
decay properties. The way we show this is by proving contractivity of the integral system in a
suitable space of decaying functions. (In fact, there can be no other decaying solutions, since
the associated homogeneous equation does not have nonzero decaying solutions in E .)
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Lemma 30 If the Pj satisfy Property 1 in E, then for sufficiently large k (or, which amounts
to the same, large βk) we have
‖χ3/2Vˆ [Rˆ]‖∞,E ≤ C
β3k
‖Rˆ‖∞ (91)
‖χ5/2Vˆ ′[Rˆ]‖∞,E ≤ C
β2k
‖Rˆ‖∞ (92)
‖Vˆ ′′[Rˆ]‖∞,E ≤ C
βk
‖Rˆ‖∞ (93)
where the constant C is independent of Rˆ and βk.
Proof. Theorem 20 shows that on Cj (defined before Lemma 30) we have |χ˜| > C|χ| and
d
ds
ℜP1,2(χ˜(s)) > C|χ˜|5/4, d
ds
ℜP3(χ˜(s)) > C|χ˜(s)|−1
Since W ′j/P
′
j is bounded, this implies that for sufficiently large βk we have
d
ds
ℜ
[
P1,2 +
W1,2
βk
]
(χ˜(s)) >
C
2
|χ˜|5/4
d
ds
ℜ
[
P3 +
W3
βk
]
(χ˜(s)) >
C
2
|χ˜(s)|−1
Also, from (70) and (71),
|m2,1| < C |χ|5/4, |m2,2| < C |χ|5/4, |m2,3| < C |χ|−1,
|m3,1| < C |χ|5/2, |m3,2| < C |χ|5/2, |m3,3| < C |χ|−2,
while from (84), |n3,j | < C|χ|−5/2. Then,
1
β2k
∣∣∣∣
∫ χ
∞eiθj
exp [βk(Pj(χ)− Pj(χ˜)]n3,jR(χ˜)eWj(χ)−Wj(χ˜)dχ˜
∣∣∣∣
≤ C‖Rˆ‖∞|χ|
−3/2
β3k
∫ 1
0
d [exp (βk[ℜPj(χ)−ℜPj(χ˜)])] (94)
The bounds for Vˆ follow; Vˆ ′ and V ′′ are bounded similarly.
Corollary 31 Define the operator Tk acting on triples (zk, z′k, z′′k ) as follows:
Tk (zk, z′k, z′′k ) (χ) = −β−1k b3,3z′′k −
(
2Ψ0
9χ2
+ b3,2
)
z′k + βk
(
Ψ0
χ3
+
Ψ1
βkχ3
− b3,1
)
zk (95)
Then, it follows
‖χ3/2Vˆ [Tk (zk, z′k, z′′k )] ‖∞,E ≤ C
[
β−4k ‖z′′k‖∞,E + β−3k ‖χ5/2z′k‖∞,E + β−2k ‖χ3/2zk‖∞,E
]
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‖χ5/2Vˆ ′ [Tk (zk, z′k, z′′k )] ‖∞,E ≤ C
[
β−3k ‖z′′k‖∞,E + β−2k ‖χ5/2z′k‖+ β−1k ‖χ3/2zk‖∞,E
]
‖Vˆ ′′ [Tk (zk, z′k, z′′k )] ‖∞,E ≤ C
[
β−2k ‖z′′k‖∞,E + β−1k ‖χ5/2z′k‖+ ‖χ3/2zk‖∞,E
]
Proof. This follows from Lemma 30 and bounds on b3,j in (83) and those on Ψ0, Ψ1 that follow
from (62).
Lemma 32 ∥∥∥∥χ3/2Vˆ
[
β
4/3
k
Rk
G30
(β
4/9
k χ)
]∥∥∥∥
∞,E
≤ Cβ
4/3
k
β3k
∥∥∥∥RkG30
∥∥∥∥
∞,E∥∥∥∥χ5/2Vˆ ′
[
β
4/3
k
Rk
G30
(β
4/9
k χ)
]∥∥∥∥
∞,E
≤ Cβ
4/3
k
β2k
∥∥∥∥RkG30
∥∥∥∥
∞,E∥∥∥∥Vˆ ′′
[
β
4/3
k
Rk
G30
(β
4/9
k χ)
]∥∥∥∥
∞,E
≤ Cβ
4/3
k
βk
∥∥∥∥RkG30
∥∥∥∥
∞,E
Proof. This is a consequence of Lemma 30, with Rˆ replaced by β
4/3
k Rk/G
3
0.
Lemma 33 For
∥∥RkG−30 ∥∥∞,E <∞, and for βk sufficiently large, the system (86) has a unique
solution (zk(χ), z
′(χ), z′′(χ)) in E, which satisfies the bounds
‖χ3/2zk‖∞,E ≤ Cβ
4/3
k
β3k
∥∥∥∥RkG30
∥∥∥∥
∞,E
‖χ5/2z′k‖∞,E ≤
Cβ
4/3
k
β2k
∥∥∥∥RkG30
∥∥∥∥
∞,E
‖z′′k‖∞,E ≤
Cβ
4/3
k
βk
∥∥∥∥RkG30
∥∥∥∥
∞,E
Proof. Define the Banach space F of triples of functions (u, v, w) analytic in the interior of E
and continuous in its closure in the norm
‖(u, v, w)‖F = β5/3k ‖χ3/2u‖∞,E + β2/3k ‖χ5/2v‖∞,E + β−1/3k ‖w‖∞,E
We associate zk, z
′
k and z
′′
k with u, v and w respectively, and consider Rˆ as depending on u, v
and w for fixed Rk/G
3
0. We define the linear operator L : F → F by
L [(u, v, w)] :=
(
Vˆ
[
Rˆ(u, v, w)
]
, Vˆ ′
[
Rˆ(u, v, w)
]
, Vˆ ′′
[
Rˆ(u, v, w)
])
where Vˆ , Vˆ ′, Vˆ ′′ are now thought of as acting on u = zk, v = z′k w = z′′k for fixed RkG−30 . From
(60), (86) and (87), the definition of Tk in (95), and the estimates in Corollary 31, it is easily
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seen that
‖L [(u, v, w)]− L [(u˜, v˜, w˜)] ‖F
= ‖V [Tk(u − u˜, v − v˜, w − w˜)] , Vˆ ′ [Tk(u− u˜, v − v˜, w − w˜)] , Vˆ ′′ [Tk(u− u˜, v − v˜, w − w˜)] ‖
≤ C
β2k
‖ (u− u˜, v − v˜, w − w˜) ‖F
Hence L is contractive and the system (86) has a unique solution (zk, z
′
k, z
′′
k ). The estimates on
zk, z
′
k, z
′′
k follow easily from Lemma 32.
Proof of Theorem 29. This is a consequence of Lemma 33, noting that
η3/2Gk(η) = β
2/3
k χ
3/2zk(χ), η
5/2G′k(η) = β
2/3
k χ
5/2z′k(χ), G
′′
k(η) = β
−8/9
k z
′′
k (χ)
6 Estimate of Gk for large k in Dk
In this section we prove the following.
Theorem 34 In Dk (see Definition 10) we have
‖η3/2Gk(η)‖∞,Dk ≤
K10
k
∥∥∥∥RkG30
∥∥∥∥
∞,Dk∪Ek
(96)
‖η5/2G′k(η)‖∞,Dk ≤ K11ǫ3/2
∥∥∥∥RkG30
∥∥∥∥
∞,Dk∪Ek
(97)
Remark 18 The proof of theorem (34) is completed at the end of §6, after a few lemmas estab-
lishing the properties of L−1k .
We first find a representation of the solution to
LkGk = G′′′k +
2
9G30
ηG′k −
7k − 1
9G30
Gk +
3G′′′0
G0
Gk =
Rk
G30
(98)
for large k for η ∈ Dk where |η| is small compared to β4/9k . Again following [16], there exist three
independent solutions u1, u2, u3 to the homogeneous equation Lku = 0 such that, for large βk
we have
uj(η) ∼ gj(η) = G0(η)eωjβ
1/3
k P (η), where ω1 = e
i2π/3, ω2 = e
−i2π/3, ω3 = 1 and
P (η) =
∫ η
η0
1
G0(η′)
dη′ for fixed η0 ∈ Dk (99)
We use g1, g2, g3 to find a suitable integral equation for the solution u to (98). As in §5, it is
convenient to define
M :=


g1 g2 g3
β
−1/3
k g
′
1 β
−1/3
k g
′
2 β
−1/3
k g
′
3
β
−2/3
k g
′′
1 β
−2/3
k g
′′
2 β
−2/3
k g
′′
3

 (100)
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and
Q1 := (M′ −Q2M)M−1, where Q2 := β1/3k


0 1 0
0 0 1
1
9G3
0
− 3G′′′0βkG0 −
2η
9β
2/3
k G
3
0
0

 (101)
We get
M′ − (Q2 +Q1)M = 0 (102)
Using (99) we see that
Q1 = β
−2/3
k


0 0 0
0 0 0
G′
3
0
G3
0
− 2G′0G′′0
G2
0
+ 4
G′′′
0
G0
[
−G′
2
0
G2
0
+
2G′′
0
G0
+ 2η
9G3
0
]
β
1/3
k 0

 (103)
The columns of M also satisfy (102); it follows that for j=1,2,3 we have
Lˆkgj := g′′′j +
(
G′
2
0
G20
− 2G
′′
0
G0
)
g′j +
(
− βk
G30
− G
′3
0
G30
− G
′′′
0
G0
+
2G′0G
′′
0
G20
)
gj = 0 (104)
We note that
Lˆku = Lku− b3,2u′ − b3,1u (105)
where
b3,2 =
(
2G′′0
G0
+
2η
9G30
− G
′2
0
G20
)
b3,1 =
(
G′
3
0
G30
+ 4
G′′′0
G0
− 2G
′
0G
′′
0
G20
)
For large |η| in Dk we find
b3,2 = O(η
5/2), b3,1 = O(η
−3) (106)
Also, b3,1 and b3,2 are analytic in Dk. It follows that the Gk in (98) also satisfy the integral
equation
Gk(η) = V
[
Rˆk
]
(η) +
3∑
j=1
ajgj(η) (107)
where
Rˆk(η) =
Rk
G30
− b3,2G′k − b3,1Gk (108)
The constants aj are defined in (110) in terms of Gk(η1,k), Gk(η2,k) and Gk(η3,k) and the
operator V is defined by
V [Rˆk](η) =
3∑
j=1
β
−2/3
k
3
ωjG0(η)
∫ η
ηj
G0(η
′)Rˆk(η′)eωjβ
1/3
k [P (η)−P (η′)]dη′ (109)
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The contours of integration chosen in (109) are ascent paths of ℜ [ωjP ], see Corollary 12). Given
Gk(η1,k), Gk(η2,k) and Gk(η3,k) we define a1, a2, a3 by
 g1(η1,k) g2(η1,k) g3(η1,k)g1(η2,k) g2(η2,k) g3(η2,k)
g1(η3,k) g2(η3,k) g3(η3,k)



 a1a2
a3

 =

 Gk(η1,k)− V [Rˆ][η1,k]Gk(η2,k)− V [Rˆ][η2,k]
Gk(η3,k)− V [Rˆ][η3,k]

 (110)
Again,
G′k(η) = V ′[Rˆk](η) + β1/3k
3∑
j=1
ajhjgj(η) (111)
where
V ′ [R] (η) =
3∑
j=1
β
−1/3
k
3
ωjhj(η)G0(η)
∫ η
ηj,k
G0(η
′)R(η′)eωjβ
1/3
k [P (η)−P (η′)]dη′, (112)
and
hj(η) =
ωj
G0
+
G′0
β
1/3
k G0
(113)
It is to be noted that
|η−1/2hj(η)| < C
for some constant C independent of βk.
A few properties of V and V ′ follow from Property 1 of P (η) (established in §3).
Lemma 35 Assume ‖R‖∞,Dk <∞. Then,
‖η3/2V [R] (η)‖∞ ≤ K1
βk
‖R‖∞
for a constant K1 independent of βk.
Proof. Note that on any of the contours Cj , from Property 1, there exists a constant C > 0 so
that η˜ > C|η| for η˜ ∈ Cj and
d
ds
ℜ{ωjP (η˜(s))} > C1|η(s)|1/2 > 0
where s is the arc length. Therefore the proof follows from the estimate
∣∣∣∣∣β−2/3k G0(η)
∫ η
ηj,k
G0(η
′)R(η′)eβ
1/3
k (ωj[P (η)−P (η′)])dη′
∣∣∣∣∣
≤
∫ 1
0
d
[
exp[β
1/3
k (ℜ(ωj [P (η)− P (η′)])]
] C
βk|η|3/2 ‖R‖∞,Dk
31
Lemma 36 Assume ‖R‖∞,Dk <∞. Then
‖η5/2V ′ [R] (η)‖∞ ≤ K2|η3,k|
3/2
β
2/3
k
‖R‖∞,Dk
where K2 is a constant independent of βk.
Proof. As before, there exists a constant C > 0 so that on the contour Cj we have C|η| < η′
and
d
ds
ℜωjP (η′(s)) > C|η′(s)|1/2 > 0
where s is the arc length. Thus∣∣∣∣∣β−1/3k hj(η)G0(η)
∫ η
ηj,k
G0(η
′)R(η′)eωjβ
1/3
k P (η)−P (η′)dη′
∣∣∣∣∣
≤
∫ 1
0
d {exp[βkℜ(P (η)− P (η′))]} C|η|
3/2
β
2/3
k |η|5/2
‖R‖∞,Dk
The Lemma follows by noting that in Dk we have |η| ≤ |η3,k|.
Corollary 37 We have
‖η3/2V [b3,2G′k + b3,1Gk] (η)‖∞,Dk ≤
K3
βk
[
‖η5/2G′k‖∞,Dk + ‖η3/2Gk‖∞,Dk
]
Proof. This follows from Lemma 35, and the bounds on b3,2 and b3,1 in (106).
Corollary 38 We have
‖η5/2V ′ [b3,2G′k + b3,1Gk] (η)‖∞,Dk ≤ K4
|η3,k|3/2
β
2/3
k
[
‖η5/2G′k‖∞,Dk + ‖η3/2Gk‖∞
]
Proof. This follows from Lemma 36, and the bounds on b3,2 and b3,1 in (106).
Corollary 39 The following inequality holds∥∥∥∥η3/2V
[
Rk
G30
]
(η)
∥∥∥∥
∞,Dk
≤ K5
k
∥∥∥∥RkG30
∥∥∥∥
∞,Dk
for a constant K5 independent of k.
Proof. This follows from Lemma 35.
Corollary 40 We have
∥∥∥∥η5/2V ′
[
Rk
G30
]
(η)
∥∥∥∥
∞,Dk
≤ K5η
3/2
3,k
β
2/3
k
∥∥∥∥RkG30
∥∥∥∥
∞,Dk
32
Proof. This follows from Lemma 36, after noting that for η ∈ Dk, |η| ≤ η3,k.
Definition 41 Define the linear operators T1 and T2 by
T1 [Gk, G′k] (η) =
3∑
j=1
ajgj(η)
T2 [Gk, G′k] (η) = β1/3k
3∑
j=1
ajhj(η)gj(η)
(see (110)) since ηj,k ∈ ∂Ek, Gk(ηj,k) are known from the previous section.
Lemma 42 We have
‖η3/2T1 [Gk, G′k] ‖∞,Dk ≤
2(K +K1)
k
∥∥∥∥RkG30
∥∥∥∥
∞,Dk∪Ek
+
2K8
βk
[
‖η3/2Gk‖∞ + ‖η5/2G′k‖∞
]
Proof. From (110), since ηj,k are large and therefore gj(ηj′,k)/gj(ηj,k) are exponentially small
in βk for j
′ 6= j, it is clear that
ajgj(ηj,k) ∼ V
[
Rk
G30
− b3,2G′k − b3,1Gk
]
(ηj,k)−Gk(ηj,k)
From Lemma (35), Corollaries 37 and 38, it follows that
|ajη3/2j,k gj(ηj,k)| < 2|ηj,k|3/2|Gk(ηj,k)|+
2K1
βk
∥∥∥Rk
G30
∥∥∥
∞,Dk
+
Kˆ8
βk
[
‖η3/2Gk‖∞,Dk + ‖η5/2G′k‖∞,Dk
]
(114)
Now, we conclude from Theorem 29 that
|ηj,k|3/2|Gk(ηj,k)| ≤ K
k
∥∥∥Rk
G30
∥∥∥
∞,Ek
(115)
Since η3/2gj(η)/(η
3/2
j,k gj(ηj,k)) are bounded independently of βk and the proof follows.
Lemma 43
‖η5/2T2 [Gk, G′k] ‖∞,Dk ≤
|ηj,k3/2|
β
2/3
k
{
2(K +K1)
k
∥∥∥Rk
G30
∥∥∥
∞,Dk∪Ek
+
2Kˆ8
βk
[
‖η3/2Gk‖∞ + ‖η5/2G′k‖∞
]}
Proof. Taking into account the behavior of hj(η) for large η we note that
|β1/3k η5/2j,k hj(ηj,k)ajgj(ηj,k)| ≤ Cβ1/3k |ηj,k|3/2|η3/2j,k ajgj(ηj,k)|
Using (114) and (115), the proof follows.
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Proof of Theorem 34. We consider the space Banach B of pairs of analytic functions (u, v)
in the interior of Dk continuous in its closure with the norm
‖(u, v)‖ = ‖η3/2u‖∞,Dk + ‖η5/2u′‖∞,Dk
Associating Gk and G
′
k in (107) and (111) with u and v, we define the linear operator L from B
to B by
L [(u, v)] =
(
V
[
Rˆk[u, v]
]
+ T1[u, v],V ′
[
Rˆk[u, v]
]
+ T2[u, v]
)
where Rˆk is now thought of as an operator on (u, v) for fixed
Rk
G3
0
such that Rˆk[Gk, G
′
k](η) equals
the right hand side of (108).
It is a simple application of Lemmas 35-36, 42-43 and Corollaries 37 and 40 that
‖L [(u, v)− (u˜, v˜)]‖ ≤ δ˜‖(u, v)− (u˜, v˜)‖
where
δ˜ = max
{
K3
βk
,
Kˆ8
βk
,
K4η
3/2
3,k
β
2/3
k
,
Kˆ8η
3/2
3,k
β
2/3
k
}
<
1
2
for sufficiently large βk and small ǫ. Contractivity of L implies that it has a unique fixed point.
The estimates in the Lemma follow from (107) and (111).
Proof of Lemma 2. First, for k = 1, ..., k0, the statement in the Lemma holds if A is sufficiently
large (depending on k0) in a common domain Dk0∪Ek0 , chosen to contain Dk0+1∪Ek0+1. Assume
therefore that k > k0 where k0+1 is large enough to ensure contractivity in Theorems 29 and 34.
Assume the statement holds j = 1, ..., k0 in a common domain Dk0 ∪ Ek0 and for j = k0 + 1, ...,
k − 1 in a corresponding sequence of domains Dj ∪ Ej . It follows from the construction of these
domains that it then holds in Dk ∪ Ek. We then get the estimates on Rk needed in Theorems 29
and 34, which imply
‖η3/2Gk‖∞,Dk∪Ek ≤
K10
k
∥∥∥Rk
G30
∥∥∥
∞,Dk∪Ek
‖η5/2G′k‖∞,Dk∪Ek ≤ K11
∥∥∥Rk
G30
∥∥∥
∞,Dk∪Ek
and therefore, from the estimates on ‖Rkη3/2‖ in (25), we get
‖η3/2Gk‖∞,Dk∪Ek ≤
K10K3
k3
(B2Ak +BAk−1)
‖η5/2G′k‖∞,Dk∪Ek ≤
K11K3
k2
(B2Ak +BAk−1)
Using eq. (17) and the bounds on Rk, it follows that
‖G′′′k ‖∞,Dk∪Ek ≤ K12‖η3/2Gk‖∞,Dk∪Ek +K13‖η5/2G′k‖∞,Dk∪Ek +K14‖η3/2Rk‖∞,Dk∪Ek
≤
(
K12K11 +
K13
k
K10 +K14
)
K3
k2
(B2Ak +BAk−1)
It is clear that for B sufficiently small and A sufficiently large, the estimates (22)-(24) on Gk,
G′k and G
′′′
k follow. The result follows now by induction.
Proof of Theorem 1. Now this follows easily from Lemma 2 since the estimates guarantee
convergence of the Taylor series (5) for sufficiently small τ .
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7 Appendix: Singularities of nonlinear ODEs
We first mention briefly a number of results in [14] and then allow for slight modifications in the
assumptions, to adjust for the equation of G0.
7.1 Setting of [14] and generalizations
We adopt, with few exceptions that we mention, the same conditions, notations and terminology
as [15] and [14]; the results on formal solutions and their generalized Borel summability are also
taken from [15].
The differential system considered has the form
y′ = f(x−1,y) y ∈ Cn, x ∈ C (116)
where
(i) f is analytic in a neighborhood Vx × Vy of (0,0), under the genericity conditions that:
(ii) the eigenvalues λj of the matrix Λˆ = −
{
∂fi
∂yj
(0,0)
}
i,j=1,2,...n
are linearly independent over
Z (in particular λj 6= 0) and such that argλj are all different.
We now allow for the same assumptions, except we replace (ii) by
(ii’) There is at most one zero eigenvalue of Λˆ and all the other λj are linearly independent over
Z (in particular λj 6= 0) and such that argλj are all different.
By elementary changes of variables, the system (116) can be brought to the normalized form
[15].
y′ = −Λˆy + 1
x
Aˆy + g(x−1,y) (117)
where Λˆ = diag{λj}, Aˆ = diag{αj} are constant matrices, g is analytic at (0,0) and g(x−1,y) =
O(x−2) +O(|y|2) as x→∞ and y→ 0.
As in [15] we normalize the system so that ℜ(αj) > 0.
Performing a further transformation of the type y 7→ y −∑Mk=1 akx−k (which takes out M
terms of the formal asymptotic series solutions of the equation), makes
g(|x|−1,y) = O(x−M−1; |y|2; |x−2y|) (x→∞; y→ 0) (118)
where
M ≥ max
j
ℜ(αj)
and O(a; b; c) means (at most) of the order of the largest among a, b, c.
Our analysis applies to solutions y(x) such that y(x) → 0 as x → ∞ along some arbitrary
direction d = {x ∈ C : arg(x) = φ}. A movable singularity of y(x) is a point x ∈ C with
x−1 ∈ Vx where y(x) is not analytic. The point at infinity is an irregular singular point of rank
1; it is a fixed singular point of the system since, after the substitution x = z−1 the r.h.s of the
transformed system, dydz = −z−2f(z,y) has, under the given assumptions, a pole at z = 0.
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An n-parameter formal solution of (117) (under the assumptions mentioned) as a combination
of powers and exponentials is found in the form
y˜(x) =
∑
k∈(N∪{0})n
Cke−λ·kxxα·ks˜k(x) (119)
where s˜k are (usually factorially divergent) formal power series: s˜0 = y˜0 and in general
s˜k(x) =
∞∑
r=0
y˜k;r
xr
(120)
that can be determined by formal substitution of (119) in (117); C ∈ Cn is a vector of parame-
ters2(we use the notations Ck =
∏n
j=1 C
kj
j , λ = (λ1, ..., λn), α = (α1, ..., αn), |k| = k1+ ...+kn).
Note the structure of (119): an infinite sum of (generically) divergent series multiplying
exponentials. They are called formal exponential power series [16].
From the point of view of correspondence of these formal solutions to actual solutions it was
recognized that not all expansions (119) should be considered meaningful; also they are defined
relative to a sector (or a direction).
Given a direction d in the complex x-plane the transseries (on d), introduced by E´calle [10],
are, in our context, those exponential series (119) which are formally asymptotic on d, i.e. the
terms Cke−λ·kxxα·kx−r (with k ∈ (N∪{0})n, r ∈ N∪{0}) form a well ordered set with respect
to≫ on d (see also [15]).3 (For example, this is the case when the terms of the formal expansion
become (much) smaller when k becomes larger.)
We recall that the antistokes lines of (117) are the 2n directions of the x-plane iλj R+, −iλj R+, j =
1, ..., n, i.e. the directions along which some exponential e−λjx of the general formal solution
(119) is purely oscillatory.
In the context of differential systems with an irregular singular point, asymptoticity should
be (generically) discussed relative to a direction towards the singular point; in fact, under the
present assumptions (of non-degeneracy) asymptoticity can be defined on sectors.
Let d be a direction in the x-plane which is not an antistokes line. The solutions y(x) of
(117) which satisfy
y(x)→ 0 (x ∈ d; |x| → ∞) (121)
are analytic for large x in a sector containing d, between two neighboring antistokes lines and
have the same asymptotic series
y(x) ∼ y˜0 (x ∈ d; |x| → ∞) (122)
In the context of (117), a generalized Borel summation LB of transseries (119) is defined in
[15].
2In the general case when some assumptions made here do not hold, the general formal solution may addi-
tionally logs iterated exponentials, and powers [10]. The present paper only discusses equations in the setting
explained at the beginning of the present section.
3We note here a slight difference between our transseries and those of E´calle, in that we are allowing complex
constants.
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The formal solutions (119) are determined by the equation (117) that they satisfy, except for
the parameters C. Then a correspondence between actual and formal solutions of the equation
is an association between solutions and constants C. This is done using a generalized Borel
summation LB.
The operator LB constructed in [15] can be applied to any transseries solution (119) of (117)
(valid on its open sector Strans, assumed non-empty) on any direction d ⊂ Strans and yields
an actual solution y = LBy˜ of (117), analytic in a domain San. Conversely, any solution y(x)
satisfying (122) on a direction d is represented as LBy˜(x), on d, for some unique y˜(x):
y(x) =
∑
k≥0
Cke−λ·kxxM·kyk(x) =
∑
k≥0
Cke−λ·kxxM·kLBy˜k(x) = LBy˜(x) (123)
for some constants C ∈ Cn, where Mj = ⌊ℜαj⌋+ 1 (⌊·⌋ is the integer part), and
y˜k(x) =
∞∑
r=0
y˜k;r
x−kα′+r
(α′ = α−M) (124)
(for technical reasons the Borel summation procedure is applied to the series
y˜k(x) = x
kα′ s˜k(x) (125)
rather than to s˜k(x) cf. (119),(120)).
The modification necessary to extend (123) to the case λ0 = 0 is outlined in §7.3.
7.2 Normal form of Eq. (7)
We first give some detail on the normalization procedure, in the limit |x| → ∞. It can be checked
that there is a one-parameter family of formal solutions to (7) in the form Cx−1/2− 15C48 x−5+ ....
The physical problem requires C = 1; this suggests the substitution G0 = x
−1/2 + h(x) where h
is expected to behave like − 158 x−5.
The normalizing substitution produces an equation with solutions in the form (123), where
the terms with k > 0 contain exponentials with argument linear in the final variable; the type
of the exponenential in the equation for h can be found by linear perturbation theory around a
solution h0; with h− h0 = δ, the leading order equation for δ is
δ′′′ +
2
9
x5/2δ′ +
1
9
x2/3δ = 0 (126)
where the substitution of the form δ = A(x)ebx
p
shows that p = 9/4 implying that the natural
variable is x9/4.
Taking G0 = x
−1/2 + x−1/2g(x9/4), ξ = x9/4 in (7) we obtain
g′′′ +
1
ξ
g′′ +
(
11
81ξ2
+
32
729
1
(1 + g)3
)
g′ =
40
243
(
1
ξ3
+
g
ξ3
)
(127)
which, written as a system, becomes
g′′g′
g


′
=

0 − 32729 01 0 0
0 1 0



g′′g′
g

− 1
ξ

1 0 00 0 0
0 0 0



g′′g′
g

+O(g2, ξ−2) (128)
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The eigenvalues of the first matrix on the rhs of (128), {0,± 4i
√
2
27 }, are the values of λ in (123).
The fact that one eigenvalue is zero requires a slight modification in the proofs of [15].
7.3 Extension of the proofs in [15] to the assumption (ii’)
In an attempt to minimize the possibility of confusion with the setting in [15] we assume that
the order of the system is n+1, we count dimensions starting with zero, and take λ0 = 0. There
is no contribution from λ0 to the general formally decreasing transseries (119); this is due to the
normalization ℜ(αj) > 0.
The convolution equations satisfied by Y = By and Yk = Byk are given still given by
equations (1.13 ) and (1.16) as in [15] (with the notation Aˆ = −Bˆ used there):
− pY = F0 − ΛˆY − BˆPY +N (Y) (129)
(
−p+ Λˆ− k · λ
)
Yk +
(
Bˆ + k ·m
)
PYk +
∑
|j|=1
dj ∗Y∗jk = Tk
(130)
The only difference relevant to [14] with respect to the analysis in [15] is in the study of
Y, and once the analog results are obtained, the analysis of Yk is virtually identical. By the
normalization choice, we have F0 = p
MH(p) where H is analytic at zero. In the equation (2.35)
of [15]
Y =
(
Λˆ− p
)−1 (
F0 − BˆPY +N (Y)
)
=M(Y) (131)
we separate the zeroth component which is apparently singular (as was done in the study of Y1
in[15] §2.2.2; here the analysis is simpler):
− p(Y)0 − α0P(Y)0 = F0;0 + (N (Y))0 := R0 (132)
or
− p(Y)′0 − (Y)0 − α0(Y)0 = R′0 (133)
which we rewrite as an integral equation, which after integration by parts reads:
(Y)0 = −F0;0 + (1 + α0)
∫ 1
0
F0;0(tp)dt− (N (Y))0 + (1 + α0)
∫ 1
0
(N (Y))0 (tp)dt =M[1]0 (Y)(134)
The system is of the form (131)
38
Y =M[1](Y) (135)
with M[1] = M for all components other than the zeroth one defined in (134). The equation
(135) is contractive in the ball B = {Y : {p : |p| < ǫ} : ‖Y‖∞ < 2ǫ} for small enough ǫ, and also
in the focusing algebra (3a) in §2.1.1 in [15] for βk = 1 (allowed by the normalization of F0) as
follows from immediate estimates.
No other nontrivial adaptations are needed in the proofs in [15].
7.4 Results of [14] as extended in §7.3
The map y˜ 7→ LB(y˜) depends on the direction d, and (typically) is discontinuous at the finitely
many Stokes lines, see [15], Theorem 4.
For linear equations only the directions λj R+, j = 1, ..., n are Stokes lines, but for nonlinear
equations there are also other Stokes lines, recognized first by E´calle. LB is only discontinuous
because of the jump discontinuity of the vector of “constants”C across Stokes directions (Stokes’
phenomenon); between Stokes lines LB does not vary with d.
The function series in (123) is uniformly convergent and the functions yk are analytic on
domains San (for some δ > 0, R = R(y(x), δ) > 0.
Theorem 44 There exists δ1 > 0 so that for |ξ| < δ1 the power series
Fm(ξ) =
∞∑
k=0
ξky˜ke1 ;m, m = 0, 1, 2, ... (136)
converge. Furthermore
y(x) ∼
∞∑
m=0
x−mFm(ξ(x)) (x ∈ Sδ1 , x→∞) (137)
uniformly in Sδ1 , and the asymptotic representation (137) is differentiable.
The functions Fm are uniquely defined by (137), the requirement of analyticity at ξ = 0, and
F′0(0) = e1.
Remark 19 A direct calculation shows that the functions Fm are solutions of the system of
equations
d
dξ
F0 = ξ
−1
(
ΛˆF0 − g(0,F0)
)
(138)
d
dξ
Fm + NˆFm = α1
d
dξ
Fm−1 +Rm−1 for m ≥ 1 (139)
where Nˆ is the matrix
ξ−1(∂yg(0,F0)− Λˆ) (140)
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and the function Rm−1(ξ) depends only on the Fk with k < m:
ξRm−1 = −
[
(m− 1)I + Aˆ
]
Fm−1 − 1
m!
dm
dzm
g

z;m−1∑
j=0
zjFj


∣∣∣∣∣∣
z=0
(141)
7.5 Formal arguments for thin-film equation
Consider the particular initial value problem in one space dimension:
ht +
(
h3hxxx
)
x
= 0 , h(x, 0) =
1
1 + x2
(142)
This is a special case of ht + (h
nhxxx)x = 0. Global existence proofs are available only for
n > 3.5; numerical solutions suggest finite-time singularity for n = 1 [17].
For the problem (142) and variations of it, the complex region for which existence is expected,
at least for small t, includes the real x-axis. For the specific initial value problem, we change
variables:
h(x, t) = H(1 + x2, t), ξ = 1 + x2
and obtain a nonlinear PDE for H(ξ, t). A formal asymptotic expansion in powers of t results
in
H(ξ, t) =
1
ξ
∞∑
j=0
P2j
(
t1/2ξ−7/2, t1/2ξ−5/2
)
(143)
where P2j are homogenous polynomials of order 2j. With appropriate changes of variables, we
expect the regularity theorem [5] to be adaptable to prove short term existence for a complex ξ
sector that includes (1,∞) (i.e., x ∈ R), and show further the validity of (143) for ξ ≫ t1/7 in
this sector.
Asymptotics (143) fails when ξ = O(t1/7). Introducing scaled variables,
η = ξt−1/7, τ = t1/7, H(ξ(η, τ), t(τ)) = ξ−1F (η, τ),
gives a formal solution as an expansion in integer powers of τ ,
F (η, τ) =
∞∑
k=0
τkFk(η) (144)
We expect this series to be convergent. The equation of F0 can be integrated once by using
far-field matching condition to give:
F 30F
′′′
0 −
6
η3
F 40 −
η4
112
F0 +
6
η2
F 30 F
′
0 −
3
η
F 30F
′′
0 +
η4
112
= 0
With the further transformation F0(η) = 1 + y(η
7/3), the equation for y is in a form to which
the general theory [14] applies. From the leading order singularity of the ODE, and the expected
convergence of (144), as for modified Harry-Dym, we expect to show that the thin-film equation
has singularities at points close to xs(t) with 1 + x
2
s = ηst
1/7.
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Figure 1: Subdomains of D
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Figure 2: Domains Dk, Ek and common boundary ∂Ek.
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Figure 3: Domain E in the χ-plane
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