This work investigates three-dimensional pattern generation problems and their applications to three-dimensional Cellular Neural Networks (3DCNN). An ordering matrix for the set of all local patterns is established to derive a recursive formula for the ordering matrix of a larger finite lattice. For a given admissible set of local patterns, the transition matrix is defined and the recursive formula of high order transition matrix is presented. Then, the spatial entropy is obtained by computing the maximum eigenvalues of a sequence of transition matrices. The connecting operators are used to verify the positivity of the spatial entropy, which is important in determining the complexity of the set of admissible global patterns. The results are useful in studying a set of global stationary solutions in various Lattice Dynamical Systems and Cellular Neural Networks.
Introduction
Lattice Dynamical Systems arise naturally in a wide range of applications of scientific models, in such fields as phase transitions [Baxter, 1971; Cahn, 1960; Lieb, 1967a Lieb, , 1967b Lieb, , 1967c Lieb, , 1967d Lieb, , 1970 Onsager, 1944] and [Yang & Yang, 1966a , 1966b , 1966c , biology [Bell, 1981; Bell & Cosner, 1984 ; [Itoh & Chua, 2003 . In recent years, much attention has been paid to the complexity of the set of all global patterns, with particular reference to spatial entropy [Ban et al., 2001a; Ban et al., 2002; Ban et al., 2001b; Ban & Lin, 2005; Ban et al., 2007 Ban et al., , 2008a Ban et al., , 2008b Chow & Mallet-Paret, 1995; Chow et al., 1996a Chow et al., , 1996b Hsu et al., 2000; Lin & Yang, 2000 Lind & Marcus, 1995] and [Markley & Paul, 1979 , 1981 .
In the one-dimensional case, spatial entropy h can be determined exactly using an associated transition matrix T, i.e. h = log λ(T), where λ(T) is the maximum eigenvalue of T.
For a two-dimensional situation, Ban and Lin [2005] developed a systematical approach for determining the high order transition matrix T n . They determined the spatial entropy h by computing the maximum eigenvalues of a sequence of such transition matrices. For a class of admissible local patterns, meaning for a class of T 2 , the limiting equation of ρ * = exp(h(T 2 )) can be exactly solved using the recursive formula for ρ(T n ). However, T n is a 2 n × 2 n matrix, and ρ(T n ) is usually quite difficult to compute for large n. The connecting operator and the trace operator have been derived to overcome these difficulties [Ban et al., 2007] ; lowerbound estimates of entropy have been obtained by introducing connecting operators C m , and upperbound estimates of entropy have been made by introducing trace operators T m .
This work develops a general method to investigate three-dimensional pattern generation problems, extending other studies [Ban & Lin, 2005] and [Ban et al., 2007] to the three-dimensional case. It focuses on ordering matrices of patterns and on the connecting operator in the three-dimensional case. The trace operator has been described elsewhere [Ban et al., 2008b] . This work is motivated by 3DCNN, so it is a major tool to study global patterns in 3DCNN.
Three-dimensional pattern generation problems are considered initially. Let S be a finite set of p ≥ 2 colors, where Z 3 denotes the integer lattice of R 3 . Denote, U : Z 3 → S, a global pattern by U (α 1 , α 2 , α 3 ) = u α 1 α 2 α 3 . The set of all patterns with p colors in a three-dimensional lattice is expressed as Σ 3 p ≡ S Z 3 = {U |U : Z 3 → S}. The set of all local patterns on Z m 1 ×m 2 ×m 3 is denoted by 
where Γ m 1 ×m 2 ×m 3 (B) is the number of distinct patterns in Σ m 1 ×m 2 ×m 3 (B) and Σ m 1 ×m 2 ×m 3 (B) is the set of all local patterns on Z m 1 ×m 2 ×m 3 , which can be generated from B, as described elsewhere [Chow et al., 1996b] . [1] are obtained and the ordering matrix W 2×2×2 for Σ 2×2×2 can be introduced according to the different ordering [ω] . Without loss of generality, X 2×2×2 is considered
and the other cases are similar. One of the main results is the construction ofX 2×m 2 ×m 3 from X 2×2×2 , whereX 2×m 2 ×m 3 represents the ordering matrix of Σ 2×m 2 ×m 3 according to [x] -ordering. It can be addressed in the following three steps.
Step I. Apply [x]-ordering to Z 1×m 2 ×2 2m 2 -2 2 2m 2 -3 2m 2 -1 y and introduce ordering matrix X 2×m 2 ×2 for Σ 2×m 2 ×2 as in Theorem 2.1. By Theorem 3.2, the transition matrix A x;2×m 2 ×2 can be obtained from • (E 2 2(m 2 −2) ⊗ A x;2×2×2 ), where E 2 k is the 2 k × 2 k matrix with 1 as its entries, ⊗ is the tensor product and • is the Hadamard product, as in Eq. (36).
Step II. Convert [x]-ordering into [x]-ordering on Z 1×m 2 ×2 using 2 2 2 z and introduce the ordering matrixX 2×m 2 ×2 for Σ 2×m 2 ×2 as in Theorem 2.4. The associated transition matrix Ax ;2×m 2 ×2 is given by Ax ;2×m 2 ×2 = P t x;2×m 2 ×2 A x;2×m 2 ×2 P x;2×m 2 ×2 , where P x;2×m 2 ×2 is the permutation matrix as in Theorem 3.4.
Step III. Define [x] -ordering on Z 1×m 2 ×m 3 as and introduce ordering matrixX 2×m 2 ×m 3 for Σ 2×m 2 ×m 3 as in Theorem 2.5. The recursive formula for the transition matrix Ax ;2×m 2 ×m 3 can be obtained by Ax ;2×m 2 ×m 3 = (Ax ;2×m 2 ×(m 3 −1) ) 2 m 2 (m 3 −1) ×2 m 2 (m 3 −1)
• (E 2 m 2 (m 3 −2) ⊗ Ax ;2×m 2 ×2 ) as in Theorem 3.5. Theorem 3.7 enables the maximum eigenvalue λx ;2,m 2 ,m 3 of Ax ;2×m 2 ×m 3 to be computed, to yield the spatial entropy, However, some estimates of lower bound of spatial entropy h(B) can be made using the connecting operator. Then, for fixed m 1 , m 2 ≥ 2, the m 3 -limit in Eq. (1) is studied:
The recursive formula of A 
such as in Theorem 4.12 and which implies h(A x;2×2×2 ) > 0 if a diagonal periodic cycle is applied with a limit in Eq. (4) that exceeds 0. This method powerfully yields the positivity of spatial entropy, which is useful in evaluating the complexity of patterns generation problems. The method is very effective in elucidating the complexity of the set of mosaic patterns in 3DCNN. A typical 3DCNN is of the form
where
Here, A = (a α,β,γ ) is a feedback template, a spatialinvariant template; B = (b α,β,γ ) is a controlling template, and w is called a biased term or threshold. To elucidate the method, consider nonzero a 0,0,0 = a, a 1,0,0 = a x , a 0,1,0 = a y , a 0,0,1 = a z and zero other a α,β,γ and b α,β,γ . Therefore, Eq. (5) can be rewritten as
The quantities u i,j,k represent the state of cell at (i, j, k) . The stationary solutionū = (ū i,j,k ) of Eq. (6) satisfies
where v = f (u), which is very important in studying 3DCNNs: their outputsv = (v i,j,k ) = f (ū i,j,k ) are called patterns. A mosaic solutionū satisfies |ū i,j,k | ≥ 1 and its corresponding patternv is called a mosaic pattern here |ū i,j,k | ≥ 1 for all (i, j, k) ∈ Z 3 . Among the stationary solutions, the mosaic solutions are stable and are crucial to study the complexity of Eq. (6). Equation (7) has five parameters w, a, a x , a y and a z . a x < a y < a z < 0 and |a x | > |a y | + |a z | are considered to elucidate application of our work. In particular, region [4, 8] in Fig. 4 in Sec. 5 is considered: the transition matrix can be written as
where G = . Then, Steps I-III yield the aforementioned admissible patterns in Σ 2×m 2 ×m 3 ; the corresponding transition matrix can be derived as in Proposition 3.9.
Step
The complexity of the 3DCNN model, as in Eq. (6), can be examined using the connecting operator defined in Sec. 4. Since the connecting operator The rest of this paper is organized as follows. Section 2 derives a recursive formula for the ordering matrix X 2×m 2 ×2 for Σ 2×m 2 ×2 from X 2×2×2 . The ordering [x] is converted to [x] . Then, a similar recursive formula is constructed for ordering matrixX 2×m 2 ×m 3 fromX 2×m 2 ×2 . Section 3 derives the recursive formula for the associated high order transition matrices Ax ;2×m 2 ×m 3 from A x;2×2×2 . Section 4 derives the connecting operator Cx ;m 3 ;m 1 m 2 , which can recursively reduce elementary patterns of high order to patterns of low order. Then, the lower-bound of spatial entropy is determined by computing the maximum eigenvalues of the diagonal periodic cycles of sequence Sx ;m 3 ;m 1 m 2 ;αβ . Section 5 gives an example of the application of our main results to 3DCNN.
Three-Dimensional Pattern Generation Problems
This section describes three-dimensional pattern generation problems. 
U is referred to herein as the ψ ω (U )-th element in Σ m 1 ×m 2 ×m 3 by ordering [ω] . Identifying the pictorial patterns using ψ ω (U ) is very effective in proving theorems since computations can now be performed on ψ ω (U ). For instance, the orderings on Z 2×2×2 can be represented as in Fig. 2 . 
Ordering matrices
Pattern U in α 1 th layer is assigned the number
where In particular, when m 2 = 2 and m 3 = 2, as denoted by x 1×2×2;iα 1 , where
and
sum of two 1 × 2 × 2 patterns using [x]-ordering:
where i α 1 as in Eq. (10) and α 1 ∈ {1, 2}. Therefore, the complete set of 2 8 patterns in Σ 2×2×2 is given by a 16 × 16 matrix
2 Use x i1i2 to substitute x i1,i2 for simplicity afterward. 
The relationship between W 2×2×2 must be studied, where W ∈ {X, Y, Z,X,Ŷ,Ẑ}. Before the relations are explained, the column matrix and the row matrix must be given. Let A = [a ij ] be a m 2 × m 2 matrix, the column matrix A (c) of A is defined as
The row matrix A (r) of A is defined as
where 1 ≤ α ≤ m 2 . Hence, based on some observations, X 2×2×2 can be represented in terms of
Furthermore,
2×2×2 can also be obtained. The remainder of this subsection addresses the construction of X 2×m 2 ×m 3 from X 2×2×2 in the following three steps, whereX 2×m 2 ×m 3 represents the ordering matrix of Σ 2×m 2 ×m 3 according to [x]-ordering generated from Σ 2×2×2 .
Step I. Apply [x]-ordering to Z 1×m 2 ×2 using 2m 2 -2 2 2m 2 -3 2m 2 -1 y (16) and introduce ordering matrix X 2×m 2 ×2 for Σ 2×m 2 ×2 .
Step II.
and introduce ordering matrixX 2×m 2 ×2 for Σ 2×m 2 ×2 .
Step III. Define [x]-ordering on Z 1×m 2 ×m 3 by
and introduce ordering matrixX 2×m 2 ×m 3 for Σ 2×m 2 ×m 3 . To introduce X 2×m 2 ×2 , define
where 1 ≤ j k ≤ 2 4 and 1 ≤ k ≤ m 2 . Herein, a wedge direct sum⊕ is applied to 2 × 2 × 2 patterns whenever they can be attached to each other. Now, X 2×m 2 ×2 can be obtained as follows. 
where y 2×m 2 ×2;j 1 j 2 ···jm 2 is defined as in Eq. (19).
Proof. From Eq. (12), u α 1 α 2 α 3 can be solved in terms of j α 2 , yielding
where [ ] is the Gauss symbol. Equations (20)- (23), yield the following table. For any m 2 ≥ 2, we have
From the above formulae,
Now, by induction on m 2 the theorem follows from the last two formulae and the above table. The proof is complete.
Remark 2.2. By the same method, the following relations can be derived. The details of the proof are omitted here for brevity.
In Eq. (17), the position of (1, α 2 , α 3 ) is theαth, whereα
The relation 
, yielding the new ordering matrixX 2×m 2 ×2 = [x 2×m 2 ×2;î 1î2 ] for Σ 2×m 2 ×2 . The relationship between X 2×m 2 ×2 and X 2×m 2 ×2 is established beforeX 2×m 2 ×m 3 is constructed fromX 2×m 2 ×2 for m 3 ≥ 3.
A conversion sequence of orderings can be obtained from Eqs. (16) and (17), where P k represents the permutation of N 2m = {1, 2, . . . , 2m 2 } such that P k (k + 1) = k, P k (k) = k + 1 and the other numbers are fixed. P k is also the permutation on Z 1×m 2 ×2 such that it exchanges k and k+1 while keeping the other positions fixed, i.e.
Clearly, Eq. (16) can be converted into Eq. (17) in many ways using the sequence of P k . A systematic approach is proposed here. Lemma 2.3. For m 2 ≥ 2, Eq. (16) can be converted into Eq. (17 ) using the following sequences of (m 2 (m 2 − 1))/2 permutations successively
Proof. When m 2 = 2 and 3, verifying that Eq. (25) can convert Eq. (16) into Eq. (17) is relatively simple.
When m 2 ≥ 4, and for any 2 ≤ k ≤ m 2 , applying
to Eq. (16), yields two intermediate cases:
When k = m 2 in Eq. (27) (27) . Equation (27) can also be confirmed to hold for k + 1. Finally, Eq. (17) is concluded to hold for k = m 2 . The proof is thus complete.
Based on Lemma 2.3, X 2×m 2 ×2 can be converted intoX 2×m 2 ×2 as follows. Let
and for 2 ≤ j ≤ 2m 2 − 2, as denoted by
where I k is the k × k identity matrix. Moreover, let
2 ≤ k ≤ m 2 . Then, the following theorem holds.
Theorem 2.4. For any m 2 ≥ 2,
Proof. From Eq. (24), in Z 1×m 2 ×2 the position (α 2 , α 3 ) is the αth in Eq. (16), where α = 2(α 2 − 1) + α 3 . Define 
Therefore, from Eq. (19) patterns in ordering matrix X 2×m 2 ×2 can be specified by
is easily verified, such that P 2m 2 ;k exchanges k and k+1 in X 2×m 2 ×2 . Therefore, Eq. (30) follows from Eq. (29) and Lemma 2.3. Now, according to Theorem 2.4,
for Σ 2×m 2 ×2 enablesX 2×m 2 ×m 3 to be constructed for Σ 2×m 2 ×m 3 . Indeed, for fixed m 2 ≥ 2 and m 3 ≥ 2, let
Therefore, by a similar argument as was used to establish Theorem 2.1 the following theorem holds forX 2×m 2 ×m 3 , the detailed proofs are omitted for brevity.
Theorem 2.5. For fixed m 2 ≥ 2 and for any m 3 ≥ 2, the ordering matrixX 2×m 2 ×m 3 with respect to [x]-ordering can be expressed aŝ
where z 2×m 2 ×m 3 ;k 1 k 2 ···km 3 is given by Eq. (32).
Remark 2.6. Similarly, according to other orderings, the following relations can be derived
Transition Matrices and Spatial Entropy

Transition matrices
Based on the definitions of the ordering matriceŝ X 2×m 2 ×m 3 for Σ 2×m 2 ×m 3 having been defined, high order transition matrices Ax ;2×m 2 ×m 3 can now be derived from A x;2×2×2 . As in the two-dimensional case [Ban & Lin, 2006] , a basic set B ⊂ Σ 2×2×2 is assumed be given. Define the transition matrix A x;2×2×2 = A x;2×2×2 (B) by
Then, the transition matrix A x;2×m 2 ×2 is a 2 2m 2 × 2 2m 2 matrix with entries a x;2×m 2 ×2;i 1 i 2 , 3 where
Before A x;2×m 2 ×2 is introduced, three products of the matrices are defined as follows.
Definition 3.1. For any two matrices M = (M ij ) and N = (N kl ), the Kronecker product (tensor product) M ⊗ N of M and N is defined by
For any n ≥ 1,
Next, for any two m × m matrices P = (P ij ) and Q = (Q ij )
where P ij and Q ij are numbers or matrices, the Hadamard product P • Q is defined by
where the product P ij · Q ij of P ij and Q ij may be a multiplication of numbers, of numbers and matrices or of matrices whenever it is well-defined.
Finally, product⊗ is defined as follows. For any 4 × 4 matrix and any 2 × 2 matrix
where m ij are numbers and N k are numbers or matrices, for 1 ≤ i, j, k ≤ 4, define
Furthermore, for n ≥ 1, the n + 1-th order of transition matrix of M 2 is defined by 
Here, the following convention is adopted,
where E 2 is the 2 × 2 matrix with 1 as its entries.
Theorem 2.1, yields results for A x;2×m 2 ×2 as T n in Theorem 3.1 in [Ban & Lin, 2006] . Indeed, (III) For m 2 ≥ 3, 
The proof is complete. 
The proof closely resembles that of Theorems 2.1 and 3.2. Details of the proof are obvious and repeated, hence can be omitted. 
Proof. By the same arguments as in [Chow et al., 1996a] , the limit Eq. (1) The detailed proofs are as above.
Computation of λ m,n and entropies
The last subsection provided a systematic means of writing down Ax ;2×m 2 ×m 3 from A x;2×2×2 . As in a two-dimensional case [Ban & Lin, 2005] , a recursive formula for λx ;2,m 2 ,m 3 can be obtained in a special structure. An illustrative example is presented in which Ax ;2×m 2 ×m 3 and λx ;2,m 2 ,m 3 can be derived explicitly to demonstrate the methods developed in the preceding subsection. More complete results will be presented later. Let
Proposition 3.9. Substitute A x;2×2×2 into Eqs. (41) and (42). Then, 
for m 2 , m 3 ≥ 2 with λx ;2,2,2 = 2 3 g.
The spatial entropy is
where g = (1 + √ 5)/2, the golden-mean.
Proof. The proof is described only briefly, and the details are omitted for brevity.
(i) can be proven by Theorem 3.2 and induction on m 2 . Indeed, by Eq. (36),
. Then by Eq. (36) again,
(ii) The following property of matrices is required and detailed proofs are omitted: For any two 2 × 2 matrices A and B,
where P is given by Eq. (28). Equation (44) is proven by induction on m 2 . When m 2 = 2, by Theorem 3.1,
by Eq. (50). Now, Eq. (44) is assumed to hold for m 2 − 1;
(iii) For a fixed m 2 , these results are proven by induction on m 3 ≥ 2. Assume that Eq. (45) holds for m 3 − 1;
Then, by Eq. (39),
For the maximum eigenvalue λx ;2,m 2 ,m 3 , Eq. (48) is easily verified. Equation (46) is established for fixed m 3 using Eq. (45), yielding
see [Bellman, 1970; Gantmacher, 1959] and [Horn & Johnson, 1990] . Similarly, for a fixed m 2 , Eq. (47) is proven using Eq. (45) again:
Finally, Eq. (49) follows from Eqs. (46) and (47) and Theorem 3.7. The proof is thus complete.
Connecting Operator
This section introduces the connecting operator and employs it to derive a recursive formula between an elementary pattern of order (m 1 , m 2 , m 3 + 1) and that of order (m 1 , m 2 , m 3 ). It is also adopted to obtain a lower bound on entropy.
Connecting operator in z-direction
This subsection derives connecting operators and studies their properties. For brevity, only the connecting operator in the z-direction is discussed but the other cases are similar, and will be considered in the following remarks. For clarity, as in the former section, two symbols on lattice Z 2×2×2 are examined first. According to Theorem 3.5, the transition matrix Ax ;2×m 2 ×m 3 can be represented as Ax ;2×m 2 ×m 3 ;α , where 1 ≤ α ≤ 2 2m 2 , is a 2 m 2 (m 3 −1) × 2 m 2 (m 3 −1) matrix. 
can be expressed as
where 1 ≤ α ≤ 2 2m 2 and
Moreover, . This careful book-keeping constitutes a systematic way to generate the admissible patterns, and as in Sec. 4.2, lower-bound estimates of spatial entropy.
This simplest example is considered first to illustrate this concept. If the red symbol is defined equal to 1, and white symbol equals 0, then α 1 = 2 5 α 11 + 2 4 α 12 + 2 3 α 13 + 2 2 α 14 + 2α 15 + α 16 + 1 and k = 2 2 k 1 + 2k 2 + k 3 + 1. Hence The above derivation reveals that Vx ;2,3,3;α 1 ;α 2 can be reduced to Vx ;2,3,2;α 2 by multiplication using connecting operator Sx ;m 3 ;2,3;α 1 α 2 . This procedure can be extended to introduce the connecting operator Sx ;m 3 ;m 1 m 2 = [Sx ;m 3 ;m 1 m 2 ;α 1 α 2 4 ], where 1 ≤
where the row matrix S (r) x;m 3 ;m 1 m 2 of Sx ;m 3 ;m 1 m 2 is defined in Eqs. (13) and (14). And
where (A
is the i 2 th block of the matrix (A
z;2×m 2 ×2 is the row matrix of A z;2×m 2 ×2 and E k is the 2 k × 2 k matrix with 1 as its entries. Remark 4.3. By a similar method, the following connecting operators can also be defined.
Proof. By Theorem 3.5 and Remark 3.6, 
After m 1 matrix multiplications have been performed as in Eq. (60),
which is a linear combination of A ( ) x;m 1 ,m 2 ,m 3 ;α 2 with the coefficients K(x, m 1 m 2 ; α 1 α 2 ; k, ) which are products of ax ;2×m 2 ×2;α jα , 1 ≤ j ≤ m 1 . K(x, m 1 m 2 ; α 1 α 2 ; k, ) must be studied in more detail. Notably,
, where 1 ≤ α 2 ≤ 2 2m 2 . Now, Vx ;m 1 ,m 2 ,m 3 +1;α 1 ;α 2 is defined as
From Eqs. (62) and (64),
where 
where 1 ≤ α 2 ≤ 2 2m 2 . Moreover, for m 3 = 1, can be represented as 
Proof. From Eqs. (72), (65) and (67),
The proof is complete.
Lower bound of entropy
In this subsection, the connecting operator Cx ;m 3 ;m 1 m 2 is adopted to estimate the lower bound of entropy and in particular, to confirm that is positive. The following notation is used.
Notably, (74) implies
As is typical, the set of all matrices with the same order can be partially ordered.
Notably, if A x;2×2×2 ≥ A x;2×2×2 , then Ax ;2×m 2 ×m 3 ≥ A x;2×m 2 ×m 3 for all m 2 , m 3 ≥ 2. Therefore, h(A x;2×2×2 ) ≥ h(A x;2×2×2 ). Hence, the spatial entropy as a function of A x;2×2×2 is monotonic with respect to the partial order ≥. Definition 4.9. A P + 1 multiple index
is called a periodic cycle if 
First, prove the following lemma. By Lemmas 4.10 and 4.11, the lower bound of entropy can be determined as follows.
Proof. First, by the methods used to prove Lemmas 2.10 and 2.11 and Theorem 2.12 in [Ban et al., 2007] Remark 4.14. The results in last three sections can be generated to p-symbols on Z 2 ×2 ×2 such as in two-dimensional case [Ban & Lin, 2005] and [Ban et al., 2007] and the details are omitted here for brevity.
Applications to 3DCNN
This section elucidates an interesting model in 3DCNN of the application of the method. The method is elucidated by considering a 0,0,0 = a, a 1,0,0 = a x , a 0,1,0 = a y and a 0,0,1 = a z , which are nonzero; in other cases, a α,β,γ and b α,β,γ are zero. Then, the 3DCNN is of the form as in Eq. (6)
The stationary solution to Eq. (6) satisfies
Firstly, consider the mosaic solution u = (u i,j,k ) to Eq. (7). If
If
Equation (7) has five parameters w, a, a x , a y and a z . Three procedures are adopted to partition these parameters:
Procedure (I). The parameters a x , a y and a z are initially expressed into three-dimensional coordinates, to solve Eqs. (83) and (84), as in Fig. 3 .
Clearly 2 3 octants (I)-(VIII) exist in (a x , a y , a z ) three-dimensional coordinates. (1)- (2) as in Fig. 3 , Eqs. (85) and (86) are used to partition the (w, a − 1)-plane, as in Fig. 4 . The symbols [m, n] in Fig. 4 have the following meanings. Consider, for example, (a x , a y , a z ) lies in regions (VIII), (i) and (1) (1), and considered a x < a y < a z < 0 and |a x | > |a y | + |a z |. Denoted by (v i+1,j,k , v i,j+1,k , v i,j,k+1 v i,j,k , v i+1,j,k , v i,j+1,k and v i,j,k+1 are of the form 1 , 2 , 3 , 4 and 1 , 2 , 3 , 4 5 , 6 7 , 8 .
Next, the transition matrix of local patterns in region (VIII)-(i)- (1)- [4, 8] can be derived as
Then, according to Proposition 3.9, the admissible local patterns in Σ 2×m 2 ×m 3 and its corresponding transition matrices are (43), (44) and (45). Finally, the connecting operator is adopted to examine the complexity of the set of mosaic patterns in 3DCNN. That is, the lower bound of spatial entropy in the region (VIII)-(i)- (1) where a α,β,γ = 0, the basic set in Σ 3×3×3 must be extended to the basic set in Σ 4×4×4 . Then, the method described above can be applied, as stated in Remark 4.14. The details are omitted here for brevity.
