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Abstract
We consider theoretical and approximation aspects of the stochastic optimal control of ultradiffusion processes in the context of
a prototype model for the selling price of a European call option. Within a continuous-time framework, the dynamic management
of a portfolio of assets is effected through continuous or point control, activation costs, and phase delay. The performance index is
derived from the unique weak variational solution to the ultraparabolic Hamilton–Jacobi equation; the value function is the optimal
realization of the performance index relative to all feasible portfolios. An approximation procedure based upon a temporal box
scheme/finite element method is analyzed; numerical examples are presented in order to demonstrate the viability of the approach.
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1. Introduction
The control of systems subject to exogenous sources of uncertainty is fundamental to many diverse fields.
Although the scope of possibilities is endless, we mention by way of illustration: maintenance and quality control
(e.g. modeling of breakdown phenomenon), management of information technologies (e.g. complexity and networks,
tracking problems), production management (e.g. balancing global costs by shifting production from one source to
another), portfolio management (e.g. option pricing), robotics and artificial intelligence, and genetic networks, to
name only a few (cf. [7,10,4,9]).
In this paper, we consider the approximation solvability of ultradiffusion stochastic optimal control in the context
of an example from mathematical finance. To this end, an ultradiffusion process is isometric to a parameterized
diffusion along a characteristic temporal trajectory (cf. [23,39,28]). The conditional value function of the controlled
ultradiffusion process measures the expected optimal performance relative to an indexed family of stochastic control
problems and is characterized as the unique weak variational solution to the ultraparabolic Hamilton–Jacobi equation.
The value function is the optimal realization of the performance index (derived from the conditional value function)
relative to all feasible trajectories. Ultraparabolic equations have historically been of interest in connection with
Brownian motion in phase space and have been studied in [29,30,46], among others; neither the strong maximum
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principle nor interior a priori estimates, for example, hold for ultraparabolic equations as they do for parabolic
equations (cf. [18,25,44,47]).
A review of stochastic optimal control theory of diffusion processes may be found in the seminal monographs
(cf. [7,8,15,31]). At the discrete level, one can approximate the original diffusion through an appropriate controlled
Markov chain, which may be effected utilizing either deterministic (cf. [32,33]) or simulated transitional states
(cf. [19]). Alternatively, when one is able to obtain a (deterministic) formulation and consequently apply energy
methods (cf. [21,20,31]), a full space/time discretization of the Hamilton–Jacobi equation is obtained from which one
solves for the optimal performance and feedback control law at each time step through a marching scheme.
In terms of mathematical finance, we determine the selling price of a so-called European call option based on
the value-maximizing exercise strategy in [22,13]. Relative to a continuous-time model of a dynamically evolving
portfolio of assets, we allow for both continuous and point control, activation costs, and phase delay. As such, our
model is a generalization of the more familiar Black–Scholes framework. We follow Bensoussan and Julien [6] and
Aubin et al. [4] in allowing friction within the model to be implemented through the velocity of the wealth process.
In terms of control, Bensoussan and Julien [6] formulate a model of control affected through the portfolio which
accommodates certain activation costs (proportional transaction costs are not admissible, for example). This approach
results in a noise controlled diffusion such that the value function satisfies a parabolic Hamilton–Jacobi equation.
General transaction costs are considered in [4] through the strategy control of a tychastic system and implemented in
the context of a viability/capturability approach. Viability techniques formulate the tychastic optimal control problem
as a deterministic dynamical game (cf. [3]). A third more common, although less tractable, model offers the most
direct conceptual link to Merton’s seminal work on portfolio theory (cf. [40,41]). In particular, this approach maintains
that dynamic management evolves through a reflecting diffusion process in which portfolio control derives from the
reflection at an implicitly defined free-boundary (cf. [35,13,17]).
The framework considered here admits general frictions within the context of ultradiffusion stochastic optimal
control. The outline of this paper is as follows. In Section 2, the valuation problem is defined and characterized
relative to continuous control involving activation costs. A temporal box scheme/finite element method forms the
basis for the approximation solvability argument of Section 3. In Section 4, we extend the ultradiffusion to include
point control and phase delay. Numerical results are presented in order to demonstrate the viability of the approach in
Section 5. We present concluding remarks in Section 6. Generalization of the approach to include jump diffusions as
well as early exercise features (cf. [6]) proceeds without appreciable difficulty (cf. [48,43]).
2. Valuation problem
We consider in this section the definition of the stochastic optimal control problem under continuous control subject
to activation costs. In Section 2.1, we develop the model of the economy. In Section 2.2, we define the ultradiffusion
and present a formal characterization of the conditional value function in terms of the Hamilton–Jacobi equation. We
discuss issues related to the regularity of the stochastic optimal control problem in Section 2.3. The performance index
and value function are defined in Section 2.4.
2.1. Model of the economy
We consider two financial assets in which the price per share of the bank account is denoted by B(t) and that of
a stock by S(t); the financial assets represent a pair (B(t), S(t)) ∈ (0,∞)2. We suppose that the evolution of asset
prices is governed by
dB(t) = r B(t)dt (2.1)
and
dS(t) = αS(t)dt + σ S(t)dw(t), (2.2)
where r > 0 is the risk-free rate of return, α > r is the return and σ > 0 the volatility associated with the stock,
and dw(t) represents an exogenous source of uncertainty. A portfolio is a pair (b(t), s(t)) representing the number of
shares of B(t) and S(t) held at time t , respectively. The value of the portfolio or wealth W (t), such that
W (t) = b(t)B(t)+ s(t)S(t), (2.3)
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is specified in terms of the assets and portfolio.
We effect the wealth process through the control strategy (β¯(t), ς¯(t)), which dictates the rate at which shares in
the portfolio are bought and sold. To this end, let
b(t) = b+(t)− b−(t), s(t) = s+(t)− s−(t),
and
β¯(t) = (β−(t), β+(t)), ς¯(t) = (ς−(t), ς+(t)),
such that
db+(t) = β+(t)dt, db−(t) = β−(t)dt, (2.4a)
and
ds+(t) = ς+(t)dt, ds−(t) = ς−(t)dt, (2.4b)
where 0 ≤ β±(t) ≤ γ and 0 ≤ ς±(t) ≤ γ , for some γ < ∞. Given that γ is bounded, only finite transaction
speeds are permissible within the model at this point (infinite transaction speeds are obtained by allowing γ → ∞
or as introduced in Section 4.1). For simplicity, we have considered the so-called “bang-bang” type control action in
(2.4), although other models are admissible. (“Bang-bang” refers to the fact that the optimal action is either 0 or γ ;
the control is either “on” or “off”.)
One possible model of transaction costs holds that they are paid for through holdings of stock (this choice has been
made without any sacrifice to generality in order to reduce the complexity of the model), in which case
β(t)B(t)+ ς(t)S(t) = −(ς¯(t) • f¯ ς¯ (t))S(t), (2.5)
where
β(t) = β+(t)− β−(t), ς(t) = ς+(t)− ς−(t),
f¯ ς¯ (t) = ( f ς¯−(t), f ς¯+(t)),
f ς¯±(t) = f ς¯±(S, s−, s+, t; ς−, ς+) such that f ς¯+(t) ≥ 0 ≥ f ς¯−(t), and • refers to the R2 inner product. The portfolio
velocity dW is then
dW (t) =
{
rW (t)+
[
(α − r)s(t)− ς¯ (t) • f¯ ς¯ (t)
]
S(t)
}
dt + σ s(t)S(t)dw(t), (2.6)
which follows from (2.1)–(2.5). When transaction costs are proportional to the rate at which shares are traded, it
follows that
f ς¯±(t) = ±κ,
where κ is the transaction cost per unit share per unit time (cf. [4]). As a special case, we note that a portfolio incurring
zero transaction costs (i.e. κ = 0) is known as self-financing.
2.2. Hamilton–Jacobi equation
To be more precise, let (Ω ,F, {F(t)}t≥0,P) be a complete filtered probability space with filtration {F(t)}t≥0 with
right-continuous filtration {Ft }t≥0 such that F(0) contains all sets of P-measure zero (cf. [27]). Let {w(t)|t ≥ 0} be an
F(t)-adapted standard Wiener process on R and s±(t), ς±(t), and f ς¯±(t) measurable functions adapted to F(t). We
assume continuous trading over a finite time interval [0, T˜ ] such that T˜ > T , where T denotes the contract life of the
option. Summarizing Section 2.1, the dynamics of the economy are specified by the ultradiffusion process
ds+(t) = ς+(t; s¯)dt, (2.7a)
ds−(t) = ς−(t; s¯)dt, (2.7b)
dS(t) = αS(t)dt + σ S(t)dw(t), (2.7c)
dW (t) =
{
rW (t)+ [(α − r)s(t)− ς¯ (t; s¯) • f¯ ς¯ (t)]S(t)
}
dt + σ s(t)S(t)dw(t), (2.7d)
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for t ∈ (0, T˜ ), such that s+(0) = s+, s−(0) = s−, S(0) = S,W (0) = W , and s¯ = (s+, s−). Here, the initial conditions
s± are temporal, S is natural, and W is essential (neither temporal nor natural).
Let x¯ = (S,W ) and t¯ = (s−, s+, t), then along with the process (2.7), we consider the expected value of the
optimization criteria
Jx¯ (T ; s¯) = Ex¯;s¯ [W (T )− ψ(S(T ))] (2.8a)
and the conditional value function
V (x¯, t¯) = max
ς¯ (t;s¯)∈[0,γ ]2
Jx¯ (T ; s¯), (2.8b)
such that ψ(S) is the pay-off of the option. For example, a so-called European call option with exercise price E
is defined with ψ(S) = max(S − E, 0), a passport option would require ψ(S) = 0 (cf. [34]), and so forth. The
conditional value function attempts to maximize the expected excess wealth, predicated (indexed) upon the choice of
the initial portfolio s¯.
In order to characterize the conditional value function (2.8), we introduce Ω = R × (0,∞) and the weighted
Sobolev spaces W d,p,µ(Ω) equipped with the norm
‖u‖d,p,µ =
{∑
k≤d
∫
Ω
|Dku(x¯)|p · e−µ|x |dx¯
}1/p
,
where Dαu ∈ L p(Ω , e−µ|x |dx¯), for all multi-index |α| ≤ d. Let Q = (0,∞)2 × (0, T˜ ), then the space
L p(Q;W d,p,µ(Ω)) consists of the set of measurable functions h : Q→ W d,p,µ(Ω) such that ∫Q ‖h(t¯)‖pd,p,µdt¯ <∞.
Finally, we set
W2,1,p,µ(Ω ×Q) =
{
u|u ∈ L2(Q;W 2,p,µ(Ω)) ∩ L2(Q; H1loc(Ω)),
∇t¯u ∈
[
L2(Q;W 0,p,µ(Ω)) ∩ L2(Q; L2loc(Ω))
]3}
,
where ∇t¯ = (∂/∂s−, ∂/∂s+, ∂/∂t).
For p ≥ 2, µ ≥ 0, we seek to determine the conditional value function V ∈W2,1,p,µ(Ω ×Q), which is the unique
solution of the ultraparabolic Hamilton–Jacobi equation
∂V
∂t
+A(t¯)V + max
ς¯ (t;s¯)∈[0,γ ]2
{
L ς¯ (t¯)V + ς+(t; s¯) ∂V
∂s+
+ ς−(t; s¯) ∂V
∂s−
}
= 0 a.e. in Ω ×Q, (2.9a)
such that
V |{t=T } = W − ψ(S) in Ω × ∂Q (2.9b)
and
V |{S=0} = W in ∂Ω ×Q, (2.9c)
where
A(t¯)V = 1
2
σ 2S2
∂2V
∂S2
+ 1
2
s(t)σ 2S2
∂2V
∂W∂S
+ 1
2
s(t)σ 2S2
∂2V
∂S∂W
+ 1
2
s2(t)σ 2S2
∂2V
∂W 2
,
L ς¯ (t¯)V = αS ∂V
∂S
+
{
rW + [(α − r)s(t)− ς¯ (t; s¯) • f¯ ς¯ (t)]S
} ∂V
∂W
.
The optimal feedback control law ς¯∗(t; s¯) = (ς∗−(t; s¯), ς∗+(t; s¯)) satisfies
−ς¯∗(t; s¯) • f¯ ς¯∗(t)S ∂V
∂W
+ ς∗+(t; s¯)
∂V
∂s+
+ ς∗−(t; s¯)
∂V
∂s−
= max
ς±(t;s¯)∈[0,γ ]
{
−ς¯ (t; s¯) • f¯ ς¯ (t)S ∂V
∂W
+ ς+(t; s¯) ∂V
∂s+
+ ς−(t; s¯) ∂V
∂s−
}
. (2.10)
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For example, in the case of a self-financing portfolio, we may write (2.9a) explicitly as the nonlinear partial differential
equation{H(t¯)+A(t¯)+ L(t¯)} V (x¯, t¯) = 0 a.e. in Ω ×Q,
where
H(t¯)V = a(Vs−)
∂V
∂s−
+ a(Vs+)
∂V
∂s+
+ ∂V
∂t
,
L(t¯)V = αS ∂V
∂S
+ [rW + (α − r)s(t)S] ∂V
∂W
,
such that
a(z) =
{
γ, if z ≥ 0
0, if z < 0.
We note in particular that the operator A(t¯)+ L(t¯) is elliptic and H(t¯) is hyperbolic. In particular, the ultraparabolic
problem (2.9) and (2.10) (resp., ultradiffusion (2.7)) reduces to a 2-parameter family of parabolic equations (resp.,
diffusions) along the characteristic temporal directions of H(t¯), which when represented in nonparametric form
furnishes a solution to (2.9) (cf. [36,42,47]).
2.3. Elliptic regularization
Potential degeneracy of the ultradiffusion (2.7) may be addressed by perturbing the state equations and the control
set. To this end, let dw˜(t) denote a second independent source of exogenous uncertainty, then in lieu of (2.7c) and
(2.7d) we consider
dS(t) = αS(t)dt + σ S(t)dw(t)+ dw˜(t),
dW (t) =
{
rW (t)+ [(α − r)s(t)− ς¯ (t; s¯) • f¯ ς¯ (t)]S(t)
}
dt + σ s(t)S(t)dw(t)+ dw˜(t),
for any  > 0 arbitrarily small. As such, the perturbed diffusion generator is
A(t¯) = A(t¯)+ 12
2
{
∂2
∂S2
+ ∂
2
∂S∂W
+ ∂
2
∂W 2
+ ∂
2
∂W∂S
}
for which the coercivity condition holds; namely,
1
2
[
σ 2S2ξ21 + 2
]
+
[
s(t)σ 2S2 + 2
]
ξ1ξ2 + 12
[
s2(t)σ 2S2 + 2
]
ξ22 ≥
1
2
2|ξ¯ |2,
for all ξ¯ = (ξ1, ξ2) ∈ R2. We then seek the perturbed conditional value function V  satisfying
∂V 
∂t
+A(t¯)V  + max
ς¯ (t;s¯)∈[,γ ]2
{
L ς¯ (t¯)V  + ς+(t; s¯)∂V

∂s+
+ ς−(t; s¯)∂V

∂s−
}
= 0 a.e. in Ω ×Q. (2.11)
Utilizing stochastic optimal control arguments for diffusion processes applied along the temporal characteristics, it
follows that there exists a unique solution V  of (2.11). Singular perturbation arguments validate the convergence of
V  to the solution V of (2.9) as  → 0+ (cf. [5,14]).
A second distinct paradigm involves approximating (2.7) through a fully stochastic system, namely
ds+(t) = ς+(t; s¯)dt + εdw˜(t),
ds−(t) = ς−(t; s¯)dt + εdw˜(t),
dS(t) = αS(t)dt + σ S(t)dw(t)+ εdw˜(t),
dW (t) =
{
rW (t)+ [(α − r)s(t)− ς¯ (t; s¯) • f¯ ς¯ (t)]S(t)
}
dt + σ s(t)S(t)dw(t)+ εdw˜(t),
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for t ∈ (0, T˜ ) and ε > 0 arbitrarily small, where again dw˜(t) denotes a second independent exogenous source of
uncertainty. In this case, the perturbed Hamilton–Jacobi equation becomes
∂V ε
∂t
+Aε(t¯)V ε + max
ς¯ (t;s¯)∈[0,γ ]2
{
L ς¯ (t¯)V ε + ς+(t; s¯)∂V
ε
∂s+
+ ς−(t; s¯)∂V
ε
∂s−
}
= 0 a.e. in Ω ×Q. (2.12)
such that
Aε(t¯) = A(t¯)+ 12ε
2
{
∂2
∂s2−
+ ∂
2
∂s−∂s+
+ ∂
2
∂s−∂S
+ ∂
2
∂s−∂W
+ ∂
2
∂s+∂s−
+ ∂
2
∂s2+
+ ∂
2
∂s+∂S
+ ∂
2
∂s+∂W
+ · · ·
}
is uniformly parabolic (cf. [15]). The functions V ε are known as a vanishing viscosity solutions in deference to their
fluid mechanics origins. Singular perturbation arguments confirm the existence of a viscosity solution V satisfying
(2.9) such that V ε → V as ε→ 0+ (cf. [12,26,16]).
2.4. System optimization
We consider now the dependence of the stochastic optimal control problem (2.7) and (2.8) on the initial portfolio
distribution s¯. To this end, letM(x¯, T ) ⊆ [0,∞)2 be a sufficiently regular manifold. For given x¯ ∈ Ω , a feasible
trajectory (e.g. portfolio) (s−(t), s+(t)) satisfies: s−(0) = s−, s+(0) = s+, the deterministic equations (2.7a) and
(2.7b) such that ς¯∗(t; s¯) is a solution of (2.10), and the terminal constraint (s−(T ), s+(T )) ∈M(x¯, T ). Relative to a
given terminal setM(x¯, T ), we denote the set of all feasible initial portfolio distributions s¯ by F(x¯,T ). We are now in
a position to define the value function as an extended real-valued function. To this end, let the performance index be
given by
U˜ (S, t; s¯) = min{W | V (S,W, s−, s+, t) ≥ 0} (2.13a)
and the value function be such that
U (S, t) = min{U˜ (S, t; s¯) | s¯ ∈ F(x¯,T )}, (2.13b)
or, by convention, U (S, t) = ∞ if F(x¯,T ) is empty.
Relative to the option valuation problem, we stipulate that the option writer be fully invested in the market at expiry.
To this end, let
g−(S,W ) = 0
and
g+(S,W ) =
{
1, if S > E
0, if S ≤ E,
where again E is the exercise price of the option. We then suppose the terminal setM(x¯, T ) is specified by
M(x¯, T ) = {(g−(S,W ), g+(S,W )) | (S,W ) ∈ Ω} .
The value function U (S, t) ∈ L2(0, T ; H2(Ω)) represents the expected minimum wealth necessary at time t required
to meet the pay-off ψ(S) at time T and as such is the present value or price of the European option.
3. Constructive approximation
Our objective is to obtain a constructive approximation of the conditional value function. Without loss of generality,
we shall do so only for self-financing European call options. We begin in Section 3.1 by examining the effect
of exhausting the state and temporal spaces through a series of bounded domains. In Section 3.2, we develop the
variational form of the Hamilton–Jacobi equation and consider a semi-discretization of the approximate state space
through the Galerkin finite element method. We obtain a full-discretization in Section 3.3 through the application of
a box type finite difference scheme to the hyperbolic operator. Estimates are provided in Section 3.4 to quantify the
approximation.
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3.1. Approximation on exhausting domains
To obtain a constructive approximation of V , we consider an exhausting sequence of bounded open domains {Ωk}
such that Ωk ⊂ Ωk+1 and ∪Ωk = Ω . Moreover, let Υk < ∞ such that Υk → ∞ monotonically as k → ∞ and
Qk := (0,Υk)2 × (0, T ), then Qk ⊂ Qk+1 and ∪Qk = Q. For p ≥ 2, and k ∈ N sufficiently large, we seek
V k ∈W2,1,p,0(Ωk ×Qk) satisfying{H(t¯)+A(t¯)+ L(t¯)} V k = 0 a.e. in Ωk ×Qk, (3.1a)
subject to the terminal conditions
V k |{s−=Υk } = V k |{s+=Υk } = V k |{t=T } = W − ψ(S) in Ω k × ∂Qk, (3.1b)
and boundary data
V k = W − ψ(S) in ∂Ωk ×Qk . (3.1c)
We note that as a consequence of the approximation to a domain of finite extent, it has become necessary to impose
additional “terminal” conditions relative to s± = Υk in (3.1b) as well as artificial boundary condition in (3.1c). The
function V k approximates V in the sense that∫
Γ
‖V − V k‖L∞(G) → 0 as k →∞, (3.2)
where Γ is any sufficiently regular curve contained in Q and G is any fixed compact set in Ω .
Remark. If required (e.g. jump processes), one can extend V k to Ω ×Q trivially; that is, let Vk be defined in Ω ×Q
such that Vk = V k in Ωk ×Qk and Vk = W − ψ(S) otherwise.
3.2. Semi-discretization in space
The semi-discrete analogue of (3.1) will be based on the variational formulation for the initial value problem. To
this end, let ρ = Υk − s−, ς = Υk − s+, τ = T − t , and τ¯ = (ρ, ς, τ ), and consider a perturbation from the
optimization criteria
V˜ k(S,W, ρ, ς, τ ) = V k(S,W,Υk − ρ,Υk − ς, T − τ)− (W − ψ(S)).
Formally, the variational form is obtained by multiplying (3.1a) through by a test function v ∈ H10 (Ωk) ∩ H2(Ωk),
integrating over the domain Ωk , and applying the Green’s formula (cf. [7]). In particular, for p ≥ 2, we seek a strong
variational solution V˜ k ∈W2,1,p,0(Ωk ×Qk) satisfying
−
(
H˜(τ¯ )V˜ k, v
)
k
+ ak(τ¯ ; V˜ k, v) = ( f, v)k a.e. in Qk, (3.3a)
for all v ∈ H10 (Ωk) ∩ H2(Ωk), subject to the initial conditions
V˜ k |{ρ=0} = V˜ k |{ς=0} = V˜ k |{τ=0} = 0 in Ω k × ∂Qk, (3.3b)
where
H˜(τ¯ )V˜ k = a(−V˜ kρ )
∂ V˜ k
∂ρ
+ a(−V˜ kς )
∂ V˜ k
∂ς
+ ∂ V˜
k
∂τ
,
ak(τ¯ ; V˜ k, v) =
∫
Ωk
{
1
2
σ 2S2
∂ V˜ k
∂S
∂v
∂S
+ 1
2
s(t)σ 2S2
∂ V˜ k
∂S
∂v
∂W
+ 1
2
s(t)σ 2S2
∂ V˜ k
∂W
∂v
∂W
+ 1
2
s2(t)σ 2S2
∂ V˜ k
∂W
∂v
∂W
+ L(t¯)V˜ k · v
}
dx¯,
and
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f = L(t¯)(W − ψ(S)),
such that (·, ·)k denotes the L2 inner product over Ωk . The variational formulation (3.1) and (3.3) are equivalent in the
sense of distributions.
Let {Sh} denote a family of finite-dimensional subspaces for which ∪h Sh = H10 (Ωk). In particular, we suppose
that Ωk is rectangular and that Sh consists of continuous, piecewise linear (componentwise) functions on a uniform
triangulation of Ωk with mesh size h, which vanish on ∂Ωk (that is, linear finite elements [11,45]). Replacing
H10 (Ωk) ∩ H2(Ωk) with Sh , we obtain the following semi-discrete analogue of (3.3): determine V˜ kh ∈ L2(Qk;Sh),
such that
−
(
H˜(τ¯ )V˜ kh , vh
)
k
+ ak(τ¯ ; V˜ kh , vh) = ( f, vh)k a.e. in Qk, (3.4a)
for all vh ∈ Sh , subject to the initial conditions
V˜ kh |{ρ=0} = V˜ kh |{ς=0} = V˜ kh |{τ=0} = 0 in Ω k × ∂Qk, (3.4b)
where V˜ kh is the semi-discrete finite element approximation of V˜
k . The quality of the approximation (3.4) to (3.3), for
fixed k, satisfies the estimate∫
Qk
‖V˜ k − V˜ kh ‖L2(Ωk ) ≤ Ckh2,
where Ck = Ck(V˜ k) > 0, as h → 0 (cf. [2]).
3.3. Fully discrete scheme
We consider now the approximation of V˜ kh by (implicit) semi-discretization of the hyperbolic part of (3.4a).
In particular, we introduce δ := T/N > 0 such that Υk = δ · Mk , for some Mk , N ∈ N, and define
Qk = {1, . . . ,Mk} × {1, . . . ,Mk} × {1, . . . , N }, Qk = {0, . . . ,Mk} × {0, . . . ,Mk} × {0, . . . , N }, ρl = lδ, ςm = mδ,
and τn = nδ, for (l,m, n) ∈ Qk . We shall denote the approximation on the grid by V˜ k,h(l,m,n)(x¯) = V˜ kh (x¯, ρl , ςm, τn)
and the corresponding averages such that
V˜ k,h(l−1/2,m,n) =
1
2
(
V˜ k,h(l,m,n) + V˜ k,h(l−1,m,n)
)
,
V˜ k,h(l,m−1/2,n) =
1
2
(
V˜ k,h(l,m,n) + V˜ k,h(l,m−1,n)
)
,
V˜ k,h(l,m,n−1/2) =
1
2
(
V˜ k,h(l,m,n) + V˜ k,h(l,m,n−1)
)
,
and
V˜ k,h(l−1/2,m−1/2,n−1/2) =
1
2
(
V˜ k,h(l,m,n) + V˜ k,h(l−1,m−1,n−1)
)
.
We shall also use the backward difference quotients
∂˜1V˜
k,h
(l,m,n) =
1
δ
(
V˜ k,h(l,m,n) − V˜ k,h(l−1,m,n)
)
,
∂˜2V˜
k,h
(l,m,n) =
1
δ
(
V˜ k,h(l,m,n) − V˜ k,h(l,m−1,n)
)
,
and
∂˜3V˜
k,h
(l,m,n) =
1
δ
(
V˜ k,h(l,m,n) − V˜ k,h(l,m,n−1)
)
.
The fully discrete approximation of (3.4) is defined as follows. We seek V˜ k,h(l,m,n) ∈ Sh satisfying
−
(
Ĥ(l,m, n)V˜ k,h(l,m,n), vh
)
k
+ ak(ρl , ςm, τn; V˜ k,h(l,m,n), vh) = ( f, vh)k , (3.5a)
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for all vh ∈ Sh and (l,m, n) ∈ Qk , such that
V˜ k,h(0,m,n) = V˜ k,h(l,0,n) = V˜ k,h(l,m,0) = 0, (3.5b)
for (l,m, n) ∈ Qk , where
Ĥ(l,m, n)V˜ k,h(l,m,n) = a(−∂˜1V˜ k,h(l,m,n))˜∂1V˜ k,h(l,m,n) + a(−∂˜2V˜ k,h(l,m,n))˜∂2V˜ k,h(l,m,n) + ∂˜3V˜ k,h(l,m,n).
The quality of the approximation is provided by the estimate
|||V˜ k − V˜ k,h(l,m,n)|||k ≤ Ck(δ2 + h2) (3.6)
as δ, h → 0, Ck = Ck(V˜ k) > 0, where
|||v|||k =
(
δ
∑
‖v(·, ρl , ςm, τn)‖2L2(Ωk )
)1/2
,
such that the summation is taken over all mesh points (ρl , ςm, τn) ∈ Γ (cf. [2,38]).
3.4. Approximation solvability
The approximation to the solution V of (2.9) is then defined as follows. For k > 1, let Ωk ⊂ Ωk+1, Qk ⊂ Qk+1,
hk > hk+1, δk > δk+1, and define
V k,hk(lk ,mk ,nk )(S,W ) = V˜
k,hk
(Mk−lk ,Mk−mk ,Nk−nk )(S,W )+ (W − ψ(S));
it then follows from (3.2) and (3.6) that
|||V − V k,hk(lk ,mk ,nk )|||(G,Γ ) = O(δ2k + h2k)+ o(pi
−1
k +Π−1k ) as k →∞, (3.7)
where
|||v|||
(G,Γ ) =
δk ∑
(ρlk ,ςmk ,τnk )∈Γ
‖v(·, ρl , ςm, τn)‖2L2(G)
1/2 ,
such that G ⊂ Ω is compact, Γ is any piecewise smooth curve contained inQ, Πk = diam {Ωk}, and pik = diam{Qk}.
We note that in (3.7) the first term in the estimate bounds the temporal discretization error, the second the spatial
discretization error, the third the error due to the truncation of the temporal domain, and the fourth term the error due to
the truncation of the spatial domain. Specifically, asymptotic performance may only be realized on the approximating
region (G,Γ ) and is suboptimal when a mesh is refined relative to a fixed computational domain Ωk × Qk (cf. [37,
38]).
4. Extension
We briefly consider extensions of the theory which allow the control to be applied at discrete moments of time
as well as to possess a finite reaction speed. Our intent is to highlight only those aspects of the theory that are
substantively different from that presented in the preceding sections and so, without loss of generality, we consider
only self-financing portfolios. In Section 4.1, we introduce point control, which leads to a characterization of the
conditional value function that is temporally weak. In the context of our portfolio model, this is known as block
trading. In Section 4.2, we consider the phase delay, which results in the control parameter being defined on the
temporal space; the effect is that the control action is based upon “dated” information.
4.1. Point control
Let {t1, . . . , tN }, 0 < ti < T denote N distinct monitoring times. Given the asset class (B(t), S(t)) of Section 2.1,
point (strategy) control manifests itself within the model through the portfolio dynamics
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db+(t) = β+(t)
N∑
i=1
δ(t − ti )dt, db−(t) = β+(t)
N∑
i=1
δ(t − ti )dt, (4.1a)
and
ds+(t) = ς+(t)
N∑
i=1
δ(t − ti )dt, ds−(t) = ς−(t)
N∑
i=1
δ(t − ti )dt, (4.1b)
where we suppose 0 ≤ β±(t) ≤ γ and 0 ≤ ς±(t) ≤ γ , for some γ < ∞; control velocities under point control are
infinite. The conditional value function is then characterized as the solution of the Hamilton–Jacobi equation in weak
variational form (cf. [7]). Formally, we seek V satisfying∫
Q
{(Hδ(t¯)V, v)+ a(t¯; V, v)} dt¯ = 0, (4.2a)
for all test functions v, such that
V |{t=T } = W − ψ(S) a.e. in Ω × ∂Q, (4.2b)
and
V |{S=0} = W a.e. in ∂Ω ×Q, (4.2c)
where
Hδ(t¯)V = ∂V
∂t
+ max
ς±(t)∈[0,γ ]
[
ς+(t)
∂V
∂s+
+ ς−(t) ∂V
∂s−
] N∑
i=1
δ(t − ti )
and
a(t¯; V, v) =
∫
Ω
{
1
2
σ 2S2
∂V
∂S
∂v
∂S
+ 1
2
s(t)σ 2S2
∂V
∂S
∂v
∂W
+ 1
2
s(t)σ 2S2
∂V
∂W
∂v
∂S
+ 1
2
s2(t)σ 2S2
∂V
∂W
∂v
∂W
+ L(t¯)V v
}
dx¯ .
The optimal feedback control pair ς¯∗(t) = (ς∗+(t), ς∗−(t)) solves∫
Q
([
ς∗+(t)
∂V
∂s+
+ ς∗−(t)
∂V
∂s−
] N∑
i=1
δ(t − ti ), v
)
dt¯
=
∫
Q
(
max
ς±(t)∈[0,γ ]
[
ς+(t)
∂V
∂s+
+ ς−(t) ∂V
∂s−
] N∑
i=1
δ(t − ti ), v
)
dt¯ .
It is possibly more informative to represent (4.2) in its strong form on the intervals (ti , ti+1), subject to jump
conditions across the control instances ti . As such, we seek V satisfying the parabolic equation
∂V
∂t
+A(t¯)V + L(t¯)V = 0,
for t ∈ (ti , ti+1), such that
V |{t=T } = W − ψ(S)
and
V |{S=0} = W,
subject to the jump condition across the control instant ti+1,
lim
t→t−i+1
V (x¯, t¯) = 1
2
lim
t→t+i+1
[
V (x¯, t¯ + δ¯s−)+ V (x¯, t¯ + δ¯s+)
]
,
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where δ¯s− = (γ, 0, 0) if Vs− ≥ 0 and δ¯s− = (0, 0, 0) otherwise, and analogously δ¯s+ = (0, γ, 0) if Vs+ ≥ 0 and
δ¯s+ = (0, 0, 0) otherwise.
Remark. Within the portfolio control paradigm (cf. [6]), the stochastic system is noise controlled, a situation that is
computationally challenging. An alternative is to recognize that in the limit as the number of discrete control instances
N →∞, we recover the portfolio control model through drift control of the stochastic system.
4.2. Phase delay
We suppose now that the control does not act instantaneously, but on information that is “dated”; that is, we suppose
that our reaction speed is limited. To this end, let ∆ > 0 denote a deterministic lag time. To this end, we consider the
ultradiffusion
dτ(t) = dt, (4.3a)
ds+(t) = ς+ ◦ τ(t)dt, (4.3b)
ds−(t) = ς− ◦ τ(t)dt, (4.3c)
dS(t) = αS(t)dt + σ S(t)dw(t), (4.3d)
dW (t) = {rW (t)+ (α − r)s(t)S(t)} dt + σ s(t)S(t)dw(t), (4.3e)
for t ∈ (0, T˜ ), τ(0) = τ , s+(0) = s+, s−(0) = s−, S(0) = S, W (0) = W , and ς± : [0, T ] → [0, γ ].
Letting x¯ = (S,W ), t¯ = (s−, s+, τ, t), and T = (s−(T ), s+(T ), τ (T ), T ), we define the performance index as
Jx¯ (T ) = Ex¯ [W (T )− ψ(S(T ))], (4.4a)
and the conditional value function such that
V (x¯, t¯) = max
ς¯ (t¯)∈[0,γ ]2
Jx¯ (T ). (4.4b)
Let Q = (0,∞)2 × (0, T )2, then (4.4) is formally characterized as the solution to the Hamilton–Jacobi equation
∂V
∂t
+ ∂V
∂τ
+A(t¯)V + Lς¯ (t¯)V = 0 a.e. in Ω ×Q, (4.5a)
such that
V |{t=T } = V |{τ=T } = W − ψ(S) in Ω × ∂Q (4.5b)
and
V |{S=0} = W in ∂Ω ×Q, (4.5c)
where
A(t¯)V = 1
2
σ 2S2
∂2V
∂S2
+ 1
2
s(t)σ 2S2
∂2V
∂W∂S
+ 1
2
s(t)σ 2S2
∂2V
∂S∂W
+ 1
2
s2(t)σ 2S2
∂2V
∂W 2
αS
∂V
∂S
+ {rW + (α − r)s(t)S} ∂V
∂W
and
Lς¯ (t¯)V = max
ς¯ (t¯)∈[0,γ ]2
{
ς+(t¯)
∂V
∂s+
+ ς−(t¯) ∂V
∂s−
}
for t ∈ [∆, T ],
and Lς¯ (t¯)V = 0 otherwise. The optimal control feedback law ς¯∗(t¯) = (ς∗−(t¯), ς∗+(t¯)) satisfies
ς∗+(t¯)
∂V
∂s+
+ ς∗−(t¯)
∂V
∂s−
= max
ς¯ (t¯)∈[0,γ ]2
{
ς+(t¯)
∂V
∂s+
+ ς−(t¯) ∂V
∂s−
}
, (4.6)
for all t ∈ [∆, T ], and ς¯∗(t¯) = (0, 0) otherwise.
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(a) Option price U (S, t). (b) Asset shares, s(t).
(c) Buying activity, ς+(t). (d) Selling activity, ς−(t).
Fig. 1. Continuous control, self-financing portfolio.
We specify the phase delay through the definition of the terminal set. To this end, letM(x¯, T ) ⊆ Q be defined
such that
M(x¯, T ) = {(g−(x¯), g+(x¯), T −∆, T ) | x¯ ∈ Ω} ,
where
g−(S,W ) = 0
and
g+(S,W ) =
{
1, if S > E
0, if S ≤ E .
A feasible trajectory (s−(t¯), s+(t¯), τ (t), t) satisfies: s−(0) = s−, s+(0) = s+, and τ(0) = τ , the deterministic
equations (4.3a)–(4.3c) such that ς¯∗(t¯) is a solution of (4.6), and the terminal constraint (s−(T ), s+(T ), τ (T ), T ) ∈
M(x¯, T ). We then define the performance index such that
U˜ (x¯, t¯) = min{W | V (x¯, t¯) ≥ 0} (4.7a)
and the value function as
124 M.D. Marcozzi / Journal of Computational and Applied Mathematics 222 (2008) 112–127
(a) Option price U (S, t). (b) Asset shares, s(t).
(c) Buying activity, ς+(t). (d) Selling activity, ς−(t).
Fig. 2. Continuous control with activation costs.
U (S, t) = min{U˜ (x¯, t¯) | (s−(t¯), s+(t¯), τ (t), t) ∈ F(x¯,T¯ )}, (4.7b)
where F(x¯,T¯ ) is the set of all feasible trajectories.
5. Numerical experiments
Experiments were performed utilizing continuous control, with and without transaction costs, and with point
control without transaction costs; the phase delay case was not attempted owing to the computational complexity
of the problem relative to the computing platform. Computations were performed using an Intel 2.8 GHz P4
processor with 2 GB RAM. We suppose α = 0.10 and r = 0.05 per year, σ 2 = (0.3)2 per year, an option
life of T = 1 × 10−4 years, and an exercise price for the European call option of E = $1. The mesh was
h = ∆S = ∆W = 5 × 10−4, ∆τ = 1 × 10−6, and ∆ρ = ∆ς = 1 × 10−2. The strategy was bounded above
by γ = 5 × 10−3 for continuous control and γ = 1 × 10−2 for point control. When assessed, transaction costs
amounted to κ = $0.001/year. In the point control scenario, monitoring times were every 10∆τ . The computational
domain was [0.99, 1.01]2 × [0.0, 0.4]2 × [0, 10−4].
For each (l,m, n) ∈ Qk , the nonlinear system (3.5) was solved by successive-under-relaxation (parameter
ω = 0.045) coupled to a preconditioned biconjugate gradient algorithm. Relative to a self-financing portfolio
subject to continuous control, let V˜ k,h(l,m,n)(0) denote the initial estimate of the solution. Given V˜
k,h
(l,m,n)(ι), we obtain
V˜ k,h(l,m,n)(ι+ 1) by solving the linear system
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(a) Option price U (S, t). (b) Asset shares, s(t).
(c) Buying activity, ς+(t). (d) Selling activity, ς−(t).
Fig. 3. Point control, self-financing portfolio.
a(−∂˜1V˜ k,h(l,m,n)(ι)) · ∂˜1V˜ k,h(l,m,n)(ι+ 1)+ a(−∂˜2V˜ k,h(l,m,n)(ι)) · ∂˜2V˜ k,h(l,m,n)(ι+ 1)
+ ∂˜3V˜ k,h(l,m,n)(ι+ 1)+ ak(ρl , ςm, τn; V˜ k,h(l,m,n)(ι+ 1, vh)) = ( f, vh)k ,
and setting
V˜ k,h(l,m,n)(ι+ 1)⇐ V˜ k,h(l,m,n)(ι)+ ω
(
V˜ k,h(l,m,n)(ι+ 1)− V˜ k,h(l,m,n)(ι)
)
,
for 0 < ι ∈ N.
Results are organized as follows. In Fig. 1, we consider the continuous control case of a self-financing portfolio,
Fig. 2 introduces transaction costs into the continuous control environment, and Fig. 3 demonstrates the effect of point
control on a self-financing portfolio. Figure subcase (a) presents the valuation as a function of time and stock price,
(b) shows the number of shares held of the stock as a function of time and stock price, while (c) and (d) demonstrate
the activation sequence of buying and selling orders for shares of stock, again as a function of time and stock price,
respectively.
In the context of mathematical finance, friction would be expected to inflate the selling price of the European call
option. This was observed in the point control case; the result in the case of transaction costs is less clear as the
computation does not appear to have evolved sufficiently or to be sufficiently resolved. However, it is apparent that
control activity is economized in the presence of friction. Moreover, given the appropriate choice of monitoring times
and strategy bounds, point control appears to represent a viable approximation to continuous control.
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In terms of regularization of the method (cf. Section 2.3), we did not encounter any numerical difficulties in setting
 = 0 in (2.11); the magnitude of the coercivity constant 2/2 potentially effects the stability and accuracy of
the associative approximation method. Additionally, in our admittedly limited experience, Eq. (2.11) appears to be
computationally more tractable than (2.12), which is an advection–diffusion equation. Relative to the ultraparabolic
framework, the principal difficulty involves the lack of advanced temporal solvers. With viscosity techniques, we
require ε  1 in order not to corrupt the approximation, a circumstance that can be somewhat mitigated through the
use of semi-implicit integrators (cf. [24]) and specially weighted quadrature techniques (cf. [1]).
6. Conclusion
We have developed a theoretical and approximation framework for the stochastic optimal control of ultradiffusion
processes relative to a given performance index and expectation. The conditional value function and indexed control
feedback law satisfy an ultraparabolic Hamilton–Jacobi equation in weak variational form, which is isometric to a
parameterized family of parabolic equations along temporal characteristics. We have considered a model for the selling
price of a European call option based on a value-maximizing exercise strategy; we allowed for both continuous and
point control, activation costs, and phase delays. The valuation procedure admits well-defined numerical procedures.
In particular, we found that control activity is economized in the presence of friction.
In addition, we observe that point control appears to represent a viable approximation to continuous control,
resulting in piecewise in time, parabolic equations subject to jump constraints across monitoring times. As such,
existing software for parabolic partial differential equations may be incorporated into general point control packages.
Another potential application of strategy point control appears to be as a viable alternative to computationally
expensive portfolio control.
In terms of approximation theory, we note that asymptotic performance of the method is only realizable on
the approximating region and not on the entire computational domain; corruption due to artificial boundary data
is localized. Our admittedly limited computational experience indicates that an ultraparabolic representation for
continuous control appears to be more tractable than elliptic regularization, which results in an advection–diffusion
equation with vanishing coercivity constant.
Acknowledgement
This research was supported by the U.S. National Science Foundation, award number DMI-0422985.
References
[1] S. Adjerid, B. Belguendouz, J.E. Flaherty, A posteriori finite element error estimation for diffusion problems, SIAM J. Sci. Comput. 21 (1999)
728–746.
[2] G. Akrivis, M. Crouzeix, V. Thomee, Numerical methods for ultraparabolic equations, Calcolo 31 (1996) 179–190.
[3] J.-P. Aubin, Viability Theory, Birkha¨user, Boston, 1991.
[4] J.-P. Aubin, D. Pujal, P. Saint-Pierre, Dynamic management of portfolios with transaction costs under tychastic uncertainty, in: M. Breton,
H. Ben-Ameur (Eds.), Numerical Methods in Finance, Springer-Verlag, Berlin, 2005.
[5] A. Bensoussan, Perturbation Methods in Optimal Control, Gauthier-Villars, Paris, 1988.
[6] A. Bensoussan, H. Julien, Option pricing in a market with friction, in: W.M. McEneaney, et al. (Eds.), Stochastic Analysis, Control,
Optimization and Applications, Birkha¨user, Boston, 1999, pp. 521–540.
[7] A. Bensoussan, J.L. Lions, Applications of Variational Inequalities in Stochastic Control, North Holland, Amsterdam, 1982.
[8] A. Bensoussan, J.L. Lions, Impulse Control and Quasi-Variational Inequalities, Gauthier-Villars, Paris, 1982.
[9] L.T. Biegler, O. Ghattas, M. Heinkenschloss, B. van Bloemen Waanders, Large-Scale PDE-Constrained Optimization, Springer, Berlin, 2003.
[10] J.R. Birge, F. Louveaux, Introduction to Stochastic Programming, Springer, New York, 1997.
[11] P.G. Ciarlet, The Finite Element Methods for Elliptic Problems, North-Holland, Amsterdam, 1980.
[12] M.G. Crandell, H. Ishii, P.-L. Lions, User’s guide to viscosity solutions of Hamilton–Jacobi equations, Bull. Amer. Math. Soc. 27 (1992)
1–67.
[13] M.H. Davis, V.G. Panas, T. Zariphopoulou, European option pricing with transaction costs, SIAM J. Control Optim. 31 (1993) 470–493.
[14] A. Favini, A. Yagi, Degenerate Differential Equations in Banach Spaces, Marcel Dekker, New York, 1999.
[15] W.H. Fleming, R.W. Rischel, Deterministic and Stochastic Optimal Control, Springer-Verlag, New York, 1975.
[16] W.H. Fleming, H.M. Soner, Controlled Markov Processes and Viscosity Solutions, Springer-Verlag, New York, 1992.
[17] N.C. Framstad, B. Oksendal, A. Sulem, Optimal consumption and portfolio in a jump diffusion market with proportional transaction costs,
J. Math. Econom. 35 (2001) 233–257.
M.D. Marcozzi / Journal of Computational and Applied Mathematics 222 (2008) 112–127 127
[18] T.G. Gencˇev, Ultraparabolic equations, Dokl. Akad Nauk SSSR 151 (1963) 265–268; Soviet Math. Dokl. 4 (1963) 979–982 (English Trans.).
[19] P. Glasserman, Monte Carlo Methods in Financial Engineering, Springer, New York, 2003.
[20] R. Glowinski, Numerical Methods for Nonlinear Variational Problems, Springer-Verlag, New York, 1984.
[21] R. Glowinski, J.L. Lions, R. Tremolieres, Numerical Analysis of Variational Inequalities, North Holland, Amsterdam, 1981.
[22] S.D. Hodges, A. Neuberger, Optimal replication of contingent claims under transaction costs, Rev. Futures Markets 8 (1989) 222–239.
[23] B.A. Huberman, M. Kerszberg, Ultradiffusions: The relaxation on hierarchical systems, J. Phys. A 18 (1985) L331–L336.
[24] W. Hundsdorfer, J.G. Verwer, Numerical Solution of Time-Dependent Advection–Diffusion–Reaction Equations, Springer-Verlag, New York,
2003.
[25] A.M. Il’in, On a class of ultraparabolic equations, Dokl. Akad Nauk SSSR 159 (1964) 1214–1217. English Trans. in Soviet Math. Dokl. 5
(1964) 1673–1676.
[26] H. Ishii, On uniqueness and existence of viscosity solutions for fully nonlinear second order elliptic partial differential equations, Comm. Pure
Appl. Math. 42 (1989) 15–45.
[27] J. Jacod, A.N. Shiryaev, Limit Theorems for Stochastic Processes, Springer-Verlag, Berlin, 2003.
[28] A.N. Kochubei, Pseudo-Differential Equations and Stochastic over Non-Archimedian Fields, Marcel Dekker, New York, 2001.
[29] A.N. Kolmogorov, Zur Theorie der stetigen zufalligen Progresse, Math. Ann. 108 (1933) 149–160.
[30] A.N. Kolmogorov, Zufa¨llige Bewegungen, Ann. of Math. 35 (1934) 116–117.
[31] N.V. Krylov, Nonlinear Elliptic and Parabolic Equations of Second Order, D. Reidel Publishing Company, Dordecht, 1987.
[32] H.J. Kushner, Probability Methods for Approximations in Stochastic Control and for Elliptic Equations, Academic Press, New York, 1977.
[33] H.J. Kushner, P.G. Dupuis, Numerical Methods for Stochastic Control Problems in Continuous Time, Springer-Verlag, New York, 1992.
[34] A. Lipton, Mathematical Methods for Foreign Exchange; A Financial Engineer’s Approach, World Scientific, Singapore, 2001.
[35] M.J.P. Magill, G.M. Constantinides, Portfolio selection with transaction costs, J. Econom. Theory 13 (1976) 245–263.
[36] M. Manfredini, S. Polidoro, Interior regularity for weak solutions of ultraparabolic equations in divergence form with discontinuous
coefficients, Bollettino U.M.I. 8 1-B (1998) 651–675.
[37] M.D. Marcozzi, On the approximation of optimal stopping problems with applications to financial mathematics, SIAM J. Sci. Comput. 22
(2001) 1865–1884.
[38] M.D. Marcozzi, On the valuation of Asian options by variational methods, SIAM J. Sci. Comput. 24 (2003) 1124–1140.
[39] A. Maritan, A.L. Stella, Exact renormalization group approach to ultradiffusion in a hierarchical structure, J. Phys. A 19 (1986) L269–L274.
[40] R.C. Merton, Lifetime portfolio selection under uncertainty: The continuous time case, Rev. Econom. Statist. 51 (1969) 247–257.
[41] R.C. Merton, Optimal consumption and portfolio rules in a continuous-time model, J. Econom. Theory 3 (1971) 373–413.
[42] S. Polidoro, M.A. Ragusa, Sobolev–Morrey spaces related to an ultraparabolic equation, Manuscripta Math. 96 (1998) 371–392.
[43] I. Sapariuc, M.D. Marcozzi, J.E. Flaherty, A numerical analysis of variational techniques for derivative securities, Appl. Math. Comput. 159
(2004) 171–198.
[44] S.A. Tersenov, Basic boundary value problem for one ultraparabolic equation, Siberian Math. 42 (2001) 1173–1189.
[45] V. Thome´e, Galerkin Finite Element Methods for Parabolic Problems, Springer-Verlag, Berlin, 1997.
[46] G.E. Uhlenbeck, L.S. Ornstein, On the theory of the Brownian motion, Phys. Rev. 36 (1930) 823–841.
[47] V.S. Vladimirov, Ju.N. Drozˇzˇinov, Generalized Cauchy problem for an ultraparabolic equation, Izv. Akad. Nauk. SSSR Ser. Mat. 31 (1967)
1341–1360. English Transl. in Math. USSR Izv. 1 (1967) 1285–1303.
[48] X.L. Zhang, Numerical analysis of American option pricing in a jump-diffusion model, Math. Oper. Res. 22 (1997) 668–690.
