The expected improvement algorithm (or efficient global optimization) aims for global continuous optimization with a limited budget of black-box function evaluations. It is based on a statistical model of the function learned from previous evaluations and an infill criterion -the expected improvement -used to find a promising point for a new evaluation. The 'expected improvement' infill criterion takes into account the mean and variance of a predictive multivariate Gaussian distribution.
Introduction
In multiobjective optimization, the goal is to find (a set of) solutions which optimize multiple objective functions at the same time [28] . As in case of conflicting objectives there is no single best solution, it is common to compute instead all points of the Pareto front (PF) or an approximation to this set.
Sometimes the function values of solutions can only be determined through costly simulations, so approximation functions are used in their place. This makes it possible to evaluate the function values of the most promising individuals only, instead of wasting time evaluating the function values of individuals that are unlikely to result in an improvement. A common approximation method are Gaussian processes (or Kriging), which yield a prediction in the form of a 1-D normal distribution. This predictive distribution is learned from previously evaluated points and quantifies for a given new point how likely it is that certain function values will be obtained. In the context of computer experiments, the statistical assumptions of such metamodels were discussed in Sacks et al. [11] .
Optimization methods for expensive function values based on Gaussian processes date back to the Lithuanian school of global optimization [12] . More recently they have been refined and gained popularity in the context of optimization with expensive computer experiments [13] under names such as efficient global optimization (EGO) and expected improvement algorithm [14] . Even more recently, different expected improvement formulations for multiobjective optimization have been developed and were compared in Wagner et al [7] . Among these, the expected hypervolume improvement (EHVI) turns out to have desirable theoretical properties. The EHVI was first suggested in [26] and represents the expected improvement in the hypervolume measure relative to the current approximation of the Pareto front [7] given the probability distribution of possible function values. The hypervolume measure itself is a common measure used to determine the quality of a set of solutions to a multiobjective optimization problem [8] and can be applied without a priori knowledge of the Pareto front, which makes the EHVI a natural quality measure to use in multiobjective surrogate-assisted optimization.
The calculation of the EHVI has so far been a problem. Monte Carlo integration can solve the issue of computing the EHVI directly, but to get an accurate approximation out of Monte Carlo integration is slow. An exact calculation approach exists for the bi-objective case, but it is slow as well (time complexity in O(n 3 log n)). This thesis aims to increase the speed of the exact calculation of the EHVI in two dimensions, as well as provide a method of calculating it in higher dimensions. Its implementation will be validated with results from Monte Carlo integration. The empirical performance of directly calculating the EHVI in the three-dimensional case will also be analyzed in order to show the feasibility of using direct calculations in place of Monte Carlo integration. The main contribution of this paper is therefore to make the EHVI computation both exact and fast, so that it can be used in Gaussian-process assisted global optimization algorithms.
The article is structured as follows: Section 2 introduces important definitions and technical preliminaries. Section 3 summarizes the related work. Section 4 contains a proof that the exact calculation of the bi-objective EHVI can be done in O(n 2 ) as well as a lower bound on the worst case complexity of Ω(n log n). The proof of the upper bound is by constructing an algorithm. The implementation of this algorithm is then empirically compared to the naive (O(n 3 log n)) implementation. Section 5 describes the details of the new, general algorithm for calculating the expected hypervolume improvement in more than two dimensions, and Section 6 describes an exact method for determining the tri-objective EHVI with time complexity O(n 3 ). Section 7 describes the results of empirical tests of implementations of the algorithms described in Sections 5 and 6, both to validate the correctness of the implementations and to measure their performance. Finally, Section 8 contains concluding remarks and an outline of promising directions for future research.
Preliminaries
Without loss of generality, we will consider maximization of m ≥ 1 objective functions f 1 : X → R, . . . , f m : X → R. A distinction is made between the decision space X of alternative solutions and the objective space R m where the images of points in X under f are represented. However, the attention of this study will be on points and probability distributions of points in the objective space.
The a posteriori approach of multiobjective optimization is concerned with finding (approximations to) the Pareto front, that is: the set of solutions in the objective space that are not dominated in the Pareto dominance relation [28] .
The hypervolume indicator is a quality measure for Pareto approximation sets [29] . Among the performance measures being used in Pareto optimization, it has some favorable properties. First of all it can be used to compute both absolute and relative improvements of a Pareto front approximation without a priori knowledge of the Pareto front and it is compliant with Pareto dominance [30] . Furthermore, its maximization yields a set of Pareto optimal points distributed across the Pareto front [31, 32, 33] .
The hypervolume indicator of a finite set of points P ⊂ R m with respect to a user-defined reference point r is defined as the Lebesgue measure of the hypervolume covered by the boxes that have an element of P as their upper corner and a reference point r as their lower corner. Thereby it measures the size of the dominated space of P cut from below by a reference point. The reference point must be chosen in a such a way that it is dominated by all points in P , and ideally also by all points of the Pareto front.
The set containing the part of the objective space that is dominated by the points in P will be referred to as DomSet(P ). The hypervolume contribution of a point p ∈ P is the difference in dominated hypervolume between P \ {p} and P . The hypervolume contribution of a set of points S ⊆ P is defined analogously, as the difference between P \ S and P .
The hypervolume improvement of a point p / ∈ P with respect to P is defined as the hypervolume contribution of p with regards to P ∪ {p}, i. e. the increment of the hypervolume indicator after p is added to P .
Note that in the entire article we consider a fixed reference point that is dominated by all points in the Pareto front approximations. The choice of reference point is an important issue by itself, which we do however not adress here.
The Expected Hypervolume Improvement
In global optimization with expensive function evaluations it is common to predict function values using statistical methods such as Gaussian processes [13] . Such methods provide a predictive distribution of possible outcomes of the precise evaluation of the vector valued objective function in form of the parameters of a probability density function (PDF) over all possible outcomes. In case of Gaussian processes or Kriging approximations the predictions are given by multivariate normal distributions [26] .
The expected hypervolume improvement (EHVI) is the expected value of the hypervolume improvement of a new candidate point in X, given its predictive distribution function (P DF ) over points in the objective space. The general formula for the EHVI with respect to a mutually non-dominated set P is [26] :
The EHVI is a generalization of the classical expected improvement (EI) criterion ∞ y=f max{0, y − f }P DF (y)dy used in model-assisted single objective optimization, where f denote the function value of the currently best solution [12, 13] .
For a given mean and standard deviation vector of an independently distributed predictive distribution, the EHVI is monotonic with respect to the mean value [7] and, at least for m ≤ 2, also w.r.t. the variance [9] . It has been used as an infill criterion for multiobjective EGO in multiobjective optimization in various studies [3, 4, 5] but its application so far has been confined to the bi-objective case and the computation of the EHVI was criticized to be computationally expensive as compared to more simple generalizations of the EI [7] .
In [9] , a formula is derived for exactly calculating the EHVI for m = 2 independent and identically distributed normal PDFs. The expression in [9] in general does not yield the exact result for m > 2, as will be shown later.
Given these preliminaries the general problem discussed in this article can now be defined concisely:
Problem 1 Given a finite set of points P ⊂ R m , a reference point r and a predictive independent distributed multivariate normal PDF, given by its mean value µ ∈ R m and standard deviations σ ∈ R m , how can the EHVI be computed and how can the EHVI be computed efficiently?
One-Dimensional Expected Improvement and its Decomposition
In order to calculate the EHVI, we will need to calculate many integrals that have the form of a partial one-dimensional improvement. In [9] , a function was derived that could be used for that purpose.
In the following definition we recall the notion of standard normal distribution and normal distribution. Moreover we introduce a useful shorthand named ψ.
s 2 , s ∈ R is the density function of the standard normal distribution and Φ(s) =
is the cumulative probability distribution function of the standard normal distribution. The general normal distribution with mean µ and variance σ has as density the function φ µ,σ (s) =
The cumulative distribution function of the general normal distribution is:
Remark: it is easy to check that φ µ,σ (s) = ).
Integrals of the form
)]. Integrals whose upper limit is less than ∞ and lower limit greater than −∞ can be written as the difference of two such integrals, allowing partial expected improvements over an interval [l, u) ⊂ R, l ≥ f to be calculated. Moreover one can easily see that this difference can be neatly expressed in terms of ψ:
The value f in this case is the currently best function value.
In the rest of this thesis we will use the abbreviations φ x (s) := φ µx,σx (s)(= )), where µ x and σ x are the mean and variance of the normal distribution associated to the point x in the search space. Analogously, we use abbreviations φ y , Φ y and φ z , Φ z for the y and the z coordinate.
Related Work
The use of the one-dimensional expected improvement to solve engineering problems with expensive-to-evaluate objective functions was initially proposed by Mockus et al. [12] and then later reintroduced by Jones et al. in [13] . Since then it has been widely used in global optimization with expensive-to-evaluate functions. It has been shown to converge to the global optimum for the single objective case and a subclass of continuous functions [14] .
Generalizing the one-dimensional expected improvement algorithm to multiobjective optimization is still a very new area of research. Besides the aforementioned EHVI, first published in [26] , various other solutions have been proposed:
• Chebyshev scalarization with dynamically changing weights [15] .
• Scalarization by using the distance from the centroid of the probability distribution to the Pareto approximation set [16] .
• The hypervolume improvement for candidate points, calculated based on the upper confidence bound of the meta-model prediction [17] .
Moreover, in Kumano et al. [27] it was proposed to use a vector of expected improvements for the single objective functions, instead of a scalar measure. Expected improvement has been studied as an infill criterion in different application fields, such as bioinformatics [15] , mechanical engineering [17] and aerospace design [16] . Also the EHVI was already applied in practice for the tuning of controllers in sewage treatment plants [3] , in mechanical engineering [4] and quantum control [2] . As compared to other indicators EHVI was found to have monotonicity in mean values [7] and variance [9] and yielded high accuracy optima approximations. However, its computation is so far limited to the biobjective case and the time complexity of existing exact algorithms is still very high (O(n 3 log n), see [9] . Recently, Couckuyt et al. [6] published an algorithm that is faster based on empirical tests. The complexity of this algorithm is not reported. It follows a heuristic block partitioning scheme for computing the improvement contribution of each cell and we conjecture its total complexity to be in Ω(n 3 ) for two and in Ω(n 4 ) in three objectives.
Calculating the 2-D Expected Hypervolume Improvement
Firstly, an efficient exact algorithm for the computation of the EHVI in two dimensions will be discussed. Let P denote a set of n mutually non-dominated points in the two-dimensional plane. P is the currently best Pareto front approximation. Furthermore, let r ∈ R 2 denote a reference point which is dominated by every point in P . The aim is to calculate the expected hypervolume improvement for a point p in the decision space for which we have the mean (µ x , µ y ) and standard deviation (σ x , σ y ) of a predictive distribution.
In the two-dimensional case, calculating the EHVI for p exactly can be done by piecewise integration over a set of half-open rectangular interval boxes (cells) formed by the horizontal and vertical lines going through the points in P and through r. The final EHVI is the sum of the contributions calculated for all grid cells. See Figure 1 for a visualization of the grid. Figure 1 : An example of the interval boxes for a small population P . Checkered boxes fall in the dominated hypervolume of P . Therefore their contribution to the integral will be 0, and no calculation will be necessary for these boxes.
Individual grid cells will be denoted by C(a, b), where 0 ≤ a ≤ n and 0 ≤ b ≤ n. Let Q = P ∪{(∞, r y )}∪{(r x , ∞)}, with Q x denoting Q sorted in order of ascending x coordinate, and Q y denoting Q sorted in order of ascending y coordinate. Let C be the set of grid cells representing the interval boxes. The numbers a and b represent positions in the sorting order of Q, starting with 0. Then, a is the position of elements of Q x and b is the position of elements of Q y . The lower left corner of a cell will have the coordinates (Q Note, that due to the characteristics of mutually non-dominated points in the two-dimensional plane, it is not necessary to sort Q twice in order to determine Q x and Q y . Sorting P in order of ascending x coordinate is equivalent to sorting it in order of descending y coordinate. It follows that Q
When dividing the grid in the way described above, (n + 1) 2 interval boxes are formed. However, if the upper right corner of an interval box is dominated by or equal to some point in P , its contribution will be zero, and no calculation will need to be done for that interval box. Note that if the upper right corner is not dominated by P then the lower left corner is neither. These interval boxes are represented by a grid cell C(a, b) which is within the dominated hypervolume of P . The remaining cells, C stairs , are formed by cells for which this is not the case, meaning that
Due to the definition of Q, we know that for p ∈ P it holds that p = Q x k = Q y n+1−k for some 0 < k ≤ n. Furthermore k > a and n + 1 − k > b, if and only if p dominates C(a, b). From this we get the following equivalence:
is dominated by some point p ∈ P . Thus C stairs consists of all cells satisfying a ≥ n − b. There are
of such cells, resulting in a lower bound of O(n 2 ) on the complexity of any algorithm which iterates over these interval boxes.
If we call the lower corner of the cell l and the upper corner u, the contribution of a grid cell to the integral is defined as follows:
) dp x dp y Dominated cells have a contribution of 0 to the integral, and for cells which are non-dominated, HI(p) can be calculated as a rectangular volume from which a correction term is subtracted. See Figure 2 for a visual representation. The integral for these cells can be calculated as follows, as was described in more detail in [9] :
) dp x dp y − uy py=ly ux px=lx S minus φ x (p x ) φ y (p y ) dp x dp y
The last step is motivated by Subsection 2.2 and the application of Fubini's Theorem [23] . It can be seen that the formula is of the form c 1 − S minus · c 2 , where c 1 and c 2 are calculations which are performed in constant time with respect to n for a single cell.
The correction term S minus is equal to the hypervolume contribution of S ⊆ P , where S consists of those points dominated by or equal to the lower corner of the cell. Calculating the dominated hypervolume of a set in the two-dimensional plane has a time complexity of O(n log n). This complexity results from needing to find the neighbors of each point in order to calculate its contribution to the hypervolume. Sorting the set has a time complexity of O(n log n), after which the dominated hypervolume calculation itself is done in O(n) by iterating over each point and performing an O(1) calculation using the points that come before and after it in the sorting order. When calculating S minus , the points for which the dominated hypervolume is to be calculated come from P , which was already sorted. This brings the complexity of this step down to O(n), but it can be brought down to O(1) when the order of calculations is chosen carefully, giving the algorithm a total complexity of O(n 2 ). The points of P dominated by or equal to the lower corner of C(a, b), which define S, are those points satisfying the following inequalities:
Because of the sorting order and definition of Q x and Q y , S can be described equivalently as follows. The set S is empty, if a = n − b (the lowest value of a for . This makes it possible to iterate over all cells in C stairs while adding no more than one point to S per iteration. We will do this as follows:
We will start iterating over each row of C stairs at its first cell, where a = n − b. In this cell, S = ∅ and S minus = 0. For each iteration within a row after the first one, we add 1 to a and add the point Q x a to S. For an example, refer to Figure 3 , which shows the order of operations and the contents of S during each step.
Although the above description refers to 'adding points to S', we only need to keep track of the first and last points of S in between algorithm iterations. When a new point is added to S, S minus increases by the area covered by the rectangle from (Q
a .y). Therefore, to update S minus after the addition of a point to S, only the left neighbor of the first element of S, the last element of S and the right neighbor of the last element of S are needed. Figure 4 shows an example of this process. This can be done in constant time in any data structure which allows the neighbors of a point to be looked up in constant time: whenever a is incremented, Q We have shown that the upper bound on the complexity of determining the expected hypervolume improvement is O(n 2 ). We can also show that the worstcase complexity can be no better than O(n log n). If the standard deviation of a candidate point's predictive distribution is 0 and the mean value vector is a point which dominates all points in P , then the problem of calculating its EHVI reduces to calculating the hypervolume that will be dominated by p candidate minus the hypervolume dominated by P . If it was possible to solve this calculation with lower complexity than O(n log n), then it would also be possible to reduce the calculation of P 's hypervolume to the problem of calculating the EHVI of a point that dominates P , and it has already been proven in [10] that the complexity of calculating the hypervolume of a set of points in the 2-D plane is in Θ(n log n). does not change, the hypervolume covered by the older points in S stays the same and does not have to be re-calculated.
Empirical Performance
As an additional verification of the correctness of the algorithm presented above, two implementations were written in C++. The first used the constant-time update scheme, and the second did not: instead of using the constant-time update scheme, S minus was calculated by first finding the set of points S by checking each point in P to see if it was dominated, and then calling a separate function on S to calculate the hypervolume of this set of points.
The expected hypervolume improvement calculated using these implementations was identical for all test problems, but their speed was not. See Figure 5 for the empirical performance on a simple test where P consisted of n different points on a diagonal Pareto front. From this, it appears that using the constant-time update scheme becomes worthwhile for n > 20, though results might vary slightly depending on implementation and system details. 
Calculation of the Higher-Dimensional Expected Hypervolume Improvement
The algorithm given in [9] for exactly calculating the expected hypervolume improvement is not correct when the dimensions is higher than 2. This is because the shape of the hypervolume improvement becomes more complex when the number of dimensions increases. We will therefore derive a new formula by first decomposing the calculation into parts with less complex shapes, and then simplifying the resulting formula for the sake of more convenient calculation.
Decomposition into Cells
In higher dimensions, the search space can be divided into cells the same way it is done in two dimensions, except instead of the boundaries being given by lines going through the points in P and the reference point r, now the cells are The hypervolume improvement of a new point p with respect to the current Pareto front approximation P is given by the function HyperVolume (A \ DomSet(P )), where A is the dominated hypervolume covered by p. This is the same as calculating HyperVolume(A) − HyperVolume (DomSet(P ) ∩ A). We will denote the set of dimensions by D = {1, 2, . . . , m}. We can decompose the calculation of the hypervolume improvement of a point p ∈ C (a 1 , a 2 and A C are given by: Figure 6 for an example in 3 dimensions. In the above formula Hypervolume denotes the Lebesgue measure of R m . Note that it can happen that the dimension of A C is strictly less than m. In this case Hypervolume(A C ) = 0. We can make a similar remark about Hypervolume( domSet(P ) ∩ A C ).
The values of r d and l d are constant for all points that fall within a given interval box (cell): r is the reference point and is, of course, always constant, while l represents the position of the lower corner of the cell. From this, it follows that I C represents the portion of the hypervolume improvement which is constant with regards to the values of p d , d / ∈ C, and which is variable with regards to the values of p d , d ∈ C. In fact, it is linearly related to these values. This is a direct consequence of the way the cell boundaries are defined:
Let Sec C be the cross-section of DomSet(P ) ∩ A C which goes through p. This cross-section is defined by a projection to the dimensions not in C (if C consists of k dimensions, the slice will be (m − k)-dimensional as a result). The projection of DomSet(P ) uses only those points in P for which the function values in the dimensions given by C are larger than the corresponding function values of p. We shall call this selection P . No points in P can fall between cell boundaries in any dimension, so the composition of P must be the same for all points within a cell. The projection of A C to the dimensions not in C is constant for all points within a cell as well, because the coordinates defining A C are independent of p in all dimensions not in C. HyperVolume(Sec C ) is constant as a result -note that here Hypervolume is the Lebesque measure of R m−k . Because A C does not span across cell boundaries in the dimensions in C, HyperVolume(DomSet(P ) ∩ A C ) is equal to the hypervolume of Sec C multiplied by the length of A C in each dimension in C, and those lengths are given by (
There is one quantity I C for which C = D. This quantity I D is special because it is linearly related to all values of p. I D falls entirely within the cell, and as such, instead of projecting P onto a zero-dimensional space, it can simply be said that HyperVolume(DomSet(P ) ∩ A D ) = HyperVolume(A D ) if the cell is not dominated, and HyperVolume(A D ∩ DomSet(P )) = 0 if it is. Therefore, I D = HyperVolume(A D ) for non-dominated cells.
By decomposing the calculation of the hypervolume improvement, we can use the sum rule to decompose the calculation of a cell's contribution to the EHVI as well. u p=l C⊆D I C · P DF (p)dp = C⊆D u p=l I C · P DF (p)dp I C is calculated as the product of a constant and a set of values which are linearly related to exactly one coordinate of p, therefore we can first factor out the calculation of the constant part. The P DF consists of independent normal distributions, allowing the probability distributions for dimensions not in C (in which I C is constant) to be factured out as well. An integral consisting solely of a normal distribution can be exactly calculated using the cumulative probability distribution function Φ to calculate the probability that a point is within range of the cell.
The integral that remains is a box-shaped expected improvement where each dimension is independent. Fubini's theorem [23] states that iterated integration, performed in any order, can be used to calculate a multiple integral under the condition that the multiple integral is absolutely convergent. The partial integrals making up the cell's contribution to the EHVI all converge to finite numbers, so we can safely use iterated integration. The result is a product of expected improvements, which are captured in the ψ function described earlier: u p=l I C · P DF (p)dp = (3)
It is already possible to calculate the contribution of a cell to the EHVI by summing all these terms, but the calculation can be made a bit more efficient when instead of decomposing the calculation of the hypervolume, we instead only decompose the calculation of the dominated hypervolume. In Section 5.2, that possibility will be examined in more detail by looking at the 3-D case as an example.
Calculation of the 3-D Expected Hypervolume Improvement
Consider that, in the 2-D case, we are able to calculate the hypervolume by integrating over a box bounded by the dominated hypervolume and subtracting a correction term S minus . In higher dimensions, the correction term is not a constant, but we can still make use of a modified version of this technique. The hypervolume improvement HI(p) is decomposed as follows, in three dimensions:
HI(p) = I ∅ + I x + I y + I z + I xy + I xz + I yz + I xyz Together, they form the volume of
of writing HI(p) as a sum of hypervolume improvements, we can also write it as a single rectangular volume from which a dominated hypervolume is subtracted:
We can then decompose the calculation of the dominated hypervolume instead of the calculation of the hypervolume improvement. In the following decomposition of the total subtracted dominated hypervolume S − , each part S − C is equal to the subtracted dominated hypervolume needed to calculate I C . When p is within the integration cell bounded from below by l, we get the following:
By abuse of language we use (Max(r z , π z (σ x>lx,y>ly (P ))) instead of the following correct notation: Max({r z } ∪ π z (σ x>lx,y>ly (P )). Similar notations are also used in the sequel. The first thing to note is that if r z ≥ Max(r z , π z (σ x>lx,y>ly (P ))), S 
The bounding box bounded by v from below and p from above contains the entire volume of HI(p). This allows us to use v in place of r and rewrite our initial equation in a way that reduces the number of components from 8 to 5:
The component of the EHVI integral corresponding to Vol
is the only component in this equation which is variable in more than one dimension, but since it is a rectangular volume, it is simply a product of one-dimensional improvements:
c∈{x,y,z}
∅ is a constant. We will keep using the notation S * * * , although now we will use v as a reference point. Even without examining the corresponding integral it is clear that it only needs to be multiplied with the probability that a given point is within the cell. The formula for calculating this correction term is: 
This has to be multiplied by (p x − l x ). The expected value of S − x is therefore equal to a constant multiplied by the partial expected improvement of p x over the interval [l x , u x ). This is given by:
Using a new call to ψ to calculate this term is not necessary. We can use the fact that ψ represents the function of a one-dimensional expected improvement over a certain range bounded from below. The partial expected improvement for the region below the lower cell bound l is a constant term multiplied by the chance of being within the cell's range, which is captured in the equation below:
were calculated earlier, so we can reuse them to easily find ψ(l c , l c , µ c , σ c ) − ψ(l c , u c , µ c , σ c ). This means that the formula for calculating the partial expected hypervolume improvement of a cell will look like the following if the cell is not dominated: , u c , µ c , σ c ) , c ∈ {x, y, z} and ∆Φ c := Φ c (u c ) − Φ c (l c ), c ∈ {x, y, z}
And it will be 0 otherwise.
Simple Higher Dimensional Expected Hypervolume Improvement Computation
Although we are currently decomposing our integral into different quantities in order to calculate it, we can also calculate the sum of these quantities using a single dominated hypervolume calculation, though this has downsides which will be explored later. This subsection will give the general formula for doing so. Recall how we decomposed the calculation of the hypervolume improvement in Section 5.1:
This sum can be rearranged to the following:
Since the quantities A C sum to a generalized rectangular volume, we could just as readily calculate the total volume of A directly. This is what we did in Section 5.2, where the correction terms HyperVolume(DomSet(P ) ∩ A C ) were still calculated separately. Clearly C⊆D A C = A. Moreover the A C s are mutually disjoint except for common boundary points. From this we get that DomSet(P ) ∩ ( C⊆D A C ) = DomSet(P ) ∩ A (and the DomSet(P ) ∩ A C s are mutually disjoint except for the boundaries). Thus
We initially decomposed the HI(p) in this way in order to compute the corresponding EI-integral.
We have determined that each partial quantity HyperVolume(DomSet(P )∩A C ) depends linearly on the dimensions which its corresponding volume A C depends on, and is constant in the same dimensions in which A C is constant. This is true as well when HyperVolume(DomSet(P ) ∩ A) is first calculated, and then split into the various volumes representing DomSet(P ) ∩ A C . Because of this, we can calculate an m-dimensional EHVI using only a single m-dimensional hypervolume calculation per cell. We need to calculate the hypervolume improvement of each cell's center of mass,p.p
The integral can be calculated as if it is an expected improvement where the currently best solution is 0. However, we already need to compute
to calculate the component of the EHVI corresponding to A, and the following equation holds:
Dividing a partial expected improvement over a range [l d , u d ) by the chance of being in that range (given by
gives the expected improvement of points which are known to lie within that range. Adding the value of r d gives the expected dth coordinate of a point in the objective space bounded from below by r.
This means that the general formula for calculating the partial expected improvement in a cell is the following if the cell is not dominated:
, where
And 0 otherwise.
Complexity and Algorithm Details
Any algorithm which iterates over all grid cells described in Section 5 will have a time complexity of Ω(n m ). This is further increased by the complexity of the calculations within each grid cell. The algorithm of Section 5.3 requires an mdimensional hypervolume to be calculated for each cell that is not dominated. Calculating a 3-dimensional hypervolume can be done in O(n log n), which results in a time complexity of O(n 4 log n). However, as will be shown in Section 6, constant-time calculations within each grid cell are possible with O(n 3 ) total preparation time, resulting in an algorithm of complexity O(n 3 ). Similar O(n m ) algorithms are conjectured to exist for m > 3.
One important thing to note, is that the expected hypervolume improvements for multiple individuals can be calculated at the same time without having to perform the hypervolume calculations more than once when using the decomposition described in Section 5.2, because the hypervolume calculations are not dependent on the mean and standard deviation of the probability distribution. The algorithm described in Section 5.3 does not have this advantage.
O(n 3 )-time 3-D Expected Hypervolume Improvement Calculations
In Section 4 we showed that calculating the 2-D expected hypervolume improvement is possible with time complexity O(n 2 ). Although the algorithm described in that subsection made use of characteristics of a 2-D Pareto approximation set which are not present in higher dimensions, this subsection will show that there is also a way to calculate the 3-D EHVI with time complexity O(n 3 ). In other words: the calculations necessary for computing the partial expected hypervolume improvement of each grid cell will be performed in constant time. The trade-off is that we will need O(n 2 ) extra memory. The only calculations which have a complexity higher than constant time are the dominated hypervolume calculations. If we use the simple algorithm described in Section 5.3, we only need to perform a single 3-dimensional hypervolume calculation to find the correction term that we need. However, we will start out with the algorithm described in Section 5.2 (without replacing r by v), because it lends itself better to the re-use of old hypervolume calculations. Three sets of correction terms are needed to calculate the partial expected hypervolume improvement of a cell:
• S − ∅ , a constant correction term which requires a three-dimensional hypervolume calculation.
• S − x , S − y and S − z , which each require a two-dimensional hypervolume calculation. We will call the 2-D areas used in the calculation of these correction terms xslice, yslice and zslice, respectively.
• S − xy , S − xz and S − yz , which requires a 'one-dimensional' hypervolume calculation. Instead of calculating these correction terms afresh for each cell, it is possible to perform all necessary hypervolume calculations in only O(n 3 ) time total. The first step is to create a data structure which allows us to see whether or not a cell is dominated in O(1) time. This can simply be a two-dimensional array holding the highest value of z for which the cell is dominated, which we shall call H z . A simple way to fill this array is to iterate over all points q ∈ P in order of ascending z value, setting the array value H z (a 1 , a 2 ) to z if q dominates the lower corner of C (a 1 , a 2 , 0) . The complexity of this operation is in O(n 2 n + n log n) = O(n 3 ). This only needs to be done once, so the O(n 3 ) time complexity does not increase the total asymptotic time complexity of computing the EHVI in 3-D. Figure 7 shows an example. Besides containing information that allows constant-time evaluation of whether a cell is dominated, the value of S − xy for a cell C (a 1 , a 2 , a 3 ) that is not dominated is also given by H z (a 1 , a 2 ) . If we build two more height arrays H x and H y where we use the highest value of x and y instead of z, we can determine the results of all three of the one-dimensional hypervolume calculations in constant time during cell calculations. Now, only the two-dimensional hypervolume calculations represented by xslice, yslice and zslice, and the three-dimensional hypervolume calculation represented by S − ∅ , still have a complexity greater than constant time. For notational simplicity, we have omitted their dependence on a particular cell from the notation until now, but in order to show the relations between correction terms of different cells, we will write 'S − ∅ belonging to C (a 1 , a 2 , a 3 )' as C(a 1 , a 2 , a 3 ) .S − ∅ , and likewise for the two-dimensional hypervolumes.
The value of S − ∅ is related to the values of xslice, yslice and zslice in the following way:
With our height array H z , we can calculate all values of zslice for a given value of a 3 in O(n 2 ) time. We can also calculate all values of S − ∅ for a given value of a 3 in O(n 2 ) time, provided a 3 = 0 or we have both S − ∅ and zslice for the cells where a 3 is one lower. The details of these calculations will be given below. If we go through our cells in the right order (with a 3 starting at 0, incrementing it only after we have performed the calculations for all cells with a given value of a 3 ), we only need to update the values of zslice and S − ∅ n times, resulting in an algorithm for the full computation with complexity in O(n 3 ). If we know the value of S − ∅ for all cells with a given value of a 3 , we can use the formulas given above to calculate xslice and yslice in constant time whenever we need them, so we do not need to calculate these constants in advance.
The details of calculating zslice using the height array are as follows. We will iterate through the possible values of a 1 and a 2 in ascending order. We know that zslice(a 1 , a 2 ) is 0 if a 1 = 0 or a 2 = 0. If our height array shows that C(a 1 − 1, a 2 − 1, a 3 ) is dominated, zslice(a 1 , a 2 ) is set equal to the area of the 2-D rectangle from its lower corner to (r x , r y ). Else, if that cell is not dominated, zslice(a 1 , a 2 ) is set equal to zslice(a 1 − 1, a 2 ) + zslice(a 1 , a 2 − 1) − zslice(a 1 − 1, a 2 − 1). The value of zslice(a 1 − 1, a 2 − 1) is removed as this is the area which is overlapping, causing it to be added twice otherwise.
For an example, refer to Figure 8 .
Empirical Tests and Results
Five different implementations of a 3-D expected hypervolume improvement calculation algorithm were used throughout the following tests, referred to as the 8-term, 5-term, 2-term, slice-update and Monte Carlo schemes. The goal of comparing the exact calculation algorithms to a Monte Carlo scheme is twofold. First, by computing the Expected Hypervolume Improvement in different ways, the algorithms and their implementations will be thoroughly validated. Second, the time consumption of the algorithms will be compared. This is of particular interest because Monte Carlo schemes are often used as fast approximations to exact computations.
• The 8-term scheme is a direct implementation of the calculations described in Section 5.2.
• The 5-term scheme implements the slightly simplified calculations described in Section 5.2.
• The 2-term scheme implements the calculations described in Section 5.3.
• The slice-update scheme implements the algorithm described in Section 6.
• The Monte Carlo scheme uses Monte Carlo integration to give an approximation of the expected hypervolume improvement. Its random number generator uses the Box-Muller transform [25] in combination with the Mersenne Twister algorithm [24] (specifically, the 32-bit MT19937 variant from the C++ standard library, implemented in GCC) to generate normally distributed pseudorandom numbers. Due to the nature of Monte Carlo algorithms, it is impossible to get an exact answer out of this scheme. The expected error of Monte Carlo integration is related to the number of trials m by
, which means that to make the estimate ten times more accurate, a hundred times more trials are required.
The implementations of ψ and the Gaussian cumulative distribution function were identical for all schemes, except for the Monte Carlo scheme where they were not used. The 2-D and 3-D hypervolume calculation functions were also identical between those schemes which used them. Standard C++ library functions were used for sorting and for the implementation of the Gaussian error function erf.
Monte Carlo Verification
As a verification of the correctness of the algorithms, the expected hypervolume improvements calculated by all schemes on several test problems were compared to each other and to the value which the Monte Carlo scheme converged towards.
The graph in Figure 9 shows the results of running the algorithms on a simple test problem. The population consisted of three points: (1, 2, 3), (2, 3, 1) and (3, 1, 2) . The reference point was set to (0, 0, 0). The median vector for the Gaussian distribution was set to (3, 3, 3) , placing it right between cell borders, and the standard deviation was set to (2, 2, 2). All non-Monte Carlo schemes gave exactly identical answers, which was likely due to the simplicity of the test case, because rounding errors in the floating-point calculations would have resulted in small differences otherwise. The Monte Carlo scheme was allowed to run for 100.000.000 iterations. Figure 10 shows the results of running the algorithm on a few more complex populations. The first consists of 30 points, some of which had identical values to another point in the population in one of their dimensions (creating cells of size 0). The second consists of 100 points with a bias towards one area of the search space. The results of all non-Monte Carlo schemes on these two test problems were identical to 15 and 14 digits, respectively. The double-precision floating numbers which were used in the implementations are accurate to approximately the 15th decimal, so the answers can safely be considered identical.
The convergence of the Monte Carlo integration, as well as the near-identical answers generated by the different approaches towards calculating the expected hypervolume improvement, both support the validity of the calculations described in this thesis. 
Empirical Performance
To test the empirical performance of the exact calculation schemes, they were tested on mutually non-dominated populations of varying sizes that were generated by selecting n pseudo-random points which were uniformly distributed on a spherical surface. The time needed for calculating the expected hypervolume improvement was measured (along with all operations required to do so, such as sorting the populations, but not including the time needed to generate the populations). The seed of the pseudorandom generator was the same for each calculation scheme that was tested. Figure 11 shows the results. There is a noticeable difference in speed between the 8-term, 5-term and 2-term scheme, but they are in the same complexity class and for any given n, their performance relative to each other is roughly the same. The slice-update scheme, by contrast, performs better relative to the other schemes when n increases, as would be expected due to its lower complexity. Even for small n it outperforms the other algorithms. What is interesting is that going from 8 terms to 5 terms causes a greater improvement than going from 5 terms to 2 terms, even though 2-dimensional hypervolume calculations are completely removed from the equation when going to 2 terms. No solid conclusions can be drawn from the magnitude of the differences, as they might depend on the implementation details of the code and the compiler optimizations. However, this does show that simplifying calculations can make a big difference for the speed of an algorithm. A benefit of the 2-term scheme which is not captured in the graph, is that it is the simplest scheme in terms of the number of operations that must be implemented, so the time needed to implement it will be shorter. The Monte Carlo scheme is a special case, in that the time it takes to run depends on the desired accuracy, and this accuracy in turn also depends on the variance of the predictive distribution. When this variance is higher, the accuracy will be lower. For a rough idea of its performance relative to the exact calculation schemes, see Figure 12 , which shows the number of Monte Carlo trials which can be performed if the algorithm is allowed to run for a second. Because of the O(n log n) time complexity of each individual trial, it is less affected by n than any of the exact calculation schemes. If n is large enough and the desired accuracy is low enough, it might be the faster option. However, when n is reasonably small, there is no advantage to using it.
The complexity of calculating the expected hypervolume improvement of multiple points by repeatedly using one of the described algorithms is of course linear in the number of candidate individuals. Here, the 8-term, 5-term and slice-update schemes have an advantage not shared by the Monte Carlo and 2-term schemes, in that their hypervolume calculations are independent of the probability distribution for which the EHVI is being calculated. This makes it possible to calculate several expected hypervolume improvements on the same population with a relatively small corresponding increase in calculation time, because the additional calculations have complexity O(n 3 ). It is expected to be less impressive for the sliceupdate scheme, as this already has a time complexity of O(n 3 ), but the amount of overhead that is avoided might still be noticeable. To determine the impact of this advantage on the relative performance of the schemes, Figure 13 shows the results of using the schemes to calculate the EHVI for a vector of probability distributions instead of just one.
As can be seen, the time taken increases linearly in the number of individuals evaluated at the same time, but the constant added on top of that is larger for the 5-term scheme than for the slice-update scheme. When n is 30 it is only a difference equivalent to evaluating a few more candidate individuals, however. Because the 5-term scheme is somewhat easier to implement, it might be preferable to use it if the number of candidate individuals is expected to be high in comparison to n.
Conclusion and Future Work
The main results realized in this thesis are as follows: A fast algorithm for calculating the EHVI in two dimensions was proposed with runtime complexity in O(n 2 ) (previously: O(n 3 log n)
). An empirical test shows improved speed even for relatively small n (≈ 20). An exact calculation algorithm for calculating the EHVI in more than two dimensions is provided. This generic algorithm has been detailed and improved in efficiency for the important tri-objective case. It has a cubic runtime complexity in O(n 3 ), and a further efficiency gain can be obtained by batch evaluation, i.e. re-using the data structures for multiple EHVI computations. The algorithm are based on linear data structures and there are no large hidden con-stants. For three dimensions it is now possible to perform more than a hundred EHVI in 2.5 seconds for an approximation set size of 30 The results open up new possibilities to construct expected improvement algorithms for multiobjective optimization, for instance by using the fast EHVI evaluation as an infill criterion in the efficient global optimization algorithm (EGO). Moreover, as the new exact EHVI computation methods have the same or better runtime performance compared to the Monte Carlo algorithms used so far, they can now replace these inaccurate methods.
As a side result a relationship between the expected improvement and the center of (probability) mass over single cells was established, which might in the future shed some light on the relation to alternative expected improvement formulations [Keane04] and be useful for establishing theoretical results. 
