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　近年，群衆の知や力を利用して，計算機だけでは解決が困難な問題に取り組むクラウドソーシングが注目
を集めている．クラウドソーシングとは，リクエスタと呼ばれる問題解決を望む人が，ワーカと呼ばれる不
特定多数の人々にタスクの処理を委託することである．クラウドソーシングのうち，委託するものが短時
間で処理可能なタスク（マイクロタスク）であるものをマイクロタスク型クラウドソーシングと呼ぶ．
マイクロタスク型クラウドソーシングにおける重要な課題として，どのようにしてマイクロタスク内の
質問文の曖昧性を除去するかということが挙げられる．マイクロタスク内の質問文が曖昧であると，質問
文が同じタスクでもそれぞれのワーカが様々な解釈をしてしまい，タスク結果の品質が下がってしまう．
そこで本研究では，タスクへの回答とその回答理由の組をクラウドソーシングによって収集し，リクエス
タに提示することを提案する．これは，タスクを処理してもらう際に，ワーカには質問文に対する回答だけ
でなく，なぜそのような回答に至ったかという理由も入力してもらうことによって実現する．例えば，ワー
カに赤ちゃんが写っている写真を見せ，「この写真は暴力的な内容を含みますか？」と問うタスクがあった
とすれば，ワーカには「いいえ，暴力的ではありません」と回答してもらい，さらに理由として「なぜなら
赤ちゃんは可愛く，赤ちゃんを嫌いな人などいないからです」などと答えてもらうようにする．この回答と
回答理由の組を本論文では Viewpointと呼ぶ．Viewpointをリクエスタに提示することで，リクエスタは
ワーカの質問文に対する解釈を知ることができ，質問文改善の材料とすることができる．
しかし，収集する Viewpointの数が多くなると，そのすべてをリクエスタが確認するのは困難となるた
め，質問文改善に有用な Viewpointを選択することが重要となる．本論文では，Viewpointに記述された
文の論理構造に着目し，実験を通して，その論理構造が有用な Viewpointを選択するための手がかりでと
なることを明らかにした．さらに，コーパスを作成し，論理構造を自動的に判定する分類器を構築した．
さらに，本論文では，論理構造を用いた手法と，エントロピーを用いた手法の比較実験をおこなった．エ
ントロピーを用いた手法とは，複数のワーカからの回答が割れているタスクで得られた Viewpointを有用
と判定するものである．エントロピーを用いた手法では，回答の割れ具合を見るために，1つのタスクに対
して複数の回答が必要である．実験の結果，論理構造を用いた手法が，有用な Viewpointを選択において，
エントロピーを用いた手法と同程度の性能を持つことを示した．
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1 はじめに
1 はじめに
近年，群衆の知や力を利用して，計算機だけでは解決が困難な問題に取り組むクラウドソーシングが注目
を集めている．クラウドソーシングとは，リクエスタと呼ばれる問題解決を望む人が，ワーカと呼ばれる不
特定多数の人々にタスクの処理を委託することである．クラウドソーシングのうち，委託するものが短時
間で処理可能なタスク（マイクロタスク）であるものをマイクロタスク型クラウドソーシングと呼ぶ．
マイクロタスク型クラウドソーシングにおける重要な課題として，どのようにしてマイクロタスク内の質
問文の曖昧性を除去するかということが挙げられる．マイクロタスク内の質問文が曖昧であると，質問文
が同じタスクでもそれぞれのワーカが様々な解釈をしてしまい，タスク結果の品質が下がってしまう．実
際に，第 3.3.1項で説明したマイクロタスクの一つでは，簡単な質問文であるにも関わらず曖昧性を含んで
いたため，多様な解釈の存在により正答率は 75.5% しかなかった．このような曖昧性を除去するには，リ
クエスタが多くのワーカたちがとりうる解釈を把握していなければならない．しかしながら，熟練のリク
エスタでさえもそのような多様な解釈を把握することは困難である．したがって，多様な解釈をフィード
バックとして提供し，リクエスタに気付きを与えることは質問文改善に有用であると考えられる．
そこで本論文では，タスクへの回答とその回答理由の組を収集し，その中から質問文改善に有用なものを
自動的に選択する手法を提案する．この回答と回答理由の組を本論文では Viewpointと呼ぶ．Viewpoint
をリクエスタに提示することで，リクエスタはワーカの質問文に対する解釈を知ることができ，質問文改善
の材料とすることができる．本手法は直接高品質なタスクの結果を選択する手法とは異なり，そのような
手法と組み合わせることも可能である．
本論文の貢献は以下の 3つである．
(1)Viewpointの収集方法の提案．マイクロタスクを処理してもらう際に，ワーカには質問文に対する回
答だけでなく，なぜそのような回答に至ったかという理由も入力してもらう．これは，マイクロタスクの最
後に回答理由を入力するためのフォームを作成することによって実現する．例えば，ワーカに赤ちゃんが
写っている写真を見せ，「この写真は暴力的な内容を含みますか？」と問うタスクがあったとすれば，ワー
カには「いいえ，暴力的ではありません」と回答してもらい，さらに理由として「なぜなら赤ちゃんは可愛
く，赤ちゃんを嫌いな人などいないからです」などと答えてもらうようにする．本論文では，この回答と回
答理由の組のことを Viewpointと呼ぶ．先ほどの例では，組（「いいえ，暴力的ではありません」,「なぜな
ら赤ちゃんは可愛く，赤ちゃんを嫌いな人などいないからです」）が Viewpointに該当する．なお，本手法
においては回答理由の入力はワーカの任意とし，回答理由の入力による追加の報酬は与えないものとする．
(2)Viewpoint へのアノテーションガイドラインと有用な Viewpoint の選択手法の提案．収集した
Viewpointの数が多くなると，その中からより有用な Viewpointを抽出することは重要な課題となる．本
手法では，有用なViewpointかどうかを判断する基準として汎用性を用いる．汎用性とは，そのViewpoint
が質問文に回答する際に,より多くのデータに対して役立つという性質である．例えば，「この写真には不
快な内容が含まれますか？」という質問に対しての汎用性の低い Viewpointの例として以下のようなもの
が挙げられる．
（「不快な内容を含みません」，「野球のバッドは不快ではないから」）
（「不快な内容を含みません」，「日没の写真はたいてい不快でないから」）
（「不快な内容を含みません」，「これは果物であり，不快ではないから」）
これらの Viewpointは，「不快な内容を含まない」ものの名前を単に挙げているだけである．一般に「不快
な内容を含まない」ものは非常に多く存在する．その中から，このように「不快な内容を含まない」ものを
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ひとつ取り上げたとしても，取り上げたもの以外のものに関してはワーカがどのように考えているかわか
らない．ゆえにリクエスタは，このような Viewpointを見ても，ワーカが質問文に対してどのように解釈
したのかを把握することができない．これに対して，汎用性の高い Viewpointの例としては（「不快な内容
を含みません」，「ヌードや暴力的な表現が含まれていないから」）などが挙げられる．これはワーカの判断
基準をはっきりと述べているため，ワーカが質問文に対してどのように解釈したのかを把握するには十分
であると考えられ，質問文改善に有用であるといえる．
クラウドソーシングを用いた主観評価実験により，我々は Viewpoint内の論理構造がこの汎用性を決め
る重要な要因であることを発見した．そこで，論理構造を表す型を Viewpointに付与するためのアノテー
ションガイドラインを提案し，それに則って型を付与した Viewpointのコーパスを作成した．
(3)評価実験の実施．本論文では様々な評価実験の結果を示している．まず，クラウドソーシングを用いて
Viewpointの汎用性を評価する主観評価実験が挙げられる．この実験では，収集した Viewpointについて
ワーカにその Viewpointの生成元となったデータとは異なるデータについて判断する際に役立つかを問う．
例えば，野球のバットが映った写真（写真 Aとする）を見せて「これは不快な内容を含みますか？」と問
うタスクから，（「不快ではありません」,「野球のバットは不快ではないから」）という Viewpointが得られ
たとする．このとき主観評価実験では，まず，次の 2つの条件を満たす写真 Bをランダムに選ぶ．
(1) 写真 Aとは違うものが写っている
(2) 質問（ここでは，「これは不快な内容を含みますか？」）に対する正しい回答が，Viewpointの回答 (こ
こでは，「不快ではありません」)と同じ
この写真 Bについて，得られた Viewpointを用いて「『いいえ，不快ではありません．なぜなら，野球の
バットは不快ではないから』という意見が寄せられました．この意見は写真 Bが「不快でない」と判断す
るときに役立つと思いますか？」とワーカに問うタスクを作成し，委託する．このとき，「役立つ」と答え
られれば，その Viewpointは汎用性が高いといえる．この実験の結果は，提案したアノテーションガイド
ラインがより汎用的な Viewpointを選択するのに役立つことを示した．さらに，主観評価実験の有効性を
検証するための実験として，実際に質問文の書き換えを行ってもらい，その際に役に立った Viewpointを
選択してもらう実験も行った．
また，有用な Viewpointを選択するのに有効と考えられる手法として，エントロピーを用いた手法が挙
げられる．これは，回答の分布が広い，すなわち，「はい」「いいえ」などの選択肢に投票する人数がより割
れているデータに対する Viewpointを有用とする手法である．このエントロピーを用いた手法と，提案し
た論理構造を用いる手法を比較を行った．その結果，提案手法はエントロピーを用いた手法と同程度の品
質で有用な Viewpointを選択できることを示した．提案手法は論理構造の判定のためのテキスト解析しか
行わず，1つのタスクに対して複数のワーカにタスクを処理してもらう必要がない．
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我々の知る限りでは，マイクロタスク型クラウドソーシングにおける，有用な Viewpointの選択手法に
関する研究は存在しない．クラウドソーシングの分野では，最も関連性の高い研究は [1]で行われている．
この研究では，「明らかでない属性は必ずしも簡単に命名できない．それにもかかわらず，人々はそれぞれ
の画像への解釈のもと組織的な役割を果たす．ここで，関連し合う明らかでない属性の集合を \解釈の次
元"と呼ぶ．\解釈の次元"は人々が画像を比較するように頼まれたときに出現し，関連し合うと考えられ
る社会に関するイメージへの重要な洞察をもたらす」と述べられている．また，クラウドソーシングを用い
て，明らかでない属性を発見する手法も提案している．[1]では画像の明確でない属性の発見に焦点を当て
ているのに対し，我々の研究ではタスクの記述の明確でない属性の発見に焦点を当てている．
自然言語処理の分野では，我々の考えに最も近い技術は前提条件検出である．前提条件検出での課題は，
質問文の中の前提条件を見つけることである．前提条件とは，何らかの情報を提供する命題である．例え
ば，「あなたはいつ結婚しましたか？」という質問文には，結婚しているという前提条件が含まれる．結婚
していない人は何と回答すればよいか分からないため，回答はランダムとなる．作成した質問文に意図し
ない前提条件が含まれることを避けるため，前提条件検出の手法は開発された [2, 3]．前提条件検出は原文
推論 [4]の一部である．原文推論には，ある文章から他の文章を推論する様々なタスクがある．原文推論で
は書かれたテキストの意味のみについて焦点を当てているのに対し，本研究では書き手（Viewpointを提
供するワーカ）のコメントを分類するための読み手（リクエスタ）の要求に焦点を当てている．リクエスタ
へのワーカのコメントの有用性は，テキストで記述された明確な事実や関係よりも，抽象的な概念である．
最後に，データの品質はクラウドソーシングにおいて重要な問題である．質問文改善の他にも，タスク結
果の品質を改善する方法は存在する．クラウドソーシングを行う前には，タスク設計を改善したり，良いタ
スク結果をもたらすワーカを選択する機会がある [5, 6]．この段階において，元のタスク結果が芳しくない
と思われるとき，タスクの質問文を訂正するのに用いることができる．タスクを訂正した後，データの品質
を改善するために，適切でないタスク結果やワーカをフィルタしたり，結果を統合する機会がある [7, 8].
本論文ではこの段階については焦点を当てないが，この段階において Viewpointを用いることは今後の課
題である．例えば，回答理由が極端に短い結果をフィルタすることが挙げられる．回答理由があまりにも
短いと，真面目に答えていないと考えられるからである．
3
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本章では，まず 3.1節で Viewpointについて説明する．次に，3.2節で Viewpointを用いたタスクの質
問文の改善を支援する手法の概要を説明する．
Viewpointの数が膨大となると，タスクの質問文を改善するリクエスタがそのすべてを確認するのは困
難となる．したがって，収集した Viewpointの中から質問文改善に有用であるものを選択することは重要
である．そこで 3.3節では，まず実際に Viewpointを収集し，それらを分類するために Viewpointの型を
定義する．さらに，その定義に基づいて，収集した Viewpointに手動で型のアノテーションを行い，自動
的な Viewpointの型のアノテーションのためのコーパスを作成する．
4章では作成したコーパスを用いて分類器を構築した．また，4章において示す実験結果は，特定の型を
持つ Viewpointが有用でないものが多い傾向にあることを示し，本章で提案するアノテーションスキーマ
が有用な Viewpointを選択する手がかりであることを発見した．
3.1 Viewpointとは
本論文では，Viewpointとは質問に対する回答とその回答理由の組である．例えば，「これはコーヒーで
すか？」に対する Viewpointとして（「コーヒーである」，「カップに入っている黒い液体だから」）が挙げ
られる．
Viewpointはタスクの質問文改善に役立つと考えられる．なぜなら，リクエスタの意図しないワーカの
判断基準を知ることができるからである．例えば，お湯に溶かして飲むスティックタイプのインスタント
コーヒーの画像を見せて，「インスタント食品ですか？」と問うタスクがあったとする．リクエスタの意図
としては，インスタントコーヒーはお湯に溶かすだけで飲むことができるので「はい」と回答してほしい．
しかし，ワーカの中に「コーヒーは飲料であるため，食品ではない」と考える人がいたとする．この場合，
リクエスタはそのように考える人がいることに気付けないため「いいえ」と回答する人が出てしまい，タス
ク結果の品質が下がる．
ここで，「コーヒーは飲料であるため，食品ではない」と考える人の Viewpoint（「インスタント食品では
ありません」，「飲料であり食品ではないから」）をリクエスタに提示すれば，そのように考える人の存在に
気付くことができる．したがってリクエスタは，質問文改善についての手がかりを得ることができる．こ
のように，Viewpointは質問文改善を支援するのに役立つと言える．
3.2 提案手法概要
提案手法は次の 2つのステップからなる．
ステップ 1．質問に対する回答だけでなく，その回答理由も述べてもらうことにより，回答と回答理由の
組，すなわち Viewpointを収集する．具体的には，元となるマイクロタスクに，ワーカがその回答を行っ
た理由を問う質問文とその入力フォームを追加し，図 3.1のようなマイクロタスクを作成する．このマイク
ロタスクをワーカに委託することによって Viewpointを収集する．
ステップ 2．収集した Viewpointの中から，有用と思われるものを選択し，リクエスタに提示する．本研
究では Viewpointの論理構造に着目し，論理構造に基づいて Viewpointの型を定義する．さらに 4章にお
いて，特定の型を持つ Viewpointが有用でないものが多い傾向にあることを示し，それらをフィルタした
としても質問文の改善支援に影響がないことを示す．また，型を判定する分類器を構築することによって，
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図 3.1: Viewpoint収集用タスク
自動的に有用と思われるものを選択可能にする．
3.3 Viewpointへのアノテーション
3.2節のステップ 2．を実現するため，Viewpointの収集とそれらへの型のアノテーションを手動で行う
ことによってコーパスを作成する．このコーパスは，他のマイクロタスクから得られた Viewpointへの自
動的なアノテーションのために用いる．
3.3.1 Viewpointの収集
■タスクの作成 まず，Viewpointを収集するためのマイクロタスクを作成する．このマイクロタスクの
データには，日本の電子商取引サイトである ASKUL*1で販売されている商品の画像データを用い，それぞ
れのマイクロタスクでは画像データに映る商品が特定のカテゴリに属すかをワーカに問う．ASKULでは，
多くの商品が階層構造を持つカテゴリに分類されているため，ASKULで取り扱われている全ての商品画
像データを用いるとマイクロタスクの数が膨大になってしまう．そこで，次の条件を満たす「飲料／食料」
カテゴリのサブカテゴリに属する商品画像データを用いる．
(1) 多様な商品を含むようにするため，少なくとも 3つのサブカテゴリを持つ．
(2) カテゴリ名を簡潔にするため，カテゴリ名が他のカテゴリ名を含むもの（例：「コーヒー／お茶」など）
でない
(3) カテゴリに属するデータ数が膨大になるのを防ぐため，広い概念を指すもの（例：「贈りもの」など）で
ない
その結果，「飲料／食料」カテゴリの 7つのサブカテゴリ「コーヒー」，「炭酸飲料」，「緑茶」，「紅茶」，「お
茶」，「調味料」，「インスタント食品」が選出された．
ここから，それらに属する 28 個の商品画像データと，カテゴリに属するかどうかを問う 7 つの質問文
(図 3.2)を作成した．この 7つの質問を，28個の商品画像データに対して行うこととし，元となるマイク
ロタスクを 7 28 = 196個作成した．
*1 http://www.askul.co.jp/
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次に，元となるマイクロタスクに，ワーカがその回答を行った理由を問う質問文とその入力フォームを追
加し，図 3.1のようなマイクロタスクを作成する．ワーカは「これはお茶ですか？」といった 1つ目の質問
に対して「はい」「いいえ」「わからない」のどれかで回答し，なぜその回答を選んだのかの理由を 2つ目の
質問で答える．
これはコーヒーですか？
これは炭酸飲料ですか？
これは緑茶ですか？
これは紅茶ですか？
これはお茶ですか？
これは調味料ですか？
これはインスタント食品ですか？
図 3.2: コーパス作成に用いる元の質問
■タスクの委託 Yahoo!クラウドソーシングを通して，作成されたマイクロタスク 1 つにつき，20 人の
ワーカに問い合わせ，20個の結果を得る．ワーカの必要人数の削減のため，重複のない 5つのマイクロタ
スクを 1セットとし，それぞれのワーカに 1セット単位でタスクの委託を行った．このセットを作成する
ためにダミーのマイクロタスクを 4個作成し，マイクロタスク数が 5で割り切れる数（196 + 4 = 200）に
設定した．また，ワーカに対する 1セットあたりの報酬は 2円に設定し，ワーカは多くとも 1セットのタ
スクしか処理できないよう設定した．得られる最大の Viewpointの数は 200 20 = 4000であるが，理由
を問う 2つ目の質問に対する回答が任意であるため，結果として得られた Viewpointの数は 1413であっ
た．また，このタスクを処理したワーカの人数は，387人であった．
3.3.2 本論文で用いる表記法
本論文では，Viewpoint の収集を行うタスク結果の表記法として，次を用いる．W をワーカの集合，
Q を質問文の集合，A を取り得る判断の集合（A = f はい;いいえ g），C を取り得る選択肢の集合
（C = A [ fUnsureg）とする．このとき，タスク結果の各インスタンスを (w; q; d; a; r) という組で表す．
ここで，rは，ワーカ w 2W が提示された画像データ dを対象とする質問文 q 2 Qに対して判断 a 2 Aを
行った理由である．ワーカが q に対して「わからない」と回答した場合，そのワーカには「はい」「いいえ」
両方の判断の理由を入力してもらう．その場合，我々は 2つのインスタンス (w; q; d;はい; r1); (w; q; d;い
いえ; r2)を手に入れる．
また，Viewpointは理由 r と結論 c からなると考えられ，これを論理式 r ! c で置き換える．例えば，
ある画像を見せて「これはコーヒーですか？」という問うタスクに対して Viewpoint（「コーヒーである」，
「これはカップに入った黒い液体であるから」）があったときに，r は「これはカップに入った黒い液体」，c
は「これはコーヒーである」を表す．
ここで，Viewpoint r ! cはタスク結果のインスタンス (w; q; d; a; r)から入手することができる．なぜ
なら，もし aが「はい」（もしくは「いいえ」）であれば，cは肯定形（あるいは否定形）の記述に定まるか
らである．例えば，先ほどコーヒーの例における cは，「これはコーヒーですか？」という質問 q に対する
「はい」という判断 aによって，「これはコーヒーである」という結論 cが導き出せる．したがって本論文で
は，必要であれば r ! (q; a)という記法で Viewpointを表すこととする．
3.3.3 Viewpointの型
論理構造の観点から，Viewpointの型を定義する．Viewpointを表す論理式 r ! cにおいて，回答理由
r あるいは cが肯定的な意味を持つ場合それを \P"，否定的な意味を持つ場合はそれを \N"で表すことと
する．まず，Nと Pの組み合わせによって，次の単純な 4つの型を定義する．
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PP型 (r ! c): （例）ラベルにコーヒーと書いてあるので，これはコーヒーである．
NP型 (:r ! c): （例）コーヒーでない証拠がないので，これはコーヒーである．
PN型 (r ! :c): （例）これはカレーである．したがって，コーヒーではない．
NN型 (:r ! :c): （例）コーヒー豆から作られていないので，コーヒーではない．
これらに加えて，次の 2つの複合型を定義する．ここで複合型とは，回答理由に肯定形と否定形の両方
が含まれているものであり，回答理由 r1;:r2; : : :間の論理演算子（「かつ」「または」など）は区別しない．
PNP型 (r1;:r2 ! c): （例）ラベルにコーヒーと書いてあり，かつコーヒーでないという証拠がないた
め，コーヒーである．
PNN型 (r1;:r2 ! :c): （例）液体の色が黒でなく，透明であるので，コーヒーでない．
また，「コーヒーだからコーヒーである」というような Viewpointをトートロジーと呼ぶ．
定義 1（トートロジー） PP型 (r ! c) あるいは NN型 (:r ! :c)のうち，r = cとなるものを,トート
ロジーと呼ぶ.
トートロジーかそうでないかを区別するために，トートロジーとなっている Viewpointを表す 2つの型を
定義する．
P型 (c! c): （例）コーヒーであるから，コーヒーである．
N型 (:c! :c): （例）これはコーヒーでない．したがって，コーヒーではない．
トートロジーにおいては，前件 r が実用的な内容を提供しないことから，前件 r を表す \P", \N"を取り除
くことによってトートロジーを表現する．また，PNN型において，その一部分を構成する NN型がトート
ロジーとなっている場合，PN型に分類する．
3.3.4 アノテーションガイドライン
Viewpoint の収集を行った後，各 Viewpoint に対して，型を表すラベルを手動で付与する．ここで，
Viewpoint r ! (q; a)は，タスク結果のインスタンス (w; q; d; a; r)から得られる．aが「はい」であったと
きには，cが肯定形（P）となるため，PP型, NP型, PNP型のどれかを型を表すラベルとして付与する．
また，aが「いいえ」であったときには，cが否定形（N）となるため，PN型, NN型, PNN型のどれかを
型を表すラベルとして付与することとなる．ただし，例外として次のようなケースには，wrong型とする．
 回答 aが「はい」（あるいは「いいえ」）であるのにも関わらず，「いいえ」（あるいは「はい」）と回
答した理由を入力するためのフォームにその回答理由を記述している．
 フォームに記述された内容が，理由を表す文章となっていない（「これはカレーですか？」，「あああ
ああ」など）
 フォームに記述された内容が，文脈に沿ったものでない（質問「これはお茶ですか？」に対して「い
いえ」と回答しているにも関わらず，入力された理由が「これは茶葉を使用して作られたものなの
で，お茶です」というように，「はい」の回答理由を記述している）
表 3.1に，アノテーション例を示す．各 Viewpointについて，アノテーションの根拠を次から示す．
PP1. 「粉末緑茶という単語がパッケージに書かれている」が回答理由 r であり，「お茶である」が結論 c
であるため，PP型となる.
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型 ID 質問文 回答 理由を入力するためのフォームに記述された文章
PP 型 PP1 これはお茶ですか？ はい 粉末緑茶という単語がパッケージに書かれているので，
お茶である．
PP2 これは炭酸飲料ですか？ はい サイダーと記載してあるため．
NP 型 NP1 これはインスタント食品ですか？ はい 茶葉をポットに入れて作る，といった本格的な作り方
の食品ではないので，はい，となりうる．
PN 型 PN1 これはコーヒーですか？ いいえ ドレッシングはコーヒーではないので
PN2 これはお茶ですか？ いいえ コーヒー
NN 型 NN1 これは緑茶ですか？ いいえ ミルクティーに緑茶の成分は入っていないから
NN2 これは調味料ですか？ いいえ 調味料は，料理に味をつけるもの．
PNN 型 PNN1 これはコーヒーですか？ いいえ これはハーブ茶であり，コーヒーは原料に含まれない
ので，コーヒーではない．
PNN2 これはインスタント食品ですか？ いいえ インスタント食品とは手軽に簡単に利用できるものだ
が，これは豆を煎ってから使用するものなので，いい
え，になりうる．
表 3.1: アノテーションの例
PP2. 「サイダーと記載してある」が回答理由 r であり，回答 aが「はい」であるため，結論 cが「炭酸
飲料である」となり，PP型となる. ここで，結論 cは判断 aによって決まるため，理由を入力するための
フォームに記述された文章には，結論 cが書かれていなくともよい．
NP1. 回答理由 r が「茶葉をポットに入れて作る，といった本格的な作り方の食品ではない」という否定
形であり，回答 aが「はい」であるため，NP型となる．
PN1. 一見すると NNに見える．しかし，文章中の「コーヒーでない」は回答理由 r を述べたものではな
く，結論 cを述べたものである．回答理由 r を述べている部分は「（これは）ドレッシング」であるので，
PNとなる．このようなパターンの Viewpointは非常に多かった．
PN2. 回答 aが「いいえ」であり，理由を入力するためのフォームに記述された文章は「これはコーヒー
である．したがって，お茶ではない」と解釈できるため，PN型となる．
NN1. 回答理由 rが「ミルクティーに緑茶の成分は入っていない」で，否定形であり，回答 aが「いいえ」
である．したがって，NN型となる．
NN2. これは複雑なケースである．理由を入力するためのフォームに記述された文章は「調味料は，料理
に味をつけるもの」であり，否定形の表現は含まれない．しかし，以下の理由で NN型となる．まず，回答
aが「いいえ」であるので，結論 cが「調味料でない」となり，候補は NN型か PN型，PNN型に絞られ
る．つぎに，入力された文章「調味料は，料理に味をつけるもの」は「調味料であれば，料理に味をつける
ものである」ということを意味する．これの対偶をとると「料理に味をつけるものでないならば，調味料で
はない」という文章になる．回答 aから導かれた結論 cが「調味料ではない」であるので，この文章が厳密
に Viewpointを表す文章となっていると考えられる．したがって，回答理由 r は「料理に味をつけるもの
でない」，結論 cが「調味料ではない」であるので，NN型となる．一般に，その Viewpointに関して (1)
質問が「これは Xですか？」である．(2)記述された文章に，Xであるための必要条件が含まれる．(3)回
答 aが「いいえ」である．の 3つを全て満たすとき，その Viewpointを NN型となる．
PNN1. 記述された文章には，「これはハーブ茶であり」「コーヒーは原料に含まれない」という 2つの回
答理由 r1;:r2 と，「コーヒーではない」という結論 cが含まれる．r1 が肯定形，:r2 が否定形であるので，
PNN型とする．このように，回答理由に肯定形と否定形の両方を含み，結論が否定形であるものが PNN
型の典型的なパターンであった．
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PP型 (P)NP型 PN型 NN型 PNN型 P型 N型 W型 Total
247 2 824 110 95 23 4 108 1,413
17.5% 0.1% 58.3% 7.8% 6.7% 1.6% 0.3% 7.6% 100%
表 3.2: 各 Viewpointの型の数と割合
PNN2. 記述された文章は，「インスタント食品とは手軽に簡単に利用できるもの」「これは豆を煎ってか
ら使用するもの」という理由を表す部分と，「いいえ，になりうる．」という結論 cを表す部分からなる．理
由を表す部分の 1つ目に関しては，NN2で示したパターンと同じで，(1)質問が「これはインスタント食品
ですか？」である. (2)文章内に「インスタント食品とは手軽に利用できるもの」というインスタント食品
であるための必要条件が含まれている．(3)回答 aが「いいえ」である．という 3つ条件が成り立つため，
NN型となる．また，理由を表す部分の 2つ目については，回答理由 rが肯定形，回答 aが否定形である典
型的な PN型である．したがって，全体としてみると PNN型となる．ここで説明したように，文章内に 2
つ以上の回答理由を含む場合，まずそれぞれの理由に関してどの型に当てはまるかを考えた上で，それらを
結合することによって，（複合型の）Viewpointの型を決定する．
3.3.5 インターアノテータアグリーメントとコーパスの統計
本項では，インターアノテータアグリーメントと，アノテーションしたコーパスの統計について報告す
る．ここで，インターアノテータアグリーメントとは，2人以上のアノテータ間でどのくらい合意がとれる
かを表す尺度である．アノテーションガイドラインに従い，収集した Viewpointに対して 2人がアノテー
ションを行った．その結果，2 人のアノテータ間で異なるアノテーションがされたのは 1,413 個中わずか
28個であった．2人のアノテータ間のアグリーメントを表す一般的な尺度である 統計量 [9]は，0.968と
いう非常に高い値となり，アノテーションガイドラインが明確であることが示された．
また，表 3.2に，各 Viewpointの型の数と割合を示す．W型は wrong型の略記である．この統計から，
PN型の数が多い一方，PNP型,NP型がコーパス内に 1つしか存在しないことがわかる．PNP型，NP型
が少ないのは，次のような理由によるものと考えられる．NP型である Viewpoint :r ! c の対偶をとる
と，:c! r となる．ここで，多くのケースでは，cを満たさないものは非常に多く存在する．そして，回
答理由 r となりうるような，それらに共通する属性を表すシンプルなフレーズを提供することは難しいと
考えられる．例えば，結論 cが「コーヒーである」であったとき，コーヒーでないものの共通の属性を言い
表すことは簡単ではない．したがって，NP型，PNP型においては否定形の回答理由が作りにくく，その
結果数が少なかったのだと考えられる．
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4 実験
本章では実験を通して，論理構造を用いたアノテーションスキーマが，有用な Viewpointを選択するの
に役立つことを示す．ここで，本研究では，有用な Viewpoint を選択する基準として，汎用性を用いる．
汎用性とは 1章で述べたように，その Viewpointが質問文に回答する際により多くのデータに対して役立
つという性質である．汎用性の高い Viewpointは，ワーカの質問文に対する解釈をはっきりと表している
点で，質問文改善に有用であると言える．そこで実験では，クラウドソーシングを用いて Viewpointの論
理構造と汎用性の関係を調査する．本論文では，この実験を主観評価実験と呼ぶ．
さらに，実際に Viewpointを用いて質問文の書き換えを行い，書き換え後のタスク結果が良くなったこ
とを示すとともに，汎用性の低いものが多い特定の型は提示せずとも書き換えには影響がないことを示す．
また，有用な Viewpointを選択する他の手法として考えられる，エントロピーを用いた手法を取り上げ，
論理構造を用いた提案手法との比較を行う．
4.1 主観評価実験
■主観評価タスクの作成 3.3.1項で述べたように，Viewpoint r ! (q; a)を得るために，ワーカにある画
像データ dを対象とした質問 q に対して回答 aを下した理由 r を尋ねた．主観評価タスクは，このように
して得られた各 Viewpointが，他の画像データ d0( 6= d)を対象とした質問 q に対して回答するときに役立
つかを尋ねるものである．主観評価タスクを作成するため，収集した Viewpointと，質問に対する正しい
解答を含むデータ（ゴールドスタンダードデータ）を用いる．具体的には，タスクは以下のようにして作成
する．
ステップ 1．(w; q; d; a; r)から得られた Viewpoint r ! (q; a)それぞれに対して，正しい回答が aである
データ d0( 6= d)をランダムに選ぶ．これは，質問 qに対する回答を，dと d0 で同じにするためである．ここ
で，型が wrongである Viewpointに対しては，タスクを作成しない．その理由は，wrong型の Viewpoint
はそもそも意味をなさないためである．
ステップ 2．ステップ 1によって選ばれた d0 それぞれに対して，図 4.1に示すような主観評価タスクを作
成する．主観評価タスクには 2つの質問が含まれる．1つ目の質問は，その Viewpointを収集したときに
行った質問 q と同じものである．この質問は，提示する d0 に対して，ワーカが正しい回答 aができるかを
確認するために行う．2つ目の質問は，d0 を対象とする質問 q に回答するときに，提示する Viewpointが
役立つかどうか問うものである．
このタスクについて複数人に問い合わせたときに，2つ目の質問に対して「役立つ」と答えた人が多けれ
ば，その Viewpointはより汎用性が高いものであるといえる．言い換えれば，「役立たない」と答えた人が
多ければ，その Viewpointは特定のデータ dにしか当てはまらない，汎用性の低い Viewpointということ
になる．
■ワーカ 多数決をとるため，生成した各主観評価タスクに対して，重複のない 9人のワーカに問い合わ
せた．その結果，主観評価タスクを行ったワーカの人数は，1058人であった．
■実験結果 表 4.1 に，主観評価タスクの結果を示す．各行は，Viewpoint の型ごとに結果を集計したも
のとなっており，各行 2 列目は提示する d0 に対して，少なくとも 1 人のワーカが正しい回答 a を行った
Viewpointの数である．また 3列目と 4列目は，2列目で示した人数のうち，過半数が d0 に対して「役立
つ」と回答した Viewpointについて，それぞれ数と割合で示している．
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図 4.1: 主観評価タスク
type 1 人以上が正しい判断をした数 過半数が「役立つ」と判断した数 割合
PP 型 247 96 38.9%
NP 型 1 0 0.0%
PNP 型 1 1 100.0%
PN 型 824 115 14.0%
NN 型 110 48 43.6%
PNN 型 95 22 23.1%
P 型 23 22 95.7%
N 型 4 3 75.0%
表 4.1: クラウドが「役立つ」と判断した Viewpointの数と割合
この結果から，他のデータに対して「役立つ」と答えた人の割合が，各型で明らかに異なることがわか
る．重要なのは以下の点である．
 P型と N型は，他のデータに「役立つ」とされる Viewpointの割合が明らかに高い．これは，P型
と N型が「インスタント食品であるから，インスタント食品である」というようなトートロジーで
あり (3.3.3項参照)，どのデータに対しても当てはまるものであったからであると考えられる．
 PN型は，他のデータに「役立つ」とされる Viewpointの割合が，PP型と NN型に比べて低い．こ
れは，PN型は「これはブラックコーヒーであるので，炭酸飲料ではない」など特定のデータ（ここ
では，「ブラックコーヒー」）に対する判断にしか役立たないものが多かったからであると考えられ
る．言い換えれば，PN型の Viewpoint r ! cにおいて，rが表現するデータの集合が小さいものが
多いということであり，多くのケースで d0 がその集合の中に含まれなかったということである．一
方で，PP型や NN型における rは，「これは飲み物ではないから（炭酸飲料ではない）」など，特定
のデータだけに依拠したものではなく，比較的汎用性が高いものが多いことが示されている．
 PNN型については，若干 PN型よりも，他のデータに対して「役立つ」と回答されている割合が高
い．これは，PNN型の Viewpointは「これはお茶であり，食品ではない．したがって，インスタン
ト食品ではない．」というような，汎用性の低い PN 型と比較的汎用性の高い NN 型の複合型であ
り，何人かのワーカが汎用性の低い PN型の部分（ここでは，「これはお茶であり」）を無視したから
であると考えられる．
「役立つ」と回答される割合は高ければ，汎用性が高い，すなわち rの表す集合が大きいということであ
る．ここで，Viewpoint r ! cにおいて，r の表す集合は大きくなれば大きくなるほど cに近づいていく．
したがって，「役立つ」と回答される割合は高ければ r と cが表す集合が似ているということが言え，r が
それぞれのワーカの cに対する解釈を表しているといえる．実験結果から，「役立つ」と回答される割合が
比較的高かった PP型，NN型，PNN型は cの特徴をうまく表現していると考えられ，リクエスタがワー
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カの解釈を把握しやすいといえる．3.3.5項で説明したように，NP型と PNP型の数は少なくなるため，こ
れらを取り除いたとしても大きく Viewpointの数を減らすことにはならない．一方で，PNの数はかなり
多くなるため，これらを取り除けばかなりの数の Viewpointを減らすことができる．また，P型と N型の
Viewpointはトートロジーであるため，割合が高くとも提案手法には役立たないことに注意されたい．
これらから，論理構造の観点から提案したアノテーションガイドラインが，収集した多くの Viewpoint
の中から，有益なものを抽出する際の重要な手がかりとなることを示した．
4.2 主観評価実験結果の検証実験
主観評価実験の結果は，PN型が汎用的でないことから有用でないことが示唆された．そこで，PN型の
Viewpointが質問文の書き換えに影響を与えないことを検証するため，質問文の書き換えを以下の 2つの
設定で行ってもらい，それらをクラウドソーシングした結果の品質を比較した．
 設定 A: 質問文を書き換える人に全ての Viewpointを見せる
 設定 B: 質問文を書き換える人に PN型を除いた全ての Viewpointを見せる．
■実験方法 まず，作業者に質問文の書き換えを行ってもらう．本実験には， 3.3.1章でのタスク結果の品
質が低かった 3つの質問文「これはインスタント食品ですか？」「これは調味料ですか？」「これはお茶で
すか？」を用い，各質問文に対して設定 A，設定 Bそれぞれで書き換えを行ってもらった．ここで，それ
ぞれの作業者には 3つの異なる質問文を書き換えてもらうが，その際 3つすべての設定が同じにならない
ようにする．例えば，「これはインスタント食品ですか？」を設定 Aで，「これは調味料ですか？」を設定
Bで，「これはお茶ですか？」を設定 Aで書き換えてもらうようにする．このような組み合わせは全部で 6
通りあるため，6人の作業者を書き換えのために雇った．3つの質問文の組み合わせを 6人に書き換えても
らった結果，3 6 = 18個の書き換えられた質問文を得た．
これらの 18個の質問文それぞれと 28個の画像データを組み合わせて，合計 18 28 = 504個のタスク
を生成し，それらをワーカに委託した．6つのタスクを 1セットとし，それぞれのワーカは 1セット単位で
にタスクを処理してもらった．報酬は 1セットにつき 3円に設定し，1人のワーカにつき 3セットまで処
理できるようにした．
これら 504個のマイクロタスクを Yahoo!クラウドソーシングを通して，作成されたタスク 1つにつき，
20人のワーカに問い合わせ，20個の結果を得た．その結果，全部で 504 20 = 10; 080の結果を得た．そ
の際のワーカの数は 620人であった．
■結果 表 4.2に，書き換え前と書き換え後の質問文を用いたタスクの正答率を示す．設定 Aと設定 Bの
両方の設定において，書き換え前よりタスクの正答率が上がっている．このことから，もとの質問文が曖昧
であったとしても，Viewpointを用いて質問を書き換えることによって高品質のタスク結果を得られるこ
とがわかる．ここで，「わからない」と回答した人の割合がわずかに増えている．これは質問文がより説明
的になったことにより，ワーカが質問に回答することに慎重になったからであると考えられる．また，表
3.2に示した通り，PN型の Viewpointが占める割合は 58.3% に上るが，それらを取り除いたとしても質
問文の書き換えには大きな影響がないことがわかる．この結果は，提案した論理構造を用いたスキーマが
より有用な Viewpointを選択するのに有用であることを示している．
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もとの質問文 もとの質問文による正答率 設定 Aでの正答率 設定 Bでの正答率
これはインスタント食品ですか？ 75.5% (4.3%) 88.8% (4.5%) 90.1% (1.1%)
これは調味料ですか？ 88.9% (1.4%) 96.6% (4.0%) 94.6% (1.5%)
これはお茶ですか？ 91.2% (1.7%) 94.4% (5.3%) 92.5% (2.6%)
表 4.2: 書き換え前と書き換え後の質問文を用いたタスクの正答率．括弧内の割合は「わからない」と回答
した人の割合を表す．
図 4.2: 比較実験の結果． Lは論理構造を用いた手法，Eはエントロピーを用いた手法を表す．
4.3 エントロピーを用いた手法との比較
有用な Viewpointを選択するのに有効であると思われるもう一つの方法としてエントロピーを用いた手
法が挙げられる．これは，回答の分布が広い，すなわち，「はい」「いいえ」などの選択肢に投票する人数が
より割れているデータに対する Viewpointを有用とする手法である．このエントロピーを用いた手法と提
案手法である論理構造を用いた手法を実験によって比較した．その結果，同じタスクに対して複数の回答
が必要ない提案手法が，エントロピーを用いた手法と同程度の効果が期待できることがわかった．
■実験方法 4.1 節において，6 人の作業者に質問文と Viewpoint を見せてタスクの書き換えを行っても
らった．その際，書き換えの参考にした Viewpointを尋ねた．さらに，提案手法，エントロピーを用いた手
法それぞれにおいて，有用であるとされたViewpointのうちに，作業者が書き換えの参考にしたViewpoint
がいくつ含まれているのかを調べた．ここで，3.3.1 項において，それぞれのマイクロタスクにつき 20人
に問い合わせて複数（20個）の回答を得ているため，エントロピーを計算することが可能である．
■実験結果 図 4.2のグラフに結果を示す．x軸が書き換えの際に見せた Viewpointの数であり，y軸は提
示した Viewpointに含まれる有用な Viewpointの割合である．有用とされた Viewpointは全体の平均で
9.3個であった．エントロピーを用いた手法では，第 3.3.1章で得られた回答から計算されたエントロピーが
高い順に，Viewpointを順位付けする．いま，tをマイクロタスク，aを tに対する回答とする．ここで，aの
発生確率を与える関数 Pt(a)が与えられたとき，エントロピーH(t)はH(t) =  aPt(a) logPt(a) [10]と
して計算される．Viewpointを提示する際は，上位のViewpointを提示するが，上位何位までのViewpoint
を提示するかによって，提示する Viewpoint の数が変わる．したがってグラフには複数の点がプロット
されることになるが，提案手法との比較がしやすいように，図 4.2 ではそれらを線でつなぎ，点を表示し
ないようにしている．一方で，論理構造を用いた手法は，提示する Viewpointの数は一定（PN型以外の
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Viewpointの数）であるので，一点のみがプロットされる．
グラフでは，提案手法を表す点が，ほぼエントロピーを用いた手法を表す線上に存在するのが確認でき
る．したがって，提案手法は，エントロピーを用いた手法と同程度の品質で有用な Viewpointを抽出する
ことができるといえる．ここで，論理構造を用いた提案手法は，タスクに対して 1人の回答しか必要とせ
ず，1タスクにつき必ず複数人の回答が必要になるエントロピーを用いた手法よりも少ないタスク数で用い
ることができる．
ただし，インスタント食品かどうかを質問したタスクでは，論理構造を用いた提案手法がエントロピーを
用いた手法よりも，有用な Viewpointの割合が 24.7% 低い．この理由は，PN型の中にもいくつか汎用性
が低くないものが存在し，それらは書き換えの役に立つとされていたからであった．このような Viewpoint
を，論理構造を用いた提案手法ではフィルタしてしまうため，さらなる改良が必要であると考えられる．そ
の一例として，PN型でも，Viewpointの回答理由が長い文章となっている場合はフィルタしない，といっ
たものが考えられる．なぜなら，汎用性が低くない Viewpointは説明的になり，回答理由が長くなると考
えられるからである．このような提案手法の改良は今後の課題である．
4.4 分類実験
Viewpointの数が増えるにつれ，それを分析するリクエスタの負担も増えてしまう．したがって，分類
器による Viewpointのフィルタリングがリクエスタにとって必要となる．ここで，PN型の Viewpointに
汎用性が低いものが多く，PP型，NN型，PNN型の Viewpointは比較的汎用性が高いものが多いことは
4.1 節で既に確認した．本項では，PP 型，NN 型，PNN 型を有用な Viewpoint，それ以外を有用でない
Viewpointとして，自動的に分類する分類器の作成方法と，その性能について述べる．
■分類器の作成 Viewpointの型を推定するため，単純な線形分類器を用いる．ライブラリとして libliner
[11]を用い，L2-regularized logstic regressionを指定したうえで，その他のパラメータはデフォルトのも
のを使用した．文書分類と同じように，Viewpoint iを入力ベクトル xi 2 Rm で表現し，出力ラベル yi が
Viewpointの型を表すとする．入力ベクトルは，以下の 4ステップで作成する．
(1) 各 Viewpoint r ! (q; a)の q を分析し，質問対象物を特定する．例えば，q ="これはインスタント食
品ですか？"の場合，「インスタント食品」が質問対象物となる．その後，Viewpointの回答理由 r の
文字列の中から，質問対象物を特別なシンボル T で置き換える．
(2) (1)で生成した文字列の中から，名詞を特定し，すべて特別なシンボル O で置き換える．
(3) (2)で各 Viewpointに対して生成された文字列の終端に特殊なシンボルを付与した後，それらを鎖状に
つなぐ．このようにしてできた一つの文字列の中から，極大部分文字列 [12, 13]を抽出する．ここで，
極大部分文字列は，本質的に分類器の重み学習に必要な部分文字列そのものである [12]．
(4) 各極大部分文字列の出現数を，入力ベクトルの特徴量として用いる．すなわち，入力ベクトル xi の j
次元目の値 nを，対応する極大部分文字列がその Viewpoint i内に出現した回数であるとする．
(5) 入力ベクトルの次元に値がバイナリとなる 5つの次元を追加する．そのうち 3つの次元は，「はい」「い
いえ」「わからない」がそれぞれ選択されたかどうかを表すものである．残り 2つの次元は「はい」の
理由を入力するフォーム，「いいえ」の理由を入力するフォームに入力したかどうかを表すものである．
この次元の追加は，wrong型の Viewpointをうまく検出するために行う．
訓練データとして，次の飲料に関する質問文から得られた Viewpointの集合を用いた．
1. これはコーヒーですか？
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2. これは炭酸飲料ですか？
3. これはお茶ですか？
4. これは紅茶ですか？
5. これは緑茶ですか？
検証データとして最後の質問文である「これは緑茶ですか？」から得られた Viewpointの集合を用いた．
また，テストデータとして，以下の 2つの質問文から得られた Viewpointの集合を用いた．
1. これは調味料ですか？
2. これはインスタント食品ですか？
このように，訓練データとテストデータで使用されている語彙が異なるように意図的に設定した．その
理由は，学習された分類器が特定のドメインに依存していないことを示すためである．
■分類器の評価 評価に用いる尺度は，精度 (正しくラベル付けされた Viewpointの割合)，適合率 P（分
類器が「有用である（PP型, NN型, PNN型のどれかである）」と判断した Viewpointのうち，実際に有
用であった Viewpoint の割合），再現率 R(有用な Viewpoint のうち，分類器が「有用である」と判断し
た Viewpoint の割合)，そして P と R の調和をとる F 値 F1（F1 = 2PR=(P + R))）を用いる．テスト
の結果，精度は 85.3% であった，また，F値について，最も良かった結果は適合率 P = 85:8% ，再現率
R = 65:5%となったときの F1 = 74:3%であった．この結果は，現在のコーパスの大きさでは自動的なア
ノテーションは難しいことを示している．インターアノテータアグリーメントの値が高いことから，さら
なる改善の余地があると考えられる．
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本論文では，質問文の改善を支援するため，回答と回答理由の組（Viewpoint）を収集し，リクエスタに
提示することを提案した．また，収集した Viewpointの数が増えると，リクエスタがそれら全てを分析す
ることは難しい．そこで，玉石混淆な Viewpoint の中から，有用なものを選択する手法の提案も行った．
有用なものを選択する基準として汎用性を用い，汎用性が Viewpointの論理構造に関係していることを発
見した．さらに，有用な Vewpointを選択する他の手法としてエントロピーを用いる手法を取り上げ，論理
構造を用いる提案手法との比較を行った．提案手法は，1つのタスクにつき複数の回答を必要とせず，エン
トロピーを用いる手法と同程度の品質で，有用な Viewpointを選択することができた．最後に，作成した
コーパスを用いて，自動的に有用な Viewpointを選択するための分類器を構築した．
今後の課題は次の 2つである．(1)汎用性が低く，有用でないと見なした論理構造（PN型）のViewpoint
の中にも，汎用性が高いものが存在した．このような Viewpoint をとりこぼさないようにするには，PN
型であっても回答理由が長いものはフィルタしないなどの工夫が必要である．(2)分類器の性能が十分であ
るとはいえない．これは，コーパスのサイズが小さすぎるからであると考えられる．したがって，クラウ
ドソーシングを用いてさらに Viewpoint を収集し，それらに手動でアノテーションを行うことによって，
コーパスのサイズを拡大する必要がある．
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