Some existence theorems are established for nonlinear second order systems with nonlinear two point boundary conditions. The system is assumed to satisfy certain differential inequality conditions at the boundary of a region.
Let R" be «-dimensional Euclidean space with scalar product x • y for x and y in 7?" and norm ||jc|| = \fx ■ x. In the following discussion, /: [a,b] X 7?" X 7?" -» R", where [a, b] is an interval of real numbers, will be assumed continuous. The system (1) x" =fit,x,x'), will be considered together with boundary conditions of the form (2) xia)-Axx'ia) = 0, where Ax, A2, Bx, B2 are continuous functions from R" to R". Lasota and Yorke [3] have proved existence theorems for (1), (2) , (3) in the case where Ax and A2 are linear and positive definite, using Lyapunov-type inequalities for / We show in this paper that similar results are true under suitable conditions on the boundary functions even if these functions are nonlinear and differential inequality conditions on / are assumed to hold only at the boundary of a region. Nonlinear boundary conditions have been studied in the scalar case by a variety of authors, including Bebernes and Wilhelmsen [1] , and Jackson and Klaasen [2] .
Suppose r: R" -* R is of class C2 with gradient u: R" -* 7?" and Hessian P: R" -» t(R", R"). Let the first and second derivatives of r with respect to (1) be denoted by r' = u ■ x', r"j = x'P ■ x' + u • f.
Auxiliary functions of this type have been used by Mawhin [4] to study (1), (2) , (3) in the case Ax = A2 = 0. We say that / satisfies condition (N) with respect to r if there is a positive, nondecreasing, continuous function d> defined on (0, oo) such that s2/<b(s) -* oo as s -> oo and ||/(',x,y)|| < <K||vll) for t E [a,b], r(x) < 0, v G Rn. This is a Nagumo condition on/of the type used by Schmitt and Thompson [51 Theorem 1. Let r be as above and assume {x: r(x) < 0} is bounded and contains 0. Suppose u(x) ¥= 0 whenever r(x) = 0 and (6) inf{(u(x) ■ x)/\\u(x)\\ \\x\\: r(x) = 0} = a > 0.
Assume f satisfies condition (N) with respect to r and (7) r"f > 0 when r = 0 and r' = 0. 
then inf{(y ■ A2y)/\\y\\ \\A2y\\: y E D) > ^/V^c?.
Then there is at least one solution x of (I), (2) , (3) with r(x(t)) < Ofor t E [a, b].
Proof. We assume initially that / satisfies (7)' r"f > 0 when r = 0 and r' = 0, and that initial value problems for (1) have unique solutions. Define W = {(x,y) E RnXRn:x = Axy] and V = {(x,y) E W: r(x) < 0}. Note that V # 0 since (Ax0,0) E V. We now define a function T: F-> R". If (x,y) G V, then there is a unique solution x(t) of (1) with (x(a), x'(a)) = (x,y). Since by Lemma 2.1 of [5] the derivative x'(t) is bounded as long as r(x(t)) < 0, the extension theorem for ordinary differential equations implies that the trajectory (t,x(t),x'(t)) extends to the boundary of [a,b] X {x: r(x) < 0}X7?". Let i0 be the smallest value of t for which r(x(t)) = 0, or, if there is no such t, let t0 = b. Define T(x,y) = x(t0) + A2x'(t0). _ _ We claim that T is continuous on V. Let (x,y) E V and (xk,yk) E V for k = 1, 2, ..., and suppose (xk,yk) -* (x,y) as k -> oo. Let x and xk be the solutions of (1) with (x(a),x'(a)) = ix,y) and (xk(a),x'k(a)) = (xk,yk) for k= 1,2, .... Otherwise, there is a smallest ?0 so that r(x(t0)) -0. Suppose a < t0 < b. Let i(/) = r(x(t)) for all í in the domain of x. Since s(t) < 0 for a < t < f0 and j(r0) = 0, we have s'(t0) > 0. If i'('o) > °> there is a <5 > 0 so that s(t) > 0 for i0 < t < t0 + 8. If s'('o) = 0. then by (7)' *"('o) > °-This is impossible because sit) < 0 for a < t < f0.
Fix A G (0, ô). Let
Choose k sufficiently large so that |r(
For these values of k, rixkit)) < -e/2 < 0 for / G [0,/0 -X] and /•(**(')) > e/2 > 0 for t E [t0 + X,t0
Hence for each such k there is a smallest t, say tk, with r(xk(tk)) = 0 and tk E {t0 -X, tQ + X). Furthermore, ||x¿(ífc) -jc(í0)|| and \\x'kitk) -x'(tQ)\\ are no larger than the diameter of the set {it,x,y): t0-X<t<t0 + X,\\x-x(t)\\ < X, \\y -x'it)\\ < X}.
Since these diameters approach 0 as X -> 0, we conclude Tixk,yk) -* F(x,y) as k -» oo in this case.
In case tQ = b, the above argument can be modified slightly to obtain Tixk,yk) -» Tix,y) as k -* oo. Finally, consider the possibility i0 = a. We have Tix,y) = x(a) + A2x'ia) and r(jc(a)) = 0. By (6), the angle 9X, between uixia)) and x(a) has cosf?, > a, and by (8), the angle 92 between x'ia) and x(o) = Axx'ia) has cosf?2 > y I -a2. Thus cos2f9, + cos2f?2 > 1 and 9X + 92 < vt/2. By a well-known result from geometry, the angle between uixia)) and x'ia) is less than or equal to 9X + 92, so u(x(a)) ■ x'(a) > 0. It follows that there is a 8 > 0 so that r(x(t)) > 0 for a < t < i0 + 8, and the remainder of the earlier argument can again be modified to conclude T(xk,yk) -* F(x,y) as k -» oo. Thus F is continuous on V.
Define 77: 7?" -» IF by 77(y) = (Axy,y). Note that 77 is a homeomorphism.
Let U = H~xiV). Then U is bounded, open, nonempty and its boundary 3£/ Q {y: riAxy) = 0). We will calculate the Brouwer degree for the map F o 77: U -* R". See Schwartz [6] for a discussion of the Brouwer degree and its properties. of (1) with (x(a),x'(a)) E Kand T(x(a),x'(a)) = x(t0) + A2x'(t0) = 0.
Suppose that r(x(t0)) = 0. Since t0 > a, u(x(t0)) ■ x'(t0) > 0. Let </>, be the angle between u(x(t0)) and x(t0), d>2 the angle between x'(t0) and A2x'(t0) and ¿>3 the angle between u(x(t0)) and x'(t0). Then ¿>3 < tt/2, and by (6), (9), cos d>, + cos d>2 > 1) so d>, + ¿>2 < vt/2-Now the angle between A2x'(t0) and x(t0) is no larger than d>, + d>2 + d>3, the sum of which is less than 77, contradicting A2x'(t0) --x(t0). Thus /-(x(/0)) ¥= 0, and it follows that t0 = b. We conclude that x is a solution of (1), (2), (3) with r(x(t)) < 0 for a < / < b. Now suppose initial value problems of (1) Choose a sequence of C1 functions {Fn}™=x which converges uniformly to F on [a, b] X {x: r(x) < 0} X R". For n sufficiently large, Fn satisfies (7)' and condition (N), so we have a sequence {xn) so that each xn satisfies x" = FAt,x,x'), (2), (3) and r(x(t)) < 0 for t G [a,b] . Some subsequence of {xn) converges to a solution x of x" = F(t,x,x'), (2) , (3) with r(x(t)) < 0 for a < t < b. Since F satisfies ||F(i,x,y)|| < <f>(||.y||) for r(x(t)) < Oandy G Tí'', we have ||x'(OII < p for t E [a,b] , so x is a solution of (1).
Finally, if /satisfies (7), then Í = /+ eu (e > 0) satisfies (7)', so the above results apply to fe, and the proof is completed by letting e -> 0. Q.E.D.
Of particular interest is the case that both Ax and A2 are linear. The assumption that {y: r(Axy) < 0} is bounded requires Ax to be nonsingular, and (8) requires, in addition, that for all y ¥= 0, the angle between y and Axy has cosine at least y 1 -a2. Note that if y G kernel/12, then y G D. Thus (9) dictates that the cosine of the angle between y and A2y is greater than y 1 -a2 for all y G ker^2. The most elementary choice for r is r(x) -||x||2 -R2, where R > 0. Then (7) becomes 00 ||y|| + x -/(/,x,y) > 0 whenever ||x|| = 7? and x • y = 0,
and (6) is satisfied with a = 1, so one requires that Ax be nonsingular and nonnegative definite and A2y • y > 0 for all y G ker^42.
Corollary. Assume Ax and A2 are linear and f satisfies condition (N) with respect to r(x) = \\x\\ -R2 for some R > 0. Suppose that (11) is satisfied, Ax is nonsingular, Axy ■ y > 0 for all y E Rn and A2y ■ y > 0 for all y G kerA2.
Then there is at least one solution x of (1), (2), (3) with ||jc(r)|| < R for a < t < b.
The next theorem provides criteria for the existence of a solution to (1), (4), (5) . A proof can be given which is almost identical to the proof of Theorem 1. Theorem 2. Let r be as above and assume {x: r(x) < 0} is bounded and contains 0. Suppose w(x) # 0 whenever r(x) = 0, and (6) is satisfied. Assume f satisfies condition (N) with respect to r and (7) holds. Suppose inf{(x • Ä2je)/||jc|| ||52jc||: r(x) = 0} > \/l -a2.
Then there is at least one solution xof{l), (4) , (5) with /-(x(r)) < Ofort E [a,b].
