Abstract. We consider the Fuchsian linear differential equation obtained (modulo a prime) forχ (5) , the five-particle contribution to the susceptibility of the square lattice Ising model. We show that one can understand the factorization of the corresponding linear differential operator from calculations using just a single prime. A particular linear combination ofχ (1) andχ (3) can be removed fromχ (5) and the resulting series is annihilated by a high order globally nilpotent linear ODE. The corresponding (minimal order) linear differential operator, of order 29, splits into factors of small orders. A fifth order linear differential operator occurs as the left-most factor of the "depleted" differential operator and it is shown to be equivalent to the symmetric fourth power of L E , the linear differential operator corresponding to the elliptic integral E. This result generalizes what we have found for the lower order termsχ (3) andχ (4) . We conjecture that a linear differential operator equivalent to a symmetric (n − 1)-th power of L E occurs as a left-most factor in the minimal order linear differential operators for allχ (n) 's.
Introduction
Wu, McCoy, Tracy and Barouch [1] have shown that the magnetic susceptibility of the square lattice Ising model can be expressed as an infinite sum of contributions, known as n-particle contributions, so that the high-temperature susceptibility is given by kT · χ H (w) = χ (2n+1) (w) = 1 s · (1 − s 4 ) 1 4 · χ (2n+1) (w) (1) and the low-temperature susceptibility is given by
in terms of the self-dual temperature variable w = 1 2 s/(1 + s 2 ), with s = sinh(2J/kT ). As is now well known [1] , the n-particle contributions have an integral representation and are given by the (n − 1)-dimensional integrals [2, 3, 4, 5] 
where †
and
with
1 − 2w cos(φ i ) + (1 − 2w cos(φ i )) 2 − 4w 2 ,
(1 − 2w cos(φ i )) 2 − 4w 2 , n j=1 φ j = 0
valid for small w and, elsewhere, by analytic continuation. The variable w corresponds to small values of s as well as large values of s. It is worth noting that the series expansions forχ (n) in the variable w have integer coefficients. From the firstχ (n) , the coefficients for generic n can be inferred [6] χ (n) = 2 n · w 
where the coefficients are valid up to w 2 for n ≥ 3, w 4 for n ≥ 5 and w 6 for n ≥ 7 (in particular it should be noted thatχ (n) is an even function only for n even). In previous work [7] we performed massive computer calculations to obtain the susceptibility of the square lattice Ising model and the n-particle contributionsχ (n) . These calculations confirmed previously [8, 9] conjectured singularities for the linear ODEs ofχ (n) (for n = 5 and 6) and yielded the values of the associated local exponents. In addition some light was shed [7] on important physical problems such as the existence of a natural boundary for the susceptibility of the square lattice Ising model and the subtle resummation of logarithmic contributions from individualχ (n) 's resulting in the power-law behaviour of the full susceptibility χ.
As far as the five-particle contribution to the susceptibility is concerned, a long series S(w) forχ (5) was generated modulo the prime p r = 2 15 − 19 from which we obtained [7] the corresponding Fuchsian differential equation. This Fuchsian linear ODE is of order 33 and we denote by L 33 its linear differential operator. The calculation of the series is very time consuming and one cannot calculate (given presently available computational resources) the many series modulo various primes required to reconstruct, through the Chinese remainder procedure, the exact series forχ (5) , and, from this, deduce the corresponding exact Fuchsian linear ODE. Our purpose here is, using the series and the linear ODE obtained modulo a single prime, to perform, as far as possible, the factorization of the linear differential operator L 33 and gain as deep an understanding as possible of the various factors occurring in its exact factorization (over the rationals).
In particular, we find that a certain linear combination ofχ (1) andχ (3) can be removed fromχ (5) and the resulting series is a solution of an order 29 linear ODE. We develop methods which enable us to show that the corresponding linear differential operator L 29 splits into several factors and we present arguments that the order of any individual factor does not exceed five. The factor L 5 of maximum order occurs as the left-most factor of L 29 . We show that L 5 is equivalent † † to the symmetric fourth power of L E , the linear differential operator corresponding to the complete elliptic integral E, see (53). This result generalizes what we have found in [10, 11, 12] for the lower termsχ (3) andχ (4) . We therefore conjecture that a linear differential operator L n , equivalent to the symmetric (n − 1)-th power of L E , occurs as the left-most factor in the (minimal order) linear differential operators for all theχ (n) 's.
2. Deciphering the structure ofχ (n) : direct sums, symmetric powers and modular forms A linear differential operator L can be viewed formally as a non-commutative polynomial in w and D w , where D w = d/dw is the derivation (or derivative) with respect to w. In previous works [10, 11, 12] we have shown that the (minimal order) linear differential operators forχ (3) andχ (4) (called respectively L 7 and L 10 ) have a "Russian-doll" structure involving the differential operators L 1 and N 0 forχ (1) and χ (2) , respectively. More precisely,χ (1) andχ (2) are solutions of the linear ODEs corresponding to L 7 and L 10 , respectively. In terms of linear differential operators this means that L 1 (resp. N 0 ) right-divides L 7 (resp. L 10 ). Note that throughout this paper when we talk about a homogeneous linear differential equation and its associated differential operator we will use the terms ODE and differential operator, interchangeably.
One might then conjecture that this structure extends to the linear differential operator L 33 (forχ (5) ) and the linear differential operator L 7 (forχ (3) ). We note that the singularities for the ODEs corresponding toχ (3) andχ (5) are consistent with this assumption, that is all the singularities of L 7 also occur in L 33 . The check of the right division between operators can be done simply by generating the series L 7 (S(w)) and obtaining the corresponding linear ODE. If the order of this latter linear ODE is less † † For the notion of equivalence of linear differential operators see [18, 19] . than 33, the assumption is verified, i.e. L 7 right-divides L 33 . As reported in [7] this procedure leads to the factorization
where N 26 is a linear differential operator of order 26.
A stronger conjecture amounts to saying that the linear differential operator for χ (n) occurs as part of a direct-sum decomposition of the linear differential operator forχ (n+2) . This conjecture is based on our findings [10, 11, 12] that the linear combinations 6χ
(n+2) − nχ (n) with n = 1, 2, happen to verify a linear ODE of lower order than the one forχ (n+2) . The conjecture was verified for n = 3 by obtaining [7] the minimal order Fuchsian linear ODE for 6χ (5) − 3χ (3) , which happens to be of order 30, so that
This direct-sum structure, where a seventh order linear differential operator combined with an order 30 linear differential operator gives rise to an order 33 linear differential operator, leads to the conclusion that there must be a fourth order linear differential operator that right divides both L 30 and L 7 . This kind of direct-sum structure (10) is not seen in L 7 or L 10 , the linear differential operators forχ (3) and χ (4) . Recalling [13] the factorization of L 7 , the fourth order linear differential operator reads (following the notation of Eq. (7) in [13] )
and the factorization of L 30 in (10) becomes
In a further step, Nickel ‡ has succeeded in showing that the differential operator L 1 (corresponding toχ (1) ) occurs via a direct sum in L 30 . This was done by considering the series for the combinatioñ
If a rational value of α can be found such that the resulting linear ODE has an order less than 30 (in fact equal to 29), then the direct sum assumption has been validated. This happens with α = −1/120 and the final result is that the combinatioñ
is annihilated by an order 29 linear differential operator that we denote L 29 , leading to conclude that
At this point, guided by our results for the three termsχ (n) , n = 3, 4, 5, one may wonder whether there is a common structure to the corresponding linear differential operators.
Recall that the ODE forχ (3) is of order seven and thatχ (3) can be written as where Φ (3) is a solution of a sixth order linear ODE. We thus have the direct sum decomposition
The sixth order operator L 6 has a third order linear differential operator Y 3 as a left-most factor
and we have given the solutions of the linear ODE corresponding to Y 3 in [13] . These solutions can be written [13] as a homogeneous polynomial of the complete elliptic integrals K and E with homogeneous degree two (the order of Y 3 minus one).
Next we consider the tenth order linear ODE forχ (4) . Recall thatχ (4) can be written asχ
where Φ (4) is a solution of an eighth order linear ODE. We thus have the direct sum decomposition
The eighth order operator L 8 has a fourth order linear differential operator M 2 as its left-most factor:
The fourth order linear differential operator L 4 factorizes into four first order linear differential operators as shown in Eq. (42) of [11] . As mentioned in [13] (and now given explicitly in Appendix A), the linear ODE corresponding to M 2 annihilates a homogeneous polynomial of K and E of (homogeneous) degree three, i.e. the order of M 2 minus one. Similarly, we have shown that forχ
where Φ (5) is annihilated by an order 29 linear ODE whose corresponding differential operator we denote as L 29 .
We conjecture that once theχ (n) are depleted of the contributionsχ (n−2k) of lower index (with coefficients α n−2k , where α n−2 = (n − 2)/6, and the remaining coefficients are to be determined numerically)
the depleted series Φ (n) will be solutions of linear ODEs of minimal order q, whose corresponding (minimal order) linear differential operators factorize as
and where the linear ODE corresponding to the left-most factor L n has as a solution a homogeneous polynomial of complete elliptic integrals E and K of degree n − 1 (in other words L n is equivalent to the (n − 1)-th symmetric power of L E , annihilating E, see below). This is what happens for the termsχ (3) andχ (4) . One of the purposes of this paper is to show that this structure also holds forχ (5) . This amounts to demonstrating the occurrence of a fifth order linear differential operator L 5 at the left of L 29 , with L 5 being equivalent to the symmetric fourth power of the linear differential operator L E corresponding to the complete elliptic integrals E (or K).
Before proceeding to show how we achieved this goal, some general remarks are in order. For an integral representation of a function its series expansion S(x) around the origin (x = 0) is unique. This series can be annihilated by (is a solution of) many linear ODEs of order Q and degree D (see Appendix B):
Among all these linear ODEs there is one of minimal order q and it is unique (its corresponding degree will be denoted by D 0 ). In terms of linear differential operators, the minimal order differential operator appears as a right-factor in the non-minimal order linear differential operators. The minimal order linear ODE may contain a very large number of apparent singularities and can thus only be determined from a very large number of series coefficients (generally speaking (q + 1)(D 0 + 1) terms are needed). Other (non-minimal order) linear ODEs, because they carry polynomials of smaller degrees, may require fewer series coefficients in order to be obtained. For any Q > q, a linear ODE annihilating S(x) (i.e. L QD (S(x)) = 0), can be found † for D sufficiently large, and if Q is small enough we can choose Q and D such that (Q + 1)(D + 1) < (q + 1)(D 0 + 1). Among the non-minimal linear ODEs there will generally be one requiring the minimal number of terms; in a computational sense one may view this as the "optimal linear" ODE §. In the case ofχ (5) this optimal linear ODE can be discovered from some 7400 terms while the minimal order linear ODE requires almost 49100 terms. So when we consider, for instance, a linear differential operator such as L 29 (of minimal order 29), we are dealing in fact (as far as the computations are concerned) with a much higher order linear differential operator.
The knowledge about the minimal order is "inferred" from many non-minimal order ODEs by using the remarkable formula (26) below, which we reported in [7] . Seeking a Fuchsian linear ODE of order Q and degree D which annihilates a given series requires a certain number of coefficients N . Formula (26) relates this number of required coefficients N to the order Q and degree D of the Fuchsian linear ODE. Remarkably, this "ODE formula" gives the number of required coefficients N as a linear combination of the order Q and degree D, while a naive and obvious upper bound for N is (Q + 1)(D + 1). We denote by f the difference between this naive upper bound and the actual number of required coefficients N .
We have no proof of this formula, but it has been found to work [7] for all the cases we have considered
This ODE formula is revisited in greater detail in Appendix B where all its parameters have now been understood. In all cases we have investigated, the parameter q appearing in (26) is the minimal order of the linear ODE that annihilates S(x). The † Of course the minimal order operator right-divides all these L QD . § The sizes (order and degree) of minimal order vs. optimal ODEs are very well understood in some particular cases. For instance, the minimal order ODE (also called "differential resolvent") satisfied by an algebraic function has coefficients whose degree is cubic in the degree of the function, while there exists a linear differential equation of order linear in the degree whose coefficients are only of quadratic degree [14] . To our knowledge, analogous estimates do not exist yet for the (more general) case of linear ODEs satisfied by integrals of algebraic functions, such asχ (n) .
parameter d is the number of singularities (counted with multiplicity) excluding any apparent singularities and the "true" singular point x = 0, which is already taken care of by the use of the (so-called homogeneity) differential operator x d dx . Finally we note that the degree of the apparent polynomial of the minimal order linear ODE (as well as the other parameters d, q, C and f ) can be extracted exactly without obtaining the minimal order linear ODE (see (B.4) in Appendix B).
As stated above we are dealing with linear differential operators of higher orders than the minimal order and whose coefficients are known modulo a prime. To factorize such large order linear differential operators, we make use of the method sketched in Section 4. This is done by "following" the series pertinent to a specific local exponent at a given singular point. Linear combinations of series with different local exponents can be studied as well. Our approach is similar to the one proposed by van Hoeij in [15] (a "local" factorization deduced from formal series analysis around each singularity followed by a "Hermite-Padé approximation" to obtain the "global" factorization). The main difference is † † that in our case the operators to be factorized are defined over a field of positive characteristic ¶.
Actually, the modular nature of our calculation is of great help in this since, with the coefficients being known modulo a prime, the coefficients in the linear combination of solutions with given local exponents can take only a finite number of integer values, so that "guessing" the correct combination can be done by exhaustive search. For each series used as a candidate to "break" the linear differential operator under consideration we compute three (or more) linear ODEs and from the ODE formula (26) we infer the minimal order.
Another point that we address in this paper is the "complexity" of the linear differential operators corresponding to theχ (n) seen through the various factors occurring in the factorization. One notices that forχ (4) , the factors are either of order one, or are symmetric powers of the linear differential operator L E . In contrast, the linear differential operator forχ (3) contains a factor Z 2 of order two which is not equivalent to the linear differential operator L E . Recently it has been shown [6] that the solution of the linear ODE corresponding to Z 2 is a hypergeometric function (up to a Hauptmodul pull-back) corresponding to a weight-1 modular form (see [17] ). We think it is important to examine whether the linear ODE forχ (5) contains other factors, besides various factors equivalent to symmetric powers of L E , such as the factor Z 2 occurring forχ (3) , that may have a modular form interpretation. Finally we wish to emphasise that the linear differential operator L 33 is globally nilpotent § since it corresponds to a linear ODE that annihilates an integral of an algebraic integrand (3) (it is "derived from geometry", DFG, see [6] and references therein). While this paper is not concerned with global nilpotence as such it must be emphasized that the nilpotent condition places very severe restrictions on a linear † † Note that the DFactor routine from the DEtools Maple package, corresponding to an implementation of these local-to-global ideas [15] , fails to factor L 6 ofχ (3) . The method we display in Section 4 actually succeeds in finding this factorization. ¶ Note that in principle one could also resort to algorithms specially dedicated to factoring linear differential operators modulo a prime p [16] . However, at present these algorithms are far from being efficient enough to handle factorizations modulo primes as big as pr = 2 15 − 19.
§ The mathematical concept of global nilpotence while quite formal is nevertheless easy to explain. Firstly, if p is a fixed prime number, then the differential operator L is said to have nilpotent pcurvature iff modulo p, it right-divides the pure power D p·ord(L) w of the derivation (Dw = d/dw). Secondly, L is called "globally nilpotent" if it has nilpotent p-curvature modulo almost all prime numbers p (all primes except a finite number of prime).
differential operator, and in particular, provides a proper framework § for the existence of basis of series solutions modulo primes for the ODEs (see Theorem 4 in [21] ). Furthermore, we use two important consequences of the global nilpotence of L 33 . Firstly, globally nilpotent operators are necessarily Fuchsian and permit only rational local exponents. Secondly, if L is globally nilpotent so is any factor of L.
Working with non-minimal order linear differential operators
Once one introduces the particular linear combination (14) ofχ (1) andχ (3) and (modulo the prime p r ) ofχ (5) , it is sufficient to focus on the resulting series and its linear ODE (with the operator L 29 ). From the linear ODE forχ (5) it is straightforward to obtain the (linear) recursion for the series coefficients and using the combination (14) calculate as many terms † as required for Φ (5) . It is thus not difficult to obtain minimal order ODEs requiring fewer terms than p r . We continue however, as in [7] , to work with non-minimal order ODEs for which fewer series terms are needed than for the minimal order ODE. In particular, we make use of the ODE formula (see Appendix B) to infer the order and degree of the minimal order ODE. This formula also enables us to control the minimum number of series terms necessary to find a Fuchsian linear differential equation (of a given order Q and degree D) which annihilates the series. In the sequel, when we say that a linear ODE of order q has been obtained, we mean that we have obtained at least three non-minimal order ODEs and that the minimal order q has been inferred from the ODE formula.
From the series (14) one can obtain many non-minimal order linear ODEs and the resulting ODE formula for L 29 reads
Our understanding of the ODE formula (see Appendix B and in particular (B.4)) enables us to find D app = 1169 as the degree of its apparent polynomial for the minimal order operator L 29 without actually producing this minimal order operator. In [7] we found that there is a simple rational solution of the linear ODE corresponding to L 30 (and now also L 29 ) which is the square ofχ (1) ,
whose corresponding linear differential operator we denote L s 1 . In this paper we use linear ODEs that are not of minimal order to represent the minimal order linear ODE annihilating a given series. We also compute the local exponents at various singular points of the non-minimal linear ODE and consider them as local exponents of the minimal order linear ODE. A remark is in order here. The local exponents at w = 0 of the linear ODE corresponding to L 29 are ‡
In our computation, the non-minimal linear ODE that represents L 29 is of order 51. One should then really obtain 51 local exponents. It so happens that the 22 "spurious" § The Cauchy-Peano theorem [20] , which guarantees the existence of series-solutions in the classical study of ODEs, does not apply to linear differential equations in positive characteristic! This means that in general, a linear differential equation considered modulo a prime number p does not admit a basis of power series solutions modulo p, even at an ordinary point. † Note that the number of coefficients of all the series used in our calculations does not exceed the value of the prime pr. ‡ Throughout the paper the multiplicity of an exponent is denoted by a power: 2, 2, 2, 2 → 2 4 .
exponents appear in the indicial equation as roots of polynomials in ρ of degree two and higher. These exponents are not rational (indicial polynomials modulo a prime of degree higher than one and irreducible) and therefore cannot be local exponents for L 29 , which is globally nilpotent and, hence, has only rational exponents [6] . Had the indicial equation of the non-minimal linear ODE given more than 29 rational exponents then we would have had to produce other non-minimal linear ODEs and obtain the local exponents of L 29 as those common to all the non-minimal ODEs.
Factorization of differential operators versus local exponents
Let us start by giving a brief overview of our factorization procedure. For a linear ODE of order q (which may be known exactly or modulo a prime) we compute the local exponents at a given singular point w = w s (such as the origin). We create a series S p (w) starting with the highest integer exponent n p (we seek mainly to utilise only those solutions analytic at the origin). This series can be obtained to arbitrary length (though shorter than the prime in use) in linear time since we have the linear ODE and, hence, the recursion for the series coefficients. We then check to see whether the particular solution S p (w) is the solution of a linear ODE of order less than q. If so, the procedure is repeated for each new factor in turn. If not, we generate the series S p−1 (w) starting at the second highest exponent n p−1 . The series S p−1 (w) contains, via a free parameter, a linear combination of the solution S p (w). We then let the free coefficient of the linear combination vary over the whole (finite) interval [1, p r ], given by the prime p r we are using, until a linear ODE of order less than q (if such an ODE exists) is found. And then the procedure is repeated. For a linear ODE of order q, let L q denote the corresponding differential operator. Consider a singular point w = w s (for instance w s = 0) and assume the local exponents at this point are
where m j is the multiplicity of the exponent ρ j . In our cases the exponents are either integers or rational numbers. Here we utilize only solutions, which are analytic at the singular point w s . So in what follows we consider only integer exponents and we denote these as n p . We can then plug the series
into the linear ODE. Demanding L q (S p (w)) = 0 will fix all coefficients a k . By producing enough terms we can find the linear ODE for the particular series solution S p (w), which is by construction a solution of L q . The resulting ODE will either have order q or order q 1 < q. In the first case this could mean that L q is irreducible, or L q does factorize but the factor "responsible" for annihilating the solution S p (w) is a left-most factor. In the second case we have the factorization
To summarise, the series corresponding to the highest local exponent leads to either the full ODE or to a "breaking" of the original ODE.
If the series S p (w) (corresponding to the highest local exponent) reproduces the full linear ODE we turn to the second highest exponent n p−1 . In this case, a series starting as w np−1 + · · ·, plugged into the original linear ODE, will yield the expansion
where all a k up to (but not including) a np are fixed and the c k 's depend linearly on the free coefficient a np , i.e. S p−1 (w) is a one-parameter solution. The series S p−1 (w) is a sum of a series starting as w np−1 + · · · and the series § a np S p (w). For generic values of the coefficient a np the series S p−1 (w) will give rise to the full linear ODE. But for some values of the coefficients a np , the series S p−1 (w) may be the solution of a linear ODE of order less than q. This is what leads to the factorization of L q . Intuitively we may hope that such a procedure can work for the following reason. If the original operator has many smaller factors this would indicate that there is a basis of solutions much simpler than those requiring the full ODE. We don't know this basis but by taking a linear combination of two formal "full" solutions (which obviously are linear combinations of the basis solutions) it is possible that we can find values of the combination coefficients such that the resulting series is a solution of a simpler ODE (for these special values some of the basis solutions from the two formal solutions cancel each other).
Similarly, the series solution of L q that starts at the third highest exponent n p−2 will be a two parameters solution (for simplicity we assume that the exponents differ by one)
where the c k depend linearly on both the free coefficients a np−1 and a np . To demonstrate how the procedure works in practice we consider the seventh order linear ODE forχ (3) [10, 12] (denoted L 7 ) . At the singular point w = 0, the local exponents are
Acting with the linear ODE forχ (3) on the series that starts as w 9 + · · ·, (i.e. with the highest exponent)
fixes all the coefficients. We thus obtain the expansion at w = 0 ofχ (3) /8, leading to the full linear ODE. Of course, this is not surprising, since the series forχ (3) used to "generate" the linear differential operator L 7 starts as w 9 as per (8), so the unique series S 9 (w) must be proportional toχ (3) . The series S 9 (w) cannot be used to "break" L 9 , since this is the minimal order operator annihilatingχ (3) . Consider next a series that starts as w 3 +· · ·, i.e. with the second highest exponent
We insert this series into the exact ODE forχ (3) and then we solve (term by term) the equations arising from L 7 (S 3 (w)) = 0. Doing this we find that the coefficients a 4 , a 5 , · · ·, a 8 have to be fixed while the coefficient a 9 remains undetermined and hence enters the series as a free parameter. The remaining coefficients are all given in terms of a 9 .
S(w) = w 3 + 3w 4 + 22w 5 + 74w 6 + 417w 7 + 1465w 8 + a 9 w 9 (38) + 26839w 10 + (36a 9 − 139067) · w 11 + (4a 9 + 443325) · w 12 + · · ·
The terms in S(w) in front of the free coefficient a 9 are the coefficients of the series S 9 (w). We define S 3 (w) to be the series obtained from S(w) by setting a 9 = 0. In order to break the operator L 7 we look at linear combinations S α (w) = S 3 (w) + αS 9 (w). For generic values of α the series S α (w) is annihilated only by the full ODE of order seven. However, it is possible that for special values of α the series S α (w) is the solution of a linear ODE of order less than seven. We do not know if the "splitting" values of α can be obtained except by a "guessing" procedure. The use of modular calculations is very useful in the search for the special splitting values. The series S 9 (w) and S 3 (w) can be obtained modulo any prime p r and in the modular calculations α can take its value only in the finite range [1, p r ]. If a rational splitting value of α exists it can be found by looking for an underlying ODE of order less than 7 annihilating the series S α (w). In the search we use the optimal ODE, which is of order 10 and degree 19 with N = 213. We used the prime p r = 32749 in our search. For each value of α ∈ [1, 32749] we calculated the series modulo p r and then looked for an annihilating ODE of order 10 and degree 19. For any value of α such an ODE exists and for almost all values N = 213. However, for the special values α = 7463 and 7467 we have N = 140 and 206, respectively. The decrease in N is a sure sign that a simpler ODE annihilates S α (w). In this particular case we find that the ODE for α = 7463 is of order four while for α = 7467 the ODE is of order six.
In the case α = 7463 the linear differential operator is
These linear differential operators are factors of L 7 that were already found in [13] (the indices indicate the orders of the corresponding linear differential operators)
Remark: We note that the method is not special to formal series. A fortiori, it applies to linear combinations of solutions suspected of being parts of a direct sum. For instance, removing the series αχ (1) from the series (modulo a prime)χ
(see (13)), and, letting α vary in the interval [1, p r ] (recall that α which is a rational number appears as an integer modulo a prime), will give (for one value of α) a linear ODE of order 29 if the linear differential operator
. If L 1 had not been part of a direct sum the outcome would have been an order 30 linear ODE for all values of α.
Factorization modulo a prime of the linear differential operator L 29
We turn now to the factorization of L 29 for which we know that L s 1 ⊕ (Z 2 · N 1 ) is a factor. We focus solely on the analytical solutions at w = 0 and we first produce the unique series that starts as S 12 (w) = w 12 + · · ·, where the coefficients in S 12 (w) are given by L 29 (S 12 (w)) = 0. We found that S 12 (w) is the solution of an order nine linear ODE (with linear differential operator L 9 ) with ODE formula:
We know that both χ (1) 2 and the solutions of the linear ODE corresponding to and N 1 are factors of L 9 . We can then add the solutions of Z 2 · N 1 to the solutions of L 9 to produce an 11th order linear ODE (denoted L 11 ). At the operator level this is done by a direct-sum construction L 11 = L 9 ⊕ (Z 2 · N 1 ). At the series level used in the ODE search programs, it can be done by creating a "generic" solution of L 9 (generic means a series that gives the full ODE) and then forming a linear combination with a generic solution of Z 2 · N 1 to produce a series which is a generic solution of L 11 . The resulting linear differential operator L 11 has the ODE formula:
We have thus shown the following factorization of L 29
Before proceeding we wish to clarify the meaning of the ODE corresponding to the left factors. Having obtained the linear differential operators L 29 and L 11 , a right division should give the linear differential operator L 18 . One should bear in mind that the order of these operators is large and our representation of them are not of minimal order. In the computation, the linear differential operators representing L 29 , L 18 and L 11 are of orders 51, 32 and 17, respectively. Our representation of the factorization (42) reads in fact
where the equality stands for "both sides acting on S(w) give zero". Since the series solution S(w) demands an order 29 linear ODE, and the order of the extra operator O 6 is arbitrary, there are intertwinners leading to
With the relationL 18 · O 6 =Õ 6 · L 18 , the linear differential operatorsL 18 and L 18 are equivalent and have the same factorization structure. Next we take the series S(w) =χ (5) −χ (3) /2 +χ (1) /120 and plug it into the linear ODE for L 11 to produce a new series whose linear ODE corresponds to the linear differential operator L 18 . This linear ODE has the formula:
To proceed further with the factorization, we compute the local exponents at w = 0 for the linear ODE corresponding to L 18 . These are:
For the linear differential operator L 18 we look at the solution that starts as S 10 (w) = w 10 + · · · Unfortunately, this gives linear ODEs with the same ODE formula as L 18 , that is the series reproduces the complete linear ODE represented by L 18 . This means that the factor responsible for the annihilation of S 10 (w) occurs at the left of L 18 .
The second highest exponent is ρ = 9. When L 18 is applied to a generic series S 9 (w) = w 9 + · · · we obtain a series that depends on the coefficient in front of w 10 . This one-parameter series starts as (modulo the prime p r ) w 9 + a 10 w 10 + (15419 a 10 + 10040) · w 11 + · · ·
The series, collected in a 10 , enables us to reconstruct the full linear differential operator L 18 , but it is possible that the above combination may give a linear operator of smaller order for particular values of a 10 , which have to be found by experimentation. It is here that the modular calculations allow us to find a definitive answer. Modulo the prime p r , the coefficient a 10 spans a finite set of integer values [1, p r ]. The determination of the coefficient a 10 is thus feasible in a finite computational time by exhaustive search.
With the value a 10 = 12999 we found that the series S 9 gives a linear ODE of smaller order than L 18 with ODE formula
The local exponents at w = 0 for this linear ODE of order 13 (that we denote L 13 ) are:
The highest exponent is indeed nine, of which the associated solution gave us L 13 . Let us be more explicit on the meaning of the combination w 9 + 12999 w 10 + · · · that has given rise to the 13th order linear ODE. By "following" the series w 10 + · · · we obtained the full linear ODE. The factor that annihilates this series is thus to the left in the factorization of L 18 . We find that this series comes with a log(w) 4 behaviour (see below). By the combination w 9 + 12999 w 10 + · · ·, we are looking for the particular value of a 10 that removes this logarithmic solution from the linear ODE corresponding to L 18 . Thus the linear ODE for L 13 no longer has a solution behaving as w 10 log(w) 4 . Completing from L 13 to L 18 we obtain a fifth order linear ODE (called L 5 ) with ODE formula:
We thus have the factorization:
The fifth order linear differential operator L 5 is the one whose existence we conjectured previously and which we believe should annihilate a homogeneous polynomial of the complete elliptic integrals E and K of (homogeneous) degree four. The local exponents at the origin of the linear ODE corresponding to L 5 are
Plugging a generic series c n w n into the linear ODE fixes all the coefficients (including c 1 , c 3 , c 6 , c 9 ) with the exception of the coefficient c 10 . The "survival" of a single coefficient is a particular feature of an irreducible factor with one nonlogarithmic solution. The exponents at the other singularities (apart from w = ∞) are:
This suggests that one should plug the following ansatz into the linear ODE:
where K and E denote the complete elliptic integrals
.
Collecting terms of the form K 4−i E i we determine the polynomials P 4−i,i whose degrees are increased steadily until we obtain a solution ¶. With degree around 200 the following solution was found
where P 4−i,i are polynomials in w with coefficients known modulo the prime p r and of degree respectively 200, 202, 204, 204 and 204. The expressions for the polynomials P 4−i,i can be found in [22] . As conjectured the linear differential operator L 5 is thus equivalent to the symmetric fourth power of L E .
The linear differential operator L 11 has six factors
As shown above the linear differential operator L 29 factorizes into three factors of order 11, 13 and 5. We have just shown that the fifth order linear differential operator is irreducible. Next we consider the linear differential operator L 11 . We know that the fourth order linear differential operator L
is a right-most factor of L 11 , so we obtain
The ODE formula for the seventh order linear differential operator N 7 reads:
At w = 0, the local exponents (for N 7 ) are
Plugging the series w 5 + k≥6 a k ·w k into the linear ODE for N 7 fixes all the coefficients except a 12 corresponding to a solution with the highest local exponent. Letting the combination coefficient a 12 vary in the finite range [1, p r ], we found for the value a 12 = 22292 a linear ODE of order less than seven, with ODE formula
and with exponents at the origin
For this linear ODE we consider the one-parameter series that starts with w 4 and which contains the coefficient a 5 as a "free" parameter. By letting the coefficient a 5 vary in the finite range [1, p r ], we found that for a 5 = 29103, the linear ODE of order five breaks into two linear differential operators of order three and two, O 3 · O 2 , respectively.
In conclusion we have decomposed the differential operator L 11 of order 11 into six irreducible factors
where the indices denote the order of the corresponding linear differential operators. ¶ Once the solution has been obtained a check to any order can be carried out. Typically a good check amounts to plugging polynomials of degree 300 into (53).
The linear differential operator L 11 in exact arithmetic
B. Nickel has obtained♯ some linear differential operators that right-divide L 30 and, especially, the linear differential operators (that we call) U 2 · N 1 and
. Checking these operators against the factorization (59), we found that L 11 has the direct-sum decomposition
where V 2 is equivalent to U 2 (or toÕ 2 ) and the product F 3 · F 2 is equivalent to the product O 3 · O 2 in (59). Furthermore, using some tricks in the modular calculations supplemented with constraints on the apparent polynomials ( [23] , Appendix A in [7] ), Nickel succeeded in finding the considered linear differential operators exactly. The linear differential operators V 2 , F 2 and F 3 are given † in Appendix C.
The procedure for obtaining a rational number from its image modulo a prime is known as "rational reconstruction" and has many applications (for details see e.g. [24, 25, 26] ). Consider a rational number n/d which has the residue u modulo the prime m. Given u and m, a rational reconstruction algorithm tries to recover the rational n/d under some conditions on the magnitude of the unknowns n and d. The simple version of this condition is
The algorithm will then output the rational n/d satisfying the above condition, but this rational number may not be the actual one for the problem. If the residue is known for several primes m i , it is the Chinese remainder u which is considered and m is the product of the primes m i . In any case, the knowledge of the order of magnitude of n and d is important. For instance, the exact linear differential operator F 2 can be recovered using the results for three primes ‡. In our modular calculations the residues are coefficients of polynomials occurring in Fuchsian linear ODEs. Besides the order of magnitude, which can be guessed, the linear ODE, once reconstructed, should satisfy certain properties. The indicial equation should give the correct local exponents, which have been obtained either from a linear ODE modulo a prime or from a diff-Padé analysis [7] . For the apparent singularities the conditions on the apparent polynomial should be verified.
Consider the linear differential operator F 2 (see Appendix C)
The singularities are known and are roots of the polynomial P 2 (w) (the polynomial P 1 (w) contains a subset of the singularities). We note that P app (w) (the apparent polynomial) and P 1 (w) can be reconstructed with two primes while P 0 (w) demands three primes §. However, when P app (w) and P 1 (w) have been found, the matching of the known local exponents will fix some coefficients in P 0 (w), but, more importantly, we get an idea about the order of magnitude of the common denominator in the various rational coefficients in P 0 (w). This magnitude was found to be 2 16 scaling, the still unreconstructed coefficients in P 0 (w) can be reconstructed using two primes and then checked against the conditions for the apparent singularities. Our iterative procedure for reconstructing the exact polynomials thus amounts to first reconstructing the polynomials P app (w) and P 1 (w) (with two primes) in order to obtain P 0 (w) with two primes instead of three. More details can be found in Appendix D, which deals with a rational reconstruction experiment on the apparent polynomial of F 3 . One should note that, to rationally reconstruct a linear ODE, it must be obtained with as many primes as necessary. When the results are time consuming or hard to obtain, the knowledge of the underlying problem may help one to guess the scaling factor which forces the condition (61). Note that when the number of primes is not sufficient some reconstructed coefficients will, obviously, be in error. A strong check can finally be done on these linear differential operators that should convince one of their correctness. The linear differential operators F 2 and F 3 , that we are looking for in exact arithmetic, are factors of the linear differential operator L 33 . They are necessarily globally nilpotent [6] since L 33 is. The linear differential operator L 33 is globally nilpotent since it corresponds to a linear ODE that annihilates an integral of an algebraic integrand (3) (it is "derived from geometry", DFG, see [6] and references therein). We have calculated the pcurvatures of these reconstructed linear differential operators F 2 and F 3 , and found that they are, indeed, globally nilpotent.
The global nilpotence of a linear differential operator is a strong and very special property that is rigid enough to make us totally confident that the polynomials occurring in the linear differential operators F 2 and F 3 have been reconstructed correctly.
As for the solutions of the factors occurring in L 11 , the simple V 2 is equivalent to the linear differential operator L E and its linear ODE annihilates
From (63) it is straightforward to see that V 2 is actually equivalent to the second order operator forχ (2) (denoted N 0 in [11] ). Note that V 2 , equivalent to N 0 , does not mean thatχ (2) itself is a solution of L 29 , but rather some linear combination ofχ (2) and its first derivative is. Indeed (63) can be expressed as:
The remarkably simple result (63) begs the question about the very nature of V 2 . Is the occurrence ofχ (2) (and its first derivative) inχ (5) a mere coincidence or does it suggest a more general structure. Does an operator equivalent toχ (4) appear inχ (7) (orχ (3) inχ (6) )? If we do not have this very strong result, is it nevertheless the case, that some of the individual factors occurring in say the factorizations of L 7 appears inχ (6) ? Expressed more generally is it the case that operators equivalent to factors fromχ (m) appear in the factorization ofχ (n) (with m ≤ n and n and m of different parity)? Similar questions can be asked with regard to the occurrence of the rational solution of L s 1 that we have written as χ (1) 2 in (28). We have already conjectured in (23) that for theχ (n) 's we have direct-sum structures corresponding to linear ODE's of smaller order for selected linear combinations involvingχ (n−2k) . Could it be that polynomial (i.e. non-linear) combinations ofχ (m) 's (m < n) can be used to further depleteχ (n) or at least appear as factors?
As emphasised in [6] , we have a strong belief (but no proof) that all the linear differential operators occurring as factors of the linear differential operators for thẽ χ (n) s, have to be related to the theory of elliptic curves (complete elliptic integrals E and K, algebraic modular functions expressed as algebraic hypergeometric functions, modular forms of weight-1, etc.). The calculation of the p-curvature of F 2 and F 3 excludes linear differential operators associated with algebraic functions. The simple occurrence in (63) of E and K is in contrast to the linear differential operators F 2 and F 3 , which do not seem to be equivalent to a symmetric power of L E . We must explore whether (similarly to what we found [6] for Z 2 and the linear differential operator occurring in the analysis † † of Φ (3) H ) the linear differential operators F 2 (resp. F 3 ) correspond to modular forms of weight-1 (or higher weights), or 2 F 1 (resp. 3 F 2 ) hypergeometric functions with a Hauptmodul pull-back (up to multiplication by some n-th root of a rational function).
To see if a solution of the second order operator F 2 is a 2 F 1 hypergeometric function with a Hauptmodul pull-back (up to multiplication by the n-th root of some rational function) would require one to find not only the Hauptmodul pull-back, but also a change of variable (covering) mapping the large set of singularities in F 2 onto three singularities (0, 1, ∞), and find, besides, the rational function occurring in the multiplicative factor in front of the hypergeometric function 2 F 1 (which looks like the Hauptmodul [6] ).
The occurrence of an involved apparent polynomial is a quite severe obstruction for performing these educated guesses. It is always possible to get rid of the apparent polynomial of a linear differential operator by introducing a higher order, but still Fuchsian, linear differential operator with no apparent singularities (see Appendix C). This however is not helpful. What we really need is to find an equivalent linear differential operator with a smaller apparent polynomial or, hopefully, no apparent polynomial. This is how we achieved [6] such a calculation for the linear differential operator Z 2 . We were able to find a second order operator (occurring as a factor in Φ (3) H ), which is simpler than Z 2 because its apparent polynomial is just 1 − 2w
where M 1 andM 1 are two first order linear differential intertwiners. Up to the change of variable (covering)
wrapping the seven singularities of Z 2 onto the three singularities of the hypergeometric function, we were able to find a modular form of weight-1 solution of the equivalent second order operatorZ 2 . This was a consequence of its very simple apparent polynomial. At the present moment, we have not been able to replace F 2 by an equivalent second order operator with a simpler apparent polynomial. The situation is even more involved for F 3 (see Appendix C). The modular form interpretation of F 2 and F 3 remains to be done and is clearly a worthy challenge. † † The functions Φ (n) H are simplified Ising type integrals [9] obtained from theχ (n) integral representation (3) by setting the Fermionic factor G (n) = 1.
The linear differential operator L 13
We continue our procedure of factorization for the 13th order operator L 13 occurring as a factor in L 29 . Recalling the local exponents at w = 0
we know that the series corresponding to the highest exponent enables one to reconstruct the full linear ODE. The next series to consider is thus the one-parameter series w 8 + a 9 w 9 + · · ·. For every value of the linear combination coefficient a 9 in the interval [1, p r ], we found that the resulting linear ODE is of order thirteen.
Both series (w 9 + · · · and w 8 + a 9 w 9 + · · ·) are annihilated by a left-most factor in L 13 . To proceed with the factorization, we would have to consider "deeper" combinations of series solutions (see Section 4) . For instance at w = 0, we could use the two-parameter (a 8 , a 9 ) solution w 7 + a 8 w 8 + a 9 w 9 + · · ·, then the threeparameter (a 7 , a 8 , a 9 ) solution w 6 + a 7 w 7 + a 8 w 8 + a 9 w 9 + · · ·, and finally the four-parameter solution w 5 + a 6 w 6 + a 7 w 7 + a 8 w 8 + a 9 w 9 + · · ·. However, if t 0 is the computational time for a single ODE search, then to check the factorization using a solution with k free parameters requires a computational time of t 0 p k r . This requires a very long time for the prime p r = 32749 taking into account the sizes of the linear ODEs we are dealing with here, and hence we have not pursued this approach beyond the one-parameter case. We could also use, from the outset, the most general five-parameter solution a 5 w 5 + a 6 w 6 + a 7 w 7 + a 8 w 8 + a 9 w 9 + · · ·, (only a 5 = 0 and a 5 = 1 need to be considered) that should give all the factorizations (if any) of L 13 . However, a check of the factorization using this five-parameter series solution clearly suffers from the prohibitive time requirements mentioned above and it is beyond our current computational resources.
In Section 4 we described our method of factorization modulo a prime by focusing on the singularity at the origin. This singular point has no special properties which makes it better suited than other singular points for our factorization scheme. However, to have a clear working scheme, the singular point one chooses to focus on must be sufficiently singular (by which we mean, in this case, have many confluent logarithms) to allow one to extend from the local scheme to the global scheme. So, we looked at what happens if we use expansions about other singular points.
Considering the ODE corresponding to L 13 translated to ¶ w = ∞ one can follow the series of the highest exponent which is −30. This series also demands the full ODE. The one-parameter series corresponding to the second highest exponent Instead of considering the series solution a 5 w 5 + a 6 w 6 + a 7 w 7 + a 8 w 8 + a 9 w 9 + · · ·, with its prohibitive computational time requirements, we decided to try another procedure that may give us an idea about the number and order of factors occurring in We start by examining how the various formal solutions of L 13 appear. Consider (near w = 0) a general solution with log's such as S(w) = S n (w) log(w) n + S n−1 (w) log(w) n−1 + · · · + S 0 (w), (67) where the exponent n of the log is generically taken to the maximum allowed value of 12, i.e. the order of L 13 minus one, and where the S n (w) are power series expansions a
Plugging the solution S(w) into the linear ODE corresponding to L 13 and solving L 13 (S(w)) = 0 term by term, we found that the highest allowed exponent is n = 3.
We therefore fix the solution S(w) as
and act on it by the linear ODE corresponding to L 13 and solve term by term (we have to solve only to w 9 since this is the highest local exponent for L 13 around w = 0). The coefficients (up to w 9 ) in the S k (w) must be fixed. Among the 40 coefficients 13 will remain as free parameters (equal to the order of the linear ODE). Attached to any of these free coefficients is an independent solution of the linear ODE.
To clarify the scheme of these solutions, from which we shall infer the number of factors, we solve L 13 (S(w)) = 0. This leads to the equation
which we solve for each k and n by using the following recipe: The coefficient C (n) k of the term w k log(w) n will in general be a linear combination of coefficients a 
Finally there is a non-logarithmic solution starting as w 5 + · · ·. In view of this scheme, one may conclude, in analogy with all the Ising calculations we have performed and where hypergeometric functions occur, that the factors occurring in L 13 are of order 4, 4, 2, 2 and 1. At the point w = ∞, one obtains the same structure of solutions leading to the same scheme, that is factors of order 4, 4, 2, 2 and 1. However, at the singular point w = 1/4 the structure changes slightly. The solutions, grouped as done above for the point w = 0, lead to a scheme of six factors with orders 4, 2, 2, 2, 2 and 1.
To reconcile the three † schemes (around w = 0, w = 1/4 and w = ∞), the linear differential operator L 13 may have either four factors of orders 4, 4, 4 and 1 or five factors of orders 4, 4, 2, 2 and 1.
Around the three singular points, the schemes allow for an order one differential operator whose corresponding series starts as w 5 + · · ·. It happens that this first order differential operator (call itL 1 ) occurs as a right-most factor of L 13 = L 12 ·L 1 .
We have found that the solution of the linear ODE corresponding toL 1 is a simple polynomial of degree 34, which reads (modulo the prime p r ) ‡ P (w) = Although we have obtained such polynomials for the four primes, previously mentioned, our attempted rational reconstruction [24, 25, 26] of the exact P (w) was not successful. There is no further information to guide our quest for the exact P (w). There are only two indicial exponents (5 and −34) corresponding to the two points w = 0 and w = ∞, respectively. The linear differential operatorL 1 is a first order linear differential operator of the form:
It is thus automatically globally nilpotent. Global nilpotence is a very severe constraint to fulfill for higher order linear differential operators, but for first order operators like (75) it provides no additional constraints on P (w).
Comments and speculations
In view of the previous results, we give some concluding remarks. The linear differential operator L 29 , corresponding toχ
(78) † There are not enough logarithmic solutions at the other singular points. ‡ With the solution P (w), we have the coefficients for the deepest combination series w 5 + a 6 w 6 + a 7 w 7 + a 8 w 8 + a 9 w 9 + · · ·.
The linear differential operator L 5 is equivalent to the symmetric fourth power of L E . This linear differential operator is the factor of maximum order, assuming that the factorization scheme of L 12 is correct. The scheme of factorization (76) then generalizes what we have obtained forχ (3) andχ (4) . Our conjecture on the structure of theχ (n) , namely, (23) and (24) would give, for the six-particle contributionχ (6) , the following schemẽ
with Φ (6) a solution of a linear ODE of order q whose corresponding linear differential operator factorizes as L q = L 6 · L q−6 , and where the left-factor L 6 is equivalent to the symmetric fifth power of L E .
As far as the singularities are concerned, the 11th order linear differential operator L 11 has only the singularities of the linear ODE corresponding to L 7 (the operator forχ (3) ) and the "unknown" § w = 1/2. This singularity w = 1/2 occurs in the third order linear differential operator F 3 . The second order differential operator F 2 is responsible for the ρ = −5/4, ρ = −7/4 singular behavior around the ferromagnetic point w = 1/4 (see Table 4 in [7] ).
The singularities of the linear ODE corresponding to the block L 12 are (besides w = 0, ±1/4):
The singularities in the first line are also singularities of the linear ODE forχ (3) . Note that at w = −1, w = 1 and w = −1/2, for instance, the linear differential equation corresponding to L 12 has logarithmic solutions. Therefore, at least one of the factors (if the scheme is correct) in the block L 12 is not equivalent to a symmetric power of L E . If we consider the possibility that the linear differential operator of order twelve L 12 is irreducible, this would mean that we are faced with a highly restricted object, which is globally nilpotent and not equivalent † † to the symmetric eleventh power of L E .
Let us close with the following question arising from some of the modular calculations and rational reconstructions presented in this paper. Is it in general easier to generate series for many primes, use these to reconstruct the exact series and hence obtain the exact linear ODE, or is it easier to obtain the linear ODE for a smaller number of primes and then carry out the rational reconstruction on the coefficients of the linear ODE? To disabuse the reader of the obvious first impression that the second method must be easier, we would like to point out that when we opt for a non-minimal order linear ODE, we gain by way of a reduction in the number of terms necessary to find the linear ODE, but this comes at a cost of an increase in the size of the coefficients in the linear ODE (see the last paragraph of Appendix A in [7] for an estimate forχ (3) ). Even if we are dealing with the minimal order linear ODE, the coefficients in the right-factors have less digits than the coefficients occurring in the left-factors. For instance, considering the first factorization in (39), the maximum number of digits is 6 in Z 2 , it increases to 27 for Y 3 and to 33 for M 1 . § Unknown with respect to the Φ (5) H integrals [9] and to our Landau singularity analysis [7] . † † But might, for instance, be equivalent to a symmetric power of a smaller order globally nilpotent operator related to modular forms.
Conclusion
Using the Fuchsian linear ODE ofχ (5) (obtained modulo a single prime p r ), we have been able to go quite a long way towards understanding the factorization of its corresponding (minimal order) linear differential operator L 33 . In particular we have found several quite remarkable results.
The direct-sum structure of L 33 generalizes what we have found for the linear differential operators ofχ (3) andχ (4) . In the linear differential operators ofχ (5) we found not only the occurrence of a term proportional toχ (3) , but also the occurrence of a term proportional toχ (1) . We conjecture that this structure occurs for allχ (n) , i.e. we expect to see terms inχ (n) proportional toχ (n−2k) . The linear differential operator L 29 annihiltating the "depleted" linear combination (14) forχ (5) follows the same structure seen forχ (3) andχ (4) . The left-most factor of L 29 is equivalent to the symmetric fourth power of the second order operator corresponding to complete elliptic integrals of the first (or second) kind.
Some right-factors of L 29 are given in exact arithmetic. In particular one notes the occurrence of a very simple second order operator V 2 and of the remarkable factor Z 2 that occurred inχ (3) . Using the series ofχ (5) obtained for p r as well as three additional primes, we have obtained the linear ODE modulo each prime and checked that the mentioned right factors are indeed exact. We have used the results for the four primes to see whether a rational reconstruction of right factors is feasible.
Two of the right-factors, F 2 and F 3 (of order two and three, respectively), are highly restricted globally nilpotent linear differential operators, but, unfortunately, we have not been able to find exact solutions as we did for the linear differential operator Z 2 occurring in the factorization of the linear differential operator forχ (3) . Providing a better understanding of these operators, say in terms of modular forms, is clearly a natural (but actually quite difficult) challenge.
The incomplete part of our analysis is concerned with the 13th order linear differential operator L 13 . For this operator we did find a right-factor of order one which, quite remarkably, has a polynomial solution. The factorization of the remaining 12th order linear differential L 12 is beyond our current computional ressources. By producing all the twelve formal solutions of L 12 , a factorization scheme appears where the differential operator L 12 (if reducible) could factorize into three fourth order operators, with a possible scenario that one of the fourth order operators could factor into two second order operators. Clearly some work remains to be done to better understand L 12 , and hopefully find the exact fourth order operators in its factorization. We thus hope to gain a better understanding of their very nature (are they symmetric powers of L E or perhaps linear ODEs associated to modular forms, namely hypergeometric functions with a Hauptmodul pull-back).
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Appendix A. Solution of the order four linear ODE M 2 occurring inχ (4) Defining x = w 2 and
the solution (analytical at x = 0) of the linear ODE corresponding to M 2 is 1
with: 
Appendix B. The ODE formula
The linear differential equations annihilating a series S(x) we are interested in are Fuchsian. This means that all singular points of the linear ODE, and in particular x = 0 and x = ∞, are regular. A form of the linear differential operator that automatically satisfies this constraint is:
The condition a Q0 = 0 (resp. a QD = 0) is required to make x = 0 (resp. x = ∞) a regular singular point. Note that it is the use of the (homogeneity ¶) operator x d dx (rather than just d/dx), which leads to the above conditions guaranteeing the regularity of the singular points x = 0 and x = ∞ and to the equality of the degrees of the polynomials in front of the derivatives. For the operator d/dx, a simple rearrangement of terms shows that (B.1) can be re-written as
where the coefficients b ij are linear combinations of the a ij . This is the form of the Fuchsian linear ODE we have used in many previous papers (e.g. [8, 9, 10, 11, 27, 28] ). The Fuchsian character of the ODE is reflected in the decreasing degrees of the successive polynomials in front of the derivatives. To find the linear ODE annihilating S(x), the coefficients a ij in (B.1) have to be determined. This can be done by demanding L QD (S(x)) = 0, resulting in a set of linear equations for the unknown coefficients a ij . In [7] this set of linear equations ¶ Also called Euler's operator. Recall that
was put into a well defined order and if the corresponding N QD × N QD determinant (with N QD = (Q + 1)(D + 1)) vanishes, a non-trivial solution exists. The zerodeterminant condition was checked by creating an upper triangular matrix U using standard Gaussian elimination and a solution exists if we find U (N, N ) = 0 for some N . The N for which U (N, N ) = 0 is thus the minimum number of coefficients needed to find the linear ODE for given Q and D. The deviation between the actual number of coefficients needed N , and the generic (maximum) (Q + 1)(D + 1) was called ∆ in [7] .
To fully understand the deviation ∆ = (Q + 1)(D + 1) − N , we may alternatively compute the nullspace of the matrix U . The dimension of the nullspace, if a solution exists, is related to ∆. In others words, solving L QD (S(x)) = 0 term by term will fix all the coefficients but leaves f coefficients unfixed among the N QD ones. These are all independent ODE solutions for given Q and D.
In [7] we reported a remarkable formula arising from empirical observation
where we have replaced the parameter ∆ used in [7] by the parameter f that we now can understand as the number of independent solutions for given Q and D (this understanding will be useful later). The ODE formula (B.3) should be understood as follows: For a long series S(x) we use three (or more) sets of Q and D and solve L QD (S(x)) = 0 (by nullspace or term by term). From this we obtain the value of the parameter f (if f > 0, otherwise we increase Q and/or D) for each pair (Q, D). These values (Q, D, f ) are then used to determine d, q and C in (B.3). In all cases we have investigated, the parameter q is the order of the minimal order linear ODE that annihilates S(x). The parameter d is the number of singularities (counted with multiplicity) excluding any apparent singularities and the "true" singular point x = 0 which is already taken care of by the use of the differential operator x d dx . We revisit in Table B1 some ODE formulae from Table 1 of [7] . We give the value of the parameter f corresponding to the same Q and D considered in [7] . The first observation is that, generally, both ODE formulae (in Table B1 and in [7] ) agree. When they do not, the difference is in the parameter C. But we remark that C − f always equals C − ∆, which is easily understood from the equality in (B.3). The second observation is that, for the linear ODE which have the constant as solution (i.e.χ (4) and 6χ (4) − 2χ (2) ), the parameter q appears as the actual one. Table B1 . ODE formula forχ (n) , n = 1, 2, · · · , 5 and for the combinations 6χ (n+2) − nχ (n) , n = 1, 2, 3. The last column gives the value of the parameter f corresponding to the same Q and D considered in [7] .
12 Q + 7 D − 37 11 17 2 χ With the nullspace computation we now understand the constant f (∆ 0 in [7] ). Thus for the minimal order ODE, one should have f = 1 since the minimal order ODE is unique. Setting Q = q and D = d + D app , where D app is the degree of the polynomial whose roots are apparent singularities, one obtains the exact relation
between the constant C and the degree D app . Forχ (3) one has d = 12, q = 7 and C = 37 giving D app = 28 which is [10, 12] the degree of the polynomial carrying apparent singularities in the linear ODE ofχ (3) . Forχ (4) one has d = 7, q = 10 and C = 36 giving D app = 17, which is [11] the degree of the polynomial carrying apparent singularities in the ODE ofχ (4) . Similarly forχ (5) , with d = 72, q = 33 and C = 887 we obtain the degree of the apparent polynomial D app = 1384, which is in agreement with what appears in the linear ODE forχ (5) reduced to its minimal order. Note also that (B.4) is valid for linear ODEs without an apparent polynomial (χ (1) andχ (2) ). But there are cases where the parameter C is negative while the linear ODE has an apparent polynomial. This is the case we consider now.
Appendix B.1. The ODE formula for the factors We first show how the apparent polynomials occur in a factorization of linear differential operators such as
where the factors L and R are monic♯ and of minimal order, denoted respectively q L and q R . Denoting by P app , the apparent polynomial occurring in L, one knows that this polynomial should appear as an apparent polynomial in the left-operator L. It may happen that the right operator R also contains a polynomial Q of apparent singularities and this polynomial should not appear in L. For this to happen, the left operator L must have the roots of Q as true singularities. Furthermore, Q should occur in L to the power of the order of L, i.e. as Q qL . The local exponents for L at any root of Q are −1, 1, 2, · · · , q L − 1. If we remove the singularity Q −1 from L, the new linear differential operatorL will have Q as an apparent polynomial and will occur as Q qL−1 with local exponents 0, 2, 3, · · · , q L . Consider, as an example, the series S forχ (3) annihilated by a seventh order linear ODE with L 7 as the corresponding linear differential operator. We know that this operator factorizes as (among other factorizations (39))
Assume that the right-operator R is known. The aim is to produce the left-operator L by acting on S with R. The series R(S) will satisfy a linear ODE corresponding to L.
For the right-operator R = Z 2 · N 1 , the left-hand side of the ODE formula (B.3) reads
(B.6)
Putting these values into (B.4) we obtain D R app = 4 which is the degree of the apparent polynomial Q occurring in R = Z 2 · N 1 .
♯ Normalization of the head polynomial of the linear differential operator.
The linear ODE for the left-operator L produced from the series R (S) when R is taken monic and of minimal order, has the ODE formula
The degree of the apparent polynomial for
, which is the degree of P app (the apparent polynomial of L 7 , see above) plus three times the degree D R app , and we still have the roots of Q appearing with multiplicity one in d L = 15.
In computations modulo a prime, and for high order linear ODEs, it is obvious that it is easier to work with non-monic operators. This results in removing the pole part of the polynomial Q, leaving its apparent part in the left-operator L.
As an example, we will reproduce the series R (S) with R non-monic but still of minimal order. The left-hand side of the ODE formula (B.3), corresponding to L, reads:
From (B.4) we obtain the degree of the apparent singularities in L as 40 = 28 + 3 × 4. Furthermore, recalling the left-hand side of the ODE formula (B.3) (see Table B1 )
for the full L 7 , one has
Remark: Even if the various parameters in the ODE formula are now understood, we should recognize that we still do not know how this ODE formula can be proved, nor where it comes from. The various formulae dealing with the apparent polynomial degree (in fact upper bounds, e.g. [29, 30, 31] ) in Fuchsian linear ODEs introduce ingredients that go beyond our experimental mathematics framework.
Appendix C. Some linear differential operators in exact arithmetic
The linear differential operators V 2 , F 2 and F 3 occurring in the decomposition of L 11
read respectively
with †:
Note that the factors (1 + 2w) and (1 − w) appear to the power one in both P 2 and P 1 . Linear differential operators can be Fuchsian without having descending powers of the factors giving rise to the singularities. , thus yielding a third order desingularized Fuchsian operator. This is the so-called "desingularization" procedure which preserves the Fuchsian character of the linear differential operators. Note however that the desingularization procedure does not preserve the remarkable property of global nilpotence of the highly restricted second order differential operator F 2 . The new desingularized third order differential operator is no longer globally nilpotent because the first order differential operator L 1 is not globally nilpotent. The breaking of global nilpotence comes from the factor 256352914629/(1 + 3 w + 4 w 2 ) in (C.4) which is not a logarithmic derivative of a rational function.
Next we focus on the "physical" singularity w = 1/4. One can change the operator F 2 into a slightly simpler one as follows:
where the dot corresponds to a multiplication of (differential) operators. It is important to note that the solutions ofF 2 around the "physical" singularity w = 1/4 are in fact Puiseux series in u = (w − 1/4) 1/2 . In other wordsF 2 rewritten in terms of the variable u is not singular at w = 1/4.
The calculations performed on Z 2 yielded a modular form interpretation of Z 2 (see [6] ). A crucial step corresponded to discovering the covering w −→ t = −8 w (1 − w) (1 − 4 w) , (C. Trying to perform a similar calculation for F 2 in order to discover some modular form interpretation for F 2 , we observe that it is not straightforward to find a covering, such as (C.6), wrapping all the singularities of F 2 onto 0, 1 and ∞, and such that the discriminant in w (like (C.7)) of the corresponding covering polynomial Q(t, w), could correspond to the quite involved apparent polynomial of F 2 , namely 1 + w − 24 w 2 − 145 w 3 − 192 w 4 + 96 w 5 + 128 w 7 . For these reasons we have failed in finding a modular form interpretation of the highly restricted linear differential operator F 2 .
The third order linear differential operator F 3 reads: We have here an illustration of what we described in Appendix B.1 where the third order linear differential operator F 3 reads:
where P sing denote the "true" singularity polynomial of F 3 . We remark that the apparent polynomial of F 3 is the apparent polynomial appearing in the product F 5 = F 3 · F 2 . The polynomial App(F 2 ) is the apparent polynomial of F 2 . It appears at the power of the order of F 3 for which it is a pole. When rescaled as done inF 3 the roots of App(F 2 ) become apparent singularities ofF 3 . Note that the formal series of the linear differential operatorF 3 are Puiseux series around all the singularities except w = 0 and w = ∞. These are the only singular points around whichF 3 has logarithmic solutions. When the third order operatorF 3 is rewritten in terms of the variable u = (w − w s ) 1/2 , where w s is any singularity other than w = 0 or w = ∞,F 3 is no longer singular at w s (in particular the ferromagnetic critical point w = 1/4 is no longer singular in the variable u = (w − 1/4) 1/2 ).
Appendix D. Experiment: rational reconstruction of the apparent polynomial in F 3
Write the linear differential operator F 3 as
where P i (w) account for ‡ the known multiplicities, and the argument w n in the polynomials is used to show their respective degrees n. Assume that this linear ODE has been obtained for many primes. We want to carry out the rational reconstruction for each polynomial separately, basically because the polynomials at the lower derivatives are harder to obtain.
As it comes from our solver, the polynomial P app cannot be reconstructed with nine primes. If we multiply all the mod prime coefficients by 2 38 the rational reconstruction will be successful with eight primes. If we multiply by 2 50 the reconstruction succeeds with six primes. It should be noted that when the number of primes is not sufficient, the correctly reconstructed coefficients will be those of lower degrees or higher degrees depending on the magnitude of the scale used to multiply the coefficients. This then calls for a scaling of the variable itself. If we change the variable w to w/2 and multiply all coefficients by 2 80 , the rational reconstruction is successful with just five primes. It is fortunate that the apparent polynomial is the easier polynomial to reconstruct. It will be used in further checks.
How can one guess the scaling (e.g. 2 38 and 2 80 ) mentioned above? We have found that 2 38 is the magnitude of the lower coefficient in P 3 (w), which is an exactly known polynomial. The scaling 2 80 is around the magnitude of the lower coefficient in P 3 (w) · P app . More than an educated guess, we have an almost deterministic procedure to find the proper scaling factors to improve our rational reconstructions. This experiment shows that the rational reconstruction is actually easier when the underlying physical problem is taken into account, leading to proper scaling factors.
