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STABLE BASES OF THE SPRINGER RESOLUTION AND REPRESENTATION
THEORY
CHANGJIAN SU AND CHANGLONG ZHONG
Abstract. In this note, we collect basic facts about Maulik and Okounkov’s stable bases for
the Springer resolution, focusing on their relations to representations of Lie algebras over C
and algebraically closed positive characteristic fields, and of the Langlands dual group over non-
Archimedean local fields.
1. Introduction
The Schubert calculus studies the cohomology and K-theory of the (partial) flag varieties B. In
this note, we study certain basis elements of Maulik and Okounkov, called the stable basis, in the
equivariant cohomology and K-theory of the cotangent bundle of the flag varieties T ∗B (the Springer
resolution). Pulling back to the zero section B, the stable basis becomes some natural basis in the
equivariant cohomology and K-theory of the flag varieties.
Maulik and Okounkov introduced stable basis in their study of quantum cohomology of quiver va-
rieties [MO12]. Later, Okounkov and his collaborators introduced K-theory and elliptic cohomology
versions of these bases; see [O15a, OS16, AO16]. They turn out to be very useful both in enumerative
geometry and geometric representation theory; see the surveys by Okounkov [O15b, O18].
The Maulik–Okounkov stable basis are constructed for a class of varieties called symplectic res-
olutions [Kal09]. We will focus on the Springer resolution, which is one of classical examples of
symplectic resolutions. Both the cohomological and K-theoretic stable basis for the Springer reso-
lution are the standard objects for certain category.
In the cohomology case, the stable basis are just some rational combination of the conormal
bundles of the Schubert cells, which was shown to coincide with characteristic cycles of certain
D-modules on the flag variety. Via the localization theorem of Beilinson and Bernstein [BB81],
these D-modules correspond to the Verma modules for the Lie algebra. Furthermore, the action of
the convolution algebra of the Steinberg variety [CG97], which is isomorphic to the graded affine
Hecke algebra [L88], is computed for the stable basis [Su17]. From this, the first author deduced the
localization formula for the stable basis, which are direct generalizaiton of the well-known AJS/Billey
formula [B99] for the localization of Schubert classes in the equivariant cohomology of flag varieties.
The restriction formulae also play a crucial role in determining the quantum connection of the
cotangent bundle of partial flag varieties [Su17].
On the other hand, the graded affine Hecke algebra also appears in the work of Aluffi and Mihalcea
[AM16] about the Chern-Schwartz-MacPherson (CSM) classes [M74, S65a, S65b] for Schubert cells.
Comparing the actions, we identity the pullbacks of the stable basis with the CSM classes [AMSS17]
(see also [RV15]). The effectivity of the characteristic cycle of D-modules enables the authors in
[AMSS17] to prove the non-equivariant positivity conjecture of Aluffi and Mihalcea [AM16] for CSM
classes of the Schubert cells.
The K-theoretic case is even more interesting. By the famous theorem of Kazhdan, Lusztig and
Ginzburg ( see [KL87, G85, CG97]), the affine Hecke algebra is isomorphic to the convolution algebra
of the equivariant K-theory of the Steinberg variety. Hence, the affine Hecke algebra acts on the
equivariant K-theory of T ∗B. This action on the stable basis is computed in [SZZ17]. It roughly says
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that the stable basis is the standard basis for the regular representation of the finite Hecke algebra.
With this action, we can compute the localization of the stable basis via the root polynomial method.
The K-theretic generalization of the CSM classes are motivic Chern classes defined by Brasselet,
Schu¨rmann and Yokura [BSY10]. Pulling back the K-theory stable basis to the zero section, we get
the motivic Chern classes of the Schubert cells; see [AMSS19, FRW18]. By definition, the motivic
Chern classes enjoy good functorial properties. These facts enable the authors in [AMSS19] to use
Schubert calculus to prove some conjectures of Bump, Nakasuji and Naruse ([BN17, N14]) about
unramified principle series of the p-adic Langland dual group.
Recall the affine Hecke algebra can be realized either as the equivariant K-group of the Steinberg
variety, or as the double Iwahori-invariant functions on the p-adic Langland dual group; see [CG97,
Introduction] and [Be16]. The bridge connecting the Schubert calculus over complex numbers and
the representation theory of the p-adic Langland dual group is the shadow of these two geometric
realizations. To be more precise, the (specialized) equivariant K-theory of the flag variety and the
Iwahori-invariants of an unramified principle series of the p-adic group are two geometric realizations
of the regular representation of the finite Hecke algebra. Under this isomorhpism, the stable basis
(or the motivic Chern classes of the Schubert cells) gets identified with the standard basis on the
p-adic side, while the fixed point basis maps to the Casselman basis [C80]. With this isomorphism,
we can give an equivariant K-theory interpretation of the Macdonald’s formula for the spherical
function ([C80]) and the Casselman–Shalika formula ([CS80]) for the spherical Whittaker function
(see [SZZ17]).
The stable basis is also related to representations of Lie algebras in positive characteristic fields,
via the localization theorem of Bezrukavnikov, Mirkovic´ and Rumynin [BMR08, BMR06], which
generalizes the famous localization theorem of Beilinson and Bernstein [BB81] over the complex
numbers. This is achieved as follows. The definition of the K-theory stable basis depends on a
choice of the alcove. Changing alcoves defines the so-called wall R-matrices ([OS16]). We first recall
these wall R-matrices for the Springer resolution, which are computed in [SZZ19]. The formulae can
be nicely packed using the Hecke algebra actions. It turns out the wall R-matrices coincide with the
monodromy matrices of the quantum connection. Bezrukavnikov and Okounkov conjecture that for
general symplectic resolutions X , the monodromy representation is isomorphic to the representation
coming from derived equivalences ([O15b, BO]). The Springer resolution case is established by
Braverman, Maulik and Okounkov in [BMO09]. Thus, the wall R-matrices is also related to the
derived equivalences. Finally, we give a categorification of the stable basis via the affine braid
group action, constructed by Bezrukavnikov and Riche (see [BR13, R08]), on the derived category
of coherent sheaves on the Springer resolution. Moreover, the categorified stable basis is identified
with the Verma modules for the Lie algebras over positive characteristic fields under the localization
equivalence.
Acknowledgments. We thank G. Zhao for the collaboration of [SZZ17, SZZ19]. The first-named
author also thanks P. Aluffi, L. Mihalcea and J. Schu¨rmann for the collaboration of [AMSS17,
AMSS19]. We thank the organizers for invitation to speak at the ‘International Festival in Schubert
Calculus’, Guangzhou, China, 2017.
2. Cohomological Stable basis
Let us first recall the definition of the stable basis of Maulik and Okounkov [MO12].
2.1. Notations. Let G be a connected, semisimple, complex linear algebraic group with a Borel
subgroup B and a maximal torus A. Let B− be the opposite Borel subgroup. Let Λ (resp. Λ∨) be
the group of characters (resp. cocharacters) of A. Let R+ denote the roots in B and Q be the root
lattice. Let g (resp. h) be the Lie algebra of G (resp. A). Let ρ be the half-sum of the positive
roots. Let C± ⊂ h be the dominant/anti-dominant Weyl chamber in h. Let B = G/B be the variety
of all Borel subgroups of G. Denote T ∗B (resp. TB) the cotangent (tangent) bundle. The cotangent
bundle T ∗B is a resolution of the nilpotent cone N ⊂ g∗, which is the so-called Springer resolution.
The group C∗ acts on T ∗B by z · (B′, x) = (B′, z−2x) for any z ∈ C∗, (B′, x) ∈ T ∗B. Let −~ be
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the LieC∗-weight of the cotangent fiber. Let T = A × C∗. Then H∗T (pt) = C[LieA][~]. Let W be
the Weyl group, and let ≤ denote the Bruhat order on W . The A-fixed points in T ∗B are indexed
by the Weyl group W . For each w ∈ W , the corresponding fixed point is wB ∈ B ⊂ T ∗B. Let
ιw : wB →֒ T
∗B denote the embedding. For any γ ∈ H∗T (T
∗B), let γ|w = ι
∗
wγ ∈ H
∗
T (wB) = H
∗
T (pt).
2.2. Definition. The definition of the stable basis depends on a choice a Weyl chamber C in h. Pick
any one parameter σ : C∗ → A lying in the chamber C. Recall the attracting set of the torus fixed
point wB ∈ T ∗B
AttrC(w) = {x ∈ T
∗B| lim
z→0
σ(z) · x = wB}.
A partial order on W is defined as
v C w if AttrC(w) ∩ vB 6= ∅.
The order determined by the dominant chamber (resp. anti-dominant chambert) is the usual Bruhat
order (resp., the opposite Bruhat order). The full attracting set is
FAttrC(w) = ∪vCw AttrC(v).
For each w ∈ W , let ǫw = eA(T ∗wBB), the A-equivariant Euler class of the A-vector space T
∗
wBB.
I.e., ǫw is the product of A-weights in the vector space T
∗
wBB. Let Nw = TwB(T
∗B). The chamber
C gives a decomposition of the tangent bundle
Nw = Nw,+ ⊕Nw,−
into A-weights which are positive and negative on C respectively. Since T = A × C∗, H∗T (pt) =
H∗A(pt)[~]. The sign in ±e(Nw,−) ∈ H
∗
T (pt) is determined by the condition
±e(Nw,−)|~=0 = ǫw.
The cohomological stable basis is defined as follows.
Definition 2.1. [MO12, Theorem 3.3.4] There exists a unique map of H∗T (pt)-modules
stabC : H
∗
T ((T
∗B)A)→ H∗T (T
∗B)
satisfying the following properties. For any w ∈W , denote stabC(w) = stabC(1w). Then
(1) (Support) supp stabC(w) ⊂ FAttrC(w),
(2) (Normalization) stabC(w)|w = ±e(N−,w), with sign according to ǫw,
(3) (Degree) stabC(w)|v is divisible by ~, for any v ≺C w.
Remark 2.2. (1) The map is defined by a Lagrangian correspondence between (T ∗B)A × T ∗B,
hence mapping middle degree to middle degree. Therefore, the last condition is equivalent
to
degA stabC(w)|v < degA stabC(v)|v .
Here, for any f ∈ HT (pt) = C[LieA][~], degA f denotes the degree of the polynomial f in
the A-variables.
(2) By the first and second conditions above, {stabC(w)|w ∈ W} are a basis for the localized
equivariant cohomology H∗T (T
∗B)loc := H∗T (T
∗B) ⊗HT (pt) FracHT (pt). It is the so-called
stable basis.
(3) The stable bases for opposite chambers are dual bases; see [MO12, Theorem 4.4.1] . I.e.,
〈stabC(v), stab−C(w)〉 = (−1)
dimG/Bδv,w,
where the pairing 〈−,−〉 is the Poincare´ pairing defined via localization.
Let stab+(w) = stabC+(w) and stab−(w) = stabC−(w).
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2.3. The graded affine Hecke algebra action. The graded affine Hecke algebra H~ is generated
by the elements xλ for λ ∈ h∗, w ∈ W and a central element ~ such that
(1) xλ depends linearly on λ ∈ h∗;
(2) xλxµ = xµxλ for any λ, µ ∈ h∗;
(3) The w’s form the Weyl group inside H~;
(4) For any simple root αi and λ ∈ h∗, we have
sixλ − xsiλsi = ~(λ, α
∨
i ).
According to [L88], there is a natural algebra isomorphism
H~ ≃ H
G×C∗
∗ (Z),
where Z = T ∗B ×N T ∗B is the Steinberg variety, and the right hand side is endowed with the
convolution algebra structure. The isomorphism is constructed as follows. For any λ ∈ Λ, let
Lλ = G×B Cλ be the line bundle on B. Pulling back to T
∗B, we get a line bundle on T ∗B, which
is still denoted by Lλ. The the above isomorphism sends xλ to the push-forward of the first Chern
class c1(Lλ) under the diagonal embedding T ∗B →֒ Z. The image of a simple reflection sα in the
Weyl group is constructed as follows. Let Pα denote the corresponding minimal parabolic subgroup
containing B. Let Pα = G/Pα and Yα = B ×Pα B ⊂ B × B. The conormal bundle T
∗
Yα
(B × B) is
denoted by T ∗Yα , which is a smooth closed G× C
∗-invariant subvariety of Z. Then sα − 1 is sent to
the cohomology class [T ∗Yα ] ∈ H
G×C∗
∗ (Z).
Via this isomorphism, H~ acts on H∗T (T
∗B) by convolution ([CG97, Chapter 2]). Let π denote
this action. The action on the stable basis is given by
Theorem 2.3. [Su17, Lemma 3.2] For any w ∈W and simple root α,
π(sα)(stab±(w)) = − stab±(wsα).
2.4. The restriction formula. One immediate corollary of the above theorem is the restriction
formula for the stable basis; see [Su17, Theorem 1.1].
Theorem 2.4. Let y = σ1σ2 · · ·σl be a reduced expression for y ∈W . Then
(1) stab−(w)|y = (−1)
l(y)
∏
α∈R+\R(y)
(α− ~)
∑
1≤i1<i2<···<ik≤l
w=σi1σi2 ...σik
~l−k
k∏
j=1
βij ,
where σi is the simple reflection associated to a simple root αi, βi = σ1 · · ·σi−1αi, and R(y) =
{βi|1 ≤ i ≤ l}. Furthermore, the sum in Equation (1) does not depend on the reduced expression for
y.
From this formula, we can recover the AJS/Billey formula ([B99])
[B−wB/B]|y =
∑
1≤i1<i2<···<ik≤l
w=σi1σi2 ...σik reduced
βi1 · · ·βik ,
via the following limit formula
[B−wB/B]|y = (−1)
ℓ(w) lim
~→∞
stab−(w)|y
(−~)dimB−wB/B
.
See [Su17, Theorem 4.8] for more details.
2.5. Relation with Chern-Schwartz-MacPherson (CSM) classes. Let us first recall the def-
inition of Chern-Schwartz-MacPherson classes. According to a conjecture attributed to Deligne
and Grothendieck, there is a unique natural transformation c∗ : F → H∗ from the functor F of
constructible functions on a complex algebraic variety X to homology of X , where all morphisms
are proper, such that if X is smooth then c∗(1X) = c(TX) ∩ [X ]. This conjecture was proved by
MacPherson [M74]. The class c∗(1X) for possibly singular X was shown to coincide with a class
defined earlier by M.-H. Schwartz [S65a, S65b]. For any constructible subset W ⊂ X , we call the
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class cSM (W ) := c∗(1W ) ∈ H∗(X) the Chern-Schwartz-MacPherson (CSM) class of W in X . The
theory of CSM classes was later extended to the equivariant setting by Ohmoto [O06].
Let X(w)◦ = BwB/B ⊂ X and Y (w)◦ = B−wB/B be the Schubert cells in B. Let X(w) =
X(w)◦ be the Schubert variety. Similar formula in Theorem 2.3 was also obtained by Aluffi and
Mihalcea for the CSM classes for the Schubert cells cSM (X(w)
◦); see [AM16]. Comparing these
formulae, it is easy to get the following relation between the stable basis and the CSM classes; see
[AMSS17, Corollary 1.2] and [RV15].
Theorem 2.5. Let i : B →֒ T ∗B be the inclusion. For any w ∈W ,
ι∗(stab+(w))|~=1 = (−1)
dimG/BcSM (X(w)
◦) ∈ H∗A(B),
and
ι∗(stab−(w))|~=1 = (−1)
dimG/BcSM (Y (w)
◦) ∈ H∗A(B).
The equivariant cohomology of the flag variety B has a natural basis, namely, the Schubert basis
{[X(w)]|w ∈W}. Thus we can expand the CSM classes in terms of this basis
cSM (X(w)
◦) =
∑
u
c(w, u)[X(u)] ∈ H∗A(B),
where c(w, u) ∈ H∗A(pt). It is conjectured by Aluffi and Mihalcea that ([AM16])
c(w, u) ∈ Z≥0[α|α > 0].
The non-equivariant case of this conjecture is proved in [AMSS17], in which the relation between
the stable basis and the characteristic cycles of homolomic DB-modules played an important role.
2.6. Characteristic cycles of D-modules. For w ∈ W , let Mw be the Verma module of highest
weight −wρ−ρ, a module over the universal enveloping algebra U(g). Let Mw denote the holonomic
DB-module
Mw = DB ⊗U(g) Mw.
The image of this regular holonomic DB-module under the Riemann–Hilbert correspondence is the
constructible complex CX(w)◦ [ℓ(w)]; see [BB81, BK81]. The characteristic cycle Char(Mw) of Mw
is a linear combination of the conormal bundles of the Schubert cells. The relation with the stable
basis is given by the following formula. It is claimed in [MO12, Remark 3.5.3], and later proved in
[AMSS17, Lemma 6.5].
Theorem 2.6. For any w ∈ W ,
stab+(w) = (−1)
dimG/B−ℓ(w)[Char(Mw)] ∈ H
∗
T (T
∗B).
3. K-theoretic Stable bases and the affine Hecke algebra action
We first recall the definition of K-theoretic stable bases of Maulik and Okounkov. We follow the
notations of [SZZ17].
3.1. Notations continued. We will follow the notations in Section 2. Let us introduce more
notations. Let Hα∨,n = {λ ∈ h∗R|(λ, α
∨) = n} be the hyperplanes determined by the coroot α∨
and integers n. The union of the hyperplanes is a closed subset of h∗R, whose complement has
connected components called alcoves. The fundamental alcove is ∇+ = {λ ∈ h∗R|0 < 〈λ, α
∨〉 <
1, for any positive coroot α∨}. Denote ∇− = −∇+.
In the remaining parts of this note, we will consider the equivariant K-theory, a good introduction
of which can be found in [CG97]. If a groupH acts on an algebraic varietyX , then the H-equivariant
K-theory of X , which is denoted by KH(X), is defined to be the Grothendieck group of the H-
equivariant coherent sheaves on X . I.e., KH(X) := K
0(CohH(X)). By definition, KH(X) is a
module over KH(pt) = K
0(Rep(H)).
Recall the group C∗ acts on T ∗B by z · (B′, x) = (B′, z−2x) for any z ∈ C∗, (B′, x) ∈ T ∗B. Let
q−1 be the C∗-character of of the cotangent fiber under this action, i.e., q = e~. Therefore, the C∗-
equivariant K-group of a point is KC∗ = K
0(Rep(C∗)) = Z[q1/2, q−1/2]. Recall T = A×C∗. Denote
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R = Z[q1/2, q−1/2], and S = KT (pt) = Z[q
1/2, q−1/2][Λ]. We consider the T -equivariant K-theory
of T ∗B. Recall ιw denotes the inclusion of the fixed point wB into T ∗B. For any F ∈ KT (T ∗B),
let F|w denote ι∗wF ∈ KT (pt). By localization theorem [CG97, Chapter 5], the localized K-group
KT (T
∗B)loc := KT (T
∗B)⊗KT (pt) FracKT (pt) has a fixed point basis {ιw∗1|w ∈ W}.
The non-degenerate pairing on KT (T
∗B) can be defined using localization as follows
〈F ,G〉 =
∑
w∈W
F|wG|w∧•
Tw(T ∗B)
=
∑
w∈W
F|wG|w∏
α>0(1− e
wα)(1− qe−wα)
, F ,G ∈ KT (T
∗B).
Here for each T -space V ,
∧•
V =
∑
k≥0(−1)
k
∧k
V ∨ =
∏
(1 − e−α) ∈ KT (pt), where the product
runs through all T -weights in V , counted with multiplicities.
3.2. Definition of the stable basis. A polarization T 1/2 is a solution of the following equation
T 1/2 + q−1(T 1/2)∨ = T (T ∗B) in KT (T
∗B).
Denote T
1/2
opp = q−1(T 1/2)∨. We will frequently focus on the two mutually opposite polarizations:
TB and T ∗B. Recall Nw = TwB(T ∗B) is the normal bundle at w, and the chamber C determines a
decomposition Nw = Nw,+ ⊕Nw,− according to the sign of A-weights with respect to the chamber
C. Let N
1/2
w = Nw ∩ (T 1/2|w), and similarly define N
1/2
w,+ and N
1/2
w,−. It follows that the square root
(
detNw,−
detN
1/2
w
)1/2 exists in KT (T
∗B).
For any Laurent polynomial f =
∑
µ∈Λ fµe
µ ∈ KT (pt), with fµ ∈ Z[q1/2, q−1/2], eµ ∈ KA(pt),
define the A-degree of f to be the Newton polygon
degA f = Convex hull ({µ|fµ 6= 0}) ⊂ Λ⊗ R.
We can now recall the definition of the K-theory stable basis.
Definition 3.1. [O15a] For any chamber C, polarization T 1/2, and alcove ∇, there is a unique map
of KT (pt)-modules (called the stable envelope):
stabC,T 1/2,∇ : KT ((T
∗B)A)→ KT (T
∗B),
satisfying the following properties. Denote stabC,T
1/2,∇
w = stabC,T 1/2,∇(1w). Then
(1) (Support) supp(stabC,T
1/2,∇
w ) ⊂ FAttrC(w).
(2) (Normalization) stabC,T
1/2,∇
w |w = (−1)
rankN
1/2
w,+
(
detNw,−
detN
1/2
w
)1/2
OAttrC(w)|w.
(3) (Degree) degA(stab
C,T 1/2,∇
w |v) ⊂ degA(stab
C,T 1/2,∇
v |v) + vλ− wλ for any v ≺C w, λ ∈ ∇.
Note that the the degree condition depends on the alcove ∇ only, not on a particular λ ∈ ∇. On
the other hand, the normalization does not depend on the alcove.
Denote
stab+w = stab
C+,TB,∇−
w , stab
−
w = stab
C−,T
∗B,∇+
w .
We list some basic properties of stable bases (see [OS16, Proposition 1] and [SZZ17, Lemma 2.2]):
(1) The duality: 〈stabC,T
1/2,∇
w , stab
−C,T 1/2opp ,−∇
v 〉 = δv,w ∈ KT (T ∗B).
(2) stab+w |w = q
−ℓ(w)/2
∏
β>0,wβ<0(q − e
wβ)
∏
β>0,wβ>0(1 − e
wβ).
(3) stab−w |w = q
ℓ(w)/2
∏
β>0,wβ<0(1 − e
−wβ)
∏
β>0,wβ>0(1− qe
−wβ).
3.3. The action of the affine Hecke algebra. Let H denote the affine Hecke algebra of G. As a
vector space, it is H(W ) ⊗ Z[Λ], where H(W ) is the finite Hecke algebra, whose quadratic relation
is (Tsα +1)(Tsα− q) = 0 for a simple root α. Recall the famous theorem of Kazhdan–Lusztig [KL87]
and Ginzburg [CG97]
(2) H ≃ KG×C∗(Z),
where Z = T ∗B ×N T ∗B is the Steinberg variety, and the right hand side is endowed with the
convolution algebra structure (see [CG97, Chapter 5]). The isomorphism is constructed as follows.
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We use the notations in Section 2.3. Let πi : T
∗
Yα
→ T ∗B are the two projections. Let O△ be the
structure sheaf of the diagonal△(T ∗B) ⊂ T ∗B×T ∗B. Then the isomorphism in (2) sends the simple
generator Tsα ∈ H(W ) to −[O△]− [OT∗Yα ⊗ π
∗
2Lα] ∈ KG×C∗(Z) and e
λ ∈ Z[Λ] to O△(λ); see [R08].
By convolution, KG×C∗(Z) acts on KT (T
∗B); see [CG97, Chapter 5]. Since the kernel defining
Tα is not symmetric. The left and right convolution actions are different. Following [SZZ17], we use
Tα (resp. T
′
α) to denote the left (resp. right) convolution action of Tα. From [SZZ17, Lemma 3.4],
these two operators are adjoint to each other:
〈Tα(F),G〉 = 〈F , T
′
α(G)〉, ∀F ,G ∈ KT (T
∗B).
One of the main results in [SZZ17] is the computation of the affine Hecke algebra action on the
stable bases. More precisely, we have
Theorem 3.2. [SZZ17, Proposition 3.3, Theorem 3.5] Let α be a simple root. Then
Tα(stab
−
w) =
{
(q − 1) stab−w +q
1/2 stab−wsα , if wsα < w;
q1/2 stab−wsα , if wsα > w.
(3)
T ′α(stab
+
w) =
{
(q − 1) stab+w +q
1/2 stab+wsα , if wsα < w;
q1/2 stab+wsα , if wsα > w.
(4)
In particular,
stab−w = q
ℓ(w0w)
2 T−1w0w(stab
−
w0), and stab
+
w = q
− ℓ(w)2 T ′w−1(stab
+
id).
In the proof of this theorem, an elementary but essential method called rigidity was used. Its
simplest form says the following. If p(z) ∈ C[z±1], then
p(z) is bounded as z → ±∞ ⇐⇒ p(z) is a constant.
More applications of this method can be found in the survey by Okounkov [O15a]. As a immediate
corollary, we obtain recursive formulas for localizations of stable bases [SZZ17, Proposition 3.6].
This plays an important role in the identification between the stable basis and motivic Chern classes
of Schubert cells (see Section 5), which was used to prove some conjectures of Bump, Nakasuji and
Naruse in representations of p-adic Langlands dual groups; see [AMSS19].
4. Root polynomials and restriction formulas
Since localization is such a powerful tool in calculations, it is important to study the localization
of the stable basis. The cohomology case was done in [Su17]. For the K-theoretic case, we use the
root polynomial method, which works better in an algebraic construction of the K-theory stable
basis.
4.1. Algebraic construction of stable bases. Firstly, we can realize stable basis in terms of
Kostant and Kumar’s twisted group algebra method. Recall that S = Z[q1/2, q−1/2][Λ]. Denote
xα := 1 − e−α. Let Q = Frac(S), QW = Q ⋊ Z[W ] with a left Q-basis δw, w ∈ W with product
formula
pδw · p
′δw′ = pw(p
′)δww′ , w, w
′ ∈ W, p, p′ ∈ Q.
For each simple root αi, define the Demazure-Lusztig elements in QW as follows:
+
τ i =
q − 1
1− eαi
+
q − eαi
1− e−αi
δsi ,
−
τ i =
q − 1
1− eαi
+
1− qe−αi
1− eαi
δsi .
Both of the two elements satisfy the usual defining relations for the Demazure-Lusztig operators, so
together with S,
+
τ i (resp.
−
τ i) for i = 1, ..., n generate a subalgebra of QW that is isomorphic to the
affine Hecke algebra H. Moreover,
±
τw, w ∈W form bases of QW , and we have
(5) δw =
∑
v≤w
b±w,v
±
τ v, b
±
w,v ∈ Q.
We will show that the coefficients b±w,v can be computed by root polynomials below, and they are
closely related to the restriction formula of stable bases.
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Define the dual of the left Q-module QW , Q
∗
W := HomQ(QW , Q)
∼= Hom(W,Q). It has a standard
basis fw, w ∈W . This is dual to the basis δw. The module Q∗W is a commutative ring via the product
fwfv = δw,vfw, and the identity is denoted by 1 :=
∑
v∈W fv. Geometrically, Q
∗
W is isomorphic
to Q ⊗S KT (T ∗B) as commutative rings, and the basis fw goes to the normalized fixed point basis
ιw∗1∏
α>0(1−e
wα)(1−qe−wα) .
The ring QW acts on Q
∗
W as follows:
(z • f)(z′) = f(z′z), z, z′ ∈ QW , f ∈ Q
∗
W .
The action is Q-linear (hence also S-linear).
We denote some elements in S:
xw0 =
∏
α>0
(1 − e−α), x−w0 = w0(xw0).
By comparing the Tαi , T
′
αi action with
±
ταi , and using the normalization condition of stable bases,
we obtain that
Theorem 4.1. [SZZ17, Theorem 5.4] Via the isomorphism Q ⊗S KT (T ∗B) ∼= Q∗W , Tαi and T
′
αi
coincide with
−
τ i,
+
τ i, respectively, and we have
stab+w = q
−ℓ(w)/2+τw−1 • (x−w0fe), stab
−
w = q
ℓ(w0)q−ℓ(w)/2(
−
τw0w)
−1 • (x−w0fw0).
4.2. Root polynomials and restriction formula. Let Qx = Q when variables of Q are denoted
by xλ = 1−e−λ, and variables ofQy = Q will be yλ = 1−e−λ. Let Qˆ = Qy⊗RQx and QˆW = Qy⊗QxW
so that elements of Qy commute with elements of QxW = Q
x ⋊ Z[W ]. The free Qˆ-module QˆW
has basis {δxw}w∈W . There is a ring homomorphism of ev : Qˆ 7→ Q
x, yλ ⊗ xµ 7→ xλxµ, which
induces a left Qˆ-module structure on QxW . Moreover, it induces a left Qˆ-module homomorphism
ev : Qˆ = Qy ⊗R QxW 7→ Q
x
W , satisfying
ev(yzˆz) = ev(y) ev(zˆ) ev(z), y ∈ Qy, zˆ ∈ QˆW , z ∈ Q
x
W .
We now define the root polynomials. For each w = si1 · · · sil , denote βj = si1 · · · sij−1αj , and
define
R±w =
l∏
j=1
hij (βj) ∈ QˆW , where hi(β) =
±
τ
x
i −
q − 1
y−β
∈ QˆW .
Express R±w =
∑
v≤wK
±
τ
v,w
±
τ
x
v . From the braid relations of
±
τ
x
i , we know that K
−
τ
v,w = K
+
τ
v,w ∈ Q
y.
Moreover, we have
Theorem 4.2. [SZZ17, Theorem 6.3, 6.5] For any w ∈ W , we have
(1) ev(R
+
τ
w) = (
∏
α>0,w−1α<0
q−eα
1−e−α )δ
x
w, ev(R
+
τ
w) = (
∏
α>0,w−1α<0
1−qe−α
1−eα )δ
x
w.
(2) K
+
τ
v,w = K
−
τ
v,w = (
∏
α>0,w−1α<0
q−eα
1−e−α )b
+
w,v = (
∏
α>0,w−1α<0
1−qe−α
1−eα )b
−
w,v, where b
±
w,v were defined
in (5).
(3) stab−w = q
−ℓ(w0w)
∑
v≥w
∏
α>0,v−1α<0
(1− eα)
∏
α>0,v−1α>0
(1− qe−α)K
±
τ
w,vfv.
Restricting both sides of the third equation to the fixed point vB, we get the formula for stab−w |v.
Example 4.3. We consider the case of SL3, in which case there are two simple roots α1, α2 and
W = S3. Let w = s1s2 with β1 = α1, β2 = α1 + α2. Then
R
±
τ
w = h1(α1)h2(α1 + α2) = (
±
τ
x
s1 −
q − 1
y−α1
)(
±
τ
x
s2 −
q − 1
y−α1−α2
)
=
±
τ
x
s1s2 −
q − 1
y−α1
±
τ
x
s2 −
q − 1
y−α1−α2
±
τ
x
s1 +
(q − 1)2
y−α1y−α1−α2
.
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So
ev(R±w) =
±
τ
x
s1s2 −
q − 1
x−α1
±
τ
x
s2 −
q − 1
x−α1−α2
±
τ
x
s1 +
(q − 1)2
x−α1x−α1−α2
.
For instance, expressing stab−s1 as a linear combination of fv, v ∈ S3, then the coefficient at s1s2 is
equal to
q−ℓ(w0s1)
∏
α>0,s2s1α<0
(1− eα)
∏
α>0,s2s1α>0
(1− qe−α)K
±
τ
s1,s1s2
=q−3(1− eα1)(1 − eα1+α2)(1− qe−α2)(−
q − 1
1− eα1+α2
)
=− q−3(q − 1)(1− eα1)(1 − qe−α2).
5. Motivic Chern classes of the Schubert cells
In this section, we recall briefly the relation between the stable basis and motivic Chern classes
for the Schubert cells, see [AMSS19, FRW18].
5.1. Definition of motivic Chern classes. Let us first recall the definition of the motivic Chern
classes, following [BSY10, AMSS19, FRW18]. Let X be a quasi-projective complex A-variety. Let
GA0 (var/X) be the free abelian group generated by symbols [f : Z → X ] where Z is a quasi-projective
A-variety and f : Z → X is a A-equivariant morphism modulo the usual additivity relations
[f : Z → X ] = [f : U → X ] + [f : Z \ U → X ]
for U ⊂ Z an open A-invariant subvariety. Then there exists a unique natural transformation
MCy : G
A
0 (var/X)→ KA(X)[y]
such that it is functorial with respect to A-equivariant proper morphisms of non-singular, quasi-
projective varieties, and if X is smooth,
MCy([idX : X → X ]) = λy(T
∗X) =
∑
yi[∧iT ∗X ] ∈ KA(X)[y].
Here y is a formal variable. The existence in the non-equivariant case was proved in [BSY10]. The
equivariant case is established in [AMSS19, FRW18].
5.2. Motivic Chern classes of the Schubert cells. Let X = G/B be the complete flag variety.
Recall X(w)◦ = BwB/B ⊂ X and Y (w)◦ = B−wB/B are the Schubert cells in X , where B− is the
opposite Borel group. Recall the Serre duality functor on X
D(F) = RHom(F , ω•X),
where F ∈ KA(X) and ω•X = L2ρ[dimX ] is the dualizing complex of X . We extend it to
KA(X)[y, y
−1] by sending y to y−1. Let i : X →֒ T ∗B be the inclusion. Then the relation be-
tween the motivic Chern classes and the stable basis is
Theorem 5.1. [AMSS19] For any w ∈W , we have
q−
ℓ(w)
2 D(i∗ stab+(w)) =MC−q−1([X(w)
◦ →֒ X ]) ∈ KA(X)[q, q
−1],
and
q
ℓ(w)
2 −dimG/Bi∗(stab−(w)) ⊗ [ω
•
X ] =MC−q−1([Y (w)
◦ →֒ X ]) ∈ KA(X)[q, q
−1].
It will be proved in [AMSS] that
(−q)− dimG/Bi∗(gr(iw!Q
H
Y (w)◦))⊗ [ω
•
X ] =MC−q−1([Y (w)
◦ →֒ X ]),
where iw : Y (w)
◦ →֒ X is the inclusion, and gr(iw!QHY (w)◦) is the associated graded (or C
∗-
equivariant) sheaf on the cotangent bundle of X determined by the shifted mixed Hodge module
QHY (w)◦ ; see [T87, AMSS]. Since i
∗ is an isomorphism, we get
q
ℓ(w)
2 stab−(w) = (−1)
dimG/Bgr(iw!Q
H
Y (w)◦).
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This is the K-theoretic analogue of Theorem 2.6.
Theorem 5.1 is used in [AMSS19] to prove some conjectures of Bump, Nakasuji and Naruse
([BN17, N14]) about unramified principal series of the p-adic Langlands dual group. In the proof,
we need to build a relation between the stable basis (or motivic Chern classes of Schubert cells) and
unramified principal series. This is explained in the next section.
6. Unramified principle series of p-adic Langlands dual group
In this section, we relate stable bases with certain basis in the Iwahori-invariants in the unramified
principal series representation of the Langland dual group.
6.1. The two bases in Iwahori-invariants of an unramified principal series representation.
Let F be a finite extension of Qp
1. Let OF be the ring of integers, with a uniformizer ̟ ∈ OF , and
residue field Fq. Let Gˇ be the split reductive group over F , which is the Langlands dual group of
G. Let Aˇ ⊂ Bˇ be the corresponding dual maximal torus and Borel subgorup. Let I be the Iwahori
subgroup.
Let τ be an unramified character of Aˇ. Recall the principal series representation I(τ) :=
Ind
Gˇ(F )
Bˇ(F )
(τ) is the induced representation, which consists of locally constant functions f on Gˇ(F )
such that f(bg) = τ(b)δ1/2(b)f(g), b ∈ Bˇ(F ), where δ(b) =
∏
α>0 |α
∨(b)|F is the modulus function
on the Borel subgroup.
It is well known that the affine Hecke algebra in (2) can also be realized as H = Cc[I\Gˇ(F )/I],
which is the so-called Iwahori–Hecke algebra. The algebra structure on the latter space is induced
by convolution. Again by convolution, the Iwahori–Hecke algebra H acts from the right on the
Iwahori-invariants I(τ)I .
If the unramified character τ is regular, then the space HomGˇ(F )(I(τ), I(w
−1τ)) is one-dimensional.
It is spanned by an operator Aτw, called intertwiner. And it is defined as follows
Aτw(f)(g) =
∫
Nˇw
f(wng)dn,
where Nˇw = Nˇ(F ) ∩ w−1Nˇ−(F )w with Nˇ (resp. Nˇ−) being the unipotent radical of the Borel
subgroup Bˇ (resp. Bˇ−).
There are two bases of I(τ)I . The first basis {ϕτw|w ∈ W}, which is called the standard basis, is
induced by the following decomposition
Gˇ(F ) = ⊔w∈W Bˇ(F )wI.
I.e., ϕτw is characterized by the following conditions:
(1) ϕτw is supported on Bˇ(F )wI;
(2) ϕτw(bwg) = τ(b)δ
1/2(b) for any b ∈ Bˇ(F ), g ∈ I.
The other basis {f τw|w ∈ W}, which is the so-called Casselman’s basis [C80], is characterized by
Aτv(f
τ
w)(1) = δv,w.
These bases played an important role in the computation of the Macdonald spherical function [C80]
and the Casselman–Shalika formula for the spherical Whittaker function [CS80].
6.2. The comparison. Since τ is an unramified characte of Aˇ, it is equivalent to a point τ ∈ A.
Therefore, we can evaluate the base ring KA(pt) at τ ∈ A. We let Cτ denote this evaluation
representation of KT (pt) = KA×C∗(pt). For any F ∈ KA×C∗(T ∗B), let F−ρ denote F ⊗ L(−ρ).
Now we can state the relation between these bases. The following theorem is a shadow of the two
geometric realizations of the affine Hecke algebra
KG×C∗(Z) ≃ H ≃ Cc[I\Gˇ(F )/I].
We refer the readers to [SZZ17, Section 8.2 and 8.3] for a more precise statement of the following
theorem.
1The result also holds for F = Fq((t)).
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Theorem 6.1. [SZZ17, Theorem 8.4] There is a unique isomorphism of right H-modules
Ψ : KA×C∗(T
∗B)⊗KA×C∗(pt) Cτ → I(τ)
I ,
such that the equivariant parameter q is mapped to the cardinality of the residue field Fq and
qℓ(w)∏
β>0,wβ>0(1 − e
wβ)
∏
β>0,wβ<0(q − e
wβ)
(ιw∗1)−ρ 7→ f
τ
w,
(stab−w)−ρ 7→ q
−ℓ(w)/2ϕτw.
As applications of this theorem, in [SZZ17], we showed that the left Weyl group action on the
K-theory side corresponds to the suitably normalized intertwiners on the representation theory side
(cf. Corollary 8.6), and provided some K-theoretic interpretations of Macdonald’s formula [C80] (cf.
Theorem 8.8) and the Casselman-Shalika formula [CS80] (cf. Theorem 8.11).
It is an interesting question to study the transition matrix between the two basis in I(τ)I . Define
the following transition matrix coefficients mu,w by∑
w≥u
ϕw =
∑
w∈W
mu,wfw.
For instance, the following special case
mid,w =
∏
α>0,w−1α<0
1− q−1eα(τ)
1− eα(τ)
is the Gindikin-Karpelevich formula.
The authors of [AMSS19] used Theorem 6.1, Theorem 5.1 and some functorial properties for the
motivic Chern classes to prove the following conjectures of Bump, Nakasuji and Naruse ([BN17,
N14]).
Theorem 6.2. [AMSS19] For any u ≤ w ∈W ,
(1)
mu,w =
∏
α>0,u≤sαw<w
1− q−1eα(τ)
1− eα(τ)
,
if and only if the Schubert variety Y (u) is smooth at the torus fixed point ew.
(2) As a function of τ ∈ A, the product
∏
α>0,u≤sαw<w
(1− eα)mu,w is analytic on the maximal
torus A.
7. Wall crossings for the stable bases
Note that the definition of the stable bases depend on the alcoves in h∗R. Stable bases for different
alcoves are related by the so-called wall crossing R-matrices; see [OS16]. In this section, we study
the wall crossing R-matrices for the Springer resolution, which will be used for the categorification
in the next section. The main reference for these two sections is [SZZ19].
7.1. Wall crossing matrix. By uniqueness of the stable basis, it is immediate to see that for any
µ ∈ Λ,
(6) stabC,T
1/2,∇+µ
y = e
−yµLµ ⊗ stab
C,T 1/2,∇
y .
Because of this property, instead of crossing all the walls on Hα∨,n, it is enough to just cross the
walls on the 0 hyperplanes Hα∨,0. From now on, let ∇1, ∇2 are two alcoves sharing a wall on Hα∨,0,
and (λ1, α
∨) > 0 for any λ1 ∈ ∇1.
Another useful fact is (see [OS16, Theorem 1]):
stabC,T
1/2,∇2
y =
{
stabC,T
1/2,∇1
y +f
∇2←∇1
y stab
C,T 1/2,∇1
ysα , if ysα ≺C y;
stabC,T
1/2,∇1
y , if ysα ≻C y,
where f∇2←∇1y ∈ KT (pt).
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Then we have
Theorem 7.1. [SZZ19] For any y ∈W , we have
stabC,TB,∇2y =
{
stabC,TB,∇1y +(q
1/2 − q−1/2) stabC,TB,∇1y , if ysα ≺C y;
stabC,TB,∇1y , if ysα ≻C y.
stab−C,T
∗B,∇2
y =
{
stab−C,T
∗B,∇1
y +(q
1/2 − q−1/2) stab−C,T
∗B,∇1
y , if ysα ≻C y;
stab−C,T
∗B,∇1
y , if ysα ≺C y.
This theorem is firstly proved when α is a simple root, by computing the action of Tα and T
′
α on
the stable basis stabC,TB,∇y and stab
−C,T∗B,∇
y for any alcove∇. I.e., we use rigidity to obtain a general
version of Theorem 3.2. For the non-simple root case, we use the following equality ([AMSS19]) to
reduce to the simple root case
(7) w(stabC,TB,∇y ) = stab
wC,TB,∇
wy ,
where w denotes the left Weyl group action on KT (T
∗B) by w.
7.2. Wall crossing and affine Hecke algebra actions. Combining Theorem 3.2 and Theorem
7.1, we get the following general formulae, which show that the wall crossing matrices and the affine
Hecke algebra action (see Section 3) are compatible.
Theorem 7.2. [SZZ19] For any x, y ∈W , we have
stabC−,T
∗B,x∇+
y = q
−1/2
x Tx(stab
C−,T
∗B,∇+
yx );(8)
stabC+,TB,x∇−y = q
1/2
x (T ′x−1)
−1(stabC+,TB,∇−yx ).(9)
Therefore, Theorem 3.2, Equations (6) and (9) determine all the stable basis stabC+,TB,∇y for the
dominant Weyl chamber C+. The stable basis for the other chambers can be computed by Equation
(7). Thus all the stable basis element stabC,TB,∇y can be calculated.
For general symplectic resolutions, Bezrukavnikov and Okounkov ([O15b, BO]) conjecture that the
representation coming from the derived equivalence is isomorphic to the monodromy representation
coming from quantum cohomology. The monodromy matrices of the quantum connection of T ∗B is
computed in [BMO09, C05]. The above theorem shows that the monodromy matrices coincide with
the wall R-matrices for the K stable basis. The relation to derived equivalences is explained in the
next section.
8. Categorification and localization in positive characteristic
In this final section, we give a categorification of the stable bases, and study its relation with repre-
sentation of g over positive characteristic fields under the localization equivalence of Bezrukavnikov,
Mirkovic´ and Rumynin [BMR08, BMR06].
8.1. Categorification of the stable basis via affine Braid group action. Let Baff (resp. B
′
aff)
be the affine braid group (resp. the extended affine braid group) with generators s˜α, α ∈ Iaff .
Let GZ be a split Z-form of the complex algebraic group G and AZ ⊂ BZ ⊂ GZ be the maximal
torus and a Borel subgroup, respectively. Let TZ = AZ ×Z (Gm)Z. Bezrukavnikov and Riche
constructed an extended affine braid group action on DbTZ(T
∗BZ) (see [BR13, R08]), denoted by
JRw˜ , w˜ ∈ B
′
aff (here R denotes the right action). Inspired by Theorem 7.2, we give the following
definition.
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Definition 8.1. Let λ ∈ ΛQ be regular. We define stabZλ(y) ∈ D
b
TZ
(T ∗BZ), y ∈W as follows:
stabZλ0(id) = L−ρ ⊗OT∗idBZ , λ0 ∈ ∇−,
stabZλ0(y) = J
R
y˜ stab
Z
λ0(id), λ0 ∈ ∇−,
stabZλ(y) = (J
R
x˜ )
−1stabZλ0(yx), y, x ∈ W,xλ0 = λ, λ0 ∈ ∇−,
stabZλ(y) = e
−yµJRµ stab
Z
λ1(y), y ∈W,µ+ λ1 = λ, µ ∈ Q, λ1 ∈ W∇−.
As an immediate corollary of Theorem 3.2, Theorem 7.2, Equation (6) and [BR13, Theorem 1.3.1,
Proposition 1.4.3, Theorem 1.6.1], we have the following theorem, which gives a categorification of
the stable basis.
Theorem 8.2. [SZZ19]Applying the derived tensor − ⊗LZ C to stab
Z
λ(w) ∈ D
b
TZ
(T ∗BZ), and taking
the class in the Grothendieck group, we get L−ρ ⊗ stab
C+,TB,λ
w ∈ KT (T
∗B).
8.2. Verma modules in positive characteristic. In this section, we briefly sketch the relation
between the K-theory stable basis and Verma modules for Lie algebras over positive characteristic
fields. We refer the readers to [SZZ19, Section 9] for the details.
We consider the level-p configuration of ρ-shifted affine hyperplanes, that is, Hpα∨,n = {λ ∈
ΛQ|〈α∨, λ + ρ〉 = np}. Let A0 be the fundamental alcove, i.e., it contains (ǫ − 1)ρ for small ǫ > 0.
Let W act on Λ via the level-p dot action, w : λ 7→ w • λ = w(λ + ρ)− ρ.
Let k be an algebraically closed field of characteristic p, and p is greater than the Coxeter number.
For any k-variety X , let X(1) be the Frobenius twist. Let U(gk) be the universal enveloping algebra
of gk with the Frobenius center O(g
∗(1)
k ) and the Harish-Chandra center O(h
∗
k/(W, •)). Let λ ∈ h
∗
k
be regular (i.e., does not lie on any hyperplane Hpα∨,n) and integral (i.e., belongs to the image of
the derivative d : Λ→ h∗k). Let U(gk)
λ be the quotient of U(gk) by the central ideal corresponding
to W • dλ ∈ h∗k/(W, •). Let Modχ(U(gk)
λ) be the category of finitely generated U(gk)
λ-modules on
which the Frobenius center O(g
∗(1)
k ) acts by the generalized character χ ∈ g
∗(1)
k .
Let Dλ be the ring of Lλ-twisted differential operators on B, and D
b(CohχD
λ) be the full sub-
category of coherent Dλ-modules that are set-theoretically supported on B
(1)
χ as a coherent sheaf on
T ∗B
(1)
k , where B
(1)
χ is the Springer fiber. Then the global section functor RΓDλ,χ : D
b(CohχDλ)→
Db(Modχ U(gk)
λ) is an equivalence according to [BMR08, Theorem 3.2], whose inverse is denoted
by Lλ0 . Let T ∗B
(1)∧
χ be the completion of T ∗B(1) at B
(1)
χ . Then for all integral λ ∈ h∗, the Azu-
maya algebra Dλ splits on T ∗B
(1)∧
χ ; see [BMR08, Theorem 5.1.1]. In particular, there is a Morita
equivalence
Coh
B
(1)
χ
(T ∗B(1)) ∼= CohχD
λ.
The equivalence above depends on the choice of a splitting bundle of Dλ [BMR08, Remark 5.2.2].
As has been done in [BR13, BM13], for λ0 ∈ A0, we normalize the choice of the splitting bun-
dle by [BMR06, Remark 1.3.5]. In this section, we denote this splitting bundle by Es. That
is, End
T∗B
(1)∧
χ
(Es) ∼= Dλ0 |T∗B(1)∧χ . This bundle fixes the equivalence CohB(1)χ (T
∗B(1)) ∼= CohχDλ0 .
Composing this equivalence with Lλ0 , we have
(10) γλ0χ : D
bModχ(U(gk)
λ0) ∼= Db CohB(1)χ
(T ∗B(1)),
which is also referred to as the localization equivalence.
Let U(gk)
λ0
χ be the completion of U(gk)
λ0 at the central character χ ∈ N
(1)
k . Then, EndT∗B(1)∧χ
(Es) ∼=
U(gk)
λ0
χ . The localization functor γ
λ0
χ can then be written as ⊗U(gk)λ0χ E
s. We also have the com-
pleted version of the equivalence γλ0χ : D
bMod(U(gk)
λ0
χ )
∼= Db Coh(T ∗B
(1)∧
χ ) [BR13, Remark 2.5.5].
From now on we consider χ = 0. In this case, we abbreviate γλ0χ simply as γ
λ0 , and the twisted
Springer fiber B
(1)
χ is the zero section B(1) ⊆ T ∗B(1).
The bundle Es on T ∗B
(1)∧
0 has a natural Tk-equivariant structure [BM13, § 5.2.4], where Tk =
Ak × k∗. Taking the ring of endomorphisms, we get a Tk-action on U(gk)
λ0
0 compatible with that
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on N (1). In particular, the Gm ⊆ Tk-action provides a non-negative grading on U(gk)
λ0
0 , referred
to as the Koszul grading. The localization equivalences above can be made into equivalences of
equivariant categories. Let Modgr0 (U(gk)
λ0 , Ak) be the category of finite-dimensional Koszul-graded
modules of U(gk)
λ0
0 , which are endowed with compatible actions of the subgroup Ak ⊆ Gk. The
compatibility is in the sense that the action of Ak differentiates to the action of the subalgebra
hk ⊆ gk. Then, we have [BM13, Theorem 1.6.7]
γλ0 : DbModgr0 (U(gk)
λ0 , Ak) ∼= D
b
Tk CohB(1)
k
(T ∗B
(1)
k ),
γλ0 : DbModgr(U(gk)
λ0
0 , Ak)
∼= DbTk Coh(T
∗B
(1)∧
0 ).
By the functor of taking finite vectors, we get ([BM13, Theorem 5.1.1])
γλ0 : DbModgr(Aλ0 , Ak) ∼= D
b
Tk Coh(T
∗B
(1)
k ).
Here Aλ0 is an ON (1) -algebra endowed with a compatible Ak × (Gm)k-action, and it has the prop-
erty that (Aλ0 )∧0
∼= U(gk)
λ0
0 . Using the correspondence given by taking completion and taking
finite vectors, we will freely pass between Modgr(U(gk)
λ0
0 , Ak) and Mod
gr(Aλ0 , Ak); similarly for
DbTk Coh(T
∗B
(1)∧
0 ) and D
b
Tk
Coh(T ∗B(1)).
For any λ in the W ′aff -orbit of λ0, we can define the localization functor
γλ : DbModgr(Aλ0 , Ak) ∼= D
b
Tk Coh(T
∗B
(1)
k ).
by precomposing with the affine braid group action functors; see [SZZ19, Section 9.3].
For the Lie algebra bk and λ ∈ Λ, recall the Verma module Zb(λ) := U(g) ⊗U(b) kλ. Then we
have
Theorem 8.3. [SZZ19] Let k be an algebraically closed field of characteristic p, and p is greater
than the Coxeter number. Assume λ to be regular and integral, then in DbTk(T
∗B
(1)
k ), we have
isomorphisms
eρstabk
−λ+ρp
(y) ∼= γλZb(y • λ+ 2ρ),
where stabk
−λ+ρp
(y) = stabZ
−λ+ρp
(y)⊗LZ k.
To prove this theorem, one needs to use the affine braid group action on Modχ U(gk)
λ constructed
in [BMR06], which iterates the Verma modules [J00], and also its compatibility with the localization
equivalences γλ. Together with the iterative definition of stabkZ(y), the theorem will follow.
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