Using an idea of Erdős the paper establishes a criterion for the linear independence of infinite products which consist of rational numbers. A criterion for irrationality is obtained as a consequence.
Introduction
Following Erdős [1] we prove ) are linearly independent over the rational numbers.
As a consequence of this theorem we obtain a criterion for infinite products to be irrational. ) is irrational for all sequences {a n } ∞ n=1 of positive integers although we know from another theorem of Erdős [1] that the number ∞ n=1 1 2 2 n an is irrational for every sequence {a n } ∞ n=1 of positive integers. Hančl and Kolouch [4] proved that if lim n→∞ a 1 2 n n = ∞ and a n ∈ Z + then the number
an ) is irrational, but we do not know if it is transcendental.
It is not difficult to prove that
3 , but we do not know if the number
) is irrational for all sequences {a n } ∞ n=1 of positive integers. Erdős [2] asked if the number ∞ n=1 1 (2 2 n +1)an is irrational for all sequences {a n } ∞ n=1 of positive integers. A simple calculation shows that
On the other side the authors are not able to decide if the number
is irrational. In fact we are not able to prove that the number
. This is analogous to the problem of the irrationality of the function ζ(k) = ∞ n=1
is the increasing sequence of all primes. We know that for even k the number ζ(k) is transcendental and that ζ(3) is an irrational number. But we do not know if the number
We also do not know if the numbers
n! ) are Q-linearly independent where π(n) denotes the number of primes less than or equal to n. Moreover, we do not know if the number
There exists a nice book by Nishioka [6] which contains a review of results concerning the linear and algebraic independence of infinite products and series which use the strong tools of Mahler's method. Several general results concerning the linear independence of infinite series can be found in [3] . For other results in this theory see [5] , for instance.
Our main theorem is Theorem 2.1 concerning Q-linear independence. Its proof falls into two parts, the second part separated into two main cases, is based on the location of specific gap and makes use of some suitable tricks. As a consequence of Theorem 2.1 we obtain a criterion for irrationality in Theorem 2.2.Šustek [7] used similar method of Erdős to prove the irrationality measures.
We denote by Z, Z + , N, and Q the set of all integers, positive integers, nonnegative integers, and rational numbers, respectively. The functions [x], and log 2 x are the greatest integer less than or equal to x, and the logarithm to the base 2 of the number x, respectively. Notation log a 2 log 2 x means (log 2 (log 2 x)) a .
Main results
Our first theorem is a basic result which deals with the Q-linear independence of infinite products of rational numbers. 
and lim
Suppose that for every sufficiently large number n
and
Then the products
b1,n a1,n ,. . . , and
, and the number 1 are Q-linearly independent. is non-decreasing,
Suppose that for every i ∈ {2, . . . , K}
. . , and
), and the number 1 are Q-linearly independent.
Our second theorem is a consequence of the previous theorem and deals with the irrationality of infinite products over the rational numbers 3 Proofs Theorem 1.1 is an immediate consequence of Theorem 2.1 when we set K := K + 1, a j,n := n K+1−j a n + 1, b j,n := 1 for all j ∈ {1, 2, 3, . . . , K + 1} and n ∈ Z + . The number ε can be arbitrary because the sequence {a 1,n } ∞ n=1
converges to infinity as a composition of two exponential functions. Theorem 1.2 is an immediate consequence of Theorem 1.1 when we set K := 0 and a n := a n − 1 for all n ∈ Z + . Theorem 2.2 is an immediate consequence of Theorem 2.1 when we set K := 1. Corollary 2.1 is an immediate consequence of Theorem 2.1 when we set ε := Conditions (1)- (4) are fulfilled immediately. We only verify condition (5) . From lim inf n→∞ 1 n log 2 a 1,n ≥ 1 we obtain that for all sufficiently large n we have a 1,n > 2 n 2 . This and the fact that the function x 1 log 1+ 1 2 2 log 2 x is increasing for a large x imply that
Now for all i ∈ {2, . . . , K} and large n we have
2 n a i,n < a 1,n < a i,n 2 2n log 2 2 n . From this and (6) we obtain (5). Corollary 2.2 is an immediate consequence of Theorem 2.2 when we suppose in addition that {b n } ∞ n=1 is bounded,
Assume that there is a K-tuple of integers A 1 , A 2 , . . . , A K (not all equal to zero), p ∈ Z and q ∈ Z + such that
where R is the largest index such that A R = 0. Let N ∈ Z + . Then we have
So the number
is an integer. To prove our theorem it is enough to prove that there exists N 0 ∈ Z + \ {1} such that 0 < α(N 0 ) < 1. Let us assume that N is sufficiently large. Set
From this, the facts that N is sufficiently large and
This and (2) imply that α(N ) > 0 for all large N . 2. Now we prove that α(N ) < 1 for infinitely many large N . To prove this we will estimate the product
for all sufficiently large n. Inequality (5) implies that 
where D 2 , and D 3 are positive real constants which do not depend on N .
From (3) and (5) we obtain that
From this, (7) and (9) we obtain for all sufficiently large N α(N ) = q
Let T n = a 1 (K+1) n 1,n . Now the proof falls into two cases. 2a. First assume that for every sufficiently large n a 1,n ≥ 2 n .
Then (11) and the fact that the function x log −(1+ ε 2 ) 2 log 2 x−1 is decreasing for sufficiently large x imply
for sufficiently large N . For a sufficiently small positive real number δ, from (5) it follows that there exists a positive integer t 0 which is sufficiently large such that for every n ≥ t 0 we have max(1, E − δ) < T n < F + δ. This implies that for every n ≥ t 0
Let t 1 be the least positive integer greater than (K + 1) t0+1 such that the inequality max(1, E − δ) < T t1 < E + δ holds. Then
Let t 2 be the least positive integer greater than t 1 such that
and let t 3 be the least positive integer greater than t 1 such that t 1 < t 3 ≤ t 2 and
Such a number t 3 must exist since otherwise using (15) we obtain
(F − 2δ), a contradiction for a sufficiently large t 0 . From (8), (13), (14) and (16) we obtain
where D 4 is a positive real constant which does not depend on t 0 . Now from (8), (10), (12), and (17) we obtain
for a sufficiently large number t 3 . 2b. Now assume that there exist infinitely many n such that
Then (4) and the fact that the function x log −(1+ ε 2 ) 2 log 2 x−1 is decreasing for sufficiently large x imply
for sufficiently large N , where A = (1) we obtain that there is a sufficiently large k such that
Let k 0 be the greatest positive integer less than k such that (18) holds. Let k 1 be the least positive integer such that
and k 0 < k 1 ≤ k. As in the previous case such a k 1 must exist since otherwise
T k0 , a contradiction for a sufficiently large number k 0 . From (21) and the fact that the sequence {a 1,n } ∞ n=1 is non-decreasing we obtain
The definition of k 1 implies that for every N (k 0 < N < k 1 )
where C is a constant which depends on k 0 and C tends to 1 as k 0 tends to infinity. From (23) we obtain that for every N = k 0 , . . . , k 1 − 1
This yields
Inequalities (12) and (19), and the definition of k 1 and k imply We would like to thank Professor James E. Carter of the College of Charleston for his help with the presentation of this paper. The authors also thank referee for the valuable suggestions.
