Testing systems-on-a-chip (SOC) 
Introduction
Rapid advancement in VLSI technology has lead to a new paradigm in designing integrated circuits where a system-on-a-chip (SOC) is constructed based on predesigned and pre-verified cores such as CPUs, digital signal processors, and RAMs. Testing these cores requires a large a mount of test data which is continuously increasing with the rapid increase in the complexity of SOC. This has a direct impact on the total testing time and the memory requirements of the testing equipment. Hence, reducing the amount of test data is considered as one of the challenging problems in testing.
Test compression and compaction techniques are widely used to reduce the storage and test time by reducing the size of the test data. Test compression techniques can achieve better results if the test set is composed of test cubes (i.e. if the test set is partially specified). In fact, some compression techniques such as, LFSR-reseeding [1, 2] , require the test vectors to be partially specified. Even those techniques which require fully specified test data can benefit from unspecified bits in the test set. For example, variable-to-fixed-length coding [3] and variable-tovariable-length coding [4, 5] are known to perform better for long runs of 0's. Hence, assigning 0's to the don't care values in the test set will improve the efficiency of these techniques. Similarly, run-length coding techniques [6] can specify the don't care values in a way that will reduce test vector activity (i.e. the number of transitions from 0 to 1 and vice versa), which in tern improves the compression efficiency.
Test compaction techniques can also benefit from a partially specified test. For example, when merging two test sequences using the overlapping compaction techniques described in [7] , a don't care value, 'X', can be merged with any one of the values: '0', '1', and 'X'. Therefore, increasing the number of X's in a test set will reduce the number of conflicts that may occur while merging two test sequences, and hence, improves the efficiency of the compaction process.
Test-relaxation can also identify self-initializing test sequences in synchronous sequential circuits. During the test-relaxation process, if a memory-element is not required to justify any one of the detected faults, then it can be relaxed (i.e set to an 'X'). Then, any time frame with all memory-elements set to X's is considered as the start of a new self-initializing test sequence.
In this paper, we propose an efficient test relaxation technique for synchronous sequential circuits that maximizes the number of unspecified bits while maintaining the same fault coverage as the original test set. The rest of this paper is organized as follows. Section 2 defines the targeted problem, and summarizes previous work. Section 3 illustrates our idea with examples. Section 4 formally describes our test relaxation algorithm. Section 5 describes the selection criteria used by our technique. Experimental results are given in section 6, and section 7 concludes the paper.
Problem Definition
The problem of test relaxation for synchronous sequential circuits, i.e. extracting a partially specified test set from a fully-specified one, has not been solved effectively in the literature. This problem, which is targeted in this paper, can be defined as follows. Given a synchronous sequential circuit and a fully specified test set, generate a partially Recently, two test relaxation techniques for combinational and full-scan sequential circuits were proposed in [8, 9] . The main idea of both techniques is to determine logic values in the fully-specified test set that are necessary to cover (i.e. detect) all faults which are detectable by this test set. Unnecessary logic values are set to X's. However, as far as synchronous sequential circuits are concerned, the only existing solution to the problem of relaxing a given test set is the bitwise-relaxation method.
Illustrative Examples
The techniques proposed in [8, 9] justify detected faults based on logical values only, which may result in fault masking. Each one of these techniques handles this problem in a different manner. In the first technique, when a fault effect is propagated to at least one input of a gate, then all inputs of this gate are justified. The second technique, on the other hand, uses some rules based on faultreachability analysis to avoid fault masking. The two approaches are illustrated in the following example. Example 1: Consider the circuit shown in Figure 1 under the fault C/1. The assignments C = 0 and G1 = 0 are necessary to excite this fault and propagate it to the primary-output. The assignment G1 = 0 can be satisfied by any one of the assignments A = 0, B = 0 or C = 0. However, selecting the assignment C = 0 and relaxing the two inputs A and B will result in masking the fault C/1. To avoid fault masking, the first technique justifies all the inputs of G1, while the second technique justifies the the assignment on G1 through an input that is not reachable from the fault C/1. In this case, either one of the two assignments A = 0 or B = 0 can be selected. It is clear that the second technique results in more relaxation. However, there are some situations, as will be shown in the next example, where it is possible to justify the required value from a reachable line without masking any of the detected faults. Example 2: Consider the circuit shown in Figure 2 under the fault B/1. The assignments B = 0 and G1 = 0 are required to excite and propagate this fault to the primaryoutput. According to the second technique, the assignment G1 = 0 can't be justified through B because this input is reachable from the fault B/1. However, if we relax A (A = X), we find that the fault is still detected (i.e. the fault has not been masked). The reason is that the faulty value of B (i.e. 1) is considered as a controlling value for the gate G2. Thus, the fault B/1 will propagate to primaryoutput regardless of the faulty-value propagating through G1. This limitation can be avoided if we consider both fault-free and faulty values of the circuit when justifying a given fault. In Figure 2 , the circuit lines have the following combinations of fault-free/faulty values: A = 0/0, B = 0/1, G1 = 0/0 and G2 = 0/1. In order to justify the fault B/1, it is enough to justify the fault-free/faulty values on the primary-output G2. So, the assignment G2 = 0/1 can be satisfied by the assignments B = 0/1 and G1 = 0/X. Notice that the faulty-value of G1 is not required (i.e. set to 'X'). Hence, either one of the two inputs A or B can satisfy this assignment. Since B has been selected to satisfy the assignment on the primary-output, it can be selected as well to satisfy the assignment on G1. In this case, we can relax A.
Our proposed technique extends the fault-free/faulty values justification to handle synchronous sequential circuits. A synchronous sequential circuit can be represented as a linear iterative array of combinational cells. Each cell represents one time frame in which the current states of the flip-flops become pseudo-inputs (y i ), and the next states become pseudo-outputs (Y i ). So, we need to fault simulate the circuit under the given test set to determine faults detected in every time frame. Then, we can justify fault- free/faulty values necessary to detected these faults starting from the last time frame backwards. The justification process is performed frame by frame. In every time frame i, all fault-free/faulty values necessary to detect a newly detected fault are justified starting from primary-outputs towards primary-inputs and/or memory-elements. If the fault-free/faulty value of a primary-input is required to justify any one of the newly detected faults, then the value of this primary-input should be specified in the test set. On the other hand, required values on the memory-elements need to be justified when the next time frame, i − 1, is processed. The general behavior of the proposed technique is illustrated by the following example. Example 3: Consider the iterative-array-model shown in Figure 3 . This model represents two time frames of a synchronous sequential circuit under two test vectors: t i = 01 and t i+1 = 00. Assume that the only newly detected fault is A/1, i.e., other faults are either previously detected by earlier test vectors, or not part of the fault list. In t i , the fault A/1 is excited and propagated to the memory element G5, but is not yet detected. In t i+1 , the fault A/1 is propagated to the primary-output, G4, where it gets detected. So, in order to justify this fault, it is enough to justify the fault-free/faulty values on the primary-output, G4, in t i+1 . The assignment G4 = 1/0 can be satisfied by the two assignments G2 = X/0 and G3 = 1/0. Next, we justify the assignment G2 = X/0. This can be satisfied by the assignment G1 = X/0, which in turn can be satisfied by either one of the two inputs A or B (i.e one of these inputs can be relaxed). The assignment G3 = 1/0, on the other hand, needs to be justified through G5. Since G5 is a memoryelement, its fault-free/faulty values should be justified in the previous time frame (t i ). Therefore, we need to justify the faulty-free/faulty values of G5 in time frame t i . These values can be satisfied by the two assignments A = 0/1 and B = 1/1. Since the fault-free/faulty values of both inputs are required, none of these inputs can be relaxed in this time frame.
Proposed Technique
Before describing the proposed technique, we give the following definitions. Due to the nature of sequential circuits (i.e. feedback from memory-elements), a fault excited in one time frame might propagate through several time farms before it gets detected. Hence, several time frames need to be traced back to justify such faults. Therefore, we need to store enough information about fault propagation, detection and justification in order to perform the justification process frame by frame. Five lists are used to store the the required information: POJustificationList, PPOJustificationList, MEJustificationList, FaultPropagationList, and EventList. The purpose of each one of these four lists is explained below.
The purpose of the POJustificationList is to store newly detected faults in every time frame. These faults will be justified backwards starting from the time frames where they first get detected. During fault simulation, if a fault f propagates to one or more memory-elements, then these memory-elements and their faulty values are added to the MEPropagationList. The PPOJustificationList is used to store faults that can't be completely justified during a certain time frame. Notice that if one or more memoryelements are required to justify a fault f during some time frame i, then f can't be completely justified during this time frame. Hence, these memory-elements will be added to MEJustificationList [f ] , and the justification of f will continue during time frame i − 1. The EventList keeps track of the gates that need to be justified for a certain fault. Gates are inserted in event list according to their levels in the circuit.
Algorithm 1 shows an outline of the proposed test relaxation technique which consists of three phases. The first phase initializes the five lists. The RelaxedTestSet, as the name indicates, represents the relaxed test set. Initially, all the bits in this set are X's. However, more bits will be specified throughout the relaxation process in order to justify the detected faults.
Fault simulation is performed in the second phase to identify newly detected faults. These faults are stored in POJustificationList [i] 
. The information in this list will be used to compute faulty values of the circuit during the justification phase. It is important to point out here that we need to store the logical values of the memory-elements for all the time frames. This will enable the third phase to perform logic simulation in a certain time frame independent of the other time frames.
The third phase starts from the last time frame down to the first one. In every time frame, i, the algorithm performs the following. First, it logic simulates the circuit under the test vector i to determine the good value of every gate. Then, it checks PPOJustificationList[i] for any fault that has not been completely justified in time frame i + 1. Unjustified faults are removed from the list and justified one by one. Next, it checks POJustificationList[i] for newly detected faults and justifies them. Justifying a fault, f , involves two operations: (1) Computing the faulty-values of the circuit under the fault f and (2) Backward justification. These operations are described bellow.
Local fault simulation is used to compute the faultyvalues of the circuit under a given fault f . The process starts by injecting the fault f at its corresponding line in the circuit. Then, it sets the faulty-values of the memoryelements according to the faulty-values propagating from time frame i − 1. Next, the fault effects on the faultyline and memory-elements are forward propagated to determine the faulty-values of all gates in the circuit.
Algorithm 2 shows the justification process of a fault f in time frame t. In this algorithm, the event list is processed level by level starting from the maximum level. In each level, the the required values on a gate g (i.e. JustifyValue(g)) are satisfied according to the following procedure. First, the algorithm determines the corresponding values (v 1 /v 2 ) on the input(s) of the gate g. For example, if the required values on the output of an inverter are 0/1, then the corresponding requirements on the input of this gate are 1/0. The next step is to justify v 1 /v 2 through the input(s) of g as follows.
If g is a primary-input (PI), then we need to specify its value whenever the required fault-free/faulty value is not 'X'.
A requirement on a memory-element (DFF) can't be justified in the current time frame (i). Therefore, the memory-element is added to MEJustificationList[f ], and the fault f is added to the justification list of the next time frame (i − 1). If g is an inverter (NOT) or a buffer (BUF), then its input is required to justify v 1 /v 2 . Hence, the input of g is added to the proper level in the event list. If the fault-free/faulty value of an XOR or XNOR gate is required, then the faultfree/faulty values on every input of the gate are required as well.
Algorithm 1 Main Algorithm
If g is an AND, OR, NAND or NOR gate, then we have four different possibilities. First, both v 1 and v 2 are controlling values of g. In this case, the algorithm searches for an input that satisfies both values and adds it to the event list. If v 1 /v 2 can't be satisfied by a single input, then it will be justified through two different inputs. In case only v 1 is a controlling value of g, the algorithm will find an input j with a fault-free value that satisfies v 1 . Since v 2 is a non-controlling value (or an 'X'), then all inputs of g are required to justify this value. Therefore, input j is added to the event list to justify the value v 1 /v 2 , while other inputs are added to the event list to justify the value X/v 2 . In the third case, only v 2 is controlling value of g. This can be handled exactly as done in the previous case except that v 2 is justified through one input, while v 1 is justified through all the inputs of g. Finally, if neither v 1 nor v 2 is a controlling value of g, then all the inputs of g are required to justify the value v 1 /v 2 . Hence, all inputs of g are added to the event list.
Selection Criteria
When justifying a controlling value through the inputs of a given gate, there could be more than one choice. In this case the priority is given to the input that is already selected to justify other gates. Otherwise, cost functions are used to guide the selection. The cost functions give a relative measure on the number of primary inputs required to justify a given value. Hence, they can guide the relaxation procedure to justify the required values with the smallest number of assignments on the primary inputs.
The cost functions proposed in [9] combine the regular recursive controllability cost functions [10] with new cost functions called fanout-based cost functions. The regular cost functions are computed as follows. For every gate g, we compute two cost functions C reg0 (g) and C reg1 (g). For example, if g is an AND gate with i inputs, then the cost functions are computed as:
These costs functions are computed for other gates in a similar manner. The fanout-based cost functions can be computed for an AND gate as follows. Let g be an AND gate with i inputs. Let F (g) denotes the number of fanout branches of g. Then, the fanout-based cost functions are computed as:
The regular cost functions are accurate for fanout-free circuits. However, when fanouts exist, regular cost functions do not take advantage of the fact that a stem can justify several required values. In general, the fanout-based cost functions provide better selection criterion than the regular fanout cost functions. However, there are some cases where the regular fanout cost functions can perform better than the fanout-based cost functions [9] . To take advantage of both cost functions, a weighted sum cost function of the two cost functions was proposed in [9] . The combined cost functions are defined as follows:
In synchronous sequential circuits, the controllability values of the circuit in one time frame depend on the controllability values computed in the current frame as well as the values computed in the previous frames. Therefore, the controllability values should be computed in an iterative manner starting from the first time frame. However, the iterative computation of the controllability values may cause the regular cost to grow much faster than the fanout-based cost such that the effect of the second cost in the weighted sum becomes negligible. This is illustrated in the following example. Example 4: Consider the iterative model shown in Figure 4 . The controllability values of each gate are shown as a tuple of two values. The first value represents the regular cost, while the second value represents the fanout-based cost. Let the regular and fanout-based costs of all primary inputs equal to 1. Assume that the regular and fanout-based costs of the memory-element in the first time frame equal to 1 and 0.5 respectively. Then, in the first time frame, the regular and fanout-based costs of (G3 = 1) are 4 and 1.5 respectively. After 10 time frames, the regular cost of (G3 = 1) becomes 3070, while the fanout-based cost becomes 2047 1024 ≈ 2. The huge difference between the two costs in the previous example is due to the reconverging fanout branches of G5. Therefore, the regular cost of a memory-element with reconverging fanout branches should be adjusted to reduce the difference between the two costs. This can be done as follows. Let g be a memeory-element with n fanout branches. Assume that m out of the n fanout branches reconverge at some gate in the circuit, then the regular cost of every one of these branches equals to the regular cost of g divided by m. In Figure 4 , both branches of the flipflop G5 reconverge at the gate G3. Therefore, the regular cost of each branch is computed as the regular cost of the memory-element divided by 2. After adjusting the regular costs on the fanout branches of G5, the regular cost of (G3 = 1) becomes 3 in the first time frame and 21 in the 10th time frame.
The cost functions described so far compute the controllability values of a gate assuming general values on the gate inputs. Controllability values computed based on this assumption are less accurate than those computed based on the actual logical values. This is illustrated in the following example. Example 5: Consider the circuit shown in Figure 5 . If we compute cost of 1 (C 1 ) for each gate assuming general values on the input lines, then we get the following values: C 1 (G1) = 3, C 1 (G2) = 1, C 1 (G3) = 2, and C 1 (G4) = 1. These values suggest to justify the assignment G4 = 1 through G2 which results in three assignments on the primary inputs. Now, if we compute the controllability values based on the actual logical values, then we get the following values: C 1 (G1) = 3, C 1 (G2) = 3, C 1 (G3) = 2, and C 1 (G4) = 2. In this case, G3 = 1 will be selected to justify the assignment G4 = 1. This assignment requires only two assignments on the primary inputs.
In our work, cost functions are computed based on the actual values.
Experimental Results
In order to demonstrate the effectiveness of our proposed test relaxation technique, we have performed some experiments on a number of the ISCAS89 benchmark cir- cuits. The experiments were run on a SUN Ultra60 (UltraSparc II 450MHz) with a RAM of 512MB. We have used test sets generated by HITEC [11] . In addition to that, we have used the fault simulator HOPE [12] for fault simulation purposes.
In Table 1 , we compare the proposed test relaxation technique with the bitwise-relaxation method. The two techniques are compared in terms of the percentage of X's extracted, and the CPU time taken for relaxation. It is important to point out here that in order to have a fair comparison between our technique and the bitwise-relaxation method, we have constrained the bitwise-relaxation method such that all faults detected at a particular time frame remain detected in the same time frame after relaxation. However, the results obtained by both constrained and unconstrained bitwise-relaxation are shown in Table 1 .
It is clear that, for all the circuits, the CPU time taken by our technique is less than that of the bitwise-relaxation method by several orders of magnitude. The bitwise-relaxation method requires enormous CPU times, and hence is impractical for large circuits.
The percentage of X's obtained by our technique is also close to the percentage of X's obtained by the bitwise-relaxation method for most of the circuits. The difference in the percentage of X's ranges between 1% and 7% (3% and 11% when compared with the unconstrained bitwiserelaxation method), while the average difference is about 3% (6% when compared with the unconstrained bitwiserelaxation method). It should be observed that the bitwiserelaxation method implicitly chooses the output for detecting a fault that maximizes the number of X's according to the order used. However, our technique does not do any optimization in selecting the best output for detecting a fault. This can be investigated in future work. Table 2 shows the effect of varying the weights of the regular and fanout-based cost functions on the percentage of X's. Note that weight A is for the adjusted regular cost function and weight B is for the fanout-based cost function. As can be seen from the table, the use of cost functions results in higher percentage of X's. Also, it is worth mentioning here that neither the adjusted regular cost function nor the fanout-based cost function consistently performs better for all the circuits. However, when both cost functions are combined, better results are obtained. The table, also, shows that a weight of 1 for the adjusted regular cost function and a weight of 90 for the fanout-based cost function seems to be a good heuristic as it gives the highest percentage of X's on average.
Table3 shows the percentage of X's obtained using unadjusted cost functions with different weights. The results obtained for most of the circuits are close to those in Table 2 except for the circuits s1488 and s1494. These two circuits show inconsistent results as compared to the other circuits. To see this clearly, let's consider the percentage of X's obtained using the weights {A = 0, B = 1} and {A = 1, B = 50}. While the weights {A = 1, B = 50} result in an enormous drop in the percentage of X's for these two circuits, they improve the results obtained for the remaining circuits. This inconsistency occurs because the regular cost function in these two circuits grows much faster than the fanout-based cost function. This problem can be avoided by adjusting the regular cost function to account for reconverging fanouts in memory-elements as explained in Example 4.
Conclusion
In this paper, we have proposed an efficient test relaxation technique for synchronous sequential circuits. Comparison between our technique and the bitwise-relaxation method for a number of ISCAS89 benchmarks showed that our technique is faster by several orders of magnitude. The percentage of X's obtained by our technique is close to the percentage of X's obtained by the bitwise-relaxation method. The difference is about 3% on average. Having a relaxed test set increases the effectiveness of both compression and compaction techniques. Also, the proposed technique can be used for extracting self-synchronizing test sequences. This will be investigated in future work.
