Introduction

10
Being the brain one of the most complex system within the observable universe, it is not surprising 11 that there is still a large number of unanswered questions related to its structure and functions. With 
Elementary properties of Markov chains
73
A stochastic process is a collection of random variables X t ∈ S indexed by t ∈ T that often 74 refers to time. The set S represents the phase-space of the process; in the case of stochastic processes 75 representing spike trains, one usually takes S = {0, 1} N . Moreover, considering the temporal binning 76 discussed in Section 2.1, usually T = N, corresponding to the so-called discrete-parameter stochastic 77 processes.
78
While spike trains can be characterized by stochastic processes dependent on an infinite past (non-Markovian) in mathematical models [23, 24] , Markov chains are particularly well-suited for modeling data sequences with not-too-strong temporal dependencies. A stochastic process (X t : t ∈ N) defined on a measure space Ω is said to be a P-Markov chain if it satisfies the Markov property (with respect to a probability measure P): if, for every t ∈ N and for each sequence of states x 0 , x 1 , . . . , x t+1 ∈ S, the following relationship holds: P(X t+1 = x t+1 |X 0 = x 0 , X 1 = x 1 , . . . , X t−1 = x t−1 , X t = x t ) = P(X t+1 = x t+1 |X t = x t ) .
This property is known as the Markov property, and is usually paraphrased as: the conditional distribution of the future given the current state and all past events depends exclusively on the current state of the process. It is direct to show that the Markov property is equivalent to satisfy the following condition: for every increasing sequence of indices (i 1 < i 2 < . . . < i n ) in N, and for arbitrary states x i 1 , x i 2 , . . . , x i n in S, then Using these two elements one can build probability measures P n on S n as follows, P n (i 0 , i 1 , . . . , i n−1 ) = µ(i 0 )
n−2 ∏ j=0 P j (i j , i j+1 ) .
Furthermore, the Kolmogorov extension theorem [25] guarantees the existence of a unique probability measure P µ on S N such that the coordinate process satisfies:
P µ (X 0 = i 0 , X 1 = i 1 , . . . , X n = i n ) = P n (i 0 , i 1 , . . . , i n ) , with respect to which (X t : t ∈ T) is a Markov chain. In this case P µ is said to be the probability law of 84 the Markov chain (X t : t ∈ N). This notation also remarks that P µ is the law with initial distribution µ.
86
2.3. Homogeneity, ergodicity, and stationarity
87
A Markov chain is said homogeneous if the transition matrices do not depend on the time parameter t, i.e. if there exists a S-indexed stochastic matrix P such that P t = P for every t ∈ T. Note that if (X t : t ∈ T) is a P-homogeneous Markov chain, then for every t ∈ T:
P(X t+1 = j|X t = i) = p(i, j) := p ij .
In the rest of this paper we focus exclusively on homogeneous Markov chains.
88
Consider now a Markov chain (X t : t ∈ T) with initial distribution µ and transition matrix P. Moreover, consider p (m) ij to be the (i, j)-th entry of the product matrix P m = P · P · . . . · P. These quantities correspond to the m-steps transition probabilities. Equation (2) can be generalized to P(X t+m = j|X t = i) = p (m) ij .
A stochastic matrix P is said to be ergodic if there exists k ∈ N such that all the k-step transition 89 probabilities are positive -i.e. there is a non-zero probability to go between any two states in k steps.
90
A homogeneous Markov chain is ergodic if it can be defined by an initial distribution µ and an ergodic 91 matrix.
92
Finally, a probability distribution π on S is called a stationary distribution for the Markov chain specified by P if
Equivalently, π is stationary for P if π is a left eigenvector of the transition matrix corresponding to the eigenvalue λ = 1, and is a probability distribution on S. While it is true that 1 is always an eigenvalue of P, it may be the case that no eigenvector associated to it can be normalized to a probability distribution. Further conditions for existence and uniqueness will be given in the next paragraph. Finally, if a S-indexed stochastic matrix P admits a stationary probability distribution π and (X t : t ∈ N) is a Markov chain with initial distribution π and transition matrix P, then for every t ∈ N and i ∈ S:
In this case (X t : t ∈ N) is said to be a stationary Markov chain, or that the Markov chain is started (a) There exists a unique stationary distribution π for P that satisfies that π i > 0 for every i ∈ S.
(b) For every j ∈ S,
Equivalently, for every distribution ν, lim t→∞ P ν (X t = j) = π j . This property guarantees the 99 uniqueness of the maximum entropy Markov chain. Let − → P be a stochastic matrix, and assume that it admits a stationary probability measure π.
102
Assume too that π i > 0 for every i ∈ S (according to (a) in the Ergodic Theorem of the previous section,
103
this is the case when − → P is ergodic.)
104
Define the S-indexed matrix ← − P with entries:
A direct calculation shows that ← − P is also a stochastic matrix. Moreover, if π is stationary for − → P , then it 105 is for ← − P as well.
Using the above facts, let P → π and P ← π be the laws of two stationary Markov chains, denoted by X t and Y t , whose stationary distribution is π and transition probabilities is − → P and ← − P , respectively. The following holds
By virtue of this result, it is natural to call the chain (Y t : t ≥ 0) the reversed chain associated to 107 (X t : t ≥ 0).
108
Reversibility and detailed balance
109
A transition matrix P is reversible with respect to π if the associated Markov chain started from π has the same law as the reversed chain started from the same distribution. The reversibility of P with respect to π is equivalent to the condition of detailed balance, given by
Note that any probability measure π that satisfies detailed balance with respect to P is necessarily stationary, since
The converse is however not true in general: a stationary distribution may not satisfy equation (4). , consider any finite graph (S, (c ij ) i,j∈S ), with vertex set S and with the edge between vertices i and j labelled by the non-negative edge c ij = c ji . The graph can be visualized as a system of points labelled by S, and with a line segment between points whenever the corresponding conductance is positive. Define c i = ∑ j∈S c ij and the S-indexed stochastic matrix given by
Now define C = ∑ i∈S c i . It is straightforward to prove that P is reversible with respect to the probability measure given by
and thus it is stationary for P. The Law of Large Numbers (LLN) that applies to independent and identically distributed random variables (i.i.d.) can be extended to the realm of ergodic Markov chains. In effect, for a given ergodic Markov chain (X t : t ≥ 0) with stationary distribution π and transition matrix P, define the random variables N (T) i equal to the number of occurrences of the state i up to time T − 1, i.e.:
where 1 {·} is an indicator function. Similarly, define the random variables N (T) ij as the number of occurrences of the consecutive pair of states (i, j) ∈ S 2 -in that order -up to time T − 1, i.e.:
With this, the Strong law of Large Numbers for Markov chains can be stated as follows: if (X t : t ≥ 0) is ergodic and π is its unique stationary distribution, then
holds for any initial distribution µ. The result, in turn, implies the Weak Law of Large Numbers for
Let's denote by C(S) the space of real-valued functions on S. Clearly, any function of C(S) can be written as f (x) = ∑ i∈S a i 1 i (x) for certain constants a i , i ∈ S. Then, the above result generalize as: for every f ∈ C(S), ergodic chain X t , and probability distribution µ, the following holds: The maximum entropy Markov chains will give us an answer. we identify with its image through the natural embedding into C(B).
154
We are interested in the average of observables with respect to several probability measures. If µ is a probability measure on B (i.e. µ(ω) ≥ 0 and ∑ ω∈B µ(ω) = 1) and f an observable of range R ≤ T i.e., f ∈ C(S R ), we define its expectation with respect to µ as
Since the space of blocks of length T is finite, the above sum is always finite, and thus our definition 155 makes sense for every probability measure on B.
156
In the context of spike-trains, an important class of observable is made up of {0, 1}-valued 157 functions. It can be proved that any finite-range binary observable can be written as a finite sum of finite products of functions of the form 1
that represents the event that the j-th neuron fires 159 during the i-th bin.
160
Consider a spike block x 0,T−1 , where T is the sample length. Although in general the underlying probability measure µ that governs the spiking activity is unknown, it is sometimes meaningful to use the available data to estimate the mean values of specific observables. The range of validity of this procedure is usually based on prior assumptions about the nature of the source that originates the sample. For example it can be assumed that the sample is a short piece of an infinite path that comes running from the far past, and so it can be assumed that this piece exhibits a behavior that is close to the stationary distribution. In this case, one can consider for any number R ≤ T the quantity:
that counts the number of appearances of the sequence (y 0 , . . . , y R−1 ) as a consecutive subsequence of x 0,T−1 . Now, for any set A ⊆ S R , define:
where the measure µ x 0,T−1 is called the empirical measure on S R from the sample x 0,T−1 . If f is a observable of range R, the empirical average value of f from the sample x 0,T−1 is
When the empirical distribution is not explicitly stated, it is customary to write f to denote the 161 average of the observable f with respect to this probability measure. 
Moments and cumulants
163
Observables are random variables whose average values can be determined from experimental 164 data or from the explicit representation of the underlying measure characterizing the stochastic process 165 generating the data. Important statistical properties of random variables are encoded in the Cumulants.
166
We will use the cumulants later in this article to characterize maximum entropy Markov chains. Let us 167 now introduce them.
168
The moment of order r of a real-valued random variable X is given by m r = E(X r ), for r ∈ N (here we freely use the notation E to denote the expectation with respect to a probability measure that should be inferred from the context). The moment generating function (or Laplace transform) of a random variable is defined by:
and provided it is a function of t with continuous derivatives of arbitrary order at 0, we have that:
The cumulants κ r are the coefficients in the Taylor expansion of the cumulant generating function, defined as the logarithm of the moment generating function, namely,
The relationship between the moments and cumulants can be obtained by extracting coefficients from the expansion, i.e.
which yields the first values:
and so on. In particular, κ 1 is the mean of f , κ 2 is the variance, κ 3 the skewness and κ 4 the kurtosis. 
Observables and ergodicity
170
Let θ : Ω → Ω be the shift operator that acts on a sequence ω ∈ Ω as:
i.e., θ shifts the sequence one position to the left: through its action, we see the first coordinate of ω at the 0-th coordinate of θ(ω), etc. Now, assume that the Markov chain (X t : t ≥ 0) is ergodic. Let π be its unique stationary probability distribution. The Birkhoff Ergodic Theorem states that under the above assumptions, for every f ∈ C(B): 
Central limit theorem for observables
176
Assume that one can access arbitrarily large spike data sequences. Consider t ∈ N and let x 0,t−1 be the spike-block of length t. Also, let f be an arbitrary observable of fixed range R. The asymptotic properties of A t ( f ) are established in the following context: the finite sample is drawn from an ergodic Markov chain, i.e., x ∼ P ν , where P ν is the Markov probability measure of an ergodic chain (X t : t ≥ 0) started from an arbitrary initial distribution. Let π be the unique stationary measure for the Markov chain. Observe that by virtue of the ergodic assumption, it is guaranteed that the empirical averages become statistically more accurate as the sampling size grows, i.e.,
for any starting condition ν. However, the above result does not clarifies the rate at which the accuracy 177 improves. To approach this question, we can rely upon the important central limit theorem (CLT) for 178 ergodic Markov chains (for datails see [27] ).
Theorem 1 (Central limit theorem for ergodic Markov chains).
Under the above assumptions, and keeping notation, define:
Let L t be the law of the random variable
under the measure P ν of an ergodic Markov chain started from an arbitrary distribution. Let L be the law of a standard normal random variable. Then L t → L in the sense of weak convergence of convergence in distribution. This is usually written as: The empirical average A t ( f ) satisfies a large deviation principle (LDP) with rate function I f , defined as
if the above limit exists. Intuitively, the above condition for large t implies that p{A t ( f ) > s} ≈ e −tI f (s) .
188
In particular, if s > E p { f } the Law of Large Numbers (LLN) guarantees that p{A t ( f ) > s} tends to 189 zero as t grows, but the rate function quantifies the speed at which this happens.
190
Calculating I f using the definition (eq (6)), is usually impractical. However, the Gärtner-Ellis theorem provides a smart shortcut for avoiding this problem [28] . To this end, let us introduce the scaled cumulant generating function (SCGF) associated to the random variable f by
when the limit exists (further general details about cumulant generating functions are found in [29] ).
191
Note that, while A t ( f ) is an empirical average taken over a sample, the expectation in (7) is taken over 192 the probability distribution given by the corresponding model p{·}. 
Thus one can study the large deviations of empirical averages A t ( f ) first computing their SCGF from the selected model and then finding their Legendre transform. One of the most useful applications of the LDP is to estimate the likelihood that A t ( f ) take a value far from its expected value. Let us assume that I f (s) is a positive differentiable convex function (A classical result in LDP states that I f (s) is a convex function if λ f (k) is differentiable [30] . For a discussion about the differentiability of λ f (k) see [31] .) Then, because of the properties of convex functions I f (s) has a unique global minimum. Denoting this minimum by s * , it follows from the differentiability of I f (s) that I f (s * ) = 0. Using properties of the Legendre transform s * = λ f (0) = E p { f }. This is the LLN, i.e., A t ( f ) concentrate around s * . Consider a value s = s * and assume that I f (s) admits a Taylor series around s * given by
Since s * is zero and a minimum of I(s), the first two terms in this series vanish. As I(s) is convex
For large values of t, we obtain from (6)
so the "small deviations" (we are using Taylor expansion) of In order to give mathematical meaning to the rather vague notion of uncertainty, a natural approach is to employ the well-established notion of Shannon entropy. For any probability measure p defined over the state space E (not necessarily S), the Shannon entropy of p is given by
Please note that this definition can be used for measures on the spaces of infinite sequences E N .
209
However, as in most cases of interest the value saturates in infinite, this definition is not really useful 210 for studying such models. A better notion is given by the entropy rate, which plays a crucial role in the 211 rest of this article.
212
Definition (entropy rate): Let µ be a probability measure on the space of sequences S N . For n ≥ 1 let µ n be the probability measure induced by µ on the initial n coordinates, i.e., µ n is the probability distribution on E n given by:
The entropy rate of the measure µ is defined by:
the entropy rate correspond to the entropy per time unit, and represents how much "uncertainty" is 214 created by the process as time moves forward. Let us consider first a null model of spike activity, where there is complete statistical independence between two consecutive spike patters. For this, first recall that S = {0, 1} N , where N is the fixed number of neurons. Without loss of generality, we can enumerate the elements of S as s 1 , s 2 , . . . , s 2 N . Let ν = (ν 1 , ν 2 , . . . , ν 2 N ) be a probability measure on S such that:
For a T-block x = (x 0 , x 1 , . . . , x T−1 ) ∈ S T and for every s ∈ S, we set:
On the space of infinite spike trains S N we consider the probability µ = ν ⊗N , i.e., the product measure on the space of spike trains. Observe that the induced measure is given by:
With this, a straightforward calculation shows that
and in this case we observe that the entropy rate is equal to the entropy of the probability distribution 217 induced by each coordinate map.
218
A reasonable next step in the hierarchy of models is to weaken the independence hypothesis and assume instead that the spike activity keeps some bounded memory of the past. For this, following the considerations of Section 2, let us consider an ergodic discrete Markov chain with transition matrix P and invariant distribution π taking values in S. Let µ = µ(P, π) the measure induced by this chain on the space S N . Observe that, with the above notation:
A direct computation shows that
and induction shows that:
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Thus dividing by n and taking the limit in equation (10), one finds that
Entropy rate maximization under constraints
Now we introduce the central problem of this article. Assume we have empirical data from spiking activity. Consider the empirical averages of K observables, f k , for f k , k = 1, . . . , K. We need to characterize the Markov chains that are consistent with these average values. Except for trivial and uninteresting situations, there is no finite set of empirical averages that determines uniquely a distribution µ on S N that fits the averages, in the sense that
Consequently, we need to impose further restrictions in order to guarantee uniqueness. A useful and 220 meaningful approach is the so-called Maximum Entropy Markov Chain model (MEMC), which fit 221 the unique probability measure µ among all the stationary Markov measures ν on S N that match the 222 expected values of a given set of observables and that maximizes the entropy rate. Mathematically is 223 written in the following form:
where M inv is a shorthand for the sets of stationary Markov measures on S N . Formally:
M inv := {(π, P) : π is a probability on S, P is stochastic, πP = π}.
Solving the optimization problem
225
We now discuss techniques for finding models that maximize the entropy rate. to the measure ν. The following holds:
where E p { f } is the average of f k with respect to p (maximum entropy measure), which is equal (by 234 restriction) to the average value of f k with respect to the empirical measure from the data.
235
The maximum-entropy (ME) principle [33] has been successfully applied to spike data from the 236 cortex and the retina [3, 9, 11, 12, 34, 35] . The approach start fixing the set of constraints determined by 237 the empirical average of observables measured from spiking data. Maximizing the entropy, given 238 those constraints, provides a unique probability distribution. Let A be a adjacency matrix i.e., a {0, 1}-valued square matrix with rows and columns indexed by the elements of S. If there exists a n ≥ 0 such that 
250
Apply the above theorem to a primitive matrix A, and define:
where u, v is the standard inner product in R 2 N (we refer the reader to [36] for details). The matrix P built above is stochastic. Moreover, π is its unique stationary measure. We define the Parry measure to be the Markov measure
The Parry measure is the unique measure of maximal entropy consistent with the adjacency matrix A.
252
Now consider a more general and useful case for our purposes. Consider constraints given by 253 a set of empirical averages of observables, as explained in the previous section. We assume that the 254 observables chosen have a finite maximum range R. From these observables the energy function H 255 of finite range R is built as a linear combination of these observables. Using this energy function we 256 build a matrix denoted by L H , so that for every y, w ∈ S R its entries are given as follows:
where y 1 w R−1 is the block obtained by concatenation of y 1 and w 1,R−1 . For range-one observables, 
265
The matrix L H can be turned into a Markov matrix of Maximum entropy. For a primitive matrix
266
M with spectral radius ρ, and positive right eigenvector v associated to ρ, the stochasticization of M is 267 the following stochastic matrix:
where D is the diagonal matrix with diagonal entries D ii = v i . The MEMC transition matrix P and unique stationary probability measure π are explicitly given by 
that attains the supremum (11). The measure µ, as defined by (14), is known in the symbolic dynamics 272 literature as Gibbs measure in the sense of Bowen [38] . All MEMCs belong to this class of measures.
273
Moreover, the classical Gibbs measures in statistical mechanics are particular cases of (14), when characterized by the product measure µ. In this case the following holds:
Example
277
We present here the toy example that we will use to explore statistical properties of spike trains 278 using the non-equilibrium statistical physics approach. We present the transfer matrix technique to 279 compute the Markov transition matrix, its invariant measure and free energy from a potential H.
280
Consider a range-2 potential with two neurons (N = 2). We use the notation introduced in 2.1:
The space state of this problem is given by:
The transfer matrix (12) 
Statistical properties of Markov maximum entropy measures
286
The procedure of finding a maximum entropy model gives us a full statistical model of the system 287 of interest. In this section we discuss the added value that having such a model can provide.
Cumulants from Free Energy
289
The average values of the observables, their correlations, as well as their higher cumulants can be obtained by taking the successive derivatives of the free energy with respect to the Lagrange Multipliers. This property explains the important role played by the free energy in the framework of MEMC. In general,
where κ n is the cumulant of order n (eq 5). In particular, taking the first derivative:
where E p { f k } is the average with respect to p (maximum entropy measure), which is equal (by 
Fluctuation-dissipation relations
299
Let P be an ergodic matrix and indexed by the states in some finite set E, and π be its unique stationary measure. In this general context, for two real-valued function that depend on a fixed finite number of components, we define the n-step correlation as
In the particular case of MEMC with potentials of range R > 1 there is a positive time correlation 300 between pairs of observables f (x n ) and g(x n+r ). Suppose the correlations decay fast enough so that
Then the following sum (known as the Green-Kubo formula [39]) converge and is non-negative:
Additionally, it can be shown that the energy function and the free energy depends smoothly upon maximum entropy parameters. Moreover, the correlations between observables can be obtained from the free energy through:
fluctuation-dissipation theorem [40] . For a MEMC characterized by µ(P, π), the fluctuation-dissipation 305 relations can be obtained explicitly:
For MEMC built from K observables, the correlations can be conveniently arranged in a K × K 307 symmetric matrix denoted by χ (the symmetry refers to the Onsager reciprocity relations [41]).
For the example 4.4, we obtain the matrix χ kj by taking the second derivatives of (15) (18) for auto-correlation of the observable x 2 0 x 1 1 with respect to the MEMC consistent with constraints x 1 0 x 2 1 = 0.1 and x 2 0 x 1 1 = 0.3. Here we consider the sum from r = 1 up to the number in the abscissa. Note the fast convergence towards χ 22 .
Resonances and decay of correlations
311
We turn back to the general setting of an arbitrary ergodic matrix P with stationary measure π associated to a Markov chain taking values on a finite state space (not necessarily the space of spike-patterns). Without loss of generality assume that P is indexed by the states in E = {1, 2, . . . , M}. It can be proved that in this case there exists (l i : i = 1, 2, . . . , M) and (r i : i = 1, 2, . . . , M), sets of left and right eigenvectors respectively, associated to the eigenvalues (ρ i : i = 1, . . . , M). We can assume that the eigenvectors and left and right eigenvalues have been sorted and normalized in such a way that ρ 1 = 1, l 1 is the unique P-stationary probability vector π, r 1 = (111 . . . 1) T , and l i r j = δ i,j , where δ i,j is the Kronecker delta, and u|v = u, v corresponds to the Dirac's bra-ket, |u v| = uv T . With the same notation, the spectral decomposition of P is written:
Hence:
Given two functions f : E → R and g : E → R the following holds,
Recall the discussion at previous sections regarding the reverse chain 2.4. Writing E ← π for the expectation operator associated to the reverse Markov measure, i.e., to the measure µ = µ(π, ← − P ), one can see that
and hence (21) becomes
and thus (21) becomes
We have found an explicit expression for the decay of correlation for observables from the set of 312 eigenvalues and eigenvectors of the transition matrix P. This is relevant in the context of spike train 313 statistics because as the matrix P characterizing the spike trains is not expected to be symmetric, Auto-correlations of the observable x 2 0 x 1 1 for the MEMC with the same parameters as figure 1. We observe modulations in the decay of correlations due to the complex eigenvalues that arise in the non-symmetric transition matrix which is induced by the irreversibility of the MEMC.
Large deviations for average values of observables in MEMC
318
Obtaining the probability of "rare" average values of firing rates, pairwise correlations, triplets or 319 non-synchronous observables is relevant in spike train statistics as these observables are likely to play 320 an important role in neuronal information processing, and rare values may convey crucial information 321 or be a symptom that the system in not working properly.
322
Here, we build from a previous article [42] where it is shown that the SCGF (7) can be obtained 323 directly from the inferred Markov transition matrix P through the Gärtner-Ellis theorem (8) . Consider 324 a MEMC with transition matrix P. Let f be an observable of finite range and k ∈ R. We introduce the 325 tilted transition matrix by f of P, parametrized by k and denoted by P ( f ) (k) [29] as follows:
For MEMC P the tilted transition matrix can be built directly from the spectral properties of the 327 transfer matrix (12) as follows,
Recall that v is the right eigenvector associated to its maximum eigenvalue ρ of the transfer matrix L.
329
Here we also have used the shortcut notation H ij to indicate that the energy function is built from the 330 elements of the state space i and j. Remarkably, this result is valid not only for the observables in the 331 energy function, i.e., from here the LDP of more general observables can be computed.
332
To obtain an explicit expressions for the SCGF λ f (k), is possible to take advantage of the structure 333 of the underlying stochastic process. For instance, for i.i.d. random process X t where X i ∼ X from the 334 definition 7 one can obtain that
which is the case of range one observables. Using equation (22), we get that the maximum eigenvalue 336 of the tilted matrix, denoted by ρ( P f (k)) is,
For additive observables under the assumption of ergodicity, an straightforward calculation (see for instance [43] ) leads us to obtain that
It also can be proved that λ f (k), in this case is differentiable [43] , setting up the scene to apply the 339 Gärtner-Ellis theorem, which bypasses the direct calculation of p{A T ( f ) > s} in (6) 
Information entropy production
342
Given a Markov chain (X t : t ≥ 0) on a general finite state space E with transition matrix P started from the distribution ν, denote ν (n) the distribution of X n , namely, for i ∈ E:
Obviously, ν (0) = ν, and
The information-theoretic entropy of the probability distribution ν at time n is given by
and the change of entropy over one time step is defined as
A bit of algebra yields
In the stationary case, i.e., when P admits a stationary measure π and the chain is started from that distribution, one has that ν (n) = π for every n ≥ 0; thus, in this case, the change of entropy rate is zero, i.e., for stationary chains, the information entropy flow equals (minus) information entropy production. This case is the focus on this work. The chain is associated to spike train activity for transitions between L-blocks, starting from stationarity we have that the entropy production rate will be explicitly given by
The non-negativity implies that information entropy positive as long as the process violate the 345 detailed balance conditions (4). This is analogous to the second law of thermodynamics [44] . From 346 this equation is easy to realize that if the Markov chain satisfies the detailed balance condition the 347 information entropy production is zero.
348
At first glance it may seem contradictory the fact that in stationary state the entropy is constant,
349
but at the same time there is a positive "production" of entropy. In stationary state the information 350 entropy production always compensate the information entropy flow, thus the information entropy 351 rate remains constant. In this case we refer to non-equilibrium steady states (NESS).
352
Figure 5. Information entropy production for the MEMC of the example (4.4) for different values of parameters h 1 , h 2 . Observe that IEP(P, π) = 0 when h 1 = h 2 and that increases as they become more different (more asymmetry in P).
Gallavotti-Cohen fluctuation theorem
353
To characterize the fluctuations of the IEP, consider the MEMC µ(P, π) and the following 354 observable: .
compute λ W (k) and I W (s), define A(k) ij = P ij 
We use (16) to go from (24) to (25). Observe from (25) that a small perturbation of a parameter h j influences the average value of all other observables in the energy function (as f k is arbitrary).
375
The magnitude of the perturbation is controlled by the second derivatives of the free energy of the figure 7) . 
Discussion and future work 378
In this work we explore how one can use maximum entropy methods to capture assymetric 379 temporal aspects of biological processes from experimental data. In particular, we showed how 380 spatio-temporal constraints can produce homogeneous irreducible Markov chains whose unique 381 steady state is in general non-equilibrium (NESS) -thus detailed balance condition is not satisfied 382 causing strictly positive entropy production. This fact highlights that only non-synchronous maximum 383 entropy models induce time irreversible processes, which is one of the key hallmark of biological 384 systems. We have presented a survey of diverse techniques from mathematics and statistical mechanics 385 to study these NESS, which correspond to a rich toolkit that can be employed to study unexplored 386 aspects of spike train statistics. Note that although this article is focused on spike train statistics, the 387 discussed tools and methods can be used in other contexts such as ecology, image processing, and 388 economy, among others. properties.
398
Other possible extensions are related to drawbacks of current approaches. This can include 399 limitations of the maximum entropy method related to the requirement of stationarity in the data, which 400 contrast with the fact that information entropy production can still be defined along non-stationary Spike block from time t 1 to t 2 .
ν( f ) Expectation of the observable f w.r.t. the probability measure ν. A T ( f ) Empirical Average value of the observable f considering T spike patterns.
S R
Space of spike blocks of N neurons and length R.
S[µ]
Entropy of the probability measure µ. H Energy function.
F [H]
Free energy.
