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PREDIKSI NASABAH DEPOSITO BANK 
MENGGUNAKAN ALGORITMA DATA MINING 
BERBASIS TEKNIK FEATURE SELECTION 
ABSTRAK 
Oleh: Yuma Luqman Adhli 
Depostio berjangka merupakan produk investasi Bank dengan 
menyimpan uang dan penarikan hanya bisa dilakukan pada kurun waktu 
tertentu yang telah di janjikan oleh pihak bank dengan persetujuan 
nasabah, di era sekarang ini data calon nasabah dan produk deposito 
sangat banyak dan besar jumlahnya. Penelitian ini menjelaskan tentang 
proses data analisis menggunakan teknik data mining yang bertujuan 
untuk membuat sebuah model prediktif dari variabel data, untuk dapat 
mengoptimasikan proses prediksi data nasabah oleh seorang 
telemarketing, sehingga produk yang ditawarkan mendapatkan target calon 
nasabah atau nasabah tetap yang tepat sasaran. 
Teknik pemrosesan yang digunakan pada penelitian ini yaitu 
kerangka kerja model CRISP-DM. Data yang digunakan yaitu kumpulan 
data kampanye pemasaran bank yang berada di negara Portugis terkait 
nasabah deposito bank yang berasal dari DataHub IO Data Set. Penerapan 
algoritma klasifikasi yang digunakan yaitu Naïve Bayes, Decision Tree, 
Rule Induction dan K-NN. Kriteria validasi berupa akurasi, presisi, dan f-
meassure digunakan untuk menguji kinerja model klasifikasi. 
Hasil akhir dari penelitian ini yaitu perbandingan beberapa 
algoritma data mining dengan masing – masing performa/kinerjanya 
sebagai dukungan pengambilan keputusan pihak Bank penyelenggara 
deposito, kemudian dibandingkan mana algoritma yang paling baik. 
Kata kunci: Algoritma, CRISP-DM, Data Mining, Deposito  
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PREDICTION OF BANK DEPOSIT CUSTOMERS USING 
DATA MINING ALGORITHM BASED ON FEATURE 
SELECTION TECHNIQUES 
ABSTRACT 
By: Yuma Luqman Adhli 
Time deposit is a product of the Bank's investment by saving money 
and withdrawals can only be made at a certain time as promised by the 
bank with the approval of the customer, in today's era, data on prospective 
customers and deposit products are very large and large in number. This 
study describes the data analysis process usingtechniques data mining 
which aims to create a predictive model from data variables, to optimize 
the predictive process of customer data by a telemarketing person, so that 
the products offered get the right target customers or regular customers. 
The processing technique used in this study is the CRISP-DM 
model framework. The data used is a collection of data on bank marketing 
campaigns in Portuguese countries related to bank deposit subscriptions 
originating from the DataHub IO Data Set. The application of the 
classification algorithm used is Naïve Bayes, Decision Tree, Rule 
Induction and K-NN. Validation criteria in the form of accuracy, 
precision, and f-measure are used to test the performance of the 
classification model. 
The result of this study is a comparison of several data mining 
algorithms with their respective performance as support for decision 
making by the bank administering deposits, then comparing which 
algorithm is the best. 
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