Abstract. This paper deals with the multi-term generalisation of the timefractional diffusion-wave equation for general operators with discrete spectrum, as well as for positive hypoelliptic operators, with homogeneous multi-point timenonlocal conditions. Several examples of the settings where our nonlocal problems are applicable are given. The results for the discrete spectrum are also applied to treat the case of general homogeneous hypoelliptic left-invariant differential operators on general graded Lie groups, by using the representation theory of the group. For all these problems, we show the existence, uniqueness, and the explicit representation formulae for the solutions.
Introduction
A time-fractional diffusion-wave equation is a partial integro-differential equation obtained from the classical heat or wave equation by replacing the first or second order time-fractional derivative [Mai97] . Analysis of diffusion-wave equations with timefractional derivative, which are obtained from the classical heat and wave equations of mathematical physics by replacing the time derivative by a fractional derivative, constitute a field of growing interest, as is evident from literature surveys. Lots of universal phenomena can be modeled to a greater degree of accuracy by using the properties of these evolution equations.
In [OS74] the authors studied a diffusion equation with time-fractional derivative that contains derivative of first order in space and half order derivative in time variable. They also discussed the relationship between their fractional diffusion equation and a classical diffusion equation. Nigmatullin [Nig86] pointed out that many of the universal electromagnetic, acoustic, and mechanical responses can be modeled accurately using the diffusion-wave equations with time-fractional derivative. It was shown that the found memory function in one case describes pure diffusion (absence of memory), and in another case turns into the wave equation (full memory). In [Agr02, Agr03] Agrawal analysed the fractional evolution equation on a half-line and in a bounded domain. The time-fractional one-dimensional diffusion-wave equation was studied by Gorenflo and Mainardi in [GM98] .
The generalised diffusion equation with time-fractional derivative corresponds to a continuous time random walk model where the characteristic waiting time elapsing between two successive jumps diverge, but the jump length variance remains finite and is proportional to t α . The exponent α of the mean square displacement proportional to t α often does not remain constant and changes. To adequately describe these phenomena with fractional models, several approaches have been suggested in the literature (for example, [Wys86, SW89, CLA08, GM09, Luc09, TT18c]). However, studies of the generalised time-fractional partial differential equations with three kinds of nonhomogeneous boundary conditions are still limited.
The time-fractional diffusion-wave equation can be written as (1.1) ∂ α +0,t u(t, x) = ku xx (t, x) + f (t, x), t > 0, 0 < x < L, where x and t are the space and time variables, k is an arbitrary positive constant, f (t, x) is a sufficiently smooth function, 0 < α ≤ 2 and ∂ α +0,t is a Caputo fractional derivative of order α defined as Def. 2.3.
When 1 < α < 2, equation (1.1) is the time-fractional wave equation and when 0 < α < 1, equation (1.1) is the time-fractional diffusion equation. When α = 2, it represents a classical wave equation; while if α = 1, it represents a classical diffusion equation. Note that some initial-boundary problems for the time-fractional diffusion and wave equations was studied in [CLA08, FRV17, Ma17, Luc09, Luc11, LY17] .
In some practical situations the underlying processes cannot be described by the equation (1.1), but can be modeled using its generalisation the multi-term timefractional equation that are given by [Luc11] , namely
Investigation of different initial-value problems for the equation (1.2) was performed in [Luc11, JLTB12, LLY15, Liu17, KMR18] . The recently published paper on these topics is [AKMR17, KMR18] . In [KMR18] the authors dealt with the non-local initial boundary problem for multi-term time-fractional PDE with Bessel operator. They used Fourier-Bessel series expansion in order to find the explicit solution for the considered problem, yielding also its existence.
In the present paper we deal with multi-term generalisations of the fractional diffusion-wave equation (1.2) in two settings:
• Operators with discrete spectrum:
, be a bounded domain with smooth boundary S, or an unbounded domain. In a cylindrical domain Ω = {(t, x) : (0, T ) × D} we consider the equation
where ∂ α +0,t is a Caputo fractional derivative, 0 < α j ≤ 1, α j ≤ α ≤ 2, a j ∈ R, m ∈ N, f is a given function. The main assumption here is that L is a linear self-adjoint operator with a discrete spectrum (on a separable Hilbert space H). This setting will be considered in Section 3. There, we also review a number of problems that are covered by this analysis:
-Sturm-Liouville problem; -differential operators with involution; -Bessel operator; -fractional Sturm-Liouville operator; -harmonic oscillator; -anharmonic oscillator; -Landau Hamiltonian.
• Hypoelliptic differential operators: According to the Rothschild-Stein lifting theorem ( [RS76] ) and its further developments, a model case for general hypoelliptic differential operators on manifolds are the so-called Rockland operators on graded Lie groups. Thus, let G be a graded Lie group and let R be a positive left-invariant homogeneous hypoelliptic operator on G. Then, in the set Ω = {(t, x) : (0, T ) × G}, we consider the equation
with non-local initial conditions
where ∂ α +0,t is a Caputo fractional derivative, 0 < α j ≤ 1, α j ≤ α ≤ 2, a j ∈ R, m ∈ N, and µ i ∈ R, 0 < T 1 ≤ T 2 ≤ ... ≤ T n = T. This setting will be analysed in Section 5. We note that the spectrum of the operator R on L 2 (G) is continuous, however, if π ∈ G is a representation of G from the unitary dual G, then the operator symbol π(R) of R at π has a discrete spectrum. Therefore, the results obtained in Section 3 for (1.3) become applicable with L = π(R). Consequently, we obtain the solution to (1.4) by integrating this solution with respect to the Plancherel measure.
Preliminaries
We start by briefly recalling several notions important for the analysis of this paper.
2.1. Definitions and properties of fractional operators. Here, we recall definitions and properties of fractional integration and differentiation operators [SKM87, Nak03, KST06] .
Definition 2.1. [KST06] (Riemann-Liouville integral). Let f be a locally integrable real-valued function on −∞ ≤ a < t < b ≤ +∞. The Riemann-Liouville fractional integral I α +a of order α ∈ R (α > 0) is defined as
where
, Γ denotes the Euler gamma function.
The convolution here will be understood in the sense of the above definition. 
We give the Fréchet topology on H ∞ L by the family of semi-norms
We call
the space of test functions generated by L. In addition, we require that the system of eigenfunctions {e ξ : ξ ∈ I} of L is a Riesz basis in the separable Hilbert space H. Then its biorthogonal system {e * ξ : ξ ∈ I} is also a Riesz basis in H (see [Bar51, Gel63] ). Here the biorthogonality relations mean (e ξ , e * η ) = δ ξ,η , where δ ξ,η is the Kronecker delta. Indeed, the function e * ξ is an eigenfunction of L * corresponding to the eigenvalueλ ξ for all ξ ∈ I.
Denote by S(I) the space of rapidly decaying functions from I to C: ϕ ∈ S(I) if for arbitrary m < ∞ there is a constant C ϕ,m such that
is valid for any ξ ∈ I, where ξ := (1 + |ξ|) 1/2 . The family of seminorms p k :
where k ∈ N 0 , defines the topology on S(I).
Define the L-Fourier transform as the linear mapping
so that the Fourier inversion formula becomes
Then the Plancherel identity takes the form
Due to the equivalence we introduce H-norm as
Then we obtain
Note that the correspondence between symbols and operators is one-to-one. We refer to [RT16] for the detailed analysis of symbols and further symbolic calculus. In general, we can consider the case when L :
f is a given function and L be a linear self-adjoint operator with a discrete spectrum {λ ξ : ξ ∈ I} on the separable Hilbert space H. Denote by e ξ an eigenfunction corresponding to λ ξ of the operator L. Here, I is a countable set.
A non-local problem for the equation (3.1) is formulated as follows:
Problem 3.1. To find solutions u(t, x) of the equation (3.1) in Ω, which satisfy
A generalised solution of Problem 3.1 is the function u(t, x), where
T ]; H), and Lu ∈ C([0, T ]; H).
Now as an illustration we give several examples of the settings where our nonlocal problems are applicable. Of course, there are many other examples, here we collect the ones for which different types of partial differential equations have particular importance.
The operator L in (3.1) would be the operator from these examples equipped with the corresponding boundary conditions (for its domain).
• Sturm-Liouville problem. First, we describe the setting of the Sturm-Liouville operator. Let l be an ordinary second order differential operator in L 2 (a, b) generated by the differential expression
and boundary conditions
2 > 0, and A j , B j , j = 1, 2, are some real numbers. It is known [Nai68] that the Sturm-Liouville problem for (3.3) with boundary conditions (3.4) is self-adjoint in L 2 (a, b). It is known that the self-adjoint problem has real eigenvalues and their eigenfunctions form a complete orthonormal basis in L 2 (a, b).
• Differential operator with involution. As a second example, we consider the second order nonlocal differential operator in L 2 (0, π) generated by the differential expression
where |ε| < 1 some real number. It is easy to see that an operator generated by (3.5)-(3.6) is self-adjoint (see. [ToTa17, KST17, AKT17] ). For |ε| < 1, the nonlocal problem (3.5)-(3.6) has the following eigenvalues
and the corresponding system of eigenfunctions
• Bessel operator. In the third example, consider Bessel operator for the expression
x 2 u(x), x ∈ (0, 1), and the boundary conditions
, k ∈ N, and its system of eigenfunctions { √ xJ ν (λx)} k∈N is complete and orthogonal in L 2 (0, 1).
• Fractional Sturm-Liouville operator. We consider the operator generated by the integro-differential expression 
is the right Riemann-Liouville derivative of order α ∈ (0, 1] of u, and
is the right Riemann-Liouville integral of order α ∈ (0, 1] of u, [KST06] . The fractional Sturm-Liouville operator (3.9)-(3.10) is self-adjoint and positive in L 2 (a, b) (see.
[TT16, TT18a, TT18b, TT18d]). The spectrum of the fractional Sturm-Liouville operator generated by the equations (3.9)-(3.10) is discrete, positive and real valued, and the system of eigenfunctions is a complete orthogonal basis in L 2 (a, b).
• Harmonic oscillator. For any dimension d ≥ 1, let us consider the harmonic oscillator,
Then L is an essentially self-adjoint operator on
It has a discrete spectrum, consisting of the eigenvalues
and with the corresponding eigenfunctions
which are an orthogonal basis in L 2 (R d ). We denote by P l (·) the l-th order Hermite polynomial, and
where ξ ∈ R, and
For more information, see for example [NiRo:10].
• Anharmonic oscillator. Another class of examples -anharmonic oscillators (see for instance [HR82] ), operators on L 2 (R) of the form
for integers k, l ≥ 1 and with p(x) being a polynomial of degree ≤ 2l − 1 with real coefficients.
• Landau Hamiltonian in 2D. The next example is one of the simplest and most interesting models of the Quantum Mechanics, that is, the Landau Hamiltonian.
The Landau Hamiltonian in 2D is given by
acting on the Hilbert space L 2 (R 2 ), where B > 0 is some constant. The spectrum of L consists of infinite number of eigenvalues (see [Foc28, Lan30] ) with infinite multiplicity of the form (3.12) λ n = (2n + 1)B, n = 0, 1, 2, . . . , and the corresponding system of eigenfunctions (see [ABGM15, HH13] ) is
n are the Laguerre polynomials given by
Note that in [RT17b, RT18, RT18b] the wave equation for the Landau Hamiltonian with a singular magnetic field is studied.
4. Well-posedness of Problem 3.1
In this section we give and prove the main results of this paper. The condition (4.1) below can be interpreted as a multi-point non-resonance condition.
, and assume that the conditions
hold for all ξ ∈ I (where M is a constant), where n, µ i , T i are as in (3.2). Then there exists a unique solution of Problem 3.1, and it can be written as
Here
4.1. Proof of the existence result. We give a full proof of Problem 3.1. Now we seek a generalised solution by L-Fourier method. As it was discussed, let {λ ξ } ξ∈I be the system of eigenvalues and {e ξ (x)} ξ∈I be the system of eigenfunctions for the operator L. Since the system of eigenfunctions e ξ (x) is an orthonormal basis in H, the functions u(t, x) and f (t, x) can be expanded in H as
where u ξ (t) is unknown and
Substituting functions (4.4) and (4.5) into the equation (3.1), we obtain the following equations for the unknown functions u ξ (t):
for all ξ ∈ I. According to [LG99, KMR18] , the solutions of the equations (4.7) satisfying initial conditions
can be represented in the form
for all ξ ∈ I. We note-that the above expression is well-defined in view of the non-resonance conditions (4.1). Finally, based on (4.9), we rewrite our formal solution as (4.2).
Convergence of the formal solution.
Here, we prove convergence of the obtained infinite series corresponding to functions u(x, t), ∂ α +0,t u(x, t), and Lu(x, t). To prove the convergence of these series, we use the estimate for the multivariate Mittag-Leffler function (4.3), obtained in [LLY15] , of the form
Let us first prove the convergence of the series (4.2). From the above estimate, for the functions F ξ (t) and θ ξ (t), we obtain the following inequalities
Hence, from these estimates it follows that
This implies
Since f ∈ C([0, T ]; H), the series above converge, and we obtain
The convergence of the series corresponding to ∂ α +0,t u(x, t) can be shown in a similar way.
4.3.
Proof of the uniqueness result. Suppose that there are two solutions u 1 (t, x) and u 2 (t, x) of Problem 3.1. We denote
Then the function u(t, x) satisfies the equation (3.1) and nonlocal-initial conditions (3.2).
Consider the function (4.10) u ξ (t) = (u(t, ·), e ξ ) H , ξ ∈ I.
Applying the operator
to (4.10) from homogeneous equation (3.1), we obtain
Thus, the function (4.10) is the solution of the homogeneous equation (4.7) with conditions (4.8). It is known [LG99] that, the solution of equation (4.7) satisfying Cauchy conditions
Considering u ξ (0) = ρ, from the first condition in (4.8), we have
Then from (4.11) it follows
If the multi-point conditions (4.1) hold for all ξ ∈ N, then we obtain u ξ (t) = (u(t, ·), e ξ ) H = 0, for all ξ ∈ I.
Further, by the completeness of the system {e ξ (x)} ξ∈I in H, we obtain
Uniqueness of the solution of Problem 3.1 is proved, completing the proof of Theorem 4.1.
Remark 4.2. If for some ξ ∈ I 1 ⊂ I the expression (4.1) becomes equal to zero, then the homogeneous Problem 3.1 has a nonzero solution.
Indeed let a j = 0, j = 1, ..., m and n = 1 in Problem 3.1. Then we reformulate Problem 3.1: To find solutions u(x, t) of the equation
where µ ∈ R, 1 < α ≤ 2. If µE α,1 (−λ ξ T α ) + 1 = 0 for some ξ ∈ I 1 ⊂ I, then the homogeneous problem (4.12)-(4.13) has a nonzero solution (4.14)
where b ξ is any real number, and E α,1 (z) is the Mittag-Leffler function
Indeed, since the system of eigenfunctions e ξ (x) is an orthonormal basis in H, the function u(t, x) can be expanded in H as (4.4)
where u ξ (t) is the solution of the equation
The general solution of the equation (4.15) is
where ρ 1 and ρ 2 are arbitrary real numbers. Then from (4.16) we obtain
If for some ξ ∈ I 1 ⊂ I the condition 1 + µE α,1 (−λ ξ T α ) = 0 is true, then the problem (4.15)-(4.16) has a nonzero solution
Finally, we have (4.14). The statement of Remark 4.2 can be extended in the following way. If there exists a solution of Problem 3.1, it can be represented in the form
where C ξ is some real number, and where
Proof. From the proof of Theorem 4.1 we know, that the formal solution of Problem 3.1 has the form (4.2)
Then from (4.17) and (4.18) we verify the validity of the statement of the theorem.
Time-fractional diffusion-wave equation for hypoelliptic differential operators
In this section we discuss the analogue of the considered problems for the case of the hypoelliptic differential operators. According to the Rothschild-Stein lifting theorem ( [RS76] ) and its further developments, a model case for general hypoelliptic operators on manifolds are the so-called Rockland operators on graded Lie groups. Such operators have a continuous spectrum, but their global symbols defined by the representation theory of the group, have the discrete spectrum. Thus, the formulae established in the previous section become applicable. We say that a Lie algebra g is graded if there exists a vector space decomposition
Let G be a connected simply connected Lie group. Then we call G is a graded Lie group if its Lie algebra g is graded. In the case when the first stratum V 1 generates g as an algebra, we say it is a stratified group. Graded Lie groups are nilpotent and homogeneous with a canonical choice of dilations. Namely, we define A by setting AX = ν j X for X ∈ V j . Then the dilations on g can be represented by D r := Exp(A ln r), r > 0. Then the number Q := ν 1 + . . . + ν n = Tr A is the homogeneous dimension of G.
Henceforth, let G be a graded Lie group. In [Roc78] , Rockland gave an original definition of 'Rockland' operators using the language of representations. In [HN79] , Helffer and Nourrigat showed that a left-invariant differential operator of homogeneous positive degree satisfies the Rockland condition if and only if it is hypoelliptic. Such operators are called Rockland operators. Namely, by following [FR16, Definition 4.1.1], we call R a Rockland operator on the graded Lie group G if R is a homogeneous (of an order ν ∈ N) and left-invariant differential operator satisfying the Rockland condition:
for any representation π ∈ G, excluding the trivial case.
Here we denote by G the unitary dual of G, H ∞ π is the vector space of smooth vectors for π ∈ G, and π(R) stands for the infinitesimal representation of R which is an element of the universal enveloping algebra of the garaded Lie group G. The readers are referred to [FR16, Chapter 4] for more details on graded Lie groups and Rockland operators.
We say that a vector v from the separable Hilbert space H π is a smooth if the function
is of class C ∞ , for a representation π of the graded Lie group G on H π . Denote by H ∞ π the space of all smooth vectors of a representation π. Let π : H π → H π be a strongly continuous representation of G. We denote
for every X ∈ g and v ∈ H ∞ π . Then dπ is a representation of the graded Lie algebra g on H ∞ π , namely, the infinitesimal representation associated to π, for example, see [FR16, Proposition 1.7 .3]). Here, we will often write π instead of dπ and π(X) instead of dπ(X) for all X ∈ g.
By the Poincaré-Birkhoff-Witt theorem, any left-invariant differential operator T on the graded Lie group G has the form
Let U(g) be the universal enveloping algebra of g. Then the form (5.1) allows us to write T ∈ U(g). Note that in (5.1) all but finitely many of c α ∈ C are equal to zero and X α = X 1 · · · X |α| , with X j ∈ g. Thus, the family of infinitesimal representations {π(T ), π ∈ G} gives a field of operators, that is, the symbol associated with T .
Let R be a positive homogeneous Rockland operator of degree ν > 0. Then, for π ∈ G from (5.1) we have the infinitesimal representation of R related to π, namely,
is the homogeneous degree of α. From here we can observe that the representations π(R) of a positive self-adjoint Rockland operator R are also positive.
Note that for an arbitrary measurable bounded function φ on R we obtain
for all f ∈ L 2 (G) (see e.g. [FR16, Corollary 4.1.16]). The fact that the spectrum of the representation π(R) (π ∈ G\{1}) is discrete and lies in R >0 is showed by Hulanicki, Jenkins and Ludwig in [HJL85] . Namely, it allows one to choose an orthonormal basis of H π such that the infinite matrix associated to the self-adjoint operator π(R)
where π j ∈ (0, +∞). Now we briefly recall some elements of the Fourier analysis on G. We start by defining the group Fourier transform of f at π, that is,
for f ∈ L 1 (G) and π ∈ G, with integration with respect to the biinvariant Haar measure on the graded Lie group G. It implies a linear mapping f (π) : H π → H π that can be represented by an infinite matrix when we choose a basis for H π . Thus, we obtain
In what follows, we will use the same basis (for H π ) as in (5.3) when we write f (π) m,k . By using Kirillov's orbit method one can construct explicitly the Plancherel measure µ on the dual space G, see c.g. [CG90] . In the particular case, we obtain the Fourier inversion formula
where Tr is the trace operator, and dµ(π) is the Plancherel measure on G. Moreover, π(f ) = f (π) is the Hilbert-Schmidt operator, that is,
HS is an integrable function with respect to µ. Furthermore, the following Plancherel formula holds
see e.g. [CG90] or [FR16] . We refer to [FR16] for more details of the Fourier analysis on the graded Lie groups. Also, see [RSY18] for different inequalities on the spaces on graded Lie groups.
Thus, in our extension of the obtained result to graded Lie groups, we will work with positive Rockland operators R. To give some examples, this setting includes:
• Homogeneous elliptic differential operators. Let G = R n . Then a Rockland operator R may be any positive homogeneous partial differential operator of elliptic type, with constant coefficients. For example, mLaplacian operator R = (−∆) m or higher order elliptic operator
• Hypoelliptic operators on the Heisenberg group. If G = H n is a Heisenberg group. Then, we can take
where L H n is a sub-Laplacian on the Heisenberg group H n .
• Hypoelliptic operators on Carnot groups. Let G be a Carnot group (or a stratified group) with vectors X 1 , ..., X s spanning the first stratum. Then, a Rockland operator R can be given by
In particular case, if m = 1, then R is a sub-Laplacian operator.
Problem 5.1. Let G be a graded Lie group with a homogeneous dimension d ≥ 3 and let R be a positive self-adjoint Rockland operator acting on
where ∂ α +0,t is a Caputo fractional derivative, 0 < α j ≤ 1, α j ≤ α ≤ 2, a j ∈ R, m ∈ N, and µ i ∈ R, 0 < T 1 ≤ T 2 ≤ ... ≤ T n = T.
We seek a solution
The condition (5.8) below can be interpreted as a multi-point non-resonance condition.
hold for all l ∈ N (where M is a constant), where n, µ i , T i are as in (3.2). Then there exists a unique solution of Problem 5.1, and it can be written as
for all π ∈ G and l, k ∈ N. Here for all π ∈ G, and any l, k ∈ N. Now let us decouple the system given by the matrix equation (5.10). For this, we fix an arbitrary representation π, and a general entry (l, k) and we treat each equation given by (5.11) individually. According to [LG99, KMR18] , the solutions of the equations (5.11) satisfying initial conditions where
for all π ∈ G and l, k ∈ N. We note-that the above expression is well-defined in view of the non-resonance conditions (5.8). Finally, based on (5.13), we rewrite our formal solution as (5.14).
5.2.2.
Convergence of the formal solution. Here, we prove convergence of the obtained infinite series corresponding to functions u(x, t), ∂ α +0,t u(x, t), and Ru(x, t). To prove the convergence of these series, we use the estimate for the multivariate Mittag-Leffler function (4.3), obtained in [LLY15] , of the form E (α−α 1 ,...,α−αm,α),β (z 1 , ..., z m+1 ) ≤ C 1 + |z 1 | .
Let us first prove the convergence of the series (5.14). From the above estimate, for the functions F ξ (t) and θ ξ (t), we obtain the following inequalities
Hence, from these estimates it follows that 
