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Abstract
Integration of the fields of constraint solving and data mining and machine learning has recently been
identified within the AI community as an important research direction with high potential. This work con-
tributes to this direction by providing a first study on the applicability of state-of-the-art Boolean optimiza-
tion procedures to cost-optimal correlation clustering under constraints in a general similarity-based setting.
We develop exact formulations of the correlation clustering task as Maximum Satisfiability (MaxSAT), the
optimization version of the Boolean satisfiability (SAT) problem. For obtaining cost-optimal clusterings,
we apply a state-of-the-art MaxSAT solver for solving the resulting MaxSAT instances optimally, result-
ing in cost-optimal clusterings. We experimentally evaluate the MaxSAT-based approaches to cost-optimal
correlation clustering, both on the scalability of our method and the quality of the clusterings obtained. Fur-
thermore, we show how the approach extends to constrained correlation clustering, where additional user
knowledge is imposed as constraints on the optimal clusterings of interest. We show experimentally that
added user knowledge allows clustering larger datasets, and at the same time tends to decrease the running
time of our approach. We also investigate the effects of MaxSAT-level preprocessing, symmetry breaking,
and the choice of the MaxSAT solver on the efficiency of the approach.
Keywords: Boolean optimization, Boolean satisfiability, Maximum satisfiability, correlation clustering,
cost-optimal clustering, constrained clustering
1. Introduction
Integration of the fields of constraint solving and data mining and machine learning has recently been
identified within the AI community as an important research direction with high potential. This work con-
tributes to this direction by studying the applicability of Boolean optimization to cost-optimal correlation
clustering under constraints.
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A common problem setting in data analysis is a set of data points together with some information re-
garding their pairwise similarities from which some interesting underlying structure needs to be discovered.
One way of approaching the problem is to attempt to divide the data into subgroups in a meaningful way,
for example, so that data points in the same group are more similar to each other than to data points in
other groups [2]. Discovering an optimal way of making such a division is in most settings computationally
challenging and an active area of research [3]. A general term for problems of this kind is clustering: the
groups the data is partitioned into are called clusters, and a partitioning of the dataset is called a clustering
of the data.
In this work, we study the correlation clustering paradigm [4] in a general similarity-based setting.
Correlation clustering is a well-studied [5, 6, 7, 8, 9] NP-hard problem. Given a labeled undirected graph
with each edge labeled with either a positive or a negative label, the objective of correlation clustering is
to cluster the nodes of the graph in a way which minimizes the number of positive edges between different
clusters and negative edges within clusters. Taking a more general view to correlation clustering, we study
the problem setting of weighted correlation clustering, in which each edge is associated with a weight
(instead of merely a negative or positive label), indicating our confidence in that label. In the more general
weighted case, the objective of correlation clustering is to minimize the sum of the weights of the positive
edges between different clusters and the negative edges within clusters.
The correlation clustering paradigm is geared towards classifying data based on qualitative similarity
information—as opposed to quantitative information—of pairs of data points. In contrast to other typical
clustering paradigms, correlation clustering does not require the number of clusters as input. This makes it
especially well-suited for settings in which the true number of clusters is unknown—which is often the case
when dealing with real-world data. As a concrete example, consider the problem of clustering documents
by topic without any prior knowledge on what those topics might be, based only on similarity information
(edges) between pairs of different documents [4, 10]. Indeed, correlation clustering has various applications
in biosciences [11], social network analysis and information retrieval [12, 13, 14]. Furthermore, the related
problem of consensus clustering [15], with recent applications in bioinformatics and in particular microarray
data analysis [16, 17, 18, 19], can also be naturally cast as correlation clustering.
Due to NP-hardness of correlation clustering [4], most algorithmic work on the problem has been heuris-
tic, focusing on local search and approximative algorithms. While strong approximation algorithms have
been proposed [4, 5, 6, 9]—providing up to constant-factor approximations in restricted settings—these al-
gorithms are unable to provide actual cost-optimal solutions in general. In this work, we take a different
approach: we study the applicability of state-of-the-art Boolean optimization techniques to cost-optimally
solving real-world instances of the correlation clustering problem. A baseline motivation for this work are
the recent advances in applying constraint programming for developing generic approaches to common data
analysis problems [20, 21, 22, 23, 24, 25]. In a constraint programming based approach, the data analysis
problem is stated in a declarative fashion within some constraint language, and then a generic solver for that
language is used for solving the resulting instance.
Harnessing constraint solving for data analysis tasks has two key motivations. Firstly, declarative op-
timization systems allow for finding provably cost-optimal solutions. While heuristic approaches allow
for scaling to very large datasets, quickly obtaining some hopefully meaningful clustering, the provably
cost-optimal solutions obtained by the declarative approach can result in notably better clusterings which
provide better insights into the data. This can be valuable especially when working on smaller scientific
datasets which have taken years to collect [26]. Secondly, the declarative approach allows for easily inte-
grating various types of additional constraints over the solution space at hand. This way, a user (domain
data expert) may specify properties of solutions that are of interest to the user, without needing to extend
2
available specialized algorithms in a non-trivial way to cope with such additional constraints. A constraint-
based framework for clustering problems is well-suited for problem instances where some form of domain
specific knowledge might be required in order to obtain meaningful clusterings. The paradigm for cluster-
ing problems of this type is known as constrained clustering [27, 28, 29]. Recently, Boolean satisfiability
(SAT) [30] based approaches to solving constrained clustering within other clustering problems have been
proposed [23, 31], However, to the best of our knowledge the only work done on constrained correlation
clustering is the linear programming based approach of [10]; this work is the first study on the applicabil-
ity of Maximum Satisfiability (MaxSAT) [32], a well-known optimization version of SAT, to correlation
clustering under constraints. The problem definition we study covers correlation clustering with additional
constraints that, e.g., either force or forbid a pair of points from being assigned to the same cluster; known
as must-link and cannot-link constraints [27].
1.1. Contributions
We present a novel and extensible MaxSAT-based approach to optimal correlation clustering. Using
propositional logic as the declarative language, we formulate the correlation clustering task in an exact
fashion as weighted partial MaxSAT [32] and apply a state-of-the-art MaxSAT solver to solve the resulting
MaxSAT instance optimally. To our best knowledge this is the first practical approach to exactly solving
correlation clustering for finding cost-optimal clusterings, i.e., optimal clusterings wrt the actual objective
function of the problem, for real-world datasets with hundreds of elements. In contrast, most of the previous
work on correlation clustering has mainly focused on approximation algorithms and greedy local-search
techniques which cannot in general find optimal clusterings.
At the core of the approach, we present three different MaxSAT formulations of correlation clustering,
and provide formal proofs for their correctness. We experimentally evaluate our approach on real-world
datasets and compare the approach to both two alternative exact approaches, based on linear and quadratic
integer programming [5, 33], and two approximation algorithms [5, 34]. The results show that our ap-
proach can provide cost-optimal solutions and scales better than competing exact integer and quadratic
programming formulations. Furthermore, our approach performs especially well in terms of solution cost
on sparse datasets (with many missing similarity entries), outperforming approximative methods even when
the approximative methods are given full similarity information. Our approach easily extends to the task
of constrained correlation clustering, which allows for the user to specify the clusterings of one’s interest
by imposing hard user-defined constraints over the search space of clusterings. We explain how different
types of constraints can be handled within a MaxSAT-based approach to cost-optimally solving constrained
correlation clustering instances. While approaches to constrained clustering have been proposed previously
for different clustering paradigms [27, 28, 29, 35, 36, 23], the only previous work on constrained correlation
clustering that we know of is [10]. However, their approach is approximative and the experiments are done
on smaller datasets. In contrast, we show experimentally that added user knowledge allows clustering on
larger datasets as it tends to notably decrease the running time of the approach. We also provide experimen-
tal results on MaxSAT-specific aspects of solving the correlation clustering instances, considering the effects
of MaxSAT-level preprocessing, symmetry breaking, as well as the choice of the MaxSAT solver used on
the efficiency of the approach.
1.2. Paper Organization
In Section 2 we provide a generic problem definition for correlation clustering that is used throughout
this article. Our definition covers both correlation clustering and constrained correlation clustering. We also
demonstrate how a symmetric similarity measure simplifies the objective function of the clustering problem
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and show that a similarity measure can always be assumed to be symmetric. In Sections 3 and 4 we overview
previously proposed linear and quadratic integer programs for solving correlation clustering exactly. In Sec-
tion 5 we provide necessary background on Maximum Satisfiability. The MaxSAT encodings of correlation
clustering are detailed in Sections 6, 7 and 8, respectively. Extensive experimental results are provided
in Section 9. Finally, we present a short survey on related work in Section 10 and give some concluding
remarks in Section 11. Formal proofs of the theorems presented in the paper are given in Appendix A.
2. Problem Setting
In this section, we present the general similarity-based problem setting under which we study correlation
clustering in both unconstrained and constrained settings.
2.1. Problem Definition
Let R = R ∪ {∞,−∞}, V = {v1, . . . , vN} a set of N data points that we wish to cluster, and W ∈
RN×N a similarity matrix. We denote the element on row i column j in W by W (i, j). This input can be
viewed as a weighted graph, as demonstrated by the following example.
Example 1. Let V = {v1, v2, v3, v4} be a set of data points and consider the similarity matrix W given
in Figure 1 on the left. We can view this input as a directed graph G = (V,E) where (vi, vj) ∈ E if
W (i, j) 6= 0, and the weight of each edge (vi, vj) is equal to W (i, j). Figure 1 (right) illustrates the graph
corresponding to W . In case the similarity matrix is symmetric, i.e., W (i, j) = W (j, i) for all i and j, the
graph underlying W is essentially undirected.
W =

∞ 0 −4.5 40
−0.3 ∞ −∞ 65
2.5 0 ∞ 0
0 4.5 0 ∞

v1
v2
v3
v4
−4.5
40
−0.3 −∞
65
2.5
4.5
Figure 1: An example similarity matrix and its graph presentation.
The intuition behind the similarity matrix is that it expresses preferences on whether or not two points vi
and vj should be assigned to the same cluster; a positive value indicates that vi and vj should be assigned to
the same cluster, a negative value that they should not. We say that points vi and vj are similar ifW (i, j) ∈ R
and W (i, j) > 0. If W (i, j) < 0 and W (i, j) ∈ R, we say that vi and vj are dissimilar. In the most general
setting, neither the requirement of assigning pairs of points to the same (different) cluster(s) nor the notion
of pairs of points being (dis)similar are required to be symmetric relations.
Any function cl : V → N is a solution to the clustering problem, representing a clustering of the data
points into clusters indexed with natural numbers. We say that two points vi and vj are co-clustered if
cl(vi) = cl(vj). Note that our formulation allows forcing two points to the same or different clusters. If
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W (i, j) =∞ for some i and j, then vi and vj have to be co-clustered. Analogously, if W (i, j) = −∞, then
vi and vj are not allowed to be co-clustered. If the infinite values are in conflict with each other, the problem
instance is infeasible. These additional hard constraints are commonly referred to as must-link (ML) and
cannot-link (CL) constraints [27]. We will use the following definition to incorporate the intended semantics
of the infinite values onto the possible clusterings. Given a similarity matrix W , we say that a clustering cl
respects the infinite values of W , if cl(vi) = cl(vj) whenever W (i, j) = ∞ and cl(vi) 6= cl(vj) whenever
W (i, j) = −∞.
Given a cost function G such that G(W, cl) ∈ R for every solution cl, we say that a clustering cl (of
V ) is optimal under W as measured by G, if cl respects the infinite values of W and G(W, cl) ≤ G(W, cl′)
holds for any clustering cl′ (of V ) that respects the infinite values of W . The definition is sufficient for
all purposes as we can always turn a function G we wish to maximize into a minimization problem by
considering the function −G. For a given similarity matrix W we use argmincl(G(W, cl)) to denote the set
of optimal clusterings under W as measured by G.
In this work we focus on the the cost function of correlation clustering with additional must-link and
cannot-link constraints. In correlation clustering [4, 9] we are given a pairwise similarity measure over a set
of data points. The task is then to cluster the nodes in a way that maximizes the number of similar points
co-clustered and minimizes the number of dissimilar points co-clustered. More formally, given a symmetric
similarity matrix W , the task is to find a clustering which minimizes the cost function
H(W, cl) =
∑
cl(vi)=cl(vj)
i<j
(I[−∞ < W (i, j) < 0] · |W (i, j)|) +
∑
cl(vi)6=cl(vj)
i<j
(I[∞ > W (i, j) > 0] ·W (i, j))
(1)
where I[b] is an indicator function which takes the value 1 if the condition b is true, else I[b] = 0. Figure 2
gives a precise formulation of constrained correlation clustering used throughout this work.
Input: A set of N data points V = {v1 . . . vN} and a symmetric similarity matrix W ∈ RN×N .
Output: A function cl∗ : V → N such that cl∗ ∈ argmin
cl : : V→N
(H(W, cl)).
Figure 2: The constrained correlation clustering problem.
This definition covers all variants of correlation clustering that we are aware of. For example, the defi-
nition of [4] where the input consists of a complete graph with each edge labeled by a + or − is equivalent
to restricting the input similarity matrix to only contain values from {−1, 1} and specifically not to contain
infinite values. Furthermore, the assumption of symmetric input can be made without loss of generality, as
detailed in Section 2.2.
Example 2. Let V = {v1, v2, v3, v4} be a set of data points and consider the similarity matrix given in
Figure 3 on the left. Figure 3 (right) illustrates one possible solution cl to the correlation clustering problem
for this input data. In described solution, cl(v1) = cl(v2) = cl(v3) 6= cl(v4). The cost of cl is
H(W, cl) = (I[W (1, 2) < 0] · |W (1, 2)|+ I[W (1, 3) < 0] · |W (1, 3)|+ I[W (2, 3) < 0] · |W (2, 3)|) +
(I[W (1, 4) > 0] ·W (1, 4) + I[W (2, 4) > 0] ·W (2, 4) + I[W (3, 4) > 0] ·W (3, 4))
= |W (1, 2)|+W (3, 4) = 3.3.
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W =

∞ −0.3 2.5 0
−0.3 ∞ 4 −5
2.5 4 ∞ 3
0 −5 3 ∞

v1
v2
v3
v4
−0.3
2.5
4
−5
3
Figure 3: An example similarity matrix and the graphical representation of a solution to the correlation clustering problem
In contrast to many other clustering problems, deciding the number of clusters is in the most general
case part of the correlation clustering problem. However, as every point is assigned to exactly one cluster,
in practice it is enough to search over all functions cl : V → {1, . . . , N}.
2.2. On the Assumption of Symmetric Similarities
We will now show that the assumption of symmetric similarity matrices in our problem definition (Fig-
ure 2) can be done without loss of generality. Correlation clustering is often defined with 2 positive weights
w+ij and w
−
ij for each pair of data points vi, vj as the input [5]. The intuition behind these weights is that
they give a separate measure for the costs of not assigning vi and vj to the same (w+ij) and to different (w
−
ij)
cluster(s). A straightforward method of modeling this in terms of our clustering setting would be to use a
cost function such as
H ′(W, cl) =
∑
cl(vi)=cl(vj)
(I[−∞ < W (i, j) < 0] · |W (i, j)|)+
∑
cl(vi) 6=cl(vj)
(I[∞ > W (i, j) > 0] ·W (i, j)) ,
(2)
and letting W (i, j) = w+ij and W (j, i) = −w−ij for all i < j. However, this turns out to be unnecessary.
Theorem 1. Let V = {v1 . . . vN} be a set of data points and W an asymmetric similarity matrix over
V . Assume that for all i and j, W (i, j) = ∞ implies W (j, i) 6= −∞ (from which it also follows that
W (i, j) = −∞ implies W (j, i) 6=∞). Then there is a symmetric similarity matrix WS such that
argmin
cl
(H(WS , cl)) = argmin
cl
(H ′(W, cl)).
We note that the assumption in the theorem is minor. The condition can be checked in polynomial
time, and if it does not hold, there are no feasible solutions to the constrained problem. A detailed proof of
Theorem 1 is provided in Appendix A. The simpler objective function H simplifies the exact declarative
formulations considered in this work.
2.3. Constrained Clustering
In the clustering domain, the concept of a constraint is fairly abstract and the exact types of constraints
that are feasible depend on the particular domain. A typical categorization of different types of constraints
are instance-level constraints and cluster-level constraints [37]. Cluster-level constraints [36] deal with rela-
tionships between clusters. Examples of cluster-level constraints include constraints which enforce a prede-
fined lower bounds for the similarity (distance) over clusters or a predefined upper bound on the dissimilarity
of points within the clusters, as well as constraints requiring that the clustering contains at most/exactly/at
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least some fixed number of clusters or that all clusters contain at least a certain number of data points.
Instance-level constraints deal with relationships between pairs of points. Two very well known examples
are the already discussed ML and CL constraints. ML and CL constraints are have been shown to be flexible
in the sense that many different types of constraints can be expressed in terms of them [37].
2.4. Consensus clustering
As detailed in [15], another problem closely related to correlation clustering is consensus clustering. In
consensus clustering we are given a set V of data points and K different clusterings of V . The task is then
to find a single consensus clustering which agrees as well as possible with the input clusterings. Consensus
clustering fits into our problem definition by the following construction. For each pair of points vi, vj ∈ V
let sij be the number of clusterings in which vi and vj are co clustered and dij = K − sij be the number
of clusterings in which they are not. Now construct a similarity matrix W by assigning W (i, j) = sij and
W (j, i) = −dij for each pair of data points and apply Theorem 1 to obtain the equivalent (in terms of
correlation clustering) symmetric similarity matrix. Then an optimal solution to the resulting correlation
clustering problem corresponds to an optimal solution to the consensus clustering problem. Consensus
clustering is indeed also NP-hard [38]. Recently the problem has received more attention due to applications
in bioinformatics and in particular microarray data analysis [16, 17, 18, 19].
3. Correlation Clustering as Integer Linear Programming
An exact integer linear programming (ILP) formulation of correlation clustering has been proposed
in [5, 10]. We will now restate this integer linear programming formulation in terms of our generic problem
setting.
Given a set V = {v1, . . . , vN} of N data points and a symmetric similarity matrix W , the integer
program involves binary variables xij ∈ {0, 1}, where 1 ≤ i < j ≤ N . The intended interpretation of
these variables is that xij = 1 iff vi and vj are co-clustered in any clustering. We note that the variables
are only required whenever i < j. However, for notational convenience, we use xij and xji to denote the
same variable. Using these variables, the set of optimal solutions to the following integer linear program
represents the set of optimal clusterings of V under W [5].
MINIMIZE
∑
−∞<W (i,j)<0
i<j
(xij · |W (i, j)|)−
∑
∞>W (i,j)>0
i<j
(xij ·W (i, j))
where xij + xjk ≤ 1 + xik for all distinct i, j, k
xij = 1 for all W (i, j) =∞
xij = 0 for all W (i, j) = −∞
xij ∈ {0, 1} for all i, j. (3)
The purpose of the transitivity constraint xij + xjk ≤ 1 + xik is to ensure a well-defined clustering; for
any (vi, vj , vk) ∈ V × V × V , each of the points vi, vj , vk must belong to exactly one cluster, and hence it
follows that if points vi, vj are assigned to the same cluster and points vj , vk are assigned to the same cluster,
by transitivity then points vi, vk should also be assigned to the same cluster. Stated as a linear constraint we
require that if xij + xjk = 2 then xik = 1, which is exactly what the transitivity constraint in the integer
program demands. The purpose of the two other constraints is to ensure that the solution clustering respects
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the infinite values of W . Whenever W (i, j) = ∞, vi and vj have to be co-clustered, which in terms of
the integer program is equivalent to xij = 1. Analogously, W (i, j) = −∞ is equivalent to xij = 0. This
formulation consists of O(N2) variables and O(N3) constraints. In terms of practical considerations, this
suggests poor scalability for larger datasets.
4. Correlation Clustering as Quadratic Integer Programming
A quadratic integer programming formulation of correlation clustering was proposed in [33]. In addition
to the number of data pointsN , the quadratic integer programming (QIP) formulation requires one additional
parameter K, an upper limit for the number of clusters that the solution clustering should contain. The
formulation allows K = N in which case the set of possible solutions to the quadratic program exactly
matches the set of possible solutions to the integer linear programming formulation of correlation clustering
and our general definition of correlation clustering (recall Figure 2). We next restate the quadratic program
in terms of our generic problem setting and the parameter K.
Given a set V = {v1, . . . , vN} of N data points, an upper bound on the number of clusters K, and
a symmetric similarity matrix W , the quadratic program involves binary variables yki ∈ {0, 1}, where
1 ≤ i ≤ N and 1 ≤ k ≤ K. The intended interpretation of the variables is that yki = 1 iff data point vi is
assigned to cluster k. Using these variables, the set of optimal solutions to the following quadratic integer
program represents the set of optimal clusterings of V under W [33].
MINIMIZE
∑
−∞<W (i,j)<0
i<j
(
K∑
k=1
(
yki y
k
j
)
· |W (i, j)|
)
−
∑
∞>W (i,j)>0
i<j
(
K∑
k=1
(
yki y
k
j
)
·W (i, j)
)
where
K∑
k=1
yki = 1 for all i
K∑
k=1
(
yki y
k
j
)
= 1 for all W (i, j) =∞
K∑
k=1
(
yki y
k
j
)
= 0 for all W (i, j) = −∞
yki ∈ {0, 1} for all i, k. (4)
For some intuition, note that the sum
∑K
k=1
(
yki y
k
j
)
is equal to 1 only if points vi and vj are assigned
to the same cluster in the solution clustering. The purpose of the
∑K
k=1 y
k
i = 1 for all i constraint is to
ensure that the solution to the quadratic program corresponds to a well-defined clustering of the data. As
all the variables used are binary, the constraint forces exactly one of the variables y1i , . . . , y
K
i to 1 for all i,
which in turn ensures that the corresponding data point vi is assigned to exactly one cluster, as required for
a well-defined clustering. This non-convex QIP consists of O(NK) variables and O(N + I) constraints
where I is the number of infinite values in the input similarity matrix. We note that the non-convexity
of the quadratic program can follow both from the integrality constraints as well as the similarity values
themselves, as demonstrated by the following example.
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Example 3. Consider the set V = {v1, v2, v3} of data points and the following similarity matrix over V :
W =
 ∞ −1 −10−1 ∞ 1
−10 1 ∞
 .
For this similarity matrix and K = N = 3, the QIP in matrix form is
MINIMIZE
1
2
(y)TW(y)
subject to: Ay = b
y ∈ {0, 1}9,
where
y =

y11
y21
y31
y12
y22
y32
y13
y23
y33

and W =

0 0 0 1 0 0 10 0 0
0 0 0 0 1 0 0 10 0
0 0 0 0 0 1 0 0 10
1 0 0 0 0 0 −1 0 0
0 1 0 0 0 0 0 −1 0
0 0 1 0 0 0 0 0 −1
10 0 0 −1 0 0 0 0 0
0 10 0 0 −1 0 0 0 0
0 0 10 0 0 −1 0 0 0

with A and b chosen to fit the constraints
∑K
k=1 y
k
i = 1 for all i. For this instance of correlation clustering,
the matrixW is indefinite. To see this, observe that it has both negative and positive eigenvalues, for example
10 and −5− 3√3. Hence the objective function of the quadratic program in itself is not convex.
5. Maximum Satisfiability
Before describing our MaxSAT formulations of correlation clustering, we review necessary basic con-
cepts related to Maximum Satisfiability.
5.1. Syntax and Semantics
For a Boolean variable x, there are two literals, x and ¬x. A clause is a disjunction (∨, logical OR) of
literals and a truth assignment is a function from Boolean variables to {0, 1}. A clause C is satisfied by a
truth assignment τ (τ(C) = 1) if τ(x) = 1 for a literal x in C, or τ(x) = 0 for a literal ¬x in C. A set F
of clauses is satisfiable if there is an assignment τ satisfying all clauses in F (τ(F ) = 1), and unsatisfiable
(τ(F ) = 0 for any assignment τ ) otherwise.
An instance F = (Fh, Fs, c) of the weighted partial MaxSAT problem consists of two sets of clauses, a
set Fh of hard clauses and a set Fs of soft clauses, and a function c : Fs → R+ that associates a non-negative
cost with each of the soft clauses1. Any truth assignment τ that satisfies Fh is a solution to F . The cost
1Our definition for the function c is more general than the standard c : Fs → N+, which restricts the costs of soft clauses to be
integral.
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Figure 4: An example of representing graph coloring as MaxSAT.
COST(F, τ) of a solution τ to F is defined as
COST(F, τ) =
∑
C∈Fs
c(C) · (1− τ(C)),
i.e., as the sum of the costs of the soft clauses not satisfied by τ . A solution τ is (globally) optimal for F if
COST(F, τ) ≤ COST(F, τ ′) holds for any solution τ ′ to F . The cost of the optimal solutions of F is denoted
by OPT(F ). Given a weighted partial MaxSAT instance F , the weighted partial MaxSAT problem asks to
find an optimal solution to F . For simplicity, we will from here on drop the term “weighted partial” when
referring to weighted partial MaxSAT instances, and simply refer to them as MaxSAT instances.
Example 4. As an example of modeling problems with MaxSAT, consider the 3-coloring problem for the
graph in Figure 4. The coloring problem can be modeled with MaxSAT by forming a MaxSAT instance
F = (Fh, Fs, c) using a set of 15 boolean variables, {ri, bi, gi | i = 1..5}. The intended semantics of a
variable rx is that the node x is colored red, similarly for gx (green) and bx (blue). The hard clauses in F
restrict each node to be colored with exactly one color and the soft clauses represent the constraints forcing
each pair of nodes sharing an edge to be colored with different colors. As clauses, this corresponds to
Fh = {(r1 ∨ b1 ∨ g1), (r2 ∨ b2 ∨ g2), (r3 ∨ b3 ∨ g3), (r4 ∨ b4 ∨ g4), (r5 ∨ b5 ∨ g5),
(¬r1 ∨ ¬g1), (¬r1 ∨ ¬b1), (¬b1 ∨ ¬g1), (¬r2 ∨ ¬g2), (¬r2 ∨ ¬b2), (¬b2 ∨ ¬g2),
(¬r3 ∨ ¬g3), (¬r3 ∨ ¬b3), (¬b3 ∨ ¬g3), (¬r4 ∨ ¬g4), (¬r4 ∨ ¬b4), (¬b4 ∨ ¬g4),
(¬r5 ∨ ¬g5), (¬r5 ∨ ¬b5), (¬b5 ∨ ¬g5)},
and
Fs = {(¬r1 ∨ ¬r2), (¬b1 ∨ ¬b2), (¬g1 ∨ ¬g2), (¬r1 ∨ ¬r3), (¬b1 ∨ ¬b3), (¬g1 ∨ ¬g3),
(¬r1 ∨ ¬r4), (¬b1 ∨ ¬b4), (¬g1 ∨ ¬g4), (¬r2 ∨ ¬r3), (¬b2 ∨ ¬b3), (¬g2 ∨ ¬g3),
(¬r2 ∨ ¬r4), (¬b2 ∨ ¬b4), (¬g2 ∨ ¬g4), (¬r3 ∨ ¬r4), (¬b3 ∨ ¬b4), (¬g3 ∨ ¬g4),
(¬r3 ∨ ¬r5), (¬b3 ∨ ¬b5), (¬g3 ∨ ¬g5), (¬r4 ∨ ¬r5), (¬b4 ∨ ¬b5), (¬g4 ∨ ¬g5)}
with c(w) = 1 for all w ∈ Fs. An optimal solution τ to F is τ(r1) = τ(r3) = τ(b5) = τ(b2) = τ(g4) = 1
and τ(x) = 0 for all other variables. The cost of this solution is 1, proving that any 3-coloring of the graph
in Figure 4 has to assign the same color to at least one pair of nodes sharing an edge.
5.2. Solving MaxSAT
Recent advances in MaxSAT solvers make MaxSAT a viable approach to finding globally (cost-)optimal
solutions to various optimization problems with successful real-world applications such as hardware design
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debugging [39], post-silicon and C-code fault localization [40, 41], reasoning over biological networks [42],
and optimal Bayesian network structure learning [43]. As both SAT solvers and MaxSAT solvers continue
improving, it is becoming commonly accepted that large problems can be solved in practice [44] and that the
computational time is very much an empirical question and often not dominated by theoretical worst-case
complexity. Indeed, MaxSAT is an active area of research [45, 46, 47, 48, 49]. We next provide a short
overview of MaxSAT solvers. For a more comprehensive discussion, we refer the reader to [50, 51].
Many of the state-of-the-art MaxSAT solvers aimed at efficiently solving real-world instances in practice
make use of a SAT solver as a subroutine. By relaxing the soft clauses in the input formula, the MaxSAT
solver can linearly search for the optimal solution to the instance by querying the SAT solver for the existence
of a truth assignment (not) satisfying at least (at most) k soft clauses for different values of k. Intuitively,
k can then either be an upper [46] or a lower bound [52, 53] for the optimal solution. Another often used
search strategy is binary search [49, 47]. This basic idea of the algorithm has been improved by exploiting
the fact that whenever invoked on an unsatisfiable set of clauses, a modern SAT-solver can produce proof of
unsatisfiability in the form of a (small) subset of the input clauses that in itself is unsatisfiable. These subsets
are commonly referred to as unsatisfiable cores [52, 47, 54]. By using the information provided by the cores,
MaxSAT solver can relax soft cores on demand, instead of having to relax all of them upfront. Solvers
following this strategy are referred to as core-guided solvers. Other proposed methods for MaxSAT solving
include incorporating integer linear programming techniques, either as one part of the solving algorithm [55]
or by directly encoding the MaxSAT instance as an instance of integer linear programming [56].
In this work, we extend the application domains of MaxSAT to correlation clustering by presenting three
different encodings for finding optimal solutions to the correlation clustering problem. Given a symmetric
similarity matrixW over a set V of data points (recall Section 2.1), the basic idea behind all of our MaxSAT
formulations of correlation clustering is that hard clauses are used to enforce that any solution to the MaxSAT
instance represents a well-defined clustering (i.e., a mapping cl : V → N). The soft clauses are used to
encode the cost function in a faithful way, so that each solution to the MaxSAT instance can be mapped into
a clustering with exactly the same cost. In this way the optimal solution of the created MaxSAT instance can
be mapped into the optimal clustering of the correlation clustering problem. Next we will present all three
encodings in detail.
6. A MaxSAT Formulation of Correlation Clustering: Transitive Encoding
Our first MaxSAT formulation, the transitive encoding, of correlation clustering can be viewed as a
simple reformulation of the integer linear programming formulation (recall Section 3) in terms of MaxSAT.
Similarly as in the ILP formulation, we use boolean variables xij , where 1 ≤ i < j ≤ N , with the
interpretation that xij = 1 iff points vi and vj are co-clustered2. We again adopt the notational convenience
xij = xji. Now the transitive encoding forms the MaxSAT instance F 1 = (F 1h , F
1
s , c) summarized in
Figure 5.
We next describe the different parts of F 1 in detail.
6.1. Hard Clauses
The hard clauses F 1h of the transitive encoding are a clausal formulation of the transitivity constraints
(xij +xjk ≤ 1 +xik for all distinct i, j, k) of the ILP formulation. In terms of propositional logic, these can
2Unlike the two other MaxSAT encodings considered in this work, the transitive encoding does not directly allow for enforcing
an upper bounds of less than N on the number of clusters.
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Hard Clauses F 1h : (¬xij ∨ ¬xjk ∨ xik) for all (vi, vj , vk) ∈ V 3
where i, j, k are distinct
Must-Link (xij) for all i < j s.t. W (i, j) =∞
Cannot-Link (¬xij) for all i < j s.t. W (i, j) = −∞
Soft Clauses F 1s : (xij) for all similar vi, vj s.t. i < j
(¬xij) for all dissimilar vi, vj s.t. i < j
Cost c of soft clauses c((xij)) = W (i, j) for all similar vi, vj s.t. i < j
c((¬xij)) = |W (i, j)| for all dissimilar vi, vj s.t. i < j
Figure 5: MaxSAT instance F 1 = (F 1h , F
1
s , c) produced by the transitive encoding.
be stated as (xij ∧ xjk)→ xik, which in clausal form corresponds to
(¬xij ∨ ¬xjk ∨ xik) .
6.2. Soft Clauses
The soft clauses F 1s encode the cost function. Each dissimilar pair of points vi and vj (−∞ < W (i, j) <
0) that are co-clustered corresponds to exactly one unsatisfied soft clause with weight −W (i, j), and sim-
ilarly, each similar pair of points vi and vj (∞ > W (i, j) > 0) that are assigned to different clusters
corresponds to one unsatisfied soft clause with weight W (i, j). These conditions are captured by the unit
soft clauses (¬xij) and (xij), respectively, with weights set to |W (i, j)|.
6.3. Encoding Constrained Clustering
The transitive encoding extends naturally to constrained correlation clustering with ML and CL con-
straints. For each W (i, j) = ∞, vi and vj are forced to be co-clustered. This is achieved with the hard
clause (xij). Similarly, for each W (i, j) = −∞, points vi and vj are forced to different clusters, which is
achieved by the hard clause (¬xij). In addition to ML and CL, various types of other constraints can be
expressed.
Example 5. (Running example of further constraints) We will use a running example of encoding additional
constraints under the three MaxSAT encodings considered in the work, highlighting some of the differences
between the encodings. As an example, consider the constraint NOTCOCLUSTERED(i, j, t) forbidding a
triple of points vi, vj and vt from being co-clustered. Under the transitive encodings, this constraint can
be encoded as a single clause NOTCOCLUSTERED(i, j, t) := (¬xij ∨ ¬xjt ∨ ¬xit). As another example,
consider the cluster-level constraint ATMOSTINALL(k) requiring each cluster to contain at most k data
points. This constraint can be reformulated as requiring that each data point vi is co-clustered with at most
k − 1 other data points. For a fixed data point vi the latter formulation can be encoded as a cardinality
constraint
∑
j={1,...,N}\{i} xij ≤ (k−1) requiring at most k−1 of the variables xi1, . . . xiN to be set to true,
which can further be encoded with hard clauses using one of the several compact cardinality constraints; see
e.g. [57, 58]. The whole ATMOSTINALL(k) constraint decomposes in to a conjunction of such cardinality
constraints over i.
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6.4. Constructing a Clustering from a MaxSAT Solution to the Transitive Encoding
Any solution τ to F 1 represents a valid clustering clτ of V , constructed in an iterative manner as follows.
While there still are unassigned points left:
1. Let i be the smallest index for which clτ (vi) is not defined yet and let j be the iteration number
(j = 1...).
2. Assign clτ (vi) = j.
3. Assign clτ (vk) = j for all still unassigned vk for which τ(xik) = 1.
The fact that clτ is well-defined follows from the observation that each point gets assigned to at most one
cluster and each iteration of the procedure assigns at least one point to a cluster. Furthermore, the hard
transitivity constraints in F 1 ensure that the intended semantics of the xij variables hold in clτ . Hence it
follows that the optimal solutions of F 1 correspond to the optimal clusterings of V . The correctness of the
transitive encoding can be formalized as follows.
Theorem 2. Given a set V of data points and a symmetric similarity matrix W over V , let F 1 be the
MaxSAT instance produced by the transitive encoding on W . The clustering clτ∗ : V → N constructed from
an optimal solution τ∗ to F 1 is an optimal clustering of V .
A detailed proof of the theorem is given in Appendix A.
We note that the transitive encoding does not require a predefined number of clusters. This is avoided
by the definition of the xij variables, interpreted as pairwise indicator variables for two data points vi, vj
being assigned to the same cluster. However, the encoding is not very compact. Its size is similar to the ILP
presented earlier, O(N2) variables and O(N3) clauses, suggesting that also this encoding does not scale
well. Next we will present a unary encoding of correlation clustering into MaxSAT, which to some extent
addresses the compactness issue of the transitive encoding.
7. An Unary Encoding of Correlation Clustering into MaxSAT
We now consider a more compact unary encoding, which to some extent resembles the quadratic integer
programming formulation presented in Section 4. Similarly to the QIP, the unary encoding allows an upper
bound K on the number of available clusters. By letting K = N , the set of clusterings produced by
the unary encoding is exactly the same as for the transitive encoding. The size of the unary encoding is
O(E ·K + N ·K) variables and O(E ·K) clauses where E is the number of nonzero values in the input
similarity matrix W . Due to the dependence on E, in practice the unary encoding is more compact than the
transitive encoding whenever the input matrix contains 0-entries or K < N .
The unary encoding involves N ·K boolean variables yki , where i = 1..N (the number of data points)
and k = 1..K (the number of clusters). The intended interpretation of these variables is that yki = 1 iff point
vi belongs to cluster k. Furthermore, the encoding employs two types of auxiliary variables.
• Akij , where i = 1..N , j = 2..N , i < j, W (i, j) > 0, and k = 1..K, with the interpretation A
k
ij = 1
iff points vi and vj are both assigned to cluster k.
• Dij , where i = 1..N , j = 2..N , i < j, and W (i, j) < 0, with the interpretation that if Dij = 0, then
points vi and vj are assigned to different clusters.
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These variables are used for compactly encoding the similarity and dissimilarity constraints. We will next
present details on the clauses used in the unary encoding. As with the transitive encoding, the hard clauses
limit the set of solutions to well-defined clusterings, and the soft clauses encode the cost function in a faithful
way. However, the hard and soft clauses differ significantly from the clauses in the transitive encoding.
Most notably, both hard and soft clauses are included in the unary encoding for encoding the similarity and
dissimilarity constraints.
Concretely, the unary encoding forms the MaxSAT instance F 2 = (F 2h , F
2
s , c) summarized in Figure 6.
Hard Clauses F 2h : EXACTLYONE(i) for all vi ∈ V
HARDSIMILAR(i, j, k) for all similar vi, vj s.t. i < j
and 1 ≤ k ≤ K
HARDDISSIMILAR(i, j, k) for all dissimilar vi, vj s.t. i < j
and 1 ≤ k ≤ K
Must-Link MLU (vi, vj) for all i < j s.t. W (i, j) =∞
Cannot-Link CLU (vi, vj) for all i < j s.t. W (i, j) = −∞
Soft Clauses F 2s : SOFTSIMILAR(i, j) for all similar vi, vj s.t. i < j
SOFTDISSIMILAR(i, j) for all dissimilar vi, vj s.t. i < j
Cost c of soft clauses c(SOFTSIMILAR(i, j)) = W (i, j) for all similar vi, vj s.t. i < j
c(SOFTDISSIMILAR(i, j)) = |W (i, j)| for all dissimilar vi, vj s.t. i < j
Figure 6: MaxSAT instance F 2 = (F 2h , F
2
s , c) produced by the unary encoding.
We next describe the different parts of F 2 in detail.
7.1. Ensuring Well-Defined Clusterings
The hard constraints EXACTLYONE(i) constrain the search to well-defined clusterings by enforcing that
each data point vi is assigned into exactly one cluster k. In terms of the variables in the encoding this means
that, for each i, exactly one of the variables y1i , . . . , y
K
i should be assigned to 1, i.e.,
EXACTLYONE(i) :=
K∑
k=1
yki = 1.
A number of different encodings of this cardinality constraint as clauses have been previously developed [59].
In our experiments, we used the so-called sequential encoding [60] which is linear, or more precisely, intro-
duces 3K − 4 clauses and K − 1 auxiliary variables for each i. We refer the interested reader to [60] for a
detailed description of this encoding.
7.2. Encoding Similarity
For a similar pair of data points vi and vj , the constraints HARDSIMILAR(i, j, k) for each k = 1..K and
SOFTSIMILAR(i, j) together enforce the requirement that vi and vj are assigned to the same cluster when-
ever the soft constraint SOFTSIMILAR(i, j) is satisfied. In terms of propositional logic, this requirement can
be expressed as the formula
(y1i ∧ y1j ) ∨ (y2i ∧ y2j ) ∨ . . . ∨ (yKi ∧ yKj ).
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In order to the express this propositional formula as clauses, we employ the auxiliary variables Akij and
define the semantics of these to be τ(Akij) = 1 iff τ(y
k
i ∧ ykj ) = 1. In terms of propositional logic, the
defining constraint is Akij ↔ (yki ∧ ykj ), which can be expressed as
HARDSIMILAR(i, j, k) := {(¬Akij ∨ yki ), (¬Akij ∨ ykj ), (Akij ∨ ¬yki ∨ ¬ykj )}.
We note that the definitions of the auxiliary variables do not yet enforce points vi and vj to be assigned to
cluster k. Instead, the clauses HARDSIMILAR(i, j, k) state that the variable Akij is set to true if and only if
points vi and vj are both assigned to cluster k. This must hold in every solution to F 2, hence the clauses are
hard.
Using the auxiliary variables, the soft constraint expressing that the points vi and vj are assigned to the
same cluster can be encoded as the clause
SOFTSIMILAR(i, j) := (A1ij ∨ · · · ∨AKij ) with weight c(SOFTSIMILAR(i, j)) = W (i, j).
For some intuition, we note that if this clause is satisfied in a solution τ , then for some k, τ(Akij) = 1. Since
all hard clauses are satisfied in any solution, it follows that points vi and vj will be assigned to cluster k,
exactly as required. Similarly, if points vi and vj are not assigned to the same cluster, then due to the hard
constraints we have τ(Akij) = 0 for all k, and the soft clause will not be satisfied. Each unsatisfied clause
must increase the cost of a MaxSAT solution according to the similarity values of the corresponding points,
which is why the weight of the clause is set to W (i, j).
7.3. Encoding Dissimilarity
For a dissimilar pair of data points vi and vj , the clauses HARDDISSIMILAR(i, j, k) for each k = 1..K
and SOFTDISSIMILAR(i, j) together enforce the requirement that vi and vj are assigned to different clusters.
This can be expressed by requiring for each cluster that at least one of vi and vj should not be assigned to that
cluster, which in clausal form is expressed by (¬yki ∨ ¬ykj ) for a cluster k. The whole constraint enforcing
vi and vj to be assigned to different clusters is hence
(¬y1i ∨ ¬y1j ) ∧ . . . ∧ (¬yKi ∨ ¬yKj ). (5)
Equation 5 is already in clausal form. However, we want to make sure that breaking any of the individual
clauses corresponds to a cost of |W (i, j)|. To achieve this, we use the auxiliary variables Dij , and define
them in terms of propositional logic as ¬Dij → (¬yki ∨ ¬ykj ) for each cluster k = 1..K. That is, if
τ(Dij) = 0 for some solution τ to F 2, then vi and vj are not assigned to the same cluster3. The defining
constraint can be expressed as the hard clauses
HARDDISSIMILAR(i, j, k) := (Dij ∨ ¬yki ∨ ¬ykj ).
The auxiliary variable Dij makes it possible to express the soft constraint requiring vi and vj to not be
co-clustered simply as
SOFTDISSIMILAR(i, j) := (¬Dij) with weight c(SOFTDISSIMILAR(i, j)) = |W (i, j)|.
3The formalism behind grouped soft clauses like the ones in Equation 5 is known as group-MaxSAT. An exact treatment of
group-MaxSAT is beyond the scope of this work, we refer the interested reader to [61].
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For some intuition, we have that if the clause (¬Dij) is satisfied in a solution to F 2, then the clauses
(¬yki ∨ ¬ykj ) also have to be satisfied for all k. Hence points vi and vj are not assigned to the same cluster.
On the other hand, if vi and vj are assigned to the same cluster k, then the solution has to assign Dij = 1 in
order to satisfy the hard clause (Dij ∨¬yki ∨¬ykj ), resulting in one unsatisfied clause with weight |W (i, j)|,
exactly as required for representing the correlation clustering cost function faithfully.
7.4. Encoding Constrained Clustering
By noticing that for each k = 1..K we need to enforce that cl(vi) = k iff cl(vj) = k, the must-link
constraint over vi and Vj can be encoded under the unary encoding as
MLU (vi, vj) := {(¬y1i ∨ y1j ), (y1i ∨ ¬y1j ), . . . , (¬yKi ∨ yKj ), (yKi ∨ ¬yKj )},
where the clauses (¬yki ∨ ykj ) and (yki ∨ ¬ykj ) correspond to yki ↔ ykj . For some intuition, in any solution
τ we have that, whenever τ(yki ) = 1, the solution has to assign τ(y
k
j ) = 1 in order to satisfy (¬yki ∨ ykj ).
Furthermore, based on the other hard clauses, we know that there exists exactly one k = 1..K for which
τ(yki ) = 1, and hence τ(y
k′
i ) = 0 for all k
′ 6= k. Thus τ has to assign τ(yk′j ) = 0 in order to satisfy the
clause (yk
′
i ∨ ¬yk
′
j ); hence the points are assigned to the same cluster.
The benefit of encoding the must-link constraint in this way compared to the similarity constraint pre-
sented earlier is the elimination of the auxiliary variables Akij and hence a decrease in the number of clauses
generated. On the other hand, similarity constraints cannot be encoded directly in this way since they are
soft. Furthermore, whenever a similarity constraint is not satisfied, the cost added to a MaxSAT solution
should be exactly the corresponding similarity value, which is controlled in a simple way with the Akij
variables.
Cannot-link constraints in the unary encoding can also be encoded more compactly than the dissimilarity
constraints. The variable Dij in the encoding is used to ensure that an unsatisfied dissimilarity constraint
corresponds exactly to cost |W (i, j)|. If we know that the dissimilarity constraint has to be satisfied (making
it a hard cannot-link constraint), we can simply leave out the extra variable. The intuition between the
cannot-link clauses is that for each k = 1..K and any solution τ , either τ(yki ) = 0 or τ(y
k
j ) = 0. Stated as
clauses, we have
CLU (vi, vj) := {(¬y1i ∨ ¬y1j ), . . . , (¬yKi ∨ ¬yKj )}.
Example 6. (Running example of further constraints continued.)
Under the unary encoding, the NOTCOCLUSTERED(i, j, t) constraint, forbidding all three of the points
vi, vj and vt from being co-clustered, can be encoded with a set of K clauses
NOTCOCLUSTERED(i, j, t) := {(¬y1i ∨ ¬y1j ∨ ¬y1t ), . . . , (¬yKi ∨ ¬yKj ∨ ¬yKt )}.
The constraint includes one clause for each cluster s = 1..K, each forbidding all three points from being
assigned to cluster s. The constraint ATMOSTINALL(k), requiring each cluster to contain at most k data
points, can be encoded as a conjunction of K cardinality constraints, namely, by enforcing
∑N
i=1 y
j
i ≤ k
over each cluster index j.
7.5. Constructing a Clustering from a MaxSAT Solution to the Unary Encoding
Given a solution τ to F 2, we can easily construct a corresponding well-defined clustering clτ of the
data points by assigning each point vi into the cluster k for which τ(yki ) = 1. Due to the hard constraints
F 2h , in any solution τ there is exactly one such k for every i. Especially, the clustering constructed from
an optimal solution to F 2 will be an optimal clustering of the data, minimizing the correlation clustering
objective function. This correctness of the unary encoding can be formalized as follows.
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Theorem 3. Given a set V of data points with |V | = N , a symmetric similarity matrix W over V , and an
upper limit K on the available clusters such that 1 ≤ K ≤ N , let F 2 be the MaxSAT instance produced by
the unary encoding on W . The clustering clτ∗ : V → {1, . . .K} constructed from an optimal solution τ∗ to
F 2 is an optimal clustering of V over all clusterings cl : V → {1, . . .K}. In other words, clτ∗ is optimal
over all clusterings of V that use at most K clusters.
Intuitively, the theorem follows from the already discussed connections between cost incurred by a
clustering and the weight of unsatisfied soft clauses in the unary encoding. A proof of Theorem 3 is provided
in Appendix A.
8. A Binary Encoding of Correlation Clustering into MaxSAT
As the third encoding, we describe a binary encoding of correlation clustering as MaxSAT, which is
essentially a bitwise reformulation of the unary encoding. Similarly to the unary encoding, the binary
encoding allows an upper limit K on the available clusters. As is often the case with SAT and MaxSAT
encodings, the binary encoding is more compact than both the unary and the transitive encoding, regardless
of the input similarity matrix or the value of K. An instance formed by the binary encoding contains
O(E + N · log2K) variables and O(E · log2K) clauses, where E is the number of nonzero values in the
input similarity matrix W .
For simplicity, we first assume that K is a power of 2, more precisely K = 2a for some a ∈ N. From
this it follows that log2K = a is an integer. The encoding also works if this is not the case; we will describe
the required adaptations in Section 8.5. The encoding uses a variables bki where 1 ≤ k ≤ a for each point
vi. The intended semantics of these variables is that point vi is assigned to cluster index bai ..b
1
i , interpreted
as a binary number with the least significant bit to the right. Additionally, we employ two types of auxiliary
variables.
• EQkij , where 1 ≤ i < j ≤ N , W (i, j) ∈ R \ {0}, and 1 ≤ k ≤ a. The intended semantics of EQkij
is EQkij = 1 iff b
k
i = b
k
j .
• Sij , where 1 ≤ i < j ≤ N and W (i, j) ∈ R \ {0}. Sij = 1 iff points vi and vj are co-clustered.
(Note the equivalence: also, if Sij = 0, then points vi and vj are not assigned to the same cluster.)
Hard Clauses F 3h : EQUALITY(i, j, k) for all W (i, j) ∈ R \ {0}
SAMECLUSTER(i, j) for all W (i, j) ∈ R \ {0}
Must-Link MLB(vi, vj) for all i < j s.t. W (i, j) =∞
Cannot-Link CLB(vi, vj) for all i < j s.t. W (i, j) = −∞
If K 6= N and K 6= 2a for any a CLUSTERSLESSTHAN(i,K) for all vi ∈ V
Soft Clauses F 3s : (Sij) for all similar vi, vj s.t. i < j
(¬Sij) for all dissimilar vi, vj s.t. i < j
Cost c of soft clauses c((Sij)) = W (i, j) for all similar vi, vj s.t. i < j
c((¬Sij)) = |W (i, j)| for all dissimilar vi, vj s.t. i < j
Figure 7: MaxSAT instance F 3 = (F 3h , F
3
s , c) produced by the binary encoding.
An instance F 3 produced by the binary encoding is summarized in Figure 7. This time, the only hard
clauses required are the clauses defining the auxiliary variables. This is due to the fact that any MaxSAT
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solution has to assign all the variables bki in some unique way, and hence any solution will represent a
well-defined clustering. We next describe the binary encoding in more detail.
8.1. Hard Clauses
As the bki variables form the bit-representation of the cluster index of point vi, the question of whether
two points vi and vj are assigned to the same cluster is equivalent to whether the values of bki and b
k
j are
equal for all 1 ≤ k ≤ a. In order to reason about the equality of individual bits, the binary encoding uses a
“equality” variables EQkij for each pair of points vi and vj for which i < j and W (i, j) ∈ R \ {0}. These
variables are defined to be equivalent to τ(bki ) = τ(b
k
j ) when τ is a solution to F
3. In terms of propositional
logic, the defining constraint is EQkij ↔ (bki ↔ bkj ), which corresponds to the set of clauses
EQUALITY(i, j, k) := {(EQkij ∨ bki ∨ bkj ), (EQkij ∨ ¬bki ∨ ¬bkj ), (¬EQij ∨ ¬bki ∨ bkj ), (¬EQij ∨ bki ∨ ¬bkj )}.
Encoding the semantics of the Sij variables is straightforward using the equality variables. Two points
vi and vj are assigned to the same cluster iff the values at each bit-position in the bit representation of their
cluster indices are the same. Stated in propositional logic, we have Sij ↔ (EQ1ij ∧ . . . ∧ EQaij), which
corresponds to
SAMECLUSTER(i, j) := {(¬Sij ∨ EQ1ij), . . . , (¬Sij ∨ EQaij), (Sij ∨ ¬EQ1ij ∨ . . . ∨ ¬EQaij)}.
8.2. Soft Clauses
As the variable Sij has the exact same semantics as the variable xij in the transitive encoding, it can be
used to formulate the soft clauses of the binary encoding in a very similar manner as the soft clauses in the
transitive encoding. For every similar pair of points vi and vj , the cost of the clustering should increase by
W (i, j) whenever the points are not assigned to the same cluster. This condition is encoded by the unit soft
clause (Sij) with weight c((Sij)) = W (i, j). Analogously, for every dissimilar pair the instance includes
the soft clause (¬Sij) with weight c((¬Sij)) = |W (i, j)|.
8.3. Encoding Constrained Clustering
For compactly encoding the must-link constraint in the binary encoding, we simplify the similarity
constraint. We need to ensure that τ(bki ) = τ(b
k
j ) for all bits k = 1..a and all MaxSAT solutions τ . For a
fixed k, this can be stated as (bki ↔ bkj ), which as clauses is expressed by (¬bki ∨ bkj ), (bki ∨¬bkj ). Hence the
whole must-link constraint is
MLB(vi, vj) := {(¬b1i ∨ b1j ), (b1i ∨ ¬b1j ), . . . , (¬bai ∨ baj ), (bai ∨ ¬baj )}.
The cannot-link constraint can be seen as a simplified dissimilarity constraint. The variable EQkij and the
clauses defining it are still required for all bits. However, the cannot-link constraint can be stated as a single
clause: we simply require that there exists a bit-position k such that the values bki and b
k
j differ. The whole
cannot-link constraint is
CLB(vi, vj) := {EQUALITY(i, j, 1), . . . , EQUALITY(i, j, a), (¬EQ1ij ∨ . . . ∨ ¬EQaij)}.
Example 7. (Running example of further constraints continued.) Due to the similar semantics of the Sij
variables of the binary encoding and the xij variables of the transitive encoding, both of our example
constraints can be encoded very similarly to the transitive encoding. The NOTCOCLUSTERED(i, j, t) con-
straint, forbidding all three of the points vi, vj and vt from being co-clustered, can be encoded by a single
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clause NOTCOCLUSTERED(i, j, t) := (¬Sij ∨¬Sit ∨¬Sjt), i.e., more compactly than in the unary encod-
ing directly. Also, the ATMOSTINALL(k) constraint can be encoded similarly to the transitive encoding by
using for each vi, a cardinality constraint forbidding vi from being co-clustered with mode than k− 1 other
points:
∑
j={1...N}\{i} Sij ≤ k − 1.
8.4. Constructing a Clustering from a MaxSAT Solution to the Binary Encoding
Given a solution τ to F 3, there is again a very natural way of constructing a clustering of V . For each
data point vi, let τ(bai )τ(b
a−1
i ) . . . τ(b
1
i ) = c, where the left hand side is interpreted as a binary number,
and assign clτ (vi) = c + 1. Since the number of available bits is log2K, it follows that 0 ≤ c ≤ K − 1,
and hence 1 ≤ clτ (vi) ≤ K holds for all vi. The clustering constructed from an optimal solution to F 3 is
optimal amongst all clusterings using at most K clusters.
Theorem 4. Given a set V of data points with |V | = N , a symmetric similarity matrix W over V , and an
upper limit K on the available clusters such that 1 ≤ K ≤ N , let F 3 be the MaxSAT instance produced by
the binary encoding on W . The clustering clτ∗ : V → {1, . . .K} constructed from an optimal solution τ∗
to F 3 is an optimal clustering of V under W over all clusterings cl : V → {1, . . .K}. In other words, clτ∗
is optimal over all clusterings of W that use at most K clusters.
A proof of this theorem is provided in Appendix A.
8.5. The Binary Encoding for General K
So far we have assumed that the upper limit on the available clusters is an power of 2, or, more precisely,
that K = 2a for some a. This assumption simplifies the binary encoding since the values representable in
binary with a bits are exactly 0 to 2a − 1. It is also possible to constraint K to an arbitrary value. A simple
approach would be to encode a separate constraint for each point vi and each value j ∈ {K,K+1, . . . , 2a−
1} forbidding the value of the bit variables bai , . . . , b1i (interpreted as a binary number) from being equal to
j. However, this would result in O(N2 · log2N) clauses, the same as the worst-case size of the whole
encoding.
A more compact formulation can be obtained by observing that, for each data point we only need
to encode a single constraint stating that the value of its assigned cluster index should be less than K.
For a given K, let Kj denote the value of the jth bit in the binary representation of K. Note that as
2a−1 < K ≤ 2a, there are exactly a bits in the binary representation of K. For any set of bit variables
bai , . . . , b
1
i , denote the value represented by these variables in binary by (b
a
i . . . b
1
i )2. For a given datapoint
vi we can encode the constraint (bai . . . b
1
i )2 < K recursively using the observation that a binary number
(bai . . . b
1
i )2 is less than another binary number (K
a . . .K1)2 iff
• Ka = 1 and bai = 0, or
• Ka = bai and (b
a−1
i . . . b
1
i )2 < (K
a−1 . . .K1)2.
This formulation of inequality between binary numbers follows directly from the properties of binary num-
bers. We encode it as MaxSAT by introducing a fresh variables Bji , 1 ≤ j ≤ a, and adding clauses defining
them recursively as
DEFB(i, 1) := B1i ↔
(¬b1i ∧ (K1 = 1)) ,
DEFB(i, j) := Bji ↔
(
(¬bji ∧ (Kj = 1)) ∨ ((bji ↔ Kj) ∧Bj−1i )
)
. (6)
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As the value of K is known, we can simplify the definition accordingly when adding the clauses to the
encoding. Using these variables, the whole constraint limiting the number of clusters is enforced by the
clauses defining the semantics of the Bji variables, together with N unit clauses, one for each data point:
CLUSTERSLESSTHAN(i,K) := {DEFB(i, 1), . . . ,DEFB(i, a) | i = 1..N} ∪ {(Ba1 ), . . . , (BaN )}.
The size of this formulation is O(N · log2(N)).
9. Experimental Evaluation
We will now describe an experimental evaluation of our MaxSAT-based approach to correlation cluster-
ing.
9.1. Benchmarks
We experiment on real-world datasets consisting of similarity values between amino-acid sequences of
different proteins [62], as well as similarity matrices we obtained from standard UCI benchmark datasets.
For each of the obtained similarity matrices, we normalized the matrix entries to the range [−0.5, 0.5].
9.1.1. Protein Sequence Datasets
We obtained four protein sequence datasets from http://www.paccanarolab.org/scps. The
data consists of similarity values between amino-acid sequences, originally computed using BLAST [63].
All values were originally in the range [0, 1.0]. Normalization of the similarity information to the range
[−0.5, 0.5] was done by subtracting 0.5 from each entry. Table 1 shows the number of data points for each
data set.
9.1.2. UCI Datasets
In addition to the protein sequence datasets, we produced similarity matrices based on the following
UCI datasets.
• ORL: the AT&T ORL database of images of faces, each of size 92 × 112. Obtained from http:
//www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html.
• Ionosphere: the UCI ionosphere dataset, for classification of radar returns from the ionosphere, origi-
nally with 34 attributes. Obtained from http://archive.ics.uci.edu/ml/.
• Umist: the Sheffield (previously UMIST) Face Database, each face image of size 92× 112. Obtained
from http://www.sheffield.ac.uk/eee/research/iel/research/face.
• Breastcancer: the LIBSVM breast-cancer dataset, originally named “Wisconsin Breast Cancer in
UCI”. The set contains 10 features.
Obtained from http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/.
• Diabetes: the LIBSVM diabetes dataset, originally from UCI, containing 8 features. Obtained from
http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/.
• Ecoli: the UCI Ecoli dataset, containing protein localization sites, with 8 features. Obtained from
http://archive.ics.uci.edu/ml/.
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Table 1: Number of data points in datasets considered
Dataset Number of points
Ecoli 327
Ionosphere 351
ORL 400
Prot 3 567
Umist 575
Prot 2 586
Prot 4 654
Prot 1 669
Breastcancer 683
Diabetes 768
Vowel 990
• Vowel: the LIBSVM Vowel dataset, originally from UCI, with 10 features. Obtained from http:
//www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/.
For these datasets, we first calculated the normalized Euclidean distance between each pair of points, and
directly interpreted the distances as similarity values by linear inverse mapping to the range [−0.5, 0.5]. In
order to simulate incomplete similarity information, we finally modified all similarity values in the range
[−0.25, 0.25] to be 0. The size of each dataset is reported in Table 1.
9.1.3. Setup
For solving the MaxSAT instances resulting from our encodings, we used the academic off-the-shelf
MaxSAT solver MaxHS [64, 55, 65] (MaxSAT evaluation 2013 version) obtained from the authors. MaxHS
implements a hybrid approach to MaxSAT solving, combining the logical reasoning power of a SAT solver
with the arithmetic reasoning power of an integer linear programming solver. During its execution, MaxHS
maintains a set of unsatisfiable cores (recall Section 5.2). At each iteration, the ILP solver is used for
finding a minimum-cost hitting set over the soft clauses in the current set of cores. Clauses in the hitting set
are then temporarily removed from the instance and the SAT solver is invoked again. MaxHS terminates
when the working formula is satisfiable, at which point the assignment returned by the SAT solver is an
optimal solution to the MaxSAT instance. We note that MaxHS is by no means the only possible choice for
a MaxSAT solver to use. We also report on a comparison of different state-of-the-art MaxSAT solvers in
Section 9.4.3, the results of which motivate the use of MaxHS.
We compare the MaxSAT-based approach with exactly solving the integer linear programming and the
quadratic integer programming formulations of correlation clustering (recall Sections 3 and 4, respectively).
We used the commercial state-of-the-art integer programming solvers IBM CPLEX (version 12.6) and
Gurobi Optimizer (version 6.0) for solving the integer linear programs, and additionally, the non-commercial
SCIP [66] framework for solving the quadratic integer programs. Furthermore, we also compare to two ap-
proximative algorithms in terms of the cost of solutions obtained: the approximation algorithm KwickClus-
ter (KC) proposed in [5] and further considered in [67], and the SDPC approach based on a semi-definite
relaxation of the quadratic integer programming formulation, proposed in [34]. More details on these algo-
rithms are provided in Section 10.1. For solving the semi-definite programs, we used the Matlab package
SeDuMi 1.3 [68].
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On the protein data we also experimented with the algorithms described in [62], available from http:
//www.paccanarolab.org/scps, which are specialized algorithms for correlation clustering protein
sequences. The authors provide two algorithms that allow an unrestricted number of clusters by default.
One is based on spectral clustering (SCPS) and the other on connected component analysis (CCA).
In addition to the comparative results, we also report on MaxSAT-specific experiments on the effect of
MaxSAT-level preprocessing (in Section 9.4.1) and symmetry breaking (in Section 9.4.2) on solving times.
We employed MaxSAT preprocessing in all experiments due to its positive impact on solving times. As
for symmetry breaking on the MaxSAT-level in the other experiments, we only applied partial symmetry
breaking to all formulas by enforcing the point with the lowest index to always be assigned to the first
cluster.
A timeout of 8 hours and a memory limit of 30 GB were enforced on each individual run of a solver.
The experiments were run under Linux on eight-core Intel Xeon E5440 2.8-GHz cluster nodes each with 32
GB of RAM. In order to ensure repeatable results, only a single algorithm on a single benchmark instance
was executed on each cluster node at each time.
9.2. Experiments on Unconstrained Correlation Clustering
We first focus on unconstrained correlation clustering, i.e., correlation clustering under the assumption
that there are no infinite values in the input similarity matrices.
9.2.1. Comparison of Algorithms Providing Optimal Solutions
We start with a comparison of the exact approaches to correlation clustering: our three MaxSAT encod-
ings, the integer linear programming formulation (ILP), and the quadratic integer programming formulation
(QIP). As the size of the transitive encoding and the integer linear program does not depend on the number
of non-zero elements in the similarity matrix, for these experiments we created instances by varying the
number of points n ≥ 50 in the four protein datasets (Prot1, Prot2, Prot3 and Prot4) by considering only the
n first rows and columns of the original similarity matrix of each data set.
The results are shown in Figure 8. The reason for the absence of the QIP approach from the plot is
that neither CPLEX, Gurobi, nor SCIP was able to solve any of the quadratic programs exactly within
the time limit. For example, SCIP was able to solve the instances when using 20 points within seconds,
but was unable to solve 50 points within 8 hours. While we do not have a definitive explanation for this
poor behaviour, one possible explanation may deal with the non-convexity (recall Section 4) of the QIP
formulation of correlation clustering.4 The transitive and the unary MaxSAT encodings, as well as the ILP
approach, are competitive with the binary encoding only when the number of points is small. However,
all three MaxSAT encodings scale better than ILP and QIP. Both CPLEX and Gurobi ran out of memory
on the ILP formulation for instances larger than 300 points, suggesting it will fail to solve larger instance
irrespective of the timeout. Furthermore, the encodings for which the size of the instance is not dependent
on the number of non-zero entries in the similarity matrix cannot benefit from any sort of pruning that one
might be able to do on the similarity values of the input data.
Based on these observations, for the MaxSAT-based approach we focus on the binary encoding in the
rest of the experiments.
4This would be inline with behavior observed in other problem domains as well, see e.g. [69].
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Figure 8: Point scalability of the exact approaches. Top left: Prot1, top right: Prot2, bottom left: Prot3, bottom right: Prot4.
9.2.2. Performance on Sparse Data
Next we simulate a setting in which the input data is sparse, that is, situations in which the similarity
information available is incomplete. For p ∈ {0.05, 0.10, . . . , 1}, we created instances from a given simi-
larity matrix W by independently setting each non-zero element W (i, j) to 0 with a probability 1− p. This
results in a matrix W ′ where the expected number of non-zero entries is p · 100% of the number of non zero
entries in W .
We ran each of the approximative algorithms 100 times on each instance, and report the best values
returned by them. We note that a single run of any of the approximative algorithms is very short, at most
one minute for SDPC and within 10 seconds for the others.
Figures 9, 10 and 11 summarize the result of solving the sparse instances. A sparser matrix results in
MaxSAT instances which are faster to solve. More importantly, however, we notice that MaxSAT is fairly
robust when it comes to dealing with sparse data and the cost of the solution clustering. We experimentally
compare the robustness of the different algorithms by calculating the cost H(W, cl) for clusterings cl which
were obtained withW ′ as input. This simulates a setting where there is some “true” objective function value
that we would like the algorithms to optimize, but the amount of information available to the algorithms is
limited/noisy. The cost of clusterings produced by the binary encoding is significantly lower than the other
generic correlation clustering algorithms KwickCluster and SDPC for all values of p solvable by MaxSAT.
For p > 0.4, the solutions obtained with MaxSAT have a clearly lower cost than the solutions provided by
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Figure 9: Top: Evolution of running times. Bottom: Cost of the clusterings obtained on sparse matrices. Bottom left: Prot1, bottom
right: Prot2.
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Figure 10: Top: evolution of running times. Bottom: cost of the clusterings obtained on sparse matrices. Bottom left: Prot3, Bottom
right: Prot4. For the unsolvable MaxSAT instances we report the cost of the highest value of p still solvable.
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Figure 11: Evolution of running times (top left) and the cost of the clusterings obtained on sparse matrices. Top right: orl, bottom
left: ionosphere, bottom right: umist. For the unsolvable MaxSAT instances we report the cost of the highest value of p still
solvable.
two algorithms specialized for clustering protein sequences. Perhaps the most significant observation here
is that, whenever the dataset was not solvable within the timeout, the clusterings obtained by MaxSAT on
the highest value of p still solvable had in general a lower cost than any of the approximative algorithms at
p = 1.0. This suggests that one can prune away a significant number of the non-zero entries in a matrix,
hence speeding up MaxSAT solving, and still obtain clusterings of lower cost than those obtained with the
approximative algorithms. We hypothesize that a more sophisticated method of pruning, perhaps taking into
account the structure of the input matrix, could further improve the results. Comparing KwickCluster with
SDPC, we observe that semi-definite programming performs slightly better on extremely sparse instances.
However, when the density of the underlying graph increases, the performance of KwickCluster improves
while the performance of SDPC remains fairly constant. One possible explanation for this could be that the
relaxation of a quadratic program into a semi-definite program (see Section 10.1 for details) has a similar
effect to the quality of the obtained clustering as pruning similarity information from the matrix.
9.3. Constrained Correlation Clustering
We now turn our attention to MaxSAT-based constrained correlation clustering.
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9.3.1. Instance-Level Constraints
We first consider a situation in which an oracle, for example a domain expert, provides domain specific
knowledge in the form of a set of must-link and cannot-link constraints the solution clusterings are expected
to satisfy. By running several tests with an increasing number of constraints, we simulate a setting in which
the current solution clustering is shown to the oracle, who is then allowed to add more constraints to the
clustering algorithm in order to further restrict the set of acceptable clusterings. An iterative setting like this
has previously been studied for example in [70, 71] and has been shown to greatly increase the clustering
accuracy in other clustering problems [70, 71, 27].
We simulate this setting with the help of a (human created) “golden” clustering supplied with each of the
datasets. Given the similarity matrixW based on a dataset, the golden clustering can be seen as a symmetric
similarity matrix GW of the same dimension where each element is either ∞ or −∞. To simulate this
iterative setting, we sampled an increasing number of pairs of indices i < j, and modify W by assigning
W (i, j) = GW (i, j). Added x% user knowledge (UK) means that x% of available pairs of indices i < j
were sampled. This results in a setting in which at each iteration the MaxSAT algorithm has an increasing
amount of information on the golden clustering. We note that, to the best of our knowledge, the considered
approximative algorithms cannot handle such a constrained correlation clustering setting directly. Even
though additional constraints could be included into the semi-definite program solved with SDPC, there
are no guarantees that the clustering obtained after the rounding procedure within SDPC respects the added
constraints (see Section 10.1 for more details). This is why all the values reported for those are for 0% added
UK.
In these tests the performance of our encoding is evaluated using the well-known rand index [72] de-
signed for measuring the similarity of two clusterings.
Definition 1. Given a dataset V = {v1 . . . vN}, a clustering cl of V , and an example clustering g, let
TP = |{(vi, vj) | cl(vi) = cl(vj) ∧ g(vi) = g(vj)}|
denote the number of pairs of points i < j that are co-clustered in both cl and g (true positives). Let
TN = |{(vi, vj) | cl(vi) 6= cl(vj) ∧ g(vi) 6= g(vj)}|
denote the number of pairs of points i < j that are assigned to different clusters in both cl and g (true
negatives). The rand index of cl and g is then
R(cl, g) =
TP + TN(
N
2
) = 2 · (TP + TN)
N · (N − 1) .
Note that the denominator is the total number of unordered pairs of points over N data points.
As discussed in Section 2.3, ML and CL constraints are a non-trivial addition to the correlation clustering
problem. Local search style clustering algorithms tend to suffer from over-constrainment in the sense that
adding too many constraints can prevent such algorithms from converging. In contrast, the running time of
the MaxSAT solver decreases with added constraints, see Figure 125. As a consequence, using UK several
additional datasets could be fully clustered with MaxSAT.
5Note that, especially when using a MaxSAT solver which searches bottom-up in the cost function (such as MaxHS), adding
more constraints could also have a negative effect on ther running times of the solver.
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Figure 12: Evolution of running times of the MaxSAT solver with increasing amount of user knowledge added to the matrices.
Finally, we demonstrate that added UK constraints steer the clusterings produced by our MaxSAT en-
coding effectively towards the golden clustering. Figure 13 shows how the rand index increases as ML and
CL constraints are added to the original similarity matrix. The number of extra constraints required for our
algorithm to achieve rand indexes over 0.95 is for most datasets fairly small. The results suggest that extra
constraints are highly beneficial and user knowledge should be taken advantage of whenever available.
9.3.2. Cluster-Level Constraints
To illustrate that the MaxSAT-based approach also enables obtaining optimal solutions which are guar-
anteed to satisfy cluster-level constraints, we consider a Cluster Dissimilarity constraint CL-DIS(k), closely
related to constraints previously studied in distance-based clustering. Informally, a clustering cl satisfies the
CL-DIS(k) constraint if no pair of points that are “more similar” than the threshold k are assigned to dif-
ferent clusters. More precisely, we require that W (i, j) < k whenever cl(vi) 6= cl(vj). This constraint is
similar to the δ constraint in [37], where it was enforced by observing that the constraint can be decomposed
into a set of ML constraints: whenever W (i, j) > k, we add a ML constraint over vi and vj .
Figure 14 demonstrates the running time of MaxHS on the four protein datasets (without any pruning)
and an added CL-DIS(k) constraint for different threshold values k. Recall that all values in the benchmark
similarity matrices were normalized to be between−0.5 and 0.5, which explains why we experimented with
the threshold values 0.02, 0.04, . . . , 0.5. Note that k = 0.5 means that we are solving the original instance.
All in all, the results show that the running time of MaxHS decreased drastically already for values only
slightly below 0.5, all such instances being solvable in under a second.
9.4. MaxSAT-Specific Experiments
For the rest of this section, we will focus more MaxSAT-specific questions. We will consider the effects
of MaxSAT-level preprocessing and symmetry breaking, as well as the performance of different state-of-the-
art MaxSAT solvers, under the best-performing binary encoding. For these experiments we used the same
set of benchmarks as in Section 9.2.2. We begin by considering preprocessing.
9.4.1. Effects of MaxSAT Preprocessing
Preprocessing is today an essential part of SAT solving. However, to date there has been few studies
on MaxSAT preprocessing [73, 74]. As such, MaxSAT preprocessing is a relatively recent area of research,
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Figure 13: Evolution of the Rand index with increasing amount of user knowledge added to the matrices. The datasets from the
top, left to right are: Prot1, Prot2, Prot3, Pro4, Breastcancer/Diabetes, Ecoli/Ionosphere/Vowel.
possibly due to the fact that not all popular SAT preprocessing techniques can be directly applied in the
context of MaxSAT [73]. However, one recently proposed way of using SAT preprocessing on MaxSAT
instances is through the so-called labeled-CNF framework [75, 73] which we also apply here.
We preprocess a given MaxSAT instance F = (Fh, Fs, c) with N soft clauses in the following way.
1. Form the CNF formula FSAT = Fh ∪ Fr, where Fr = {(wi ∨ ¬ri) | wi ∈ Fs, i = 1..N}, with each
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Figure 14: Running time of the MaxSAT solver with CL-DIS(k) constraint for different values of k.
of the variables ri not appearing anywhere in FSAT except the clause (wi ∨ ¬ri), thus obtaining the
so-called labeled-CNF [75].
2. Apply the Coprocessor 2.0 [76] SAT preprocessor on FSAT , obtaining the CNF formula F ′SAT . Co-
processor implements a large range of modern SAT preprocessing techniques, including unit propaga-
tion, variable elimination [77], clause elimination [78, 79], binary clause reasoning [80], etc. We used
the white-listing option of Coprocessor to disable the preprocessor from removing any occurrences of
any of the ri variables. This is critical for ensuring correctness on the MaxSAT-level [75].
3. Finally, we constructed the MaxSAT instance FPRE = (FPREh , F
PRE
s , c
PRE) where FPREh =
F ′SAT , FPREs = {(ri) | i = 1..N} and cPRE(ri) = c(wi). Now OPT(F ) = OPT(FPRE) and
any solution τ to FPRE can be extended into a solution for F of equal cost in polynomial (negligible)
time, similarly as when applying SAT preprocessing on the SAT-level [81].
The preprocessing time of MaxSAT instances resulting from the binary encoding was negligible, less than
10 seconds for each instance.
Figure 15 demonstrates the difference in running time with and without preprocessing on instances
consisting of 50% and 100% of the non-zero values of the datasets. On a majority of 94 out of 140 instances,
preprocessing lowered the running time of the MaxSAT solver enough to compensate for the extra time spent
on preprocessing. Furthermore, all instances that were solved without preprocessing were also solved after
applying preprocessing. However, we did also observe instances on which preprocessing had a negative
impact on the running time, exemplified in Figure 15 by the Prot1 dataset.
9.4.2. Effect of Symmetry Breaking
The solution space of correlation clustering is highly symmetric: given any clustering cl : V → {1 . . . |V |}
of a set of data points, the cluster indices can be arbitrarily permuted without affecting the actual partition-
ing of the data points and hence its cost. This leads to the question of whether MaxSAT solving could be
sped-up by breaking some of these symmetries on the MaxSAT-level.
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Figure 15: Effect of preprocessing MaxSAT instances. The percentage in the instance name is the expected number of nonzero
entries (compared to the full instance). Solving times reported for MaxHS and the binary encoding.
Full symmetry breaking seems unlikely to be beneficial, due to the fact that a very large number of
clauses—going far beyond the size of the binary encoding—would be needed. More formally, define a
relation ≡ over the set of possible clusterings of V by cl ≡ cl′ if cl = σ ◦ cl′ for some permutation σ.
It is simple to see that the relation ≡ is an equivalence relation. Full symmetry breaking corresponds to
adding constraints that forbid all but one member out of each equivalence class of ≡. A straightforward
approach to achieve this would require clauses that identify some representative point (e.g., the smallest)
assigned to each cluster in a clustering and enforce an ordering over these points. This could be done by
encoding constraints stating If vi is not co-clustered with vj for any j < i, then cl(vi) > cl(vk) for all k < i.
Such a constraint can be encoded into MaxSAT by techniques similar to the ones presented in Section 8.
However, as there can be up to N clusters, this would introduceO(N3) new clauses, which would evidently
deteriorate the performance of a MaxSAT solver. As a related observation, note that the cubic transitive
MaxSAT encoding breaks all symmetries, but does not perform as well as the binary encoding (without
symmetry breaking).
Even though full symmetry breaking seems infeasible, we might still be able to boost solver perfor-
mance by applying partial symmetry breaking to our encoding. Partial symmetry breaking refers to includ-
ing clauses that remove (only) some symmetric solutions. As a simple example and the baseline in our
experiments, we have the already mentioned the very simple first point into the first cluster constraint that
can be enforced with log2N unit clauses of the form (¬bi1), 1 ≤ i ≤ log2N .
A more involved symmetry breaking constraint we consider is the CLUSTERSLESSTHAN(i,N) pre-
sented in Section 8.5. Without enforcing a limit on the number of clusters, the constraints CLUSTERSLESSTHAN(i,N)
are not required in order for the encoding to be correct. However, including them does prune away a sig-
nificant number of symmetric solutions. Furthermore, the constraints are relatively compact, in total only
O(N · log2(N)) new clauses need to be added. In our experiments we call this type of symmetry breaking
REMOVESLACK.
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A further form of symmetry breaking deals with symmetries induced by the possibility of empty clusters.
As an instance created by the binary encoding allows (at least) N different cluster indices for every point,
the placement of empty clusters can potentially introduce symmetries into the solution space. Assume
for example that some optimal clustering cl contains C clusters. Then cl is equivalent to at least
(
N
N−C
)
other clusterings, depending on which of the N cluster indices are empty. We can remove some of these
symmetries by forcing the empty clusters to occupy indices C + 1, . . . N , or, more generally, the largest (or
equivalently, the smallest) available indices. We next describe the encoding of this constraint in terms of the
binary encoding.
Assume that we are using a bits to represent the cluster indices in the binary encoding. We introduce
new variables E1 . . . E(2a), with the intended interpretation τ(Ej) = 1 iff c(v) 6= j for all v ∈ V , that is,
cluster j is empty. Using these variables, the empty cluster indices are propagated with constraints of the
form Ei → Ei+1 which inductively require that the clusters of higher index than an empty cluster are also
empty, and that all clusters of lower index than a non-empty cluster are also non-empty. To define the Ej
variables for a given cluster j and data point vi, let bt∗i denote the literal corresponding to the value of the
t:th bit in j, i.e., bti if the t:th bit in j is 1, and ¬bti otherwise. Now the Ej variable can be defined as
Ej ↔
N∨
i=1
(
b1∗i ∧ . . . ∧ ba∗i
)
,
which can be compactly represented as clauses by introducing N new auxiliary variables Cj1 , . . . , C
j
N and
defining them as Cji ↔
(
b1∗i ∧ . . . ∧ ba∗i
)
. Similar constraints are introduced for all of the Ei variables.
We call this type of symmetry breaking PROPAGATEEMPTY. Compared to REMOVESLACK, the PROPA-
GATEEMPTY constraint breaks more symmetries. In particular, symmetries broken by PROPAGATEEMPTY
include all of the symmetries broken by REMOVESLACK. However, PROPAGATEEMPTY is more costly in
terms of encoding size. In total, the constraints introduce O(N2 · log2N) new clauses. Recall that the total
size of the binary encoding is O(E · log2N) where E is at most of order N2, which means that enforcing
the PROPAGATEEMPTY constraint might significantly increase the number of clauses on sparse instances.
Figure 16 demonstrates the effect of the REMOVESLACK constraint compared to the baseline. The
PROPAGATEEMPTY constraint is missing from the figure due to the fact that, when enforcing it, no instances
could be solved within the timeout. We hypothesize that the reason for this is the significant number of
clauses required for encoding it. As a concrete example, the preprocessed Prot1 dataset with 100% of
the non-zero values present contains 323 301 clauses without PROPAGATEEMPTY and 6 427 796 clauses
when enforcing PROPAGATEEMPTY. However, as can be seen in Figure 16, the REMOVESLACK constraint
actually does improve solver performance on most instances.6
9.4.3. A Comparison of MaxSAT solvers
In the main experiments reported in this work, we used the MaxHS MaxSAT solver, which has shown
very good performance especially in the “crafted” category of the recent MaxSAT Evaluations7. Here we
report on the performance of other state-of-the-art MaxSAT solvers, using the following solvers.
• Eva500 solver [82], obtained from http://www.maxsat.udl.cat/14/solvers/.
6We remind the reader that, apart from the first point into the first cluster constraint, symmetry breaking was not applied in the
other experiments reported on in this article.
7http://www.maxsat.udl.cat/14/results/index.html#wpms-crafted
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Figure 16: Effect of different symmetry breaking techniques on the solving time of MaxSAT. The percentage in the instance name is
the expected number of nonzero entries (compared to the full instance). Solving times reported for MaxHS and the binary encoding.
• MsUnCore bcd2 version [49, 48] obtained from http://www.csi.ucd.ie/staff/jpms/
soft/soft.php.
• OpenWBO [83, 84] version 1.1.1. obtained from http://sat.inesc-id.pt/open-wbo/.
• The ILP2013 solver [56]. We implemented the conversion to an integer program ourselves and used
CPLEX to solve the resulting instances.
The first three in the list are core guided solvers (recall Section 5.2). Eva500 uses the identified cores and
a restricted form of MaxSAT resolution [85] to relax the MaxSAT instance in a controlled way. MsUnCore
performs binary search over the cost function and also maintains a set of already identified disjoint cores
and relaxes each core separately whenever a new one is found. OpenWBO uses an incremental approach
that allows it to pertain the state of the internal SAT solver more efficiently between the iterations. ILP2013
encodes the whole MaxSAT instances as an integer linear program and then calls an ILP solver. Since
MsUnCore, OpenWBO and Eva500 accept only integral weights, for running these solvers we multiplied
all similarity values by 1013 (the highest possible multiplier with which the trivial cost upper bound required
as input by the solvers still stays within the 263 range) and rounded afterwards to integers. Table 2 gives a
performance comparison of the solvers. MaxHS scales significantly better than the other solvers. All in all,
MaxHS solved 121 instances within the timeout while the second-best performing Eva500 solved 65. The
other solvers in the comparison timed out on most instances. Note that, apart from the first point into the
first cluster constraint, symmetry breaking was not applied in this experiment.
10. Related work
We continue with a survey on related work.
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Table 2: Comparison of MaxSAT solvers
Solver Number of solved instances Number of timeouts
MaxHs 121 19
Eva500 65 75
ILP2013 7 133
MsUnCore 7 133
OpenWBO 0 140
10.1. Correlation Clustering
While the notion of producing good clusterings under inconsistent advice first appeared in [11], the for-
mal definition of correlation clustering was proposed in [4] and shown to be NP-hard on complete graphs
with each edge labeled with + or −; or, in terms of the general problem definition considered in this
work, on symmetric similarity matrices W where W (i, j) = {−1, 1} for all i and j. NP-hardness moti-
vated early work on approximative algorithms for the problem. Approximation algorithms for correlation
clustering typically address one of three different objectives for the problem: minimizing disagreements,
maximizing agreements, or maximizing correlation. Given a similarity matrix W over a set of data points
V = {v1, . . . , vN}, minimizing disagreements refers to minimizing the number of point pairs vi, vj whose
cluster assignment does not agree with their similarity value W (i, j), or more precisely, to finding a cluster-
ing cl minimizing∑
i<j
∞>W (i,j)>0
I[cl(vi) 6= cl(vj)]W (i, j) +
∑
i<j
−∞<W (i,j)<0
I[cl(vi) = cl(vj)]|W (i, j)|. (7)
Maximizing agreements refers to maximizing the number of pairs of points vi, vj whose cluster assignment
agrees with their similarity value W (i, j), or more precisely, to finding a clustering cl maximizing∑
i<j
∞>W (i,j)>0
I[cl(vi) = cl(vj)]W (i, j) +
∑
i<j
−∞<W (i,j)<0
I[cl(vi) 6= cl(vj)]|W (i, j)|. (8)
Maximizing correlation refers to maximizing the difference between agreements and disagreements, i.e.,
using the objective function obtained by substracting Equation 7 from Equation 8.
A polynomial-time approximation scheme for maximizing agreements on complete symmetric matrices
with {−1, 1} similarity values was presented in [4]. No such scheme is likely to exist for minimizing
disagreements as the problem is APX-hard [86]. On general matrices, maximizing agreements is also APX-
hard [6], except for when the ratio between the smallest and largest absolute value in the matrix is bounded
by a constant [33]. To the best of our knowledge, the SDPC algorithm proposed in [34] and detailed below
is the best known approximation algorithm for maximizing correlation.
The two approximative algorithms for correlation clustering we experimented with in this work are
based on different techniques. KwickCluster [5] is a greedy combinatorial approximation algorithm that
at each iteration picks one of the still unassigned nodes to be the pivot node, and forms a new cluster
containing the pivot node and all still unassigned nodes that are similar to the pivot node (recall that nodes
vi and vj are similar if W (i, j) > 0 in the similarity matrix under consideration). The algorithm terminates
when all points have been assigned to some cluster. The same algorithm also appears in [67] under the
name PivotAlg. As shown in [5, 67], KwickCluster is a factor-3 approximation algorithm for minimizing
33
disagreements under the assumption that W (i, j) ∈ {−1, 1} for all i and j, and a factor-5 approximation
algorithm under the assumption that −1 ≤W (i, j) ≤ 1 for all i, j.8
SDPC [34] is based on rounding solutions to a semidefinite program that itself is a relaxation of the
quadratic programming formulation of correlation clustering restricted to two clusters. Restricting the cor-
relation clustering problem search space to clusterings only containing two clusters, the quadratic program
in Equation 4 (recall Section 4) can be formulated equivalently as
MAXIMIZE
N∑
i=1
N∑
j=i+1
(W (i, j)zizj)
where zi ∈ {−1, 1} for all i, (9)
where N is the number of data points, and the value in the solution of the variable zi indicates whether point
vi is assigned to cluster 1 or −1. This quadratic program can be relaxed into the semidefinite program
MAXIMIZE
N∑
i=1
N∑
j=i+1
(W (i, j)ui · uj)
where |ui| = 1 for all i
ui ∈ RN for all i, (10)
where each zi binary variable from Equation 9 is represented by a vector ui on the unit sphere in RN . The
relaxation of the quadratic program (Equation 9) into the semidefinite program (Equation 10) is standard,
being similar to the SDP relaxation for MaxCut presented in [87].
In [34] an algorithm that rounds a solution obtained to Equation 10 into a well-defined clustering is
presented and shown to achieve a Ω
(
log(N)−1
)
approximation factor for maximizing correlation. The
algorithm compares clusterings obtained from rounding the semi-definite program with the (unique) cost of
the trivial clustering in which all data points are assigned to different clusters, and returns the better solution
out of these two.
In [33] the authors develop a PTAS for maximizing agreements on general matrices under the assumption
that the ratios between weights in the input matrices are bounded by a constant, which implies that the
matrices cannot contain 0-entries, i.e. the available similarity information has to be complete. The PTAS is
developed by using the smooth polynomial programming technique on the QIP formulation, which results
in strong approximation bounds for the maximization problem on matrices satisfying the assumption.
In [88] a more restricted version of the approximative correlation clustering algorithm of [4] is presented,
with experiments on identifying and resolving noun co-reference in texts. In [89] a greedy randomized
adaptive search procedure (GRASP) based approximative algorithm is presented, with the motivation that
the obtained solutions can be used as a criterion for determining the balance in social networks. Also, in [10]
correlation clustering is used for crosslingual link detection between google news groups. The authors
build on the results of [86] and present an algorithm based on relaxing the ILP formulation of correlation
clustering into a linear program and then using region growing techniques for rounding of the solution of
the linear program. As such, their algorithm is also approximative in nature and, in contrast to our approach,
cannot provide optimality guarantees. The authors also provide some results on exactly solving the ILP
with added must-link and cannot-link constraints9. As noted in [10] and supported by our experiments, the
8Recall that a factor α approximation algorithm on a minimization (maximization) problem is guaranteed to return a solution of
cost lower (higher) than α times the cost of the optimal solution.
9Unfortunately, the authors were unable to provide an implementation of their algorithm.
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ILP-based approach to correlation clustering suffers from the fact that the number of constraints is cubic in
the number of data points, leading to memory problems in practice. The authors of [10] approach the issue
by splitting the LP into smaller chunks and processing the chunks separately. In contrast, our experimental
results suggest that using MaxSAT for solving correlation clustering is more memory-efficient without extra
tuning. There has also been some work done on a variant of correlation clustering in which the the search is
further restricted to cl : V → {1, . . .K} for some K < N [8]. As explained in Sections 7 and 8, both the
binary and the unary encoding can be used in this setting as well.
A few generalizations of correlation clustering have been proposed. In [12] the authors experiment
with correlation clustering allowing overlapping clusters. The proposed solution to overlapping correlation
clustering is a local search algorithm that locally adjusts the solution clustering as long as the cost func-
tion decreases. Out of the MaxSAT encodings presented in this work, the unary encoding extends naturally
to overlapping clustering by changing the cardinality constraint EXACTLYONE(i) of each point to a more
general
∑K
k=1 y
k
i ≤ p, where p is the maximum number of clusters a single point can be assigned to. The
resulting encoding can be shown to produce globally optimal solutions to the overlapping clustering prob-
lem. Another proposed generalization to correlation clustering is chromatic correlation clustering [13]. In
the basic form of correlation clustering, there are two possible relationships between pairs of data points. A
pair of data points can either be similar, dissimilar (or neither). Chromatic correlation clustering generalizes
this by allowing more than two different categories of relationships. This can be visualized as an undirected
graph in which each edge is colored. The task is then to find a clustering that maximizes color purity of
edges within clusters. Our MaxSAT encodings can be extended to cover Chromatic Correlation Clustering
by introducing variables which represent the principal color of each cluster.
10.2. Constrained Clustering
As exemplified in Section 9.3, the MaxSAT-based approach allows for obtaining solution which are
guaranteed to satisfy additional hard constraints on the clusterings of interest. This includes both instance-
level and, as exemplified in Section 9.3.2, even some distance-based cluster-level constraints which have
been previously studied in the context of constrained clustering [90, 23]. The idea of adding constraints
to the clustering problem was first introduced in [27, 28]. The introduction of constraints to the clustering
problem allows the addition of domain knowledge to the problem and has been shown to increase cluster-
ing accuracy [27]. Much of the early work on constrained clustering concentrated on modifying existing
heuristics and clustering algorithms in order to allow the addition of constraints. Examples include k-means
and COB-WEB [27, 28], EM [91], hierarchical [92] and spectral clustering [93]. The problem of deciding
if there exists a clustering satisfying a given set of must and cannot-link constraints was shown to be NP
hard in [37]. In fact, many of the modified approximative algorithms are not even guaranteed to return a
clustering satisfying all user constraints. The algorithms also have difficulties in handling too many extra
constraints, they are easily over-constrained, preventing the algorithms from converging at all [37].
An alternative approach to constrained clustering is to cast the task as a constraint optimization problem,
allowing for a very natural incorporation of added constraints. This is the approach which we employ in
this work. A similar idea was proposed in [23] in a different clustering setting. The authors show that
a satisfiability-based framework is well-suited for constrained clustering in the sense that constraints are
easily added, the solutions returned are guaranteed to be globally optimal and satisfy all given constraints,
and the search algorithm is not as easily over-constrained. Our approach to solving constrained correlation
clustering is similar, but more generic as we do not restrict ourselves to only allowing two distinct clusters,
which is a polynomial time special case of the general clustering problem. Furthermore, our encoding are
on the MaxSAT-level (optimization instead of pure SAT), and employ a MaxSAT solver instead of a pure
SAT solver.
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Constrained clustering has also been approached via integer programming. In [94, 95] a variety of
different possible constraints and optimization functions are considered. However, in practice their approach
might be difficult to use as it requires a predetermined set of candidate clusters from which the algorithm
searches for the best subset. In [90, 96] the authors use an integer programming and column generation
based approach in order to exactly solve the minimum sum of squares clustering problem. Constrained
clustering has also been approached, again in a different clustering setting, by constraint programming
(CP) [97, 24]10. In [97] different optimization criteria for clustering are studied and solved by casting the
clustering problems as constraint programming problems. A SAT-based framework of constrained clustering
has also been proposed for example in [31], but optimization criteria are not applied in their experiments.
In [24] a general framework for K-pattern set mining under constraints is introduced. The authors present a
general framework and explore the strengths and limitations of using constraint programming. Yet another
recent example of using declarative programming in the context of clustering is [26], in which an ILP
formulation of hierarchical clustering, with an explicit objective function that is globally optimized, was
presented; that approach would similarly allow for satisfying hard constraints over the solution space.
11. Conclusions
This work contributes to the research direction of harnessing constraint solving for developing novel
types of generic data analysis techniques. The focus of our study is the applicability of state-of-the-art
Boolean optimization procedures to cost-optimal correlation clustering in both unconstrained and con-
strained settings. To this end, we presented a novel MaxSAT-based framework for solving correlation clus-
tering. Our approach is based on casting the clustering problem declaratively as weighted partial maximum
satisfiability, and using a generic MaxSAT solver for finding cost-optimal clusterings. We studied three
different encodings of correlation clustering as MaxSAT, and reported on an experimental evaluation, com-
paring both the time required to solve the resulting MaxSAT instances, and the quality of the clusterings
obtained. We compared the MaxSAT-based approach to previously proposed both exact (integer linear and
quadratic programming based) and approximative (specialized local search and approximation algorithms
and semi-definite programming) approaches on real-world datasets. The MaxSAT approach scales better
than the exact integer linear and quadratic programming approaches, and provides clusterings of signifi-
cantly lower cost than the approximative algorithms, especially when the input data is sparse. Due to the
intrinsic computational hardness of correlation clustering, we acknowledge that a potential issue with our
approach is scalability, especially scaling the MaxSAT-based approach to very large datasets (with tens of
thousands of data points). Nevertheless, the approach can provide cost-optimal clusterings on real-world
datasets with close to a thousand points. The approach is also flexible when it comes to satisfying user-
specified constraints, i.e., in constrained correlation clustering. The running times of the approach can
notably decrease in a constrained setting, allowing for solving larger datasets faster compared to the non-
constrained setting. This is in stark contrast with local search algorithms which easily suffer from over-
constraining in constrained settings. It is conceivable that our approach can be improved also by foreseeable
improvements to generic MaxSAT solvers and by developing domain-specific parallelization schemes, as
well as by specialized constraint optimization techniques and heuristics for the problem domain. Yet an-
other interesting direction would be to study the applicability of Large Neighborhood Search which combine
local search strategies for fixing a subspace of the search space to which to apply exact search techniques.
10The term constraint programming refers here to the declarative language as opposed to a general term of the paradigm.
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Appendix A. Proofs
We provide detailed proofs of the fact that any similarity matrix can be symmetrized without affecting
the set of optimal clusterings, as discussed in Section 2.2, and the correctness of the three encodings of
correlation clustering as MaxSAT, presented in Sections 6, 7 and 8.
Appendix A.1. Proof of Theorem 1
Assume that V = {v1 . . . vN} is a set ofN data points andW ∈ RN×N is an asymmetric similarity ma-
trix. Let H ′ be the non-simplified cost function of correlation clustering (Equation 2) and H the simplified
cost function (Equation 1). We will assume wlog that none of the considered matrices include contradicting
infinite values.
The proof of Theorem 1 consists of considering the two different possible sources of asymmetries. The
first are pairs of indices i and j for which W (i, j) < 0 < W (j, i). Any such pair will always incur a cost of
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at least min(|W (i, j)|,W (j, i)) to any clustering. Thus the absolute value of both W (i, j) and W (j, i) can
be decreased by this minimum without affecting the set of optimal clusterings. Notice that after this either
W (i, j) = 0 or W (j, i) = 0. This observation is formalized in Lemma 1.
Based on the above, we can assume that all pairs W (i, j) and W (j, i) have the same sign. Now the
existence of the symmetric WS follows from the following observations. If both W (i, j) and W (j, i) are
non-positive, the points vi and vj either incur a cost of |W (i, j)| + |W (j, i)| or 0 to H ′(W, cl) under any
clustering cl. Analogously, if both are non-negative, then the points either incur a cost of W (i, j) +W (j, i)
or 0. Hence, by letting WS(i, j) = W (i, j) +W (j, i), cl will incur the same cost under WS (as measured
by H) as under W (as measured by H ′). This discussion is formalized in the proof of Theorem 1 given after
the proof of Lemma 1.
Lemma 1. There is a similarity matrix W T such that W T (i, j) ·W T (j, i) ≥ 0 (i.e., both have the same
sign) for all i and j and argmincl(H
′(W, cl)) = argmincl(H ′(W T , cl)).
Proof. W T can be constructed by repeatedly applying Lemma 2 to each pair of indices corresponding to
elements of opposing signs in W .
Lemma 2. Let i and j be any pair of indices for which W (i, j) < 0 < W (j, i). There exists a similarity
matrix W t for which W t(i, j) ·W t(j, i) = 0 and argmincl(H ′(W, cl)) = argmincl(H ′(W t, cl)).
Proof. Construct W t as
W t(i, j) = W (i, j) + min(|W (i, j)|,W (j, i)),
W t(j, i) = W (j, i)−min(|W (i, j)|,W (j, i)) and
W t(i′, j′) = W (i′, j′) whenever i 6= i′ or j 6= j′.
Now either W t(i, j) = 0 or W t(j, i) = 0, and hence W t(i, j) ·W t(j, i) = 0. Notice also that W t includes
exactly the same infinite values as W . This means that the set of feasible clusterings is the same for both
matrices. We prove the second part of the lemma by showing that
H ′(W, cl) = H ′(W t, cl) + min(|W (i, j)|,W (j, i)) (A.1)
for any feasible clustering cl of V . The fact that the set of optimal clusterings under W is the same as under
W t follows from min(|W (i, j)|,W (j, i)) being independent of cl.
First, if either W (i, j) or W (j, i) is infinite, then it is infinite in W t. Furthermore, the other element is
0 in W t. Hence the pair i, j will incur cost min(|W (i, j)|,W (j, i)) under W and 0 under W t. As all other
elements are equal in both matrices, we have H ′(W, cl) = H ′(W t, cl) + min(|W (i, j)|,W (j, i)).
Assume now that both W (i, j) and W (j, i) are finite. As the transformation from W to W t maintains
signs of all elements, Equation A.1 is equivalent to
I[cl(vi) = cl(vj)] · |W (i, j)|+ I[cl(vj) 6= cl(vi)] ·W (j, i)
= I[cl(vi) = cl(vj)] · |W t(i, j)|+ I[cl(vj) 6= cl(vi)] ·W t(j, i) + min(|W (i, j)|,W (j, i)).
This can be verified by considering the possible cases separately.
Proof. (of Theorem 1) By Lemma 1 we can assume thatW (i, j)·W (j, i) ≥ 0 for all i and j. LetWS(i, j) =
W (i, j) + W (j, i). It is clear that WS is symmetric. It remains to be shown that argmincl(H(W
S , cl)) =
argmincl(H
′(W, cl)). First note that WS(i, j) = ±∞ iff either W (i, j) = ±∞ or W (j, i) = ±∞, so the
set of feasible clusterings is the same for both matrices.
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Let i < j and cl be any feasible clustering of V . We show that H(WS , cl) = H ′(W, cl). By decompos-
ing both H and H ′ as in the proof of Lemma 1, is enough to show that
I[−∞ < W (i, j) < 0] · |W (i, j)|+ I[−∞ < W (j, i) < 0] · |W (j, i)|
= I[−∞ < WS(i, j) < 0] · |WS(i, j)|
and
I[∞ > W (i, j) > 0] ·W (i, j) + I[∞ > W (j, i) > 0] ·W (j, i)
= I[∞ > WS(i, j) > 0] ·WS(i, j),
corresponding to the two possible scenarios, cl(vi) = cl(vj) and cl(vi) 6= cl(vj), respectively. Both equa-
tions follow from the fact that the transformation from W to WS preserves the signs of all elements. Thus
|WS(i, j)| = |W (i, j) +W (j, i)|.
Appendix A.2. Correctness of the MaxSAT encodings
Next we move on to prove the correctness of the three MaxSAT encodings presented in this work,
in other words, we prove Theorems 2, 3 and 4. Again, let V = {v1, . . . vN} be a set of data points,
W ∈ RN×N a symmetric similarity matrix, and K an upper bound on the available clusters. Note that we
allow K = N , so the proofs presented here cover the problem definition of [4, 12] and [9] as well as [8].
We first consider general conditions for correct MaxSAT encodings of correlation clustering. Recall that H
is the cost function, Equation 1, of correlation clustering under minimization.
Proposition 1. Let F be a MaxSAT instance and assume that a clustering clτ : V → {1 . . .K} can be
constructed from any solution τ to F . Further assume the following.
1. clτ is well-defined for all solutions τ to F .
2. For each solution τ to F , clτ respects the infinite values of W .
3. For each clustering cl that respects the infinite values of W , there exists some solution τ to F for
which H(W, cl) = H(W, clτ ).
4. COST(F, τ) = H(W, clτ ) for any solution τ to F .
Now, if τ∗ is an optimal solution to F , then clτ∗ is an optimal clustering of V .
Proof. First note that Condition 1 ensures that clτ∗ is well-defined and Condition 2 ensures that clτ∗ is
indeed a solution to the constrained problem. Now let cl be any clustering that respects the infinite values of
W . Then by Condition 3 there exists a solution τ to F such that H(W, clτ ) = H(W, cl). By the optimality
of τ∗ and condition Condition 4 it follows that
H(W, cl) = H(W, clτ ) = COST(F, τ) ≥ COST(F, τ∗) = H(W, clτ∗),
and hence clτ∗ is optimal.
Next we prove Theorems 2, 3 and 4 by showing that the instances generated with the transitive, unary
and binary encodings fulfill the assumptions of Proposition 1.
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Appendix A.2.1. Correctness of the Transitive Encoding
Let F 1 = (F 1h , F
1
s , c) be a MaxSAT instance generated by the transitive encoding, and clτ be the
clustering constructed from a solution τ to F 1 by the procedure described in Section 6.4. The proof of
Theorem 2, i.e., the fact that the transitive encoding produces optimal clusterings, follows from the following
lemmas.
Lemma 3. For any solution τ to F 1 and any i < j, we have τ(xij) = 1⇔ clτ (vi) = clτ (vj).
Proof. Assume clτ (vi) = k. The lemma follows from the two possible scenarios that can occur when
constructing clτ at iteration k.
(i) i is the smallest not yet assigned index. Then clearly τ(xij) = 1⇔ clτ (vi) = k = clτ (vj).
(ii) Some other index t < i for which τ(xti) = 1 is the smallest non assigned index. Now τ(xij) = 1⇔
τ(xtj) = 1 ⇔ clτ (vi) = k = clτ (vj). The first equivalence follows from τ being a solution to F 1. Thus
τ((¬xij ∨¬xti ∨ xtj)) = 1, implying τ(xij) = 1⇒ τ(xtj) = 1, and τ((¬xti ∨¬xtj ∨ xij)) = 1, implying
τ(xij) = 0⇒ τ(xtj) = 0.
Lemma 4. (Condition 1 of Proposition 1) clτ is well-defined for all solutions τ to F 1.
Proof. Trivial, as each point is assigned to at most one cluster by the procedure in Section 6.4 and the
procedure only terminates after all points have been assigned to a cluster.
Lemma 5. (Condition 2 of Proposition 1) clτ respects the infinite values of W for all solutions τ to F 1.
Proof. First notice that, due to the hard unit clauses (xij) and (¬xij), τ(xij) = 1 for all W (i, j) =∞, and
τ(xij) = 0 for all W (i, j) = −∞. The rest follows from Lemma 3.
Lemma 6. (Condition 3 of Proposition 1) For each clustering cl that respects the infinite values of W there
exists some solution τ to F for which H(W, cl) = H(W, clτ ).
Proof. We construct such a τ as follows:
τ(xij) =
{
1 if cl(vi) = cl(vj)
0 else
.
Notice that τ satisfies all hard transitivity clauses since cl is well-defined. Furthermore, τ satisfies all unit
hard clauses since cl respects the infinite values of W . Finally, the claim H(W, cl) = H(W, clτ ) follows
from Lemma 3 and the construction of τ as cl(vi) = cl(vj)⇔ τ(xij) = 1⇔ clτ (vi) = clτ (vj).
Lemma 7. (Condition 4 of Proposition 1) COST(F 1, τ) = H(W, clτ ) holds for any solution τ to F 1.
Proof. We consider the part H(W, clτ ) ≤ COST(F 1, τ). The other direction is almost identical. A similar
pair of points vi and vj incurs a cost W (i, j) to H(W, clτ ) iff clτ (vi) 6= clτ (vj). By Lemma 3, τ(xij) = 0,
and hence τ does not satisfy the unit soft clause (xij) of weight W (i, j). Similarly, a dissimilar pair of
points vi, vj incurring a cost W (i, j) to H(W, clτ ) corresponds to one unsatisfied soft clause (¬xij) of the
same weight.
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Appendix A.2.2. Correctness of the Unary Encoding
Let F 2 be a MaxSAT instance generated with the unary encoding and, given a solution τ to F 2, let clτ
be the clustering constructed form τ by the procedure described in Section 7.5. The proof of Theorem 3
follows from the following lemmas.
Lemma 8. (Condition 1 of Proposition 1) clτ is a well-defined clustering.
Proof. Follows directly from the fact that, for any point vi, τ(EXACTLYONE(i)) = 1, and hence there exists
exactly one 1 ≤ k ≤ K for which τ(yki ) = 1.
Lemma 9. (Condition 2 of Proposition 1) clτ respects the infinite values of W for all solutions τ to F 2.
Proof. Let vi be an arbitrary data point. Assume clτ (vi) = k. It follows that τ(yki ) = 1. The hard clause
(¬yki ∨ ykj ) included for all j s.t. W (i, j) = ∞. This implies τ(ykj ) = 1 and clτ (vj) = k = clτ (vi). The
hard clause (¬yki ∨ ¬ykj ) included for all j s.t. W (i, j) = −∞. This implies τ(ykj ) = 0 and clτ (vj) 6= k =
clτ (vi).
Lemma 10. (Condition 3 of Proposition 1) Let cl : V → {1, 2, . . . ,K} be any clustering of V that respects
the infinite values of W . There is a solution τ to F 2 such that cl = clτ .
Proof. We construct such a τ . For each 1 ≤ i ≤ N and 1 ≤ k ≤ K, let
τ(yki ) =
{
1 if cl(vi) = k
0 else
, τ(Akij) =
{
1 if cl(vi) = cl(vj) = k
0 else
and
τ(Dij) =
{
1 if cl(vi) = cl(vj)
0 else
.
Clearly cl = clτ as long as τ is a solution to F 2. We show that it is by considering the different types of
hard constraints present in F 2.
1. Since cl is well-defined, there is exactly one k for which cl(vi) = k for each vi. Hence τ(EXACTLYONE(i)) =
1 for all vi ∈ V .
2. By construction τ(Akij) = τ(y
k
i ∧ ykj ) for all similar vi, vj and k.
Hence τ(HARDSIMILAR(i, j, k)) = 1.
3. If τ(yki ) = 0 or τ(y
k
j ) = 0 for a dissimilar pair of points vi, vj , then τ(¬yki ∨ ¬ykj ∨ Dij) = 1. If
τ(yki ) = τ(y
k
j ) = 1, then cl(vi) = cl(vj). Hence τ(Dij) = 1 and τ(¬yki ∨ ¬ykj ∨ Dij) = 1. Thus
τ(HARDDISSIMILAR(i, j, k)) = 1 for all dissimilar vi, vj and k.
4. For allW (i, j) =∞, we have that cl(vi) = cl(vj). Hence there exists a k for which τ(yki ) = τ(ykj ) =
1. since τ(EXACTLYONE(vi)) = τ(EXACTLYONE(vj)) = 1, τ(yk
′
i ) = τ(y
k′
j ) = 0 for all other k
′.
Hence τ(yki ↔ ykj ) = 1 holds for all k and τ(MLU (vi, vj)) = 1.
5. For all W (i, j) = −∞ we have that cl(vi) 6= cl(vj). Hence either cl(vi) 6= k or cl(vj) 6= k for all k.
By the construction of τ it follows that τ(¬yki ∨ ¬ykj ) = 1 and τ(CLU (vi, vj)) = 1.
Lemma 11. (Condition 4 of Proposition 1) COST(F 2, τ) = H(W, clτ ) for any solution τ to F 2.
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Proof. We consider the part H(W, clτ ) ≤ COST(F 2, τ). The other direction is almost identical. A similar
pair of points vi, vj incurs a cost W (i, j) to H(W, clτ ) iff clτ (vi) 6= clτ (vj). Either τ(yki ) = 0 or τ(ykj ) = 0
(or both) for all k, and hence τ(Akij) = 0 for all k. Thus τ does not satisfy the soft clause SOFTSIMILAR(i, j)
with weight W (i, j). Similarly a dissimilar pair of points vi vj incurs cost |W (i, j)| to H(W, clτ ) iff
clτ (vi) = clτ (vj). There is a k for which τ(yki ∧ ykj ) = 1. Thus τ does not satisfy the unit soft clause
(¬Dij) with weight |W (i, j)|.
Appendix A.2.3. Correctness of the Binary Encoding
Let F 3 be a MaxSAT instance generated with the binary encoding and, given a solution τ to F 3, let clτ
be the clustering constructed from τ by the procedure described in Section 8.4. We prove the correctness
of the binary encoding for an arbitrary K. Let k = dlog2Ke and assume that the encoding contains k bit
variables for each data point. For any number a ∈ N, let an denote the nth bit in the bit representation of
a. For any set of bits bk, . . . , b1m denote by (bk . . . b1)2 the value of the bit vector interpreted as a binary
number, least significant bit to the right. Finally, let bn∗i = b
n
i if K
n = 1 and bn∗i = ¬bni if Kn = 0. The
proof of Theorem 4, i.e., of the fact that the binary encoding produces optimal clusterings, follows from the
following lemmas.
Lemma 12. (Condition 1 of Proposition 1) clτ is a well-defined clustering.
Proof. Follows from the fact that for any point vi, τ has to assign all the values τ(bki ), . . . , τ(b
1
i ) in some
unique way. Hence the value clτ (vi) is uniquely defined. What remains to be shown is that 1 ≤ clτ (vi) ≤ K.
Assume for contradiction that clτ (vi) = A for some A > K. Then K − 1 < A− 1 = (τ(bki ), . . . , τ(b1i ))2.
Based on the properties of binary numbers, we know that (A − 1)j = 1 and (K − 1)j = 0 at the most
significant bit j where the values differ. As τ(DEFB(i, j′)) = 1, we have τ(Bki ) = 0, a contradiction.
Lemma 13. (Condition 2 of Proposition 1) clτ respects the infinite values of W for all solutions τ to F 3.
Proof. If W (i, j) = ∞, then τ has to assign τ(bni ) = τ(bnj ) for each n = 1..k in order to satisfy the
hard clauses corresponding to bni ↔ bnj . Hence τ(bni ) = τ(bnj ) for all bits and clτ (vi) = clτ (vj). If
W (i, j) = −∞, then τ(EQnij) = 0 for some n = 1..k due to the hard clause (¬EQ1ij ∨ . . . ∨ ¬EQkij). It
follows that τ(bni ↔ bnj ) = 0. Thus τ(bni ) 6= τ(bnj ) and clτ (vi) 6= clτ (vj).
Lemma 14. (Condition 3 of Proposition 1) Let cl : V → {1, 2, . . . ,K} be any clustering of V that respects
the infinite values of W . There is a solution τ to F 3 such that cl = clτ .
Proof. Construct such τ as
τ(bni ) = (cl(vi)− 1)n
τ(EQnij) =
{
1 if (cl(vi)− 1)n = (cl(vj)− 1)n
0 else
τ(Sij) =
{
1 if (cl(vi)− 1)t = (cl(vj)− 1)t for all 1 ≤ t ≤ k
0 else
τ(B1i ) =
{
1 if K1 = 1 and (cl(vi)− 1)1 = 0
0 else
τ(Bni ) =
{
1 if Kn = 1, (cl(vi)− 1)n = 0 or (cl(vi)− 1)m = Km and τ(Bn−1i ) = 1
0 else
.
47
Clearly clτ = cl as long as τ is a solution to F 3, so it remains to be shown that τ(F 3h ) = 1. Consider the
different types of hard constraints present in F 3.
1. For any vi ∈ V and any bit n, the fact that τ(DEFB(i, n)) = 1 follows directly from the definition
given in Equation 6, recalling that (cl(vi)−1)n = τ(bni ). Furthermore, cl(vi) ≤ K ⇔ cl(vi)−1 < K.
Hence there is a bit position n for which Kn = 1, (cl(vi)− 1)n = 0 and (cl(vi)− 1)m = Km for all
n < m ≤ k. Thus τ(Bni ) = 1 and τ(CLUSTERSLESSTHAN(i,K)) = 1.
2. For any W (i, j) <∞ , W (i, j) 6= 0, and any bit n position, it holds that
τ(EQnij) = 1⇔ (cl(vi)− 1)n = (cl(vj)− 1)n ⇔ τ(bni ) = τ(bnj ).
Hence τ(EQUALITY(i, j,m)) = 1.
3. For any W (i, j) 6= 0 and W (i, j) ∈ R, it holds that
τ(Sij) = 1⇔ τ(bti) = (cl(vi)− 1)t = (cl(vj)− 1)t = τ(btj) 1 ≤ t ≤ k ⇔
τ(EQtij) = 1 1 ≤ t ≤ k.
Hence τ(SAMECLUSTER(i, j)) = 1.
4. For allW (i, j) =∞, cl(vi) = cl(vj), and hence cl(vi)−1 = cl(vj)−1. By the construction of τ , we
have τ(bni ) = τ(b
n
j ) for all n. Thus τ(y
n
i ↔ ynj ) = 1 for all bit positions, and τ(MLB(vi, vj)) = 1.
5. For all W (i, j) = −∞, cl(vi) 6= cl(vj) and cl(vi) − 1 6= cl(vj) − 1. Hence there is a bit position n
for which (cl(vi) − 1)n 6= (cl(vj) − 1)n. By the construction of τ , τ(EQnij) = 0 and τ(¬EQ1ij ∨
. . . ∨ ¬EQkij) = 1. As we already demonstrated that τ(EQUALITY(i, j,m)) = 1 holds for all m, we
conclude that τ(CLB(vi, vj)) = 1.
Lemma 15. (Condition 4 of Proposition 1) COST(F 3, τ) = H(W, clτ ) for any solution τ to F 3.
Proof. As the semantics of the Sij variables exactly match the xij variables from the transitive encoding, the
proof of this lemma is almost identical to the proof of the corresponding result for the transitive encoding.
The key observation is that any pair of points vi and vj increases the cost of a MaxSAT solution by |W (i, j)|
iff it also increases the cost of clτ by |W (i, j)|.
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