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This thesis approaches questions concerning the thermalisation of subsystems of
closed quantum systems, prepared in pure states of definite energy but far from
equilibrium, under exact unitary evolution. Taking motivation from experiments in
the field of ultracold atoms, an extensive study of relaxation to a thermal state in
the Hubbard model is presented. The study of small local subsystems in Hubbard-
model lattice clusters has led to some interesting findings. Explored are the effects
of interactions between fermions, the initial-state energy and the energy uncertainty
in the initial state and their effects on relaxation dynamics and thermalisation.
The most significant finding is that while subsystem thermalisation is seen for a
large range of subsystem-bath coupling strengths, the temporal form of the relax-
ation varies markedly from exponential decay for weak couplings with a crossover
to Gaussian behaviour with increased coupling strength. This is found to hold more
generally for random couplings between the subsystem and bath and for bosons as
well as fermions, thus demonstrating generality. As well as being demonstrated nu-
merically, this behaviour is derived for a generic class of bi-partite quantum systems
which may be described with the use of random matrices. A Brownian motion model
is employed to show the exponential to Gaussian crossover when the subsystem-
bath coupling matrix takes a banded form. This result agrees well with numerical
Hubbard-model results, and yields identical results at short times to those from
straight-forward perturbative methods. It is demonstrated that the non-Markovian
Gaussian behaviour should also be observable in the limit of macroscopic baths.
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1. Introduction
Understanding the microscopic origins of thermal behaviour has undergone a renais-
sance in recent years, in part motivated by the experimental progress in quantum
degenerate atomic gases [1, 2], but also because of independent breakthroughs [3, 4].
While thermalisation is ubiquitous in the macroscopic world — one only has to
watch a cup of tea cool down, or see an ice cream melt — it is not immediately
obvious whether or how thermalisation can be observed in a quantum system when
it is prepared in a pure state. At first, one might think that maximal knowledge of
the state of the system and the unitary evolution, subject to as many constraints as
the Hilbert-space dimension, seem to suggest thermalisation could not be observed.
Since quantum theory is considered a fundamental microscopic theory, it is a relief
that thermalisation of subsystems of closed quantum systems in pure states is indeed
possible.
Thermalisation from a quantum perspective has its origins in entanglement. For
subsystems of closed systems, where the remaining part of the closed system forms a
bath, this emerges either because initial states are selected to be entangled mixtures
of subsystem and bath eigenstates [3, 4] or because the closed-system eigenstates
themselves consist of entangled mixtures of subsystem and bath eigenstates [2, 5, 6].
A study of statistical mechanics from quantum theory must consider the following
requirements1: the subsystem should reach an equilibrium state; the equilibrium
state of the subsystem should be independent of microscopic details of the initial
bath state; the subsystem state at equilibrium should be the thermal state2; this
1These have been laid out in various works, such as [7].
2For example, under the appropriate circumstances allowed by the bath and the subsystem-bath
coupling, the thermal state takes the well-known Boltzmannian (or Gibbsian) form.
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state should be reached independently of the initial state of the subsystem. While
the first two requirements have been derived theoretically for general systems [4, 7],
the last of these considerations has been more difficult to show.
This thesis seeks to provide insight into thermalisation of subsystems of closed quan-
tum systems by studying specific models as well as deriving results for more general
cases which may be described with the use of random matrices. Throughout, the
quantum systems considered will be prepared in specific pure states: the states
chosen will be product states where a subsystem and remaining bath are each in-
dividually in pure quantum states. As such, subsystems will always be prepared
initially far from equilibrium. Motivated by experiments with ultracold atoms and
optical lattices, small Hubbard-model clusters will be studied. One of the remarkable
features of small closed systems is that, for small local subsystems, thermalisation
is seen for closed systems consisting of fewer than 10 particles and lattice sites. In
contrast to intuition from classical systems, it is not necessary to conduct temporal3
or ensemble averaging. Of interest is not only whether subsystem thermalisation is
seen, but also the non-equilibrium dynamics of the subsystem on its approach to the
thermal state. The results presented will show an interesting, and essentially novel,
crossover from exponential relaxation of the subsystem state to Gaussian form when
the strength of the coupling between the subsystem and bath is increased. This be-
haviour will be derived in terms of generic models whose description involves random
matrices.
The structure of this thesis will now be outlined. The two chapters following this
introduction provide introductory material. In chapter 2, an introduction to ther-
malisation and temporal relaxation in closed quantum systems will be given. After
providing a broad review of the relevant literature, some specific concepts will be
summarised. Chapter 3 seeks to provide an overview of cold atom experiments
and discuss their relevance to the Hubbard model. The remaining chapters present
original research. In chapter 4, exact diagonalisation is used to provide an exten-
sive numerical study of thermalisation in Hubbard-model subsystems. The effects
of changing Hamiltonian parameters, as well as parameters which define the ini-
3Although temporal averaging will provide a useful way to extract the equilibrium state, it will
be shown that this is not necessary since small subsystems relax to a virtually steady state.
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tial state, are considered. Following this, chapter 5 seeks to address broader issues
concerning thermalisation using known results for eigenstate overlaps which are, in-
cidentally, also derived in chapter 7 as a particular regime in a more general, and
novel, study of eigenstate overlaps. There are two main focuses of chapter 5: the
first is the relation of the thermalisation results in chapter 4 to the eigenstate ther-
malisation hypothesis [2] and how eigenstate thermalisation behaviour scales with
coupling strength; the second focus is on scaling with system size, which is diffi-
cult to probe numerically. The two chapters which follow are then dedicated to
the form of temporal relaxation to the thermal state. Chapter 6 presents a broad
numerical study of the relaxation dynamics. In addition to considering the effects
of changing Hamiltonian parameters, the introduction of random subsystem-bath
couplings is used to demonstrate the main result in greater generality. The main
result is the crossover from exponential to Gaussian temporal decay upon increasing
the subsystem-bath coupling strength. This result may be understood in terms of
the Brownian-motion random-matrix model presented in chapter 7. In this chapter
the exponential-Gaussian crossover is derived for generic systems, and the only re-
quirement is that the general structure of the subsystem-bath coupling matrix be
banded in form. Finally, chapter 8 presents results for the Bose-Hubbard model,
demonstrating the generality of the results of chapter 7 and the numerical work on
fermions. While each chapter is essentially self-contained, there are many cross-
references between them, in particular between chapters 4 and 5 on thermalisation
at long times and between chapters 6 and 7 on relaxation dynamics.
2. Thermalisation and
Relaxation in Pure States
The foundations of statistical mechanics in classical physics have been the subject
of debate since the birth of the subject in the nineteenth century. The origin of the
second law of thermodynamics from physical laws with microscopic reversibility was
the subject of many contributions from Boltzmann and Gibbs1. That macroscopic
irreversibility is observed despite microscopic reversibility is thought to be because of
low entropy initial states. This is discussed by Lebowitz [9] who draws attention to
the notion of typicality of macroscopic observables, where ensemble averaging is not
necessary since each individual microscopic realisation of a system yields the same
macroscopic observables after equilibrium. This is most certainly consistent with our
everyday experiences with the second law. Furthermore, the idea of typicality will
hold at least as much significance in a quantum description of statistical mechanics.
This introduction will be dedicated to summarising the many works contributing to
recent progress in a quantum-mechanical understanding of thermalisation.
If quantum mechanics provides the fundamental description of many-body systems
at the microscopic level, one would expect that the results of statistical physics
should be derived from quantum theory. Much progress has been made in this
field over the past couple of decades, with many of the advances in the last five
years alone. Although mixed-state density matrices are commonly used to impose
a classical probability distribution on a quantum system and to determine thermal
behaviour [10], it has only recently been shown that thermal observables can arise
1See, for example, the detailed in the historical account of Uffink [8].
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without any imposition of mixed states, and with only the uncertainties inherent
in quantum mechanics playing a role. That this is possible is down to the purely
quantum-mechanical property of entanglement.
There are many significant works [3, 4, 7, 11–20] which have, over the last few years,
explored the thermalisation of observables for systems prepared in pure states. One
of the seminal works is ‘Canonical Typicality’ by Goldstein, Lebowitz, Tumulka and
Zanghi [3]. This work considers pure states drawn randomly from within an energy
shell on a bi-partite Hilbert space divided into subsystem and bath. If such a bi-
partite system has a subsystem with a much smaller Hilbert-space dimension than
the bath, the overwhelming majority of such pure states leads to thermal subsystem
reduced density matrices. These arise because of entanglement between the subsys-
tem and the bath. This will be discussed in detail in section 2.2, but it is worth
mentioning that the result does not depend on a finite subsystem-bath coupling
and therefore, although remarkable, does not shed light on whether a subsystem
prepared far from equilibrium will relax to a thermal state. Also published in 2006
is the similar work of Popescu, Short and Winter [4], which establishes the same
results but with rigorous bounds on the closeness of the subsystem to the thermal
state when states on the composite system are picked at random. The same results
could be inferred from work by Mahler, Gemmer and Michel [3, 18]. The authors
demonstrate effectively that, subject to appropriate macroscopic constraints, the av-
erage of the subsystem entropy over the Hilbert space is very close to the maximum.
Therefore the overwhelming majority of states drawn at random2 on the compos-
ite system have subsystem states very close to the thermal subsystem state. All
of the works described above arise essentially because of measure concentration in
high-dimensional Hilbert spaces, from which the notion of typicality emerges. More
recent results by Cho and Kim [20] show that for weak couplings where a Marko-
vian approximation can be made, subsystems tend towards their thermal state after
long times, for very general subsystem-bath coupling Hamiltonians. This holds for
almost all initial pure states on the composite system.
Some of the works above have been extended so that their applications are more
2What is to be understood by drawing states at random will be elaborated upon further in
section 2.2.
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general. In particular, the more general case of subsystem and bath prepared in
a product state is considered, with a coupling between subsystem and bath such
that all level-spacing degeneracies are removed. The results of Popescu et al. have
been extended to put bounds on the independence of the specific initial bath state,
for the overwhelming majority of initial bath states [7]. However, such general
results have not been possible when trying to demonstrate that the equilibrium
state is independent of the specific choice of initial subsystem state. This remains
an unsolved problem, although some progress has been made [21]. Bounds have
also been placed on the speed of fluctuations about equilibrium, and it is shown
that the speed of fluctuations in the subsystem density matrix become vanishingly
small in the limit of large systems [22]3. The extent to which thermalisation occurs
independently of the initial state is one of the questions which will be explored in
chapters 4 and 5.
Changing course in this exposition of recent ideas, attention will now be turned
to the conjecture known as the Eigenstate Thermalisation hypothesis. Details will
be discussed in section 2.3. This was first discussed by Deutsch [5] in 1991, but
the nomenclature was coined by Srednicki [6, 27, 28] and demonstrated for systems
which are classically chaotic, such as a rarefied hard-sphere gas. The conjecture
is that thermalisation occurs in quantum mechanical systems because the thermal
expectation values are encoded into the eigenstates of closed quantum systems. The
hypothesis may be applied to a range of observables, including the density-matrix
elements of subsystems and, when it holds, the observables appear to thermalise
regardless of the initial state. The eigenstate expectation values generally form a
smooth function of energy and the thermal values at long times are simply the
eigenstate expectation-values at the energy of the initial state. Similar notions were
also developed by Tasaki [29] and thermalisation from properties of eigenstates is also
studied by Schmidt and Mahler [30]. Eigenstate thermalisation is explored in many
works of Rigol [2, 31] and is considered to break down for integrable systems [32, 33].
3As an aside, it is interesting to note that the ideas above have spawned a broad range of pub-
lications. For example, there are discussions relating to typicality in classical statistical mechan-
ics [11, 23]. Other authors have developed approaches to the second law from information-theoretic
ideas [24, 25]. In [12] and [25], the epistemological conjecture of a universal pure state is suggested,
although Zurek dismisses the concept [26].
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More recently, eigenstate thermalisation has been studied by Pal and Huse [34] in
the context of the breakdown of thermalisation at non-zero temperature due to
disorder-induced localisation. Ideas about eigenstate thermalisation which relate to
the models studied in this thesis will be discussed in chapter 5.
Beyond reaching a thermal state, the question of whether an intensive temperature
exists for all subsystems within a multipartite quantum system in a canonical state
has been explored by Hartmann, Mahler and Hess [35–37]. It is found that there is a
temperature-dependent minimum subsystem size above which temperature is inten-
sive. Only above this minimum size is the temperature of subsystems independent
of the size of the subsystem.
Numerical results will form a significant portion of this thesis and so an overview of
existing results will be useful. Existing numerical studies have a relatively early ori-
gin. The proleptic work of Jensen and Shankar in 1985 [38] studied small spin chains
in a magnetic field and showed that the magnetisation thermalises and does so more
readily when system is nonintegrable. The authors also studied magnetisation for
individual eigenstates, thus demonstrating, numerically, eigenstate thermalisation
even before the paper of Deutsch [5]. Later work considered subsystems of spin
chains [39] and explored the increasing closeness of temporal and ensemble averages
for subsystem energies and temperatures, found from fits to diagonal density-matrix
elements. Supporting their theoretical results using Hilbert-space average methods,
Gemmer, Michel and Mahler also present extensive numerical simulations for a va-
riety of quantum systems in [19], such as those with engineered energy spectra and
spin chains.
The experimental progress in ultracold atoms in optical lattices [1] has, in part, been
responsible for renewed interest in understanding thermalisation from an underlying
quantum theory. Demonstrating eigenstate thermalisation numerically, Rigol and
collaborators have shown how thermalisation of the crystal momentum distribution
in lattice models with hard-core bosons occurs because of eigenstate thermalisa-
tion [2]. They demonstrate that the relaxed distribution depends on conserved
quantities of the Hamiltonian and that this may be captured by a generalised Gibbs
ensemble [31]. Furthermore, they claim that with increasing departure from inte-
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grability, the equilibrium state becomes closer to the thermal state [32, 33]. In [40]
they extend their discussion to link indicators of quantum chaos, such as level spac-
ing distributions, to thermalisation and concede that, with increasing system size,
thermalisation is seen closer to integrability.
The later chapters in this thesis will discuss the dynamics of thermalisation. Some
dynamical aspects of thermalisation have been studied in depth, in part motivated by
ultracold atoms experiments. In chapter 3, the impressive access to tunable parame-
ters in cold atom experiments will be summarised; one of the rapidly-tunable param-
eters in cold atoms experiments is the particle-particle interaction strength. This
allows for the relaxation dynamics following a rapid increase in interaction strength
to be studied. In [41], it is discovered that, for the one-dimensional Bose-Hubbard
model, thermal values of correlation functions are found provided the interaction en-
ergy is not significantly larger than the particles’ kinetic energy. Thermalisation of
local subsystems is demonstrated in [42]. Similarly, independence of the specific ini-
tial state is found for the occupation of momentum states after interaction quenches
is seen in the fermionic Hubbard model [43]. These values are thermal in the sense
that they agree with the generalised Gibbs ensemble. Thermalisation has been stud-
ied for other forms of quantum quenches, such as rapid changes of transverse fields
in Ising models [44]. Quenches involving superlattices [45] have also been studied
with interacting bosons, where a lattice of double wells is quenched to a lattice of
single wells with half the original lattice spacing. Thermalisation is shown for corre-
lations between even and odd sites. Quenches in optical superlattices have also been
studied for hard-core bosons, where double-occupation of sites is forbidden, and the
results are found to be consistent with the generalised Gibbs ensemble [46].
However, aside from homogeneous quantum quenches, much literature exists on the
dynamical aspects of thermalisation of subsystems in contact with a bath. In the
limit of weak coupling, open quantum systems are well described by a Markovian
approximation within the Lindblad formalism [47]. Also for weak couplings, per-
turbative results exist using a Hilbert-space average method [19, 48, 49], where the
average effectively refers to an average over the subsystem-bath coupling matrix ele-
ments between sectors corresponding to different subsystem states. This method has
also been extended to cases where the Markovian approximation breaks down [50].
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Thermalisation of subsystems containing many spins of a spin chain is shown dy-
namically using numerical methods in [51], for the case where the subsystem tem-
perature is infinite, and for more general cases in [52]. That the same group used
similar methods to study the decoherence of spins through their interactions with
a spin bath [53–55], demonstrates a connection to a different subgraph of citations
concerning quantum decoherence.
Quantum decoherence of subsystems is one requirement for subsystem thermali-
sation and it is of particular relevance to this thesis because temporal results for
decoherence exhibiting Gaussian behaviour in particular systems [56–59] will be
shown to hold quite generally for subsystem thermalisation as well. In studies of
quantum decoherence, the significant quantities are off-diagonal elements of a sub-
system reduced density matrix. This is of technical interest to quantum computation
researchers; the study of a single spin decohering with a spin bath is of particular
relevance to solid-state architectures using silicon [60]. However, the works of Zurek
and co-workers [26, 61–63] explore fundamental questions in many-body physics,
such as the origin of classical behaviour from quantum mechanics, through the sta-
bilisation of so-called pointer states by the environment, a process referred to as
einselection4. In [26], Zurek even suggests that the way in which a subsystem de-
coheres with environment is responsible for the apparent collapse of wavefunctions
upon measurement. The work suggests that this effect may be understood in terms
of unitary processes and that the postulates of collapse and Born’s rule are not
necessary impositions in quantum theory. Aside from these deep ontological claims,
the study of decoherence has shown some interesting dynamical behaviour and has
established links with random matrix theory. In particular, the existence of Gaus-
sian temporal decoherence is seen in a variety of circumstances: for a single spin in
various spin-chains at short times [56]; near quantum phase transitions in the envi-
ronment [57]; and in driven spin systems [58]. In [59], the Gaussian form, seen for a
4Pointer states are simply the states of the subsystem in which the subsystem density matrix is di-
agonal after decoherence has occurred. This in itself has relevance in studies of thermalisation since,
under assumptions of weak coupling, textbook derivations of canonical thermalisation from mixed
states [10] show the subsystem density matrix to be diagonal in the basis of its self-Hamiltonian
when thermalised. This is shown in the works on decoherence [63] when the coupling does not allow
for relaxation of subsystem eigenstate occupations, and under more general conditions [64].
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single spin or a dilute ensemble of subsystem spins, is contrasted with an ensemble
of subsystem spins, which shows exponential behaviour. In some of the cases where
Gaussian decoherence of a single spin is seen [57, 59], the behaviour arises as a sim-
ple application of the central limit theorem; this explanation does not extend to the
Gaussian behaviour which will be discussed in this thesis. Links to random matrix
theory and to quantum chaos are made in [65] using semi-classical results [66, 67].
Relevant results in random matrix theory will be discussed in chapter 7, but it should
be noted that Gaussian decay in subsystem occupation probabilities, required for
thermalisation, has not been studied. Furthermore, as far as this author is aware,
an understanding of Gaussian behaviour in the most generic terms5 has not been
presented. These areas will be addressed in chapters 6 and 7.
The remaining sections of this chapter will discuss some of the important concepts in
thermalisation arising from quantum unitary evolution of pure-state wavefunctions.
The next section will clarify the framework for thermal subsystem states, through
the use of mixed-state reduced density matrices and generalised Gibbs ensembles.
Next, a brief account of canonical typicality will be given before, finally, a discussion
of eigenstate thermalisation in the context of observables on subsystems of closed
quantum systems.
2.1 Theoretical Framework
In this section, the mathematical framework to describe the thermalisation of a
subsystem in a composite closed system will be introduced. The bi-partite systems
considered will have Hamiltonians H = HS +HB + λV where HS and HB are the
subsystem and bath Hamiltonians, respectively, with eigenstates |s〉S and |b〉B with
energies εs and b. The coupling Hamiltonian V will act on both subsystem and
bath Hilbert spaces and will be scaled by the dimensionless parameter λ, a coupling
strength. While at λ = 0 the composite eigenstates are subsystem-bath product
states |sb〉 = |s〉S ⊗ |b〉B, at finite λ the composite eigenstates will be denoted |A〉,
with energy eigenvalues EA.
5Model-specific results exist, such as [68].
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The following subsection will present an account of the use of reduced density ma-
trices to describe the state of the subsystem when the composite system is prepared
in a pure state. In the subsection following this, the form of thermal distributions
on the entire composite system and on a subsystem will be discussed.
2.1.1 The Subsystem Reduced Density Matrix
When considering a composite system of subsystem and bath, the state of the sub-
system may be found from its reduced density matrix. The form of the reduced
density matrix for the subsystem is central to understanding whether the subsystem
thermalises via entanglement with the bath. How the reduced density matrix arises
will be demonstrated by first considering the density matrix of the entire composite
system. Expanding any many-body wavefunction on the composite system |Ψ〉 in
terms of the basis of many-body eigenstates {|A〉}, of energy EA, for the Hamiltonian





where CA(t) = CA(0) · e−iEAt formally solves the time-dependent Schro¨dinger equa-
tion. From this, the pure state density matrix for the composite system is






which, as usual, gives the expectation-values for any observable with hermitian op-
erator A on the Hilbert space of the composite system as 〈A(t)〉 = Tr(R(t)A). For
the subset of these observables, whose hermitian operators AS act only on the sub-
system, and thus as composite-system observables take the form A = AS⊗1B where
1B is the identity on the bath Hilbert space, the reduced density matrix provides a
more sensible construction. Consider a basis of states which are product states of
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so that
























Asb(t)As′b(t)|φs〉SS〈φs′ | = TrB (R(t)) (2.8)
and it is understood that TrS and TrB denote the traces over the subsystem and
bath Hilbert spaces respectively. Inserting, explicitly, the time-dependence of the
coefficients Asb =
∑
ACA(t)〈A|sb〉 and abbreviating CA(0) = CA and ωAB = EA −







If a steady state is achieved for the subsystem after long times, this state must equal







ρ(t′) dt′, . (2.10)
This assumes that the long times on the scale of relaxation are shorter than the
Heisenberg time, which equals the inverse level spacing ∆−1; the assumption is
readily met even for very small systems. Furthermore, the size of fluctuations around
the long-time average may be estimated from the time-variance of reduced density-
matrix elements, σ2ss = ρ
2
ss − r2ss. The overline here refers to a time average as





These quantities are straightforward to find from equation (2.9). When there are
no energy degeneracies in the composite eigenspectrum, the time-average for the
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which, in the case of diagonal elements s = s′, may be expressed in terms of the
projection operator Ps =
∑
b |sb〉〈sb| which acts on the composite Hilbert space and





For the time-variance of elements ρss′ , denoted σ
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so that, in the case of an initial state whose construction has components of a
sufficiently large number of composite-system eigenstates, it is expected that σ2ss
will be very small6. Thus the inequality will be useful if the state is formed from
many energy levels and this holds generically when considering thermalisation, as
will be discussed in the next subsection. Crucially, this suggests that it will be valid
to use time averages to find the equilibrium subsystem state at long times.
6To give a more specific example, in the case of a state constructed from N eigenstates with
{|CA|
2} picked randomly, the correct distribution when there is time-reversal symmetry is the




. This, in itself, is not a demonstration that maxB |CB |
2 will decrease with N
because the number of elements, and thus number of possibilities for there to be one particularly
large CA, increases as N . However, since the probability of one coefficient being much greater
than this mean value scales with ∼ e−αN but the number of coefficients to be picked out is N , the
probability of maxB |CB |
2 being larger than a given value decreases rapidly with increasing N .
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2.1.2 Thermal States in Mesoscopic Systems
In order to determine whether a subsystem thermalises, it is necessary to establish
what is meant by a thermal state. Thermodynamics traditionally dictates that the
composite of subsystem and bath should be specified by known values of macro-
scopic quantities such as the total energy and number of particles. The possibilities
for quantum mechanical states reach far beyond those which could be considered a
microcanonical state in statistical mechanics. At this point, it is sometimes remarked
that the uncertainties when studying quantum systems arise from two sources: those
which are subjective to the observer and those which are inherently quantum me-
chanical. It is the former of these uncertainties which is used to construct the micro-
canonical mixed state: the lack of knowledge about the precise quantum state of the
composite system [10]. When imposing classical thermal distributions on quantum
systems via diagonal density matrices, deducing thermal subsystem states does not
require a finite subsystem-bath coupling; the coupling, assumed to be weak, may be
completely neglected.
Although in principle a state constructed from a single energy eigenstate would have
a definite energy, if the coupling between the subsystem and bath is negligible, the
subsystem is also in an eigenstate and thus not in a thermal state7. If, instead,
it is not possible to pinpoint the state of the composite system down to a single
eigenstate, but one considers that it is one of many states of very similar energy8,
a thermal subsystem state is found. The simplest case is to consider the mixed
state where all eigenstates within an energy window, width δE, have equal a priori
probabilities. This is the standard approach taken by, for example, Feynman [10]
and in this work, as elsewhere, this will be referred to as the microcanonical state.







7Except in the special case of the subsystem in the ground state.
8In the case of generic systems, non-integrability and its associated level repulsion are expected
such that, in general, choosing a finite-width energy window is necessary to include more than one
composite eigenstate.
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where prime on the sum indicates that the sum is over the D eigenstates where
E0 − δE2 < Esb ≤ E0 + δE2 . The density matrix for the subsystem is the reduced
density matrix, ω, given by
ω = TrB(Ω) (2.20)
where TrB denotes the trace over the bath Hilbert space. This state is necessarily
diagonal in the subsystem eigenbasis. For the case of canonical conditions, where it








with NB(E) the number of bath energies in the range E − δE2 < b ≤ E + δE2 . From












Here, the partition function Z may be identified with D/NB(E0) and the inverse







For the expansion to be valid, the density of states must be a smooth quasi-
continuous function of energy with changes in ∂ lnNB(E)∂E small on the scale of the
spread of subsystem energies ∆εs
9. For many systems where the spectrum is un-
bounded, the approximation in (2.22) is exact for all energies E0, due to the power-
law growth with energy of the densities of states. However, for bounded spectra
this cannot be the case for all energies E0 and arbitrarily large ∆εs, though equa-
tion (2.21) would still hold.
There may be more conserved quantities on the composite system other than energy,
to be shared between the subsystem and bath. For example, the total number of
particles may be conserved, but particle exchange between subsystem and bath
is allowed. These grand canonical conditions would lead to another parameter, a
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chemical potential µ, arising from an expansion in the number of particles on the
subsystem. More generally, the bath density of states must be considered as a











B, . . . ) is the bath density of states as a function of the bath quan-
tities xiB, of which each sum with the respective subsystem quantities x
i
S to the
globally conserved quantities Xi. This natural extension to the microcanonical en-
semble for the composite system has very recently been dubbed the generalised
microcanonical ensemble [70]. While equation (2.25) is exact, performing a simi-






B, . . . ) ∝ e−µ1x
1
S−µ2x2S−··· (2.26)
and where the parameters µi are generalised chemical potentials, identical to the
Lagrange multipliers extracted from a maximisation of the global entropy subject
to the global constraints Xi.
Up to this point, this exposition of thermal subsystem states in quantum mechanics
has implicitly neglected any coupling between subsystem and bath. There has been
no discussion of time dependence because the state of the composite system has
dictated that the subsystem be in a thermal state. This has arisen from the classical
probability distribution imposed on the system — the (generalised) microcanonical
mixed state. That the subsystem is in a thermal state follows naturally. However
if the subsystem is prepared initially far from equilibrium, it can only thermalise
if a finite subsystem-bath coupling is considered. Such composite states with sub-
system far from equilibrium must have overlap with many eigenstates for the time
evolution to allow relaxation to an equilibrium state. However, as will be shown in
chapter 4, initial states with well-defined composite energy are possible, even with
the subsystem far from equilibrium, provided the coupling is not too strong.
There are other possibilities for states on the composite system which lead to ther-
mal subsystem states, afforded by the inherent probabilities in quantum mechanics,
10The nomenclature is taken from [31].
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arising from subsystem-bath entanglement. In general, even when the composite
system is in a pure state, the subsystem is likely to be in a mixed state, even in the
absence of coupling between subsystem and bath11. These states are not thermal
states on the composite system as the density matrices have non-zero off-diagonal
elements in the composite eigenbasis. Furthermore, even when the state of the
composite system is specified completely by a known wavefunction, thermodynamic
quantities may not be well-defined. For example, it is quite possible to create a
‘Schro¨dinger’s cat’ scenario by superposing eigenstates of high and low energy such
that energy is not a well-defined macroscopic observable. However, there are some
composite states, such as those defined on a narrow window of energy eigenstates,
which are pure states with reasonably well-defined macroscopic quantities. These
are the subject of the next section.
2.2 Canonical Typicality
The traditional view of subsystem thermalisation outlined above is dependent on
the assumption that the composite system is in a microcanonical state initially.
While this may be a valid approach if considering an average of many experimental
realisations with, in each case, the initial state specified only by an energy shell,
there is no reason for it to be true for a single experimental realisation. Indeed, in
cold atom experiments, a knowledge of the wavefunction is possible. When this the
case then a pertinent question arises: will a pure state of the same energy, where this
subjective uncertainty has been removed, lead to a reduced density matrix of the
same canonical form as equation (2.25)? The 2006 works by Goldstein et al. [3] and
Popescu et al. [4] provide an affirmative answer to this question in the case where
the pure state considered is selected randomly from the (infinite) set of pure states
within a particular energy shell. This will be referred to as ‘canonical typicality’.
This section will establish why this should be the case, following an outline of the
work of Goldstein et al. [3] and then making reference to other works. It should be
11The case of the composite system in an eigenstate is a specific exception to this. However, for
states with more than one eigenstate participating, this exception has zero measure on the set of
possible pure states.
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noted that this result will not be used explicitly in the remainder of the thesis, but
it is of huge significance to the topic as a whole, and aside from [19], it is a discovery
not approached in statistical mechanics textbooks.
First, it is important to understand what is meant by a random pure state, the way
in which a random state is constructed and the distribution from which it is drawn.
It is useful to consider a geometric representation of the restricted, D-dimensional
Hilbert space upon which states are defined. A natural decomposition is to define a
state in terms of the eigenbasis of the Hamiltonian of the closed composite system.
When considering a state on a restricted energy subspace (a narrow energy shell)
the number of eigenstates in the energy shell equals the dimension of the (restricted)
Hilbert space. Using the composite energy eigenbasis, states expressed |Ψ〉 = CA|A〉
can be represented as a point with 2D-dimensional real Cartesian coordinates given
by the D complex coefficients CA. Because of normalisation, the allowed points in
this space must be constrained to lie on the 2D-dimensional unit hypersphere and
it is the distribution of points on this hypersphere which must be specified. Most
of the works consider the uniform measure over the 2N -dimensional hypersphere
corresponding to the Haar measure on the D-dimensional special unitary group.
This corresponding distribution of states is invariant under unitary transformations.
The use of this distribution is justified by Gemmer et al. [19] since the motion of the
state on the hypersphere | ddt |Ψ(t)〉|2 has, from the Schro¨dinger equation, a constant
speed. However, in the sense of exploring arbitrarily close to any point on the
hypersphere, quasi-ergodicity does not exist12. The motion is hugely constrained
by the D constants |CA|. Whether this is the ‘correct’ distribution to consider has
been questioned more recently for this reason [71]. However, this is countered by
the suggestion that the results are not strongly dependent on the specific measure
and that the crucial quantity is the number of eigenstates which participates in the
construction of the pure state [72].
Fortunately, it is easy to create states drawn randomly from this distribution by con-
sidering a state drawn randomly from a Gaussian distribution and then normalised.
12Quasi-ergodicity does exist in the sense that ensemble averages are equal to long-time averages.
However in the discussions for the remainder of this chapter, it will be clear that it does not feature
in the problem, because of the notion of typicality.
2. Thermalisation and Relaxation in Pure States 30
Goldstein et al. [3] consider that such a state will take the form






and for all A, <(C ′A) and =(C ′A) are Gaussian-distributed random variables with
a mean of zero and a variance of one half. It is clear that such random states are
represented by points in parameter-space uniformly distributed on the unit hyper-













which only depends on the distance of the particular point with cartesian coordinates
(<(C ′1),=(C ′1), . . . ,<(C ′D),=(C ′D)) (2.30)
from the origin, but not on the direction in which the point is displaced from the
origin. Dividing by ||Γ〉| to ensure 〈Ψ|Ψ〉 = 1 constrains the point to lie on the unit
sphere by an equal rescaling of all components so that the vector direction from the
origin is unchanged. Thus, the distribution over the unit hypersphere is uniform.
It is this premise upon which the work of Goldstein et al. [3] is based. Using this,
canonical typicality will be demonstrated next.
The interaction between system and bath is neglected so that eigenstates of the
composite system are product states of system and bath eigenstates, so that the
parameters C ′A may be relabelled C
′
sb with the constraint that the sum of system
and bath energies, εs+ b, lies within the energy window E0− δ2 ≤ εs+ b < E0+ δ2 .
Defining sets of bath levels Bs, which meet this constraint for a particular subsystem






C ′sb |s〉S ⊗ |b〉B . (2.31)















s′b |s〉S S〈s′| . (2.33)
2. Thermalisation and Relaxation in Pure States 31
For this reduced density matrix to describe a canonical state it must reduce to
equation (2.21).
Firstly, it must be diagonal in the subsystem eigenbasis. There are two scenarios to
consider. First consider the case where the width of the state δ is small compared
with the subsystem level spacing ∆εs. In this case where δ  ∆εs, the number of
states in the set Bs∩Bs′ , for s 6= s′, will be zero. The second scenario is when width
δ of the state |Γ〉 equal to, or even much larger than, the subsystem level spacing
∆εs. Since all coefficients C
′
sb are picked randomly from the same distribution,
off-diagonal elements are formed as a random walk in parameter space as the dot-
product of two independent random vectors. In contrast, diagonal elements form a
sum of random positive terms all drawn from the same distribution, as a dot-product
of a random vector with itself. Therefore diagonal elements will be larger by at least
a factor of square root of the number of bath levels in the set Bs compared with
off-diagonal elements. In the limit of a large number of bath levels, the reduced
density matrix will be effectively diagonal, by law of large numbers.
Secondly, (2.21) also requires that the diagonal elements scale with the relative
number of bath states in each window Bs. In the limit of many bath states in
each set Bs, each diagonal element ρss will tend towards the number of levels in
the corresponding bath window Bs. This arises from the law of large numbers
since the mean value of |C ′sb|2 is unity and, since all coefficients are drawn from the
same distribution, the average of N coefficients tends towards unity as N increases.
Formally, in the limit of the level-spacing ∆ becoming much smaller than the width











NB(E0 − s) . (2.34)
This result, which shows that reduced density matrix elements from the thermal
reduced density matrix of equation (2.21) is the “Canonical Typicality” presented
by Goldstein et al. The result also holds for different variances, σ2, in the Gaus-
sian distributions for <(CA) and =(CA) since this (just) introduces a factor σ−1 in
both the numerator and denominator of equation (2.34). The result is also readily
extendable to more general ensembles with more globally-conserved quantities, as
in (2.25).
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Similar proofs of canonical typicality, equation (2.34), have been presented by Popescu
et al. [4] by invoking Levy’s lemma. Their result is presented in a more general way
such that for any restricted region of Hilbert space, virtually all random pure states
(in the sense described above) will lead to a reduced density matrix overwhelmingly
close to that found when the state is a mixed state with equal weights for all eigen-
states. They proceed to put an upper bound on the probability that the trace-norm
of the difference between the reduced density matrices observed and the thermal
reduced density matrix is greater than a given value, for given composite, subsys-
tem and bath Hilbert-space dimensions. While these upper bounds tend to zero for
infinitesimal trace-norms in the thermodynamic limit, for the systems considered in
this work, the bounds do not provide severe constraints on how close the reduced
density matrix should be to the corresponding statistical reduced density matrix.
Indeed the numerical results presented in chapter 4 show thermalisation for much
smaller systems than the results of Popescu et al. would suggest, as discussed in [73].
Another approach, prior to the two works discussed above, is that of Gemmer et
al. [3, 17, 18]. As discussed in the introduction, their view of quantum thermody-
namics is such that it arises only for systems in contact with a bath, even if together
their composite is a finite closed system. This approach is successful for the mi-
crocanonical ensemble whereby the system-bath interaction does not allow energy
exchange between system and bath. In this scenario, the entropy of the subsystem
is not constant although the energy is. Their method involves evaluating Hilbert-
space averages of the subsystem purity and showing that these are very close to the
minimum purity. The purity is defined to be Tr(ρ2) =
∑
ss′ |ρss′ |2 and minimum
purity corresponds with maximum von Neumann entropy. This is because in each
case the these extrema correspond to the broadest possible probability distribu-
tion, with equipartition of probability across all subsystem states. In this way it is
demonstrated that virtually all of the accessible region of Hilbert space has virtually
minimum purity or, alternatively, maximum entropy. The result is extended to the
canonical case where energy exchange is permitted. In this case the Hilbert-space
average method only works if first a ‘dominant region’ for the distribution of the
energy of subsystem and bath is identified, where this dominant region can be shown
to occupy virtually all the accessible region of Hilbert space. The canonical state
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is then found when the density of bath states increases exponentially with system
size, as this turns out to be the condition for the dominant region to be independent
of the initial subsystem state. The results of this method are effectively as for the
‘canonical typicality’ argument above. The approach differs slightly as the proof as-
sumes large bath level-degeneracy and that two composite states which are coupled
by the subsystem-bath coupling are degenerate. This excludes generic real systems
where small perturbations induce level repulsion. However, the authors suggest that
a finite coupling strength allows, for their purpose, states close in energy on the scale
of the coupling strength, to be considered as degenerate.
It should be noted that, while the above results are very powerful as they demon-
strate that thermal mixed subsystem states arise without imposing any subjective
uncertainty on the wavefunction for the closed system, they do not give insight
about whether the subsystem will thermalise if prepared initially in a state far from
equilibrium. The results of Linden, Popescu, Short and Winter [7] do generalise
to show that, if the initial state is a product state with no entanglement between
system and bath, the state at long times is independent of the specific bath state
for almost all bath states selected randomly within an energy window. However, as
noted in the introduction to this chapter, there is no generic proof for subsystem
independence, despite considerable effort [7, 21]. However, the question of initial-
state independence is answered if eigenstate thermalisation can be shown to hold.
This will be discussed next.
2.3 The Eigenstate Thermalisation Hypothesis
When a composite system, comprised of subsystem and bath, is prepared far from
equilibrium, such that the subsystem and bath are both in pure states, it is not
clear how the subsystem can thermalise13. Since the initial state sets D constants
of motion, the magnitudes |CA|, one might expect that the equilibrium state is
governed byD−1 constants14. This is indeed formally correct: as shown by Brody et
13With regard to canonical typicality, such initial states are distinctly atypical.
14The one fewer constraint is because the CA are normalised.
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al. [74], equilibrium distributions can be expressed as generalised Gibbs distributions
with D − 1 (generalised) chemical potentials. The question which arises next is
whether there are observables for which the microscopic details of the initial state
(which set the coefficients CA) do not affect the long-time average of the observables.
When this is the case, eigenstate thermalisation occurs. This can apply to a variety
of observables, and it is natural that eigenstate thermalisation can exist for some
observables but not for others. However, in this thesis, the particular interest is
in the reduced density matrix of subsystems, from which all subsystem observables
may be deduced.
The eigenstate thermalisation hypothesis centres on the idea that the thermal re-
duced density matrix is encoded into each composite eigenstate. The conjecture
is the following: eigenstate expectation-values for the reduced density matrix ele-
ments are equal to the thermal-state reduced density matrix elements. As a con-
sequence, since the thermal state only depends on macroscopic quantities such as,
in the simplest case, the composite energy E0, neighbouring composite eigenstates
should have virtually the same eigenstate expectation-values. Indeed, the eigenstate
expectation-values for reduced density matrix elements ρss should form a smooth
quasi-continuous distribution of energy E0, with values equal to the thermal-state
values ωss(E0), from equation (2.21). The mechanism behind eigenstate thermalisa-
tion is that, while the initial state, such as a product state, may be constructed from
a precise choice of the coefficients CA, at long times dephasing occurs and long-time
averages equal the eigenstate expectation-values. To contrast the previous section:
whereas canonical typicality involves a random choice of the coefficients CA so that
the initial state is entangled with respect to subsystem and bath, the eigenstate
thermalisation hypothesis implies that the composite eigenstates are themselves en-
tangled states with respect to subsystem and bath.
In section 2.1, it was established that a steady subsystem state is expected for almost
all times when many eigenstates construct the initial state. This equilibrium state





where, as defined earlier, Ps is the projection operator on to the subsystem state
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|s〉S . If the eigenstate expectation-values 〈A|Ps|A〉 are thermal, they form a smooth
function ps(EA). When the initial state has well-defined energy E0 = 〈Ψ|H|Ψ〉, the
coefficients CA are only finite for eigenstates with energy EA close to E0. If the








|CA|2 = ps(E0) (2.36)
where the second equality is exact in the limit where the width of the initial state
is vanishingly small compared with changes in ps(EA). This would be the case
for sufficiently large baths. It turns out that this holds well even for mesoscopic
systems consisting of a few lattice sites, as will be shown in chapter 4. The eigen-
state thermalisation hypothesis makes one further claim, and that is that the ex-
pectation values 〈A|Ps|A〉 are thermal expectation values. Specifically this requires
ps(E0) = ωss(E0) and the eigenstate expectation-values for off-diagonal reduced
density matrix elements to be zero.
The eigenstate thermalisation hypothesis has been demonstrated to hold for certain
model systems, such as classically-chaotic dilute hard sphere gases [27] and non-
integrable lattice models with interacting fermions and bosons [2, 32, 33]. However,
the conditions where it should hold are still a subject of much debate [40, 72]. In
particular, it has been suggested that the eigenstate thermalisation hypothesis holds
for non-integrable systems15 and does not hold for integrable systems [2, 32, 33].
There are some obvious counterexamples, such as the case of weak coupling, which
will be demonstrated in chapter 4. Conditions for the lack of thermalisation of non-
integrable systems are given by Gogolin, Mu¨ller and Eisert [72] in terms of the entan-
glement between subsystem and bath in composite eigenstates. While the eigenstate
thermalisation hypothesis itself is said not to hold for integrable systems [32], this
author believes that the numerical evidence might be seriously limited by finite-size
15It should be noted that there is not a commonly-accepted definition of integrability applied to
quantum systems. This is addressed briefly in [72]. The most common definition is, perhaps, that
there are D− 1 linearly independent conserved commuting operators, but other definitions include
the Wigner or Poissonian level spacings or simply whether the system is exactly solvable. This is the
topic of [75]. Because of the nature of the Hamiltonians and tunable parameters considered in this
work, the question of integrability is not of huge importance in this thesis; by most definitions the
Hamiltonians to be studied, for most values of the tunable parameters, are decidedly non-integrable.
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effects. Such finite-size effects are discussed, in the context of the models studied in
this work, in chapter 5. Also in chapter 5, eigenstate thermalisation will be discussed
in the context of generic results concerning the parametric evolution of eigenstates,
where the tunable parameter is the subsystem-bath coupling strength λ.
3. Ultracold Atoms,
Optical Lattices and the
Hubbard Model
3.1 Ultracold Atoms in Optical Lattices
The experimental motivation for the choice of lattice models studied in the following
chapters arises from the rapid experimental progress in the field of ultracold atoms
in optical-lattice potentials [1]. While the physics of cold-atom experiments is not
a topic of this thesis, the work presented over the following chapters explores the
dynamics of thermalisation in Hubbard-model closed systems. The Hubbard model
may be realised in optical lattice experiments in different dimensions and with much
control of the Hamiltonian parameters [76]. This short chapter will provide a brief
overview of the capabilities of such experiments and introduce the Hubbard model.
The field of ultracold atoms has grown rapidly since the Bose-Einstein condensation
of Rubidium-87 atoms by the group of Wiemann and Cornell [77] and, shortly after,
Sodium-23 by the group of Ketterle [78] in 1995. The three scientists shared the 2001
Nobel prize for their achievements. Four years later, fermionic quantum degeneracy
was achieved by DeMarco and Jin by cooling a gas of potassium-40 fermions [79].
Magnetic and optical trapping have been instrumental in the development of cold-
atom experiments [80, 81]. The former relies on the Zeeman effect with spatially-
varying magnetic fields such that neutral atoms in a particular spin state are confined
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within an energy minimum at a spatial minimum in the magnetic field. Optical
trapping employs the a.c. Stark effect whereby the atoms are polarised by an electric
field, and this induced dipole interacts with the field. Using lasers to create a
spatially-varying radiation field with an intensity maximum (or minimum) allows
the dipole force to hold atoms close to this maximum (or minimum, depending
upon the tuning of the radiation frequency relative to the atomic resonance). The
latter method allows, additionally, the use of spatially-invariant magnetic fields to
induce interactions between atoms via Feshbach resonances [81, 82].
Cooling is achieved initially via laser cooling where laser beams are tuned below a
resonance in the atomic spectrum such that for atoms moving towards the beam, the
Doppler shift matches the laser photon energy to the atomic resonance [80]. Such
photon absorption reduces the momentum of the atom. A pair of detuned lasers
can reduce the kinetic energy of atoms moving in either direction since a partic-
ular atom will have significant interaction only with the laser towards which it is
moving. The lowest kinetic energies which can be reached depend upon a balance
between this cooling effect and the heating effect due to increasing the momen-
tum of off-resonance stationary atoms. The situation is helped by the process of
Sisyphus cooling which, because of the inhomogeneity of the radiation field of two
opposed laser beams, allows greater reduction of the kinetic energy because of spa-
tial correlations between radiation-induced energy shifts and the rates of stimulated
transitions. In short, when atoms lose kinetic energy by reaching a potential max-
imum, the optical pumping flips their state to a lower energy state such that the
recently-gained potential energy is also lost. Despite this, for quantum degeneracy,
evaporative cooling [81] is required to reduce temperatures further. This relies on
allowing the escape of higher-energy atoms from the trap such that the energy of
the remaining atoms is reduced. The escape of such atoms can be facilitated by r.f.
radiation to alter the spin state such that a magnetic trap will expel the atom. Such
a ‘hole’ in the trap can be created locally since the r.f. frequency can be chosen to
match the local Zeeman-splitting within the inhomogeneous field in the magnetic
trap. The effectiveness of evaporative cooling depends upon the elastic scattering
rate since, after energetic atoms are expelled, the remaining atoms need to scatter at
low energies to equilibrate. This is greatly reduced for fermions at low energies due
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to the Pauli principle forbidding s-wave scattering. Introduction of another species,
whether it be a boson or a fermion in a different hyperfine state, can eliminate this
problem by what is known as sympathetic cooling1.
The motivation for considering Hubbard-model systems lies in the ability to create
rigid periodic potentials and control the interactions characterised by the scattering
length, as, which can be varied over a large range of positive and negative values. In
systems of cold atoms, the particle separation is typically much larger than the hard-
core radius of the interaction potential. As such, it is only the long-distance form
of the potential which is significant, characterised solely by the scattering length as,
such that the pseudopotential
Vint(r − r′) = g δ(r − r′) (3.1)





may be used. In the case of quasi-one-dimensional systems, the form of the in-
teraction is modified by the tight trapping in two of the spatial directions, but an
effective one-dimensional scattering length and contact pseudo potential can also be
derived [83], and is also widely tunable. In cold-atom experiments, the scattering
lengths as is tuned using Feshbach resonances
2. The origin of Feshbach resonances
is the presence of two channels for the scattering of two particles. Consider the case
of an open channel and a closed channel, with the bound-state energy in the closed
channel very close to the energy of the scattering process in the open channel. Even
weak coupling between channels leads to strong mixing. Where the magnetic mo-
ments in the two channels are different, this energy difference can be tuned with a
magnetic field. The tuning of this Feshbach resonance allows the s-wave scattering
length, as, to be tuned from very large positive to very large negative values.
Returning now to the optical lattice, this employs the same principle as an optical
trap; it is created by two counter-propagating laser beams with the dipole force due
1The scattering is still restricted, in contrast to bosons, by the Pauli principle due to the reduction
in the available states into which fermions may scatter.
2See [82] for a thorough review.
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to the Stark effect providing attraction to the nodes (or anti-nodes, depending on
the sign of the polarisability) of the standing-wave created by the lasers. Ultimately,
with a pair of counter-propagating lasers for each spatial dimension, a cubic potential
of the following form can be created
Vopt. latt.(x, y, z) = Vx sin
2(qx) + Vy sin
2(qy) + Vz sin
2(qz) . (3.3)
where x, y and z are the directions of propagation of the lasers of wavevectors q. To
create, for example, a one-dimensional optical lattice still requires three orthogonal
counter-propagating laser beams: the intensity of two of the beams is increased
greatly to suppress hopping in two of the three dimensions. These two beams define
a two-dimensional lattice of narrow tubes, each of which is a one-dimensional3,
effectively isolated cold-atom system. The laser beams orthogonal to these provide
the one-dimensional lattice potential so that the system may be described by a
one-dimensional sinusoidal potential.
3.2 Hubbard Model
In this section, an outline of the standard derivation of the Hubbard model in op-
tical lattices will be given. This was first suggested by Jaksch4 in [84]. The full




























g δ(xi − xj) . (3.6)
Here, i, j label the particles and the field operators ψˆσ(x) and ψˆ
†
σ(x) destroy and
create fermions of spin σ at position x. Considering first just the term without
3The condition for the tubes to provide a one-dimensional system is that the first excited states
in the transverse directions are higher in energy than the kinetic energy for motion along the tubes.
4It was actually the Bose-Hubbard model which was suggested; the work predates the successful
experiments with ultracold fermions. However, it is trivial to extend to fermions.
3. Ultracold Atoms, Optical Lattices and the Hubbard Model 41
particle-particle interactions, the single-particle solutions to this Hamiltonian are
the usual Bloch functions of the form
φk(x) = e
ikxuk(x) (3.7)
for a single band with uk(x) = uk(x + ja) invariant under translation by a lattice
vector ja and, for M lattice sites, M values for k of the form k = 2pijaM . Here j is an
integer between 1 and M and a = pi/q is the lattice constant. Clearly these are not





are spatially-localised functions which, for the lowest band, are localised within
the minima of the lattice potential at x = ja. The extent to which these are
localised, tight-binding wavefunctions is dependent on the depth of the lattice po-
tential. Expanding the field operators ψ†σ(x) in terms of this single-particle basis of














where tij = −〈wi|Hˆ0|wj〉 and 〈ij〉 indicates a sum over nearest-neighbour lattice
sites only. The constant energy offset from i = j terms has been omitted.
Consider now the interaction part of the Hamiltonian:
Vˆint = g
∫
dx ψˆ†(x)ψˆ†(x)ψˆ(x)ψˆ(x) . (3.11)
















j (x)wk(x)wl (x) . (3.13)
If the lattice potential is sufficiently deep such that the Wannier functions are lo-
calised with only small overlaps between orbitals on neighbouring sites, the on-site
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interaction will be significantly larger than interactions between neighbouring sites





with nˆiσ = c
†
iσciσ and




i (x)wi(x)wi(x) . (3.15)
Furthermore, the Pauli principle has been enforced such that two fermions on the
same site are in different hyperfine states. The notation σ =↑, ↓ will be used as for
spin-12 fermions, because degenerate Fermi gases with just two hyperfine states are











The Hubbard model will only be valid if the approximations made are appropriate.
The first assumption, made tacitly, was that only one band need be considered. This
approximation will be valid if the lattice potential is sufficiently deep such that the
bands do not overlap and the number of fermions is not so large that the second
band has to be populated. Furthermore, the on-site interaction U must be smaller
than the band separation. As well as this, the approximation that the on-site inter-
action is the only significant interaction is valid only if interactions between fermions
on different sites are small. This requires careful consideration as these terms must
not only be smaller than U but also smaller than t. However, in principle, since
exact diagonalization will be employed later in this thesis, models with extra inter-
action terms could be studied using identical methods. Finally the pseudopotential
approximation will only hold if the typical fermion-fermion separation is sufficiently
large that the spatial extent of the Wannier functions is greater than the scatter-
ing length. Fortunately these conditions can be met and Hubbard-model systems
(and Bose-Hubbard-model systems) can be created with a range of t/U ratios [85],
which are rapidly tunable to create interesting non-equilibrium states using quan-
tum quenches [41, 43]. Indeed further modifications to the Hamiltonian are possible
such spin-dependent hopping integrals. Different hopping integrals for different hy-
perfine states may be achieved by making use of the restricted selection rules for
circularly polarised light and taking advantage of different fine structure associated
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with the first excited states for the different hyperfine ground states. Details are
given in [86]. This is a modification to the Hubbard model which will be employed
in later chapters to break global S2 conservation.
Measurements have not yet been discussed. Traditionally, momentum distributions
and correlation functions have been extracted from time-of-flight calculations [87].
These are performed by releasing the atoms from their trap and, after a certain
time period, imaging a projection of the expanded gas cloud. However, more recent
developments involving the creation of the quantum gas microscope [88] provide
remarkable ability to make local measurements in Hubbard-model systems. These
are of particular relevance to the work in this thesis, where measurements on local
subsystems are of interest. To use the quantum gas microscope, two-dimensional
gas is trapped within micrometres of an objective lens. A lattice potential may then
be applied to the two-dimensional gas by illuminating the gas through the lens and
employing a holographic mask created by lithography. When imaging the gas, a
deeper potential is applied and the atoms are illuminated from the side with near-
resonance light, and the light scattered when the atoms fluoresce is collected by the
objective lens. This remarkable technique has already been demonstrated to produce
images on individual site occupations with a resolution as high as the lattice spac-
ing [89, 90]. In addition to the unprecedented ability to make local measurements
in large closed quantum systems, the method of holography also extends the range
of lattice potentials which may be studied. For example, disordered systems may
be studied. The ability to engineer features in the lattice also provides a promising
tool which might be used to create non-homogeneous lattices reminiscent of those
to be explored in the following chapters.
There is one other recent addition to the set of tools at the experimentalists’ com-
mand which should not go unmentioned, and that is the ability to prepare initial
states locally. Specifically, the hyperfine states of individual atoms in a Mott insu-
lator may be flipped [91]. This is achieved by applying a microwave and a tightly-
focused laser beam; the circularly-polarised laser modifies the lattice potential for
one of the spin states so as to bring it into resonance with the microwave field,
which flips the spin. This, in principle, allows initial product states to be formed on
a bi-partite closed system; such states will be considered throughout this thesis in
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the context of subsystem thermalisation.
4. Thermal States in
Subsystems of Hubbard Rings
4.1 Introduction
This chapter will provide a broad exposition of numerical results for thermalisation
in a specific set of many-body bipartite closed quantum systems. Throughout, the
state of the closed system will have maximal purity such that thermal behaviour
observed in subsystems must have quantum origins. Moreover, the choice of initial
states will be limited to product states on a subsystem and bath bipartite system.
This ensures the subsystem will be prepared in a pure state, which in general can
be far from equilibrium. A study of the subsystem behaviour at long times will
be presented. How subsystem-bath coupling strength, particle-particle interaction
strength and details of the initial wavefunction all affect thermalisation will be in-
vestigated. Thermalisation for different lattice sizes will also be considered.
The closed-system Hamiltonian will take the structure H = HS + HB + λV , with
HS and HB acting, respectively, only on the subsystem and bath Hilbert spaces,
each leaving the other part of the Hilbert space unchanged. The coupling V acts on
both Hilbert spaces and the coupling strength will be tuned by the dimensionless
parameter λ. The eigenstates of subsystem and bath are |s〉S and |b〉B with energies
εs and b respectively.
The model which will be considered numerically is the Hubbard model for interact-
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ing fermions. Hubbard rings with as few conserved quantities as possible1 will be
investigated as these have thermal states, of the form (2.25), with fewest parameters.
It is also desirable to remove level degeneracies in the composite system as this al-
lows long-time averages to be found using (2.12). The globally-conserved quantities
are composite energy, E0, particle number, N , and projection of the total spin, S
z.
Preservation of total spin S2 is prevented by slightly different hopping integrals for





























where niσ = c
†
iσciσ is the number operator on site i with spin σ. The lattice topology
takes the form of a ring with the subsystem sites at i = 1, 2 and bath sites at i = 3
to L. The hopping integrals are Jσ = J(1+ξ sgn(σ)), with ξ = 0.05. J will be taken
as the unit of energy. The case of a nine-site lattice with eight fermions, equally
divided between two hyperfine states, will be studied. This particular system has a
total of 15876 eigenstates, with 16 subsystem eigenstates and 8281 bath eigenstates.
This is small enough to allow exact diagonalisation, but large enough to provide a
smooth density of states, with a mean level spacing ∆ ∼ 10−3. The strength of the
subsystem bath coupling may be altered by the parameter λ, with λ = 1 describing
a Hubbard ring with equal hopping integrals between all sites.
Pure states of well-defined total energy, but with the subsystem in a state far from
equilibrium, will be considered. An example of such states is the initial composite
state |Ψ(t = 0), E0〉 defined by





where |φ〉S is the initial subsystem state. For example, an initial subsystem state
could be the subsystem eigenstate |φ〉S = | ↑, ↑〉S with parallel spins on the two
1Strictly, as few conserved quantities as possible subject to preserving homogeneity of the com-
ponent parts of the bipartite lattice system.
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subsystem sites. The initial state |Ψ(t = 0), E0〉 contains a linear combination of
NB bath eigenstates |bi〉B within an energy shell of width δB, chosen such that
〈Ψ|H|Ψ〉 = E0. The width δB may be chosen to contain many levels but be small on
the scale of changes in the bath density of states. Although this bath state is not the
most general of bath states with well-defined energy2, it allows for direct comparison
of the results for different parameters in the Hamiltonian, different initial subsystem
states and different energies E0.
The state of the subsystem is described by the reduced density matrix found by
tracing over bath degrees of freedom:
ρ(t) = TrB(|Ψ(t)〉〈Ψ(t)|) . (4.5)












〈B|s′b〉〈sb|A〉 cos [(EA − EB)t] (4.6)
where the real numbers 〈A|sb〉 are overlaps of eigenstates at λ = 0 and finite λ. The
coefficients CA define the initial state via CA = 〈A|Ψ(0)〉. It is also useful to define
the time average of the reduced density matrix, since when a steady state is found
















provided there are no degeneracies in the set of energy levels with energies EA.
As remarked above, this is the case for the choice of Hubbard Hamiltonian to be
studied in this chapter. When assessing the closeness of r to the thermal state, from
chapter 2 the definition of the thermal state, ω, is
ω = TrB(Ω) (4.9)
2The most general states with well-defined bath energy would allow for different amplitudes of
bath eigenstates in the superposition, as well as different phases. In general, diagonalisation leads to
states with effectively random phases: due to U(1) symmetry, there is no preferred phase. Because
the Hamiltonians can be expressed as real, symmetric matrices in the Fock basis of localised spins,
the eigenvectors are real, such that the bath states in equation (4.4) have effectively random signs.
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where Ω = Ω(E0) is the microcanonical state at the same composite energy as the







where the prime on the sum indicates that the D states |sb〉 in the sum have energies
satisfying E0 − 12δE < Esb ≤ E0 + 12δE.
The appropriate thermal subsystem state, of general form (2.25), distinguishes sub-






NB(E0 − εs, N − ns, Sz − szs)S |φs〉〈φs|S . (4.11)
Here, NB(b, nb, s
z
b) is the number of bath states with nb particles, spin s
z
b and
energy in the range [b − 12δB, b + 12δB]. For couplings of finite strength, where
λ 6= 0, the energy conservation for subsystem and bath components, namely E0 =
〈Ψ(E0)|HS+HB|Ψ(E0)〉, no longer holds. However, if the coupling is weak such that
eigenstates’ energies are not significantly perturbed, the finite coupling strength is
not expected to alter the energy of the thermal state significantly. The effect that
coupling strength has on how well-defined the initial-state energy is will be explored
in the next section of this chapter.
In the following sections, numerical studies of the state of subsystems after long
times will be presented for initial states (4.4). First, the energy-widths of different
initial states at different coupling strengths will be examined. Subsequently, the
principal results of the chapter will be presented. A demonstration that the re-
duced density matrix becomes virtually diagonal with small temporal fluctuations,
for a range of coupling strengths, will be used to justify the use of time averages.
Initial state independence and thermalisation will be then explored at different cou-
pling strengths. In the sections following, the effects of changing the initial-state
energy, the initial-state energy-width, the interaction strength and system size will
be studied with respect to subsystem thermalisation.
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4.2 Effects of Finite Coupling Strength
Before proceeding to examine the behaviour of Hubbard-model subsystems, it is
important to see the effects of a finite coupling strength on the composite spectrum
and energy-width of the initial state. The assumptions made when determining the
thermal subsystem state centre on the idea that the coupling strength has negligible
effect on the spectrum of subsystem and bath energy levels. The extent to which
this assumption holds for the small Hubbard rings to be studied in this chapter will
be questioned here.
The density of many-body states for the composite system, g(E0), is plotted in fig-
ure 4.1 for a variety of coupling strengths λ. There are a few important observations
to be made about this graph. Firstly, for all coupling strengths plotted, the cen-
tre of the spectrum is at the turning point in the density of states at E0 ' 1.77.
This is the composite energy which corresponds to infinite subsystem temperatures
and varies negligibly with λ. Energies lower than E0 = 1.77 will correspond to fi-
nite, positive subsystem temperatures. Secondly it may be noted that for coupling
strengths up to λ ∼ 1, the density of composite states is virtually independent of
λ. The density of state g(E0) is close to a Gaussian function and, at λ = 3, the
width of the distribution is almost double its small-λ value. Increasing the coupling
strengths until λ  1 causes the structure of the density of states to be deformed,
with gaps separated by λ beginning to appear. For λ 1, the Hamiltonian becomes
dominated by the two two-site systems (these are sites 2 and 3, and also sites 9 and
1) coupled by the hopping integrals λJ . This regime will be avoided.
Another consideration for the generalised Gibbs thermal distributions which will be
considered is that the initial state on the composite system has well-defined energy.
As described in the last section, the initial state is chosen as a product state where
the bath state is a superposition of eigenstates in an energy interval of width δB. In
the limit of an uncoupled subsystem and bath, if the subsystem is in an eigenstate,
the width δB determines the energy uncertainty of the composite state. Expressing
the initial state in the eigenbasis via |Ψ〉 =∑ACA|EA〉 allows the energy-width ∆E






















Figure 4.1: The composite density of states, g(E0) shown for different coupling strengths
λ, as labelled in the key. These curves were found by counting the number of
composite-system eigenstates in a rectangular window of unit width centred on
E0. There are L = 9 lattice sites and N = 8 fermions for the plots shown.










For the specific case where λ = 0 and the subsystem is prepared in an eigenstate,






provided there are many levels within the window δB.
In the following sections, the initial subsystem states will selected will be those states
with localised spins. Of these Fock states, some are subsystem eigenstates, such as
| ↑, ↑〉S , while some are not, such as | ↑, ↓〉S . An average over all subsystem Fock
states will also be used later. Figure 4.2 shows the energy-width ∆E as a function
of λ for different bath windows δB. Shown top is the case of initial subsystem state
| ↑, ↑〉S . In this case, at small λ, the energy width is solely determined by (4.13).
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At large λ, the energy width begins to grow in proportion to λ, such that when
λ 1, the energy-width approaches the bandwidth of the unperturbed Hamiltonian
HS + HB. The other two plots show the case of subsystem state | ↑, ↓〉S and an
average over all initial states. This shows the same behaviour at large λ, but in the
limit of zero coupling, ∆E is also influenced by the inherent energy uncertainty in
the subsystem, when not prepared in an eigenstate.
The effect of perturbations on the occupation of energy eigenstates is an interesting
question in its own right3. The evolution of the eigenstates with λ will be studied
further in chapter 7. However, for the results in this chapter, it will be sufficient to
appreciate the broadening effects when λ ? 1.
4.3 Thermalisation at Different Coupling
Strengths
In this section, a study of the subsystem state at long times, for initial states (4.4) is
presented for different coupling strengths λ. The on-site interaction U will be set to
the unit magnitude J and the width of the initial bath state will be fixed at δB = 0.5
in this section, such that it is small on the scale of changes in the density of states.
This section is divided into two subsections. In the former subsection, a broad selec-
tion of numerical results of the time evolution of subsystem reduced density matrix
will be presented. This subsection will seek to demonstrate that the a steady state
is reached at long times with off-diagonal reduced density matrix elements virtually
zero for a range of coupling strengths. This will justify the use of time averages for
quantitative measures of initial-state independence and thermalisation in the latter
subsection.
3For example, in the context of thermalisation, Fine [92] has showed that the repeated pertur-
bations can lead to interesting distributions of participating eigenstates.
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Figure 4.2: Plots of the width of the composite states, ∆E, for initial states (4.4) with
different bath-window widths δB , prepared in the centre of the composite band,
E0 = 1.77. Shown are the cases of initial subsystem state | ↑, ↑〉S (top), | ↑, ↓〉
(middle) and an average over all subsystem states in the Fock basis, 〈∆E〉,
(bottom).
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4.3.1 Equilbrium Diagonal Reduced Density Matrices
This subsection will proceed to demonstrate that the first two requirements for
thermalisation are met for a range of λ. These requirements are ρ approaching a
steady state and off-diagonal elements falling to zero. Initial states of the form (4.4)
were constructed with initial subsystem state | ↑, ↑〉S for the low composite energy
E0 = −2. It was found that evolving ρ(t) in time under the Hamiltonian H, for
different λ, results in almost steady states for a wide range of λ, provided the
composite energy is not close to the edge of the spectrum. For E0 = −2, this range
is 0.05 > λ > 3, as is shown in figures 4.3 to 4.6. These figures show the relaxation of
all diagonal elements for couplings λ = 0.05, 0.1, 1 and 3. The subsystem states are
labelled by the subsystem sector szs and ns values and, where necessary, the energy
within a subsector. At composite energies closer to the centre of the band, temporal
fluctuations are smaller for a given λ. For states at the edges of the spectrum, the
density of states is small such that few composite states construct the initial state:
as such, the presence of only a few frequencies in the time evolutions limits the
closeness to a steady state achievable4.
Also in this range of λ displayed in figures 4.3 to 4.6, the second condition for
thermalisation is also met: off-diagonal elements fall close to zero with only small





which is, by construction, larger than any single off-diagonal element. Since at
long times ΣOD is, with decreasing λ, shown to be from ∼ 10−1 down to ∼ 10−3
times smaller than each diagonal element, the effect of off-diagonal elements will be
neglected. Therefore, within this range of coupling strengths, the equilibrium states
may be found from the time-average of the reduced density matrix, r. This has
the advantage of being significantly less computationally expensive, such that the
extraction of subsystem states for many initial states and Hamiltonian parameters
is possible. It is also a useful procedure because it provides definitive values for
reduced density matrix elements using this analytical time averaging without the
4This is consistent with the bound (2.18).
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need for numerical time averaging. Studying the time-averaged matrix-elements rss
allows the questions of initial-state independence and closeness to the thermal state
ω to be considered.
Before moving to quantitative measures of thermalisation, qualitative trends may
be deduced from plots of rss and ωss for different initial subsystem states |si〉S , as a
function of E0. Figure 4.7 demonstrates how the equilibrium elements rss are close
to the thermal values ωss for a variety of initial states, for composite energies E0
across much of the composite spectrum. The thermal-state elements ωss are found
by counting the relative numbers of bath states NB. Instead of using a rectangular
window to count states, a Gaussian window is used to remove jumps in ωss, which
would be seen as energy levels enter and leave the window as the window is moved
across the spectrum. This smoothing does not introduce any systematic shifts in ω
if δB is small compared with the bandwidth. The Gaussian window is chosen with
variance δ2B.
Two qualitative observations about figure 4.7 may be made. Firstly, the departures
from the thermal state ω become most apparent where the density of states falls at
the edges of the composite spectrum. A more significant dependence on the initial
subsystem state also occurs here. The smaller density of states leads to bigger
fractional fluctuations in the density of states5 as a function of E0. Furthermore,
this increase in fluctuations at the edges of the spectrum decreases with λ. This
may be explained, in part, by considering that the effective width of the composite
state increases with the coupling strength, for large λ. Thus at larger coupling, there
are more composite eigenstates involved in the construction of the composite state
and thus fluctuations with E0 are reduced. The width of the composite state as a
function of λ is captured in figure 4.2, where above λ ∼ 1, the width of the state,
∆E, has a strong λ-dependence.
The second observation is that at large coupling there is a systematic shift away
from the thermal state ω to a state with a higher temperature, as may be noted
from the smaller spread of probabilities at any given energy E0. In view of the
broadening shown in section 4.2, this may be expected because of the already-
5That is to say, the unsmoothed values of ωss have large fluctuations also.
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t
λ=0.1 ΣOD
Figure 4.3: Time plots of diagonal elements of ρ when the subsystem state at t = 0 is
| ↑, ↑〉S (the only state in the ns = 2, szs = 1 subsector) with initial composite
states (4.4) of composite energy E0 = −2 are shown in the top and middle
panels. The elements are labelled by their sectors (ns, s
z
s). Additionally, the
root-mean-square of off-diagonal elements, ΣOD, is plotted in the bottom panel.
Coupling strengths λ = 0.05 and 0.1 are shown left and right, respectively.








































































































Figure 4.4: Time plots of the remaining diagonal elements of ρ, additional to those in fig-
ure 4.3, when the subsystem state at t = 0 is | ↑, ↑〉S (ns = 2, szs = 1) with initial
composite states (4.4) of composite energy E0 = −2 are shown. The elements
are labelled by their sectors (ns, s
z
s) and, where there is more than one state in
a subsector, the states are labelled by energies εi, with i increasing with energy.
Coupling strengths λ = 0.05 and 0.1 are shown left and right, respectively.
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λ=3 ΣOD
Figure 4.5: Time plots of diagonal elements of ρ when the subsystem state at t = 0 is
| ↑, ↑〉S (ns = 2, szs = 1) with initial composite states (4.4) of composite energy
E0 = −2 are shown in the top and middle panels. The elements are labelled
by their sectors (ns, s
z
s). Additionally, the root-mean-square of off-diagonal
elements, ΣOD, is plotted in the bottom panel. Coupling strengths λ = 1 and 3
are shown left and right, respectively.








































































































Figure 4.6: Time plots of the remaining diagonal elements of ρ, additional to those in fig-
ure 4.5, when the subsystem state at t = 0 is | ↑, ↑〉S (ns = 2, szs = 1) with initial
composite states (4.4) of composite energy E0 = −2 are shown. The elements
are labelled by their sectors (ns, s
z
s) and, where there is more than one state in
a subsector, the states are labelled by energies εi, with i increasing with energy.
Coupling strengths λ = 1 and 3 are shown left and right, respectively.

















































Figure 4.7: Plots of the time-average of diagonal elements of the reduced density matrix,
rss, for couplings λ = 0.25, 0.5 and 1, as labelled, as a function of composite
energy E0. The initial subsystem states are | ↑, ↑〉S (dashed), | ↑, ↓〉S (solid)
and | ↑, ↓〉S (dotted), within the composite state (4.4). Shown are the states
within the ns = 2, s
z
s = 0 subsector, with elements labelled by energies εi, with
i ascending with energy. The full black lines show corresponding values of ωss.
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discussed bigger effective widths, ∆E, leading to states with more weight close to
the centre of the spectrum, where the temperature becomes infinite. However this
turns out to be erroneous reasoning as will be shown in the next subsection. It will
be shown that the increase in observed temperature is solely down to the broadening
of the composite spectrum with increasing λ: when viewing the spectrum with the
assumption of negligible coupling strength, the bath spectrum inferred from the
composite spectrum would be broader than the true bath spectrum used to evaluate
ω. As such, at any given energy , ∂ lnNB∂E
∣∣
E=
would appear to be smaller than the
value at λ = 0, thus corresponding to a higher temperature.
4.3.2 Quantifying Thermalisation
The features of figure 4.7 described in the previous subsection will now be quantified.
Measures of the closeness to the thermal state, variations with initial subsystem state
as well as the increase in effective temperature will be evaluated as a function of λ,
for fixed energies E0. As a measure of the closeness to the initial state, the quantity






〈|rss − ωss|〉 (4.15)
with 〈. . .〉 denoting an average over all 16 initial states in the subsystem Fock basis.
As such this is a measure of the average distance to the thermal state, ω, for the
set of initial subsystem states with local spins. It is a special case of a more general
measure, 12Tr 〈|r − ω|〉, which equals σω in the case where rss and ωss are elements
of diagonal matrices. For ω this is true from its definition (4.11) and, as shown in
figures 4.3 to 4.6, this is also effectively true for r for the range 0.05 > λ > 3. Within
this range, σω is the probability, upon making measurements on the subsystem, that
rss could be distinguished from ωss.
To quantify the variation between different initial states, the measure ∆r will be
used. This takes the form of a root-mean-square variation in diagonal reduced










〉− 〈rss〉2] 12 (4.16)
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with 〈. . .〉 denoting an average over all 16 initial states in the subsystem Fock basis,
as in (4.15). From their definitions, one can see that if ∆r is large then σω is neces-
sarily large too: if there is a large variation in r for different initial states, inevitably
many of these states must be far from the thermal state ω. Conversely, it is possible
for σω to be large with ∆r small, because the subsystem may relax consistently to
a state other than ω. With insight from figure 4.7, the departure from ω may be
quantified via an effective temperature, Teff. In general, a Boltzmann distribution
rss ∝ e−βεs does not describe the subsystem state because of the additional con-
served quantities, N and Sz. However, if a submatrix of the reduced density matrix
with fixed subsystem values for ns and s
z
s is considered, this submatrix should indeed
have elements rss ∝ e−βεs if it appears thermal6. The largest of these subsectors
is the four-state subsector with ns = 2 and s
z
s = 0 where, fortunately, there are no
level degeneracies. Teff is then extracted as an inverse gradient in the least squares
fit to the form log rss = −εs/Teff + const.
Plots of σω, ∆r and Teff are shown in figure 4.8 for various composite energies.
The composite energy E0 ' 1.77 corresponds to the centre of the band for all λ
plotted, and as such allows for objective comparison of different coupling strengths
when the composite bandwidth changes. Plots of σω in figure 4.8 demonstrate that
thermalisation is possible for a wide range of coupling strengths. However at both
small and large λ, thermalisation is not seen. The lack of thermalisation at small λ
will be discussed first. At weak coupling strengths the independence of the initial
state decreases as is demonstrated by the increasing ∆r. The associated difference
between r and ω for each initial subsystem state realisation is captured by σω. This
crossover between memory and lack of memory of the initial state occurs around
a characteristic coupling λ ' λth with λth ' 0.1 for E0 = −2. This threshold has
been chosen by selecting λth such that σω = 10%. The composite energy E0 = −2
is quoted since this is the composite energy which yields a subsystem temperature
close to the degeneracy temperature, approximately 2J = 2 for this Hubbard system
near half filling.
That thermalisation does not occur for small coupling strengths is because of the
6provided that the condition (2.24) for the expansion of lnNB in (2.22) is met.
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Figure 4.8: Plots of σω, ∆r and Teff (shown top, middle and bottom) as a function of coupling
strength λ for different composite energies E0. In the plots shown, δB = 0.5.
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finite level spacing, ∆ in the finite-size bath. Physical intuition might suggest that
subsystem-couplings, however weak, allow thermalisation of subsystems. While this
is a reasonable assertion for systems with macroscopic baths where the bath spec-
trum is a continuum, it is clear from perturbation theory that if the coupling strength
is weak such that typical matrix elements have 〈sb|λV |s′b′〉  ∆, composite eigen-
states will be only slightly perturbed from the product states |sb〉. Be this the case,
thermalisation from an initial subsystem state |φsi〉 where the composite eigenstates
employed are all close to product states of the form |sib〉, for any b, cannot occur.
The lack of thermalisation at small coupling strength will be studied quantitatively
in the next chapter.
A departure from thermalisation is also seen at large λ  1. As discussed in the
previous subsection, this is associated with an increase in effective temperature.
This is quantified in the plot of Teff in figure 4.8. It may be demonstrated that
the increase in effective temperature arises from broadening of the density of states



















. Considering the thermal state to be derived from the bath density
of states with the assumption of negligible coupling, the bath density of states would
be expected to be proportional to the composite density of states. Upon broadening
g(E0), one could infer that the bath density of states was broader also, without
a knowledge of the finite coupling. Therefore, the effective temperature found at
strong coupling strengths would be expected to be increased such that Teff ∝ σ2BW .
To verify this prediction, figure 4.9 shows plots of Teff(λ) and σ
2
BW (λ) normalised to
unity using their values at λ = λth. The curves agree quite closely. It will be shown
in section 4.5 that the width of the initial state itself, ∆E, has very little effect on
the effective temperature.





























Figure 4.9: Plots of the Gaussian variance of the bandwidth (hollow squares) and effective
temperature Teff (solid circles) when E0 = 0 as a function of λ. Both curves are
normalised to their values at small λ 1.
4.4 Thermalisation at Different Composite
Energies
This section will provide a brief discussion of the effect of changing the composite
energy E0, which is evident from the plots shown in figure 4.8. It should be noted
that for λ > 1 the subsystem temperature reaches the temperature for quantum
degeneracy, approximately 2J = 2, when E0 = −2. Naturally at E0 ∼ 1.77 close
to the centre of the composite band, the temperature is close to infinite. From
the plots in figure 4.8, it is clear that the composite energy greatly affects the
closeness to the thermal state achievable. This is qualitatively predictable, with
relaxation to states closer to the thermal subsystem state at higher energies where
the density of states is higher. This effect is also observed in the variations between
different initial subsystem states, ∆r. At weak coupling, the dependence on the
initial state is seen be larger at smaller composite energy, for all weak coupling
strengths. As the coupling strength is increased, ∆r becomes largely independent
of E0, consistent with an increasing bandwidth (such that the change in density
of states between the composite energies plotted becomes increasingly small) and
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increasing ∆E. The increases in ∆E were demonstrated in figure 4.2 and when
∆E becomes comparable in magnitude to the separation in values of E0 plotted (at
λ ? 2), the states prepared at all E0 have a significant weight in eigenstates close
to the centre of the spectrum where the density of states is high. Therefore the
transition from E0-dependent ∆r to E0-independent ∆r may be explained by the
relative number of eigenstates, participating in the construction of the composite
state, becoming increasingly similar with increasing λ.
The same is not true of the quantity σω as the thermal state is different at different
E0. As the coupling is increased, the effective temperature Teff increases and all
subsystem states depart from their respective thermal states, ω(E0). These changes
are most marked for the states with low-temperature thermal states ω. However,
ultimately at very large λ ? 3, independence of the initial state is lost as the
Hamiltonian is dominated by the coupling7.
4.5 Thermalisation with Different Initial-State
Widths
The discussion will now turn to the effects of the initial-state width. Plotted in
figure 4.10 are the quantities σω, ∆r and Teff as a function of λ for different bath-
window widths, δB and fixed E0 = −2. It may be noted, when considering the
number of states within the bath window, that while the average composite level
spacing is ∆ ∼ 10−3, the bath level spacing for each sector (with fixed number of
spins on the bath) is an order of magnitude larger. The state ω used to calculate σω
is also dependent upon the width of the state, because the Gaussian window in which
bath energy levels are counted is chosen to have the width δB. Firstly, it is clear that
∆r and Teff are largely independent of the bath width, except at very large coupling.
However, σω does show some subtle features arising from different δB. Most notably
7In this case, the notion of the two-site subsystem breaks down: in this case, an effective subsys-
tem should be considered including the four sites coupled by the large matrix elements of size λJ .
This four-site subsystem will now have a bandwidth comparable with a bath very much reduced in
size and the initial subsystem state can dominate the dynamics of the closed system.
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the position of the minimum in σω shifts to increasing λ with increasing δB. This
is explained with reference to figure 4.2 (top) where the value of λ at which the
state width ∆E starts to depart from the value δB/
√
3 increases with δB. It might
be expected that the coupling which results in the subsystem state closest to the
thermal state is that which has the largest coupling without broadening the width
of the state ∆E and thus changing the thermal state from that with width δB. The
shift in position where ∆E breaks away from δB/
√
3 in figure 4.2 and the position of
the minima in σω (figure 4.10) are qualitatively consistent with this reasoning. The
precise λ-positions and σω-values of the minima will be sensitive to the shape of the
window function used to evaluate ω. While for small windows, the Gaussian shape
is not expected to alter the state other than to provide smoothing as a function of
E0, for large windows approaching the full bandwidth, this will no longer hold. This
limits the quantitative inferences which may be drawn from figure 4.10 (top) for very
large δB.
That the effective temperature is seen also to not depend significantly on the width






and for a Gaussian density of bath states NB, this is linear in E0. Therefore if the
bath window is made very wide, this results in a superposition of states at different
E0. However, as the inverse temperature is linear in E0, the superposition leads
to an averaging which yields the inverse temperature in the centre of the window,
regardless of the window size.
4.6 Thermalisation at Different Interaction
Strengths
Moving away from the effects of coupling strength, the effects of particle-particle
interaction strength, U , on thermalisation will now be explored. In the results
which follow, the coupling strength will be fixed at λ = 0.5; the energy will be fixed
such that it is always at the peak in the centre of the composite spectrum, since the
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Figure 4.10: Plots of σω, ∆r and Teff (shown top, middle and bottom) as a function of
coupling strength λ for different bath-window widths δB . In the plots shown,
E0 = −2 and, at this composite energy, the level spacing is ∆ ≈ 1000.
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shape of the spectrum is a strong function of U , and the bath width will always be
δB = 0.5. The effects of the couplings strength on the composite density of states is
shown in figure 4.11 where, for U ? 4, peaks separated by U appear. If comparisons
were to be made between different U for initial states at fixed E0, the features in the
density of states which evolve with U would introduce unwanted artefacts. Even in
the centre of the spectrum, it should be noted that there is a fall in the density of



















Figure 4.11: The density of states as a function of E0 for different U when λ = 0.5.
To measure thermalisation at different U , the measures σω and ∆r were again em-
ployed. The effective temperature is not shown since the initial-state energy is at a
maximum in the density of states which corresponds to infinite effective temperature.
In figure 4.12, σω and ∆r are plotted. These plots demonstrate that thermalisation,
independent of the initial state, is found for U ? 0.1. There is a broad minimum in
both curves, defined by the lack of thermalisation at small U and a small increase
in the plotted quantities over the range 2 > U > 5. The latter increase coincides
with the falling density of states in the centre of the spectrum shown in figure 4.11,
and therefore appears to be the result of the change in the density of states.
The behaviour at small U > 0.1 cannot be similarly related to the density of states.
Indeed when U = 0, the nature of the coupling is very different because the bath
states are constructed from product states of non-interacting single-particle states.


















Figure 4.12: Plots of σω and ∆r as a function of U for λ = 0.5. The composite energy E0
is chosen to be fixed on the central maximum in g(E0), which lies close to 2U .
It is not clear from these numerical results whether the lack of thermalisation at
small U also exists for large systems, or whether finite-size effects are more severe
for the non-interacting system. This is a topic of discussion for the next chapter,
where the scaling of thermalisation behaviour with system size is explored.
4.7 System Size
The extent to which the effect of system size on thermalisation may be probed
by numerical simulation is limited. Larger systems are not readily diagonalisable
without a vast increase in computing expense and, even allowing for large amounts
of CPU time, it would only be possible to add another site to the lattice. Smaller
systems are computationally trivial to diagonalise, but owing to the exponential
dependence on the lattice size of the Hilbert-size dimension, reducing the number
of sites rapidly leads to Hilbert spaces so small that thermalisation is not observed
at all.
To attempt to see some effects of system size on thermalisation, the composite states
prepared with energies E0 in the centre of the band were considered. As with studies
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in the previous section, this also eliminates unwanted effects due to the changing
bandwidth with system size. Shown in figure 4.13 are plots of σω for different lattice















Figure 4.13: Plots of σω as a function of λ for different system sizes, as labelled, for composite
energies E0 in the centre of the composite band.
and the initial states (4.4) had width δB = 0.5. At this composite energy where
the density of states is highest, the smaller lattices show subsystems approaching
thermalisation when λ is similar to unity. However, the range of couplings over
which thermalisation occurs is greatly reduced. There is little more which may be
demonstrated numerically, but system-size scaling will be the subject of section 5.4
in the next chapter.
4.8 Summary
This chapter has provided an exposition of a large array of numerical results con-
cerning the thermalisation of two-site subsystems of Hubbard lattice-rings. It has
been demonstrated that when the state of the composite system is prepared as a
product state with the subsystem far from equilibrium, the subsystem density ma-
trix becomes virtually diagonal and close to a steady state at long times, for a broad
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range of coupling strengths 0.05 > λ > 3. It has been further demonstrated that
the state of the subsystem reaches a state close to the thermal state expected from
statistical mechanics predictions which consider only macroscopic quantities such as
the energy E0 and total particle number and spin. Moreover, thermalisation is seen
for a large range of coupling strengths 0.1 > λ > 2. Deviations at large coupling
were related to the distortions in the density of states at large coupling, while the
lack of thermalisation at small coupling was qualitatively associated with finite size
effects, and will be discussed in more detail in the next chapter. This behaviour is





Figure 4.14: A schematic summarising when the subsystem reduced density matrix is diag-
onal and when it is close to the thermal state, when U ∼ J .
It was also shown that subsystem thermalisation occurs for a range of composite
energies, and occurs for energies sufficiently low that the subsystem temperature
reaches the temperature for quantum degeneracy. It was shown that over a large
range of coupling strengths thermalisation is virtually independent of the width of
the initial bath state δB. This, along with the demonstrated lack of thermalisation
at small U and small system size, will also be addressed in the next chapter.
5. Scaling and Eigenstate
Thermalisation
5.1 Introduction
This chapter will attempt to provide explanations for some of the phenomena relating
to the thermalisation of small subsystems in Hubbard-model lattices established in
the previous chapter. It will also seek to make predictions about thermalisation
behaviour for different system sizes and relate the thermalisation trends in chapter 4
to the Eigenstate Thermalisation hypothesis [2, 5, 27].
In this introduction, details about the Hamiltonian and initial states will be estab-
lished, and some important quantities of relevance for the following sections will be
discussed. The bipartite Hubbard Hamiltonian of the form HS + HB + λV , with
tunable coupling strength λ will be considered. The coupling Hamiltonian V acts
on both subsystem and bath Hilbert spaces whose respective Hamiltonians are HS




























for the Hubbard model, as in the previous chapter. The operators ciσ and c
†
iσ
respectively annihilate and create fermions of spin σ on site i, and the number
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operator is given by niσ = c
†
iσciσ. The hopping integrals are Jσ = J(1 + ξ sgnσ),
where ξ = 0.05 is a small perturbation which destroys global S2 spin conservation
and setting J = 1 will fix the unit of energy. For the numerical results which appear
in this section, the case of a Hubbard ring with L = 9 sites will be considered.
The initial states on the composite system have the form of product states






where the initial subsystem state |si〉S is an eigenstate of the subsystem and the
initial bath state is a superposition of B bath eigenstates |bi〉B drawn from an
energy window of width δB.
One important object to be discussed in this chapter is the time-averaged reduced
density matrix for the subsystem, r. This has matrix elements rss = S〈s|r|s〉S ,








where the trace in the integrand is over the bath Hilbert space. Provided there are





where |A〉 are the eigenstates, of energy EA, of the full Hamiltonian H. The coeffi-
cients CA determine the initial state in this basis:
CA = 〈A|Ψ(t = 0)〉 . (5.7)





where the product states |sb〉 = |s〉S⊗|b〉B are the eigenstates1 at λ = 0. To recapit-
ulate, briefly, the ideas discussed in chapter 2: if the eigenstate expectation-values
〈A|Ps|A〉 take thermal values, the subsystem inevitably thermalises, for any initial
1The bath trace may be performed in any bath basis, but the states |sb〉 will turn out to be a
useful choice.
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state with definite energy. It is this which is referred to as ‘eigenstate thermalisation’,
and when it does exist, the expectation values should be smooth, quasi-continuous
functions of conserved quantities, such as the composite energy.
The final quantity to be introduced here, which will be of crucial importance through-
out this chapter, is the overlap, 〈sb|A〉, of coupled eigenstates |A〉 with eigenstates
at λ = 0, |sb〉. This object will be discussed at length in chapter 7, where the
distribution of values for 〈sb|A〉 as a function of λ and EA − Esb will be derived
for subsystem-bath couplings with the structure of those in the Hubbard model.
However, for the purposes of this chapter, it will be sufficient to rely on some known
results for the overlaps at small λ. The first of these is that the so-called local den-
sity of states, |〈A|sb〉|2, has a mean value, |〈A|sb〉|2, which is just a function of the
energy difference ∆EAsb = EA−Esb. This is not unexpected if the overlaps are only
non-zero over a range in energy which is much smaller than the density of states,
which will be the case for weak couplings.
Also important is the shape of the local density of states, which is a Lorentzian in
∆EAsb = EA−Esb with a width proportional to λ2. This result was found for general
banded perturbations V , not for the specific case of coupling a bipartite system. The
result was established by Wigner over half a century ago [93, 94] and may be related
to straight-forward perturbation theoretic results [95] to second order in λ, where
σ2Asb ≡ |〈sb|A(λ)〉|2 =
λ2|〈A|V |sb〉|2
W 2L + (EA − Esb)2
. (5.9)
The state |sb〉 is an unperturbed eigenstate which, in more general cases, would
not need to take the form of a product state. However, since in this work the
perturbation is a coupling between constituent parts of a bipartite quantum system,
the notation |sb〉 will be used. This result (5.9) will be derived in subsection 7.5.2




as is clear from the constraint of normalisation, namely that summing (5.9) over all
states |sb〉 gives unity. Equation (5.9) is only strictly accurate for energy differences
where |EA − EB| > WL. At smaller energy scales, non-perturbative mixing occurs
and it is no longer possible to associate eigenstates with a specific unperturbed state.
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It will be important also to note that the distribution of overlaps 〈sb|A〉 is well
approximated by a normal distribution with a variance which is dependent on the
energy difference ∆EAsb:









and the variance equals the local density of states: σ2Asb = |〈A|sb〉|2. The validity of
this assertion will be demonstrated in chapter 7. However, it is readily demonstrable
that the form (5.11) holds numerically, as is shown in figure 5.1, which shows a
histogram of overlaps’ values at different ∆EAsb. Moreover, it is reassuring that in
the limit of overlaps with very wide distributions in energy, such that the states |sb〉
effectively form a random basis for the eigenstates |A〉, equation (5.11) leads to a
Porter-Thomas distribution2 for |〈sb|A〉|2. This will be shown explicitly in the next
section. When considering normal distributions (5.11) for each of the overlaps, any
correlations between different eigenstate overlaps are implicitly neglected.
Having introduced some important quantities, the discussion will now return to un-
derstanding aspects of thermalisation behaviour seen in the previous chapter. The
remaining sections of this chapter will discuss three aspects of the thermalisation
behaviour which relate to the numerical results of chapter 4. The next section will
provide a simple model for why the width of the bath state has little effect on
thermalisation behaviour; specifically, why δB has negligible effect on the initial-
state memory, for a large range of bath widths, will be explored. In the subsequent
section, the effects of system size will be considered. In particular, the threshold
coupling strength, λth, above which thermalisation occurs will be studied as a func-
tion of system size. The cases of Hamiltonians with finite interactions U ∼ J and no
interactions U = 0 will be differentiated. In the final section, the Eigenstate Ther-
malisation hypothesis will be considered in the context of the study of the effects
of coupling strength on subsystem thermalisation. It will be shown that the idea
of eigenstate thermalisation is valid numerically and the closeness to perfect eigen-
state thermalisation agrees well with a simple model for the spread of eigenstate
expectation-values when λ < 1.
2This is the expected distribution of eigenstate weights |〈sb|A〉|2 in a random basis. See ap-
pendix A for details of the Porter-Thomas distribution and its significance.












































Figure 5.1: A two-dimensional histogram showing the distribution of overlaps 〈sb|A(λ)〉 as
a function of the energy difference EA − Esb for the Hubbard model (5.3) with
λ = 0.1. The results were found by fixing the unperturbed subsystem state
with two up spins S〈s| = S〈↑, ↑ | and restricting the bath states B〈b| to a narrow
window in the centre of the band. The overlaps of these states with all perturbed
states |A(λ = 0.1)〉 are shown in the histogram. The histogram bin widths are
0.02 and 0.002 on the energy and overlap axes respectively. At the edges of
the plot, it is clear that the distribution of overlaps takes the form of a normal
distribution for fixed EA−Esb. The width of the normal distribution is a strong
function of EA−Esb and becomes much wider than the plot range of 〈A|sb〉 when
EA−Esb is close to zero. This is consistent with the Lorentzian distribution for
the variance of the normal distribution σ2Asb, given in equation (5.9).
5.2 Bath-Width Independence
Before embarking on the main topic of the chapter, the quantities introduced above
will be put to use to provide a brief explanation of the lack of dependence on the
bath energy-width, δB, which was demonstrated numerically in the previous chapter.
In section 4.5, it was shown that the width of the bath state has very little effect on
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the thermalisation of two-site subsystems on the Hubbard ring. In particular, the
dependence of the state at long times on the initial state was found to be virtually
independent of the bath width δB. This appears to be a result which runs contrary to
physical intuition. One might expect that greater independence of the initial state,
and a steady state closer to the thermal state, would be found when the initial state
is constructed from more eigenstates, as is the case when δB is larger. To provide
an explanation of this effect of minimal complexity, it will be sufficient to consider
the difference between two values of the same element of the time-averaged reduced
density matrix (5.6) rss for different initial states |si〉S . If the following difference
Dss = rs1s1(si = s1)− rs1s1(si = s2) (5.12)
is considered, it is possible to extract the bath-width independence. This was seen
for the full root-mean-square deviation of long-time states for different initial states3
in the previous chapter. Expressing Dss in terms of the eigenstate overlaps 〈sb|A〉,



































〈A|sibi〉, and the prime on the sum selects
only Bi bath states within the window δB as defined in (5.4). Now, the expectation of
Dss will be considered, with regard to the distribution of eigenstate overlaps (5.11),
with the overlaps considered to be independent random variable such that there
are no correlations between two different overlaps4 with different A, s or b. The
3The analysis presented extends trivially from the simple difference Dss to the root-mean-square
fluctuations ∆r defined in the previous chapter, but it is algebraically much more cumbersome while
not providing any greater insight.
4This is the simplest possibility for the overlaps 〈A|sb〉, but it turns out to be sufficient to see
the δB independence.
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In the second line, the fourth and second moments of the normal distribution have
been inserted. In the last line, the fact that σ2Asb is a smooth function of EA − Esb
has been used. When this holds5, the translational invariance of the overlaps in
energy ensures that, if the sum over A is performed first, the remaining sums over bi
simply give the multiplicative constant: 1Bi
∑
bi
1 = 1. To make it clear in the last line
that there is no dependence on s and b, these indices have been dropped completely.
This is valid only under the approximation of constant densities of states. This
approximation holds provided that the window of bath states δB and the width of
the local density of states are both small on the scale of changes in the densities of
states. These conditions are met at small λ < 1.
The result (5.17) demonstrates clearly an independence of the energy width of the
bath since the local density of states σ2Asb is only dependent on the coupling strength
λ as it is a property of the Hamiltonian, not the initial state. However, the uncer-
tainty in this expectation value which arises from the distribution of overlap values
will certainly have a magnitude dependent on the bath width δB but, on average,
initial-state independence is a constant function of δB. Finally, it may also be noted
that, as expected, Dss becomes increasingly small with increasing Hilbert-space di-
mension, N . Indeed, from (5.17), Dss scales with
1
N .
5This approximation is valid provided the coupling is not so large that the energy eigenstates
with significant overlap are separated by energy scales which are large enough that changes in the
density of states become significant.
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5.3 Eigenstate Thermalisation
Originally suggested by Deutsch [5], demonstrated in a specific example and devel-
oped by Srednicki [27] and studied numerically by Rigol [2], the Eigenstate Thermal-
isation hypothesis is central to understanding thermalisation in quantum systems.
The scope of the hypothesis extends beyond the case of generalised canonical en-
sembles where the observables of interest are constrained to a subsystem localised
in space: if the eigenstate expectation-values for any observable, such as crystal mo-
mentum, are equal to thermal values, thermalisation occurs at long times regardless
of the details of the initial state. The only initial quantities which affect the state
at long times are the globally conserved quantities such as the composite energy. A
practical advantage of studying eigenstate expectation values is that it allows one to
determine whether a subsystem will thermalise without having to consider particular
initial subsystem states. After discussing numerical results in the subsection which
follows, an explanation of the thermalisation behaviour as a function of coupling
strength will be given in terms of the eigenstate overlaps.
5.3.1 Numerical Results
In section 4.3 of the previous chapter, it was shown that there exists a broad range
of coupling strengths 0.1 > λ > 2 where the the Hubbard-model subsystem ther-
malises, independent of the initial subsystem state. In figure 5.2, which shows
histograms of the projection values on to the subsystem ground state 〈A|P1|A〉,
the closeness to ‘perfect eigenstate thermalisation’ for different λ is shown. At per-
fect eigenstate thermalisation, the projection values form a smooth quasi-continuous
function of composite energy EA. When this occurs, complete independence of the
initial subsystem state exists. Figure 5.2 illustrates greater scattering of eigenstate
expectation-values where the subsystem does not thermalise, at small λ > λth = 0.1
and at large λ ? 2. Within the range 0.1 > λ > 2, the expectation values mostly fall
very close to a single line, which depicts the correct thermal values for the reduced
density matrix element r11.
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Figure 5.2: Histograms of eigenstate expectation-values for projections on to the two-site
subsystem ground state, for different subsystem-bath coupling λ (as labelled).
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In the previous chapter, the thermal reduced density matrix ωss was defined as
the thermal state when the composite system is prepared in a microcanonical state.
Comparison between the cloud of projection values in the histogram and the thermal
values ω11 may be drawn in figure 5.3. Shown is the case of λ = 0.5 where ther-
malisation is seen; for this coupling strength, there is indeed very good agreement
between the eigenstate expectation values for subsystem-state projections and the
thermal state ω. To quantify the extent to which eigenstate thermalisation holds, the
spread of scattered eigenstate expectation-values σEEV will be evaluated. Figure 5.3
also shows the positions of the mean and the positions of single standard deviations,
σEEV, with respect to the mean. These are found from the average and standard de-
viation of each vertical column of histogram bins on the plot, and therefore, because
the averages are each over only a few expectation values, these values appear noisy.
However, good agreement is shown between the mean eigenstate expectation-value
at a particular energy E0 and the thermal value ω11.
The width σEEV will now be considered as a function of λ so that the closeness to
thermalisation may be enumerated directly from the eigenstates, via the spread of
eigenstate expectation-values. To reduce the fluctuations in σEEV seen in figure 5.3,
the spread of eigenstate expectation-values was found in a window of width 0.5.
To allow for an unbiased comparison between σEEV for different λ, the spread of
values was measured at the energy E0 = 1.77 as this is very close to the centre
of the composite band for all λ considered. The results are presented on a log-
log plot in figure 5.4. In the broad minimum in σEEV, thermalisation is expected,
and this agrees well with the results of the previous chapter where, in section 4.3,
the state at long times was found for a set of different initial states. The descent
into the minimum from small λ shows λ−1 proportionality, up to λ ∼ 1. As has
been discussed in chapter 4, for λ  1, the properties of the coupling dominate
the Hamiltonian and the spectrum begins to be pulled apart. However, before
this regime occurs, the eigenstate thermalisation behaviour is consistent with the
simple model of overlaps 〈A|sb〉 as independent random variables. This will be
demonstrated next.
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Figure 5.3: The same histogram of eigenstate expectation-values 〈A|Ps|A〉, for s = 1, from
figure 5.2 with λ = 0.5 is shown with a modified colour scale, which allows
comparison with the thermal values ω11 (black line) and the mean eigenstate
expectation-value from each vertical array of histogram bins (green line) to be
shown clearly. In addition to the mean, the positions of one standard deviation
either side of the mean, σEEV, of the eigenstate expectation-values are shown
(blue lines).
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Figure 5.4: The spread of projection values σEEV as a function of subsystem-bath coupling
strength λ (hollow squares). The values of σEEV were found by averaging over
composite energies in a small window of width 0.5 centred on E0 = 1.77 which
is virtually in the centre of the composite band for all the coupling strengths
shown on the abscissa. The solid line is fitted to the points at small λ and has
gradient set to −1, illustrating λ−1 scaling at small λ < 1.
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5.3.2 Scaling Behaviour from Eigenstate Overlaps
In the rest of this section, the established results for the eigenstate overlaps 〈A|sb〉
will be used to understand the spread of eigenstate expectation-values, found nu-
merically in the previous subsection. To do this, the distribution for the eigen-
state expectation-values will be found. Since the expectation value PAs is given by∑
b〈A|sb〉〈sb|A〉, first consider the distribution, P (2) for |〈A|sb〉|2:
P (2)
(|〈A|sb〉|2 = YAsb) =
∫ ∞
−∞




































where the substitution ZAsb = X
2
Asb was employed on the third line
6. Now the
eigenstate expectation-values have the distribution PEEV given by


















where N is here the total number of bath states and, since A and s are fixed,
the notation is abbreviated such that YAsb −→ Yb. Since this is a sum of many
independent random variables, albeit from different probability distributions, it is
reasonable to ask if a central limit exists. Indeed, the Lyapunov condition for a
generalised central limit does hold (see appendix B). To find this central limit, the
standard procedure of factorising the integrals in Fourier space will be adopted.





6It may be noted that (7.26) takes the form of a Porter-Thomas distribution, with an energy-
dependent width. In the limit where all states are mixed such that the uncoupled basis appears
to be a random basis for the eigenstates, σAsb is constant and the expected Porter-Thomas result
holds (see appendix A). It should be noted that this limit cannot be found for the Hubbard model
by considering large λ 1 as this leads to model-specific features, where the strongly-coupled sites
dominate the Hamiltonian.
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ikYb P (2)(Yb) . (5.25)








so that the logarithm of P˜EEV(k) takes the form of the sum




iσ2Asbk − σ4Asbk2 +O(k3)
)
(5.27)











Asb. Exponentiating and inverting the Fourier






















Asb, which, for weak cou-
plings is a sum over a Lorentzian function. It is clear that this is the thermal value
found by summing the appropriate bath states of energy E0 − εs and, necessarily,
the correct spin and particle number, in a Lorentzian energy window. When the














NB(E0 − εs, N − ns, Sz − szs)∑
sNB(E0 − εs, N − ns, Sz − szs)
= ωss (5.30)
where NB(b, nb, s
z
b) is the number of bath states with energy in an interval about
b, nB particles and spin s
z
b . The composite energy E0, particle number N and spin
Sz are all conserved quantities of the Hubbard Hamiltonian.




Asb, it should be noted that this




2 . If σ2Asb is a Lorentzian of width WL,
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and since it is known that WL ∝ λ2 from (5.9), σEEV is proportional to λ−1 as
predicted from figure 5.47.
Although it has not been derived explicitly, it should also be noted that the off-
diagonal elements of the reduced density matrix, which have been found to be virtu-
ally zero, are expected to be zero from this model of eigenstate overlaps. Indeed the
mean values of the eigenstate expectation-values for off-diagonal elements is clearly
zero if the eigenstate overlaps have random sign.
5.4 Scaling of Thermalisation Threshold with
System Size
The extent to which the effects of system size on thermalisation may be seen nu-
merically are hugely limited by the small size of systems for which diagonalisation
is possible. This was discussed section 4.7 in chapter 4. Limited numerical results
were presented at the end of the previous chapter. To begin to see thermalisation re-
quires the coupling Hamiltonian λV to be big enough to mix the unperturbed levels
non-perturbatively. In the regime of the smallest coupling strength, the eigenstate
overlaps take the form
















7As a final remark on this behaviour, it may be noted that when λ is increased until it approaches
unity, the local density of states undergoes a crossover from Lorentzian to Gaussian lineshape. This
will be of particular relevance to the subsystem temporal relaxation and will be derived using a
Brownian motion model in chapter 7. There is a faint signature of this crossover in figure 5.4,
which may be identified from the deviation from the λ−1 dependence in the range 0.1 < λ < 1.
The decrease in the magnitude of the gradient with increasing λ in this range is consistent with
the crossover to Gaussian behaviour. Repeating the above calculation with the Gaussian lineshape
ultimately yields a scattering of eigenstate expectation-values with σEEV ∝ λ
− 1
2 .
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to second order in λ [96]8, where the state |sAbA〉 is the composite eigenstate |A〉 to
zeroth order in λ. The threshold for non-perturbative mixing may be considered
to occur when the second-order term equals the first order term in magnitude.






∆ is the level spacing and V 2 = |〈s′b′|V |sb〉|2 is typical magnitude of a coupling
matrix element squared.
The quantity λnp is the coupling strength at which one starts to see a departure
from complete memory of the initial state at long times. While this is not equal to
the quantity λth introduced in the last chapter, it is expected that the two quantities
should be proportional to each other for a fixed-sized subsystem9. While λnp is fixed
for a given system, λth has a certain arbitrariness because it was chosen to be the
value of λ where the distance to the thermal state at long times σω (4.15) falls below
a given threshold. It is expected that values for λth will be rescaled by the choice of
this threshold and that, for a particular choice of this threshold λth should coincide
10
with λnp. The rest of this section will be dedicated to understanding the scaling
of λnp with system size. First the case of finite interactions U ∼ J will be studied
before, in the subsection following, the case of virtually free fermions U  J will be
discussed.
8That the coupling Hamiltonian V does not couple a λ = 0 eigenstate to itself has been used to
simplify the terms second order in λ.
9It might be expected that ratio between λnp and λth would increase with subsystem size. For a
large subsystem with many eigenstates, one would imagine that rather than simply mixing nearest-
neighbour λ = 0 composite states, many λ = 0 composite eigenstates would need to be mixed
non-perturbatively, to enable composite states, after mixing by V , to be an entangled mixture of
all subsystem eigenstates. However, the effects of subsystem size are difficult to probe numerically
because of limitations on system size, so the effects of subsystem size will not be discussed further.
10There is numerical evidence in the penultimate section of the previous chapter, demonstrated in
figure 4.13. For small coupling, the ratio of values for λth, above which the subsystem thermalises,
is approximately the same regardless of the specific criterion chosen to mark this threshold.
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5.4.1 Scaling of Thermalisation Threshold when U ∼ J
Subsystem thermalisation when at interaction strength U = J was studied exten-
sively with numerical simulation in chapter 4. To find the theoretical scaling of λnp
with system size requires a knowledge of the scaling of the energy spacing between
coupled states and the scaling of the magnitude of the typical matrix elements with
system size. A characteristic submatrix of the coupling matrix 〈sb|V |s′b′〉, with s
and s′ fixed, is shown in figure 5.5 for the Hubbard model with interaction strength
U = J . The banded structure of the coupling matrix arises from the single-particle
nature of the coupling. In the limit of zero interactions, a single particle is hopped
into, or from, one of the single-particle states in the bath. Therefore, the bandwidth
for bath states into which a particle may hop is 4J , the single-particle bandwidth.
The presence of interactions preserves the banded structure of the coupling matrix
and, provided U > J , the banded matrix is not significantly broadened beyond 4J .
However, when U ∼ J , the details of single-particle bath states are blurred as the
single-particle quasiparticle weight decreases.
To estimate the magnitude of a matrix element, the coupling matrix will be con-
sidered to be a banded matrix where the full width, 2W , of the band is 2W = 4J .
While evaluating the size of individual matrix elements is not easy, the quantity
TrV 2 is basis-independent and may be found easily in the Fock basis, with states
|Fi〉, where particles are localised. In the interests of simplicity, the case of exactly




|〈Fi|V |Fj〉|2 = 2NJ2 , (5.34)
for Hilbert-space dimension N . The second equality requires an explanation. For
each Fock state 〈Fi| there are at most only four other Fock states |Fj〉 in the basis
which are related by hopping a single spin (up or down) between bath and subsystem
(via either one of the two subsystem-bath links). Note that the lattice will be
considered to be exactly half-filled. In this case, for each spin and for each topological
link between subsystem and bath, half of the Fock states have a filled site adjacent
an empty site across the coupling link, as shown in figure 5.6. Therefore, each spin
and each subsystem-bath link contributes 12NJ
2 to the trace: the contribution from
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and ns = 2, s
z
s = 1 subsectors for the Hubbard model with U = J = 1. This
banded diagonal structure is typical for the coupling of all subsystem states. It
is clear that the sizeable matrix elements lie within a band of width 4J = 4,
with some very small matrix elements lying outside of the band due to the finite
interaction strength U .
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Figure 5.6: A diagram showing the four Fock states for the two sites occupied by spin-up
fermions, across a coupling link. At half filling, the full m-site Fock states may
be divided up into four groups containing equal numbers of states, with each
group having the occupations A, B, C and D (labelled above) for subsystem site
i = 2 and bath site i = 3. Each state in groups A and B can couple to one other
Fock state, with matrix element λJ , but states in groups C and D couple to no
other Fock states. The positions of down spins do not affect the matrix elements
from hopping up spins. The same considerations also apply to the down spins
and to the other coupling link between lattice sites i = m and i = 1, when
counting the total number of finite coupling matrix elements in the Fock basis.
The number of non-zero matrix elements in the banded matrix 〈sb|V |s′b′〉 may be
approximated11 by N · (2W∆ ), where W is the half-width of the band of non-zero

























where if the width of the matrix band 2W = 4J , valid for the case in figure 5.5
11This ignores matrix elements which are identically zero because of spin and particle number
conservation. However, since accounting for these zeroes introduces a factor only of order unity,
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= ∆, the average level spacing
∆ must be established as a function of system size. Assuming the cosine dispersion
for a tight-binding band and neglecting the broadening due to finite U , the many-
body bandwidth for L sites is 8piJL at half filling. This is found by finding the
maximum and minimum composite energy eigenvalues, ± 4piJL, by summing the
energies of the L2 highest and
L
2 lowest single-particle eigenstates. Therefore, the






















where the last equality employs Stirling’s approximation and holds for large L.










Reassuringly, λnp tends to zero as L tends to infinity so that, for baths in the thermo-
dynamic limit, arbitrarily small couplings lead to thermalisation, as expected [10].
For a lattice of nine sites (without using the Stirling approximation), this sets
λnp ' 0.054. In chapter 4 it was shown that the threshold for thermalisation at
temperatures low enough to reach quantum degeneracy was λth ' 0.1. This was
found by considering this threshold to be the coupling strength where the distance
from the thermal state, σω (4.15), was 10%. A comparison of λth for different L
will now be presented. To allow easy comparison between different system sizes, the
composite energy in the centre of the band will be considered in each case. Since
the value of σω where the value λth is recorded is somewhat arbitrary, the value
of λ when σω=20% will be used. The reason for this is simply that it allows for
good agreement between λth and λnp, as is shown in figure 5.7. If thresholds other
than σω=20% are considered, λth is found to be shifted, for all L, approximately


















Figure 5.7: A comparison of λth and λnp for different system sizes L when U = J . The
former quantity is set as the coupling strength for which σω (equation (4.15))
falls to 0.2 for composite energies E0 in the centre of the band. The latter is
found from (5.37) and (5.38) without using Stirling’s approximation, because
Stirling’s approximation is only valid for L ? 10.
by a multiplicative constant. Therefore, the good agreement between the explicit
values for λth and λnp is not a remarkable feature of figure 5.7. However, that the
two quantities are found to scale in virtually the same way for the limited numeri-
cal data available provides numerical evidence to support the system-size scaling of
thermalisation (5.39) derived above.
5.4.2 Scaling of Thermalisation Threshold when U  J
For the case of almost free fermions, thermalisation was not seen in the nine-site
Hubbard ring. In this subsection, the above calculation will be repeated for the case
of negligible U . The major difference from above is the structure of the coupling
matrix. Shown in figure 5.8 is the striped form of the coupling matrix. Without
interactions, the bath eigenstates are simply Slater determinants of free-fermion
single-particle states. Therefore, for each spin, the coupling Hamiltonian has non-
zero matrix elements only at energies corresponding to the L−2 single-particle bath
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states for each spin12.





and ns = 2, s
z
s = 1 subsectors for the Hubbard model with U = 0.01J = 0.01.
This banded diagonal structure is typical for the coupling of all subsystem states.
It is clear that the finite matrix elements lie within a band of width 4J = 4 but,
at very small U , the matrix appears striped.
When considering the threshold for non-perturbative mixing, it must now be noted
that coupled states differ not by the level spacing ∆, but by the bath single-particle
level spacing ∆b, which is roughly ∆b ≈ 4JL−2 . The magnitude of TrV 2 is independent
of U , but the number of coupling elements when U = 0 is now just N · (L − 2).














L− 2 . (5.40)
















which yields a value λnp ' 1.1 for the nine-site lattice. It is therefore clear why
thermalisation was not seen for the nine-site lattice when U  J : the threshold for
12There are L−2 such states because the bath lattice has L−2 sites when the subsystem consists
of two sites.
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non-perturbative coupling occurs at a coupling strength some 20 times bigger than
for the Hubbard model with interactions U ∼ J . It should be noted that for a lattice
of around 2700 sites, λnp falls to the same value as for the nine-site interacting model.
The author believes that thermalisation might be seen for large enough lattices, but
simulating the exact quantum dynamics of such a large system with a classical
computer is inconceivable. There have been several studies considering the effects
of thermalisation near integrability [31, 32, 40]. From the demonstration above,
the author believes that, because of finite-size effects, it is not possible to infer a
lack of thermalisation in the macroscopic limit from numerical results with a fixed
system size where parameters in the Hamiltonian are changed. Indeed, as has been
demonstrated by considering the threshold for non-perturbative mixing, finite size
effects will be more severe for some Hamiltonians than others.
6. Temporal Relaxation in
Hubbard-Model Systems
6.1 Introduction
Previously it has been shown that subsystems of closed quantum systems prepared
in pure states thermalise at long times, having evolved temporally under the Hub-
bard Hamiltonian. In this chapter, the temporal relaxation towards equilibrium
in small quantum systems will be explored. Specifically, subsystems of Hubbard
lattices will be considered, when the initial state is a product state of subsystem
and bath states, with the subsystem in a state far from equilibrium. The bath will
consist of the remaining sites in the Hubbard lattice. This same quantum system
was shown to thermalise in chapter 4. While the topics of thermalisation and re-
laxation are closely linked, both the numerical method as well as the theoretical
framework to understand the two areas differ enough that they may be explored
separately. Indeed, while it was shown in chapter 4 that thermalisation occurs for
a broad range of parameters, in this chapter it will be demonstrated that the form
of the relaxation to the thermal state is strongly dependent on parameters in the
Hamiltonian. Furthermore, trends in relaxation behaviour extend outside of the
regime where thermalisation occurs.
The Hamiltonian for the composite system is constructed from subsystem and bath
Hubbard Hamiltonians with a coupling acting on both parts allowing transfer of
particles between subsystem and bath. Expressing these Hamiltonians as, respec-
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their combination forms the composite Hamiltonian HS + HB + λV for an L-site
lattice. The parameter λ allows the strength of the subsystem-bath coupling to be
tuned. The operators c†iσ create fermions of spin σ on lattice site i of the nine-site
ring. Additionally, niσ = c
†
ici is the number operator for spin-σ fermions on site i.
The lattice of nine sites is partitioned into subsystem and bath by taking sites i = 1
and 2 to be the subsystem, with i = 3 to L forming the bath. The hopping integrals
are Jσ = J(1 + ξ sgn(σ)), with ξ = 0.05, with U the on-site interaction energy. The
unit of energy will be set by fixing J = 1 such that energies are in units of J and
times are in units of J−1. The spins ↑ and ↓ are distinguished so that the magnitude
of the global spin, S2, is not conserved. Making these choices, the Hamiltonian is
kept the same as that studied in chapter 4. At λ = 0, the composite eigenstates take
the form of product states of the subsystem and bath eigenstates, respectively |s〉S
and |b〉B. These states, to be denoted |sb〉, have energy eigenvalues Esb = εs + b,
where εs and b are the energies of the respective component subsystem and bath
eigenstates. There are 16 subsystem eigenstates and these may be divided into
subsectors according to particle number, ns and spin s
z
s. Unless otherwise stated,
the numerical results presented will be for a lattice with L = 9 sites, such that the
total number of composite states is 15876.
As in previous chapters, the system will be prepared in product states of subsystem
and bath states, selected to be of well-defined energy. Specifically, initial states






will be considered, where NB bath eigenstates are included with indices from bl to bu,
within an energy window of width δB. Unless otherwise stated, the concrete choice
of initial subsystem state will be the eigenstate with parallel up-spins on adjacent
sites |si〉S = | ↑, ↑〉S . Diagonalising the full Hamiltonian H allows the initial state
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to be evolved in time. The subsystem reduced density matrix, ρ(t), is then found
by tracing out the bath degrees of freedom, so that ρ(t) = TrB(|Ψ(t)〉〈Ψ(t)|. For













for initial subsystem state |si〉S . The states |A〉 indexed by uppercase letters are the
composite eigenstates of the full Hamiltonian at finite coupling λ.
This chapter will proceed as follows: first an exposition of elementary perturbation-
theoretic results for short times will be presented, followed by a presentation of
numerical results of the initial time evolution of the subsystem for different coupling
strengths at different composite energies from exact diagonalisation. Next, these
will be related to the limiting cases from perturbation theory in terms of λ-scaling.
After this, the chapter will proceed to discuss the effects of changing the on-site
interaction and the coupling Hamiltonian in a variety of ways. Finally, scaling with
system size will be discussed.
6.2 Structure of the Coupling Hamiltonian V
The structure of the coupling Hamiltonian V will be studied in this short section,
since it is of relevance throughout the rest of this chapter. The coupling Hamiltonian
for the U = J Hubbard will be shown here. The magnitudes of the matrix elements
〈sb|V |s′b′〉 are plotted in figure 6.1, with the matrix divided into blocks correspond-
ing to different subsystem states. Each of these blocks, marked by black lines, shows
elements |〈s1b|V |s2b′〉| for fixed |s1〉S and |s2〉S with the bath states’ indices b and
b′ ascending across each block in order of bath eigenstate energy. Since there are
more than 107 non-zero matrix elements, two-dimensional histogram bins are plot-
ted, showing the average magnitude of a matrix element in each bin of energy width
0.5J in both dimensions. The order of the subsystem-state blocks is that of de-
scending subsystem particle number. Global spin and particle number conservation
places restrictions on the coupling Hamiltonian, such that the only subsystem states
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Figure 6.1: A colour histogram of the coupling matrix V for U = J = 1. The matrix
is divided into blocks corresponding to different subsystem subsectors (see
main text). Where there is more than one energy level in a sector, these
levels are indexed ei with i increasing with energy. These are labelled by:









D ns = 3, s
z
s = − 12 , e1 E ns = 3, szs = − 12 , e2 F ns = 2, szs = 1
G ns = 2, s
z
s = −1 H ns = 2, szs = 0, e1 I ns = 2, szs = 0, e2
J ns = 2, s
z
s = 0, e3 K ns = 2, s
z









2 , e2 N ns = 1, s
z
s = − 12 , e1 O ns = 1, szs = − 12 , e2
P ns = 0
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coupled by V are those related by a hop of a single spin on or off the subsystem.
This explains why several of the off-diagonal blocks shown in figure 6.1 are empty.
Identifying each of the subsystem-state blocks, shown in the caption of figure 6.1,
by inspection it may be demonstrated that all conservation laws of the Hubbard
Hamiltonian are satisfied.
Within each block, the scales on the axes are the energies Esb, such that the structure
of the elements |〈s1b|V |s2b′〉| as a function of Es1b−Es2b′ is clear. It is clear that the
coupled states differ by a single subsystem particle. The structure within each block
shows the single-particle nature of the coupling: each block has a banded form,
with the full width of the band, 2W , approximately equal to the single-particle
bandwidth, 4J . This is shown more clearly in figure 6.2, which reproduces figure 5.5
and shows a single off-diagonal block. The single-particle bandwidth 2W = 4J sets





and ns = 2, s
z
s = 1 subsectors for the Hubbard model with U = J = 1. This
banded diagonal structure is typical for the coupling of all subsystem states. It
is clear that the sizeable matrix elements lie within a band of width 4J = 4,
with some very small matrix elements lying outside of the band due to the finite
interaction strength U .
an important time scale, which will be defined by t1 =
1
2W ' 14J . Physically this is
the time scale for single-hop events between the subsystem and the bath. As will be
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clear in the next section, this time scale sets the time beyond which Fermi’s golden
rule is valid and will be crucial in understanding the different regimes of relaxation
behaviour. More generally, the time t1 =
1
2W is defined to be the inverse bandwidth





|Esb − Es′b′ |
)−1
. (6.6)
Some comments about the size of t1 in the Hubbard model with different interaction
strengths may be made. First, considering the free-fermion case U = 0, hopping a
single particle may only change the energy by as much as a single-particle bandwidth,
setting t1 = 1/(4J) as already discussed. However, in the opposite limit where
U  J , the biggest difference in energies reachable by a single-particle hopping is
U . In this limit, hopping particles between subsystem and bath may couple a state
to states greater in energy by up to U or smaller in energy by up to U . Thus in this
limit t1 = 1/(2U). When U ∼ J , t1 is only slightly perturbed from the free-fermion
value as shown in figure 6.2, but for large U , it may be noted that t1 will tend
towards 1/(2U). The effects of large U will be studied further in section 6.7.
As a final remark about figure 6.2, it may be noted that there are still some signatures
of the single-particle nature of the bath at U = J , which are completely distinct
when U = 0. The banded off-diagonal block still shows a peaked structure across
the band, which is reminiscent of the striped structure when U = 0, which was
shown in figure 5.8 in section 5.4.2.
6.3 Perturbation-theoretic results
An account of theoretical results concerning evolution of the initial subsystem re-
duced density matrix to short times will be presented in this section. First, attention
will be drawn to the universal t2 relaxation behaviour at ‘very short’ times before
moving, in the subsection following, to perturbation theory in small λ.
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6.3.1 Short-Time Expansion
The evolution of initial states is found from the formal solution to the Schro¨dinger
equation
|Ψ(t)〉 = e−iHt|Ψ(0)〉 , (6.7)
and for ‘very short’ times, to be defined presently, the exponential may be expanded
to first order such that
|Ψ(t)〉 ' (1− iHt)|Ψ(0)〉 . (6.8)
The diagonal elements of the reduced density matrix ρss, as occupation probabil-
ities for subsystem states, may be expressed P (s|si), which is an implicitly time-
dependent conditional probability. This is the probability of measuring the subsys-











〈sibi|(1 + iHt)|sb〉〈sb|(1− iHt)|sib′i〉 .
(6.9)
When considering the case of P (s|si 6= s), orthogonality of the subsystem eigenstates
ensures that keeping the lowest-order contribution in λt yields the approximation
P2(s|si 6= s), where












with the diagonal elements P (s|si = s) readily found from the condition Tr(ρ) = 1:






















For any λ with sufficiently small t, the time-dependent terms in ρ scale with λ2t2.
The question, ‘How small must t be to qualify for “very short” times?’ will now be
addressed. Certainly it is immediately clear that because 0 ≤ P (s|si) ≤ 1 for all
s, (6.11) can hold only for times t  1/Γshort. However, at weak couplings it may
be that the expansion (6.8) breaks down on a time scale significantly shorter than
6. Temporal Relaxation in Hubbard-Model Systems 102
t ∼ 1/Γshort. This time scale, t1, is the inverse bandwidth for states, |sb〉, coupled
together by V , which is independent of λ and was introduced in the previous section
in equation (6.6). This will be derived more mathematically in the next subsection.
6.3.2 Perturbation Theory in Small λ
Moving beyond times t1, perturbation theory will now be discussed. Because it
allows a more straight-forward exposition than the Schro¨dinger picture, the interac-
tion picture will be used. In this description, the Hamiltonian will be divided into
two parts: these are the ‘non-interacting’ part, H0 = HS+HB, and the ‘interaction’
λV . In the interaction picture, both observables as well as states evolve in time.
The states in the interaction picture, |Ψ˜(t)〉, are related to those in the Schro¨dinger
picture by




Operators, A˜, in the interaction picture are related to their Schro¨dinger picture
counterparts, A, via the transformation
A˜ = U †0AU0 (6.15)
such that expectation values remain the same in either picture. When substituting





|Ψ˜(t)〉 = λV˜ (t)|Ψ˜(t)〉 (6.16)





U˜(t) = V˜ (t)U˜(t) . (6.17)
This has formal solution
U˜(t) = 1− i
∫ t
0
dt′ λV˜ (t′)U˜(t′) (6.18)
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which is readily verified to satisfy (6.17) with U˜(t = 0) = 1. Equation (6.18) may
be solved recursively by repeatedly substituting in U˜ , such that
U˜(t) = 1− iU1(t)− U2(t) + . . . (6.19)













dt′′ V˜ (t′)V˜ (t′′) . (6.21)
Truncations at low orders in λ will be valid for sufficiently small λ. When applying
these to the diagonal elements of the reduced density matrix, it is first important
to note how, when writing diagonal elements as P (s|si) = 〈Ψ(0)|Ps|Ψ(0)〉, P (s|si)
is expressed in the interaction picture. Here, Ps =
∑
b |sb〉〈sb| is the projection
operator on to subsystem state |s〉S . Transforming to the interaction picture is
straightforward since P˜s = U
†
0PsU0 = Ps, because H0 commutes with Ps. Thus











〈sibi|(1 + iU †1 − U †2)|sb〉〈sb|(1− iU1 − U2)|sib′i〉(6.23)
where in the second line the property of the states |sibi〉 commuting with H0 has
been used. Focusing first on the reduced density matrix elements P (s|si 6= s), and
keeping terms up to second order only, a perturbation-theoretic approximation to
P (s|si 6= s), denoted P1(s|si 6= s), may be made:






〈sibi|U †1(t)|sb〉〈sb|U1(t)|sib′i〉 . (6.24)








i(Esb − Es′b′)〈sb|V |s
′b′〉 , (6.26)
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which correspond to a single hop between subsystem and bath, gives the result
























−Esibi )t sin[(Esibi − Esb) t2 ]
(Esibi − Esb)
sin[(Esib′i − Esb) t2 ]
(Esib′i − Esb)















Equation (6.29) has the familiar form of the perturbation-theoretic precursor to
the Fermi golden rule [97], but with an additional sum inside the modulus sign
which arises since the initial state is not an eigenstate. It is valid up to a time t2
when higher-order terms in the perturbative expansion in λ approach the magnitude
of (6.29). Diagonal elements of the reduced density matrix P1(s|si = s) may be
found, as previously, from Tr(ρ) = 1, such that
















Some observations may be made about equations (6.29) and (6.30)1. At times
shorter than t1 = 1/max |Esb−Esibi |, where the maximum is found over all energies
where 〈sb|V |sibi〉 is non-zero, the sine function may be expanded to lowest order in
its argument, yielding the previous approximation (6.11). Here, the limiting time
for t2 behaviour, t1, is put on a more rigorous footing. At times beyond t1, the
summand becomes increasingly peaked around Esb − Esibi . The Fermi-golden-rule
approximation is then to take the limit where the summand tends towards the delta-
function δ(Esb−Esibi)t/2. However this is not possible for the discrete spectrum of
the finite-size Hubbard ring studied in this chapter due to the finite level spacing.
Despite this, an approximately constant rate is expected for times t > t1 provided
also that t  ∆−1, where ∆ is the average level spacing. Thus rather than taking
1A trivial observation is that the exclusion of si from the outermost sum above is a condition
which may be relaxed since all corresponding matrix elements are identically zero. This will allow
the notation to be simplified later.
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the limit t −→ ∞, a time t1  t  ∆−1 may be used to define a rate, γFGR, akin





dt′[P1(s|si = s)(t′)− 1] , (6.31)
for the decay of the subsystem state prepared initially.
6.3.3 Typical Decay Rates in the Hubbard Model
Crucially, it is expected that γFGR should not depend on the specific choice of
the integration limit t in (6.31). To see this, the typical rate of decay will be
estimated using the average magnitude of coupling matrix elements. Consider the
matrix elements 〈sb|V |sibi〉 as random numbers whose magnitudes are not strong
functions of Esb − Esibi , provided this is less than the single-particle bandwidth
— approximately 4J when U ∼ J . The sums in (6.30) average over these matrix
elements so that a typical magnitude of matrix element may be used instead of the





which, if performed last, simply provides averaging over initial bath states,




sin2[(Esb − Esibi) t2 ]
[(Esb − Esibi) t2 ]2
t2 |〈sb|V |sibi〉|2 , (6.32)
and approximating the sum by an integral and inserting the average magnitude of









for times t > t1, with ∆X = t∆/2, where ∆ is the composite level spacing. Inserting
this into the above expression gives the time-linear form







The dimensionless integral equals pi and the typical magnitude of matrix elements
V 2 may be found from TrV 2, as was done in the previous chapter, in section 5.4.
Using the result TrV 2 = 2NJ2 (equation (5.34)) at half filling, which is readily
calculable in the Fock basis, and considering the banded structure of the coupling
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where W is the half-width of the coupling bandwidth2. Therefore, inserting this









For the positive-definite parts of (6.29), this preserves the time-linear form such
that the result is an average of NB rates from each of the component initial bath
states |bi〉B. Indeed, having taken an average over the coupling matrix elements
already, this demonstrates that the Fermi golden rule rate should be independent of




just provides a constant multiplicative factor. The same is true
of Γshort: at this point, it is also worth pointing out that the time-quadratic rate








when replacing the non-zero elements with the average value V 2. The number of
terms in the sum is simply the number of matrix elements across the matrix band





In practice, when studying the Hubbard model numerically, the coupling matrix
elements are known exactly, such that the Fermi golden rule rate and Γshort can be
extracted exactly. However, (6.36) and (6.38), indicate the average magnitude and
allow the scaling behaviour to be made transparent. Significantly, both γFGR and
Γshort do not depend on the size of the Hubbard ring.
A couple of approximations were made above, and a few comments may be made
about these. Firstly, taking a constant density of states is a reasonable approx-
imation since at time t1 the states considered differ in energy by just 4J , which
2Therefore for small U > J , as has been discussed, 2W = 4J
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is reasonably small compared with the composite-spectrum bandwidth. Indeed at
times beyond t1, this energy-width of states involved in (6.29) decreases with
1
t .
Thus, a constant rate should be found for times t1 < t < t2, where t2 is the time
at which higher-order terms in the perturbative expansion become significant. Sec-
ondly, when demonstrating that (6.29) gives a constant rate for times t1 < t < t2, it
was not justified that terms of random sign in (6.29) may be ignored. The validity of
this assumption will now be reasoned. In general the terms of indefinite sign should
be smaller in magnitude, provided there are many states |sb〉 coupled to the NB com-
ponents of the initial state |sibi〉. If the number of such states coupled to the initial
states is BT , then the total number of positive-definite terms is BTNB, compared
with BTNB(NB − 1) terms of fluctuating sign. Thus, for NB  1, the positive-





than the terms of fluctuating sign. For the case of the nine-site Hubbard model with
two-site subsystem considered in this chapter, there are several constraints on the
subsystem-bath coupling: these are the globally-conserved particle-number and Sz
and the additional constraint that only states with energy differing by up to single-
particle bandwidth are coupled. However, despite these restrictions, quick estimates
give BT ∼ O(100), such that it is predicted that the positive-definite terms will be
about an order of magnitude larger than fluctuations in the rate from the terms of
varying sign. These fluctuations will change as a function of time; for example, these
would manifest as a variation in γFGR with the time-integration limit t in (6.31).
To summarise, the theoretical approaches to the time dependence of diagonal ele-
ments of the reduced density matrix may be divided into two time scales: these are
ranges t < t1 and t1 < t < t2. At times t < t1, the time scale for single hops between
the subsystem and bath, the time-dependent part of the reduced density matrix is
found from Γ2shortt
2, with Γshort ∝ λ. (If λ is large, the upper bound for the time up
to which λ2t2 behaviour valid is reduced from t1 to 1/Γshort.) If the coupling is weak
then perturbation theory to second order in λ leads to the same result for times
t < t1, with the time-dependence also given by Γ
2
shortt
2. For times beyond t1, up
to a time t2 when second-order perturbation theory breaks down, a constant rate is
predicted from an extended Fermi-golden-rule approach. Here the time-dependent
parts have magnitude γFGRt with γFGR ∝ λ2.
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6.4 Effects of Coupling Strength on Temporal
Relaxation
This section will address temporal relaxation in the Hubbard model at different
coupling strengths numerically. First an exposition of the behaviour of the relaxation
at different coupling strengths for different composite energies will be presented. In
the subsection which follows, the short-time and perturbative results will be found
exactly from the Hubbard-model coupling matrix elements. After this, the main
results of the section will be presented. Agreement between the short-time and
perturbative results and the exact time evolution will be shown, demonstrating the
scaling behaviour of the full relaxation profile.
6.4.1 Shape of Temporal Relaxation at Different Coupling
Strengths
To gain general insights into the temporal relaxation at different coupling strengths
and energies, the reduced density matrix was time evolved for a variety of couplings
at different composite energies. Figures 6.4, 6.5 and 6.6 show the temporal relaxation
of the initial-state probability ρsisi(t) for different energies when the initial state is
of the form (6.4) with bath-state window-width δB = 0.5 and initial state |si〉S =
| ↑, ↑〉S . This initial-state occupation probability is expected to start at unity when
t = 0 and decay to its thermal value at long times. The plots show the time evolution
for the different composite energies E0 = −2, 0 and 1.77 with the last energy in the
centre of the composite spectrum for the interaction strength U = J . As predicted in
the previous section, the time scale over which ρsisi(t) evolves is strongly dependent
on λ. Furthermore, the figures show that the shape of the relaxation is also strongly
dependent on the subsystem-bath coupling strength. These results are summarised
schematically in figure 6.3. Exponential decay is found for weak couplings λ >
λexp = 0.1. At couplings λ > λexp the initial relaxation appears to take a Gaussian
form for short times with an exponential tail for longer times. The Gaussian part
of the decay occurs over shorter time scales than the exponential decay and, as λ
is further increased, the Gaussian part dominates until ultimately a very good fit





Figure 6.3: A Schematic diagram illustrating the the way in which the temporal decay
changes as a function of λ. This summarises the behaviour seen in figures 6.4, 6.5
and 6.6.
to a Gaussian is found with no measurable exponential when λ ? λGauss = 1. This
crossover is found to be independent of the composite energy E0, in the range of E0
investigated.
The behaviour which appears Gaussian fits a Gaussian very closely. This is demon-
strated in figure 6.6 where least-squares fits to the Gaussian function
G(t) = Ae−Γ
2t2 + 1−A (6.39)
with fitting parameters A and Γ, respectively the distance relaxed and the Gaussian
rate, are shown. In figure 6.4, exponential fits using the function
e(t) = C e−(t−t0)/τ + 1−C (6.40)
are shown. The fitting parameters here are the magnitude of the relaxation, C,
the relaxation time-constant, τ , and a time offset t0. This last parameter allows
for the behaviour at very short times t < t1 to be different from the time-linear
behaviour predicted from perturbation theory for t1 < t < t2, which is consistent
with exponential behaviour extending into times t > t2. The curves from within the
crossover range shown in figure 6.5 do not show a good fit to either exponential or
Gaussian shapes.
While the Gaussian behaviour shows a very good fit with no noticeable fluctuations,
there are significant temporal fluctuations around the exponential fit. This is not
wholly surprising, because from (6.29), small fluctuations were predicted between
times t1 and t2 due to the terms of fluctuating sign arising from the sum over initial
bath states. The scaling of the relaxation rate with λ was also predicted in the
previous section. From the few plots in figure 6.4, λ2 scaling of the rate is consistent
with the two cases of λ = 0.05 and 0.1. This suggests that where exponential









































Figure 6.4: Plots of ρsisi (solid line) with exponential fits (dotted line) for the initial state
|si〉S = | ↑, ↑〉S at coupling strengths λ = 0.05 and 0.1 at three composite
energies, E0, as labelled.









































Figure 6.5: Plots of ρsisi with plots in between exponential and Gaussian behaviour for the
initial state |si〉S = | ↑, ↑〉S at coupling strengths λ = 0.175 and 0.5 and three
different energies, as labelled.









































Figure 6.6: Plots of ρsisi (solid line) with Gaussian fits (dotted line) for the initial state
|si〉S = | ↑, ↑〉S at coupling strengths λ = 1 and 3 and three different energies,
as labelled.
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behaviour is found, the time-linear Fermi-golden-rule behaviour is the precursor to
the full exponential form. Additionally, in the Gaussian regime, the scaling of the
Gaussian width appears to be linear in λ. This is consistent with the λ2t2 behaviour
for short times predicted in (6.11), suggesting that the time-quadratic behaviour
predicted is the precursor to the full Gaussian form. This is plausible because the
onset of Gaussian behaviour, when λ ∼ λGauss, occurs when the time scale for
relaxation approaches t1. Verification of these conjectures will be the subject of the
next subsection and subsection 6.4.3. The next subsection will discuss the extraction
of perturbative results numerically for the Hubbard model and compare explicitly
perturbative and short-time results with the exact time evolution. The following
subsection 6.4.3 will seek to verify the scaling behaviour with λ.
6.4.2 Short-Time and Perturbative Results for the Hubbard
Model
Before presenting results for scaling in the exponential and Gaussian regimes, this
subsection will examine the behaviour of perturbation theoretic results using the
exact values of the matrix elements 〈sb|V |sibi〉 and unperturbed composite energies
Esb.
First, the behaviour of P1(↑, ↑ | si =↑, ↑) and γFGR in the exponential regime (λ <
λexp) will be studied. The second-order perturbation-theoretic approximation, P1(↑
, ↑ | si =↑, ↑), is plotted with the exact time evolution for the particular example of
λ = 0.05 and E0 = 0 in figure 6.7. The time evolution of both quantities is shown
(top) on long time scales. Despite small temporal fluctuations in both P1 and ρss, the
perturbation theory appears to follow a tangent to the exponential decay at t = 0.
When comparing the short-time behaviour, shown in 6.7 (bottom), clear agreement
is found for short times. The t2 region for t < t1 is visible on this scale and, up to
times much longer than t1, the plots are indistinguishable. As t increases the plots
become distinguishable, but they follow each other closely and, by inspection, their
gradients are also close in magnitude.
In light of the form of P1 having the small temporal fluctuations about time-linear





























Figure 6.7: Plots of the perturbation-theoretic expression P1(s|s = si) (dotted) and the
exact evolution ρsisi (solid) for coupling strength λ = 0.05 at composite energy
E0 = 0. The lower plot shows a close-up of the plot shown above, for short
times.
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behaviour predicted in section 6.3, γFGR was also considered as a function of the
time. This time, t, is the time averaged over in equation (6.31) to estimate the
constant rate in region t1 < t < t2 where the time-dependent part of ρss scales with
λ2t. This is plotted in figure 6.8 where, after sharp fluctuations initially, γFGR settles
near to a value ∼ 0.004J . In order to get a good estimate of γFGR for comparison
with γ from exact time evolution, a least-squares fit to a constant was performed.
This is illustrated in figure 6.8 by a dashed line, where the fit is performed over
the time-range 50 ≤ t ≤ 600 to avoid the sharp initial fluctuations. Because γFGR
explicitly scales with λ2, for states prepared to have a given composite energy, γFGR


















Figure 6.8: A plot of γFGR for different integration times t for P1(s|s = si) in figure 6.7
(solid). The dotted line shows a least-squares fit to a t-independent rate, fitted
for times 50 < t < 600. The time t1 ' 0.25
Next, the Gaussian behaviour at λ ? 1 will be studied and compared with the
short-time expansion (6.11). Both quantities are plotted in figure 6.9, showing that
the quadratic behaviour, demonstrated by the small-t expansion, does provide the
precursor to the full Gaussian form. This may be expected because the short-time
t2 behaviour of the Gaussian form, from expanding G(t), gives
G(t) = Ae−Γ
2t2 + 1−A ' 1−AΓ2t2 . (6.41)
Comparing with the short-time expansion (6.11), where P (s|s = si) ' 1 − Γ2shortt2,
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' Γshort . (6.42)
The last approximation is reasonable since 0.97 <
√
A < 1 when λ ≥ λGauss at the
energies E0 considered in this chapter, with
√
A closer to the upper limit of 1 at
most coupling strengths greater than λGauss. As was the case for γFGR, Γshort may
be scaled for any λ for a given composite energy because of its explicit linear scaling
with λ. To summarise, it is expected that there should be good agreement between
γ, from exponential fits to the exact time evolution, and γFGR in the regime where
λ > λexp. Also, it is predicted there will be good agreement between Γ, from the
















Figure 6.9: A plot of the perturbation-theoretic form P1(s|s = si) (dotted) against the exact
Gaussian evolution (solid) for coupling λ = 1 at energy E0 = 0.
6.4.3 Comparison of Exact Relaxation with Theoretical
Results at Short Times
To understand the origin of the Gaussian behaviour, and the crossover to exponential
behaviour, the Hamiltonian was diagonalised for many coupling strengths in the
range [0.01, 7] at three composite energies E0 = −2, 0 and 1.77. This first energy
corresponds to a subsystem temperature as low as the temperature for quantum
6. Temporal Relaxation in Hubbard-Model Systems 117
degeneracy, while the last energy lies in the centre of the composite band when
U = J . In the region where λ > λexp, the function e(t) (equation (6.40)) was fitted
to ρsisi(t) via a least-squares fit. The initial state |si〉S was fixed as | ↑, ↑〉S for
each simulation. The range in time chosen for the fit was long enough that ρsisi(t)
appeared to reach its steady-state value to within the amplitude of the temporal
fluctuations in ρsisi(t). The initial rate of decay, γ, is then found from the fitting









where t0 is formally chosen as the initial time in that it is where the Fermi golden
rule behaviour begins. In practice, the fitting parameter t0 is similar to t1 and is
small compared with τ so that such a distinction between t = t0 and t = 0 has a
negligible effect. To extract the Gaussian rate Γ was more simple. This was taken
directly from the fit to g(t) (equation (6.39)) over the time for relaxation to occur.
The results of rates from fits and the comparisons with the rates γFGR and Γshort
are given in figure 6.10 as a function of λ. The theoretical rates γFGR and Γshort are
shown as lines with gradients 2 and 1 respectively on the log-log plot, with empirical
rates γ and Γ extracted from fits to the exact time evolution shown as points. The
cases of three different composite energies, E0 = −2, 0 and 1.77, are shown. For
the exponential behaviour at λ > λexp, there is good agreement between the Fermi
golden rule rates. As has already been demonstrated, the Gaussian fits are very
good and, furthermore, the Gaussian rates Γ agree very well with the short-time-
expansion rate Γshort. It may also be noted from figure 6.10 that the crossover to
Gaussian behaviour seems to occur when the relaxation occurs within a time scale
on the order of t1 =
1
4J = 0.25, the inverse single-particle bandwidth. This suggests
that when Γshortt1 ? 1, Gaussian relaxation occurs.
The different composite energies are also distinguishable in figure 6.10, if only
marginally, by their fitted exponential rates. There is less to distinguish the Gaus-
sian rates found when λ ? λGauss. The Gaussian rates are not distinguishable by
their energies, with rates where the initial states are prepared at different E0 in-
distinguishable from each other, as well as the lines representing Γshort for different
energies. The reason for the indistinguishability of different composite energies in
6. Temporal Relaxation in Hubbard-Model Systems 118
the Gaussian regime, while distinguishable in the exponential regime, may have its
origins in the formulae from perturbation theory. While γFGR depends explicitly
on the energies Esb, Γshort only depends on the matrix elements 〈sb|V |sibi〉, for
bl ≤ bi ≤ bu. As there are many matrix elements summed, Γshort only depends on
the average of 1B |
∑bu
bi=bl
〈sb|V |sibi〉|2 over all bath state indices b. It is therefore an-
ticipated that this is not strongly dependent on the choice of initial bath states, bi,
which determine E0. The structure of the coupling matrix elements 〈sb|V |sibi〉 will
be explored in the next subsection. To understand further the question of whether
the phenomena exhibited in figure 6.10 are general to small quantum systems, the
structure of the Hubbard coupling Hamiltonian λV will be changed in a variety
of ways over subsequent subsections and any changes in the relaxation behaviour
observed.
In summary, the relaxation behaviour when U = J shows a crossover from expo-
nential decay when λ > λexp = 0.1 to Gaussian decay when λ ? 1. Additionally,
in chapter 4 it was shown that the subsystem thermalised for a range of coupling
strengths and this range spans parts of the exponential and Gaussian regimes. These
results are summarised in the schematic diagram in figure 6.11.
6.5 Random Couplings
In this section, the Hubbard Hamiltonian with U = J will be studied again, but
with a modified subsystem-bath coupling Hamiltonian: the off-diagonal blocks in
the Hamiltonian matrix, in the basis of uncoupled states |sb〉, will be replaced with
random couplings. The aim of these numerical simulations will be to ascertain
whether or not the exponential to Gaussian crossover is specific to the Hubbard-
model couplings. If it occurs for random couplings, this would suggest that this
relaxation behaviour might be generic for small quantum systems. Two kinds of
random coupling will be considered. In the next subsection, the off-diagonal blocks
will be filled with random matrix elements indiscriminately while, in the following
subsection, attempts will be made to mimic the banded structure seen for the off-
diagonal blocks in the Hubbard model.











Figure 6.10: A comparison between the fitted rates Γ and γ and the theoretical rates at short
times Γshort and γFGR. Shown are lots of Γ (solid shapes) and γ (open circles,
plus signs and crosses) as a function of λ, for E0 = 1.77 (squares, crosses),
E0 = 0 (circles) and E0 = −2 (triangles, pluses). Shown as solid lines are the
corresponding theoretical predictions Γshort, with γFGR plotted with dashed
lines.






Figure 6.11: A Schematic diagram illustrating the the way in which the temporal decay
changes and where thermalisation occurs as a function of λ. This summarises
the behaviour seen in figures 6.4, 6.5 and 6.6.
6.5.1 Generic Random Couplings
To study generic random couplings, the coupling Hamiltonian, V , will be replaced
with a random Hamiltonian Vr with the same off-diagonal structure as V and the
same nominal coupling strength. This is achieved by choosing the non-zero elements
of Vr such that they are picked from a Gaussian distribution with zero mean and
with the width of the distribution scaled such that Tr(V 2r ) = Tr(V
2). This allows
for a like-for-like comparison between the Hamiltonians HS +HB + λV and HS +
HB+λVr. The magnitude of the random matrix Vr is shown in figure 6.12, and may
be compared with V , for U = 1, in figure 6.1, where the off-diagonal block-structure
is identical. Preserving the off-diagonal structure maintains the same couplings
between subsystem states within perturbation theory up to second order. However,
the single-particle nature of the coupling is, in part, lost because, as is clear from
figure 6.12, there is no restriction on the energy differences between coupled states.
This means that, within non-zero off-diagonal blocks, the matrix elements 〈sb|Vr|s′b′〉
can be finite for any possible Esb − Es′b′ in contrast to the banded coupling matrix
for the Hubbard model discussed in section 6.2. However, banded random matrices
will be discussed in the next subsection. As was necessary previously, because there
are order 108 non-zero matrix elements 〈sb|Vr|s′b′〉, these elements’ magnitudes are
collated into histogram bins and the average magnitude is shown in figure 6.12. The
bin width parallel to each axis is 0.5 energy units. As all elements are drawn from
the same Gaussian distribution, the variations across an off-diagonal block are seen
to be very small. Departures from the range plotted are found only at the edges of
the blocks where the density of states is small so that there are few matrix elements
contributing to the histogram bin averages.
6. Temporal Relaxation in Hubbard-Model Systems 121
























Figure 6.12: A colour histogram of the coupling matrix Vr. The matrix is divided
into blocks corresponding to different subsystem subsectors (see main
text). Where there is more than one energy level in a sector, these
levels are indexed ei with i increasing with energy. These are labelled by:
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The Hamiltonian HS + HB + λVr was diagonalised for a broad range of different
λ, and the subsystem state evolved in time from the initial composite state (6.4).
To allow direct comparisons with the Hubbard-model coupling, the subsystem was
always prepared in the subsystem state | ↑, ↑〉S . Shown in figure 6.13 are plots of
the time dependence of the initial-state occupation probability, ρss(t), for s =↑, ↑.
These plots show different coupling strengths λ at composite energy E0 = −2, which
corresponds to a subsystem temperature, after equilibration, low enough to reach
quantum degeneracy. The crossover between exponential and Gaussian relaxation
is also shown for random coupling Hamiltonians Vr, albeit with different crossover
parameters λexp and λGauss. Figure 6.13 also shows exponential and Gaussian fits,
where appropriate. The plot for λ = 3, in the middle of the crossover region, shows
Gaussian behaviour at short times with an exponential tail at longer times, similar to
the behaviour found in the crossover between regimes for Hubbard-model couplings.
To explore the scaling with λ of the relaxation rates in the exponential and Gaus-
sian regimes for the random coupling Vr, as well as pin down the random-coupling
values λexp and λGauss, diagonalisations for a wide range of λ were computed. After
evolving the initial state in time, least-squares fits to the exponential function (6.40)
and Gaussian function (6.39) were performed. As for the case of Hubbard-model
couplings, the initial rates in the Fermi-golden-rule regime, γ, were extracted from
the exponential fits and Gaussian rates, Γ, were taken from the Gaussian fits. It is
also expected here that Γ should agree with the rate Γshort short time expansion for
the initial subsystem state ρss(t) ' 1 − Γ2shortt2. This is expected because the fits
to G(t) = Ae−Γ2t2 + 1−A have A ∼ 1 such that the approximation (6.42) holds.
The inferred rates Γ and γ are shown in figure 6.14 for composite energies E0 = −2
and 1.77, in the centre of the composite band. Straight lines, of gradient 2 on the
log-log plot, indicate the Fermi-golden-rule predictions of the rate, γFGR, and lines
with unit gradient give the short-time estimate Γshort. Good agreement is again
found between these estimates and those from the fits to the exact time evolution.
Also consistent with Hubbard-model couplings, the Gaussian rate is found to be
virtually independent of the composite energy E0, while the behaviour under the
Fermi golden rule shows a slower relaxation rate at lower composite energies.
The crossover itself is quantitatively different, with Gaussian behaviour found for

































Figure 6.13: The time dependence of the initial subsystem state probability for different λ at
energy E0 = −2 for the random coupling Hamiltonian Vr. Shown with dashed
lines are exponential and Gaussian fits, respectively to the plots for weak and
strong coupling.
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λ ? λGauss = 8 and exponential relaxation exhibited when λ > λexp = 0.8. This is
consistent with a smaller inverse bandwidth t1 =
1
2W for λ = 0 eigenstates coupled
by Vr (6.6). It was suggested in subsection 6.4.3 that Gaussian decay occurs when the
time scale for relaxation approaches t1. This occurs when Γt1 ? 1. For the random
coupling Vr, the bandwidth, 2W , for coupled states is given by the full many-particle
bandwidth 2W ∼ 20. The rate, Γ, at which Γt1 = 1 is now 20, which occurs when
λ ≈ 15. For the coupling V , the coupling strength where Γt1 = 1 was λ ≈ 2.
This suggests that the increase in λGauss from 1 to 8 when replacing the coupling
V with Vr arises from the corresponding increase in the rate Γ for which Γt1 = 1.
Furthermore, this is essentially because of the change in t1 due to the increased
bandwidth for coupled λ = 0 eigenstates: as a function of λ, Γ(λ) is similar for the
case of both random couplings Vr and Hubbard couplings V . Choosing Vr such that
Tr(V 2r ) = Tr(V
2) ensured that rates Γ for either coupling at the same λ would be
similar. Thus the large shift in the position of the crossover appears to be due to
the modified time scale t1, arising from the increase in the bandwidth for λ = 0
eigenstates coupled by Vr.
6.5.2 Banded Random Couplings
To test further whether the modified t1 from the random coupling Hamiltonian Vr
is solely responsible for the behaviour quantitatively different from the Hubbard
coupling V , a second random coupling, Vr, was considered. While also consisting
of random elements in the same off-diagonal blocks, matrix elements 〈sb|Vr|s′b′〉 are
non-zero only if |Esb−Es′b′ | < 4J = 4. As in the coupling W , the non-zero elements
of Vr are drawn randomly from a Gaussian distribution with zero mean and a width
which is scaled such that Tr(Vr
2
) = Tr(V 2). The coupling matrix Vr is shown in
figure 6.15, where the magnitudes |〈sb|Vr|sb〉| have been collected into histogram
bins: identical in structure to the previous coupling matrix plots, figure 6.15 may be
contrasted with the equivalent plots for the couplings V and Vr shown in figures 6.1
and 6.12 respectively.
The Hamiltonian HS + HB + λVr was diagonalised for many coupling strengths λ











Figure 6.14: A comparison of fits to exact temporal relaxation and the theoretical rates at
short times with the random coupling Vr. Shown are plots of Γ (solid shapes)
and γ (crosses and plus signs) as a function of λ, for E0 = 1.77 (squares,
crosses), E0 = −2 (triangles, plus signs) for the random coupling Vr. Shown
as solid lines are the corresponding theoretical predictions Γshort, with γFGR
plotted with dashed lines.
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Figure 6.15: A colour histogram of the coupling matrix Vr. The matrix is divided
into blocks corresponding to different subsystem subsectors (see main
text). Where there is more than one energy level in a sector, these
levels are indexed ei with i increasing with energy. These are labelled by:
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and the subsystem reduced density matrix evolved from the initial state | ↑, ↑〉S . For
initial composite states (6.4) at composite energy E0 = −2, temporal relaxations
at different coupling strengths are shown. As found previously, both exponential
and Gaussian shapes are seen at, respectively, small and large λ, with a crossover
region where a Gaussian shape at short times becomes more pronounced and an
exponential tail recedes with increasing λ. Graphs of this temporal behaviour are

































Figure 6.16: The time dependence of the initial subsystem state probability for different λ at
energy E0 = −2 for the random coupling Hamiltonian Vr. Shown with dashed
lines are exponential and Gaussian fits, respectively to the plots for weak and
strong coupling.
It is already clear from figure 6.16 that the crossover parameters λexp and λGauss
must be higher than those for the Hubbard-model coupling V and lower than those
for the random coupling Vr. To determine these more precisely as well as verify
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the scaling with λ of the relaxation rates in the exponential and Gaussian regimes,
Gaussian and exponential fits were performed for many coupling strengths. These
results are plotted in figure 6.17 along with the theoretical comparisons Γshort and
γFGR. The crossover parameters are found to be λexp = 0.4 and λGauss = 4, such
that the crossover occurs at smaller λ than for the random coupling matrix Vr,
but significantly larger coupling than for the Hubbard coupling V . This change in
coupling strength at which the crossover occurs is qualitatively as expected, upon
switching from Vr to Vr. However, it is not clear why the position of the crossover
should be different compared to the Hubbard case V . Such differences can be ex-
plained by slightly different rates at a particular λ for the two different couplings
and by the difference in structure within the non-zero elements. Firstly, the slightly
different rates lead to the λ at which Γt1 ' 1 is shifted slightly higher to λ ' 4.
Secondly, the peaked structure within the non-zero coupling matrix elements, which
are shown most clearly in figure 6.23, could be responsible for a slightly different
effective t1. While highly speculative, this could be because the energy separation
between peaks is a little smaller than 4J , and the behaviour is dominated by the
large matrix elements within the peaks. The study of random couplings will be
returned to in chapter 7.
6.6 Effects of Lattice Topology on Relaxation
It has been demonstrated that exponential and Gaussian relaxation behaviour exists
for a variety of different subsystem-bath couplings and that agreement is found with
perturbation theory and with the short-time expansion. However, in addition to
rescaling the coupling strength λ, the effective strength of the subsystem-bath cou-
pling may be modified by the lattice topology. Specifically, by increasing the number
of links between the subsystem and bath, l, the effective interaction strength may be
increased. In this sense, the term ‘links’ is to be understood to mean the number of
non-zero hopping integrals between subsystem and bath sites in the Hubbard lattice.
For example, the number of links in the Hubbard ring studied for the Hubbard cou-
plings up to this point in this chapter have l = 2 links between subsystem and bath.
The effect of changing l on subsystem relaxation will be explored in this section.











Figure 6.17: A comparison of fits to exact temporal relaxation and the theoretical rates
at short times with random coupling Vr. Shown are plots of Γ (squares) and
γ (triangles) as a function of λ, for E0 = −2. Shown as solid lines are the
corresponding theoretical predictions Γshort, with γFGR plotted with dashed
lines, for the random coupling Vr.
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To change the topology of the coupling, the non-random Hamiltonian V must be


















The cumbersome expressions in the annihilation operators’ suffices give the L-link
topologies shown in figure 6.18. The topologies expressed in (6.44) and illustrated
Figure 6.18: The lattice topologies of V (l) for different l. Shown are the lattice topologies
for increasing numbers of subsystem-bath links, l. Subsystem sites 1 and 2 are
labelled with red circles, with bath sites 3 to 9 in blue.
in 6.18 are not the most general l-link couplings. There is a multiplicity of possible
links between subsystem and bath sites for each l; the chosen set of topologies is
just one of the systematic ways to increase the coupling strength by increasing the
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number of subsystem-bath links. Any behaviour found as a function of l may be
examined later by considering alternative l-link topologies.
Before examining results for differing numbers of subsystem-bath links, it is useful to
discuss the expected changes in behaviour when changing l. First, it should be noted
that the matrix elements, for each single link, such as 〈sb|(c†1↑c9↑+h.c.)|s′b′〉 appear
random in sign. Therefore, each time a link is added, the combined magnitude of the
coupling matrix elements is expected to increase with the square root of the number
of elements. This completely neglects any correlations between matrix elements
corresponding to different links, such as 〈sb|(c†1↑c9↑ + h.c.)|s′b′〉 and 〈sb|(c†2↑c3↑ +
h.c.)|s′b′〉. In this example, correlations should indeed be expected since the energy
eigenstates of the subsystem and of the bath are both eigenstates of parity about
the centre of the subsystem or bath, respectively. As such these two matrix elements
are expected to have identical magnitudes. However, the signs of the elements are
only expected to be the same for half of the pairings of 〈sb| with |s′b′〉. As such,
their overall contribution to the effective coupling strength should still give a factor
of
√
2 times the single-link effective coupling strength. Where there are no such
symmetries, it may be considered that the Fock basis in which the links are defined
is effectively a random basis in which to represent the uncoupled eigenstates |sb〉.
Therefore, matrix elements such as 〈sb|(c†1↑c9↑+h.c.)|s′b′〉 and 〈sb|(c†1↑c8↑+h.c.)|s′b′〉
are expected to have uncorrelated magnitudes and signs such that their expectations
do indeed sum in quadrature. In summary, intuition dictates that, regardless of link
topology, the effective coupling strength should increase with
√
l. From this, an






From equation (6.45), it is also worth noting that the increase in effective coupling
strength attainable by increasing the number of subsystem-bath links, as shown in
figure 6.18, can at best increase the effective coupling strength by a factor of
√
8.
This is small compared with the difference in crossover parameters λexp and λGauss,
which differ by an order of magnitude. Because of this, increasing the number of
links is not expected to demonstrate the crossover from exponential to Gaussian
behaviour. However, λ may be chosen so that the relaxation behaviour lies within
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either the exponential or Gaussian regimes and the scaling with l may be explored
in each of those regimes.
The Hamiltonian HS +HB +λV
(l) was diagonalised for various values of λ for l = 1
to 8. The initial states (6.4) were evolved in time and the occupation probability
of the initial subsystem state | ↑, ↑〉S was plotted as a function of time. First, the
results for large λ ≥ λGauss will be discussed. For λ ≥ λGauss, good fits to Gaussian
curves (6.39) were found for all l. Shown in figure 6.19 is a log-log plot of the
Gaussian rate Γ as a function of the number of links l for λ = 1 and 2 at E0 = 1.77.
In both cases the expected trend Γ ∝ λeff ∝ l
1
2 is found. Lines of gradient 12 are also
shown on the plot: these are taken from rate Γshort from the short time expansion
in the case of l = 2 where λeff = λ. This rate is extrapolated for different l by
rescaling with
√
l, to give the predicted scaling. Good agreement is found between
this prediction and the Gaussian fits to the exact time evolution.
 1
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Figure 6.19: Scaling of Gaussian rates Γ for increasing l, shown for E0 = 1.77 and λ = 1
(squares) and 2 (circles). Shown with solid lines of gradient 12 are the predicted
rates Γshort, found for the l = 2 lattice and extrapolated to all l.
Now, results for small λ < λexp will be presented. In this regime, reasonable fits to
exponential shapes (6.40) were found for all l, provided λeff does not significantly
exceed λexp. In this regime, the initial rate from exponential fits, γ, should obey
the scaling γ ∝ λ2eff ∝ l. The rates from exponential fits to the relaxation curves
for the examples of λ = 0.05 and 0.075 are shown in figure 6.20, for the same
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initial states as the results in figure 6.19. As is shown by the plotted points, there
appears to be a strong dependence on the number of links, with odd numbers of
links showing relaxation with distinctly faster decay rates. Also plotted are lines of
unit gradient whose positions are set by the Fermi golden rule rate, γFGR, for the
l = 2 Hubbard ring. These rates are extrapolated linearly in l to all other values of
l to give predictions based on linear scaling in L. This scaling is not too far out for
small numbers of links, for odd and even l individually. However for larger numbers
of links, γ clearly falls below the predicted rates. For the case of λ = 0.075 with
L = 7 and 8, it is not possible to find a good fit to an exponential as the effective
coupling is too far into the crossover between regimes. However, this behaviour is
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Figure 6.20: Scaling of exponential rates γ for increasing l, shown for E0 = 1.77 and λ = 0.05
(squares) and 0.075 (circles). Shown with solid lines of gradient 1 are the
predicted rates γFGR, found for the l = 2 lattice and extrapolated to all l.
It is clear that the topology is significant in the exponential region, in addition to
λeff . The origin of the difference between the odd and even couplings and why odd
l should lead to faster rates is not clear. However, that this odd-even effect is not
present for Gaussian decay may be reasoned with relation to the theoretical rates
γFGR and Γshort. This explanation follows that in subsection 6.4.3 where it was
found that, contrary to the exponential rates, the Gaussian behaviour is virtually
independent of the composite energy E0. From their definitions in (6.12) and (6.31)
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it is apparent that Γshort depends only on the matrix elements 〈sb|V |s′b′〉, whereas
γFGR depends on both 〈sb|V |s′b′〉 and Esb − Es′b′ . Because of this, γFGR depends
upon the structure of the off-diagonal blocks in the coupling matrix as well as the
magnitudes of the elements. The same is not true of Γshort and this goes some way
towards explaining why the simple scaling relationship between Γ and l is found to
high accuracy in figure 6.19.
To gain an appreciation for the effect of topology on the time evolution, different
topologies with the same number of links were explored. Although an exhaustive
analysis of all possible combinations of different topologies was not conducted, it was
found that the short-time behaviour was not significantly affected by the topology of
the coupled states. Conversely, the time evolution at longer times, after relaxation,
is found to be dependent on the topology for both weak and strong coupling. As
an example, the case of two different l = 4 topologies will be considered. The
first is that defined by equation (6.44) and the second has the third and fourth
links moved further into the bath. The original four-link topology, along with this
alternative topology, is shown in figure 6.21. In figure 6.22, the time evolution is
plotted for λ = 0.05 and 1 with E0 = 1.77 for the two l = 4 topologies. It is apparent
that longer-time behaviour is different in the two cases. As might be expected, the
Gaussian curves are virtually independent of topology. More surprising is that the
exponential curves also show the same initial rate at short times.
Figure 6.21: Alternative topologies: for the case of l = 4, the original topology described by
equation (6.44) (left) and the second four-link topology considered (right).


























Figure 6.22: Time plots for l = 4. The original topology (blue) and second topology, shown
in figure 6.21, (red) for λ = 1 (top) and λ = 0.05 (bottom). Thermalisation is
seen at long times.
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6.7 Effects of Interactions on Temporal
Relaxation
The study of relaxation behaviour now turns to the effects of interactions. The
structure of the coupling matrix was shown in section 6.2. While the position of
the off-diagonal blocks coupling different subsectors does not change with U , the
structure of each off-diagonal block does change as U is increased. In addition to
the constraints because of spin and particle number, which determine the position of
the non-zero off-diagonal blocks, the structure of each non-zero block as a function
of the energies of the coupled states Esb and Es′b′ arises also from the nature of the
single-particle hopping process in the coupling. As discussed in section 6.3, that this
is a single-particle process puts limits on the maximum difference in energy between
coupled states, 2W . It was reasoned that in the limit where J/U  1, this energy
difference should not exceed the single-particle bandwidth, 4J , so that the only non-
zero matrix elements 〈sb|V |s′b′〉 have |Esb−Es′b′ | < 2W = 4J . If J/U  1, hopping
a single particle allows for a difference in the energies 2W < 2U . To see the structure
of the off-diagonal blocks, a single off-diagonal block is plotted in figure 6.23 for three
values of U for the case of matrix elements joining the ns = 2, s
z
s = 1 state with
the higher energy state in the ns = 3, s
z
s = 1/2 subsector. These are close-ups
of the block with coordinates (E,F) in figure 6.1. In the top plot in figure 6.23,
the non-negligible matrix elements 〈sb|V |s′b′〉 satisfy |Esb − Es′b′ | < 4, with some
very small matrix elements slightly exceeding this range, due to the finite on-site
interaction U = 1. In the middle and bottom plots in 6.23, the same off-diagonal
block is shown with the on-site interaction increased to U = 2 and 4 respectively.
As U is increased, the energy differences for coupled states is increased such that
even by the time U = 4, the non-zero matrix elements satisfy |Esb−Es′b′ | > 2U = 8.
Also visible are shifts in the positions of the elements as the energies of subsystem
and bath eigenstates are shifted by increasing U .
Increasing the on-site interaction U beyond the magnitude of the kinetic energy of
the particles has the immediate consequence of a reduction in the time t1 which
separates, temporally, the two relaxation regimes. Thus it might be expected that
changing U changes the position in λ of the crossover between exponential and Gaus-
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Figure 6.23: A close-up of the plot of coupling matrix elements for the off-diagonal block with
coordinates (E,F) in figure 6.1 with modified U . Shown are on-site interactions
U = 1 (top), U = 2 (middle) and U = 4 (bottom). This off-diagonal block links




2 and ns = 2, s
z
s = 1 subsectors.
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sian behaviour. Unfortunately, over the range where the density of states remains
unfragmented, this is a rather small shift compared with the range in λ over which
the crossover occurs. However, there are further changes with increasing U which
must also be understood, namely how the rates Γshort and γFGR are predicted to
change with U . These predictions will be developed before discussing the numerical
results for different U . Considering γFGR first, from (6.36), the time-linear rate scales
with 1W , where W is the half-width of the band in the coupling matrix. Therefore,
it is expected that the exponential decay rate should decrease by a factor of 2 upon
increasing the interaction strength from U = 1 to 4.
The same is not expected in the Gaussian regime. The short-time precursor to
Gaussian behaviour, Γshort, was shown in (6.38) not to depend on the width, 2W ,
of the band in the coupling matrix. Therefore it might be anticipated that the full
Gaussian form is seen to be independent of the interaction strength U .
When testing these predictions numerically, reasonable agreement was found. In
the case of weak coupling, the closeness to an exponential fit deteriorates hugely
with increasing U . Exponential fits are therefore not possible. However, at time
immediately larger than t1, the initial time-linear decay is found approximately to
halve when increasing the coupling from U = 1 to 4. This is shown in the plot in
figure 6.24 at coupling strength λ = 0.1, which shows a close-up of the decay at
times which, although short on the scale of the full relaxation, are much larger than
t1
The interaction-strength independence in the Gaussian regime is much more appar-
ent. This is clear in figure 6.25, which shows Gaussian decays at λ = 2. Here, the
decay rate is essentially indistinguishable between the cases U = 1, 2 and 4.
6.8 Scaling with System Size
While exponential relaxation is commonly expected for situations of weak cou-
pling [47], Gaussian relaxation has most commonly been associated with numerical
simulations of decoherence in mesoscopic systems such as a single spin coupled to a














Figure 6.24: Relaxation for different interaction strengths U when λ = 0.1 for short times.














Figure 6.25: Relaxation for different interaction strengths U when λ = 2. The composite
energy is fixed in the centre of the composite eigenspectrum.
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bath of spins [53, 56–59]. Furthermore there are some analytic results showing Gaus-
sian relaxation for the case where the bath spins are not coupled to each other [59].
Whether Gaussian relaxation is found in the macroscopic limit is a question to be
addressed in the remaining part of this chapter, as well as in the next. The ques-
tion of whether the Gaussian relaxation exists for larger or smaller Hubbard rings,
governed by (6.3), will be explored in this subsection. Specifically, the behaviour of
an L-site lattice consisting of a two-site subsystem and an (L− 2)-site bath will be
considered. Numerical simulations may be conducted to demonstrate smaller sys-
tems with L < 9 lattice sites show little system-size dependence, and brief comments
will be made as to why it is believed that the relaxation behaviour is system-size
independent.
Although reaching the steady thermal state of the two-site subsystem has been
found to require a bath of at least seven sites, smaller lattices do show similar
relaxation behaviour. Hubbard rings with sites ranging from L = 5 to L = 9 were
diagonalised and the time evolved from initial states (6.4). As the many-particle
bandwidth decreases with decreasing L, in order to compare equivalent initial states,
the composite energy E0 was chosen to be in the centre of the composite band. As an
estimate of the centre of the composite spectrum the energy of the median composite
energy level is chosen. This decreases from E0 ' 1.77 for L = 9 towards E0 = 1 when
L = 4. To keep an even number of fermions in the lattice with Sz = 0, for odd L the
lattice was filled with L− 1 fermions. In the limit of large lattices such a distinction
is not important. Furthermore, for any odd-L lattice, the Hilbert-space dimension
is identical for fillings of L and L − 1 fermions, such that scaling behaviour should
not be affected by this choice3. Evolving the subsystem reduced density matrix from
its initial pure state | ↑, ↑〉S S〈↑, ↑ |, very different behaviour is found for different
coupling strengths as the lattice size is changed. As the system size is reduced,
it is not possible to detect any change in the exponential-to-Gaussian crossover
parameters. However, exponential behaviour is barely seen for lattices smaller than
L = 9. This is shown in figure 6.26 where the time evolution of the initial state is
shown for the coupling λ = 0.1: a good fit to an exponential is only found when
3Certainly the strongly-correlated ground state will be dependent on whether or not the system
is at half filling. However, the bandwidth and properties at energies away from the ground state
will not depend on this distinction.
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Figure 6.26: Relaxation for different lattice sizes. Shown are the temporal relaxations of the
initial subsystem state probability for different L for the U = 1 Hubbard ring
with coupling λ = 0.1. Thermalisation is only seen at long times for the case
of the L = 9 Hubbard ring.
The deterioration in relaxation shape is not found for time evolution at larger cou-
plings. Remarkably, curves which show a very good fit to a Gaussian are found for
lattices as small as L = 5 sites, where there are just three bath sites and a total of
only 100 composite eigenstates. Temporal plots are shown in figure 6.27 for coupling
λ = 2 and different L. Interestingly, the Gaussian rates Γ are found to change very
little when L is changed; as may be observed in figure 6.27, the differences between
the rates for consecutive L values diminish with increasing L such that the relax-
ation profiles for L = 8 and 9 are virtually indistinguishable. Furthermore, it is not
possible to detect any change in the crossover value λGauss above which the relax-
ation is effectively wholly Gaussian: the point at which Gaussian fits start to break
down appears to be the same for all L. This is consistent with a time t1 independent
of system size. Extrapolating beyond these numerical studies, it might be asserted,
albeit tenuously, that both Γ and t1 remain fixed in the limit of a macroscopic bath,
so that Gaussian behaviour is to be expected in this limit.
This assertion is backed up by the scaling of the rates of decay at short times,
γFGR and Γshort. When taking the coupling matrix elements to have magnitudes





















Figure 6.27: Gaussian relaxation for different lattice sizes. Shown are the temporal relax-
ations of the initial subsystem state probability for different L for a U = 1
Hubbard ring with coupling λ = 2.
given by their readily-determined average magnitude (6.35), it was shown in (6.36)
and (6.38) that γFGR and Γshort are independent of system size. Given the systems-
size independence of t1, since this only depends on single-particle bandwidth, this
indicates the crossover in relaxation behaviour when Γshortt1 ∼ 1 might hold for
macroscopic baths; this will be demonstrated explicitly in the next chapter, where
the crossover from exponential to Gaussian temporal relaxation will be derived.
6.9 Summary
In this chapter, a broad range of results concerning the temporal relaxation of sub-
systems of Hubbard-model lattices prepared initially in product states with definite
energy have been presented. The principal result of this chapter is that the tem-
poral relaxation to a thermal state can occurs in two regimes at different coupling
strengths λ: these are an exponential decay at small λ and a Gaussian form at
moderate to large λ. Between the regimes there is a smooth crossover region where
the decay appears Gaussian at short times, but exponential tails develop at long
times. The Gaussian form was shown to match the trivial short-time λ2t2 decay
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found from expanding the time-evolution operator. Similarly, the exponential decay
found to agree with perturbative, Fermi golden rule behaviour at small λ. It was
demonstrated that the crossover occurs approximately when the relaxation is suffi-
ciently fast that it occurs within the time scale t1, which is the inverse bandwidth
(2w)−1 for uncoupled eigenstates |sb〉 coupled by the coupling Hamiltonian. This
suggested the approximate criterion Γt1 ? 1 for the temporal relaxation to take the
Gaussian form; a proof of this conjecture will be found in the next chapter for a
general form of coupling matrix.
Throughout the chapter, the generality of these results was demonstrated by con-
sidering the following modifications to the Hubbard model: replacement of the
Hubbard-model coupling Hamiltonian with a Hamiltonian described by random ma-
trices; changing the inter-particle interaction strength; changing the topology of the
lattice by altering the number of coupling links between the subsystem and the bath
and exploring the effects of changing the system size. It was conjectured that the
exponential and Gaussian behaviour, as well as the coupling strength where the cou-
pling occurs, should be size independent. This will be also be demonstrated in the
next chapter, where it will further be shown that the exponential and Gaussian rates
identically equal the rates found from the short-time and perturbative expansions
which were established in this chapter.
7. Eigenstates in Brownian
Motion
7.1 Introduction
In this chapter, the temporal relaxation of subsystems in closed systems will be
related to the nature of closed-system eigenstates, and their evolution as a function
of the subsystem-bath coupling strength. The main focus will be to understand
the crossover from exponential to Gaussian relaxation seen in small Hubbard model
systems, demonstrated numerically in chapter 6.
When considering temporal evolution of subsystems of closed systems, the behaviour
at different subsystem-bath coupling strengths can be traced back to the paramet-
ric evolution of closed-system eigenstates as a function of coupling strength. The
Hamiltonians to be studied take the form
H(λ) = H0 + λV (7.1)
where the unperturbed Hamiltonian H0 = HS + HB is the sum of Hamiltonians
acting on the subsystem and bath Hilbert spaces respectively. The coupling λV acts
on both subsystem and bath Hilbert spaces. The coupling strength is determined
by the tunable parameter λ. When a composite closed system comprises a small
subsystem with no coupling to the remaining bath, the eigenstates are product states
|sb〉 = |s〉S⊗|b〉B of eigenstates of the subsystem and bath, |s〉S and |b〉B respectively.
The corresponding energy eigenvalues Esb = εs + b are sums of the subsystem and
bath energy eigenvalues, εs and b respectively.
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Introducing the coupling Hamiltonian V leads to a mixing of subsystem and bath
product states such that, when non-perturbative mixing occurs between neighbour-
ing eigenstates, it is no longer clear which of the λ = 0 eigenstates a state evolved
from. States at finite λ will be identified by a single uppercase index and will be de-
noted by |A(λ)〉, with corresponding energy EA(λ). As will be shown in section 7.4,
the quantities of crucial importance in ascertaining the form of the subsystem re-
laxation and thermalisation behaviour are the overlaps between eigenstates at finite
λ with those at λ = 0: 〈sb|A(λ)〉. For the most general V , these overlaps may
be complex numbers. However, we are considering Hamiltonians with time-reversal
symmetry, such as the Hubbard model, allowing V to be constructed as a real sym-
metric matrix1, ensuring 〈sb|A(λ)〉 will also be real. More specifically, the matrix
representation of V in the eigenbasis of H0 can be expressed as a banded symmetric
matrix.
The specific aim of this chapter is to provide a model where the crossover from
exponential to Gaussian subsystem relaxation may be demonstrated analytically.
Motivated by numerical results in chapter 6 which indicate that Gaussian relaxation
is generic and even seen for random couplings between subsystem and bath, the
model developed in this chapter will treat the case of banded random coupling ma-
trices. This chapter is arranged as follows: after a brief summary of relevant existing
literature on the parametric evolution of eigenstates, numerical results for the eigen-
state overlaps in small Hubbard rings will be presented. In the following section, the
relationship between eigenstate overlaps and relaxation will be constructed. Addi-
tionally, a probability distribution for the temporal relaxation of subsystems will be
derived from probability distributions for eigenstate overlaps. The time dependence
of both off-diagonal and diagonal elements of the subsystem reduced density matrix
will be discussed. Penultimately, the main result of the chapter will be presented:
a Brownian motion model for the parametric evolution of eigenstates as a function
of the subsystem-bath coupling strength. This random-matrix model provides an
explanation of the crossover from exponential to Gaussian behaviour for large cou-
pling strength. The final section of this chapter will discuss the scaling behaviour
associated with system size and dimensionality.
1See [69].
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7.2 Existing Results for Eigenstate Overlaps
Interest in the form of eigenvector and eigenvalues of symmetric and Hermitian ma-
trices has a history spanning several decades. Originally conceived in the context of
understanding features of atomic nuclei, studies in Random Matrix Theory have pro-
duced extensive results for the distributions and correlations of eigenvalues [69, 98].
While there are comparatively fewer works which consider the statistics of eigen-
vectors, standard results for the distributions of eigenvector components for random
matrices are well established2. Furthermore, some results for the specific prob-
lem of the parametric evolution of eigenstates were established as early as 1955 by
Wigner [93, 94]. In these works, a banded matrix with elements of fixed magnitude,
but random sign, is added to a diagonal matrix representing a Hamiltonian with unit
level spacing. Wigner showed that, when the banded matrix elements are small, the
square of the magnitude of the overlaps of perturbed with unperturbed eigenstates
takes the form of a Lorentzian in the difference between the energies of perturbed
and unperturbed states. For very large banded matrix elements, a semicircular dis-
tribution is found for the square of the magnitude of overlaps, consistent with the
distribution of eigenvalues for a random matrix.
An understanding of the overlaps of λ = 0 eigenstates with the eigenstates at finite λ
will be required to understand temporal relaxation. The results from existing litera-
ture do not consider the case where the Hamiltonian V couples a bipartite quantum
system. The results discussed are for Hamiltonians of the form (7.1) with V often
a many-body interaction term. Therefore, when discussing the more general cases
where there is no subsystem-bath partition at λ = 0, the notation 〈B|A(λ)〉 will be
used for overlaps and λ will be referred to more generally as a perturbation strength.
In much of the more recent literature, the quantity |〈B|A(λ)〉|2 is sometimes referred
to as the “spreading function” and when multiplied by the density of states N(EA)
it is often known as the “strength function” or “local density of states”. Often the
density of states may be considered constant over the range where overlaps are finite,
and so the term “local density of states” is often also used to refer to |〈B|A(λ)〉|2.
2Of particular relevance to the Hubbard models studied in this work is the Porter-Thomas
distribution [69] for the eigenvector components of real symmetric matrices. See appendix A.
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This terminology will be adopted throughout this chapter.
The relevance of the Wigner model has been explored in works examining the semi-
classical limit of the local density of states3, |〈B|A(λ)〉|2. As is illustrated in [95, 100],
the Lorentzian behaviour may be inferred from first-order perturbation theory
|〈B|A(λ)〉|2 = λ
2|〈A|V |B〉|2





found from the normalisation condition
∑
A |〈B|A(λ)〉|2 = 1. The perturbative
behaviour is only strictly accurate for |EA − EB| > WL, with a non-perturbative
core region found for |EA − EB| < WL. When imposing normalisation, it is clear
that the Lorentzian width WL is proportional to λ
2. Equation (7.2) also provides
a cut-off for the Lorentzian at large |EA − EB| which is determined by the width
of the band for coupled states in V . This ensures that the variance of the local
density of states is not divergent. Without such a cut-off, the Lorentzian function
has divergent first, second and all higher moments. This is unphysical, as may be
seen in work by Izrailev [101], where it is pointed out that the variance, σ2W (B), of













where, if VAB = 〈A|V |B〉 is a banded matrix whose elements only depend upon the
difference EA − EB, the variance is independent of B. Most significantly, a width
3Semiclassical behaviour is found for systems with a well-defined semiclassical limit when the
coupling strength is sufficiently large that model-specific artefacts appear in the local density of
states. These may be found from classical approximations and such agreement with the classical
results at large perturbation strengths is known as Quantal Classical Correspondence [99]. In this
chapter, generic results for relaxation behaviour are sought and therefore the focus will be on
perturbation strengths which, although with much larger than level spacings, are smaller than the
scale for semiclassical behaviour. In this work, λ will be sufficiently small that the eigenspectrum
is not modified significantly by the increased perturbation strength.
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which grows proportional to λ appears to contradict the Lorentzian result (7.2),
where WL scales with λ
2. Since the Lorentzian width W must grow with λ2, equa-
tion (7.6) can only arise if the Lorentzian is cut off at large |EA(λ)−EB|. This sug-
gests that a non-Lorentzian lineshape must be found at large λ when the Lorentzian
width WL approaches the width σW . This deviation from the Lorentzian form will
be exploited to explain the two regimes of temporal relaxation found in chapter 7.
In particular, explaining the Gaussian regime for temporal relaxation will require a
Gaussian local density of states.
There are existing results which demonstrate Gaussian local densities of states for
specific models. Izrailev and Flambaum [68, 101–104] suggest that at large λ the
local density of states has a Gaussian form for a particular many-body Hamiltonian.
The authors provide model-specific analytic results for a Gaussian local density of
states at strong coupling strength. This is found for a Hamiltonian referred to in
the above literature as the Two-Body Random Interaction model. The unperturbed
Hamiltonian H0 is taken to be a gas of non-interacting fermions, with the perturba-
tion V taking the form of a set of random interactions between the fermions in the
single-particle states. In this model, the Gaussian lineshape ultimately arises from
a Gaussian density of coupled states. Relating this to equation (7.2), the numerator
effectively takes on a Gaussian form at large enough coupling strength, and this
dominates the shape of the local density of states. The Gaussian density of coupled
states arises from contributions to the first-order energy shifts from the pairwise
interactions in the perturbation V . As these contributions are a set of independent
random numbers, the central limit theorem implies that these shifts obey a Gaussian
distribution and the width of this Gaussian scales with the magnitude of the ele-
ments of V . This Gaussian density of coupled states dominates the form of the local
density of states when the Gaussian width is similar in magnitude to the Lorentzian
width WL. While the two-body random interaction Hamiltonian does demonstrate
a crossover from Lorentzian to Gaussian behaviour, it is not able to account for
the crossover in temporal behaviour, from exponential to Gaussian relaxation, seen
in Hubbard-model systems in chapter 6. This two-body random interaction model
will not be discussed further in this chapter; in section 7.5.2, analytic results will
be presented which adopt a Dyson Brownian motion approach [105], related to the
7. Eigenstates in Brownian Motion 149
works of Wilkinson and Walker [106, 107] and also Chalker, Lerner and Smith [108].
Statistical approaches to finding parameter-dependent properties of eigenstates and
their energies [109] have many applications. Of particular interest to this work is the
Brownian motion model adopted by Wilkinson and Walker in [106] for studying the
parametric dependence of matrix elements which allows the authors to find the local
density of states. In particular, a result is obtained for the behaviour of the local
density of states for the Hamiltonian H = H0 + λH1, where both H0 and H1 are
random matrices drawn either from the Gaussian Unitary or Gaussian Orthogonal
ensembles. In the random walk through the ensemble of random matrices, the pa-
rameter λ is proportional to a fictitious time τ . This approach effectively results in a
Lorentzian lineshape for the local density of states. Similarly, the Brownian-motion
models have been used to consider the parametric evolution of energy eigenval-
ues [105, 108]. For example, in [108], Chalker et al. consider a random walk through
an ensemble of potentials corresponding to configurations of impurities in disordered
conductors. The authors use a Brownian-motion model where the motion of energy
eigenvalues in fictitious time is described by a Langevin equation which, further
to the work of Dyson [105], includes eigenstate correlations which are subsequently
related to the return probability of a diffusing electron. Ultimately the parametric
evolution of the spectral form factor for two-level correlations is found.
The work presented in section 7.5.2 also adopts a Brownian motion approach to
find an estimate of the overlaps of perturbed and unperturbed eigenstates when the
perturbation is a subsystem-bath coupling which links a bi-partite lattice model.
This approach will differ from that of Wilkinson and Walker in that it will develop
a Fokker-Planck method of solution and use a normal distribution ansatz to find
a solution for more specific coupling matrix structures, allowing a crossover from
exponential to Gaussian temporal relaxation to be elucidated.
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7.3 Distributions of Overlaps in the Hubbard
Model
In this section, numerical results for the eigenstate overlaps 〈sb|A(λ)〉 will be plotted
for the Hubbard model discussed in previous chapters 4 and 6. This model has a
Hamiltonian of the form (7.1) with the unperturbed Hamiltonian H0 = HS + HB
composed of uncoupled subsystem and bath Hamiltonians. The subsystem consists
of two lattice sites, while the bath includes seven sites. The coupling V allows
fermions to hop between the subsystem and bath lattices and completes a ring




























where ciσ and c
†
iσ respectively annihilate and create fermions of spin σ on site i,
and niσ = c
†
iσciσ is the number operator. The hopping integrals have magnitude
Jσ = J(1 + ξ sgnσ), where ξ = 0.05 is a small perturbation to destroy global S
2
spin conservation. Setting J = 1 will fix the unit of energy. Furthermore, since
the results in this chapter hope to describe generic interacting many-body systems,
the on-site interaction U will be set to U = J in the numerical results presented
briefly here. To find the overlaps 〈sb|A(λ)〉, a Hubbard model with L = 9 sites was
diagonalised for various λ.
To understand the temporal behaviour of Hubbard-model subsystems requires a
knowledge of the distribution of overlaps 〈sb|A(λ)〉 as a function of the energies Esb
and EA. Where the density of states of H0 varies little on a scale comparable with
the width of the local density of states, and provided that V has a uniform banded
structure, 〈sb|A(λ)〉 is expected to depend only upon ∆E = EA − Esb. Therefore
the probability distribution for the overlaps takes the form
P (〈sb|A(λ)〉=X) = f(X,∆E, λ) . (7.10)
This form is indeed found to hold for small λ such that σW is much smaller than
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the bandwidth. A histogram showing the distribution of overlap values for different
Esb − EA for coupling strength λ = 0.1 was shown previously in figure 5.1, in
chapter 5. It is expected that the overlaps will have mean value zero, since there is no
reason for sign preference. This was shown to be the case in figure 5.1. Furthermore,
it was shown that the overlaps are small when EA is quite different from Esb.
Figure 5.1 demonstrated that values of 〈sb|A(λ)〉 can be very large when Esb ≈ EA
as expected, with concentration of values close to zero for large energy separations.
It also shows that matrix elements are as likely to be positive as negative and, more
specifically, that for fixed Esb − EA, the distribution takes the form of a normal
distribution. A good fit to a normal distribution is found for all ∆E, suggesting











where the variance is dependent upon both ∆E and λ. This form is consistent with
the known behaviour in the limit of a very wide local density of states. In this limit,
the overlaps are no longer local in energy and the basis states |sb〉 effectively form
a random basis. This makes σ2 constant and the distribution for |〈sb|A〉|2 is the
Porter-Thomas distribution4.
When the local density of states is narrow in energy compared with the full composite
bandwidth, the shape of the local density states determines the form of temporal
evolution. In the next section, it will be made clear that Gaussian relaxation arises
from a Gaussian local density of states, while exponential temporal behaviour arises
from a Lorentzian local density of states. Estimates for σ2(∆E, λ), found by placing
values of 〈sb|A〉 in a histogram, are shown as a function of ∆E for different λ in
figure 7.1. These plots show the average values of |〈sb|A(λ)〉|2 as a function of ∆E,
found by averaging over narrow windows of ∆E. Figure 7.1 demonstrates a change
from a Lorentzian as a function of ∆E to Gaussian behaviour in the local density
of states, upon increasing the coupling strength. It is clear that the local density
of states is not perfectly symmetric about EA = Esb, and therefore not a perfect
Gaussian lineshape. However, the derivation in the next section will demonstrate
that a Gaussian local density of states with distortions results in a Gaussian temporal
4See appendix A



































Figure 7.1: Plots of the local densities of states σ2(∆E, λ) as a function of the energy dif-
ference ∆E = EA − Esb for the Hubbard model (7.9) with λ = 0.1 (top) and
λ = 1 (bottom). The results were found by fixing the unperturbed subsystem
state with two up spins S〈s| = S〈↑, ↑ | and restricting the bath states B〈b| to a
narrow window in the centre of the band. The local density of states is found
for all |A(λ)〉, as a smoothed function of EA − (εs + b), by finding the average
values of |〈sb|A(λ)〉|2 in narrow energy windows. Fits are shown to a Lorentzian
(top) and a Gaussian (bottom) with dashed lines.
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relaxation with much smaller distortions. This is because the temporal lineshape is
not simply the Fourier transform of the local density of states.
The Lorentzian behaviour is demonstrated more clearly in figure 7.2, with ordi-
nate values plotted on a logarithmic scale. Plots for different small values of λ are
shown in addition to a plot for the case of a random coupling Vr, introduced in chap-
ter 6, which is constructed as a matrix with blocks of Gaussian randomly-distributed
elements. These blocks preserve constraints which spin and particle number con-
servation place on the Hubbard coupling. The magnitude of the random elements
is set by demanding TrV 2r = TrV
2 so Hubbard and random couplings with the
same coupling strength λ may be contrasted. The Hubbard plots in 7.2 show fea-
tures in the Lorentzian tails which arise from the specific structure of the Hubbard
coupling matrix V , discussed previously in section 6.2 and illustrated in figure 6.2.
The same features are present in the local density of states at different λ, which is
consistent with the perturbative expression (7.2), which has an explicit dependence
on the matrix V . As λ is increased, such features become blurred out as the core of
non-perturbatively mixed states grows. In the case of the random coupling matrix
with λ = 0.1, there are no such features: the local density of states fits a Lorentzian
very closely down to very small values in the tails.
7.4 Subsystem Time Dependence
Having discussed numerical results for eigenstate overlaps, in this section the rela-
tionship between eigenstate overlaps and subsystem relaxation will be established.
As will be shown, exponential subsystem decay requires a Lorentzian local density
of states, while Gaussian decay requires a Gaussian local density of states. The tem-
poral lineshape will be demonstrated to be a Fourier transform of an autocorrelation
of the local density of states. In this section, a probability distribution for the time
dependence of subsystem reduced density matrix elements will be derived from the
probability distribution of eigenstate overlaps (7.11).
Before diving into the derivation, the initial state must be specified. To be consistent



















Figure 7.2: Lorentzian regime: plots of the local densities of states σ2(∆E, λ) as a function
of the energy difference ∆E for the Hubbard model (7.9) for λ = 0.05, 0.1 and
0.25, as shown on the plot. The results were found by fixing the unperturbed
subsystem state with two up spins S〈s| = S〈↑, ↑ | and restricting the bath states
B〈b| to a narrow window in the centre of the band. The local density of states
is found for all |A(λ)〉, as a smoothed function of EA − (εs + b), by finding the
average values of |〈sb|A(λ)〉|2 in narrow energy windows. Plotted in black is the
case for the equivalent random coupling matrix when λ = 0.1. A Lorentzian fit
to these points agrees very well, to the extent that it could not be distinguished
on the scale of the plot.
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with previous chapters, the initial states considered5 will be of the form






where the superposition of bath states includes all NB bath states in the energy
window spanning bl to bu . The reduced density matrix is defined by
ρ(t) = TrB (|Ψ(t)〉〈Ψ(t)|) (7.14)
where the trace is over the bath Hilbert space. For initial states (7.13), the reduced














is a restricted sum over the NB bath states selected in the initial
state (7.13), and ωAB = EA − EB.
Equation (7.15) consists of many terms of random sign. First, the relative mag-
nitudes of the different terms will be considered. This study will be restricted to
the decay of the initial-state occupation probability, ρss. This study of off-diagonal
elements, when the subsystem is prepared in an initial state with finite off-diagonal
elements, has been placed in appendix C since these are not the main focus of this
work. Setting si = s = s
′ in equation (7.15) yields the following terms which are







|〈A|sb〉|2|〈sb|B〉|2 cos(ωABt) . (7.16)



























〈A|sb′′〉〈sb′′|B〉 cos(ωABt) . (7.18)
5More general initial states may be considered. In particular the case of random bath-state
coefficients ci in the initial state




does not add any conceptual complexity, but makes a simple derivation more cumbersome.
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One can readily see that at short times t > σ −1W , where σ
2
W is the variance of the
local density of states (7.6), the positive terms dominate the contributions to ρss. It
is possible to make a brief estimate of the magnitudes of (7.16), (7.17) and (7.18)
by considering that there are ∼ NW composite levels in the width σW of the local
density of states and each overlap has magnitude ∼ 1√
NW
. The number of terms,
∼ NB, in each sum over b scales with level spacing in the same way as NW for fixed
initial bath width δB. One finds (7.16) is order
√
NW times greater than (7.17) and
NW /
√
NB times greater than (7.18) at short times. While the small Hubbard model
systems considered in the previous section are comprised of only a few sites, there
are NW ∼ 100 energy levels within the width of the local density of states, even
when λ is as small as 0.1. Therefore the contributions of fluctuations of random
sign from (7.17) and (7.18) will be neglected. This is valid even when the initial
bath state consists of a small number, NB, of bath eigenstates; it even holds when
NB = 1. However, it should be noted that at times longer than the time scale for
relaxation, (7.16), (7.17) and (7.18) all contribute terms of fluctuating sign when
A 6= B. But, the contributions from A = B dominate those with A 6= B by a factor
proportional to
√
NW , and these determine the long-time average of ρss. Therefore,
for modest system sizes, as discussed in chapter 4, temporal fluctuations from the
equilibrium state are expected to be small.
As a final remark on using (7.16) for the time evolution, it should be noted that (7.16)
will not capture the full long-time behaviour of ρss, which requires the inclusion of
all terms where A = B after long times. The values of the initial state occupation
probability at long times, which are much smaller than unity, will be neglected
from this discussion of relaxation of the initial state occupation probability6. The
long-time behaviour is not universal, while the exponential to Gaussian crossover
in relaxation is believed to be generic. For example, it was found in chapter 6 to
exist in many fermionic systems, and will be shown numerically to hold for bosonic
6This exclusion is in fact essential in order to stick to the simplest model for the overlaps, where
they are completely uncorrelated. Provided the subsystem has ds  1 energy levels, the initial-state
occupation probability will in general be of order 1
ds
, while its initial value is unity. An exception to
this is the case of the initial subsystem state being the ground state and low effective temperature.
Using equation (7.16) for the full time dependence naturally leads to a long-time average of order
1
N
, but preserves the correct unit probability at time t = 0.
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systems in chapter 8. In summary, it was shown above that ρss(t) is dominated by
the local density of states as shown in (7.16).
The aim is now to find the probability distribution for (7.16) by assuming the normal
probability distribution (7.11)









for the eigenstate overlaps. The use of this distribution is supported by the numeri-
cal evidence shown figure 5.1 and the normal distribution will also be justified later
by the method in subsection 7.5.2. To make later formulae shorter, the notation
has been made more compact with ∆EA = EA − Esb and with the λ-dependence
omitted7. This notation will be expanded again at the end of the derivation. From
this point onwards, a key assumption will be made, which is that all eigenstate over-
laps are uncorrelated. In practice, because the temporal relaxations occur on time
scales much shorter than the inverse level spacing, the generic temporal behaviour
will arise from overlaps with large energy separations. For this purpose, the generic
relaxation behaviour may be found within the assumption that the overlaps are in-
dependent random variables. As a first step, the distribution for |〈sb|A〉|2, PLDOS,
may be found:
PLDOS(Y = |〈sb|A〉|2) =
∫∫










It is worth noting that, as discussed earlier, if |sb〉 form a random basis, σ2∆E is
constant and (7.20) becomes a Porter-Thomas distribution8, as expected. Next, the
7The distribution is also implicitly dependent on the subsystem state, s, since it is the differing
number of bath states for each subsystem state, for a particular composite-system energy, which
gives a thermal distribution. However, since there is only one subsystem involved in (7.16), this
will be omitted from the notation for σ2∆E in this section. Furthermore, the long-time thermal
behaviour has been neglected in equation (7.16)
8See appendix A




































Since P2 is the distribution for a sum over a large number of independent random
variables, a Lyapunov central limit should exist. This is discussed in appendix B.
To pursue a central-limit argument, the Fourier transformation
P˜2(k) =
∫
dV exp(ikV )P2(V ) (7.23)































k − 4σ4∆EAσ4∆EBk2 +O(k3)
)
(7.25)
where the truncation at second order assumes that there are enough terms in the
sum over b for a close approximation to the central limit. Upon exponentiat-























































7. Eigenstates in Brownian Motion 159
Since (7.29) also involves a sum over independent Gaussian-distributed variables, a
Lyapunov central limit also exists. Taking the Fourier transform as before, expand-
ing the logarithm to second order, exponentiating and inverting the transform as


























There are two main observations about this result. The first concerns Z(t), which,
upon inserting MAB from (7.27) takes the form












dω g(ω) cos(ωt) (7.34)


























2(EA − ω) . (7.37)
In the penultimate line, functional dependence of σ2 on energy is shown explicitly
once again and the density of states ∆−1 is introduced. Interestingly, as is clear in
the last line, the temporal relaxation is independent of the width of the initial bath
state, and depends only on λ, which determines the form of σ2(∆E). Furthermore,
the temporal lineshape is determined by a frequency spectrum which is itself an
autocorrelation of σ2(∆E). Both the Lorentzian and the Gaussian distributions are
closed with respect to convolutions. Therefore, Gaussian and Lorentzian lineshapes
for the local density of states respectively give rise to Gaussian and exponential
temporal relaxation. Furthermore, autocorrelation of a distorted Gaussian results
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in a lineshape which is closer to a Gaussian curve9. This explains why a noticeably
distorted Gaussian local density of states, such as that shown in figure 7.1, still
constructs a time dependence which is very close to Gaussian.
While the above results for Z(t) could have been more readily found by just consid-
ering the expectation value of the time dependence without deriving a probability
distribution, this would not give insight into the size of fluctuations. The size of
fluctuations from the expected lineshape may be inferred from Σ, which has a mag-
nitude which scales with ∼ N−1W N
− 1
2
B times Z(t), where there are ∼ NW composite
eigenstates in the energy-width of the local density of states. With increasing λ, the
local density of states broadens so that the number of levels NW increases. There-
fore, in systems of moderate size at moderate λ, temporal fluctuations are expected
to be small even if there is just NB = 1 initial bath state. However, when the local
density of states is narrow so that NW is small, as is found at small coupling, in-
creasing NB can reduce temporal fluctuations. While the normal distribution for P2
in (7.26) was based on the assumption that there is a large number of bath states,
even if there is just one bath state, the final result (7.30) is not dependent on this
assumption. Because the central limit theorem is used again, Pt follows a normal
distribution even if P2 does not.
Finally, it should be noted that from (7.34) and (7.37), the expectation value of the
temporal evolution, Z(t), may be expressed






exp(i∆E t) σ2∆E . (7.39)
The temporal decay of the initial-state occupation probability is dependent essen-
tially on the quantity σ2∆E , the variance of eigenstate overlaps 〈sb|A〉 as a function of
the energy difference ∆E = EA −Esb. When the initial state has finite off-diagonal
reduced density matrix elements, the temporal decay of these matrix elements is
also found from σ2∆E , as discussed in appendix C.
9See Appendix D for details of this claim
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7.5 A Brownian motion model for the Lorentzian
to Gaussian crossover
7.5.1 Introduction
In this section, the main result of the chapter will be derived. Having explored the
relationship between temporal relaxation and the eigenstate overlaps 〈sb|A〉, it is
clear that the shape of the overlaps as a function of EA − Esb is fundamental in
understanding temporal relaxation. The result of this section will be a derivation
of the crossover from exponential relaxation at weak coupling strength λ  1 to
Gaussian decay when λ ? 1 for a particular structure of random coupling matrices,
chosen to mimic the Hubbard-model coupling.
Before embarking on an explanation of the Brownian motion model, the structure
of the coupling matrix for a Hubbard ring should be discussed, to make clear the
approximations which will be made in considering the random matrix model. As has
been discussed in chapter 6 in section 6.2, the coupling matrix takes the form of a
banded random matrix. A characteristic subset of the coupling matrix elements was
plotted in figure 6.2, where it is clear that the coupling matrix takes a banded form.
The energy width of the band is close to 4J , which is the single-particle bandwidth
for a tight binding model. This arises because the coupling Hamiltonian couples the
subsystem and bath by hopping a single spin from the subsystem to the bath, or
vice versa. Provided the system is not in a regime where U  J , the presence of
interactions does not destroy the banded form of the coupling matrix; the band is
broadened by interactions but, from figure 6.2, at U = J the broadening is small
compared with 4J .
In the random matrix model to be studied, a banded coupling matrix will be con-
sidered where all non-zero matrix elements are uncorrelated and random Gaussian
distributed numbers with mean zero. The Hubbard model has one other restriction
on the coupled states, which is that diagonal terms in the coupling are zero. This
restriction will be relaxed to keep the following results completely general. Fur-
thermore, this restriction is not thought to be significant since there are around
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4J
∆ ·N ∝ N
2
logN coupling matrix elements
10, of which only N fall along the diagonal
of the matrix. Because of this generality, the following arguments therefore ap-
ply equally to other banded random-matrix models, such as the two-body random
interaction model [102] discussed earlier.
Now, and for the remaining part of this section, the Brownian motion model will be
discussed. The principle of the method is to construct a random coupling Hamil-
tonian by summing the contributions from several small random couplings. If each
small random coupling Hamiltonian has coupling strength given by δτ , the com-
bination of n such random Hamiltonians is another random Hamiltonian with, on
average, λ =
√
n · δτ = √τ . Like λ, the fictitious time τ is dimensionless. This





Figure 7.3: A schematic diagram illustrating a random walk through an ensemble of coupling
matrices where the Hamiltonian is a function of fictitious time τ , related to the
coupling strength λ via λ2 = n · δτ = τ .
perturbations allows, for each small perturbation, the effect on the eigenstates to be
captured accurately by including terms to second order in the perturbation. Upon
10See section 5.4 in chapter 5.
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repeating this procedure for subsequent small perturbations, it is possible to find
the eigenstate overlaps at bigger coupling strengths provided the behaviour does
not depend on specific details of individual coupling matrix elements, only on their
average magnitude. It will be shown later that, when considering the contributions
from many small, random, banded coupling matrices, the final coupling matrix is
indeed a banded matrix. The dimensionless parameter τ will be referred to as fic-
titious time because of the analogy with classical Brownian motion in space where
the distance a diffusive particle travels scales with the square root of real time. As
will be demonstrated, the correspondence with Brownian motion may be pursued
much further.
7.5.2 The Method
In order to proceed with the method, first the Hamiltonian must be defined in terms
of the fictitious time τ . The general form for the Hamiltonian is
H(τ) = H0 +
∫ τ
0
dτ ′V (τ ′) (7.40)
where V (τ) has matrix elements VAB(τ) = 〈A|V (τ)|B〉 with zero mean 〈VAB(τ)〉





= cAB (δAC δBD + δAD δBC) δ(τ − τ ′) (7.41)
where the sum of pairs of Kronecker deltas arises because the coupling matrix is a





dτ ′ VAB(τ ′) (7.42)



























(EA − EB)2 |B〉 (7.43)
where the states |A〉 are implicitly τ -dependent. The last two sums are zero upon
inserting equations (7.41) and (7.42). Therefore, the remaining terms second-order
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in δV all act to reduce the norm of |A〉 and the magnitude of this reduction arises
from a sum over O(N) random variables. So it is reasonable to take the ensemble
average of the second term. No such ensemble averaging is possible for the first term,
since the admixture of all of the other eigenstates |B〉 is such that the magnitude
of each depends on a single random matrix element. Using equations (7.41), (7.42)

















(EA − EB)2 |A〉 . (7.44)





= (δAC δBD + δAD δBC) δ(τ − τ ′) . (7.45)
Equation (7.44) now takes the form of a generalised Langevin equation. Since each
of the N eigenstates is an N -dimensional object, there are N2 scalars involved in
solving the above equation. However, ultimately it is the eigenstate overlaps 〈sb|A〉
which will be of interest. The Langevin equation describes an N -dimensional process
when taking the overlap of both sides of the equation with a specific bra vector 〈sb|.
This is because the N objects 〈sb|A〉 which evolve in fictitious time are numbers,
rather than N -dimensional vectors. Therefore, using the uncoupled eigenstates as a
basis, a particular component (such as that found by overlapping with a specific 〈sb|)
of all perturbed eigenstates may be found. To simplify the notation, the definition
XA ≡ 〈sb|A〉 (7.46)
















(EA − EB)2XA . (7.47)
So far, the parametric evolution of energy eigenvalues EA has not been discussed.
The random impulses in fictitious time V (τ) also lead to stochastic motion of the
eigenvalues [108], with shifts due to perturbations δV given, up to second order, by




EA − EB (7.48)
However, unlike the Langevin equation for eigenstate overlaps above, the stochastic
impulses which drive the motion of eigenvalues in fictitious time arise from diagonal
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elements δVAA. In effect, the set of stochastic forces which determines the eigenstate
evolution is separate from the set which governs the eigenvalue motion. As Wilkinson
and Walker point out [106], this means that the equations of motion for eigenstates
and eigenvalues are effectively decoupled. This allows the eigenstates to be evolved
in fictitious time and an average over the ensemble of eigenstates to be performed
separately from the eigenvalues: in the Langevin equation for the eigenstate overlaps,
averaged eigenenergies can be used. This is possible over a range of fictitious times
because the fictitious-time dynamics of the energy levels exhibits spectral rigidity:
levels undergo continual mutual repulsion and the level-number variance in a given
interval is proportional to the logarithm of the number of levels. This is in stark
contrast to the linear proportionality of Poisson-distributed levels. The derivation
will now return to the problem of eigenstate evolution in fictitious time, pursuing a
different method from Wilkinson and Walker in [106].
As the distribution of overlaps 〈sb|A〉 as a function of EA−Esb is the ultimate aim,
it is useful to obtain a deterministic equation for the distribution for the overlaps
XA, rather than a stochastic equation for each overlap. Fortunately there is a
prescriptive method to find the deterministic equation, which is, by analogy with













(DABP ) . (7.49)
The origin of this Fokker-Planck equation from the Langevin equation (7.44) is
outlined in appendix E. In the Fokker-Planck equation, P = P (X1, X2, . . .) is the











(EA − EB)2XA , (7.50)




















(EA − ED)(EB − ED)δAB (7.51)
The second term sums all the overlaps XD. Provided that the energy-width of
these overlaps is significantly wider than the mean level spacing, ∆, the second
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term dominates the first term above, and the diffusion tensor becomes effectively
diagonal. This is because there are ∼ NW levels within the width of the local density
of states, so the sum over D above makes the diagonal parts ∼ NW times bigger
than off-diagonal parts.
In section 7.3, it was found numerically that the distribution for overlaps takes the
form of a normal distribution with a variance dependent on the energy difference
∆EA = EA − Esb. With this insight, the normal distribution ansatz













where σ2∆EA = σ
2
∆EA
(τ), may be substituted into the Fokker-Planck equation (7.49).




















While this is not a closed-form equation for σ2∆EA , further approximations may be
justified providing each eigenstate overlaps with many unperturbed eigenstates such
that the width of the overlaps σW is much larger than the level spacing ∆. In this

















owing to the large number of terms in the sum. The equation of motion for




















This equation can also be derived from the Langevin equation directly [106], and
it also holds for the case of unitary, rather than orthogonal, coupling matrices. In
the case of unitary matrices, it can be shown that the approximation, made here
by neglecting the off-diagonal parts of the diffusion tensor, is not necessary. Having
twice relied on the caveat that the local density of states be wide compared with
the level spacing ∆, this restriction will now be the justification for considering
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a continuum limit. In the continuum limit, for banded matrices where cAB is a
function of EA − EB, the associations







may be made. It will be shown in the next subsection that c(E) turns out to be
∆-independent for the local subsystem-bath couplings such as those in the Hubbard
model.
Equation (7.55) is translationally invariant in energy space and so may be diago-





exp(i∆E t) σ2∆E . (7.58)
In the time basis, equation (7.55) may be written
∂σ˜2(t)
∂τ
= Λ(t) σ˜2(t) . (7.59)
Here Λ(t) is the Fourier transform of c(E)
E2
and Q is simply the sum of c(E)
E2
over







′t − 1) (7.60)
In the equation above, Λ(t) gives both terms on the right-hand side of (7.55) in
the t basis. The function R(E) is the two-level correlation function for eigenenergies
separated by energy E, which accounts for the repulsion between neighbouring levels.
At this point it should be noted that these integrals, together, converge for any
(finite) c(E) because R(E) scales as E1 for orthogonal matrices (and E2 for unitary
matrices) for small E [69]. However, since the temporal behaviour of interest occurs
on time scales much shorter than ∆−1, the details of how R(E) falls to zero at small
energies will not be significant to the final result. So for simplicity of computing the
integrals (7.60), a cut-off on the scale of the level spacing will be used. This will be
incorporated into c(E).
Completing the derivation requires a specific choice for c(E) to be made. Imposing
the structure of a banded coupling matrix, with all elements in the band taking
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the same average magnitude, c(E) is chosen to describe a banded matrix with the
half-width of the band given by W :
c(E) =

 c if ∆ ≤ |E| < W0 otherwise. (7.61)
The lower cut-off ∆ is chosen to approximate the two-level correlation function,
which falls from a constant to zero on an energy scale ∼ ∆ as described above.



















Proceeding to solve the diagonalised equation of motion (7.59) for σ˜2(t, τ) in fictitious
time, one finds
σ˜2(t, τ) = e−2cτ{t Si(Wt)− 1W [1−cos(Wt)]−t Si(∆t)+ 1∆ [1−cos(∆t)]} (7.64)
where the initial condition in fictitious time σ˜2(t, τ = 0) = 1 has been imposed by
considering that, for τ −→ 0, the energy-width of σ2∆E becomes increasingly close to
a delta function in energy. The initial condition in physical time σ˜2(t = 0, τ) = 1 has
also been applied. It has not been demonstrated that the coupling matrix produced
by a random walk, with each step a banded random matrix, is ultimately a banded
matrix. This is discussed in appendix F, where it is shown that the method described
above really does produce random coupling matrices which are banded.
A couple of quick observations may be made about the result (7.64). Firstly, at
times t  ∆−1, σ˜2(t) is independent of ∆ as expected. Secondly, if W −→ ∞, the
Wilkinson and Walker result [106] is found, where σ˜2(t) is an exponential, such that
σ2∆E is of Lorentzian form, with the Lorentzian width proportional to τ :
σ2∆E=EA−Esb =
cτ∆
(picτ)2 + (EA − Esb)2 . (7.65)
Comparing 2cτt and Wt in the exponent of (7.64), one can see that this Lorentzian
also holds for finite W when τ  W2c . This is because for times t 1W , Si(Wt) = pi2
7. Eigenstates in Brownian Motion 169
and, for times up to 1W , no significant temporal decay of σ˜
2(t) has occurred. So for all
times, σ˜2(t) appears exponential. However when τ > W2c , (7.64) becomes Gaussian.
This is because at times t < 1W ,
{




and, for times beyond 1W , σ˜
2(t) has decayed virtually to zero. In this case σ˜2(t)










2(2cτW ) . (7.66)
In between these regimes, when τ > W2c it is possible observe Gaussian behaviour in
σ˜2(t) up to t ∼ 1W , with an exponential tail appearing beyond this timescale. In the
next section these results will be considered in the context of the Hubbard model
and temporal relaxation rates will be compared with those found perturbatively and
numerically in chapter 6.
7.5.3 Relation to the Hubbard Model
In order to relate the problem to the Hubbard model, τ will be related back to λ, as
was illustrated in figure 7.3, via λ2 = τ . To set the correct scaling for λ, the value
of the constant c must be determined. This may be found by considering the trace
of V 2 in different bases. First it may be noted that for an N-dimensional Hilbert
space, from the definition of c(E) with ∆W ,
Tr(V 2) = N
∫
dE c(E) = 2NWc . (7.67)
As was shown in chapter 5, the trace is most easily evaluated in the Fock basis |Fi〉,
where spins are localised on different lattice sites. The trace was evaluated in terms




|〈Fi|V |Fj〉|2 = 2NJ2 (7.68)
at half filling with equal numbers of spin-up and spin-down fermions. Equat-
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where for the Hubbard model, the half-width of the coupling-matrix band isW ' 2J
when U > J . As promised in the previous subsection, this is independent of the
level spacing ∆ and wholly independent of system size.
Exchanging τ for λ2, inserting the magnitude of non-zero coupling matrix elements
and using, from (7.38), the result Z(t) = |σ˜2(t)|2 from the end of the previous
section, the expectation for the time dependence is
〈ρss(t)〉 = Z(t) = e−
4λ2J2
W [t Si(Wt)− 1W (1− cosWt)] . (7.70)
At times t  ∆−1 over which the temporal relaxation occurs, the result is ∆-
independent. Furthermore, the result captures the crossover from exponential to
Gaussian relaxation since, for λ W2J ,




while for λ ? W2J ,
〈ρss(t)〉 = Z(t) = e−Γ2t2 , where Γ =
√
2λJ . (7.72)
These are the principal results of this chapter. They show that the exponential rate
γ is proportional to λ2, while the Gaussian rate Γ is proportional to λ. The coupling
strength characteristic of the crossover is λ ' 1 for a Hubbard-model coupling when
U > J . More significantly, results (7.71) and (7.72) are identical to the perturbative
and short-time expansion results (6.36) and (6.38) in chapter 6. Those results,
respectively for the Fermi golden rule rate γFGR and short-time quadratic rate Γshort,
were also made under the assumption of a constant average coupling matrix element
within the band of half-widthW . However, while the chapter 6 results apply only at
short times, the main results above give the full temporal lineshape and the crossover
between exponential and Gaussian regimes. In chapter 6 it was also conjectured
that the crossover to the Gaussian regime occurs when Γt1 ∼ 1. Here t1 = 12W
is the inverse bandwidth for λ = 0 eigenstates coupled by V . Using (7.72) the








' 0.35. Therefore, upon reaching the point where Γt1 ≈ 1,
Gaussian behaviour is indeed found.
Finally, some comparisons may be made between the full solution (7.70) and nu-
merical time evolutions for the Hubbard Hamiltonian explored in chapter 6 to check
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the validity of (7.70). These are plotted together in figure 7.4. The Hubbard-model
results are shown for a composite energy in the bath, while the Brownian-motion
curves are essentially an average over all composite energies and all initial states.
Because of this, the relaxation rates are similar but do not agree exactly. To al-
low comparison of the form of the decay, more than one value of λ is plotted for
the Brownian-motion results in several of the graphs. As discussed initially, the
Brownian-motion curves do not capture the finite long-time behaviour, but aside
from this, agreement with the results from exact diagonalisation is good. In partic-
ular, the Gaussian form at short times with long exponential tails is seen in both
cases within the crossover region. The fluctuations in the Hubbard-model results
at small λ are associated with the slightly striped structure of the coupling matrix,
illustrated in figure 6.2, and apparent from the local density of states in figure 7.2.
These could, perhaps, be found to fit better if this slightly striped structure were
incorporated into the Brownian-motion model using an undulating c(E) in (7.61).
7.6 Scaling with System Size and Dimensionality
The results of the previous section demonstrate exponential and Gaussian behaviour
about a crossover of λ ' 1, with decay rates and crossover independent of system
size. This is consistent with numerical results at the end of chapter (6), where
it was found that bath size has very little effect on the Gaussian relaxation rate.
This is interesting as it suggests that exponential and Gaussian decay of prepared
states should be observable in small subsystems of generic one-dimensional lattice
models. This is expected for both fermions and bosons, as the above derivation in
the previous section placed no requirements on particle statistics. This is consistent
with the numerical results for bosons in chapter 8.
For single-band Hubbard-model baths of higher dimension, the previous analysis
still applies, but with a modified coupling strength. The coupling matrix is still a
banded matrix with a bandwidth given by a (dimension-dependent) multiple of J .
Considering, in higher dimensions, the subsystem to be within a cubic lattice, with
λ = 1 corresponding to all coupling links taking hopping integrals of magnitude J ,











Hubbard λ = 0.1











Hubbard λ = 0.35
Brownian λ = 0.5











Hubbard λ = 0.5
Brownian λ = 0.75











Hubbard λ = 2
Brownian λ = 2
Brownian λ = 3
Figure 7.4: Plots comparing the empirical initial-state temporal relaxation in the Hubbard
model, for composite energy E0 = 1.77 with two up-spins initially on the subsys-
tem, with the Brownian-motion model result (7.70) for different λ, as labelled.
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where l is the number of links between the subsystem and bath. This result is
a straightforward generalisation of equation (7.69). This suggests that up to a
multiplier in relaxation rate of the order of the dimension, the same generic behaviour
is found for local subsystems within a lattice of any dimension.
Finally, some comments will be made about the behaviour of extensive subsystems
in lattices of different dimension. Firstly, consider a one-dimensional subsystem
consisting of many sites within a Hubbard ring. The decay of the initial state
is expected to be that given above in equation (7.70), as this is independent of
the subsystem size. However, unlike for point-like subsystems, the time scale for
thermalisation is much longer than the time scale for the decay of the initial state. In
the case of such longer subsystems, within the initial decay time it may be expected
that only the sites close to the coupling links will have relaxed. So while the decay
of the initial state is subsystem-size independent, the time scale for thermalisation
is expected to increase with subsystem size.
For a subsystem which takes the form of a line of lattice sites within a two- or
three-dimensional lattice, from (7.73) and (7.70), both γ and Γ2 are proportional to
the length of the line and therefore the initial-state relaxation occurs with a rate
which would become immeasurably fast for macroscopic systems. The situation is
worse for a subsystem consisting of a plane of lattice sites in a three-dimensional
lattice since, in this case, γ and Γ2 are proportional to the area of the plane. In
both of these cases however, it is not clear that this should be the time scale for
thermalisation; it is just the time scale for the initial state to decay. Moreover, for
extensive subsystems with vanishing subsystem level spacing, it is not clear whether
this is a physically measurable quantity.
In summary, the Brownian motion model provides an explanation for the crossover
from exponential to Gaussian thermalisation dynamics in local subsystems in generic
lattice models of any dimension with itinerant particles. In extensive subsystems,





This chapter will seek to explore the generality of numerical results established in
the previous chapters 4 and 6 for itinerant, interacting fermions on a lattice, in
pure states, by investigating whether results also hold for bosons. Specifically, this
chapter will seek to ascertain whether the thermalisation of subsystems in Bose-
Hubbard lattices demonstrates the same behaviour, as a function of the coupling
strength between subsystem and bath, that was seen for fermions in chapter 4. It
will also explore whether a crossover from exponential to Gaussian relaxation to
the thermal state exists, when increasing the coupling strength, since this was the
principal result for the Hubbard-model fermions studied in chapter 6.
The rest of this chapter will be divided into three sections: first, the Hamiltonian
and form of the initial pure states will be discussed. In the following section, nu-
merical results for the thermalisation of subsystems of Bose-Hubbard lattices will
be explored. Finally, results for the temporal relaxation of initial states will be
discussed.
174
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8.2 The Bose-Hubbard Hamiltonian and initial
product states
The Hamiltonian for the bipartite closed quantum systems to be studied takes the
form
H = HS +HB + λV (8.1)
where HS and HB are, respectively, Hamiltonians acting on the subsystem and
the remaining bath part of the lattice. Their respective eigenstates are |s〉S and
|b〉B, with energies εs and b. The coupling Hamiltonian V acts on both subsystem
and bath Hilbert spaces and is scaled by the dimensionless parameter λ, which
controls the coupling strength. At λ = 0, the eigenstates of H are product states
of component eigenstates |sb〉 = |s〉S ⊗ |b〉B with energy Esb = εs + b. For the
Bose-Hubbard rings which will be explored in this chapter, the components of the
Hamiltonian for the composite system are
HS = −J(a†1a2 + h.c.) +
U
2

















where ai and a
†
i respectively annihilate and create spinless bosons on lattice site
i. The number operator is defined by ni = a
†
iai. Setting the hopping integrals
J = 1 will set the unit of energy and, as for the results in the chapter1, the on-site
interaction will be set to U = J . The subsystem consists of two lattice sites, while
the bath is formed of the remaining nine sites on the 11-site Hubbard ring. In this
chapter, the model will be studied with 7 bosons. In this case, the total Hilbert space
dimension is 19 448, with 36 subsystem states and a total of 11 440 bath states. The
specific choice of system size and the number of bosons on the lattice was made
to maximise the Hilbert-space dimension while still allowing for numerical exact
diagonalisation2. The Hilbert space dimension of the composite system is similar to
1This chapter seeks to establish results for generic interacting Bose systems, without ploughing
through the myriad possible variations to the Hamiltonian which were considered for fermions in
chapters 4 and 6.
2For a given Hilbert-space dimension, the same relaxation behaviour has been found across a
range of lattice filling fractions. The results presented are not believed to be particularly sensitive
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that for the fermionic systems considered in chapter 4.
The initial states which will be considered will be a particular set of product states
with well-defined bath energy. These will take the form





where the bath state is a superposition of B eigenstates within a window spanning
the bath eigenstate indices from bl to bu. This spans a range in energy of width δ,
and in the results to be presented in subsequent sections, this width will be set to
δ = 0.5. The bath states set the composite energy, E0of the initial state.
The time evolution of the subsystem will be found by time evolving the reduced
density matrix
ρ(t) = TrB(|Ψ(t)〉〈Ψ(t)|) . (8.6)
When a steady state is found at long times, the equilibrium reduced density matrix








When assessing the closeness of r to the thermal state, the definition of the thermal
state, ω, is
ω = TrB(Ω) (8.8)






where the prime on the sum indicated that it sums the D eigenstates3 with energies
Esb where E0 − 12δE < Esb ≤ E0 + 12δE.
to the filling fraction when its effect on the Hilbert-space dimension is accounted for.
3In practice, to find Ω(E0) as a smooth function of E0, a Gaussian window for f(Esb), with
width δE, is used numerically rather than a rectangular window.
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8.3 Thermalisation
In this section, the results for the thermalisation of two-site subsystems of Bose-
Hubbard lattices will be presented. These results provide a short counterpart to
the results for fermions in chapter 4. First, it will be demonstrated briefly that
the subsystem reaches a state close to equilibrium at long times, so as to justify
subsequent use of time averaging. Plots of the temporal relaxation of the initial
state ρss(t) = S〈s|ρ(t)|s〉S are shown in figure 8.1, for the initial state |s〉S = |0, 0〉S
with zero particles on the subsystem, at coupling strengths λ = 0.1 and λ = 1. The
plots show that after the initial relaxation, temporal fluctuations remain small. It is
found quite generally that, provided that the coupling strength does not become very
large compared to unity (when the composite spectrum develops features dominated
by the energy scale λJ), the subsystem reduced density matrix is diagonal at long
times with only small temporal fluctuations.
Next, the questions of closeness to the thermal state and initial-state independence
will be addressed. Consistent with the quantities defined in section 4.3, a measure






〈|rss − ωss|〉 (8.10)










〉− 〈rss〉2] 12 (8.11)
will be employed in this section. Unlike in chapter 4 where 〈. . .〉 denoted an average
over all initial subsystem Fock states, here the notation 〈. . .〉 refers to an average
over the 10 initial subsystem states with between zero and three localised particles.
The reason for this choice is because of the possibility for large subsystem occupation
numbers which exist in bosonic systems. The initial states with four or more particles
on the subsystem lattice sites leave three or fewer particles in the bath. This severely
limits the range of initial-state energies E0 which may be constructed, because the
many-body bath bandwidth and the number of bath eigenstates with three or fewer
particles is small. Therefore, to preserve a large number of bath states in the initial
state, as well as keeping flexibility of the initial state energy, the above restriction





















Figure 8.1: Plots of the temporal relaxation of the initial subsystem state occupation prob-
ability ρss(t) for the initial state 8.5 with zero bosons on the subsystem, |0, 0〉S .
Shown top is the case of a Bose-Hubbard model with coupling strength λ = 0.1,
with case of λ = 1 shown below.
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was applied4.
Plots of σω and ∆r as a function of λ are shown in figure 8.2 for the composite
energies E0 = 0 and E = 2. These energies correspond to finite positive subsys-
tem temperatures, as the centre of the composite band is at E0 ≈ 3.5. The same
trends are seen as were seen for fermions in section 4.3, where there is a broad min-
imum in each curve as a function of λ indicating that the subsystem thermalises
independently of the initial state. Much the same as for Hubbard-model fermions,
there is a threshold λth ' 0.1 below which thermalisation does not occur. This may
be associated with the finite level spacing, setting a minimum energy scale below
which the coupling does not significantly perturb the eigenstates from subsystem
and bath product states. At such small coupling strengths, there can be no signifi-
cant departure from the initial state: virtually complete memory of the initial state
exists, preventing any approach to a thermal state. The scaling of λth is explored
in chapter 5.
At large coupling strengths λ  1, a deviation from the thermal state is also seen.
The initial deviation from the thermal state may be attributed to significant broad-
ening of the density of states at large λ, giving rise to a higher effective temperature.
As the coupling strength is further increased, the subsystem does not relax to a
steady state. Because the coupling link dominates the Hamiltonian, oscillations are
seen with angular frequency λJ . This behaviour is qualitatively identical to that
seen for fermions, which might be expected since the initial states are constructed
from composite eigenstates higher in energy than any strongly-correlated ground
states.
4Interestingly, thermalisation at a specific composite energy E0 is still seen to hold with just one
or two particles in the initial bath state. However, the initial subsystem state virtually fixes the
energy E0 and this is generally very high owing to the large number pairwise interaction between the
five or six particles on the two subsystem sites. Curiously, for the small quantum systems studied
here, unexpected results occur when the subsystem is prepared in its ground state with many
particles and the bath is prepared close to its ground state with correspondingly few particles. The
resulting equilibrium subsystem state at long times then has negative temperature, despite the
closeness to the particle-number-restricted ground states of both the subsystem and bath in the
prepared initial state.
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Figure 8.2: Plots of the distance to the thermal state σω (top) and dependence on the initial
subsystem state ∆r (bottom) as a function of coupling strength λ. Plotted are
the composite energies E0 = 0 and E0 = 2, as labelled.
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8.4 Temporal Relaxation
Having demonstrated that the thermalisation behaviour is the same for bosons as
was found for fermions, provided the possibility of large subsystem occupations is
considered, the dynamics of thermalisation in bosonic systems will now be investi-
gated. One of the principal results of chapter 6 was a crossover from exponential to
Gaussian decay of the initial-state occupation probability. This is also found for the
Bose-Hubbard model, as is shown in the two characteristic plots in figure 8.3. The
top plot shows the temporal relaxation of the initial state |0, 0〉S , with no bosons in
the subsystem and a coupling strength λ = 0.075. A fit to the exponential curve is
found via
e(t) = C e−(t−t0)/τ + 1−C , (8.12)
where C and 1τ are fitting parameters, and the initial rate is given by γ =
C
τ . This
fit is also shown on the plot. Also shown, in the lower plot, is the case of the
homogeneous Bose-Hubbard ring, λ = 1. In this case, the relaxation at short times
appears Gaussian, and a fit is given using the function
G(t) = Ae−Γ
2t2 + 1−A (8.13)
with fitting parameters A and Γ.
In chapter 6, it was demonstrated that the Gaussian rate Γ agreed well with the


















This is valid for initial states (8.5) with initial subsystem state |si〉S . While this
rate is proportional to λ, at weaker coupling strengths, and for a time greater than
t1 ' 14J , it was shown in section 6.3 that a Fermi golden rule regime exists. In this
regime, time-linear behaviour is found with a rate γFGR which is proportional to λ
2.





dt′[P1(s|si = s)(t′)− 1] , (8.15)





















Figure 8.3: Plots of the temporal relaxation of the initial state occupation probability ρss
(solid lines). The initial state |s〉S = |0, 0〉S is considered for λ = 0.075 (top)
and λ = 1 (bottom) and plotted in red. The composite energy is E0 = 0. Also
plotted are exponential (top) and Gaussian (bottom) fits in dashed lines (see
main text for details).
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where P1(s|si = s) is the perturbative expansion for ρss(t) to second order in λ,
when |s〉S = |si〉S is the initial subsystem state:
















In figure 8.4, values of Γ and γ, from curve fitting to exact temporal relaxation
data, are plotted. Good agreement is found with the short-time rates Γshort and
γFGR found for the Bose-Hubbard model system considered here. As was found for
fermions, a crossover occurs with exponential behaviour found for small couplings
λ > λexp = 0.075 and Gaussian behaviour found for λ ? λGauss = 0.75. For
couplings where λexp < λ < λGauss, the behaviour appears Gaussian at short times
with exponential tails present at longer times.
In summary, qualitatively identical relaxation behaviour is seen for bosons as was
demonstrated for fermions in chapter 6. The relaxation rates and position of the
crossover from exponential to Gaussian form are quantitatively similar to the Hubbard-
model results found for fermions. This is entirely consistent with the results estab-
lished in great generality in chapter 7.












Figure 8.4: A comparison of the fits to the exact time dependence and the theoretical values
at short times. Shown in squares are the exponential rates γ when E0 = 2 (solid)
and E0 = 0 (unfilled). The Gaussian rates Γ are plotted as triangles, with both
E0 = 2 (pointing up) and E0 = 0 (pointing down) shown. The corresponding
lines through the respective points show the short-time rates γFGR and Γshort.
9. Conclusions
The conclusions of this thesis will be summarised in this final chapter. Thermalisa-
tion has been demonstrated for local subsystems in small Hubbard-model clusters,
prepared in pure states with definite energy. Thermalisation was found indepen-
dently of microscopic details of the initial state, with the thermal state depending
only on macroscopic details of the composite closed system — the composite energy,
particle number and secondary spin quantum number for the entire closed system.
The thermal state was found at long times for a range of coupling strengths: scal-
ing arguments were presented to show that this range increases with system size
such that, in the limit of very large baths, a negligible coupling strength would be
sufficient for thermalisation.
The effects of interactions were considered and, in the case of a non-interacting
system, the lack of thermalisation was explained by the hugely enhanced coupling
threshold for perturbative mixing between the zero-coupling eigenstates. The scaling
of thermalisation behaviour was also explored in the context of the eigenstate ther-
malisation hypothesis. This employed generic results for eigenstate overlaps at weak
coupling which were, themselves, derived using a Brownian motion model. Thermal-
isation was found to be independent of the number of bath eigenstates within the
initial state; this is a finding which is consistent with the eigenstate thermalisation
hypothesis and a result that was explained using the results for eigenstate overlaps.
This work also included a study of the form of the temporal relaxation to the initial
state. The decay of the initial-state occupation probability was found to exhibit a
crossover from the familiar exponential decay associated with Markovian relaxation
schemes to a Gaussian form. The latter occurs when the time scale for hopping
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between the subsystem and the bath is at least as large as the time scale for hopping
between bath sites, and as such is clearly non-Markovian relaxation. This was
derived using a Brownian motion model for banded random coupling matrices. The
crossover between exponential and Gaussian relaxation is shown to occur when the
coupling strength becomes comparable to the width of the band in the banded
matrix. At least for the Hubbard model, this is essentially a restatement of the
Markovian condition, since the coupling bandwidth is the single-particle bandwidth,
which determines the range of bath kinetic energies.
The Brownian motion model provides results which agree well with the numerical
results and which agree identically with perturbative results at short times. The
Gaussian behaviour, although not predicted before its observation, turns out to be
quite general. The existence of the regime only requires a finite coupling bandwidth
and the rate is only dependent on the average magnitude of coupling matrix ele-
ments. This generality was shown numerically by considering random couplings,
different lattice topologies, different interaction strengths and indeed different par-
ticles, when considering the Bose-Hubbard model. Furthermore, for lattice models
where the subsystem is point-like such that it does not scale with system size, the
relaxation rate is also independent of system size. Therefore it is believed that the
crossover from exponential to Gaussian behaviour could be observed experimentally
for local measurements of lattice-site occupation using a quantum gas microscope.
Of the many future directions which may be pursued, establishing clear links to
experimentally-observable quantities is the most pressing. Since the quantum gas
microscope can measure site occupation modulo two, a possible experiment would
be the preparation of a few singly-occupied lattice sites in an optical lattice with
very low filling fraction. In such a case, since double occupancies are rare, the expo-
nential and Gaussian decay of the initial state should be measurable. Other further
work will include developing a method to study the temporal increase in occupation
probabilities of subsystem eigenstates not in the initial state. The temporal relax-
ation when the coupling is time dependent, be it oscillating or slowly increased, is
also of interest experimentally. A greater understanding of the temporal behaviour
at large coupling, when a steady state is not achieved, is also desirable: in particular,
it is an aim to extend the Brownian-motion model to such cases.
A. Porter-Thomas
Distribution
Referred to throughout the thesis as a reality check on the local density of states
in the limiting case where eigenstates |A〉 are represented in a random basis |ri〉,
the Porter-Thomas distribution will now be given for reference. The distribution
arises in random-matrix theory to describe the distribution of components of eigen-
vectors in a random basis [69] when time-reversal symmetry exists. For this case,
the eigenvectors components 〈ri|A〉 are, without loss of generality, real. The joint
distribution over N real eigenvector components, Xi = 〈ri|A〉 (for i = 1 . . . N), is
simply








The probability distribution for a single component y = X21 , found by integrating
out N − 1 components in the joint distribution, yields the result
P1(X1) = const. (1−X21 )N−2 (A.2)








which is the Porter-Thomas distribution, and may be compared with, for example
equation (7.20).
The above holds for randommatrices in the Gaussian orthogonal ensemble. However,
if there is no time-reversal symmetry, random Hamiltonian matrices can be drawn
from the Gaussian unitary ensemble. In this case the eigenvector components are
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complex. Each complex component may be written Zn = X2m−1 + iX2m with real
Xi, where n andm run from 1 to N so that the joint distribution over all components
is












Interestingly, the difference in Hamiltonian symmetry makes a marked difference to
the distribution of overlap strengths. However, as discussed in chapter 7, the local
density of states1 is the same regardless of whether time-reversal symmetry in the
Hamiltonian exists.
1Recall that the local density of states is the mean overlap strength as a function of the energy
difference between the perturbed and unperturbed eigenstates to be overlapped.
B. Lyapunov Central Limit
The use of a generalised central limit theorem is employed in chapter 7 to justify the
approximation to a normal distribution, when summing many independent random
variables from different probability distributions. It is well known that a sum of
N identically-distributed random variables with finite mean, µ, and variance, σ2,
tends to a normal distribution with mean Nµ and variance Nσ2, with large N .
However, the normal distribution is the stable distribution in the more general case
of independent random variables with different distributions. The simplest test for
such a convergence in the limit of large N is the Lyapunov condition [111]. The



















becomes a normal distribution with mean
∑
i µi and variance s
2
N .
The Lyapunov condition is readily shown to hold for the results in chapter 7 using,
for example, the choice  = 2. While bounds on the rate of convergence exist, for
the purposes in chapter 7 it is sufficient to consider that the standard deviation Σ
in (7.32) becomes much smaller than the mean Z in (7.31) for the modest number




In section 7.4, the temporal relaxation of the initial-state occupation probability is
found in terms of the overlaps between eigenstates at finite coupling strength |A〉
and those at λ = 0, |sb〉 given by 〈sb|A〉. When the initial subsystem state is an
eigenstate, the expectation values of off-diagonal elements of the subsystem reduced
density matrix are non-zero for all times, within the approximation that the overlaps
are independent random variables. This is borne out well by the numerical plots in
figures 4.3 to 4.6, which show the off-diagonal elements are very much smaller than
diagonal elements for all times. This only begins to break down at strong coupling
strength λ > 1 when model-specific features develop, specific to the nature of the
lattice coupling.
However, should the initial state of the subsystem be a superposition of eigenstates,
the temporal decoherence may also be expressed in terms of the results concerning







for which the reduced density matrix has finite off-diagonal elements S〈s1|ρ|s2〉S =
S〈s2|ρ|s1〉S = 0.5 initially. The product state is constructed from B bath eigenstates
within a window of width δB. From chapter 5, it is clear that off-diagonal elements of
the reduced density matrix fall to zero at long times, because the long-time average
is determined by the eigenstate expectation values for the projection operator P12 =∑
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expectation zero when s1 6= s2. This is consistent with the work of Gogolin [64].
The temporal decoherence will now be considered. For brevity, rather than deriv-
ing the full probability distribution for the temporal relaxation from the normally-
distributed overlaps, since the distribution is narrow, the expectation value of ρs1s2
will be considered in terms of the local density of states σ2(EA−Esb). (The notation















〈A|s1b〉〈s2b|B〉 cos(ωABt) . (C.2)

















σ2(EB − Es2b)σ2(EA − Es1b) +
σ2(EA − Es2b)σ2(EB − Es1b)
)







σ2(EA − ω)σ2(EA − (εs1−εs2)) +
σ2(EA − ω)σ2(EA − (εs1−εs2))
)
. (C.5)
The corresponding time dependence ρs1s2(t) is then given by:
ρs1s2(t) = Z(t) · cos[(εs1−εs2)t] (C.6)
where, for the initial states considered here, Z(t) is the expectation of the decay of







σ2(EA − ω)σ2(EA) . (C.7)
The temporal decay of the diagonal elements therefore provides the envelope for
the off-diagonal elements, be it exponential, Gaussian or in the crossover between
the regimes. This is modulated by a sinusoid of fixed frequency given by the energy
difference of the subsystem states in the initial state. This is shown to be an accurate
description in figure C.1 for different coupling strengths for the initial state | ↑, 0〉S ,
which is a combination of the eigenstates |s1,2〉S = 2− 12 (| ↑, 0〉S ± |0, ↑〉S).











































Figure C.1: Demonstrating relaxation of off-diagonal elements ρs1s2 , where |s1,2〉S = 2−
1
2 (| ↑
, 0〉S ± |0, ↑〉S), for initial state | ↑, 0〉S , under the Hubbard Hamiltonian (7.9).
Shown are the cases where λ = 0.25 (top), λ = 0.5 (middle) and λ = 1 (bottom).
In each plot the envelope of the off-diagonal element ρs1s2 may be compared
with the diagonal element ρs1s1 .
D. Convolution to a Gaussian
In section 7.4 the claim is made that a Gaussian distribution with some distortions,
as is seen in figure 7.1, has an autocorrelation function closer to a Gaussian shape.
The demonstration of this claim essentially follows from the central limit theorem:
namely that for independent random variables with finite mean and variance, the
Gaussian is the stable distribution with respect to sums of the variables [112]. The
demonstration that the autocorrelations, or indeed self-convolutions, tend towards
Gaussians is essentially a restatement of the central limit theorem. The central limit
theorem states that the probability distribution of P (y), given by
P (y) =
∫








is a normal distribution, provided p(x) has finite mean and variance, as discussed in











2 − x′1) . . . p(y − x′N−1) (D.2)
= [p(x) ∗ p(x) ∗ . . . ∗ p(x)](y) . (D.3)
As discussed in appendix B, the above also holds for N different distributions
pi(x), and therefore holds for repeated autocorrelations, which are convolutions
p(x) ∗ p(−x). In section 7.4 there is just one autocorrelation, and this is evidently
enough to transform the roughly-Gaussian local density of states in figure 7.1 into a
Gaussian whose fit is near perfect, as evidenced by the temporal relaxation curves in,
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While the coefficient in front of k4 and higher order terms in the exponent dou-
ble, the variance halves, such that the standard deviation σ is reduced to σ/
√
2.
Therefore upon taking the product (D.5), the product increases the closeness to a
Gaussian at one standard deviation by a factor of around e
cσ4
2 . (Higher order terms
in the exponent have been neglected.) For example, if c = σ−4, then at one standard
deviation the multiplicative correction to the Gaussian more than halves. That a
single self-convolution or auto correlation brings a function much closer to a Gaus-
sian is demonstrated in figure D.1 for the case of a triangle distribution. Initially
very distinct from a Gaussian, one self-convolution maps the function to a function














Figure D.1: Demonstrating the convolution to a Gaussian for functions with finite mean
and variance. Shown is the triangle distribution T (x) and its self-convolution
T (2)(x), normalised to the same height and the same variance 16 as T (x). Shown
also is the normal distribution N(x) with variance 16 . The Gaussian form N(x)
is shown to agree very closely with the self-convoluted triangular distribution.
The discussion regarding equations (D.4) and (D.5) only holds if there are not dom-
inant high-order polynomials in the exponent. Therefore it only holds for functions
with tails which fall away sufficiently quickly. For example, a Lorentzian function
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does not self-convolute to a Gaussian. The is significant because, were this the case,
the exponential temporal relaxation shown for weak coupling in chapter 7 would not
exist. Indeed, the Lorentzian distribution is another example of a stable distribu-
tion, closed under convolutions [112]. Although it might seem that this is contrary
to the central limit theorem, the resolution lies in the fact that the Lorentzian does
not have finite mean and variance. Aside from the Gaussian distribution, no other
stable distribution has finite variance.
E. The Fokker-Planck
Equation
In this appendix, the link in chapter 7 between the stochastic Langevin equation
of motion (7.44), for eigenstate overlaps XA = 〈sb|A〉 in fictitious time τ , and the
deterministic Fokker-Planck equation (7.49), for the probability distribution of the
set of overlaps {XA(τ)}, P ({XA}, τ), will be established. While this is a subject of
many books which treat classical diffusion, the short exposition here is close to that
of Grasman and Herwaarden [113].











































= (δAC δBD + δAD δBC) δ(τ − τ ′) . (E.3)
To introduce the distribution P , one may find the expectation of f and take the
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(EA − ED)(EB − ED)δAB . (E.6)
Now, swapping the order of τ differentiation and XA integration and using integra-








































which is the Fokker-Plank equation as presented in equation (7.49).
F. Width of Banded Matrices
in the Brownian-Motion
Model
In chapter 7, a Brownian motion model was established for the overlaps of λ = 0
eigenstates with finite-λ eigenstates, 〈sb|A(λ)〉. The method claims to establish the
overlaps at large λ for apparently banded, random coupling matrices, to be denoted
V˜ here, by summing a series of small, banded, random coupling matrices V δτ .
Here, V δτ is, by construction, a banded matrix with random elements uniformly
distributed over a band of half-width W . The intention is to study the case of
a banded coupling matrix in the basis of uncoupled states |sb〉. However, in the
Brownian motion model developed in subsection 7.5.2, after n fictitious-time steps
δτ , the basis in which the the next addition to the coupling V δτ is diagonal, is the
instantaneous eigenbasis with eigenstates |A(λ = √n δτ)〉. As this is not the original
basis defined by the λ = 0 eigenstates |sb〉, it is necessary to explore whether the
coupling matrix, after many time steps δτ is still banded in the λ = 0 basis.






〈sb|A(n)〉〈A(n)|V δτ |B(n)〉〈B(n)|s′b′〉 (F.1)
where the notation |A(n)〉 is short-hand notation for a composite eigenstate when
λ =
√
nδτ . In chapter 7, the overlaps 〈sb|A(n)〉 are shown to take a normal dis-
tribution with zero mean and a variance σ2Asb(n) dependent on ∆EA = EA − Esb.
The random matrix-elements 〈A(n)|V δτ |B(n)〉, by construction, are normally dis-
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tributed with zero mean and fixed, finite variance cAB when |EA − EB| < W , and
zero outside of this band. From the central limit theorem, the matrix elements
〈sb|V˜ |s′b′〉 should also be Gaussian distributed, with variance v2(Esb − Es′b′), since
they arise as the sum over many random numbers drawn from distributions with
finite variances (see appendix B). Following the methods of section 7.4, the variance
v2(Esb − Es′b′) is given by


















σ˜2(t) sinc (Wt) σ˜2(t) (F.4)
where σ˜2 is dependent, implicitly, on n δτ . This was the main result of subsec-
tion 7.5.2, and is given by (7.70):
σ˜2(t, τ) = e−2cτ{t Si(Wt)− 1W [1−cos(Wt)]} (F.5)




x′ . The sum over time steps
∑
n may be
performed in the continuum limit. Performing the integration over fictitious time
steps in (F.4) up to fictitious time τ yields a t-dependence
v˜2(t) ∝ 1− e
−4cτ{t Si(Wt)− 1W [1−cos(Wt)]}{
t Si(Wt)− 1W [1− cos(Wt)]
} sinc (Wt) . (F.6)
From this equation it is possible to extract the width of the banded matrix con-
structed in the Brownian-motion model. This width may be found from the variance

















W 2 + 2cτW (F.8)
such that, upon inserting τ = λ2 and c = J
2
W for the Hubbard model, the width of





W 2 + 2λ2J2 . (F.9)
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At weak coupling strength, the banded matrix is not significantly broadened from
the width of V δτ , which is
√
1
3W . However, from the crossover region where λ ∼ WJ ,
the width of the band begins to grow until, for large lambda, it is essentially just
determined by the width of the local density of states, which is proportional to λJ .
By the crossover region, the width sBM is only broadened by a numerical factor
of order unity, such that this broadening does not prevent the crossover to the
Gaussian regime. The continual increases in sBM in the Gaussian regime do not
affect behaviour in the Gaussian regime since, in the Gaussian regime, σ˜2(t) does
not depend on the width of the coupling band. However, in chapter 7, the position
of the crossover could be made more accurate by, for a given coupling strength λ,
choosing W to give the desired width of the coupling band using equation (F.9).
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