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Préambule
Ce document est une synthèse de mes recherches référencées précédemment.
Voici un rapide descriptif du contenu de ces articles.
– Les articles [1], [2] et [3] établissent des inégalités de déviation pour des
suprema de processus empiriques ou des normes de sommes de vecteurs
aléatoires.
. L’article [1] établit ces résutats dans un cadre de dépendance faible.
Les inégalités de déviation découlent d’inégalités de transport-entropie.
. Les articles [2] et [3] proposent des inégalités de déviations optimales
dans le cadre indépendant, issues d’inégalités de moment exponentiel
pour des opérateurs de type infimum-convolution.
– L’article [12], obtenu plus récemment, présente une extension du théo-
rème de dualité de Kantorovich. Cette extension permet de donner la
formulation fonctionnelle équivalente pour de nombreuses inégalités de
transport-entropie, appelées inégalités de transport faibles. On y trouve
de nouvelles inégalités de transport en particulier pour la loi binômiale et
la loi de Poisson.
– L’article [13] présente une description des plans de transports optimaux
entre deux mesures sur la droite réelle pour des coûts de transport faibles
appelés coûts “barycentriques”. Cette étude permet de caractériser les
mesures sur R qui satisfont des inégalités de transport associées à ces
coûts barycentriques.
– En préparation, l’article [14] présente une inégalité de transport-entropie
faible pour la loi uniforme sur le groupe symétrique, associée à un principe
de concentration introduit par Talagrand.
– L’article [5] étudie, dans les espaces métriques, les correspondances entre
inégalités de Sobolev logarithmiques ou de Poincaré, et la propriété de
concentration de la mesure sous des hypothèses de courbure.
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– Dans [5] et [12], nous montrons par ailleurs que les inégalités de transport-
entropie sont équivalentes à une propriété de concentration adimension-
nelle. Dans le même ordre d’idées, dans [10], nous avons obtenu qu’une
inégalité de Poincaré est satisfaite dès qu’un principe de concentration
adimensionnelle faible est vérifié.
– Les articles [6], [7] et [8] concernent les relations entre les inégalités de
type Sobolev logarithmiques et les inégalités de transport-entropie. En
particulier, dans ces articles, une nouvelle caractérisation des inégalités de
transport en termes d’inégalité de Sobolev logarithmique permet d’éta-
blir un résultat de stabilité des inégalités de transport, par perturbation
bornée de la mesure considérée.
– Dans l’article [9], on s’intéresse à la notion de courbure sur les espaces
discrets, les graphes, et les inégalités fonctionnelles qui en découlent.
– L’article [11] propose des versions améliorées de l’inégalité de Sobolev
logarithmique gaussienne, qui quantifient l’erreur dans cette inégalité.
– Dans [4], on étudie la tensorisation des inégalités isopérimétriques pour
les mesures à queues lourdes. Ce thème ne sera pas développé dans ce
document car il est en marge de mes autres sujets de recherche.
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Présentation
Mes recherches s’articulent autour des inégalités fonctionnelles associées
au phénomène de concentration de la mesure, en particulier les inégalités de
transport-entropie, dites aussi inégalités de transport. Les chapitres de ce do-
cument s’organisent autour de cette inégalité, des quantités qui la définissent,
et de ses rapports avec d’autres inégalités fonctionnelles. La formulation gé-
nérale et abstraite du principe de concentration de la mesure et des inégalités
de transport qui lui sont associées, est ici choisie pour donner une unité aux
différents résultats obtenus. Par ailleurs, certains éléments de preuve sont pré-
sentés, lorsqu’ils sont simples, pour une meilleure compréhension des outils
mathématiques utilisés.
Le premier chapitre introduit le principe de concentration de la mesure.
Sa formulation générale permet de comprendre et de mettre en parallèle de
nombreux résultats de concentration suivant les types de fonctions de coût
considérés. Je présente deux écritures strictement équivalentes de ce principe
de concentration, l’une ensembliste (section I.1), l’autre fonctionnelle, associée
à un nouveau type d’opérateur d’infimum-convolution (section I.2). Dans ce
document, on distingue trois catégories de fonctions de coût, les fonctions de
coût “usuelles”, “barycentriques” et “universelles”.
Le deuxième chapitre est consacré aux inégalités de transport-entropie dites
“faibles” associées à la formulation générale du principe de concentration de
la mesure.
Historiquement, dans les années 70, les propriétés de concentration en grande
dimension ont été mises en avant par V. Milman, comme conséquences de pro-
priétés isopérimétriques souvent difficiles à établir (voir section II.1). Les in-
égalités de transport fournissent une voie alternative pour établir ces propriétés
de concentration.
Dans la section II.2, nous expliquons comment les propriétés de tensori-
sation des inégalités de transport en font un outil performant pour établir
des propriétés de concentration en grande dimension, en particulier pour des
probabilités produits. Ces arguments de tensorisation peuvent être adaptés
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pour démontrer des inégalités de transport sous des conditions de dépendances
faibles des marginales des mesures étudiées.
La section II.3 du deuxième chapitre présente la forme duale fonctionnelle
des inégalités de transport faibles (Proposition II.3.1). Cette formulation fonc-
tionnelle est une conséquence de l’extension du théorème de dualité de Kan-
torovich obtenu dans l’article [12]. Ces résultats s’appuient sur une nouvelle
définition de l’opérateur d’infimum-convolution, associée aux fonctions de coût
faibles.
Dans la section II.4, nous donnons une démonstration simple de l’équiva-
lence entre inégalité de transport faible et le principe de concentration adi-
mensionnelle (Proposition II.4.2), en s’appuyant sur la forme fonctionnelle des
inégalités de transport faibles.
Une partie de mes recherches concerne les liens entre inégalités de Sobolev
logarithmiques et inégalités de transport. Les résultats obtenus en collabora-
tion à ce sujet, présentés en section II.5, ont donné lieu à trois publications [6],
[7] et [8] dont voici les grandes lignes.
D’après le Théorème d’Otto-Villani (Théorème II.5.1), l’inégalité de trans-
port T2 de Talagrand est une conséquence stricte de l’inégalité de Sobolev
logarithmique. L’article [6] propose une caractérisation de l’inégalité de trans-
port T2 en termes d’inégalité de Sobolev logarithmique restreinte à une classe
de fonctions semi-convexes. Un ingrédient essentiel de la preuve est l’expres-
sion des solutions de l’équation d’Hamilton-Jacobi sous la forme d’opérateur
d’infimum-convolution, dite formule de Hopf-Lax.
On sait que si une probabilité satisfait l’inégalité de Sobolev logarithmique,
alors une perturbation bornée de cette mesure la satisfait encore. La caracté-
risation des inégalités de transport-entropie en termes d’inégalités de Sobolev
logarithmiques nous a permis d’étendre ce résultat de perturbation aux inéga-
lités de transport (voir Corollaire II.5.1).
L’article [7] élargit aux espaces métriques le Théorème d’Otto-Villani et
les résultats de [6] avec des fonctions de coût plus générales (voir Théorème
II.5.2). Nous proposons une technique de démonstration robuste, très différente
de l’article [6], qui s’appuie sur les propriétés de tensorisation des inégalités de
Sobolev logarithmiques.
L’article [8] établit une formule de Hopf-Lax pour les solutions de l’equation
d’Hamilton-Jacobi dans le cadre des espaces métriques, qui permet de montrer
l’équivalence d’une inégalité de type Sobolev logarithmique avec une propriété
d’hypercontractivité du semi-groupe d’Hamilton-Jacobi. Grâce à cette formule,
nous retrouvons les résultats de l’article [7] sur les espaces métriques, en suivant
l’approche de [5].
Dans le troisième chapitre, nous présentons divers résultats liés aux fonc-
tions de coût dites barycentriques.
Nous exprimons le coût de transport optimal barycentrique en fonction du
coût de transport optimal usuel, en considérant la notion d’ordre convexe sur
les mesures (voir Proposition III.1.1).
Plusieurs des résultats du paragraphe II.5 sur les inégalités de transport
12
13
avec des fonctions de coût usuels restent valables avec des fonctions de coûts
barycentriques. En particulier, nous montrons dans [12] que les inégalités de
transport T+2 ou T
−
2 , associées à un coût barycentrique quadratique, sont équi-
valentes soit à une inégalité de Sobolev logarithmique restreinte à la classe des
fonctions convexes, soit à une inégalité de Sobolev logarithmique restreinte à
une classe de fonctions concaves (voir section III.2).
Rappelons qu’une mesure discrète sur R ne peut pas satisfaire l’inégalité
de transport T2 de Talagrand. Ces dernières années, suite à l’étude de la
notion de courbure sur les espaces discrets, d’autres inégalités de transport
pour les mesures discrètes ont été proposées, en particulier dans les travaux de
Erbar-Maas [Maa11, EM12]. Cependant, en raison du caractère différent de la
définition du coût de transport, le phénomène de concentration associé à ces
coûts est très abstrait. Les coûts de transport barycentriques, plus faibles que
les coûts usuels, sont adaptés pour établir des inégalités de transport pour les
mesures discrètes. Dans la section III.3, à titre d’exemples, nous donnons les
inégalités de transport “barycentriques” obtenues pour la loi binômiale et la
loi de Poisson.
La partie III.4 est consacrée à l’étude des coûts de transport barycentriques
optimaux sur la droite réelle. Dans l’article [13], nous montrons l’existence d’un
couplage optimal indépendant de la fonction convexe qui définit le coût. Ce
résultat est l’analogue du résultat bien connu sur R pour les coûts de transport
usuels : le transport monotone construit à partir des fonctions de répartition
des lois considérées est optimal quelle que soit la fonction de coût convexe
considérée.
L’indépendance du plan de transport optimal et de la fonction de coût
permet de caractériser les mesures qui satisfont des inégalités de transport
barycentriques sur la droite réelle, par le comportement des queues de leur
distribution (voir Théorème III.5.1). En outre, dans l’article [13], nous avons
montré l’équivalence entre une inégalité de Poincaré restreinte aux fonctions
convexes sur R, et une inégalité de transport barycentrique pour une fonction
de coût bien choisie (voir Théorème III.5.2).
Les développements du chapitre IV s’appuient sur des exemples d’inégali-
tés de transport “universelles”, comme celle de Pinsker-Csizár-Kullback. Leur
universalité réside dans le fait qu’elles sont vérifiées par toutes les probabi-
lités. La plus emblématique, dans ce document, est l’inégalité de transport
de Marton avec son coût faible ‹T2 [Mar96b]. Par tensorisation, cette inégalité
donne un principe de concentration adimensionnelle qui fournit des inégalités
de déviation de type Bernstein pour les supréma de processus empiriques.
Dans [1], l’inégalité de transport de Marton est démontrée pour des proba-
bilités dont les marginales sont faiblement dépendantes. Dans [2] et [3], le coût
faible de Marton ‹T2 est modifié et amélioré pour démontrer des inégalités de
déviation de type Bernstein optimales, pour les suprema de processus empi-
riques bornés indépendants. Cette méthode de preuve est une alternative à la
méthode dite de Herbst, utilisée pour la première fois par Ledoux pour obtenir
les déviations des suprema de processus empiriques [Led97], puis largement
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développée par de nombreux auteurs.
La dernière section IV.4 présente les inégalités de transport obtenues ré-
cemment pour la loi uniforme sur le groupe symétrique. Elles découlent des in-
égalités de transport universelles comme l’inégalité de Pinsker-Csizár-Kullback
ou encore l’inégalité ‹T2, par différentes techniques de tensorisation, proche des
techniques de martingales, inspirées des preuves des résultats de concentration
de Talagrand pour la loi uniforme sur le groupe symétrique [Tal95].
Dans le chapitre V sont étudiées l’inégalité de Poincaré et les propriétés
de concentration qui lui sont associées. Au même titre que certaines inégalités
de transport sont équivalentes à une propriété de concentration adimension-
nelle, nous avons obtenu que l’inégalité de Poincaré est une conséquence d’un
principe de concentration adimensionnelle très faible [10]. Ce résultat est en-
core valable si on restreint l’inégalité de Poincaré aux fonctions convexes, et
dans ce cas, le principe de concentration adimensionnelle est issu d’un coût de
transport barycentrique.
Le chapitre VI concerne la notion de courbure des espaces métriques. L’hy-
pothèse de minoration de la courbure de Ricci sur les variétés Riemaniennes
ou dans les espaces métriques géodésiques s’écrit en termes de propriété de
convexité de l’entropie sur l’espace de Wasserstein. Lorsque la courbure est
strictement positive, cette propriété implique immédiatement une inégalité de
Sobolev logarithmique et une inégalité de transport, et par conséquent des
propriétés de concentration. Autour de cette notion de courbure, nous avons
obtenu des résultats dans deux directions.
Dans [5], nous montrons comment, inversement, une propriété de concen-
tration implique une inégalité de Sobolev logarithmique ou une inégalité de
Poincaré sous une hypothèse de courbure de Ricci minorée, éventuellement
négative, dans les espaces géodésiques.
Dans une autre direction, dans [9], nous définissons une propriété de convexi-
té de l’entropie sur les espaces discrets, l’objectif étant d’élargir la notion de
courbure de Ricci minorée aux espaces discrets. Dans la seconde section du
chapitre VI, nous présentons la construction naturelle de chemin de proba-
bilité sur laquelle s’appuie cette définition. A titre d’exemple, nous donnons
la propriété de convexité satisfaite par les probabilités produits sur le cube
discret {0, 1}n.
Le chapitre VII est consacré à des versions améliorées de l’inégalité de So-
bolev logarithmique et de l’inégalité HWI pour la mesure gaussienne standard
sur Rn. Ces améliorations visent à quantifier l’erreur dans l’inégalité de Sobolev
logarithmique gaussienne. En particulier, en utilisant des résultats classiques
de la théorie de l’information, nous avons amélioré l’inégalité HWI gaussienne.
Ceci fournit une nouvelle preuve de l’inégalité HWI gaussienne. D’autres ré-
sultats permettent de retrouver les cas d’égalité dans l’inégalité de Sobolev
logarithmique gaussienne (voir [11]).
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CHAPITRE I
Principe de concentration de la mesure
Le phénomène de concentration de la mesure a été mis en avant par V.
Milman au cours des années 70, dans l’étude de la géométrie asymptotique
des espaces de Banach. Ce principe a des applications dans de nombreux do-
maines des mathématiques. Le livre de M. Ledoux [Led01], consacré à ce sujet,
présente de nombreux exemples et des techniques probabilistes, analytiques et
géométriques liées à cette notion.
Je souhaite ici décrire le principe de concentration de la mesure en le formu-
lant de façon assez générale pour englober les divers phénomènes de concen-
tration étudiés dans mes recherches. La formulation ensembliste de ce principe
a ses origines dans les papiers de M. Talagrand [Tal95, Tal96b, Tal96a]. La for-
mulation fonctionnelle présentée ensuite a été rigoureusement introduite dans
[12].
I.1 Formulation ensembliste
Soit (X , d) un espace métrique polonais (séparable, complet), muni de sa
tribu borélienne B(X ). On notera P(A) l’ensemble des probabilités sur un
borélien A ∈ B(X ). Soit q ≥ 1, on note Pq(A) l’ensemble des probabilités p
sur A telles que pour un point x0 on ait
∫
d(x0, y)qdp(y) < +∞.
On suppose donnée une notion de pseudo-distance d’un point x ∈ X à
un sous-ensemble A ⊂ X , notée c(x,A), et telle que c(x,A) ∈ [0,+∞] et
c(x,A) = 0 si x ∈ A. L’exemple usuel est
c(x,A) = d(x,A) = inf
y∈A
d(x, y).
On peut aussi choisir
c(x,A) = α(d(x,A)),
où α est une fonction positive telle que α(0) = 0.
Pour r ≥ 0, l’élargissement de l’ensemble A associé à cette pseudo-distance
est noté
Ar,c = {x ∈ X , c(x,A) ≤ r}.
15
16 Chapitre I : Principe de concentration de la mesure
Définition I.1.1. Soit β : R+ → [0,+∞] une fonction croissante telle que
β(0) = 0. On dit qu’une mesure de probabilité µ sur X satisfait un principe de
concentration de profil β et de fonction de coût c s’il existe a1, a2 > 0 tels que
pour tout A ∈ B(X ) et tout r ≥ 0,
µ(A)a1µ(X \ Ar,c)a2 ≤ e−β(r).
Si µ satisfait le principe de concentration de profil β, alors pour tout A ∈
B(X ) tel que µ(A) ≥ 1/2, on a
µ(X \ Ar,c) ≤ 2a1/a2e−β(r)/a2 = e−β˜(r), ∀r ≥ 0.
Cette dernière propriété est la formulation usuelle du principe de concentration
de la mesure. En fait, ces deux formulations sont équivalentes, à des constantes
près, dès que
A ⊂ X \ (X \ Ar,c)r, ∀r ≥ 0, ∀A ∈ B(X ),
(voir Lemme 5.6, [12]). Cette inclusion dépend cependant du type d’élargisse-
ment considéré, et n’est vérifiée que pour certains élargissements.
Dans toute la suite de ce document, la pseudo-distance c(x,A) est définie à
partir d’une fonction de coût.
Définition I.1.2. On appelle fonction de coût toute fonction
c : X × P(X )→ [0,+∞],
telle que p 7→ c(x, p) est convexe, et c(x, δx) = 0 pour tout x ∈ X (δx désigne
la mesure de Dirac en x). On définit alors la pseudo-distance c par
c(x,A) = inf
p∈P(A)
c(x, p), x ∈ X , A ∈ B(X ).
Ici, pour simplifier, on adopte la même notation c pour la pseudo-distance et
la fonction de coût.
Dans ce document, on distingue trois sortes de fonctions de coût dont voici
les définitions.
Les fonctions de coût usuelles
Généralement, la fonction de coût est définie sur X × X plutôt que sur
X × P(X ).
Définition I.1.3. Une fonction de coût c : X × P(X ) → [0,+∞] est dite
usuelle s’il existe une fonction mesurable ω : X × X → [0,+∞] telle que pour
tout x ∈ X et tout p ∈ P(X ), ω(x, x) = 0 et
c(x, p) =
∫
ω(x, y)dp(y).
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Dans ce cas, p 7→ c(x, p) est affine et la pseudo-distance infp∈P(A) c(x, p) est
atteinte aux points extrémaux du convexe P(A), qui sont les mesures de Dirac.
Par conséquent, on a
c(x,A) = inf
y∈A
ω(x, y).
Cette pseudo-distance redonne ainsi la pseudo-distance usuelle associée à la
fonction de coût ω définie sur X ×X . Les fonctions de coût ω les plus étudiées
sont de la forme ω(x, y) = d(x, y)q, q > 0 ou encore ω(x, y) = α(d(x, y)), avec
α : R+ → R+ et α(0) = 0.
Dans le cas où ω(x, y) = d(x, y) et par conséquent c(x,A) = d(x,A), on
notera simplement Ar le grossissement Ar,c, r ≥ 0.
Les fonctions de coût barycentriques
Ces fonctions de coût sont définies sur l’espace euclidien, (X , d) = (Rn, | · |).
Définition I.1.4. Une fonction de coût c : X × P1(X ) → [0,+∞] est dite
barycentrique s’il existe une fonction convexe θ : Rn → [0,+∞] semi-continue
inférieurement, telle que θ(0) = 0 et pour tout x ∈ Rn et tout p ∈ P1(Rn),
c(x, p) = θ
Å
x−
∫
y dp(y)
ã
.
Remarquons que les propriétés de concentration associées aux fonctions de
coût barycentriques sont plus faibles que celles associées aux fonctions de coût
usuelles avec ω(x, y) = θ(x−y), x, y ∈ Rn, puisque d’après l’inégalité de Jensen,
c(x, p) ≤
∫
θ(x− y)dp(y).
Les fonctions de coût universelles
Ces fonctions de coût ont été introduites par Marton [Mar96b] et par Ta-
lagrand [Tal96a] pour étudier divers problèmes de concentration, par exemple
les déviations des processus empiriques, de la plus grande sous-suite croissante,
le “bin” packing problem, etc... Ils sont l’outil de base de [1], [2] et [3].
On note 1x 6=y la distance de Hamming entre deux points x et y de X , par
définition
1x 6=y = γ(d(x, y)),
où γ : R+ → R+ est la fonction définie par γ(h) = 1 si h 6= 0 et γ(0) = 0.
Définition I.1.5. Soit α : R+ → [0,+∞] une fonction convexe semi-continue
inférieurement telle que α(0) = 0 et µ0 une probabilité sur X . Nous définissons
deux classes de fonctions de coût universelles.
— Une fonction de coût c : X×P(X )→ [0,+∞] est dite universelle, associée
à la fonction α, si elle s’écrit sous la forme
c(x, p) = α
Å∫
1x 6=y dp(y)
ã
,
pour tout x ∈ X et p ∈ P(X ).
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— Une fonction de coût c : X×P(X )→ [0,+∞] est dite universelle, associée
à la fonction α et à la probabilité µ0, si on a
c(x, p) =
∫
α
Ç
1x6=y
dp
dµ0
(y)
å
dµ0(y),
pour tout (x, p) ∈ X ×P(X ) tel que p est absolument continue par rapport
à µ0 sur l’ensemble X \ {x}, et c(x, p) = +∞ sinon.
Ces fonctions de coût ne dépendent pas de la distance d sur X , donc de la
géométrie de l’espace X . Dans [12], pour établir rigoureusement le théorème
général de dualité de Kantorovich associé à ces fonctions coût universelles sur
un espace métrique compact (X , d), un point essentiel est la semi-continuité
inférieure de la fonction γ qui définit 1x 6=y = γ(d(x, y)), x, y ∈ X .
I.2 Formulation fonctionnelle
La formulation fonctionnelle du principe de concentration fait intervenir
l’opérateur de type infimum-convolution suivant, introduit dans [3] : pour toute
fonction mesurable ϕ : X → R ∪ {∞} bornée inférieurement
Rcϕ(x) = inf
p∈P(X )
ß∫
ϕdp+ c(x, p)
™
, x ∈ X . (I.1)
Comme c(x, δx) = 0, on a Rcϕ(x) ≤ ϕ(x).
Observons que pour une fonction de coût usuelle, c(x, p) =
∫
ω(x, y)dp(y),
du fait que p 7→ ∫ ϕdp + c(x, p) est affine , l’opérateur Rcϕ est l’opérateur
d’infimum-convolution habituel associé à la fonction de coût ω,
Rcϕ(x) = inf
y∈X
{ϕ(y) + ω(x, y)} = Qωϕ(x).
La formulation fonctionnelle du principe de concentration est donnée par
la proposition suivante.
Proposition I.2.1. Soit a1, a2 > 0 et β : R+ → [0,+∞] une fonction. Les
assertions suivantes sont équivalentes.
(1) Pour tout sous-ensemble A ∈ B(X ), pour tout r ≥ 0,
µ(A)a1µ(X \ Ar,c)a2 ≤ e−β(r).
(2) Pour toute fonction mesurable ϕ : X → R ∪ {∞} bornée inférieurement,
µ(ϕ ≤ m)a1µ(Rcϕ > m+ r)a2 ≤ e−β(r), ∀m ∈ R, ∀r ≥ 0.
Démonstration. Etant donné A ∈ B(X ), soit iA la fonction nulle sur A et égale
à +∞ sur X \ A. En appliquant (2) à ϕ = iA et à m = 0, on obtient le point
(1) car {ϕ ≤ 0} = A et RciA(x) = c(x,A), x ∈ X .
Inversement, étant donnée une fonction ϕ, on applique (1) à A = {ϕ ≤ m}.
L’assertion (2) résulte du fait que {Rcϕ > m + r} ⊂ X \ Ar,c. En effet, si
x ∈ Ar,c, pour tout ε > 0, il existe pε ∈ P(A) tel que c(x, pε) ≤ r + ε. Puisque
Rcϕ(x) ≤
∫
ϕdpε + c(x, pε) ≤ m+ r + ε,
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en faisant tendre ε vers 0, on obtient que x ∈ {Rcϕ ≤ m+ r}. Par conséquent
Ar,c ⊂ {Rcϕ ≤ m+ r} et µ(Rcϕ > m+ r) ≤ µ(X \ Ar,c).
Pour une fonction de coût usuelle du type
c(x, p) =
∫
α(d(x, y))dp(y), x ∈ X , p ∈ P(X ),
où α : R+ → R+ est une bijection, il est courant d’écrire le phénomène de
concentration en considérant les grossissements naturelsAt = {x ∈ X , d(x,A) ≤
t} associés à la distance d. Puisque Ar,c = At lorsque r = α(t), (1) peut être
reformulé de la manière suivante : pour tout A ∈ B(X ) et tout t ≥ 0,
µ(A)a1µ(X \ At)a2 ≤ e−β(α(t)).
Dans ce cas, comme le suggéraient à l’origine les idées de P. Lévy, cette
propriété de concentration s’énonce en utilisant la classe des fonctions f 1-
lipschitziennes (cf. [Led01]). Pour cela, comme dans la preuve précédente, en
choisissant A = {f ≤ m},m ∈ R, on montre que At ⊂ {f ≤ m+t}, t ≥ 0. Ceci
donne la formulation fonctionnelle équivalente suivante, pour toute fonction f
1-lipschitzienne,
µ(f ≤ m)a1µ(f > m+ t)a2 ≤ e−β(α(t)), ∀m ∈ R, ∀t ≥ 0. (I.2)
Supposons de plus que α est convexe. La formulation (I.2) découle alors éga-
lement de (2) appliqué à la fonction ϕ = λf , λ > 0, en supposant dans un
premier temps f bornée inférieurement. Puisque f est 1-lipschitzienne, Rcϕ
est proche de ϕ et cette proximité est controlée par λ. Plus précisément, pour
tout x ∈ X
Rcϕ(x) = inf
y∈X
{ϕ(y) + α(d(x, y))}
≥ ϕ(x)− sup
y∈X
{λd(x, y)− α(d(x, y))} ≥ ϕ(x)− α∗(λ),
avec α∗(λ) = supv≥0{λv− α(v)}. Ainsi, en remplaçant m par λm, le point (2)
donne, pour toute fonction f 1-lipschitzienne bornée inférieurement et pour
tout λ > 0,
µ(f ≤ m)a1µ(λf > λm+ r + α∗(λ))a2 ≤ e−β(r), ∀m ∈ R, ∀r ≥ 0.
Puisque α : R+ → R+ est convexe bijective et α(0) = 0, α est strictement
croissante et pour tout t > 0, on a ∂α(t) ⊂]0,+∞[, où ∂α(t) désigne le sous-
différentiel de α au point t. Par suite l’inégalité précédente redonne la propriété
(I.2) pour les fonctions 1-lipschitzienne bornées inférieurement en choisissant
r = α(t) et λ ∈ ∂α(t) de sorte que λt = α(t)+α∗(λ). Ensuite, par un argument
de convergence monotone la propriété (I.2) s’étend ensuite à toutes les fonctions
1-lipschitziennes.
Enfin, la propriété (I.2) implique la propriété usuelle de concentration des
fonctions 1-lipschitziennes f autour de leur médiane mf . En appliquant (I.2)
à f ou à −f , et en choisissant m = mf ou m = −mf , on obtient
µ(|f −mf | > t) ≤ 2.2a1/a2e−β(α(t))/a2 ,
pour tout t ≥ 0.
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CHAPITRE II
Inégalités de transport-entropie
Ce chapitre souligne l’intérêt des inégalités de transport-entropie dans l’étude
des phénomènes de concentration de la mesure sur les espaces produits. Comme
pour les inégalités de Sobolev logarithmiques, les propriétés de tensorisation
des inégalités de transport en font un outil performant pour établir des pro-
priétés de concentration dans les espaces produits. La dernière partie de ce
chapitre aborde les liens établis entre ces inégalités de transport et les inéga-
lités de Sobolev logarithmiques.
II.1 Introduction : concentration sur les espaces pro-
duits et propriétés isopérimétriques
Soit µ une mesure sur un espace métrique (X , d) muni de sa tribu borélienne
B(X ). Pour tout borélien A, on définit la mesure du bord de A par
µ+(∂A) = lim inf
t→0+
µ(At)− µ(A)
t
.
Résoudre le problème isopérimétrique pour la mesure µ consiste à déterminer
quelle est la plus petite mesure de bord µ+(∂A) lorsque la mesure des ensembles
A, µ(A), est fixée. Autrement dit, on cherche la plus grande fonction, notée
Iµ : R+ → R+ telle que pour tout borélien A,
µ+(∂A) ≥ Iµ(µ(A)). (II.1)
La fonction Iµ est appelée profil isopérimétrique de µ.
Lorsque Iµ ≥ v′ ◦ v−1, où v : R → [0, µ(X )] est une fonction strictement
croissante dérivable, l’inégalité isopérimétrique (II.1) fournit une estimation
inférieure de la mesure de At (voir Proposition 2.1 [Led01]) : pour tout t ≥ 0,
µ(At) ≥ v(v−1(µ(A)) + t). (II.2)
Par conséquent si µ est une probabilité, on obtient la propriété de concentration
suivante, pour tout A ∈ B(X ) tel que µ(A) ≥ 1/2,
µ(X \ At) ≤ 1− v(v−1(1/2) + t), ∀t ≥ 0.
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Dans les cas particuliers où (X , d) = (Rn, | · |) est l’espace euclidien et µ la
mesure de Lebesgue, ou encore X = Sn est la sphère euclidienne unité de Rn+1
munie de sa distance géodésique d et µ = σn la loi uniforme sur Sn, le profil
isopérimétrique est donné par Iµ = v′ ◦ v−1 où pour tout r, v(r) est la mesure
d’une boule de de rayon r (voir [Lév51]). Par suite, si µ(A) = µ(B) = v(r) où
B est une boule de X , alors
v(v−1(µ(A)) + t) = v(r + t) = µ(Bt).
La propriété (II.2) établit donc que les boules sont des ensembles extrémaux au
sens où : pour tout borélien A et pour toute boule B de mesure µ(B) = µ(A),
µ(At) ≥ µ(Bt),
pour tout t ≥ 0. Cette dernière propriété est en fait équivalente à l’inégalité
isopérimétrique car elle implique,
µ+(∂A) = lim inf
t→0+
µ(At)− µ(A)
t
≥ lim inf
t→0+
µ(Bt)− µ(B)
t
= Iµ(µ(A)),
puisque µ(A) = µ(B).
Ainsi, le profil de concentration de σn est donné par l’estimation des mesures
des calottes sphériques : pour tout A ∈ B(Sn) tel que σn(A) ≥ 1/2,
σn(X \ At) ≤ 1− σn(Bt) = v(v−1(1/2) + t) ≤ e−(n−1)t2/2, ∀t ≥ 0,
où B est une demi-sphère, σn(B) = 1/2. L’estimation donnée par la dernière
inégalité est démontrée suite au Corollaire 2.2 dans [Led01].
Par dilatation, sachant que la loi uniforme sur la sphère de Rn+1 de rayon√
n tend vers la mesure gaussienne canonique sur RN, on obtient le profil isopé-
rimétrique pour les lois gaussiennes (cf. [Led93, Led01]). Les demi-hyperplans
sont les ensembles extrémaux pour la loi gaussienne standard γn sur Rn et on
a
Iγn(s) = ϕ ◦ Φ−1(s) ∼
0+
s
 
2 log 1
s
, avec Φ(r) = 1√
2pi
∫ r
−∞
e−u
2/2du, r ∈ R,
et ϕ = Φ′, Φ est la fonction de répartition d’une loi gaussienne standard
sur R. La propriété de concentration qui découle de l’inégalité isopérimétrique
gaussienne est la suivante : pour tout A ∈ B(Rn) tel que γn(A) ≥ 1/2, on a
γn(Rn \ At) ≤ 1− Φ(t) ≤ e−t2/2, ∀t ≥ 0. (II.3)
Sur le cube discret, X = {0, 1}n, muni de la loi uniforme µn et de la distance
de Hamming définie par
d(x, y) =
n∑
i=1
1xi 6=yi , x, y ∈ {0, 1}n,
les ensembles extrémaux A qui minimisent µn(At) lorsque µn(A) ≥ 1/2, ont
étés identifiés , ce qui permet de donner une propriété de concentration pour
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la loi µn uniforme sur {0, 1}n (voir [Har66, WW77]) : pour tout A ⊂ {0, 1}n
tel que µn(A) ≥ 1/2,
µn(X \ At) ≤ e−2t2/n, ∀t ≥ 0. (II.4)
Dans les trois exemples précédents, selon les cas, la dimension n accentue
ou non les propriétés de concentration de la mesure. En grande dimension,
les exemples pour lesquels le problème isopérimétrique est résolu sont peu
nombreux.
Remarquons par ailleurs que la propriété de concentration ne se tensorise
pas correctement. Par exemple, pour la mesure gaussienne standard produit
γn = γ1 ⊗ · · · ⊗ γ1, la propriété de concentration adimensionnelle (II.3) ne
peut pas, à notre connaissance, se déduire directement de la même propriété
de concentration en dimension 1 pour γ1.
Les méthodes “entropiques” que nous présentons ici sont une alternative
efficace à la méthode isopérimétrique. Elles permettent d’élargir considérable-
ment la classe des exemples de propriétés de concentration sur les espaces de
grande dimension, grace aux propriétés de tensorisation de l’entropie.
Les deux méthodes entropiques les plus utilisées dans ce domaine sont la
méthode liée aux inégalités de type Sobolev logarithmiques avec “l’argument
de Herbst” (cf. chapitre 5. [Led01]) et la méthode de transport liée aux inéga-
lités de type transport-entropie avec “l’argument de Marton” (cf. chapitre 6.
[Led01]). On s’intéresse ici plus particulièrement à cette deuxième méthode.
Par exemple, les résultats de concentration (II.3) pour la mesure gaussienne ca-
nonique sur Rn , ou (II.4) pour la loi uniforme sur le cube discret, se déduisent
simplement de la tensorisation d’inégalités de transport.
II.2 Inégalités de transport et propriété de concentra-
tion
Dans ce document, Π(µ, ν) désigne l’ensemble des probabilités sur l’espace
polonais produit X × X muni de la tribu borélienne produit, ayant pour pre-
mière marginale µ et pour seconde marginale ν. L’espace des probabilité P(X )
est muni de la tribu engendrée par les applications
P(X ) → ([0, 1],B)
ν 7→ ν(A), .
où A est un borélien de X et B la tribu borélienne sur [0, 1]. Toute probabilité
pi ∈ Π(µ, ν) admet une décomposition
dpi(x, y) = dµ(x)dpx(y),
où p : x ∈ X 7→ px ∈ P(X ) est une application mesurable µ-presque-sûrement
uniquement déterminée, c’est à dire un noyau de probabilité satisfaisant
µp(A) =
∫
px(A)dµ(x) = ν(A), ∀A ∈ B(X ).
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Nous définissons dans [12] le coût de transport optimal entre deux proba-
bilités, associé à une fonction de coût c de la manière suivante.
Définition II.2.1. Le coût de transport optimal associé à une fonction de coût
c : X × P(X )→ [0,+∞], entre deux probabilités µ et ν sur X est la quantité
Tc(ν|µ) = inf
pi∈Π(µ,ν)
∫
c(x, px)dµ(x),
où, étant donné pi ∈ Π(µ, ν), le noyau p = (px)x∈X est tel que dpi(x, y) =
dµ(x)dpx(y).
A priori, le coût optimal Tc(ν|µ) n’est pas une fonction symétrique de µ et
ν. A titre d’exemple, considérons une fonction de coût usuelle,
c(x, px) =
∫
ω(x, y)dpx(y), x ∈ X .
Tc(ν|µ) correspond alors au coût de transport optimal usuel associé à la fonction
de coût ω,
Tω(µ, ν) = inf
pi∈Π(µ,ν)
∫∫
ω(x, y)dpi(x, y) = inf
pi∈Π(µ,ν)
∫
c(x, px)dµ(x) = Tc(ν|µ).
Si la fonction ω est symétrique, ω(x, y) = ω(y, x) pour tout x, y ∈ X , alors Tω
et donc Tc est symétrique, Tω(µ, ν) = Tω(ν, µ).
Nous allons maintenant présenter une version générale des inégalités de
transport-entropie associées aux coût de transport optimaux Tc(ν|µ). L’ar-
gument de Marton, rappelé plus loin, permet d’en déduire les propriétés de
concentration de la Proposition I.2.1 du paragraphe précédent.
Définition II.2.2. Soit a1, a2 > 0 et soit β : R+ → R+ une fonction croissante.
On dit que la probabilité µ ∈ P(X ) satisfait l’inégalité de transport Tc,β(a1, a2)
si
Tc,β(a1, a2) : β (Tc(ν1|ν2)) ≤ a1H(ν1|µ) + a2H(ν2|µ), ∀ν1, ν2 ∈ P(X )
où H(ν1|µ) est l’entropie relative de ν1 par rapport à µ définie par
H(ν1|µ) =
∫
log dν1
dµ
dν1,
si ν1 est absolument continue par rapport à µ (ν1 << µ), et H(ν1|µ) = +∞
sinon.
En toute généralité, nous appelons inégalité de transport faible une inégalité
du type Tc,β(a1, a2), et dans des cas particuliers, suivant le profil de la fonction
de coût c : X × ×P(X ) → [0,+∞], cette inégalité de transport sera parfois
appelée inégalité de transport barycentrique (dans le Chapitre III) ou encore
inégalité de transport universelle (dans le Chapitre IV).
Remarquons que les inégalités de transport Tc,β(0, a2) ou Tc,β(a1, 0) im-
pliqueraient β(Tc(ν1|µ)) = 0,∀ν1 ∈ P(X ), ou encore β(Tc(µ|ν2)) = 0,∀ν2 ∈
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P(X ). Elles ne sont donc jamais vérifiées sauf dans des cas dégénérés, comme
lorsque la fonction de coût c ou encore la fonction β est identiquement nulle.
Cependant, avec la convention 0.∞ = 0, l’inégalité de transport Tc,β(b,∞)
correspond à l’inégalité de transport
T+c,β(b) : β (Tc(ν|µ)) ≤ bH(ν|µ), ∀ν ∈ P(X ),
et Tc,β(∞, b) correspond à l’inégalité de transport
T−c,β(b) : β (Tc(µ|ν)) ≤ bH(ν|µ), ∀ν ∈ P(X ).
Ces deux dernières inégalités de transport sont identiques pour un coût de
transport optimal symétrique. Lorsque β est l’identité, β(r) = r, r ≥ 0, les
inégalités de transport sont notées plus simplement Tc(a1, a2), T+c (b) et T−c (b).
L’argument de Marton est le suivant. Etant donné A ∈ B(X ), si ν1 est la
restriction de µ à A et ν2 la restriction de µ à B = X \ Ar,c, r ≥ 0,
dν1
dµ
= 1A
µ(A) et
dν2
dµ
= 1B
µ(B) ,
alors
H(ν1|µ) = log 1
µ(A) , H(ν2|µ) = log
1
µ(B) , et Tc(ν1|ν2) ≥ r.
Par suite, puisque β est une fonction croissante, l’inégalité de transport
Tc,β(a1, a2) implique que pour tout r ≥ 0,
β(r) ≤ log Äµ(A)−a1ä+ log Äµ(B)−a2ä ,
ce qui correspond à la propriété de concentration du point (1) de la Proposition
I.2.1.
Quelques exemples permettent de mieux comprendre la formulation géné-
rale des inégalités de transport introduite dans la définition précédente.
Si c est la fonction de coût usuelle c(x, p) =
∫
d(x, y)qdp(y), q ≥ 1, alors
Tc(ν|µ) = Tc(µ|ν) s’écrit en fonction de la distance de Wasserstein Wq d’ordre
q,
Tc(ν|µ) = W qq (µ, ν) = inf
pi∈Π(µ,ν)
∫∫
d(x, y)qdpi(x, y).
L’inégalité de transportT2(b) de Talagrand, satisfaite par la mesure gaussienne
canonique µ = γn sur Rn pour b = 2, correspond aux inégalités de transport
T+c (b) ou T−c (b) avec le coût usuel précédent pour q = 2.
T2(b) : W 22 (µ, ν) ≤ bH(ν|µ), ∀ν ∈ P(X ).
Une particularité de l’inégalité T2(b) est qu’elle est équivalente à la famille
d’inégalités Tc(b/t, b/(1− t)), pour t ∈]0, 1[. En effet, si µ satisfait T2(b), alors
d’après l’inégalité triangulaire pour la distance de Wasserstein,
W 22 (ν1, ν2) ≤ (W2(ν1, µ) +W2(µ, ν2))2 ≤ b
(»
H(ν1|µ) +
»
H(ν2|µ)
)2
.
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Comme (
√
u+
√
v)2 = inft∈]0,1[
¶
u
t
+ v1−t
©
, on obtient que pour tout t ∈]0, 1[,
µ satisfait Tc(b/t, b/(1− t)),
W 22 (ν1, ν2) ≤
b
t
H(ν1|µ) + b1− tH(ν2|µ), ∀ν1, ν2 ∈ P(X ).
Inversement si µ satisfait Tc(b/t, b/(1− t)) pour tout t ∈]0, 1[, alors en choisis-
sant ν2 = µ puis en faisant tendre t vers 1 on retrouve l’inégalité de transport
T2(b).
Plus généralement, supposons que c est la fonction de coût usuelle c(x, p) =∫
α(d(x, y))p(dy), où α : R+ → R+ est une fonction convexe non nulle. On note
alors Tα(µ, ν) = Tc(ν|µ) = Tc(µ|ν). Si de plus α est strictement croissante,
α(0) = α′+(0) = 0 et α vérifie la condition ∆2 suivante, [RR91] : il existe une
constante positive C telle que
α(2h) ≤ Cα(h), ∀h ≥ 0, (II.5)
(nécessairement C ≥ 2), alors on peut utiliser le lemme de changement de
métrique suivant donné dans [7].
Lemme II.2.1. Sous les conditions précédentes, en posant pα = suph>0
hα′+(h)
α(h) ,
la fonction h 7→ α1/pα(h) est sous-additive, c’est à dire
α1/pα(h+ k) ≤ α1/pα(h) + α1/pα(k), ∀h, k ∈ R+.
Par conséquent, dα(x, y) = α1/pα(d(x, y)), x, y ∈ X , définit une distance sur
X .
Remarquons que sous la condition (II.5), pα ≤ C − 1. Grâce à ce lemme et
à l’inégalité triangulaire, on obtient, pour toutes mesures ν1, ν2 ∈ P(X ),
Tα(ν1, ν2) = W pαpα (ν1, ν2)
≤ (Wpα(ν1, µ) +Wpα(µ, ν2))pα =
ÄT 1/pαα (ν1, µ) + T 1/pαα (µ, ν2)äpα ,
où la distance de Wasserstein Wpα est définie avec la distance dα du Lemme
II.2.1. Ensuite, en remarquant que pα > 1, lorsque la fonction α n’est pas
linéaire, et en utilisant l’identitéÄ
u1/p + v1/p
äp = inf
t∈]0,1[
®
u
tp−1
+ v(1− t)p−1
´
, p > 1,
on montre que µ satisfait l’inégalité de transport usuelle
Tα(µ, ν) ≤ H(ν|µ), ∀ν ∈ P(X ),
si et seulement si µ satisfait les inégalités de transport suivantes : pour tout
t ∈]0, 1[,
Tα(ν1, ν2) ≤ H(ν1|µ)
tpα−1
+ H(ν2|µ)(1− t)pα−1 , ∀ν1, ν2 ∈ P(X ). (II.6)
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Voici un autre exemple d’inégalité de transport. Lorsque
c(x, p) = 2
∫
1x 6=ydp(y),
le coût de transport optimal universel Tc(ν|µ) est en fait la distance en variation
totale entre µ et ν
Tc(ν|µ) = ‖µ− ν‖TV = 2 sup
A⊂X
|µ(A)− ν(A)|.
L’inégalité de Csizár-Kullback-Pinsker [Pin64, Csi67, Kul67] satisfaite quel que
soit la probabilité µ
‖µ− ν‖2TV ≤ 2H(ν|µ), ∀ν ∈ P(X ).
correspond alors à l’inégalité de transport T+c,β(b) ou T−c,β(b) avec β(r) = r2/2,
r ≥ 0. Ici encore, cette inégalité est équivalente à Tc,β(b/t, b/(1 − t)) pour
tout t ∈]0, 1[. Cette inégalité de transport et ses généralisations sont connues
pour leurs nombreuses applications en probabilité, en analyse et en théorie de
l’information (cf. [Vil09], page 636).
Comme dernier exemple, considérons la fonction de coût universelle
c(x, p) =
Å∫
1x 6=ydp(y)
ã2
, x ∈ X , p ∈ P(X ).
Les inégalités de transport T+c (2) et T−c (2) correspondent alors aux inégalités
de transport faibles introduites par Marton [Mar96b]. Au même titre que l’in-
égalité de Csizár-Kullback-Pinsker, ces inégalités sont satisfaites pour toute
probabilité µ. Dans ce cas, les inégalités de transport T+c (b) et T−c (b) sont
équivalentes à la famille d’ínégalités Tc(b/t, b/(1 − t)) pour tout t ∈]0, 1[, car
d’après [Mar97], le coût de transport faible Tc, noté ‹T2 satisfait l’inégalité tri-
angulaire√‹T2(ν1|ν2) ≤ √‹T2(ν1|µ) +√‹T2(µ|ν2), ∀µ, ν1, ν2 ∈ P(X ). (II.7)
II.3 Formulation fonctionnelle des inégalités de trans-
port, Théorème de Kantorovich
La forme fonctionnelle duale des inégalités de transport usuelles a été ob-
tenue par Bobkov et Götze [BG99] puis étendue dans l’article [GL10].
Le premier argument qui permet d’obtenir cette forme duale est la dualité
de l’entropie relative avec la transformée log-Laplace : pour toute fonction
g : X → R continue bornée,
log
∫
egdµ = sup
ν∈P(X )
ß∫
gdµ−H(ν|µ)
™
. (II.8)
(une preuve simple de cette égalité est donnée dans [GL10] et une plus générale
dans [5])
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Le second argument est le théorème de dualité de Kantorovich. Ce théorème
est connu dans le cas usuel pour des fonctions de coût ω : X ×X →]−∞,+∞]
semi-continues inférieurement (cf.[Vil09])
Tω(ν1, ν2) = sup
ϕ∈Cb(X )
ß∫
Qωϕdν2 −
∫
ϕdν1
™
, ν1, ν2 ∈ P(X ) (II.9)
où Cb(X ) est l’espace des fonctions continues bornées sur X et
Qωϕ(y) = inf
x∈X
{ϕ(x) + ω(x, y)} , y ∈ X .
Dans [12] (Théorème 3.5), nous généralisons ce théorème pour des fonctions
de coûts générales c : X ×P(X )→ [0,+∞], sous des hypothèses de régularité
peu restrictives sur c. Le résultat est globalement le suivant
Tc(ν1|ν2) = sup
ϕ∈Cb(X )
ß∫
Rcϕdν2 −
∫
ϕdν1
™
, ν1, ν2 ∈ P(X ), (II.10)
où Rcϕ est l’opérateur d’infimum-convolution (I.1) défini au premier chapitre
,
Rcϕ(x) = inf
p∈P(X )
ß∫
ϕdp+ c(x, p)
™
.
Ici, pour être exact, il faudrait modifier l’ensemble des probabilités et la classe
des fonctions continue suivant le coût choisi (voir [12]).
Les deux arguments de dualité (II.8) et (II.10) permettent de démontrer la
formulation fonctionnelle duale de l’inégalité de transport Tc,β(a1, a2) suivante.
Proposition II.3.1. Soit µ ∈ P(X ) et β : R+ → [0,+∞] une fonction semi-
continue inférieurement convexe telle que β(0) = 0. Les assertions suivantes
sont équivalentes.
(1) La probabilité µ satisfait Tc,β(a1, a2).
(2) Pour toute fonction ϕ ∈ Cb(X ) et pour tout λ ≥ 0,Å∫
e
λRcϕ
a2 dµ
ãa2 Å∫
e
− λϕ
a1 dµ
ãa1 ≤ eβ∗(λ),
avec β∗(λ) = supt≥0 {λt− β(t)}.
Cette formulation fonctionnelle est en fait une extension de la propriété-
(τ) de Maurey [Mau91], qui fut le premier à introduire l’opérateur d’infimim-
convolution pour retrouver les résultats de Talagrand pour la mesure gaus-
sienne, exponentielle, et les mesures à support borné.
Idée de la preuve (1)⇒ (2). On a β(t) = supλ≥0 {λt− β∗(λ)}, ∀t ≥ 0. Si µ
satisfait Tc,β(a1, a2), alors par le théorème de dualité de Kantorovich généralisé
(II.10), pour tout ϕ ∈ Cb(X ) et tout λ ≥ 0,
λ
Å∫
Rcϕdν2 −
∫
ϕdν1
ã
−β∗(λ) ≤ a2H(ν2|µ)+a1H(ν1|µ), ∀ν1, ν2 ∈ P(X ).
Le point (2) de la proposition découle en réarrangeant les termes de cette
inégalité, en optimisant sur les mesures ν1 et ν2, puis en appliquant la formule
de dualité de l’entropie (II.8), avec la fonction g = λRcϕ/a2 et avec la fonction
g = −λϕ/a1.
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Par densité de l’espace des fonctions continues bornées dans L1(µ), puis par
convergence monotone, (2) s’étend à toutes les fonctions mesurables ϕ : X →
]−∞,+∞] bornées inférieurement.
Etant donné A ∈ B(X ), considérons la fonction iA, nulle sur A, égale à
+∞ en dehors de A. En appliquant (2) à la fonction iA, comme RciA(x) =
c(x,A), x ∈ X , l’inégalité de transport Tc,β(a1, a2) redonne la formulation
de Talagrand des propriétés de concentration pour la mesure µ sous la forme
générale suivante (cf. [Tal95, Tal96a, Tal96b]) :∫
e
λc(x,A)
a2 dµ ≤ e
β∗(λ)/a2
µ(A)a1/a2 , ∀λ ≥ 0, ∀A ∈ P(X ).
Dans le cas particulier où β est la fonction identique, on a β∗ = i(−∞,1], et
la Proposition II.3.1 s’écrit :
Proposition II.3.2. [12] Les assertions suivantes sont équivalentes.
(1) La probabilité µ satisfait Tc(a1, a2).
(2) Pour toute fonction ϕ ∈ Cb(X ),Å∫
e
Rcϕ
a2 dµ
ãa2 Å∫
e
− ϕ
a1 dµ
ãa1 ≤ 1.
II.4 Tensorisation - Caractérisation par concentration
adimensionnelle
Les inégalités de transport se tensorisent, ce qui fournit en retour des résul-
tats de concentration en grande dimension.
Proposition II.4.1. Soit X1 et X2 des espaces métriques polonais. Soit β1 :
R+ → R+, β2 : R+ → R+ des fonctions convexes et soit β : R+ → R+ définie
par
β(t) = β1β2(t) = inf{β1(t1) + β2(t2), t = t1 + t2}, t ≥ 0.
Si µ1 ∈ P(X1) et µ2 ∈ P(X2) satisfont respectivement les inégalités de transport
Tc1,β1(a1, a2) et Tc2,β2(a1, a2), a1, a2 > 0, alors µ1 ⊗ µ2 ∈ P(X1 ×X2) satisfait
l’inégalité de transport Tc,β(a1, a2) avec pour tout x = (x1, x2) ∈ X1×X2, pour
tout p ∈ P(X1 ×X2) de marginales p1 ∈ P(X1) et p2 ∈ P(X2)
c(x, p) = c1 ⊕ c2(x, p) = c1(x1, p1) + c2(x2, p2).
La preuve de cette proposition suit exactement celle du Théorème 4.11, [12],
pour lequel β1(t) = β2(t) = β(t) = t, t ≥ 0. Nous pourrions aussi adapter la
preuve donnée dans [3] sur la forme fonctionnelle de ces inégalités de transport.
Cette propriété de tensorisation repose sur les propriétés de tensorisation
de l’entropie relative et du coût de transport optimal : pour toute mesure
ν ∈ P(X1 ×X2) dont la décomposition s’écrit dν(x1, x2) = dν1(x1)dνx12 (x2),
H(ν|µ) = H(ν1|µ1) +
∫
H(νx12 |µ2)dν1(x1),
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et pour toute autre mesure ν ′ ∈ P(X1 × X2) de décomposition dν ′(x′1, x′2) =
dν1(x′1)dν
x′1
2 (x′2), pour tout ε ≥ 0, il existe piε1 ∈ Π(ν1, ν ′1) tel que
Tc(ν|ν ′) ≤ Tc1(ν1|ν ′1) +
∫∫
Tc2(νx12 |ν ′x
′
1
2 ) dpiε1(x1, x′1) + ε,
où c = c1⊕ c2. Le terme d’erreur ε peut être choisi égal à zéro quand X1 et X2
sont compacts.
Ainsi si µ ∈ P(X ) satisfait l’inégalité transport Tc,β(a1, a2), alors µn =
µ ⊗ · · · ⊗ µ ∈ P(X n) satisfait Tcn,βn(a1, a2), avec pour tout p ∈ P(X n) de
marginales pi, i ∈ {1, . . . , n},
cn(x, p) = c⊕n(x, p) := c(x1, p1) + · · ·+ c(xn, pn), x = (x1, . . . , xn) ∈ X n,
et puisque β est une fonction convexe,
βn(t) := β · · ·β(t) = nβ(t/n), t ≥ 0.
De l’inégalité de transport Tcn,βn(a1, a2), on déduit que µn satisfait la pro-
priété de concentration suivante, pour tout A ∈ B(X n),
µn(A)a1µn(X \ Ar,cn)a2 ≤ e−nβ(r/n), ∀r ≥ 0.
Le profil de concentration dans le membre de droite n’est indépendant de n
que si β est linéaire. On dit alors que µ satisfait une propriété de concentration
adimensionnelle.
Définition II.4.1. On dit qu’une mesure µ ∈ P(X ) satisfait la propriété de
concentration adimensionnelle associée à la fonction de côut c : X ×P(X ), si
pour tout n ≥ 1 et pour tout A ∈ B(X n),
µn(A)a1µn(X \ Ar,cn)a2 ≤ e−r, ∀r ≥ 0.
Pour les grossissements usuels correspondant à une fonction de coût ω(x, y) =
α(d(x, y)), Gozlan a démontré que cette propriété de concentration adimen-
sionnelle était en fait équivalente à une inégalité de transport. La démonstra-
tion repose sur des théorèmes de grandes déviations (voir [Goz09]). Dans [5],
nous proposons une démonstration moins technique. Suite à une remarque de
Ledoux, cette démonstration s’adapte en travaillant directement sur les for-
mulations fonctionnelles de la propriété de concentration adimensionnelle et
de l’inégalité de transport. Dans [12], la souplesse de cette approche permet
d’étendre aux inégalités de transport Tc(a1, a2) la caractérisation de ces in-
égalités en terme de concentration adimensionnelle. Le résultat, écrit dans sa
version fonctionnelle, est le suivant.
Proposition II.4.2. [12] Les assertions suivantes sont équivalentes.
(i) µ satisfait Tc(a1, a2) : pour toute fonction ψ ∈ Cb(X ),Å∫
e
Rcψ
a2 dµ
ãa2 Å∫
e
− ψ
a1 dµ
ãa1 ≤ 1.
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(ii) Pour tout entier n ≥ 1 et pour toute fonction ϕ ∈ Cb(X n),
µn(ϕ ≤ m)a1µn(Rcnϕ > m+ r)a2 ≤ e−r, ∀m ∈ R,∀r ≥ 0. (II.11)
Idée de la démontration. Comme nous l’avons vu, (i) ⇒ (ii) résulte des pro-
priétés de tensorisation de Tc(a1, a2).
Pour montrer (i) à partir de (ii), on estime le produit des moments ex-
ponentiels de Rc⊕nϕ et −ϕ grâce aux estimations de queues de distribution
données par (ii). Plus précisément (ii) donne : pour tout ε > 0Å∫
e
Rcnϕ
(1+ε)a2 dµn
ãa2 Å∫
e
− ϕ(1−ε)a1 dµn
ãa1 ≤ K(ε, a1, a2),
oùK(ε, a1, a2) est une constante indépendante de n. On souhaite “tendre” cette
inégalité en remplaçant cette constante par 1. Pour cela, on choisit l’application
ϕ(x) = ψ(x1) + · · ·+ ψ(xn), x = (x1, . . . , xn) ∈ X n, pour laquelle
Rcnϕ(x) = Rcψ(x1) + · · ·+Rcψ(xn).
Par indépendance, l’inégalité précédente s’écrit alorsÅ∫
e
Rcψ
(1+ε)a2 dµ
ãa2 Å∫
e
− ψ(1−ε)a1 dµ
ãa1 ≤ K(ε, a1, a2)1/n.
Le résultat découle de cette inégalité lorsque n tend vers +∞ puis ε vers 0.
II.5 Lien avec les inégalités de Sobolev logarithmiques
- semi groupe d’Hamilton-Jacobi
Dans ce paragraphe, sont présentés brièvement les résultats des articles [6],
[7], [8] qui concernent les liens entre les inégalités de transport usuelles et les
inégalités de type Sobolev logarithmiques modifiées.
Les coûts de transport considérés sont des coût usuels sur un espace mé-
trique (X , d),
c(x, p) =
∫
α(d(x, y))dp(y), x ∈ X , p ∈ P(X ),
ou encore en dimension n
cn(x, p) :=
∫ n∑
i=1
α(d(xi, yi))dp(y), x ∈ X n, p ∈ P(X n),
où α : R+ → R+ est une fonction convexe telle que α(0) = α′(0) = 0. Dans
ce cadre, on note Tα(µ, ν) = Tc(µ|ν) ou encore Tα(µ, ν) = Tcn(µ|ν) les coûts
de transport optimaux. On note aussi Tα(b) l’inégalité de transport T+c (b) qui
coincide avec T−c (b), et Tαn(b) l’inégalité de transport T+cn(b) ou T−cn(b) en
dimension n.
Ecrire l’inégalité de Sobolev logarithmique nécessite de définir le gradient :
pour f : X → R localement lipschitzienne, on pose pour tout x ∈ X ,
|∇+f |(x) = lim sup
y→x
[f(y)− f(x)]+
d(x, y) , |∇
−f |(x) = lim sup
y→x
[f(y)− f(x)]−
d(x, y) ,
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et |∇+f |(x) = |∇−f |(x) = 0 si x est un point isolé. Si X est une variété
riemannienne, lorsque f est différentiable, |∇+f |(x) et |∇−f |(x) correspondent
à la norme du vecteur gradient ∇f(x) dans l’espace tangent TxX au point x.
Plus généralement, lorsque (X , d) est un espace complet, Ambrosio-Gigli-
Savaré on démontré dans [AGS14] (Remarque 6.5), que pour toute fonction
localement lipschitzienne, pour µ-presque tout x
|∇+f |(x) = |∇−f |(x),
sous l’hypothèse très faible suivante sur la mesure de Borel µ : il existe x0 ∈ X
et κ > 0 tel que pour tout r > 0,
µ(Br(x0)) ≤ eκr2 ,
où Br(x0) = {x ∈ X , d(x, x0) < r}.
En dimension n, pour toute fonction f : X n → R telle que l’application
partielle fxi , x ∈ X n soit localement lipschitzienne, en posant
fxi (u) = f(x1, . . . , xi−1, u, xi+1, . . . , xn), ∀u ∈ X , 1 ≤ i ≤ n,
on définit
|∇+i f |(x) = lim sup
yi→xi
[fxi (yi)− f(x)]+
d(xi, yi)
, |∇−i f |(x) = lim sup
yi→xi
[fxi (yi)− f(x)]−
d(xi, yi)
.
Définition II.5.1. Une probabilité µ ∈ P(X ) satisfait l’inégalité de Sobolev
logarithmique modifiée LogSob+α (b), b ≥ 0, associée à la fonction de coût α,
si pour toute fonction f : X → R localement lipschitzienne, on a
LogSob+α (b) : Entµ(ef ) ≤ b
∫
α∗(|∇+f |)efdµ,
où α∗(h) = supt≥0{ht− α(t)} et pour toute fonction g : X → R+,
Entµ(g) =
∫
g log g dµ−
∫
g dµ log
∫
gdµ.
En dimension n, une probabilité µ ∈ P(X n) satisfait l’inégalité de Sobo-
lev logarithmique modifiée LogSob+αn(b), si pour toute fonction f : X n → R
localement lipschitzienne dans chacune des variables
LogSob+αn(b) : Entµ(ef ) ≤ b
∫ n∑
i=1
α∗(|∇+i f |)efdµ.
De la même façon, on définit l’inégalité de Sobolev logarithmique LogSob−α (b)
en remplaçant |∇+f | par |∇−f |. Lorsque pour toute fonction localement lip-
schitzienne f : X → R, |∇+f | = |∇−f | µ-presque surement, on note LogSobα(b).
Lorsque α est le coût quadratique, α(t) = t2, t ≥ 0, α∗(h) = h2/4, h ≥ 0, l’in-
égalité de Sobolev logarithmique est notée LogSob2(b).
Dans les articles [6], [7], [8], sont démontrés des extensions ou des complé-
ments du théorème d’Otto-Villani suivant.
32
Chapitre II.5 33
Théorème II.5.1. [OV00] Soit X une variété riemannienne. Si µ ∈ P2(X )
satisfait l’inégalité de Sobolev logarithmique LogSob2(b) alors µ satisfait l’in-
égalité de transport de Talagrand T2(b).
Dans la partie heuristique de [OV00], Otto et Villani expliquent leur preuve
de ce résultat en interprétant l’espace de Wasserstein (P2(X),W2) comme une
variété riemanienne et en considérant le flot gradient de l’entropie relative
ν 7→ H(ν|µ).
Bobkov, Gentil et Ledoux [BGL01] ont proposé une autre démontration
s’appuyant sur la formule de Hopf-Lax pour les solutions de l’équation d’Hamil-
ton-Jacobi. Plus précisément sur une variété Riemannienne X , l’opérateur
d’infimum-convolution
v(x, t) = Qtf(x) = inf
y∈X
ß
f(y) + 12td(x, y)
2
™
, x ∈ X , t > 0,
est un semi-groupe, solution de l’équation d’Hamilton-Jacobi
∂v
∂t
= −12 |∇v|
2, avec v(x, 0) = f(x), ∀x ∈ X .
Cattiaux et Guillin ont montré que la réciproque de ce théorème peut être
fausse, en proposant un contre exemple [CG06] (voir aussi [Goz07]). L’article [6]
compléte ce théorème ; nous avons obtenu que l’inégalité de transport T2 est en
fait équivalente (à des constantes près) à l’inégalité de Sobolev logarithmique,
lorsqu’elle est restreinte à une classe de fonctions K-semi-convexes (K > 0),
dans le cadre euclidien, X n = Rn. Rappelons qu’une fonction f : Rn → R est
K-semi-convexe si pour tout λ ∈ [0, 1] et pour tout x, y ∈ Rn,
f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y) +Kλ(1− λ)|x− y|2.
Cette caractérisation est en fait valable pour toute fonction de coût α de
dérivée concave. L’exemple type est α = αp1,p2 avec p1 = 2 et p2 = p ∈ [1, 2]
où
αp1,p2(h) :=
®
hp1 si 0 ≤ h ≤ 1
p1
p2
hp2 + 1− p1
p2
si h ≥ 1 .
Les exemples génériques de mesures satisfaisant une inégalité de transport
Tα2,p(b) sur R sont : la mesure gaussienne pour p = 2 [Tal96c], la mesure
exponentielle pour p = 1 [Tal91, BK08], et plus largement les probabilités
dµp = e−|t|
p
/Zpdt, p ∈ [1, 2] [GGM05]. Remarquons que ces probabilités µp
satisfont aussi une inégalité de Sobolev logarithmique LogSobα2,p(b) (voir
[GGM07, BR08, Goz07]).
Une application majeure de cette nouvelle caractérisation des inégalités de
transport est le résultat de perturbation suivant.
Corollaire II.5.1. [6] Soit µ ∈ P(X n) et µ˜ ∈ P(X n) de densité eφ par rapport
à µ, φ : X n → R. Supposons que α est une fonction convexe sur R+ telle que
α(0) = α′(0) = 0 et α′ est concave. Si µ satisfait Tαn(C) alors µ˜ satisfait
Tαn
Ä
8CeOscφ
ä
avec Oscφ = supφ− inf φ.
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Ce type de résultat de perturbation avait éte établi par Holley et Stroock
[HS87] pour les inégalités de Sobolev logarithmiques. Appliqués aux inégalités
de Sobolev logarithmiques restreintes à une classe de fonctions, leurs arguments
donnent le corollaire précédent. Nous avons appris de Villani, que ce type
de résultat était l’une des questions restée ouverte, qui avait motivé l’article
[OV00].
Dans [7] et [8], nous élargissons cette caractérisation des inégalités de trans-
port et les résultats de perturbation qui en découlent, dans deux directions. La
fonction de coût α telle que α(0) = α′(0) = 0 satisfait uniquement la condition
∆2 (II.5). Cette fois-ci, toutes les fonctions génériques αp1,p2 , p1 ≥ 2, p2 ≥ 1
satisfont cette condition. Par ailleurs, nous sortons du cadre Riemannien : les
résultats sont valables dans des espaces métriques séparables complets.
L’extension aux fonctions de coût satisfaisant la condition ∆2 a été possible
dès lors que nous avons compris que la classe des fonctionsK−α-convexe,K >
0, est celle sur laquelle il faut restreindre l’inégalité de Sobolev logarithmique.
Plus précisément, une fonction f : X → R est K − α-convexe s’il existe une
fonction h : X → R telle que
f(x) = sup
y∈X
{h(y)−Kα(d(x, y))} = PKα h(x), ∀x ∈ X .
Ces fonctions apparaissent naturellement dans l’étude du transport optimal de
mesure associé à la fonction de coût α (voir [Vil09]).
En fait, sur l’espace euclidien, lorsque α est la fonction quadratique α(h) =
h2, h ≥ 0, les fonctions K−α-convexes coincides exactement avec les fonctions
semi-convexes, ce qui n’est pas vrai pour d’autres fonctions α.
Sous sa forme générale la plus simple, la caractérisation des inégalités de
transport s’énonce ainsi (voir Théorème 1.12 [7] et Théorème 5.1 [8]) dans les
espaces (X , d) géodésiques. Rappelons que (X , d) est un espace géodésique si
pour tous x, y ∈ X , il existe un chemin (γt)t∈[0,1] tracé dans X , telle que γ0 = x,
γ1 = y et d(γs, γt) = |t− s|d(x, y), pour tout s, t ∈ [0, 1].
Théorème II.5.2. Soit (X , d) un espace géodésique. Soit α : R+ → R+ une
fonction convexe satisfaisant la condition ∆2 (II.5) et telle que α(0) = α′(0) =
0. Les propriétés suivantes sont équivalentes.
(1) Il existe une constante C1 > 0, telle que µ satisfait l’inégalité de transport
Tα(C1).
(2) Il existe des constantes C2 > 0 et λ > 0, telles que µ satisfait l’inégalité
(τ)-log-Sobolev suivante : pour toute fonction f : X → R, localement
lipschitzienne,
(τ)− LogSobα(C2, λ) Entµ(ef ) ≤ C2
∫
(f −Qλαf)efdµ,
où Qλαf(x) := infy∈X {f(y) + λα(d(x, y))}, x ∈ X .
(3) Il existe des constantes C3 > 0 et λ > 0, telles que µ satisfait l’inégalité
de Sobolev logarithmique modifiée restreinte suivante : pour toute fonction
f : X → R, K − α-convexe avec 0 ≤ K < λ
r− LogSobα(C3, λ) Entµ(ef ) ≤ C3
∫
α∗(|∇+f |)efdµ.
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Nous introduisons au point (2) une nouvelle classe d’inégalités de Sobolev
logarithmiques (τ) − LogSobα(C2, λ). La notation “(τ)” fait référence à la
propriété-(τ) de Maurey [Mau91] où intervient aussi l’opérateur d’infimum-
convolution. Dans le membre de droite de cette nouvelle inégalité de Sobolev
(la “forme de Dirichlet”), la quantité (f − Qλαf) peut être interprétée comme
un gradient de la fonction f associé au coût α. L’idée pour passer de (2) à
(3) est de comparer ce type de gradient à α∗(|∇+f |) lorsque la fonction f est
K − α-convexe pour K < λ (voir Lemme 5.3, [8]).
Idée de la preuve. Le passage de (1) à (2) repose simplement sur l’inégalité de
Jensen (voir Théorème 2.1, [7]). Cet argument avait été utilisé une première
fois dans [1] pour obtenir des inégalités de Sobolev logarithmiques restreintes
aux fonctions convexes, pour des mesures à support borné dépendantes.
Le passage de (2) à (3) a été expliqué ci-dessus.
Le passage de (3) à (1) s’effectue de manière totalement différente dans
l’article [7] et dans l’article [8].
Dans [7], un des éléments clefs de la preuve est la propriété de tensorisation
de l’inégalité de Sobolev logarithmique, qui repose sur l’inégalité suivante :
pour toute fonction h : X n → R
Entµn(h) ≤
∫ n∑
i=1
Entµ(hxi )dµn(x),
où hxi est la i-ème application partielle associée à h. Puis, par l’argument de
Herbst, l’inégalité de Sobolev logarithmique restreinte tensorisée fournit une
borne supérieure pour le moment exponentiel de la fonction αn-convexe Pαnf ,
f : X n → R, f ≥ 0 (voir la preuve du Théorème 4.1, [7]) : il existe une
constante c ∈]0, 1], indépendante de n, telle que∫
ePαnfdµn ≤ e‖f‖∞(1−c)ec
∫
fdµn ,
où
Pαnf(x) := sup
y∈Xn
{
f(y)−
n∑
i=1
α(d(xi, yi))
}
, x ∈ X n.
Ensuite, comme dans la preuve de la proposition II.4.2, on sait tendre cette
inégalité lorsque n tend vers +∞ pour retrouver la forme fonctionnelle de
l’inégalité de transport Tα(1/c) (cf. Corollaire 2.7, [7]).
Dans [8], la preuve est une adaptation de celle du théorème d’Otto-Villani
présentée dans [BGL01], qui repose sur une formule de Hopf-Lax pour les solu-
tions de l’équation de Hamilton-Jacobi (voir Théorème 1.1, [8]). Pour adapter
cette preuve, nous avons au préalable démontré des formules de Hopf-Lax pour
des solutions d’équations d’Hamilton-Jacobi dans les espaces métriques géné-
raux.
Théorème II.5.3. [8] Soit (X , d) un espace métrique séparable complet et
α : R+ → R+ une fonction convexe. Pour toute fonction f : X → R semi-
continue inférieurement et bornée,
d
dt+
Qtf(x) ≤ −α∗
Ä|∇−Qtf |ä , ∀t > 0,∀x ∈ X ,
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où Qtf(x) := infy∈X
{
f(y) + tα
(
d(x,y)
t
)}
. De plus, on a égalité si (X , d) est un
espace géodésique.
Ce résultat avait été obtenu par Lott et Villani [LV07, Vil09] dans les espace
géodésiques mesurés (X , d, µ), pour tout t, pour tout x en dehors d’un ensemble
Nt de µ-mesure nulle, et avec des hypothèses supplémentaires sur µ (µ satisfait
une condition de doublement et une inégalité de Poincaré locale). L’intérêt du
Théorème II.5.3 est que ces hypothèses disparaissent ; il ne fait appel à aucune
théorie de la mesure.
Le Théorème II.5.3 précédent a été obtenu simultanément par Ambrosio,
Gigli et Savaré dans leur papier [AGS14] sur l’étude du flot gradient de l’en-
tropie dans les espaces métriques.
Dans [7], nous présentons l’argument de changement de métrique qui per-
met de restreindre l’étude des inégalités de transport de fonction de coût α
(satisfaisant la condition ∆2 (II.5)), à celle des inégalités de transport de fonc-
tion de coût αp,p, p > 1. Cet argument repose sur le Lemme II.2.1. D’après
ce lemme, en posant pα = suph>0
hα′+(h)
α(h) , on a α(d(x, y)) = (dα(x, y))
pα où dα
est une distance sur X . Ainsi, l’étude des l’inégalités de transport Tα(b) dans
l’espace métrique (X , d) se réduit à l’étude des inégalités de transport Tpα(b)
dans l’espace métrique (X , dα).
Par ailleurs, les techniques développées sur les espaces métriques dans [7]
et [8], ont permis d’étendre le Théorème d’Otto-Villani [OV00] (voir aussi
[GGM05]) aux espaces métriques, et de caractériser les inégalités de Sobo-
lev logarithmiques en termes d’hypercontractivité du semi-groupe d’Hamilton-
Jacobi (voir [BGL01]).
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Résultats autour des coûts barycentriques
III.1 Coûts barycentriques et ordre convexe
Soit γ et ν deux probabilités sur Rn. On dit que γ est dominée par ν au sens
de l’ordre convexe, et on note γ  ν, si pour toute fonction convexe f : Rn → R,∫
fdγ ≤
∫
fdν.
Le théorème de Strassen suivant donne une définition alternative de l’ordre
convexe.
Théorème III.1.1. [Str65] Soit γ et ν deux probabilités sur Rn, alors γ  ν
si et seulement s’il existe une martingale (X, Y ) pour laquelle X suit la loi γ
et Y la loi ν. Autrement dit, si pi est la loi du couple (X, Y ), décomposée sous
la forme
dpi(x, y) = dγ(x)dpx(y),
où p est un noyau de Markov tel que γp = ν, alors on a pour γ-presque tout
x, ∫
y dpx(y) = x.
Idée de la preuve. Ce résultat est une simple conséquence de la formule duale
du coût de transport barycentrique optimal :
T 1(ν|γ) := inf
pi∈Π(µ,ν)
∫ ∣∣∣∣x− ∫ y dpx(y)∣∣∣∣ dγ(x)
= sup
ß∫
f dγ −
∫
f dν ; f convexe, 1-lipschitzienne,
bornée inférieurement
™
,
(voir Proposition 3.2. [12]). Ainsi, si dpi∗(x, y) = dγ(x)dp∗x(y) est la loi d’une
martingale (X, Y ), de marginales γ et ν alors
0 ≤ T 1(ν|γ) ≤
∫ ∣∣∣∣x− ∫ y dp∗x(y)∣∣∣∣ dγ(x) = 0.
Par suite T 1(ν|γ) = 0 et la formule de dualité précédente implique que ν 
γ.
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Soit θ : Rn → R une fonction convexe. Soit µ une mesure de probabilité sur
Rn absolument continue par rapport à la mesure de Lebesgue, de telle sorte
que pour toute probabilité γ, il existe une application de transport optimale
S∗ : Rn → Rn telle que S∗#µ = γ et
Tθ(γ, µ) = inf
pi∈Π(µ,γ)
∫
θ(x− y)dpi(x, y) =
∫
θ(x− S∗(x))dµ(x).
Le coût de transport barycentrique optimal T θ(ν|µ) entre deux probabilités µ
et ν sur Rn est défini par
T θ(ν|µ) := inf
pi∈Π(µ,ν)
∫
θ
Å
x−
∫
y dpx(y)
ã
dµ(x), dpi(x, y) = dγ(x)dpx(y),
Ce coût s’exprime en fonction du coût de transport usuel Tθ de la manière
suivante.
Proposition III.1.1. Sous les conditions précédentes sur µ, pour toute pro-
babilité ν telle que T θ(ν|µ) <∞, on a
T θ(ν|µ) = inf
γ∈P(Rn),γν
Tθ(γ, µ).
Démonstration. Soit γ  ν. D’après le théorème de Strassen précédent, il existe
un noyau p∗ tel que γp∗ = ν et x =
∫
y dp∗x(y) γ-presque sûrement. Par ailleurs,
par hypothèse, il existe une application de transport S∗ : Rn → Rn telle que
S∗#µ = γ et
Tθ(γ, µ) =
∫
θ(x− S∗(x))dµ(x).
Considérons le noyau px(dy) = p∗S∗(x)(dy). On vérifie simplement que µp = ν
et pour µ-presque tout x,∫
y dpx(y) =
∫
y dp∗S∗(x)(y) = S∗(x).
Par conséquent
Tθ(γ, µ) =
∫
θ
Å
x−
∫
y dpx(y)
ã
dµ(x) ≥ T θ(ν|µ),
et en optimisant sur toutes les probabilités γ, avec γ  ν, on obtient
inf
γ∈P(Rn),γν
Tθ(γ, µ) ≥ T θ(ν|µ).
Pour établir l’inégalité inverse, considérons un noyau p tel que µp = ν et∫
θ
Å
x−
∫
y dpx(y)
ã
dµ(x) <∞.
Soit S : Rn → Rn l’application mesurable définie par
S(x) =
∫
y dpx(y),
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pour µ-presque tout x. Soit γ la mesure image de µ par l’application S, γ =
S#µ. On a alors γ  ν car d’après l’inégalité de Jensen, pour toute fonction
convexe f : Rn → R,∫
f dγ =
∫
f
Å∫
y dpx(y)
ã
dµ(x) ≤
∫∫
f(y) dpx(y)dµ(x) =
∫
f dν;
et par ailleurs∫
θ
Å
x−
∫
y dpx(y)
ã
dµ(x) =
∫
(x− S(x)) dµ(x)
≥ Tθ(γ, µ) ≥ inf
γ∈P(Rn),γν
Tθ(γ, µ).
On obtient alors l’inégalité voulue en optimisant sur tous les noyaux p telle
que µp = ν.
III.2 Inégalités de transport barycentriques et inégali-
tés de Sobolev logarithmiques
Dans la deuxième partie (section II.5), nous avons expliqué que certaines
inégalités de transport usuelles sont équivalentes à des inégalités de Sobolev
restreintes à des classes de fonctions. Fixons dans le reste de ce paragraphe
une norme ‖ · ‖ sur Rn. Dans l’article [12], nous établissons le même type de
résultats avec les inégalités de transport barycentriques T+c (b) et T−c (b) avec
la fonction de coût
c(x, p) =
∥∥∥∥x− ∫ y dp(y)∥∥∥∥2 , x ∈ Rn, p ∈ P(Rn).
Pour ces coûts barycentriques, le théorème général de dualité de Kantoro-
vich admet une version particulière, établie dans le Théorème 2.11 de l’article
[12],
Tc(ν|µ) = T 2(ν|µ)
= sup
ß∫
Qϕdµ−
∫
ϕdν ; ϕ convexe, lipschitzienne, bornée inférieurement
™
.
Dans le supremum, l’opérateurQϕ est l’opérateur d’infimum-convolution usuel,
Qϕ(x) = inf
y∈Rn
¶
ϕ(y) + ‖x− y‖2© , x ∈ Rn.
Ainsi, moyennant une restriction aux fonctions convexes, l’opérateur Qϕ rem-
place l’opérateur Rcϕ dans la formule de dualité (II.10).
Ce nouveau résultat de dualité donne une formulation fonctionnelle des in-
égalités de transport T+c (b) et T−c (b), dans laquelle n’intervient que l’opérateur
d’infimum-convolution usuel Qϕ, restreint aux fonctions convexes ϕ.
Par ailleurs, en appliquant par exemple la technique liée au semi-groupe
d’Hamilton-Jacobi de l’article [8], nous avons établi une caractérisation des
inégalités de transport T+c (b) et T−c (b) en termes d’inégalités de Sobolev lo-
garithmiques restreintes à une classe de fonctions différente, pour chacune des
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inégalités T+c (b) et T−c (b). Ces résultats sont résumés dans les deux théorèmes
suivants (voir [12] Théorème 8.8 et 8.15).
Théorème III.2.1. [12] Soit µ ∈ P1(Rn). Les propriétés suivantes sont équi-
valentes
(1) Il existe une constante C1 > 0 telle que µ satisfait T+2 (C1),
T 2(ν|µ) ≤ C1H(ν|µ), ∀ν ∈ P1(Rn).
(2) Il existe une constante C2 > 0 telle que pour toute fonction ϕ : Rn → R
lipschitzienne convexe et bornée inférieurement,∫
e−ϕ/C2dµ ≤ e−
∫
Qϕ/C2 dµ.
(3) Il existe des constantes C3 > 0 et λ > 0, telle que pour toute fonction
ψ : Rn → R, lipschitzienne, concave, bornée supérieurement et λ2‖ · ‖2-
convexe,
Entµ(eψ) ≤ C3
∫
‖∇ψ‖2∗eψdµ,
où ‖ · ‖∗ est la norme duale de ‖ · ‖ sur Rn.
Rappelons qu’une fonction ψ : Rn → R est λ2‖ · ‖2-convexe s’il existe une
fonction g : R2 → R telle que pour tout x ∈ Rn,
ψ(x) = sup
y∈Rn
®
g(y)− λ2‖x− y‖
2
´
.
Si ‖ · ‖ = | · | est la norme euclidienne, alors les fonctions ψ qui sont λ2‖ · ‖2-
convexes de classe C2 sont celles dont la matrice hessienne est minorée par −λI
au sens des formes quadratiques.
Précisons que dans le théorème précédent, les points (1) et (2) sont équiva-
lents avec la même constante C1 = C2.
Théorème III.2.2. [12] Soit µ ∈ P1(Rn). Les propriétés suivantes sont équi-
valentes
(1) Il existe une constante C1 > 0 telle que µ satisfait T−2 (C1),
T 2(µ|ν) ≤ C1H(ν|µ), ∀ν ∈ P1(Rn).
(2) Il existe une constante C2 > 0 telle que pour toute fonction ϕ : Rn → R,
lipschitzienne, convexe et bornée inférieurement,∫
eQϕ/C2dµ ≤ e
∫
ϕ/C2 dµ.
(3) Il existe une constante C3 > 0 telle que pour toute fonction ϕ : Rn → R,
lipschitzienne, convexe et bornée inférieurement,
Entµ(eϕ) ≤ C3
∫
‖∇ϕ‖2∗eϕdµ,
où ‖ · ‖∗ est la norme duale de ‖ · ‖ sur Rn.
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(4) Il existe une constante C4 > 0 telle que pour toute fonction ϕ : Rn → R,
lipschitzienne, convexe et bornée inférieurement,∥∥∥eQtϕ∥∥∥
a+t/(2C4),(µ)
≤ ‖eϕ‖a,(µ) ,
où Qtϕ(x) = infy∈Rn
¶
ϕ(y) + 1
t
‖x− y‖2© , x ∈ Rn, et pour tout h : Rn →
R, p ≥ 0, ‖h‖p,(µ) = (
∫ |h|pdµ)1/p.
Les points (1) et (2) sont équivalents avec la même constante C1 = C2. Les
points (3) et (4) sont équivalents avec la même constante C3 = C4. Les autres
relations entre les constantes dans les deux derniers théorèmes sont données
dans [12].
Dans le Théorème III.2.2, la propriété d’hypercontractivité (4) du semi-
groupe d’Hamilton-Jacobi découle du point (3) par l’argument de Herbst usuel
[BGL01] en appliquant l’inégalité de Sobolev logarithmique aux fonctions con-
vexes λQtϕ, λ > 0. En effet, lorsque ϕ est convexe, la fonction Qtϕ l’est aussi.
Les inégalités de Sobolev logarithmiques restreintes à la classe des fonctions
convexes ont été étudiées par Adamaczak [Ada05] qui propose des conditions
suffisantes sur la mesure µ pour qu’une telle inégalité soit vérifiée.
III.3 Inégalités de transport barycentriques pour la loi
binômiale et la loi de Poisson
Les probabilités discrètes ne satisfont généralement pas l’inégalité de trans-
port de Talagrand T2. Pour s’en convaincre, il suffit par exemple de considérer
µρ une combinaison de deux masses de Dirac en deux réels distincts a et b,
µρ = ρδa + (1− ρ)δb, ρ ∈]0, 1[. Dire que µρ satisfait T2(C), C > 0 s’écrit alors
pour tout q ∈ [0, 1]
W 22 (µρ, µq) = T2(µρ, µq) = |a−b|2|q−ρ| ≤ CH(µq|µρ) = q log
q
ρ
+(1−q) log 1− q1− ρ.
On obtient une contradiction lorsque q tend vers ρ en remarquant que
H(µq|µρ) = o(|q − ρ|).
Cependant la mesure µρ satisfait l’inégalité de transport
W 21 (µρ, ν) ≤
d(a, b)2
2 H(ν, µρ), ∀ν << µρ.
Pour obtenir d’autres inégalités de transport, une stratégie est de remplacer
le coût usuel par un coût barycentrique. Pour simplifier choisissons pour µρ la
mesure de Bernoulli de paramètre ρ (a = 0 et b = 1). Dans [2] et [12] (voir
Proposition 7.1), nous présentons une fonction de coût convexe optimale θρ,t :
R→ R+, t ∈]0, 1[ telle que µρ satisfasse l’inégalité de transport barycentrique
Tc(1/(1− t), 1/t) avec
c(x, p) = θρ,t
Å
x−
∫
y dp(y)
ã
, x ∈ R, p ∈ P(R),
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c’est à dire
T θρ,t(ν1|ν2) ≤
1
1− tH(ν1|µρ) +
1
t
H(ν2|µρ), ∀ν1, ν2 << µρ.
Par tensorisation, cette inégalité procure une inégalité de transport pour la
mesure produit µnρ = µρ ⊗ · · · ⊗ µρ associée au coût
cn(x, p) = c(x1, p1) + · · ·+ c(xn, pn), x = (x1, . . . , xn) ∈ Rn, p ∈ P1(Rn).
Par projection, en remarquant que par convexité
cn(x, p) ≥ n c
Ç∑n
i xi
n
,
∑n
i pi
n
å
,
on obtient une inégalité de transport barycentrique pour la loi binômiale µn,ρ
de paramètre n et ρ (voir [12], Corollaire 7.7)
T θρ,t,n(ν1|ν2) ≤
1
1− tH(ν1|µn,ρ) +
1
t
H(ν2|µn,ρ), ∀ν1, ν2 << µn,ρ,
où
θρ,t,n(h) = nθρ,t(h/n), h ∈ R.
Finalement, en utilisant le théorème de convergence faible de la loi binômiale
µn,ρn vers la loi de Poisson pλ de paramètre λ > 0 lorsque ρn = λ/n, on
démontre l’inégalité de transport barycentrique pour la loi de Poisson
T cλ,t(ν1|ν2) ≤
1
1− tH(ν1|pλ) +
1
t
H(ν2|pλ), ∀ν1, ν2 << pλ,
avec
cλ,t(h) = lim
n→∞nθρn,t(h/n), h ∈ R.
Une particularité de la fonction de coût cλ,t est d’être nulle pour h ≥ 0 (voir
[12], Proposition 7.11).
Une stratégie différente, issue d’une notion de courbure sur les espaces dis-
crets introduite par Maas [Maa11], permet d’obtenir d’autres inégalités de
transport pour les probabilités discrètes. Le coût de transport optimal est alors
défini par une formule de type Benamou-Brenier. Ce coût n’est pas comparable
à un coût barycentrique.
Par ailleurs, notons que pour les processus de Poisson, une inégalité de
transport d’une autre nature de type W1 a été proposée par Ma, Shen,Wang
et Wu [MSWW11].
III.4 Plan de transports optimaux pour les coûts bary-
centriques sur R
Cette partie concerne la construction d’un couplage optimal pi∗ qui réalise
le transport optimal barycentrique sur la droite réelle (en dimension 1).
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dans ce paragraphe, la fonction de coût θ : R → R est supposée paire
et convexe. Pour toute probabilité µ, on note Fµ sa fonction de répartition,
Fµ(x) = µ(]−∞, x])), et F−1µ son inverse généralisé,
F−1µ (u) = inf{x ∈ R, Fµ(x) ≥ u}, u ∈ [0, 1].
Soit µ et γ deux probabilités. Supposons que µ n’a pas d’atome ; il est alors
bien connu que pour toute fonction de coût convexe θ, le transport optimal
usuel Tθ(µ, γ) est atteint par le plan de transport déterministe
dpi∗(x, y) = dµ(x)dδS∗(x)(y),
où S∗ est l’application de transport monotone définie par
S∗(x) = F−1γ ◦ Fµ(x), x ∈ R.
Autrement dit, il existe une application de transport S∗, indépendante de θ et
telle que
Tθ(µ, γ) =
∫
θ(x− S∗(x)) dµ(x).
On souhaite obtenir le même type de résultat d’indépendance de la fonc-
tion de coût θ, pour un couplage optimal du coût de transport barycentrique
T θ(ν|µ). Pour celà, on peut s’appuyer sur le résultat préliminaire suivant ob-
tenu dans [13] (Théorème 1.3).
Théorème III.4.1. Soit µ, ν ∈ P1(R). Il existe γˆ ∈ P1(R) tel que γˆ  ν et
pour toute fonction convexe θ paire, on a
T θ(ν|µ) = Tθ(γˆ, µ).
Ce résultat reste valable lorsque µ possède des atomes. D’après ce qui pré-
cède, lorsque µ ne possède pas d’atome,
T θ(ν|µ) = Tθ(γˆ, µ) =
∫
θ(x− S∗(x)) dµ(x), avec S∗ = F−1γˆ ◦ Fµ,
et puisque γˆ  ν, d’après le Théorème III.1.1 de Strassen, il existe un noyaux
p∗ tel que γˆp∗ = ν et γˆ-presque surement∫
y dp∗x(y) = x.
Puisque γˆ est indépendant de θ, le noyau p∗ est lui aussi indépendant de θ.
Par ailleurs, puisque S∗#µ = γˆ, on obtient pour µ-presque tout x,∫
y dp∗S∗(x)(y) = S∗(x),
ce qui donne finalement
T θ(ν|µ) =
∫
θ
Å
x−
∫
y dp∗S∗(x)(y)
ã
dµ(x).
Ceci montre que si µ n’a pas d’atomes, alors le coût de transport barycentrique
T θ(ν|µ) est atteint pour le couplage optimal
dpi∗(x, y) = dµ(x)dp∗S∗(x)(y),
qui est indépendant de la fonction de coût θ.
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III.5 Caractérisation des probabilités sur R satisfaisant
une inégalité de transport barycentrique
On sait caractériser les probabilités sur R satisfaisant de nombreuses inégali-
tés fonctionnelles comme l’inégalité de Poincaré [Muc72], l’inégalité de Sobolev
logarithmique [BG99, BR03] (voir aussi chapitre 6, [ABC+00]), les inégalités
de transport usuelles [Goz12]. La caractérisation est donnée par des critères
de type Hardy sur les queues de distributions et les densités des lois consi-
dérées. Cette section concerne la caractérisation des inégalités de transport
barycentriques. La démarche adoptée reprend celle de Gozlan [Goz12].
Soit τ la loi exponentielle symétrique sur R, de densité e−|x|/2. Pour toute
probabilité µ sur R, notons Uµ la fonction de transport optimale qui transporte
la mesure exponentielle sur la mesure µ,
Uµ = F−1µ ◦ Fτ ,
c’est à dire,
Uµ(x) =
{
F−1µ
Ä
1− 12e−|x|
ä
si x ≥ 0
F−1µ
Ä1
2e
−|x|ä si x ≤ 0
Voici un résultat central de [Goz12] : une probabilité µ satisfait l’inégalité
de transport T2(C) avec C > 0 si et seulement si elle satisfait l’inégalité de
Poincaré ainsi que la condition suivante : il existe b ≥ 0 tel que
sup
x∈R
(Uµ(x+ u)− Uµ(x)) ≤ b
√
1 + u, ∀u ≥ 0,
ce qui impose un comportement particulier des queues de distribution de µ.
Nous avons établi l’analogue de ce résultat pour les inégalités de transport
barycentriques avec le coût optimal T θ lorsque la fonction θ est convexe symé-
trique et quadratique au voisinage de 0 (Théorème 1.2 [13]). Pour tout a > 0,
notons θa(t) = θ(at), t ∈ R.
Théorème III.5.1. [13] Soit θ une fonction de coût convexe symétrique telle
que θ(t) = t2 pour tout |t| ≤ t0, t0 > 0. Une probabilité µ satisfait les inégalités
de transport barycentriques
T−θa : T θa(µ|ν) ≤ H(ν|µ), ∀ν ∈ P1(R),
et
T+θa : T θa(ν|µ) ≤ H(ν|µ), ∀ν ∈ P1(R),
pour une certaine constante a > 0 si et seulement s’il existe b ≥ 0 tel que
sup
x
(Uµ(x+ u)− Uµ(x)) ≤ b θ−1
Ä
u+ t20
ä
, ∀u ≥ 0. (III.1)
Comme nous l’avons vu dans le paragraphe III.3, certaines mesures discrètes
satisfont des inégalités de transport barycentriques du type précédent. Par
ailleurs, on sait qu’une probabilité qui satisfait l’inégalité de Poincaré usuelle
a nécessairement un support connexe. Ces mesures discrètes sont donc des
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mesures qui satisfont une inégalité de transport barycentrique sans satisfaire
une inégalité de Poincaré classique.
Cependant, la condition (III.1) du théorème précédent implique la propriété
suivante : il existe h > 0 tel que
sup
x∈R
(Uµ(x+ 1)− Uµ(x)) ≤ h. (III.2)
Bobkov et Götze [BG99] ont montré que cette condition est équivalente à
l’existence d’une inégalité de Poincaré restreinte aux fonctions convexes pour
la mesure µ. Les mesures qui satisfont (III.1) satisfont donc nécessairement
une inégalité de Poincaré “convexe”.
Idée de la preuve du Théorème III.5.1. La demonstration s’appuie sur les deux
arguments suivants. On montre d’abord que (III.2) est équivalent à l’existence
d’une inégalité de transport barycentrique pour une fonction de coût θ1 qua-
dratique puis linéaire. On obtient ainsi, de surcroît, une caractérisation de
l’inégalité de Poincaré convexe en termes d’inégalité de transport. Le résultat
est le suivant (Théorème 1.5, [13]).
Théorème III.5.2. [13] Soit µ une probabilité sur R. La condition (III.2) est
équivalente a chacune des propriétés suivantes.
(a) Il existe C > 0 tel que pour toute fonction convexe f sur R,
Varµ(f) ≤ C
∫
R
f ′2 dµ.
(b) Il existe des constantes a, t0 > 0 telles que
T−θa1 : T θa1 (µ|ν) ≤ H(ν|µ), ∀ν ∈ P1(R),
et
T+θa1 : T θa1 (ν|µ) ≤ H(ν|µ), ∀ν ∈ P1(R),
où la fonction θ1 est définie par
θ1(t) =
®
t2 si |t| ≤ t0,
2|t|t0 − t20 si |t| > t0.
A partir de ce résultat intermédiaire, la preuve du Théorème III.5.1 est la
même que dans [Goz12]. Soit θ la fonction convexe vérifiant les hypothèses du
théorème et la condition (III.1) et µ, ν ∈ P1(R). D’après le Théorème III.4.1,
nous savons qu’il existe γˆ ∈ P1(R), γˆ  ν, tel que indépendamment de la
fonction de coût θ
T θa(ν|µ) = Tθa(γˆ, µ), ∀a > 0.
Soit U une variable aléatoire de loi uniforme sur [0, 1], et pi∗ la loi du couple
(F−1γˆ (U), F−1µ (U)).
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Il est bien connu que ce couplage pi∗, indépendant de la fonction θ, réalise le
transport optimal Tθ(γˆ, µ) quel que soit la fonction convexe θ. Par conséquent,
si θ1 et θ2 sont des fonctions convexes telles que
θ ≤ θ1 + θ2,
alors
Tθa(γˆ, µ) ≤ Tθa1 (γˆ, µ) + Tθa2 (γˆ, µ), ∀a > 0.
Ainsi, on obtient
T θa(ν|µ) ≤ T θa1 (ν|µ) + T θa2 (ν|µ), ∀a > 0.
On choisit pour fonction θ1 la partie quadratique de θ au voisinage de 0,
θ1(t) = t2, ∀|t| ≤ t0,
puis linéaire
θ1(t) = 2|t|t0 − t20, ∀|t| ≥ t0.
Puisque la condition (III.2) est, elle aussi, satisfaite, d’après le Théorème
III.5.2, il existe des constantes t0 et a telles que les inégalités barycentriques
T+θa1 et T
−
θa1
sont satisfaites.
On pose θ2(t) = [θ(t)− θ1(t)]+ , t ∈ R qui est nulle au voisinage de 0, sur
l’intervalle [−t0, t0]. La condition (III.1) s’écrit encore
sup
x∈R
(Uµ(x+ u)− Uµ(x)) ≤ b θ−12 (u), ∀u ≥ 0.
Dans le Théorème 6.1 [13], nous établissons que cette condition est équivalente
à l’existence d’une constante a telle que µ satisfait les inégalités de transport
barycentriques T+θa2 et T
−
θa2
.
Finalement, en ajustant correctement la constante a, puisque θ ≤ θ1 + θ2,
on obtient
2T θa/2(ν|µ) ≤ T θa(ν|µ) ≤ T θa1 (ν|µ) + T θa2 (ν|µ) ≤ 2H(ν|µ), ∀ν ∈ P1(R).
Par conséquent, µ satisfait l’inégalité de transport barycentrique T+θa/2 :
T θa/2(ν|µ) ≤ H(ν|µ), ∀ν ∈ P1(R).
La preuve de l’inégalité barycentrique T−θa/2 est analogue.
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CHAPITRE IV
Inégalités de transport universelles
IV.1 En dimension 1
Soit (X , d) un espace métrique séparable complet. Dans ce document, les
inégalités de transport universelles sont des inégalités de transport satisfaites
par toute mesure µ ∈ P(X).
La première d’entre elles, la plus connue, évoquée en II.2, est l’inégalité de
Csizár-Kullback-Pinsker [Csi67, Kul67, Pin64],
1
2‖µ− ν‖
2
TV ≤ H(ν|µ), ∀µ, ν ∈ P(X ), (IV.1)
où ‖µ− ν‖TV est la distance en variation totale entre les mesures µ et ν,
‖µ− ν‖TV = 2 inf
pi∈Π(µ,ν)
∫∫
1x 6=y dpi(x, y).
La forme duale de l’inégalité de Csizár-Kullback-Pinsker est l’inégalité expo-
nentielle suivante, pour toute fonction f : X → R telle que supx,y∈X |f(x) −
f(y)| ≤ c, ∫
etfdµ ≤ et
∫
f dµ+t2c2/8, t ≥ 0.
Cette inégalité exponentielle, très utilisée, donne l’inégalité de Hoeffding en
appliquant l’inégalité de Markov,
µ
Å
f ≥
∫
f dµ+ t
ã
≤ e−2t2/c2 t ≥ 0.
L’inégalité de Csizár-Kullback-Pinsker (IV.1) peut être améliorée de diffé-
rentes façons, par exemple en changeant la fonction de la distance en variation
totale dans son membre de gauche (voir [FHT03, Gil10]).
Cette partie est plus particulièrement consacrée aux versions dérivées de
l’inégalité de Csizár-Kullback-Pinsker qui mettent en jeu les fonctions coûts
universelles présentées dans la Définition I.1.5. Plus précisément, étant donnés
α : R+ → [0,+∞] une fonction convexe, et µ, ν1, ν2 des probabilités sur X ,
notons‹Tα(ν1|ν2) = inf
pi∈Π(ν2,ν1)
ß∫
c(x, px)dν2(x), dpi(x, y) = dν2(x)dpx(y)
™
,
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lorsque
c(x, p) = α
Å∫
1x 6=ydp(y)
ã
, x ∈ X , p ∈ P(X ),
et “Tα(ν1|ν2) = inf
pi∈Π(ν2,ν1)
ß∫
c(x, px)dν2(x), dpi(x, y) = dν2(x)dpx(y)
™
,
lorsque
c(x, p) =
∫
α
Ç
1x 6=y
dp
dµ
(y)
å
dµ(y),
si (x, p) est tel que p est absolument continue par rapport à µ sur X \ {x}, et
c(x, p) = +∞ sinon. Dans [3] (Théorème 1.1 et Théorème 1.2), sont établies
les inégalités de transport universelles suivantes (voir aussi [13]).
Théorème IV.1.1. [3] Soit X un espace métrique compact, µ ∈ P(X ) et
t ∈]0, 1[.
(a) Pour toutes probabilités ν1 et ν2 sur X , on a‹Tαt(ν1|ν2) ≤ 11− tH(ν1|µ) + 1tH(ν2|µ),
où la fonction de coût convexe αt : R+ → [0,+∞] est définie par
αt(u) =
t(1− u) log(1− u)− (1− tu) log(1− tu)
t(1− t) , 0 ≤ u ≤ 1.
et αt(u) = +∞ si u > 1.
Par continuité, pour t = 0, on obtient‹Tα0(ν1|µ) ≤ H(ν1|µ),
avec α0(u) = (1−u) log(1−u)+u si 0 ≤ u ≤ 1, et α0(u) = +∞ si u > 1.
Par continuité, pour t = 1, on obtient‹Tα1(µ|ν2) ≤ H(ν2|µ),
avec α1(u) = − log(1− u)− u, si 0 ≤ u < 1 et α0(u) = +∞ si u ≥ 1.
(b) Pour toutes probabilités ν1 et ν2 sur X , on a“Tβt(ν1|ν2) ≤ 11− tH(ν1|µ) + 1tH(ν2|µ),
où la fonction de coût convexe βt : R+ → [0,+∞] est définie par
βt(u) := sup
s∈R+
{su− β∗t (s)} , u ∈ R+.
avec
β∗t (s) =
te(1−t)s + (1− t)e−ts − 1
t(1− t) , s ∈ R
+.
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Par continuité, pour t = 0, on obtient“Tβ0(ν1|µ) ≤ H(ν1|µ), (IV.2)
avec β0(u) = (1 + u) log(1 + u)− u, u ≥ 0, et pour t = 1,“Tβ1(µ|ν2) ≤ H(ν2|µ),
avec β1(u) = (1− u) log(1− u) + u, si u ≤ 1 et β1(u) = +∞ si u > 1.
Puisque pour tout t ∈ [0, 1], αt(u) ≥ u2/2 = α(u), u ≥ 0, les inégalités de
transport du point (a) redonnent les inégalités de Marton [Mar96b] associées
à la fonction de coût α :
1
2
‹T2(ν1|µ) ≤ H(ν1|µ), 12 ‹T2(µ|ν2) ≤ H(ν2|µ), (IV.3)
ou encore pour tout t ∈ (0, 1),
1
2
‹T2(ν1|ν2) ≤ 11− tH(ν1|µ) + 1tH(ν2|µ).
En optimisant en t, cette inégalité s’écrit encore
1
2
‹T2(ν1|ν2) ≤ (»H(ν1|µ) +»H(ν2|µ))2 ,
qui peut être améliorée en
1
2
Ä‹T2(ν1|ν2) + ‹T2(ν2|ν1)ä ≤ (»H(ν1|µ) +»H(ν2|µ))2 , ∀µ, ν1ν2 ∈ P(X ),
(IV.4)
comme conséquence de la convexité de l’entropie (VI.4) présentée en section
VI.2.
Comme il a été expliqué en section II.4, ces inégalités de transport faibles se
tensorisent sur les espaces produits, fournissant ainsi des propriétés de concen-
tration pour les mesures produits, voire des mesures faiblement dépendantes.
Les principes de concentration associés à ces coûts de transport en dimension
supérieure ont été introduits par Talagrand [Tal96a, Tal96c], en particulier
pour établir des inégalités de déviation pour les suprema de moyennes empi-
riques de type Bernstein.
Dans la section IV.2 suivante, sont brièvement présentés les résultats de
l’article [1] obtenus dans le cadre de dépendance faible. Ensuite, la section
IV.3 concerne les résultats de l’article [3] à propos des inégalités de déviations
pour des suprema de processus empiriques pour des variables aléatoires indé-
pendantes. Le dernier paragraphe de ce chapitre, section IV.4, propose une
autre forme de tensorisation des inégalités de Csizár-Kullback-Pinsker ou des
inégalités de transport de Marton qui fournit de nouvelles inégalités de trans-
port faibles pour la loi uniforme sur le groupe symétrique. Ces résultats récents
du preprint [14] s’inspirent des travaux de Talagrand [Tal95].
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IV.2 Inégalités de transport pour des variables aléa-
toires faiblement dépendantes
Dans l’article [1], est proposé un schéma de tensorisation des inégalités
de Marton (IV.3) lorsque µ est une probabilité sur X n, dont les marginales
dépendent faiblement les unes des autres ; en particulier lorsque µ est la loi des
n premières variables aléatoires X1, . . . , Xn d’un processus Φ-mélangeant. Les
chaînes de Markov Doeblin récurrentes sont des cas particuliers de processus
Φ-mélangeants.
Cette tensorisation de l’inégalité de transport repose sur la construction
de couplages. Une construction similaire a été proposée ensuite par Marton
[Mar03] afin de permettre d’autres applications de ces inégalités de transport.
Le résultat principal de [1] est le suivant, en supposant pour simplifier que
X est fini. Etant donnée une suite de variables aléatoires X1, . . . , Xn à valeurs
dans X , pour 1 ≤ i < j ≤ n, notons
L(Xnj |X i−11 = xi−11 , Xi = xi)
la loi de (Xj, . . . , Xn) sachant que X1 = x1, . . . , Xi−1 = xi−1, Xi = xi, et
Γ = (γi,j)1≤i,j≤n la matrice triangulaire supérieure définie par
γ2ij = sup
xi−11 ,xi,yi
∥∥∥L(Xnj |X i−11 = xi−11 , Xi = xi)− L(Xnj |X i−11 = xi−11 , Xi = yi)∥∥∥TV ,
pour i < j et γii = 1.
Théorème IV.2.1. [1] Avec les notations précédentes, pour toutes probabilités
µ et ν sur X n, on a‹T2(ν|µ) ≤ 2‖Γ‖2H(ν|µ) et ‹T2(µ|ν) ≤ 2‖Γ‖2H(ν|µ),
où ‖Γ‖ désigne la norme d’opérateur de Γ de (Rn, | · |) dans (Rn, | · |).
Puisque le coût de Marton ‹T2 en dimension n satisfait l’inégalité triangu-
laire (II.7), les deux inégalités de transport de ce théorème sont équivalentes
à la famille d’inégalités de transport suivante : pour tout t ∈]0, 1[, pour tous
µ, ν1, ν2 ∈ P(X n),
1
2‖Γ‖2
‹T2(ν1|ν2) ≤ 11− tH(ν1|µ) + 1tH(ν2|µ),
ou encore, de façon équivalente, d’après le Théorème II.3.1, pour toute fonction
g : X n → R bornée inférieurement,Å∫
etQ˜gdµ
ã1/t Å∫
e−(1−t)gdµ
ã1/(1−t)
≤ 1,
où ‹Qg(x) = inf
p∈P(Xn)
{∫
gdp+ 12‖Γ‖2
n∑
i=1
Å∫
1xi 6=yidp(y)
ã2}
.
50
Chapitre IV.2 51
En particulier, en appliquant cette inégalité à la fonction g = iA, A ⊂ X n,
on obtient la propriété de concentration de Talagrand ([Tal95], “convex hull
method”) étendue à n’importe quelle mesure µ ∈ P(X n) : pour tout sous-
ensemble A ⊂ Xn, pour tout t ∈]0, 1[,∫
e
t
2‖Γ‖2D
2
T (x,A)dµ(x) ≤ 1
µ(A)t/(1−t) , (IV.5)
où DT (x,A) est la distance convexe de Talagrand définie par
D2T (x,A) =
(
sup
α∈Rn,|α|≤1
inf
y∈A
n∑
i=1
αi1xi 6=yi
)2
=
(
sup
α∈Rn,|α|≤1
inf
p∈P(A)
n∑
i=1
αi
∫
1xi 6=yidp(y)
)2
=
(
inf
p∈P(A)
sup
α∈Rn,|α|≤1
n∑
i=1
αi
∫
1xi 6=yidp(y)
)2
= inf
p∈P(A)
n∑
i=1
Å∫
1xi 6=yidp(y)
ã2
= ‹QiA(x).
La deuxième égalité découle de la linéarité de l’expression en p et du fait
que les mesures de Dirac sont les points extrémaux de l’ensemble convexe
P(A). La troisième égalité est une conséquence du Théorème minimax de Sion
[Sio58, Kom88] qui s’applique ici car l’expression est lineaire en p et α, donc
convexe en p et concave en α.
Lorsque µ est la loi d’une suite de variables aléatoires indépendantes, l’inéga-
lité (IV.5) correspond exactement au résultat de concentration de Talagrand
puisque ‖Γ‖ = ‖Id‖ = 1.
Le Théorème IV.2.1 complète celui de Marton pour les chaînes de Mar-
kov contractantes [Mar96b, Mar97]. Supposons plus généralement que la suite
(Xk)k≥1 est une chaîne de Markov de noyau K, récurrente au sens de Doeblin ;
c’est à dire qu’il existe une probabilité m, un entier r et un réel ρ ∈]0, 1[ tels
que pour tout x ∈ X et tout sous-ensemble A ⊂ X
Kr(x,A) ≥ ρm(A).
Alors le coefficient ‖Γ‖ est borné indépendamment de n,
‖Γ‖ ≤
√
2
1− ρ1/2r .
Plus généralement, si (Φk)k≥1 représente la suite des coefficients de Φ-
mélange d’une suite de variables aléatoires X1, . . . , Xn (voir [1], [Dou94]) alors,
on a
‖Γ‖ ≤
n∑
k=1
»
Φk.
Depuis ce résultat, différents auteurs ont montré des inégalités de transport
sous des hypothèses de dépendance faible différentes, par exemple sous des
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conditions de dépendance de type Dobrushin [DGW04, Mar04, Mar10, Wu06,
Kon12, Pau12, WW14, Wan14, Pau14].
Parmi ces travaux, le résultat suivant de Paulin [Pau14] concerne exac-
tement la propriété de concentration de Talagrand (IV.5) obtenue sous des
conditions de Dobrushin, en appliquant les méthodes de symétrisation de Stein,
mises en avant par Chatterjee [Cha07]. Etant donné 1 ≤ i ≤ n, on note X−i le
vecteur aléatoire défini par
X−i = (X1, . . . , Xi−1, Xi+1, . . . , Xn).
La matrice D = (dij) des coefficients de dépendance de Dobrushin, est une
matrice dont les entrées positives vérifient, pour tout i ∈ {1, . . . , n}, et tous
x, y ∈ X n,
‖L(Xi|X−i = x−i)− L(Xi|X−i = y−i)‖TV ≤
∑
j,j 6=i
dij1xj 6=yj .
Théorème IV.2.2. (Théorème 3.3,[Pau14]) Soit ‖D‖1 = max1≤j≤n∑ni=1 dij
et ‖D‖∞ = max1≤i≤n∑nj=1 dij. Si ‖D‖1 < 1 and ‖D‖∞ ≤ 1, alors pour tout
A ⊂ X n, on a ∫
e
1−‖D‖1
26.1 D
2
T (x,A)dµ(x) ≤ 1
µ(A) .
Des exemples d’applications de ce résultat sont présentés dans [Pau14] (le
problème du voyageur de commerce, les arbres de Steiner).
IV.3 Inégalités de type Bernstein pour des suprema de
processus empiriques indépendants
Les premières inégalités de déviation des suprema de processus empiriques
de type Bernstein ont été démontrées par Talagrand [Tal96b, Tal96a] par la
méthode dite “de l’enveloppe convexe”. Ces inégalités de concentration sont
particulièrement utiles en statistique [Mas00b, Mas07].
Ledoux [Led97] a proposé une “méthode entropique” qui permet de retrou-
ver simplement les résultats de Talagrand. Cette méthode est basée sur la
propriété de tensorisation des inégalités de Sobolev et l’argument de Herbst.
Elle a été largement développée ensuite notamment pour obtenir les bornes de
déviation optimales pour les suprema de processus empiriques indépendants
[Mas00a, BLM00, Rio01, BLM03, Rio02, Bou03, KR05, Rio12, Rio13, BLM13].
L’objectif de l’article [3] est de développer une approche alternative, par
inégalités de transport, afin d’obtenir les constantes optimales dans les inéga-
lités de déviation des suprema de processus empiriques indépendants, dans le
prolongement des travaux de Talagrand, Marton [Mar96a, Mar96b], Dembo
[Dem97] et Maurey [Mau91].
Une autre approche a été proposée par Panchenko, basée sur des méthodes
de symétrisation [Pan01, Pan02, Pan03]. Enfin, pour compléter ce tableau, les
méthodes de Stein ont été mises en avant par Chatterjee pour obtenir des
propriétés de concentration semblables à celle de Talagrand [Cha05, Cha07,
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CD10, Pau14]. Cette dernière méthode présente l’intérêt de s’étendre à des cas
de dépendance, sous des conditions de type Dobrushin.
Voici l’un des résultats de concentration pour les suprema de processus
empiriques indépendants qui se déduit des inégalités de transport du Théo-
rème IV.1.1 après tensorisation (voir [3]). Soit F un ensemble dénombrable et
(X1,t)t∈F , . . . , (Xn,t)t∈F , n processus indépendants. On s’intéresse aux dévia-
tions de la variable aléatoire
Z = sup
t∈F
n∑
i=1
Xi,t.
Notons
V = sup
t∈F
n∑
i=1
E
[
[Xi,t −X ′i,t]2+
∣∣∣Xi,t] ,
où (X ′i,t)t∈F est une copie indépendante de Xi = (Xi,t)t∈F et E[ · |Xi,t] est
l’espérance conditionnelle étant donné Xi,t. Dans le théorème suivant, pour
tout t ∈ F et tout i ∈ {1, . . . , n},Mi,t et mi,t sont des constantes qui encadrent
les variables aléatoires Xi,t.
Théorème IV.3.1. (a) Supposons que Xi,t ≤ Mi,t, et E [(Mi,t −Xi,t)2] ≤ 1,
pour tout i et tout t, alors pour tout u ≥ 0,
P(Z ≥ E[Z] + u) ≤ exp
− u
2
(
1 + ε
(
u
E[V ]
)) logÇ1 + u
E[V ]
å
≤ exp
ñ
− u
2
2E[V ] + 2u
ô
,
avec ε(u) = β0(u)(1 + u) log (1 + u) et β0(u) := (1 + u) log(1 + u)− u.
(b) Supposons que mi,t ≤ Xi,t ≤Mi,t, avec Mi,t −mi,t = 1 pour tout i et tout
t, alors pour tout u ≥ 0,
P(Z ≤ E[Z]− u) ≤ exp
ñ
−E[V ]β0
Ç
u
E[V ]
åô
≤ exp
[
− u
2
2E[V ] + 23 u
]
,
avec β0(u) = (1 + u) log(1 + u)− u.
L’optimalité de ces résultats est expliquée dans l’article [3]. Rappelons que
par des techniques de symétrisation usuelles ([LT91], Lemme 6.3 et Théorème
4.12), le terme de variance E[V ] s’estime de la manière suivante
E[V ] ≤ sup
t∈F
n∑
i=1
Var(Xi,t) + 16E
[
sup
t∈F
∣∣∣∣∣ n∑
i=1
(Xi,t − E[Xi,t])
∣∣∣∣∣
]
.
Dans [3], certains résultats intermédiaires sur les moments exponentiels ne
nécessitent pas que les variables aléatoires soient bornées. Pour plus de détails,
voir par exemple le Théorème 3.4 et le Corollaire 3.5 de [3]. Dans [Ada08], en
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utilisant l’inégalité Hoffman-Jørgensen et les résultats de Talagrand, Adamc-
zak a étendu les propriétés de concentration à des suprema de variables aléa-
toires non-bornées, par des arguments de troncature des variables aléatoires.
Ces mêmes arguments pourraient être utilisés avec les résultats intermédiaires
donnés dans [3], pour démontrer de nouvelles inégalités de déviation pour des
variables non-bornées.
Idée de la preuve. Nous présentons seulement une preuve élémentaire de (b),
pour montrer les liens entre l’inégalité de transport avec un coût “Tβt et les
inégalités de déviation d’une somme empirique autour de sa moyenne.
Soit µi la loi du processus Xi = (Xi,t)t∈F . Le point (b) découle simplement
de la forme duale de l’inégalité de transport tensorisée (IV.2) : X = RF , pour
toute fonction g : X n → R,
∫
e−gdµ ≤ exp
Å
−
∫ “Qg dµã , (IV.6)
où µ = µ1 ⊗ · · · ⊗ µn et pour tout x = (x1, . . . , xn) ∈ X n
“Qg(x) = inf
p∈P(Xn)
{∫
g(y) dp(y) +
n∑
i=1
∫
β0
Ç
1xi 6=yi
dpi
dµi
(yi)
å
dµi(yi)
}
,
les probabilités pi sont les marginales de p. Choisissons g = λf avec λ ≥ 0 et
f(x) = sup
t∈F
n∑
i=1
xi,t, x = (x1, . . . , xn) ∈ X n.
On suppose, pour simplifier, que pour tout x ∈ X n, le supremum est atteint
en un unique point τ(x) ∈ F :
sup
t∈F
n∑
i=1
xi,t =
n∑
i=1
xi,τ(x).
Alors pour tout x, y ∈ X n
f(y) ≥ f(x) +
n∑
i=1
(yi,τ(x) − xi,τ(x)) = f(x) +
n∑
i=1
(yi,τ(x) − xi,τ(x))1xi 6=yi .
54
Chapitre IV.4 55
Par suite, pour tout x,“Qg(x)
≥ λf(x)− sup
p
{∫ n∑
i=1
λ(xi,τ(x) − yi,τ(x))1xi 6=yidp(y)
−
n∑
i=1
∫
β0
Ç
1xi 6=yi
dpi
dµi
(yi)
å
dµi(yi)
}
= λf(x)−
n∑
i=1
sup
pi∈P(X )
®∫
λ(xi,τ(x) − yi,τ(x))1xi 6=yi
dpi
dµi
(yi)dµi(yi)
−
∫
β0
Ç
1xi 6=yi
dpi
dµi
(yi)
å
dµi(yi)
´
≥ λf(x)−
n∑
i=1
∫
sup
h≥0
¶
λ(xi,τ(x) − yi,τ(x))h− β0(h)
©
dµi(yi)
= λf(x)−
n∑
i=1
∫
β∗0
Ä
λ[xi,τ(x) − yi,τ(x)]+
ä
dµi(yi)
≥ λf(x)− β∗0(λ)
n∑
i=1
∫
[xi,τ(x) − yi,τ(x)]2+dµi(yi)
≥ λf(x)− β∗0(λ) sup
t∈F
n∑
i=1
∫
[xi,t − yi,t]2+dµi(yi),
où β∗0(s) = es − s − 1, s ≥ 0. L’avant dernière inégalité est une conséquence
du fait que [xi,τ(x) − yi,τ(x)]+ ≤ Mi,t − mi,t ≤ 1 et β∗0(λu) ≤ u2β∗0(λ) pour
0 ≤ u ≤ 1. En insérant l’estimation précédente de “Qg(x) dans l’inégalité de
transport (IV.6), on obtient pour tout λ ≥ 0,
E
î
e−λZ
ó ≤ e−λE[Z]+E[V ]β∗0 (λ).
L’inégalité de déviation de (b) découle immédiatement par l’inégalité de Mar-
kov en optimisant sur les valeurs de λ.
IV.4 Inégalités de transport pour la loi uniforme sur le
groupe symétrique.
Dans cette section nous présentons des inégalités de transport pour la loi
uniforme sur le groupe symétrique Sn, qui redonnent des résultats de concen-
tration obtenus par Maurey [Mau79] et Talagrand [Tal95].
Soit µ la loi uniforme sur Sn,
µ(σ) = 1
n! , σ ∈ Sn.
Le résultat de Maurey, démontré par des techniques de martingales est le
suivant.
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Théorème IV.4.1. [Mau79] Soit d la distance de Hamming sur le groupe
symétrique, pour tout σ, τ ∈ Sn,
d(σ, τ) =
n∑
i=1
1σ(i)6=τ(i).
Alors pour tout sous-ensemble A ⊂ Sn tel que µ(A) ≥ 1/2, et pour tout t ≥ 0,
on a
µ(At) ≥ 1− 2e− t
2
64n ,
où At = {y ∈ Sn, d(x,A) ≤ t}.
Ce résultat a été généralisé par V. Milman et Schechtman, à des groupes
dont la distance est invariante par translation [MS86]. Talagrand a établi une
propriété de concentration plus forte quant à la dépendance en n, obtenue par
la méthode de l’enveloppe convexe, dont voici une version légèrement modifiée.
Cette propriété implique celle du théorème précédent à des constantes près.
Théorème IV.4.2. [Tal95] Pour tout sous-ensemble A ⊂ Sn,∫
Sn
ef(A,σ)/16dµ(σ) ≤ 1
µ(A) ,
où la quantité f(A, σ) évalue la distance de σ à A de la façon suivante
f(A, σ) = inf
p∈P(A)
n∑
i=1
Å∫
1σ(i)6=τ(i)dp(τ)
ã2
.
Ce théorème a été généralisé à des produits de groupes de permutations par
McDiarmid [McD02], puis par Luczak et McDiarmid [LM03] à des groupes de
permutations plus généraux agissant localement.
Les Théorèmes IV.4.1 et IV.4.2 sont conséquences des inégalités de trans-
port suivantes.
Théorème IV.4.3. [14] Soit µ la loi uniforme sur le groupe symétrique.
(a) Pour toutes probabilités ν1 et ν2 sur Sn,
1
2(n− 1)W
2
1 (ν2, ν1) ≤
(»
H(ν1|µ) +
»
H(ν2|µ)
)2
,
où W1(ν1, ν2) = inf
pi∈Π(ν2,ν1)
∫∫
d(σ, τ)dpi(σ, τ).
(b) Pour toutes probabilités ν1 et ν2 sur Sn,
1
8
ÙT2(ν1|ν2) ≤ (»H(ν1|µ) +»H(ν2|µ))2 ,
où ÙT2(ν1|ν2) = inf
pi∈Π(ν2,ν1)
∫ n∑
i=1
Å∫
1σ(i)6=τ(i)dpσ(τ)
ã2
dν2(σ),
avec pi(σ, τ) = ν2(σ)pσ(τ).
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La preuve de (b), inspirée de celle du théorème de Talagrand, est donnée
dans l’article [14] en préparation. Nous présentons à la fin de ce chapitre une
preuve similaire plus simple de (a). En fait, l’inégalité de transport de (a) est
plus connue sous sa forme duale fonctionnelle : pour toute fonction f : Sn → R,
1-lipschitzienne pour la distance de Hamming d sur le groupe symétrique,∫
efdµ ≤ e
∫
f dµ+(n−1)t2/2, ∀t ≥ 0.
Cette inégalité exponentielle découle des inégalités de Hoeffding pour des mar-
tingales bornées. Elle est largement commentée et redémontrée dans l’article
[BHT06].
Voici un exemple utile de propriété de concentration issue de l’inégalité de
transport faible du point (b).
Théorème IV.4.4. [14] Soit µ la loi uniforme sur Sn. Soit g : Sn → R et
αk : Sn → R+, k ∈ {1, . . . , n} des fonctions telles que pour tout τ, σ ∈ Sn,
g(τ)− g(σ) ≤
n∑
k=1
αk(τ)1τ(k)6=σ(k).
Alors, pour tout t ≥ 0, on a
µ
Å
g ≤
∫
g dµ− t
ã
≤ exp
Ç
− t
2
8
∫ |α|2dµ
å
,
et
µ
Å
g ≥
∫
g dµ+ t
ã
≤ exp
Ç
− t
2
8 supσ∈Sn |α(σ)|2
å
,
avec |α(σ)|2 =
n∑
k=1
α2k(σ), σ ∈ Sn.
En appliquant ce résultat à la fonction particulière g(σ) = ϕ(xσ) où ϕ :
[0, 1]n → R est lipschitzienne convexe et étant donné (x1, . . . , xn) ∈ [0, 1]n, xσ =
(xσ(1), . . . , xσ(n)), on retrouve l’inégalité de déviation de Adamczak, Chafaï et
Wolff [ACW14] (Théorème 3.1) issue du Théorème IV.4.2 de Talagrand. Cette
propriété de concentration jouent un rôle essentiel dans leur approche pour
étudier la convergence de la mesure spectrale empirique des matrices aléatoires
à entrées échangeables, lorsque la taille des matrices tend vers l’infini.
Une preuve par transport du point (a) du Théorème IV.4.3. L’objet de cette dé-
monstration est de donner l’idée de la preuve du point (b), plus complexe (voir
[14]). Comme la distance W1 satisfait l’inégalité triangulaire, il suffit de mon-
trer que pour toute probabilité ν1 sur Sn,
1
2(n− 1)W
2
1 (ν1, µ) ≤ H(ν1|µ).
D’après la Proposition II.3.1, la formulation duale de cette inégalité de trans-
port est la suivante, pour toute fonction ϕ sur Sn et tout λ ≥ 0,∫
eλQϕdµ ≤ e
∫
λϕdµ+(n−1)λ2/2, (IV.7)
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avec
Qϕ(σ) = inf
p∈P(Sn)
ß∫
ϕdp+
∫
d(σ, τ) dp(τ)
™
= inf
p∈P(Sn)
{∫
ϕdp+
n∑
k=1
∫
1σ(k)6=τ(k) dp(τ)
}
.
Nous allons démontrer l’inégalité (IV.7) par récurrence sur l’entier n.
Lorsque n = 2, Sn est l’espace à deux points et
Qϕ(σ) = inf
p∈P(Sn)
ß∫
ϕdp+ 2
∫
1σ 6=τ dp(τ)
™
.
L’inégalité (IV.7) correspond alors exactement à la forme duale de l’inégalité
de Csizár-Kullback-Pinsker donnée par la Proposition II.3.1 : pour toute pro-
babilité ν sur un espace métrique séparable X , pour toute fonction mesurable
f : X → R, ∫
eλRfdν ≤ eλ
∫
f dν+λ2/2, ∀λ ≥ 0, (IV.8)
avec
Rf(x) = inf
p∈P(X )
ß∫
fdp+ 2
∫
1x 6=ydp(y)
™
, x ∈ X .
Le principe de récurrence repose lui aussi sur cette forme duale de l’inégalité
de Csizár-Kullback-Pinsker. Soit (Hi)1≤i≤n la partition de Sn définie par,
Hi = {σ ∈ Sn, σ(i) = n}
Si p est une probabilité sur Sn, elle admet une unique décomposition définie
par
p =
n∑
i=1
pˆ(i)pi, avec pi ∈ P(Hi) et pˆ(i) = p(Hi).
On a défini ainsi une probabilité pˆ sur {1, . . . , n}. En particulier, pour la loi
uniforme µ sur Sn, on a
µ = 1
n
n∑
i=1
µi,
où µi est la loi uniforme sur Hi, µi(σ) = 1(n−1)! pour tout σ ∈ Hi. On a donc∫
eλQϕdµ = 1
n
n∑
i=1
∫
eλQϕ(σ)dµi(σ).
Pour toute fonction f : Hi → R, notons
QHif(σ) = inf
p∈P(Hi)

∫
f dp+
∑
k 6=i
∫
1σ(k)6=τ(k)dp(τ)
 .
Soit τij la transposition qui échange i en j, i, j ∈ {1, . . . ,m}. L’application de
Hi dans Hn définie par τ 7→ ττin est bijective, donc par changement d’indice
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dans la somme,
QHif(σ) = inf
p∈P(Hi)

∫
f(τ) dp(τ) +
∑
k 6=n
∫
1στin(k) 6=ττin(k)dp(τ)

= inf
q∈P(Hn)

∫
f(ττin) dq(τ) +
∑
k 6=n
∫
1στin(k)6=τ(k)dq(τ)

= QHnf τin(στin).
où f τin(τ) = f(ττin) pour tout τ ∈ Hn. Par suite, d’après l’hypothèse de
récurrence, pour toute fonction f : Hi → R, pour tout λ ≥ 0,∫
eλQHifdµi =
∫
eλQHnf
τin (στin)dµi(σ) =
∫
eλQHnf
τindµn
≤ exp
ñ
λ
∫
f τindµn + (n− 2)λ
2
2
ô
= exp
ñ
λ
∫
fdµi + (n− 2)λ
2
2
ô
.
La preuve s’appuie ensuite sur le lemme suivant.
Lemme IV.4.1. Pour toute fonction ϕ : Hi → R et pour tout σ ∈ Hi, on a
Qϕ(σ) ≤ inf
pˆ∈P({1,...,n})
{
n∑
l=1
QHiϕ
τil(σ)pˆ(l) + 2
n∑
l=1
1l 6=ipˆ(l)
}
.
La démonstration de ce lemme se fait en décomposant sur les ensembles Hj,
les probabilités p qui interviennent dans la définition de Qϕ(σ), pour établir
que si σ ∈ Hi alors
Qϕ(σ) = inf
pˆ∈P({1,...,n})
inf
p1∈P(H1),...,pn∈P(Hn)
n∑
l=1
∫ ϕdpl + ∑
k/∈{l,i}
∫
1σ(k) 6=ττil(k)dpl(τ)
 pˆ(l) + 2 n∑
l=1
1l 6=ipˆ(l)
 .
On poursuit la preuve de (a) en appliquant ce lemme, l’inégalité de Hölder,
puis l’hypothèse de récurrence, ce qui donne∫
eλQϕ(σ)dµi(σ) ≤ inf
pˆ∈P({1,...,n})
{
n∏
l=1
Å∫
eλQHiϕ
τildµi
ãpˆ(l)
e2λ
∑n
l=1 1l 6=ipˆ(l)
}
≤ exp
[
inf
pˆ∈P({1,...,n})
{
λ
n∑
l=1
Å∫
ϕτildµi
ã
pˆ(l) + (n− 2)λ
2
2 + 2λ
n∑
l=1
1l 6=ipˆ(l)
}]
= exp
[
λ inf
pˆ∈P({1,...,n})
{
n∑
l=1
ϕˆ(l)pˆ(l) + 2
n∑
l=1
1l 6=ipˆ(l)
}
+ (n− 2)λ
2
2
]
,
où ϕˆ(l) =
∫
ϕτildµi =
∫
ϕdµl. Considérons sur l’espace X = {1, . . . , n}, l’opé-
rateur d’infimum-convolution Rϕˆ défini précédemment,
Rϕˆ(i) = inf
pˆ∈P({1,...,n})
{
n∑
l=1
ϕˆ(l)pˆ(l) + 2
n∑
l=1
1l 6=ipˆ(l)
}
.
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Par conséquent, en appliquant l’inégalité de (IV.8) avec la loi uniforme ν sur
{1, . . . , n}, le résultat précédent donne∫
eλQϕdµ = 1
n
n∑
i=1
∫
eλQϕ(σ)dµi(σ)
≤
(
1
n
n∑
i=1
eλRϕˆ(i)
)
e(n−2)λ
2/2
≤ exp
[
λ
n
n∑
i=1
ϕˆ(i) + λ
2
2 + (n− 2)
λ2
2
]
= exp
ñ
λ
∫
ϕdµ+ (n− 1)λ
2
2
ô
.
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CHAPITRE V
Inégalité de Poincaré et concentration adimensionnelle
Dans le chapitre II, nous avons vu que les inégalités de transport Tc(a1, a2)
sont équivalentes à des propriétés de concentration adimensionnelles (Propo-
sition II.4.2). Dans ce chapitre, nous nous intéressons plus particulièrement à
l’inégalité de transport dont le coût “usuel” sur un espace polonais (X , d) est
donné par
c(x, p) =
∫
θa(d(x, y))p(dy),
où θa(h) = θ(ah), h ≥ 0, a > 0 et θ est la fonction de coût quadratique puis
linéaire définie par
θ(h) =
®
h2 si h ∈ [0, 1],
2h− 1 si h ≥ 1.
Plus précisément, µ ∈ P(X ) satisfait l’inégalité de transport notée Tθa si
Tθa : Tθa(µ, ν) ≤ H(ν|µ), ∀ν ∈ X
avec
Tθa(µ, ν) = inf
pi∈Π(µ,ν)
∫∫
θa(d(x, y)) dpi(x, y).
Puisque suph>0 hθ
′(h)
θ(h) = 2 = pθ, nous avons vu au chapitre II que cette inégalité
de transport est équivalente à la famille d’inégalités de transport donnée par
(II.6) : pour tout t ∈]0, 1[,
Tθa(ν1, ν2) ≤ H(ν1|µ)
t
+ H(ν2|µ)(1− t) , ∀ν1, ν2 ∈ P(X ).
Gozlan a montré que Tθa est équivalente à la propriété de concentration
adimensionnelle suivante [Goz09, Goz10] : il existe une constante b telle que
pour tout entier n et tout borélien A ∈ B(X n) de mesure µn(A) ≥ 1/2,
µn(Ar,cn) ≥ 1− be−r, (V.1)
où l’élargissement de A est donné par
Ar,cn = {x ∈ X n, cn(x,A) ≤ r} , cn(x,A) = inf
y∈A
n∑
i=1
θa(d(xi, yi)).
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Ce résultat est aussi un cas particulier de la Proposition II.4.2.
Par linéarisation, l’inégalité de transport Tθa implique l’inégalité de Poin-
caré suivante (voir [Mau91, OV00]) : pour toute fonction lipschitzienne f :
X → R, on a
λVar(f) ≤
∫
|∇−f |2dµ, (V.2)
avec λ = 2a2 et
|∇−f |(x) = lim sup
y→x
[f(y)− f(x)]−
d(y, x) , x ∈ X .
En fait, Bobkov, Gentil et Ledoux [BGL01] ont montré l’équivalence, aux
constantes près, entre l’inégalité de Poincaré (V.2) et l’inégalité de transport
Tθa , avec a = κ
√
λ (κ est une constante universelle). Ainsi l’inégalité de Poin-
caré et l’inégalité de transport Tθa sont équivalentes à une même propriété de
concentration adimensionnelle (V.1).
Dans [10], nous étudions une version plus faible de propriété de concentra-
tion adimensionnelle : µ satisfait la propriété de concentration CI∞2 (α) si pour
tout entier n et tout borélien A ⊂ B(X n) de mesure µn(A) ≥ 1/2,
µn(Ar) ≥ 1− α(r), (V.3)
où Ar est l’élargissement défini par Ar = {x ∈ X n, d2(x,A) ≤ r}, avec
d2(x,A) = inf
y∈A
d2(x, y), d2(x, y) =
(
n∑
i=1
d2(xi, yi)
)1/2
.
La fonction α : R+ → [0, 1/2] est ici un profil de concentration quelconque
non-trivial indépendant de la dimension n : il existe r > 0 tel que α(r) < 1/2.
En utilisant le fait que t→ θ(√t) est sous-additive, on montre simplement
que
n∑
i=1
θ(ad(xi, yi)) ≥ θ(ad2(x, y)), x, y ∈ X n,
et par conséquent,
Aθa(r),cn ⊂ Ar.
Par suite si µ satisfait la propriété de concentration adimensionnelle (V.1),
alors µ satisfait la propriété de concentration adimensionnelle (V.3) avec le
profil de concentration
α(r) = be−θ(ar) ≤ ebe−2ar.
Dans [10] (Théorème 1.6.), nous montrons que dès qu’une probabilité µ
satisfait la propriété de concentration CI∞2 (α) avec un profil α non-trivial, elle
satisfait une inégalité de Poincaré.
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Théorème V.0.5. [10] Si µ satisfait la propriété de concentration CI∞2 (α),
alors µ satisfait l’inégalité de Poincaré (V.2) avec
√
λ = sup
Φ
−1(α(r))
r
; r > 0 tel que α(r) ≤ 1/2
 ,
où Φ(x) = 1√2pi
∫+∞
x e
−u2/2du.
La démonstration repose sur les trois principes suivants : la formulation
fonctionnelle du principe de concentration grâce à un opérateur d’infimum-
convolution (énoncé en toute généralité dans la section I.2), l’équation d’Hamil-
ton-Jacobi satisfaite par l’opérateur d’infimum convolution (du type Théorème
II.5.3), et le théorème de la limite centrale.
Comme nous l’avons vu, l’inégalité de Poincaré est équivalente au principe
de concentration adimensionnelle (V.1) avec a = κ
√
λ. On retrouve ainsi un
résultat de Talagrand [Tal91] (Théorème 5.1) qui avait remarqué, sur X = R,
qu’un principe de concentration adimensionnelle CI∞2 (α) non trivial (α 6= 1/2)
peut toujours être amélioré en un principe de concentration adimensionnelle
CI∞2 (α˜) pour lequel le profil de concentration décroît exponentiellement. Le
théorème précédent donne plus exactement
α˜(r) = be−κ
√
λr, avec
√
λ = sup
Φ
−1(α(r))
r
; r > 0 tel que α(r) ≤ 1/2
 ,
où b et κ sont des constantes positives universelles.
Le résultat du Théorème V.0.5 reste valable si on considère cette fois-ci
l’inégalité de Poincaré restreinte aux fonctions f : X → R convexes sur un
espace géodésique, et si on remplace la propriété de concentration CI∞2 (α)
par la même propriété de concentration adimensionnelle, restreinte aux sous-
ensembles A convexes (notée CCI∞2 (α) dans [10]). Pour plus de précision sur
ce sujet, voir la section 6 de [10].
Nous avons vu dans le chapitre III que l’inégalité de Poincaré convexe sur
X = R est équivalente à une inégalité de transport barycentrique (voir Théo-
rème III.5.2), elle-même équivalente à un principe de concentration adimen-
sionnelle restreint aux ensembles convexes sur Rn. On peut ainsi établir, comme
précédemment, un résultat identique d’auto-amélioration de la propriété de
concentration CCI∞2 (α) restreinte aux ensembles convexes sur Rn.
63

CHAPITRE VI
Notion de courbure
On distingue sur les variétés riemanniennes plusieurs notions de courbure,
entre autres la courbure sectionnelle, et la courbure scalaire ou courbure de
Ricci. Grâce à la formule de Bochner, la notion de courbure de Ricci minorée
permet de comparer le volume des boules sur la variété au volume des boules
sur les variétés de références, la sphère, le plan et l’espace hyperbolique.
La notion de courbure de Ricci s’étend de manière plus abstraite aux espaces
mesurés : la mesure de volume v sur la variété riemannienne est remplacée par
une mesure de référence absolument continue par rapport à v.
L’un des critères très utilisé en probabilité, généralisant la notion de cour-
bure de Ricci minorée, est le critère courbure-dimension de Bakry-Emery [BÉ85]
pour une diffusion ou un semi-groupe de Markov. Ce critère est associé à l’opé-
rateur carré du champ et son itéré, par analogie à la formule de Bochner. Un
autre critère est celui de Lott-Sturm-Villani [Vil09, LV09, Stu06a, Stu06b],
établi comme propriété de convexité de l’entropie sur l’espace de Wasserstein
par des techniques de transport de mesure.
Récemment Ambrosio-Gigli-Savaré ont établi des équivalences entre ces
deux critères sur les espaces géodésiques [AGS08, AGS14, AGS15, AGMR15].
Ces critères sont à l’origine de nombreuses inégalités fonctionnelles, Poincaré,
log-Sobolev, transport-entropie, isopérimétrie. En outre, ils fournissent des es-
timations de vitesse de convergence des semi-groupes de Markov (voir par
exemple [Led97, ABC+00, Vil03, Vil09]).
Mes recherches ont plus particulièrement porté sur le critère de convexité
de l’entropie comme définition de la notion de courbure de Ricci minorée.
Dans l’article [5], cette définition permet d’étendre aux espaces géodésiques
un résultat de E. Milman [Mil09a, Mil09b, Mil12] sur l’équivalence entre cer-
taines inégalités fonctionnelles et certaines propriétés de concentration lorsque
la courbure de Ricci est minorée. Ces résultats sont présentés dans la partie
VI.1 ci-après. Dans [9], nous nous sommes attaché à établir une notion de
courbure sur certains espaces discrets, en termes de propriété de convexité
de l’entropie le long de pseudo-géodésiques. De nombreuses approches se dé-
veloppent actuellement autour de la notion de courbure sur les espaces dis-
crets. Contrairement au cadre riemannien, les rapports entre ces différentes
approches sont souvent difficiles à analyser. Dans le paragraphe VI.2, nous
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expliquerons l’approche élémentaire que nous avons cherché à développer sur
les espace discrets.
VI.1 Concentration et inégalité de Sobolev logarithmi-
que sous hypothèse de courbure
Reprenons la définition de la courbure de Ricci minorée sur les espaces
géodésiques proposée par Lott-Sturm-Villani [Vil09, LV09, Stu06a, Stu06b].
Soit (X , d) un espace métrique complet séparable localement compact. On
suppose par ailleurs que c’est un espace de longueur, ce qui signifie que la
distance d a la propriété d’être la longueur minimale d’un chemin entre deux
points : pour tous x, y ∈ X ,
d(x, y) = inf {`(γ); γ : [0, 1]→ X , continue , γ(0) = x, γ(1) = y} ,
où on définit la longueur d’un chemin γ par
`(γ) = sup
N≥1
sup
0=t0<t1<···<tN=1
{
N∑
i=1
d(γ(ti−1), γ(ti))
}
.
Comme X est complet et localement compact, (X , d) est un espace géo-
désique (Théorème de Hopf Rinow, Cohn-Vossen [Coh36], voir Chapitre 1
[Bal12]), c’est à dire que pour tous points x0, x1, il existe une géodésique
(xt)t∈[0,1] allant de x0 à x1 :
d(xs, xt) = |t− s|d(x0, x1), ∀s, t ∈ [0, 1].
De plus (X , d) étant géodésique, l’espace de Wasserstein (P2(X ),W2) est lui
aussi géodésique (voir [Stu06a]).
Par extension du cas riemannien, d’après la définition de Lott-Sturm-Villani,
l’espace probabilisé (X , d, µ) a une courbure de Ricci minorée par K si pour
toutes probabilités ν0, ν1 ∈ P2(X ) absolument continues par rapport à µ, il
existe une géodésique (νt)t∈[0,1] dans l’espace de Wasserstein joignant ν0 à ν1,
telle que pour tout t ∈ [0, 1],
H(νt|µ) ≤ (1− t)H(ν0|µ) + tH(ν1|µ)− K2 t(1− t)W
2
2 (ν0, ν1). (VI.1)
Lorsque t tend vers 0, cette propriété de courbure donne l’inégalité HWI
symétrique (voir Proposition 3.36 [LV09]) : pour toutes probabilités ν1 et ν0
de densité h0 par rapport à µ, lipschitzienne,
H(ν0|µ)−H(ν1|(µ) ≤ W2(ν0, ν1)
»
I(ν0|µ)−K2 W
2
2 (ν0, ν1), ∀ν0, ν1 ∈ P2(X ),
où I(ν0|µ) est l’information de Fisher relative de ν0 par rapport à µ,
I(ν0|µ) =
∫ |∇−h0|2
h0
dµ.
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Lorsqu’on choisit ν1 = µ on obtient l’inégalité HWI :
H(ν0|µ) ≤ W2(ν0, µ)
»
I(ν0|µ)− K2 W
2
2 (ν0, µ), ∀ν0 ∈ P2(X ).
Si le minorant de la courbure satisfait K > 0, en optimisant l’inégalité HWI
sur toutes les valeurs de w = W2(ν0, µ), puisque supw≥0 {uw −Kw2/2} =
u2+/(2K), on obtient que µ satisfait l’inégalité de Sobolev logarithmique
H(ν0|µ) ≤ 12KI(ν0|µ), ∀ν0 ∈ P2(X ).
D’après le Théorème II.5.1 d’Otto-Villani, l’inégalité de Sobolev logarithmique
redonne l’inégalité de transport T2 de Talagrand :
W 22 (ν0, µ) ≤
2
K
H(ν0|µ), ∀ν0 ∈ P2(X ).
Cette inégalité découle aussi directement de l’hypothèse de courbure donnée
par la propriété de convexité (VI.1) (en remarquant que H(νt|µ) ≥ 0). Comme
expliqué dans le chapitre II.2, cette inégalité de transport T2 implique une
propriété de concentration gaussienne de la mesure µ. Pour résumer, les im-
plications suivantes sont satisfaites
Courbure minorée ⇒ HWI ⇒K>0 log-Sobolev
⇒ Transport-entropie ⇒ Concentration.
Pour compléter ce schéma, notons que Ledoux [Led00] a montré que si la
courbure de Ricci d’une variété riemannienne est strictement positive, K > 0,
alors µ satisfait la propriété isopérimétrique gaussienne suivante, pour tout
borélien A,
µ+(∂A) ≥
√
K Φ′ ◦ Φ−1(µ(A)),
où Φ(x) = 1√2pi
∫
−∞ e
−u2/2du, x ∈ R. Ce résultat s’appuie sur une formulation
fonctionnelle des inégalités isopérimétriques due à Bobkov [Bob97]. En fait, sur
une variété riemannienne, sans aucune hypothèse de courbure, les implications
suivantes sont vérifiées,
Isopérimétrie gaussienne ⇒ Log-Sobolev
⇒ Transport-entropie ⇒ Concentration.
La première implication est attribuée à Bechner (voir [Led00]). Dans [Led94],
Ledoux a montré que la réciproque de cette première implication est vraie
sous hypothèse de courbure nulle (minorée par 0), avec une constante d’iso-
périmétrie dépendant de la dimension. Comme nous le rappelons dans [5],
d’autres implications peuvent être inversées sous certaines hypothèses pro-
posées dans différents travaux. Plus récemment, dans une série de papiers
[Mil09b, Mil09a, Mil12], E. Milman a largement amélioré ces résultats en mon-
trant que sous hypothèse de courbure éventuellement négative, si µ satisfait
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une propriété de concentration gaussienne suffisamment forte, alors µ satisfait
la propriété isopérimétrique gaussienne. Un point essentiel des résultats de
Milman est que les constantes des inégalités fonctionnelles de la chaîne d’im-
plications inverses ne dépendent pas de la dimension de la variété. Il démontre
par ailleurs le même type de résultats sous hypothèse de courbure nulle, en
considérant l’inégalité isopérimétrique de Cheeger plutôt que l’inégalité isopé-
rimétrique gaussienne, ainsi qu’une propriété de concentration plus faible. La
démonstration des résultats de Milman a été ensuite simplifiée par Ledoux par
une approche de semi-groupes [Led11].
Dans [5], nous avons étendu en partie les résultats de Milman, dans le cadre
des espaces de longueur, en partant de la définition de Lott-Sturm-Villani de
la notion de courbure de Ricci minorée. Sous hypothèse de courbure, éven-
tuellement négative, si µ satisfait une propriété de concentration suffisamment
forte, alors µ vérifie une inégalité de Sobolev logarithmique (voir Théorème
1.13, [5]).
Théorème VI.1.1. Soit (X , d) un espace de longueur localement compact
complet et µ une probabilité dans l’espace de Wasserstein satisfaisant la condi-
tion (VI.1) de courbure minorée par K avec K ≤ 0. Supposons que µ satisfait
la propriété de concentration gaussienne suivante : pour tout sous-ensemble A
tel que µ(A) ≥ 1/2,
µ(Ar) ≥ 1−Me−ar2 , ∀r ≥ 0, (VI.2)
où Ar = {x ∈ X; d(x,A) ≤ r}. Si les constantes a,M et K satisfont la relation
K−
2a <
log(2)(
2
√
M +
»
log(2)
)2 ,
où K− désigne la partie négative de K, alors µ vérifie l’inégalité de Sololev
logarithmique
H(ν|µ) ≤ C I(ν|µ), ∀ν << µ,
où C est une constante ne dépendant que de K, a et M .
Nous avons obtenu le même type de résultats avec l’inégalité de Poincaré :
sous l’hypothèse de courbure nulle et de concentration exponentielle, µ satisfait
une inégalité de Poincaré (voir Théorème 1.14 [5]).
Idée de la preuve du Théorème VI.1.1. Les étapes de la démonstration sont les
suivantes. L’hypothèse de courbure minorée implique l’inégalité HWI qui s’écrit
de la manière suivante : pour toute probabilité ν de densité f 2 lipschitzienne
par rapport à µ,
H(ν|µ) ≤ W2(µ, ν)
»
I(ν|µ) + K−2 W
2
2 (µ, ν),
Par suite, en utilisant l’égalité 2uv = infλ>0 {λu2 + v2/λ}, pour tout u, v > 0,
on obtient
Entµ(f 2) ≤ λ+K−2 W
2
2 (µ|ν) +
1
2λ
∫ ∣∣∣∇−f ∣∣∣2 dµ ∀λ > 0.
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A partir de cette inégalité, l’objectif est d’établir une inégalité de Sobolev
logarithmique, lorsque µ satisfait une propriété de concentration gaussienne.
L’un des arguments clefs est que la propriété de concentration gaussienne est
équivalente à une inégalité de transport T2 non-tendue (voir Corollaire 2.20
[5]).
Lemme VI.1.1. Si µ vérifie la propriété de concentration (VI.2), alors pour
toute probabilité ν, on a
W 22 (µ, ν) ≤
u
a
H(ν|µ) + 4Mau
u− 1 , ∀u > 1.
Cette estimation de W 22 (µ, ν) utilisée avec l’inégalité précédente donne :
pour tout λ > 0 et tout u > 0,
Entµ(f 2) ≤ (λ+K−)u2a Entµ(f
2) + 4Mau(λ+K−)2(u− 1)
∫
f 2 dµ+ 12λ
∫ ∣∣∣∇−f ∣∣∣2 dµ.
Si les paramètres λ et u vérifient
(λ+K−)u
2a < 1,
l’inégalité précédente correspond à une inégalité de Sobolev logarithmique non-
tendue :
Entµ(f 2) ≤ b1(λ, u)
∫ ∣∣∣∇−f ∣∣∣2 dµ+ b2(λ, u) ∫ f 2 dµ.
On conclut en utilisant un phénomène d’auto-tension des inégalités de Sobolev
logarithmique, observé pour la première fois par Wang [Wan04] (voir Proposi-
tion 3.3 [5]).
Proposition VI.1.1. Si une probabilité µ satisfait l’inégalité de Sobolev loga-
rithmique non-tendue :
Entµ(f 2) ≤ b1
∫ ∣∣∣∇−f ∣∣∣2 dµ+ b2 ∫ f 2 dµ,
pour toute fonction bornée f lipschitzienne et si b2 < log 2, alors µ satisfait
l’inégalité de Sobolev logarithmique
Entµ(f 2) ≤ b
∫ ∣∣∣∇−f ∣∣∣2 dµ,
pour toute fonction bornée f lipschitzienne avec
b = b1
Ç
1 + 2 2 + b22− eb2
å
.
La preuve du Théorème VI.1.1 consiste donc à choisir les meilleurs para-
mètres λ > 0 et u > 1 tels que b2(λ, u) < log(2). Ceci n’est possible que si le
paramètre de concentration a est suffisamment grand comparé au paramètre
de courbure K−.
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VI.2 Notion de courbure dans les espaces discrets
Nous allons uniquement présenter la notion de propriété de convexité de
l’entropie introduite dans l’article [9] en l’illustrant par les exemples les plus
simples. Nous n’abordons pas les développements actuels autour de la notion
de courbure sur les espaces discrets, l’approche flot gradient [Maa11, EM12,
EM14, EMT15], l’approche par le critère Γ2 de Bakry-Emery [KKRT15], l’ap-
proche par propriété de contraction de la distance de Wasserstein [Oll09, Oll10,
JO10, CJ13], ou encore l’approche par propriété de convexité de l’entropie qui
s’inspire de la définition de Lott-Sturm-Villani [BS09, OV12, Mie13, Léo13a,
Léo13b, Hil14a, Hil14c, Hil14b].
Nous nous plaçons sur un graphe fini G = (X , E) connexe non-orienté, muni
de sa distance naturelle d : pour tout x, y ∈ X , d(x, y) est le nombre minimal
d’arêtes dans E nécessaires pour joindre x à y. Nous proposons la construc-
tion naturelle suivante de chemins dans P(X ) joignant deux probabilités ν0
et ν1. Cette construction, associée à la distance d, s’inspire de l’interpolation
binômiale de Johnson [Joh07].
Soit Γ(x, y) l’ensemble des chemins γ joignant x à y de longueur minimale
d(x, y), γ peut être modélisé par un sous-ensemble de d(x, y) + 1 points z de
X comprenant x et y et ordonné selon leur distance au point x, d(x, z). On
considère alors l’interpolation binômiale sur ce chemin γ qui joint la mesure
de Dirac en x, δx, à la mesure de Dirac en y, δy, définie par
νγt (z) =
(
d(x, y)
d(x, z)
)
td(x,z)(1− t)d(y,z), z ∈ γ, γ ∈ Γ(x, y), t ∈ [0, 1],
où
Ä
n
k
ä
= n!
k!(n−k)! , 0 ≤ k ≤ n. On a bien νγ0 = δx et νγ0 = δy. L’interpolation
(νx,yt )t∈[0,1] entre δx et δy est alors obtenue en moyennant uniformément les
interpolations (νγt )t∈[0,1] sur tous les chemins γ ∈ Γ(x, y) :
νx,yt (z) =
∑
γ∈Γ(x,y)
νγt (z)
1z∈γ
|Γ(x, y)| , z ∈ X ,
où |Γ(x, y)| est le cardinal de l’ensemble Γ(x, y). Une fois construits les chemins
de probabilité entre les mesures de Dirac, et étant donné un couplage pi sur
l’espace produit X × X ayant pour marginales ν0 ∈ P(X ) et ν1 ∈ P(X),
pi ∈ Π(ν0, ν1), nous construisons le chemin de probabilité (νpit )t∈[0,1] associé à pi
entre ν0 = νpi0 et ν1 = νpi1 en posant
νpit (z) =
∑
x,y∈X
νx,yt (z)pi(x, y), z ∈ X .
Lorsque pi∗ est un couplage optimal pour la distance de Wasserstein, c’est
à dire
W1(ν0, ν1) = inf
pi∈Π(ν0,ν1)
∫∫
d(x, y)dpi(x, y) =
∑
x,y∈X
d(x, y)pi∗(x, y),
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nous montrons que le chemin (νpi∗t )t∈[0,1] est une géodésique de l’espace de
Wasserstein (P(X ),W1) (voir Proposition 2.6, [10]),
W1(νpi
∗
t , ν
pi∗
s ) = |t− s|W1(ν0, ν1), ∀t, s ∈ [0, 1].
Soit µ une probabilité de référence sur X . On dit que µ satisfait une pro-
priété de déplacement convexe de constante K (voir [10]), si pour tout ν0, ν1,
il existe un couplage pi ∈ Π(ν0, ν1) tel que
H(νpit |µ) ≤ (1− t)H(ν0|µ) + tH(ν1|µ)−Kt(1− t) I(pi), (VI.3)
où la fonction I : pi ∈ P(X × X ) → R+ est une fonction de coût. Dans [10],
nous considérons les fonctions I = J2 et I = I2 + I2 avec
J2(pi) =
Ñ ∑
x,y∈X
d(x, y)pi(x, y)
é2
,
et avec la décomposition pi(x, y) = ν0(x)p(x, y) = ν1(y)p¯(y, x),
I2(pi) =
∑
x∈X
Ñ∑
y∈X
d(x, y)p(x, y)
é2
ν0(x), I¯2(pi) =
∑
y∈X
(∑
x∈X
d(x, y)p¯(y, x)
)2
ν1(y).
Remarquons que si pi∗ est un couplage optimal pour la distance de Wasser-
stein W1, alors
J2(pi∗) = W 21 (ν0, ν1).
De même, les fonctions de coût I2 et I¯2 sont associées aux coûts faibles de type
Marton ‹T2(ν1|ν0) = inf
pi∈Π(ν0,ν1)
I2(pi), et ‹T2(ν0|ν1) = inf
pi∈Π(ν0,ν1)
I¯2(pi).
La propriété de convexité (VI.3) se tensorise (voir Théorème 1.6, [10]).
Considérons par exemple le cas où I = J2, si µ satisfait (VI.3) avec constante
K ≥ 0, alors la mesure produit µn sur le graphe produit X n satisfait (VI.3)
avec la même constante K et le coût
J
(n)
2 (pi) =
n∑
i=1
Ñ ∑
x,y∈X
d(xi, yi)pi(x, y)
é2
, pi ∈ Π(ν0, ν1),
avec x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ X n et ν0, ν1 ∈ P(X n). La distance
d(n) sur le graphe produit X n est donnée par
d(n)(x, y) =
n∑
i=1
d(xi, yi).
L’inégalité de Cauchy-Schwarz donne donc
J
(n)
2 (pi) ≥
1
n
Ñ ∑
x,y∈X
d(n)(x, y)pi(x, y)
é2
≥ 1
n
W 21 (ν0, ν1).
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Pour illustrer simplement cette propriété de tensorisation, considérons une
loi de Bernoulli, de paramètre quelconque, sur X = {0, 1}. Comme on le verra
plus loin dans ce paragraphe, elle satisfait la propriété de convexité (VI.3) avec
constante K = 2 (pour I = J2). Donc, par tensorisation, toute mesure produit
µ = µ1 ⊗ · · · ⊗ µn sur le cube discret X n = {0, 1}n satisfait la propriété de
convexité suivante : pour tous ν0, ν1 ∈ P({0, 1}n), il existe pi ∈ Π(ν0, ν1) telle
que
H(νpit |µ) ≤ (1− t)H(ν0|µ) + tH(ν1|µ)−
2
n
t(1− t)W 21 (ν0, ν1), ∀t ∈ [0, 1].
Puisque H(νpit |µ) ≥ 0, en choisissant ν1 = µ, cette propriété redonne par
exemple l’inégalité de transport connue pour les mesures produit µ sur le cube
discret
W 21 (ν0, µ) ≤
n
2H(ν0|µ), ∀ν0 ∈ P({0, 1}
n).
La propriété de convexité (VI.3) pour la loi de Bernoulli, avec constante
K = 2, est une conséquence de la propriété de convexité “universelle” associée
à la distance en variation totale suivante (voir Proposition 4.1 [10]) : pour
toutes probabilités µ, ν0 et ν1 sur X ,
H(νt|µ) ≤ (1− t)H(ν0|µ) + tH(ν1|µ)− 12t(1− t) ‖ν0 − ν1‖
2
TV , ∀t ∈ [0, 1],
où νt = (1−t)ν0+tν1. L’article [10] propose une preuve simple de cette inégalité
et en remarquant que H(νt|µ) ≥ 0, on obtient l’inégalité de Csizár-Kullback-
Pinsker (IV.1). Nous démontrons par ailleurs dans [10] une autre propriété de
convexité universelle associée à la distance de Marton‹T2(ν1|ν0) = inf
pi∈Π(ν0,ν1)
®∫ Å∫
1x 6=ydpx(y)
ã2
dν0(x), dpi(x, y) = dν0(x)dpx(y)
´
.
Pour toutes probabilités µ, ν0 et ν1 sur X , on a, pour tout t ∈ [0, 1]
H(νt|µ) ≤ (1− t)H(ν0|µ) + tH(ν1|µ)− 12t(1− t)
Ä‹T2(ν1|ν0) + ‹T2(ν0|ν1)ä ,(VI.4)
avec νt = (1− t)ν0 + tν1. En remarquant que H(νt|µ) ≥ 0, puis en optimisant
sur le paramètre t ∈]0, 1[, cette propriété de convexité fournit l’inégalité de
transport universelle (IV.4).
Dans [9], nous expliquons par ailleurs comment la propriété de convexité
de l’entropie (VI.3) peut s’interpréter en termes d’inégalité de type Prékopa-
Leindler. L’intérêt des coûts I2 et I¯2 est aussi de fournir des inégalités de
Sobolev logarithmiques discrètes, lorsque la propriété de convexité (VI.3) est
satisfaite avec K > 0.
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Versions améliorées quantitatives de l’inégalité de Sobolev
logarithmique gaussienne
L’inégalité de Sobolev logarithmique pour la mesure gaussienne standard
γn sur Rn est due à Gross [Gro75, Gro93], comme propriété équivalente de
la propriété d’hypercontractivité du semi-groupe d’Ornstein-Uhlenbeck (voir
[ABC+00]). Nous avons vu dans la partie précédente qu’elle se déduit par
ailleurs de l’inégalité HWI, puisque la courbure de l’espace probabilisé (Rn, | ·
|, γn) est minorée par K = 1 au sens de Lott-Sturm-Villani.
En théorie de l’information, ces inégalités s’interprêtent comme des relations
entre des distances classiques. Soit Z une variable aléatoire de loi gaussienne
γn. Notons D(X|Z) et I(X|Z) l’entropie relative et l’information de Fisher
relative d’une variable aléatoire X par rapport à Z. Par définition, si µ est de
densité lipschitzienne f par rapport à γn,
D(X|Z) = H(µ|γn) = Entγn(f), I(X|Z) = I(µ|γn) =
∫ |∇f |2
f
dγn.
Par analogie, notons
W2(X,Z) = W2(µ, γn),
la distance de Wasserstein d’ordre 2 entre µ et γn. L’inégalité de Sobolev
logarithmique de Gross s’écrit alors
D(X|Z) ≤ 12I(X|Z),
pour tout vecteur aléatoire X de densité lipschitzienne.
L’objet de l’article [11] est d’améliorer l’inégalité de Gross en proposant des
bornes inférieures sur le déficit
δ(f) = 12I(X|Z)−D(X|Z).
Un premier résultat dans ce sens est celui de Bakry-Ledoux (Proposition 2,
[BL06]) qui peut être formulé de la façon suivante : pour tout vecteur aléatoire
X de densité g lipschitzienne,
I(X|Z)− 2D(X|Z) ≥ n∆
Ç
I(X)
n
− 1
å
, (VII.1)
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où ∆ est la fonction positive définie par
∆(t) = t− log(1 + t), t > −1,
et I(X) est l’information de Fisher (non-relative) définie par
I(X) =
∫ |∇g(x)|2
g(x) dx.
De manière surprenante, l’inégalité améliorée (VII.1) est une conséquence de
l’inégalité de Gross elle-même. L’idée est d’appliquer l’inégalité de Sobolev
logarithmique à la variable λX, λ > 0 puis d’optimiser en λ (voir [11]).
Remarquons que l’inégalité HWI donne une autre estimation du déficit car
elle s’écrit encore
I(X|Z)− 2D(X|Z) ≥
(»
I(X|Z)−W2(X,Z)
)2
,
Ainsi le déficit dans l’inégalité W2 − I,
W 22 (X,Z) ≤ I(X|Z),
contrôle celui de l’inégalité de Sobolev logarithmique. Puisque par ailleurs on
a »
I(X|Z)−W2(X,Z) ≥
»
2D(X|Z)−W2(X|Z),
le contrôle du déficit dans l’inégalité de transport-entropie de Talagrand
W 22 (X,Z) ≤ 2D(X|Z),
fournit lui-aussi un contrôle du déficit dans l’inégalité de Sobolev logarith-
mique.
Revenons à l’inégalité HWI. Dans [11] (Théorème 1.1), nous améliorons
cette inégalité de la façon suivante.
Théorème VII.0.1. [11] Pour tout vecteur aléatoire X dont la densité est
lipschitzienne et telle que I(X|Z) soit fini, on a
I(X|Z)− 2D(X|Z)
≥
(»
I(X|Z)−W2(X,Z)
)2
+ n∆
Ñ
W2(X,Z)»
I(X|Z)
Ç
I(X)
n
− 1
åé
,
Cette version dimensionnelle améliorée de l’inégalité HWI est dans l’esprit
des résultats de Wang pour les mesures satisfaisant une condition de courbure
dimensionnelle [Wan08]. L’espace gaussien (Rn, | · |, γn) n’entre cependant pas
directement dans le cadre des résultats de Wang.
L’inégalité du Théorème VII.0.1 ne se compare pas directement à celle de
Bakry-Ledoux (VII.1) (voir [11]). Nous avons obtenu ce résultat par des argu-
ments propres à la théorie de l’information. Ceci donne une nouvelle preuve de
l’inégalité HWI, différente de celle de Otto-Villani [LV09] qui s’appuie sur des
arguments de transport optimal de mesure, ou encore de celle de Bakry-Gentil-
Ledoux [BGL01] qui utilise les inégalités de type Harnack sur les semi-groupes.
La preuve du théorème VII.0.1 s’appuie sur les deux lemmes suivants. Le
premier Lemme est l’inégalité d’information de Fisher due à Stam [Sta59].
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Lemme VII.0.1. Si X et Y sont des vecteurs aléatoires indépendants ayant
des densités lipschitziennes, alors
1
I(X + Y ) ≥
1
I(X) +
1
I(Y ) .
Pour tout vecteur aléatoire X, notons
Xt := X +
√
tZ,
où Z est un vecteur aléatoire gaussien standard indépendant de X. Le second
lemme est une inégalité de transport-entropie inverse, due à Wu [Wu11], dont
nous rappelons la preuve élémentaire dans [11] (Appendice A).
Lemme VII.0.2. Soit X et Y des vecteurs aléatoires admettant un moment
d’ordre 2, alors pour tout t > 0,
D(Xt|Yt) ≤ 12tW
2
2 (X, Y ).
Les Théorèmes 1.3 et 1.4 de [11] donnent également des estimations du
déficit dans l’inégalité de Sobolev logarithmique gaussienne, qui améliorent
les résultats d’Indrei et Marcon [IM14]. L’avantage du Théorème 1.3 est de
fournir les cas d’égalité dans l’inégalité de Gross, qui correspondent aux lois
gaussiennes translatées (voir Appendice C [11]). Ces théorèmes sont établis à
partir de versions améliorées de l’inégalité de transport de Talagrand pour la
mesure gaussienne sur R, comme celle de Barthe-Kolesnikov [BK08]. Les esti-
mations du déficit dans l’inégalité de Sobolev logarithmique uni-dimensionnelle
sont donc obtenues par des estimations du déficit dans l’inégalité de transport
de Talagrand. Des arguments de tensorisation permettent ensuite de sortir du
cas uni-dimensionnel.
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