This paper presents a vision-based navigation system for an autonomous underwater vehicle in semistructured environments with poor visibility. In terrestrial and aerial applications, the use of visual systems mounted in robotic platforms as a control sensor feedback is commonplace. However, robotic vision-based tasks for underwater applications are still not widely considered as the images captured in this type of environments tend to be blurred and/or color depleted. To tackle this problem, we have adapted the color space to identify features of interest in underwater images even in extreme visibility conditions. To guarantee the stability of the vehicle at all times, a model-free robust control is used. We have validated the performance of our visual navigation system in real environments showing the feasibility of our approach.
Introduction
The development of research in autonomous underwater vehicles (AUVs) began approximately four decades ago. Since then, a considerable amount of research has been presented. In particular, the localization and navigation problems represent a challenge in the AUVs development due to the unstructured and hazardous conditions of the environment and the complexity of determining the global position of the vehicle. An extensive review of the research related to this topic is presented in [1] [2] [3] [4] .
Sensor systems play a relevant role in the development of AUV navigation systems as they provide information about the system status and/or environmental conditions. There exist several sensors that provide relevant and accurate information [5] [6] [7] . However, global or local pose estimation of underwater vehicles is still an open problem, specially when a single sensor is used. Typically, underwater vehicles use multisensor systems with the intention of estimating their position and determining the location of objects in their workspace. Usually, inertial measurement units (IMUs), pressure sensors, compasses, and global positioning systems (GPS) are commonly used [8] . Note that even though GPS devices are widely used for localization, they show low performance in an underwater environment. Therefore, data fusion is needed to increase the accuracy of the pose estimation (for a review of sensor fusion techniques see [9] .) Vision-based systems are a good choice because they provide high resolution images with high speed acquisition at low cost [10] . However, in aquatic environments the color attenuation produces poor visibility when the distance increases. In contrast, at short distances the visibility may be good enough and the measurement accuracy higher than other sensors. Therefore, tasks in which visual information is used are limited to object recognition and manipulation, docking vehicle [11] , reconstruction of the ocean floor structure [12] , and underwater inspection and maintenance [13] . In [14] , the authors discuss how visual systems can be used in underwater vehicles, and they present a vision system which obtains depth estimations based on a camera data. In [10] , a visual system was introduced. This visual system, called Fugu-f, was designed to provide visual information in 2 Journal of Sensors submarine tasks such as navigation, surveying, and mapping. The system is robust in mechanical structure and software components. Localization has been also addressed with vision systems. In [15] a vision-based localization system for an AUV with limited sensing and computation capabilities was presented. The vehicle pose is estimated using an Extended Kalman Filter (EKF) and a visual odometer. The work in [16] presents a vision-based underwater localization technique in a structured underwater environment. Artificial landmarks are placed in the environment and a visual system is used to identify the known objects. Additionally a Monte Carlo localization algorithm estimates the vehicle position.
Several works for visual feedback control in underwater vehicles have been developed [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] . In [17] , the authors present a Boosting algorithm which was used to identify features based on color. This method uses, as input, images in the RGB color space, and a set of classifiers are trained offline in order to segment the target object to the background and the visual error is defined as an input signal for the PID controller. In a similar way, a color-based classification algorithm is presented in [18] . This classifier was implemented using the JBoost software package in order to identify buoys of different color. Both methods require an offline training process which is a disadvantage when the environment changes. In [19] , an adaptive neural network image-based visual servo controller is proposed; this control scheme allows placing the underwater vehicle in the desired position with respect to a fixed target. In [20] , a self-triggered position based visual servo scheme for the motion control of an underwater vehicle was presented. The visual controller is used to keep the target in the center of image with the premise that the target will always remain inside the camera field of view. In [21] , the authors present an evolved stereo-SLAM procedure implemented in two underwater vehicles. They computed the pose of the vehicle using a stereo visual system and the navigation was performed following a dynamic graph. A visual guidance and control methodology for a docking task is presented in [22] . Only one high-power LED light was used for AUV visual guidance without distance estimation. The visual information and a PID controller were employed in order to regulate the AUV attitude. In [23] , a robust visual controller for an underwater vehicle is presented. The authors implemented genetic algorithms in a stereo visual system for real-time pose estimation, which was tested in environments under air bubble disturbance. In [24] , the development and testing process of a visual system for buoys detection is presented. This system used the HSV color space and the Hough transformation in the detection process. These algorithms require the internal parameters adjusting depending on the work environment, which is a disadvantage. In general, the visual systems used in these papers were configured for a particular environment and when the environmental characteristics change, it is necessary to readjust some parameters. In addition, robust control schemes were not proposed for attitude regulation.
In this work, a novel navigation system for autonomous underwater vehicle is presented. The navigation system combines a visual controller with an inertial controller in order to define the AUV behavior in a semistructured environment. The AUV dynamic model is described and a robust control scheme is experimentally validated for attitude and depth regulation tasks. An important controller feature is that it can be easily implemented in the experimental platform. The main characteristics affecting the images taken underwater are described, and an adapted version of the perceptually uniform color space is used to find the artificial marks in a poor visibility environment. The exact positions of the landmarks in the vehicle workspace are not known, but an approximate knowledge of their localization is available.
The main contributions of this work include (1) the development of a novel visual system for detection of artificial landmarks in poor visibility conditions underwater, which does not require the adjustment of internal parameters when environmental conditions change, and a new simple visual navigation approach which does not require keeping the objects of interest in the field of view of the camera at all times, considering that only their approximate localization is given. In addition, a robust controller guarantees the stability of the AUV.
The remaining part of this paper is organized as follows. In Section 2 the visual system is introduced. The visual navigation system and details of the controller are presented in Section 3. Implementation details and the validated experimental results are presented in Section 4. Finally, Section 5 concludes this work.
The Visual System
Underwater visibility is poor due to the optical properties of light propagation, namely, absorption and scattering, which are involved in the image formation process. Although a big amount of research has focused on using mathematical models for image enhancement and restoration [25, 26] , it is clear that the main challenge is the highly dynamic environment; that is, the limited number of parameters that are typically considered could not represent all the actual variables involved in the process. Furthermore, for effective robot navigation, the enhanced images are needed in real time, which is not always possible to achieve in all approaches. For that reason, we decided to explore directly the use of perceptually uniform color spaces, in particular the color space. In the following sections, we describe the integrated visual framework proposed for detecting artificial marks in aquatic environments, in which the color space was adapted for underwater imagery.
Color Discrimination for Underwater Images Using the
Color Space. Three main problems are observed in underwater image formation [26] . The first is known as disturbing noise, which is due to suspended matter in water, such as bubbles, small particles of sand, and small fish or plants that inhabit the aquatic ecosystem. These particles block light and generate noisy images with distorted colors. The second problem is related with the refraction of light. When a camera set and objects are placed in two different environments with different refractive index, the objects in the picture have different distortion for each environment, and therefore the position estimation is not the same in both environments. The third problem in underwater images is the light attenuation. The light intensity decreases as the distance to the objects increases; this is due to the attenuation of the light in function of its wavelength. The effect of this is that the colors of the observed underwater objects look different from those perceived in the air. Figure 1 shows two images with the same set of different color objects taken underwater and in air. In these images, it is possible to see the characteristics of the underwater images mentioned above.
A color space is a mathematical model through which the perceptions of color are represented. The color space selection is an important decision in the development of the image processing algorithm, because it can dramatically affect the performance of the vision system. We selected the color space [27] , because it has features that simplify the analysis of the data coming from the underwater images. In underwater images, the background color (sea color) is usually blue or green; these colors correspond to the limits of the and channels, respectively, and, therefore, to identify objects with contrasting colors to the blue or green colors results much easier. A modification of the original transformation method form the RGB to the space color was made. The logarithm operation was removed from the transformation reducing the processing time while keeping the color distribution. Thus, the mapping between RGB and the modified color space is expressed as a linear transformation: 
where ∈ [0.0, 1.73] is the achromatic channel which determines the luminance value, ∈ [−0.6411, 0.6429] is the yellow-blue opposite channel, and ∈ [−0.1304, 0.1304], is the red-cyan with a significant influence of green. The data in these channels include a wide variety of colors; however, the information in aquatic images is contained in a very narrow interval. Figure 2 shows an underwater image and the frequency histogram for each channel of the color space.
In this image, the data of the objects are concentrated in a small interval. Therefore, in order to increase the robustness of the identification method, new limits for each channel are established. These values help to increase the contrast between objects and the background in the image. The new limits are calculated using the frequency histogram for each of the channels, and, with this, the extreme values in the histogram with a higher frequency than a threshold value are computed. The difference between using the frequency histogram, and not only the minimum and maximum values, is that the first method eliminates outliers.
Finally, a data normalization procedure is performed using the new interval in each channel of the color space. After this, it is possible to obtain a clear segmentation of the objects with colors located at the end values of the channels. Figure 3 shows the result of applying the proposed algorithm in the , , channels. It can be observed that some objects are significantly highlighted from the greenish background; particularly, the red circle in the beta channel presents a high contrast.
Detection of Artificial Marks in Aquatic Environments.
The localization problem for underwater vehicles requires identifying specific objects in the environment. Our navigation system relies on a robust detection of the artificial marks in the environment. Artificial red balls were selected as the known marks in the aquatic environment. Moreover, circles tags with different color were attached to the sphere in order to determine the section on the sphere that is being observed.
Detection of circles in images is an important and frequent problem in image processing and computer vision. A wide variety of applications such as quality control, classification of manufactured products, and iris recognition use circle detection algorithms. The most popular techniques for detecting circles are based on the Circle Hough Transform (CHT) [28] . However, this method is slow, demands a considerable amount of memory, and identifies many false positives, especially in the presence of noise. Furthermore, it has many parameters that must be previously selected by the user. This last characteristic limits their use in underwater environments since ambient conditions are constantly changing. For this reason, it is desirable a circle detection algorithm with a fixed set of internal parameters that does not require adjustment even if small or large circle identification is required or if the ambient light changes. The circle detection algorithm presented by Akinlar and Tobal [29] provides the desired properties. We have evaluated its performance in aquatic images with good results. Specifically, we applied the algorithm to the channel image which is the resulting image from the procedure described in the previous section.
As it was mentioned, the channel presents the highest contrast between red color objects and the background color of underwater images. This enables the detection algorithm to find circular shapes in the field of view with more precision. This is an important discover to the best of our knowledge, this is the first time that this color space model is used in underwater images for this purpose. Figure 4 shows the obtained results. The images are organized as follows: the first column shows the original input image; the second column corresponds to the graphical representation of the channel; and finally the third column displays the circles detected in the original image. The rows in the figure present the obtained results under different conditions. The first experiment analyzes a picture taken in a pool with clear water. Although the spheres are not close to the camera, they can be easily detected by our visual system. The second row is also a photograph taken in the pool, but in this case the visibility was poor; however, the method works appropriately and detects the circle. Finally, the last row shows the results obtained from a scene taken in the marine environment, in which visibility is poor. In this case, the presence of the red object in the image is almost imperceptible to the human eye; however the detector identifies the circle successfully.
The navigation system proposed in this work is the integration of the visual system, described above, with a novel control scheme that defines the behavior of the vehicle based on the available visual information. The block diagram in Figure 5 shows the components of the navigation system and the interaction between them. 
Visual Navigation System
In this section the navigation system and its implementation in our robotic system are presented. The autonomous underwater vehicle, called Mexibot (see Figure 6 ), is part of the Aqua robot family [30] and an evolution of the RHex platform [31] . The Aqua robots are amphibious with the ability to work in both land and water environments. The underwater vehicle has a pair of embedded computers; one computer is used for the visual system and for other phases such as registration of data; the second computer is used for the low-level control. An important feature is that both computers are connected via Ethernet, so they are able to exchange data or instructions. The control loop of the robot runs on a real-time constraint; for this reason, QNX operating system is installed in the control computer. On the other hand, the vision computer has Ubuntu 12.04 as the operating system. On this computer, high-level applications are developed which use the Robot Operating System (ROS). In addition, the vehicle has an IMU, which provides attitude and angular velocity of the vehicle. A pressure sensor is used to estimate the depth of the robot, and a set of three cameras are used, two in front of the robot and one in the back.
Model-Free Robust
Control. The visual navigation system requires a control scheme to regulate the depth and attitude of the underwater vehicle. In this subsection, the underwater vehicle dynamics is analyzed and the controller used to achieve the navigation objective is presented. Knowing the dynamics of underwater vehicles and their interaction with the environment plays a vital role for the vehicles performance. The underwater vehicles dynamics include hydrodynamic parametric uncertainties, which are highly nonlinear, coupled, and time varying. The AUV is a rigid body moving in 3D space. Consequently, the AUV dynamics can be represented with respect to the inertial reference denoted by = { } or with respect to the body reference frame = { }. Figure 7 presents the AUV reference frames and their movements.
In [32] , Fossen describes the method to obtain the underwater vehicle dynamics using Kirchhoff 's laws. Fluid damping, gravity-buoyancy, and all external forces are also included and the following representation is obtained:
where q = [ ] ∈ R 6 is the pose of the vehicle,^= [k , ] ∈ R 6 is the twist of the vehicle,
is the linear velocity, and = [ ] ∈ R 3 is the angular velocity expressed in the body reference frame. ∈ R 6×6 is the positive constant and symmetric inertia matrix which includes the inertial mass and the added mass matrix. V (^) ∈ R 6×6 is the skewsymmetric Coriolis matrix and V (^) > 0 ∈ R 6×6 is the positive definite dissipative matrix, which depends on the magnitude of the relative fluid velocity^∈ R 6 . ∈ R 6 is the fluid velocity in the inertial reference and g V (q) ∈ R 6 is the potential wrench vector which includes gravitational and buoyancy effects. F ∈ R 6 is the vector of external forces, expressed in the vehicle frame and produced by the vehicle thrusters, (q) ∈ R 6×6 is the operator that maps the generalized velocityq to the vehicle twist^, and V (⋅) is the external disturbance wrench produced by the fluid currents.
Consider the following control law [33] :
wherê,̂V, , , and Λ are constant positive definite matrices, is a positive scalar, andq is the pose error:
after which the extended (tracking) error s is defined as s =q + Λq.
Expressing this extended error as a velocity error s =q −q
for an artificial reference velocityq =q − Λq, it raises the vehicle's twist reference aŝ
This control scheme ensures stability for tracking tasks despite any inaccuracies in the dynamic parameters of the vehicle and the perturbations in the environment, [33] . Therefore, this control law can be used to define the behavior of both the inertial and the visual servoing mode of the underwater vehicle. It is also important to highlight that this control law can be implemented easily, because it only requires measurements of q,q and rough estimates of and ] .
Stability Analysis.
Model (2)- (3) is also known as the quasi-Lagrangian formulation since the velocity vectord efines a quasi-Lagrangian velocity vector. The Lagrangian formulation upon which the stability analysis relies is found by using (3) and its time derivative on (2) and premultiply the resulting equation by the transpose of the velocity operator (q) [34] :
where (q) = (q) (q) = (q) > 0; (q,q ) = (q)(q) + (q) V (q), which implies that − (1/2)̇= ; + = 0; and all the terms are bounded, for nonnegative constants ≥ 0 as follows:
Then, control law (4) adopts the following shape in the Lagrangian space:
with the following relationships:
from which it raiseŝ+̂=̇or equivalently the following property:
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Now consider that the left-hand side of Lagrangian formulation (9) can be expressed in the following regressionlike expression:
where (q,q ,q ) : −R → R is the regressor constructed by known nonlinear functions of the generalized coordinates and its first and second time derivatives and ∈ R is the vector of unknown parameters. Then for an arbitrary smooth (at least once differentiable) signalq ∈ R , there should exist a modified regressor (q,q ,q ,q ) : R → R such that
= (q,q ,q ,q ) .
The difference between the estimate version and the real parameters̃= −̂produces an estimate system error:
which after the above equivalence is properly bounded:
Then the closed-loop dynamics is found using control law (11) in the open-loop Lagrangian expression (9):
Now consider the following Lyapunov candidate function:
withã ≜ a 0 − ∫ s for some constant vector a 0 ∈ R . The time derivative of the Lyapunov candidate function along the trajectories of the closed-loop system (18), after property (13) and proper simplifications, becomeṡ
Assuming thaṫis bounded implies that bothq andq are also bounded. Then, assuming that anḋare also bounded it yields ‖ (⋅)‖ + ‖ (q,q ,q ,q )̃‖ ≤ 1 + 1 ‖q ‖ + 2 ‖q ‖ 2 , which can be expressed in terms of the extended error as
Then the last term in (20) is bounded as follows:
Also, let a 0 ≜ ( 0 + 5 )e 6 , where e 6 ∈ R 6 is a vector of ones, such that ‖a 0 ‖ = ( 0 + 5 ) > 0. Then, after these bounding expressions, (20) is bounded as follows:
where is the largest eigenvalue of matrix̂(q) + . The conditions to satisfẏ(s) < 0 are summarized as
which are conditions in the control law gains choice. Under these conditionṡ(s) is negative definite and the extended error is asymptotically stable:
Finally, after definition (6) whenever s = 0 it follows thatq = −Λq which means that q reaches the set point q . Therefore, the stability for the system is proved. A detailed explanation and analysis of the controller can be found in [33] .
The implementation of the control does not require knowledge of the dynamic model parameters; hence it is a robust control with respect to the fluid disturbances and dynamic parametric knowledge. However it is necessary to know the relationship between the control input and the actuators.
Thrusters Force Distribution. The propulsion forces of
Mexibot are generated by a set of six fins which move along a sinusoidal path defined as
where is the angle of the position of the flip, is the amplitude of motion, is the period of each cycle, is the central angle of the oscillation, and is the phase offset between different fins of the robot. Both Georgiades in [35] and Plamondon in [36] show models for the thrust generated by the symmetric oscillation of the fins used in the Aqua robot family. Plamondon presents a relationship between the thrust generated by the fins and the parameters describing the motion in (26) . Thus, the magnitude of force generated by each flip with the sinusoidal movement (26) is determined by the following equation:
where , 1 , and 2 correspond to the dimensions of the fins, represents the density of water, is the amplitude, and is the period of oscillation. Thus, the magnitude of the force generated by the robot fins can be established in function of the period and the amplitude of the fin oscillation movement at runtime. Figure 8 shows the force produced by the fins, where defines the direction and the magnitude of the force vector expressed in the body reference frame as
In addition, due to the kinematic characteristics of the vehicle, = 0. Therefore, the vector of forces and moments generated by the actuators is defined as follows:
Consider the fins numeration as shown in Figure 9 ; then the following equations state the relationship between the coordinates and of F and the vector F as 
where and are the distance coordinates of the th fin joint with respect to to the vehicle's center of mass as shown in Figure 9 . Note that the symmetry of the vehicle establishes that 
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Then one system solution is found to be
Now, the oscillation amplitude of the th fin is computed after (27) using an oscillation period of 0. 4 [s] , and the corresponding thrust is defined as
Finally, the central angle of oscillation is computed as
Desired Signals Computation.
In this navigation system the controller performs a set-point task. The desired values are computed based on the visual information. Due to the under-actuated nature of the vehicle and sensor limitations, only the attitude and depth of the vehicle can be controlled. The desired depth value is a constant and the roll desired angle is always = 0. As the constraint C6: = 0 has been considered, the depth is controlled indirectly by modifying the desired pitch angle . This desired orientation angle is calculated in terms of the depth error as
where is a positive constant. The visual system defines the desired yaw angle . Images from the left camera are processed in a ROS node with the algorithms described in Section 2.1 in order to determine the presence of the sphere in the field of view. When visual information is not available, this angle remains constant with the initial value or with the last computed value. However, if a single circle with a radius bigger than a certain threshold is found, the new desired yaw angle is computed based on the visual error. This error is defined as the distance in pixels between the center of the image and the position in theaxis of the detected circle. So, the new desired yaw angle is computed as
where is the actual yaw angle,Ṽ is the visual error in horizontal axis, rows and columns are the image dimensions, and is the radius of the circle. This desired yaw angle is proportional to the visual error, but it also depends on the radius of the circle found. When the object is close to the camera, the sphere radius is larger, and therefore the change of also increases. Note that the resolution of the image given by the vehicle's camera is 320 × 240 pixels; with this, the gain used to define the reference yaw angle in (37) was established as 300. This value was obtained experimentally, with a trial error procedure, and produces a correction of approximately 1 ∘ , with a visual errorṼ = 10 and radius of the observed sphere = 25. This update of the desired yaw angle modifies the vehicle attitude and reduces the position error of the sphere in the image. We note that the update of the desired yaw angle was necessary only when the visual error was bigger than 7 pixels; by this reason when V is smaller than this threshold the reference signal keeps the previous value.
Finally, when a circle inside of other circle is found, that means the underwater vehicle is close to the mark and a direction change is performed. The desired yaw angle is set to the actual yaw value plus an increment related to the location of the next sphere. This integration of the visual system and the controller results in the autonomous navigation system for underwater vehicle which is able to track the marks placed in a semistructured environment.
Experimental Results
In order to evaluate the performance of the visual navigation system, a couple of experimental results are presented in this section. Two red spheres were placed in a pool with turbid water. An example of the type of view in this environment is shown in Figure 10 . This environment is semistructured because the floor is not natural and also because of the lack of currents; however, the system is subjected to disturbances produced by the movement of swimmers which closely follow the robot. As it was mentioned before, the exact position of the spheres is unknown; only the approximate angle which relates the position between the marks is available. Figure 11 shows a diagram with the artificial marks distribution. The underwater vehicle starts swimming towards one of the spheres. Although the circle detection algorithm includes functions for selecting the circle of interest when more than one are detected, for this first experiment, no more than one visual mark is in front of the visual field of the camera at the same time.
The implementation of the attitude and depth control was performed in a computer with QNX real-time operating system and the sample time of the controller is 1 ms. This controller accesses the inertial sensors in order to regulate the depth and orientation of the vehicle. The reference signal of the yaw angle was set with the initial orientation of the robot and updated by the visual system when a sphere is detected. This visual system was implemented in a computer with Ubuntu and ROS, having an approximate sample time of 33 ms when a visual mark is present. The parameters used in the implementation are presented in Table 1 and were obtained from the manufacturer. Water density value has been used with a nominal value assuming that the controller is able to handle the inaccuracy with respect to real values. The control gains in (4) and (36) In the first experiment, the navigation task considers the following scenario. A single red sphere is placed in front of the vehicle approximately at 8 meters of distance. The time evolution of the depth coordinate ( ) and the attitude signals ( ), ( ), ( ) are shown in Figure 12 , where the corresponding depth and attitude reference signals are also plotted. The first 20 seconds corresponds to the start-up period of the navigation system. After that, the inertial controller ensures that the vehicle moves in the same direction until the navigation system receives visual feedback. This feedback occurs past thirty seconds and the desired value for the angle yaw ( ) starts to change in order to follow the red sphere. Notice that the reference signal for the pitch angle ( ) presents continuous changes after the initialization period. This is because the depth control is performed indirectly by modifying the value of with (36) . In addition the initial value for ( ) is not relevant because this value is updated after the inertial navigation system starts. The corresponding depth and attitude error signals are depicted in Figure 13 , where all of these errors have considerably small magnitude, bounded by a value around 0.2 m for the depth error and 10 ∘ for attitude error. The time evolution of the visual error in the horizontal axis is depicted in Figure 14 . Again, the first thirty seconds does not show relevant information because no visual feedback is obtained. Later, the visual error is reduced to a value in an acceptable interval represented by the red lines. This interval represents the values where the desired yaw angle does not change, even when the visual system is not detecting the sphere. As mentioned before, the experiments show that when V ≤ 7 pixels, the AUV can achieve the assigned navigation task. Finally, a disturbance, generated by nearby swimmers when they displace water, moves the vehicle and the error increases, but the visual controller acts to reduce this error.
The previous results show that the proposed controller (4) under the thruster force distribution (32) provides a good behavior in the set-point control of the underwater vehicle, with small depth and attitude error values. This performance enables the visual navigation system to track the artificial marks placed in the environment.
The navigation task assigned to the underwater vehicle in the second experiment includes the two spheres with the distribution showed in Figure 11 . For this experiment the exact position of the spheres is unknown; only the approximate relative orientation and distance between them are known. The first sphere was positioned in front of the AUV at an approximated distance of 8 m. When the robot detects that the first ball was close enough, it should change the yaw angle to 45 ∘ in order to find the second sphere. Figure 16 shows the time evolution of the depth coordinate ( ), the attitude signals ( ), ( ), ( ), and the corresponding reference signals during the experiment. Similarly to the previous experiment, the actual depth, roll angle, and pitch angle are close to the desired value, even when small ambient disturbances are present. The yaw angle plot shows the different stages of the system. The desired value at the starting period is an arbitrary value that does not have any relation with the vehicle state. After the initialization period, a new desired value for the yaw angle is set and this angle remains constant as long as the visual system does not provide information. When the visual system detects a sphere, the navigation system generates a smooth desired signal allowing the underwater vehicle to track the artificial mark. When the circle inside of the other circle was detected, the change in direction of 45 ∘ was applied. This reference value was fixed until the second sphere was detected and a new desired signal was generated with small changes. Finally, the second circle inside of the sphere was detected and a new change of 45 ∘ was performed and the desired value remained constant until the end of the experiment. Figure 17 shows the depth and attitude error signals. Similar to the first experiment, the magnitude of this error is bounded by a value around 0.2 m for the depth error and 10 ∘ for the attitude error, except for the yaw angle, which presents higher values produced by the direction changes. Note that, in this experiment, significant amount of the error was produced by environmental disturbances.
Finally, the graph of the time evolution of the visual error is depicted in Figure 15 . It can be observed that, at the beginning, while the robot was moving forward, the error remained constant because the system was unable to determine the presence of the artificial mark in the environment. At a given time , the visual system detected the first sphere, with an estimated radius of about 30 pixels. Then, as the robot gets closer to the target, the visual error begins to decrease due to the improvement in visibility and the radius of the sphere increases. When the radius is bigger than a given threshold, a change-of-direction action is fired in order to avoid collision and to search for the second sphere. Then, all variables are reset. Once again the error remains constant at the beginning due to the lack of visual feedback. In this experiment, when the second mark was identified, the visual error was bigger than 100 pixels, but rapidly this error decreased to the desired interval. At the end of the experiment, another change of direction was generated and the error remained constant, because no other sphere in the environment was detected.
Conclusion
In this paper, a visual-based controller to guide the navigation of an AUV in a semistructured environment using artificial marks was presented. The main objective of this work is to provide to an aquatic robot the capability of moving in an environment when visibility conditions are far from ideal and artificial landmarks are placed with an approximately known distribution. A robust control scheme applied under a given thruster force distribution combined with a visual servoing control was implemented. Experimental evaluations for the navigation system were carried out in an aquatic environment with poor visibility. The results show that our approach was able to detect the visual marks and perform the navigation satisfactorily. Future work includes the use of natural landmarks and to lose some restrictions, for example, that more than one visual mark can be present in the field of view of the robot.
