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1. INTRODUCTION 
The simplest limiting behavior for a trajectory is to be attracted to an 
equilibrium, that is, it converges to the equilibrium. Investigating the 
convergence of trajectories is important for two reasons: it belongs to the 
category of studying simplicity for dynamical systems theory, and on the 
other hand, for many important practical systems, one needs to discuss 
the convergence of their trajectories. A representative example is the 
well-known nonlinear electrical circuit equations 
L.$=E-Ri- i vk 
k=l 
(1.1) 
(k = 1, 2, . ..) n), 
where L, R, Ck are positive constants. In system (1.1 ), as E is independent 
of t, Moser found the conditions to ensure that all solutions converge to 
equilibria. His main result is contained in Theorem 3.3 of [ 11. 
The aim of the present paper is first to consider the asymptotic behavior 
of solutions of the system of differential equations 
i=y 
CJ; + A(x, y) y + grad G(x) = 0, 
(1.2) 
in which C is positive definite diagonal matrix. We shall study the con- 
vergence of the solutions of system (1.2) by considering an energy integral 
jh (( y(a)\l’ &. Then, applying our results to system (l.l), we shall obtain 
a generalization of Theorem 3.3 in [ 11. Moreover, the study of system (1.1) 
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with t-dependent E = E(t) is significant, and just as Moser pointed out, “it 
requires special attention” (see [ 1, p. 2361). We shall study the case in this 
paper; the corresponding results are contained in Theorems 4 and 5. 
2. THE MAIN RESULTS 
First of all, we deal with some notation. 
Consider a system 
i-F(x) (2.1 1 
defined by a Co vector field F: mii-1 R”, where I?c R” is an open set. 
We denote by d,(x) = 4(x, t) the flow determined by (2.1). Let o(x) be 
the omega limit set of the positive orbit {4(x, t): t > 0) and let 
E= {x E @: F(x) = 0} be the set of equilibria. 
We now introduce the following definition. 
DEFINITION 1. A point x is called convergent if there exists a point p E i? 
such that o(x) = { p} and quasiconvergent if o(x) c i?. 
Both adjectives will also be applied to solutions and trajectorties, with 
the same meaning. 
DEFINITION 2. Suppose G is a real C’-continuous function defined on 
I&‘, and let x0 be an extreme point of G. We call the value of G at x,, 
isolated if there is a neighborhood U of x0 such that G(x) # G(x,) for 
X,#XE u. 
In this paper, we shall prove the following theorems. 
THEOREM 1. Jf ( 1.2) satisfies the conditions 
(i) A(x, y) is a positive deJinite continuous matrix and 
(ii) G is C’ and lim,,.,,, _ 5 G(x) = x, 
then every solution of (1.2) is bounded and quasiconvergent. 
THEOREM 2. Jf (1.2) satisfies the conditions 
(i) A(x, y) is a negative definite continuous matrix; 
(ii) G is C’ and lim,,.,,,, G(x)= cxj; and 
(iii) the set S of the extreme points of G is bounded, 
then every bounded solution of (1.2) is quasiconvergent, and there e.uists a 
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positive number r such that, for /[(x0, y,Jl > r, the solution with initial point 
(x0, yO) of (1.2) is unbounded. 
Set 
F,(x)=~;fW~ (k = 1, 2, . . . . n). 
THEOREM 3. Zf (1.1) satisfies the conditions 
(i) E is independent of t; 
(ii) fk is C’, andf,‘+ RC,JL > 0 (k = 1, 2, . . . . n); and 
(iii 1 lim lixll + m Fk(x) = cc (k = 1, 2, . . . . n), 
then every solution of ( 1.1) is bounded and quasiconvergent. In particular, if 
n = 1 and the condition (iii) is replaced by liminf,,,,, _ m(F(x)/x2) = lo > 
-1/2R, then every solution of (1, 1) is convergent. 
THEOREM 4. Zf (1.1) satisfies the conditions 
(i) E(t) is nondecreasing and continuous, and lim, j o. E(t) = E,; 
(ii) fk is Cl, xfk(x)aO, and f; + R&/L > 0 for x E R’; in addition, 
there exists Ak such that xfk(x) 2 Ei/R for /xl/ 2 A, (k = 1,2, . . . . n); and 
(iii) any extreme value of G(v) = L-‘[i(C;=, vk- E,)*+ Rx;=, Fk] 
is isolated, 
then every solution of (1.1) converges as t -+ co. 
THEOREM 5. Suppose E(t) is a continuous T-periodic function and 
maxcolT IE(tN=Eo. Ifxf&)>Of or x E R’ and there exists A, > 0 such 
that xfk(x) 2 Ez/R for 1x1 Z Ak (k = 1, 2, . . . . n), then (1.1) has a T-periodic 
solution. 
Remark. Since any bounded and quasiconvergent solution is certainly 
convergent when ,?? is countable, the main result Theorem 3.3 in [1] is a 
corollary of Theorem 3. In comparison with the main result of [l] we 
weaken the sign-condition on fk and the condition that Ii; is finite. 
Especially, as n = 1, our conditions are much weaker. Even if xf(x) < 0 for 
x sufficiently large and no assumption on the number of equilibria is made, 
the conclusion of Theorem 3 still holds. For example, set 
i 
'X -5 if jxlal, 
f(x)= -x+1 if 1x1 < 4, 
4x) if ;<,<lx1<1. 
It is easy to see that we can choose 1 such that f is C’. We write 
~~=rnax~~~.,,,.  (I’(x)] and take C>min(c,, l), R= L = E= 1, and such 
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that fin (1.2). It is easy to prove that f and these parameters atisfy the 
conditions of Theorem 3, but xf(x) = - 4.~’ < 0 for 1x1 3 1, and the points 
on the segment i + o = < 1, IuJ G i, are all equilibria. 
During the operation of the circuit the voltage E will be increased from 
0 to an end-value. Hence, Theorem 3 only describes the asymptotic 
behavior of trajectories approximately. In fact, Theorem 4 describes the 
actual asymptotic behavior of trajectories. 
3. PROOFS OF THE THEOREMS 
We begin with the following lemmas. 
LEMMA 1. Under the conditions (i) and (ii) of Theorem 1, ever~~ solution 
of (1.2) can he extended to R+ = [0, a) and is bounded. 
Proqf: Put V(x, y) = f x1=, Ciyf + G(x). It is easy to see that 
lim V(x, y) = 32. (3.1 ) 
Ill li. Yll + x 
Suppose that (x(t), y(t)) is an arbitrary solution of (1.2) defined on its 
right maximal interval [0, o+). Let yT denote the transpose of 4’. The 
derivative of V along the solution (x(t), y(r)) of (1.2) is 
dV 
dt- 
- -y’A(x, y) J’. 
By the condition (i) of Theorem 1, dV/df d 0. It follows that 
v-et), Y(l)) G W(O), Y(O)). (3.2) 
Equations (3.1) and (3.2) imply that o, = % and (x(r), v(t)) is bounded 
on Rf. This completes the proof of Lemma 1. 
LEMMA 2. Let f: R+ + R’ be any function such that 
(i) f’(t) exists and is boundedfor IE R+. 
(ii) 1,X f(t) dte R’. 
Then, lim I-r? .f(t,=Q 
This lemma can be found in [3, p. 7251. 
LEMMA 3. If G is C’ and A(x, y) is a positive (negative) definite con- 
tinuous matrix, then every bounded solution of (1.2) is quasiconvergent. 
400 I49 i-i 
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Proof. Suppose A is positive definite and (x(t), v(t)) is an arbitrary 
bounded solution of (1.2) defined on R +. By the usual inner product of 
n-dimensional Euclidean space, we have the equation 
y’j + y’A(x, v) y + y’ grad G(x) = 0. 
Integrating (3.3) from 0 to t, we find 
(3.3) 
s ’ Y’(O) 4x(o), Y(O)) 140) do 0 
= 4 Cv’to) WO) - u’(t) Q(t))1 + G(x(O)) - G(x(t)). (3.4) 
Since A(x, y) is positive definite and (x(t), y(t)) is bounded, we have 
s 
cc y’(a) 4x(a), Y(O)) Aa) do < 00. 
0 
Set &t-x, y) = min,,,,, =  z’A(x, y)z, then 2,(x, y) is the least eigenvalue of 
,4(x, y). It is easy to prove that 2,(x, y) is continuous. Hence, A,(x, y) has 
a positive minimum on any compact set. By the theory of matrices we 
know that there exists an orthogonal matrix T(t) such that 
Nx(t), y(t)) = p(t) diag(~ltxtt)~ v(t)), . . . . AMt), At))) T(t), 
where &(x(t), y(t)) (i= 1, 2, . . . . n) is the eigenvalue of A(x(t), y(t)). From 
the boundedness of (x(t), y(t)) it follows that there exists a positive 
number a>0 such that 2,(x(t), y(t))>a for t E R+. Hence we obtain the 
inequality 
v’(t) ax(t), Y(f)) At) 2 a II Jwl12. 
Integrating (3.5) from 0 to co, we have 
(3.5) 
jom II v(~)Il’ dt 6iJorn Y’(O) A(x(a), Y(O)) ~(0) do <00. 
From the boundedness of y, j and Lemma 2 it follows that 
lim I( y(t)11 = 0. (3.6) r-m 
Equation (3.6) implies that 0(x(0), y(O)) is contained in the hyperplane 
y=O. By Theorems 1.1 and 1.2 in [4, p. 1453 we know that 0(x(0), y(O)) 
is a compact connected set and for any (2, 0)~ w(x(O), y(O)), (1.2) has at 
least one solution (Z(t), j(t)) with initial point (2, 0) defined on R’ such 
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that (x(t), j(t)) E w(x(O), y(O)) for t E R’. By (3.6), j(t) = 0. Hence, 
Z(t) z X. By definition grad G(Z) = 0, that is, (X, 0) is an equilibrium of 
(1.2). It follows from Definition 1 that (x(t), y(t)) is quasiconvergent. 
When A(x, y) is negative definite, we multiply (3.4) by - 1 and replace 
A by -A. Since -A is positive definite, it is easy to see that the conclusion 
still holds. This completes the proof. 
LEMMA 4. Suppose x(t) is a bounded solution of (2.1), then the ,following 
conclusions hold: 
(i) the quasiconvergence of x(t) implies its convergence if E is totul[l, 
disconnected; 
(ii) X(I) is quasiconvergent if and or@ if lim, _ z F(x( t)) = 0. 
This lemma can be found in [2, pp. 28-311. 
Proof of Theorem 1. It is easy to see that Theorem 1 is implied by 
Lemmas 1 and 3. 
Proof of Theorem 2. The first part of the theorem follows immediately 
from Lemma 3, thus we only are required to prove the second part. 
Since S is bounded, there exists r0 > 0 such that Sx (0) c B(r,) = 
((x, v): i/(x, y)ll < rO}. By the continuity of V(x, y), there exists M > 0 
such that V(x, y) < A4 for any (x, y) E B(r,). It follows from (3.1) that there 
exists r > 0 such that V> A4 for l/(x, y)II > r > 0. We assert that the solution 
(x(t), y(t)) with initial point (x,, yO) (I/(x,, yO)ll > r) is unbounded. 
Otherwise, by Lemma 3, (x(t), y(t)) is quasiconvergent. Therefore. 
(x(t), y(t))~B(r~) for t sufficiently large. By the condition (i) we have 
dV 
(3.7) 
It follows from (3.7) that V(x(t), y(t)) 2 V(xO, yO) > M. Hence 
(x(t), y(t)) E B(r,) for t > 0. This contradiction proves the second part. 
In the following, we shall discuss the autonomous and nonautonomous 
electrical circuit equations (1.1 ), respectively. 
By differentiating (1.1) and using the first equation of ( 1.1) we obtain 
C,s+(/;+%)$+L-‘@, a,-E+Rfx(vx))=O 
(k= 1, 2, . . . . n). (3.8) 
When E is a constant, the system (3.8) belongs to the type (1.2) in which 
C = diag(C,, Cz, . . . . C,), A = diag(f{(u,) + RC, /L, . . . . fi(v,) + RC,,/L), and 
G(~)=L-‘[~(~~=,v,-E)*+RC;=~F~(U~)]. 
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Proof of Theorem 3. By the conditions of Theorem 3 it is easy to see 
that (3.8) satisfies the conditions of Theorem 1. Hence, every solution of 
(3.8) is bounded and quasiconvergent. By the relation of i, ok, and ti, in 
(1.1 ), every solution of ( 1.1) is bounded. Applying Lemma 4 we obtain 
lim (ti( t), grad G(x( t))) = 0. 
t-m 
Therefore , for each k 
lim (i(t) -fk(vk(t))) = 0 
r-m 
and 
(3.9) 
(3.10) 
It follows from (3.9) and (3.10) that 
E-Ri(t)- i v,(t) =O. 
k=l 
Applying Lemma 4 again, we know every solution of (1.1) is quasi- 
convergent. Suppose n = 1 and lim inf,,, _ oo(~(v)/v2) =lo > -1/2R. Then we 
first prove 
lim G(v) = co. (3.11) 
IDI - cc 
Since 
we claim that there exist c1> 0, v0 > 0, such that 
for Iv(>Q,. 
If not, for any n, there exists v, such that [u,I > n, and 
(3.12) 
From (3.12) we deduce 1,< -1/2R. This contradicts the hypothesis of 
Theorem 3. Hence, (3.11) holds. It follows from Theorem 1 that every solu- 
tion of (1.1) is quasi-convergent, hat is, lim, _ m ti( t) = 0. 
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The lim sup! _ a, u(t) and lim inf,,, u(t) are denoted, respectively. 
by ti and _v. We assert _u = 6. Otherwise, tl> _u. We write g(u) = 
L- ‘(a -E+ Rf(u)). By definition, the set of limit points of u(t) is [_v, V]. It 
follows from the quasiconvergence that g(A) = 0 for 3, E [g, V]. By the 
uniqueness of solutions of initial problems for (1.1 ), we can easily prove 
that if v(t) E (_v, V), then C(t) # 0. 
To complete the proof let iI, A, be arbitrary points such that 
2’ < %, < A2 < 6. Since, as t -+ co, infinitely often r(t) < 2,) and u(t) > i, and 
since, as just pointed out, d(r) # 0 if _v < u(t) < 6, there exists an increasing 
sequence { t, } such that t, -+ cc, u( t,) = j”,, and ti(t,,) > 0, n = 1, 2, For 
each n set 
Since _v < V, we have tz < co and d(t,*) = 0. Hence, v(t,*) C (_o, 6). Since v is 
strictly increasing on the interval [t,, t,*], it follows that u(tz) 3 0. By the 
continuity of u there exists a number rn E (t,, t,*) such that u(r,) = &. For 
t,,<t<~, the point us [A,,&]. Hence, g(u(t))rO for TV [t,, T,?]. 
Integrating (3.8) from t, to T,, we conclude that 
~(L:lT,)-L:(l.))+f.(A^2)-f(j”l)+~(j~2-1,)=o. (3.13) 
Now let n + cc. Since C(t) -+ 0 as t -+ m, it follows from (3.13) that 
(3.14) 
From the mean value theorem and (3.14) we see that there exists a number 
5 E (i-r, &) such that f’(5) + RC/L = 0. This contradicts the condition (ii). 
So the proof is completed. 
Now we shall prove Theorems 4 and 5. 
LEMMA 5. Suppose E(r) is continuous and /E(t)1 GE,. Zfxfk(x)20for 
x E R’, and there exists A, such that xfj(x) 2 Ei/R ,for Ix/ > A,, then all 
solutions qf ( 1.1) remain bounded and there exists a ellipsoid such that each 
point on if is a strict ingress point [4, p. 373. 
Proqf: Set 
where E, and A, are given in Lemma 5. 
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If W > W,, then one of the following (n + 1) relations holds : 
EO lil >-, R \%I ‘A, (k = 1, 2, . ..) n). 
For, if the first is violated, then it follows from the above that 
c;=, ck+~;=, Ck-‘$ which implies that 1~~1 > Ak for at least one k. 
If one differentiates W along a solution one finds 
If (iI > E,/R this is obviously positive. But if Ii1 < E,/R, W> W,,, then 
\vkl > Ak for at least one k and by aSSUtnptiOn c;= i ok fk >, Ei/R so that 
E2 
--$y< Ri- Ei+$>,Ri>O for i#O. 
If i = 0, - dW/dt > 0 is obvious. So far we have proved 
dW 
--g>o for W> W,. 
This shows that solutions starting in the bounded domain W= W, > W,, 
remain inside this domain for all positive t, and each point on the ellipsoid 
W= WI is a strict ingress point. This proves Lemma 5. 
Consider the system 
Cjl+ A(x, a)i + grad G(x) = e(t). (3.15) 
We have the following lemma. 
LEMMA 6. If (3.15) sati@es the conditions 
(i) A(x, a) is a positive definite continuous matrix; 
(ii) G(x) is C’; 
(iii) C is a positive definite diagonal matrix; and 
(iv) e,(t) = ~~=, e{(t), where e{(t) is continuous, nondecreasing (or 
nonincreasing), and bounded for j= 1, 2, . . . . ni; i= 1, 2, . . . . n, then 
lim I--t m Ili(t)ll = 0 holds for every bounded solution of (3.15). 
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Prooj: Making the inner product for i and two sides of (3.15), we 
obtain an equation. Then integrating the equation from T to t, we find 
; (i’(t) Ci(t) -i’(T) Ci( T)) + [’ i*(a) .4(x(a), i(u)) i(a) do 
7 
= W(T)) - G(x(f)) 
+ i ? Cef(T)(xj(t) -xi(T)) + e:(t)(x,(t) - -~j(5))1 (3.16) 
,=I,=1 
for some 5 E [T, t]. In the right side of (3.16) we have used the second 
intermediate value theorem for the integral. By assumption, we obtain 
I 
‘c.z 
i-‘(a) A(x(a), i(a)) i(a) da < a. (3.17) 
7 
Just as proved in Lemma 3, there exists a positive number a such that 
a Ila(o)ll* <qa) A@(o), i(a)) $0) for ~3 0. (3.18) 
Integrating (3.18) from T to co, and using (3.17), we obtain 
jp lli(a)ll’ do < 0. 0 ur conclusion follows immediately from Lemma 2. 
Proqf of Theorem 4. Denote e”(t) = L-‘(E(t) - E,), and the system (3.8) 
becomes 
d*v, 
Ck - dt2 + 
(k = 1, 2, . ..) n). (3.19) 
It follows from the conditions of Theorem 4 and Lemma 5 that 
every solution of (1.1) is bounded. Applying Lemma 6, we have 
Q= {v 0: there exists t, -+ cc such that lim v(t,) = vO}. 
n -+ cc 
We assert that Q is a compact connected set. 
By the boundedness of v, the compactness of Q is obvious. 
If 52 is disconnected, then it has a decomposition into the union of two 
closed (hence compact) sets C,, C2 such that dist(C,, C,) = 6 > 0, where 
dist indicates distance. It is clear that there exists a sequence 0 < t, < 
t, < . of t-values satisfying dist(v(t *,,+ ,), CJ) -+ 0, dist(v(t,,), C,) + 0 as 
n -+ 00. Hence , for large n, there is a point t = t,* such that t, < t,* < t, + , . 
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dist(u(t,*), Ci)>6/4 for i= 1, 2. The sequence u(t:), u(t:), . . . . has a cluster 
point uO. Clearly, u,, EQ and dist(u,, Ci) >, b/4 for i= 1,2. This contra- 
diction proves the assertion. 
Let g denote grad G, and we shall prove there exists a point u0 E Q such 
that g( u,,) = 0. 
Integrating (3.19) from n to (n + 1) and applying the intermediate value 
theorem for the integral, we know there exist t:, ti, ti E (n, IZ + 1) such that 
C,(fi,(n + 1) - filb)) 
+ flh(C)) + F ( WL) + ~1Wf)) = GJ(4. (3.20) 
Now let n + 00. Since d,(t) -+ 0 as t -+ cc, it follows from the assumption 
and (3.20) that 
lim gl(u(ti)) = 0. 
n-m 
Without loss of generality, we suppose lim, _ m u(tf) = u0 and 
lim, -+ co i( tjf ) = i,. We shall prove 
g,(hJ = 0 (k = 2, 3, . . . . n). 
By Lemma 6, we have lim, j m ti( tz) = 0. It follows that 
lim (i(C) -fk(uk(4)) = 0, 
n-m 
that is, iO=fk(ui). Hence, 
Rfk(u~)=RiO=Rf(u~)=EO- i u:, 
k=l 
that is, 
g,(h) = o (k = 1, 2, . ..) n). 
Finally, we shall prove G is constant on Q. For any u,, u2 E Q there exist 
two increases sequences {t:}, (tf} such that ti + 00 and u(tf,) + ui as 
n-+ cc (i= 1, 2). Then, put T= ti and t= tz in (3.16). Now let n-r cc. 
From Lemma 6, (3.17), and the condition (i) it follows that G(u,) = G(u2). 
Since any extreme value of G is isolated and Sz is connected, Q only 
contains one point. That is, lim,, o. u(t) exists. This completes the proof. 
Proof of Theorem 5. The existence of a T-periodic solution of (1.1) 
follows immediately from Lemma 5 and the Schauder fixed point theorem. 
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