Abstract. Open Shop is a classical scheduling problem: given a set J of jobs and a set M of machines, find a minimum-makespan schedule to process each job Ji ∈ J on each machine Mq ∈ M for a given amount piq of time such that each machine processes only one job at a time and each job is processed by only one machine at a time. In Routing Open Shop, the jobs are located in the vertices of an edge-weighted graph G = (V, E) whose edge weights determine the time needed for the machines to travel between jobs. The travel times also have a natural interpretation as sequence-dependent family setup times. Routing Open Shop is NP-hard for |V | = |M| = 2. For the special case with unit processing times piq = 1, we exploit Galvin's theorem about list-coloring edges of bipartite graphs to prove a theorem that gives a sufficient condition for the completability of partial schedules. Exploiting this schedule completion theorem and integer linear programming, we show that Routing Open Shop with unit processing times is solvable in 2
Introduction
One of the most fundamental and classical scheduling problems is Open Shop [19] , where the input is a set J := {J 1 , . . . , J n } of jobs, a set M := {M 1 , . . . , M m } of machines, and the processing time p iq that job J i needs on machine M q ; the task is to process all jobs on all machines in a minimum amount of time such that each machine processes at most one job at a time and each job is processed by at most one machine at a time.
Averbakh et al. [3] introduced the variant Routing Open Shop, where the jobs are located in the vertices of an edge-weighted graph whose edge weights Regarding (2) , Routing Open Shop with unit processing times models tasks where machines process batches of equal jobs in several locations and where the transportation of machines between the locations takes significantly longer than processing each individual job in a batch. Herein, there are conceivable situations where the number of machines and locations is small.
Routing Open Shop with unit processing times clearly is NP-hard even for |M| = 1 machine since it generalizes the metric travelling salesperson problem. It is not obvious whether it is solvable in polynomial time even when both |V | and |M| are fixed. We show the even stronger result that Routing Open Shop with unit processing times is solvable in 2 O(|V ||M| 2 log |V ||M|) · poly(|J |) time, that is, fixed-parameter tractable.
Fixed-parameter algorithms. Fixed-parameter algorithms are an approach towards efficiently and optimally solving NP-hard problems: the main idea is to accept the exponential running time for finding optimal solutions to NP-hard problems, yet to confine it to some smaller problem parameter k [12, 14, 17, 31] . A problem with parameter k is called fixed-parameter tractable (FPT) if there is an algorithm that solves any instance I in f (k)poly(|I|) time, where f is an arbitrary computable function. The corresponding algorithm is called fixed-parameter algorithm. In contrast to algorithms that merely run in polynomial time for fixed k, fixedparameter algorithms can potentially solve NP-hard problems optimally and efficiently if the parameter k is small.
Recently, the field of fixed-parameter algorithmics has shown increased interest in scheduling [5, 7, 9, 10, 15, 24, 26, 30] and routing [6, 8, 13, [20] [21] [22] [23] 35 ], yet fixed-parameter algorithms for routing scheduling problems are unexplored so far.
Our results. Using Galvin's theorem on list-coloring edges of bipartite graphs [18, 34] , in Section 3 we prove a sufficient condition for the polynomial-time completability of a partial schedule, which does not necessarily assign start times to all jobs on all machines, into a feasible schedule.
We use the schedule completion theorem to prove upper bounds on various parameters of optimal schedules, in particular on their lengths in Section 4.
Using these bounds and integer linear programming, in Section 5 we show that Routing Open Shop with unit processing times is fixed-parameter tractable parameterized by |V | + |M| (unlike the general case when assuming P = NP).
Since the schedule extension theorem is a useful tool for proving upper bounds on various parameters of optimal schedules, we expect the schedule completion theorem to be likewise beneficial for approximation algorithms.
Due to space constraints, some proofs are deferred to a full version of the paper.
Input encoding. In general, a Routing Open Shop instances requires at least Ω(|J | · |M| + |V | + |E|) bits in order to encode the processing time of each job on each machine and the travel time for each edge. We call this the standard encoding. In contrast, an instance of Routing Open Shop with unit processing times can be encoded using O(|V | 2 · log c max + |V | · log |J |) bits by simply associating with each vertex in V the number of jobs it contains, where c max is the maximum travel time. We call this the compact encoding. All running times in this article are stated for computing and outputting a minimum-length schedule, whose encoding requires at least Ω(|J |·|M |) bits for the start time of each job on each machine. Thus, outputting the schedule is impossible in time polynomial in the size of the compact encoding. We therefore assume to get the input instance in standard encoding, like for general Routing Open Shop.
However, we point out that the decision version of Routing Open Shop with unit processing times is fixed-parameter tractable parameterized by |V |+|M| even when assuming the compact encoding: our algorithm is able to decide whether there is a schedule of given length L in 2 O(|V ||M| 2 log |V ||M|) · poly(|I|) time, where I is an instance given in compact encoding. To this end, the algorithm does not apply the schedule completion Theorem 3.4 to explicitly construct a schedule but merely to conclude its existence.
Preprocessing for metric travel times
In this section, we show how any instance can be transformed into an equivalent instance with travel times satisfying the triangle inequality. This will allow us to assume that, in an optimal schedule, a machine only stays in a vertex if it processes at least one job there: otherwise, it could take a "shortcut" bypassing the vertex.
Lemma 2.1. Let I be a Routing Open Shop instance and I be obtained from I by replacing the graph G = (V, E) with travel times c : E → N by a complete graph G on the vertex set V with travel times c : {v, w} → dist c (v, w), where dist c (v, w) is the length of a shortest path between v and w in G with respect to c.
Then, any schedule for I is a schedule of the same length for I and vice versa. Moreover, c satisfies the triangle inequality c ({v, w}) ≤ c ({v, u}) + c ({u, w}) for all u, v, w ∈ V and can be computed in O(|V | 3 ) time.
Lemma 2.2. Let S be a feasible schedule of length L for a Routing Open Shop instance satisfying the triangle inequality. Then, S is feasible with respect to machine routes (R Mq ) Mq∈M of length at most L such that, for each route
Clearly, from Lemma 2.2, we get the following:
Routing Open Shop instance satisfying the triangle inequality, where v * is the depot.
From now on, we assume that our input instances of Routing Open Shop satisfy the triangle inequality and exploit Lemma 2.2 and Observation 2.3.
Schedule completion theorem
In this section, we present a theorem that allows us to complete partial schedules, which do not necessarily assign a start point to each job on each machine, into feasible schedules.
In the following, we consider only Routing Open Shop with unit processing times and say that a machine M q processes a job
. We use S(J i , M q ) = ⊥ to denote that the processing time of job J i on machine M q is undefined.
Definition 3.1 (Partial schedule).
A partial schedule with respect to given routes (R Mq ) Mq∈M of length at most L is a partial function S : J × M → N satisfying Definition 1.1(i-iii) for those jobs J i , J j ∈ J and machines M q , M r ∈ M for which S(J i , M q ) = ⊥ and S(J j , M r ) = ⊥. For a partial schedule S : J × M → N, we introduce the following terminology:
⊥} is the set of jobs that lack processing by machine M q , M S Ji := {M q ∈ M | S(J i , M q ) = ⊥} is the set of machines that job J i lacks processing of (note that
the time units where M q stays in a vertex v ∈ V , and
The schedule completion theorem will allow us to turn any completable partial schedule into a feasible schedule. Intuitively, a schedule is completable if a machine has enough "free time" in each vertex to process all yet unprocessed jobs and to wait for other machines in the vertex to free their jobs. for all vertices v ∈ V and machines M q , M r ∈ M. Moreover, assume that each machine M q ∈ M stays in each
Then the empty schedule is completable and, by the following schedule completion theorem, there is a feasible schedule with respect to the routes (R Mq ) Mq∈M . 
|.
We prove Theorem 3.4 using Galvin's theorem about properly list-coloring the edges of bipartite graphs [18, 34] . A graph G = (V, E) is k-edge-choosable if, for every family {L e ⊆ N | e ∈ E} satisfying |L e | ≥ k for all e ∈ E, G allows for a proper edge coloring C : E → N with C(e) ∈ L e . The list chromatic index χ (G) of G is the least integer k such that G is k-edge-choosable. Theorem 3.6 (Galvin [18] ). For any bipartite multigraph G, it holds that χ (G) = ∆(G), where ∆(G) is the maximum degree of G.
Moreover, given a bipartite multigraph G = (V, E) and, for each edge e ∈ E, a set L e ⊆ N with |L e | ≥ ∆(G), a proper edge coloring C : E → N with C(e) ∈ L e is computable in polynomial time.
Before Galvin [18] proved Theorem 3.6, its special case with G = K n,n being a complete bipartite graph was known as Dinitz' conjecture. A self-contained proof of Theorem 3.6 was later given by Slivnik [34] , who also pointed out the polynomial-time computability of the coloring. We now use Theorem 3.6 to prove Theorem 3.4.
Proof (of Theorem 3.4). Let B = (J ∪ M, X) be a bipartite graph with an edge {J i , M q } ∈ X if and only if S(J i , M q ) = ⊥ for J i ∈ J and M q ∈ M. We compute a proper edge coloring C of B such that, for each edge {J i , M q } ∈ X, we have
It remains to show that (1) the edge coloring C is computable in time polynomial
| and that (2) S is a feasible schedule. (1) We obtain the proper edge coloring C by independently computing, for each induced subgraph
proper edge coloring C vs satisfying (3.2). To this end, observe that the maximum degree of B vs is
By Theorem 3.6, if, for each edge e ∈ X, we have a list L e of colors with |L e | ≥ ∆, then B vs has a proper edge coloring C vs with C vs (e) ∈ L e for each edge e of B vs . For each edge {J i , M q } of B vs , we choose
Since S is completable (Definition 3.2), we have |L e | ≥ ∆ for each edge e of B vs . Thus, B vs admits a proper edge coloring C vs satisfying (3.2).
We now let C := v∈V,1≤s≤gv C vs . This is a proper edge coloring for the bipartite graph B since, for edges e vs of B vs and e wt of B wt with v = w or
= ∅, and for any machine M q ∈ M and v = w ∈ V , one has T
Regarding the running time, it is clear that, for each v ∈ V and 1 ≤ s ≤ g v , the bipartite graph B vs and the sets L {Jj ,Mq} of allowed colors for each edge
3 Moreover, by Theorem 3.6, the sought edge coloring C vs for each B vs is computable in time polynomial in |B vs | + e∈E(Bvs) |L e |.
(2) We first show that S is a schedule. For each job J i ∈ J and each machine M q ∈ M we have S(
First, let J i ∈ J be a job and M q , M r ∈ M be distinct machines. We show that
Upper and lower bounds
In this section, we show lower and upper bounds on the lengths of optimal solutions to Routing Open Shop with unit processing times. These will be exploited in our fixed-parameter algorithm and make first steps towards approximation algorithms.
We assume Routing Open Shop instances to be preprocessed to satisfy the triangle inequality. By Lemma 2.1, this does not change the length of optimal schedules. However, it ensures that the minimum cost of a cycle visiting each vertex of the graph G = (V, E) with travel times c : E → N at most once coincides with the minimum cost of a cycle doing so exactly once [33] , that is, of a Hamiltonian cycle.
A simple lower bound is given by the fact that, in view of Observation 2.3, all machines have to visit each vertex at least once and to process |J | jobs.
Observation 4.1. Let H be a minimum-cost Hamiltonian cycle in the graph G = (V, E) with metric travel times c : E → N. Then, any feasible schedule has length at least c(H) + |J |.
A trivial upper bound can be given by letting the machines work sequentially. 
We next study for which instances one gets an upper bound that matches the lower bound from Observation 4.1. In Example 3.3, we have already seen that arbitrary machine routes that stay in each vertex v at least max{|J v |, |M|} time can be completed into a feasible schedule. We therefore distinguish vertices v for which staying |J v | time is both necessary and sufficient. 
Proposition 4.5. Given a Hamiltonian cycle H for the graph G = (V, E) with travel times c : E → N, a feasible schedule of length at most c(H) + |J | + K can be computed in polynomial time. On the left: a graph with one job in each vertex, travel times as denoted on the edges, and the depot being J1. On the right: a schedule S of length 9 to process these jobs on seven machines. Note that machine M7 does not travel along a Hamiltonian cycle, but along route J1, J2, J1, J3, J1. One can show that any schedule in which machines travel along Hamiltonian cycles has length at least 10.
to the route R for each machine and S is computable in time polynomial
Finally, the route R has length
Combining Observation 4.1 and Proposition 4.5 and that a minimum-cost Hamiltonian cycle is computable in O(2 |V | ·|V | 2 ) time using the algorithm of Bellman [4] , Held and Karp [25] , we obtain a first fixed-parameter tractability result: Corollary 4.6. Routing Open Shop with unit processing times is fixed-parameter tractable parameterized by |V | if there are no critical vertices. Corollary 4.6 makes clear that, given the schedule completion theorem, critical vertices are the main obstacle for solving Routing Open Shop with unit processing times: while staying |J v | time in a noncritical vertex v ∈ V is both necessary and sufficient, staying in critical vertices |M| time is sufficient, but not necessary. Indeed, as shown in Figure 1 , in the presence of critical vertices, there might not even be optimal schedules in which the machines travel along Hamiltonian cycles.
Fixed-parameter algorithm
In this section, we present a fixed-parameter algorithm for Routing Open Shop with unit processing times, which is our main algorithmic result:
Theorem 5.1. Routing Open Shop with unit processing times is solvable in 2
The outline of the algorithm for Theorem 5.1 is as follows: in Section 5.1, we use the schedule completion Theorem 3.4 to show that the routes of a minimum-length schedule comply with one of 2 O(|V ||M| 2 log |V ||M|) pre-schedules, which determines the sequence of vertices that each machine stays in, the durations of stays in critical vertices, and the time offsets between stays in critical vertices.
In Section 5.2, we use integer linear programming to compute, for each preschedule, shortest complying routes so that each machine stays in each noncritical vertex v for at least |J v | time. The schedule for noncritical vertices is then implied by the schedule completion Theorem 3.4, whereas we compute the schedule for critical vertices using brute force.
Enumerating pre-schedules
One can show that the routes of a minimum-length schedule comply with some pre-schedule: Denote by M := {M q ∈ M | R Mq = R Mq } the set of machines whose tours have been altered. If M = ∅, then there is nothing to prove. Henceforth, assume M = ∅. Then, S might not be a feasible schedule for the routes (R Mq ) Mq∈M but
is a partial schedule for the routes (R Mq ) Mq∈M since the machines in M do not process any jobs in S * . We show that S * is completable with respect to (R Mq ) Mq∈M in terms of Definition 3.2.
To this end, choose an arbitrary vertex v ∈ V and an arbitrary machine M q ∈ M with some unprocessed job J i ∈ J 
and Theorem 3.4 shows how to complete S * into a feasible schedule S for the routes (R Mq ) Mq∈M .
Remark 5.7. Lemma 5.6 gives an upper bound of max{|J v |, |M|} + |M| − 1 on the total amount of time that each machine stays in a vertex v in an optimal schedule. Note that neither Example 3.3 nor Proposition 4.5 give such an upper bound: these show that, in order to obtain a feasible schedule, it is sufficient that each machine stays in each vertex v for at least max{|J v |, |M|} time. They do not exclude that, in an optimal schedule, a machine might stay in a vertex significantly longer in order to enable other machines to process their jobs faster.
Computing routes and completing the schedule
In this section, we provide the last missing ingredient for our fixed-parameter algorithm for Routing Open Shop with unit processing times: 
Conclusion
We have proved the schedule completion Theorem 3.4 and used it for a fixedparameter algorithm for Routing Open Shop with unit processing times. Precisely, we used it to prove upper bounds on various parameters of optimal schedules. This suggests that Theorem 3.4 will be likewise beneficial for approximation algorithms. Indeed, our Section 4 makes first steps into this direction. A natural direction for future research is determining the parameterized complexity of Routing Open Shop with unit processing times parameterized by the number |V | of vertices. Even the question whether the problem is polynomialtime solvable for constant |V | is open, yet we showed fixed-parameter tractability in the absence of critical vertices (Corollary 4.6). Finally, it would be desirable to find a fast polynomial-time algorithm for finding the coloring whose existence is witnessed by Galvin's theorem (Theorem 3.6).
A Appendix: Omitted proofs
A.1 Proof of Lemma 2.1
Proof. It is obvious that c satisfies the triangle inequality. It can be computed in O(|V | 3 ) time using the Floyd-Warshall algorithm [16] . Any feasible schedule for I is also a feasible schedule for I of the same length since any route R for I is also a route for I : for two consecutive stays
Any feasible schedule for I is a feasible schedule of the same length for I since any route R with s stays for I can be turned into a route of the same length with additional stays for I: for each i ∈ {1, . . . , s − 1}, take two consecutive stays (a i , v i , b i ) and (a i+1 , v i+1 , b i+1 ) on R and a shortest path P = (w 1 = v i , w 2 , . . . , w = v i+1 ) between v i and v i+1 in G with respect to c. Between stay i and i + 1, add zero-length stays in the vertices of P . That is, for each k ∈ {1, . . . , − 2}, add stays
to R . This yields a route R for I since
for all k ∈ {1, . . . , − 1}. Moreover, R has the same length as R since the end of the last stay has not changed.
A.2 Proof of Lemma 2.2
Proof. Since S is a feasible schedule of length L, it is feasible with respect to machine routes (R Mq ) Mq∈M of length L. Assume that each machine route R Mq is minimal, that is, no stay can be removed without violating the feasibility of S with respect to R Mq .
For the sake of contradiction, assume that
Since S is feasible with respect to R Mq , this contradicts R Mq being minimal.
A.3 Proof of Proposition 4.3
Proof. Let n := |J | and m := |M|. Without loss of generality, assume that n ≥ m. Otherwise, we can simply add m − n additional jobs to the depot and finally remove them from the constructed schedule. We will construct a feasible schedule S of length 2c(H) + n by constructing a matrix S = (s iq ) 1≤i≤n,1≤q≤m , where s iq determines the time at which job J i is processed by machine M q .
Let H = (v 1 , v 2 , . . . , v |V | ), where v 1 = v * is the depot. Without loss of generality, let the jobs J 1 , . . . , J n be ordered so that, for jobs J i , J j with i ≤ j, one has J i ∈ J v k and J j ∈ J v with k ≤ . That is, the first jobs are in v 1 , then follow jobs in v 2 , and so on. First, construct a matrix S = (s iq ) 1≤i≤n,1≤q≤m with
Call a cell s iq red if i < q and green otherwise. Note that if s iq and s jr are of the same color and i < j or r < q, then s iq < s jr . Moreover, the number in a red cell is larger than the number in any green cell of the same row or column: if s iq is red and s jq is green, then from n + i > j follows
and if s iq is red and s ir is green, then from n − q > −r follows
Clearly, the sequence (c k ) 1≤k≤s is non-decreasing and c |V | = c(H). Our schedule is given by S = (s iq ) 1≤i≤n,1≤q≤m , where
Let us prove that this schedule is feasible in terms of Definition 1.1. Indeed, by construction, for two elements s iq and s jr with i = j or q = r and s iq > s jr , one has s iq > s jr since the value added to s iq is not smaller than the value added to s jr due to our sorting of jobs by non-decreasing vertex indices. Therefore, conditions (i) and (ii) are satisfied. It remains to determine the machine routes
for each machine M q ∈ M. Machine M q will follow H up to two times. During the first stay (a
will process all jobs J i such that s iq is green. During the second stay (a
it will process all jobs J i such that s iq is red. That is, the beginning and end times of the stays are
It is easy to verify that such route satisfies the condition (iii) and the length of the schedule is at most n + 2c(H). 
Since the routes (R * Mq ) Mq∈M and (R Mq ) Mq∈M comply with T , by Definition 5.2(ii), one has t q = t * q and, moreover, w q k = w q * k for each machine M q ∈ M and 1 ≤ k ≤ t q . For each job J i ∈ J and machine M q ∈ M, we define
We show that S is indeed a partial schedule for the machine routes (R Mq ) Mq∈M . For each job J i in a critical vertex and each machine M q , we first show that machine M q stays in L(J i ) when processing job J i . More precisely, for p = P (J i , M q ), we show a 
which holds since p is chosen so as to satisfy (A.1), one gets
Moreover, since both R * Mq and R Mq comply with the length assignment A, by Definition 5.2(iv), one has b 
It remains to show that S * processes no two jobs at the same time and that no two machines process one job at the same time. To this end, consider jobs J i , J j ∈ J in critical vertices and machines
To this end, let p := P (J i , M q ) and π := P (J j , M r ). Without loss of generality, assume that p ≤ π. Then, by Definition 5.2(iii), a 
