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Abstract
In this paper, by introducing a new operator, improving and generating a p-Laplace operator for some p > 1, we study the
existence of countably many positive solutions for nonlinear boundary value problems on time scales
[ϕ(u∆)]∇ + a(t) f (u(t)) = 0, t ∈ [0, T ]T,
u(0) =
m−2∑
i=1
αi u(ξi ), u
∆(T ) = 0,
where ϕ : R→ R is the increasing homeomorphism and positive homomorphism and ϕ(0) = 0. We show the sufficient conditions
for the existence of countably many positive solutions by using the fixed-point index theory and a new fixed-point theorem in cones.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we consider the existence of countable many positive solutions of the following boundary value
problem on time scales
[ϕ(u∆)]∇ + a(t) f (u(t)) = 0, t ∈ [0, T ]T, (1.1)
u(0) =
m−2∑
i=1
αi u(ξi ), u
∆(T ) = 0, (1.2)
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where ϕ : R → R is the increasing homeomorphism and positive homomorphism and ϕ(0) = 0. ξi ∈ [0, T ]T with
0 < ξ1 < ξ2 < · · · < ξm−2 < T and αi satisfy αi ∈ [0, T ]T, 0 <∑m−2i=1 αi < 1. a(t) : [0, T ]T → [0,+∞) and has
countably many singularities in [0, T ]T.
A projection ϕ : R → R is called an increasing homeomorphism and positive homomorphism, if the following
conditions are satisfied:
(1) if x ≤ y, then ϕ(x) ≤ ϕ(y), for all x, y ∈ R;
(2) ϕ is a continuous bijection and its inverse mapping is also continuous;
(3) ϕ(xy) = ϕ(x)ϕ(y), for all x, y ∈ [0,+∞).
In the above definition, we can replace condition (3) by the following stronger condition:
(4) ϕ(xy) = ϕ(x)ϕ(y), for all x, y ∈ R, where R = (−∞,+∞).
Remark 1.1. If conditions (1), (2) and (4) hold, then it implies that ϕ is homogeneous generating a p-Laplace
operator, i.e., ϕ(x) = |x |p−2x , for some p > 1.
Moreover, throughout the paper the following conditions hold:
(C1) f : [0,+∞)→ [0,+∞) is continuous;
(C2) There exists a sequence {ti }∞i=1 such that 0 < ti+1 < ti < T2 , limi→∞ ti = t0 < T2 , and t0 ∈ [0, T ]T.
limt→ti a(t) = ∞, i = 1, 2, . . ., and a(t) does not vanish identically on any subinterval of [0, T ]T. Moreover
0 <
∫ T
0
a(s)∇s < +∞.
Recently, p-Laplacian problems with two-point, three-point and multi-point boundary value conditions for ordinary
differential equations and finite difference equations have been studied extensively, see [6–8,17–19,25–28]. For the
existence problems of positive solutions of boundary value problems on time scales, some authors have obtained
many results; for details, see [1–5,9,10,12–16,20,22–24] and the references therein. However for the increasing
homeomorphism and positive homomorphism operator the research has proceeded very slowly. Especially for the
existence of countable many positive solutions for dynamic equations on time scales still remain unknown.
In [21], Liu and Zhang study the existence of positive solutions of quasilinear differential equation
(ϕ(x ′))′ + a(t) f (x(t)) = 0, 0 < t < 1,
x(0)− βx ′(0) = 0, x(1)+ δx ′(1) = 0,
where ϕ : R → R is an increasing homeomorphism and positive homomorphism and ϕ(0) = 0. They obtain the
existence of one or two positive solutions by using a fixed-point index theorem in cones.
In 2005, He [12] considered three-point boundary value problem for the special case ϕ(x) = |x |p−2x , for some
p > 1. The authors showed the existence of at least two positive solutions by way of a new double fixed-point theorem.
In this paper, by using the fixed-point index theory and a new fixed-point theorem in cones, we show the existence of
countable many positive solutions with suitable growth conditions imposed on the nonlinear term.
This paper is organized as follows. In Section 2, we present some definitions and fixed-point theorems. In Section 3,
we present some preliminaries and lemmas that will be used to prove our main results. Section 4 is developed to present
and prove our main results. In Section 5 we present examples to illustrate the main results in this paper.
For convenience, we first introduce some basic knowledge and definitions about time scales, which can be found
in [3,5,9,12,13,22,24].
For t < sup T and r > inf T, the forward jump operator σ and the backward jump operator ρ are well defined
respectively by
σ(t) = inf{s ∈ T : s > t}, ρ(r) = sup{s ∈ T : s < r}
for all t, r ∈ T . For t ∈ T, t is said to be right-scattered if σ(t) > t , right-dense if σ(t) = t , left-scattered if ρ(t) < t ,
left-dense if ρ(t) = t . If T has right-scattered minimum m, define Tk = T − {m}; otherwise set Tk = T. If T has
left-scattered maximum M , define Tk = T− {M}; otherwise let Tk = T.
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For x : T→ R and t ∈ Tk , we define the delta derivative of x(t), x∆(t), to be the number (when it exists) with the
property that, for any  > 0, there is a neighborhood U of t such that
|[x(σ (t))− x(s)] − x∆(t)[σ(t)− s]| < |σ(t)− s| for all s ∈ U.
For x : T→ R and t ∈ Tk , we define the nabla derivative of x(t), x∇(t), to be the number (when it exists) with the
property that, for any  > 0, there is a neighborhood V of t such that
|[x(ρ(t))− x(s)] − x∇(t)[ρ(t)− s]| < |ρ(t)− s| for all s ∈ V .
If F∆(t) = f (t), then the delta integral is defined by∫ t
a
f (s)∆s = F(t)− F(a).
If G∇(t) = g(t), then the nabla integral is defined by∫ t
a
g(s)∆s = G(t)− G(a).
Throughout this paper, we assume that T is a closed subset of R with 0 ∈ Tk, T ∈ Tk.
2. Some definitions and fixed-point theorems
We list some concepts of cone and a new fixed-point theorem.
Definition 2.1. Let (E, ‖.‖) be a real Banach space. A nonempty, closed, convex set P ⊂ E is said to be a cone
provided the following are satisfied:
(a) if y ∈ P and λ ≥ 0, then λy ∈ P;
(b) if y ∈ P and −y ∈ P , then y = 0.
If P ⊂ E is a cone, we denote the order induced by P on E by ≤, that is, x ≤ y if and only if y − x ∈ P .
Definition 2.2. A map α is said to be a nonnegative, continuous, concave functional on a cone P of a real Banach
space E , if
α : P → [0,∞)
is continuous, and
α(t x + (1− t)y) ≥ tα(x)+ (1− t)α(y)
for all x , y ∈ P and t ∈ [0, 1].
Definition 2.3. Given a nonnegative continuous functional γ on a cone P of E , for each d > 0 we define the set
P(γ, d) = {x ∈ P : γ (x) < d} .
The following fixed-point theorems are fundamental and important to the proofs of our main results.
Theorem 2.1 ([11]). Let E be a Banach space and P ⊂ E be a cone in E. Let r > 0 define Ωr = {x ∈ P : ‖x‖ < r}.
Assume that T : P ⋂Ωr → P is a completely continuous operator such that T x 6= x for x ∈ ∂Ωr .
(i) If ‖T x‖ < ‖x‖ for x ∈ ∂Ωr , then
i(A,Ωr , P) = 1.
(ii) If ‖T x‖ > ‖x‖ for x ∈ ∂Ωr , then
i(A,Ωr , P) = 0.
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Theorem 2.2 ([19]). Let P be a cone in a Banach space E. Let α, β and γ be three increasing, nonnegative and
continuous functionals on P, satisfying for some c > 0 and M > 0 such that
γ (x) ≤ β(x) ≤ α(x), ‖x‖ ≤ Mγ (x)
for all x ∈ P(γ, c). Suppose there exists a completely continuous operator T : P(γ, c) → P and 0 < a < b < c
such that
(i) γ (T x) < c, for all x ∈ ∂P(γ, c);
(ii) β(T x) > b, for all x ∈ ∂P(β, b);
(iii) P(α, a) 6= ∅, and α(T x) < a, for all x ∈ ∂P(α, a).
Then T has at least three fixed points x1, x2, x3 ∈ P(γ, c) such that
0 ≤ α(x1) < a < α(x2), β(x2) < b < β(x3), γ (x3) < c.
3. Preliminaries and lemmas
In this section, by defining an appropriate Banach space and cones, we impose the growth conditions on f which
allows us to apply the fixed-point theorems in establishing the existence of countable many positive solutions of (1.1)
and (1.2). We note that, from the nonnegativity of a, f , a solution of (1.1) and (1.2) is nonnegative and concave on
[0, T ]T.
Let the Banach space E = Cld([0, T ]T,R) with norm ‖u‖ = supt∈[0,T ]T |u(t)| and define the cone P ⊂ E by
P = {u ∈ E : u(t) is a nondecreasing concave and nonnegative function on [0, T ]T} .
We can easily get the following lemmas.
Lemma 3.1 ([5]). The following formulas hold:
(i)
(∫ t
a f (s)∆s
)∆ = f (t),
(ii)
(∫ t
a f (s)∆s
)∇ = f (ρ(t)),
(iii)
(∫ t
a f (s)∇s
)∆ = f (σ (t)),
(iv)
(∫ t
a f (s)∇s
)∇ = f (t).
Lemma 3.2. Suppose condition (C2) holds.
(i) Then there exists a constant θ ∈ max{t ∈ T |0 < t < T2 } satisfies
0 <
∫ T−θ
θ
a(s)∇s < +∞.
(ii) the function
H(t) =
∫ T−t1
t
ϕ−1
(∫ T−t1
s
a(τ )∇τ
)
∆s +
m−2∑
i=1
αi
∫ t
t1
ϕ−1
(∫ t
s a(τ )∇τ
)
∆s
1−
m−2∑
i=1
αi
is continuous and positive on [t1, T − t1]. Furthermore there exists a constant L > 0 such that
L = min
t∈[t1,T−t1]
H(t) > 0.
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Proof. Firstly we can easy to obtain (i) from condition (C2).
Next we prove that conclusion (ii) is also true. It is easily seen that H(t) is continuous on [t1, T − t1]. Let
H1(t) =
∫ T−t1
t
ϕ−1
(∫ T−t1
s
a(τ )∇τ
)
∆s,
H2(t) =
m−2∑
i=1
αi
∫ t
t1
ϕ−1
(∫ t
s a(τ )∇τ
)
∆s
1−
m−2∑
i=1
αi
.
Then from condition (C2), we know that H1(t) strictly monotone decreasing on [t1, T − t1] and H1(T − t1) = 0.
Similarly function H2(t) is strictly monotone increasing on [t1, T − t1] and H2(t1) = 0. Since H1(t) and H2(t) are
not equal to zero at the same time. So the function H(t) = H1(t) + H2(t) is positive on [t1, T − t1], which implies
L = mint∈[t1,T−t1] H(t) > 0. 
Lemma 3.3 ([12]). If u ∈ P, then
u(t) ≥ θ
T
‖u‖, t ∈ [θ, T − θ ],
where ‖u‖ = supt∈[0,T ]T |u(t)|.
Define an operator F : P → E by
(Fu)(t) =
∫ t
0
ϕ−1
(∫ T
s
a(τ ) f (u(τ ))∇τ
)
∆s +
m−2∑
i=1
αi
∫ ξi
0 ϕ
−1
(∫ T
s a(τ ) f (u(τ ))∇τ
)
∆s
1−
m−2∑
i=1
αi
. (3.1)
Obviously (Fu)(t) ≥ 0, for t ∈ [0, T ]T and (Fu)∆∇(t) ≤ 0 for t ∈ [0, T ]Tk∩Tk , (Fu)∆(t) ≥ 0, for t ∈ [0, T ]T. This
implies F P ⊂ P . With standard argument one may show that F : P → P is completely continuous.
Notice that[
ϕ((Fu)∆(t))
]∇ = −a(t) f (u(t)),
(Fu)(0) =
m−2∑
i=1
αi
∫ ξi
0 ϕ
−1
(∫ T
s a(τ ) f (u(τ ))∇τ
)
∆s
1−
m−2∑
i=1
αi
=
m−2∑
i=1
αi (Fu)(ξi ),
((Fu)∆(T )) = 0.
So finding solutions to (1.1) and (1.2) are equivalent to seeking fixed points of F in the cone P .
4. Main results
For notational convenience, we denote
λ1 = 1L > 0, λ2 =
1
ϕ−1
(∫ T
0 a(τ )∇τ
)T +
m−2∑
i=1
αi ξm−2
1−
m−2∑
i=1
αi

> 0.
The main results of this paper are the following.
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Theorem 4.1. Suppose that conditions (C1) and (C2) hold. Let {θk}∞k=1 be such that θk ∈ (tk+1, tk) (k = 1, 2, . . .).
Let {rk}∞k=1 and {Rk}∞k=1 be such that
Rk+1 <
θk
T
rk < rk < mrk < Rk, mrk ≤ M Rk, k = 1, 2, 3, . . . .
Furthermore for each natural number k we assume that f satisfies:
(C3) f (u) ≥ ϕ(mrk), for all θkT rk ≤ u ≤ rk,
(C4) f (u) ≤ ϕ(M Rk), for all 0 ≤ u ≤ Rk,
where m ∈ (λ1,+∞), M ∈ (0, λ2). Then the boundary value problem (1.1) and (1.2) has infinitely many solutions
{uk}∞k=1 such that
rk ≤ ‖uk‖ ≤ Rk, k = 1, 2, . . . .
Proof. Since 0 < t0 ≤ tk+1 < θk < tk < T, k = 1, 2, . . . , then for any k ∈ N and u ∈ P , by Lemma 3.3, we have
u(t) ≥ θ
T
‖u‖, t ∈ [θ, T − θ ]. (4.1)
We define the sequence {Ω1,k}∞k=1 and {Ω2,k}∞k=1 of open subsets of E as follows:
Ω1,k = {u ∈ P : ‖u‖ < rk} , k = 1, 2, . . . ,
Ω2,k = {u ∈ P : ‖u‖ < Rk} , k = 1, 2, . . . .
For a fixed k and u ∈ ∂Ω1,k . From (4.1) we have
rk = ‖u‖ = sup
0≤t≤T
|u(t)| ≥ sup
θk≤t≤T−θk
u(t) ≥ θk
T
‖u‖ = θk
T
rk, for all t ∈ [θk, T − θk].
By condition (C3), we have
f (u) ≥ ϕ(mrk), for all t ∈ [θk, T − θk].
Since (t1, T − t1) ⊂ [θk, T − θk], if (C2) holds, in the following, we consider three cases:
(i) If ξ1 ∈ [t1, T − t1]. In this case, from (3.1), condition (C3) and Lemma 3.2, we have
‖Fu‖ =
∫ T
0
ϕ−1
(∫ T
s
a(τ ) f (u(τ ))∇τ
)
∆s +
m−2∑
i=1
αi
∫ ξi
0 ϕ
−1
(∫ T
s a(τ ) f (u(τ ))∇τ
)
∆s
1−
m−2∑
i=1
αi
≥
∫ T−t1
ξ1
ϕ−1
(∫ T−t1
s
a(τ ) f (u(τ ))∇τ
)
∆s +
m−2∑
i=1
αi
1−
m−2∑
i=1
αi
∫ ξ1
t1
ϕ−1
(∫ ξ1
s
a(τ ) f (u(τ ))∇τ
)
∆s
≥ (mrk)

∫ T−t1
ξ1
ϕ−1
(∫ T−t1
s
a(τ )∇τ
)
∆s +
m−2∑
i=1
αi
1−
m−2∑
i=1
αi
∫ ξ1
t1
ϕ−1
(∫ ξ1
s
a(τ )∇τ
)
∆s

= mrk H(ξ1) > Lmrk
> rk = ‖u‖.
(ii) If ξ1 ∈ (0, t1). In this case, from (3.1), condition (C3) and Lemma 3.2, we have
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‖Fu‖ ≥
∫ T
0
ϕ−1
(∫ T
s
a(τ ) f (u(τ ))∇τ
)
∆s
≥
∫ T−t1
t1
ϕ−1
(∫ T−t1
s
a(τ ) f (u(τ ))∇τ
)
∆s
≥ mrk
∫ T−t1
t1
ϕ−1
(∫ T−t1
s
a(τ )∇τ
)
∆s
= mrk H (t1) > Lmrk
> rk = ‖u‖.
(iii) If ξ1 ∈ (T − t1, T ). In this case, from (3.1), condition (C3) and Lemma 3.2, we have
‖Fu‖ ≥
m−2∑
i=1
αi
∫ T−t1
t1
ϕ−1
(∫ T−t1
s a(τ ) f (u(τ ))∇τ
)
∆s
1−
m−2∑
i=1
αi
≥ mrk H(T − t1) > Lmrk
> rk = ‖u‖.
Thus in all cases, an application of Theorem 2.1, it implies that
i(F,Ω1,k, K ) = 0. (4.2)
On the other hand, let u ∈ ∂Ω2,k , we have u(t) ≤ sup0≤t≤T |u(t)| = ‖u‖ = Rk , by (C4) we have
f (u(t)) ≤ ϕ(M Rk), for all t ∈ [0, T ].
So
‖Fu‖ =
∫ T
0
ϕ−1
(∫ T
s
a(τ ) f (u(τ ))∇τ
)
∆s +
m−2∑
i=1
αi
∫ ξi
0 ϕ
−1
(∫ T
s a(τ ) f (u(τ ))∇τ
)
∆s
1−
m−2∑
i=1
αi
≤
∫ T
0
ϕ−1
(∫ T
0
a(τ ) f (u(τ ))∇τ
)
∆s +
m−2∑
i=1
αi
∫ ξm−2
0 ϕ
−1
(∫ T
0 a(τ ) f (u(τ ))∇τ
)
∆s
1−
m−2∑
i=1
αi
≤ M Rk
ϕ−1
(∫ T
0
a(τ )∇τ
)T +
m−2∑
i=1
αiξm−2
1−
m−2∑
i=1
αi


≤ Rk = ‖u‖.
Thus Theorem 2.1 implies that
i(F,Ω2,k, K ) = 1. (4.3)
Hence since rk < Rk for k ∈ N , (4.2) and (4.3), it follows from the additivity of the fixed-point index that
i(F,Ω2,k \ Ω1,k, K ) = 1, for k ∈ N .
Thus F has a fixed point in Ω2,k \ Ω1,k such that rk ≤ ‖uk‖ ≤ Rk . Since k ∈ N was arbitrary, the proof is
completed. 
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In order to use Theorem 2.2, let θk < rk < T − θk and θk of Theorem 4.1, we define the nonnegative, increasing,
continuous functional γk , βk , and αk by
γk(u) = max
t∈[θk ,rk ]T
u(t) = u(rk),
βk(u) = min
t∈[rk ,θk ]T
u(t) = u(rk),
αk(u) = max
t∈[θk ,T−θk ]T
u(t) = u(T − θk).
It is obvious that for each u ∈ P,
γk(u) ≤ βk(u) ≤ αk(u).
In addition, by Lemma 3.2, for each u ∈ P,
γk(u) = u(rk) ≥ θkT ‖u‖.
Thus
‖u‖ ≤ T
θk
γk(u), for all u ∈ P.
In the following, we denote
ρk = ϕ−1
(∫ T
0
a(τ )∇τ
)T +
ξm−2
m−2∑
i=1
αi
1−
m−2∑
i=1
αi
 ,
ηk = rkϕ−1
(∫ T−θk
rk
a(τ )∇τ
)
.
Theorem 4.2. Suppose that conditions (C1) and (C2) hold. Let {θk}∞k=1 be such that θk ∈ (tk+1, tk) (k = 1, 2, . . .).
Let {ak}∞k=1, {bk}∞k=1 and {ck}∞k=1 be such that
ck+1 < ak <
θk
T
bk < bk < ck, and ρkbk < ηkck, for k = 1, 2, . . . .
Furthermore for each natural number k we assume that f satisfies:
(C5) f (u) < ϕ
(
ck
ρk
)
, for all 0 ≤ u(t) ≤ T
θk
ck;
(C6) f (u) > ϕ
(
bk
ηk
)
, for all bk ≤ u(t) ≤ Tθk bk;
(C7) f (u) < ϕ
(
ak
ρk
)
, for all 0 ≤ u(t) ≤ T
θk
ak .
Then the boundary value problem (1.1) and (1.2) has three infinite families of solutions {u1k}∞k=1, {u2k}∞k=1 and{u3k}∞k=1 satisfying
0 ≤ αk(u1k) < ak < αk(u2k), βk(u2k) < bk < βk(u3k), γ (u3k) < ck, for k ∈ N .
Proof. We define the completely continuous operator F by (3.1). So it is easy to check that F : P(γk, ck)→ P , for
k ∈ N .
We now show that all the conditions of Theorem 2.2 are satisfied. To make use of property (i) of Theorem 2.2,
we choose u ∈ ∂P(γk, ck). Then γk(u) = maxt∈[θk ,rk ]T u(t) = u(rk) = ck , this implies that 0 ≤ u(t) ≤ ck for
t ∈ [0, rk]T. If we recall that ‖u‖ ≤ Tθk γk(u) = Tθk ck . So we have
0 ≤ u(t) ≤ T
θk
ck, t ∈ [0, T ]T.
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Then assumption (C5) implies
f (u) < ϕ
(
ck
ρk
)
, t ∈ [0, T ]T.
Therefore
γk(Fu) = max
t∈[θk ,rk ]T
(Fu)(t) = (Fu)(rk) =
∫ rk
0
ϕ−1
(∫ T
s
a(τ ) f (u(τ ))∇τ
)
∆s
+
m−2∑
i=1
αi
∫ ξi
0 ϕ
−1
(∫ T
s a(τ ) f (u(τ ))∇τ
)
∆s
1−
m−2∑
i=1
αi
≤
∫ T
0
ϕ−1
(∫ T
0
a(τ ) f (u(τ ))∇τ
)
∆s +
m−2∑
i=1
αi
∫ ξm−2
0 ϕ
−1
(∫ T
0 a(τ ) f (u(τ ))∇τ
)
∆s
1−
m−2∑
i=1
αi
= ϕ−1
(∫ T
0
a(τ ) f (u(τ ))∇τ
)T +
ξm−2
m−2∑
i=1
αi
1−
m−2∑
i=1
αi

<
ck
ρk
ϕ−1
(∫ T
0
a(τ )∇τ
)T +
ξm−2
m−2∑
i=1
αi
1−
m−2∑
i=1
αi

= ck .
Hence condition (i) is satisfied.
Secondly, we show that (ii) of Theorem 2.2 is fulled. For this we select u ∈ ∂P(βk, bk). Then βk(u) =
mint∈[rk ,θk ]T u(t) = u(rk) = bk , this means u(t) ≥ bk , for t ∈ [rk, θk]T. So we have ‖u‖ ≥ bk , for t ∈ [rk, θk]T.
Noticing that ‖u‖ ≤ T
θk
γk(u) ≤ Tθk βk(u) = Tθk bk , we have
bk ≤ u(t) ≤ T
θk
bk, for t ∈ [rk, θk]T.
By (C6) we have
f (u) > ϕ
(
bk
ηk
)
, for t ∈ [rk, θk]T.
Therefore
βk(Fu) = min
t∈[rk ,θk ]T
(Fu)(t) = (Fu)(rk) =
∫ rk
0
ϕ−1
(∫ T
s
a(τ ) f (u(τ ))∇τ
)
∆s
+
m−2∑
i=1
αi
∫ ξi
0 ϕ
−1
(∫ T
s a(τ ) f (u(τ ))∇τ
)
∆s
1−
m−2∑
i=1
αi
>
∫ rk
θk
ϕ−1
(∫ T−θk
s
a(τ ) f (u(τ ))∇τ
)
∆s
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≥ bk
ηk
∫ rk
θk
ϕ−1
(∫ T−θk
rk
a(τ )∇τ
)
∆s
= bk
ηk
rkϕ
−1
(∫ T−θk
rk
a(τ )∇τ
)
≥ bk .
Hence condition (ii) is satisfied.
Finally we verify that (iii) of Theorem 2.2 is also satisfied. We note that u(t) ≡ ak4 , 0 ≤ t ≤ T is a
member of P(αk, ak) and αk(u) = ak4 < ak . So P(αk, ak) 6= ∅. Now let u ∈ ∂P(αk, ak). Then αk(u) =
maxt∈[θk ,T−θk ]T u(t) = u(T − θk) = ak . This implies that 0 ≤ u(t) ≤ ak , for t ∈ [θk, T − θk]T. Together with‖u‖ ≤ T
θk
γk(u) ≤ Tθk αk(u) = Tθk ak . Then we get
0 ≤ u(t) ≤ T
θk
ak, t ∈ [0, T ]T.
By (C7) we have
f (u) < ϕ
(
ak
ρk
)
, t ∈ [0, T ]T.
As before we get
αk(Fu) = max
t∈[θk ,T−θk ]
(Fu)(t) = (Fu)(T − θk) =
∫ T−θk
0
ϕ−1
(∫ T
s
a(τ ) f (u(τ ))∇τ
)
∆s
+
m−2∑
i=1
αi
∫ ξi
0 ϕ
−1
(∫ T
s a(τ ) f (u(τ ))∇τ
)
∆s
1−
m−2∑
i=1
αi
≤
∫ T
0
ϕ−1
(∫ T
0
a(τ ) f (u(τ ))∇τ
)
∆s +
m−2∑
i=1
αi
∫ ξm−2
0 ϕ
−1
(∫ T
0 a(τ ) f (u(τ ))∇τ
)
∆s
1−
m−2∑
i=1
αi
≤ ϕ−1
(∫ T
0
a(τ ) f (u(τ ))∇τ
)T +
ξm−2
m−2∑
i=1
αi
1−
m−2∑
i=1
αi

<
ak
ρk
ϕ−1
(∫ T
0
a(τ )∇τ
)T +
ξm−2
m−2∑
i=1
αi
1−
m−2∑
i=1
αi

= ak .
Thus condition (iii) of Theorem 2.2 is satisfied. Since all hypotheses of Theorem 2.2 are satisfied, the assertion
follows. 
Remark 4.1. If we add the condition of a(t) f (u(t)) 6≡ 0, t ∈ [0, T ]T, to Theorem 4.2 we can get three infinite
families of positive solutions {u1k}∞k=1 {u2k}∞k=1 and {u3k}∞k=1 satisfying
0 < αk(u1k) < ak < αk(u2k), βk(u2k) < bk < βk(u3k), γ (u3k) < ck, for n ∈ N .
Remark 4.2. The same conclusions of Theorems 4.1 and 4.2 hold when conditions (1), (2) and (4) are satisfied.
Especially, for p-Laplacian operator ϕ(x) = |x |p−2x , for some p > 1, our conclusions are also true and new.
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5. Examples and remark
There exists the function a(t) satisfying condition (C2).
Example 5.1. Let T ≡ 1 and
δ = 2
(
pi2
3
− 9
4
)
, t∗ = 15
32
, ti = t∗ −
i∑
k=1
1
2(k + 1)4 , i = 1, 2, . . . .
Consider the function a(t) : [0, 1] → (0,∞), a(t) =∑∞i=1 ai (t), t ∈ [0, 1], where
ai (t) =

1
(2i − 1)(2i + 1)(ti+1 + ti ) , 0 ≤ t <
ti+1 + ti
2
,
1
δ(ti − t) 12
,
ti+1 + ti
2
≤ t < ti ,
1
δ(t − ti ) 12
, ti < t ≤ ti + ti−12 ,
0,
ti + ti−1
2
< t ≤ t1,
1
2(2i − 1)(2i + 1)(1− t1) , t1 ≤ t ≤ 1.
It is easy to know t1 = 716 < 12 , ti − ti+1 = 12(i+2)4 , i = 1, 2, . . . (denote
∑∞
i=1 1i4 = pi
4
90 ), and
t0 = lim
i→∞ ti =
15
32
−
∞∑
k=1
1
2(k + 1)4 =
31
32
− pi
4
180
>
1
5
and because
∑∞
i=1 1i2 = pi
2
6 , we have
∞∑
i=1
∫ 1
0
ai (t)∇t =
∞∑
i=1
1
(2i − 1)(2i + 1) +
1
δ
∞∑
i=1
[∫ ti
ti+1+ti
2
1
(ti − t) 12
∇t +
∫ ti+ti−1
2
ti
1
(t − ti ) 12
∇t
]
= 1
2
+
√
2
δ
∞∑
i=1
[
(ti − ti+1) 12 + (ti−1 − ti ) 12
]
= 1
2
+ 1
δ
∞∑
i=1
[
1
(i + 2)2 +
1
(i + 1)2
]
= 1
2
+ 1
δ
[
pi2
3
− 9
4
]
= 1.
Therefore∫ 1
0
a(t)∇t =
∞∑
i=1
∫ 1
0
ai (t)∇t = 1 <∞.
Which implies that Condition (C2) holds.
Example 5.2. As an example we mention the boundary value problem
[ϕ(u∆)]∇ + a(t) f (u(t)) = 0, t ∈ [0, 1]T, (5.1)
u(0) = 1
4
u
(
1
4
)
+ 1
2
u
(
1
2
)
, u∆(1) = 0, (5.2)
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where
ϕ(u) =
 u
7
1+ u2 , u ≤ 0,
u2, u > 0,
and
f (u(t)) =

M2 R21, u ∈ (R1,+∞) ,
m2r2k +
M2 R2k − m2r2k
Rk − rk (u − rk) , u ∈ [rk, Rk] ,
m2r2k , u ∈
(
θk
T
rk, rk
)
,
M2 R2k+1 +
m2r2k − M2 R2k+1
θk
T rk − Rk+1
(u − Rk+1) , u ∈
(
Rk+1,
θk
T
rk
]
,
0, u = 0.
Since H ′(t) ≤ 0, it is easy see by calculating that
L = min[t1,1−t1] H(t) = H(1− t1) =
m−2∑
i=1
αi
1−
m−2∑
i=1
αi
1
1− t1
[
2
3
(1− 2t1) 32
]
= 8
9
.
Then
λ1 = 1L =
9
8
, λ2 = 25 .
Therefore we take m = 10 ∈ ( 98 ,+∞), M = 15 ∈ (0, 25 ) and let
θk = t∗ − 12
(
k+1∑
i=1
1
2(i + 1)4 +
k∑
i=1
1
2(i + 1)4
)
∈
(
0,
15
32
)
.
For Rk = 1800k and rk = 1300×800k , k = 1, 2, . . . we have
1
800k+1
<
θk
300× 800k <
1
300× 800k <
m
300× 800k <
1
800k
.
After some simple calculation we have
f (u) ≥ ϕ(mrk) = m2r2k for u ∈ [µkrk, rk] ;
f (u) ≤ ϕ(M Rk) = M2 R2k for u ∈ [0, Rk] .
Then by an application of Theorem 4.1 the boundary value problem (5.1) and (5.2) has infinitely many solutions
{uk}∞k=1 such that
1
300× 800k ≤ ‖uk‖ ≤
1
800k
, k = 1, 2, . . . .
Remark 5.1. From Example 5.2, we can see that ϕ is not odd, then the boundary value problem with p-Laplacian
operator [12,13] do not apply to Example 5.2. So we generalize a p-Laplace operator for some p > 1 and the function
ϕ which we defined above is more comprehensive and general than p-Laplace operator.
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