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Résumé
Nous obtenons une formule pour les valeurs de la fonction caractéristique d’un faisceau caractère en
fonction de la théorie des représentations de certains groupes finis, liés au groupe de Weyl. Cette formule,
qui généralise des résultats antérieurs de Mœglin et de Waldspurger, dépend de la connaissance de certains
sous-groupes réductifs admettant un faisceau caractère cuspidal. Dans un second temps, afin de rendre la
formule plus explicite dans le cas d’un groupe quasi-simple, nous déterminons ces sous-groupes à conju-
gaison près.
© 2010 Elsevier Inc. Tous droits réservés.
Abstract
We obtain a formula for the values of the characteristic function of a character sheaf, in terms of the
representation theory of certain finite groups related to the Weyl group. This formula, a generalization of
previous results due to Mœglin and Waldspurger, depends on knowledge of certain reductive subgroups
that admit cuspidal character sheaves. For quasi-simple groups, we make the formula truly explicit by
determining all such subgroups upto conjugation.
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1. Introduction
Introduits par Lusztig dans [7], les faisceaux caractères fournissent une approche géométrique
de la théorie des caractères des groupes finis de type de Lie. Nous en rappellerons la construction
à la Section 2 (voir en particulier la Définition 2.1).
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rent de la caractéristique p de Fq . Soit G un groupe algébrique réductif connexe sur k
et défini sur Fq . Les faisceaux caractères sur G sont certains faisceaux pervers sur G,
qui sont G-équivariants (pour l’action par conjugaison de G sur lui-même) dans la catégo-
rie Dbc (G, Q¯) (catégorie « dérivée » bornée des complexes de faisceaux constructibles sur
G). Nous notons G = GF le groupe (fini) des éléments de G fixés par l’endomorphisme
de Frobenius F associé à la structure Fq -rationnelle de G. Parmi les faisceaux caractères
A sur G, nous nous intéressons à ceux qui sont F -stables, i.e., tels qu’il existe un iso-
morphisme φ :F ∗A ∼−→ A. Le but du présent article est d’obtenir une formule du carac-
tère pour un faiceau caractère F -stable arbitraire. Plus précisément, à tout couple (A,φ)
comme ci-dessus est associée une certaine fonction centrale sur le groupe G, appelée la
fonction caractéristique de (A,φ) et notée χA,φ (voir l’équation (21) pour un rappel de
la définition). Nous obtenons une formule pour la valeur de χA,φ en un point arbitraire
de G.
Les ingrédients pour l’obtention d’une telle formule sont les suivants :
• L’élément de G en lequel la fonction est calculée : σv, où σ est un élément semi-simple de
G et v est un élément unipotent de G qui commute à σ .
• Les données qui spécifient le faiceau caractère considéré. Ce sont
– un triplet t := (L,Σ,E), composé d’un sous-groupe de Lévi L d’un sous-groupe parabo-
lique P de G, de l’image réciproque Σ dans L d’une classe de conjugaison de L/Z◦(L)
(où Z◦(L) est la composante neutre du centre de L), et d’un système local cuspidal E sur
Σ , qui détermine la « série de Harish–Chandra » à laquelle le faiceau caractère appartient ;
– une représentation irréductible E du groupe d’inertie WGt de t, lequel est défini comme le
quotient par L de l’ensemble des éléments n de G qui vérifient ad(n)t = t. (Nous étudions
le groupe WGt en détail à la Section 4.)
La donnée du couple (t,E) détermine un faisceau caractère AE sur G.
• Afin d’obtenir une fonction caractéristique pour AE , des données spécifiant l’action du Fro-
benius. La première condition est que L et P soient F -stables. En revanche, le couple (Σ,E)
n’est pas F -stable en général, et il est nécessaire de considérer la WGt -classe ZGt des élé-
ments z tels que (F ◦ ad(z))t = t. Pour un tel z, soit tz := ad(g)(t) = (Lz,Σz,Ez), où
z = F−1(g−1)g. Le triplet tordu tz est F -stable (notons que le sous-groupe parabolique Pz
n’est pas F -stable en général), ce qui permet de choisir une structure mixte sur le complexe
induit indGPz (IC(Σz,Ez)[dimΣz]). Laquelle structure mixte permet à son tour de définir une
fonction caractéristique χAE pour tout composant AE dudit complexe induit.
• Des données faisant intervenir à la fois l’élément σv et le faisceau caractère AE . Celles-
ci sont obtenues en considérant les éléments x de G tels que x−1σx soit la partie semi-
simple d’un élément de Σz. Pour un tel x, nous considérons le tore THx := xZ◦(Lz)x−1 de
H := Z◦G(σ ) (où Z◦G(σ ) désigne la composante neutre du centralisateur dans G de σ ) ainsi
que son centralisateur Mx := ZH(THx ) dans H.
Nous choisissons alors des représentants des orbites sous l’action de conjugaison par H des
Mx . Nous notons ces représentants Mg1 , Mg2 , . . . , Mgr .
Fixons j ∈ {1, . . . , r}. Le tore THgi étant F -stable, soit aj := g−1j F (gj ) un élément de
NG(L)/L. L’application h → g−1hgj , définissant un plongement du groupe NH(Mg ) dansj j
2438 P.N. Achar, A.-M. Aubert / Advances in Mathematics 224 (2010) 2435–2471NG(L), induit une application ιj :WH(Mgj ) ↪→ WG(L), où WX(Y) := NX(Y )/Y . L’application
ιj transporte l’action de F en celle de ajF .
Le couple cuspidal (Σz,Ez) induit un couple cuspidal sur Mj et donc une fonction de Green
généralisée qui conduit à son tour à une fonction QH
E′ sur la variété unipotente de H associée à
une représentation irréductible E′ de WH(Mgj ).
La formule du caractère que nous obtenons (cf. Théorème 6.8) s’exprime en fonction d’une
formule (cf. (37)) de type Mackey généralisée entre les sous-groupes WGt et WH(Mgj ).
Le cas particulier correspondant à σ = 1, dû à Lusztig (cf. [8]) a été l’un des ingrédients
essentiels de [1]. Le cas correspondant aux faisceaux caractères dans la série unipotente Gˆ1 a été
obtenu par Shoji en [13, Lemma 4.5]. Des formules générales pour les groupes symplectiques et
spéciaux orthogonaux figurent dans les travaux de Mœglin et Waldspurger. Notre formule en est
inspirée (en particulier de [15, Proposition 7.2]) et notre démonstration est une combinaison de
[9, Proposition 2.16] et [15, Lemme 7.1]. Notre résultat est cependant moins explicite que dans
loc. cit. dans la mesure où nous n’avons pas totalement explicité les structures mixtes concernées.
Dans les cas considérés dans [8,13,9] et [15], l’entier r se trouve être toujours égal à 1. Nous
démontrons au Théorème 7.2 que si le groupe G est semi-simple, quasi-simple, et différent de
PSp2n, PSO2n, 12 Spin2n et E
sc
7 , alors r est égal à 1, et que si G est l’un de ces quatre groupes,
alors r vaut 1 ou 2, le cas r = 2 se produisant effectivement.
2. Rappels sur les faisceaux caractères
Soit k la clôture algébrique d’un corps fini Fq , de caractéristique notée p, et soit G un groupe
algébrique réductif connexe sur k qui est défini sur Fq . Nous noterons F l’endomorphisme de
Frobenius associé à la structure Fq -rationnelle de G et G = GF le groupe (fini) des points de G
fixés par F .
Si g et h sont des éléments de G et K un sous-groupe de G, nous poserons gK := gKg−1 et
gh := h−1gh. Nous fixons un sous-groupe de Borel B (dont nous notons U le radical unipotent)
de G ainsi qu’un tore maximal T ⊂ B. Soit W := NG(T)/T le groupe de Weyl de G relatif à T.
Si w ∈ W , nous en notons w˙ un représentant dans NG(T).
Un système local L sur T est dit Kummerien s’il existe un entier positif n, inversible dans k, tel
que L
⊗
n ∼= Q¯. Nous noterons S(T) l’ensemble des classes d’isomorphisme de systèmes locaux
Kummeriens de rang 1 sur T. Soient G∗ un groupe dual de G et T∗ un tore dual de T contenu
dans G∗. Nous fixons une fois pour toutes un isomorphisme de groupes abstraits S(k×) ∼−→ k×,
lequel induit un isomorphisme
λT :S(T) ∼−→ T∗. (1)
Un élément w de W peut être considéré comme un automorphisme w : T → T en posant
w(t) := w˙tw˙−1 (t ∈ T). Le groupe W agit sur S(T) par w :L → (w−1)∗L, où (w−1)∗ désigne
la prise de l’image réciproque sous w−1 : T → T.
Soit L ∈ S(T). Nous posons
WL = WGL :=
{
w ∈ W : (w−1)∗L = L}. (2)
Ce groupe est noté W ′ en [7, (2.2.1)].L
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de B × B définie par
O(w) := {(B′,B′′) ∈ B × B: il existe g ∈ G tel que gB′ = B and gB′′ = w˙B}.
Soient
Yw :=
{(
g,B′
) ∈ G × B: (B′, gB′) ∈ O(w)}
et πw :Yw → G le morphisme défini par la première projection : πw(g,B′) := g. Posons
Y˙w :=
{
(g,hU) ∈ G × (G/U): gh ∈ BwB}.
Soit prw˙ : BwB → T l’application définie par
prw˙
(
uw˙tu′
) := t, pour u,u′ ∈ U et t ∈ T.
L’application (g,hU) → prw˙(gh) de Y˙w vers T est T-équivariante à l’égard à la fois de l’action
t0 : (g,hU) → (g,ht−10 (U)) de T sur Y˙w et de l’action t0 : t → (tw˙0 t t−10 ) de T sur lui-même. Par
conséquent, si L ∈ S(T) et w ∈ WL, l’image réciproque L˙ de L sous l’application Y˙w → T est T-
équivariante. L’application Y˙w → Yw définie par (g,hU) → (g, hB) étant une fibration principale
de groupe T (pour l’action définie ci-dessus de T sur Y˙w), il existe un unique système local de
rang 1, L˜ sur Yw dont l’image réciproque sous Y˙w → Yw est L˙. La classe d’isomorphisme de L˜
ne dépend pas du choix du représentant w˙ de w. Nous posons, pour w ∈ WL :
KLw := (πw)!L˜ ∈ Dbc (G, Q¯). (3)
Définition 2.1. (Voir [7, Definition 2.10, Prop. 2.9(a)].) Les faisceaux caractères sur G sont les
faisceaux pervers irréductibles sur G qui sont des constituants des pHi (KLw ), pour L ∈ S(T),
w ∈ WL et i ∈ Z.
En particulier, les faisceaux caractères sur le tore T sont les faisceaux pervers L[d]
(L ∈ S(T)), où d = dim T.
Nous noterons Gˆ l’ensemble des classes d’isomorphisme de faisceaux caractères sur G. Pour
L ∈ S(T) fixé, nous noterons GˆL l’ensemble des classes d’isomorphisme de faisceaux caractères
qui sont des constituants des pHi (KLw ) pour w ∈ WL et i ∈ Z. L’ensemble GˆL est fini et dépend
seulement de la W -orbite de L dans S(T) [7, 2.10]. Les ensembles GˆL forment une partition de
Gˆ [7, 11.2].
Soit P un sous-groupe parabolique de G, de radical unipotent noté UP et de sous-groupe de
Lévi L. Soient πP : P → L et ιP : P ↪→ G respectivement la projection et l’inclusion canoniques.
Suivant [7, §3.8], nous définissons le foncteur resGL⊂P :Dbc (G, Q¯) → Dbc (L, Q¯) par
resGL⊂P(A) := (πP)!ι∗PA(dim UP).
Le foncteur de « restriction parabolique » ci-dessus permet de définir une notion de cuspidalité
pour les faisceaux caractères : un faisceau caractère A sur G est cuspidal si, pour tout sous-
groupe parabolique propre P de G de sous-groupe de Lévi L, on a resGL⊂P A = 0 dans Dbc (L, Q¯)
(cf. [7, (7.1.1), (7.1.5), (7.1.6)]).
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à la Section 5 la construction de l’induit parabolique d’un faisceau caractère cuspidal. L’une des
propriétés importantes de ce dernier est le fait suivant (cf. [7, Theorem 4.4]) : pour tout faisceau
caractère A sur G, il existe un sous-groupe parabolique P de G de sous-groupe de Lévi L et un
faisceau caractère cuspidal A0 sur L tels que A soit un facteur direct de indGL⊂P(A0).
3. Classification des sous-groupes de Lévi admettant un faisceau caractère cuspidal
Supposons G semi-simple et quasi-simple. Nous déterminons dans cette section la liste des
sous-groupes de Lévi de G (à conjugaison près) qui admettent un faisceau caractère cuspidal. Il
n’y a rien d’original ici : Lusztig a donné très explicitement en [7] la liste des groupes quasi-
simples qui admettent un faisceau caractère cuspidal, et il a également indiqué en loc. cit. un
procédé pour déterminer si un groupe réductif donné en admet un ou non. Nous nous contentons
d’effectuer ce procédé.
Rappelons les étapes de ce procédé maintenant. Soit K un groupe réductif, et soit χ un carac-
tère du groupe des composantes de son centre Z(K)/Z◦(K). Soit Kˆ0χ l’ensemble des faisceaux
caractères cuspidaux sur K, à isomorphisme près, sur lesquels Z(K)/Z◦(K) agit par χ :
– Si K est semi-simple et quasi-simple, Lusztig a déterminé explicitement pour chaque χ si
Kˆ0χ est vide ou non vide.
– Si K est produit direct des groupes semi-simples et quasi-simples, K = K1 × · · ·× Kn, alors
Kˆ0χ est non vide si et seulement si (Kˆi )0χ |Ki est non vide pour tout i.
– Si K est un quotient central d’un produit direct K˜ des groupes semi-simples et quasi-simples,
soit π : K˜ → K l’application quotient. Alors Kˆ0χ est non vide si et seulement si ˆ˜K0χ◦π l’est.
– Si K est non semi-simple, alors Kˆ0χ est non vide si et seulement si ( ̂K/Z◦(K))0χ l’est.
(En fait, il est également possible d’obtenir un paramétrage explicite de Kˆ0χ au moyen de ce
procédé, mais nous n’en aurons pas besoin dans la suite.)
Les observations suivantes nous seront utiles :
Lemme 3.1. Tout sous-groupe de Lévi d’un groupe algébrique quasi-simple possède au plus un
facteur quasi-simple de type différent de A.
Démonstration. Le graphe de Dynkin d’un groupe quasi-simple et non de type A doit contenir
soit une arête de multiplicité 2 ou 3, soit un nœud de valence 3. Chaque graphe de Dynkin simple
contient au plus une telle arête ou un tel nœud. 
Corollaire 3.2. Si G est quasi-simple et à centre connexe, alors tout sous-groupe de Lévi L
admettant un faisceau caractère cuspidal est quasi-simple et non de type A.
Les résultats de la classification sont résumés dans la Table 1. Pour chaque sous-groupe de
Lévi L qui possède un couple cuspidal (Σ,E), nous indiquons dans la troisième colonne le
type du groupe M = Z◦L(σ ), où σ ∈ Σss. Lorsque L possède plusieurs couples cuspidaux, il y
a plusieurs possibilités pour M. 
 désigne l’ensemble des nombres triangulaires, et  désigne
l’ensemble des nombres carrés.
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Table 1
)(n+1)/(r+1)
× Ds × (A1)(n−(r+s))/2
× Ds (p = 2),
× Cs
× Cs
× Ds × (A1)k
× Ds × (A1)(n−(r+s))/2
× Ds
× Ds
)2
× A1 (p = 2),E6
)4 (p = 2),D4 (p = 2)
)3 (p = 3),E6 (p = 3)
)3
× A2 (p = 3),E7 (p = 3)
)4 (p = 2),D4 (p = 2)
)3 (p = 3),E6 (p = 3)
)2 × A1 (p = 2),E7 (p = 2)
)4 (p = 2),D4 (p = 2)
)3 (p = 3),E6 (p = 3)
)2 × A1 (p = 2),E7 (p = 2)
)2,A5 × A2 × A1,D5 × A3,D8,E6 × A2,E7 × A1,E8
)2 (p = 2),B2 (p = 2)
× A1,A2 × A2,A3 × A1,B4,F4
× A˜1,A2,G2Sous-groupes de Lévi admettant un faisceau caractère cuspidal.
G L M
SLn+1/μd , d | (n+ 1)p′ (Ar )(n+1)/(r+1), (r + 1)d | (n+ 1)p′ , (Ar
Spin2n+1 (p = 2) Br+s × (A1)(n−(r+s))/2, 2r + 1,2s ∈ 
 Br
SO2n+1 Br+s , 2r + 1,2s ∈ (p = 2) Br
Br , r ∈ 2
 (p = 2) Br
Sp2n (p = 2) Cr+s , r + s /∈ 2Z, r, s ∈ 
 Cr
PSp2n Cr+s , r + s ∈ 2Z, r, s ∈ 
 (p = 2) Cr
Cr , r ∈ 2
 (p = 2) Cr
Spin2n (p = 2) Dr+s × (A1)(n−(r+s))/2, 2r,2s ∈ 
 Dr
1
2 Spin2n, n ∈ 2Z (p = 2) Dr+s × (A1)(n−(r+s))/2, 2r,2s ∈ 
 Dr
SO2n (p = 2) Dr+s , r + s ∈ 4Z + 2, 2r,2s ∈ Dr
PSO2n Dr+s , r + s ∈ 4Z, 2r,2s ∈ (p = 2) Dr
Dr , r ∈ 4 (p = 2) Dr
Esc6 (p = 3) (A2)2 (A2
E6 A5
Ead6 D4 (A1
E6 (A2
Esc7 (p = 2) (A1)3 (voir l’explication dans le texte) (A1
E7 A5
Ead7 D4 (A1
E6 (A2
E7 (A3
E8 D4 (A1
E6 (A2
E7 (A3
E8 (p = 2) (A4
F4 B2 (A1
F4 (p = 2) C3
G2 G2 A1
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table. Ce sont les seuls cas pour lesquels l’hypothèse de netteté (« clean » au sens de Lusztig)
n’est pas encore connue (voir [10]).
3.1. Quotients du groupe spécial linéaire
Le centre de SLn+1 est cyclique de cardinal (n+ 1)p′ , où (n+ 1)p′ est le plus grand diviseur
de n + 1 que p ne divise pas. Soit d un entier qui divise (n + 1)p′ , et notons μd le sous-groupe
cyclique central de cardinal d . Tout groupe semi-simple et quasi-simple de type An est isomorphe
à SLn+1/μd pour un certain d .
D’autre part, tout sous-groupe de Lévi de SLn+1 est de la forme
S(GLn1 × · · · × GLnj ), où n1 + · · · + nj = n+ 1,
et où S(·) désigne le sous-groupe des éléments de déterminant 1. Son centre a pgcd(n1, . . . , nj )p′
composantes, et son image dans SLn+1/μd a pgcd(n1, . . . , nj , (n+ 1)p′/d) composantes.
Un groupe de type An admet un faisceau caractère cuspidal si et seulement si son centre admet
un caractère d’ordre n+ 1. Pour que l’image de S(GLn1 × · · · × GLnj ) dans SLn+1/μd admette
un faisceau caractère cuspidal, alors, il faut et il suffit que ni divise pgcd(n1, . . . , nj , (n+1)p′/d)
pour tout i. Mais cela implique que
n1 = · · · = nj = pgcd
(
n1, . . . , nj , (n+ 1)p′/d
)
.
Posons r = n1 − 1 = · · · = nj − 1. Alors on voit que r + 1 divise (n + 1)p′/d , et que j =
(n + 1)/(r + 1). On conclut qu’un sous-groupe de Lévi admet un faisceau caractère cuspidal si
et seulement s’il est de type
Ar × · · · × Ar ,︸ ︷︷ ︸
(n+1)/(r+1) facteurs
où (r + 1) | (n+ 1)p′/d.
3.2. Les groupes classiques
En caractéristique 2, tout groupe classique est isomorphe au groupe adjoint du même type.
Ces groupes-là seront considérés dans la prochaine section ; pour le moment nous supposons que
p = 2.
Considérons d’abord les groupes spéciaux orthogonaux impairs SO2n+1. Il est bien connu
que tout sous-groupe de Lévi L de SO2n+1 est de la forme SO2k+1 × GLn1 × · · · × GLnj , où
(2k+ 1)+ 2n1 +· · ·+ 2nj = 2n+ 1. Mais GLni n’admet pas de faisceau caractère cuspidal sauf
si ni = 1, et donc pour que L en admette un, il doit être de la forme SO2k+1 × S, où S est un
tore. En particulier, on a L/Z◦(L)  SO2k+1, et Lusztig a décrit en [7, §23.2(c)] des conditions
nécessaires sur k pour que le groupe SO2k+1 admette un faisceau caractère cuspidal.
Pour G = Sp2n, le même argument permet de se ramener à [7, §23.2(b)] ; et pour G = SO2n,
à [7, §23.2(d)].
3.3. Les groupes adjoints de type classique
Selon le Corollaire 3.2, il suffit de considérer les sous-groupes de Lévi L qui sont quasi-
simples et du même type que G. Si G = PSpm (resp. G = PSOm), alors il s’ensuit que L/Z◦(L) 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p = 2, on se réfère à [7, §23.2(a), (c)] pour trouver les conditions necessaires sur k. Si p = 2, les
résultats analogues se trouvent en [7, §22].
3.4. Les groupes Spin et 12 Spin
Considérons d’abord le groupe Spin2n+1. Son centre est de cardinal 2, et donc a priori il
est possible qu’un sous-groupe de Lévi contenant des facteurs de type A1 puisse admettre un
faisceau caractère cuspidal. Notons P son réseau des poids, et Q son réseau radiciel. On peut
identifier Q avec Zn, et P avec le réseau engendré par Q et l’élément
λ =
(
1
2
,
1
2
, . . . ,
1
2
)
.
Posons
ei = (0, . . . ,0,1,0, . . . ,0) (1 dans la i-ème coordonnée),
et prenons {e1 − e2, e2 − e3, . . . , en−1 − en, en} comme l’ensemble des racines simples. Soit L
un sous-groupe de type Bk × (A1)j . On peut supposer que l’ensemble des racines simples de L
est
{e1 − e2} ∪ {e3 − e4} ∪ · · · ∪ {e2j−1 − e2j }
∪ {en−k+1 − en−k+2, en−k+2 − en−k+3, . . . , en−1 − en, en},
où n− k + 1 > 2j . Le groupe Z(L)/Z◦(L) possède un caractère non trivial si et seulement si un
multiple de λ appartient au réseau radiciel de L. Il est donc clair que Z(L) est non connexe si et
seulement si 2j = n− k. Ensuite, si 2j = n− k, alors L admet un faisceau caractère cuspidal si
et seulement si le groupe Spin2k+1 en admet un. Pour ce dernier, Lusztig a donné les conditions
sur k en [7, §23.2(e)].
Les arguments pour les groupes Spin2n et 12 Spin2n sont semblables. Pour ceux-ci, on peut
identifier le réseau radiciel Q avec l’ensemble {(m1, . . . ,mn) ∈ Zn: ∑mi ∈ 2Z}. Le réseau des
poids P de Spin2n est engendré par Q et les deux éléments
λ =
(
1
2
,
1
2
, . . . ,
1
2
)
et μ = (0, . . . ,0,1).
Le réseau des poids de 12 Spin2n est engendré par Q et λ seul. L’ensemble des racines simples est{e1 − e2, e2 − e3, . . . , en−1 − en, en−1 + en}. Considérons d’abord un sous-groupe de Lévi L de
type Dk × (A1)j , dont les racines simples sont
{e1 − e2} ∪ {e3 − e4} ∪ · · · ∪ {e2j−1 − e2j }
∪ {en−k+1 − en−k+2, en−k+2 − en−k+3, . . . , en−1 − en, en},
où n − k + 1 > 2j . Le poids μ ne joue aucun rôle dans la question, car le caractère du centre
de G correspondant est de restriction nulle aux facteurs de type A1. Quant à λ, le même calcul
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Sous-groupes de Lévi quasi-simples et non de type A dans les groupes exceptionnels.
G L
E6 D4,D5,E6
E7 D4,D5,D6,E6,E7
E8 D4,D5,D6,D7,E6,E7,E8
F4 B2,B3,C3,F4
G2 G2
qu’on a fait pour Spin2n+1 montre qu’il donne lieu à un caractère non trivial de Z(L)/Z◦(L)
si et seulement si 2j = n − k. Si G = Spin2n (resp. 12 Spin2n), son sous-groupe de type Dk ×
(A1)(n−k)/2 admet un faisceau caractère cuspidal si et seulement si Spin2k (resp. 12 Spin2k) en
admet un. Pour ce dernier, voir [7, §23.2(e), (f)].
Enfin, si n est impair, le centre de Spin2n est cyclique de cardinal 4 ; en effet, P/Q est en-
gendré par l’image de λ, et on a 2λ ≡ μ (mod Q). On est donc obligé de considérer aussi les
sous-groupes de Lévi L contenant des facteurs de type A3. Pourtant, le calcul du paragraphe
précédent montre que le caractère du centre correspondant à μ est toujours de restriction nulle
aux facteurs de type A. Par conséquent, bien que le caractère correspondant à λ soit d’ordre 4,
sa restriction aux facteurs de type A n’est que d’ordre 2. Un tel L n’admet donc pas de faisceau
caractère cuspidal.
3.5. Les groupes adjoints de type exceptionnel
D’après le Corollaire 3.2, il suffit de considérer les sous-groupes de Lévi quasi-simples et non
de type A. Tous les tels groupes sont indiqués dans la Table 2.
Parmi ceux-ci, les groupes adjoints de type B3, C3, D5, D6, D7 n’admettent pas de fais-
ceaux caractères cuspidaux [7, §22, §23.2(a), (c)]. Tous les autres en admettent au moins un.
Les groupes de type B2 et D4 en caractéristique 2 sont traités en [7, §22], et en caractéristique
impaire dans la Proposition 23.2(c) de loc. cit. Pour la liste des M possibles dans E6, E7, E8, F4,
G2, respectivement, voir les Propositions 20.3(a), 20.3(c), 21.2, 21.3, 20.6 de [7].
3.6. Le groupe simplement connexe de type E6
Si p = 3, Esc6 est isomorphe à Ead6 . Supposons donc que p = 3. Puisque le centre de Esc6 est de
cardinal 3, on sait que pour tout sous-groupe de Lévi L, le cardinal de Z(L)/Z◦(L) vaut soit 1,
soit 3. Parmi les sous-groupes figurant dans la Table 2, ceux de type D4 et D5 sont à centre
connexe (parce qu’un groupe quasi-simple de type D ne peut pas avoir un centre possédant trois
composantes) et donc ont déjà été traités. Pour Esc6 lui-même, voir [7, Proposition 20.3].
Nous devons maintenant considérer les sous-groupes de Lévi non quasi-simples contenant un
facteur de type A2. Il y en a deux, de types A2 et A2 × A2. Un calcul semblable à ceux que l’on
a fait pour les groupes Spin montre que le sous-groupe de Lévi de type A2 est à centre connexe.
(Il suffit de vérifier, d’après les descriptions en [2] des réseaux de poids et des réseaux radiciels,
qu’il n’existe pas de poids qui n’est pas dans le réseau radiciel de A2 mais dont un multiple y est.)
En revanche, le centre de A2 × A2 a trois composantes, et donc ce groupe-là admet un faisceau
caractère cuspidal.
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Si p = 2, Esc7 est isomorphe à Ead7 . Supposons donc p impair. Le centre de Esc7 est alors de
cardinal deux. Il n’est pas donc aussi facile que dans le cas de Esc6 de conclure que les divers
sous-groupes propres de Lévi figurant dans la Table 2 ont centre connexe. Il faut plutôt vérifier
ce fait dans chaque cas par un calcul dans le réseau des poids, en utilisant les données de [2].
Des calculs semblables montrent que le seul sous-groupe de Lévi (à conjugaison près) conte-
nant des facteurs de type A1 et possédant un couple cuspidal est celui de type A1 × A1 × A1 qui
correspond au graphe suivant :
•◦ ◦ ◦ • ◦ •
(Esc7 possède plusieurs sous-groupes de Lévi non conjugués de type A1 × A1 × A1. Les autres
sous-groupes de ce type n’ont pas de faisceaux caractères cuspidaux).
4. Groupes d’inertie
Soit L un sous-groupe de Lévi d’un sous-groupe parabolique P de G, admettant un faisceau
caractère cuspidal. Nous notons Lder le groupe dérivé de L et T1 la composante neutre Z◦(L) du
centre de L (donc L = ZG(T1)). Les faisceaux caractères cuspidaux sur L peuvent être décrits
de la manière suivante (cf. [7, Prop. 3.12]). Soit A0 un faisceau caractère cuspidal sur L. Il existe
une classe de conjugaison O de L/T1, d’image réciproque dans L sous la projection naturelle
L → L/T1 notée Σ , ainsi qu’un système local irréductible E sur Σ , image réciproque, sous
l’application naturelle L → L/Lder × L/T1, de L′  E ′, où L′ est un système local Kummerien
de rang 1 sur le tore L/Lder et E ′ est un système local irréductible L-équivariant (pour l’action
de conjugaison) sur O, tels que
A0 = IC(Σ,E)[dimΣ],
étendu à l’ensemble de L par 0 sur le complémentaire dans L de l’adhérence Σ de Σ (autrement
dit A0 est l’extension perverse de E à L). Le couple (Σ,E) est cuspidal au sens de [6, 2.4].
Nous posons t := (L,Σ,E) et
WGt :=
{
n ∈ NG(L): nΣn−1 = Σ, ad(n)∗E ∼−→ E
}
/L. (4)
Le but de cette section est de décrire le groupe WGt , appelé le groupe d’inertie de t, et en particu-
lier de démontrer qu’il est produit semi-direct d’un groupe de Coxeter fini par un groupe abélien
fini (un tel groupe est appelé un groupe de Coxeter (fini) étendu).
4.1. Description comme groupe de Coxeter étendu
Notons Φ le système de racines de G relatif à T. Soit B ⊃ T un sous-groupe de Borel de
G contenu dans P et soit Φ+ ⊂ Φ le sous-ensemble des racines positives correspondant. Nous
désignons par Π une base de Φ .
Soit J ⊂ Π le sous-ensemble de Π correspondant à L (i.e., L est engendré par T et les sous-
groupes radiciels Uα où α ∈ J ). Notons V l’espace vectoriel réel sur lequel le groupe W agit via
sa représentation naturelle et VJ le sous-espace de V engendré par les racines appartenant à J .
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ensemble de racines fondamentales pour le système de racines qu’il engendre et le sous-groupe
de réflexions correspondant contient un élément wJ∪{α} vérifiant wJ∪{α}(J ∪ {α}) = −J ∪ {−α}
(l’unique élement de longueur maximale de ce sous-groupe). De même, soit wJ l’élement de
longueur maximale du sous-groupe de W engendré par les réflexions correspondant à J (i.e., le
groupe WL). Nous poserons alors
v(α,J ) := wJ∪{α} ·wJ .
Nous définissons
Γt :=
{
α ∈ Φ: il existe w
′ ∈ W tel que w′(J ∪ {α}) ⊂ Π ,
v(α,J ) ∈ WGt et v(α,J )2 = 1
}
Γ +t := Γt ∩Φ+, Ωt :=
{
w ∈ WGt : wΓ +t ⊂ Γ +t
}
Φt := {α + VJ : α ∈ Γt}, (5)
et notons W¯Gt le sous-groupe de WGt engendré par les v(α,J ) pour α ∈ Γt.
Proposition 4.1. Le groupe W¯Gt est un sous-groupe de réflexions normal de WGt , de système de
racines Φt. Le groupe WGt est le produit semi-direct de W¯Gt par Ωt :
WGt = W¯Gt Ωt.
Démonstration. On vérifie que W¯Gt est normal dans WGt . Pour cela il suffit de remarquer que
Γt est stable par WGt . Or, WGL = {w ∈ W : w(J ) = J } (cf. par exemple [3, Cor. 3]). Soient α ∈ Γt
et w ∈ WGt . On a donc
v
(
w(α), J
)= v(w(α),w(J ))= wv(α,J )w−1.
Donc :
w′w−1
(
J ∪ {w(α)})= w′w−1(wJ ∪ {w(α)})= w′(J ∪ {α})⊂ Π,
v(w(α), J ) ∈ WGt et v(w(α), J )2 = 1, i.e., w(α) ∈ Γt.
D’autre part, posons
Γ GL :=
{
α ∈ Φ: il existe w
′ ∈ W tel que w′(J ∪ {α}) ⊂ Π ,
et v(α,J )2 = 1
}
et
ΦGL := {α + VJ : α ∈ ΓL}.
D’après [3, Theorem 6], ΦGL détermine un système de racines dans un sous-espace du quotient
V/VJ . Montrons que Φt est un sous-système de ce système de racines. Soient α,β ∈ Γt. Puisque
v(α,J ) ∈ WGt , on a v(α,J )(β) ∈ Γt. Il s’ensuit que v(α,J )(β +VJ ) ∈ Φt. Donc Φt est un sous-
système de ΦG.L
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L , est le groupe engendré par les v(α,J ) pour
α ∈ ΦGL [3, Theorem 6]. Le groupe de Weyl du sous-système Φt est donc le sous-groupe de W¯GL
engendré par par les v(α,J ) pour α ∈ Γt, i.e., le groupe W¯Gt . Autrement dit, W¯Gt est un groupe
de réflexions de système de racines Φt. Il suffit alors d’appliquer [3, Lemma 2]. 
4.2. Interprétation duale
Cette sous-section n’est vraiment complète que dans le cas où le centre de G est connexe et
est alors due à Lusztig et Shoji. Nous n’utiliserons pas les résultats de cette sous-section dans
la suite de l’article, mais il nous a paru utile de les mentionner afin, d’une part, d’aider à une
meilleure compréhension du groupe WGt et, d’autre part, à souligner le parallèle existant entre ce
groupe et le groupe WGH que nous introduirons plus tard.
Soit L ∈ S(T) tel que A0 ∈ LˆL. Nous posons
WGL,L :=
{
w ∈ NW(L):
(
w−1
)∗L  L}/{w ∈ WL: (w−1)∗L  L}. (6)
Lemme 4.2. Le groupe WGt est contenu dans WGL,L. Si, ou bien LˆL contient un unique faisceau
caractère cuspidal (ce qui est le cas en particulier si le centre de G est connexe et G est de type
classique), ou bien L est de type exceptionnel, alors WGt = WGL,L.
Démonstration. Nous commençons par démontrer l’inclusion. Soit w ∈ WGt . Nous choisissons
un représentant w˙ de w dans NG(L). L’élément w˙ envoie LˆL sur Lˆ(w−1)∗L. D’autre part, puisque
w ∈ WGt , on a ad(w˙)∗A0  A0. Par conséquent, A0 appartient à la fois à LˆL et à Lˆ(w−1)∗L. Il
résulte alors de [7, Prop. 11.2] que les systèmes locaux L et (w−1)∗L appartiennent à la même
WL-orbite dans S(T), i.e., il existe w′ ∈ WL tel que ad(w˙w˙′)∗L  L. Autrement dit, le groupe
WGt est contenu dans WGL,L.
Soit maintenant w ∈ WGL,L et soit w˙ un représentant de w dans NG(L). L’ensemble LˆL est
stable sous ad(w˙). D’autre part, ad(w˙)A0 est un faisceau caractère cuspidal, puisque A0 en est
un. Si A0 est l’unique faisceau caractère cuspidal appartenant à LˆL, on a donc ad(w˙)A0  A0,
i.e., w ∈ WGt .
Nous supposons dorénavant L de type exceptionnel et L = G (si L = G, le résultat est trivia-
lement vrai : WGt = WGL,L = {1}). Les seuls cas à considérer sont donc ceux où L est de type E6
ou E7 et à centre connexe (car sous-groupe de Lévi du groupe adjoint de type E7 ou du groupe
de type E8, cf. Table 1). L’égalité a été provée par Shoji dans ces deux cas en [12, 4.2]. 
La dernière partie de cette sous-section a pour but de décrire plus précisément le groupe WGL,L.
Soit s ∈ T∗. Notons ZL∗(s) le centralisateur de s dans L∗ et Z◦L∗(s) la composante neutre de ce
dernier. Notons AL∗(s) := ZL∗(s)/Z◦L∗(s) le groupe des composantes de ZL∗(s) et notons WL
∗,◦
s
le groupe de Weyl de Z◦L∗(s). Posons
WL
∗
s :=
{
w ∈ WL∗ : ws = s}.
Le groupe WL∗s s’écrit :
WL
∗
s = WL
∗,◦
s Ω
L∗
s , où ΩL
∗
s  AL∗(s).
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Z◦L∗(s)) n’est contenu dans aucun sous-groupe de Lévi d’un sous-groupe parabolique propre de
L∗, i.e., de manière équivalente, si WL∗s (resp. WL
∗,◦
s ) n’est contenu dans aucun sous-groupe
parabolique propre de WL∗.
Lemme 4.3. Si s est isolé dans L∗, on a l’égalité suivante :
NZ◦G∗ (s)
(
Z◦L∗(s)
)
/Z◦L∗(s) = NZ◦G∗ (s)
(
L∗
)
/Z◦L∗(s).
Démonstration. Soient g ∈ NZ◦G∗ (s)(L∗) et l ∈ ZL∗(s). On a glg−1 ∈ ZL∗(s). Donc l →
glg−1 définit un automorphisme de ZL∗(s). La composante neutre Z◦L∗(s) de ZL∗(s) étant un
sous-groupe caractéristique de ce dernier, il vient glg−1 ∈ Z◦L∗(s) si l ∈ Z◦L∗(s). L’inclusion
NZ◦G∗ (s)(L
∗) ⊂ NZ◦G∗ (s)(Z◦L∗(s)) s’ensuit.
Réciproquement, soit g ∈ NZ◦G∗ (s)(Z◦L∗(s)). Alors g normalise la composante neutre du centre
de Z◦L∗(s), laquelle, puisque l’élément s est isolé dans L∗, est égale à la composante neutre
Z◦(L∗) du centre de L∗. Par conséquent g normalise ZG∗(Z◦(L∗)) = L∗. L’assertion du lemme
s’ensuit. 
Nous supposons désormais que s est l’image de L sous l’isomorphisme λT considéré en (1).
Le groupe WL∗s est alors isomorphe au groupe WLL défini en (2) (avec L = G).
D’autre part, puisque LˆL contient un faisceau caractère cuspidal (le faisceau caractère A0),
les propriétés suivantes sont satisfaites :
• L’élément semi-simple s est quasi-isolé dans L∗, cf. [7, (17.12.4)].
• Il existe une famille cuspidale F dans Irr(WL∗s ), cf. [7, (17.13.11)] (la famille correspondant
à A0). La famille F est elle-même déterminée par une famille cuspidale, stable sous ΩL∗s ,
de Irr(WL
∗,◦
s ), associée à un certain groupe fini GF , et la famille F est associée au groupe
GF ΩL∗s , d’après [7, 17.1–17.8].
Proposition 4.4. Si le centre de G est connexe, alors
WGt
∼−→ NZG∗ (s)
(
ZL∗(s)
)
/ZL∗(s),
où s est l’image de L sous l’isomorphisme λT. En particulier, le groupe WGt est alors un groupe
de Coxeter.
Démonstration. Le centre de G étant connexe, il en est de même du centre de L. Par conséquent
les centralisateurs ZG∗(s) et ZL∗(s) sont connexes eux aussi. Puisque Irr(WL
∗
s ) contient une
famille cuspidale, la propriété (5.7.1) de [4] est satisfaite, ainsi que remarqué en [5, (8.2.1)]. Il
résulte alors de [4, Theorem 5.9] que le groupe NZG∗ (s)(ZL∗(s))/ZL∗(s) est un groupe de Coxeter.
L’hypothèse de connexité du centre de G impliquant d’autre part que tout élément quasi-isolé
est en fait isolé, il résulte alors des Lemmes 4.2 et 4.3 que ce groupe de Coxeter est isomorphe
au groupe WGt . 
Remarque 4.5. Lorsque le centre de G n’est pas connexe, le groupe WGt n’est pas en général un
groupe de Coxeter. Par exemple, si G est le groupe spécial linéaire, WG est produit semi-directt
P.N. Achar, A.-M. Aubert / Advances in Mathematics 224 (2010) 2435–2471 2449d’un groupe de Coxeter par un groupe cyclique non trivial si L = G (cf. par exemple [14, §7.8]),
on a W¯Gt  NZ◦G∗ (s)(Z◦L∗(s))/Z◦L∗(s) et Ωt  AG∗(s)/AL∗(s) dans ce cas.
4.3. Introduction du Frobenius
Dorénavant nous supposons que L est un sous-groupe de Lévi F -stable d’un sous-groupe
parabolique F -stable P de G. Nous posons alors :
ZGt :=
{
n ∈ NG(L): F
(
nΣn−1
)= Σ, ad(n)∗F ∗E ∼−→ E}/L. (7)
On a
ZGt = w1WGt , avec w1 ∈ W.
Notons γ1 l’automorphisme de WGt défini par
γ1(w) := w−11 F−1(w)w1. (8)
Nous pouvons choisir (et nous choisissons) l’élément w1 de sorte que γ1 stabilise W¯Gt et Ωt dans
la décomposition WGt = W¯Gt Ωt obtenue à la Proposition 4.1.
Remarque 4.6. L’ensemble ZGt a aussi été introduit par Shoji en [11, §5.15] et [14, §6.8]. Dans
le cas particulier où L est un tore et où le centre de G est connexe, la Proposition 4.4 permet
d’identifier le groupe WGt au groupe de Weyl du groupe ZG∗(s) (qui est connexe). Le groupe
ZG∗(s) est alors stable sous l’endomorphisme de Frobenius F ◦ ad(w1). Dans la théorie des
caractères des groupes réductifs finis, l’importance de l’élément w1 est reflétée par l’existence
(démontrée en [5, Theorem 4.23]) d’une bijection entre l’ensemble des caractères irréductibles
de GF appartenant à la série définie par la classe de conjugaison dans (G∗)F de s et l’ensemble
des caractères irréductibles unipotents du groupe des points de ZG∗(s) fixés par F ◦ ad(w1).
Pour tout élément w de NG(L)/L, nous choisissons un représentant w˙ de w dans NG(L) ainsi
qu’un élément gw˙ de G tel que
g−1w˙ F (gw˙) = F(w˙). (9)
Nous posons
Lw := ad(gw˙)L = gw˙Lg−1w˙ . (10)
Puisque L est F -stable, il vient :
ad
(
g−1w
)
F
(
Lw
)= g−1w F (gw˙Lg−1w˙ )gw = F(w˙)F (L)F (w˙−1)= F (w˙Lw˙−1)= F(L) = L,
autrement dit, Lw est F -stable. Le groupe Lw est sous-groupe de Lévi du sous-groupe parabo-
lique Pw := ad(gw˙)P, ce dernier n’est pas F -stable en général.
Soit z ∈ ZGt . Nous posons
Σz := ad(gz˙)Σ = gz˙Σg−1. (11)z˙
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ad
(
g−1z
)
F
(
Σz
)= F(z˙)F (Σ)F (z˙−1)= F (z˙Σz˙−1)= Σ,
autrement dit, Σz est F -stable.
Nous posons d’autre part :
Ez := ad(g−1z˙ )∗E . (12)
Il existe donc un isomorphisme ad(z˙)∗F ∗E ∼−→ E . Appliquant ad(g−1z˙ )∗ à celui-ci, en utilisant
l’égalité F ◦ ad(F−1(g)) = ad(g) ◦ F , nous obtenons
ad
(
g−1z˙
)∗
ad(z˙)∗F ∗E = ad(F−1(g−1z˙ ))∗F ∗E = F ∗ad(g−1z˙ )∗E = F ∗Ez ∼−→ Ez, (13)
i.e., Ez est F -stable.
Pour tout z ∈ ZGt , le triplet tz := (Lz,Σz,Ez) est donc F -stable. En particulier, tw1 est
F -stable.
5. Induction de faisceaux caractères cuspidaux
5.1. Le complexe induit Kz
Soit z ∈ ZGt , où t = (L,Σ,E). Nous commençons par rappeler la construction de [7, §8.1 et
10.6]. Soit Σzreg l’ouvert dense de Σz défini par
Σzreg :=
{
g ∈ Σz: Z◦(gss) ⊂ Lz
}
,
où gss désigne la partie semi-simple de g. Considérons le diagramme
Σz
αz←− Yˆ βz−→ Y˜ z πz−→ Y z,
où Y := ⋃g∈G gΣzregg−1 (une sous-variété irréductible lisse, localement fermée de G, qui ne
dépend pas de z) et
Y˜ z := {(g,xLz) ∈ G × G/L: x−1gx ∈ Σzreg},
Yˆ z := {(g, x) ∈ G × G: x−1gx ∈ Σzreg},
αz(g, x) := x−1gx, βz(g, x) := (g,xLz), πz(g,xLz) := g.
Le système local α∗Ez sur Yˆ z étant Lz-équivariant pour l’action (par translation à droite sur le
second membre) de Lz sur Yˆ z, il existe un système local E˜z sur Y˜ z tel que (αz)∗Ez  (βz)∗E˜z.
Soit
Kz = KG(Lz,Σz,Ez) := IC(Y , (πz)!E˜z)[dimY z] (14)
étendu à G tout entier par zéro sur le complémentaire de Y . Puisque πz est une fibration princi-
pale, (πz)!E˜z est un système local semi-simple, et Kz est donc un faisceau pervers sur G. On a
Kz = indGz (IC(Σz,E)[dimΣ]).P
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Nous choisissons une fois pour toutes un isomorphisme
ϕ0 : ad(w˙1)∗F ∗E ∼−→ E (15)
de sorte que, pour tout élément x de Σ tel que (F ◦ ad(w˙1))(x) = x, l’application linéaire,
induite par ϕ0, de la fibre Ex en x de E dans elle-même, ait toutes ses valeurs propres de la forme
q(dim L−dimΣ)/2 fois une racine de l’unité (c’est possible d’après [7, 25.1]). Ce choix est aussi
celui fait par Shoji en [11, (1.4.1) et §5.17] et [13, (2.7.1)]. Nous notons alors
ϕ
w1
0 := ad
(
g−1w˙1
)∗ ◦ ϕ0 :Ew1 ∼−→ Ew1 (16)
l’isomorphisme induit par ϕ0 (cf. équation (13)).
Soit alors ϕw1 :F ∗Kw1 ∼−→ Kw1 la structure mixte induite par ϕw10 (cf. [7, (8.1.3)]) de la ma-
nière suivante. Chacune des variétés Y , Y˜ w1 et Yˆ w1 possède une structure Fq -rationnelle naturelle
et l’isomorphisme ϕw10 induit un isomorphisme F
∗E˜w1 ∼−→ E˜w1 de systèmes locaux sur Y˜ w1 , puis
un isomorphisme F ∗(πw1)!E˜w1 ∼−→ (πw1)!E˜w1 de systèmes locaux sur Yw1 , et finalement un iso-
morphisme
ϕw1 :F ∗Kw1 ∼−→ Kw1 (17)
dans P(G), où P(G) est la catégorie des faisceaux pervers sur G.
5.3. Décomposition de Kw1
L’algèbre d’endomorphismes EndPG(Kw1) de Kw1 dans G est isomorphe à l’algèbre de
groupe Q¯WGt tordue par un 2-cocycle (cf. [7, 10.2]).
Hypothèse 5.1. Nous supposons le cocycle trivial.
L’hypothèse 5.1 est en particulier satisfaite dans les cas suivants :
(1) le centre Z(G) de G est connexe et le groupe G/Z(G) est simple, cf. [11, Lem. 5.9] ;
(2) G est le groupe spécial linéaire, cf. [14, (6.7.1)].
L’isomorphisme Q¯WGt
∼−→ EndPG(Kw1) donne alors lieu à un isomorphisme entre les deux
diagrammes suivants :
WGt
F−1
End(Kw1)
F ∗ZGt
w−11 ·
Hom(Kw1 ,F ∗Kw1)
ϕw1◦
WGL,Σ,F ∗E
·w1 End(F ∗Kw1) ◦(ϕw1 )−1
On a donc
γ1(θ) = ϕw1 ◦ F ∗(θ) ◦
(
ϕw1
)−1
, pour tout θ ∈ End(Kw1). (18)
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Irr(WGt )ex l’ensemble des représentations irréductibles de WGt qui s’étendent en des représenta-
tions de W˜Gt . Pour E ∈ Irr(WGt )ex, nous choisissons une extension E˜ de E qui est définie sur Q.
Le complexe Kw1 admet la décomposition suivante :
Kw1 =
⊕
A
A⊗ VA, (19)
où VA = HomPG(A,Kw1) est une représentation irréductible de WGt .
Les composantes irréductibles de Kw1 sont des faisceaux caractères F -stables et tout faisceau
caractère F -stable sur G est composante d’un induit de ce type. Nous choisissons une structure
mixte ϕA :F ∗A ∼−→ A.
Nous munissons VA d’une structure de W˜Gt -module comme suit : pour tout v ∈ VA, posons
νA · v := ϕw1 ◦ F ∗(v) ◦ ϕ−1A . (20)
Il est facile de vérifier que cette structure est bien définie : pour tout θ ∈ End(K), on a
γ1(θ)(νA · v) =
(
ϕw1 ◦ F ∗(θ) ◦ (ϕw1)−1) ◦ (ϕw1 ◦ F ∗(v) ◦ ϕ−1A )
= ϕw1 ◦ F ∗(θ ◦ v) ◦ ϕ−1A = νA · (θ ◦ v).
Soit E une représentation irréductible de WGt isomorphe à VA. Quitte à remplacer ϕA :F ∗A∼−→ A par le produit de celui-ci par une racine de l’unité (cf. [11, (5.17)]), nous pouvons supposer
que VA est isomorphe à E˜ comme représentation de W˜Gt , pour tout A = AE où νA correspond à
γ−11 sur E˜.
5.4. Fonctions caractéristiques
Si K est un faisceau pervers F -stable sur G muni d’une structure mixte ϕ :F ∗K → K, nous
noterons χK,ϕ :G → Q¯ la fonction caractéristique de (K, ϕ), qui est une fonction centrale sur
G et est définie par
χK,ϕ(g) =
∑
i
(−1)i Tr(ϕ,Hig(K)), (21)
où Hig(K) désigne la fibre en g ∈ G du i-ème faisceau de cohomologie Hi (K) de K.
On a
χKw1 ,ϕw1 =
∑
E∈Irr(WGt )ex
Tr(γ1w, E˜)χAE , (22)
où nous avons noté simplement χAE la fonction caractéristique du couple (AE,ϕAE ). Des ar-
guments du type de ceux utilisés en de [7, 10.4, 10.6] et [11, (2.17), (5.17)] montrent alors que
χAE =
∣∣WGt ∣∣−1 ∑
w∈WGt
Tr(γ1w, E˜)χKw1w,ϕw1w , (23)
où l’isomorphisme ϕw1w :F ∗Kw1w ∼−→ Kw1w est induit par ϕ0.
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Pour déterminer la valeur de χAE en un élément g de G, nous sommes ramenés, grâce à
l’équation (23), à calculer la valeur en g de la fonction caractéristique χKz,ϕz pour tout élément
z de ZGt . Pour cela, nous écrivons g = σv, où σ est semi-simple et v est unipotent et commute à
σ et nous allons utiliser la formule du caractère qui suit.
6.1. Rappels
Nous posons H := Z◦G(σ ) et H = HF . Soit w ∈ WGL . Nous notons Σwss l’ensemble des parties
semi-simples des éléments de Σw , où Σw est défini au moyen de l’équation (11).
Soit x ∈ G tel que x−1σx ∈ Σwss . Nous posons
Mwx := ZH
(
xgz˙T1g−1z˙ x
−1)= xZ◦Lw(x−1σx)x−1. (24)
Dans le cas particulier où w = 1 (l’élément neutre de WGL ), on a
Mx := M1x =
(
xLx−1
)∩ H. (25)
Le groupe Mx est un sous-groupe de Lévi d’un sous-groupe parabolique de H.
Soit z un élément fixé de ZGt . Nous notons alors Ozx l’ensemble des éléments unipotents v′
de H tels que σv′ ∈ xΣzx−1. L’ensemble Ozx est une classe unipotente de Mzx (cf. [7, Proposi-
tion 7.11(c)]).
Soit Fzx le système local sur Ozx , défini comme l’image réciproque de Ez sous l’applica-
tion v → x−1σvx de Ozx dans Σz. Cette application étant définie sur Fq , l’isomorphisme
ϕz0 :F
∗Ez ∼−→ Ez induit un isomorphisme ϕzx :F ∗Fzx ∼−→ Fzx .
Soit maintenant 1 Fzx l’image réciproque de Fzx sous l’application Z◦(Mzx)Ozx → Ozx . Le
couple (Z◦(Mzx)Ozx,1Fzx ) est un couple cuspidal F -stable sur Mzx .
Soit Azx = IC(Z◦(Mzx)Ozx,1Fzx ). C’est un faisceau caractère cuspidal sur Mzx . Nous consi-
dérons le complexe induit sur H
Kz,Hx := KH
(
Mzx,Z
◦(Mzx)Ozx,1Fzx), (26)
avec la notation (14) appliqué avec H au lieu de G. La restriction de Azx à la variété unipotente
de Mzx (et donc celle de Kz,Hx à la variété unipotente de H) n’est pas identiquement nulle.
La fonction de Green généralisée QHMzx ,Ozx ,Fzx ,ϕzx sur la variété unipotente de H est définie par(cf. [7, (8.3.1)]) :
QHMzx ,Ozx ,Fzx ,ϕzx (v) := χKz,Hx ,ϕz (v), pour tout élément unipotent v de H. (27)
Nous noterons kt(z) = k(z) la fonction caractéristique χKz,ϕz de (Kz,ϕz). On a la formule
du caractère suivante [7, Theorem 8.5] :
k(z)(σv) = |H |−1∣∣Lz∣∣−1 ∑
x∈G
x−1σx∈Σzss
∣∣Mzx∣∣QHMzx ,Ozx ,Fzx ,ϕzx (v). (28)
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Nous gardons les notations du paragraphe précédent : en particulier, G est un groupe réductif
F -stable ; L est un sous-groupe de Lévi F -stable possédant un couple cuspidal (Σ,E) ; Σss est
l’ensemble des parties semi-simples des éléments de Σ ; et g = σv est l’élément en lequel on
veut calculer la valeur de χAE .
Considérons l’ensemble
M = {Mx : x−1σx ∈ Σss}, où Mx = ZH(xT1x−1)= xZ◦L(x−1σx)x−1. (29)
(On n’exige pas que x ∈ G ici.) Ainsi que nous l’avons déjà remarqué, tout Mx est un sous-
groupe de Lévi du groupe réductif H. Rappelons que les sous-groupes de Lévi d’un groupe
réductif à conjugaison près sont paramétrés par les orbites du groupe de Weyl sur l’ensemble
des sous-graphes du graphe de Dynkin. En particulier, il y a, à conjugaison près, un nombre
fini de sous-groupes de Lévi. Par conséquent, M est partitionné en un nombre fini de classes
d’équivalence
M = M1 unionsq · · · unionsq Mr , (30)
où Mx et My sont dits équivalents s’ils sont conjugués sous H. (Nous verrons à la Section 7 que
si G est quasi-simple, alors r  2, et en fait r = 1 dans la plupart des cas.)
Remarque 6.1. Il est à noter que tous les membres de M sont conjugués sous G, et donc iso-
morphes. En effet, il est clair que chaque Mx est conjugué sous G au centralisateur dans L d’un
élément de Σss. Mais il résultede la définition de Σ que tous les éléments de Σss sont conjugués
à multiplication par un élément central près, et donc leurs centralisateurs sont conjugués dans L.
Pour tout j ∈ {1, . . . , r}, nous fixons un élément gj ∈ G tel que Mgj ∈ Mj . Posons
THj := gjT1g−1j et Mj := Mgj = ZH
(
THj
)
. (31)
Le groupe Mj est un sous-groupe de Lévi F -stable de H. Le tore THj est F -stable et nous notons
aj l’élément de WGL tel que F(aj ) soit l’image de g
−1
j F (gj ) dans W
G
L . Nous posons
WHMj := NH(Mj )/Mj . (32)
Exemple 6.2. Supposons qu’il existe un élément x1 de G tel que x−11 σx1 ∈ Σwss . Pour l’un des
gj , on peut prendre gj = x1gw˙ . On aura alors THj = x1Tw1 x−11 et Mj = x1Z◦Lw(x−11 σx1)x−11 ⊂ H.
Dans ce cas aj = w.
On remarque aussi que NH(THj ) = NH(Mj ) et NG(T1) = NG(L). De l’application
ι˜j : NH(Mj ) → NG(L), h → g−1j hgj (33)
se déduit un plongement
ιj :W
H ↪→ WG. (34)Mj L
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Mj , et l’action de F est trans-
portée en l’action de ajF via ιj . Nous gardons la notation F :WGL → WGL pour l’automorphisme
de WGL induit par le Frobenius, et note ηj :W
H
Mj → WHMj l’automorphisme inverse à celui qui est
induit par le Frobenius sur WHMj . Il résulte des définitions de ι˜j et de aj que
ι˜j
(
F(h)
)= g−1j F (h)gj
= g−1j F (gj )F
(
g−1j hgj
)
F(gj )
−1gj = F(aj )F
(
ι˜j (h)
)
F(aj )
−1.
Remplaçons F(h) par son image w dans WHMj et ι˜j par ιj . On obtient l’égalité ιj (w) =
F(aj )F (ιj (ηj (w)))F (aj )
−1
, ou, autrement dit,
aj ιj
(
ηj (w)
)= F−1(ιj (w))aj . (35)
Désormais, nous identifions WHMj avec son image par ιj . Si w ∈ WHMj , il n’y a donc aucune
ambiguïté dans la notation F(w) : c’est l’image sous le morphisme de Frobenius de w en tant
qu’élément de WGL .
6.3. Actions de Frobenius et doubles classes dans WGL
Il résulte de (35) que WHMj agit sur ajWHMj par F−1-conjugaison ; i.e., pour tout w ∈ WHMj ,
on a F−1(w)(ajWHMj )w
−1 = ajWHMj . De plus, les orbites de cette action sont en bijection avec
les classes de ηj -conjugaison dans WHMj , via la bijection évidente WHMj ↔ ajWHMj donnée par
w ajw. (Rappelons que deux éléments u,v ∈ WHMj sont dits ηj -conjugués s’il existe un
w ∈ WHMj tel que ηj (w)uw−1 = v.)
Cette situation est parallèle à celle de WGt et w1WGt . À savoir, WGt agit sur w1WGt par F−1-
conjugaison, et les orbites de cette action sont en bijection avec les classes de γ1-conjugaison
dans WGt .
Nous notons ∼ηj , ∼γ1 , et ∼F−1 les relations de ηj -, γ1-, et F−1-conjugaison, respectivement.
Si w ∈ WGt , son stabilisateur sous la γ1-conjugaison sera noté Zγ1(w). Si w ∈ WHMj (resp. w ∈
WGL ), alors Zηj (w) (resp. ZF−1(w)) est défini de manière semblable.
Ensuite, nous notons W˜HMj le produit semi-direct de W
H
Mj par le groupe cyclique engendré
par ηj . Irr(WHMj )ex désigne l’ensemble des représentations irréductibles qui admettent une ac-
tion de W˜HMj . Pour tout E
′ ∈ Irr(WHMj )ex, nous fixons une fois pour toutes une extension E˜′ en
représentation irréducible de W˜HMj .
Les calculs de la Section 6.5 entraîneront une comparaison de l’action de WHMj sur ajW
H
Mj et
celle de WGt sur w1WGt . Nous posons
Nj := WGt
∖
WG
/
WH .L Mj
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Nous posons
W(ν) = w1WGt ∩ F−1(wν)
(
ajW
H
Mj
)
w−1ν , (36)
et nous définissons deux plongements comme suit :
λ : W(ν) → WHMj , λ(w) = η−1j
(
a−1j F
−1(w−1ν )wwν),
κ : W(ν) → WGt , κ(w) = γ−11
(
w−11 w
)
.
Nous remarquons que si l’on remplace wν par wνv, où v ∈ WHMj , alors W(ν) est inchangé, car
ajW
H
Mj est stable sous F
−1
-conjugaison par v. D’autre part, si l’on remplace wν par ywν , où
y ∈ WGt , alors W(ν) est remplacé par son F−1-conjugué F−1(y)W(ν)y−1 ⊂ w1WGt .
Lemme 6.3. Soit t ∈ ν, et posons
P(t) := {(y, z) ∈ WGt ×WHMj : ywνz = w−11 F−1(t)aj}.
Alors |P(t)| = |W(ν)|.
Démonstration. Montrons le lemme d’abord dans le cas où t = wν . Si ywνz = w−11 F−1(wν)aj ,
alors w1y = F−1(wν)aj z−1w−1ν , et donc w1y ∈ W(ν). L’application φ :P(wν) → W(ν) définie
par (y, z) → w1y est injective puisque z est déterminé par y. D’autre part, cette application est
aussi surjective : si w ∈ W(ν), alors posons y = w−11 w ∈ WGt et z = (a−1j F−1(w−1ν )wwν)−1 ∈
WHMj . Il est clair que ywνz = w−11 f−1(wν)aj , et donc (y, z) ∈ P(wν) et φ(y, z) = w.
Ensuite, si t = wν , posons W ′(ν) = w1WGt ∩ F−1(t)(ajWHMj )t−1. D’une part, l’argument du
paragraphe précédent montre que |P(t)| = |W ′(ν)|, et d’autre part, les remarques qui précèdent
le lemme montrent que |W(ν)| = |W ′(ν)|. 
Nous introduisons maintenant une famille d’accouplements, paramétrée par les Nj , qui relient
les ensembles Irr(WGt )ex et Irr(WHMj )ex. Soit ν ∈ Nj . Si E ∈ Irr(WGt )ex et E′ ∈ Irr(WHMj )ex, on
pose
〈
E,E′
〉
ν
:= 1|W(ν)|
∑
w∈W(ν)
Tr
(
γ1κ(w), E˜
)
Tr
(
ηjλ(w), E˜
′). (37)
6.4. Fonctions de Green généralisées
Pour tout j et tout w ∈ WHMj , nous choisissons un représentant w˙ ∈ NH(Mj ) ainsi qu’un
élément hw˙ ∈ H tel que h−1w˙ F (hw˙) = F(w˙). Ensuite, posons
Mw = hw˙Mj h−1.j w˙
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w′
j sont conjugués sous H si et seulement si w et w′ sont
ηj -conjugués dans WHMj .
Révisons la construction de la fonction de Green généralisée QHMzx ,Ozx ,Fzx ,ϕzx . Nous allons
d’abord vérifier que sa définition ne dépend pas de x, mais seulement du groupe Mzx . (C’est-
à-dire, si Mzx = My , alors QHMzx ,Ozx ,Fzx ,ϕzx = QHMzy ,Ozy ,Fzy ,ϕzy .) De plus, si Mzx et Mzy sont conjugués
sous H , alors leurs fonctions de Green respectives sont égales.
Remarque 6.4. Nous supposons que les groupes Mzx et Mzy égaux et que, soit H, soit L, est
égal à G. L’égalité des groupes Mzx et Mzy est alors équivalente à celle de xLzx−1 et de yLzy−1
(en effet, si H = G, nous avons Mx = xLzx−1, et si L = G, nous avons xLzx−1 = G, et, par
conséquent, Mzx = H). Il existe alors n ∈ NG(L) tel que y = nx et l’orbite unipotente Ozy s’écrit
Ozy =
{
v′′ ∈ G: σv′′ ∈ nxΣzx−1n−1}= {v′′ ∈ G: σ (n−1v′′n) ∈ xΣzx−1},
puisque σ est central dans G, autrement dit, Ozy = nOzxn−1.
Lemme 6.5. Si Mzx = Mzy , alors QHMzx ,Ozx ,Fzx ,ϕzx = QHMzy ,Ozy ,Fzy ,ϕzy .
Démonstration. Nous supposons les groupes Mzx et Mzy égaux.
• Égalité de Ozx et de Ozy . Si Mzx = Mzy = G, on a en particulier H = G, et donc il résulte de
la Remarque 6.4 que Ozx = Ozy .
Nous supposons dorénavant Mzx = Mzy = G. Lorsque G est un groupe de type exceptionnel,
la Table 1 montre que les seuls cas à considérer sont les suivants :
(1) G = Ead7 ou G = E8 et Mzx = xLzx−1 = E6 (p = 3) : d’après [7, Proposition 20.3(a)] la
classe unipotente régulière de Mzx est la seule à porter un système local cuspidal,
(2) G = E8, Mzx = xLzx−1 = E7 (p = 2) : d’après [7, Proposition 20.3(c)] la classe unipotente
régulière de Mzx est la seule à porter un système local cuspidal,
(3) G = L = E8, Mzx = E7 × A1 (p = 2) : il n’y a pas de système local cuspidal à support
unipotent dans E7 lorsque p = 2, donc ce cas ne se produit pas,
(4) G = L = E8, Mzx = E6 × A2 (p = 2) :
(a) si p = 3, d’après [7, Proposition 20.3] la classe unipotente E6(a3) est la seule à porter
des système locaux cuspidaux,
(b) si p = 3, la classe unipotente régulière de E6 est la seule à porter des système locaux
cuspidaux.
Dans chacun des cas énumérés ci-dessus, il y a donc au plus une classe unipotente portant des
système locaux cuspidaux, donc nécessairement Ozx = Ozy .• Isomorphie de Fzx et de Fzy . Dans chacun des cas (1), (2) et (4), la Remarque 6.4 s’ap-
plique et montre qu’il existe n ∈ NG(L) tel que y = nx. D’après [7, (8.3.2)], pour définir la
fonction de Green généralisée QHMzx ,Ozx ,Fzx ,ϕzx , nous aurions pu remplacer E
z par un système lo-
cal Ez1 défini comme l’image réciproque sous l’application naturelle L → L/Lder × L/T1, de
Q¯ (E ′)z, où (E ′)z est un système local irréductible L-équivariant sur O. Nous savons, d’après
[6, Theorem 9.2], que le groupe WGL,Σ,E1 est isomorphe à NG(L)/L. L’élément n vérifie donc
(ad(n))∗E1  E1. Nous avons vu que Oz = Oz . Il s’ensuit que Fz  Fz.x y x y
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dans la preuve de [13, Lemma 4.5]. Nous notons encore ϕz0 l’isomorphisme ϕz0 :F ∗Ez1 ∼−→ Ez1 dont
la restriction à F ∗(E ′z) coïncide avec celle de ϕz0 :F ∗Ez ∼−→ Ez. Par définition de l’isomorphisme
ϕzx :F
∗Fzx ∼−→ Fzx , on a
Tr
(
ϕzx,
(Fzx)v′)= Tr(ϕz0, (Ez1)x−1σv′x), pour tout v′ ∈ (Ozx)F .
Notons n¯ l’image de n par la projection L → L/T1. L’action par conjugaison de n¯ sur
L/T1 induit un isomorphisme (adn¯)∗E ′ ∼−→ E ′. Il en résulte que Tr((ϕ′)z, (E ′)zp(x−1σv′x)) =
Tr((ϕ′)z, (E ′)z
p(y−1σv′y)), où p est la projection naturelle de Σz sur Σz/Tz1. L’égalité de
Tr(ϕzx, (Fzx )v′) et de Tr(ϕzy, (Fzy )v′) s’ensuit. La structure mixte ne dépend donc que de Mzx . 
Pour tout w ∈ WHMj , posons
QHw := la fonction de Green gén éralisée associée à Mwj . (38)
D’après le paragraphe précédent, QHw est bien définie, et
QHw = QHw′ si w et w′ sont ηj -conjugués.
Enfin, pour tout E′ ∈ Irr(WHMj )ex, nous notons QHE′ la fonction sur la variété unipotente de H
définie par :
QHE′ :=
1
|WHMj |
∑
w′∈WHMj
Tr
(
ηjw
′, E˜′
)
QHw′ . (39)
Il s’ensuit que
QHw′(v) =
∑
E′∈Irr(WHMj )ex
Tr
(
ηjw
′, E˜′
)
QHE′(v), pour tout élément unipotent v de H.
6.5. Le résultat principal
Dans cette section, nous établissons le résultat principal en trois étapes. La première étape
(le Lemme 6.6) consiste à modifier la formule (27) de manière qu’il n’y reste aucune mention
d’éléments de G. Dans la seconde étape (le Lemme 6.7), on fait intervenir les ensembles de
doubles classes Nj dans la formule. Cela permet enfin d’écrire au Théorème 6.8 la formule
cherchée pour χAE .
Lemme 6.6 (cf. [9, Proposition 2.16]). Pour tout z ∈ ZGt , on a
k(z)(σv) =
r∑
j=1
|ZF−1(z)|
|WHMj |
∑
w′∈WHMj
ajw
′∼
F−1z
QHw′ .
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k(z)(σv) = |H |−1∣∣Lz∣∣−1 ∑
x∈G
x−1σx∈Σzss
∣∣Mzx∣∣QHMzx ,Ozx ,Fzx ,ϕzx (v). (40)
Soit x ∈ G tel que x−1σx ∈ Σzss. L’équation (24) montre que Mzx appartient à l’ensemble M,
et donc à un certain Mj , où j = j (z, x) ∈ {1, . . . , r}. Ensuite, Mzx , étant F -stable, est conjugué
sous H à un Mw′j , où w
′ ∈ WHMj est unique à ηj -conjugaison près. Cette classe de ηj -conjugaison
sera notée C(z, x). Pour tout w′ ∈ C(z, x), on a
QHw′ = QHMzx ,Ozx ,Fzx ,ϕzx .
De plus, si w′ ∈ C(z, x), le fait que
Z◦
(
Mw
′
j
)= gw˙′gjT1g−1j g−1w˙′ et Z◦(Mzx)= xgz˙T1g−1z˙ x−1
sont conjugués sous G implique que les images dans WGL des deux éléments suivants sont F−1-
conjuguées :
g−1j g
−1
w˙′ F(gw˙′gj ) = g−1j F
(
w˙′
)
gjg
−1
j F (gj ) = ι˜
(
F
(
w˙′
))
g−1j F (gj ),
g−1z˙ x
−1F(xgz˙) = F(z˙).
Leurs images dans WGL sont η
−1
j (w
′)F (aj ) et F(z), respectivement. De la définition de ηj se
déduit la formule η−1j (w′) = F(ajw′a−1j ). On sait donc que F(ajw′) ∼F−1 F(z). Il est clair que
F respecte les classes F−1-conjugaison, et la condition précédente équivaut à ce que
ajw
′ ∼F−1 z.
Pour chaque classe de ηj -conjugaison C ⊂ WHMj , posons
Y(C) = {x ∈ G: x−1σx ∈ Σzss, j (z, x) = j et C(z, x) = C}.
L’ensemble Y(C) est vide sauf si un (et donc tout) membre de ajC est F−1-conjugué à z.
Choisissons un représentant w′C de chaque classe. Le cardinal |M
w′C
j | et la fonction de Green
généralisée QH
w′C
sont tous deux indépendants du choix de w′C . La formule (40) devient donc :
k(z)(σv) = |H |−1∣∣Lz∣∣−1 r∑
j=1
∑
C⊂WHMj
ajw
′
C∼F−1z
∑
x∈Y(C)
∣∣Majw′C ∣∣QH
w′C
(v).
L’élément x ne joue plus aucun rôle dans la formule ; on peut remplacer la deuxième somme
ci-dessus par le cardinal de Y(C). Ensuite, on peut remplacer la somme sur certaines classes
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chaque terme par le cardinal de la classe correspondante. Ce cardinal est égal à |WHMj |/|Zηj (w′)|,
et l’on obtient donc
k(z)(σv) = |H |−1∣∣Lz∣∣−1 r∑
j=1
∑
w′∈WHMj
ajw
′∼
F−1z
|Y(w′)||Majw′C ||Zηj (w′)|
|WHMj |
QHw′(v).
Ici, Y(w′) désigne l’ensemble Y(C), où C est la classe de ηj -conjugaison de w′. Enfin, l’argu-
ment de [9, p. 510] montre que
∣∣Y (w′)∣∣= |H ||Lz||ZF−1(z)||Majw′C ||Zηj (w′)| .
La formule cherchée s’ensuit. 
Lemme 6.7 (cf. [15, Lemme 7.1]). Pour tout w ∈ WGt , on a
k(w1w)(σv) =
r∑
j=1
∣∣Zηj (w)∣∣ ∑
ν∈Nj
1
|W(ν)|
∑
w∈W(ν)
κ(w)∼γ1w
QHλ(w).
Démonstration. Il est clair que pour tout w′ figurant dans la somme du Lemme 6.6, le cardinal
de l’ensemble des t ∈ WGL tels que F−1(t)ajw′t−1 = w1w est égal à celui de ZF−1(w1w). Donc
k(w1w)(σv) =
r∑
j=1
1
|WHMj |
∑
w′∈WHMj
ajw
′∼
F−1w1w
∑
t∈WGL
F(t)ajw
′t−1=w1w
QHw′ .
Pour tout t , soit ν(t) la double classe WGt tWHMj . D’après le Lemme 6.3, on a
k(w1w)(σv)
=
r∑
j=1
1
|WHMj |
∑
w′∈WHMj
ajw
′∼
F−1w1w
∑
t∈WGL
F−1(t)ajw′t−1=w1w
1
|W(ν(t))|
∑
y∈WGt , z∈WHMj
ywνz=w−11 F−1(t)aj
QHw′
=
r∑
j=1
1
|WHMj |
∑
ν∈Nj
1
|W(ν)|
∑
w′∈WHMj , t∈W
G
L , ν(t)=ν
F−1(t)a w′t−1=w w
∑
y∈WGt , z∈WHMj
yw z=w−1F−1(t)a
QHw′ .j 1 ν 1 j
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F−1(t)ajw′t−1 = w1w équivaut à ce que ywνzw′F(aj z−1w−1ν y−1w−11 ) = w. La formule ci-
dessus devient donc :
k(w1w)(σv) =
r∑
j=1
1
|WHMj |
∑
ν∈Nj
1
|W(ν)|
∑
w′∈WHMj , y∈W
G
t , z∈WHMj
ywνzw
′F(aj z−1w−1ν y−1w−11 )=w
QHw′ . (41)
La condition dans la troisième somme peut également s’écrire sous de nombreuses formes équi-
valentes, dont :
ywνzw
′F
(
aj z
−1w−1ν y−1w−11
)= w,
wνzw
′F
(
aj z
−1w−1ν
)= y−1wF(w1y),
F−1(wν)F−1
(
zw′
)
aj z
−1w−1ν = F−1
(
y−1w
)
w1y,
F−1(wν)ajηj
(
zw′
)
z−1w−1ν = w1γ1
(
y−1w
)
y,
F−1(wν)ajηj
(
zw′η−1j
(
z−1
))
w−1ν = w1γ1
(
y−1wγ−11 (y)
)
.
La dernière de ces possibilités équivaut à l’énoncé suivant :
Il existe un w ∈ W(ν) tel que κ(w) = y−1wγ−11 (y) et λ(w) = zw′η−1j
(
z−1
)
.
On peut maintenant écrire la formule comme suit :
k(w1w)(σv) =
r∑
j=1
1
|WHMj |
∑
ν∈Nj
1
|W(ν)|
∑
w′∈WHMj , w∈W(ν), y∈W
G
t , z∈WHMj
κ(w)=y−1wγ−11 (y), λ(w)=zw′η−1j (z−1)
QHw′ .
Il est clair qu’on peut remplacer l’égalité κ(w) = y−1wγ−11 (y) par la condition κ(w) ∼γ1 w,
pourvu qu’on introduise en même temps la multiplicité |Zγ1(w)|, et de même pour la condition
sur w′ :
k(w1w)(σv) =
r∑
j=1
1
|WHMj |
∑
ν∈Nj
1
|W(ν)|
∑
w′∈WHMj , w∈W(ν)
κ(w)∼γ w, λ(w)∼η w′
∣∣Zγ1(w)∣∣∣∣Zηj (w′)∣∣QHw′ .
1 j
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w′ ne dépend que la classe de ηj -conjugaison de w′, on peut le remplacer par
QHλ(w). On peut également remplacer |Zηj (w′)| par |Zηj (λ(w))|, et on obtient ainsi une formule
dans laquelle w′ ne joue plus de grand rôle :
k(w1w)(σv) =
r∑
j=1
|Zγ1(w)|
|WHMj |
∑
ν∈Nj
1
|W(ν)|
∑
w∈W(ν)
κ(w)∼γ1w
∑
w′∈WHMj
λ(w)∼ηj w′
∣∣Zηj (λ(w))∣∣QHλ(w).
Le nombre de w′ ∈ WHMj tel que λ(w) ∼ηj w′ est simplement le cardinal de la classe de ηj -
conjugaison de λ(w), soit |WHMj |/|Zηj (λ(w))|. On a donc
k(w1w)(σv) =
r∑
j=1
|Zγ1(w)|
|WHMj |
∑
ν∈Nj
1
|W(ν)|
∑
w∈W(ν)
κ(w)∼γ1w
|WHMj |
|Zηj (λ(w))|
∣∣Zηj (λ(w))∣∣QHλ(w)
=
r∑
j=1
∣∣Zγ1(w)∣∣ ∑
ν∈Nj
1
|W(ν)|
∑
w∈W(ν)
κ(w)∼γ1w
QHλ(w),
ce qui est la formule cherchée. 
Enfin, nous pouvons combiner les deux lemmes précédents avec les développements de la
Section 5.
Théorème 6.8. Nous supposons l’hypothèse 5.1 de trivialité du cocycle satisfaite. Alors, pour
tout E ∈ Irr(WGt )ex et tout g = σv ∈ G, on a
χAE (σv) =
r∑
j=1
∑
ν∈Nj
∑
E′∈Irr(WHMj )ex
〈
E,E′
〉
ν
QHE′(v).
Démonstration. D’après (23), on a
χAE (σv) =
1
|WGt |
∑
w∈WGt
Tr(γ1w, E˜)χKw1w,ϕw1w
= 1|WGt |
∑
w∈WGt
Tr(γ1w, E˜)
∣∣Zγ1(w)∣∣ r∑
j=1
∑
ν∈Nj
1
|W(ν)|
∑
w∈W(ν)
κ(w)∼γ1w
QHλ(w)
=
r∑
j=1
∑
ν∈Nj
1
|W(ν)|
∑
w∈W(ν)
( ∑
w∈WGt
κ(w)∼ w
|Zγ1(κ(w))|
|WGt |
)
Tr
(
γ1κ(w), E˜
)
QHλ(w).γ1
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|Zγ1(w)| = |Zγ1(κ(w))|, et d’autre part, on en déduit que les éléments γ1κ(w) et γ1w de W˜Gt
sont conjugués, et donc que Tr(γ1w, E˜) = Tr(γ1κ(w), E˜).
Ensuite, on peut simplement enlever l’expression entre parenthèses ci-dessus : le nombre de
w ∈ WGt qui sont γ1-conjugués à κ(w) n’est autre que le cardinal de la classe de γ1-conjugaison
de κ(w), soit |WGt |/|Zγ1(κ(w))|. La formule devient donc :
χAE (σv) =
r∑
j=1
∑
ν∈Nj
1
|W(ν)|
∑
w∈W(ν)
Tr
(
γ1κ(w), E˜
)
QHλ(w)(v)
=
r∑
j=1
∑
ν∈Nj
1
|W(ν)|
∑
w∈W(ν)
Tr
(
γ1κ(w), E˜
) ∑
E′∈Irr(WHMj )ex
Tr
(
γ ′λ(w), E˜′
)
QHE′(v)
=
r∑
j=1
∑
ν∈Nj
∑
E′∈Irr(WHM)ex
〈
E,E′
〉
ν
QHE′(v). 
7. Classes de conjugaison de sous-groupes de Lévi dans le centralisateur d’un élément
semi-simple
On garde les notations des sections précédentes : G est un groupe réductif, L = ZG(T1) est
un sous-groupe de Lévi qui possède un couple cuspidal (Σ,E), et M = Z◦L(σ ), où σ ∈ Σss.
Rappelons la définition de l’ensemble M introduit en (29) :
M = {Mx : x ∈ G, x−1σx ∈ Σss} où Mx = Z◦H(xT1x−1).
À ce moment-là, nous avons remarqué que M se répartit en un nombre fini de classes de conju-
gaison sous H.
Remarque 7.1. À la Section 5.4, la notation σ désignait un élément de G conjugué à un élément
de Σss. Ici, on l’a supposé dans Σss. Il est clair qu’aucune perte de généralité n’en résulte.
Cette section est consacrée à la preuve du théorème suivant :
Théorème 7.2. Si G est semi-simple, quasi-simple, et différent de PSp2n, PSO2n, 12 Spin2n et
Esc7 , alors tous les membres de M sont conjugués sous H. Si G est l’un de ces quatre groupes,
alors M se répartit en une ou deux classes de conjugaison sous H.
Il est à rappeler (voir la Remarque 6.1) que tous les membres de M sont conjugués sous G et
donc isomorphes.
Remarque 7.3. Soit x ∈ G est tel que x−1σx ∈ Σss, et posons σ ′ = x−1σx. On sait, d’après la
Remarque 6.1, que σ et σ ′ sont conjugués (dans L) à multiplication par un élément de T1 près.
Il y a donc un f ∈ L et un z ∈ T1 tel que f−1σ ′f = zσ , ou autrement dit, (xf )−1σ(xf ) = zσ .
Puisque f centralise T1, il est clair xfT1(xf )−1 = xT1x−1, et donc que Mxf = Mx . On ne
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perte de généralité, que x−1σx = zσ , avec z ∈ T1.
7.1. Les cas triviaux
Si L = G, alors on a H = M = Mx pour tout x, et il n’y a rien à démontrer. En particulier, le
théorème est donc vrai dans les cas suivants :
G = L M
E6 A5 × A1, (A2)3,E6
E7 A5 × A2, (A3)2 × A1,E7
E8 (A4)2,A5 × A2 × A1,D5 × A3,D8,E6 × A2,E7 × A1,E8
F4 C3 × A1,A2 × A2,A3 × A1,B4,F4
G2 A1 × A1,A2,G2
7.2. Graphes de Dynkin
Soient ΔG, ΔL, ΔH, ΔM et ΔMx les graphes de Dynkin des groupes correspondants, et soient
Δ˜G et Δ˜L les graphes de Dynkin complétés de G et de L. Rappelons que le graphe de Dynkin
d’un sous-groupe de Lévi (resp. du centralisateur d’un élément semi-simple) peut être identifié
à un sous-graphe, unique à conjugaison sous le groupe de Weyl près, du graphe de Dynkin
(resp. graphe de Dynkin complété) du groupe de départ. On a donc les inclusions suivantes :
ΔL ⊂ ΔG et ΔMx ⊂ ΔH ⊂ Δ˜G.
On sait déjà que ΔM  ΔMx pour tout x. Pour montrer que tous les Mx sont conjugués dans
H, il suffit de montrer que les sous-graphes ΔMx de ΔH sont conjugués par le groupe de Weyl
de H. En particulier, si tous les sous-graphes de ΔH isomorphes à ΔM soient conjugués, alors le
théorème s’ensuit.
Il arrive parfois que Δ˜G (et donc ΔH) ne contienne qu’un seul sous-graphe isomorphe à ΔM.
Dans ces cas-là, il n’y a rien à démontrer, et le résultat est immédiat.
7.3. Les groupes de type A et les groupes exceptionnels
Si G est de type An, alors tout centralisateur d’un élément semi-simple est en fait de Lévi, et
on peut donc se restreindre à considérer le graphe de Dynkin non complété ΔG. M est de type
(Ar−1)(n+1)/r . Si l’on note α1, . . . , αn les nœuds de ΔG, il est clair que l’unique sous-graphe de
type (Ar−1)(n+1)/r est celui qui contient les nœuds
α1, . . . , αr−1;αr+1, . . . , α2r−1; . . . ;α(n+1)/r−r+1, . . . , αn.
Supposons maintenant que (G,L,M) est l’un des triplets qui figurent dans la Table 3. Dans
les cas où il n’y a aucune mention sous l’en-tête « remarque », le graphe Δ˜G ne contient qu’un
seul sous-graphe isomorphe à ΔM.
Dans les trois cas qui portent la mention (∗), Δ˜G contient d’autres sous-graphes isomorphes
à ΔM, et il faut donc faire un argument supplémentaire. Considérons le cas où G et de type E7 et
M de type (A1)4. Le groupe ne peut pas être un sous-groupe de Lévi de G : on sait que M admet
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Groupes exceptionnels.
G L M Graphe Remarque
An (Ar−1)(n+1)/r (Ar−1)(n+1)/r • • ◦ • • ◦ ◦ • •
E6 D4 A1 × A1 × A1 × A1 •◦• ◦ • ◦ •
D4 D4
◦•◦ • • • ◦
E7 D4 A1 × A1 × A1 × A1 ◦• ◦ • ◦ • ◦ • (∗)
D4 D4 •◦ ◦ • • • ◦ ◦
E6 A2 × A2 × A2 •• • ◦ • ◦ • •
E6 E6 •◦ • • • • • ◦
E8 D4 A1 × A1 × A1 × A1 •◦ ◦ ◦ • ◦ • ◦ • (∗)
D4 D4 •◦ • • • ◦ ◦ ◦ ◦
E6 A2 × A2 × A2 ◦• • ◦ • • ◦ • •
E6 E6 •• • • • • ◦ ◦ ◦
E7 A3 × A3 × A1 •• ◦ • • ◦ • • •
E7 E7 •• • • • • • ◦ ◦
F4 B2 A1 × A1 • ◦ •〉◦ ◦ (∗)
B2 B2 ◦ ◦ •〉• ◦
un faisceau caractère cuspidal, mais selon la Table 1, G n’a pas de sous-groupe de Lévi isogène
à M qui en admet un. Il est facile de faire la liste de tous les sous-graphes de Δ˜G de type (A1)4 :
•• ◦ • ◦ • ◦ ◦
•◦ ◦ • ◦ • ◦ •
•• ◦ • ◦ ◦ • ◦
•◦ • ◦ ◦ • ◦ •
•• ◦ • ◦ ◦ ◦ •
•• ◦ ◦ ◦ • ◦ •
et ◦• ◦ • ◦ • ◦ •
Les six premiers sous-graphes sont tous conjugués sous le groupe de Weyl de G, et chacun des
quatre premiers sous-graphes est contenu dans un sous-graphe de type E7, et correspond donc
à un sous-groupe de Lévi. Seul le dernier correspond à un sous-groupe qui n’est pas de Lévi ;
celui-là doit être égal à ΔM.
Un argument semblable permet de traiter les autres cas marqués (∗) : dans chaque cas, on
trouve d’après la Table 1 que M n’est pas un sous-groupe de Lévi de G, et que Δ˜G n’a qu’un
seul sous-graphe isomorphe à ΔM dont le sous-groupe correspondant n’est pas de Lévi. Ce
sous-graphe-là est donc forcément égal et à ΔM. En particulier, ΔM est seul dans sa classe de
conjugaison sous le groupe de Weyl G, et donc sous celui de H.
Le théorème est maintenant démontré dans tous les cas figurant dans la Table 3.
7.4. Les groupes classiques
Supposons maintenant que G est l’un des groupes SO2n+1, Sp2n, ou SO2n. Dans les groupes
classiques, nous pouvons tirer profit du fait que tout sous-groupe de Lévi se décompose en produit
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L  Lder × T1.
De plus, L se plonge dans un sous-groupe réductif
Lder × L1 ⊂ G
où L1 est semi-simple, quasi-simple et du même type que G, et où T1 est un tore maximal de L1.
Le groupe L1 se décrit comme suit : si G = SON (resp. G = SpN ), alors il y a un entier positif
M N tel que Lder  SOM (resp. Lder  SpM ), et on a que L1  SON−M (resp. L1  SpN−M ).
Il est à noter que Lder × L1 n’est pas en général de Lévi.
Si y est un élément d’un groupe classique, on note E(y) l’ensemble (avec multiplicités) de
ses valeurs propres. Si l’on décompose un élément y ∈ Lder × L1 en un produit y = d × t , où
d ∈ Lder et t ∈ L1, alors E(y) = E(d) ∪ E(t). Enfin, rappelons que dans tout groupe classique
quasi-simple, deux éléments semi-simples sont conjugués si et seulement s’ils ont les mêmes
valeurs propres avec les mêmes multiplicités.
Imposons l’hypothèse de la Remarque 7.3, et reprenons ses notations : σ ′ = x−1σx = zσ , où
z ∈ T1. Écrivons σ comme un produit d · t , où d ∈ Lder et t ∈ T1, et de même pour σ ′ = d ′ · t ′.
Puisque de telles décompositions sont uniques, l’égalité σ ′ = zσ implique que
d ′ = d et t ′ = zt.
Puisque σ et σ ′ sont conjugués, on sait que E(σ) = E(σ ′), et puis il s’ensuit que E(t) = E(zt).
Il existe donc un k ∈ NL1(T1) tel que ktk−1 = zt . Puisque k commute avec Lder, on a maintenant
kσk−1 = k dtk−1 = z dt = σ ′.
Posons h′ = xk ; alors h′σh′−1 = σ . D’autre part, on a que h′T1h′−1 = xT1x−1 (car k normalise
T1), et donc
h′Mh′−1 = Mx. (42)
L’élément h′ appartient au groupe éventuellement non connexe ZG(σ ). Il reste de démontrer
qu’on peut remplacer h′ par un élément de H.
Considérons le groupe non connexe Om. Il est clair que pour tout tore S ⊂ SOm, il existe un
élément dans la composante non neutre de Om qui commute avec S. Par conséquent, si S est un
tore dans un produit quelconque des Om, des Spm, et des GLm, alors toute composante contient
un élément commutant avec S. Le groupe ZG(σ ) est un sous-groupe d’un tel produit, et donc
dans la composante de ZG(σ ) contenant h′, il existe un élément r qui centralise le tore x−1T1x.
Cette dernière condition implique que r normalise Mx . Ensuite, posons h = r−1h′. Cet élément
est forcément dans la composante neutre de ZG(σ ), i.e., dans H. Il résultes alors de (42) que
hMh−1 = Mx . M et Mx sont donc conjugués sous H.
Remarque 7.4. Au cours de cette preuve, l’hypothèse que L et M admettent des faisceaux carac-
tères cuspidaux n’a joué aucun rôle. Cela nous aidera plus tard à traiter les groupes simplement
connexes de type classique.
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Supposons que G est l’un des groupes PSp2n ou PSO2n. La preuve pour ces groupes-ci
consiste à se ramener au cas des groupes classiques. Posons G˜ = Sp2n ou SO2n, respectivement,
et soit π : G˜ → G l’application quotient naturelle. Soit T˜1 la composante neutre de π−1(T1),
et posons L˜ = ZG˜(T˜1) et Σ˜ss = π−1(Σss). Ensuite, choisissons un point σ˙ ∈ π−1(σ ), ainsi
qu’un x˙ ∈ π−1(x) pour tout x ∈ G tel que x−1σx ∈ Σss. On a donc x˙−1σ˙ x˙ ∈ Σ˜ss. Enfin, po-
sons M˜x˙ = ZH˜(x˙T˜1x˙−1). L’ensemble Σ˜ss est soit connexe, soit à deux composantes. Essayons
d’abord de mieux le comprendre.
Soit C ⊂ L/T1 la classe de conjugaison dont Σss est l’image réciproque, et considérons
l’application q : L˜/T˜1 → L/T1. L’ensemble C˜ = q−1(C) contient une ou deux classes de conju-
gaison et une ou deux composantes. D’une part, toute classe de conjugaison dans L˜/T˜1 est
connexe ; d’autre part, la réunion de deux classes de conjugaison de même dimension est for-
cément non connexe. On conclut que chaque composante de C˜ est une classe de conjugaison.
Ensuite, l’application r : L˜ → L˜/T˜1 étant à noyau connexe, on voit que l’opération d’image réci-
proque sous r préserve le nombre de composantes. Donc chaque composante de Σ˜ss = r−1(C˜)
est l’image réciproque d’une seule classe de conjugaison dans L˜/T˜1.
Si Σ˜ss est connexe, alors tous les M˜x˙ sont conjugués sous H˜ (car le théorème est déjà établi
pour G˜), et donc leurs images Mx sont conjugués sous H.
En revanche, si Σ˜ss est réunion de deux composantes, notons-les Σ˜+ss et Σ˜−ss . Ensuite, definis-
sons deux sous-ensemble M+,M− ⊂ M par
M± = {Mx : x˙−1σ˙ x˙ ∈ Σ˜±ss}.
Il est à noter que cette répartition de M en deux sous-ensembles est bien définie, i.e., indépen-
dante des choix des éléments x˙ et σ˙ . Tous les membres de M+ (resp. M−) sont conjugués sous
H, puisque les M˜x˙ correspondants sont conjugués sous H˜.
Parfois, les membres de M+ et de M− deviennent conjugués sous H, mais il est égale-
ment possible qu’ils restent non conjugués. Par exemple, supposons que G˜ = SO4r et M˜ = L˜ 
SO2r × T˜1. Soit σ˙ l’élément (−1,1) ∈ SO2r × T˜1. Alors H˜  SO2r ×SO2r . Remarquons que les
éléments σ˙ et −σ˙ ont les mêmes valeurs propres (avec les mêmes multiplicités) ; ils sont donc
conjugués dans G˜. En effet, soit x˙ ∈ G˜ une matrice de permutation telle que la conjugaison par
x˙ échange les deux facteurs de H. On a alors x˙−1σ˙ x˙ = −σ˙ . Il est clair que x˙M˜x˙−1 et M˜ ne sont
pas conjugués dans H. Au contraire, l’image x de x˙ dans PSO4r centralise l’image σ de σ˙ . Par
conséquent, les images de M˜ et de xM˜x−1, qui restent non conjugués, appartiennent tous les
deux à M.
7.6. Les groupes Spin et 12 Spin
Si G est l’un des groupes Spinm ou 12 Spin4m, posons G¯ = SOm ou PSO4m, respectivement.
G¯ est donc un quotient de G par un sous-groupe central de cardinal 2. Définissons L¯, T¯1, H¯, Σ¯ss
et M¯x comme étant les images dans G¯ de L, T1, H, Σss et Mx . Le théorème étant déjà établi
pour SOm et PSO4m, on sait que les M¯x se répartissent en une ou deux classes de conjugaison
sous H¯.
Ainsi que nous l’avons remarqué à la Section 7.2, les questions de conjugaison de sous-
groupes de Lévi se résolvent au niveau du graphe de Dynkin : deux sous-groupes de Lévi sont
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Weyl. Les Mx et les M¯x étant des sous-groupes de Lévi correspondants de H et H¯, on voit que
la répartition des Mx en classes de conjugaison sous H coïncide avec celle des M¯x sous H¯.
7.7. Le cas G = E6, L = M = (A2)2
Imposons les hypothèses et prenons les notations de la Remarque 7.3 : on a σ ′ = x−1σx = zσ
pour un certain z ∈ T1.
Le graphe de Dynkin complété Δ˜G contient trois sous-graphes de type (A2)2 :
◦◦• • ◦ • •
••• • ◦ ◦ ◦
••◦ ◦ ◦ • •
Si ΔH ne contient qu’un de ces trois graphes, alors le résultat se déduit des arguments de la
Section 7.2. Le seul sous-graphe propre de Δ˜G qui en contient au moins deux est de type (A2)3,
et celui-ci les contient tous les trois. Supposons désormais que H est de type (A2)3.
Le groupe H est donc un quotient central de (SL3)3. Notons μ3 le groupe des racines troi-
sièmes de l’unité, identifié avec le groupe des matrices scalaires dans (i.e., le centre de) SL3.
Nous montrons maintenant que
H  (SL3 × SL3 × SL3)/μΔ3 ,
où μΔ3 est l’image du plongement diagonal μ3 ↪→ μ3 ×μ3 ×μ3. Soit K le noyau de l’application
(SL3)3 → H. D’une part, on sait que |Z(G)| = 3, et donc |Z(L)/Z◦(L)| doit diviser 3, mais si K
était trivial (et donc H  (SL3)3), on pourrait en déduire que |Z(L)/Z◦(L)| = |Z(SL3 × SL3)| =
9. D’autre part, si |K| valait 9 ou 27, il est facile de voir que L serait à centre connexe, mais pour
qu’un groupe de type (A2)2 admette un faisceau caractère cuspidal, il ne doit pas être à centre
connexe. On conclut que |K| = 3, et sans perte de généralité, on peut identifier K avec μΔ3 .
Par un léger abus de notation, nous allons écrire des triplets (a, b, c) ∈ (SL3)3 pour désigner
des éléments de H. Soit ω ∈ μ3 une racine primitive troisième de l’unité. Le centre de H est
l’ensemble {(a, b, c): a, b, c ∈ μ3}, où on a, bien sûr, l’identification (ω,ω,ω) = (1,1,1).
Notons T le groupe des matrices diagonales dans SL3, et soit M1, M2, et M3 les images dans
H de SL3 × SL3 × T, T × SL3 × SL3, et SL3 × T × SL3, respectivement. Ces derniers sont
des sous-groupes de Lévi de H correspondant aux trois graphes ci-dessus. Tout sous-groupe de
Lévi de H de type (A2)2 est conjugué à l’un de ces trois. Supposons, sans perte de généralité,
que M = M1 et que Mx est égal à l’un de M1, M2, M3. Notre but est donc de démontrer que
Mx = M1.
Soit U une représentation irréductible de G de dimension 27, et soit V la représentation
naturelle de SL3 de dimension 3. Alors
U |H  V ⊗ V ∗ ⊗ k︸ ︷︷ ︸
U1
⊕ k ⊗ V ⊗ V ∗︸ ︷︷ ︸
U2
⊕V ∗ ⊗ k ⊗ V︸ ︷︷ ︸
U3
.
On a Ui = UZ◦(Mi ) pour i = 1,2,3. (Ici UZ◦(Mi ) désigne le sous-espace de U sur lequel Z◦(Mi )
agit trivialement.)
Un élément (a, b, c) ∈ Z(H) agit sur U1 (resp. U2, U3) par le scalaire ab−1 (resp. bc−1, ca−1).
Nous pouvons maintenant identifier Z(G) comme sous-groupe de Z(H) : c’est l’ensemble des
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bc−1 = ca−1 :
Z(G) = {(1,1,1), (1,ω,ω2), (1,ω2,ω)}.
Bien sûr, on a σ ∈ Z(H) ; par contre, σ /∈ Z(G) (car H = Z◦G(σ )). Il y a donc six possibilités
pour σ :
(1,1,ω), (1,ω,1),
(
1,ω2,ω2
)
,(
1,1,ω2
)
, (1,ω,ω),
(
1,ω2,1
)
. (43)
Il est à noter que chaque élément de Z(H) Z(G) agit sur les trois composantes U1, U2, U3 par
trois scalaires différents.
Montrons maintenant que σ ′ ∈ Z(H)  Z(G) aussi. On sait que σ ′ = zσ avec z ∈ T1. Si
σ = (a, b, c), alors σ ′ = (a, b, c′) pour une certaine matrice c′ ∈ T. Écrivons
σ ′ =
(
a, b,
[
c′1
c′2
c′3
])
, où c′1c′2c′3 = 1.
Cet élément agit sur U1 par le scalaire ab−1, et ses valeurs propres sur U2 (resp. U3) sont bc′−11 ,
bc′−12 , bc
′−1
3 (resp. c′1a−1, c′2a−1, c′3a−1), chacune avec multiplicité 3. Mais ses valeurs propres
doivent coïncider avec celles de σ : on en déduit immédiatement que c′1, c′2, et c′3 sont des
racines troisièmes de l’unité. Ensuite, la condition c′1c′2c′3 = 1 sur trois racines troisièmes de
l’unité implique qu’elles sont soit toutes égales, soit toutes distinctes. Mais si elles étaient toutes
distinctes, σ ′ aurait trois valeurs propres distinctes sur U2, tandis que σ n’en a que deux sur
U2 ⊕U3. Il faut donc c′1 = c′2 = c′3, i.e., que c′ soit une matrice scalaire, et donc que σ ′ ∈ Z(H).
Puisque σ agit sur U1 = UZ◦(M) par ab−1, il faut que σ ′ agisse sur UZ◦(Mx) par ab−1. Mais
σ ′ agit sur U1 par ab−1, et par d’autres scalaires sur U2 et U3. On en déduit que UZ
◦(Mx) = U1,
et donc que Mx = M.
7.8. Le cas G = E7, L = M = (A1)3
Les hypothèses et notations de la Remarque 7.3 restent en vigueur.
Rappelons que E7 contient plusieurs classes de conjugaison de sous-groupes de Lévi de type
(A1)3, dont une seule admet des faisceaux caractères cuspidaux. Le graphe de Dynkin complété
Δ˜G contient deux sous-graphes correspondant à cette classe de conjugaison :
•• ◦ • ◦ ◦ ◦ ◦ •◦ ◦ ◦ ◦ • ◦ •
Il s’ensuit que M se répartit en au plus deux classes de conjugaison sous H. Nous démontrons
par exemple maintenant que les membres de M ne sont pas forcément tous conjugués.
Prenons pour H l’unique sous-groupe (à conjugaison près) de type A3 × A1 × A3. H est donc
un quotient de SL4 × SL2 × SL4.
Soit K1 l’image de SL4 × SL2 × T dans H, et K2 l’image de T × SL2 × SL4. Soit M1
(resp. M2) le sous-groupe de Lévi (unique à conjugaison près) de K1 (resp. K2) de type (A1)3.
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dans H.
Puisque |Z(G)| = 2, on sait que |Z(K1)/Z◦(K1)| 2. D’autre part, le fait que son sous-groupe
de Lévi M1 admette un faisceau caractère cuspidal implique que |Z(K1)/Z◦(K1)| = 2.
Explicitons le centre de H. C’est un quotient de μ4 ×μ2 ×μ4. Des considérations semblables
à celles de la section précédente permettent de trouver explicitement le noyau de cette applica-
tion, en utilisant le fait que |Z(K1)/Z◦(K1)| = 2 et que le caractère non trivial du centre de K1 est
à restriction non triviale sur chaque facteur quasi-simple de M1. On trouve qu’on peut identifier
H  (SL4 × SL2 × SL4)/μΔ4 ,
où μΔ4 ⊂ μ4 ×μ2 ×μ4 est le groupe cyclique engendré par (i,−1, i).
En particulier, on a |Z(H)| = 8. Deux éléments parmi les 8 constituent Z(G) : à savoir, les
triplets (1,1,1) et (−1,−1,−1). L’élément σ doit être l’un des six éléments qui restent. Écrivons
un ensemble de représentants de ces six éléments :
ordre 4 : (1,1, i) (1,−1, i)
(1,1,−i) (1,−1,−i) ordre 2 :
(1,1,−1)
(1,−1,1)
Il est clair que K1 et K2 sont conjugués sous G : leurs sous-graphes dans Δ˜G sont conjugués.
Soit x ∈ G un élément tel que xK1x−1 = K2 et xK2x−1 = K1. La conjugaison par x préserve
H et donc Z(H). Puisqu’elle doit également préserver le facteur de type A1 dans H, on voit que
la conjugaison par x doit stabiliser les deux éléments d’ordre 2 dans Z(H). (Il est à noter que
(1,1,−1) = (−1,1,1) dans Z(H).)
En résumé, si l’on pose σ = (1,1,−1) ou σ = (1,−1,1), il existe un x ∈ G qui stabilise σ ,
mais tel que Mx = M2 n’est pas conjugué dans H à M = M1.
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