Abstract-This paper provides a comparative study of several enhanced versions of the fuzzy c-means clustering algorithm in an application of histogram-based image color reduction. A common preprocessing is performed before clustering, consisting of a preliminary color quantization, histogram extraction and selection of frequently occurring colors of the image. These selected colors will be clustered by tested c-means algorithms. Clustering is followed by another common step, which creates the output image. Besides conventional hard (HCM) and fuzzy c-means (FCM) clustering, the so-called generalized improved partition FCM algorithm, and several versions of the suppressed FCM (s-FCM) in its conventional and generalized form, are included in this study. Accuracy is measured as the average color difference between pixels of the input and output image, while efficiency is mostly characterized by the total runtime of the performed color reduction. Numerical evaluation found all enhanced FCM algorithms more accurate, and four out of seven enhanced algorithms faster than FCM. All tested algorithms can create reduced color images of acceptable quality.
I. INTRODUCTION
Data reduction has always been widely researched due to limitations in storage space and communication bandwidth [1] , [2] . The relevant issue in most such applications is to retain the meaning of the data as much as possible while reducing its size. This requirement led to several optimal methods, which employed self-organizing maps [3] , ant colony [4] , Fibonacci lattices [5] , self growing and self organized neural gas [6] , superposed histogram based adaptive clustering [7] , dynamic programming [8] , modified fuzzy c-means clustering [9] , improved hard c-means clustering [10] , and histogram-based c-means clustering [2] . Besides effective storage and communication, the most relevant applications of color reduction are in image segmentation [11] [12], [13] and document analysis [14] .
In an earlier paper [2] we introduced a histogram-based formulation of the color reduction problem applicable for various c-means clustering algorithms. Input images were fed to a preliminary processing to extract and list the most frequently occurring colors, and then c-means clustering was applied to this list. This paper attempts to provide a comparative study of various fuzzy c-means algorithms with improved partition, based on their application for color reduction within the above mentioned framework. Algorithms involved in this study include generalized improved partition fuzzy c-means (GIFP-FCM) [15] , [16] , suppressed fuzzy cmeans (s-FCM) [17] , and various generalized versions of s-FCM [18] . Numerical analysis will be performed to reveal the accuracy and efficiency of the tested algorithms.
The rest of this paper is structured as follows. Section II presents the framework employed, while section III takes into account the algorithms involved in this study. Numerical evaluation is provided in section IV, while conclusions are given in the last section.
II. THE FRAMEWORK
In a previous paper [2] we introduced an efficient color reduction framework applicable with various clustering algorithms. The whole color reduction process was performed in three steps: 1) Preprocessing first provides a color quantization, reducing the possible colors from 2 24 ≈ 16.77 millions to 52 3 ≈ 140 thousands, followed by a color selection, which separates frequent quantized colors from rare ones via histogram thresholding, and feeds the set of frequent quantized colors to the next step. 2) Clustering applies the chosen version of c-means algorithm to the selected quantized colors and performs fast histogram-based [19] and memory-efficient [20] clustering. This process provides optimal cluster prototypes and a label to each selected quantized color. 3) Creating output image consists of labeling all existing quantized colors of the image and then repainting each pixel of the original image according to the label of the pixel' quantized color. There are two main parameters in the framework, valid for all clustering algorithms:
1) The number of clusters c, which can vary between 2 and 256. 2) The selection percentage P ranging 80 − 100 % is the parameter of the color selection during preprocessing.
It determines the amount of pixels that will count at the actual clustering. Excluding 10 % of the pixels that belong to least frequent quantized color usually leaves outside of the selected set two thirds of the quantized colors [2] . Initial cluster prototypes are chosen as random selected colors constrained by a minimum difference criterion [21] .
III. EMPLOYED CLUSTERING ALGORITHMS A. The conventional ones
The conventional fuzzy c-means (FCM) algorithm partitions a set of object data X = {x 1 , x 2 , . . . , x n } into a number of c clusters based on the minimization of a quadratic objective function, defined as:
where v i represents the prototype or centroid of cluster
is the fuzzy membership function showing the degree to which vector x k belongs to cluster i, m > 1 is the fuzzyfication parameter, and d ik represents the distance (any inner product norm defined by a symmetrical positive definite matrix A) between x k and v i . FCM uses a probabilistic partition, meaning that the fuzzy memberships assigned to any input vector x k with respect to clusters satisfy the probability constraint
The minimization of the objective function J FCM is achieved by alternately applying the optimization of J FCM over {u ik } with v i fixed, i = 1 . . . c, and the optimization of J FCM over {v i } with u ik fixed, i = 1 . . . c, k = 1 . . . n [22] . In each loop, the optimal values are deduced from the zero gradient conditions and Lagrange multipliers, and obtained as follows:
According to the alternating optimization (AO) scheme of the FCM algorithm, Eqs. (2) and (3) are alternately applied, until cluster prototypes stabilize. This stopping criterion compares the sum of norms of the variations of the prototype vectors v i within the latest iteration, with a predefined small threshold value ε.
Hard c-means [23] is a special case of FCM, which uses m = 1, and thus the memberships are obtained by the winner-takes-all rule. Each cluster prototype will be the average of the input vectors assigned to the given cluster.
B. Fuzzy c-means with improved partition
Partitions provided by FCM have an undesired property: in the proximity of the boundary between two neighbor clusters, fuzzy memberships with respect to other clusters have local maxima, instead of being close to zero. To suppress this phenomenon without losing the fuzzy nature 
of the algorithm, Höppner and Klawonn [15] introduced the so-called FCM with improved partition (IFP-FCM), which is derived from an objective function that additionally contains a rewarding term:
where parameters a k are positive numbers. The second term has the effect of pushing the fuzzy membership values u ik , i = 1 . . . c, k = 1 . . . n towards 0 or 1, while maintaining the probabilistic constraint. Later, Zhu et al. [16] introduced a generalized version of this algorithm, derived from the objective function
whose optimization leads to the partition update formula
Equation (6) explains us the behavior of GIFP-FCM: for any input vector x k , the square of its distances measured from all cluster prototypes are virtually reduced by a constant positive value a k . The authors also proposed a formula for the choice of a k : a k = ω min Both versions of the improved clustering models keep FCM's prototype update formula given in Eq. (3).
C. Suppression of fuzzy c-means
The suppressed fuzzy c-means (s-FCM) algorithm [17] had the declared goal of reducing the execution time of FCM by improving its convergence speed, while preserving its good partition quality. The s-FCM algorithm does not minimize J FCM .
Instead of that, it manipulates with the AO scheme of FCM, by inserting an extra computational step in each iteration, placed between the partition update formula (2) and prototype update formula (3). This new step deforms the partition (fuzzy membership functions) according to the following rule: where µ ik (i = 1 . . . c, k = 1 . . . n) represents the fuzzy memberships obtained after suppression. During the iterations of s-FCM, these suppressed membership values µ ik will replace u ik in Eq. (3). Suppression rate α = 1 makes s-FCM identical with FCM, while α = 0 with HCM. All other values of α lead to algorithms that differ from all above mentioned ones.
In an earlier paper [18] we have introduced several generalized rules for the suppression of the FCM partition, and showed the relation of all s-FCM versions with GIFP-FCM. These generalization rules consider the suppression rate context sensitive and thus assign a dedicated α k suppression rate to each input vector x k in each iteration. For this study, we have chosen some of the suppression rules found successful in [18] , they are exhibited in Table I .
IV. NUMERICAL EVALUATION

A. Accuracy benchmarks
To provide quantitative evaluation of the algorithms' accuracy, we will compute the averaged color distance (ACD) between the original input images and the final color reduced images in various scenarios, employing the formula:
where x k is the color vector of pixel k, and λ k is the label given to pixel k. Fifteen color photographs (800 × 600 pixels, 8-bit color depth) were fed to all algorithms presented in Section III, containing 3-30 thousand colors after color quantization. All algorithms were run at 20 different scenarios generated by parameters c ∈ {16, 32, 64, 128, 256} and P ∈ {80%, 90%, 95%, 100%}. Various benchmark indices were recorded, including ACD, total runtime, and number of main loops performed. Table II exhibits the results of the 300 accuracy competitions (15 images × 20 scenarios) of the nine algorithms. Although GIFP-FCM (ω = 0.9) is ranked first, in best 2, and in best 3 the most times, s-FCM (α = 0.9) is the one that performs the most times better than FCM. Table III lists ACD values given by various algorithms in the 20 scenarios, averaged over the 15 images. Again here, GIFP-FCM (ω = 0.9) and s-FCM share the first places. The former performs better for larger values of c and lower values of P parameter. Both tables show that HCM has the worst (but comparable) results out of all tested algorithms, and most improved partition algorithms indeed perform better than FCM in most cases. Figure 1 shows an example of image used as input and three output images created by the GIFP-FCM algorithm, at P = 90% pixel inclusion rate. Sixteen colors proved definitely too few to produce acceptable images, although every relevant detail is visible also here. The other two representations show the output for c = 64 and c = 256 clusters. These images are of better quality. The latter can hardly be distinguished from the original, when screened or printed in small size. These images suggest that FCM-based algorithms are able to extract acceptable palettes of color images. Figure 3 exhibits several examples of reduced color images of good quality, which use only 32-96 colors.
B. Efficiency benchmarks
The efficiency of the algorithms was characterized by their total runtime including preprocessing and the creation of output image. Table IV shows the results of the 300 efficiency competitions (15 images × 20 scenarios) of the algorithms. HCM won almost all competitions, but it was excluded from this table as we were more interested in the competition of fuzzy ones. Here s-FCM (α = 0.5) has top ranking the most times, but gs-FCM (τ = 0.5) was found the one performing the most times quicker than FCM. Figure 2 presents the average runtime of each tested algorithm, obtained in case of various cluster numbers c, and pixel selection rate P = 90%. Averaging was performed over the fifteen test images. All efficiency tests were performed on a PC with i5 processor running at 2.8GHz frequency. Algorithms were allowed to perform up to 300 iterations unless convergence was reached. HCM was stopped after the first iteration that produced no change in labels, while all others used convergence threshold set to ε = c/10.
V. CONCLUSIONS
In this paper we employed seven fuzzy c-means clustering algorithms with improved partition, together with HCM and FCM, in a color reduction problem, to provide a comparison in terms of accuracy and efficiency. All improved partition algorithms produced better accuracy than FCM, and four of them were found more efficient as well. As accuracy is the most important in color reduction, it is recommendable to choose GIFP-FCM using ω = 0.9. In applications where time also counts, gs-FCM with τ = 0.5 might be the right choice.
