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Communicated by P. R. Krishnaiah 
The limiting distribution of the likelihood ratio statistic W, for testing the 
hypothesis of equality of q characteristic roots of a covariance matrix is studied in 
the case of nonnormal populations. It is shown, both theoretically and empirically, 
that the limiting distribution of W, is not robust to departures from normality and 
that W, cannot be used for nonnormal populations with long tails. For the class of 
elliptical populations the limiting distribution of W, can be expressed in close form. 
A corrected test statistic, W,*, is proposed that can be used in principal component 
analysis when sampling from elliptical populations. 
1. INTRODUCTION 
The lack of robustness of certain multivariate statistics derived for 
multivariate normal populations to departures from the normality 
assumption has been investigated. Waternaux (1976) studied the limiting 
distribution for nonnormal populations of the roots of the sample covariance 
matrix when the population roots are simple. Muirhead and Waternaux 
(1980) investigated the limiting joint distribution of the sample canonical 
correlations in the nonnormal case. Fang and Krishnaiah (1982) have 
derived Edgeworth expansions of the joint distribution of functions of eigen- 
values of the sample covariance matrix, correlation matrix and canonical 
correlation matrix for nonnormal populations. These distributions depend on 
the fourth order cumulants of the parent population and are in general much 
affected by the kurtosis of the marginal distributions. 
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The purpose of this paper is to study the limiting distributions of the 
likelihood ratio statistic IV, for testing the equality of q characteristic roots 
of the covariance matrix when sampling from nonnormal populations. 
The criterion is used in principal components analysis in order to test if 
the p original variables can be replaced by the first p -q principal 
components and the q remaining components with smaller and equal 
variance can be ignored. (See, for instance, Kshirsagar (1972).) 
The limiting distributin of W, is studied in Section 2. In Section 3, a 
special class of nonnormal distributions, the elliptical distributions, is 
considered. For this class the limiting distributions of W, under the null 
hypothesis and sequences of alternative hypotheses are surprisingly simple. 
This is also true for the limiting joint distributions of canonical correlations, 
as shown by Muirhead and Waternaux (1980) using similar methods. 
Practical implications of these results are investigated in Section 4. It is 
demonstrated using Monte Carlo methods that the criterion W, is not 
appropriate for testing the null hypothesis in nonnormal populations with 
longer tails than normal. Two statistics I@q and W,* are proposed as alter- 
natives to W, for elliptical populations. The actual significance level and 
power of tests based on these statistics are computed by simulation. 
2. LIMITING DISTRIBUTIONS FOR NON-NORMAL POPULATIONS 
Let x be a (p x 1) vector from a multivariate distribution with E(x) = 0 
for which all fourth order moments and crossmoments exist and denote the 
standardized cumulants by rc:, &, and rcyi(I:. 
For the asymptotic theory assume (without loss of generality) that the 
covariance matrix is diagonal and that the (p - q) largest roots are distinct. 
The likelihood ratio test criterion for the null hypothesis 
under the assumption of multivariate normality is 
w,=-2log fi I I,=, J(~,~JiN”~ 
where I, ... Z, denote the roots of the sample covariance matrix S = (Sij)* 
2.1. Asymptotic Expansion 
The test criterion Wg is rewritten as 
tr S - 5 Ii 
i=q+1 
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Let Z = (zij) be the matrix of standardized variables 
Zjj = ~~ (Sij - 6ij~i) (i,j = l,...,p), 
where 6, is the Kronecker delta. The following expansions hold for the deter- 
minant and trace of S: 
tr Z trZ2 
logJs~=log~A~+--- 
JN 




If the population root A, is simple the rth sample root I, can be expanded as 
(Lawley, 1956); this holds for Y = q + l,...,p under the null hypothesis. 
Substituting these in the expression for IV, yields 
W,=--N ,$ lw,+@ $ @k-l)zkk+ ,,$, zf 
k=l k=l 
j<k 
i&b&- ‘1 ’ + 2 
Ai -A, 
z;k+T &~, ‘kk -&(s, P&i*&)* 
+ O,(N- I’*), (1) 
where pk = 1,/I, and I= (I/q) cj’= I ni* 
Note that expansion (1) is valid whether or not the null hypothesis is true 
provided that the roots I,, , . . . I, are distinct. It does not seem to appear 
elsewhere in the literature. 
2.2. Limiting Distribution of W4 Under the Null Hypothesis 
PROPOSITION 1. The limiting null distribution as N + +a, of W, is that 
of a linear combination of chi-squares with one degree of freedom whose 
coefficients depend on the (standardized) fourth cumulants of the principal 
components of the parent population. 
Proof. Under the null hypothesis, 1, = ... = A, = I= A? and limiting 
distribution of W, is that of 
4 
TO= ‘Y z;+- 
i.71 
l + (zii-q2, 
2 iY* 
id 
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where 
1 q 
‘f=-- v zii, 
4 i5* 
as also shown by Anderson (1963), using another method. By the 
multivariate central limit theorem the variables zii are asymptotically jointly 
multivariate normal with covariance matrix given by 
var zii = rc: + 2 + O(N- ‘) (i = l,...,p), 
var zu = K& + 1 + O(N- ‘) (i,j = l)...) p; i #j), 
COV(Zi,, ZJ = KY;:: + o(N-l) (iJ> z (1, m). 
For nonnormal populations the zvs are in general dependent with limiting 
distributions given by 
lim 
N++cc 
&(zb) = [rc& + l] x*(l), 
and the limiting distribution of W, is complicated. 
For normal populations (or for populations whose fourth cumulants are 
zero), the zij)s are asymptotically independent and the limiting null 
distribution of W, is chi-square with (q + 2)(q - 1)/2 degrees of freedom. 
2.3. Limiting Distribution Under Alternative Hypotheses 
PROPOSITION 2. (a) Under the sequence of alternatives 
&,:&=I (1 ++) (vi= b-,4), 
where a E Rq and Ai > 0, the limiting distribution for large N of W, is that of 
a linear combination of central and noncentral chi-squares with one degree of 
freedom. In the particular case of a random sample of x, where the variables 
J2.i xi are independent and identically distributed with kurtosis K.,, the 
limiting distribution of W, is that of a linear combination of a central chi- 
square and an independent noncentral chi-square 
lim f(W,)=?[q(q- 1)/2] + (1 +k,/2)x”(q- I), 
N++cc 
where the noncentrality parameter is equal to 
5 (ai - a)*/(4 + 2K4) and 1 q a=-- T ai. 
i=l 9 itil 
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(b) Under the sequence of alternatives 
(Vi = l,..., q), 
the limiting distribution as N + + 00 of W, is the same as in the null case. 
Proof. The result follows from expanding pi in case (a), as 
Ai pi=T= 1 +-+o(N-‘) 
e 
(i = l,..., q). 
and noting that under Ha,,, the limiting distribution of W, is that of 
Similarly for (b), pi is expanded as 
Izi 
Pi=T=l+ 
fY?$ + o(N- ‘) (i = l,..., q), 
and the limiting distribution of W, under H& is that of T,,. 
3. THE CASE OF ELLIPTICAL DISTRIBUTIONS 
The limiting distributions of W, are now considered in the case of the 
elliptical distributions with density given by 
c p-“2 g(x’Px) 
for some constant c, symmetric positive definite matrix C and nonnegative 
function g (Kelker, 1970). (If Z = A1 the distribution is invariant under 
rotation and called sperical.) 
The multivariate normal distribution with density 4 and the E- 
contaminated normal distributions with density given by 
are elliptical, as well as the members of the multivariate T distribution 
(Devlin, Gnanadesikan and Kettenring, 1976). 
For elliptical distributions, all fourth order cumulants (when they exist) 
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can be expressed as a function of a single parameter, K, which characterizes 
the kurtosis of the distribution. Let 
K; = 3#& = 3K (i,j = l)...) p; i #j). (3) 
All other cumulants are zero. These relations yield considerable 
simplifications in the asymptotic distributions. 
3.1. Asymptotic Distribution of W, 
PROPOSITION 3. For elliptical distributions with finite kurtosis equal to 
3~ the limiting distributiqn of W,/(K + 1) under the null hypothesis is chi- 
square with v = (q t 2)(q - 1)/2 degrees of freedom. 
Proof. As for the general case, the limiting distribution under H, of W, 
is that of T = (K + 1) u’Hu, where 
u= * ,..., +z,,,z,,,z,, ..., zq,+,, c il &a 
and H is the block diagonal matrix 
H= 
(I, denotes the q x q identity matrix and e’ = (l,..., 1) E R4.) The limiting 
distribution of u is normal with mean 0 and covariance 
i 0 v= 0 I 4(4- I)/2 
Proposition 3 holds since V is nonsingular and VH is idempotent of rank 
v = (q t 2)(q - 1)/2. 
PROPOSITION 4. For elliptical populations with kurtosis equal to 3K 
under the sequence of alternative 
H,,:&=L (1 ++) (Vi= l,...,q), 
where a E rq and Ai > 0, the limiting distribution as N+ +co of Wq/(~ -t 1) 
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is noncentral chi-square with v = (q + 2)(q - 1)/2 degrees of freedom and 
noncentrality parameter equal to 
G (ai- c?)~/~(K + l), 
1 
where a= --zhi, 
i=l 4 
and 
(b) under the sequence of alternatives 
H;,:Ai=l” 1+3 
( 1 
(Vi = l,..., q) 
the limiting distribution as N + 00 of W,/(K + 1) is chi-square with v degrees 
of freedom. 
Proof. As in the proof of Proposition 3, note that in case (a) the limiting 
distribution of W, is that of T,, while in case (b) the limiting distribution of 
W, is that of TO. 
Proposition 4 generalizes two results given by Nagao (1970) for the 
limiting distribution of W, when q =p and the population is multivariate 
normal. By expanding the characteristic function of -2 log A,, Nagao 
showed that under the sequence of alternatives 
K .,+I+$ 
(where R is a symmetric positive matrix), the limiting distribution of W, is 
noncentral chi-square x”(v), with noncentrality parameter equal to 
f trR’-+-(trQ)’ 
[ I 
when 6 = 4, and is central chi-square with v degrees of freedom when 6 = 1. 
Asymptotic expansions of W, under sequences of alternatives have also been 
obtained by Fujikoshi (1981) for normal populations. 
Note that Propositions 3 and 4 hold for any population, elliptical or not, 
provided that the fourth order cumulants satisfy relationship (3). 
The first three sections have been devoted to a theoretical investigation of 
the effects of nonnormality on the limiting distributions of W,. The 
asymptotic distributions suggest a reasonable method for testing the null 
hypothesis of q equal roots in the class of elliptical populations. Let R be a 
consistent estimator of K and let 
w,*= W 4. 
R+1 
330 CHRISTINE M.WATERNAUX 
Two statistics, F?q = W,/K + 1 and W: have the usual asymptotic chi- 
square distribution with v degrees of freedom and could be used to test the 
null hypothesis. (Note, however, that @q is not useful in practice because 
one needs to know the value of the parameter K.) Questions of interest to the 
data analysts are (a) What is the magnitude of the effects, and (b) How 
much better do #‘q and especially W,* perform for various populations? 
A Monte Carlo study was conducted to investigate these concerns. 
4. MONTE CARLO EXPERIMENT 
4.1. Description of Models 
A Monte Carlo experiment was conducted to study the sampling 
distribution of the three statistics W,, W$ and @q for various populations 
and sample sizes N = 50, 100, 200 under the null and alternative hypotheses. 
The different populations considered were 
(a) a multivariate normal population, 
(b) a short-tailed population in which K = -0.67 
and several contaminated normal populations with distribution function 
#Jx 1 a,Z) given in (2), with parameters E = 0.3, (T = 2 (K = 0.52), and 
E = 0.1, u = 3.0 (K = 1.78). The dimensions and population roots considered 
were 
(i) p=q=6and1,=&=...=&=1, 
(ii) p = 6, q = 4 and I, = . . . = A, = 1, A, = 3, II, = 5, 
for the null case. For a study of the power of the test the following alter- 
natives were considered: 
(iii) p=q=6and~,=...=~,=l,~,=(1+6), 
(iv) p=6,q=4and1,=e..=A,=(l+@,k,=3,&=5; 
with departures from the null hypothesis given by 6 = 0.1, 0.5, 1. 
At each sample size, and for each population, 200 samples were generated 
using the multiplicative congruential random number generator developed for 
the Michigan Interactive Data Analysis System (Ericson and FOX, 1976). 
For each sample, the standard computations of a principal components 
analysis were performed, yielding W,, and the previously defined quantities, 
q and @‘q were calculated. The sampling distributions of the three 
statistics W,, W,* and @q were then studied (sampling moments, empirical 
distribution function, plots) and compared to the asymptotic approximations 
derived in Section 3. 
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4.2. Estimation of K 
As shown in Muirhead and Waternaux (1980), a consistent estimator of K 
is given by 
,. 4 m4 K=-7-1, 
q+2 Cm,) 
where 
and yin is the ith component of the (x th observation. 
The following points are worth raising about the estimation of the kurtosis 
of a distribution in general, and K in particular, for long-tailed populations. 
(i) The proposed estimate R is not “robust” in the sense that its 
influence curve (see Hampel, 1973) is not bounded, and therefore one can 
expect sensitivity to large outliers. However 2 is the sample estimate of a 
standardized kurtosis and a large observation will inflate both numerator 
(m,) and denominator (mi). Also rl is, in this case, computed by summing 
over q dimensions, and turned out to be considerably more stable for q > 2 
than the estimate of the kurtosis of a single variable. As shown by Table I, 2 
is a good estimate of K at all sample sizes considered, especially when q = 6. 
(ii) Numerous attempts have been made by the author to produce a 
robust estimate of kurtosis such as by winsorizing or weighting down large 
TABLE I 
Sampling Moments’ of R Based on 200 Samples of Size N 
Model 
Normal 
(K = 0) 
Cont. Normal Cont. Normal 
E = 0.3, a = 2 &=0.1,(1=3 









-0.00 + 0.06 0.49 f 0.19 1.52 f 0.66 
-0.00 f 0.04 0.51 f 0.14 1.66 f 0.5 1 
0.00 f 0.03 0.51 + 0.09 1.74 f 0.38 
-0.00 f 0.08 0.45 f 0.22 1.39 i 0.81 
-0.01 f 0.06 0.51 f 0.18 1.63 f 0.64 
-0.00 f 0.04 0.50 f 0.11 1.76 f 0.54 
a The moments are ave ic i st. dev ri. 
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observations, and several estimates were empirically studied using Monte 
Carlo methods. The robustified estimates exhibited a considerable bias 
towards zero, making the correction term (R + 1) ineffectual. 
4.3. Results 
Some numerical results of the simulations are presented in Tables II and 
III for the normal and long-tailed models. For the short-tailed model, as 
expected, the results of the simulation did not present striking differences 
with that of the normal model. Since the kurtosis of any population should 
satisfy K, > -2, no short-tailed distribution can produce the same extreme 
behavior for W, as occurs for long-tailed distributions. For moderately 
short-tailed models, the sampling distribution of W, seems reasonably well 
approximated by a chi-square. 
It is clearly demonstrated by Table II that the likelihood ratio test 
criterion W, cannot be used for testing the null hypothesis when the parent 
population has longer tails than a normal population, even for moderate 
departures from normality as in the contaminated normal model with 
E = 0.3, o = 2 (the standardized kurtosis is then 3~ = 1.6). For example, in 
Table II, when N= 200 and p = q = 6 for this model the observed 
significance level of the test based on W, is 50%, for a nominal level of 5%. 
On the other hand, the test based on the proposed statistics W,* has an 
observed significance level of 7.5%, not significantly different from the 
nominal level of 5%. For a normal population, the test based on W, is the 
likelihood ratio test but the test criteria W, and W,* are then almost iden- 
tical, and therefore W,* can be used without loss of efficiency at the normal 
model. 
TABLE II 
Number of Times, out of 200, that I+‘, and W,* Exceed 
the ath Percentile of x*(v) under the Null Hypothesis (6 = 0.0) 
Model Normal 
Cont. Normal Cont. Normal Expected Number 
E = 0.3, u = 2 &=o.l,u=3 200a f 2 l/%Gq- a) 
N=200 wll w,* wcl w,* w, w,* 
p=q=6 
a = 0.25 53 52 146 52 198 53 50 f 12 
a = 0.05 10 10 99 15 188 13 lO+ 6 
a = 0.01 4 5 31 1 160 6 2* 3 
p=6,q=4 
a = 0.25 55 49 116 51 183 55 5oi 12 
a = 0.05 11 9 51 12 151 10 1Oi 6 
a = 0.01 1 1 17 2 117 3 2+ 3 
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TABLE III 






@q I+‘,” Expected” 
p=q=6; N=50 
6=0.1 15 14 lO+ 6 
6=0.5 30 30 23 f 9 
6= 1.0 102 96 84k 13 
N= 100 
6=0.1 10 IO llf 6 
6 = 0.5 58 54 40f 11 
s= 1.0 167 166 1605 11 
N=200 
6= 1.0 15 14 125 7 
6 = 0.5 121 123 84k 14 
s= 1.0 197 196 199 i 2 
p=6.q=4; N=50 
6 = 0.1 18 18 lli 6 
6=0.5 46 40 28i 10 
6= 1.0 105 99 106 f 14 
N= 100 
6=0.1 15 14 11k 6 
6 = 0.5 60 61 52 f 12 
6= 1.0 166 167 177 i 9 
N = 200 
6=0.1 10 9 12f 7 
s = 0.5 94 92 105 i 14 
6= 1.0 199 199 199 i 2 
11 8 101 6 
21 19 18f 8 




5 5 llf 6 
72 69 53 * 12 
183 184 184* 8 
7 8 10f 6 
17 22 21i 9 
46 45 69f 13 
15 14 111 6 
43 35 35 5 11 
127 128 135 f II 
10 9 12* 7 
94 92 69rt 13 




Ill f 14 
@+, W,* Expected” 
7 7 lo& 6 
14 17 14* 7 
17 17 30 + 10 
5 3 10f 6 
15 15 19f 8 
61 64 58 f 13 
7 8 llf 6 
41 38 30f IO 
127 139 122 i 14 
1 4 lOi 6 
3 15 16f 8 
8 26 38i 11 
5 6 llf 6 
14 21 22i 9 
42 64 76f 14 
7 7 llf 6 
38 50 38+ 11 
137 141 145 zt 13 
’ The expected number is 200,~ + 2 de, where p = 1 -q = Pr {pq > x~,~~(v)\, is 
computed using Wilson-Hifferty approximation to the noncentral chi-square by normal 
distribution (Johnson and Katz, 1970. p. 140). 
The simulations showed that the asymptotic chi-square approximation to 
the distributions of W, and Wz is good for N = 100, 200, and 6 < 0.1 but 
somewhat less accurate for N = 50; for normal populations, however, the 
asymptotic approximation of the distribution of W, by a chi-square is 
accurate for sample sizes as small as N = 50 under the null hypothesis. The 
noncentral chi-square approximation described reasonably well the sampling 
distribution of @q and W,* for all three models and at all sample sizes and 
6 = 0.1, 0.5, 0.1. 
Some useful information about the power of the test based on W,* and @q 
are also provided by Table III. For fixed sample size and fixed 6, the test 
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becames less powerful as K increases or q decreases. If one is concerned 
about type II error, that is: about missing a relevant dimension in the data, a 
rule of thumb is that at least N= 100 observations are needed for normal 
populations, and at least N= 200 observations for population with 
somewhat heavier tails (K ,< 0.5, say). A more refined estimate of the sample 
size needed may be obtained by the noncentral chi-square approximation, for 
given values of u and IC. 
5. CONCLUSION 
This paper has been concerned with the effect of departures from 
normality on the distribution of the likelihood ratio test statistic IV, used in 
principal components analysis. It is shown that the limiting distribution of 
FV’, for large sample sizes depends on the fourth cumulants of the parent 
population. In practice, the effects can be large enough to make the test 
statistic W, completely ineffectual for rejecting the null hypothesis. This 
would be the case, for instance, if the data are contaminated with about 10% 
of the observations coming from a population with larger variance. 
If the population distribution is approximately elliptical, then an adjusted 
statistic FVz might be substituted for W, to test the equality of the q smallest 
roots. The adjustment consists of dividing by a correction factor that 
depends on an estimate of the kurtosis of the elliptical distribution. The 
correction factor is computed in a straightforward fashion from the sample 
components. 
This approach is simple and requires little programming effort, but is less 
general than the approach advocated by Devlin, Gnanadesikan and 
Kettenring (198 1). These authors recommend using a robust estimate of the 
sample covariance or correlation matrix as an input to the principal 
components analysis. They have reviewed the performance of several robust 
estimates such as those proposed by Maronna (1976) and Huber (1977). 
Whenever available, these estimates may be preferable to the adjustment 
procedure presented in this paper. However, programs for computing robust 
estimates of multivariate dispersion are not part of most standard statistical 
packages at this time. Either method is clearly superior to merely using the 
standard test based on the normal theory. 
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