ABSTRACT In this paper, we propose a novel low-rank regularized generic representation method to address the single sample per person problem in face recognition, which simultaneously employs the structure information from the probe dataset and the generic variation information. Each face image is divided into overlapped patches, whose classification results are aggregated to produce the final result. We generate a subspace for each patch by extracting its eight nearest neighbor patches and explore the relationships between subspaces by imposing a low-rank constraint on the reconstruction coefficients. Moreover, a block-sparsity constraint on the coefficient matrix is imposed to further promote the discrimination of representations. We also propose a dictionary learning method to learn the intra-class facial variations from the generic face datasets, which separates the face contour noise from the variation dictionary by an incoherence regularization item. The experimental results on four public face databases not only show the robustness of our approach to expression, illumination, occlusion, and time variation but also demonstrate the effectiveness of face sketch recognition.
I. INTRODUCTION
Face recognition is an important problem in both computer vision and pattern analysis because of its potential applications in the field of artificial intelligence. A large number of contributions to address the problem have been made. In a real-life scenario, such as passport verification and ID card identification, there is usually only a single sample per person which is the so-called SSPP problem [1] . In that case, many famous face recognition methods [2] - [4] will suffer serious performance drop or even fail to work. This is mainly because all these methods are not robust to outliers or sparse noises such as expression, occlusion and illumination changes under SSPP condition.
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To address SSPP problem, many specially designed face recognition methods have been developed, such as block based Fisher linear discriminative analysis (BlockFLDA) [5] , FLDA_Single [6] and discriminative multi-manifold analysis (DMMA) [7] . The results of these algorithms are not very ideal due to the lack of the intra-class variations. In order to capture the facial intra-class variations, an additional generic training dataset is applied. The generic training based methods, like extended sparse representation for classification (ESRC) [8] , sparse variation dictionary learning (SVDL) [9] and local generic representation (LGR) [10] , improve the performance to a large extent. However, they are performed for each probe image independently, which ignores the structure information in the probe dataset. The probe dataset contains discriminative information though the probe images are unlabeled. When the probe images come from the same class, they will share some common features, and they usually lie in the same subspace, i.e., they could be represented by the base elements of the same class. Representations of probe images from the same class have high similarities. Such structure information can help to improve recognition performance, but it was not used in the three generic training based methods mentioned above. Moreover, the intra-class variation dictionaries are manually designed in ESRC and LGR, which will produce the contour information except the real intraclass variations. These contours of the generic faces will restrict the representation ability of the intra-class variation dictionary.
In recent years, low-rank representation (LRR) [11] is proposed to recover the multiple subspace structures [12] , [13] from the data, which can effectively reveal their membership and shows robustness to outliers and variation changes. Therefore, lots of work [14] - [16] have applied LRR into image classification and shown promising results. For single sample face recognition, there is only one single training image for each subject, which cannot provide sufficient information. An intuitive idea is that we can take advantage of the structure information from the probe dataset to help recognition. Therefore, we hope to exploit LRR to seek the discriminability of the probe dataset.
Based on the above considerations, we propose a low-rank regularized generic representation with block-sparse structure (LRGR-BSS) to address SSPP problem, which aims to integrate the advantages of both the structure information from the probe dataset and the generic variation information. An auxiliary generic dataset is collected to learn the intraclass variation dictionary while the gallery images are used to build the gallery dictionary. We divide each image into a set of overlapped patches and represent each probe patch by the patch gallery dictionary and patch variation dictionary at the corresponding location. To deal with the local deformation (e.g., misalignment) of a patch, its eight nearest neighbor patches are extracted. As the center patch and its eight neighbors are strongly similar, we assume that the whole nine patches lie in a linear subspace like [17] . LRGR-BSS generates a subspace for each local patch of each image. Obviously, as for images from the same class, the subspaces derived from the local patches at the same location are close to each other. Therefore, the low-rank constraint can be actually used to reveal this subspace structure. Since images of the same class are usually represented by the base elements of corresponding class, the representation coefficients of one local patch and its eight neighbors from a probe image should be similar, which will produce a coefficient matrix with block-sparse structure. Due to the influence of noise, the plain low-rank constrained model cannot strictly guarantee the block sparsity of the representation matrix. Therefore, we formulate a block-sparse regularization term into the model to strengthen the block sparsity. In addition, we also propose a dictionary learning method to learn the intra-class variation which is not included in the gallery dataset. In the algorithm, we take advantage of an incoherence regularization item to guarantee the contour noise separated from the learned variation dictionary. Experiments on four public face databases are performed to validate the effectiveness of our approach. This is an extended version of our conference paper [18] . We highlight the newly incorporated work as follows:
1) We introduce a generic training dataset and further propose a low-rank regularized generic representation learning algorithm to improve recognition performance.
2) We propose a dictionary learning method to learn the intra-class facial variations, which separates the contour noise from the learned variation dictionary.
3) We have conducted more experiments to verify the effectiveness of the proposed methods and analyzed different parameter settings.
The rest of this article is organized as follows. We start by introducing related work in Section II. In Section III, we present the details of the proposed algorithms. In Section IV, we introduce the variation dictionary learning strategy. Section V presents our experiments and results. We conclude the paper in Section VI.
II. RELATED WORK
During the past two decades, numerous methods for SSPP problem have been proposed, which can be generally categorized as global methods and local methods. The global methods such as FLDA_single [6] , projection-combined principal component analysis ((PC) 2 A) [19] and linear regression analysis (LRA) [20] treat the whole image as one highdimensional feature vector. Usually, some dimension reduction techniques (e.g. image resizing and principal component analysis (PCA)) are required. Although these global methods are robust to the recognition of those non-discriminative regions like cheek and forehead, they are easily affected by various facial changes such as expression, illumination, occlusion, etc. In order to deal with this problem, an external generic training dataset is applied. For example, Su et al. [1] proposed to use a prediction model learned from the generic training dataset to infer the discriminative information of the gallery dataset. Deng et al. [8] proposed to code the difference between the gallery and probe samples by constructing an intra-class variation dictionary. Yang et al. [9] proposed a sparse variation dictionary learning (SVDL) method. Ji et al. [21] proposed a collaborative probabilistic label based classifier (CPL). To further increase robustness to facial variation, some attempts are made that the invariant features (e.g. Gabor representation [22] , [23] and local binary patterns [24] ) are extracted to recognize the face. Experiments prove that the Gabor and LBP features help to improve the recognition rate [8] , [20] .
For local methods, each face image is first partitioned into a collection of local patches and then some discriminant learning or classification techniques can be applied, such as BlockFLDA [5] , DMMA [7] , robust heterogeneous discriminative analysis (RHDA) [25] , patch based sparse representation for classification (PSRC) [26] , patch based collaborative representation for classification (PCRC) [27] , and so on.
Most of local methods predict the label of the image based on majority voting. Therefore, these local methods can alleviate the effect of facial variations. But there is still a lack of variation information. In view of this problem, Zhu et al. [10] proposed a local generic representation (LGR) based framework which uses correntropy to measure the representation residual. Gao et al. [28] presented a regularized patch-based representation (RPR) by forcing all the patches of a probe image represented by the corresponding patches of the same gallery image. In the two methods, the facial variation information derived from the generic training dataset is incorporated into local representation. As a result, the performances of both methods in single sample face recognition are encouraging.
It is well known that the deep learning based methods can effectively handle various kinds of face recognition. Yang et al. [29] proposed to extract the local adaptive convolution features to deal with SSPP problem. Zeng et al. [30] proposed to use generated virtual training samples to fine-tune a well-trained deep convolutional neural network (DCNN) model. In both the methods, large amounts of aided data are required to train the neural network which leads to the high computational cost, and it is difficult to tune the parameters.
All the above-mentioned methods for SSPP problem are performed for each input signal independently in the probe phase and do not consider the complementarity and similarity of the probe face images. Actually, recent researches [11] , [31] about low-rank matrix recovery theory show that the relationships between subspaces can be revealed by the low-rank constraint. Many face recognition methods [32] - [34] based on low-rank matrix recovery have been proposed and shown promising robustness to sparse noises such as the aforementioned expression, occlusion and illumination changes. In [32] , Ma et al. proposed a discriminative low-rank dictionary learning algorithm. In [33] , Zhang et al. proposed a discriminative structured lowrank method. In [34] , Chen et al. proposed a low-rank matrix approximation algorithm with structural incoherence for robust face recognition. Inspired by the success of LRR, we consider that the low-rank constraint can improve the SSPP face recognition performance since it leverages the global structure over the whole probe images.
III. LEARNING LOW-RANK REGULARIZED GENERIC REPRESENTATION WITH BLOCK-SPARSE STRUCTURE
In this section, we will first introduce how to exploit the structure information in the probe dataset and thus propose to learn a low-rank regularized representation with block-sparse structure (LRR-BSS). Then, we introduce the intra-class variation dictionaries into LRR-BSS and propose to learn a low-rank regularized generic representation with block-sparse structure (LRGR-BSS). We also give an optimization algorithm to resolve the proposed LRGR-BSS model. 
A. LOW-RANK REGULARIZED REPRESENTATION WITH BLOCK-SPARSE STRUCTURE
In this section, we will propose to learn a low-rank regularized representation with block-sparse structure (LRR-BSS).
We are given a gallery dataset {a 1 , · · · , a K } with K classes, where a k is the only single gallery image of the k-th subject. Then a k is divided into a set of overlapped patches Fig. 1 . To improve the robustness of local representation and address the local deformation (e.g., misalignment) of a patch, we extract the eight nearest neighbor patches of each patch. For a pixel on the margin of an image, we use the mirror transform first, then extract its neighbors. We denote the i-th patch and its neighbors as
where a i k,0 = a i k , and suppose them to lie in the subspace i k . The i-th patches and their neighbors from all the K subjects form a local-patch gallery dictionary 
All the i-th local patches and their neighbors from M probe images form a local-patch probe matrix
. If the probe image x j and the gallery image y k are both from the subject k, A i k and X i j should belong to the same subspace i k . As we all know from [11] , the low-rank model can reveal the subspace structure of the data. Then the membership of the A i and X i can be revealed by the following optimization problem:
where 8 ], λ 1 > 0 is a weighting parameter. · F and · * denotes the Frobenius norm and the nuclear norm of a matrix. Here, E i 2 F is exploited by keeping the reconstruction error as small as possible and Z i * is used to capture the global structure of the data. If the probe matrix X i are from the K subjects and manually rearranged in the same way with the gallery dictionary A i , the ideal representation matrix Z i to X i should be blockdiagonal because the probe sample is represented by the gallery samples from the same subspace. In other words, z i j,p is naturally sparse and
] is blocksparse. However, the probe samples are not usually rearranged in the real applications. Even so, the representation matrix Z i still maintain the block-sparse structure, which is shown in Fig. 2 .
To describe the block-sparse structure of Z i , we first define a map function δ k : R n → R n that remains the coefficients associated with the k-th class and lets the others be zero. Then, we further define a map function δ k,j : R m×n → R m×n that keeps the coefficients corresponding to both the class k and the j-th probe image.
, where 0 is a zero vector. Therefore, the coefficients matrix Z i can be also described in the following way:
Theoretically speaking, Z i recovered by (1) is blocksparse. However, (1) cannot strictly guarantee the block sparsity due to the influence of noise. Considering the fact that sparsity helps to recognize the class, we should strengthen the block sparsity. Therefore, we incorporate a block-sparse regularization term into (1) as follows:
where β 1 > 0 is a regularization parameter. Since images should be represented by the base elements of the class that they belong to, our classifier can be pretty simple due to the block sparsity of Z i . The i-th patch's classification result of the probe sample j is determined by
Then the final classification result of the probe sample j can be obtained by the voting of all the patches' classification results.
B. LOW-RANK REGULARIZED GENERIC REPRESENTATION WITH BLOCK-SPARSE STRUCTURE
As described in the section above, LRR-BSS generates a subspace for each local patch and its low-rank constraint reveals the structure information in the probe dataset. However, the probe image is represented only by the gallery images, which cannot strictly distinguish the gallery component and variation component of the probe image. In view of this, to remove the variation included in the probe image, we introduce the intra-class variation dictionaries into the model (3) and propose to learn a low-rank regularized generic representation with block-sparse structure (LRGR-BSS). The idea of LRGR-BSS algorithm is illustrated in Fig. 3 . Under SSPP condition, we usually assume that the intraclass variations of different subjects are similar and the variant bases could be acquired from the generic subjects. Based on this assumption, Deng et al. [8] utilize the generic dataset to build the intra-class variation dictionary to represent the lighting changes, expressions or occlusions. In [35] , they further proposed superposed SRC (SSRC) algorithm which introduced a prototype plus variation (P + V ) model. Under this framework, one can deal with large variation between the gallery and probe images. In SSRC, the probe sample x is represented over the prototype dictionary A and the generic variation dictionary D:
ESRC [8] , LGR [10] and LRA with generic learning (LRA-GL) [20] are successful cases under the framework. In this paper, we also introduce the (P + V ) model into the LRR-BSS algorithm. Then the model (3) can be modified as follows:
where α 1 > 0 is a weighting parameter. The intra-class variation dictionary D i at location i is generated from the generic dataset. The classification method of LRGR-BSS is the same as that of LRR-BSS, but the coefficients used for classification in LRGR-BSS are more discriminative than those in LRR-BSS. Therefore, LRGR-BSS can achieve a higher recognition rate than LRR-BSS.
C. OPTIMIZATION
For convenience, we ignore the superscript and convert (6) to the following equivalent problem:
Solvers of the low rank constrained optimization problem are proposed in many research articles. We adopt the inexact Augmented Lagrange Multiplier (ALM) [36] method. The augmented Lagrangian function L of (7) is: 
we get the following updating formula of E by setting the derivative of (9) to be zero,
Updating Z : Fix the other variables and solve the following problem,
we get the following updating formula of Z by setting the derivative of (11) to be zero,
Updating H : Fix the other variables and solve the following problem,
As suggested by [36] and [37] , the above optimization problem is solved by
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is the singular value decomposition (SVD) and ε [·] is the soft thresholding (shrinkage) operator defined as follows,
Updating Q: Fix the other variables and solve the following problem,
Equation (16) can be solved block by block [38] .
µ k , then the above objective function is formulated as follows:
For ∀k, j, the blocks δ k,j (Q) of matrix Q are independent of each other, therefore,
Updating S: Fix the other variables and solve the following problem,
which yields the following updating formula,
Updating J : Fix the other variables and solve the following problem,
Algorithm 1 Solving Problem (7) by Inexact ALM Input: Data X , prototype dictionary A, intra-class variation dictionary D and parameters λ 1 ,
, µ max = 10 10 , ρ = 1.1, and = 10 −8 . while not converged do 1. fix the others and update E according to (10) . 2. fix the others and update Z according to (12) . 3. fix the others and update H according to (14) . 4. fix the others and update Q according to (16) . 5. fix the others and update S according to (20) . 6. fix the others and update J according to (22) .
update the multipliers
= min(ρµ k , µ max ). 9. check the convergence conditions:
− Q k+1 ∞ < and S k+1 − J k+1 ∞ < . end which can be solved by the soft thresholding (shrinkage) operator [36] ,
With the above main updating formulas collected, we obtain the Inexact ALM scheme in Algorithm 1.
IV. LEARNING INTRA-CLASS VARIATION DICTIONARY A. DICTIONARY LEARNING STRATEGY
Under SSPP condition, an external generic dataset is given to construct the intra-class variation dictionary, which helps to describe the possible facial variations (e.g., illumination, expression and occlusion). To facilitate understanding, the natural images in the generic dataset are named as reference images [28] and the dataset composed of reference images from different generic subjects is denoted as R = [r 1 , r 2 , · · · , r K ], where r c corresponds to the reference image from the c-th subject. The other faces containing some variations compared with the reference images are termed as variation images {R (t) }, where subscript t represents the type of variation. R (t) is a counterpart of R with the variation type t. Suppose that there are N types of variations in the generic dataset, and we denote difference images as V = [V (1) , · · · , V (N ) ], where
30578 VOLUME 7, 2019
The most obvious way of constructing the intra-class variation dictionary is to take advantage of the V directly. Besides, there are also three options for generating an intra-class variation dictionary: the difference to the class centroid, pairwise difference, and the original generic samples themselves [8] . These four kinds of manually designed dictionaries will result in the contour noise. And the large dictionary size will lead to expensive computational cost. To address this issue, we propose to learn a robust intra-class variation dictionary by taking advantage of the (P + V ) model. We denote the variation dictionary by D and the contour noise by c. Then, the linear representation of a variation image r (t) can be written as
where r p is the reference image that corresponds to r (t) and e is the representation residual. Equation (24) can be rewritten as
From (25), we know that V = DZ + E, where E contains the contour noise and the representation residual. The difference images V is made up of facial variations and contours. We hope to learn the facial variations from V while removing the contours and that the learned dictionary only covers the possible variations. Therefore, we should make the learned dictionary away from the reference image and the contour noise. The contour noise is from the difference between the variation image and the reference image, which shows that there is high correlation between the contour noise and the reference image. So, in our objective function, we add an incoherence regularization item D T R 2 F , which has two advantages: (1) it indirectly encourages the learned dictionary D away from the contour noise; (2) it avoid that the learned dictionary D could reconstruct the variation images without the reference images. For each variation type t, the images in V (t) are similar, and they should lie in one subspace. In order to explore the multiple subspace structures, we impose a low-rank constraint on Z . Our objective function for learning intra-class variation dictionary is formulated as follows:
where λ 2 , β 2 and α 2 are three nonnegative regularization parameters. In the above objective function, the sparse coefficient term Z 1 improves the discriminability of D. The constraint on each column of D is used to get rid of the trivial solution. In LRGR-BSS algorithm, we learn a variation dictionary for each local region.
B. OPTIMIZATION
The optimization for problem (26) can be divided into two subproblems. The first subproblem is to compute the optimal Z , E for a given dictionary D. The second subproblem is to solve dictionary D for the given Z , E calculated from the first subproblem. In the following two sections, we will give the details about how to optimize the problem (26).
1) COMPUTING REPRESENTATION Z GIVEN D
With the current D, we use the inexact ALM method to solve for Z and E. The problem (26) can be rewritten as:
The augmented Lagrangian function L of (27) is:
The function is minimized by updating each of the variables E, Z , J , M one at a time. The scheme is as follows:
where 
01, µ max = 10 10 , ρ = 1.1, and = 10 −6 . while not converged do 1. fix the others and update E according to (29) . 2. fix the others and update Z according to (30) . 3. fix the others and update M according to (31) . 4. fix the others and update J according to (32) .
update the multipliers
= min(ρµ k , µ max ). 7. check the convergence conditions:
With fixed Z and E, (26) can be rewritten as:
Following the work of [39] , we update the variation dictionary D atom by atom. All the rest of the atoms are fixed while updating a given atom. The optimization problem (33) is rewritten as:
). By setting the derivative of (34) w.r.t. D(:, j) to be 0, we get
Then we normalize D(:, j) to make its l 2 -norm equal to 1. The dictionary construction process is summarized in Algorithm 3.
V. EXPERIMENTS
In this section, we use the Extended Yale B [40] , AR [41] , LFW [42] and CUFS [43] databases to evaluate our algorithms and compare them with several popular methods dealing with SSPP problem. These methods include adaptive generic learning (AGL) [1] , FLDA_single [6] , ESRC [8] , SVDL [9] , BlockFLDA [5] , LRA*-GL 1 [20] , PSRC [26] , 1 * means that LRA-GL is conducted in a parameter-free manner, which is proposed in the original paper. PCRC [27] , LGR [10] and JCR-ACF [29] . In order to make a fair comparison, we use the greyhound value of images as the feature for all the methods, and all the face images are resized to 80 × 80 in the experiments. For patch based methods, the patch size is fixed as 20 × 20 and the interval κ between the centers of two adjacent patches is 10 pixel. We also evaluate all the patch based methods with the convolutional features of the LFW database provided by Yang et al. [29] . In the following experiments, we set β 1 = η × the number of testing samples, and we set λ 1 = 0.001, η = 3 × 10 −5 and α 1 = 0.005 in the formulation of the low-rank regularized generic representation. And we use λ 2 = 0.01, β 2 = 0.01 and α 2 = 0.05 to learn the intra-class variation dictionaries. All the experiments are conducted on a 3.6GHz machine with i7-7820X CPU and 24G RAM. Since the classification of each local patch can be solved independently, we open 8 Matlab workers for parallel computation to improve the efficiency.
Algorithm 3 Variation Dictionary Learning via

A. EXTENDED YALE B DATABASE
The Extended Yale B face database contains 38 human subjects under 64 illumination conditions. Its extreme lighting conditions make it a challenging task for most face recognition methods. Some sample images from Extended Yale B database are shown in Fig. 4 .
We conduct experiments with the first 30 subjects and use the other 8 subjects as the generic dataset. The size of the intra-class variation dictionaries for each patch is fixed to be 240. The frontal faces with light source directions at 0 degree azimuth (A+000) and at 0 degree elevation (E+00) are used as the gallery dataset while the face images under other illumination conditions are used as the probe dataset. The probe images are randomized into 3 groups, each composed of 630 images. Then, these images are evaluated group by group and the average recognition accuracy of all the probe images is reported. The experimental results are shown in Table 1 . Benefiting from the generic variation information, the average recognition rates of SVDL and LGR reach 85.0% and 86.6%, respectively. By forcing the representation coefficients of features of different local regions to be similar, JCR-ACF obtains a high recognition rate of 90.2%. Although the generic dataset is not used, LRR-BSS achieves the second highest recognition rate. By exploiting the advantages of both the structure information from the probe dataset and the generic variation information, LRGR-BSS achieves the highest average recognition rate reaching 95.5%. Compared with LRR-BSS, the average recognition rate of LRGR-BSS has increased by 3.7%. The high recognition rates of our methods also show the robustness to illumination.
B. AR DATABASE
The AR face database contains over 4,000 color face images of 126 individuals, including frontal faces with different facial expressions, lighting conditions and occlusions. For each individual, 26 pictures were taken in two separate sessions. Fig. 5 shows some sample images from AR database.
Following the experiment setting in [8] , a subset consisting of 100 subjects is selected. The first 80 subjects from session 1 are used for the gallery and probe dataset while the other 20 subjects are used as the generic dataset. We also use the face images from session 2 for evaluation. The size of the intra-class variation dictionaries is fixed to be 120. We use the images under natural expression and illumination from session 1 as the gallery samples. Experimental results on two sessions are shown in Table 2 and Table 3 respectively. We can see that LRGR-BSS outperforms all the other methods. LRR-BSS achieves similar performance with LRGR-BSS though it does not learn any variation information. Experimental results also demonstrate that our method is robust to expression, illumination, disguise and time variation.
C. LFW DATABASE
The LFW database contains images of 5,749 individuals taken under an unconstrained environment. LFW-a is a version of LFW after alignment using commercial software tool [44] . We gathered 158 subjects with no less than 10 samples from LFW-a and collected 10 face images for each subject. Some sample images are shown in Fig. 6 .
In the experiment, the first 50 subjects are used for evaluation, and the remaining subjects are used as the generic dataset. The size of the intra-class variation dictionaries is fixed to 240. Since there are no frontal neutral face images in this database, we use the mean face of each person as the reference image in the generic dataset. In our conference paper [18] , for each subject, we randomly choose one image as the gallery sample. To evaluate performance more effectively and reproduce the experiment conveniently, we sequentially choose one image as the gallery sample and use the remaining nine images as the probe images. Thus 10 experiments are conducted to report average recognition accuracy. The experimental results are listed in Table 4 from which we can see that LRGR-BSS exhibits significantly better performance than all the other ones in unconstrained environment. And LRR-BSS again achieves the second highest recognition rate. In [29] , JCR-ACF achieves exciting performance due to the adaptive deep convolutional features. In order to prove that our methods are also applicable to the convolutional features, we conduct the experiments with the convolutional features of the LFW database provided by Yang [29] . Because the convolutional features are extracted from local regions, we only list the experimental results of the patch based methods in Table 5 . We can see that LRGR-BSS slightly outperforms JCR-ACF, and the recognition rates of all the methods are over 75%. This is because the convolutional features are of good distinctiveness.
D. CUFS DATABASE
The CUFS database contains 188 subjects from the Chinese University of Hong Kong (CUHK) student database, 123 subjects from AR database, and 295 subjects from XM2VTS database. There are 606 subjects in total. For each subject, there is a sketch drawn by an artist based on a frontal neutral face photo. Fig. 7 shows some samples from CUFS database.
We conduct experiments on CUHK and AR databases. For each subject, we use the photo as the gallery image and the sketch as the probe image. We try three different settings.
(1) Setting S1: The AR photo-sketch database is 
FIGURE 7.
Samples from CUFS database. The five subjects on the left are selected from AR database and the rest subjects from CUHK database.
used for evaluation and the CUHK photo-sketch database is used as the generic dataset. (2) Setting S2: The CUHK photosketch database is used for evaluation and the AR photosketch database is used as the generic dataset. (3) Setting S3: We use 100 subjects from the AR photo-sketch database and 150 subjects from the CUHK photo-sketch database for evaluation and the rest of 61 subjects as the generic dataset. The size of the intra-class variation dictionaries in S1 and S2 are fixed to be 80. In S3, we manually design the intra-class variation dictionary with the difference between the photo and the sketch. The experimental results are listed in Table 6 . We can see that our methods achieve the best performance in all of the cases. In S3, LRR-BSS achieves higher recognition rate than LRGR-BSS while PSRC and PCRC achieve higher recognition rate than ESRC, SVDL, LGR and JCR-ACF. This is because the number of the generic subjects is too small to provide sufficient intra-class variation information. Moreover, the intra-class variations contain too much contour information which may be regarded as noise. Even in this case, our methods can still work well.
E. EVALUATION OF THE PROPOSED REPRESENTATIONS 1) PARAMETER EVALUATION
In this section, we analyze the influences of λ 1 , η and α 1 to the recognition rates of our methods. We tune λ 1 , η and α 1 within the range of {0.001, 0.005, 0.01, 0.05}, {2 × 10 −5 , 3×10 −5 , 4×10 −5 , 5×10 −5 } and {0.001, 0.005, 0.01}, respectively. The performances of LRR-BSS and LRGR-BSS under different parameter combinations on AR (session 2) database are presented in Fig. 8 . We observe that if λ 1 is large, the performances tend to deteriorate. And when λ 1 is small, the performances of LRR-BSS and LRGR-BSS are stable for the changes of the other parameters. For simplification, we fix λ 1 = 0.001, η = 3 × 10 −5 and α 1 = 0.005. 
2) PATCH SIZE
In this section, we evaluate the impact of the patch size on recognition performance. We conduct experiments with different patch size on Extended Yale B and AR (session 2) databases. For different patch size, the optimal parameters for learning the variation dictionary may not be the same. In order to avoid the impact of the dictionary learning parameters on recognition performance, we manually design the variation dictionary for different patch size in the same way. The performances of LRGR-BSS and LRR-BSS are listed in Fig. 9 . It can be noticed that the performance decreases when the patch size is too small or too large. This is because the identification information cannot be captured well in both cases. As the patch size becomes larger, the gap between the performances of LRGR-BSS and LRR-BSS is more obvious, which further demonstrates the effectiveness of LRGR-BSS. Moreover, comparing with LRR-BSS, LRGR-BSS is more robust to the patch size. 
3) COMPUTATIONAL EFFICIENCY
In this section, we discuss computational efficiency of our methods on Extended Yale B database. LRGR-BSS and LRR-BSS consume more time than the other methods because they need to solve singular value decomposition (SVD). However, we can significantly improve their computational efficiency by the following three measures: 1) We can decrease the number of patches for classification.
2) To accelerate the convergence of Algorithm 1, we set the initialization of µ to be 0.1.
3) It takes too long to solve SVD if the size of Z is too large in Algorithm 1. Considering this, we randomize the 1890 probe images into 7 groups, each composed of 270 images. Then, these images are evaluated group by group.
The average recognition accuracy and computational time are reported. We list the results in Table 7 . We can see that as the number of patches decreases, the time drops significantly. And compared with the methods in Table 1 , our methods still output the best results .
F. EVALUATION OF INTRA-CLASS VARIATION DICTIONARY LEARNING FORMULATION 1) PARAMETER EVALUATION
In this section, we evaluate the influences of the parameters in the formulation of learning intra-class variation dictionary to the recognition rates of LRGR-BSS algorithm. We tune λ 2 , β 2 and α 2 within the range of {0.01, 0.05} and conduct the evaluation experiments on Extended Yale B and AR (session 2) databases. The experimental results are listed in Table 8 . We observe that the performance varies slightly with varying λ 2 , β 2 and α 2 . To balance the performances of different databases, we fix λ 2 = 0.01, β 2 = 0.01 and α 2 = 0.05 for all the databases.
2) DICTIONARY SIZE
In this section, we also experimentally evaluate the influence of intra-class variation dictionary size to the recognition rates of LRGR-BSS algorithm on Extended Yale B and AR (session 2) databases. The performances are presented in Fig. 10 . Small fluctuation of the recognition rates on Extended Yale B database shows that our dictionary learning method is robust to dictionary size for illumination. We can also see that dictionary size at 120 is suitable to AR database. For different databases, we choose the proper size of variation dictionary according to how many types of variations.
G. CONVERGENCE AND COMPLEXITY
It is difficult to prove the convergence of inexact ALM with three or more blocks in theory [11] . Therefore, we experimentally validate the convergence of the proposed LRR-BSS, LRGR-BSS and intra-class variation dictionary learning method. The convergence curves of our methods on Extended Yale B and AR databases are shown in Fig. 11 . From these figures, we can see that our methods converge within 120 iterations. The common way to express the complexity of one algorithm is using big O notation [45] . For the proposed LRGR-BSS algorithm, we assume that the patch data matrix X ∈ R d×n , patch gallery dictionary A ∈ R d×g , patch variation dictionary D ∈ R d×ω , T is the number of patches of each sample. As stated in Section III-C, LRGR-BSS algorithm is solved iteratively. The main computational cost of LRGR-BSS is spent on Step 3 which involves the singular value decomposition. As it is referred in [11] and [46] , H in Step 3 can be solved with a complexity of O(g 3 + g 2 n). Besides, Z and S are computed with the cost of O(g 3 + g 2 n + gdn) and O(ω 3 + ω 2 n + dgn + dωn), respectively. The rest of steps are negligible. In the experiments, g is of the same magnitude as ω, and g > ω. Thus the total cost of LRGR-BSS algorithm is O(K 1 T (g 3 + g 2 n + gdn)), where K 1 is the number of iterations in Algorithm 1.
For the variation dictionary learning algorithm, we assume that the number of the difference images is m. The complexity calculation method of Algorithm 3 is similar to that of Algorithm 1. And the complexity of the variation dictionary learning algorithm is O(K 3 K 2 T (ω 3 + ω 2 m + ωdm)), where K 2 is the number of iterations in Algorithm 2 and K 3 is the number of iterations in Algorithm 3.
VI. CONCLUSION
In this paper, we propose a low-rank regularized generic representation to address SSPP problem by taking advantages of both the structure information from the probe dataset and the generic variation information. A low-rank constraint and a block-sparsity constraint are incorporated into the unified objective function. The learned representations are discriminative and can be used for classification directly. Moreover, we also propose to learn the intra-class variation dictionary to accelerate the classification of the probe images instead of using the manually designed one. Experimental results on the Extended Yale B, AR, LFW and CUFS databases show that our methods work well for SSPP problem and face sketch recognition. QIAOLIN YE received the B.S. degree in computer science from the Nanjing Institute of Technology, Nanjing, China, in 2007, the M.S. degree in computer science and technology from Nanjing Forestry University, Nanjing, China, in 2009, and the Ph.D. degree in pattern recognition and intelligence system from the Nanjing University of Science and Technology, Nanjing, in 2013. He is currently an Associate Professor with the Computer Science Department, Nanjing Forestry University. He has authored more than 50 scientific papers. Some of them are published in the IEEE TNNLS, the IEEE TIFS, and the IEEE TCSVT. His research interests include machine learning, data mining, and pattern recognition. VOLUME 7, 2019 
