I. Introduction.
Let Cl be a complex Banach algebra with identity e, and let 03 be the Banach algebra of operators on Ct considered as a Banach space.
Given u, i>GCt, let TE<& he defined by Tx = ux -xv. This operator was studied in [4] where it was shown that if a(x, Ct) denotes the spectrum of xE Ct, then where / is holomorphic on a(u, Ct) -a(v, Ct), and c is a suitable contour.
In the present note we study the operator SG® defined by Sx = 'YJi=iuixvi, {ui} and {vj} being commutative subsets of Ct; but it is understood that {uj} need not commute with {vj}. In a generic way, we shall refer to such an operator as an "elementary operator."2 Of course this is related to the problem of solving in Ct a general system of linear equations.
We generalize the analysis made in [4] covering the ux -xv case, and extend the following unpublished theorem of D. C. Kleinecke: (1. 3) If Ct is the Banach algebra of all operators on a Banach space, then "C" may be replaced by " = " in (1.1).
II. Mappings. A simplification of the theory developed in [4] Proof. Let us prove (2.1). Lemma 1 implies that a(u,d) = <r(u+, a+)Z)a(u+, <B). Therefore it suffices to show that 0(£(r(tt+, (B) implies 0Eff(u> &)• Suppose 0E°~(U+, ®)> then there exists W£(B such that u+W= Wu+ = e+. Hence, uW(e) = W(u) =e. So u(e-W(e)u) = u -uW(u) =0 and u+(e-W(e)u) = 0. Since u+ is regular, e-W(e)u = 0, and uW(e) = W(e)u=e, so0$<r(«, 21).
It seems pertinent to make the following remark: /( ) being a complex valued function, holomorphic in some domain D, its Banachalgebraic extension in ft is defined in the usual way, at any point oG ft such that <r(a, ft) CD, by
where c is a suitable contour, and i?(X, a) =(ke-a)~1.
It thus follows from Lemma 2, that the extension of / in ft is defined at a£ft if, and only if, the extension of / in (B is defined at a+ and a~. Furthermore, as an immediate consequence of Lemma 1, we have the following remark, which for convenience of reference we state as Lemma 3. / being a complex valued holomorphic function whose extension in ft is defined at aEGt, we have It turns out that in general, we cannot say anything more than what Theorem 4 already tells us.
Let us simply examine the case K = u++v~. It is trivial that u++v~ = w++z~ if and only if w -u -c and z = v+c with c£6(ft); where Q( ft) denotes the center of ft.
Consider more in particular the following situation: Let 3C be a Hilbert space, 3 a nontrivial subspace, P the projection on 3, and Q the projection on 3X. Let ft be the Banach algebra of operators on X, and put fti= { WE&: WP = PW}; «2= { F<Eft: VP=PVP}.
Let us denote by (&x and <B2, the algebras of operators on fti, ft2. fti and ft2 are Banach algebras with unit I. Consider the identity operator on fti, which can be written either P++Q~ or I+; and <r(P, fti) +a(Q, fti)={0, 1, 2}^{l} =o-(/+, (Bi). In this case different sets for the right hand side in relation (3.1) arise for different representations of the identity operator; but the intersection of these sets equals the left hand side of the relation. This, however, is not a general situation either. In fact, consider ft2, and the corresponding elementary operator defined by P+ + Q~ = K. It can be shown that 0Eo-(K, (&2)^a(P, a2)+a(Q, ft2). On the other hand, it is easy to verify that the center of ft2 contains only scalar multiples of the identity and thus no different sets arise from different representations of x.
We now turn our attention to the operational calculus for elementary operators.
IV. Cauchy formulas. We shall first derive a representation formula for certain holomorphic functions of several commuting Banach algebra elements and then apply that result to generalize (1.2). Theorem 6. Let u, v, w be commuting elements of ft and let P(kx, X2, X3) be a polynomial in the complex variables Xi, X2, X3. Suppose f(\) is holomorphic in a domain that contains P(a(u), o(v), a(w)). Then there exists a Cauchy domain Dx~2>o(u), (see [6] ), such that
where dDi is the boundary of D\. V. Kleinecke's Theorem. It is of interest to study generalizations of (1.3). If SE<& is defined by Sx = uxx+u2x, x£ft, then by Lemma 2, a(S)=a(ux+u2), which need not equal a(ux) +o-(u2) even though «i, m2 commute. We shall therefore confine our attention to i?£(B, as defined in Theorem 5.
Suppose \Ea(R).
By Theorem 5 we know that there exists aEa (u) and @Ea(v) such that X= E^i/y(a)gj'(/3)-In Theorem 9 we list criteria that will allow us to infer from aEa (u) and fiEafy) that
X=EyV-i/y(«ky(«G<r(i?).
Suppose x£ft, and {x"} is a sequence of vectors in ft; we shall say that {xn} left (right) zero-divides x if |]x"|| =1, n=0, 1, ■ • • , and
x"x->0(xx"->0). The proof of Theorem 9 is indirect. We therefore make the assumption (*) Xr|ff(i?), and consider four cases: Case 1. Suppose (i) {xn} right zero-divides u-ae, and (ii) {yn} right zero-divides v-/3e. By (*) there exists a uniformly bounded sequence {pn} such that VII. Systems of linear equations. We will only consider here the explicit system of n equations with n unknowns whose general form is now (7.1) zZlZ Uij(k)xjVij(k) = y{ (i = 1, ■ • ■ , n). i * In absence of commutativity the usual theory of linear equations breaks down. However, if we make a partial commutativity assumption, that is if we assume as before that all {u} commute, and all {v} commute, but separately, the system (7.1) can be written in the form (7. Here the Stj act as simple coefficients, and form a commutative subset of 03. The general theory of matrices and determinants is applicable here provided the yf are always kept to the right of the 5,-*. Thus (7.3) has a solution (linear and continuous in the y~f) if det 5,-y is invertible as an element of 03. Suppose this is so, then we obtain a solution of the original equations (7.1) (which is again linear and continuous) by applying eE Ct to both sides of the system (7.3) and setting Xi = Xi(e). It thus remains only to show that 0G°"(det [5,-y 
