.
• In the DNS resolution stage, a particular malicious do main name can be resolved to a number of IP addresses to achieve its availability even part of the IP addresses are blocked by blacklists. Both DNS A record (providing the IP address for a given host) and NS records (providing the host name for the name server for a given domain) can be changed rapidly to provide a layer of redundancy, which complicates effective blocking of malicious machines.
All these attacks take advantage of the existing DNS, thus defending the DNS from being abused has become one of the foremost strategies to defend aforementioned attacks.
One way to determine whether websites contain malicious content it to simply fetch and analyze the content, either manually or using machine learning techniques. For example, PhishTank accepts submissions of suspicious phishing URLs, which are then verified by volunteers [1] . However, it takes considerable time for the human verification and a significant delay could be introduced such that a phishing site could vanish after conducting the crimes before it is verified and blacklisted.
Normal automatic malicious URL detection requires web crawling and webpage content analysis using machine learning techniques. Due to the large numbers of new domains regis tered every day (many of them being potentially malicious) and the generally short lifetime for such malicious domains, it is not cost effective to use the traditional web classification methods based on content. In order to avoid the large overhead of fetching the web content to detect DNS abuses as early as possible, researchers are facing two challenges in designing an efficient, low cost and effective approach:
• Challenge 1: Detecting malicious DNS abuse behavior without introducing a significant amount of resource usage.
• Challenge 2: Classify a domain name without prior knowledge of its web content.
To meet these two challenges, we present a novel approach that detects abnormal DNS behavior entirely based on the domain names and the related name server information. Our approach is very light-weight and performs in an efficient and effective way to detect malicious DNS behavior. T his is accomplished without the need to fetch web content and is therefore not limited to domains for which content has been downloaded. In addition, this also renders this approach effective against malicious domains that have been registered but that are not set up for content distribution yet by the attacker.
II. RELATED W ORK
There are various related research efforts that attempt to address to some extent the vulnerabilities outlined above.
The following sections outline the related work in the areas of domainlURL analysis and machine learning techniques utilized in the security space.
A. Malicious DomainlURL Detection
Most DNS abuses manifest themselves in the form of ma [7] . we include other textual properties as features, such as the length of a domain name, the number of letters, the number of digits, and so forth. Refer to Table I for a complete list.
B. Zone Features
Typically, a legitimate domain will not change its hosting name server often while many malicious domains tend to change the hosting nameservers frequently. Also, our data shows that a large number of newly registered domains are malicious. Both observations indicate that such zone features carry discriminative power when used for classification. The zone features we consider in this work include the total number of name servers that ever hosted a domain, the number of nameservers that hosted this domain but not host it anymore, the average/maximum/minimum string lengths of nameservers hosting it, and so on. Table I shows Gini coefficient values. From those two feature ranking methods, the maximum days for a nameserver that ever hosted the domain (Feature 28 in Table I ) and the non active nameserver ratio (Feature 27 in Table I ) are the most informative features. In general, the domain registry features are more informative than the textual features. For the textual features, the difference of legitimate Markov probability and malicious Markov probability (Feature 5 in Table I ) is the most informative.
IV. CLASSIFICAT ION MODELS

A. Markov Model
Markov model is used to find the informative sequence patterns to discriminate malicious domains from legitimate domains. A Markov chain is a sequence of random variables X1,X2,X3, ... with the Markov property [15] . Markov property means "absence of memory" of a random process, the condi tional probability distribution of future states of the process depends only on the present state and not on the past states.
T he Markov property is mathematically defined as
for every choice of n and value Xn .
A Markov chain of order m (or a Markov chain with memory m) where m is finite, is mathematically defined as for every choice of n, m, and values Xn, Xn-1, ... Xn-m + 1 .
In this work, a second order Markov model (m = 2) is used to calculate the transition probability for the domain name.
The second order Markov model transition probability is the conditional probability that the third character occurs in a three character-length sequence, given the occurrence of the first two characters. We build two transition matrices from mali cious domain names and legitimate domain names separately according to the training dataset. If cross validation is used, the two matrices are generated in each fold separately without utilizing the validation dataset. Besides, we also generate a unique distribution transition matrix for all possible transitions for domain names, and a letters only transition matrix from an English dictionary. For a domain name, the probability from each transition matrix can be calculated and used as a feature for classification.
B. Logistic Regression
Logistic regression is one of the most commonly used statistical techniques. It is a type of predictive model that can be used when the target variable is a categorical variable or is in the form of a binomial proportion. Like linear regression, it estimates the relationship between input features and the target variable. Logistic regression, as a generalized linear model, has been widely used for binary classification problems [9] .
C. Decision Tree
Decision Tree is one of the most popular classification algorithms current used in data mining and machine learning.
A decision tree is a classifier expressed as a recursive partition of the instance space [5] . One advantage of decision tree is it can produce human-readable rules, and those rules can be used for classification.
D. Random Forest
Random forest consists of many independent decision trees, where each tree is grown using a subset of training samples randomly selected with replacement [6] . For each tree mod eling, the splitting condition at each node is generated using a subset of the possible attributes randomly selected without replacement. In order to classify a prediction sample, using the each of the trees votes for the class label and the majority class label is assigned to the prediction sample. The R package rpart is used for decision tree modeling. The R package glmnet is used for logistic regression modeling. For these two techniques, simple weighting strategy is used so that FP cost is 100 and FN cost is 1.
B. Result Analysis
The modeling results are reported in Table III Between LR and DT, DT has the smaller AUC value and less TP-rate at 1 % FP, but for an even lower FP rate (FP rate less than 0.6%), DT performs better than LR. 
