Generalizations of numeration systems in which N is recognizable by finite automata are obtained by describing a lexicographically ordered infinite regular language. For these systems of numeration, we obtain a characterization of the recognizable sets of integers in terms of rational formal series. We also show that, for a numeration system constructed on a regular language of density in Θ(n l ), the multiplication by an integer λ preserves the recognizability only if λ = β l+1 for some integer β.
Introduction
According to [6] , a numeration system is a triple S = (L, Σ, <) where L is an infinite regular language over a totally ordered alphabet (Σ, <). The lexicographic ordering of L gives a one-to-one correspondence r S between the set of the natural numbers N and the language L. This way of representing integers generalizes linear numeration systems in which N is recognizable by finite automata.
A subset X ⊂ N is said to be S-recognizable if r S (X) is a regular subset of L.
We first characterize the S-recognizable subsets of N in terms of rational series in the non commutative variables σ ∈ Σ and with coefficients in N.
In particular, we show that n∈N n r S (n) is rational. Using classical results about rational series, we also obtain a very short proof of the fact given in [6] that the ultimately periodic sets are S-recognizable for any numeration system S.
Our second purpose is related to the stability of the S-recognizability under arithmetic operations like addition and multiplication by a constant. If the addition preserves the S-recognizability then the multiplication by 2 also preserves the S-recognizability. So, a natural question about the stability of the recognizability arises. Under which hypothesis, does the multiplication by 2, and more generally the multiplication by an integer λ, preserve the recognizability ?
It is well known that for classical numeration systems in base p the problem of addition and multiplication by a constant are completly settled. The p-recognizable sets are exactly those defined in the first order structure N, +, V p (see for instance [3, 4] ). It is clear that the addition and the multiplication by a constant are definable in the Presburger arithmetic. Therefore, for numeration systems in integer base, the recognizability is preserved.
On the other hand, using the specific structure of the language a * b * , it is shown in [6] that for the numeration system S = (a * b * , {a, b}, a < b), the multiplication by a non negative integer λ transforms the S-recognizable sets into S-recognizable sets if and only if λ is a perfect square. Then the multiplication by 2 does not preserve recognizability.
Notice that the language a * b * has a polynomial density (the density function ρ L (n) of a language L counts the number of words of length n in L). On the other hand, the language corresponding to a numeration system in base p has an exponential density.
In view of the latter remark, it is natural to check whether a numeration system on a polynomial language preserves the recognizability of a set after multiplication by a constant. For a * b * , perfect squares play a special role. Does there exist a similar set for an arbitrary language in Θ(n l ) ? We find the following result : if S is a numeration system constructed on a regular language with density in Θ(n l ) then the multiplication by λ preserves the recognizability only if λ = β l+1 for some integer β. As a consequence of this result, the addition cannot be a regular map for numeration systems on polynomial regular language.
We proceed in two steps for the complete proof of the result. In section 4, we assume that the density of the regular language is a polynomial of degree l with rational coefficients. With such a language, we exhibit a subset X which is recognizable and we prove that λX is no more recognizable for any λ ∈ N \ {n l+1 : n ∈ N}. In section 5, we consider the general case.
In this study of polynomial regular languages, we have obtained a striking result about a special sequence associated to a language. We denote by v L (n), or simply v n if the context is clear, the number of words of length not exceeding n belonging to L. In section 5, we show that if L has a density in Θ(n l ), then the sequence (v n /n l+1 ) n∈N converges to a strictly positive limit. This property is more surprising when one notices, in contrast, that the sequence (ρ L (n)/n l+1 ) n∈N generally does not converge.
Basic definitions and notations
We denote by Σ * the free monoid (with identity ε) generated by Σ. For a set S, #S is the cardinality of S and for a string w ∈ Σ * , |w| is the length of w.
Let L ⊆ Σ * be a regular language; the minimal automaton of L is a 5-tuple M L = (K, s, F, δ, Σ) where K is the set of states, s is the initial state, F is the set of final states and δ : K × Σ → K is the transition function. We often write k.σ instead of δ(k, σ). Recall that the elements of K are the
The state k is equal to w −1 .L if and only if k = s.w; w −1 .L being then the set L k of words accepted by M L from k. In particular, L = L s . We denote u l (k) the number #(L k ∩ Σ l ) of words of length l belonging to L k and v l (k) the number of words of length at most l belonging to L k ,
An extension of numeration systems in which the set of representations is regular is the following.
where L is an infinite regular language over a totally ordered finite alphabet (Σ, <) (see [6] ). The lexicographic ordering of L gives a one-to-one correspondence r S between the set of the natural numbers N and the language L.
For each n ∈ N, r S (n) is the (n + 1) th word of L with respect to the lexicographic ordering and is called the S-representation of n.
For w ∈ L, we set val S (w) = r −1 S (w) and we call it the numerical value of w.
Examples of such systems are the numeration systems defined by a recurrence relation whose characteristic polynomial is the minimum polynomial of a Pisot number (i.e. an algebraic integer α > 1 such that its Galois conjugates have modulus less than one) [3] . (Indeed, with this hypothesis, the set of representations of the integers is a regular language.) The standard numeration systems with integer base and also the Fibonacci system belong to this class.
Definition 2 Let S be a numeration system. A subset X of N is Srecognizable if r S (X) is recognizable by a finite automaton.
Let S = (L, Σ, <) be a numeration system. Each k ∈ K for which L k is infinite leads to the numeration system S k = (L k , Σ, <). The applications r S k and val S k are simply denoted r k and val k if the context is clear. If L k is finite, the applications r k and val k are defined as in the infinite case but the domain of the former restricts to {0, . . . , #L k − 1}.
With these notations, we can recall the next proposition.
Recognizable formal power series
Let R be a semiring, a formal power series T : Σ * → R can be written as a formal sum
We mainly adopt the terminology of [1] concerning semirings, rational and recognizable series. Recall that for each word u ∈ Σ * and for each formal series T , one associates the series u −1 T defined by
In other words, (u −1 T, w) = (T, uw).
It is shown in [1] that the series w∈X * w w ∈ N x is rational. In the last expression, X is the alphabet {x 0 , x 1 } and if w = x i k · · · x i 0 then w = 2 k i k + · · · + 2 i 1 + i 0 is the numerical value in base two of w.
Here, we obtain the same result for any numeration system on a regular language.
Proposition 4 Let S = (L, Σ, <) be a numeration system. The formal series
If k, l ∈ K, α, σ ∈ Σ, then we have the following relations
To check relation i), one has to compute (T k , σw). Notice that σw ∈ L k iff w ∈ L k.σ , use Lemma 3 and treat the case w = ε separately.
For relations ii) and iii), if σw belongs to L l then w ∈ L l.σ and
In iv), one remarks that
Therefore the submodule R of N Σ finitely generated by the series
By associativity of the operation T → w −1 T , this module is stable. By [1, Prop. 1, p. 18], the series of R are recognizable.
To conclude the proof, notice that
Example 1
We consider the numeration system S = (a * b * , {a, b}, a < b).
We obtain a linear representation (λ, µ, γ) for V S :
where µ : {a, b} * → N 3×3 is a morphism of monoids. Thus one has
Inspired by the definition of U -automata given in [3] , we have the following characterization of the regular subsets of a regular language.
Lemma 5 Let L ⊂ Σ * be a regular language accepted by its minimal au-
We can verify the properties of h using the definition of the minimal automaton [5, III.5],
With this lemma, we can generalize Proposition 4 and obtain a characterization of the S-recognizable sets.
Theorem 6 Let S = (L, Σ, <) be a numeration system, a set X ⊆ N is S-recognizable if and only if the formal series
Proof. The condition is sufficient. The support of a recognizable series belonging to N Σ is a regular language [1, Lemme 2, p. 49].
The condition is necessary. By Lemma 5, one has a morphism h :
We proceed as in the proof of Proposition 4. Let K be the set of states of M X ; for k, l ∈ K, σ ∈ Σ, we introduce the following series
We conclude as in Proposition 4. 2
In [6] , it is shown that for any numeration system S, arithmetic progressions are always S-recognizable. Using formal series, we can obtain a generalization of this result. Here, the language L is not necessary lexicographically ordered.
Proposition 7 Let L ⊂ Σ * be an infinite regular language and α : L → N be a bijection. If
Proof. Assume p = 0. Consider the congruence of the semiring N, +, ., 0, 1 defined by n ∼ n + q. We denote by K the finite semiring N/∼ and by ϕ the canonical morphism ϕ :
Since K is finite and U is rational, the set
is a regular language (see [1, Prop. 2, p. 52]). If p = 0 and p < q, then consider the series U = ϕ(T ) and the set U −1 ({ϕ(p)}). 2 Corollary 8 Arithmetic progressions are S-recognizable for any numeration system S.
Proof. This is a direct consequence of Propositions 4 and 7. 2 Remark 1 One can easily characterize the congruences ∼ of the semiring N, +, ., 0, 1 with finite index q > 1.
First notice that ϕ(0) = ϕ(1). Since N/∼ is finite, there exist x, y ∈ N such that x + y ∼ x. Let x 0 = min{x| ∃y : x + y ∼ x} and y 0 = min{y|
Therefore the congruences of N with finite index are generated by the relation n ∼ n + r for n sufficiently large. Thus we cannot refine Proposition 7 with the same kind of proof because it uses explicitely the finiteness of N/∼.
Multiplication for exact polynomial languages
In [6] , we proved that for the numeration system S = (a * b * , {a, b}, a < b), the multiplication by a non negative integer α transforms the S-recognizable sets into S-recognizable sets if and only if α is a perfect square.
In this section, we study the family of regular languages such that the density function is a polynomial. This step contains the main ideas which lead to the case of an arbitrary polynomial language (i.e. a language with density function bounded by a polynomial). But it is much more simple to handle since we only deal with polynomials.
Lemma 9
Proof. Let x 0 = f −1 (y 0 ). We have by definition of k,
It is sufficient to show that if x ≥ x 0 then
Since f is strictly increasing,
Thus we have x + k + 1 > u > x + k which is a contradiction and v = x + 1. 2
Definition 10
The density function of a language L ⊆ Σ * is
In the following, we assume that we deal with "true" density functions, i.e. if ρ L is a polynomial belonging to Q[x] and n ∈ N then ρ L (n) is a non negative integer.
The next lemma will be useful when applied to a density function ρ L .
Lemma 11
If H is a polynomial such that ∀n ∈ N \ {0}, H(n) ∈ Z then H(Z) ⊆ Z.
Proof. We proceed by recurrence on the degree of H. If H is a polynomial of degree one then one has H(n) = a n + b with a, b ∈ Z and H(Z)
We can conclude by recurrence for n < 0 because
Theorem 12 Let L ⊂ Σ * be a regular language such that
where the a i 's belong to Q and a l > 0. Let ≺ be an ordering of the alphabet Σ and S = (L, Σ, ≺) be the corresponding numeration system. If λ ∈ N \ {n l+1 : n ∈ N}, then there exists a subset X of N such that r S (X) is regular and that r S (λ X) is not.
Proof. One can construct a polynomial P ∈ Q[x] of degree l + 1 such that P (0) = 0 and for all n ≥ 1,
This polynomial P has some useful properties. We have the polynomial identity P (x + 1) = P (x) + ρ L (x) for x ∈ N \ {0} thus it holds for x ∈ R (we naturally extend the definition of ρ L ). By Lemma 11, P (1) = a 0 ∈ Z. One shows by recurrence on n ∈ N that P (n) (resp. P (−n)) is an integer since ρ L (N) ⊂ N (resp. since ρ L (Z) ⊂ Z by Lemma 11). Let x ∈ N \ {0}, notice that
Indeed, an integer x has a representation of length n if v n−1 ≤ x < v n and
[P (i + 1) − P (i)] + 1 = P (n + 1) − P (1) + 1.
Remark that r(P (N)) is a translation of the set I(L, <) of the first words of each length. Therefore X = P (N) is S-recognizable [6, 9] . Let λ ∈ N \ {0, 1}. Our aim is to show that λ P (N) is not S-recognizable.
For n large enough, we first show that
The first inequality is obvious in view of the latter remark. In view of (1), to satisfy the second inequality, one must check whether
We can write P (n) as b l+1 n l+1 + Q(n) with b l+1 > 0 and Q being a polynomial of degree not exceeding l. Thus,
The coefficient of n l+1 is b l+1 (λ (l+1)/l − λ) > 0. So, there exists n 0 such that ∀n ≥ n 0 , this expression is strictly positive and |r(λ P (n))| < λ 1/l n.
If n is sufficiently large, we show that |r(λ P (n + 1))| > |r(λ P (n))|.
Let i = |r(λ P (n))|. In view of (1), one has to check whether
By definition of P and by (1), one has
Therefore it's sufficient to check whether P (i) − a 0 + λ ρ L (n) > P (i + 1) − a 0 which occurs if and only if
To check whether this inequality holds, remember that a l > 0 and for n ≥ n 0 , 1 ≤ i n < λ 1/l . Thus one studies the quotient
So there exists n ′ 0 ≥ n 0 such that for all n ≥ n ′ 0 , |r(λ P (n+1))| > |r(λ P (n))|. Assume that r(λ P (N)) is regular then the set |r(λ P (N))| is a finite union of arithmetic progressions. We are able to apply Lemma 9: the function |r(λ P (.))| is strictly increasing in {n : n ≥ n ′ 0 } and there exists l 0 and Γ λ (simply written Γ) such that ∀l ≥ l 0 , l ∈ |r(λ P (N))| ⇔ l + Γ ∈ |r(λ P (N))|. Let n 1 ≥ n ′ 0 such that |r(λ P (n 1 ))| > l 0 . By Lemma 9, there exists k λ (simply written k) such that for all n ≥ n 1 and for all α ∈ N, |r(λ P (n + αk))| = |r(λ P (n))| + αΓ.
Let i = |r(λ P (n))|. In view of (1), one has
Since λ P (n + αk) − P (i + αΓ) + a 0 − 1 must be positive for all α ∈ N, the coefficient of the greatest power of α, α l+1 , must be strictly positive. This coefficient is
and we have the condition
Notice that the coefficient vanishes only if λ = Γ k l+1 . By hypothesis, this case is excluded 1 .
But λ P (n + αk) − P (i + αΓ + 1) + a 0 must be negative for all α ∈ N. The coefficient of the greatest power of α is also λ b l+1 k l+1 − b l+1 Γ l+1 and must be strictly negative. Then we have simultaneously the condition
which leads to a contradiction. 2
Corollary 13 Under the assumptions of Theorem 12, the addition is not a regular map (i.e. the graph of the application (x, y) → x + y is not regular).
Proof. By Theorem 12, there exists a subset X of N such that X is Srecognizable and 2X is not.
Assume that the graph 2 of the addition Θ = {(r(x), r(y), r(x + y)) # : x, y ∈ N} is regular. Let p 3 be the canonical homomorphism defined by p 3 (x, y, z) = z. It is clear that the set A = {(r(x), r(x), w) # : x ∈ X, w ∈ Σ * } is regular. Therefore
is regular. Thus p 3 (A ∩Θ) = r(2X) is also regular, a contradiction. 2
In Theorem 12, we exhibit a recognizable set X = P (N) such that |r(λ P (N))| is not a finite union of arithmetic progressions. When we look at the case λ = β l+1 , β ∈ N \ {0, 1}, we can't find easily a subset X which is recognizable and such that λ X is not.
The next proposition shows that |r(β l+1 P (N))| is a finite union of arithmetic progressions whether ρ L is a polynomial of degree l.
Proposition 14
With the assumptions and notations of Theorem 12, there exists C ∈ Z such that for n large enough,
Proof. In the proof of Theorem 12, we introduced a polynomial
In view of (1), we have to find an integer C such that for n large enough
The coefficient of n l+1 vanishes in (2) and (3). The coefficient of n l in (2) is
. It is strictly increasing with C and equals zero for
2 The graph of an unary application is a subset of (A × A) * for some alphabet A thus we introduce an operation # on the elements of Σ * × Σ * . Let u, v ∈ Σ * and # ∈ Σ. If
. This operation is naturally extended to n-ary applications.
It is strictly decreasing with C and equals zero for C = C 2 := C 1 + 1.
If C 1 and C 2 are not integers then there exists C ∈]C 1 , C 2 [∩Z such that the coefficients of terms of maximal degree are strictly positive.
Otherwise, one has to consider the integer case C = C 1 or C = C 2 (it is obvious that any other C leads to a strictly negative expression for (2) or (3)). Moreover, if C = C 1 (resp. C = C 2 ) then (3) (resp. (2)) is satisfied for n large enough.
Notice that for i = 1, . . . , l − 1 the coefficient of n i in (2) with C = C 1 is the opposite of the coefficient of n i in (3) with C = C 2 since C 2 = C 1 + 1. Notice also that the independant term in (2) for C = C 1 is P (C 2 ) − a 0 . In (3) for C = C 2 this term is −P (C 2 ) + a 0 − 1. Thus we can write (2) for C = C 1 as
and (3) for C = C 2 as
If there exists i such that A i = 0 then let j = max A i =0 i. If A j > 0 (resp. A j < 0) then one takes C = C 1 (resp. C = C 2 ). Now, assume that A i = 0 for i = 1, . . . , l − 1. If P (C 2 ) − a 0 ≥ 0 then one takes C = C 1 . Otherwise, −P (C 2 ) + a 0 is a striclty positive integer (remember the properties of P obtained in the proof of Theorem 12). Therefore −P (C 2 ) + a 0 − 1 ≥ 0 and one takes C = C 2 . 2
Multiplication in the general case
Here we obtain the generalization of Theorem 12 for an arbitrary regular language which has not an exponential density. In the same time, we show that the sequence v n /n l+1 converges if L is a polynomial regular language.
Theorem 15 Let L ⊂ Σ * be a regular language such that ρ L (n) is in Θ(n l ) for some integer l. If λ ∈ N \ {n l+1 : n ∈ N}, then there exists a subset X of N such that r S (X) is regular and that r S (λ X) is not.
Recall some notations. Let f (n) and g(n) be two functions, it is said that f (n) is in O(g(n)) if there exist positive constants c and n 0 such that for all n ≥ n 0 , f (n) ≤ c g(n); f (n) is in Ω(g(n)) if there exists a strictly positive constant c and an infinite sequence n 0 , n 1 , . . . , n i , . . . such that for O(g(n) ) and in Ω (g(n) ).
In the following, we will use the term of k-tiered word and the results obtained in [10] about the complexity of regular languages with polynomial density.
The first lemma is just a refinement of [10, Lemma 1] . We simply remark that one can consider an ultimately periodic sequence
Lemma 16 If L is a regular language such that ρ L (n) is in Θ(n l ) for some integer l then there exist constants b 0 and C and an infinite sequence
Proof. It is obvious that there exists a word w ∈ L which is (l + 1)-tiered (see [10, ), w = x y
As shown in [10] , there exists a constant b 0 such that the number of words of length n t = |xz 1 . . . z l+1 | + t C is greater than b 0 n l t for any integer t. 2 Recall (see [2] ) that the finite sum of integral powers is given by
where all terms of the form B m are replaced with the corresponding Bernoulli numbers B m . This formula will be useful in the next lemma.
for the sequence n 0 , n 1 , . . . , n i , . . . of Lemma 16.
Proof. i) There exist N 0 and a constant b 1 such that for all n ≥ N 0 , ρ L (n) ≤ b 1 n l . If one replaces b 1 by a greater constant then the latter inequality holds for all n. For n sufficiently large, there exists a constant K such that
ii) With the sequence n i of Lemma 16, one has
Since n i = n 0 + i C, then n i is a linear function of i and for i large enough, there exists a constant J such that
Thus, at this stage, we have a sequence n i such that n i = n 0 + i C and constants b 0 , b 1 , K and J such that for n and i sufficiently large,
Before going further in the proof of Theorem 15, we give an interesting result about the convergence of the sequence ( vn n l+1 ) n∈N when L is a polynomial language. A remarkable fact is that the limit always exists which is generally not the case for the sequence (
See, for example, the language W = a * b * ∩ ({a, b} 2 ) * . Indeed, it's obvious that ρ W (2n + 1) = 2n + 2, ρ W (2n) = 0 and v 2n = v 2n+1 = (n + 1) 2 .
Lemma 18 Let ρ 1 , . . . , ρ k , θ 1 , . . . , θ k , Φ 1 , . . . , Φ k be real numbers such that for all i = j, θ i = θ j and for all j, ρ j = 0. There exists ε > 0 such that
for an infinite sequence of integers n.
Proof. Assume that for all ε > 0, M n < ε except for a finite number of integers n. In other words, M n → 0. By successive applications of Bolzano-Weierstrass theorem, there exist complex numbers z 1 , . . . , z k and a subsequence k(n) such that
Since M n → 0, then k j=1 z j = 0. For l = 0, . . . , k − 1, one has with the same reasoning
z j e i l θ j = 0. 
We are now able to prove the theorem about the convergence of v n /n l+1 . This result and its proof were suggested by P. Lecomte.
Theorem 19
If L is a regular language such that ρ L (n) is in Θ(n l ) then the sequence vn n l+1 converges to a strictly positive limit. Moreover, 1 is a root of the characteristic polynomial of the sequence (ρ L (n)) n∈N with a multiplicity equal to l.
Proof. The sequence (ρ L (n)) n∈N satisfies a recurrence relation. Therefore, if z i is a root of multiplicity α i of the characteristic polynomial of (ρ L (n)) n∈N then one can write
This latter inequality has important consequences. i) We first show that |z i | > 1 implies P i = 0. Otherwise, let ρ = sup i |z i | and d the maximal degree of polynomials P i corresponding to the different roots of modulus ρ. So we can write
In the last expression, R n is made up of two sorts of terms, namely
Thus R n → 0 if n → +∞. Therefore, by Lemma 18, there exists an infinite sequence of integers such that
For n large enough, |R n | ≤ ε/2 and | un n l | ≥ ρ n n d−l ε 2 occurs infinitely often which contradicts (4) .
ii) In the same way, one can verify that if |z i | = 1 then the degree of the corresponding polynomial P i cannot exceed l.
iii) If we are interested in the behaviour of v n /n l+1 when n → +∞, then in the expression of ρ L (n), we simply focus on the terms of the form
Indeed, any other term in ρ L (n) provides v n /n l+1 with a term which converges to zero (all these terms are included in R ′ n ). Thus, if we assume that 1 has a multiplicty l, one can write
with R ′ n in O(n l−1 ) and θ j = 0. Therefore, it's easy to see that
Moreover, we see that 1 has, necessary, a multiplicty l; otherwise, vn n l+1 → 0 which is a contradiction with Lemma 17. 2
Proof of Theorem 15. By definition of numeration system, it is clear that for n sufficiently large, n + 1 ≤ |r(v n )| ≤ n + C + 1 since for C consecutive values of ρ L (n) at least one of them does not vanish. (Remark that if ρ L (n) > 0 for all n, then |r(v n )| = n + 1.) Recall also that |r(x)| = n iff v n−1 ≤ x < v n . In this proof, we use the sequence n i and the constants J, K, b 0 and b 1 introduced in the previous propositions. i) Assume that the integer constant λ is strictly greater than K J l . We show that for n large enough, n + 1 ≤ |r(λ v n )| ≤ ⌈λ 1/l n⌉ + C − 1 < λ 1/l n + C.
It is sufficient to show that λ v n < v ⌈λ 1/l n⌉+C−1 . By Lemma 17, there exists j ∈ {⌈λ 1/l n⌉, . . . , ⌈λ 1/l n⌉ + C − 1} such that v j ≥ J j l+1 . Moreover the function n → v n is increasing. So,
Moreover, by Lemma 17, λ v n ≤ λ K n l+1 . By the choice of λ, it's clear that λ K n l+1 < J λ iii) We consider the subset X = {v n si −1 : i ∈ N} = {v n 0 +siC−1 : i ∈ N}.
Since ρ L (n 0 +siC) > 0, then r(v n 0 +siC−1 ) is the first word of length n 0 +siC and r(X) = r ({v n : n ∈ N}) ∩ Σ n 0 Σ sC * .
Thus X is a S-recognizable subset of N [9] . Assume that λ X is recognizable. Therefore, |r(λ X)| is a finite union of arithmetic progressions. In view of ii), we can apply Lemma 9 and obtain two integral constants Γ and k such that for all α ∈ N, |r(λ v n 0 +sC(i+α k)−1 )| = |r(λ v n 0 +sCi−1 )| + α Γ.
