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In [ 1 ] we found all meromorphic solutions of 
f*(z) + g*(z) = z. (1) 
In this paper we shall show firstly that (1) has no entire solutions. Then 
we shall find all meromorphic solutions of 
zf’(z) + g*(z) = 1. (2) 
Finally, by means of (2) we shall derive a characterization of the 
Chevyshev polynomials. 
THEOREM 1. The equation f”(z) + g’(z) =z has no entire solutions f 
and g. 
Proof: Replacing z by z*, (1) becomes 
.f”(z’) + g2(z2) = z*, 
Thus, 
f?$l+g’z”_ 1, 
Z2 
Thus (see [2]) we have 
‘0 = sin d(z), 
Z 
dz2) - = cos b(z), 
Z 
where d is entire. 
317 
(3) 
(4) 
0022-247X/87 $3.00 
CopyrIght 8, 1987 by Academc Press, Inc 
All rlghls 01 reproductm tn any form reserved 
318 GROSSANDOSGOOD 
Clearly, then sin d(z) is odd and thus 
Thus, either d(z) = d( -z) + nrr or d(z) = -4(-z) + nrr for some integer n. 
The first of these equations implies that n = 0. This is obvious by setting 
z=O. Thus, it would follow in this case that d(z) is even and thus (4) 
would yield a contradiction. Hence, we must have d(z)) = -4(-z) +nn. 
Suppose that n is odd, say n=2k+ 1, k an integer then 
sin($(z)) = sin( -d( -z) + (2k + 1)n) = sin 4(-z) contradicting (3). Thus, 
n must be even, say n = 2k, k an integer. Thus, cos(&z)) = 
cos( -d( -z) + 2kn) = cos d( -z), contradicting (4). This completes the 
proof of our theorem. 
COROLLARY. The equation f’(z) + g’(z) = zk has entire solutions if k is 
even. When k is even the solutions are f(z) =zkJ2 sin d(z) and g(z) = 
zk12 cm 4(z), 4( ) z an arbitrary entire function. 
THEOREM 2. The equation zf2(z) + g2(z) = 1 has meromorphic solutions j 
and g and these solutions are given by 
vm 
f(z)= & (1 + (/J(J))‘)’ 
1 - (PC&H2 
g= 1 + (a(J))2’ 
where b(w) is an arbitrary odd meromorphic function. 
Proof. Again we replace z by z2. This yields 
z2f2(z2) + g2(z2) = 1. (5) 
Thus, for any meromorphic solutions f, g of (5) we must have (see [2]) 
and 
where /? is meromorphic. Note that the alternate choice 
1 -p’ 
zf(z2) = 1 + 02 
28 
s(z2) = 1 + p2 
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does not yield additional solutions f, g of (5) because setting 
I= (1 - y)/( 1 + y) in the first set of equations yields a pair of the second 
form and vice versa where y is an arbitrary meromorphic function. 
Thus, we have 
(1 +B’)(zf(z’)-28=0, 
so that 
p’[zf(z’)) - 28 + zf(z’) = 0 
and solving for j, we obtain 
p= +2+JmEl*s(z2) 
2zf(z2) zf(2) ’ 
since 
4B2 1 - z2f’(z2) = 1 - (1 + p2)’ = 
1 +2f12+fi4-4fi2 
(1 + P’)’ 
It follows that B(z) must be an odd function. On the other hand, when B(z) 
is odd, the function 2/I/( 1 + b’))z is even. The same is true for the function 
(1 - /?‘)/( 1 + p’). Thus, meromorphic solutions f and g satisfying (6) and 
(7), respectively, exist. Clearly, f, g are solutions of (5) and our theorem 
follows. 
COROLLARY. For an entire function r(z) 
q(z) F’(z) + G2(z) = 1 (8) 
has meromorphic solutions. 
Proof. Simply choose F(z)= f(q(z)), G(z)= g(u](z)), where A g are 
solutions of (2). 
All entire solutions of (2) can also be readily found; in fact, we must 
have (see [a]) 
zF2(z2) = sin d(z) (9) 
and 
G(z*) = cos d(z) for some entire 4. (10) 
4WlZl 2.2 
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Thus again either d(z) = d( -z) + ~12 or 4(z) = -d( -z) + rrn, n an integer. 
The first equation yields n = 0, so that 4(z) is even contradicting (9). Thus, 
we must have 4(z) = -d( -z) + rcn. If n is odd, (9) yields a contradiction 
once more. Thus, n must be even, i.e., d(z) is a function of the form 
d(z)= f a,k+,z2k+1+7rn, n an even integer. 
k=l 
For any such entire d(z), sin d(z) is odd while cos d(z) is even and thus, 
entire solutions F and G of (9) and (lo), respectively, can be found. These 
F and G are the entire solutions of (2). It follows that (2) has no 
polynomial solutions, i.e., the only entire solutions are transcendental. In 
fact all entire solutions must be at least of order 1. 
COROLLARY 1. If n(z) is any entire function, then 
rl(z)f’(z) + g’(z) = 1 (11) 
has entire solutions, 
Proof Obviously F(n(z)) are entire solutions of (11) whenever F, G are 
entire solutions of (2). 
COROLLARY 2. The equation 
(1 + z2)f’(z) + g2(z) = 1 (12) 
has entire solutions. These solutions are of the form 
f(z)= 
sin(C,“_, a,,+,(1 -z2)(2k+‘)‘2 
(1 -z2)u2 ’ 
\k=l / 
It is natural to ask whether there are entire solutions of (12) other than 
those given in Corollary 2. The answer is yes. In fact (12) is the first of the 
Fermat type equations that we have studied thus far which has polynomial 
solutions. We have: 
THEOREM 3. The only polynomial solutions f (z) and g(z) of Eq. (12) are 
the Chebyschev polynomials or their negatives where f(z) = &- U, ~ ,(z) and 
g(z) = *T,,(z), where U,- , is a Chebyshev polynomial of the second kind 
while T,,(z) is a Chebyshev polynomial of the first kind. 
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Proqf: Replace z in (12) by cos. z. Then (12) becomes 
(1 - cos2 z) f2(cos z) + g2(cos z) = 1 
or 
sin2zf2(cos z) + g2(cos z) = 1. 
Thus, we may assume without any loss of generality that 
(13) 
(a) sin zf(cos z) = sin 4(z), 
(14) 
(b) g(cos z) = cos d(z). 
Note that when d(z) is replaced by n/2-d(z), sin 4(z) and cos d(z) in 
Eq. (14) would be interchanged, so all the possibilities are effectively 
included in Eqs. (14). 
Sincef is assumed to be a polynomial, it follows that Q(z) is of the form 
4(z) = az + h, where a and h are complex constants. Suppose that g(w) is 
the polynomial given by 
g(o)=A,+A,o+A2w2+ ... +‘4,,cLY 
Then we have 
g(e’z+;p’z) =A,+!$e’=+e. I;)+ . +!z(el=+e-~i’)H 
erklz+b) ~ 
-e 
r(uz+h) 
= sin Q(z) = 
2i (15) 
Applying Borel’s Lemma (see [3]) to (15) yields a = +n and 
d(z) = fnz + b, 
where n is positive integer and b is an arbitrary complex number. By virtue 
of (14a), we have sinzf(cosz)=sin(+az+b). 
Setting z = 0 we get sin b = 0 and thus, b = kn for some integer k. Thus, 
(14b) becomes (cos z) = +cos nz and (14a) becomes sin zf(cos z) = 
+ sin HZ. But, sin nz/sin z = U,_ ,(cos z) = ff(cos z). Thus, f(o) = 
+ U,- ,(w), where U,(o) is a Chebyshev polynomial of the first kind. It 
follows from Theorem 3 that for any non-constant polynomial Q the 
equation 
(1 - Q’) b2(z) + $‘(z) = 1 (16) 
has the polynomials 
4= +un(Qh $= +T,(Q) (17) 
322 GROSSANDOSGOOD 
as polynomial solutions, where T, and U, again are any Chebyshev 
polynomials of the first and second kind, respectively. We now -prove 
THEOREM 4. All polynomial solutions of (16) are of the form (17). 
Proof: We let P = 1 - Q2, then (16) becomes 
P&(z) +$2(z) = 1. (18) 
Clearly P is not the square of a polynomial and is of even degree, say 2k. 
We write (18) in the form 
($ -i&/5)($ + i&h) = 1. (19) 
Let - ord, _ o. F denote the multiplicity of the pole of the function F and 
let ord F-- a, denote the order of vanishing of F at co. Clearly 
- ord #p >, 2k. Thus, 
Hence, since one of the factors on the left side of Eq. (19) has 
-ord-- o. 3 k, it follows that the other factor vanishes at co. Thus we may 
assume without any loss of generality that $ - i#& vanishes at co, i.e. 
deg $ = deg 4 + k. That is, 
ord -i= m (II/ - &h) = -Q& = m ikh = degree $. 
Thus, we have 
(20) 
since dividing by the polynomial 4 increases order of vanishing by degree 
of 4. 
Now suppose that (18) has solution r = rl/, S = 4. Choose n such that 
(n - 1) k < degree r < nk. From (20) we obtain 
(,/m-i)=degreer+degree.r. ordV-s 
Since $ = T,-,(Q) and 4 = U,-,(Q) are also solutions we also have 
(21) 
ord_-, (&@- :I’i”,l> =k(n-l)+k(n-2)=2kn-3k. (22) 
n 1 
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Subtracting (22) from (21) yields 
(23) 
Now degree r > (n - 1)k = degree T+ ,(Q) and degree r = degree s + k. 
This latter equation follows from that fact that r and s are solutions of 
Eq. (16). Thus, 
degrees+k=degree r>degree T+,(Q)=degree U,-,(Q)+k. 
Hence, degree s > degree U, ~ ,(Q). 
It follows from the above that 
or 
degree s + (n - 2)k > 2kn - 3k 
so that 
nk - 2k + degree s 3 2kn - 3k 
degree s > k(n - 1). 
Since degree s+ k=degree r 2 kn, we have degree s= k(n- 1) and 
degree r = kn. 
Now since degrees of T,(Q) and U,(Q) are the same as those of r and s, 
respectively, it follows from (21), (23) that 
ordzAoz ($f&t)=k(n-l)fk(n). 
But degree of least common denominator > order of vanishing. Thus, 
(n- l)k+degreesa2kn-k 
or degree s > kn, contradiction. This completes the proof of Theorem 4. 
The equations we have discussed are closely related to the more general 
problem concerning sums of squares. For a brief discussion of the latter, 
see Taussky [4]. 
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