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Abstract
Recently, there has been a large amount of support for the idea that causal
claims can be sensitive to normative considerations. Previous work has focused on
the concept of actual causation, defending the claim that whether or not some token
event c is a cause of another token event e is influenced by both statistical and pre-
scriptive norms. I focus on the policy debate surrounding alternative energies, and
use the causal modelling framework to show that in this context, people’s normative
commitments don’t just affect the causal claims they are willing to endorse, but also
their understanding of the causal structure. In the context of the alternative energy
debate, normative considerations affect our (implicit) understanding of the causal
structure by influencing our judgements about which variables should be held fixed,
and therefore which variables should be relegated to the background of a causal
model. In cases of extreme disagreement, normative commitments can also affect
which causal structure we think should be instantiated. Thus, focusing on a new
context has revealed a previously unexplored sense in which normative factors are
incorporated into causal reasoning.
Intuitively, we might think that causation is a natural relation; in particular, that
whether or not c is a cause of e is a matter of fact, and therefore not influenced by
any normative commitments. However, an increasingly large body of work questions
this assumption, arguing that normative commitments do make a difference to at least
some kinds of causal judgments. So far, the focus has been on the concept of actual (or
token) causation—that is, the concept that is used to make claims of the form ‘event c
caused event e’. Both traditional philosophical analyses1 and empirical studies2 suggest
that we are more likely to cite abnormal than normal events as causes, where the relevant
notion of ‘normal’ includes both statistical and prescriptive norms.
I build on this work, showing that—and how—normative factors influence a different
kind of causal judgment, which occurs when we are considering how to (and whether
it is possible to) bring something about. In this context, normative commitments can
affect people’s (implicit) understanding of causal structure, as well as the causal claims
1For example Hall (2007); Halpern and Pearl (2005); Hitchcock (2007); McGrath (2005); Menzies
(2004, 2007, 2009).
2For example Alicke et al. (2011); Hitchcock and Knobe (2009); Knobe (2010); Systma et al. (2012).
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that they endorse. For example, consider policy debates. Here, different individuals of-
ten have different normative commitments; they frequently also make conflicting causal
claims. I use the causal modelling framework to diagnose the disagreement between
relatively well-informed people on opposing sides of one particular policy debate: that
surrounding alternative energy. I show that in this context, people’s normative commit-
ments do—and should—affect their implicit understanding of the causal structure.
The question that is central to the alternative energy debate is often expressed as fol-
lows: Is it possible to replace fossil fuels with alternative energy sources? This is a
causal question, in the sense that it asks whether it is possible to bring about a certain
state of affairs. After clarifying the question—and therefore what is at stake in the
alternative energy debate—I use the causal modelling framework to show that people
who give different answers to the above question can often be characterised as (implic-
itly) reasoning with different causal models. These differences in the understanding of
causal structure arise for a variety of reasons, one of which is a difference in normative
commitments.
In order to make causal judgements, we have to decide which variables are allowed to
vary and which are held fixed. Our normative commitments influence where we draw
this line—in general, we don’t (and shouldn’t) consider interventions on variables that
we think should be held fixed. These variables are therefore relegated to the background.
Thus, people with different normative commitments end up (implicitly) reasoning with
different causal models, and generating different causal judgements.
Causal models generally have a limited invariance range: they represent a causal struc-
ture that is instantiated in some contexts, but not in others. In most cases, there are
possible manipulations that exceed this invariance range, and in doing so, change the
causal relationships that hold between the variables in the model. We can think of
such interventions as altering the causal structure itself.3 In these cases, normative con-
siderations can affect not just which variables we think should be held fixed, but also
which causal structure we think should be instantiated. Again, this affects our causal
judgements.
It is generally accepted that the construction of causal models is to some extent subjec-
tive.4 For example, which model is most appropriate will depend on the causal enquiry.5
In the situations described here, however, the causal enquiry is held fixed, and yet norma-
tive commitments still influence which causal model is appropriate. This therefore repre-
3Of course, there is a sense in which the causal structure remains the same before and after such
an intervention, and it is generally possible to represent both situations using a single, larger, causal
model. The point is that when the intervention range is exceeded, the causal structure represented by the
original causal model is no longer instantiated. There is therefore a sense in which the causal structure
has changed.
4See Hitchcock (2007); Halpern and Hitchcock (2010); Woodward (2016).
5Questions about which causal model is appropriate should not be understood as pertaining to the
metaphysics of causation, but to a different, methodological, question about how we should go about
causal reasoning. For discussion, see Woodward (2015).
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sents a previously unexplored sense in which our understanding of causal structure—and
causal reasoning more generally—is influenced by mind-dependent factors.6
1 Previous work on causation and the normative
According to a traditional, and intuitive, understanding of causation, what causes what is
completely determined by the physical facts. Thus, as Sarah McGrath notes, causation is
‘commonly held to be a paradigmatic example of a natural and so entirely non-normative
relation’ (2005, 125).
Recently, however, a number of authors have argued that normative considerations do
(legitimately) influence causal judgements. The claim (which is backed up by empirical
research) is that we are more willing to cite abnormal events as causes, where, impor-
tantly, the relevant notion of ‘normal’ includes both descriptive and prescriptive norms.7
Consider the following examples:
1. The heavy rain caused the flood.
2. My ear infection caused my dizziness.
3. Sophie’s alarm failing to go off caused her to be late for work.
4. The driver’s speeding caused the crash.
Examples 1–4 are all instantiations of the concept of actual causation—that is, they
are all judgements of the form ‘c caused e’, where both c and e are token events.8 In
addition, the causes (and effects) are all deviations from some norm.
In 1, it rains more than is statistically normal for a particular region—that is, the heavy
rain is a deviation from a statistical norm. Healthy humans don’t have ear infections.
Thus, in 2, my ear infection is a deviation from what we might call a norm of proper
functioning of human bodies. In 3, Sophie’s alarm failing to go off is a deviation from the
norm of proper functioning of alarm clocks—that is, of a certain kind of artifact. Finally,
6It has previously been observed that normative factors make a difference to causal judgements in the
sense that we judge x to be a cause of y if y counterfactually depends on x relative to a default situation
(Hall, 2007; Hitchcock, 2007; Halpern and Hitchcock, 2010). However, the examples used to illustrate
this phenomenon tend to start by representing the relevant situation using a particular causal structure,
and then show that in order to account for our causal judgements, we have to add default values to this
structure, where the default values are determined by both statistical and prescriptive norms. What I
emphasise is that normative factors can (legitimately) influence the first step—that is, what we take to
be the appropriate causal structure itself. As discussed in footnote 13, this can be seen as extending a
suggestion from Blanchard and Schaffer (2017).
7This approach originates in Hart and Honore´ (1959). For recent statements, see the works cited in
Footnote 1.
8Hitchcock and Knobe point out that it is the concept of actual causation that has been the primary
target of interest in the philosophy of causation (2009, 587). Judgements of actual causation can be
understood as answers to the question: which event(s) was causally responsible for a particular effect?
See Woodward (2011).
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by speeding, the driver is certainly breaking the law—a legal norm—and potentially also
a moral norm, if we think that he is recklessly endangering other people’s lives.9
The view that I have just outlined has been prominently defended by Christopher Hitch-
cock and Joshua Knobe (2009). Their aim is to determine the purpose of the concept
of actual causation—that is, they ask what is the point of having a concept of causa-
tion that is sensitive to the expansive notion of ‘normal’ introduced above? In answer,
they argue that the concept of actual causation is importantly linked to our ability to
intervene in the world.
In general, while the causal structure identifies all of the factors that could be
manipulated (either singly or in combination) to effect a change in the out-
come, the actual causes are the factors that should be manipulated. (Hitch-
cock and Knobe, 2009, 590, italics in the original)
According to Hitchcock and Knobe, the reason we are more likely to cite events that are
deviations from the normal as actual causes is that these tend to be ‘appropriate targets
for intervention’ (2009, 591).10 For example, they consider the case of a student who
has failed a test, and wants to make sure this doesn’t happen again. They point out
that the following counterfactuals are all true, and therefore all correspond to possible
strategies (at least in theory).
i. I would not have gotten an F if the teacher had been eaten by a lion.
ii. I would not have gotten an F if the Earth’s gravitational pull had suddenly de-
creased.
iii. I would not have gotten an F if I had had less to drink the night before the test.
(2009, 591)
Only iii) is really relevant, and it is only this counterfactual that identifies a deviation
from the normal (drinking too much is a deviation from a prudential norm). Additionally,
this is the only option that identifies an appropriate target of intervention. Thus, while
it may well be possible for the student to avoid failing her next test by somehow ensuring
that her teacher gets eaten by a lion, we can see why it might be useful to have a concept
that focuses on the fact that she got drunk the night before the test—that is, on factors
that are deviations from the normal.
Most of the time people agree about which norms are relevant to a particular situation.
9An obvious objection to the kind of account described above is that it confuses causation with blame.
Perhaps normative considerations only enter into our causal judgements to the extent that we are failing
to distinguish causation and blame. Empirical studies have shown that judgements of actual causation
are affected by negative evaluations such as blame (see e.g. Alicke et al. (2011)). However, this doesn’t
exhaust the role played by the normative. Other studies have shown that we are more likely to cite
deviations from the norm as actual causes, even when the outcome is positive (see e.g. Hitchcock and
Knobe (2009)).
10See also Halpern and Hitchcock (2015).
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But what if they don’t?11 One implication of Hitchcock and Knobe’s account is that if
people don’t agree on the norms (or on which norms have priority), they will endorse
different causal claims.
For example, in 2011, there were serious riots in London. At the time, I heard a lot of
discussion of these riots, and in particular, much disagreement about what caused them.
Some people asserted something like sentence 5, whereas others denied 5, and asserted
something more like 6.
5. The culture of hooliganism caused the riots.
6. The state of high unemployment caused the riots.
According to the approach under consideration, disagreement about the causes of the
riots can be explained by the fact that different individuals had a different understanding
of which norms were relevant.12
In summary, existing work on the concept of actual causation describes one way in which
our normative commitments plausibly affect our causal judgements, and also one way
in which disagreement about the relevant norms can result in disagreement over causal
claims. As discussed above, my goal is to extend this existing work, and show that
normative commitments can affect our (implicit) understanding of causal structure.13
For this, we need a way of representing causal structure. Thus, I now introduce the
causal modelling framework.
2 Using causal models to represent causal structure
The causal modelling framework is a powerful system for representing causal structure.
Visually, this structure is represented using causal graphs, which consist of a set of
variables and arrows, or directed edges, each of which represents the existence of a
direct causal relationship between two variables. For example, the graph in Figure 1
represents a causal structure that is instantiated in many river catchments.
Figure 1 shows that the amount of rainfall in the catchment area, the extent to which
slopes are vegetated, and the steepness of the slopes, are all causally relevant to the river
level. The river level then determines whether or not there is a flood.
11Halpern and Hitchcock consider examples in which there is disagreement about the relevant norms
in their (2015).
12Perhaps it is more likely that there was general agreement about which norms held, but that different
people prioritised these differently. This would also explain the disagreement over the cause of the riots.
13One way of understanding this project is as an elaboration of an idea from Blanchard and Schaffer
(2017). In opposition to the work described above, they argue that we don’t need to incorporate the
deviant/default distinction into our account of actual causation. Rather, we need to pay more attention
to what it takes to be an apt causal model. It is an implication of their argument (which they don’t
discuss) that there will be cases in which normative commitments influence which causal model we
consider to be appropriate—that is, our understanding of the causal structure.
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Variables
R: the amount of rainfall in the catchment area
V : the extent to which slopes are covered in vegetation
S : the steepness of the slopes
RL: the river level
F : whether or not there is a flood
Figure 1: Causes of flooding
Of course, we generally want to know more than just that one variable is causally relevant
to another variable; we also want to quantify this causal relevance. For example, we
want to know how much rainfall in a particular river catchment is likely to result in a
flood. This quantitative information is incorporated into causal models using structural
equations; these express the value of each effect variable in the model as a function of
its direct causes. For example, the causal model represented in Figure 1 would include
structural equations expressing RL as a function of R, V & S, and F as a function of
RL.
The causal modelling framework provides the basis for a particular theory of causation—
the interventionist theory—which has recently been popularised in philosophy by James
Woodward (2003). On this theory, variable X is causally relevant to variable Y if and
only if there is a possible intervention on X that would make a difference to the value of
Y, where ‘intervention’ is a technical term that is characterised using causal models.14
For example, the amount of rainfall is causally relevant to the river level, because if we
were to manipulate the amount that it rained in a particular region (assuming this were
possible), this would make a difference to the river level.15
In the remainder of the paper, I use the causal modelling framework—and the associated
interventionist theory of causation—to represent lay people’s implicit understanding of
the causal structure underpinning the alternative energy debate. In doing so, I assume
that human causal inference makes use of mental models that can (at least roughly)
be represented using this framework.16 This assumption is supported by recent work
14Roughly, an intervention variable on X with respect to Y has to be a cause of X, and has to affect Y
(if at all) only via X. A random controlled trial is therefore a paradigmatic example of an intervention:
the whole point of this experimental design is to ensure (as best as possible) that confounding factors
are controlled for—that is, that any effect on the dependent variable is due to the independent variable.
For Woodward’s precise characterisation of the notion of an intervention, see 2003, 98–99.
15Notice that causal models encode a set of counterfactuals. For example, Figure 1 asserts that there
is a possible intervention on the amount of rainfall (R) that makes a difference to the river level (RL).
This entails that there is a true counterfactual with the following form: if it were to rain x amount
(rather than x′ amount), the river level would be y (rather than y′).
16Thanks to an anonymous reviewer for pressing me to clarify the role played by the causal modelling
framework in my argument.
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in psychology. Many psychologists have adopted the causal modelling framework as a
normative standard against which to assess human causal reasoning. It is also assumed
that causal reasoning makes use of mental models that, although not necessarily identical
to causal models, can be described using this framework.17 Because my argument is
founded on assumptions shared by recent work on causal cognition, it has implications for
this field. At the very least, it makes a prediction that could be confirmed or disconfirmed
by empirical studies.
Before leaving this section, there is one further feature of causal models that is particu-
larly important in the context of my argument. Since any given causal model represents
only part of the world, when constructing one of these models, there is always a decision
to be made about where to draw the line between the variables that are part of the
system being represented and those that are not—that is, between the foreground and
the background. For example, in Figure 1, the variables R, V, S, RL, and F comprise
the foreground; everything else is in the background.
Unlike foreground variables, which can take a range of values within a single causal
model, background variables are held fixed at some value, and are not considered as
potential targets of intervention.18 Generally, these variables are held fixed at the value
that they normally take. For example, in Figure 1, the magnitude of the earth’s grav-
itational field is part of the background, and is held fixed at its actual value.19 I as-
sume that human causal inference makes use of mental models in which there is a
foreground/background distinction with these features.
In the flood example, it is obvious that the earth’s gravitational field should be part of
the background, rather than the foreground (and that it should be held fixed at its actual
value). However, determining which background conditions to hold fixed is not always
so uncontroversial. When we don’t agree on the relevant norms (and therefore which
events are deviations from the normal), we are also likely to disagree about whether
17See e.g. Gopnik and Schulz (2007); Lagnado (2011). Lagnado explicitly claims that ‘successful causal
inference presumably requires the capability to represent networks of directed relations between variables’
(2011, 139).
18A clarification is required here. It is not the case that all variables that are in the background (as
opposed to the foreground) should be held fixed. In particular, background variables that are causally
intermediate between a cause and its effects should be allowed to vary freely. For example, consider
Figure 1. We could move the variable RL into the background, and represent R, V, and S as direct
causes of F. In this scenario, if we were to hold RL fixed, then intervening on any of R, V, or S would
not make a difference to the value of F, and so these variables would not come out as causally relevant.
Thus, if the model under consideration is to correctly represent the causal relationships between these
four variables, we had better allow RL to vary. More precisely, then, the requirement is that background
variables that are not on a causal pathway between any of the foreground variables are held fixed at
some value.
19Note that the background/foreground distinction differs from the normal/deviant distinction in that
the former holds between variables, whereas the latter holds between values of variables. For example,
imagine waking up tomorrow morning to discover that the earth’s gravitational field has become much
stronger overnight. This would represent a deviant value of the variable {magnitude of the earth’s
gravitational field}. We would probably respond by (either implicitly or explicitly) moving this variable
from the background to the foreground of many causal models, including Figure 1.
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a particular variable should be held fixed, and therefore whether it should be part of
the background. As I will show, this is important, because drawing the line between
the foreground and the background in different places results in different causal models,
which can generate different causal judgements.
Using the debate surrounding alternative energies as a case study, I show that people
with different normative commitments will often (implicitly) assume different causal
models. Furthermore, this phenomenon explains some policy disagreement.
3 Applying causal models to the alternative energy de-
bate
Let’s consider the public debate about alternative energies, and, in particular, the ques-
tion: Can we effectively replace fossil fuels with renewables?20 In answering this question,
we are not making a judgement of actual causation. Nevertheless, the question is causal
in the sense that those who answer ‘yes’ think that we can bring about a certain state of
affairs—that is, that it is possible to cause this state to come into being—whereas those
who answer ‘no’ think that we can’t.
My hypothesis is that people on different sides of the alternative energy debate are
implicitly reasoning on the basis of different understandings of the causal structure that
underpins the debate—that is, with different causal models—and that this partially
explains why they give different answers to the same causal question. We might initially
think that this causal disagreement can be easily resolved, because is a matter of fact,
not of value. However, I show that people’s understanding of the causal structure is
legitimately influenced by their normative commitments, and therefore that separating
fact from value is not at all straightforward.
Before proceeding, I need to clarify the question at the heart of the alternative energy
debate. We might worry that the question ‘Can we effectively replace fossil fuels with
renewables?’, actually conflates two different questions, one technological (and causal)
and one political (and normative). The first asks: Is it technologically possible to convert
to alternative energies? The second: What energy policy should we adopt?
It is clearly true that the alternative energy debate does have both technological and
political aspects. However, it is not clear that these issues should be separated. There
is definitely a sense in which it is possible to immediately stop using fossil fuels and rely
solely on renewables; it is just that the consequences of doing so would be devastating.
It is also clear that the political question can’t be answered without taking the state
of technology into account. Thus, I think that the question most people are interested
answering lies somewhere in between the purely technological and purely political. What
20For my purposes, it is not important to give a precise definition of the term ‘renewables’. However,
assume that it refers primarily to wind and solar.
8
we want to know—and what we disagree about—can be rephrased as follows: Is it pos-
sible to convert to renewables while maintaining our current standard of living (or with
only a small reduction in standard of living)? This is an economic question. Importantly,
it is also causal: as noted above, it asks whether it is possible to bring about a certain
state of affairs.
Even after the original question is restated, we might worry that it still has normative
content. We might expect that people will disagree on what it is to ‘maintain our
current standard of living’, and that these differences will arise partly as a result of
people’s different values. For example, consider two people who agree that converting to
renewables is likely to result in both higher unemployment and a significant reduction in
air pollution. These individuals might disagree about whether it is possible to convert to
renewables while maintaining our current standard of living, because they disagree about
what it is that constitutes a good standard of living. In particular, they disagree about
the relative contribution that employment levels and air pollution make to standard of
living.21 In this kind of situation, differences in judgements about the possibility of
converting to renewables may be attributed to the fact that people are asking whether
it is possible to bring about different states of affairs.22 This sort of disagreement
is important. However, it is important to recognise that there are other sources of
disagreement that also affect the alternative energy debate.
To see this, notice that by operationalising the notion of standard of living in terms
of some economic variable (for example GDP), it is possible to restate the question at
issue in a way that is purely empirical. It then becomes: Is it possible to convert to
renewables while maintaining the current GDP (or with a reduction in GDP of less
than x )?23 Although most people engaged in the alternative energy debate do not state
the question in these terms, I take it that most people would accept that maintaining
GDP (at least approximately) is a basic requirement of any energy policy. I therefore
assume that most advocates of alternative energies (to the extent that they have thought
about economic issues at all) do think that it is possible to convert to renewables while
maintaining GDP. On the other side of the debate, however, there are many advocates
of fossil fuels who clearly think that it is not possible to switch to renewables without
damaging the GDP.
21Another way of putting this point is to say that the two individuals discussed above disagree about
the utility values that should be assigned to the values of the variables {employment level} and {air
pollution}, and therefore how much these contribute to standard of living.
22There are also likely to be situations in which two individuals both agree that it is possible to convert
to renewables while (roughly) maintaining our current standard of living, but disagree about whether
this is desirable. See §5 for further discussion.
23Two clarifications. First, I leave aside the question of exactly what it would take to ‘convert to
renewables’. Perhaps generating 90% of a country’s energy requirements using renewables would fulfil
this criterion, or perhaps not. I suspect that different people have different targets in mind. Second,
there is also a distributional issue. It may turn out that it is possible to convert to renewables without
any reduction in a country’s GDP, but that the conversion nevertheless has unacceptable consequences
for certain groups of people. I also set this issue aside for the purposes of this paper.
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To reiterate, although our interest in whether or not it is possible to convert to renewables
while maintaining the current GDP arises from normative concerns, the question itself is
empirical. And people on opposing sides of the alternative energy debate disagree about
the answer. My goal is to explain why this is the case.
4 An initial causal model
Just as there are many questions that we might ask with respect to the alternative
energy debate, there are also many aspects of the debate that we could potentially rep-
resent using causal models.24 For example, we could try to construct a quantitatively
accurate model of a particular part of the energy economy, in order to accurately pre-
dict the effects of interventions. Or we could aim to analyse the causal reasoning of
economists, scientists, and engineers working in this area. I am not engaged in either
of these projects. Rather, my aim is to represent the causal structure that is assumed
by relatively well-informed people (who are not necessarily experts) on different sides of
the alternative energy debate, in order to diagnose their differing answers to the ques-
tion: ‘Is it possible to convert to renewables?’ I demonstrate that people’s normative
commitments make a difference to their implicit understanding of the causal structure
underpinning the debate, and therefore to their assessment of the feasibility of converting
to renewables.
My source of arguments for and against alternative energies was the website ProCon.org.
This site compiles arguments for and against a range of issues that are controversial in the
United States, including the alternative energy debate. The models constructed below
are based on the arguments cited in response to the questions ‘Can alternative energy
effectively replace fossil fuels?’25 and ‘Should the US subsidise alternate energies?’26 As
discussed in the previous section, I assume that in the context of the US, the question
‘Can alternative energy effectively replace fossil fuels?’ can be paraphrased as ‘Is it
possible for the US to convert to renewables while maintaining its current GDP (or with
a reduction in GDP of less than x )?’27
It is generally assumed that renewables will only be able to (effectively) replace fossil
fuels if they are competitive on price (although see §8 for a possible exception to this
assumption). Thus, the answer to our question is determined by the relative price of
24Strictly speaking, I do not provide causal models, but causal graphs. To turn these into causal
models, you would need to add a set of structural equations.
25ProCon.org (2017a) This site cites 19 arguments for, and 18 against, the above question.
26ProCon.org (2017b) This cites 7 arguments both for and against government subsidies of alternative
energies. I included the responses to this second question because government subsidies came up in
response to the question ‘Can alternative energy effectively replace fossil fuels?’, but were addressed
more comprehensively in response to the more specific question.
27I assume that for it to be possible to convert to renewables is for there to be some practically realistic
intervention (or set of interventions) that would result in this conversion. In terms of the causal models
discussed below, this restricts us to considering interventions on the exogenous variables.
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renewables and fossil fuels (PR and PF ).
A number of variables were mentioned as making a difference to the price of renewables.
For example, as the technology of renewables (TR) improves, we can expect that the
price of renewables will drop. Similarly, as the amount of energy that is produced by re-
newables (ER) increases (and therefore production of renewable technologies themselves
increases) the price will also drop. Reliability is also a big issue for renewables (RR). We
are assuming that this sector consists predominantly of wind and solar; the reliability
issue arises because it is not always windy, nor is it always sunny. However, advances in
the technology of renewables (and especially energy storage) can be expected to make at
least some difference to the reliability of renewables, and therefore to their price.
Although reliability is not generally taken to be an issue for fossil fuels, changes in both
the technology (TF ) and the amount of energy produced from fossil fuels (EF ) were
mentioned as relevant to the price of fossil fuels.
Some people argued that environmental and health costs of either fossil fuels or renew-
ables should be factored into their price. The variables EHF and EHR represent any
mechanisms designed to do this (e.g. EHF could represent a carbon tax).
28 Finally,
government subsidies (GS ) were also cited as making a difference to the effective price
of both kinds of energy source. Compiling all these variables into a causal graph results
in Figure 2.
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Variables
PR/F : Price of renewables/fossil fuels
TR/F : State of technology
ER/F : Amount of energy produced by renewables/
fossil fuels
RR: Reliability of renewables
EHR/F : Mechanisms to incorporate environmental
and health costs
GSR/F : Government subsidies
Y/N: Whether it is feasible to replace fossil fuels
with renewables29
Figure 2: Causal structure of alternative energy debate
28To dispel any worries that EHF and EHR, as characterised above, are not apt for including in a causal
model, notice that they are distinct from the other variables in the model, capable of being intervened
on, and that we can assign them a set of possible values that represent incompatible states of affairs.
29It may seem strange to have a yes/no variable as an effect in this model. An alternative way of
understanding this variable is as follows: Assume that the other variables in the model all represent the
11
It is important to reiterate that I do not take Figure 2 to be a comprehensive, complete,
or even particularly accurate representation of the causal structure that underlies the
alternative energy debate. However, with one caveat that is discussed in §8, I think that
people on both sides of the debate would agree with the causal structure represented
here. That is, they would agree that manipulating any of the variables represented in
the graph would make a difference to the price of renewables or fossil fuels, and therefore
to the feasibility of replacing fossil fuels with renewables.
The fact that it is possible to construct a causal graph that would be accepted by people
on both sides of the debate might seem to indicate that, with respect to this policy debate
at least, there is general agreement on the causal facts—that is, it might seem to negate
the hypothesis that our normative commitments influence our causal judgements in this
kind of context. In the next section, I argue that this is not the case, and that advocates
of renewables and fossil fuels can be characterised as implicitly assuming different causal
models. In §6, I argue that the reason for this is at least partly due to the fact that they
have different normative commitments.
5 Models for and against
In order to extract the implicit causal structure assumed by advocates of renewables and
fossil fuels, I again turned to the arguments for and against the questions ‘Can alternative
energy effectively replace fossil fuels?’ and ‘Should the US subsidise alternate energies?’
cited on ProCon.org.
First, I considered just the arguments in favour of converting to renewables, and con-
structed a causal graph that included only those variables that were mentioned as being
causally relevant in one of these arguments. I then repeated this procedure using the
arguments against renewables. This generated the causal graphs in Figure 3a and b
respectively. I now discuss the differences between these two graphs, and show that
these occur for two reasons. First, disputants disagree about the strength of some of the
causal relationships; second, they disagree about which variables are in the foreground
and which are in the background.
Advocates of both fossil fuels and renewables accept that over time, as more energy is
produced by renewables (ER) and the technology of renewables improves (TR), the price
of alternative energy will go down. However, there is less agreement over the reliability
of renewables (RR). Those who advocate for renewables tend to assume that advances
in the technology of renewables will solve the reliability issue (thus pushing the price
of renewables down significantly further). Those who support fossil fuels, on the other
hand, tend to assume that there will be no significant improvement in the reliability of
renewables—that is, they assume that the strength of the causal relationship between
situation at some time t = 0. Y/N can then be understood as representing the maximum proportion of
energy that could be produced by renewables at some later time t = 1.
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Figure 3: Causal structure assumed by those a) for and b) against renewables
TR and RR is too weak to have a much effect. Thus, in this case, both sides agree
on the structure of the causal graph, but disagree on some of the associated structural
equations. The directed edge between TR and RR in Figure 3b is dashed to represent
this difference.
Advocates of renewables tend to consider fossil fuel technology (TF ) to be stable, and
therefore background this variable. (Background variables are greyed out in Figure 3.)
However, some supporters of fossil fuels argue that coal has become cleaner over the
last twenty years, and that this trend will continue—that is, they include TF in their
causal model. Proponents of fossil fuels also point out that as more energy is produced
by renewables, and therefore less by fossil fuels, the price of fossil fuels is likely to drop.
Thus, EF is explicitly included in their causal model. Advocates of renewables, on the
other hand, tend not to mention this variable.
Perhaps unsurprisingly, both sides think we should be taking into account the environ-
mental and health costs of the other. Thus, proponents of renewables argue that the
environmental and health costs of fossil fuels should be factored into the price of this
energy source, and vice versa. Currently neither of these cost is factored into the price
of energy in the US. Thus, advocates of renewables are proposing that we intervene on
EHF but leave EHR unchanged; vice versa for advocates of fossil fuels. Assuming that
we tend to leave variables that we think should remain unchanged in the background,
but place variables that should be intervened on in the foreground, this entails that each
side is backgrounding the environmental and health costs of its favoured technology and
foregrounding the costs of the other.
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Finally, there is also disagreement about government subsidies. At the moment, both
fossil fuels and alternative energies are subsidised by the US government. Those who
advocate for renewables argue that it is crazy to be subsidising fossil fuels, and that
subsidies on renewables should be increased. Thus, they consider both GSF and GSF
as candidates for intervention. Supporters of fossil fuels, on the other hand, argue that
we shouldn’t be subsidising renewables, but don’t mention any change in the subsidies
on fossil fuels. Thus, they include GSR, but background GSF .
30
To reiterate, my contention is that, for the reasons just discussed, the proponents of each
side of the alternative energy debate are implicitly assuming different causal models, as
illustrated in Figure 3.
Some of the differences between Figure 3a and 3b are about straightforwardly empirical
matters. For example, we have seen that advocates of renewables and fossil fuels disagree
about the strength of the causal relationship between TR and RR: the former tend to
think that advances in the technology of renewables will make more of a difference, more
quickly, to the reliability of renewables than the latter.
Since the extent to which advances in the technology of renewables will make a dif-
ference to the reliability of alternative energy is an empirical question, it seems likely
that the reason that opponents of renewables tend to ignore this relationship is due to
motivational bias—for example, the unconscious omission of information that doesn’t
help one’s cause.31 Some of the other differences between Figures 3a and 3b are also
empirical and can also be explained by motivational bias. For example, whether using
more renewables will affect the price of fossil fuels.
In the next section, however, I argue that some of the differences in people’s implicit
causal models can be attributed to their different normative commitments, in a way
that can’t simply be attributed to motivational bias. The upshot is that normative
factors make a difference to our understanding of causal structure in a way that has not
previously been discussed.
Before going on, it is necessary to respond to an objection.32 Couldn’t it be that people
on both sides of the debate take Figure 2 to be the correct representation of causal
structure, and disagree only about which interventions should be carried out, given this
structure? For example, consider two people who completely agree on the likely effects
of converting to renewables. In particular, like the two individuals discussed in §3,
they agree that switching to renewables would lead to higher unemployment, as well
as a decrease in air pollution. These two people may both accept that it is possible to
convert to renewables (even while maintaining GDP), but disagree about whether we
should, because they disagree about whether doing so would be an improvement over
30Some advocates of fossil fuels argue that the government should only subsidise renewables if these
are close to being competitive with fossil fuels on price. That is, they argue that there should be a causal
arrow going from PR to GSR (or perhaps from Y/N to GSR). I leave out this postulated causal link.
31For a review of work on motivational bias, see Kunda (1990).
32Thanks to two anonymous reviewers for pressing this objection.
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the status quo.
I think it is likely that this kind of disagreement does exist. However, there are two
reasons to think that this doesn’t explain the disagreement cited on ProCon.org. First,
the passages on this website are intended to be answers to the question ‘Can we effectively
replace renewables with fossil fuels?’ That is, the people cited here explicitly disagree
about whether it is possible to bring about a particular state of affairs, not whether we
should bring about this state of affairs.
Second, mere disagreement about which interventions should be carried out doesn’t
explain the arguments cited on ProCon.org. For example, imagine an advocate of fossil
fuels who thinks that we shouldn’t incorporate the environmental and health costs of
fossil fuels into the energy economy. Now say that she assumes that the causal structure
is as given in Figure 2. She is therefore explicitly aware of the fact that if we were to
incorporate the environmental and health costs of fossil fuels into the energy economy,
this would increase the feasibility of converting to renewables. When defending her
position, you would expect such a person to give some argument for why we shouldn’t
incorporate the environmental and health costs of fossil fuels. After all, it is on this
point that she disagrees with her opponents. However, there is no evidence of this kind
of argument. In fact, none of the advocates of fossil fuels mention the environmental
and health costs of this energy source at all. Thus, while the kind of disagreement
considered in this objection may well occur, I take the evidence from ProCon.org to be
more consistent with the claim that people on different sides of the debate are implicitly
working with a different understanding of the causal structure.33
6 Normative commitments and causal models
Let’s consider the effect of environmental and health costs on the price of renewables and
fossil fuels. Recall that the variables EHR and EHF represent any mechanisms that are
designed to incorporate the environmental and health costs of renewables and fossil fuels
into their price. There are a number of questions that are relevant to these variables,
including: What are the environmental and health costs of renewables and fossil fuels?34
Should these costs be incorporated into the energy economy? And, if yes, how? Answers
to the first and third question influence the values we assign to EHR and EHF , whereas
answers to the second affect whether we think these variables should be intervened on
at all.
33It is possible that some of the apparent differences in people’s understanding of the causal structure
are actually due to rhetoric—that is, that people on opposing sides of the debate agree on the causal
structure, but only emphasise those aspects of the structure that support their argument. However, it
seems implausible that rhetoric can fully account for the differences represented in Figure 3.
34This first question may appear to be empirical; certainly it is partly empirical, and it is possible
to operationalise environmental and health costs such that they can be assessed empirically. However,
it seems unlikely that there is a value neutral choice of operationalisation. If not, there is a genuinely
normative question here.
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Because we’re trying to understand the way that normative commitments affect our
understanding of causal structure (as opposed to the values that we assign to variables),
let’s focus on the second question. This is obviously value laden. Whether we think
that environmental and health costs should be incorporated into the energy economy
will depend on what we are trying to achieve, as well as what we think will work. For
example, it will depend on the value we place on both the environment itself and the
welfare of future generations.
Someone who thinks that the environmental and health costs of fossil fuels shouldn’t
be incorporated into the energy economy thinks that we shouldn’t intervene on this
variable—that is, that it should be left at its current value. In general, if a variable
shouldn’t be intervened on, there is no need to include it in the foreground of a causal
model: it only makes sense to include variables that we think should be varied (or that
it is acceptable to vary).35 Thus, to think that the environmental costs of fossil fuels
shouldn’t be incorporated into the energy economy is to think of EHF as part of the
background.36
To generalise, because of their different normative commitments, people on different
sides of a policy debate will often have different ideas about which variables we should
manipulate. Since variables that shouldn’t be intervened on are automatically relegated
to the background of a causal model, this entails that where we draw the line between
the foreground and the background can be influenced by our normative commitments.
Normative disagreement can therefore result in individuals implicitly assuming different
causal models.
Importantly, different causal models can result in different causal judgements—in this
case, in different judgements about whether it is feasible to convert to renewables. For
example, say Tom thinks that the environmental and health costs of fossil fuels should
be taken into account, but Ann thinks they shouldn’t be. Tom therefore puts EHF
in the foreground, where it can take a range of values, including, for example, ‘carbon
tax’. Ann, on the other hand, leaves this variable in the background, where it takes
its current value: ‘none’. In this scenario, Tom will judge that the price of fossil fuels
could—and should—be higher than Ann does. He is therefore more likely to think that
it is feasible to convert to renewables while maintaining the GDP—that is, that there
are interventions that we can carry out to bring about this state of affairs.
Note that Tom and Ann do not disagree on the strength of any causal relationship, or
on any other empirical question. They may well even be in agreement on both what
the environmental and health costs of both fossil fuels and renewables are, and how we
35Another way of putting this point is to note that if you think that a variable shouldn’t be intervened
on, you think that there is only one value of that variable that represents a serious possibility. You
therefore don’t need to represent other values of this variable in your causal model. For further discussion,
see Blanchard and Schaffer (2017, 197–198).
36Whether or not we think that the government should subsidise renewables and/or fossil fuels (and
by how much) is another place in which there is a genuine difference in normative commitments that
affects which variables are in the foreground and which are in the background.
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should price these into the economy if we are going to do so. Nor do they disagree about
the existence of any of the individual causal links in Figure 2—that is, they agree on
the causal structure once the boundary between the foreground and the background has
been specified. However, because they consider different sets of possible interventions
to be available, they automatically draw the line between the causal system and the
background in different places, and thus reason on the basis of different causal models,
in which the range of possible values of EHF is different. As a result, they generate
different answers to the question: Is it possible for the US to convert to renewables while
maintaining its current GDP?
The above discussion implies that talk of our ‘understanding of the causal structure’
is ambiguous. This phrase can refer to i) a system of counterfactuals that an individ-
ual would accept on reflection (e.g. as represented in Figure 2) or ii) the model she is
implicitly reasoning with (e.g. Figures 3a and b). I come back to this point in §10.
Since this is not an empirical study, I haven’t identified individuals fulfilling the descrip-
tions of Tom and Ann. Nevertheless, since normative disagreements like theirs certainly
do exist, it seems reasonable to conclude that normative commitments do affect people’s
implicit understanding of causal structure—and therefore their causal judgements—in
the way I have described.
At this point you might be thinking ‘Sure different people implicitly reason with different
causal models, but that’s just because they’re not reasoning with the correct causal
model. We could resolve this disagreement about causal structure by being more careful
about the causal models that we use to reason with’. In the next section, I show why
this suggestion doesn’t succeed.
7 Resolving disagreement
In order to construct a causal model, we first have to decide where to draw the line
between the system of interest and the background. Since background variables are
held fixed, but foreground variables can take a range of values, this decision can make a
difference to causal judgements. But, we might think, isn’t there a right way of deciding
where to draw this line? If so, we should be able to resolve any disagreement over the
causal structure. I now consider two suggestions as to how this might work, both of
which are ultimately unsuccessful.
First, we could stipulate that any variable that is causally relevant and that does in fact
vary in the context of interest (or is likely to vary in the context of interest) must be
explicitly included in the causal model that is used to reason with. This is, indeed, what
we should aim to do, although as Jennan Ismael points out, there are reasons to think
that this is a practical question, that don’t necessarily have one, correct answer.
In decision contexts, what we hold fixed is a partly causal question that
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depends on what we can expect to be fixed in the hypothetical circumstances
in which the choice will take place ... There is no simple recipe for making
these judgments. They are causal judgements, but ones that demand ...
practical wisdom beyond mere scientific knowledge. Ismael (2013, 229)
Ismael is referring to decisions that individuals make about their lives. For example,
when deciding what to study at university, we have to judge what kind of life we will
want in the future, as well as what interests us at the time.
We should expect that Ismael’s comments also apply to policy debates—that is, that
here, too what we should hold fixed depends on what we can expect to be fixed in future
hypothetical situations (and that there is no simple recipe for making these judgements,
either).
My point is that, although pursuing the above strategy may well resolve some disagree-
ment (for example that surrounding the reliability of renewables), my discussion of the
alternative energy debate—and particularly the environmental and health costs associ-
ated with this debate—shows that considering which variables are likely to be held fixed
(and to vary) is not sufficient. In the case of the environmental and health costs, the
question is not only whether these are likely to vary, but also whether they should be
varied—that is, the issue is normative, as well as empirical.
In principle, it is a good idea to relegate variables that should be held fixed to the
background when constructing a causal model. For example, we saw in §3 that when
people who are engaged in the alternative energy debate ask whether it is possible to
replace fossil fuels with renewables, they are (usually) really asking whether it is possible
to do so while maintaining our current standard of living. That is, people on both sides
of the debate agree that we should hold our standard of living fixed when thinking about
the causal structure underpinning the debate. In general, there are always going to be
many variables that are causally relevant in a given situation, so it makes sense (and
is probably essential) to narrow the focus to those that it is reasonable to intervene
on.
Nevertheless, we might think that one way of resolving disagreement about the causal
structure (if not about the resulting causal judgements) is to include every variable that is
taken to be a suitable target of intervention by some people in the relevant debate. This
is therefore the second suggestion for determining the appropriate causal model.
Considering Figures 2 and 3 shows that this second suggestion does have some promise.
For example, let’s return to Ann, an advocate of fossil fuels, who begins by (implicitly)
reasoning on the basis of the model in Figure 3b. She thinks that we shouldn’t incorpo-
rate the environmental and health costs of fossil fuels into the energy economy, and so
has implicitly backgrounded EHF .
Now say that Ann is presented with Figure 2. She is likely to agree that this model
correctly represents the causal structure underpinning the alternative energy debate. For
example, she agrees that if we were to introduce a mechanism to take the environmental
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and health costs of fossil fuels into account, this would make a difference to the price of
fossil fuels. Importantly, however, this doesn’t imply that she now thinks that Figure
3b is incorrect (she still thinks that EHF should be held fixed). Rather, it shows that
the same causal system can be represented by more than one causal model.
Figure 2 is useful because presenting individuals on opposing sides of the debate with this
causal structure can reveal the source of (some of) their disagreement. Once everyone
has agreed that Figure 2 is an acceptable causal model, it becomes clear that the source
of their disagreement is normative: they disagree about which interventions we should
carry out. Thus, it is possible to diagnose some disagreement by explicitly introducing
a causal model that includes all the variables that are taken to be a suitable target of
intervention by either side. In the next section, however, I show that this strategy is less
successful when the disagreement is more extreme.37
8 Changes in the economy
There is one causally relevant factor that is mentioned in the arguments for renewables
cited on ProCon.org that I haven’t been able to include in the causal graphs so far. This
is raised in the following passage:
The transition will entail costs—not just money and regulation, but also
changes in our behaviour and expectations ... a truly all-renewable economy
may be very different from the American economy we know today. The
renewable economy will likely be slower and more local; it will probably be
a conserver economy rather than a consumer economy. Richard Heinberg,
Post Carbon Institute (ProCon.org, 2017a)
The causal graphs in Figures 2 and 3 presuppose that the energy economy stays constant
in the sense that it is assumed that in order for it to be feasible for renewables to
replace fossil fuels, renewables have to be competitive on price.38 However, as soon
as people start talking about a radically different economy, we have to abandon this
assumption.
Should we hold the economy constant? This is clearly a normatively laden question:
Heinberg—and others who suggest transitioning to an economy of renewables—are partly
motivated by their ideas about what our society should be like. The suggestion that we
move to a different energy economy therefore provides a second example in which nor-
mative commitments influence our implicit understanding of the causal structure. In one
37Note that normative factors can also make a difference to our assessment of the value of certain
variables (e.g. environmental and health costs). Incorporating all the variables that are considered to
be suitable targets of intervention by some people engaged in the relevant debate will also fail to resolve
this kind of disagreement.
38The economy is not assumed to be constant in the sense that any specified variable (or set of
variables) is held fixed. Rather, it is assumed that we don’t exceed the invariance range of the graph in
Figure 2.
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sense, this is a more extreme version of the phenomenon exemplified by environmental
and health costs (in §6). Again, normative disagreement affects what we think should
be held fixed.
However, this second example is more extreme in that the causal structure of the energy
economy envisaged by Heinberg would presumably be very different to that in existence
today, and therefore to that represented by Figure 2. For example, a conserver economy
would be more localised, meaning that the distribution of resources would become more
important, and the overall market price of certain forms of energy less important.39 Thus,
whether it is possible to convert to renewables may no longer be primarily determined by
the relative price of renewables and fossil fuels. In other words, the variable Y/N would
have a different set of direct causes. Thus, Heinberg is not just questioning whether
a particular variable should be held fixed, but suggesting that we should intervene to
change the causal structure of the energy economy itself.40 That is, he doesn’t think
that Figure 2 is a correct representation of the causal structure that should underpin
the alternative energy debate.
It is an open question whether the alternative economy envisaged by Heinberg is a
realistic possibility, Thus, there is likely to be disagreement about whether it is even
possible to alter the causal structure in the way that he suggests.
The larger point, however, is that there are situations in which we are able to control
which causal structure is instantiated, and that in such situations, our normative com-
mitments can influence which causal structure we think should be instantiated.
9 Summary
As we have seen, a number of authors have recently claimed that normative factors
make a difference to judgements of actual causation, in that actual causes tend to be
deviations from either descriptive or prescriptive norms. Hitchcock and Knobe argue that
the purpose of this normatively loaded concept of causation is to discover ‘appropriate
targets for intervention’ (2009, 591). Recall that they claim that ‘the actual causes are
the factors that should be manipulated’ to change the outcome (2009, 590).
I’ve focused on a different kind of causal judgment—judgements about which states we
can bring about—and shown that these are also sensitive to which factors we think should
be manipulated. Unlike judgements of actual causation, however, here our normative
39The causal structure of a conserver economy may be quite different in different locations—even
between different cities in the same country.
40The kind of intervention described above is often referred to as a structural intervention. For example,
see Malinsky (2017). The structural interventions Malinsky considers involve changes to the parameters
of structural equations. However, there are also situations in which we can affect the causal structure
more dramatically. For example, some manipulations change which variables are causally relevant to
a given effect (as described above). In other work, I have argued that this is actually a very common
practice, which is essential to our ability to control the world (2017).
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commitments affect our causal judgements by influencing our implicit understanding of
the causal structure itself.
I have argued that, because we don’t (and generally shouldn’t) entertain interventions
on variables that we think should be held fixed, these variables are included in the
background, rather than the foreground, of a causal model. Thus, people with different
normative commitments end up (implicitly) reasoning with different causal models, and
therefore effectively talking past each other.
Implicit disagreement about causal structure can often be resolved by making the causal
model explicit, and including every variable that is taken to be a suitable target for
intervention by some people in the relevant debate (e.g. Figure 2). In extreme cases,
however, normative considerations can affect which causal structure we think should be
instantiated.
I end by commenting on the value of the causal modelling framework to policy de-
bates.
10 The value of causal models
In general, there are many systems of counterfactuals that are true of a given part of the
world. For example, the three causal graphs in Figures 2 and 3 all represent different
causal structures—and thus different systems of counterfactuals—that are relevant to
the alternative energy debate.41 Furthermore, these graphs all represent systems of
counterfactuals that are at least plausibly true—that is, corresponding to every directed
edge (or chain of directed edges) in these graphs, it is at least plausible that there is some
intervention on X that would make a difference to Y. Even those who think that the
economy should be changed would presumably agree on the causal structure in Figure
2 given that we hold the economy fixed.
However, in order to make a causal judgement—for example, ‘X causes Y ’, or ‘It is
possible to bring about Z ’—you have to decide what is held fixed (at what value) and
what is allowed to vary—that is, you have to pick one set of variables and background
conditions, and reason on the basis of these. This is because, as we have seen, holding
different variables fixed (at different values) results in different counterfactuals being
true.42
Different decisions about where to draw the line between the system and the background
correspond to different causal models. When people implicitly reason with different
causal models in this sense, what they are really (implicitly) disagreeing about is which
model is most appropriate. We can understand person A as saying that it is possible to
bring about Y, assuming a particular division between foreground and background, and
41See footnote 15 on the connection between causal structure and counterfactuals.
42For more discussion, see Halpern and Hitchcock (2010).
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person B as saying that it is not possible to bring about Y, assuming a different division.
As a result, they end up talking past each other.
Causal models are useful because they can make explicit the causal structure that is
being assumed. As I have shown in the case of the alternative energy debate, this allows
us to identify points of disagreement, and to consider whether these are empirical, or due
to genuine normative disagreement. Empirical disagreements can then be resolved, and
normative disagreements can at least be recognised for what they are. Thus, my con-
tention is that the use of causal models could improve the public debate surrounding the
use of alternative energies in particular, as well as policy debates more generally.
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