We present a survey on several mass transportation problems, in which a given mass dynamically moves from an initial configuration to a final one. The approach we consider is the one introduced by Benamou and Brenier in [5] , where a suitable cost functional F (ρ, v), depending on the density ρ and on the velocity v (which fulfill the continuity equation), has to be minimized. Acting on the functional F various forms of mass transportation problems can be modeled, as for instance those presenting congestion effects, occurring in traffic simulations and in crowd motions, or concentration effects, which give rise to branched structures.
Introduction
Mass transportation theory goes back to Gaspard Monge: in 1781 he proposed in [24] a model to describe the work necessary to move a mass distribution µ 1 = ρ 1 dx into a final destination µ 2 = ρ 2 dx, given the unitary transportation cost function c(x, y) which measures the work to move a unit mass from x to y. The goal is to find a so-called optimal transportation map T which moves µ 1 into µ 2 , i.e. such that µ 2 (E) = µ 1 T −1 (E) for every measurable set E, with minimal total transportation cost c x, T (x) dµ 1 .
The measures µ 1 and µ 2 have equal mass (normalized to one for simplicity) and are called marginals; the operator T # µ(E) = µ T −1 (E) is called push forward operator. The optimization problem then becomes min c x, T (x) dµ 1 :
The natural framework for this kind of problems is the one where X is a metric space and µ 1 , µ 2 are probabilities on X; however, the existence of an optimal transport map is a very delicate question, even in the classical Monge case, where X is the Euclidean space R d and c(x, y) = |x − y| (see for instance [25, 4, 20, 18, 26] ). Thus in 1942 Kantorovich proposed in [22] a relaxed formulation of the Monge transport problem: the goal is now to find a probability on the product space, which minimizes the relaxed transportation cost C(µ 0 , µ 1 ) = c(x, y) γ(dx, dy) (1.1) over all admissible probabilities γ on X × X, where admissibility means that the projections π The cases c(x, y) = |x − y| p with p ≥ 1 have been particularly studied, and the cost C(µ 0 , µ 1 ) in (1.1) provides, through the relation w p (µ 0 , µ 1 ) = C(µ 0 , µ 1 ) 1/p , the so-called Wasserstein distance w p which metrizes the weak* convergence on the space of probabilities P(Ω). A very wide literature on the subject is available; we mention for instance the books [2, 27, 28] where one can find a complete list of references. A dynamical model of mass transportation consists in finding, given two probabilities ρ 0 (the initial configuration) and ρ 1 (the final destination), a curve ρ t of probabilities, with t ∈ [0, 1], joining ρ 0 to ρ 1 and minimizing some suitable functional. This functional should take into account the properties of the particular transport under consideration, like congestion or concentration phenomena.
Several models have been proposed to describe the various effects that may occur during a transportation path; in the next sections we will describe some of them. We want to stress the fact that in the congested situations (like for instance the crowd motion in case of panic) people move looking for paths with a low mass density, because they allow a higher velocity; we will see that this feature can be well described by a convex cost functional. On the contrary, in the cases where a mass concentration is favoured (as for instance in public transportation networks), people look for paths with a high mass density, which is related to some concavity in the cost.
The path functionals approach
In this section we consider a very general way to define minimizing paths for functionals defined on curves in a metric space (X, d). The interesting case for dynamical models in 2 mass transportation is when X coincides with the class of all probabilities P(Ω) endowed with the Wasserstein distance w p . Let (X, d) be a metric space; for simplicity we assume that all closed bounded subsets of X are compact. For every Lipschitz curve γ : [0, 1] → X we define the metric derivative of γ at the point t as
|s − t| .
By Rademacher Theorem it can be seen (see [3] ) that for a Lipschitz curve γ the metric derivative exists for a.e. t ∈ [0, 1] and that
We are concerned with variational problems for functionals of the type
where γ : [0, 1] → X varies among all Lipschitz curves with fixed endpoints γ(0) = x 0 and γ(1) = x 1 .
Theorem 2.1. Let X be a metric space such that all closed bounded subsets of X are compact, let J : X → [0, +∞] be a lower semicontinuous functional on X, and let x 0 , x 1 ∈ X be fixed. Assume also that (H1) the functional J is finite on at least a Lipschitz curve γ 0 joining x 0 to x 1 ; (H2) the functional J is bounded from below by a constant α > 0.
Then the minimum problem
admits a solution.
The assumption of Theorem 2.1 on the metric space (X, d) can be slightly relaxed and the following result holds. J dr = +∞ for some (hence for all)x ∈ X. Assumptions (H1) and (H2) above can still be weakened by simply requiring that there exists an admissible Lipschitz curve γ 0 such that
We refer to [9] for the proofs of the results above; we apply here these results to the case when X is a Wasserstein space of probabilities. More precisely, we consider a compact metric space Ω equipped with a distance function c and a positive finite non-atomic Borel measure m. We consider the q-Wasserstein metric space W q (Ω) of all probability measures µ on Ω, equipped with the p-Wasserstein distance (with q ≥ 1)
where the infimum is taken on all transport plans λ between µ 1 and µ 2 , that is on all probability measures λ on Ω × Ω whose marginals π We consider functions J : W q (Ω) → [0, +∞] to be used in (2.1). Functionals of this form have been studied by Bouchitté and Buttazzo in a series of papers (see [6, 7, 8] ) and it is shown that, under the weak* lower semicontinuity and a locality property, they can be represented in the integral form
where • m is a nonnegative nonatomic finite measure on Ω;
is an integrand with f (x, ·) convex and lower semicontinuous;
• dµ/dm is Radon-Nikodym derivative of µ with respect to m;
• µ s is the singular part of µ with respect to m according to the Radon-Nikodym decomposition theorem;
• f ∞ is the recession function of f , defined by (the limit is independent of the choice of s 0 in the domain of f (x, ·))):
• A µ is the set of atoms of µ, i.e. the points x ∈ Ω such that µ(x) := µ({x}) > 0; 4
• # is the counting measure;
is an integrand with g(x, ·) subadditive and lower semicontinuous, such that g(x, 0) = 0, and fulfilling the compatibility condition
Example 2.4. Taking f (s) = |s| p with p > 1 and g(s) = +∞ (with g(0) = 0) we have the Lebesgue type functionals
On the other hand, taking f (s) = +∞ and g(s) = |s| α with α < 1, we have the Dirac type functionals
whose domain consists of discrete measures. Finally, taking f (s) = |s| p with p > 1 and g(s) = |s| α with α < 1 we have the Mumford-Shah type functionals
whose domain consists of measures with no Cantor part. Putting together the characterization of weak* lower semicontinuous functionals J(µ) above, and the abstract existence Theorem 2.1 we have the following result (see [9] for the proof).
Theorem 2.5. Suppose that f (s) > 0 for s > 0 and that g(1) > 0. Then we have J ≥ c > 0, so that the coercivity condition (H2) of Theorem 2.1 is fulfilled. Therefore, the minimum problem (2.2) admits a solution, provided that there exists at least a Lipschitz curve γ :
, with given starting and ending points, with finite cost.
It is interesting to study the situations when, given two probabilities µ 0 and µ 1 on an Euclidean domain Ω ⊂ R d , an optimal path joining them actually exits. We analyze in a more detailed way the two cases below.
• f (s) = |s| p with p > 1 and g(s) = +∞ (with g(0) = 0), which can be used to describe the congestion phenomena; the functional (2.1) then becomes
where W q is the q-Wasserstein space and the expression Ω |γ(t)| p dx has to be intended as +∞ when the measure γ(t) is singular with respect to the Lebesgue measure dx.
• f (s) = +∞ and g(s) = |s| α with α < 1, which on the contrary describes the concentration phenomena. In this case the functional (2.1) takes the form
In the first case the domain of the functional J is L p (Ω) and the question is answered by the following result (see [9] ).
, then µ 0 and µ 1 can always be joined by a finite energy path, hence by an optimal energy path. In addition, if p < 1 + 1/d, then any pair of probabilities µ 0 , µ 1 can be joined by a finite energy path, hence by an optimal energy path. Finally, if p ≥ 1 + 1/d, every nonconstant Lipschitz path γ(t) starting from a Dirac mass is such that J p (γ) = +∞. Therefore, if p ≥ 1 + 1/d no measure can be joined to a Dirac mass by a finite energy path.
The second case, occurring when concentration phenomena are present, is somehow symmetric; in this case the domain of the functional J is made only of discrete measures and the existence of optimal paths is solved by the following result (see [9] ). Theorem 2.7. If µ 0 and µ 1 are finite sums of Dirac masses, i.e. µ 0 = I a i δ x i and µ 1 = J b j δ y j , then µ 0 and µ 1 can always be joined by a finite energy path, hence by an optimal energy path. In addition, if α > 1 − 1/d, then any pair of probabilities µ 0 , µ 1 can be joined by a finite energy path, hence by an optimal energy path. Finally, if α ≤ 1 − 1/d, every nonconstant Lipschitz path γ(t) starting from the Lebesgue measure is such that J α (γ) = +∞. Therefore, if α ≤ 1 − 1/d no measure can be joined to the Lebesgue measure by a finite energy path.
The example below shows a simple case in which an explicit computation of the optimal concentration path can be made. Example 2.8. In the Euclidean plane R 2 consider the origin O, the points A = (1, a) and B = (1, −a) with a > 0, and take
Using the concentration transport functional of Theorem 2.7 with 0 ≤ α < 1, an easy calculation shows that the optimal path γ(t) is given by 
The Eulerian approach
A different dynamical approach to mass transportation problems was proposed by Benamou and Brenier in [5] (see also [15] ). It consists in looking to pairs (ρ t , v t ) where ρ t represents the mass distribution at time t and v t the related velocity field; from the mass conservation the pair (ρ, v) has to satisfy the so-called continuity equation
Among all pairs (ρ, v) that satisfy the continuity equation above, the one providing the mass transportation, from an initial configuration ρ 0 to a final one ρ 1 , is obtained by the minimization of a suitable functional F(ρ, v) that in [5] is taken equal to the kinetic energy:
In this way the probability ρ 0 is dynamically transported on the probability ρ 1 following the geodesic path on the 2-Wasserstein metric space W 2 .
To be more precise, by Theorem 8.3.1 of [2] we have that for every absolutely continuous curve ρ t in the p-Wasserstein metric space W p (Ω) (with p > 1) there exists a map q from [0, 1] into the space of vector valued measures, such that q t ρ t (hence q t = v t ρ t , being v the velocity vector) which represents the flux q = ρv and satisfies
The kinetic energy is replaced in this case by the action functional
In the degenerate case p = 1 a little more care is needed, since the absolute continuity q t ρ t is no more guaranteed, and the L 1 -norm has to be replaced by the mass of the measure q t (see [1] ). 7
Note that, using the variables ρ and q instead of ρ and v, provides the convexity of the functional F(ρ, q) in (3.2).
The precise meaning of the continuity equation
has to be given in the sense of distributions, that is
for every smooth function φ with φ(0, x) = φ(1, x) = 0. The general dynamical formulation of a mass transportation problems, following this Eulerian formulation, then becomes min F(ρ, q) :
In the minimization problem above the continuity equation provides a linear constraint, and the existence of an optimal dynamical path ρ t easily follows by the direct methods of the calculus of variations. In the theorem below (see [16] ) we denote by Q the time-space domain [0, 1]×Ω ⊂ R 1+d , with outer normal versor n, and by σ the measures of the form (ρ, q), which belong to the space M b (Q, R 1+d ) of R 1+d -valued measures defined on Q. The minimization problem (3.3) can be then written in the form
where the scalar measure f = δ 1 (t) ⊗ ρ 1 (x) − δ 0 (t) ⊗ ρ 0 (x) takes into account the initial-final configurations.
be lower semicontinuous for the weak* convergence, and assume that the coercivity condition
holds for a suitable constant C > 0, where |σ| denotes the total variation of σ on Q. Assume also that F(σ 0 ) < +∞ for at least one measure σ 0 satisfying the continuity equation
with the boundary conditions σ ·n = 0 on ∂Q. Then the minimum problem (3.4) admits a solution. Moreover if F is strictly convex, this solution is unique.
In the case when F is convex, problem (3.4) also admits the dual formulation
where A : C(Q) → C(Q, R 1+d ) denotes the operator with domain C 1 (Q) given by
The dual formula above holds if F * is continuous at least at a point of the image of A. The primal-dual optimality condition then reads as
provided an optimal solution ϕ opt of the dual problem exists. The point is that, in general, the maximizers ϕ opt of the dual problem are not in C 1 (Q) and a relaxation procedure is necessary to make the primal-dual optimality condition meaningful. We do not deal with this rather delicate question, and we refer the interested reader to [16] .
Several variants of mass transportation problems have been studied by considering in (3.3) various convex functions of the pair (ρ, q).
• Dolbeault, Nazaret and Savaré considered in [19] functionals of the form
where m is a given reference measure on R d , ρ and q are identified through their densities with respect to m, and
Note that, if the function h is concave (for example h(ρ) = ρ β , with β ∈ [0, 1]), the functional F turns out to be convex as well. Functionals of this kind are motivated to provide efficient models to study diffusion PDEs of the nonlinear mobility type
which can be interpreted as gradient flows of a given functional with respect to a new family of distances generalizing the ones of Wasserstein type.
• Buttazzo, Jimenez and Oudet considered in [16] a model to describe the behaviour of a crowd under some panic effects. The dynamical model is as above, with
which is a convex functional defined on Lebesgue integrable densities (ρ, q).
• Maury, Roudneff-Chupin and Santambrogio considered in [23] the problem of an efficient emergency evacuation of a crowd; the target configuration ρ 1 is not prescribed, being replaced by an integral functional cost which takes into account the goal of the crowd. Given a room Ω with an exit Γ out the model consists in a gradient flow evolution, in the 2-Wasserstein metric space W 2 (Ω), from an initial given density ρ 0 . The functional governing the model is
where d(x) denotes the distance of the point x ∈ Ω from Γ out and
The situation is more delicate if we want to provide model mass trasportation models with concentration effects through an Eulerian formulation involving the continuity equation. This because we have to consider in this case concave functionals on the space of measures, taking into account the concentration effects. This happens when the moving mass has the interest to travel together as much as possible, in order to save part of the cost; for instance this occurs in the transportation of signals along telephone cables, as discovered by Gilbert who in [21] formulated a mathematical model for it.
The starting point is, as above, to consider the admissible class D of all pairs (ρ, q) with ρ ∈ C [0, 1]; P(Ω) and q ∈ L 1 [0, 1]; M(Ω; R d ) satisfying the continuity equation
and the class D(ρ 0 , ρ 1 ) of all pairs in D with initial and final data ρ(0,
Our goal is to minimize on D(ρ 0 , ρ 1 ) an integral functional of the form
In [12] we presented some natural choices for the function F (ρ t , q t ) and we showed that the integral functional F above is both lower semicontinuous and coercive with respect to a suitable convergence on (ρ, q), which directly provides the existence of an optimal dynamical path.
Denoting by G α (0 < α < 1) the functional defined on measures
we define
+∞ if q is not absolutely continuous w.r.t. ρ.
In this way our functional F becomes
and the dynamical model for branched transport we consider is
Remark 3.2. We point out that the weak* convergence of the pairs (ρ, q) is too weak for our purposes; indeed it does not directly imply the lower semicontinuity in (3.7), since the functional F is not jointly convex in the pair (ρ, q). On the other hand, if (ρ n , q n ) is a sequence in D, and we assume that
then a simple application of Fatou's Lemma gives the desired semicontinuity property of F. In fact, as a consequence of the semicontinuity of G α and of the convexity of the map (x, y) → |x| p /y p−1 , we obtain that F is a lower semicontinuous functional on measures.
In order to prove the existence of minimizers for problem (3.7) through the direct methods of the calculus of variations involving semicontinuity and coercivity results, we introduce a convergence which is stronger than the weak* convergence of measures on [0, 1] × Ω, but weaker than weak* convergence for every fixed time t. Definition 3.3. We say that a sequence (ρ n , q n ) in D τ -converges to (ρ, q) if (ρ n , q n ) (ρ, q) in the weak* sense of measures and in addition
Note that, due to the fact that the functional F is 1-homogeneous in the velocity, its value does not change by a reparametrizations in time. By reparametrization we mean replacing a pair (ρ, q) with a new pair (ρ,q) of the formρ t = ρ ϕ(t) ,q t = ϕ (t)q ϕ(t) . This equivalently means thatq is the image measure of q through the inverse of the map (t, x) → (ϕ(t), x).
The following results are obtained in [12] .
Theorem 3.5. Let (ρ n , q n ) be a sequence in D τ -converging to (ρ, q). Then
As a consequence we obtain the following existence result.
Theorem 3.6. For every ρ 0 , ρ 1 ∈ P(Ω), the minimization problem (3.7) admits a solution (ρ, q) ∈ D.
Remark 3.7. It has to be noticed that, similarly to what happens in the path functional approach of Section 2, for some choices of the data µ 0 , µ 1 and of the exponent α, the functional F could be constantly +∞ on every admissible path (ρ, q) ∈ D(ρ 0 , ρ 1 ) joining ρ 0 to ρ 1 . In [12] the equivalence of the Eulerian model above with other variational models for branched transportation has been proven. For these models finiteness of the minima has been widely investigated, so we can infer for instance that if α > 1 − 1/d then every pair ρ 0 and ρ 1 can be joined by a path of finite energy. On the other hand, if α ≤ 1 − 1/d, ρ 0 = δ x 0 and ρ 1 is absolutely continuous with respect to the Lebesgue measure L d , then there are no finite energy paths connecting them.
Some configurations of branched transportation paths have been computed numerically by E. Oudet, providing the outputs of Figures 2 and 3 (for more examples we refer to the web site http://www.lama.univ-savoie.fr/~oudet ). 11 
Other models
In addition to the evolution models presented in the previous sections other approaches are possible. We present here a model which is under investigation in [17] . It consists in assuming that the mass is composed by many particles, each one moving under the action of a potential which takes into account the mutual interaction among them. If X i (t) is the position of the i-th particle at time t the Lagrangian function governing the system is
where N is the number of particles, i, j = 1, . . . , N , and V denotes the potential describing the mutual interaction among particles. When the number N of particles goes to infinity, instead of describing the motion of every single particle, it is interesting to consider the Eulerian formulation which consists in describing the movement of the mass density ρ(t, x), which satisfies the continuity equation
The pair (ρ, q) will then be seen as the minimizer of a suitable functional, obtained by passing to the limit as N → +∞ the Lagrangian functional (4.1).
The potential V will of course enter in the expression of the limit functional. The term
2N
i |X i | 2 produces the kinetic energy
dx, while the potential part dx + V (x, y)ρ(x)ρ(y) dx dy dt that has to be minimized among all pairs (ρ, q) which satisfy the continuity equation (4.2) together with initial and final conditions ρ(0, ·) = ρ 0 and ρ(1, ·) = ρ 1 .
The energy E(ρ, q) above has to be better detailed when ρ(t, ·) is a singular measure, situation that may happen with some potential V . In the singular case the expression of E(ρ, q) becomes E(ρ, q) = Under some mild conditions on the potential V it is possible to obtain an existence result for an optimal path ρ(t, x). Its behaviour, in terms of congestion or concentration effects, heavily depends on the form of the potential V . Clearly, a potential of repulsive type will produce a congestion effect, while a potential of attractive type will produce concentration. −1 ). In the case of an attractive potential the evolution consists of the motion of two particles that travel together up to a certain point and then move symmetrically to reach their final destinations, respectively the points B and C. If x(t), y(t) is the path of the upper particle, we have x(t) = t and y(t) minimizes the functional 1 0 |y | 2 + V (2y) dt.
Then y(t) = 0 for t ≤ t 0 , where
V (2y) −1/2 dy, while y = ∇V (2y) for t > t 0 .
In the case V (y) = C|y| α with α > 0 we have
If 0 < t 0 < 1 we find
for t > t 0 .
Note that if α → 0 we get
which shows the branching transportation behaviour.
Here are the plots of the transportation paths in some cases. 
