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In this work a novel family of adaptive filtering algorithms is introduced. They
are found by proposing an exclusive hyperbolic sine objective function. These al-
gorithms belong to the variable step size (VSS) class, which are shown to be very
successful and of high demand in adaptive filtering theory. Unlike existing VSS
algorithms, this new proposed algorithm posses only one tuning parameter. Exper-
imental results show that with sub-optimal selection of the tuning parameter, the
algorithm provides a very promising results, especially both stationary and tracking
situations. Analytic convergence and steady state error performance analyses are
provided to demonstrate the performance. Also, an optimal solution, based on the
least hyperbolic sine error, is derived to confirm the convergence of the proposed






When Recursive Least Square (RLS) adaptive method has been introduced in
1980s, a lot of researchers expected that the old adaptive method Least Mean
Square (LMS) will be phased-out due to the new capability that RLS has which is
fast convergence! However, the LMS algorithm survived this instant and is imple-
mented in so many applications. One of the secret behind that is the simplicity
of LMS. It does not require complex computational effort (LMS needs O (M) Vs.
O (M2) operations per iteration for RLS), and robustness.
After that, a lot of researches focused on how to improve LMS algorithm,
and several versions of LMS have been introduced in the last thirty years, like
normalized least mean squares (NLMS) algorithm, the least mean mixed norm
(LMMN) algorithm, the Gauss-Newton algorithm, the sign-error LMS algorithm,
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the leaky LMS algorithm, the least mean fourth algorithm (LMF), among other
algorithms. Those methods deliver an improvement in the convergence speed
and some of them also success to have low steady-state error, others success to
increase the immunity against different type of noise like LMF. Some methods
pay higher price than others in term of increasing computational complexity yet
deliver similar performance matching the others who require less computational
complexity.
Variable step-size was a new class of LMS where the step-size becomes a time-
variable instead of fixed scalar in the standard LMS (or fixed vector in case of
affine projection algorithm (APA)). Step-size has a great impact on LMS family
algorithms, so the value of the step size must be chosen carefully to guarantee
the stability of the algorithm and also to satisfy the performance requirement.
Large step size (large comparing to the reciprocal of the input signal power) will
speed up the convergence, and will generate certain steady state error level; while
small step-size will slow the convergence speed but will lower also the steady
state error level. So step-size parameter, (µ) , plays an important role in guiding
the performance of the LMS algorithm family. These are conflicted requirements
and a compromise solution has to be adopted. NLMS (Normalized Least Mean
Square) algorithm in general has gained more focus in real-time applications (voice
/ video) because of the balance that NLMS delivers among computational cost,
tracking ability and end-to-end performance.
A new class called: Variable step-size tried to solve this dilemma. Some ver-
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sions of this class were introduced in the last twenty-five years. Different versions
of variable step-size algorithms delivered different speeds of conversions and dif-
ferent level of steady-state errors. There were new parameters introduced with
some of the variable step-size algorithms, which create a lot of annoy in practical
usages of those methods. The authors introduced new parameters named α, β,
γ,...etc; and gave numerical values to them based on their experimental trials in
the lab. Those parameters are not fixed but must be changed to different values
if the signal environment changes like the input power signals, the signal to noise
ratio, the filter orders, without clear procedures, so it is almost trial and error
until you find the best numerical value! This is by itself a barrier to implement
these algorithms in broad applications and different environment.
1.2 Literature review
LMS as well as NLMS algorithms families have gained a lot of attention from
research studies due to their simplicity and robustness; which facilitate to imple-
ment them in so many applications. Their limitations from using fixed step-size
encouraged the researchers around the world to find solutions for the two conflict
goals, large step-size (within stable range) will lead to high speed convergence,
also it will result in high steady state error while small step-size (within stable
range) will lead to minimizing the error at steady state zone but slow down the
speed of convergence. One of the solutions is to keep changing the step-size value
so using larger values if the filter coefficents state is far from the true values,
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so this will ends-up speeding the convergence speed rate as well as the tracking
speed rate. At the moment the algorithm is close enough from the optimum point,
smaller values of step-size could be used in order to reach lower level of steady-
state error, hence; reproduce enhancement result and better performance. This
can be achieved by choosing the right step-size values based on some criteria that
deliver acceptable measurement of the adaptation progress. Certain criteria have
been used like instantaneous error squared [1], sign changes of successive samples
of the gradient[2], attempting to reduce the squared error at each instant [3], or
cross correlation of input and error [4]. Some algorithms may perform better than
others, however; it is not always easy task to compare them fairly since most of
these algorithms require tuning of many parameters.
One of the popular approach that implements variable step-size, which changes
its value with time within the standard LMS weight update recursion equation
was made by Aboulnasr and Mayyas (1997) [5], where they try to overcome the
weaknesses on the previous methods that were published in 19980s and 1990s like
high sensitivity to the noise distribution and their high performance over the LMS
level of performance is in general attained only in a high SNR signal level. Step-
size parameter of the algorithm is adjusted based on squaring the time-average
estimate of the auto-correlation among current instantaneous error and previous
one. This leads to effective measure of optimal result of the filter coefficients
independently of uncorrelated measurement noise. This method showed superior
performance among previous methods that was introduced prior to 1997, however,
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it required introducing some new variables, that need to be determined by trial
and error to have the best performance and those parameters are dependable on
the signal environment like SNR, and channel length, which represent an obstacle
to use this method optimally.
Another famous approach was introduced by Shin, Sayed [6]. The projected
weighted error norm vector is the criterion to make sure how close the adaptive
filter coefficients from their true values. This method maintains high speed con-
vergence while shows the same steady-state error like the previous methods. How-
ever, this method in the publication paper only tested on 30dB SNR, when I try
to simulate it on 10dB SNR, the performance degraded significantly! (The author
doesn’t simulate on 10dB SNR). It is common regarding majority of time-variable
step-size algorithms that they may not work very reliably since they depend on
several parameters that are not simple to tune in practice [4].
Exponential convex variable step-size (ECVSS) which is a kind of stochastic
gradient algorithm [7] was based on a cost function of natural exponential (of the
error squared). The step-size values in this method have been guided by exponen-
tial function values of the error squared. To improve the convergence; a scaling
factor A introduced (A > 0), ECVSS outperform LMS (and some LMS variant)
in convergence speed rate; however the misadjustment is sensitive to the noise
distribution as well as the value of the scaling factor A. Comparing to the tradi-
tional LMS algorithm, the ECVSS algorithm requires three multiplications, one
comparison and an exponential term per iteration more than LMS. Exponential-
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value calculations could be avoided by using look up table. Fast convergence of
ECVSS algorithm due to large gradients could be a source of instability. To over-
come that; bounded gradient introduced where we can take the advantage from
the large gradient in term of fast convergence and also bounded the inflation of
the gradient to secure the stability.
1.3 Problem Statement
Traditionally, adaptive filter algorithms compromise two conflict outcomes, high
speed convergence and low level steady state error. One of the solutions is to use
time variant step size. The attempts to achieve that result introduced algorithms
that require high computational power and required tuning few parameters based
on the level and type of noise along with input signal type and filter length.
These two requirements trigger the interest to search for a simple algorithm that
can achieve similar or even better results and at the same time maintain low
demand on computational power and reduce the tuning parameters in order to
simplify the implementation of the algorithm.
1.4 Thesis Objectives
The goal is to find a simple yet robust adaptive algorithm that achieve fast con-
vergence speed and reach to low steady state error level. The current algorithms
demand high computational power and required tuning and coordination among
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few parameters in order to adjust them to the right values that maximize the
desired outcomes. Also, we are looking to leverage this new algorithm to cre-
ate different versions belong to different adaptive algorithms families that can
serve in different environments like a special version to work in sub Gaussian
noise environment and another special version that can work in mixed noise type
environment.
1.5 Thesis Organization
Introduction and literature review start from Chapter one and then followed by
four chapters
1 Chapter two about hyperbolic sine algorithm.
2 Chapter three about hyperbolic sine of 4th order algorithm.
3 Chapter four about mixed norm hyperbolic sine algorithm.








Most of the gradient algorithms are quadratic-based cost functions because it is
simple mathematically and easy to lead to close forms in the analysis. These kind
of algorithms are refered to as linear-based or Second order-statistics (SOS) cost
functions. LMS [8] and NLMS [9] belong to such a class. Higher order power of
adaptation error resulted into High order statistic (HOS) calss of adaprive filters.
LMF [10] is an example of this kind of algorithms. HOS algorithms have shown a
superior performance over SOS especially in speed of convergece, yet they have a
higher misadjstment level, unless the noise is non-Gaussian. The improved speed
of convergence of HOS algorithm is due to the steeper error surface which severly
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penalize the high deviation from the optimum solution. Recently, to improve
the SOS speed of convergence and maintain a sufficient level of convergence, new
family based on cost function that have exponential dependence on adaptation
error [7] [11], has been introduced. recently. These algorithms, have a steeper
surface than the quadratic cost function and can be seen as a linear combination
of all the even moments. This type of adaptive procedures outperform the LMS in
term of convergence speed with increased robustness against the impulsive noise.
In this research, we propose a new cost function, named least hyperbolic sine,
which uses the error square as a driving argument. Accordingly a stochastic
gradient based algorithm, named as Least Hyperbolic Sine error Squared (LHS)
algorithm, is derived. The new algorithm is classified as Variable Step Size (VSS)
algorithm and has some gains in terms of speed of convergence, adaption to the
sudden changes, less computational cost as compared to the non-linear VSS al-
gorithm, in addition to a less required tuning parameters. In the sequel, the
derivation of the algorithm is supported by a thorough analysis to figure out
the required conditions for the convergence. The excess mean steady state error
(EMSE) is calculated, and the optimal solution in the least hyperbolic sine sense
is derived too.
The chapter is organized as follows: the new cost function and the flow of
the algorithm derivation is presented in section 2.2. In section 2.3 the optimal
solution is derived. Section 2.4 provides the steady state analysis throughout
finding a closed form for the EMSE. Section 2.5 outlines the convergence analysis.
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Sections 2.6 to 2.9 cast the mean stability conditions followed by the gain within
computational cost, then introduce generic step-size, and support the analytic
finding through a course of computer simulations. Finally, the conclusions are
stated in section 2.10.
The followings are the notations used in this paper: x denotes a column vector,
x is a scalar, (.)T is the transpose operator. E[.] is the mathematical expectation,
and Tr[.] is the trace operator.
2.2 Algorithm Formulation
Figure 2.1: Principal diagram of adaptive filter
The considered formulation is applied to the system identification scheme,
whereby the proposed algorithm works toward minimizing the hyperbolic sine
cost function of the error squared. In reference to Fig. 2.1, the instantaneous
error is defined as:
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e(k) = d(k)− xTkwk−1 (2.1)
The desired signal
d(k) = xTkw
o + v(k) (2.2)
where v(k) is a zero-mean independent random variable, and wo is the opti-
mal time-varying filter coefficients, while w = [w0, w1, · · · , wM−1]T , is the fil-
ter coefficients and M is the filter length. (.)T is the transpose operator, and
x(k) = [x(k), x(k − 1), · · · , x(k −M + 1)]T is the input signal vector.
The new cost function is the hyperbolic sine with the error square argument,
defined as
J(k) = sinh(e2(k)) (2.3)
This is a convex and uni-modal function. Its gradient with respect to the filter
coefficients yields
11
∆wJ(k) = −2e(k) cosh(e2(k))xT (k) (2.4)
x(k) is the regression vector. To improve the convergence speed, one can introduce
a scaling parameter (A > 0) [7], to scale the squared error, in the argument of the





Accordingly, the gradient with the new cost function will be
∆wJ(k) = −2e(k) cosh(Ae2(k))xT (k) (2.6)
Hence, the stochastic recursive form of the coefficients estimate given as
w(k + 1) = w(k) + 2µe(k) cosh(Ae2(k))x(k) (2.7)
We observe that the hyperbolic cosine scales up the step size in case of a high
instantaneous error, this lead to a fast convergence. However, this might lead to
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undesirable negative consequence on the algorithm stability. To utilize the large
gradient property and maintain a bounded gradient to preserve the algorithm
stability, we use the following selecting function [7]:







where µmax and µmin are the upper and lower bounds of µ, respectively, while µ
is the step size.
2.3 The Optimal Solution
In the algorithm design, one need to guarantee that it will lead to a unique optimal
solution so that the algorithm behavior becomes controllable. This is indeed the
case with our new proposed hyperbolic sine function.
To this end, the optimal solution is found based on the gradient of the hyper-
bolic sine cost function, as follows:
∆wJ(k) = −2e(k) cosh(Ae2(k))xT (k) = 0 (2.9)
To express the later equation in terms of the optimal tap weights wo, substitute
for the e(k) from (2.1) , and after some manipulation, we get
x(k)d(k) cosh(Ae2(k)) = x(k)xTkw
o cosh(Ae2(k)) (2.10)
13

























where Rx = E[x(k)x
T (k)] is the auto-correlation matrix of the input signal
x(k). and Pxd = E[x(k)d(k)] is the cross-correlation between the input signal
x(k) and the desired signal d(k).
Assuming that both the input vector sequence {x(k)} and the error signal
sequence {e(k)} to be asymptotically uncorrelated, i.e., E[x(k)xT (k)e4n(k)] =
RxE[e
4n(k)]. Moreover, since the error signal is small at the steady state scenario,
the higher power order error e(k) can be ignored. Hence, these situations result
into an expression for the optimal tap weight given as
wo = R−1x Pxd (2.13)
The optimal solution is the Wiener solution [12],[8] which is the optimal solution
for the LMS algorithm, too. Close investigation of the gradient part of (2.8), one
can easily justify this similarity. In fact, when the error signal e(k) approaches
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zero which is the case at the steady-state zone, the hyperbolic cosine can be
approximated around the origin as cosh(e2(k)) ≈ 1, hence the cost function effect
is in match with the quadratic cost function, which is the LMS algorithm in the
standard from.
2.4 Steady State Analysis
It is investigated through deriving an analtical expression for the Excess Mean
Squared Error (EMSE). The analysis in this section is based on the energy con-
servation relation framework [8]-[13]. In addition to the wide sense stationary
channel model assumption, the following standard assumptions [8] are introduced:
A1. There is a true values vector wo leads to d(k) = xT (k)wo + v(k)
A2. The additive sequence of noise {v(k)} is i.i.d. with identical variance σ2v =
E[(v(k))2]
A3. The sequence v(i) is independent of the input vector x(j) for all i,j
A4. The start up values w−1 are independent of all {d(j),x(j), v(j)}
A5. The input signal auto-correlation matrix Rx = E[x(k)x
T (k)] > 0
A6. The random variables {d(k),x(k), v(k)} are centralized with zero means

















where ea(k) is apriori error defined as
ea(k) = [w
o −w(k)]T x(k) (2.17)
and f(e) can be defined from the proposed recursion equation (2.8) at the steady
state zone which can be shorten (due to small error value) as follows:









For the purpose of brevity, the time index ”k” has been deleted. The estimation






where σ2v is the variance of the noise. A step more further toward simplicity by
applying the Cauchy-Schwartz inequality.
Ns ≤
√
E[e4a] · E[cosh4(Ae2)] + σ2vE[cosh2(Ae2)] (2.21)
Furthermore, assume apriori error to be zero-mean Gaussian; we can apply
Jensen’s inequality to solve the expectation for the hyperbolic cosine function.
Thus, Ns can be written in a closed form as:
Ns ≤ [
√
3S + σ2v ] · cosh2(AE[e2a + σ2v ]) (2.22)
Ns ≤ [
√







In the same manner Ds in (2.14) can be written as follows:
Ds =
E[ea · e · cosh(Ae2)]
E[e2a]
(2.24)
by substituting e(k) = ea(k) + v(k) we will have:
Ds =
E[(e2a + ea · v) cosh(Ae2)]
E[e2a]
(2.25)


















3 cosh(A(S + σ2v)) (2.28)
Excess mean square error at steady state zone can be rephrased in a closed form
by shortening the hyperbolic cosine function via its Taylor series expansion and

















Figure 2.2: Excess Mean Square Error as a function of the tuning parameter (A)
As shown in figure 2.2 for SNR = 30dB, µ = 0.01,Tr[Rx] = 2; The excess
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mean square error ”EMSE” is increasing as the tuning parameter increases which
create a supplementary issue in the implementation. However if the tuning pa-
rameter increased up to the level that creates: cosh(Ae2) > µmax
µmin
for all e2 then
the algorithm will behave like LMS with µ = µmax all the time. Another impact
of large tuning parameter inferred from the simulation experiments that it will
cause large fluctuation of the EMSE around its average value.
It can be shown from equation (2.29) that the excess mean square error coincide
with that of LMS for A=0. So from now on; we will write µmin as µminLMS and
µmax as µmaxLMS to reflect the relationship between our proposed algorithm and
the standard LMS.
2.5 Convergence Analysis
Starting with the general class error adaptive filter:












f [e(k)] doesn’t have power Taylor series expansion running to infinity [14], since
f(e) at any point doesn’t always have the first derivative (Appendix 5.2). How-
ever, the approximation:
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So, we can carry on the analysis under the assumption that the noise values are










To find-out the time constant of the proposed algorithm for the general case; we


























So, the time-constant of the proposed algorithm associated with λi (the i
th eigen-






for the proposed algorithm we have the following two cases:











2µminLMSE[cosh(Ae2) + Ae2 sinh(Ae2)]λi
(2.35)
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which match LMS case for µ = µmaxLMS.
Since τ in the first case is smaller than LMS time-constant; the speed of
convergence of the proposed algorithm will be better than the convergence speed
of LMS and some LMS variants. If the tuning parameter A is not properly chosen







may not happen and the proposed algorithm will
work like standard LMS with µ = µmaxLMS all the time.
As shown in figure 2.3 for a four taps system identification, white Gaussian
input signal, SNR = 30dB, and additive white Gaussian noise; the convergence
speed has improved with increasing the value of the tuning parameter especially
for A = 10→ 100, while maintain the same steady state error (for SNR =30dB).
The impact on steady state error is less sensitive and start being observed for
A > 100 and this is in consistency with the result on figure 2.2 where EMSE
increase significantly as A moves beyond 100. In general; for a range around
optimal value of A, we obtain very similar result.
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Figure 2.3: Adaptive curves for different tuning parameter values
2.6 Mean Behavior
As common in all gradient decent algorithms, the value of the step-size is critical.
To guarantee the stability; the step size value should satisfy some certain bounds.
We can rewrite equation (2.8) as follows:
w(k + 1) = w(k) + µ(k)e(k)x(k) (2.37)
Where µ(k) can be written as follows:







It is sufficient mentioning that statistical mean value of µ(k), that is E[µ(k)]
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must satisfy the following condition:




Where λmax is the maximum eigenvalue of the auto-correlation matrix Rx.
For the proposed algorithm, we have the following two cases:






µ(k) = 2µminLMS · cosh(Ae2) (2.40)
Taking expectations of equation (2.40), and by using Taylor series we can
rewrite E[µ(k)] to be:











Where F = E[e2a] is the instantaneous excess mean square error and σ
2
v is





E[e2a(k)], we have a new condition on µ as follows:
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0 < µminLMS <
1
{1 + 3A2Sσ2v + 32A2σ4v}
(2.42)






µ(k) = 2µmaxLMS (2.43)
and the new bound will be as follows:




Which match the LMS case, however we need to choose the µminLMS first
as a lower bound of µmaxLMS.
2.7 Computational Cost
The extra computational load per iteration comparing with standard LMS will
be: one comparison, three multiplications and one hyperbolic cosine term. Ap-
propriate look up table can be used to reduce the required computational load
rather than calculating hyperbolic cosine by its Taylor series expansion.
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Table 2.7 shows the computational complexity of different algorithms, where
M is the order of the filter and N is the total number of samples. We assume that
the proposed method will use generic µmax rather than fixed one (generic µmax
will be explained on the next section). This extra task’s cost is already included
on the table 2.7
Algorithm × + Comparison Lookup
Proposed 3N+2MN MN 1 cosh
Peng[2] 5N+2MN MN 1 0
MVSS[9] 8N+8 2N+2 2 0
MRVSS[10] 14N+10 4N+2 2 0
ECVSS[4] 3N 0 1 exp
Table 2.1: computational complexity of the algorithms where M is the filter order
and N is total samples
It is clear that the proposed algorithm considered low computational demand
while maintaining the simplicity by keeping only one tuning parameter. Without
the need of the generic step size, the proposed algorithm will match ECVSS [7]
on the computational complexity. Both of them are considered almost from the
same class of recursive equation.
2.8 Generic upper bound of µ :
In this new proposed algorithm; we are going to introduce µmaxLMS as a generic







Epsilon ” ε ” is used to avoid the case when Tr[Rx] approaches zero. By using
this generic value, we will guarantee the stability of the algorithm and improve
the convergence speed. This is also confirmed by our experiments. We run the
simulation for the proposed algorithm, one time with a fixed maximum step
size and another time with the generic maximum step size; and found that the
performance of the generic maximum step size is much better and also delivers
more stability against any change in the input signal power while in the case of
fixed maximum step size we may loose the stability and need to readjust µmaxLMS
manually.
This improvement comes at the expense of little increase on the computational
cost (2M multiplications and M additions per iteration) where M is the order of
the filter.
2.9 Simulation Results
We run the experiments based on system identification scenarios. The order of
the unknown system will be matching the order of the adaptive filter and both of
them representing FIR system. We start with zeros intial values for the adaptive
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filter coefficients. Adding Gaussian noise sequence v(k) to the output of the un-
known system. The variance σ2v of the noise sequence v(k) will be selected in each
experiment to reflect the desired signal to noise ration (SNR). All experiments
are averaged over 200 independent realizations. The quantitative performance
measure is the normalized weight error squared vector in dB (also known as mis-
adjustmnet [8]), which is mathematically calculated as follows:






Where Wo = [wo0,w
o
1, · · ·woM−1]T the true values of the unknown sys-
tem/channel tapes weights. and W(k) = [w0(k),w1(k), · · ·wM−1(k)]T the values
of the digital filter coefficients at time instant k, and M is the filter order as-
suming that both of them have the same order, and [.]T is the transpose of the
matrix/vector.
We will run each comparison experiment individually in order to use the similar
conditions like the filter order; the noise level, the channel response, the input
signal, · · · etc. as recommended by the counterpart algorithms authors on their
publications. This is to achieve fair comparison that can be used in future studies.
2.9.1 Example 1
In this example, we follow the same setup as in Peng and Farhang 2001 paper
[16], where the adaptive filter and the unknown system are both of order = 16,
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the input signal is zero-mean white Gaussian process of unit variance, the desired
signal is mixed by additive white Gaussian noise with zero-mean and 0.01 variance,
so the SNR = 20dB. Multiplicative Peng algorithm will be used as recommneded
by the authors [16] instead of linear Peng counterpart algorithm. The values of the
algorithm parameters are: α = 0.95 and ρ = 2 × 10−4. The proposed algorithm
has a tuning parameter A = 10; and µminLMS chosen to give the same steady
state misadjusmnet while µmaxLMS =
1
Tr[Rx]
like the maximum µ allowed in Peng
algorithm. Sudden change introduced at iteration 4000 where all the coefficients
of the unknown system multiplied by -1 in order to test the algorithms ability to
track the changes. Peng algorithm initialized with µmax to provide a high initial
convergence speed.
Figure 2.4: Adaptive curves of the proposed algorithm and Peng algorithm for
white Gaussian input signal and SNR=20dB
Figure 2.4 shows the adaptive curve of the proposed algorithm and Peng [16].
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As we can observe from the figure, the proposed algorithm converges faster and
after the sudden change; it shows even better performance in tracking the change
and return back to the same steady state misadjustment level. This performance
is coming with less computational effort and with less tuning parameters (the
proposed algorithm has only one tuning parameter).
2.9.2 Example 2
In this example, the same conditions as in Aboulnaser and Mayyas ”MVSS” 1997
paper [5] are used, where the adaptive filter and the unknown system are both
of order = 4, the input signal is zero-mean white Gaussian process, the desired
signal is mixed by additive white Gaussian noise with zero-mean, and the signal
to noise ratio SNR = 30dB. All the parameters of MVSS algorithm asigned like
mentioned in [5] where α = 0.97, β = 0.99, γ = 1, µmax = 0.1, µmin = 5 × 10−4.
MVSS initialized with µmax to provide a high initial convergence speed. The
proposed algorithm has a tuning parameter A = 120; and µminLMS chosen to give




. At iteration 3000 all the coefficients of the unknown system
will be multiplied by -1 in order to test the algorithms ability to track the sudden
changes.
Figure 2.5 shows the adaptive curve of the proposed algorithm and MVSS [5].
As can be seen from the figure, the proposed algorithm converges almost at the
same speed like MVSS, however after the sudden change; it shows faster tracking
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Figure 2.5: Adaptive curves of the proposed algorithm and MVSS algorithm for
white Gaussian input signal and SNR=30dB
ability and return back to the same steady state misadjustment level.
Figure 2.6 shows the differences on µ values between the two algorithms for
SNR=30dB; and clearly in the tracking zone, the proposed algorithm has the
ability to stabilize the step size faster and reach lower steady state misadjustemnet
faster than MVSS algorithm.
2.9.3 Example 3
In this example, the same conditions as in Zhao, Man and Khoo ”MRVSS” 2007
paper [17] are used, where the adaptive filter and the unknown system are both
of order = 4, the input signal is white Gaussian process with zero-mean , the
desired signal added to white Gaussian noise with zero-mean, and the signal to
noise ratio SNR = 30dB. All the parameters of MRVSS algorithm assigned like
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Figure 2.6: µ values at the sudden change point (iteration =3000) for SNR=30dB
mentioned in [17] where α = 0.97, a = 0.995, b = 1 × 10−5 and µmax = 0.1.
MRVSS initialized with µmax to provide a high initial convergence speed. The
proposed algorithm has a tuning parameter A = 100; and µminLMS chosen to give
acceptable steady state misadjustmnet level, while µmaxLMS is like the one used
in MRVSS algorithm. At iterations 3000, 5000, 7000 and 9000 all the coefficients
of the unknown system will be multiplied by -1 in order to test the algorithms
ability to track the sudden changes.
Figure 2.7 shows the adaptive curves of the proposed algorithm and MRVSS
[17] for SNR=30dB. The proposed method almost match MRVSS in the conver-
gence speed while MRVSS can go to lower steady state misadjusmenet. However
this is coming at the expense of tracking ability where it is diminished as more
tracking required. Our experiments show that regardless of when the sudden
changes occur, as more changes repeated; the ability to track becomes worse and
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Figure 2.7: Adaptive curves of the proposed algorithm and MRVSS algorithm for
white Gaussian input signal and SNR=30dB
worst, while the proposed algorithm has robustness ability to track changes re-
gardless of how many times the changes are repeated. MRVSS algorithm depends
on cumulative error which impact heavily by any sudden changes that lead to
increase of the instantaneous error and ultimately increase the cumulative error
as well.
2.9.4 Example 4
In this example, the same setup as in Rusus and Cowan ”ECVSS” 2010 paper
[7] is used, where the adaptive filter and the unknown system are both of order
= 32, with impulse response H(z) =
31∑
n=0
ρnZ−n and ρ = 0.80025; however all
the coefficients normalized by |H(z)|. The input signal is bipolar sequence from
{1,-1} uniform zero-mean random, the desired signal is added to additive white
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Gaussian noise with zero-mean, and the signal to noise ratio SNR = 30dB. The
A parameter of ECVSS algorithm assigned to be A = 35 as we found from our
experiments that this is the maximum value that can produce same steady state
misadjustmnet as our proposed algorithm, while maintaining the fastest possible
convergence speed. The µmax = 0.008565 and µmin = 0.0008565 as recomended
on [7].
The proposed algorithm has a tuning parameter A = 100; and the same




. At iterations 4000 all the coefficients of the unknown
system will be multiplied by -1 in order to test the algorithms ability to track the
sudden changes.
Figure 2.8: Adaptive curves of the proposed algorithm and ECVSS algorithm for
white Gaussian input signal and SNR=30dB
Figure 2.8 shows the adaptive curves of the proposed algorithm and ECVSS [7]
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for SNR=30dB. The proposed method converges faster and tracking faster than
ECVSS.
2.10 Conclusion
This chapter introduces a new class of variable step size based on minimizing the
cost function of hyperbolic sine. The adaptation error square is the argument that
drives the cost function. We try to maintain the simplicity and the robustness
of the standard LMS, so the new algorithm has only one tuning parameter and
required few computational effort more than the standard LMS; yet producing
high performance that match and in some cases outperform those high compu-
tational cost; multi-tuning parameters VSS algorithms. The proposed algorithm
also outperforms the exponential cost function and shows attractive results in
both stationary and abrupt-change situations.
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CHAPTER 3
HYPERBOLIC SINE OF 4TH
ORDER ALGORITHM
3.1 Introduction
Least mean fourth (LMF) algorithms family use even powers of the instantaneous
error as the cost function. This kind of algorithms deliver better compromise
between speed of convergence and steady-state error, however there is a stability
issue within this group. The stability of LMF algorithms family depends on the
input signal power, the noise power, and the initial values of the adaptive filter
weights while stability of least mean square (LMS) algorithms family depends
only on the input signal power for a specific step size. Normalized LMF removes
the dependency on the input signal power, however it doesn’t solve the stability
issue. LMF algorithm outperforms LMS in the sub-Gaussian environments. Its
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superior performance lies in the fast convergence speed and lower steady state
error especially in low signal to noise ratio (SNR).
Stochastic gradient algorithms based on exponential of a chosen error have
been proposed [11] [7]. The exponential cost function has a steeper surface com-
paring to a linear coordination of even moments. Error square exponential out-
performs LMS [7] while fourth order error exponential outperforms LMF [11].
The mixed norm algorithms family employed different error norms in order to
achieve better convergence performance. The combination of different norms de-
liver an extra degree of freedom, however it required optimization mixture between
the norms based on prior information of the input signal and noise statistics. Some
mixed norm algorithms removed that dependency and showed good performance
based on logarithmic cost function [18].
In this work, we propose a new cost function , named least hyperbolic sine,
which is non-linearly adapting the error fourth order as a driving argument. Ac-
cordingly a stochastic gradient based algorithm, named as Hyperbolic Sine error
Fourth (HSF) algorithm, is derived. The new algorithm is classified into the VSS
algorithm and has some gains in terms of the speed of convergence, adaption to
the sudden changes, less computational cost as compared to the non-linear VSS
algorithm in addition to a less required tuning parameters. In the sequel, the
derivation of the algorithm is supported by a thorough analysis to figure out the
required conditions for the convergence, and the excess mean steady state error
(EMSE)
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The chapter is organized as follows: the new cost function and the flow of the
algorithm derivation is presented in section 3.2. Section 3.3 provides the steady
state analysis throughout finding a closed form for the EMSE. Section 3.4 outlines
the convergence analysis. Section 3.5 support the analytic finding through a course
of computer simulations. Finally, the conclusions are stated in section 3.6.
The followings are the notations used in this chapter: x denotes a column
vector, x is a scalar, (.)T is the transpose operator. E[.] is the mathematical
expectation, and Tr[.] is the trace operator.
3.2 Algorithm Formulation
Figure 3.1: Principal diagram of adaptive filter
The considerable formulation is applied on system identification scheme, where
the proposed algorithm work toward minimizing hyperbolic sine cost function.
As shown in figure 3.1 the instantaneous error is defined as:
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e(k) = d(k)− xT (k)w(k − 1) (3.1)
where the desired signal d(k) is given by
d(k) = xT (k)wo + v(k) (3.2)
v(k) is a zero-mean independent random variable, and wo is the optimal
time-varying filter weight coefficients, while w = [w0, w1, · · · , wM−1]T , is the filter
coefficients and M is the filter length. (.)T stands for the transpose operator, and
x(k) = [x(k), x(k − 1), · · · , x(k −M + 1)]T is the input signal vector.
The new cost function is hyperbolic sine with the error square argument, de-
fined as
J(k) = sinh(e4(k)) (3.3)
This is a convex and uni-modal function. Its gradient with respect to the filter
coefficients yields
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∆wJ(k) = −4e3(k) cosh(e4(k))xT (k) (3.4)
Where x(k) is the regression vector. To improve the convergence speed, we will
introduce a scaling parameter (A > 0) [7], to scale the error to the power four in





while the gradient with the new cost function will be
∆wJ(k) = −e3(k) cosh(Ae4(k))xT (k) (3.6)
Hence, the stochastic recursive form of the coefficients estimate is given as
w(k + 1) = w(k) + µe3(k) cosh(Ae4(k))x(k) (3.7)
We observe that hyperbolic cosine scales up the step size in case of high instan-
taneous error which will lead to fast convergence. However, this might lead to
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undesirable negative consequence on the algorithm stability. To utilize the large
gradient property and maintain a bounded gradient to preserve the algorithm
stability, we use the following selecting function [7]:







where µmax and µmin are the upper and lower bounds of µ respectively, while µ is
the step size of the algorithm.
3.3 Steady State Analysis
It is investigated through deriving an analtical expression for the Excess Mean
Squared Error (EMSE). The analysis in this section is based on the energy con-
servation relation framework [8],[13]. In addition to the wide sense stationary
channel model assumption, the following standard assumptions [8] are introduced:
A1. There is a true values vector wo leads to d(k) = xT (k)wo + v(k)
A2. The additive sequence of noise {v(k)} is i.i.d. with identical variance σ2v =
E[(v2(k)]
A3. The sequence v(i) is independent of the input vector x(j) for all i,j.
A4. The start up values w−1 is independent of all {d(j),x(j), v(j)}
A5. The input signal auto-correlation matrix Rx = E[x(k)x
T (k)] > 0
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A6. The random variables {d(k),x(k), v(k)} have zero means

















where ea(k) is apriori error defined as
ea(k) = [w
o −w(k)]T x(k) (3.12)
and f(e), at the steady state zone, is defined from equation (3.8) as follows:
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Due to working on the steady-state analysis, from now on we drop the time index
k. The estimation error e can be written in term of apriori error and noise signal














where σ2v is the variance of the noise. By applying the Cauchy-Schwartz inequality,
(3.15) is further simplified as
Ns ≤
√





E[e4a] · E[cosh4(Ae4)] + 15σ6vE[cosh2(Ae4)]
(3.16)
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Furthermore, with the same prior conditions and via Jensen’s inequality can be



















v ]× cosh2(A[3S2 + 6Sσ2v + 3σ4v ]) (3.18)
In a similar way, Ds in (3.9) can be written as follows:
Ds =
E[ea · e3 · cosh(Ae4)]
E[e2a]
(3.19)











Based on the assumptions (A1-A6), one can easily shows that ea is a zero-mean



























2 + 6Sσ2v + 3σ
4
v ]) (3.23)
Eventually, using Taylor series expansion of the hyperbolic cosine function, an




















× 15). The following remarks are outlined out of
the derived EMSE in (3.24):
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Figure 3.2: Excess Mean Square Error versus the tuning parameter (A)
 The EMSE depends on the even powers of the noise power.
 The EMSE is also depending on the tuning parameter A and it is usually
coupled with the high order even power of the noise variance σ2v . To demon-
strate the consequence of A on the proposed algorithm performance, the
following experiment is carried out.
In figure 3.2, the SNR = 20dB, µ = 0.003, and Tr[Rx] = 32, the EMSE
is shown to be increasing as the tuning parameter does. This creates a
supplementary issue at the implementation. Another impact for large A on
the algorithm performance is that it causes a large fluctuation of the EMSE
around its average value.
 If the tuning parameter A increases such that cosh(Ae4) > µmax/µmin for
all e4, then the algorithm will behave like the LMF algorithm with a fixed
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µ = µmax all the time.
 It can be shown from (3.24) that the EMSE of the proposed algorithm
becomes equal to the EMSE of the LMF by setting A = 0. Henceforth, we
will write µmin as µminLMF and µmax as µmaxLMF to reflect the relationship
between our proposed algorithm and the standard LMF algorithm.
3.4 Convergence Analysis
The update equation (3.8) belongs to the general update equation of the error
adaptive algorithm [8]:












Due to the lack of differentiability of the min function in (3.26), f(e) first deriva-
tive doesn’t always exist at any point (Appendix 5.2), and hence f [e(k)] doesn’t
have power Taylor series expansion running to infinity [14]. However, the approx-
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Therefore, we carry on the analysis under the assumption that the noise values
are very rare to become equal to δ.
3.4.1 Convergence speed
According to [15], for a small step size µ, the time-constant of the proposed
algorithm linked with λi(Rx) (the i
th eigenvalue of the auto-correlation matrix





























Eventually, based on (3.28) and (3.30), the proposed algorithm have the fol-
lowing two cases:











µminLMFE[3e2 cosh(Ae4) + 4Ae6 sinh(Ae4)]λi(Rx)
(3.31)













which match LMF case for µ = µmaxLMF .
Since τ in the first case is smaller than LMF time-constant; the convergence
of the proposed algorithm will be faster than the convergence of LMF and
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may not happen and the proposed algorithm will work
like standard LMF with firmed µ = µmaxLMF all the time.
Figure 3.3: Adaptive curves for different tuning parameter values, SNR=10dB
Figure 3.3 demonstrates the consequence of varying A over the convergence
speed, the experiment setup has a white Gaussian input signal, and additive
white Gaussian noise with SNR = 10 dB. The convergence speed is noticed to
be improved with the tuning parameter, and this is achieved with a maintained
consistent steady state error. In particular, when A ranges between 10 and 50.
Furthermore, the impact of A has a compromise consequence on both the speed
of convergence and the steady state error, especially for A > 300, whereby the
EMSE increases significantly as A moves beyond 300. In general, for a certain
range around A, we obtain a quite similar result.
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3.4.2 Mean Behavior
As common in all gradient decent algorithms, the value of the step-size is critical.
To guarantee the stability; the step size value should satisfy some certain bounds.
Rewrite equation (3.8) as follows:
w(k + 1) = w(k) + µ(k)e3(k)x(k) (3.33)
where µ(k) is given as







It is sufficient mentioning that statistical mean value of µ(k), (i.e., E[µ(k)]),
must satisfy the following condition [8][19]




Based on (3.34), we have the following two cases:






µ(k) = µminLMF · cosh(Ae4(k)) (3.36)

















Where F = E[e2a]. At steady state, one can drop the high order powers of
S. This implies to a new bound on µ as follows:
0 < µminLMF <
2
3σ2v λmax(Rx){1 + 315A2Sσ6v + 52.5A2σ8v}
(3.38)






µ(k) = µmaxLMF (3.39)
and the new bound will be as follows:




Which match the LMF case, however we need to choose the µminLMF first
as a lower bound than µmaxLMF .
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3.5 Simulation Results
We will run the experiments based on system identification scenarios. The or-
der of the unknown system will be matching the order of the adaptive filter and
both of them representing FIR system. We start with zeros intial values for the
adaptive filter coefficients. Adding Gaussian noise sequence v(k) to the output of
the unknown system. The variance σ2v of the noise sequence v(k) will be selected
in each experiment to reflect the desired signal to noise ration (SNR). Each ex-
periments run 200 times and averaged to have average results. The quantitative
performance measure is the normalized weight error squared vector in dB (also
known as misadjustmnet [8]), which is mathematically calculated as follows:





where wo = [wo0, w
o
1, · · ·woM−1]T the true values of the unknown system/channel
tapes weight.
In the ensuing, to achieve fair comparison, we will run different experiments
to compare the proposed HSF algorithm with others based on the simulation
environment used in the reference of the compared algorithm.
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3.5.1 Example 1
In this example, we would like to compare our new proposed algorithm with the
standard LMF. The adaptive filter and the unknown system are both of order =
5, The input signal is uniform zero-mean random bipolar sequence from {1,-1},
the desired signal is corrupted by sub-Gaussian noise, and the signal to noise ratio
SNR = 10dB. µ = 0.001. The proposed algorithm will have a scaling parameter
A = 100 and µmax = 0.01 while µmin will be like the LMF µ, so both of them will
have the same steady state M.
Figure 3.4: Adaptive curves of the proposed algorithm and LMF algorithm for
sub-Gaussian noise; bipolar input signal and SNR=10dB
Figure 3.4 depicts the adaptive curve of the proposed algorithm and the LMF
algorithm. As can be seen from the figure, the proposed algorithm converges
faster to the same steady state M.
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3.5.2 Example 2
In this example, we follow the same setup as in Umair, Asad and Zerguine EELMF
2014 [11], where the adaptive filter and the unknown system are both of order
= 5, the input signal is bipolar {−1, 1}. The desired signal is corrupted by sub-
Gaussian noise with zero-mean. SNR = 10dB. From our experemants, the max-
imum scaling parameter for EELMF [11] that we can use while maintaining the
stability is k = 0.14. The step size is µ = 0.001. Our proposed algorithm has
a tuning parameter A = 100 and µminLMF chosen to be like EELMF to give the
same steady state M, while µmaxLMF = 0.01.
Figure 3.5: Adaptive curves of the proposed algorithm and EELMF algorithm for
sub-Gaussian noise; bipolar input signal, SNR=10dB, and EELMF k=0.14
Figure 3.5 depicts the adaptive curve of the proposed algorithm and EELMF
[11]. As can be seen from the figure, the proposed algorithm converges faster to
the same steady state M.
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Tracking ability is a challenging feature within LMF family. At start-up, the
initial values of the filter coefficients are zeros, so the instantaneous error has a
certain value while if there is a sudden change in the coefficients while the filter
running on the steady state zone (like multiply the filter coefficients by (-1)), the
instantaneous error value will be duplicated comparing to the initial instantaneous
error at start-up. This could drive the algorithm to diverge.
In order to test the tracking ability, we run the same setup like the previous
experiment. For EELMF [11], we use k= 0.009 (this is the maximum value we
found from our experiments that maintain the stability of EELMF algorithm)
while the proposed algorithm didn’t require any modification. At iteration 7000.
we multiply all the filter coefficients by -1.
Figure 3.6: Adaptive curves of the proposed algorithm and EELMF algorithm for
sub-Gaussian noise, bipolar input signal, SNR=10dB, and EELMF k=0.009
Figure 3.6 depicts the adaptive curve of the proposed algorithm and EELMF
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[11]. As can be seen from the figure, the proposed algorithm converges faster and
shows faster tracking ability and return back to the same steady state M level.
3.5.3 Example 3
In this example, the counter part algorithm (LMS-LMF Type II, Zerguine, Cowan,
Bettayeb, 1997) [10] is using two different µ which make it similar to our proposed
algorithm. The adaptive filter and the unknown system are both of order = 16,
the input signal is white-Gaussian with zero mean. The desired signal is corrupted
by sub-Gaussian noise with zero-mean. SNR = 10dB. For LMS-LMF type two
algorithm we choose µ1 = 0.03 and µ2 = 0.001 as those values showed better
performance in our experiments. The proposed algorithm tuning factor A =100
and µmaxLMF = 0.002 and µminLMF = 0.001.
Figure 3.7: Adaptive curves of the proposed algorithm and LMS-LMF algorithm
for sub-Gaussian noise, white-Gaussian input signal, and SNR=10dB
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Figure 3.7 depicts the adaptive curve of the proposed algorithm and LMS-LMF
[10]. As can be seen from the figure, the proposed algorithm converges faster and
shows faster tracking ability and return back to the same steady state M level.
3.6 Conclusion
This chapter introduces a new class of stochastic gradient variable step size al-
gorithm. This is achieved by introducing a new hyperbolic sine cost function.
The adaptation error fourth is the argument that drives the cost function. The
new HSF algorithm maintains the simplicity and the robustness of the standard
LMF, by having one tuning parameter only with few computational cost. How-
ever, the proposed HSF enjoys an improved performance over other LMF family
algorithms counterparts. In particular, the proposed algorithm outperforms the
exponentiation-based algorithms and shows attractive results in both the station-






Mixed norm adaptive algorithms represent a new family that is based on mixing
error norms. So, they combine the advantages of different error forms. Least
Mean Mixed Norm (LMMN) algorithm [8] combined the relative strong stability
as well as the well-behavior from the least mean square (LMS) algorithm and fast
convergence and lower steady state error from least mean fourth (LMF) algorithm.
The combination of different norms deliver an extra degree of freedom, however
it required optimization mixture between the norms based on prior information of
the input signal and noise statistics. Some mixed norm algorithms removed that
dependancy and showed good performance based on logarithmic cost function
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[18].
Direct combination between LMS and LMF has been introduced by [10] which
gain a superior performance due to mixing the two algorithms without needs
to prior knowledge on noise power nor distribution. Indirect combination based
on weight parameter is the well-known method, however the mix is not always
optimal and depends on the noise distribution environment.
In this work, we propose a new cost function , named as a Least Hyperbolic
Sine (LHS), which is non-linearly adapting the second and forth error moments
as a driving argument. Accordingly a stochastic gradient based algorithm, named
as Hyperbolic Sine error Mix (HSM) algorithm, is derived. The new algorithm
is classified into the VSS algorithm and has some gains in terms of the speed of
convergence, adaption to the sudden changes, less computational cost as compared
to the non-linear VSS algorithm in addition to a less required tuning parameters.
In the sequel, the derivation of the algorithm is supported by a thorough analysis
to figure out the required conditions for the convergence, and the excess mean
steady state error (EMSE)
The chapter is organized as follows: the new cost function and the flow of
the algorithm derivation and the generic step size are presented in section 4.2.
Section 4.3 provides the steady state analysis throughout finding a closed form for
the EMSE. Section 4.4 outlines the convergence analysis. Section 4.5 supports the
analytic finding through a course of computer simulations. Finally, the conclusions
are stated in section 4.6.
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The followings are the notations used in this chapter: x denotes a column
vector, x is a scalar, (.)T is the transpose operator. E[.] is the mathematical
expectation, and Tr[.] is the trace operator.
4.2 Algorithm Formulation
Figure 4.1: Principal diagram of adaptive filter
4.2.1 Algorithm derivation
The considerable formulation is applied on system identification scheme, where
the proposed algorithm work toward minimizing hyperbolic sine cost function.
As shown in figure 4.1 the instantaneous error defined as:
e(k) = d(k)− xT (k)w(k − 1) (4.1)
where the desired signal d(k) is given by
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d(k) = xT (k)wo + v(k) (4.2)
v(k) is a zero-mean independent random variable, and wo is the optimal
time-varying filter weight coefficients, while w = [w0, w1, · · · , wM−1]T , is the filter
coefficients and M is the filter length. (.)T stands for the transpose operator, and
x(k) = [x(k), x(k − 1), · · · , x(k −M + 1)]T is the input signal vector.
The new cost function is hyperbolic sine with the error raised to the power
four argument, defined as
J(k) = sinh(e4(k)) (4.3)
This is a convex and uni-modal function. Its gradient with respect to the filter
coefficients yields
∆wJ(k) = −4e3(k) cosh(e4(k))xT (k) (4.4)
Where x(k) is the regression vector. To improve the convergence speed, we will
introduce a scaling parameter (A > 0) [7], to scale the error fourth order, in the
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while the gradient with the new cost function will be
∆wJ(k) = −e3(k) cosh(Ae4(k))xT (k) (4.6)
Hence, the stochastic recursive form of the coefficients estimate given as
w(k + 1) = w(k) + µe3(k) cosh(Ae4(k))x(k) (4.7)
We observe that hyperbolic cosine scales up the step size in case of high instan-
taneous error which will lead to fast convergence. However, this might lead to
undesirable negative consequence on the algorithm stability. To utilize the large
gradient property and maintain a bounded gradient to preserve the algorithm
stability, we use the following selecting function [7]:








where µmax and µmin are the upper and lower bounds of µ respectively.
4.2.2 Generic upper bound of µ :
In this new proposed algorithm, we are introducing µmax as a generic value rather







where ε 1 is used to avoid the case of zero denominator. By using this generic
value, we guarantee the stability of the algorithms and improve the convergence
speed. Stability is an issue for LMF family algorithms and by introducing error
normalization, we equipped the proposed algorithm with the stability of LMS
and also enjoy the lower steady state error achieved by LMF algorithms family.
This is confirmed throughout by experimental validation. Whereby, we run the
simulation for the proposed algorithm, one time with a fixed maximum step size
and another with the generic maximum step size. This kind of generic value
allows the algorithm to adapt against the abrupt changes in the signal power.
This improvement comes at the expense of little increase on the computational
cost: 2M multiplications and M additions per iteration.
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4.3 Steady State Analysis
Steady atate analysis is investigated through deriving an analtical expression for
the Excess Mean Squared Error (EMSE). The analysis in this section is based on
the energy conservation relation framework [8]-[13]. In addition to the wide sense
stationary channel model assumption, the following standard assumptions [8] are
introduced:
A1. There is a true values vector wo leads to d(k) = xT (k)wo + v(k)
A2. The additive sequence of noise {v(k)} is i.i.d. with variance σ2v = E[(v2(k)]
A3. The sequence v(i) is independent of the input vector x(j) for all i,j.
A4. The start up values w−1 is independent of all {d(j),x(j), v(j)}
A5. The input signal auto-correlation matrix Rx = E[x(k)x
T (k)] > 0
A6. The random variables {d(k),x(k), v(k)} have zero means


















where ea(k) is the apriori error defined as
ea(k) = [w
o −w(k)]T x(k) (4.13)
and f(e), at the steady state zone, is defined from equation (4.8) as follows:









Due to working on the steady-state analysis, from now on we drop the time index
k. The estimation error e can be written in term of apriori error and noise signal














where σ2v is the variance of the noise. A step more further toward simplicity by
applying Cauchy-Schwartz inequality, (4.16) is further simplified as
Ns ≤
√





E[e4a] · E[cosh4(Ae4)] + 15σ6vE[cosh2(Ae4)]
(4.17)
Furthermore, with the same prior assumptions and by applying Jensen’s inequal-




















v ]× cosh2(A[3S2 + 6Sσ2v + 3σ4v ]) (4.19)
In a similar way, Ds in (4.10) can be written as follows:
Ds =
E[ea · e3 · cosh(Ae4)]
E[e2a]
(4.20)











Based on the assumptions (A1-A6), one can easily shows that ea is a zero-mean



























2 + 6Sσ2v + 3σ
4
v ]) (4.24)
Eventually, using Taylor series expansion of the hyperbolic cosine function, an




















× 15). The following remarks are outlined out of
the derived EMSE in (4.25):
 The EMSE depends on the even powers of the noise power.
 The EMSE is also depends on the tuning parameter A and it is usually
coupled with the high order even power of the noise variance σ2v . To demon-
strate the consequence of A on the proposed algorithm performance, the
following experiment is carried out.
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Figure 4.2: Excess Mean Square Error versus the tuning parameter (A)
In figure 4.2, the SNR = 20dB, µ = 0.003, and Tr[Rx] = 32, the EMSE
is shown to be increasing as the tuning parameter does. This creates a
supplementary issue at the implementation. Another impact for large A on
the algorithm performance is that it causes a large fluctuation of the EMSE
around its average value.
 If the tuning parameter A increases such that cosh(Ae4) > µmax/µmin for
all e4, then the algorithm will behave like the LMF algorithm with a fixed
µ = µmax all the time.
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4.4 Convergence Analysis
The update equation (4.8) belongs to the general update equation of the error
adaptive algorithm [8]:












Due to the lack of differentiability of the min function in (4.27), f(e) first deriva-
tive doesn’t always exist have at any point (Appendix 5.2), and hence f [e(k)]
doesn’t have power Taylor series expansion running to infinity [14]. However, the
approximation














Therefore, we carry on the analysis under the assumption that the noise values
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are very rare to become equal to δ.
4.4.1 Convergence speed
According to [15], for a small step size µ, the time-constant of the proposed
algorithm associated with λi(Rx) (the i
th eigenvalue of the auto-correlation matrix




























Eventually, based on (4.29) and (4.31), the proposed algorithm have the fol-
lowing two cases:












µminE[3e2 cosh(Ae4) + 4Ae6 sinh(Ae4)]λi(Rx)
(4.32)













which match LMF considering µmax given as in equation 4.9
Since τ in the first case is smaller than LMS/LMF time-constant; the convergence
of the proposed algorithm will be faster than the convergence of LMS/LMF and








may not happen and the proposed algorithm will work like
standard LMS/LMF with firmed µmax because the recursive equation becomes:




So; if the error is small, the algorithm will work like LMF while if the error is
large then the algorithm will work like LMS.
Figure 4.3 demonstrates the consequence of varying A over the convergence
speed, the experiment setup has a white Gaussian input signal, and additive
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Figure 4.3: Adaptive curves for different tuning parameter values, SNR=10dB
white Gaussian noise with SNR = 10 dB. The convergence speed is noticed to be
improved with the increase in the tuning parameter, and this is achieved while
maintained consistent steady state error. In particular, when A ranges between 10
and 50. Furthermore, the impact of A has a compromise consequence on both the
speed of convergence and the steady state error, especially for A > 300, whereby
the EMSE increase significantly as A moves beyond 300. In general, for a certain
range around A, we obtain a quite similar result.
4.4.2 Mean Behavior
As common in all gradient decent algorithms, the value of the step-size is critical.
To guarantee the stability; the step size value should satisfy some certain bounds.
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Rewrite equation (4.8):
w(k + 1) = w(k) + µ(k)e3(k)x(k) (4.35)
where µ(k) is given as







It is sufficient to mention that the mean value of µ(k), i.e., E[µ(k)], must
satisfy the condition [8][19]




Based on (4.36), we have the following two cases:






µ(k) = µmin · cosh(Ae4(k)) (4.38)

















Where F = E[e2a]. At steady state, one can drop the high order powers of
S. This implies to a new bound on µmin > 0 as follows:
µmin <
2
3σ2v λmax(Rx){1 + 315A2Sσ6v + 52.5A2σ8v}
(4.40)






µ(k) = µmax (4.41)
However; we are using generic µ which also normalized the error, so we can











and by assuming Independence between the noise and the input signal we





and the new bound will be as follows:




However we need to choose the µmin first as a lower bound than µmax.
4.5 Simulation Results
We run the experiments based on system identification scenarios. The order of the
unknown system will be matching the order of the adaptive filter and both of them
representing FIR system. Filter coefficients start up values will be zeros. There
will be a mix between the output of the unknown system and white Gaussian
zero mean noise sequence v(k). The variance σ2v of the noise sequence is selected
in accordance with the desired SNR. Each experiment will run 200 times and
averaged to have average results. The quantitative performance measure is the
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normalized weight error squared vector in dB (also known as misadjustmnet [8]),
which is mathematically calculated as follows:





where wo = [wo0, w
o
1, · · ·woM−1]T the true values of the unknown system/channel
tapes weight.
4.5.1 Example 1
In this example, we would like to compare our new proposed algorithm with the
logarithmic cost function algorithm [18] and with LMS-LMF type II [10] as both
of them considered mixed norm algorithms. The system order = 5, The input
signal is uniform bipolar sequence from {1,-1} zero-mean random , the desired
signal is mixed with non-Gaussian noise, and the signal to noise ratio SNR =
10dB. µ = 0.001. The proposed algorithm will have scaling parameter A = 100
and µ tuned for all the three algorithms to have the same steady state M in
order to have fare comparison. For LMS-LMF type II, we have µ1 which chosen
to maximize the convergence speed and µ2 to reach the same steady state M as
the other algorithms.
Figure 4.4 shows the adaptive curve of the proposed algorithm and the other
counterpart algorithms. As can be seen from the figure, the proposed algorithm
converges faster and demonstrate faster tracking ability and return back to the
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Figure 4.4: Adaptive curves of the proposed algorithm and other counterpart
algorithms for sub-Gaussian noise; bipolar input signal and SNR=10dB
same steady state M level.
4.5.2 Example 2
In this example, we are going to demonstrate the robustness of the proposed
algorithm with three different type of noise distributions (Gaussian, Uniform, and
Laplacian). All of them have the same noise power.
Figure 4.5 depicts the adaptive curve of the proposed algorithm under different
kind of noise. The best performance is achieved under uniform distribution noise
environment. This is can be explained due to higher order moments that the
proposed algorithm depends on especially in the steady state region.
80
Figure 4.5: Adaptive curves of the proposed algorithm under different noise dis-
tributions
4.6 Conclusion
This chapter introduces a new class of stochastic gradient variable step size algo-
rithm. This is achieved by introducing a new hyperbolic sine cost function. The
adaptation error fourth is the argument that drives the cost function with generic
µ that also normalized the error for better performance. The new algorithm main-
tain the simplicity and the robustness of the standard LMF, as well as the stability
from LMS. It has only one tuning parameter. However, the algorithm enjoys an
improved performance over others. In particular, the proposed algorithm outper-
forms the logarithmic-based algorithms and shows attractive results in stationary






In this work, a new cost function has been introduced which is hyperbolic sine
of the error. Steepest decent method is the context where the new cost function
implemented. By squaring the error, we produce a new LMS-type algorithm
that outperform best in class LMS-family algorithms in different environments
and with different levels of signal to noise ratio and filter tap length. By raising
the error to the fourth degree, we introduced a new LMF-family algorithm that
outperform the best in class LMF-family algorithms. By normalizing the error,
we introduced a new mixed-norm family algorithm that also outperform best in
class mixed-norm family algorithms. The new cost function has only one tuning
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parameter, so we maintain the simplicity in the implementation. It required less
computational effort comparing with similar algorithms from the same family and
yet deliver better results.
Generic upper bound for the step size is a new idea that introduced in this
work. It delivers flexible upper bound that can adapt with the different input
signal power and channel/filter length. It required few computational effort per
iteration, but it worth that effort in term of improving the performance and in-
crease the capability of the algorithm. It can be used with any adaptive algorithm.
Our experimental simulations showed good improvement in the performance, so
we can look to the generic upper bound as an enhancement technique that increase
the performance.
5.2 Future Studies
The new proposed cost function as well as the concept of generic step size upper
bound can be leverage to produce new adaptive algorithm versions belong to
sign error least mean square algorithm family, normalized least mean square error
algorithm family, and normalized least mean fourth order algorithms family, to
name a few. The concept of generic step size upper bound can be used alone with
different adaptive algorithms, so we can look to it as an enhancement element that
can be added to many existing algorithms in order to enhance their performance.
The new cost function could be modified to fit in many optimization problems,
and we can look to it as an engine that have flexibility to be modified to fit in
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many applications. We can build on this thesis work to find other implementation
work in adaptive control field, in electrical power filed, and many others.
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Appendix (A)
Proof of no first derivative exist






exists if and only if g(x)− g(x0) has the same sign in the neighborhood of x0.
let f : R→ R be given by
f(x) = xmin{cosh(Ax2), B} (2)
where A > 0 andB > 1 ṡince
min{a, b} = a+ b− |a− b|
2
(3)
and x = |x|sign(x) for all real x, we have
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f(x) =














cosh−1(B) = x0, the term [cosh(Ax
2) − B] modifies
its sign, thus f(x) doesn’t have a derivative in x0
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