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Abstract 
Nuclear quadrupole resonance (NQR) offers an unequivocal method of detecting and identifying explosives. Unfortunately, the inherent signal-
to-noise of the most Ammonium Nitrate (AN) is very low, For the purpose of detecting weak NQR echo train from signal which is corrupted by 
RF interference (RFI) and noise, a NQR signal processing method based on multi-stage wiener filter (MSWF) is presented. MSWF, 
implementing the wiener filter using a nested chain of scalar wiener filters, is a reduced-rank algorithm. Compared with the standard method of 
solving Wiener filter, MSWF does not need matrix inversion, effectively reduces the computational complexity. In this work, we employ 
ammonium nitrate (AN) with different weight as the experimental samples; treat the echo train as reference channel in the condition of no 
sample, and other conditions as observed channel. Processing steps are as follows, applying MSWF to eliminate noise and RFI by utilizing the 
correlation between reference channel and observed channel, accumulating a certain times and then using the fast Fourier transformation to 
transform the signal to frequency domain, clear spectrum peak is achieved at the resonance frequency of AN. The results indicate that the 
method eliminates RFI and noise efficiently, obtains stable detection ability, reduces the computational complexity effectively, and makes the 
real-time NQR signal detection to be possible. 
© 2010 Published by Elsevier Ltd. 
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1. INTRODUCTION 
Nuclear quadrupole resonance (NQR) is an effective technology for explosive detection, which detects the explosive itself in 
accordance with the distinct resonance frequencies of 14 N in different molecules. That means NQR not only can detect whether 
there is explosive, but also can determine which molecule it is. The technique does not need a large static magnetic field to split 
the energy levels of the nucleus, which makes it possible to detect explosives in landmines and unexploded ordnance or 
screening baggage for narcotics at airports [1], [2], [3], [5].  
NQR has the unmatched advantage over other explosive detection technologies, but it is not perfect. The first drawback is the 
inherent low signal-to-noise ratio (SNR) of the most abundant explosive, the low SNR can be remedied by repeating 
measurements [5], as NQR signals can be added coherently. To enhance its signal intensity needs more atoms in resonance, in 
other words, that requires increasing the quality of explosives, but in practice the amount of explosives is not determined. The
second shortcoming is that the frequencies of NQR signals range between 0.5 and 6MHz, which are prone to strong RF 
interference (RFI) [8]. For these two issues, correlation [10] detection and matched filter [9] were proposed to enhance SNR, the
key point of these two methods is that eliminating the interference and noise though correlation processing between acquisition
NQR signal and local signal whose frequency is the same as acquisition NQR signal. These methods are limited due to phase and 
intensity uncertainties in the NQR signal as well as the difficulty in accurately measuring the temperature of Environment. 
Jakobsson puts forward parameterized methods for detection of NQR signals, builds free induction decay (FID) NQR data model, 
brings forward an approximate maximum-likelihood (AML) detector, which estimates three parameters (amplitude, damping 
constant, temperature) of NQR signals, and then calculates approximate generalized likelihood ratio to determine the existence of 
NQR signals [1]. In reference [3], frequency-selective approximate maximum-likelihood (FSAML) detector was introduced, 
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which operates on a subset of the available frequencies, makes it robust to the typically present marrow-band interference. In 
reference [2], Somasundaram proposed a NQR data model of the full echo train, in addition, the author refine AML and FSAML 
that enable the algorithms to suit echo train.  
On account of the local frequency deviation from real NQR frequency resulting in decreased detection performance of 
correlation algorithm, as well as the computational problem of parameter estimation being very considerable, we present a NQR 
signal processing method based on multi-stage Wiener filter (MSWF). MSWF, implementing the wiener filter using a nested 
chain of scalar Wiener filters, is a reduced-rank algorithm. Compared with the standard method of solving Wiener filter, MSWF 
does not need matrix inversion, effectively reduces the computational complexity [4]. In this work, we employ ammonium 
nitrate (AN) with different weight as the experimental samples; treat the echo train as reference channel in the condition of no
sample, and other conditions as observed channel. Processing steps are as follows, applying MSWF to eliminate noise and RFI 
by utilizing the correlation between reference channel and observed channel, accumulating a certain times and then using the fast 
Fourier transformation (FFT) transform the signal to frequency domain, clear spectrum peak is achieved at the resonance 
frequency of AN. The results indicate that the method eliminates RFI and noise efficiently, obtains stable detection ability, 
reduces the computational complexity effectively, and makes the real-time NQR signal detection to be possible. 
2. NQR SIGNAL 
FID signal is the response after a single excitation pulse, due to the fast decaying of the FID signal and the strong ringing after
the RF pulse signal, FID can hardly be used for the NQR signal detection. After the first pulse, NQR signal from 14 N nucleus 
may be out of phase. However, particular pulse sequences can be used to take them back to in phase and useful spin echoes can 
be obtained during a longer time than FID, therefore, spin echoes are widely used in the practical NQR application [6]. The 
spectral lines of NQR signal are usually located at low RF frequencies (0.4–6 MHz), for example, the NQR spectral line of AN 
located at about 500 kHz, NQR parameter vs. temperature for AN are listed in Table 1 below [8], and 1T  is the spin-lattice 
relaxation time. 
TABLE 1.NQR parameter vs. temperature for AN (spectral line v+)
Temperature 
(ć)
NQR frequency
(kHz) 
Line width 
(Hz) 
T1(s) 
5 502.1 215 17.0 
10 500.60 210 16.0 
15 499.19 195 15.0 
20 497.64 190 14.0 
25 496.12 210 13.0 
30 494.14 215 12.0 
The signal intensity in this frequency range is quite low, compared with the ambient noise, because the low energy difference 
between excitation levels, whereupon, the traditional processing method can hardly achieve competent SNR. By reason of 
random noise’s statistical property, the amplitude of which fluctuate in a short amount of time, but the average tends to zero for a 
long time. Consequently, we can use the method of long time accumulation to reduce or remove random noise. The SNR 
increases N times using signal average N times [10]. 
3. MULTI-STAGE WIENER FILTER 
MSWF originally used in interference suppression and beam forming is a reduced-rank algorithm, which was proposed by 
Goldstein in 1998. The classical Wiener filtering problem is depicted in Fig.1, where there is a desired scalar signal 0 ( )d k , an N–
dimensional observed-data vector 0 ( )kx , and an N-dimensional Wiener filter 0xw ,
0 ( )kx
0 ( )kH0 ( )d k
0 ( )kd
0x
w
¦
     Figure 1.The classical Wiener Filter. 
The error signal is denoted by 0 ( )kH . The covariance matrix of the input vector process 0 ( )kx is given by  
H
0 00
E[ ( ) ( )]k k xR X X      (1) 
Where E[ ] denotes the expected-value operator and H( ) is the complex conjugate transpose operator. The complex cross-
correlation vector between the processes 0 ( )d k and 0 ( )kx is given by  
*
0 00 0
E[ ( ) ( )]k d k x dr X     (2) 
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With *( ) denoting the complex conjugate operator, the weight vector 
0
xw of the Wiener filter that minimizes the Mean Squared 
Error (MSE) is the solution to Wiener-Hopf equations: 
-1
0 0 0 0
 x x x dw R r     (3) 
Traditionally, matrix inversion is needed in order to calculate the weight vector
0x
w , the computational complexity has much 
relationship with the dimension of observed-data vector 0 ( )kx , consequently, calculating the weight vector 0xw after
transforming 0 ( )kx to a low dimension space will obtain better computational performance.  
The multistage structure of the Wiener filter is attained achieved by a multistage decomposition. This decomposition forms 
two subspaces at each stage; one in the direction of the cross-correlation vector at the previous stage and one in the subspace
orthogonal to this direction. Then the data orthogonal to the cross-correlation vector is decomposed again in the same way, stage 
by stage. This process reduces the dimension of the data vector at each stage. Thus a coordinate system for Wiener filtering is
determined via a pyramid-like structured decomposition which serves as an analysis filter bank. The decomposition de-correlates
the observed vector process at lags greater than one, resulting in a tri-diagonal covariance matrix associated with the transformed 
vector process. A nested chain of scalar Wiener filters form an error synthesis filter bank, which operates on the output of the
analysis filter bank to yield an error process with the same MMSE as the standard multidimensional Wiener filter. It is 
demonstrated also that the error-synthesis filter bank can be interpreted as an implementation of a Gram–Schmidt 
orthogonalization process [4]. Non-singular MSWF can be decomposed into two filter, they are decomposition filter and 
composition filter. An example of MSWF is provided in Figure.2. The full rank pre-filtering matrix can be chosen as the 
following form: 
H
i
i
i
ª º
 « »
¬ ¼
h
T
B
Weight vector of each stage is the normalized cross-correlation vector, a unit vector in the direction of di iXr see, e.g., [4, 7, 
and the references therein], given by  
1 1 1 1
1 1 2i 1 i 1 2
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iB is an ( 1)N N u operator which spans the null space of di iXr , in others words, iB is the blocking matrix which annihilates 
those signal components in the direction of the vector di iXr , such that =0i iB h [4], [11]. 
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Figure.2 The structure of MSWF for N˙4
In order to avoid forming the blocking matrices required in the original algorithm, Ricks and Goldstein have developed 
correlation subtraction algorithm (CSA) implementing MSWF, namely (CSA-MSWF) [7], which lessen the computational 
complexity of the algorithm to O(MK)(K is the number of snapshots, M is the stage of MSWF). The recursion algorithm is given 
in Table 2. Initialization of algorithm is 0 1 0( ) ( ); ( ) ( )d k s k x k x k  .
TABLE 2ˊ CSA-MSWF RECURSION EQUATIONS 
Forward Recursion Backward recursion 
For 1,2,...,i M 
*
1 1
2
*
-1 1
E[ ( ) ( )]
E[ ( ) ( )]
i- i
i
i i
d k k
d k k


 xh
x
H
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T. Yang et al. / Procedia Engineering 7 (2010) 229–234 231
 Tao Yang, Tao Su, Xuehui He / Procedia Engineering 00 (2010) 000–000 
4. NUMERICAL EXAMPLES 
In this section, we examine the performance of the MSWF using both simulated and real NQR data measured by the Chinese 
Research Institute of Radio Wave Propagation. The measurements were obtained using a shielded solenoid coil in laboratory 
environment, down-converted by analogy receiver to intermediate frequency 100 kHz, the bandwidth is 20 kHz, after then 
sampled to digital domain, the sampling frequency is 1.25 MHz. In general, the first echo of the echo trains should be discarded
before being input to the algorithms as it can be significantly distorted by contributions from the FID, produced by the 
preparation pulse. Due to the low SNR of single echo train, it is necessary to enhance SNR by accumulation. The resonance 
frequency of AN is 497.64 kHz at the temperature of 20ć, this shows in Table1, the temperature of sample was not artificially 
controlled but can be assumed to be around 20ć. After been down-converted, the NQR frequency site hereabout at 100 kHz. 
The simulated data has been generated to mimic such a signal, to generate the observed channel 1 1d s j v    where s is the 
desired signal, its frequency is 107 kHz, 1j is the interference signal with single frequency of 150 kHz, and 1v is noise signal, SNR 
is -10dB. To create a noise signal 1v , assume that the noise 1v is autoregressive, meaning that the value of the noise at time t
depends only on its previous values and on a random disturbance. The autoregressive coefficients are [1,0.5] ar . Regard 1v
and 1j as a corrupt signal jv1ˈin other words, jv1= 1v + 1j , Define a moving average signal jv2 that is correlated with jv1, the 
moving average coefficients are ma = [1, -0.8, 0.4 , -0.2]. This jv2 is the reference channel for the simulated data. Processing
reference signal with MSWF in the sense of the MMSE, to make it closest to the noise and interference of observed channel, 
Thus, optimal output can be obtained using the observed channel subtract the noise and interference component. Considering the 
relationship of sampling rate 1.25 MHz and available frequency at 100 kHz, the number of point per period is between 12 and 13,
the stage of MWSF is M=31, which is  greater than  the number of point in 2 periods. 
Fig.3. Desired signal for simulated data in time domain 
Fig.5. Observed signal for simulated data in frequency 
domain 
Fig.4.De-corrupted signal after MSWF for simulated data in 
time domain 
Fig.6. De-corrupted signal after MSWF for simulated data in 
frequency domain 
Fig.3 shows one echo train which is the desired signal in time domain, Fig.4 shows the de-corrupted signal after MSWF which 
is distinctly similar to the desired signal in time domain. Fig.5 illustrate the observed signal for simulated data in frequency
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domain, the frequency of desired signal is submerged in noise and interference, and Fig.6 shows de-corrupted signal after MSWF 
in frequency domain, we can see obvious spectrum peak at the frequency of 107 kHz. 
TABLE.3. PROCEDURE FOR PROCESSING 
Step1.Accumulation 200 times of original samples. 
Step2.Treat the echo train as reference channel in the condition of no sample; and other conditions 
(250g, 1125g, and 2000g) as observed channel.  
Step3.Applying MSWF to eliminate noise and RFI. 
Step4.Using the FFT transform the signal to frequency domain, then normalize the amplitude, 
distinguish various quantity of AN samples according to the normalized magnitude at the 
resonance frequency of AN. 
(a) 
(c) 
(b) 
(d)
Fig.7 Contrast of Original data and MSWF Result normalized in frequency domain: (a) 0g AN real data; (b) 250g AN real data; 
(c) 1125g AN real data; (d) 2000g AN real data. 
We proceed to examine the performance of MSWF using real NQR signal, the procedure for processing is showed in Table 3. 
Fig.7 (a), (b), (c) and (d) show the contrast of original data and MSWF result with 0g, 250g, 1125g and 2000g AN sample, 
separately. Dash lines denote accumulated data without using MSWF, and the solid line depict result after MSWF. Comparing 
dash lines of the four sub-figures, it hardly can distinguish which one is the data with AN samples, which one is not, as a result
of they all having spectrum peak at about 100 kHz, besides, in-band background noise being considerable. For instance, the dash
line in Fig.7 (a) illustrates accumulated data without AN sample; however, there is a spectrum peak at about 100 kHz, which is 
caused by RFI, ringing and noise. After eliminating RFI, ringing and noise effectively using MSWF, the residual quantity is very
low, which is showed as the solid line of Fig.7 (a). For the instance of 250g, 1125g and 2000g, after using MSWF, clear 
spectrum peak are achieved at hereabout 100 kHz depicted as solid line in Fig.7 (b), (c), (d) separately. The difference is that the 
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spectrum peak rise with the increase of the quantity of samples, this is coincided with theory. Consequently, we can set different 
thresholds to determine the existence of NQR signal, even to distinguish the quantity of AN.  
5. CONCLUSION 
In this paper, a NQR signal processing method based on MSWF is proposed, which does not need matrix inversion. The 
computational complexity is reduced effectively. applying MSWF to eliminate noise and RFI by utilizing the correlation between 
reference channel and observed channel, numerical examples using both simulated and real AN NQR data indicate that this 
method can eliminate noise and RFI. 
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