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Abstract. In this note we proved that weak limits of sums of
independent identically distributed random variables which are
re-normalized by a non-linear shrinking transform max(0, x− r)
are either degenerate or (some) compound Poisson distributions.
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In a probability theory often one describes behaviors of normalized partial
sums of random variables. Most often a normalization is done be affine
(linear) transforms; cf. a monograph Jurek and Mason(1993). In this note
random variables are normalized by a non-linear shrinking transformation
(s-operation). A limit theorem is proved for non-negative independent and
identically distributed variables. Laplace transforms and some functional
equations are the main tools in a proof.
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1. A non-linear scaling Ur and a theorem.
For r > 0, let us define a non-linear scalings (shrinking mappings, in
short: s-operations)
Ur : [0,∞)→ [0,∞) by Ur(x) := max{0, x− r} ≡ (x− r)+ (1)
which have among others an one-parameter semigroup property
Ur(Us(x)) = Ur+s(x), |Ur(x)− Us(x)| ≤ |r − s| for 0 ≤ x, r, s <∞.
If X is a non-negative random variable on a fixed probability space (Ω,F , P )
then Ur(X) may model a situation when one receives only an excess above
some positive level r. Similarly, such formula appears in mathematical fi-
nance as European call options where X represents a price of a stock, r is a
strike price, and Ur(X) is an expected investor’s gain. Hence, sums Sn, in
(2) below, may be interpreted as a gain from portfolio of n European call
options with the same strike price rn.
In this note we prove the following:
Theorem 1. Let a sequence 0 < rn →∞ and X1, X2, ..., Xn, ... be a sequence
of non-negative independent identically distributed random variables. Then
Sn := Urn(X1) + Urn(X2) + ... + Urn(Xn)⇒ S, as n→∞, (2)
if and oly if either
(i) there exists a constant c > 0 such that S = c with P.1; (3)
or
(ii) there exists an a > 0 such that S
d
= e−a
∞∑
k=0
ak
k!
ν∗k, (4)
where ν is an exponential probability distribution with a probability density
f(x) := λe−λx 1[0,∞)(x) , (λ > 0).
In terms of Laplace transforms we have either L([S; t] = exp(−ct) or
L[S; t] = exp a[ λ
λ+t
− 1], for t ≥ 0..
In (2) ”⇒ ” denotes a weak convergence of distributions and in (4) ”
d
= ”
means equality of probability distributions. A measure in (4) is a particular
compound Poisson measure e(m), where m := aν.
2. Laplace transforms and a sufficient part of Theorem 1.
For study of the weak convergence of non-negative random variables it con-
venient to use their Laplace transforms. In that case, weak convergence of
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measures is equivalent to a point-wise convergence of their Laplace trans-
forms; we refer to cf. Feller (1966), Theorem 2a, p. 410.
Note that (1) and a simple calculation give a (cumulative) probability
distribution function of Ur(X):
P (Ur(X) ≤ x) = P (X ≤ x+ r) for x ≥ 0. (5)
Note that at zero there is jump of a size F (r).
Recall that a Laplace transform of a random variable Y is defined as
L[Y ; t] := E[e−tY ], for t ≥ 0. Hence
L(Ur(X); t) = 1−
∫
[0,∞)
[1−e−tx]dF (x+r); F (x) := P (X ≤ x), x ≥ 0 (6)
This is so, because by (1) and (5) we get
L(Ur(X); t)] = F (r) +
∫
(0,∞)
e−txdF (x+ r) = 1−
∫
(r,∞)
[1− e−t(y−r)]dF (y)
= 1−
∫
(0,∞)
[1− e−tx]dF (x+ r) = 1−
∫
[0,∞)
[1− e−tx]dF (x+ r).
[Note that a function under integral sign vanishes at zero].
Hence, from (6), for rn > 0 and independent identically distributed vari-
ables (Xk), k = 1, 2, ..., n with a distribution function F , we have
L(Sn; t) = (E[e
−t Urn(X1)])n =
(
1−
∫
[0,∞)
[1− e−tx]dF (x+ rn)
)n
=
(
1−
1
n
[
∫
[0,∞)
1− e−tx
1− e−x
dGn(x) ]
)n
, where distributions Gn are defined as
Gn(y) := n
∫ y
0
(1− e−x)dF (x+ rn), y ≥ 0; Gn(∞) ≤ n(1− F (rn)). (7)
Thus (Gn) are continuous distribution function of finite measures on [0,∞).
Here are examples of norming sequences (rn) and random variables(Xn)
such that Sn ⇒ S with limits S described in Theorem 1 by formulas (4) and
(3), respectively.
Example 1. Let (Xn) be i.i.d. exponentially distributed with proba-
bility density λe−λx1[0,∞)(x) and for given a > 0, let us choose rn > 0 such
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that e−λrn = a/n, for all n such that a/n < 1. Then by (7), a limit of
corresponding distributions (Gn) is as follows
lim
n→∞
Gn(y) = lim
n→∞
n
∫ y
0
(1− e−x)λe−λ(x+rn)dx
= a
∫ y
0
(1− e−x)λe−λxdx = G(y), for 0 ≤ y <∞.
Finally, we have a Laplace transform of a limit S:
L[S; t] = exp(−a
∫ ∞
0
(1− e−tx)λe−λxdx = exp a[
λ
λ+ t
− 1].
Here we recognize that exp[ λ
λ+t
− 1] is a Laplace transform of compound
Poisson variable
∑N1
k=0 Yk, where (Yn) are i.i.d. exponentially distributed
with parameter λ and independent of a Poisson variable N1.
Example 2. Let (Xn) are i.i.d. with a density (
2
pi
)1/2 exp(−x2/2)1(0,∞)(x)
and for c > 0 choose rn as a solution of an equation
k(x) := ( 2
pi
)1/2x−2e−x
2/2 = c/n, that is
n (
2
pi
)1/2(r2n e
r2n/2)−1 = c
Note that the function k on (0,∞) is continuous, strictly decreasing from an
infinity to zero and therefore (rn) are uniquely determined. [Also we may
choose a such (rn) that limn→∞(
2
pi
)1/2n(r2n exp(r
2
n/2)
−1 = a.]
From (7), G(0) = 0 and for y > 0
G(y) = lim
n→∞
Gn(y) = lim
n→∞
(
2
pi
)1/2n
∫ y
0
(1− e−x) exp(−(x+ rn)
2/2)dx
= lim
n→∞
(
2
pi
)1/2n exp(−r2n/2)
∫ y
0
(1− exp(−x)) exp(−x2/2) exp(−rnx)dx
(using substitution xrn =: u we get)
= lim
n→∞
[(
2
pi
)1/2 n r−2n exp(−r
2
n/2)]
∫ yrn
0
1− exp(−u/rn)
u/rn
exp(−
u2
r2n
)u exp(−u)du
= c lim
n→∞
∫ ∞
0
[1[0,yrn](u)
1− exp(−u/rn)
u/rn
exp(−
u2
r2n
)] u exp(−u)du
= c
∫ ∞
0
u exp(−u)du = c, for y > 0.
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All in all, in this example G is a distribution function of a measure concen-
trated at zero with a mass a. Consequently, in this example a limit S has
Laplace transform: L(S; t) = exp(−ct), t ≥ 0; S = c with P.1.
3. Some functional equations and their solutions.
From now on we assume that Sn ⇒ S which (by (7)) is equivalent to
L(S; t) = exp
(
− lim
n→∞
∫
[0,∞)
1− e−tx
1− e−x
dGn(x)
)
, t ≥ 0, (8)
where Gn are distribution functions of finite measures on positive half-line.
Lemma 1. (i) If Sn ⇒ S, in (2), then distribution functions (Gn) are uni-
formly bounded, that is, sup(n≥1)Gn(+∞) ≤ K <∞.
(ii) If G is a limit point of {Gn} then G({∞}) = 0.
Proof. (i) In contrary, assume that there exists sub-sequence nk, k = 1, 2, ...
such that limk→∞Gnk(+∞) =∞ then from (6) we get that
lim
k→∞
L(Snk ; 1) = lim
k→∞
(
1−
Gnk(∞)
n
)n
= 0
which contradict the fact that Laplace transform are positive functions.
Hence distribution functions (Gn) of finite measures on the positive half-
line and uniformly bounded (conditionally compact).
(ii) Let G on [0,∞] be a weak limit of distribution functions (Gn). Then
L(S; t) = lim
n→∞
L(Sn; t) = exp(−
∫
[0,∞]
1− e−tx
1− e−x
dG(x))
= exp(−
∫
[0,∞)
1− e−tx
1− e−x
dG(x)) · exp(−G({∞})).
Taking t → 0 , the function under integral sign tends to zero and hence we
must have 1 = L(S; 0) = exp(−G({∞}) which means that G({∞}) = 0.
This completes a proof la Lemma 1.
Remark 1. It may be worthy to recall that a family of probability measures
on compact topological space is compact convolution semigroup, in weak
topology; cf. Parthasarathy(1967), Theorem 6.4. p. 45.
Remark 2. For a discussion below recall that for (probability) distribution
functions Fn and F we have:
(a) if Fn ⇒ F, an → a , a is continuity point of F , then Fn(an)→ F (a);
(b) if Fn converges to F pointwise and F is continuous then Fn → F uni-
formly.
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From Lemma 1 and limit in (7) we have that Gn ⇒ G (weak convergence)
to a distribution function of finite (not necessarily probability) measure G.
To identify G we introduce auxiliary functions:
Hn(u) :=
∫ u
1
1
1− e−x
dGn(x); Hn(u)→ H(u) :=
∫ u
1
1
1− e−x
dG(x);
0 < u <∞, and hence G(u)−G(1) =
∫ u
1
(1− e−x)dH(x); (9)
. In particular from Remark 2, we have that if u is a continuity point of H
(note that G may have a jump at u) and un → u then Hn(un)→ H(u).
From (7), for 1 ≤ u <∞, we have that
H(u) = lim
n→∞
Hn(u) = lim
n→∞
n[F (u+ rn)− F (1 + rn)] (10)
Lemma 2. Assume that wn := rn+1 − rn → w ∈ [0,∞] ( or choose a sub-
sequence). Then
H(u+ w) = H(u) +H(1 + w), 0 < u <∞ (11)
Proof. Since rn+1 = wn + rn, from (10), we infere that
H(u) = lim
n→∞
(n + 1)[F (u+ rn+1)− F (1 + rn+1]
= lim
n→∞
[
n [F (u+ wn + rn)− F (1 + wn + rn)] + [F (u+ rn+1)− F (1 + rn+1]
]
= lim
n→∞
(
n [F (u+ wn + rn)− F (1 + rn)]− n[F (1 + wn + rn)− F (1 + rn)]
)
= H(u+ w)−H(1 + w), for 0 < u <∞ and 0 ≤ w ≤ ∞.
What are possible functions H satisfying a functional equation (11)? We
consider the three possible cases for a limit w.
Lemma 3. If wn := rn+1 − rn → w ∈ (0,∞] (or choose a subsequence) then
H(u) = 0 and H(u) = H(∞) are the only solutions to a functional equation
H(u) +H(1 + w) = H(u+ w), where 0 < u <∞.
Proof. A case w =∞ is obvious as H(∞) is finite so we get H(u) = 0.
Let 0 < w <∞. Then by the induction argument we have
H(u+ kw) = H(u) + kH(1 + w), k ≥ 1
Since left hand side has a finite limitH(∞) as k →∞ thereforeH(1+w) = 0.
Consequently, H(u+ kw) = H(u), k ≥ 1 which gives H(u) = H(∞) = const
and completes a proof.
6
For the reaming case w = 0 (i.e., limn→∞wn = 0; cf. Lemma 2) we need
the following elementary fact.
Fact. If 0 < rn ր∞ and rn+1 − rn → 0 as n→∞ the for each number
0 < c < 1 there exists a sub-sequence (kn) such that rkn − rn → c.
Proof. Choose explicitly kn := sup{k ≥ n : rk − rn < c}. Then we have
that rkn − rn < c ≤ rkn+1 − rn and a length of an interval containing c is
rkn+1 − rkn → 0 as n→∞, which completes an argument.
Lemma 4. If rn+1 − rn → 0 then for any number 0 < a < 1 a there exists
b ≥ 1 (depending on a) such that
H(u+ a) = b−1H(u) +H(1 + a), 0 < u <∞. (12)
Proof. From previous Fact, there exist a sub- sequence (kn) such that vn :=
rkn − rn → a. Furthermore,
H(u) = lim
n→∞
kn[F (u+ rkn)− F (1 + rkn)]
= lim
n→∞
kn
n
[
n[F (u+ vn + rn)−F (1+ rn)]− n[F (1+ vn + rn)−F (1+ rn)]
]
.
Since limits in square brackets [ ...] exist and are H(u + a) and H(1 + a),
respectively, we infer that b := limn→∞
kn
n
exists. Finally, we get a formula
H(u) = bH(u+ a)−H(1 + a), which completes a proof of the lemma.
Remark 3. Note that for b = 1 the equation (10) coincides with the one
given in Lemma 3.
To solve the functional equation (10) we need some facts that are quoted
in the Appendix and from them we have:
Lemma 5. The only solutions to an equation (10) in Lemma 4 are
H(u) = const or H(u) = α(e−γu − e−γ), α < 0, γ > 0. (13)
Proof. Using Appendix for
f(u) := H(u), ψ(y) := H(1 + y), and φ such that φ(a) := b−1,
we retrieve our equation (11). Thus from (12), H(u) = const if f1(x) = 0.
In a case f1(x) = αe
γx we get eγa = b−1 < 1 which implies γ < 0 and
that gives
H(u) = αeγu + β with restrictionsH(1) = 0; H(u) < 0, for 0 < u < 1;
From first restriction we get H(u) = α(eγu−eγ). Thus the second restriction
imposes that α < 0 which completes arguments for (13).
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4. Proof of a necessary part of Theorem 1.
From Lemma 2, we have that G(y)−G(1) =
∫ y
1
(1−e−x)dH(x), y > 0. and
from Lemma 5 we know forms of H ( introduced in Lemma 2). Consequently,
we have that either G(y) = c > 0 (constant) for y > 0 and G(0) = 0 or
G(y) = G(1) +
∫ y
1
(1− e−x)(−αγ)e−γxdx; G(0) = 0.
This may be a written as
G(y) = −αγ
∫ y
0
(1− e−x)e−γxdx; y ≥ 0; α < 0, γ > 0.
Using (7) we have
L(S; t) = exp(−ct) or L(S; t) = exp(−α)[
γ
t+ γ
− 1], α < 0, γ > 0,
which completes a proof of Theorem 1.
5. An appendix.
For ease of reference let us quote the following fact.
Lemma 6. Let functions f , φ and ψ be defined on real (or positve) numbers
and satisfy equations
(i) f(x+ y) = φ(y)f(x) + ψ(y) or (ii) f(x+ y) = f(x) + ψ(y) (14)
If f is continuous (or bounded on a set of positive Lebesque measure) then
solutions to equation (14), part (i) are
f(x) = αeγx + c, φ(x) = eγx, ψ(x) = c[1− eγx]; (α, γ, care constants).
and for part (ii) solutions are
f(x) = γx+ c, ψ(x) = γx, (γ, c are constants);
cf. Aczel (1962), Theorem 8 on p. 22 or Aczel (1966), Chapter 3, Theorem
1 on p.150.
6. A historical note. A problem of a characterization of limit distribu-
tions for sequences Urn(X1) + Urn(X2) + ... + Urn(Xn) for positive variables
was posed by Kazimierz Urbanik around 1971. (Originally, a notation Tr, in-
stead of Ur, was used.) Here we presented slightly changed (added Remarks
1 and 2 and references [2], [3], [6], [7] and [8] ) an unpublished Master of
Science Thesis [5] (in Polish); cf. Jurek (1972).
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For a Hilbert space valued and not necessarily identically distributed
random variables this problem was completely solved in 1977; cf. Jurek
(1981).
In Bradley and Jurek (2015) independence of variables in Theorem 1 was
replaced by weak dependence (strong mixing).
Last but not least, potential applications in a mathematical finance (men-
tioned in the Introduction) may generate some additional interest for this
quite elementary proof.
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