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Abstract: Integrating light field microscopy techniques with existing miniscope architectures
has allowed for volumetric imaging of targeted brain regions in freely moving animals. However,
the current design of light field miniscopes is limited by non-uniform resolution and long
imaging path length. In an effort to overcome these limitations, this paper proposes an optimized
Galilean-mode light fieldminiscope (Gali-MiniLFM), which achieves amore consistent resolution
and a significantly shorter imaging path than its conventional counterparts. In addition, this
paper provides a novel framework that incorporates the anticipated aberrations of the proposed
Gali-MiniLFM into the point spread function (PSF) modeling. This more accurate PSF model
can then be used in 3D reconstruction algorithms to further improve the resolution of the platform.
Volumetric imaging in the brain necessitates the consideration of the effects of scattering. We
conduct Monte Carlo simulations to demonstrate the robustness of the proposed Gali-MiniLFM
for volumetric imaging in scattering tissue.
© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement
1. Introduction
Miniaturized head-mounted fluorescence microscopes, i.e. miniscopes [1], are an emerging
technology in visualizing neural activities within targeted brain regions, since they enable the
interrogation of in vivo, fluorescently labeled neurons in freely behaving animals. Major allures
of miniscope technology are their open source nature and low cost [1], which allow for a wide
degree of customizability in their designs as well as the ability to easily monitor several animals
in parallel. As a result, major efforts incorporate off-the-shelf components [2,3] and 3D printing
[4] to encourage rapid prototyping.
Most miniscopes utilize the one-photon wide-field epifluorescence geometry, in which the
critical component is an easily miniaturizable GRadient INdex (GRIN) objective lens used
to satisfy the size and weight restrictions implicit in animal experiments (Fig. 1(a)). The
effectiveness of this design was originally demonstrated in the pioneering work done by Schnitzer
laboratory [2] and the open-source UCLA Miniscope [5]. The FinchScope [4] further improved
the design by incorporating a 3D printed body for improved experimental flexibility and the
wireless miniScope [6,7] removed the influence of tethering on active animals. While these
initial projects improved the functionality of the epifluorescent miniscope, other designs chose
to maximize the amount of data collected during experiments. For example, the NINscope [8]
further miniaturized the mechanical design to allow the simultaneous recording of two brain
regions using two scopes on a single mouse. The cScope [9] instead employed a bulkier and
more optically complex design to provide a mm-scale Field of View (FOV) for widefield imaging
of the neocortex of rat. The multi-contrast miniscope [10] allowed for the capturing of multiple
imaging modalities including fluorescence, intrinsic optical signals, and laser speckle contrast
with a single platform. As a result, these developments have permitted the study of memory
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encoding, functional imaging, spatial coding, neural synchronization, and complex motor tasks
to a greater extent than before [4,5,10–13].
Fig. 1. Comparison of the optical imaging path of (a) Miniscope [5], (b) LFM [19] /
MiniLFM [20], (c) HR-LFM [21], and (d) our Gali-MiniLFM. NIP: native image plane;
NOP: native object plane; OL: objective lens; TL: tube lens; MLA: microlens array.
Similar to their standard microscopy counterparts, wide-field miniscopes are intrinsically
susceptible to out-of-focus fluorescence and limited imaging volume [14,15]. One possible
solution to overcome these issues is two-photon microscopy due to its improved optical sectioning
capability [16]. Recently, two-photon miniscopes have been developed to achieve volumetric
imaging by combining low-dispersion, hollow-core fibers with MEMS scanning mirrors [17].
The axial focusing capability can be further enhanced with an electro-wetting lens [18]. Despite
the higher spatial resolution and larger imaging volume, the utility of the two-photon miniscopes
are limited by their hardware requirement for specialized scanning optics, external laser source,
and slow acquisition speed [1].
Another attractive approach is to augment existing wide-field miniscopes with computational
imaging techniques to partially mitigate the aforementioned limitations. Closely related to the
present work, single-shot volumetric reconstruction has been demonstrated by implementing
light field microscopy (LFM) [19] on a miniscope platform, i.e. the miniaturized light field
microscope (MiniLFM) [20]. This is done by introducing a microlens array (MLA) to the
existing miniscope platform paired with a light field deconvolution algorithm [22,23]. Same as
the original LFM design [19], the setup extends the optical path by placing the MLA at the native
image plane (NIP) of the original miniscope and displaces the sensor to the back focal plane
of the MLA, as shown in Fig. 1(b). The utility of both the table-top LFM and MiniLFM have
been demonstrated for localizing neuronal activities in 3D without any moving parts [24,25].
However, this design fundamentally suffers from non-uniform lateral resolution across multiple
depths [22]. In particular, the lateral resolution close to the native object plane (NOP), i.e. the
focal plane of the objective lens, is significantly lower than that from the normal scope [22].
Several solutions have been proposed to maintain or enhance the resolution by trading with
other imaging attributes. The first approach restricted the imaging depths to be within a single
side (e.g. above or below) of the NOP [23,24], hence sacrificing the imaging volume. The
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second approach introduced an engineered phase mask to the pupil plane of the microscope
[26], which further complicates the setup. The third approach combined LFM with structured
illumination [27,28], which required a specialized illumination unit for light patterning. Recently,
a new approach, termed high-resolution light field microscopy (HR-LFM) [21] and its variants
[29,30], was demonstrated by simply displacing the MLA to some distance behind the NIP, as
illustrated in Fig. 1(c). The key insight is that the finite conjugate imaging geometry allows for
improved lateral resolution by optimizing the trade-off between spatial and angular sampling
in the measurement [31]. However, HR-LFM suffers from a much longer optical path when
compared to the original LFM, which is not desirable for miniaturization.
In this paper, we propose a new light field miniscope design, termed the Galilean-mode light
field miniscope (Gali-MiniLFM), which provides high resolution across an extended volume
with a reduced optical path when compared to both MiniLFM and standard miniscopes, as
shown in Fig. 1(d). This, combined with the design’s easy integrating into a standard miniscope
architecture, as illustrated in Fig. 2(a), makes it highly attractive for wide-field volumetric
fluorescent imaging. We validate the effectiveness of this design while additionally challenging
two confounding factors present in traditional wide-field miniscope imaging. First, the GRIN lens
introduces more severe optical aberrations [32] than a standard objective lens, which can worsen
the resolution. To compensate for this effect, we propose a new computational framework that
models the aberrated PSF across the imaging volume and later uses it to perform a more accurate
3D reconstruction, as illustrated in Fig. 2(b). Second, high-resolution volumetric imaging
inside brain tissue is complicated by light scattering. Therefore, we conduct a series of Monte
Carlo simulations of the Gali-MiniLFM measurements under different scattering conditions and
evaluate the robustness of our design by performing 3D reconstruction, as illustrated in Fig. 2(c).
Fig. 2. Overview of the design and evaluation procedure of the proposed high-resolution
light field miniscope. (a) Optical design of Gali-MiniLFM; (b) We model light field PSF in
3D and incorporate aberrations of the miniscope optics. (c) We evaluate the robustness of
Gali-MiniLFM by modeling the measurements under different scattering conditions and
performing volumetric reconstruction via deconvolution.
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2. Optical design of Gali-MiniLFM
The miniscope setup in our study follows the open-source FinchScope [4]. The imaging path
is illustrated in Fig. 1(a). The main optical components consist of a GRIN objective lens
(Edmund Optics #64-538: 1.8mm diameter, 0.25 pitch, effective focal length EFL 1.71mm) and
an achromatic doublet serving as the tube lens (Edmund Optics #45-207: 5mm diameter, EFL
15mm). They form an imaging system with a magnification M when focused at the NIP. Due
to the need for miniaturization, the system is designed to only approximate an ideal 4F system,
with its magnification varying at different axial (z) planes. Although removing the tube lens
and performing imaging using the GRIN lens alone may also meet the need for miniaturization,
commercially available GRIN lenses cannot fulfill the joint requirement of gathering the excitation
light, collimating the emission beam, and providing sufficient sampling on the image plane.
Here, we show that the parameters of the MLA must be chosen alongside its placement to
optimize the design of Gali-MiniLFM. First, we discuss the choice of the MLA. Similar to
the standard LFM and HR-LFM, we design the MLA’s numerical aperture (NA) NAmla to
approximately match the image-side NA of the miniscope NA0/M, where NA0 is the NA of
the GRIN lens (i.e. object-side NA) [19,21]. This ensures the sub-images formed by the MLA
to have minimal overlap while maximizing pixel sampling. Further considering a single point
source at the NOP, as illustrated in Fig. 1(d), the converging beam after the tube lens covers
N-microlenses on the MLA and results in N sub-images, which quantifies the amount of angular





where dmla is the diameter of the microlens, and a is the distance from the principal plane of MLA
to the NIP, which is bounded by the back focal length of the tube lens (i.e. the distance between
the tube lens and the NIP). In general, LFM trades spatial sampling for angular information.
To maximize the spatial sampling for higher lateral resolution, one should choose a small N
(hence small amount of angular information) [21], which in turns sets the optimal choice of
dmla of the MLA. Combining parameters of miniscope setup, sampling trade-off and the length
of imaging path into considerations, initially we chose an off-the-shelf MLA (RPC Photonics:
MLA-S-250-f10) in our design.
Next, we optimize the locations of MLA and image sensor. The key idea of Gali-MiniLFM is
to place the MLA at a proper distance such that the NIP approximately forms a virtual image on
the sensor plane, as shown in Fig. 1(d). This means that a and b should simultaneously satisfy




where the slight defocus implied by Eq. (2) is inspired by the results in [21], fmla is the focal
length of the microlens, and b is the distance from the principal plane of MLA to the sensor. We





where the approximation in Eq. (4) is due to the slight defocus introduced in b.
Denote the distance between the exit plane of the tube lens to the MLA plane by c. We next
discuss the choice of a, b and c, as guided by the results in [22]. It was shown that the lateral
resolution is the worst when the object is located at the conjugate plane to the MLA, marked as
the “virtual NOP” in Fig. 3(a). Additionally, the lateral resolution decreases when the imaging
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depth is too far from the virtual NOP since this results in poor spatial sampling. The optimal
location of MLA provides a balance between the spatial and angular sampling within a target
imaging depth range. In Gali-MiniLFM, by placing the MLA before the NIP, the virtual NOP is
displaced to a deeper depth into the sample, as shown in Fig. 3(a). The imaging depth range is
targeted to be a shallow region around the actual NOP of the miniscope.
Fig. 3. Lateral resolution analysis for the proposed Gali-MiniLFM. (a) By placing the MLA
before the NIP, its conjugate object plane, marked as the virtual NOP, is far from the actual
NOP of the miniscope. (b) The PSF images simulated from the proposed Gali-MiniLFM.
(c) The deconvolved PSF images using the light field deconvolution algorithm. (d) The
MTF varies across different depths. The optimal imaging depth range is determined by that
having the largest bandwidth in the MTFs. The optimized MTF indicates that our design
can provide better than 5µm resolution across an approximately 100µm depth range.
To find the optimal values of a and b, next we analyze the system’s effective modulation
transfer function (MTF) at different imaging depths by adapting the procedure in [22]. First, we
simulate a series of light field point-spread-function (PSF) images captured by our system from a
point source placed at different depths using the procedure detailed in Section 3. Some examples
of simulated PSF images are shown in Fig. 3(b). Second, we perform light field deconvolution by
adapting the algorithm in [22], the result of which quantifies the best achievable lateral resolution
at the corresponding depth. The deconvolved PSF images from the corresponding measurements
in Fig. 3(b) are shown in Fig. 3(c). Finally, the MTF at each depth is found by the 2D spectrum of
the corresponding deconvolved PSF. Since each MTF approximately has circular symmetry, we
take a radial line from each MTF to capture the main characteristics from each depth, and then
repeat the same procedure for all depths. This allows us to inspect the MTFs across different
depths simultaneously, as illustrated in Fig. 3(d). As predicted by our analysis, the MTFs contain
wide bandwidths within a specific depth range, indicating the optimal imaging range under this
configuration. The final optimized parameters for Gali-MiniLFM are summarized in Table 1,
which are obtained by repeating these simulation procedures. The final optimized MTFs are
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shown in Fig. 3(d), demonstrating that we can achieve better than 5µm lateral resolution across
an approximately 100µm imaging depth range.
Table 1. The optimized parameters of the proposed Gali-MiniLFM.
Parameters Value Parameters Value
NA0 0.5 M 11.3
fmla 2.5mm dmla 250µm
a −8.474mm b 1.8mm
c 11.10mm N 3 ∼ 5
Mmla 7.6
According to the above MTF analysis, the optimal imaging depth range is -80µm ∼ 20µm, as
marked in Fig. 3(d). To further quantify the axial resolution within this optimal imaging depth
range, we then characterize the full-width at half maximum (FWHM) from the x-z cross-sections
of the deconvolved volumes. In Fig. 4, we show how the axial resolution changes across different
depths in our proposed Gali-MiniLFM design, along with the corresponding lateral resolution.
Generally, the axial resolution improves as the imaging depth is closer to the Gali-MiniLFM. This
is because as the imaging depth is closer to the Gali-MiniLFM, N becomes larger, i.e. angular
sampling becomes denser, and denser angular sampling leads to better depth discrimination. The
average axial resolution among the optimal imaging depth range is about 21µm, which is worse
than the lateral resolution. As shown in Fig. 4, while the lateral resolution is optimized within the
depth range, the axial resolution can be further improved. In practice, the final optimal imaging
depth range should be chosen by considering this trade-off between lateral and axial resolution.
Fig. 4. Axial resolution analysis for the proposed Gali-MiniLFM where the dashed green
rectangle marks the optimal imaging depth range in Fig. 3(d).
In order to accurately characterize the lateral resolution of the proposed Gali-MiniLFM under
more realistic imaging conditions, we further conduct simulations of two closely spaced point
sources. The two point sources are placed on the same depth with a lateral interval being 5µm to
35µm in x direction. After performing light field deconvolution, we define the lateral resolution
by the Rayleigh criterion [33] on the deconvolved image. Based on this procedure, the lateral
resolution at each depth is shown in Fig. 5(a). The lateral size of a deconvolved single point
source is also presented for comparison. Some examples of deconvolved two point sources are
shown in Fig. 5(b) and their intensity profiles along the central dashed line are shown in Fig. 5(c).
As demonstrated in Fig. 5(a), the lateral resolution is worse than the width of the single point
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source case, especially at deeper depths. The discrepancy is due to the fact that the deconvolution
algorithm tends to reconstruct isolated objects. In summary, we conclude that our design achieves
better than 7µm lateral resolution across an approximately 70µm imaging depth range.
Fig. 5. Lateral resolution study for the proposed Gali-MiniLFM. (a) Comparison for the
resolved size obtained from a single bead and two closely spaced beads. (b) Examples of
deconvolved two beads. (c) Corresponding line profiles along colored dashed lines in (b).
Overall, our design allows Gali-MiniLFM to capture high-resolution spatial information while
minimizing the overall length of the imaging path. The total length of the imaging path is shorten
by approximately |a| − b = 6.67mm, compared to the original miniscope platform. As compared
to the alternative HR-LFM design, the reduction of the imaging path length is approximately
2|a| = 16.948mm, as shown in Fig. 1, which is highly desirable for miniaturization.
3. PSF modeling
As a computational imaging technique, the image formation in LFM takes in two steps [22]. First,
one establishes a forward model that relates the object to the measurement. Next, after an image
is captured, the light field deconvolution algorithm is applied to invert the model to recover the
underlying object. A crucial step for high-quality reconstruction is to build an accurate forward
model since any model-mismatch can result in reconstruction artifacts [22]. Previous works
establish the forward model by assuming an ideal optical system without considering aberrations
[20–22,24]. The PSFs are then calculated based on the scalar Debye theory [34], with the open
source code shared in [24]. Here, we show that the use of GRIN lens necessitates the modeling
of aberrations for building an accurate model of Gali-MiniLFM.
Our computational framework models optical aberrations, diffraction effects from the MLA,
and the shift variance of the system response in three steps. In the first step, we simulate the
aberrated wavefront at the focal plane (FP) from an on-axial point object using Zemax. Here, the
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FP is defined as the plane where the point object forms the best focus and is optimized by Zemax,
as illustrated in Fig. 6(a1). The same simulation is repeated by moving the point object axially
and record the aberrated wavefronts at the corresponding FPs. The distance between each FP
and the exit plane of the achromat is denoted by di, and the aberrated wavefront is denoted by
Ui, where i indexes the axial location. This procedure allows us to model realistic aberrations
from all the off-the-shelf optical components in the miniscope, including the GRIN lens and
the achromat, since their optical parameters are directly importable to Zemax. Modeling the
on-axis PSFs accounts for the primary aberrations from the GRIN lens due to the spherical
aberration [32], as shown in Fig. 6(a2). The spherical aberration is approximately invariant
across different lateral positions at the same depth while changes across different depths. In
Fig. 6(a3), we present the Seidel coefficients for off-axis point sources in the x direction at two
extreme depth planes, i.e. -140µm and 60µm. The optical aberrations are quantified in the unit
of the products of Seidel coefficients and the wavelength used. As shown in Fig. 6(a3), the Seidel
coefficients of the spherical aberration are much larger than that of the off-axis Seidel aberrations,
e.g. Coma and Astigmatism, around the central FOV and at least 5 times larger at the peripheral
FOV. Therefore, these off-axis components of Seidel aberrations are neglected for simplicity in
the rest of the study. This significantly reduces the computational complexity in both modeling
the shift variant forward model and devising the 3D reconstruction algorithm. The reason we
extracted the wavefronts at the FPs instead of directly extracting them at the fixed MLA plane
is also for improving the computational efficiency. At the FPs, it requires the least amount of
samples in the Zemax simulation for fulfilling the sampling requirement.
Fig. 6. The proposed 3D PSF modeling framework incorporating both aberration and
diffraction effects in Gali-MiniLFM. (a) Aberration extraction in Zemax. (a1) The position
of the FP is optimized in Zemax for different point source. (a2) The Seidel diagrams for
the aberrations included in the wavefront at the FP from a point source placed off-axis
by 0.15mm in the x-direction. (a3) The Seidel coefficients for off-axis point sources in x
direction at two extreme depths, i.e. -140µm and 60µm. (b) Diffraction modeling in Matlab.
Each aberrated wave field is propagated through the MLA to calculate the light field PSF. (c)
The computational framework assume periodicity across the MLA (c1-c2) and shift-variant
PSF within each microlens (c3) in order to model the off-axis light field PSFs.
In the second step, each aberrated wavefront is input to Matlab for simulating the light
field PSFs by propagating them through the MLA and incorporating the diffraction effects.
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First, we resample the aberrated wavefronts to account for non-uniform sampling. Next, Ui is
back-propagated to the MLA plane via Fresnel propagation to calculate the field immediately










|r1 − r2 |2
}
dr21, (5)
where k = 2π/λ is the wave-number, λ is the wavelength, r1 = (x1, y1) and r2 = (x2, y2) denote
the spatial coordinates of the FP and MLA planes, respectively. Next, the field, Ûi, is propagated
through the MLA and further to the sensor plane. The incoherent PSF hi(r3) for the ith location














where r3 = (x3, y3) is the spatial coordinates on the sensor plane and P(r2) is the transmission









|r2 − sdmla |2
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, (7)
where s = (s1, s2) indexes the microlenses in the MLA along x and y dimensions, S1, and S2
are the total number of microlenses in each dimensions, and p(r2) is the pupil function of each
microlens. This procedure is summarized in Fig. 6(b).
The third step aims to establish the 3D shift variant model of Gali-MiniLFM. Intuitively, one
needs to repeat the above two steps for all the point locations within the volume of interest. In
practice, this incurs prohibitive computational cost. We resolve this issue by approximating
the PSFs being periodic due to the MLA. This approximation is valid as long as the off-axis
aberrations from the miniscope optics are not severe, which is justified previously. Building on
this approximation, we devise an efficient algorithm to compute the shift variance forward model,
as summarized in Fig. 6(c). First, the calculated field at the MLA plane from an off-axis point is
obtained by laterally shifting the field from the on-axis point. The lateral shift 4dq for the qth












, and Nn is set by the number of pixels under each microlens and assumed to
be even (without loss of generality). Next, the shifted field is propagated through the MLA and
further to the sensor (Eq. (6)) to obtain the off-axis light field PSF.
4. Numerical simulations and analysis
4.1. Validation of the PSF modeling method
In order to verify the accuracy of our forward model, we first simulated the PSF directly using the
ray tracing model in Zemax. The layout of the simulation is shown in Fig. 7(a). The fluorescence
emission wavelength is assumed to be 532nm. The refractive index of the background medium is
1.35, matching typical brain tissues [35]. The light field PSFs of Gali-MiniLFM are simulated
at different axial positions, with some example PSFs shown in Fig. 7(b1). To demonstrate the
need for modeling aberrations in order to generate accurate light field PSFs, we next simulate
the PSFs using the wave-optic model assuming an ideal system by adapting the code published
in [24], whose results are shown in Fig. 7(b2). By comparing the PSFs in Fig. 7(b1) and (b2),
it is evident that the aberration results in distortions of the intensity distribution of the PSFs.
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Finally, we simulate the PSFs using our method, as shown in Fig. 7(b3). The general intensity
distributions of the PSFs match well with the ray tracing results, with the additional benefits of
including the diffraction effects from the MLA. Overall, this simulation validates the accuracy of
our PSF modeling framework.
Fig. 7. Validation of our light field PSF simulation method. (a) The ray tracing layout used
in Zemax. (b) The comparison between PSFs simulated using (b1) direct ray tracing, (b2)
the wave model without considering aberration (adapted from the code shared in [24]), and
(b3) our method. The PSFs simulated from our method closely matches with the ray tracing
results with diffraction effects included.
As compared to the ray tracing method, our method has the additional benefits of being highly
computationally efficient. As described previously, a major challenge in modeling Gali-MiniLFM
is shift variance. If implemented in Zemax, even with the same periodicity assumption across the
MLA, one would still require repeating the same ray tracing procedure by N2n times at each depth,
which is very time consuming. Notice that simulating only one on-axis PSF shown in Fig. 7(b1),
which used 5 million rays for tracing, took about 3.2min. The tracing time is the same for each
off-axis PSF. In contrast, our method, which adopts a highly efficient Fast Fourier Transform in
Zemax followed by efficient wave-optical model calculations in Matlab, took only 12s to obtain
one on-axis PSF shown in Fig. 7(b3), and only additional 2s to obtain all off-axis PSFs.
4.2. Validation of volumetric reconstruction capability
Next, we demonstrate the volumetric reconstruction capability of the proposed Gali-MiniLFM in
simulation. The 3D object consists of 50 spherical particles with diameter of 10µm randomly
distributed within a 300 × 300 × 100µm3 volume, as shown in Fig. 8(a). We first simulated the
light field measurement on Zemax, as shown in Fig. 8(b). The 3D reconstruction from the light
field measurement involves solving a 3D shift-variant deconvolution algorithm. Here, we carry
out the 3D reconstruction by adapting the algorithm developed in [22,24] and modifying the
forward model matrix using our simulated PSFs. The impact of the aberration of the miniscope
is highlighted in the results shown in Fig. 8(c) and (d). Without considering aberration, although
volumetric reconstruction is still possible, the result suffers from broadened degraded lateral
resolution, inaccurate depth estimation, and axial elongation in each reconstructed particles,
primarily due to the spherical aberration. By incorporating the spherical aberration in the model,
the 3D reconstruction quality is substantially improved, as shown in Fig. 8(d). Still, the particles
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located at the outer regions of the FOV suffer from artifacts most likely due to the unaccounted
aberration terms. Although our framework allows modeling these aberrations in the forward
model, the inversion algorithm for solving such large-scale shift-variant problem accounting for
the aberrations across the entire FOV, is currently lacking due to the computational cost. Efficient
light field deconvolution algorithms to overcome this issue will be investigated in our future
work.
Fig. 8. Light field measurement for imaging volumetric objects without scattering and 3D
reconstruction results. (a) Ground truth objects used in the simulation. The colorbar indicates
the axial location of each sphere. (b) The simulated light field measurement from Zemax.
The 3D reconstruction results using (c) the wave-optic model without considering aberration,
and (d) our methods. Comparison of the projection images show that the results without
considering aberration suffer from worse lateral resolution, incorrect depth information, and
axial elongation.
4.3. 3D imaging in scattering tissue
Finally, we perform numerical simulations to evaluate the performance of Gali-MiniLFM for
volumetric imaging under tissue scattering. The setup used in the simulation is shown in
Fig. 9(a). To simulate the effects of volumetric scattering inside the tissue, we embed spherical
fluorescent particles of two different sizes. The imaging targets are the same as those in Fig. 8,
containing volumetrically distributed fluorescent beads of 10µm in diameter. The background
fluorescence is simulated by embedding 1µm-sized fluorescent beads throughout an extended
500 × 500 × 300µm3 volume. We set the concentration of imaging targets and background
fluorescence using the parameters used in [23] and [36], respectively. The anisotropic volumetric
scattering from the tissue is simulated using the Henyey-Greenstein model [35]. The scattering
parameters are assumed to match commonly seen values in brain tissues, including the scattering
mean free path ls = 100µm, the anisotropy factor g = 0.9, and the absorption coefficient µa = 0.
The measurements are simulated by the built-in Monte Carlo ray tracing algorithm in Zemax.
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Fig. 9. Results of volumetric imaging and 3D reconstruction under tissue scattering. (a)
The simulation considers anisotropic volumetric scattering by embedding both the imaging
targets and the background fluorescent beads inside the tissue volume. (b) Volumetric
reconstruction results under increasing imaging depth. The depths of the top surface of the
tissue are (b1) 180µm, (b2) 90µm, and (b3) 0µm.
To investigate the effect of tissue scattering, we perform a series of simulations corresponding
to different imaging depths. The location of the imaging volume from the GRIN lens is kept the
same in all the simulations, which is between 180µm and 280µm underneath the GRIN lens,
corresponding to between 50µm and −50µm in our coordinate system (Fig. 3(a)). In between
the bottom surface of the GRIN lens and the top surface of the tissue, non-scattering index
matching fluid (e.g. water) is assumed to fill the space. The scattering is varied by changing
the size of this non-scattering volume D. In Fig. 9(b), we show three representative examples
in our study, corresponding to D = 180µm, 90µm, and 0µm, respectively. The resulting light
field measurements are shown in the first row of Fig. 9(b). As expected, the scattering effects
become more severe as the imaging depth increases (the thickness of non-scattering volume D
decreases). We quantify the effect of scattering to the raw light field measurement by comparing
the scattering-free image I0 (Fig. 8(b)) with each scattered image Is. The strength of the scattering
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is quantified by the signal-to-background ratio (SBR), defined as
SBR = ‖I0‖/‖Is − I0‖, (9)
where ‖ · ‖ calculates the norm. The SBRs for the light field measurements are shown in
Fig. 10(a).
Fig. 10. SBR for quantifying the scattering effect. SBRs of (a) raw light field measurements,
(b) 3D reconstruction. Notice that smaller D will cause more severe scattering as well as
lower SBR.
Next, we perform 3D reconstruction using the same algorithm as the scattering-free case. The
results are shown in depth-coded projection in the second row of Fig. 9(b). We also zoom in
the central region of the reconstruction in the third row of Fig. 9(b). Overall, it is observed that
the effect of scattering shows up as periodic background patterns whose strength increases as
the imaging depth increases. In Fig. 9(b1), all the imaging targets are within a single scattering
mean free path; it is seen that the degradation due to scattering is mild. In Fig. 9(b2), most of
the imaging targets are within a single and two scattering mean free paths; it is seen that the
light field deconvolution algorithm can still overcome most of the scattering background. Even
at deepest depth under study in Fig. 9(b3) in which the imaging targets are mostly within two
and three scattering mean free paths, it is still possible to discern the imaging targets from the
background albeit with more severe background artifacts. We further quantify the degradation of
the reconstruction due to scattering by comparing the scattering-free reconstruction R0 (Fig. 8(d))
with each reconstruction under scattering Rs. The effect of scattering is also measured by the
signal-to-background ratio (SBR) defined similarly as Eq. (9), which is shown in Fig. 10(b). As
expected, the values of SBR deteriorate at greater depths.
Finally, in order to investigate the performance limit of the proposed Gali-MiniLFM, the same
procedures are conducted by increasing the density of the 10µm fluorescent particles. We first
increase the number of fluorescent particles from 50 to 55 and 65 when D = 0µm. Next, we
perform the Monte Carlo ray tracing as well as the 3D reconstruction. The results are shown
in the left-most and the second columns of Fig. 11. The majority of imaging targets can be
discerned from severe background artifacts in both cases. We plot the intensity profiles for the
depth coded 3D reconstruction results and consider the beads that can be distinguished from their
neighbors and background as resolved. The percentage is then defined as the number of resolved
beads over the number of total beads. When comparing the number of resolved fluorescent
particles in these two cases, we can find that the percentage of resolved fluorescent particles
does not reduce when the density increases, i.e. from 55 to 65. Next, we investigate imaging the
same 65 fluorescent particles but with reduced scattering, i.e. D equals to 90µm. The results are
shown in the third column of Fig. 11. As expected, the background artifacts become weaker and
the number of resolved fluorescent particles keeps the same, which indicates the robustness of
the proposed Gali-MiniLFM. We further increase the number from 65 to 75 when D equals to
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90µm and 180µm, whose results are shown in the fourth and the right-most columns of Fig. 11,
respectively. The conclusion still holds that the percentage of resolved fluorescent particles does
not reduce when the density increases.
Fig. 11. Performance limit analysis for the proposed Gali-MiniLFM under scattering. (a)
Distributions of the fluorescent particles used in the simulation, (b) The raw light field
measurements, and (c) 3D reconstruction results. The left-most column corresponds to 55
particles and D = 0µm. The second and the third columns correspond to 65 particles and
D = 0µm and D = 90µm, respectively. The fourth and the right-most columns correspond
to 75 particles and D = 90µm and D = 180µm, respectively.
We additionally investigate the influence of the background fluorescence, i.e. the 1µm-sized
fluorescent beads on the performance limit of the proposed Gali-MiniLFM, whose results are
shown in Fig. 12. First, we image the same 50 fluorescent particles (shown in Fig. 8) when
D = 0µm but increase the density of the 1µm-sized fluorescent beads up to 1.3 times. The
corresponding results are displayed in the second column of Fig. 12. For comparison, we show
the original results of 50 fluorescent particles (shown in the right-most column of Fig. 9(b)) in
the left-most column of Fig. 12 and the results of increasing the density of fluorescent particles
up to 1.3 times (the second column of Fig. 11) in the third column of Fig. 12. As can be seen,
both the increments of background fluorescence and fluorescent particles will lead to more severe
background noise on the light field measurements and reduce the contrast of 3D reconstruction
slightly, but barely affect the percentage of resolved fluorescent particles. Next, we investigate
imaging the same 65 fluorescent particles with reduced scattering, i.e. D equals to 90µm, but
increase the density of the 1µm-sized fluorescent beads up to two and three times, whose results
are shown in the fourth and the right-most columns of Fig. 12, respectively. It can be found that
the increment of background fluorescence will also reduce the contrast of 3D reconstruction even
with reduced scattering. However, the percentage of resolved fluorescent particles still is not
influenced. Overall, these studies demonstrate the robustness of the proposed Gali-MiniLFM
under volumetric tissue scattering for imaging 10µm-scale fluorescent objects.
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Fig. 12. Influence analysis of background fluorescence on the performance limit of the
proposed Gali-MiniLFM under scattering. (a) Distributions of the fluorescent particles
used in the simulation, (b) The raw light field measurements, and (c) 3D reconstruction
results. The left-most column corresponds to 50 particles and D = 0µm. The second and the
third columns correspond to increasing the density of background fluorescence and imaging
targets up to 1.3 times (65 particles) when D = 0µm, respectively. The fourth and the
right-most columns correspond to 65 particles with reduced scattering, i.e. D = 90µm but
with increased density of background fluorescence up to two and three times, respectively.
5. Conclusion
In this paper, we developed a Galilean-mode light field miniscope (Gali-MiniLFM) to achieve
high, uniform resolution and a compact design for volumetric imaging of neural activity. In Gali-
MiniLFM, the MLA is placed at the position that forms a virtual imaging relationship between
the NIP and the image sensor to mitigate the discrepancy between spatial and angular sampling,
as well as shorten the fluorescence imaging path. In order to improve the 3D reconstruction, we
proposed a novel framework that includes optical aberrations into the light field PSF modeling.
Numerical simulation results demonstrate the robustness of Gali-MiniLFM for 3D imaging under
volumetric tissue scattering.
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