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Bound and resonance states of HO2 are calculated quantum mechanically using both the Lanczos
homogeneous filter diagonalization method and the real Chebyshev filter diagonalization method for
nonzero total angular momentum J56 and 10, using a parallel computing strategy. For bound
states, agreement between the two methods is quite satisfactory; for resonances, while the energies
are in good agreement, the widths are in general agreement. The quantum nonzero-J specific
unimolecular dissociation rates for HO2 are also calculated. © 2004 American Institute of Physics.
@DOI: 10.1063/1.1711811#
I. INTRODUCTION
Exact J.0 calculations are essential to fully understand
quantum reaction dynamics. For example, in unimolecular
dissociation, to understand the temperature variation of rate
constants, it is important to implement J.0 calculations as
accurately as possible. In bimolecular reactions, the detailed
cross sections can only be obtained after summing over
many manifolds of scattering matrix elements associated
with nonzero J. However, these J.0 calculations are still
very challenging even for triatomic reactions, especially
when dealing with complex forming systems. The major rea-
son for this situation is the so-called ‘‘angular momentum
catastrophe’’:1 many J.0 calculations have to be performed,
and the size of the Hamiltonian matrix increases linearly
with J. Only in recent years are such exact nonzero J calcu-
lations for selected three- or four-atom systems becoming
available, mostly for only selected J values. In this paper, we
will focus on quantum calculations of bound and unimolecu-
lar resonances for higher nonzero total angular momenta
J56 and 10 on HO2 system using a parallel computing
strategy.
Due to its importance in combustion chemistry and in
atmospheric chemistry,2 the HO2 system is among the most
extensively studied, from both theoretical and experimental
perspectives. Unlike the H3 and its isotopic systems, the
agreement between theory and experiment, and even among
different theories and different experiments, has not yet
reached a quantitative level for HO2 . The reader is referred
to Wolfrum for some detailed comparisons.3 On the theoret-
ical side, calculations performed on three levels—namely,
statistical theory ~ST!, classical trajectory ~CT!, and quantum
mechanics ~QM!—have been reported4–12 ~not all the refer-
ences have been listed here!. The potential energy surfaces
~PESs! used are those by Melius and Blint,13 by Pastrana
et al.,14 by Kendrick and T Pack,15 and by Harding et al.4,5
At the CT and ST levels, for example, the energy and total
angular momentum specific rate constants k(E ,J) have been
reported by Harding et al. for several nonzero J values.4,5 At
the quantum mechanical level, while most of the calculations
have focused on J50 due to computational constraints, J
.0 calculations have appeared in recent years. Among them,
Goldfield’s group8,9 has performed exact calculations for
several J values for the bimolecular reaction H1O2 initial-
state-resolved reaction probability. These J.0 calculations
focus mainly on the total angular momentum dependence of
the global shape of the reaction probabilities and of the
mechanisms governing the reaction, and the details of the
individual resonances are not considered. The only other J
.0 calculations of the low bound states have been reported
by Wu and Hayes.11 For the unimolecular dissociation HO2
→H1O2 , the quantum specific rate constants k(E ,J) have
been reported only for the J50 case.12 Thus it will be inter-
esting to compare the quantum dissociation rates k(E ,J) for
nonzero J with CT and ST results in this paper.
Unimolecular resonances are temporarily trapped meta-
stable states, which are characterized by their energies and
widths ~related to their lifetime or rates!. Resonances are
more difficult to compute than bound states, not only be-
cause of the progressive increase in computational demands
as one moves up into denser regions of the spectrum, but
also because of the nonlocalization of their wave functions
~extending to infinity!. Though long recognized in the litera-
ture, the quantitative determination of resonances started to
appear only during the past two decades for triatomic sys-
tems. For nonzero-J calculations, it is apparently impractical
to employ conventional direct diagonalization methods due
to the requirement of a significant computer core memory.
Several sophisticated basis-set contraction schemes16 do ex-
ist, but due to their unfavorable scaling, they are limited to
basis sets of N,10 000. On the other hand, iterative methods
are well suited to solve this large-scale eigenvalue problem.
Among different iterative methods, we will focus on the two
most powerful methods: namely, real Chebyshev filter diago-
nalization ~RCFD! method17–19 and Lanczos representation
filter diagonalization method.20–24 The basic idea of filter
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diagonalization25 is to act with operator functions f (Ei2Hˆ )
onto a generic initial wave packet to generate filtered states
at a sequence of chosen filter energies Ei . Eigenstates in the
energy window can then be obtained by diagonalizing a
small-sized Hamiltonian matrix in a subspace spanned by the
filtered states. However, a significant difficulty presents itself
in that a large storage requirement is needed for storing the
filtered states in the primary representation in earlier FD ver-
sions. Later, Wall and Neuhauser proposed an autocorrela-
tion-function-based filter diagonalization scheme,26 in which
eigenvalues in the energy windows can be obtained from a
single sequence of autocorrelation functions without the need
to explicitly construct the filtered states. This essentially
eliminates the memory bottleneck. Mandelshtam and
Taylor17 combined this scheme with their modified real
Chebyshev propagation approach27,28 and implemented a
boxlike low-storage-filter diagonalization formalism. The
most important advantage associated with this approach is
that one can employ a real algorithm with a single, extended
Chebyshev vector recursion. This leads to substantially
greater efficiency in comparison with step-by-step propaga-
tion of a complex wave packet. Very recently, Li and Guo29
and Neumaier and Mandelshtam30 proposed a scheme of
doubling Chebyshev correlation functions for calculating
resonances, which made the computations more efficient.
Another attractive approach is to use iterative methods
based primarily upon the Lanczos algorithm of
tridiagonalization.31 For challenging molecular applications
the rank of the tridiagonal representation of Hˆ can typically
be in the range of 104 – 106, in which case the diagonaliza-
tion to extract eigenvalues can consume significant amounts
of CPU time ~not to mention many additional diagonaliza-
tions used for convergence checking as the size of the Lanc-
zos basis increases!. A Lanczos-based FD approach can cir-
cumvent this problem, which has been introduced by Yu and
Smith22–24 and by Chen and Guo.32 Lanczos representation
filter diagonalization ~LRFD! is especially useful when one
only considers a small section of the entire spectrum as in
most applications. In addition, LRFD has the desirable prop-
erty of avoiding most of the ghost eigenvalues that will ap-
pear in standard Lanczos diagonalization. A key feature of
Yu and Smith’s quasiminimum residual ~QMR! FD ~Ref. 24!
or minimum residual ~MINRES! FD ~Ref. 23! approaches is
that the entire calculation is carried out within the Lanczos
subspace. This has the major advantage that one does not
incur the memory cost of having to explicitly store the fil-
tered states in the primary representation. Consequently a
single Lanczos subspace serves to analyze the entire spec-
trum, since the tridiagonal representation of the Hamiltonian
makes it a straightforward exercise to generate a new set of
filtered states in the next energy window by solving QMR or
MINRES equations implicitly within the Lanczos subspace.
The concept of attempting to perform calculations as much
as possible implicitly—i.e., within the Lanczos subspace—
rather than explicitly in the primary representation, has been
successfully applied to both high-lying bound states and
resonance calculations,22–24,33 as well as calculations of
state-to-state reaction probabilities.10,34 Recently, we have
developed a simpler and more efficient Lanczos homoge-
neous filter diagonalization ~LHFD! algorithm based on a
very simple homogeneous filtering recursion within the
Lanczos representation.20 Using the LHFD method, J
51 – 5 bound and resonance calculations on HO2 have been
performed in previous investigations using traditional single-
processor architecture, and some results have been compared
with RCFD calculations.35,36 For low-lying bound states J
51 – 3, we can compare our calculations with Wu and
Hayes’s results11 ~for resonances no other calculations are
available!. The computational tasks are heavy using a con-
ventional single processor, even for these low J values, in
particular for the purpose of rigorously resolving the fine
resonance structures. For higher J values, we will adopt a
parallel computing model in this paper.
The reasons for employing parallel computing are two-
fold. On the one hand, the CPU time required to resolve the
resonance fine structures for this system is substantial, partly
due to the deep potential well, which can support hundreds
of bound and resonance states for the J50 case, correspond-
ing to the HO2 complex. As J increases, the number of bound
and resonance states will increase linearly with J, which
makes the convergence of them more difficult. For example,
for the J510 case, one can estimate that approximately at
least 21 weeks ~corresponding to a 1.9-GHz Pentium 4 pro-
cessor! are needed to converge the resonance energies and
widths from a single CPU calculation, based upon the J50
calculations. On the other hand, the storage requirement of
the potential matrix and overlapping integrals also increases
linearly with J. Thus, for higher J values, it becomes un-
avoidable to employ parallel strategies in today’s computing
level. Recently, several groups have begun to exploit the
power of parallel computing in performing the rigorous, J
.0, quantum dynamics calculations in TD wave packet
methods and in sequential diagonalization and truncation
methods.37,38 In this paper, we show how such parallel com-
putations make it possible to compute long-time and large-
amplitude motions with computational times and storage re-
quirements comparable to the J50 case. Similar to TD wave
packet methods, TI quantum iterative methods such as
Lanczos–Chebyshev FD approaches are well suited for such
high-J-value parallel computations and can be efficiently car-
ried out in a distributed-memory, scalable parallel computing
environment. Our specific implementation involves a
message-passing interface ~MPI!,39 inserted into our
FORTRAN programs from the Lanczos representation FD and
real Chebyshev FD methods.
Due to the computational constraints, approximate quan-
tum methods such as adiabatic rotation40 ~AR!, J shifting41
and helicity-conserving42 ~HC! approximations are com-
monly used for nonzero-J calculations. As important as exact
quantum methods may be, approximations may become un-
avoidable for complex and/or large systems. Therefore it will
be interesting to compare the exact quantum results with
different approximate methods. For complex forming reac-
tions such as HO2 , it seems that the Coriolis coupling is
important due to its floppiness, and these approximations
might cause some inaccuracies, even errors. The key issue in
these approximations is whether a reasonably good quantum
number V associated with the projection of total angular
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momentum on a body-fixed axis exists. If the substates V of
the wave function for J.0 are heavily coupled, the Coriolis
coupling between the states cannot be ignored and any at-
tempts to assign the helicity quantum number V will fail. We
will examine this issue by a helicity quantum number V
assignment for both bound and resonance states. If this as-
signment is successful, the approximate AR or HC calcula-
tions may be applied; otherwise, the Coriolis coupling should
not be ignored and exact quantum methods have to be used.
The rest of this article is organized as follows. In Sec. II
we describe the theoretical methods needed to characterize
both bound and resonance states for nonzero total angular
momentum, together with a parallel computing model in
brief. In Sec. III we shall give some computational details
and present the results of J56 and 10 bound and resonance
calculations performed on the HO2 system. Detailed com-
parisons for the specific rate constants from both QM and
SACM/CT methods for the J510 case will also be given in
this section. Section IV concludes.
II. METHODOLOGY
A. Representation
In general, we treat the three internal Jacobi coordinates
(R ,r ,g) in discrete variable representation ~DVR!, while the
three Eulerian angles ~u,f,c! are described in a basis set.43
This procedure is very efficient because the potential part of
the Hamiltonian matrix is diagonal, which can reduce the
memory requirement substantially. The triatomic Hamil-
tonian in Jacobi coordinates for the HO2 system in body-
fixed frame is given by
Hˆ 52
\2
2m
1
R
]2
]R2
R2
\2
2m
1
r
]2
]r2
r1
lˆ2
2mR2
1
jˆ2
2mr2
1V~R ,r ,g!, ~1!
where orbital angular momentum lˆ25(Jˆ 2 jˆ)25Jˆ 21 jˆ222Jˆ
 jˆ . Expressing the angular momentum parts of the Hamil-
tonian explicitly,
Jˆ 252\2F ]2
]u2
1cot u
]
]u
1
1
sin2 u S ]2]f2 1 ]2]c2D
2
2 cos u
sin2 u
]2
]f]cG , ~2!
jˆ252\2S ]2
]g2
1cot g
]
]g
1
1
sin2 g
]2
]c2
D , ~3!
Jˆ  jˆ52\2F2sin c cot g ]2]c]u 1cos c ]2]g]u
1~12cos c cot g cot u!
]2
]c2
1
cos c cot g
sin u
]2
]c]f
1
sin c
sin u
]2
]g]f
2sin c cot u
]2
]c]gG , ~4!
and using symmetry-adapted symmetric top eigenfunctions
to expand the total wave function, one can get the coupled
equations
Hˆ V ,V52
\2
2m
1
R
]2
]R2
R2
\2
2m
1
r
]2
]r2
r1V~R ,r ,g!
1S 12mR2 1 12mr2D S 2 \2sin g ]]g sin g ]]g
1
\2V2
sin2 g D 1 \22mR2 @J~J11 !22V2# ~5!
and
Hˆ V ,V615~11dV ,m!1/2
\2
2mR2
AJ~J11 !2V~V61 !
F6 ]]g 1~V61 !cot gG , ~6!
with m50 for Hˆ V ,V11 and m51 for Hˆ V ,V21 . Such coupled
equations can be represented in DVR:
HlV
l8V852
\2
2m
1
R
]2
]R2
Rdl8ldV8V2
\2
2m
1
r
]2
]r2
rdl8ldV8V1V~R ,r ,gl
V!dV8V1S 12mR2 1 12mr2D(j T jlV @ j~ j11 !\2#
3T jl8
V dV8V1
\2
2mR2
@J~J11 !22V2#dl8ldV8V1(j T jl
V tV ,V11
J j T jl8
V11dV8V111(j T jl
V tV ,V21
J j T jl8
V21dV8V21 ,
~7!
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with
tV ,V61
J j 52~11dV ,m!1/2~\2/2mR2!
3AJ~J11 !2V~V61 !Aj~ j11 !2V~V61 !.
In Eq. ~7!, we have used V-dependent DVR for the g
coordinate, which is obtained by either diagonalizing the co-
ordinate operator (x5cos g) matrix V ,gD j j8
5*21
1 Q j
V(g)xQ j8
V (g)dx or by a Gauss–Jacobi quadrature
scheme V ,gD j j85*21
1 W(x)Q˜ jV(g)xQ˜ j8
V (g)dx . Here Q jV(g)
is the associated Legendre polynomial, W(x)5(12x2)V is
the weight function, and Q˜ j
V(g)5Q jV(g)/A(12x2)V. In the
Gauss–Jacobi quadrature scheme, the transformation matrix
is set up according to T jl
V 5AvlQ˜ j
V(xl). Here l is used to
label the DVR in the g coordinate, and xl and vl are the
quadrature points and weights, respectively, which can be
obtained from standard methods.44 In the direct diagonaliza-
tion scheme, the DVR points and the transformation matrix
are simply the eigenvalues and eigenvector matrix of the
coordinate operator matrix. We have compared the two DVR
schemes, and the DVR points as well as the transformation
matrix T from the two methods are nearly the same. For R
and r coordinates, we have used potential-optimized DVR.45
The details of the DVRs will be given in Sec. III.
B. Propagation
In the two iterative methods, the basic propagation is
quite similar in principle, which is a three-term recursion. In
Lanczos iteration, we choose a normalized, randomly gener-
ated initial vector v1Þ0 and set b150 and v050. Then use
the basic Lanczos algorithm for complex-symmetric
matrices,46
bk11vk115Hˆ 8vk2akvk2bkvk21 , ~8!
to project the non-Hermitian-absorbing potential-augmented
Hamiltonian into a Krylov subspace. The M3M tridiagonal
representation of the Hamiltonian, TM , has diagonal ele-
ments ak5(vkuHˆ 8uvk) and subdiagonal elements bk
5(vk21uHˆ 8uvk). Note that a complex-symmetric inner prod-
uct is used ~i.e., bra vectors are not complex conjugated!.
The two vectors $a% and $b% are stored in Lanczos iterations
for later FD analysis to extract physical information such as
energies and widths.
Similarly, in Chebyshev propagation, a real modified
Chebyshev polynomial propagation proposed by Mandelsh-
tam and Taylor27,28 has been employed:
jk11
gˆ 5e2gˆ~2Hˆ normjk
gˆ2e2gˆjk21
gˆ !. ~9!
Here j0
gˆ5F0 is the initial real random wave packet, gˆ is a
damping operator, and j1
gˆ5e2gˆHˆ normj0
gˆ
. Here Hˆ norm5(Hˆ
2H¯ )/DH with H¯ 50.5(Hmax1Hmin) and DH50.5(Hmax
2Hmin). Again, the autocorrelation functions Ck5(F0 ,jkgˆ)
need to be stored in the Chebyshev propagation for later FD
analysis.
C. Extraction of energies and widths
1. Lanczos homogeneous filter diagonalization
After setting up tridiagonal Lanczos subspace, we per-
form LHFD inside the subspace to extract the bound and
resonance information for any chosen energy windows. The
key issue in LHFD is to solve the homogeneous linear sys-
tem
~E j2TM !uf~E j!&50 ~10!
to generate filtered states f(E j) at different filter energies
E j . Here a backward three-term substitution recursion is em-
ployed:
~a! Choose fM , the Mth element of f(E j), to be arbi-
trary ~but nonzero; usually set fM51), and calculate
fM215
1
bM
~E jfM2aMfM !. ~11!
~b! For k5M21,M22,...,2, update scalar fk21 :
bkfk215E jfk2akfk2bk11fk11 . ~12!
Then we construct the overlap matrix with elements S j j8
5f(E j)uf(E j8) and subspace Hamiltonian matrix with el-
ements W j j85f(E j)uTMuf(E j8). Note that W j j8 can be
calculated using a three-term summation:
W j j85 (k51
M
@fk~E j!bkfk21~E j8!1fk~E j!akfk~E j8!
1fk~E j!bk11fk11~E j8!# . ~13!
The complex energies $«% can be obtained through solving
the small-size generalized complex-symmetric eigenvalue
problem WB5SB« . The above procedures can be repeated
for any chosen energy windows.
To check the convergence of the eigenvalues as well as
the quality of the eigenpairs generated by the above iterative
methods, one can typically compute the error norm about the
eigenenergy E:
s~E !5i~TM2E !z~E !i , ~14!
where the Lanczos eigenvector z(E) is cheaply regenerated
for each complex eigenenergy using Eq. ~10!. Clearly, true
eigenvalues should have small error norms and can thus
be distinguished from any unconverged and spurious
eigenvalues.
2. Real Chebyshev filter diagonalization
Several FD versions based on the Chebyshev recursion
exist, such as the versions of Pang et al.,47 Mandelshtam and
Taylor,17 and Chen and Guo.19 In the FD version of Pang
et al., both Hamiltonian Hˆ and evolution operator Uˆ have
been employed to set up the generalized eigenproblem. We
have tested these different versions for a box filter on a
simple one-dimensional problem, and the results are almost
the same in each case. In this paper, we will employ
Mandelshtam and Taylor’s version.
Given the discrete correlation function Ck , one can em-
ploy evolution operator Uˆ to set up a small-sized generalized
eigenequation17
U ~p !B5U ~0 !B« , ~15!
with diagonal elements
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U j j
p 5(
l50
2M
~M2uM2lu11 !Cl1pz j
2l ~16!
and off-diagonal elements
U j j8
p
5~z j2z j8!
21F z j(
l50
M
Cl1pz j8
2l
2z j8(l50
M
Cl1pz j
2l
2z j
2M (
l5M11
2M
Cl1pz j8
M2l11
1z j8
2M (
l5M11
2M
Cl1pz j
M2l11G , ~17!
where z j5e2iw j. The reader is referred to Mandelshtam and
Taylor for more details.17,18
D. Parallelization
Though conceptionally simple, the propagation is the
most time-consuming part of the calculation, and Hamil-
tonian matrix–vector multiplications will be repeated for
many times. We use MPI to perform parallel computation for
the matrix–vector multiplications. For even spectroscopic
symmetry, the four-dimensional ~4D! matrix–vector multi-
plication looks like
S H00 H01 0 0H10 H11 H12 00 H21 H22 
0 0  
D S cV50cV51cV52] D 5S fV50fV51fV52] D , ~18!
with fV5HV ,V21cV211HV ,VcV1HV ,V11cV11 . For
odd spectroscopic symmetry, the Hamiltonian matrix is the
same except V51,2,...,J . The spectroscopic symmetry parity
is defined as (21)J1p, with p being the parity of the wave
function under inversion of the space-fixed nuclear coordi-
nates. We adopt a natural way to distribute the problem with
respect to the V block, which will make the calculations of
autocorrelations or ~a,b! elements much easier and the modi-
fications of the code as few as possible for parallel comput-
ing. We assign one processor as the master processor ~ID
50!, which is used to write autocorrelation functions or
~a,b! elements. We assign all other processors as working
processors (ID51,2,...,4*n), which are used to perform the
matrix–vector multiplications for each V component, but we
cannot associate each processor directly with an V value as
Goldfield and Gray37 did due to the 4*n limitation in the
AlphaServer supercomputer in Australian Partnership for
Advanced Computing National Facility ~this restriction can
be removed on the newly purchased supercomputer in our
center!. This has also caused some complications for the cod-
ing. According to the Coriolis coupling rules, only two
nearest-neighboring V components need to communicate
and we use the MPIISEND and MPIIRECEIVE commands to
carry out such communications. In this way the data transfer
between processors is not too much. We distribute the work
load as equally as possible over processors. However, since
jmin is different for each V component, but jmax is the
same—i.e., the DVR size for g is different for each V
component—the load for each processor is still not well bal-
anced. Also, for the highest- or lowest-V components, only
one Coriolis coupling term is required; thus, some processors
might need to wait for others. Indeed, in distributed comput-
ing, there is always a trade-off between the load balance and
complications in coding. Our principle is that strictly balance
is not required, but works well generally.
In our model, there is no need to explicitly constructing
the matrix HV ,V with V85V, V61. We calculate at the out-
set and then store the neighboring Coriolis coupling matrices
@see the last two terms in Eq. ~7! for the details of the matrix
elements# for each V component. The memory requirement
for the coupling matrices is not large, and whenever they are
needed in the iterations, we use them to perform the Hamil-
tonian matrix–vector multiplications directly within the
DVR. Although it is implemented as a single-matrix multi-
plication, the Coriolis coupling matrix multiplication onto
the coupling wave packet cV61 can be interpreted as first
transforming the DVR wave packets cV61 into the FBR,
then acting with the Coriolis operator in the FBR, and finally
transforming back into the ~V-dependent! DVR. Because the
size of the other kinetic transformation matrix is relatively
small, the main storage in each processor is for the potential
matrix for each V component. Through parallel computing,
for each processor, the storage requirement is still similar to
the J50 case. If only one processor is used in traditional
architecture, the storage requirement will increase linearly
with J.
Finally, we note that other parallel models have been
used to calculate rovibrational states. For example, Wu and
Hayes11 defined a conceptional 3D mesh where V is used as
one of the indices, and Mussa and Tennyson38 have em-
ployed a two-step procedure. Eggert et al.48 described a fine-
granularity parallel Lanczos calculation in which a pseu-
dospectral split Hamiltonian scheme has been employed to
implement the acting of the Hamiltonian on the wave func-
tion. The most time-consuming part—i.e., the potential term
evaluation—has been distributed over all the processors.
Here different parallel strategies are employed to suit for the
different methods and also for the different machines.
III. RESULTS
A. Calculational details
The triatomic HO2 Hamiltonian matrix was set up in
terms of reactant Jacobi coordinates, and the HO2 DMBE IV
PES ~Ref. 14! was employed as we did for previous J
50 – 5 bound and resonance calculations.20,21,35,49 For the
two radial coordinates, a potential-optimized discrete vari-
able representation45 ~PODVR! was utilized to reduce the
size of the Hamiltonian matrix. For the R coordinate, we
have used NR5110 PODVR points, which were contracted
from 315 evenly spaced primitive since DVR points50 span-
ning the range from 0.5a0 to 11.0a0 with the one-
dimensional reference potential V(R ,re ,ue). Similarly, for
the r coordinate, Nr550 PODVR points were obtained from
150 primary DVR points spanning the range from 1.3a0 to
5.0a0 using the reference potential V(Re ,r ,ue). For the g
variable, V-dependent symmetry-adapted DVR functions,
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defined by correspondingly associated Gauss–Jacobi quadra-
ture points, were employed to take account of the odd O–O
exchange parity. Another kind of symmetry originated from
the Wigner D functions—i.e., spectroscopic symmetry—has
also been considered. The resulting direct product basis set
was further contracted by discarding those points whose po-
tential energies were higher than the cutoff energy Vcutoff
52.0 eV, resulting in a final basis size of approximately
110 7003(J11) for even spectroscopic symmetry and ap-
proximately 110 7003J for odd spectroscopic symmetry.
For the LHFD calculations, the absorbing potential in
the dissociation channel of H1O2 takes the form
Vˆ abs~R !5
V0
cosh2@~Rmax2R !/l#
, ~19!
where Rmax511.0a0 , and V0 and l are two adjusting param-
eters. For our purposes we take V050.02 eV and l
50.5a0 . For the RCFD calculations, the damping potential
in the dissociation channel of H1O2 takes the same form as
in Eq. ~19!, but we take V052.0 a.u. No stabilization
procedure51 has been attempted due to the huge computa-
tional resources required, and this will have some effects on
resonance widths ~see below!.
We need to mention that our propagations and FD cal-
culations are completely separated. While parallel computa-
tions are employed only in the propagation step, the FD
calculations are performed using conventional nonparallel
architectures. Due to the communications and loading
balance issues mentioned above, the parallel computing
model does not scale ideally with (J11) for even spectro-
scopic symmetry or J for odd spectroscopic symmetry. How-
ever, one can achieve wall clock times ~e.g., for the even
symmetry J510 HO2 case! that are within about a factor of
2 of J50 calculations. For nonparallel computing, the wall
clock times will approximately be a factor of 11 of J50
calculations. In our calculations 8 CPUs have been used for
J56 calculations and 12 CPUs have been used for J510
calculations.
B. Bound and resonance energies rates
We have employed both LHFD and RCFD methods de-
scribed in detail above to compute the bound-state energies
as well as the resonance energies and widths for two chosen
energy windows for J56 and for five chosen energy win-
dows for J510. The first energy window is for the lowest
bound-state energies from 20.08 to 0.92 eV. Here the zero-
energy point is referred to as the ground-state energy of HO2
for J50, which is 22.015 861 eV relative to the H1O2
dissociation limit. This energy window is relatively easy to
calculate and a Lanczos subspace size M510 000 is enough
to converge all the energies in this window. In RCFD, the
Chebyshev iteration number needed is roughly n530 000. In
Tables I–IV we have listed the selected lowest bound-state
energies for each symmetry of J56 and 10 from both LHFD
and RCFD methods for comparison. Inspection of the ener-
gies shows that the agreement between them is quite satis-
factory and four digits of relative accuracy have been
achieved for most of the energies.
The second energy part we have chosen is close to and
above the dissociation threshold: namely, the highest-lying
bound-state energies and low part of resonance energies and
widths. For the J56 case the energy range ~one energy win-
dow! is from 2.10 to 2.18 eV, while for the J510 case the
energy range ~four energy windows! is from 2.10 to 2.35 eV.
For the latter case, thousands of resonances have been calcu-
lated since we want to compare the quantum results with the
reported statistical and classical results in the larger energy
range. In Tables V–VIII53 selected resonance energies and
widths have been listed for each symmetry of J56 and 10
cases from both LHFD and RCFD methods. Because these
TABLE I. Selected low-lying bound-state energies for J56 and even spectroscopic symmetry from both LHFD
and RCFD methods. V indicates the helicity quantum number assignment. 1 means even spectroscopic sym-
metry and 2 means odd spectroscopic symmetry. The rovibrational ground-state energy was calculated at
22.015 861 eV relative to the dissociation limit of H1O2 , which is referred to as the zero-energy point. All
energy units are in eV.
n LHFD RCFD V n LHFD RCFD V
1 0.005676 0.005676 01 19 0.222454 0.222455 41
2 0.007996 0.007996 11 20 0.228500 0.228503 51
3 0.015273 0.015274 21 21 0.255592 0.255596 61
4 0.027246 0.027246 31 22 0.264666 0.264663 01
5 0.043971 0.043972 41 23 0.266929 0.266927 11
6 0.065410 0.065412 51 24 0.274032 0.274030 21
7 0.091517 0.091520 61 25 0.285718 0.285715 31
8 0.137639 0.137637 01 26 0.298107 0.298106 01
9 0.139930 0.139929 11 27 0.300480 0.300455 41
10 0.147120 0.147119 21 28 0.302044 0.302043 51
11 0.158947 0.158947 31 29 0.307954 0.307954 61
12 0.166432 0.166434 01 30 0.317747 0.317749 01
13 0.168840 0.168841 41 31 0.320233 0.320234 11
14 0.175471 0.175471 51 32 0.320253 0.320255 21
15 0.176412 0.176413 61 33 0.322977 0.322977 31
16 0.188858 0.188859 11 34 0.328143 0.328146 41
17 0.196655 0.196655 21 35 0.337376 0.337377 51
18 0.206236 0.206238 31 36 0.341105 0.341108 61
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are the first calculated results, the convergence has been
carefully tested by comparing the same resonance from dif-
ferent iteration numbers for the two iterative FD methods. In
Lanczos methods, M5250 000 iterations can well converge
the resonances in this energy range, while in Chebyshev
methods, M5900 000 Chebyshev iterations are needed to
converge the resonances for the second energy part, both for
the J510 case. These results show that the convergence is
very slow for resonances and almost monotonic. The diffi-
culty of convergence for the HO2 system might be related to
both the strong Coriolis coupling and the low-lying barrier to
linear geometry in its potential energy surface. This conver-
gence behavior is similar to the H3
1 rotation–vibration bound
state calculations near dissociation for J52 and 8.52 The
unimolecular resonance calculations are different from the
calculations of total reaction probabilities for J.0 for which
only the overall structures of the reaction probabilities are
needed; thus, much more computational efforts are required
to completely resolve the individual resonance fine struc-
tures. By comparison with previous J50 – 5 results, we also
found that the iteration number needed to converge the reso-
nances increases as J increases. For example, in the RCFD
method, 100 000 iterations are enough to converge most of
the resonances for the J50 case; similarly, in the LHFD
method, 40 000 iterations are enough to converge most of the
resonances for the J50 case. This is understandable, be-
cause there are more energy levels to converge for high J
values and we believe that this behavior is general for higher
J values. In Tables V–VIII we present the selected resonance
energies and widths for each symmetry of J56 and 10 from
both LHFD and RCFD methods for comparison.53 These
resonances are relatively narrow ones and broader reso-
nances cannot be extracted from the spectrum, simply be-
cause they are hidden in the background. Inspection of the
resonances in these tables, one can see that while for reso-
nance energies the agreement is good, for resonance widths
the differences are relatively large. The reason for that might
be that the absorbing boundary conditions are imperfect and
TABLE II. Selected low bound-state energies from J56 and odd spectroscopic symmetry calculations. Other
symbols are the same as in Table I.
n LHFD RCFD V n LHFD RCFD V
1 0.008158 0.008158 12 16 0.222454 0.222455 42
2 0.015272 0.015272 22 17 0.228500 0.228503 52
3 0.027246 0.027247 32 18 0.255592 0.255595 62
4 0.043971 0.043972 42 19 0.267089 0.267086 12
5 0.065410 0.065412 52 20 0.274031 0.274028 22
6 0.091517 0.091519 62 21 0.285718 0.285716 32
7 0.140091 0.140090 12 22 0.300662 0.300662 42
8 0.147118 0.147065 22 23 0.302044 0.302042 52
9 0.158947 0.158947 32 24 0.307953 0.307953 62
10 0.169020 0.169021 42 25 0.320233 0.320233 12
11 0.175471 0.175471 52 26 0.320448 0.320450 22
12 0.176411 0.176413 62 27 0.322977 0.322976 32
13 0.188857 0.188859 12 28 0.328143 0.328145 42
14 0.196655 0.196655 22 29 0.337376 0.337377 52
15 0.206236 0.206238 32 30 0.341104 0.341107 62
TABLE III. Selected low bound-state energies from J510 and even spectroscopic symmetry calculations.
Other symbols are the same as in Table I.
n LHFD RCFD V n LHFD RCFD V
1 0.014855 0.014855 01 19 0.205607 0.205607 61
2 0.017049 0.017052 11 20 0.206355 0.206360 71
3 0.024463 0.024463 21 21 0.215461 0.215463 81
4 0.036426 0.036426 31 22 0.231388 0.231389 91
5 0.053143 0.053144 41 23 0.237720 0.237723 101
6 0.074573 0.074574 51 24 0.250479 0.250484 11
7 0.100669 0.100671 61 25 0.261717 0.261719 21
8 0.131375 0.131378 71 26 0.264818 0.264821 31
9 0.146616 0.146615 01 27 0.273446 0.273444 01
10 0.148782 0.148780 81 28 0.275586 0.275584 41
11 0.156107 0.156105 91 29 0.282822 0.282819 51
12 0.166628 0.166632 101 30 0.294496 0.294493 61
13 0.167922 0.167921 11 31 0.296302 0.296306 71
14 0.175663 0.175664 01 32 0.296920 0.296923 81
15 0.177932 0.177933 21 33 0.307135 0.307137 01
16 0.184436 0.184436 31 34 0.309367 0.309370 91
17 0.185656 0.185658 41 35 0.310812 0.310810 101
18 0.198090 0.198092 51 36 0.316993 0.316992 11
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different from the two iterative methods. Imperfect absorp-
tion might introduce some inaccuracies especially for reso-
nance widths since perfect parameters for absorbing or
damping are not known in advance. As previous
investigations7,9 pointed out, for the HO2 system the reso-
nances, especially widths, are highly dependent on nearly
every detail of the calculations ~e.g., basis-set size, grid size,
cutoff energy!. Strict speaking, a stabilization procedure51
must be employed to determine more accurate resonance
widths. However, such stabilization calculations are demand-
ing too large computational resources especially for
nonzero-J calculations, so the stabilization approach was not
employed in this work. We are also considering alternative
methods in which neither absorbing potential nor damping
operator will be employed.
In Fig. 1 we have plotted the resonance widths versus
energies for the J56 case for both even and odd symmetries
from the two FD methods. For the J510 case, the widths
have been transformed into rate constants for comparison
with SACM/CT calculations ~see Fig. 2!. Analysis of the
resonance widths indicates that except for the lowest part,
most of the resonances are overlapping. Although the reso-
nance widths do not agree very well, it is interesting to note
that the general variation trends with energy are still similar
for the two methods. Our considered energy range is rela-
tively small, but the fluctuations from the two figures are not
small at all. It seems that the quantum widths fluctuate from
one resonance to another in a random and unpredictable way.
Such a fluctuation is a manifestation of prominent quantum
interference effects between overlapping resonances. This
fluctuating behavior has also been obtained from J50 theo-
retical calculations on HO2 dissociation by several
groups,12,28,54 which indicates that the dissociation of HO2 is
essentially irregular. Although experimental data are still not
available for this system, fluctuating resonance rates have
been observed for several other dissociation systems includ-
ing H2CO, CH3O, and NO2 .55
For the J510 case, the calculated widths have been di-
vided by \ and transformed into rates. In the regime of nar-
row isolated resonances, they can be interpreted as true de-
cay rates. For more broad resonances, this interpretation can
be ambiguous. However, for simplicity we will use the term
‘‘rates’’ for the whole energy range, following the work by
Schinke et al.12,54 In Fig. 2 we have plotted the quantum J
510 specific dissociation rates for HO2→H1O2 in the en-
ergy range from 2.114 eV to 2.348 eV. In this figure the
results from both even and odd spectroscopic symmetries are
included. Also included are the results of Harding et al. from
statistical adiabatic channel method and classical trajectory
~SACM/CT! calculations4,5 for comparison. The energies in
the results of Harding et al. have been relatively moved so
that the zero-point energy also referred to as the ground-state
energy of HO2 for J50, which is 22.015 861 eV relative to
the H1O2 dissociation limit. As one can expect from the
resonance widths, the quantum rates fluctuate severely from
one resonance to another, especially for the lowest part near
the threshold. Although the quantum rates do not agree in
details for the two FD methods, the general trends with en-
ergy are again similar. For most of the energies, the latest
reported SACM/CT rate constants4 can predict well the av-
erage of the fluctuating QM rates, while the early reported
SACM/CT rate constants5 are larger than the quantum aver-
age. The latest reported results of Harding et al. differ from
their early results mainly due to the marked changes in
r(E ,J), although the two methods of SACM and CT are
essentially equivalent. Also, we note that the potential energy
surface used in this paper is different from the one employed
in the work of Harding et al.
From Fig. 2~a! one can see that near the dissociation
threshold, the agreement between QM results and SACM/CT
rate constants deteriorates. The reason for this may partly be
due to the barrier introduced by the centrifugal rotational
terms in the J.0 Hamiltonian @see Eq. ~5! for more details#.
Specific rate constants k(E ,J) of the J50 case for HO2
→H1O2 have been reported by Dobbyn et al.12 using a
modification of the log-derivative version of Kohn’s varia-
tional principle, classical trajectory, and simple RRKM cal-
culations on the DMBE IV surface. We have also performed
TABLE IV. Selected low bound-state energies from J510 and odd spectroscopic symmetry calculations. Other
symbols are the same as in Table I.
n LHFD RCFD V n LHFD RCFD V
1 0.017474 0.017474 12 17 0.206355 0.206360 72
2 0.024455 0.024456 22 18 0.215462 0.215472 82
3 0.036425 0.036426 32 19 0.231388 0.231389 92
4 0.053143 0.053144 42 20 0.237720 0.237723 102
5 0.074573 0.074574 52 21 0.250479 0.250485 12
6 0.100669 0.100671 62 22 0.261717 0.261719 22
7 0.131375 0.131378 72 23 0.264817 0.264821 32
8 0.149204 0.149203 82 24 0.276003 0.276000 42
9 0.156098 0.156096 92 25 0.282813 0.282811 52
10 0.166628 0.166623 102 26 0.294495 0.294493 62
11 0.167922 0.167921 12 27 0.296302 0.296305 72
12 0.178402 0.178403 22 28 0.296920 0.296923 82
13 0.184436 0.184439 32 29 0.309843 0.309843 92
14 0.185646 0.185647 42 30 0.310812 0.310810 102
15 0.198090 0.198091 52 31 0.316982 0.316982 12
16 0.205607 0.205607 62
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the LHFD and RCFD calculations for the J50 case20,21 and
found good agreements with the quantum results of Dobbyn
et al. @quantum calculations on the H2S system have also
been reported and compared with the results from statistical
phase space theory33 ~PST!#. In all the above-mentioned
quantum calculations, the quantum results fluctuate consid-
erably from one resonance to another, but in general the QM
average agrees with CT, RRKM, or PST results. Although
near threshold, the fluctuations are more severe, the QM av-
erage does not deviate as much as the J510 case. Therefore
we believe such threshold behavior is closely related to the
nonzero-J rotational terms introduced in the J.0 Hamil-
tonian. Those terms introduced a rotational barrier in the exit
H1O2 channel; therefore, one can expect that the quantum
tunneling effect will have an important impact on the reso-
nance widths ~lifetimes and rates! near the threshold ~the
centrifugal barrier is much higher for the H1O2 channel
than for the O1HO channel due to the different reduced
moments of inertia of the two fragment pairs!. Generally
speaking such a barrier will hinder the unimolecular disso-
ciation, thus decreasing the resonance widths ~increasing the
lifetimes!. The barrier also introduces difficulties to converge
the resonances near the threshold in any finite grid methods
since only when R→‘ can the rotational terms become truly
zero. However, in any practical grid methods, the maximum
R is always finite; thus, the dissociation limit will be in-
creased more or less ~more bound states will appear! and
some errors relating to this might be introduced. These two
factors might explain the discrepancies near the threshold
among QM and SACM/CT results. Of course, different PESs
have been employed in different methods, which will also
cause some discrepancies.
In what follows, we will have a discussion of different
approximations such as helicity-conserving,56 J-shifting,41
and adiabatic rotation approximations57 ~and their relation-
ships!, which are widely used in dynamical calculations. Due
to current computational constrains, exact J.0 quantum cal-
culations are still very challenging for most chemical sys-
tems, even for complex forming triatomic systems, and thus
different approximate methods to disentangle the rotational
and vibrational degrees of freedom have been developed. In
the HC approximation ~also known as the centrifugal sudden
approximation!, the Coriolis coupling blocks Hˆ V ,V61 in Eq.
~6! are simply ignored and the diagonal block Hˆ V ,V in Eq.
FIG. 1. ~a! Plot of the logarithmic resonance widths log10(width) versus
resonance energy in the low part of the resonance energies for J56 even
symmetry calculations from both LHFD and RCFD methods. Circles repre-
sent the results from LHFD method; squares represent those from RCFD
method. The solid line ~from LHFD! and dashed line ~from RCFD! are used
to guide the general variation trend of the widths with energy. ~b! Same as
~a!, except from J56 odd symmetry calculations.
FIG. 2. ~a! Plot of the quantum logarithmic rates log10(rate) versus reso-
nance energy in the low part of the resonance energies from 2.114 eV to
2.229 eV for the J510 case from both LHFD and RCFD methods. Thin
solid line represents the results from LHFD method; thin dashed line repre-
sents those from RCFD method. The results of Harding et al. from statisti-
cal adiabatic channel method and classical trajectory ~SACM/CT! calcula-
tions are also included for comparison, for which the thick solid line
represents the early reported results ~Ref. 5!, while the thick dashed line
represents the latest reported results ~Ref. 4!. ~b! Same as ~a!, except in the
upper part of the resonance energies from 2.229 to 2.348 eV.
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~5! can be solved independently for each V at a fixed J value.
The computational task for each V block is quite similar.
This approximation is strongly dependent on the choices of
body-fixed z axis. J-shifting ~JS! and AR approximations are
a further approximation of HC, which assume that
J – V-related terms appearing in Hˆ V ,V only produce a shift in
reaction probabilities or in energy levels. Thus computational
tasks are much smaller and only one block (J50, V50!
needs to be computed explicitly in this approximation. The
term ‘‘J-shifting’’ is generally used in reactive scattering cal-
culations, whereas the term ‘‘adiabatic rotation’’ is used in
energy level ~including resonances! calculations. They are at
the same approximation level and use a similar ~but not the
same! formula for rotational shift energy. A common charac-
teristic in these different levels of approximations is whether
a good quantum number V exists, and in this paper we do
not perform these different approximate calculations explic-
itly; instead, we will do an V assignment for computed
bound states and resonances.
In Tables I–IV an V assignment has been performed for
the low-lying bound states, supposing that the helicity-
conserving or adiabatic rotation approximation holds for
most of them ~because there exists near degeneracy for the
same V components from both symmetries, it is possible to
assign them by comparing the calculated energies from even
and odd symmetries!. The purpose of the V assignment is to
investigate the importance of the Coriolis coupling for this
system. If this assignment is successful, then helicity-
conserving calculations or even much simpler adiabatic rota-
tion approximations should be accurate, which will save
quite a lot of computational time. We note that for the J
510 case the mixing appears even in the first V manifold
between V571 and V501 in Table III. This might be due
to the stronger Coriolis coupling in the J510 case, which is
also different from the cases for J51 – 6. The indication is
that the Coriolis couplings become more important as J in-
creases. For the high-lying bound states as well as for the
resonances, we have failed to assign them unambiguously.
For example, we have analyzed the high-lying bound-state
energies near the dissociation threshold from J56, 10 calcu-
lations for both even and odd spectroscopic symmetries, re-
spectively ~the results for the high-lying bound-state energies
are not shown here, and they can be acquired from us upon
request!. While only several of them can be assigned tenta-
tively, most of them cannot be assigned with confidence.
This indicates that the mixing of different V components is
so strong that V is no longer a good quantum number. Of
course, the difficulties in assignment also arise from the fact
that the spacings between these high-lying bound states and
resonance states are becoming smaller and smaller. For over-
lapping resonances, the assignment is further complicated by
the mixing of different resonance states ~i.e., at one reso-
nance energy, other neighboring resonances might interfere
with this ‘‘main’’ resonance!. For this system, it seems that
HC calculations or adiabatic rotation approximations can
give reasonably accurate results only for low bound-state en-
ergies. This observation is consistent with the previously re-
ported J.0 total reaction probability calculations for this
system, which show that for HO2 the Coriolis coupling is
important and cannot be ignored.58 Interestingly, this situa-
tion is in contrast to the H2O and HOCl systems, for which
HC or AR is a good approximation.59
IV. CONCLUSIONS
In this paper two iterative filter diagonalization methods
have been applied to HO2 J.0 calculations, and converged
bound-state energies as well as resonance energies and
widths ~rates! have been obtained for J56 and 10. For
bound-state and resonance energies, agreement between the
two methods is quite satisfactory. For resonance widths
~rates!, while the general trend with energy is similar for the
two methods, the details of the fine structures are different.
For the J510 case, the quantum unimolecular dissociation
rates for HO2→H1O2 in the energy range from 2.114 to
2.348 eV have been computed and compared with the results
of Harding et al. from statistical adiabatic channel method
and classical trajectory ~SACM/CT! calculations. For most
of the energies, the average of the fluctuating QM rates
agrees with the latest reported SACM/CT rate constants and
deviates a little with the early reported SACM/CT rates. Near
the dissociation threshold, the agreements between QM re-
sults and SACM/CT results become deteriorating. The
threshold discrepancies have been explained tentatively in
terms of the centrifugal barrier introduced by the rotational
terms, and quantum tunneling effects as well as the numeri-
cal difficulties might play an important role in the threshold
behavior. For bound states an V assignment within the HC
on AR approximation has been attempted to investigate the
importance of the Coriolis coupling. While this assignment is
successful for most low bound states, for the higher-lying
bound states and resonances the assignment is unsuccessful.
This indicates that mixing of different V components is
strong and Coriolis coupling cannot be ignored for this sys-
tem ~V is no longer a good quantum number!, especially for
resonance calculations. In comparison with the J51 – 5
cases, this trend of mixing becomes stronger as J increases.
For HO2 dissociation, though it is still challenging, our goal
is to obtain all the necessary J.0 results and present a clear
dissociation dynamics picture for this system.
A parallel computing model has been employed to deal
with the challenging higher-J ~6 and 10! calculations for the
HO2 system. This model was designed to perform Coriolis-
coupled matrix–vector multiplications for the J.0 Hamil-
tonian. The parallel suite shows generally good scalability
and can be used for higher-J calculations in HO2 unimolecu-
lar dissociation. For J.0 bimolecular state-to-state scatter-
ing calculations, this parallel strategy can still be used, but an
improvement will be introduced to account for the larger
storage requirement for correlation functions. This work is
currently underway in our center.
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