A conjecture on lifting to Siegel cusp forms of half-integral weight k − 1/2 of degree two from each pair of cusp forms of SL 2 (Z) of weight 2k − 2 and 2k − 4 is given with a conjectural relation of the L functions and numerical evidences. We also describe the space of Siegel modular forms of half-integral weight, its "plus subspace" and Jacobi forms of degree two by explicitly given theta functions. This paper has two aims.
This paper has two aims.
(1) We describe Siegel modular forms of half integral weight of Γ 0 (4) of degree two explicitly. (2) We give a conjecture on lifting preserving L function from a pair of elliptic modular forms to Siegel modular forms of half integral weight of degree two with numerical evidences on coincidence of the Euler factors.
As for (1), we also describe the so-called "plus subspace" consisting of a kind of new forms which is isomorphic to the space of Jacobi forms of some sort. We state our results in section §1 (cf. Theorems 1.3, 1.5, 1.8, 1.9) and give the proof in §2. In the remaining sections we treat (2) (cf. Conjecture 3.1).
Now we explain more precise content of this paper. First of all, rough content of our conjecture mentioned above is as follows. We denote by M k−1/2 (Γ 0 (4)) the space of Siegel modular forms of Γ 0 (4) of degree two of weight k − 1/2 and by S k−1/2 (Γ 0 (4)) the subspace of cusp forms. We denote by S + k−1/2 (Γ 0 (4)) the plus subspace of degree two. (This plus space was first introduced by W. Kohnen in case of one variable and later generalized by the present authors for general degree. As for the definition, see §2). Now our conjecture claims that for each pair of common eigen cusp forms f of weight 2k − 2 and g of weight 2k − 4 belonging to SL 2 (Z), there should exist a common eigen Siegel cusp form F ∈ S + k−1/2 (Γ 0 (4)) of weight k − 1/2 of Γ 0 (4) such that L(s, F ) = L(s, f )L(s − 1, g) (cf. §3, Conjecture 3.1). Here L(s, f ) and L(s, g) are the usual Hecke L functions and L(s, F ) is a L function defined by Zhuravlev [22] (cf. also [6] ). His Hecke theory on Siegel modular forms of half integral weight and the precise definition of L function will be reviewed in §3.
This conjecture is based on our numerical calculation of examples of L functions of explicitly given Siegel cusp forms of half integral weight. So we explain our explicit results on Siegel modular forms. Denote by M k−1/2 (Γ 0 (4), χ) the space of Siegel modular forms of weight k − 1/2 of Γ 0 (4) of degree two with character χ. Then the direct sum ⊕ ∞ k=1 M k−1/2 (Γ 0 (4), χ) is not a ring. But we can regard it as a module over a certain ring of Siegel modular forms of integral weight, and we can give explicit generators of modules of Siegel modular forms of half integral weight (with or without character) by theta constants (cf. Theorem 1.1, 1.2, 1.3). By this, we can give a dimension formula of Siegel modular forms of half integral weight of Γ 0 (4) as a corollary (cf. Corollary 1.2, 1.5) which was first obtained by Tsushima [17] by using holomorphic Lefschetz Theorem.
Then we need a description of the plus subspace. In degree one case, this space is isomorphic to holomorphic or skew holomorphic Jacobi forms of index one. (Eichler-Zagier [2] , Skoruppa [15] ). We can generalize the notion of the plus space for general degree so that the plus space of weight k − 1/2 of degree n is isomorphic to the space of holomorphic or skew holomorphic Jacobi forms of index one of weight k of degree n of Sp(n, Z), depending on parity of k or on character. (This is mostly known in Ibukiyama [9] and Hayashida [3] . The remaining case can be done in a similar way.) Now we have Tsushima's dimension formula for Jacobi forms of degree two. By using his result, we can also give each basis of the space of holomorphic or skew holomorphic Jacobi forms, or of the plus subspace explicitly(cf. Theorem 1.8, 1.9, 1.10). The result is very simple. Each space is a free module over the ring isomorphic to Siegel modular forms of even weight belonging to Sp (2, Z) . Extracting modular forms with small weights, the Euler factors at small primes in the plus space can be given by computer calculations, and we see that these examples support our conjecture (cf. §3).
The authors would like to express their thanks to Professor Tsushima for showing us his new results on dimensions.
Modules of Siegel modular forms

Graded rings of modular forms of integral weights
Let n or N be any natural number. For any commutative ring R, we denote by Sp(n, R) the symplectic group of size 2n with components in R. Sp If we define
then this gives a character of the group Γ (n) 0 (4) or Γ (n) . For any integer k, any discrete subgroup Γ of Sp(n, R) with vol(Γ \Sp(n, R)) < ∞ and a character χ of Γ , and any function F (τ ) on the Siegel upper half space H n = {τ = X + iY = t τ ∈ M n (C); X, Y ∈ M n (R), Y > 0 (positive definite)}, we write
We say that a holomorphic function F on H n is a modular form of weight k with character χ belonging to Γ if it satisfies
for all γ ∈ Γ and is bounded at each cusps of Γ . The space of these modular forms is denoted by M k (Γ , χ) and cusp forms by S k (Γ , χ). When χ is the trivial character, we may sometimes omit χ in the above notation. For simplicity, we write
Then, this is obviously a graded ring.
In this paper, we mainly treat the case n = 2. So we write Γ 0 (4) = Γ
0 (4) and Γ = Γ (2) . The following formula for n = 2 was calculated by Tsushima, using [10] and [16] . Proposition 1.1 (Tsushima [17] ).
First, we shall obtain the graded ring ⊕
Instead of Γ 0 (4), we consider Γ, partly because Γ ⊂ Γ 0 (2) and M (Γ 0 (2)) has been known in Ibukiyama [7] . Indeed the ring M even (Γ 0 (2)) of modular forms of even weights is generated by four algebraically independent modular forms X, Y , Z, K of degree two defined by
(see [7] ), where θ m is the theta constant on H 2 defined by
and e(x) = e 2πix . (cf. Igusa [11] ). Now, we put 
Modular forms of half integral weights
We put θ(τ ) = p∈Z n exp(2πi( t pτ p)). Let F be a holomorphic function on H n . For any integer k ≥ 1, we say that F is a Siegel modular form of weight k − 1 2 belonging to Γ 0 (4) with character χ, if F satisfies the following condition
We denote the space of above forms by
When χ is ψ or the trivial character, we also put
The following Theorem 1.3 for n = 2 was first observed by Tsushima [17] by showing the dimension formulas in the Corollary 1.2 by Riemann Roch theorem and by comparing the dimensions of both sides in Theorem 1.3. We use a different argument, that is, without using the dimension formula, we first prove the following theorem directly by using ring theoretic argument, and next gives a dimension formula of modular forms of half integral weights as a corollary of this theorem.
Theorem 1.3.
We get
We put
is a graded ring corresponding to the automorphic factors (θ 0000 (γτ )/θ 0000 (τ )) k (k = 0, 1, . . . , γ ∈ Γ). By Theorem 1.1 and 1.3, we get Corollary 1.1.
We denote by S(Γ) the space of cusp forms in ⊕ ∞ k=0 M k+1/2 (Γ). The description of cusp forms is given as follows.
Theorem 1.4.
The space S(Γ) is generated as a ⊕ ∞ k=0 M 2k (Γ) module by four cusp forms
of weight 11/2, 11/2, 13/2, 13/2.
This module is not a free module. We can describe the module structure precisely (cf. the proof in §2) and get the following dimension formula of cusp forms, which was first obtained by Tsushima by Riemann Roch Theorem. Here we shall give a simple alternative proof based on the above theorem.
We also give Siegel modular forms of half integral weight with character ψ. The following Corollary 1.5 was also obtained by Tsushima first (cf. [17] ). Our proof is independent of his argument.
Theorem 1.5.
We have
We denote by S k+1/2 (Γ, ψ) the subspace of cusp forms of M k+1/2 (Γ, ψ). Then we have Corollary 1.4.
The plus subspace of Siegel modular forms of half integral weight
In order to explain the relation between the plus space and Jacobi forms shortly, first we introduce holomorphic Jacobi forms of general degree following Ziegler [23] . Let k be a natural number and let F (τ, z) be a holomorphic function on (τ, z) ∈ H n × C n . If F satisfies the next three conditions (1), (2) , (3), we say that F is a holomorphic Jacobi form of weight k of index 1 of degree n.
has the Fourier expansion of the following form,
where we denote by L * n the set of all half integral symmetric matrices, and N runs over all positive semi-definite elements in L * n , and r runs over all elements in Z n satisfying 4N − r t r ≥ 0 (i.e. positive semi-definite). Moreover, if the Fourier coefficients A(N, r) are zero unless 4N − r t r > 0 (i.e. positive definite), then we say that F is a holomorphic Jacobi cusp form.
Next we introduce skew holomorphic Jacobi forms following Skoruppa [15] and Arakawa [1] . Let k be a natural number. Let F (τ, z) be a function on (τ, z) ∈ H n × C n which is real analytic in the real and the imaginary part of τ and holomorphic in z. If F satisfies the next three conditions (1), (2) and (3), we say that F is a skew holomorphic Jacobi form of weight k of index 1 of degree n.
(
where Y is the imaginary part of τ , N runs over L * n , and r runs over all elements of Z n satisfying r t r − 4N ≥ 0. Moreover, if the Fourier coefficients A(N, r) are zero unless r t r − 4N > 0, then we say that F is a skew holomorphic Jacobi cusp form.
We denote by J
the space of holomorphic Jacobi forms or skew holomorphic Jacobi forms of weight k of index 1 defined above. We denote the space of cusp forms of J
). Now we review shortly relations between Siegel modular forms of half integral weight and Jacobi forms of degree n. Let l = 0 or 1 and
We write the Fourier expansion of F (τ ) as
where T runs over half-integral symmetric matrices. We say that F belongs to the plus space
for some column vector λ ∈ (Z/2Z) n . We have a theorem for general degree n.
Theorem 1.6.
We have the following isomorphisms.
When k is even, then ψ k = id and the above first isomorphism is the claim in Ibukiyama [9] , and the second isomorphism for any k is the claim in Hayashida [3] . The remaining case is easy to prove and we omit the proof in this paper.
Now from now on, we consider the case n = 2 exclusively until the end of this paper. We put
and so on.
To make our calculation easier a little, in §1 and §2 we sometimes use the group Γ = ρ −1 2 Γ 0 (4)ρ 2 instead of Γ 0 (4). So, for l = 0 or 1, we put
Of course every result on Γ can be easily interpreted to the one for Γ 0 (4) by taking the image of f (τ ) → f (2τ ). Also we put
The following dimension formulae by Tsushima are very helpful to determine the A-module structures, and we can show they are free A-modules as the formulae may suggest. Theorem 1.7 (Tsushima [18] 
To make our expression slightly shorter, we replace the generators g 2 or f 3 by
and put
Then we have the following structure theorem.
Theorem 1.8.
The vector space M + (Γ) is a free A module of rank 8, and we have
and we denote by A cusp the space of cusp forms in A. We denote by E k (τ ) the Eisenstein series of Sp(2, Z) of weight k such that the constant term of the Fourier expansion is one. We also put
is given as follows.
Theorem 1.9.
where
. In order to describe the explicit structure M + (Γ, ψ) and S + (Γ, ψ), we put
Then we have the following structure theorem. 
where for any symmetric matrix x, we denote x 0 the vector whose components consist of diagonal elements of x. Then we get
where κ(M ) is a certain eighth root of unity, e(x) = e 2πix and Proof of Proposition 1.2. The assertion for X, Y , K are in [7] . We shall show the rest. For the above M with b = c = 0, we get φ m (M ) = 0 for all m, and
The assertion for modular forms of odd weight can be obtained similarly. Now, we show the relation of modular forms given in the proposition. Using the notation of Igusa [10] , we put
It is known that these forms generate the graded ring A even (Γ(2)) of even weights modular forms with the fundamental relation By direct calculation, we get
Hence we prove (1) and (3). Now we show that X, f 2 , g 2 , K are algebraically independent. We define the Witt operator W on any function
Since the four forms x 1 , x 2 , z 1 , z 2 are algebraically independent, three forms W (X), W (f 2 ), W (g 2 ) are also algebraically independent. Now, assume that
Since the degree of P 2 is smaller than the one of P , we get P = 0 by induction. By using the relation between f 2 3 and K, we also get that f 2 , g 2 , X and K are algebraically independent.
Lemma 2.1.
If
Proof. Let P i (i = 1, 2) be polynomials of four variables and assume that (2.1)
. For each i = 1, 2, we take polynomials Q i1 of three variables and Q i2 of four variables such that
Taking the image of the Witt operator W of both sides of (2.1), we get
2 + 8X))/3 and three forms W (f 2 ), W (g 2 ), W (X) are algebraically independent, we get
Then, we get
and
2 )/4, so these three forms are also algebraically independent, and since W (K| 6 γ) = 0, we get Q 21 = 0 as a polynomial. Hence, we get
Since the degree of P 12 , or P 22 is less than the degree of P 1 , or P 2 , respectively, we get P 12 = P 22 = 0 by induction. Hence
It is also obvious that f 1 B + f 3 B is a direct sum. By comparing the dimensions, we get Theorem 1.1 and 1.2.
Finally, we shall prove Theorem 1.3. We shall show Proposition 2.1.
Theorem 1.3 and Corollary are easily obtained from this. For the proof of this Proposition, we use the explicit structure of M (Γ, ψ). We need several Lemmas.
Lemma 2.2.
For any
Proof. By Theorem 1.1, it is easy to see that
and we get F = f 2 α 1 . Since F ∈ C and f 2 , g 2 , X, K are algebraically independent, we get F = 0.
Lemma 2.3.
Proof
2 /f 1 is also holomorphic. Since the numerator belongs to C, we get α 2 = 0 by virtue of the previous lemma. Hence F/f 1 = α 1 is holomorphic. Secondly, we assume that F is of even weight. We write 
Proof of Proposition 2.1. Since f ∈ M k+1/2 (Γ), we see that F := θ 0000 f ∈ M k+1 (Γ, ψ k+1 ). Since f = F/θ 0000 is holomorphic, F/f 1 = f/θ 0000 is again holomorphic by Lemma 2.3.
Cusp forms
We define a maximal parabolic subgroup P 1 (Q) of Sp(2, Q) corresponding to the one dimensional cusps by
We can take a complete set of representatives of Γ\Sp(2, Q)/P 1 (Q) as follows. 1.
are algebraically independent. For any f = θ 0000 F ∈ M k+1/2 (Γ) with odd k, we see that f is a cusp form if and only if F is a cusp form. Indeed, Φ(θ 0000 |M i ) = 0 only for i = 3 in the above four cases. In this case, we also get Φ(
is not a cusp form, while θ 0000 F is a cusp form. Anyway, in order to show that f = θ 0000 F is a cusp form, we have to check only the conditions (1), (2), (4) for F of integral weight. We first treat the case of odd weight for Γ. Since K is a cusp form, we can assume that
up to the ideal generated by K. From (4) above, we get P 1 (X 1 , X 2 , 4X 1 ) = 0 and hence P 1 = (X 3 − 4X 1 )Q 1 (X 1 , X 2 , X 3 ) for some polynomial Q 1 . Also from (2), we get P 1 = (X 3 + 8X 1 − 6X 2 )(X 3 − 4X 1 )Q 2 (X 1 , X 2 , X 3 ) for some polynomial Q 2 . Now, we put X * 2 = X 2 −(2X 1 +X 3 )/3. Then from the condition (1), we get
This means that there are polynomials R i (i ≤ i ≤ 4) such that
Hence, θ 0000 F is a cusp form for odd weight F , if and only if
, where we put f * 2 = f 2 − (2X + g 2 )/3. By the structure Theorem 1.1, we can see that the above polynomials R i depends only on F . Hence, the generating function of the dimension of cusp forms is given by
Now, we assume that k is even. Then, we can assume
as before. By the condition (2) and (4), we get
We write
Then by the condition (1), we get
So, we get R 1 (X 1 , X 2 ) = X 2 R 5 (X 1 , X 2 ) and R 3 (X 1 , X 2 ) = 9(2X 1 − X 2 )R 5 (X 1 , X 2 ) for some polynomial R 5 . Hence, any modular form θ 0000 F with F with even weight is a cusp form if and only if
for some polynomials R i (i = 2, 4, 5, 6, 7), where we put g * 2 = g 2 +2X −3f 2 . We can show by the structure Theorem 1.1 that these polynomials R i are uniquely determined by F . Hence the generating function of the dimension of cusp forms is given by
Thus we complete the proof of Theorem 1.4 and its Corollary 1.3.
Moreover, f 11 = θ 0000 f 21/2 . Hence we have Theorem 1.5.
Let M i (i=1,2,3,4) be representatives of Γ\Sp(2, Q)/P 1 (Q) which were defined before. For each i, we see
Hence f belongs to S k−1/2 (Γ, ψ). Thus we prove Corollary 1.4. Corollary 1.5 is obvious by Theorem 1.5 and Corollary 1.4.
Plus space
Proof of Theorem 1.6. This is mostly known by [9] and [3] . The remaining case uncovered by these papers can be easily proved in the same way and the proof is omitted here.
Proof of Theorem 1.8. Although the plus space is originally defined for Γ 0 (4), we are taking its conjugate Γ for some convenience of calculation. As we explained, the original plus space is obtained by taking f (2τ ) for our f (τ ) for Γ. Now if the basis of M k−1/2 (Γ) is concretely given, the basis of the plus space M 1, 1) , the following modular form is the unique candidate of the element of the plus space up to constant:
Since dim M + 7/2 (Γ) = 1, this actually belongs to the plus space. By similar method, we can give basis of M k−1/2 (Γ) for k − 1/2 = 7/2, 11/2, 19/2, 23/2, 1/2, 13/2, 17/2, 29/2, using the fact that the dimension of the plus space of each of these weights is 1, 1, 3, 3, 1, 2, 2, 5, respectively. We also see that
. Now, we would like to show that these elements are linearly independent over A. A set of generators of ⊕
2 − 3Y + 12288Z,
where E 4 (τ ) and E 6 (τ ) are the Eisenstein series of weight 4 or 6 with constant term one as before and χ 10 or χ 12 is a cusp form of weight 10 or 12 , respectively, which is normalized so that the coefficient at
is one. (cf. Igusa [10] ). We write E *
Let W be the Witt operator defined before. For i = 1, 2, we put
It is well known that z
It is clear that the A-module spanned by P 7/2 , P 11/2 , P 19/2 , P 23/2 and the A-module spanned by P 1/2 , P 13/2 , P 17/2 , P 29/2 have no intersection except for 0, since the weights of the forms are k − 1/2 with even k for the former but odd k for the latter. We shall show linear independence of four forms P 7/2 , P 11/2 , P 19/2 , P 23/2 over A. Linear independence of four forms P 1/2 , P 13/2 , P 17/2 , P 29/2 are shown almost in the same way and the proof will be omitted here. We assume that there exist polynomials Q i (X 1 , X 2 , X 3 , X 4 )(i = 1, 2, 3, 4) which satisfy the following relation
where we put G 1 = θ 0000 P 7/2 , G 2 = θ 0000 P 11/2 , G 3 = θ 0000 P 19/2 , G 4 = θ 0000 P 23/2 . If we define polynomials R i , R i by
By taking the image of both sides under Witt operator, we get
As we wrote before, the forms 
Now we write R i as
Dividing the relation into the part where the total degree is 0 mod 16 and 8 mod 16, we get
is also divisible by X 3 . In the same argument we see that R 4,1 (X 1 , X 3 ) is divisible by X 3 . Repeating the process, we see R 1,1 (X 1 , X 3 ) = R 4,1 (X 1 , X 3 ) = 0. We get R 2,1 (X 1 , X 3 ) = R 3,1 (X 1 , X 3 ) = 0 in the same way. So we get R i (X 1 , X 2 , X 3 ) = 0, and Q i (X 1 , X 2 , X 3 , X 4 ) = 0. Thus we have proved Theorem 1.8.
The proof of Theorem 1.10 is almost same as the proof of Theorem 1.8. But the computation is more complicate. To determine P 69/2 , we need Fourier coefficients of basis of M 69/2 (Γ, ψ) at a Next we shall prove Theorem 1.9. By applying the Siegel Φ operator at each cusp, we can show that P 19/2 , P 23/2 , P 29/2 are all cusp forms. So in order to prove the theorem, it is sufficient to determine cusp forms in AP 7/2 ⊕ AP 11/2 and in AP 1/2 ⊕ AP 13/2 ⊕ AP 17/2 . We see
We assume that
4 , E * 6 )P 11/2 is a cusp form for some polynomials R i (X 1 , X 2 ). By definition we get
For f = E * 4 etc., we denote by (Φ(f )) 0 the polynomial of x 1 obtained from Φ(f ) by substituting y
Regarding this as an equality between polynomials of x 1 , we get R i (X 1 , X 2 ) = 0. So, there are no cusp forms in C[E * 6 ]P 17/2 except for the ideal generated by P 25/2 . Thus we complete the proof of Theorem 1.9.
A lifting conjecture
Statement of Conjecture
For Siegel cusp forms of half integral weight of degree two, we propose the following conjecture.
Conjecture 3.1.
For any f ∈ S 2k−2 (SL(2, Z)) and g ∈ S 2k−4 (SL(2, Z)) which are common eigen forms of Hecke operators, there exists a common eigen form
Here L(s, f ) and L(s, g) are the usual Hecke L function and L(s, F ) is the L function of F defined by Zhuravlev which will be reviewed in §3.2. This conjecture is based on numerical examples of Euler factors of cusp forms given in §3.5. Conceptually, it can also be regarded as half-integral analogue of vector valued version of Yoshida lifting in [19] . We have also some similar experimental results for Siegel cusp forms outside the plus space but our knowledge would be too vague to state any conjecture in that case.
As for the L function of common eigen non-cusp forms of half integral weight, we can prove a theorem given below which is similar to the theorem by Zharkovskaya [20] for integral weight. The theorem below may be regarded as a non-cusp form version of the above conjecture, though this seems very different from usual liftings. Let k be a positive integer and let F be an element of
If F is not a cusp form, then we get Φ(F ) = 0 and Φ(F ) belongs to the plus space of modular forms of one variable.
Theorem 3.1.
Let
is the usual Hecke operator on modular forms of half integral weight of degree one at p. Besides we have
where E 2k−4 is the Eisenstein series in M 2k−4 (SL (2, Z) ).
The proof of this theorem will be given in §3. 4 . Almost the same theorem was given in [4] for M k−1/2 (Γ (n) 0 (4)), but here we assumed that f is in the plus space, hence our theorem includes the claim for Euler 2 factors too.
Hecke theory for Siegel modular forms of half integral weigh of degree 2 at odd prime
The Hecke theory at odd primes on Siegel modular forms of half integral weight is developed in Zhuravlev [21] , [22] . We review his result in case of degree two. The definition of L function is not very clearly written there in terms of Hecke operators, so we review some argument also. (See also the definition in [6] ). As for modular forms of Γ 0 (4), two is a bad prime, but if we restrict ourselves to the plus space, we have a good theory also at two. We shall explain this in the next section. Now we put
We denote by GSp + (2, R) the covering group of GSp + (2, R) defined as follows. The underlying set of GSp + (2, R) consists of pairs (M, φ(τ )), where M ∈ GSp + (2, R) and φ(τ ) is any holomorphic function on H 2 such that
where θ(τ ) = θ 0000 (2τ ). For any odd prime p, we put
is explicitly given by Zhuravlev [21] . For the sake of simplicity, we put
We take a left Γ 0 (4)-coset decomposition
and an action of
By abuse of language, we denote these operators also by X s (p) which are double cosets originally.
Let L p be a Hecke ring generated by operators X 0 (p) ±1 , X 1 (p), X 2 (p). According to [22] , this L p is isomorphic to a certain ring of W 2 -invariant polynomials
, where W 2 is the automorphism group generated by the following elements :
By using Proposition 4.1 and Lemma 3.2 in [22] , we see there is an isomorphism φ : (−1) j R j z j . By using the above three relations, the inverse image φ −1 (R j ) of R j is given:
We say that 
We rewrite this by eigen values. We denote by λ(p) or ω(p) the Hecke eigen values of F of X 1 (p) or X 2 (p), respectively. Then, we have
where we put λ
In the above product, at moment we defined Euler p factors only for odd primes, but an Euler 2 factor will be defined for elements of plus subspace later. Next, we explain how to get eigen values by using Fourier coefficients of Hecke eigen forms. First, we prepare some notations. For i, j ∈ {0, 1, 2}, i + j
a complete set of representatives of matrices of M l,m (Z) modulo p δ , and put
we define a function κ(B) by κ(B) = 1 or ε
respectively, where
, and * p means the Legendre symbol. We write the Fourier expansion of
where the matrix B runs over all elements of R s,i,j , U runs over a complete set of representatives of d 
Now for any prime p, we put
Then we can calculate each α s,i,j (T ) for odd p explicitly as follows.
as a pull back of a Hecke operator on Jacobi forms. Now we can define operators X * 1 (2) and X 2 (2) on M
as the pull backs of the same Hecke operators at two on Jacobi forms. Hence we say that F is a common eigen form if the image of F in Jacobi forms of index one is a common eigen form of all the Hecke operators on Jacobi forms, including those at two. For F we can define λ * (2) and ω(2) in the same way by using X * 1 (2) and X 2 (2), and also the Euler 2 factor is defined in the same formula as in the case of odd primes. Hence L(s, F ) is defined as the product of Euler factors at all primes p by the formula in the previous section.
The formula for λ * (2) and ω(2) using the Fourier coefficients is almost the same as in the odd case. Here we explain the necessary modification of the formula in the previous section. 
Proof of Theorem 3.1
For any prime p including p = 2 and any eigen form
If a Siegel modular form F has the Fourier expansion
then we have Φ(F )(z) = 
where the symbol
for p = 2 is defined as before. Let f be a modular form of weight k − 1/2 of degree 1 in the plus-subspace and take its Fourier expansion f (z) = m≥0 b(m)e(mz). Then for any prime p including p = 2, the
Therefore we have
If Φ(F ) = 0, then by the above relation, it is obvious that Φ(F ) is also an eigenform of T 1 (p 2 ). If we put
so we have,
This completes the proof of Theorem 3.1.
Numerical examples of Euler factors
In this section, we give some examples of Euler factors of forms in the plus space. The dimensions of the plus space and the space of elliptic modular forms are given in the following table for small weights. For any Hecke eigen form 
= 52606584.
Then the Euler factor of P 19/2 (2τ ) at p = 3 is given by H 3 (3 −s , P 19/2 (2τ )), where
So we get
weight 25/2. We have dim S + 25/2 (Γ 0 (4)) = 2. We put
Then χ
25/2 ∈ S + 25/2 (Γ 0 (4)) and these are Hecke eigen forms. The Euler 2-factor and 3-factor of these forms are given by
The eigen values of ∆ 22 and ∆ weight 27/2. We have dim S + 27/2 (Γ 0 (4)) = 2. We put
27/2 = −427 ± √ 144169 χ 10 (4τ )P 7/2 (2τ ) + 9 E 4 (4τ )P 19/2 (2τ ).
27/2 ∈ S + 27/2 (Γ 0 (4)) and these are Hecke eigen forms. We have
27/2 ) = 1 − 1080 ∓ 24 
