Abstract: This paper highlights the importance of taking into account the tail dependence in the context of bivariate frequency analysis based on copulas. Three nonparametric estimators of the tail-dependence coefficient are compared by simulations with seven families of copulas. We choose the two estimators most adapted to a bivariate frequency analysis of the annual maximum flows and the corresponding flow hydrograph volumes of the Loire River ͑France͒. In this example, the bivariate return period and the conditional density of the volume given that the flow exceeds a given threshold are computed. The results show, as can be expected, that out of the seven copula families tested, five overestimate the return periods of correlated extreme events. These results bring to the forefront the importance of taking into account the tail dependence in order to estimate the risk adequately.
Introduction
Complex processes in hydrology are characterized by several correlated variables. For example, a hyetograph is completely defined if peak intensity, volume event, duration, and peak time are known. The flood hydrograph is described mainly with the peak flow, the flood volume, and the event duration. In frequency analysis we use the well-known notion of return period. This quantity is very useful as it is able to concentrate a large amount of information into a single number. Most of the studies only consider univariate analysis, namely peak flow ͑Stedinger et al. 1993͒. However, using a simple univariate approach could lead to a severe underestimation or overestimation of the risk associated to a given event ͓see, e.g., Raynal-Villasenor and Salas ͑1987͒; De Michele et al. ͑2005͒ for a practical application͔. In the literature, some attempts have been made to address multivariate hydrological events as a generalization of univariate distributions, for instance, bivariate normal ͑Goel et al. Favre et al. 2004; Serinaldi et al. 2004; Singh and Zhang 2004a,b; De Michele et al. 2005; Grimaldi et al. 2005; Grimaldi and Serinaldi 2006͒ . Indeed, copulas are able to model the dependence structure independently of the marginal distributions. The benefits of copulas for multivariate modeling in hydrology are described in Favre et al. ͑2004͒ . This paper concerns the bivariate frequency analysis of maximum annual flows and corresponding flood hydrograph volume using the copula approach. In their conclusion Favre et al. ͑2004͒ say that "the crucial step in the modeling process is the choice of the copula function, which best fits the data." In the context of extrapolation in frequency analysis, it is of great importance to be able to model the extreme dependence carefully. This quantity is measured through the tail-dependence coefficient. The chosen copula model should also reflect the dependence in the extremes. This paper outlines the importance of taking into account this quantity in frequency analysis in order to estimate the risk adequately.
The next section presents the data used for this application and how the flow components are separated to obtain the flood hydrograph volumes. The "General Theory about Copulas" section briefly outlines the basic theory of copulas and the "TailDependence Coefficient" section introduces the notion of taildependence coefficient and the nonparametric estimators of this quantity. Then we compare the different estimators through a simulation study. The penultimate section is devoted to an application to the Loire River data ͑France͒ and the final section draws the main conclusions and perspectives for further research.
Data
The mean daily discharges were recorded at the Montjean-SurLoire hydrometric station ͑Identification Number M5300010͒, lo-cated on the Loire River ͑France͒. With a drainage area of 109,930 km 2 , this station has a natural regime which can be qualified as "rainy" according to the Pardé classification ͑Pardé 1933͒. Within the Banque nationale de données pour l'hydrométrie et l'hydrologie ͑http://hydro.rnde.tm.fr/͒, the global data quality is defined as "good." Data have been processed for the water years ͑September-August͒ 1863-2002, which represents 133 years; indeed 7 hydrological years are missing.
The hydrological regime presents only one true period of high flows ͑January-March͒ and low flows ͑July-October͒ each year ͑Fig. 1͒, with a large variability between successive years concerning the timing of the high flows period. Low waters are defined here as the minimum annual values of the mean discharge computed over seven consecutive days. The mean annual discharge is 858 m 3 / s at the hydrometric station, whereas annual floods range from 720 to 6,300 m 3 / s, with a median value of 3,270 m 3 /s. Although automatic continuous procedures exist to separate the different flow components ͓see for instance, Nathan and McMahon ͑1990͒; Chapman ͑1999͒; Furey and Gupta ͑2001͒; Szilagyi ͑2004͔͒, annual flood hydrographs have been identified and separated by an experienced hydrologist. The methodology relies on the assumption that the falling limb of the hydrograph follows a simple decreasing exponential equation ͑Chow et al. 1988; Tallaksen 1995͒ . Thus, after identifying dates when surface runoff begins and stops, flood volume is computed as the sum of the total discharge between these dates multiplied by the time interval ͑1 day͒.
Even though this methodology is subjective, it was preferred to other separation techniques which require either additional data to perform flow partitioning ͑e.g., precipitation or geochemical data͒ ͑Szilagyi 2004; Joerin et al. 2002͒ or the evaluation of some recession algorithm parameters ͑Furey and Gupta 2001͒.
General Theory about Copulas
Copulas are functions that join or "couple" multivariate distribution functions to their corresponding marginal distribution functions. A copula is a joint distribution function of standard uniform random variables. Sklar ͑1959͒ showed that every p-dimensional distribution function F can be written in the form:
where F 1 , . . . ,F p = marginal distribution functions. If F 1 , . . . ,F p are continuous then the copula C is unique and has the representation
Conversely, it is easy to prove that if Cϭcopula and F 1 , . . . ,F p ϭdistribution functions, then the function F defined by Eq. ͑1͒ is a p-dimensional distribution function with margins F 1 , . . . ,F p . Hereafter, we only consider continuous random variables.
Measures of Dependence
The two well-known nonparametric measures of dependence ͑based on ranks͒ related to copulas are Spearman's rho, and Kendall's tau, . The empirical version of the latter is defined as
where P n and Q n = number of concordant and discordant pairs, respectively. Here, two pairs 
C͑u,v͒dC͑u,v͒ − 1 ͑4͒
For more information about copulas the reader is referred to the books of Joe ͑1997͒ or Nelsen ͑1999͒. Genest and Favre ͑2007͒ present in a simple way the successive steps required to build a copula model for hydrological purposes.
Choice of Copulas
Here we consider only bivariate distributions ͑p =2͒ and make use of seven different copulas: Clayton, Frank, survival Clayton, Gumbel, A12, normal, and Student. They are defined in Table 1 . The Clayton, Frank, Gumbel, and A12 belong to the class of Archimedean copulas. These copulas have been extensively studied due to their nice analytical properties ͑Genest and MacKay 1986; Genest and Rivest 1993͒. Note that A12 is named according to the order it appears in the book of Nelsen ͑1999͒. The Gumbel copula also belongs to the class of extreme-value copulas ͑Capéraà et al. 2000͒ . The normal and Student copulas are part of the metaelliptical copulas. This class has been described, e.g., in Fang et al. ͑2002͒ or Abdous et al. ͑2005͒. Demarta and McNeil ͑2005͒ give some properties of the Student copula and propose a generalization.
The choice of these copulas is motivated by the wish to include several classes of copulas ͑Archimedean, metaelliptical, and extreme value copulas͒ and several degrees of tail dependence. For the purpose of our application it is judicious to introduce copulas with an upper tail-dependence coefficient ͓defined in Eq. ͑5͔͒ different from zero and also upper tail independent copulas ͑see Table 2͒ . The survival Clayton copula is a natural candidate as according to Wüthrich ͑2002, 2004͒ it constitutes the limiting dependence structure for joint exceedances above a high threshold in the class of Archimedean copulas. Frank copula is introduced because it may model both negatively and positively associated variables and has often been used both in finance and hydrology.
Tail-Dependence Coefficient

Definition of the Tail-Dependence Coefficient
The notion of tail dependence relates to the amount of dependence in the upper-right-quadrant tail or lower-left-quadrant tail of a bivariate distribution. It is a relevant concept for the study of dependence between extreme values. The notion of taildependence coefficient has been introduced by Sibuya ͑1960͒. The most common definition of tail-dependence coefficients ͑Joe 1997͒ is the following. Let ͑X , Y͒ be a pair of continuous random variables with joint distribution H and marginal distributions F ͑for X͒ and G ͑for Y͒. The upper tail-dependence coefficient is defined by the following limit
if this limit exists. Similarly, the lower tail-dependence coefficient is given by
The upper ͑respectively, lower͒ tail-dependence coefficient can be interpreted as the probability that one margin exceeds a high ͑respectively, low͒ threshold under the condition that the other margin exceeds a high ͑respectively, low͒ threshold. The copula representation of such quantities is the following:
As the tail-dependence coefficients can be expressed via a copula, many properties of copulas also apply to the tail-dependence coefficient. For example it is invariant under strictly increasing transformations of the margin. Schmidt ͑2003 Theorem 3.4.1., p. 65͒ shows that the upper tail-dependence coefficient for Archimedean copulas can be expressed as
where = generator of the copula. Table 2 indicates the value of the lower and upper tail-dependence coefficients for the copulas used in this paper.
Nonparametric Estimation of the Tail-Dependence Coefficient
Tail-dependence coefficients can be estimated assuming a specific bivariate distribution ͑Embrechts et al. 2002͒, assuming a class of distributions ͑Schmidt 2002͒, using a specific copula or a class of copulas ͑Juri and Wüthrich 2002͒. In this paper, we rather consider nonparametric estimation. It is a much more general approach as no assumption is made about the copula and the marginal distribution functions. The nonparametric estimators are based on the empirical copula. Let ͑R i , S i ͒, i = 1 , . . . ,n be the pair of ranks corresponding to the random sample. Here R i stands for the rank of X i among X 1 , . . . ,X n and S i stands for the rank of Y i among Y 1 , . . . ,Y n . The empirical copula is then defined by Deheuvels ͑1979͒ as 
where t −1 = quantile function of the Student distribution with degrees of freedom, x = ͑x 1 , x 2 ͒Ј and 
where 1͑A͒ denotes the indicator function of the set A. The last equality has been used to develop estimators of the taildependence coefficient. If the diagonal section C͑t , t͒ is differentiable for t ͑1−⑀ ,1͒ for any ⑀Ͼ0, then
The log-estimator is based on Eq. ͑10͒ and is a generalization of the parametric estimator introduced in Coles et al. ͑1999͒. It is expressed as
where k = threshold to be chosen. If the bivariate data are stochastically independent ͑respectively, comonotonic͒, U LOG has a good behavior regarding the bias for all k, as in that case C͑t , t͒ = t 2 ͑respectively, C͑t , t͒ = t͒ and thus U LOG Ϸ 2−2=0 ͑respectively,
Another estimator can be motivated by Eq. ͑10͒ and appears in Joe et al. ͑1992͒:
Here the superscript SEC indicates the secant of the copula's diagonal. Schmidt and Stadtmüller ͑2006͒ proved that this estimator has a strong consistency and is asymptotically normal. Note that the two estimators defined in Eqs. ͑11͒ and ͑12͒ are asymptotically equivalent due to the local behavior of the logarithm function near 1. However it is useful to consider both estimates as in practical applications we have to deal with small samples. Based on the work of Capéraà et al. ͑1997͒, Frahm et al.
͑2005͒
proposed a third estimator. Denote by ͕͑U 1 , V 1 ͒ , . . . ,͑U n , V n ͖͒ a random sample obtained from the copula C. The CFG estimator is defined by
This estimator has the advantage that no threshold k is necessary. However the underlying assumption is that the copula can be approximated by an extreme-value copula.
Choice of the Threshold
The two estimators U SEC and U LOG are defined using a threshold k. The choice of k is based on the property of homogeneity of the tail copula as stated in Theorem 1 of Schmidt and Stadtmüller ͑2006͒. It corresponds to finding a balance between the bias and the variance, which arise from two sources: The choice of the threshold and the number of block maxima ͑Frahm et al. 2005͒. As the chosen threshold becomes larger, the bias is reduced and the variance is increased ͑and vice versa͒. As the number of block maxima is smaller ͑as opposed to considering the original data set͒, the variance is reduced but the bias increases ͑and vice versa͒. For sufficiently large data sets, this homogeneity property leads to a characteristic plateau in the plot of the estimates for successive k. Note that U LOG possesses this property even for larger thresholds k when the diagonal section of the copula follows a power law. The plateau is chosen using the heuristic algorithm developed in Frahm et al. ͑2005͒ . In a first step the curve of ͑k͒ is smoothed by a box kernel with bandwidth b N. The means of 2b + 1 successive points of ͑1͒ , . . . , ͑n͒ lead to the new smoothed curve 1 , . . . , n−2b . In a second step a vector p k = k , . . . , k+m−1 , k = 1 , . . . ,n −2b + m − 1 is set to define a plateau of length m = ͱ n −2b . The algorithm stops as soon as a the elements of a plateau p k fulfill the condition
where denotes the standard deviation of 1 , . . . , n−2b . The taildependence coefficient estimate is then the arithmetic mean of the vector corresponding to the plateau:
If the stopping condition does not hold, the tail-dependence coefficient estimate is set to zero.
Simulations
We compare the three earlier-defined estimators by simulations. As stressed by Frahm et al. ͑2005͒, when inferring tail dependence from a finite random sample, testing for several estimators helps avoid misidentifications. In the literature, several simulation studies have been carried out ͑Frahm et al. 2005; Stadtmüller 2006, Schmidt 2005͒ with several bivariate distributions and families of copulas and for a fixed value of Kendall's tau. These studies showed that results are strongly dependent on the distribution or family of copulas, the degree of dependence ͑measured using Kendall's tau͒ and on the sample size. The aim here is not to do an extensive simulation study, but only to find the best estimator in the context of our application for the copulas defined in Table 1 . For that reason we simulate 10,000 replicates of a bivariate sample of size 133 ͑sample size of the Loire River data͒ with the same degree of dependence ͑ = 0.51͒. We use the seven families of copulas chosen in this paper ͑see Table 1͒ and the three nonparametric estimators defined in the "Nonparametric Estimation of the Tail-Dependence Coefficient" section. As advocated by Frahm et al. ͑2005͒, we take a bandwidth b = 0.005n = 0 for the LOG and SEC estimators so that each moving average contains approximatively 1% of the data. In the case of the LOG estimator, as the homogeneity property extends to larger values of the threshold k ͑"Choice of the Threshold" subsection͒, we also take a larger bandwidth equal to 1 to reduce the variance of the estimations ͑Frahm et al. 2005͒ . For this estimator we consider both the case of a threshold and no threshold. The latter case is justified by the assumed good behavior of the LOG estimator regarding the bias for all k ͑"Nonparametric Estimation of the Tail-Dependence Coefficient" section͒, and by the conclusions of Frahm et al. ͑2005͒ which indicate that the variance can be effectively reduced when using estimation methods based on the entire data sample. Fig. 2 illustrates the procedure for choosing the adequate threshold with a bandwidth b = 1 in the case of Clayton copula ͑a͒ and Gumbel copula ͑b͒. The plateau is very well defined in the case of Gumbel copula. We compare the different estimation methods using the sample mean ͑ n ͒ and the standard deviation ͑ n ͒ of the estimates n,i , i = 1 , . . . , 10, 000. To analyze the bias-variance trade-off we also consider the root-mean-square error ͑RMSE͒ defined as
Results are summarized in Table 3 . For each copula family and for each of the three criteria, the best estimator is indicated in bold font. All estimators exhibit a very poor performance when the underlying upper tail-dependence coefficient is null. This characteristic has also been outlined by Frahm et al. ͑2005͒ . It is therefore important to test for tail dependence before applying the estimator. Unfortunately the literature on this subject is limited ͑Coles et al. 1999; Draisma et al. 2004͒ . The LOG estimator obtained using a bandwidth b = 1 and a threshold leads to the smallest bias in most cases. If we consider the standard deviation, the best overall performance is obtained with the CFG estimator. RMSE is mini- Fig. 2 . Upper tail-dependence coefficient ͑as a function of the threshold͒ estimated with the LOG estimator with a bandwidth b =1. ͑a͒ panel represents the Clayton copula; ͑b͒ panel shows the Gumbel copula. In both panels, the threshold is indicated by the thick horizontal line. mized in most cases by the LOG estimator with b = 1 and a threshold. It is also important to outline the good performance of the CFG estimator, which performs well not only in the case of extreme-value copula. The estimator SEC has a geometric interpretation as the slope of the secant along the copula's diagonal. This explains that it is sensitive if the extremal data are not located along the diagonal. Based on the above-mentioned considerations, we will use the LOG estimator with a bandwidth b = 1 and the CFG estimator to estimate the upper tail-dependence coefficient in the context of our application.
Application to the Loire River Data
For the application, we consider the maximum annual flows X of the Loire River and the corresponding flood hydrograph volumes Y. The choice of this catchment is justified by the length of the available measures ͑133 water years͒. It is necessary to have a sufficiently large sample in order to estimate the tail-dependence coefficient adequately as we are interested in the upper tail of the bivariate distribution. We use standard univariate modeling techniques and the software HYFRAN ͑Chaire en hydrologie statistique 2002͒ to describe the marginal distributions. We find that the annual flow X can be appropriately modeled by a generalized extreme-value distribution with density
The parameters are estimated with the adjusted maximumlikelihood method and we obtain ␣ = 1 , 191.85, k = 0.25, û = 2 , 915.22. As for volume Y, it is faithfully described by a gamma distribution with density
In this case the maximum-likelihood estimators are given by ␣ = 0.00036, = 3.85. The left-and right-hand panel of Fig. 3 show QQ-plots attesting to the good fit of the marginal distribution to the observed values of X and Y, respectively. The two nonparametric measures of dependence, namely Spearman's rho and Kendall's tau, are, respectively, the following for the flow and volume of the Loire River: = 0.694 and = 0.511. Also, a graphical tool for detecting dependence is the chi-plot. Chi-plots were introduced by Fisher and Switzer ͑1985͒ and more fully developed in Fisher and Switzer ͑2001͒. They constitute an alternative to a scatter plot of ranks. Their construction relies on quality control charts and they are connected to a chi-square test of independence. Specifically, introduce
The three quantities depend exclusively on the ranks of the observations. Fisher and Switzer ͑1985͒ propose to plot the pairs ͑ i , i ͒, where
where
The chi-plot in Fig. 4 suggests a positive dependence between flows and volumes, as can be expected. Abberger ͑2005͒ proposed to use the chi-plot to assess the tail dependence; chi values near zero on the edges of the graph indicate the independence of the tails. Fig. 4 displays at its right a number of points distanced from zero, highlighting the presence of a significant upper tail dependence. Using the estimators selected in the previous section, we compute the upper tail-dependence coefficient: U LOG = 0.546
͑with b = 1 and a threshold͒ and U CFG = 0.567. We estimate the parameters of the six first families of copulas using the method of maximum pseudolikelihood. This method has been outlined in Oakes ͑1994͒ and further formalized and studied by Genest et al. ͑1995͒ and Shih and Louis ͑1995͒. This approach involves maximizing a rank-based log-likelihood. Table 4 shows the obtained estimators, along with the corresponding upper taildependence coefficient computed from the formulas of Table 2 .
For the Student copula we use an estimate based on Kendall's tau as it is a more direct methodology for metaelliptical copulas. Indeed we have in this case = sin͓͑ /2͒ n ͔, where n = sample value of Kendall's tau. To our knowledge no statistical method is suitable to estimate the parameters of the scale function ͓this function is called g͑·͒ in Fang et al. ͑2002͔͒ defining metaelliptical copulas. Thus the number of degrees of freedom is selected by a visual fit. By superimposing the observed couples on synthetic samples generated with the Student copula and different values of ͑Fig. 5͒, we find that the best fit is obtained with = 5. The comparison of the upper tail-dependence coefficients of Table 4 with the nonparametric estimates show that the Gumbel and the survival Clayton copulas reproduce best the observed taildependence coefficient. Although this does not indicate that those copulas describe best the Loire River data, it is an indication that the extreme behavior of those copulas is similar to that of the sample. We therefore suggest these two copula families to model the dependence between the extreme maximum annual flows and the corresponding flood hydrograph volume of the Loire River.
Extreme Events Modeling
Hydrologists are interested in quantities like the joint probabilities of exceedance P͑X Ͼ x T , Y Ͼ y T ͒ for a given marginal return period T ͑in years͒. For example, if T = 10 we have in our case P͑X Ͼ 4,961, Y Ͼ 17,703͒. Table 5 shows the obtained probabilities for each family of copula for three typical return periods.
The joint return period of X and Y associated with the event ͑X Ͼ x and Y Ͼ y͒, i.e., both x and y are exceeded is defined as ͑Yue and Rasmussen 2002͒
In term of copulas, Eq. ͑21͒ can be expressed as TЈ͑x,y͒ = 1 Ĉ ͑F ͑x͒,Ḡ ͑y͒͒
where Ĉ = survival copula and F = survival function. Table 6 presents the joint return period ͑years͒ associated with the event ͑x Ͼ x T and y Ͼ y T ͒ for T = 10, 100, and 1,000. These return periods can be directly obtained from Table 5 using Eq. ͑21͒.
It is obvious that the Clayton and Frank copulas strongly overestimate the joint return period and thus significantly underestimate the risk. This characteristic is even more visible for large return periods ͑T = 100 and 1,000 years͒. Although the effect is less pronounced, the same is true for the normal copula. This can have drastic consequences in the context of hydrological dam safety. Here it is important to recall that these two copulas have an upper tail-dependence coefficient equal to zero. This lack of upper tail dependence explains why they are unable to connect extreme peak flows to extreme volumes. A12 and Student copulas seem to have a better performance, but compared to Gumbel and survival Clayton, they also underestimate the risk.
Another interesting application in the hydrological field concerns the conditional distribution of the volume given that the flow exceeds a given threshold ͑P͑Y ͉ X Ͼ x T ͒͒. We compute with the seven copula models the conditional density of the volume given that the flow exceeds the percentiles 0.90, 0.99, and 0.999 ͑i.e., respectively, the 10, 100, and 1,000 years return period͒. In terms of copula, this can be computed as
where u = F͑x͒ and v = G͑y͒. Fig. 6 illustrates the densities obtained. We stress again that the Clayton and Frank copulas are not suitable for the data under study as the conditional density is nearly the same for each flow return period. Each copula family, except for the survival Clayton and the Gumbel, underestimates the values of extreme volumes. The effect becomes more apparent as the return period increases.
Conclusion
This paper highlights the importance of taking into account the tail-dependence coefficient in the context of multivariate frequency analysis using copulas. The three following nonparametric estimators, U SEC , U LOG , and U CFG , have been compared using simulations with seven families of copulas ͑Clayton, Frank, survival Clayton, Gumbel, A12, normal, and Student͒. The aim of this comparison was to choose the best estimator in the context of our application. The two best estimators in this case are U LOG with a bandwidth b = 1 and a threshold and U
CFG
. The latter has the advantage that no threshold is needed. However it relates to the ͑weak͒ assumption that the underlying copula belongs to the extreme value class. No estimator works in every case. Specifically they show a poor performance in the case of tail independence. It is therefore important to pursue research in this field.
The application concerns the bivariate frequency analysis of the maximum annual flow and the corresponding flood hydrograph volumes of the Loire River. We compute the joint return period and the conditional density of extreme events with the seven families of copulas. Assuming that the copulas with a tail- dependence coefficient close to the nonparametric estimation provide more realistic extrapolations, we conclude that five copula families overestimate the return period of joint extreme events. Therefore, failure to consider the tail-dependence coefficient in the modeling of joint extreme events can lead to a serious underestimation of the risk and underdesign of flood protection works, with well-known consequences.
