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1. INTRODUCTION 
We consider eigenvalue problems of the form 
(-PI?-M+A)x=O (1) 
with compact, positive definite operators A, B in a complex separable Hilbert 
space. Turner [ll, 121 has studied this problem (see also Weinberger [13], 
Eisenfeld [4], W erner [14], Langer [S]). He describes the spectrum and obtains 
variational principles for the eigenvalues; furthermore he gives some estimates 
and bounds for the eigenvalues. Among others he proposes a method introduced 
by Aronszajn [l] to construct an operator less than B in order to obtain upper 
bounds for the positive eigenvalues of (1). This method has been applied to 
linear problems by Aronszajn [l] and Bazley and Fox [2, 31. 
In this paper we extend the proposal of Turner and likewise apply some 
methods to (I) developed by the author in [9, 101 for some other nonlinear 
eigenvalue problems. We describe several methods which give upper bounds to 
the eigenvalues of (1). The basic idea is the folIowing: We choose problems 
of the type (I), whose eigenvalues are upper bounds for the eigenvalues of (1) 
and which can be computed as the eigenvalues of similar eigenvalue problems for 
symmetric matrices. Thereby we use special choices for vectors and truncation- 
operators (see Bazley and Fox [3] for the application to linear eigenvalue pro- 
blems). 
2. METHODS FOR UPPER BOUNDS TO EICENVALUES 
(2A) A Method with Special Choice 
Let us suppose that 3 is a separable complex Hilbert space with the inner 
product (., -) and that A and B are positive definite, compact operators in 5& 
We consider operator polynomials Sp having the form 
‘$(A) = --h2B - U + A, XtC (2) 
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(I identity operator in 5). h E C is in the spectrum of !$J, if v(h) r does not 
exist or is not bounded. h E C is called an eigenvalue of ‘$3 if ‘$?(A) x =L 0 for 
some 0 # x E !Yj. The spectrum of ‘J3 consists of zero and at most a denumerable 
set of positive and negative eigenvalues of finite multiplicity. The positive 
eigenvalues accumulate at 0 and the negative at - co (see Turner [ll]). In the 
following we consider in the main the positive eigenvalues A, of ‘$. They are 
characterized successively by the following maximum-minimum principle 
&4x, 4 
A, = %$ oi-% (x, x) + ((x, x)” + 4(Ax, x) (Bx, x))~‘~ ’ (3) 
n = 1, 2,... (Turner [lo]) where !B3, is an n-dimensional subspace of $j. 
We suppose now that there exists a positive definite compact operator Ato) 
in 9 which satisfies A(O) > A and whose eigenvalues 7;‘) and corresponding 
orthonormalized eigenvectors UC) are known. 
Let (pi)i”,r and (ai)T=r be two sequences of linear independent vectors in &. 
Define Pck) and Qfnz), respectively, to be the orthogonal projections in 5’ and 
!+j”, respectively, on span@, ,..., pk) and span(q, ,..., q,J, respectively (6’ and $” 
are the completions of $$ in the norms generated by the inner products 
((A(O) - A) ., .) and (B ., .), respectively). Then 
A(O) 3 A(O) - (A(O) - A) p(k) > AK” - (AK” - A) P(k+l) > A, 
k = 1, 2,..., (4) 
0 < BQtm’ < BQ’“+l’ < B, m = 1, 2,... 
(see Fichera [5], Bazley and Fox [3]). The operator A(O) - (A(O) - A) Pi’) is 
positive definite and compact and the operator BQ(“) is positive and compact 
in 5. From (3) and (4) ‘t f  11 i o ows that the positive eigenvalues hFlrn) of the operator 
polynomial 
(P(k,m’(~) _ -hZBQ’“’ - u + A’O’ - (A(O) _ A) fW4 (5) 
are upper bounds for the positive eigenvalues A, of ‘$3 and 
In general, the eigenvalue problem for the operator polynomial ‘!JPm) is not 
easy to resolve. However, if we make the special choice (cf. Bazley and Fox [3]) 
N(k) 
(A”’ - A)& = c &uujLo), 
U4 
i = 1, 2 ,..., k, 
(6) 
Bqi = c ,&u~), 
“=l 
i == 1, 2 ,..., m, 
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where &, , pi, are known constants, then the eigenvalue problem for (P(‘srn) 
reduces to a similar eigenvalue problem for symmetric matrices. The eigenvalue 
problem for ‘$Wm) is given explicitly as (cf. Bazley [2]) 
--h2 f  ( x ,  Bq,) Pi&i -  
AX + A’O’X -  i (X, (A”’ -  A)p,) Olij(A’O’ -  A)pj 
i,j=l i,j=l 
=o (7) 
where the constants cyij and &, respectively, are the elements of the matrix 
inverse to that with elements ((A(O) - A) pi , pi) and (Bq, , qj), respectively. 
Using (6) this equation becomes 
(8) 
Let K(k, m) = max(N(K), M(m)). Then the eigenvectors uL”), n 12 K(k, m) + 1, 
of Ato) are eigenvectors of JPCksrn) with corresponding eigenvalues #‘r, 
n > K(k, m) + 1. The remaining eigenvectors of !J.Wm) have the form 
K(b,m) 
x= c SJp. 
S=l 
Inserting this in (8) and then forming the inner product of this equation with the 
vectors uis), s = 1, 2 ,..., K(k, m), we find the equivalent nonlinear eigenvalue 
problem for symmetric matrices 
where we have written the star for the transposed and conjugate complex 
matrix. The matrices in (9) are given by 
E = (Sij j i,j = 1, 2 ,..., K(k, m)), 
EtN) = (S,, 1 i = l,..., K(k, m),j = I,..., N(k)), 
EcM) = (Sij / i = l,..., K(k, m),j = l,..., M(m)), 
01 = (aij 1 i,j = l,..., k), G = (dij 1 i = l,..., k, j = l,..., N(k)), 
/3 = (& 1 i, j = l,..., m), j? = (flij 1 i = l,..., m, j = l,..., M(m)), 
y = diag(# 1 i = l,..., K(k, m)) 
756 HANSJiiRG LINDEN 
and 6 is a row vector given by 6 = (6, ,..., BK(k,nr) ). The positive eigenvalues of 
(9) together with the eigenvalues r?), n 3 K(k, m) + 1, are, when ordered 
according to magnitude, the positive eigenvalues h, (kVm) of the operator polynomial 
‘$(k,m) that provide upper bounds for the positive eigenvalues h, of $3. Further- 
more, the eigenvalues of (9) can be computed with direct methods (see 
Lancaster [7]). 
(2B) A Method with Truncations 
The difficulty that occurs in the use of the method described in (2A) is the 
special choice (6). In this section we shall avoid this assumption by introducing 
the truncation of order n of Afor given by 
(see Bazley and Fox [3]), The truncations satisfy 
A(0.n’ 3 A’O.n+l’ > AN”, n = I, 2,.... (12) 
Now we consider instead of the operator polynomial ‘$(k,m) defined by (5) the 
operator polynomial (ptk*na*n) defined by 
‘iJJ(k.m.n,(~) = 42BQ(“, _ H + A(0.n) _ (A’O’ _ A) P(k). (13) 
The positive eigenvalues hjkYm,n) of ‘!jYk*m*n) which lie above the eigenvalue 
#& of A(Osn) are upper bounds for the positive eigenvalues Xj of ‘$ and 
#) 3 /\i(Km.n) > pLxT; -nysmj >& (14) 
j = 1, 2,..., k, m, n = 1, 2 ,... (see (3), (4), (12)). We obtain the ykPmSn) in the 
following way: If x is orthogonal to 
‘%R = span(@) ,..., uf’, (A”’ - A) p, ,..., (A”’ - A) p, , Bq, ,..., Bq,) 
then 
‘p (k.+-)(jq x = --Ax + yj$x. 
This implies that rkyl is an eigenvalue of infinite multiplicity of ‘$Yk,7n*n). The 
remaining eigenvectors of v(k*m*n) satisfy x E M and 
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Inserting this in the eigenvalue equation for y(k*m-n) (see (13), (1 l), (7)) and 
forming the inner product of this equation with the vectors which span M we 
find the equivalent matrix eigenvalue problem 
(6, E, 7)) (-x”ep* - XL + KyK* + &‘ - m*> = 0 
where the matrices 0, I, K, 7 are given by 
(15) 
8= 
L= 
K 
c 
id’? &tj) 
v = l,..., ?z 
j = l,..., 171 
((d(O) - A)p Bq.) Y) 3 
v = I,..., k 
j = l,..., m 
C&v 9 BqJ 
v,j=l )..., m 
, 
(%? ((A (O)- d) pi) (uvco; Bq,) 7 S”j 
v,j = 1 )..., 12 v = l,..., n v = l,..., 71 I 
((A(O) - A) p, , up) 
j = l,..., k 
((d(O) - A) p, , 
j = l,..., m 
((A(‘) - 4Pv , Bqj) 
(d(O) - A)pJ 
v = l,..., k 
j = l,..., n 
(Bav , d”, 
v = l,..., m 
j = l,..., n 
St4 
v,j= 1 )...) 71 
((AO) - A)P” , uy) 
v = l,..., k 
j = l,..., II 
(Bqv , $)) 
v = l,..., m 
j = l,..., II 
v = l,..., k 
(B;j ==$i-zkd,p-, 
“9 3 
(B’4 =;;,,, m 
“3 2 
v = l,..., m v,j=l ,..., m 
j = l,..., k J 
, 7= 
- (fp, (d(O) - A) pj) 
v = l,..., n 
j = l,..., k 
((d(O) - A) p 
“k’ 
(d(O) - A) p .) * 
v, j = 1 ,*a*, 
(Bqv , (A”’ - 4 pi> 
v = l,..., m 
j = l,..., k 
y = diag(yi’) - yip:, 1 j = I,..., n) 
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and (6, 6, 7) is a row vector given by (6, E, 7) -m= (6, ,..., 6, , pi ,..., l k , q1 ,..., T,~,) 
(see (9) for the matrices 01, /I). 
The positive eigenvalues of (15) are the positive eigenvalues hjk’mTn’ of ~$(6,rn*n). 
3. SOME SPECIAL CASES AND REMARKS 
(3A) The Negative Eigenvalues 
The negative eigenvalues of the operator polynomials !$CnL) and !J3(k*nz,n) are 
lower bounds for the negative eigenvalues of ‘$. If we want to determine upper 
bounds for the negative eigenvalues of ‘$ there must be a compact positive 
definite operator B to) > B whose eigenvalues and corresponding orthonormal- 
ized eigenvectors are known. Then the methods of Section 2 are applicable to 
the operator polynomial 
D(p) = -p2A - /LI + B 
and yield upper bounds for the positive eigenvalues of 8. However, the eigen- 
values of $3 and XJ are connected according to p = -l/h (see Turner [ll]). 
Thus we obtain upper bounds for the negative eigenvalues of p. 
(3B) The Case B > A and Known Spectrum of B 
Now we assume that in (2) the operator B satisfies B > A and that the eigen- 
values riAo’ and corresponding orthonormalized eigenvectors u(,o) of B are known. 
Define 
‘$‘“‘(A) = --h2B - hl + B - (B - A) PCs) 
and assume that the special choice 
N(k) 
(B - A)p, = 1 a,,$‘, i = 1) 2 ,...) R, 
is possible, then the positive eigenvalues of 9(k) are upper bounds for the positive 
eigenvalues of Q and they are found as 
-1 + (1 + 4(Y:))2)1’2 
2yf’ ’ 
n > N(h) + 1, 
and as the positive eigenvalues of the following eigenvalue problem for 
N(k) x N(K)-matrices: 
S(--x2y - hE + y  - B*cS) = 0 
(see (10) for the matrices E, 5, 01, y and the row vector 6 with K(K, m) = N(K). 
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If the special choice (16) is not possible then define operator polynomials 
qpkmy~) = -AZBQ cm) - /v + B(“) - (B - A) p(k) 
where B(n) is the truncation of order n of B. For the solution of the eigenvalue 
problem for ‘$(k*m*n) see Section 2B. The relevant matrix eigenvalue problem is 
(1.5) where in all formulas Ato) is to be replaced by B. The positive eigenvalues of 
~mwl) are also upper bounds for the positive eigenvalues of !I$ see also the 
inequalities (14). 
(3C) The Case of Known Spectrum of A 
We suppose that the eigenvalues and corresponding orthonormalized eigen- 
vectors of A are known and we define operator polynomials 
@“‘(A) = -PBQ(“) - AI + A, 
$j(m,n)(~) = -hZBQ’“’ _ XI + A(n), 
@wwa)(~) = -~ZBQ(W - u + A(n) _ (A(n) - A) p(k) 
where Afn) is the truncation of order n of A. The positive eigenvalues of these 
polynomials are also upper bounds for the positive eigenvalues of ‘$ and they 
can be determined in an analogous way as in Sections 2 or 3B (for the first 
polynomials one needs a special choice of vectors). 
(3D) The Case A > B and Known Spectrum of A and the Case of Known 
Spectrum of B 
In this case upper bounds for the negative eigenvalues of !I3 are attainable 
(see 3A). We do not want to describe the methods which are possible here 
according to Sections 3B and 3C. 
(3E) upper Bounds to Eigenvalues of Operator Polynomials of Higher Order 
Let an operator polynomial of the form 
be given (see Turner [12], Werner [14], Langer [g]) where A, B, ,..., B, are 
compact, positive definite operators in 5j. The methods of Section 2 can be 
extended to this polynomial. For example, if there is an operator A(O) > A 
whose spectrum is known let (p,)l”_i, (pi2’)i”_i ,..., (qj”‘)& be sequences of linear 
independent vectors in sj and define operator polynomials 
$k. ?n,Jn”)(~) 
= A(“) - (A’o’ - A) p(k) - u - h2B2Qh) _ . . . _ h”B,Q’“$ 
The positive eigenvalues of this polynomial are upper bounds for the positive 
eigenvalues of ‘?I3 and can be computed in an analogous way to that applied in 
Section 2 if special choices of the vectors are possible. 
409/63/3-15 
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(3F) Convergence of the Methods 
We first notice (see Weinberger [13]) that the eigenvalue problem for P is 
equivalent to the eigenvalue problem 
with symmetric operators in !Cj x 5. To prove the convergence of the method 
in Section 2A we notice next that 
ll(A” -5) - (A’O’+z-A)p’k’ A’“‘--A:;A)p(k))i/ 
< /I A - Alo) + (A(“) - A) Pm 11 
and 
< 11 A - Ato) + (A(*) - A) P(‘c) 11 + 11 B - BQcm) 11. 
(17) 
Now we assume that the sequences of vectors (p&, and (qi)zs , respectively, 
are complete in 5’ and !$‘, respectively. The right sides of the inequalities (17) 
and (18) converge to zero for k, m + co (see Fichera [5]) and thus the left sides 
too. We conclude that the positive eigenvalues /\iksrn) of (P(k*m) converge from 
above to the positive eigenvalues Xj of !JJ for K, m -+ co (see Grigorieff [6]). 
In an analogous way one can prove that the upper bounds obtained from the 
other methods converge from above to the eigenvalues of Sp (see [9, lo]). 
(3G) An Example 
To illustrate the methods we have computed an upper bound with the method 
of Section 2A and a lower bound with a Ritz method to the greatest eigenvalue X1 
of the operator-polynomial 
where 
‘$(A) = --h2B - /v + A 
A-%(x) = -u”(x), UEB, 
B-k(x) = -u”(x) + 2 +lsinx u(x), UEID, 
a = (U l L2(O, 7r) ] u(0) = u(r) = 0, u’ absolutely continuous, U” EL~(O, r)). 
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Here (A@))-1 u = -u”, u E 3, and 
yl”’ = 1, us’ = (i,“” sin x. 
With the special choice 
A(4 = @“” (3 sin x + 4 sin x cos x), 
ql(x) = (irie sin x 
we obtain 
0.40948 < A, < 0.45743. 
The lower bound we have got from a Ritz procedure with the vector (2/7)112 
sin x. 
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