In this paper the Turing pattern formation mechanism of a two component reaction-diffusion system modeling the Schnakenberg chemical reaction coupled to linear cross-diffusion terms is studied. The linear cross-diffusion terms favors the destabilization of the constant steady state and the mechanism of pattern formation with respect to the standard linear diffusion case, as shown in [23] . The weakly nonlinear (WNL) multiple scales analysis is performed in a one-dimensional domain in order to derive the equations for the amplitude of the Turing patterns and to show how the cross-diffusion coefficients influence the occurrence of supercritical or subcritical bifurcations. We also investigate parameter regimes far from equilibrium proving the existence of stationary solutions via a numerically computed bifurcation diagram.
Introduction
The aim of this paper is to describe the Turing pattern formation for the following reaction-diffusion system, firstly introduced in [23] :
where D u , D v > 0 are the linear diffusion coefficients, D uv , D vu are the crossdiffusion coefficients, and γ is a positive constant describing the relative strength of reaction terms (or, alternatively, the size of the spatial domain and the time scale). The nonlinear kinetics:
describe the Schnakenberg chemical reaction, where all the coefficients a 1 , b 1 , k 1 , k 2 , k 3 and k 4 are positive constants. The system is supplemented with initial conditions and Neumann boundary conditions. Reaction-diffusion systems have been largely employed in literature to predict the occurrence of spatial patterns in different contexts as biological sciences, geology, industrial process and networks of electrical circuits [2, 3, 4, 7, 8, 18, 21, 25, 26] . Recently, cross-diffusion effect has appeared in models where the gradient of the density of one species induces a flux of another species [10, 11, 22, 27, 29, 30, 33] . It has been shown that, for a large class of predator-prey or competitive kinetics without an autocatalytic term, cross-diffusion is the responsible of Turing instability [16, 12, 31, 32] and favor pattern formation [17, 13] . With the introduction of linear cross-diffusion terms in the Schnakenberg model, the destabilization of the constant steady state occurs even if the diffusion constant of the inhibitor is smaller or equal to the diffusion constant of the activator, see [23] . In this paper we recover this result and we also investigate the role of the cross-diffusion coefficients into influencing the occurrence of supercritical or subcritical Turing bifurcations. When the bifurcation is supercritical, the pattern is spatially extended, it is born from zero amplitude and it is subject to further instabilities in large domains, due to the presence of different unstable modes which interact. In contrast, when the Turing bifurcation is subcritical, the arising spatial structure jumps to a finite amplitude pattern (due to the large branch amplitude into the bifurcation diagram), localized in the spatial domain, and robust to small fluctuations in the bifurcation parameter values, therefore it is more difficult to destroy the localized pattern [24] . It is therefore important to investigate what is the mechanism which helps the subcritical Turing instability. Here we will apply the weakly nonlinear analysis (WNL), a nonlinear bifurcation technique based on the method of multiple scales, to derive a reduced description of the near-critical bifurcation structure of the patterns in terms of their amplitude and to distinguish the supercritical and the subcritical pattern forming region. We have observed that the occurrence of super-or subcritical instability strictly depends on the distance between the values of the cross-diffusion coefficients in the inhibitor and the activator component.
On the other hand, the WNL theory yields a reliable approximation of the solution only close to the bifurcation threshold but it is not able to capture the far from the equilibrium dynamics. Therefore we numerically investigate the fully nonlinear regimes computing a bifurcation diagram which proves the existence of stationary non-Turing solutions which are bistable with the Turing pattern. This paper is organized as follows: in Sec. 2 we perform the linear stability analysis to find the conditions on the system parameters for the onset of diffusion-driven instability, draw the corresponding Turing instability region and show how cross-diffusion favor the instability occurrence. In Sec. 3 we carry out the WNL analysis, deriving the equations for the amplitude of the pattern both in the supercritical and the subcritical bifurcation case and pointing out how cross-diffusion coefficients influence the appearance of supercritical or subcritical bifurcations. In the case of subcritical bifurcation, we show that the amplitude equation well describes the hysteretic phenomenon which emerges due to the presence of a multiplicity of stable equilibria. Finally, we numerically investigate far from equilibrium regimes, proving the occurrence of multistability between stationary Turing and non-Turing solutions.
Turing instability
We consider the following non dimensional form of the system (1):
are the ratios of the cross-diffusion coefficients and the linear diffusion coefficients, and the reaction term is given by:
The details of the above given non-dimensionalization can be found in [23] . Linearizing the system (3)-(4) in the neighborhood of its unique positive steady state:
one gets:ẇ
where:
We impose that the following condition holds:
in such a way that the reaction-diffusion system (3) is well posed. Through linear stability analysis the following dispersion relation is found, which gives the growth rate λ as a function of the wavenumber k:
Being det(J) = (a + b) 2 > 0, in order for the steady state P 0 to be stable to the spatially homogeneous mode k = 0, one has to require that tr(J) < 0. The equilibrium loses its stability via Turing bifurcation if Re(λ) > 0 for some k = 0, which is equivalent to impose h(k 2 ) < 0 for some k = 0. Since, from (7), h(k 2 ) is an upward opening parabola (see Fig.1(a) ), the following two conditions have to be satisfied:
As D ii > 0, i = 1, 2 and J 22 < 0, condition (10) and the expression in (9) for q imply that J 11 > 0 is a necessary condition for Turing instability, which is equivalent to assume b > a. Therefore, the Schnakenberg model has to belong to the class of activator-inhibitor system; in particular, being J 22 < 0, J 12 > 0 and J 21 < 0, it is a so called cross activator-inhibitor system. The neutral stability Turing boundary corresponds to h(k 2 ) = 0, which has a single minimum (k 2 c , d c ) attained when: 
From the above discussion we can state the following Theorem: Theorem: The system (3) undergoes diffusion driven instability if:
Turing bifurcation happens at d = d c as defined in (13) in correspondence of the critical wavenumber k c given in (12) . In Figure 1 
However, γ plays no role in the Turing instability region representation, as the conditions i) − iv) does not depend on its value. In absence of cross-diffusion, condition ii) of Theorem 2 reduces to dJ 11 + J 22 > 0. This condition, together with i), leads to d > −
> 1, therefore the diffusion coefficients of the two species can not be equal and the inhibitor v must diffuse faster than the activator u. This does not hold true in presence of the cross diffusive coefficients (as it has been observed in [23] . Moreover, d c in (13) must be a real number, i.e. det(J)(
has to be non-negative. Being det(J) > 0, the cross-diffusion coefficients d u and d v should be chosen in one of the following two sets:
The negative cross-diffusion, discussed e.g. in [28, 9] , represents an unnatural tendency of a species to move against the concentration gradient of the other species and it is quite rare.
Therefore, in what follows, the cross-diffusion coefficients will be chosen in 
and it is always negative. Therefore, the threshold value d c decreases as d v increases and, correspondingly, the Turing instability region becomes larger. Notice, however, that the Turing instability does not arise if the crossdiffusion coefficient becomes too large, i.e. exceeds 
a value less than 1, which means that, in presence of cross-diffusion, Turing instability occurs also not assuming short range activation-long range inhibition. Our results are in agreement with [23] . We can conclude, in agreement with the results in [23] , that cross-diffusion in the inhibitor component only (d v = 0) produces the smallest parameter space, cross-diffusion in the activator component only (d u = 0) gives the biggest parameter space and it contains the former one. Moreover, the Turing region corresponding to the reaction-diffusion system without cross-diffusion (d u = 0 and d v = 0) is a subspace of the Turing region of the reaction-diffusion system with crossdiffusion in both u and v. These behaviours are summarized in Fig.3 .
WNL analysis and pattern formation
Once obtained the conditions on the system parameters for the onset of diffusion driven instability, we perform a WNL analysis to derive a reduced description of the near-critical bifurcation structure of the patterns in terms of their amplitude. Defining the control parameter as the dimensionless distance from the threshold system (3) is written as a weakly nonlinear expansion in ε:
Close to the bifurcation the amplitude of the pattern evolves on a slow temporal scale, therefore we separate the fast time t and slow time T :
Moreover, we expand the bifurcation parameter d as follows:
Upon substitution of the expansions (15)- (17) into (3), we collect the terms at each order in ε obtaining the following sequence of equations for the
O(ε 3 ) :
where L dc = J + D dc ∇ 2 and:
The solution to the linear problem (18) , which satisfies the Neumann boundary conditions, is:
where the amplitude of the pattern A(T 1 , T 2 , . . . ) is still arbitrary at this level,k c is the first unstable admissible mode and the vector r, defined up to a constant, is normalized as follows:
Substituting the solution (21) in (19), we assume T 1 = 0 and d (1) = 0 in such a way that the vector F is automatically orthogonal to the kernel of the adjoint of L dc . Hence the solution of (19) can be straightforwardly computed and, once substituted into (20) , yields the following expression for the source term G:
where T = T 2 and the vectors G j 1 , j = 1, 3 and G * (containing only orthogonal terms to the kernel of the adjoint of L dc ) are computed in terms of the parameters of the original system (3) as follows:
. Putting:
where ψ ∈ Ker J −k 2 c D dc † , the solvability condition < G, ψ > for the equation (23) leads to the following Stuart-Landau equation:
The stability behavior of the Stuart-Landau equation (25) and consequently the pattern formation for the model system is dependent upon the sign of the Landau constant L. When L > 0 the WNL analysis provides an asymptotic solution for the the reaction-diffusion system (3):
Theorem(Supercritical bifurcation). Assume that: (24) is greater than zero.
Then the emerging solution of the reaction-diffusion system (3) is given by:
where A ∞ = σ/L is the stable stationary state of the Stuart-Landau equation (25) and r ∈ Ker(J −k 2 c D dc ). We pick the system parameters in the supercritical parameter region shown in Fig. 1(b) ) and in such a way that, in the domain [0, 2π] the only admitted discrete unstable mode isk c = 2.5. Comparing the asymptotic solution predicted by the WNL analysis and the numerical solution of the system (3) computed via spectral methods starting from a random periodic perturbation of the constant state, we obtain a good agreement, see Fig. 4(b) . In particular, in all the performed numerical experiments we have verified that the distance, evaluated in the L 1 norm, between the WNL approximation (26) and the numerical solution of the system is O(ε 3 ).
For some choices of the system parameters the Landau coefficient L has a negative value. In these cases a subcritical bifurcation occurs and Eq. (25) is not able to predict the amplitude of the pattern. In order to capture the evolution of pattern amplitude we push the WNL analysis up to O(ε 5 ), obtaining the following quintic Stuart-Landau equation for the amplitude A: Then the emerging solution of the reaction-diffusion system (3) is given by:
where A ∞ is a stable stationary state of the quintic Stuart-Landau equation (27) . The emerging pattern in the subcritical case is an O(1) perturbation of the equilibrium (in fact the amplitude A is order ε −1 , see e.g. [12] ). This is of course a contradiction with the basic assumption of the perturbation scheme, so that, in the subcritical case, the expected solution via WNL analysis may fail to capture the quantitative features of the emerging structures. Nevertheless, our simulation in Fig.5 show that such an expansion gives a reasonable qualitative insight on the pattern close to the subcritical threshold.
In order to detect how the cross-diffusion coefficients influence the occurrence of supercritical or subcritical bifurcation, we represent the Turing 
Subcritical bifurcation and bistability
The equation (27) is also able to describe the interesting phenomenon of hysteresis. In the bifurcation diagram predicted by the WNL analysis, shown in Fig. 7(a To investigate the system behavior far from equilibrium, we computed the corresponding bifurcation diagram as the parameter d is varied in the interval d ∈ [9, 18] , using the numerical continuation software AUTO. In Fig.8 the numerically calculated bifurcation diagram of the point x max where the species u attains its maximum U max is shown. Near the threshold d c , the numerically computed bifurcation diagram qualitative agrees with the one predicted using the WNL analysis. As d increases from d c , the homogeneous unstable steady state undergoes to a bifurcation at d A = 12.1140, at the point labeled by A in Fig.8 , where two different unstable branches emerge. Secondary bifurcations occur on both branches, at the points B (with d B = 11.1276) and C (with d C = 14.5297), respectively, which give rise to stable stationary patterns, whose existence cannot be predicted by the weakly nonlinear expansion. The pattern computed on the upper branch for d = 11.45 (at the point labeled by a solid bullet in Fig.8 ) is shown in Fig.9 . It is a far-from-equilibrium stationary solution which is different, for amplitude and form, from the expected pattern on the basis on the WNL theory, which has been depicted in Fig.5 . Its analytical investigation is a subject of great interest (see e.g. [19, 20] and will be the object of a forthcoming paper. Therefore, for a fixed value of the bifurcation parameter, bistability occurs and two different stable patterns coexist when d > d B . The pattern solution computed on the lower stable branch arising from the point C differs from the corresponding one on the upper branch only for a phase shift and, therefore, is not shown here. 
Conclusions
In this paper we have investigated the Turing instability induced by linear cross-diffusion for a two variables Schnakenberg reaction-diffusion system. By performing a WNL analysis, we have predicted the amplitude of the pattern near the threshold and we have determined the super-and the subcritical instability region whose extent depends on the distance between the values of the cross diffusion coefficients. Multiple branches of stable solutions are also observed leading to hysteresis next to the threshold, and to the existence of other stationary solutions far from the equilibrium.
Other aspects of the problem could be examined, such as the interaction between the Turing and the Hopf bifurcation (which is also supported by the Schnakenberg system) or the rigorous analysis of the stationary solutions found far from the equilibrium. Finally one could investigate the onset of oscillatory dynamics induced by the nonlinearities away from threshold [1, 31] and its possible destabilization into chaos [5, 6] . The design of suitable finite-dimensional controls of feedback or adaptive type [14, 15] on such chaotic dynamics would also deserve some attention. 
