This paper concerns the development of an inferential framework for high-dimensional linear mixed effect models. These are suitable models, for instance, when we have n repeated measurements for M subjects. We consider a scenario where the number of fixed effects p is large (and may be larger than M ), but the number of random effects q is small. Our framework is inspired by a recent line of work that proposes de-biasing penalized estimators to perform inference for high-dimensional linear models with fixed effects only. In particular, we demonstrate how to correct a 'naive' ridge estimator in extension of work by Bühlmann (2013) to build asymptotically valid confidence intervals for mixed effect models. We validate our theoretical results with numerical experiments, in which we show our method outperforms those that fail to account for correlation induced by the random effects. For a practical demonstration we consider a riboflavin production dataset that exhibits group structure, and show that conclusions drawn using our method are consistent with those obtained on a similar dataset without group structure.
Introduction
Modern statistical problems are increasingly high-dimensional, with the number of covariates p potentially vastly exceeding the sample size N . This is due in part to technological advances that facilitate data collection. For instance, we are now able to measure the expression of many genes in a given specimen at little cost. However, it often remains expensive to have many replicates/species to experiment on, resulting in N p. Fortunately, significant progress has been made in developing rigorous statistical tools for tackling such problems. While earlier work largely targeted point estimation and/or variable selection, recent years have seen a number of proposals on how to also assign uncertainty, statistical significance and confidence in high-dimensional models. This is of great practical importance, particularly when interpretation of parameters and variables is of key priority.
Early attempts are highly varied in their approach. Stability selection was proposed by Meinshausen and Bühlmann (2010) as a generic method for controlling the expected number of false positive selections; with improvements given by Shah and Samworth (2013) . Sample splitting, where a first subsample is used to screen, and a second subsample is used to perform inference (Wasserman and Roeder, 2009; Meinshausen et al., 2009 ) has also been explored. Taking an alternative approach, , and Lee et al. (2016) build a Our paper is organized as follows. The remainder of this section provides a brief overview of the subsequent notation. Section 2 makes explicit the form of the high-dimensional linear mixed effect model we are working with. In Section 3, we describe the details of our method: specifically, how it builds upon Bühlmann (2013) to accommodate dependence within groups induced by the random effects. We also present theory, along with the required assumptions, to justify it. Numerical experiments can be found in Section 4, followed by a practical application of the method in Section 5. We conclude with a discussion and elaborate on potential extensions in Section 6. Proofs are collected in the Appendix.
Notation
Matrices are written in upper-case bold-face and their entries in corresponding lower-case. So a jk is the (j, k)th entry of matrix A ∈ R n 1 ×n 2 . For j ∈ {1, . . . , n 2 } and J ⊆ {1, . . . , n 2 }, a j and A J denote the jth column of A and the column-wise concatenation of columns in A indexed by the set J, respectively. The ith row of A is denoted a (i) . For r ∈ [1, ∞], the r norm of a vector u ∈ R n is u r = p i=1 |u i | r 1/r , and the induced norm of a matrix A ∈ R n 1 ×n 2 is |||A||| r = sup { Ax r : x ∈ R n 2 , x r = 1} . With this notation, |||A||| 2 is the spectral norm, |||A||| 1 the maximum absolute column sum of the matrix, and |||A||| ∞ the maximum absolute row sum of the matrix. We use A r to denote the r norm of the vectorization of A.
The projection of R n 2 onto the linear space generated by the rows of A is denoted P A = A(A T A) − A T , where A − is the Moore-Penrose inverse of A. For square matrices A 1 and A 2 of the same dimensions, A 1 ≤ A 2 indicates that A 2 − A 1 is positive semi-definite.
For real-valued functions g 1 (x) and g 2 (x) defined on (0, ∞), we write g 1 (x) g 2 (x) if there is a constant c ∈ (0, ∞) such that g 1 (x) ≤ cg 2 (x), and g 1 (x) g 2 (x) if instead g 1 (x) ≥ cg 2 (x). We write g 1 (x) g 2 (x) if both g 1 (x) g 2 (x) and g 1 (x) g 2 (x). Then, g 1 (x) = o(g 2 (x)) if g 1 (x)/g 2 (x) → 0 as x → ∞, and g 1 (x) = O(g 2 (x)) if there is a c ∈ (0, ∞) such that |g 1 (x)| ≤ cg 2 (x) for all x large enough. The latter relations also apply when x is a vector, where x → ∞ is interpreted elementwise. Finally, if X ∈ R is a random variable and a ∈ R is some constant, we write |X − a| = o P (1) if X converges to a in probability, i.e., X → p a.
The linear mixed effect model
Consider M groups of observations of sizes n 1 , . . . , n M . Let m = 1, . . . , M be group indices, and let i = 1, . . . , n m index the observations within group m. Let N be the total number of observations, so N = M m=1 n m . We may later assume, without loss of generality, that n m = n for all groups, or that, N = nM . The proposed framework allows for non-uniform group sizes with minor adjustments, so long as the group sizes are of the same order.
For group m ∈ {1, . . . , M }, we observe the response vector y m ∈ R n , generated as y m = X m β * + Z m υ m + m , m = 1, . . . , M (2.1) with (i) β * ∈ R p , an unknown vector of fixed regression coefficients;
(ii) υ m ∈ R q , m = 1, . . . , M vectors of group-specific random effects, with υ m ∼ i.i.d.
N (0, Ψ * ), Ψ * an unknown q × q positive definite covariance matrix;
(iii) errors m ∼ i.i.d. N (0, σ * 2 I n×n ) for unknown σ * 2 , which are independent of υ 1 , . . . , υ M ; and (iv) X m ∈ R n×p and Z m ∈ R k×q known design matrices.
By construction, β * represents effects shared across groups while υ m , m = 1, . . . , M , represent group-specific deviations. It will be convenient to write the model more compactly. Define vectors
. . , X T M ] T , and Z = diag(Z 1 , . . . , Z M ). Then we can write (2.1) as y = Xβ * + Zυ + .
(2.2)
Marginalizing out the random effects yields
where Ψ * (B) = I M ×M ⊗ Ψ * . This implies that V(σ * 2 , Ψ * ) is block-diagonal and observations belonging to different groups are independent. Thus, the inclusion of random effects only induces dependencies between observations belonging to the same group. We will be primarily working with the marginal form (2.3) in subsequent sections.
We study the presented model under the following assumptions:
1. High dimensions: We allow p, the number of fixed regression coefficients, to be possibly much larger than N . On the other hand, q, the number of random effect variables, is assumed to be of constant order, or at least smaller than n.
2. Sparsity of β * : We assume β * to be sparse in the sense that most of its elements are zero: a more precise specification on the level of sparsity required is detailed in Section 3.2.
3. Structure of Ψ * : Our paper primarily considers the scenario of Ψ * = τ * 2 I q×q . However, our method, and corresponding theoretical results, can be extended to accommodate the more general scenario of Ψ * = D * where D * is a diagonal q × q matrix.
Standardization of design matrices:
The design matrices X and Z are assumed fixed and standardized with x j 2 2 = N for j ∈ {1, . . . , p} and z j 2 2 = n for j ∈ {1, . . . , qM }.
A ridge-based inferential framework
We would like to test null hypotheses of the form (1.1), i.e., H 0,G : β * j = 0 for all j ∈ G, for subsets G ⊂ {1, . . . , p}, and construct confidence intervals for β * j . This section formally introduces our inferential framework. We first describe its foundation, the de-biased ridge estimator, and show how it can be used to accomplish these tasks. We then detail how to assemble the components needed to construct this de-biased ridge estimator and approximate its limiting distribution. Theoretical justification of our approach is provided along the way.
A de-biased ridge estimator
As in Bühlmann (2013) , our starting point is the ridge estimator given bŷ β = arg min β∈R p y − Xβ 2 2 /N + λ β 2 2 .
(3.1) This estimator is natural in models with homoscedastic and uncorrelated errors but in the linear mixed effect model, the random effects results in correlation. We thus refer toβ from (3.1) as the 'naive' ridge estimator. The estimator has a simple closed form expression,
whereΣ = X T X/N . It is straightforward to show that the ridge estimator is normally distributed with covariance matrix, multiplied by a factor of N ,
As in Bühlmann (2013) , we assume that the diagonal entries of Ω * = (ω * jk ) satisfy
Likewise, we do not require (3.4) to be bounded away from 0 as a function of N or p. This condition, in fact, is fairly mild; it is only violated under special kinds of design matrices. To illustrate, define R ≡ rank(X) and let X = QDΓ T be the singular value decomposition with left singular vectors
, singular values of X), and right singular vectors Γ ∈ R p×N satisfying Γ T Γ = I N ×N . Let ν min (A) and ν max (A) be the smallest and largest eigenvalue of any square matrix A, respectively. We can then show the following. Γ 2 jk > 0.
(3.5)
In the high-dimensional case with R ≤ N < p, the parameter β * is not identifiable: many vectors θ ∈ R p satisfy Xβ * = Xθ. A natural parameter to consider, as noted in Shao and Deng (2012) , is θ * = P X T β * = X T (XX T ) − Xβ * = ΓΓ T β * , the projection of β * onto the linear space generated by the rows of X. As it turns out, under condition (3.4), or equivalently (3.5), the ridge estimatorβ is a reasonable proxy for θ * when λ is sufficiently small.
Proposition 2. Suppose that λ > 0 and (3.4), or equivalently, (3.5), holds. Then, under our linear mixed effect model from Section 2, the ridge estimator (3.2) satisfies max j∈{1,...,p}
where ν min,+ (Σ) refers to the smallest non-zero eigenvalue ofΣ.
Proposition 2, which is proven in the Appendix, implies that the bias in estimating θ * withβ is small when λ > 0 is sufficiently small. We explicitly quantify how small λ needs to be for the estimation bias to be smaller than the standard error ofβ. Our interest, however, lies in β * , not θ * . Thus, forβ to be useful, we need to adjustβ for the projection bias B j = θ * j − β * j . By definition of θ * , one observes that
which, under the null hypothesis H 0,j : β * j = 0, becomes,
The quantity can be approximated bŷ
whereβ init is a consistent initial estimator of β * (and consistency occurs under additional assumptions). Consider then the corrected ridge estimatorβ corr j as a statistic for testing H 0,j :
Assuming that min j∈{1,...,p} ω * min > 0, we can writê
A rearrangement of the above set of equations yieldŝ
(3.10) Then, from model (2.3), it follows that W 1 , . . . , W p ∼ N (0, Ω * /N ).
(3.11)
The normalizing factors needed to bring the W j to N (0, 1) scale are given by κ j = κ j (N, p) = N/ω * jj . The proof is straightforward.
Theorem 4. Suppose we choose the ridge penalty parameter λ > 0 such that (3.12) and assume that for our choice ofβ init , there exist constants C j = C j (N, p) such that
Then, under the null hypothesis, H 0,j , for all w > 0, lim sup
where W ∼ N (0, 1). In addition, for any sequence of subsets G p ⊆ {1, . . . , p}, if H 0,Gp is true, then for any w > 0, lim sup
In subsequent sections, we identify specific scalings of N and p such that Theorem 4 becomes applicable. Based on the asymptotic distributions in Theorem 4, we can construct p-values for testing H 0,G , G ⊆ {1, . . . , p}. For testing the individual null hypothesis H 0,j , we define the p-value for the two-sided alternative as
where Φ is the standard normal distribution function. For testing the group null hypothesis H 0,G , |G| > 1, we define the p-value as
where W 1 , . . . , W p are as in (3.11). From Theorem 4, we can derive the following corollary.
Corollary 5. Under the conditions in Theorem 4, for any α ∈ (0, 1), the following statements hold:
Consistent estimation of variance parameters
As presented, the de-biased ridge framework depends on the values of the unknown parameters σ * 2 an τ * 2 . We employ a two-step approach to consistent estimation of these parameters.
1. Let S = {j : β * j = 0} be the support of β * , with cardinality d = |S|. We use the Lasso estimatorβ L = arg min β∈R p y − Xβ 2 2 /N + 2λ L β 1 with an appropriate choice of tuning parameter λ L to identify an initial guess of the elements (i.e., indices) in S. We definê S = {j :β L j = 0} as our guess for the support S. By properties of the Lasso, |Ŝ| ≤ N , although, in general,Ŝ may not be a good estimate of S.
2. Working with the (potentially misspecified) random effects model
we apply Henderson's Method III (Henderson, 1953) to form estimatesσ 2 andτ 2 . Henderson's Method III is particularly tractable theoretically and enables us to study consistency in the scenario where (3.18) is actually misspecified, i.e., |S\Ŝ| > 0. For a discussion of Henderson's methods and the appeals of Method III, see (Searle, 1968 ).
In recent years Henderson's methods have largely been supplanted by alternatives such as restricted maximum likelihood (REML) for variance component estimation (Harville, 1977) ; it is customary to refer to variances of random effects as variance components. We thus provide a brief overview of what Henderson's Method III entails. Consider, first, the low-dimensional model (2.3) with p < N . To simplify the notation in the following explanation, we momentarily definẽ X = X Z . By not distinguishing between fixed and random effects, the idea behind Henderson's methods is to match the differences in the reductions in the sum-of-squares between sub-models of (2.3) to its expected value, not unlike a method-of-moments approach. To elaborate, in fitting (2.3) to data y, the reduction in the sum of squares is
Likewise, the decrease in the sum of squares due to fitting the reduced model y = Xβ + is
Moreover,
Together, (3.21) and (3.22), when matching theoretical expectations to empirical averages, form a triangular system of linear equations, from which we deriveσ 2 andτ 2 . We find
It is straightforward to see that theσ 2 andτ 2 generated from (3.23) and (3.24) are unbiased, presuming that the true model is y = Xβ + Zυ + . For consistency, some additional assumptions are needed, which we will discuss later in this section. Returning to our two-step procedure and high-dimensional setup, Step 1 identifies a candidate low-dimensional sub-model, which is used in Step 2 to obtain variance component estimates. We do not require the candidate model to encompass the truth; however, λ L should be such thatŜ, from Step 1, reliably captures the indices of the 'strong' signals in β * . The idea is that missing 'weak' signals only negligibly affect the accuracy ofσ 2 andτ 2 in Step 2. We now show that this two-step procedure yields consistent estimatorsσ 2 andτ 2 in the setting where N → ∞ (specifically, n is fixed, but the number of groups M → ∞) and d 2 log p/M = o(1), provided some additional technical assumptions hold. From here on, this will also be the scaling assumed for Theorem 4, as well as Corollary 5. We first present the assumptions necessary for consistency and then formally state the theorem.
For ξ > 1, define the cone
The quantity ζ in (3.26) is defined more generally in Ye and Zhang (2010) , where it is termed a sign-restricted cone invertibility factor (SCIF). We have the following lemma. Lemma 6. Suppose Assumption 1 holds, and let λ L be defined by (A.2) (or 3.28) for some small ε > 0 and ξ as in Assumption 1. If u * ≤ λ L (ξ − 1)/(ξ + 1), then
In the proof of Lemma 6 (provided in the Appendix), SCIF naturally appears when deriving an upper bound for β L − β * ∞ . Lemma 6 assumes that Assumption 1 is satisfied, and that λ L in Step 1 is chosen such that
with ξ as in Assumption 1. It then establishes that
with probability exceeding 1 − ε, where ε > 0 can be taken arbitrarily small. A direct implication is that if the lemma's conditions are satisfied, S\Ŝ only includes indices corresponding to 'weak' signals in β * of magnitude less than 4ξλ L /ζ(ξ + 1) = o(1) with close to certainty, which is part of what Step 1 sets out to achieve.
Assumption 2. There exists an integer N d such that for the same constant ξ > 1 as in Assumption 1,
is the sparse upper eigenvalue of models disjoint with
S.
Assumption 2 is needed to control the number of false positive selections inŜ from Step 1. In particular, we have Lemma 7. Suppose that Assumption 2 holds, and λ L is defined according to (3.28). In the event that u * ≤ λ L (ξ − 1)/(ξ + 1), |Ŝ\S| < N .
Put simply, Lemma 7 claims that under Assumption 2 and our choice of λ L from (3.28), the total number of false selections in Step 1 is bounded by N , with probability exceeding 1 − ε. The proof is provided in the Appendix.
Assumption 3. LetX be formed by joining any N columns in X with β * j = 0 to the d support columns in X. For the same N as in Assumption 2, 
(3.33) By (3.31) in Assumption 3, the fixed data matrix Z has full column rank, and no column vector of Z can be represented as a linear combination of the column vectors of any 'feasible' XŜ, assuming that λ L is chosen according to (3.28). After all, N + d is the upper bound on the number of selected fixed effects with probability exceeding 1 − ε (Lemma 7). Additionally, by (3.32), the sum of the squared perpendicular distances between each column vector in Z and its projection onto the linear subspace spanned by the column vectors of feasible XŜ' matrices is at least on the order of qM (substantial, given there are qM columns in Z). The latter half of Assumption 3 requires all columns of (I N ×N − PX)Z are 'close' to being linearly independent from one another and 'contribute equally' to its rank. In particular, note that (3.33) is satisfied if
It is thus clear that (3.31) and (3.32) imply that random effects must not be confounded with any 'feasible' set of fixed effects (from Step 1) while (3.33) implies that the random effects are not confounded from one another. Analogous conditions were shown to be necessary to prove consistency of REML estimators in Jiang (1996) .
Here, ΓXDXΓ T X is the eigen-decomposition ofX X TX −X T (defined for this Assumption) withX = X Z , whereX is formed by joining any N columns in X with β * j = 0 to the d−1 support (excluding j) columns in X. The N referenced here is the same as in Assumptions 2 and 3.
Assumption 4 requires that covariates corresponding to weak (but non-zero) signals in β * (for which we cannot quantify a bound on the probability they are to be included in XŜ) are not too strongly correlated to covariates in XŜ nor covariates associated with the random effects. This somewhat resembles the irrepresentability conditions needed for model selection consistency in Lasso-see, e.g., Zhao and Yu (2006) . However, the two assumptions are very different: Aside from differences in the quantities involved, a key difference is that the irrepresentability condition requires a very stringent upper bound on non-confounding between fixed effects, whereas Assumption 4 only requires boundedness. As shown in the numerical experiments in the Appendix, as the number of covariates and sparsity of the model vary, Assumption 4 is very likely to be satisfied with even small bounds, whereas the irrepresentability condition is increasingly less likely to hold.
We can now state our main result on consistency of variance component estimators, which validates our two-step procedure.
. Suppose Assumptions 1-4 are satisfied and λ L is chosen according to (3.28) with ε ∝ 1/p. Then,σ 2 andτ 2 are consistent for σ * 2 and τ * 2 , respectively, i.e.,
( 3.35) Because |σ 2 − σ * 2 | and |τ 2 − τ * 2 | are both o P (1), we can useσ 2 andτ 2 as plug-in values for σ * 2 and τ * 2 , respectively. From there, we can form a consistent estimator of Ω * and normalizing constants κ j .
For practical applications, REML can be used as a substitute for Henderson's Method III for Step 2. Theory for REML would be a possible avenue for further explorations.
3.3 An initial estimator for β * and our choice of C j To formβ init , we consider the ordinary least-squares (OLS) fit restricted toŜ, i.e.,
We proceed to demonstrate that the errorβ init − β * is o(1) in 1 norm.
Assumption 5. For the same N as in Assumptions 2, 3, 4, the sparse lower eigenvalue for models containing S of cardinality smaller than d + N is constant and greater than 0,
Assumption 5, in conjunction with previous assumptions and choice of λ L (3.28), can be used to control the 1 norm of the estimation errorβ init − β * . Theorem 9. Suppose Assumptions 1-5 hold. Under the same conditions as in Theorem 8, for some universal constant C > 0,
with probability converging to 1 as N, p → ∞.
Theorem 9 implies that we have the following crude bound, based on Hölder's inequality,
The following corollary is a direct consequence of the crude bound (3.38).
Corollary 10. Suppose the conditions in Theorem 9 are satisfied, and that d, the sparsity of β * , satisfies d ≤ C −1 (M/(q log p)) η , with C as in Theorem 9 and η ∈ (0, 1/2). Then, In practical applications, we run into the issue of not being able to set λ L according to (3.28), as it involves knowing τ * and σ * . However, we can derive a (slightly ad-hoc) approximation of what λ L should be. Upon closer examination of the proof of Lemma 11, we can substitute the term σ * 2 + τ * 2 qn with ν max (V(σ * , τ * )) = σ * 2 + τ * 2 ν max (Z T Z). The latter can be approximated according to the following procedure, assuming that the ratio τ * /σ * is not too small:
1. Apply scaled lasso (Sun and Zhang, 2012) to obtain an initial 'average' noise estimate. The solution to the scaled lasso problem is characterized by
We provide a heuristic justification. Ignoring the finer details involved in the theory, for the scaled lasso, (σ scaled ) 2 serves as a good approximation for * 2 2 /N , where we have defined * = y − Xβ * . In linear models, * holds i.i.d. observations drawn from a N (0, σ * 2 ) distribution. By the law of large numbers, * 2 2 /N converges to σ * 2 for large N . Under a heteroskedastic error model, with * independent and * i ∼ N (0, σ * 2 i ), we can match * 2 2 /N to its expectation, which is given by N i=1 σ * 2 i /N , so (σ scaled ) 2 can be used to approximate the 'average' noise level. If * ∼ N (0, V(σ * , τ * )), then using a similar expectation matching argument, we can expect (σ scaled ) 2 to act as a surrogate for
which follows from the fact that Γ * 2 = * 2 for any N × N orthogonal matrix Γ (overloading Γ from (3.5)). What we actually need is σ * 2 + τ * 2 ν max (Z T Z). Then in the scenario where ratio τ * 2 /σ * 2 is not too small, ρ Z from (4.2) should give us a choice of λ L that is close to the desired one from (3.28). Our choice of λ L is constructed according to the above procedure for all subsequent numerical experiments.
A look into p-values
Denote the 'unblocked' version of Z as Z u ; i.e., Z u is a N × q matrix formed by row-wise concatenating the M diagonal blocks in Z. We generate data from model (2.1) according to following schemes, setting M = 25 and n = 6: The numerical experiments are setup similarly to those in Bühlmann (2013) and Schelldorfer et al. (2011) . We set the ridge penalty parameter λ to 1/N for all experiments. Additionally, we set C j according to Corollary 10 with η = 0.005.
We first consider null hypotheses of the form
We consider decision rules based on a significance level α = 0.05, i.e., we reject H 0,j if the event E j = { j ≤ 0.05} occurs, where j is as defined in (3.16). Following Bühlmann ( whereP denotes the empirical probability over 1000 simulations. The results, presented in Figure 1 , suggest that type I error is well-controlled for all combinations of p, q, b and d for the two different models. Power is high in most scenarios, but appears to vary with the aforementioned quantities, noticeably decreasing with b. However, this is to be expected. We also consider null hypotheses of the form H 0,G : β j = 0 for all j ∈ G.
(4.7)
with G taken either to be {1, . . . , 100} (G1), or {101, . . . , 200} (G2). By construction, the hypothesis H 0,G1 should be accepted while H 0,G2 rejected. We consider decision rules based on a significance level α = 0.05 and reject H 0,G if the event E G = { G ≤ 0.05} occurs, with G defined in (3.17).
To evaluate the performance of these tests, we consider type I error and power, which can be represented byP (E G2 ) andP (E G1 ), respectively, where again,P denotes the empirical probability over 1000 simulations. Figure 2 visualizes the results.
Comparisons with existing methods
In this section, we conduct a short numerical example to examine whether one could 'naively' apply inferential procedures for high-dimensional linear models to obtain inference for parameters in mixed models. Consider Model (M1) from Section 4.2 in the instance of p = 300 and q = 1. Let β * = [0.05, 2, 4, 3, 0.1, 0, . . . , 0]. We compare our method against 1. ridge-based inference procedure of Bühlmann (2013) , which is an analogue of our method developed for high-dimensional linear models;
2. lasso-based inference procedure of van de Geer et al. (2014), which entailes de-sparsifying a lasso estimator.
The differences are fairly evident when comparing confidence interval coverage. For any α ∈ (0, 1), define Q α [W j ] as the α-th quantile of the distribution of W j . Under the conditions of Theorem 4, if the assumed model is correct, (3.11) suggests that confidence intervals of the form
should guarantee coverage of at least (1 − α)%. Rather than setting C j according to Corollary 10, we set them to be the same as the 'C j -analogues' from Bühlmann (2013) , to make the two methods comparable. Our choice of C j are larger than theirs, so if anything, this ad-hoc decision provides Bühlmann (2013)'s method an unfair advantage. In Figure 3 , we examine 95% confidence interval coverage for the three methods, based on the above modifications. Overall, our method, which accounts for random effects, performs best at attaining the target guaranteed coverage across all β * j 's, compared to the methods proposed in Bühlmann (2013) and van de Geer et al. (2014) . While Bühlmann (2013)'s method does come close, coverage falls short at 16 indices: minimum coverage achieved was 92.9% (with 1000 simulations, this is a statistically significance difference from 0.95). At initial glance it appears that the lasso-based method from van de Geer et al. (2014) performs quite well; however, a closer examination of the results reveals otherwise. Specifically, the lasso-based method does very poorly over some of the active coefficients, as made evident in Table 1 . 5 An application to riboflavin production data
In this section, we apply our proposed methodology to data on riboflavin (vitamin B 2 ) production by Bacillus subtilis. The data is made publicly available by ; the original data was provided by DSM (Switzerland). The dataset, referenced as riboflavinGrouped, has M = 28 specimens measured at two to six time points, resulting in N = 111 observations in total. For each specimen at each time point, we record a single real valued response variable, the log-transformed riboflavin production rate, as well as the expression levels of p = 4088 genes. We are interested in identifying which gene is significantly correlated with riboflavin production.
To account for correlations induced by repeated measurements, a natural model to consider is the random intercept model, in which we assume that
with v m , m = 1, . . . , M i.i.d. with v m ∼ N (0, τ * 2 ), and m , m = 1, . . . , M , independent with m ∼ N (0, σ * 2 I nm×nm ), and generated independently of v 1 , . . . , v m . Note that (5.1) can be represented by (2.1) with the Z m 's taken to be column vectors of 1s of lengths n m . Most of the theoretical results assume the n m 's are equal, but it is straightforward to show the results hold so long as n m are on the same order of magnitude, as they are here. We apply our proposed framework and compute the marginal p-values for testing β * j = 0. Controlling the family-wise error rate (FWER) at 5%, via a simple Bonferroni correction, we find a single significant gene in riboflavin production: YXLD-at. This result matches previous findings by Javanmard and Montanari (2014) and Meinshausen et al. (2009) using an homogeneous dataset with N = 71 samples provided by the same source (riboflavin in ). Like us, Meinshausen et al. (2009) makes a single discovery, YXLD-at, while Javanmard and Montanari (2014) also labels YXLE-at as significant. The method of Bühlmann (2013) , on the other hand, makes no discoveries.
Discussion
We presented a new framework for constructing asymptotically valid p-values and confidence intervals for the fixed effects in high-dimensional linear mixed effect models. It entails de-biasing a 'naive' ridge estimator, whose asymptotic distribution we can approximate sufficiently well if the number of independent groups of observations M scales at least with d 2 q log p. Simulation studies in high-dimensional suggest that our method provides good control of type-I error. It also provides good results for a riboflavin dataset with group structure, where we confirmed results obtained in earlier work based on a homogeneous dataset from the same source (Javanmard and Montanari, 2014; Meinshausen et al., 2009) .
Several extensions to our methodology would be of interest for future work. First, our proposal for selecting the tuning parameter λ L relies on the assumption that τ * 2 /σ * 2 is not too small. Although it appears to work well in practice, one could also consider an iterative scheme that repeatedly updates λ L based on the resultant estimates of σ * 2 and τ * 2 : this can be readily implemented in practice but may be difficult to validate theoretically. Second, here we required the number of random effects q to be quite small (treated as constant in the theory). This assumption can be relaxed by, e.g., taking Ψ * to be a general diagonal matrix, i.e., Ψ * = diag(τ * 2 1 , . . . , τ * 2 q ), and assuming that a small number of τ * 2 j 's are nonzero, i.e., cardinality of T ≡ {j : τ * 2 j = 0} is small, less than n. Then, instead of screening for fixed effects in Step 1, we can screen for both fixed and random effects by incorporating a double penalization scheme as in Li et al. (2018) . This way, in Step 2, both |Ŝ| and |T | are small, and we can apply Henderson's method III as before.
A few other details should also be discussed for completeness. First, multiple testing can be handled using the Westfall-Young procedure of Bühlmann (2013) . This multiple testing adjustment, which strongly controls the family-wise error rate, can directly be used in conjunction with our method for generating p-values for the individual hypothesis tests. Second, the ridge-based framework of Bühlmann (2013) , which is a basis for our method, is known to not have optimal power. Bühlmann (2013) shows that the detection rate may be larger than N −1/2 , whereas, under certain conditions, the detection limit for the de-biased lasso approach of Zhang and Zhang (2014) is in the N −1/2 range. A possible extension of our work is to build a lasso-based inferential framework for high-dimensional linear mixed effect models. In fact, as suggested in the Introduction, our methods can be adapted to other high-dimensional estimators; and ridge is just an example. From van de Geer et al. (2014) , we can obtain asymptotically optimal inference for linear fixed effect models-i.e., for y = Xβ * + with N observations and i i.i.d N 0, σ * 2 -by leveraging the fact that the Lasso estimator with non-negative penalty parameter λ,β(λ), can be rewritten aŝ
by inverting the KKT conditions, withι arising from the subdifferential of β 1 . TakingΘ to be a reasonably good approximation of an inverse ofΣ, the ∆ term becomes asymptotically negligible, and we can use the normality of to develop asymptotically valid tests and confidence intervals for β * . (The scaled lasso furnishes a consistent estimator of σ * 2 .) Extending this approach to the linear mixed-effect setup (per Section 2) requires meeting the challenge that the i are no longer i.i.d., which could be addressed using the methods of Section 3.2.
A Appendix
A.1 Proof of Results in Section 3
A.1.1 Proof of Lemma 1
It is straightforward to show that Ω * can be lower bounded as
for some c satisfying 0 < c < ν min V(σ * 2 , τ * 2 ) . Since σ * 2 is positive, ν min V(σ * 2 , τ * 2 ) > 0. Note thatΩ * can alternatively be written as 
A.1.2 Proof of Proposition 2
This was proven in Shao and Deng (2012) (see proof of their Theorem 1). Define Γ = Γ (Γ) ⊥ ; Γ is orthogonal, i.e., Γ T Γ = Γ Γ T = I p×p . By definition (3.2), we have
Observing that the diagonal entries to D are positive, one obtains
which, combined with the fact that Γ T Γ = I R×R , we obtain max j∈{1,...,p}
as desired. The bound on the variance follows directly from (3.3).
A.2 Proof of Theorems 4, 8 and 9
We first establish Theorem 4, which follows directly from Proposition 2.
A.2.1 Proof of Theorem 4
It follows from Proposition 2 that
which, due to our choice of the ridge penalty parameter λ > 0 in (3.12), is o(1) as N, p → ∞. The claim now follows from (3.10) and the assumption given by (3.13).
Because there is an overlap in the lemmas used to prove Theorems 8 and 9, we present them together. Define u * = X T (y − Xβ * ) ∞ /N .
Under the model given by (2.3), the event u * ≤ λ L (ξ − 1)/(ξ + 1) occurs with probability greater than 1 − ε.
Proof. Define u j = x T j (y − Xβ * )/N . Then u * = max j |u j |. Under model (2.3), we observe that,
It follows from the Gaussianity of u j (in fact, sub-Gaussianity would suffice) that
The second inequality follows from the fact that the columns of X are standardized such that x j 2 2 = N ∀j. For the third inequality, recall that the columns of Z are standardized such that z j 2 2 = n ∀j, which implies that the largest eigenvalue of V(σ * 2 , τ * 2 ), the true covariance of y, satisfies ν max (V(σ * , τ * )) ≤ σ * 2 + τ * 2 qn. The third inequality in (A.3) is obtained by plugging in our choice of λ L (3.28). Employing a union bound, we then have
This is our desired result.
A.2.2 Proof of Lemma 6
We use arguments similar to those employed in the proof of Theorem 3 in Ye and Zhang (2010) . Suppose that u * ≤ λ L . Define h =β L −β * . The Karuhn-Kush-Tucker (KKT) optimality conditions for Lasso is given by
With some rearrangement, the KKT conditions can be rewritten as
withι ∈ R p and ι j = sign(β L j ) if j ∈Ŝ and ι j ∈ [−1, +1] otherwise: the subdifferential which arises from β 1 . Rearranging (A.4) and observing that sign(β L j ) = sign(h j ) for j / ∈ S yields
for all vectors h with sign(h S c ) = sign(h S c ). If we take h = h, one can see that h ∈ C(ξ, S):
On the other hand, setting h to be any vector so that for some j ∈ S c , h j = h j and 0 elsewhere gives
which implies that h ∈ C − (ξ, S). The KKT conditions (A.4) also tell us that
which, when combined with the definition of ζ (3.26) yields
which is the desired result. In the event that u * ≤ λ L (ξ − 1)/(ξ + 1), we have
.
A.2.3 Proof of Lemma 7
The proof is adapted from that of Theorem 3 in Sun and Zhang (2012) . By construction,β L satisfies the KKT conditions from (A.4) which implies that
For A ⊆Ŝ\S, such that |A| ≤ N , the previous inequality implies
Going back to the KKT conditions in (A.4), we have, for arbitrary h ∈ R p ,
which, when combined with the fact that
gives the inequality
Thus, h lies in the cone in (3.25) in the event that u * ≤ λ L (ξ − 1)/(ξ + 1) (by noting that the left-hand side is lower bounded by 0). By definition of κ(ξ, S) from (3.30),
which, when combined with (A.5) implies
by Assumption 2.
A.2.4 Proof of Theorem 8
Suppose that u * ≤ λ L (ξ − 1)/(ξ + 1). Then by Lemmas 6 and 7 and the referenced assumptions within, we have 
See (3.23) and (3.24).
Consider the more interesting scenario where |S\Ŝ| > 0. If S is contained withinŜ, then it is straightforward to show that variance component estimators are consistent (the true model is a submodel of the proposed one). We first prove, under the given assumptions, that |σ 2 − σ * 2 | = o P (1). Write S O = S\Ŝ, 'O' for omitted. Then,
We proceed to show that the three parts to (A.9) satisfy
which would suggest thatσ 2 is indeed consistent for σ * 2 . Note that the term in (A.12) is Bias(
represent the eigendecomposition of I N ×N − PX. We note that the latter is idempotent, implying that the diagonal matrix DX ⊥ , which is of rank N − rank(X), has only 0 and 1s as its eigenvalues. It is straightforward to show that
Statement (A.11) then follows from Chebyshev's inequality.
2. Proving (A.10): Let χ 2 i (1), i = 1, . . . , N − rank(X), be i.i.d random variables following a χ 2 distribution with 1 degree of freedom. Observe that,
Here, (A.14) follows from Lemma 7 and the fact that N N + d + qM , which implies that N − rank(X) → ∞ as M → ∞. Applying the Strong Law of Large Numbers (SLLN) for i.i.d. random variables, we arrive at (A.10).
3. Proving (A.12): We observe that
and we have completed our proof thatσ 2 is consistent under the stated assumptions.
We now demonstrate that the same claim holds forτ 2 . Expanding out y, we obtain, after some algebraic manipulation,
where we have defined Z = (I N ×N − P XŜ )Z. We set out to prove that the terms in (A.15) satisfy
and To avoid repetition, some of the proofs are presented in abbreviated form.
following from (3.32) in Assumption 3 and Assumption 4.
and, using properties of quadratic forms, we have
the latter relation following from (3.33) in Assumption 3. This proves (A.17).
Proving (A.18):
Proof is similar to that of (A.16), as we note that
having applied Assumptions 3 and 4 here.
Proving (A.19):
As for (A.17), using again properties of quadratic forms, we can show that (1), the last relation the result of (3.33) from Assumption 3.
Proving (A.20):
We can rewrite
where B i , i = 1, . . . rank(Z ) are random variables formed as the product of two independent N (0, 1) random variables. Then, 
where the second last relation follows from the proven claim that Bias(σ 2 ) is o(1), (3.32) in Assumption 3 and Assumption 4.
Since the event u * ≤ λ L (ξ − 1)/(ξ + 1) occurs with probability greater than 1 − 1/p → 1 as p → ∞,
as claimed.
A.2.5 Proof of Theorem 9
Suppose that u * ≤ λ L (ξ−1)/(ξ+1), and write S O = S\Ŝ. The OLS fitβ init has a simple closed-form expression:
andβ init S c = 0. Thus, by triangle inequality,
We proceed by first bounding the first term on the right-hand side of (A.22). By Assumption 5, This, in turn, implies that
where the last relation follows from Assumption 2.
We proceed to bound the second component on the right-hand side of (A.22). We observe that
By Lemma 11, the event u * ≤ λ L (ξ−1)/(ξ+1) occurs with probability exceeding 1−1/p. Combined, we obtain the desired result.
A.3 Empirical Evaluation of Assumption 4
To assess the stringency of Assumption 4 compared to the irrepresentability condition (Zhao and Yu, 2006) , we conduct a simulation study similar to Zhao and Yu (2006) , but customized to our mixed linear model setting.
Consider the model y = Xβ * + Zν + ε, with X ∈ R nM ×p and Z ∈ R nM ×qM , β ∈ R p , ν ∈ R p and ε ∈ R nM . We consider q = 2 random effects, M = 25 groups, and n = 20 samples within each group. Among the p fixed effect covariates, we set d to have nonzero coefficients and the rest to have zero coefficients. More specifically, we set β * = (1, . . . , 1 d , 0, . . . , 0 p−d ) .
To assess the stringency of the two assumptions, in each of B = 1000 simulation replications, we randomly generate design matrices X and Z jointly as [X, Z u ] ∼ iid N (0, Σ), where Z u is the unblocked version of Z. The covariance matrix Σ is generated from a Wishart(p+q, I p+q ) distribution, and X and Z are scaled such that x j 2 2 = nM and z j 2 2 = n. Following Zhao and Yu (2006) , we consider p = 2 k for k ∈ {3, 4, . . . , 8}, and set d = tp/8 for t ∈ {1, 2, . . . , 8}.
Let A * be the index of the true active set (hence |A * | = d). Further, let S ⊂ (A * ) c with |S| = min(p − d, p) be a random subset of variables with zero coefficients. For j ∈ A * , let X = [X A * \{j} , X S , Z] be the augmented design matrix, and denote Σ = X X/N .
With the above notations, the irrepresentability condition is satisfied if T IR ≡ max j∈A * T IR,j < 1, where T IR,j = Σ (A * \{j}) c ,A * \{j} Σ (A * \{j}) c ,A * \{j} −1 sign (β * A \{j}) ∞ .
Assumption 4 involves a related quantity, T 4,j = Γ X x j ∞ , where Γ X D X Γ X is the eigen-decomposition of X X X −1 X . However, this assumption is satisfied if T 4 ≡ max j∈A * T 4,j = O(1). Thus, to satisfy Assumption 4, we need a constant C, not dependent on N and p, such that T 4 < C. While C can be any large but fixed constant, in this simulation we consider a moderate value of C = 5.
The proportion of simulated data sets, where the irrepresentability assumption and Assumption 4 are satisfied are shown in Tables 2 and 3, respectively. As in Zhao and Yu (2006) , the results in Table 2 indicate that the irrepresentability assumption can be stringent, especially as the dimension p and the number of nonzero coefficients d increase. In contrast, the results in Table 3 suggest that, for C = 5, Assumption 4 is much more likely to hold. Moreover, the proportion of cases for which this assumption holds does not change with p or d. While the appropriate choice of C is generally unknown, the results in this simulation suggest that even with moderate values (in this case C = 5) Assumption 4 is likely satisfied. (Zhao and Yu, 2006) .
T IR < 1 p = 8 p = 16 p = 32 p = 64 p = 128 p = 256 T 4 < 5 p = 8 p = 16 p = 32 p = 64 p = 128 p = 256 d = p/8 0. 
