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Abstrakt
Tato bakala´rˇska´ pra´ce se zaby´va´ vyuzˇit´ım programu AIMMS prˇi rˇesˇen´ı a sestavova´n´ı opti-
malizacˇn´ıch model˚u. Po teoreticke´m zaveden´ı r˚uzny´ch typ˚u optimalizacˇn´ıch u´loh na´sleduje
uka´zka sestaven´ı modelu u konkre´tn´ıho proble´mu a jeho implementace do programu AI-
MMS. U vsˇech konkre´tn´ıch proble´mu˚ jsou take´ vytvorˇeny pro koncove´ uzˇivatele prˇ´ıjemneˇjˇs´ı
graficka´ rozhran´ı, kde je mozˇno vstupn´ı data modelu snadno upravovat. Da´le jsou prˇilozˇeny
zdrojove´ ko´dy vsˇech popsany´ch programu˚.
Summary
This bachelor’s thesis deals with the usage of system AIMMS for solving and creating
optimization models. After the introduction to theoretical background of optimization
problems there is an example of modeling a selected problem and its implementation to
AIMMS. Each of the selected problems has its graphical user interface where an end user
can simply modify the data of the model. All the source codes of programs described
above are attached.
Klíčová slova
AIMMS, optimalizace, matematicke´ programova´n´ı
Keywords
AIMMS, optimization, mathematical programming
KU˚DELA, J.Optimalizační úlohy v programu AIMMS. Brno: Vysoké učení technické
v Brně, Fakulta strojn´ıho inzˇeny´rstv´ı, 2012. 26 s. Vedouc´ı Ing. Mgr. Eva Zˇampachova´,
Ph.D.
Prohlašuji, že jsem bakalářskou práci vypracoval samostatně a použil jen zdrojů, které
uvádím v přiloženém seznamu literatury.
Jakub Ku˚dela
Děkuji Ing. Mgr. Evě Žampachové, Ph.D., za konzultace a odborné vedení při vypra-
cování této bakalářské práce.
Jakub Ku˚dela
OBSAH
Obsah
1 Úvod 2
2 AIMMS 3
2.1 Vytváření modelu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Vytváření grafického rozhraní . . . . . . . . . . . . . . . . . . . . . . . . . 4
3 Úlohy lineárního programování 5
3.1 Obecná formulace úlohy lineárního programování . . . . . . . . . . . . . . 5
3.2 Příklad - The Reddy Mikks Company . . . . . . . . . . . . . . . . . . . . . 5
3.2.1 Sestavení modelu . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3.2.2 Grafické řešení . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.2.3 Simplexová metoda . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.2.4 Řešení v AIMMSu . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.3 Linear Universal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.3.1 Grafické rozhraní . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.3.2 Citlivostní analýza . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4 Úlohy lineárního celočíselného programování 14
4.1 Obecná formulace úlohy lineárního celočíselného programování . . . . . . . 14
4.2 Příklad - TMark Facilities Location . . . . . . . . . . . . . . . . . . . . . . 15
4.2.1 Sestavení modelu . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.2.2 Řešení v AIMMSu . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
5 Úlohy nelineárního programování 18
5.1 Obecná formulace úlohy nelineárního programování . . . . . . . . . . . . . 18
5.2 Příklad - Proložení měření polynomem . . . . . . . . . . . . . . . . . . . . 18
5.2.1 Sestavení modelu . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5.2.2 Řešení v AIMMSu . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
6 Závěr 20
7 Zdrojové kódy 22
7.1 Reddy Mikks Company . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
7.2 Linear Universal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
7.3 TMark Facilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
7.4 Least Square . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1
1. Úvod
Optimalizace se zabývá hledáním ideálního (optimálního) řešení úloh vzhledem k urči-
tým parametrům (hledání minimálních nákladů, maximálních výtěžků, apod.). S optimali-
začními úlohami se setkáváme především v ekonomii, dopravě, strojírenství, ale například
také ve vojenském průmyslu a vůbec v těch odvětvích lidské činnosti, ve kterých je možné
určit efektivitu řešení daného problému a případně řešení optimalizovat.
Při hledání optimálních řešení je výhodné využívat softwaru, ve kterém dokážeme daný
problém modelovat a pomocí řešičů v tomto softwaru obsažených najít optimální řešení.
Mezi takovéto softwary patří GAMS, který je na naší fakultě hojně využíván, a také AI-
MMS, který zatím tak používaný není.
Cílem této práce je právě názorná ukázka modelování různých typů optimalizačních
úloh v programu AIMMS, nalezení výhod, které nám práce v AIMMSu přináší, a také
určité porovnání práce s AIMMSem a GAMSem. Navíc uvedeme i nezbytnou teorii po-
třebnou k zavedení daných typů optimalizačních úloh (v našem případě lineárních, celo-
číselných a nelineárních).
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2. AIMMS
AIMMS (Advanced Interactive Multidimensional Modeling System) je software určený
k modelování a řešení optimalizačních problémů. Obsahuje jak programovací jazyk pro
popis a řešení modelů, tak vývojářské prostředí, které umožňuje tvorbu grafického rozhra-
ní, čímž umožňuje tvůrci modelu vytvořit takové grafické prostředí, ve kterém se koncový
uživatel bude moci snadno orientovat a jednoduše v něm měnit data, bez nutnosti znát
syntax programovacího jazyka. V následujících odstavcích se budeme zabývat implemen-
tací matematického modelu a tvorbou grafického rozhraní v AIMMSu. Více o syntaxi
jazyka, použitých řešičích, nahrávání dat z programů typu Excel a vůbec možnostech
AIMMSu viz [3] a [4].
2.1. Vytváření modelu
Základními prvky optimalizačních modelů, na jejichž přesné vytváření se zaměříme v ná-
sledujících kapitolách, jsou proměnné (variables), parametry (parameters), množiny (sets)
a omezení (constraints). K jejich zavedení slouží v AIMMSu jednoduchý postup. V ”Model
Exploreru” vybereme sekci ”Declaration” a po kliknutí na ”[Insert new Identifier here]” se
nám zobrazí všechny prvky modelu, které AIMMS umožňuje aplikovat. Po vybrání prvku
přecházíme na okno s jeho charakteristikami.
U množin zde nastavujeme např. index, kterým se na danou množinu budeme odka-
zovat, dále určíme prvky množiny a to buď výčtem nebo pomocí ”Definition”, kde je nám
kupříkladu umožněno pomocí procedury ”ElementRange” dynamicky měnit počet prvků
množiny a tedy i velikost modelu (názornou ukázkou je program Linear Universal uvedený
v kapitole 3).
Proměnným můžeme vybrat celočíselný nebo spojitý charakter, případně i rozsah mno-
žiny, z níž budou brány (nezápornost, binaritu apod.). Účelovou funkci zavádíme definicí
(Definition) také jako proměnnou.
Parametry mohou být skaláry, vektory, matice i vícedimenzionální matice - záleží jen
na počtu množin, na kterých jsou závislé (dobrým příkladem je matice parametru ”cena
za jeden hovor z call centra i do oblasti j” z příkladu TMark Facilities v kapitole 4).
Omezení definujeme jako rovnosti či nerovnosti. Opět u nich můžeme nastavit mno-
žinu, pro kterou mají platit (například, že množství zboží dovezeného do skladu musí být
menší než kapacita daného skladu pro všechny sklady z dané množiny).
Po sestavení modelu je třeba vytvořit matematický program pro jeho řešení. V AI-
MMSu tento program vytvoříme stejným způsobem, jakým jsme zadávali předchozí prvky
modelu (je v nabídce prvků modelu). Po jeho vytvoření mu nastavíme požadované vlast-
nosti, tedy zda se jedná o minimalizaci nebo maximalizaci, z proměnných mu vybereme
účelovou funkci, nastavíme omezení a proměnné, které má zahrnovat (většinou chceme,
aby je zahrnoval všechny), a můžeme zvolit typ úlohy (lineární, celočíselná, apod. nebo
nechat jej automaticky rozhodnout za nás).
Teď už zbývá jen model vyřešit, což provedeme v ”Main Execution”, kde napíšeme
”solve (název matematického programu);”. Na výsledné řešení se můžeme podívat tak, že
v ”Tools - Diagnostic Tools” spustíme ”Math Program Inspector”.
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2.2. VYTVÁŘENÍ GRAFICKÉHO ROZHRANÍ
2.2. Vytváření grafického rozhraní
Tvorba grafického rozhraní v ”Page Manageru” je velice intuitivní a přehledná.
AIMMS nabízí množství různých nastavení stránek, tabulek, grafů, tlačítek a dalších
jiných objektů. Umožňuje tak okamžité a pro koncového uživatele lehce pochopitelné
prohlížení řešení modelu, stejně jako snadnou úpravu vstupních dat. Jak takové grafické
rozhraní vypadá, si ukážeme na modelech praktických úloh v dalších kapitolách.
Obrázek 2.1: Výběr prvků a detail nastavení
Obrázek 2.2: Výběr objektů a nastavení tabulky
4
3. Úlohy lineárního programování
Lineární programování se zabývá problémy souvisejícími s hledáním vázaných extrémů
lineárních funkcí více proměnných, jejichž omezující podmínky mají tvar lineárních rovnic
a nerovnic.
Kromě řešení úloh pomocí programu AIMMS uvedeme stručné řešení vybrané jednodu-
ché úlohy pomocí grafického řešení (kvůli jeho srozumitelnosti) a simplexové metody (kvůli
její univerzálnosti). Podrobnější popis grafického řešení i simplexové metody viz [5] nebo
[6].
3.1. Obecná formulace úlohy lineárního programování
Nechť x = (x1, x2, ..., xn)T ∈ Rn, c = (c1, c2, ..., cn)T ∈ Rn,b = (b1, b2, ..., bm)T ∈ Rm a A
je matice typu m× n s prvky aij ∈ R pro všechna i = 1, ...,m, j = 1, ..., n. Potom úlohu
min cTx, (3.1)
za podmínky Ax ≤ b
nazveme minimalizační úlohou lineárního programování. Množinu, která splňuje soustavu
nerovnic, nazveme množinou přípustných řešení.
Alternativní sumační zápis:
minimalizovat
∑n
j=1 cjxj,
za podmínek
∑n
j=1 aijxj ≤ bi , i = 1, ...,m.
Změnu minimalizační úlohy na úlohu maximalizační lze provést následujícím způsobem:
min cTx = −max(−cTx).
Podobně otočení nerovností lze provést vhodnou volbou koeficientů matice A.
3.2. Příklad - The Reddy Mikks Company
Na tomto jednoduchém příkladu si ukážeme konstrukci matematického modelu a způsoby
řešení. Příklad byl vybrán z [6].
Společnost Reddy Mikks vyrábí interiérové a fasádní barvy ze surovin M1 a M2. Ná-
sledující tabulka obsahuje základní data problému.
tun suroviny na tunu maximální denní
fasádní barvy interiérové barvy dostupnost (tuny)
M1 6 4 24
M2 1 2 6
zisk z tuny ($ 1000) 5 4
Průzkum trhu ukázal, že maximální denní poptávka po interiérové barvě jsou 2 tuny. Na-
víc denní poptávka po interiérové barvě nesmí překročit tu po fasádní o více než 1 tunu.
Společnost chce najít takové nastavení výroby, při kterém bude mít největší zisk.
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3.2. PŘÍKLAD - THE REDDY MIKKS COMPANY
3.2.1. Sestavení modelu
Matematický model se skládá ze tří základních prvků:
1. Proměnných, které chceme určit.
2. Účelové funkce, kterou optimalizujeme.
3. Podmínek (omezení), které musíme splnit.
V našem příkladu potřebujeme určit, jaké množství fasádní a interierové barvy se má
vyrobit. Proměnné proto definujeme jako
x1 = množství vyrobené fasádní barvy (t),
x2 = množství vyrobené interierové barvy (t),
Naším cílem je co nejvíce zvýšit (maximalizovat) denní zisk společnosti. Pokud z repre-
zentuje denní zisk (v tisících $), dostáváme:
z = 5x1 + 4x2.
Účelová funkce je tedy:
z = 5x1 + 4x2.
Jako poslední nám zbývá určit omezení, která jsou s výrobou spojená. Tyto se týkají
maximálního použití surovin a poptávce po jednotlivých barvách:
6x1 + 4x2 ≤ 24, (Použití suroviny M1)
x1 + 2x2 ≤ 6, (Použití suroviny M2)
−x1 + x2 ≤ 1, (1. omezení kvůli poptávce)
x2 ≤ 2, (2. omezení kvůli poptávce)
x1 , x2 ≥ 0. (Nelze vyrobit záporné množství)
Kompletní model se zapíše jako
Maximalizovat z = 5x1 + 4x2
za podmínek
6x1 + 4x2 ≤ 24,
x1 + 2x2 ≤ 6,
−x1 + x2 ≤ 1,
x2 ≤ 2,
x1 , x2 ≥ 0.
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3.2. PŘÍKLAD - THE REDDY MIKKS COMPANY
3.2.2. Grafické řešení
1. krok: Určení množiny přípustných řešení M .
Pomocí soustavy nerovnic z podmínek určíme množinu všech x = (x1, x2), které tyto
nerovnice splňují.
Obrázek 3.1: Určení M
2. krok: Určení optimálního řešení.
K tomu použijeme skutečnost, že vektor ∇z, tedy směr největšího růstu funkce z, je kvůli
lineárnosti úlohy ve všech bodech x stejný: ∇z = (5, 4). Naopak ve směru vrstevnice
účelové funkce se její hodnota nemění. Určení optimálního řešení spočívá tedy v nalezení
bodu, který leží na vrstevnici a z celé množiny M má na této vrstevnici nejvyšší hodnotu
z.
Obrázek 3.2: Řešení
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3.2. PŘÍKLAD - THE REDDY MIKKS COMPANY
3.2.3. Simplexová metoda
Úlohu lineárního programování musíme nejprve transformovat do standardního tvaru, ve
kterém:
1. Všechny podmínky jsou ve tvaru rovností s nezápornou pravou stranou (s výjimkou
těch, které zaručují nezápornost proměnných).
2. Všechny proměnné jsou nezáporné.
3. Úloha je minimalizačního typu.
Převod nerovností na rovnosti provedeme přidáním nových nezáporných proměnných.
Jako ukázku zvolíme převod našeho příkladu. Místo standardní minimalizace budeme
uvažovat maximalizaci.
Maximalizovat z = 5x1 + 4x2
za podmínek
6x1 + 4x2 ≤ 24,
x1 + 2x2 ≤ 6,
−x1 + x2 ≤ 1,
x2 ≤ 2,
x1 , x2 ≥ 0.
Standardní tvar:
Maximalizovat z = 5x1 + 4x2
za podmínek
6x1 + 4x2 + s1 = 24,
x1 + 2x2 + s2 = 6,
−x1 + x2 + s3 = 1,
x2 + s4 = 2,
x1, x2, s1, s2, s3, s4 ≥ 0.
V případě nerovnosti ≥ proměnnou s odečteme:
3x ≥ 5 přechází na
3x − s = 5,
x, s ≥ 0.
Pokud nám vystupuje v modelu neomezená proměnná, poradíme si s ní tak, že ji rozložíme
na rozdíl její kladné a záporné části:
xi = x
+
i − x−i ,
x+i , x
−
i ≥ 0.
Standardní tvar obsahuje soustavu m lineárních rovnic o n neznámých (m < n).
Proměnné n rozdělíme do dvou množin:
(a) n−m proměnných, kterým přiřadíme nulovou hodnotu,
(b) zbylých m proměnných, jejichž hodnoty jsou určeny řešením soustavy rovnic.
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3.2. PŘÍKLAD - THE REDDY MIKKS COMPANY
Pokud má soustava jediné řešení, pak m vybraných proměnných nazveme bázové pro-
měnné a zbylých m−n nazveme nebázové proměnné. V tomto případě tvoří jediné řešení
soustavy bázové řešení. Pokud všechny proměnné nabývají nezáporných hodnot, jde o
řešení přípustné. Pokud tomu tak není, řešení je nepřípustné.
Standardní tvar zapíšeme do následující tabulky:
z x1 x2 s1 s2 s3 s4 řešení
z 1 -5 -4 0 0 0 0 0
s1 0 6 4 1 0 0 0 24
s2 0 1 2 0 1 0 0 6
s3 0 -1 1 0 0 1 0 1
s4 0 0 1 0 0 0 1 2
Přidané proměnné s1, s2, s3, s4 nám jasně určují počáteční bázové řešení - po přiřazení
hodnoty 0 proměnným x1, x2 dostáváme s1 = 24, s2 = 6, s3 = 1 a s4 = 2. Hodnota funkce
z je v tomto případě 0.
Zda je řešení optimální, lze určit z funkce z = 5x1+4x2. Pokud jsou koeficienty u všech
proměnných záporné, jedná se o optimální řešení maximalizační úlohy (u minimalizační
musí být všechny kladné). V našem případě se tedy o optimální řešení nejedná. Musíme
tedy najít jinou bázi.
Dalším bodem simplexového algoritmu je určení tzv. vstupující a vystupující pro-
měnné, což je proces, který nám určí novou bázi. Vstupující proměnnou vybereme z ne-
bázových tak, aby nám zvyšovala hodnotu z co nejvíce. V našem případě tedy vybereme
x1. Vystupující proměnnou určíme z následující tabulky:
bázové x1 řešení poměr
s1 6 24 246 = 4 (minimum)
s2 1 6 61 = 6
s3 -1 1 −11 = −1 (ignorujeme)
s4 0 2 20 = ∞ (ignorujeme)
Vybereme tu proměnnou, u které má poměr řešení
x1
nejmenší nezápornou hodnotu. V na-
šem případě je vystupující proměnnou s1. Vstupující a vystupující proměnná nám
v tabulce určí pivotní sloupec, pivotní řádek a pivotní element:
z x1 x2 s1 s2 s3 s4 řešení
z 1 -5 -4 0 0 0 0 0
s1 0 6 4 1 0 0 0 24 pivotní řádek
s2 0 1 2 0 1 0 0 6
s3 0 -1 1 0 0 1 0 1
s4 0 0 1 0 0 0 1 2
pivotní
sloupec
Nové bázové řešení najdeme následujícím způsobem (Gauss-Jordanova eliminace):
1. Pivotní řádek:
nový pivotní řádek = stávající pivotní řádek / pivotní element,
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2. Všechny ostatní řádky, včetně z
nový řádek = (stávající řádek) - (koeficient v piv. sloupci)×(nový piv. řádek).
Nová tabulka, korespondující s novým bázovým řešením (x1, s2, s3, s4):
z x1 x2 s1 s2 s3 s4 řešení
z 1 0 −23 56 0 0 0 20
x1 0 1 23
1
6 0 0 0 4
s2 0 0 43 −16 1 0 0 2
s3 0 0 53
1
6 0 1 0 5
s4 0 0 1 0 0 0 1 2
Opět vidíme, že při přiřazení hodnoty 0 nebázovým proměnným x2, s1 , dostáváme jednodu-
še nové bázové řešení (x1 = 4, s2 = 2, s3 = 5, s4 = 2). Hodnota funkce z nám vzrostla na
z = 20. Dále zkontrolujeme, jestli je řešení optimální. Transformovaná funkce z
z =
2
3
x2 − 56s1 + 20
má kladný koeficient u proměnné x2. Toto bázové řešení také není optimální. Za novou
vstupující proměnnou tedy vybereme x2.
bázové x2 řešení poměr
x1
2
3 4 6
s2
4
3 2
3
2
s3
5
3 5 3
s4 1 2 2
Vystupující proměnnou je s2. Pivotním elementem jsou 43 . Opět provedeme Gauss-Jordanovu
eliminaci a dostaneme následující tabulku:
z x1 x2 s1 s2 s3 s4 řešení
z 1 0 0 34
1
2 0 0 21
x1 0 1 0 14 −12 0 0 3
x2 0 0 1 −18 34 0 0 32
s3 0 0 0 38 −54 1 0 52
s4 0 0 0 18 −34 0 1 12
Toto bázové řešení již je optimální:
x1 = 3, x2 =
3
2
, z = 21.
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3.2.4. Řešení v AIMMSu
Provedli jsme sestavení modelu, tedy zavedení všech proměnných, podmínek a parametrů,
jak jsme ukázali v kapitole 2.
Dalším krokem bylo vytvoření grafického rozhraní pro koncového uživatele. Koncový
uživatel zde má možnost dynamicky upravovat data podmínek a parametrů a provádět
tak malé změny modelu bez nutnosti jakkoli zasahovat přímo do deklarace proměnných,
která pro něj není tak přehledná.
Obrázek 3.3: Grafické rozhraní v AIMMSu
Po zmáčknutí tlačítka ’Optimize’ se tedy provede výpočet optimálního řešení úlohy
s daty z tabulek sekce ’Inicializace’ a v sekci ’Výsledek’ se objeví optimální řešení (pokud
existuje) a jemu příslušná hodnota účelové funkce.
Jak vidíme, AIMMS dává pro stejná data stejné řešení úlohy jako simplexová metoda
a grafické řešení.
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3.3. Linear Universal
Díky tomu, jak jsou úlohy lineárního programování formulovány (vztah (3.1)), bylo možné
v AIMMSu vytvořit univerzální program, ve kterém může koncový uživatel přímo v gra-
fickém rozhraní vytvářet vlastní model. S onou univerzálností se však pojí dvě omezení,
na které je třeba při modelování v Linear Universal dávat pozor:
1. Všechny nerovnosti jsou tvaru ≤. Pokud náš model obsahuje podmínky s nerov-
nostmi ≥ nebo =, je třeba je převést.
2. Všechny proměnné (složky vektoru proměnných) jsou definovány na celém R. Při
požadavku na nezápornost i−té proměnné je tedy třeba přidat podmínku: −xi ≤ 0.
3.3.1. Grafické rozhraní
Po zadání požadovaného počtu proměnných a podmínek se nám automaticky vygenerují
vektory c, b i matice A. Jediným úkolem pak je zadat do těchto objektů data.
Obrázek 3.4: Linear Universal
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3.3.2. Citlivostní analýza
Model úlohy lineárního programování je zachycením reálné situace, ve které jsou para-
metry modelu (koeficienty aij, bi a cj) brány jako statické. Je přirozené, že nás zajímá,
jaký vliv bude mít změna těchto parametrů na optimální řešení modelu. Toto prozkou-
mání modelu nazveme citlivostní analýzou. V našem případě se budeme zabývat možnou
změnou jednoho z koeficientů bi nebo cj.
U vektoru b to provedeme následovně: Ve výběru určíme, kterou složku chceme mě-
nit (její aktuální hodnota se nám ihned zobrazí v tabulce pod výběrem). Zadáme horní
a spodní hranici, mezi kterými chceme složku měnit, a počet ekvidistantních kroků mezi
těmito hranicemi. Po spuštění analýzy se nám vykreslí graf závislosti optimální hodnoty
účelové funkce na zvolené složce vektoru b. Změnu složky vektoru cT provedeme analo-
gicky.
Více o citlivostní analýze viz [6].
Obrázek 3.5: Citlivostní analýza
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4. Úlohy lineárního celočíselného
programování
Lineární celočíselné programování se stejně jako lineární programování zabývá hledá-
ním vázaných extrémů lineárních funkcí více proměnných s tím rozdílem, že některé složky
vektoru proměnných x jsou celočíselné. Omezující podmínky jsou opět ve tvaru lineárních
rovnic a nerovnic. Typickým příkladem je problém obchodního cestujícího. Náš příklad
TMart Facilities Location byl vybrán z [5].
Více o různých typech takovýchto úloh a o metodách řešení se lze dočíst v [5].
4.1. Obecná formulace úlohy lineárního celočíselného
programování
Nechť xr = (x1, ..., xk)T ∈ Rk,xz = (xk+1, ..., xn)T ∈ Zn−k,x = (xr,xz)T , c = = (c1, c2, ..., cn)T ∈
Rn,b = (b1, b2, ..., bm)T ∈ Rm a A je matice typu m × n s prvky aij ∈ R pro všechna
i = 1, ...,m, j = 1, ..., n. Potom úlohu
min cTx,
za podmínky Ax ≤ b
nazveme minimalizační úlohou lineárního celočíselného programování.
Opět lze použít alternativní sumační zápis:
minimalizovat
∑n
j=1 cjxj,
za podmínek
∑n
j=1 aijxj ≤ bi , i = 1, ...,m.
Pokud je k = 0 nazveme úlohu úlohou ryze celočíselnou, v ostatních případech smíšeně
celočíselnou. Zvláštní skupinu ještě tvoří tzv. úlohy binárního programování, kde některé
složky vektoru proměnných x nabývají pouze hodnot 0 a 1.
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4.2. Příklad - TMark Facilities Location
Obrázek 4.1: TMark Facilities Location
Firma Tmark zprostředkovává telemarketingové služky. Nyní potřebuje rozšířit své půso-
bení o 14 nových oblastí a proto potřebuje na některých z 8 předem vybraných míst
postavit nová call centra. Protože ceny hovorů mezi jednotlivými oblastmi velmi kolísají,
stejně jako náklady na provoz call center v různých oblastech, je správné rozhodnutí
o postavení či nepostavení jednotlivých center velice důležité.
Naším úkolem je tedy minimalizovat náklady na provoz a hovory s tím, že musíme splnit
následující podmínky:
1. Uspokojit poptávky po počtu hovorů v jednotlivých oblastech.
2. Každé oblasti bude přiřazeno právě jedno call centrum.
3. Počet hovorů zprostředkovaných postaveným call centrem musí být mezi minimál-
ním a maximálním operačním limitem.
V následující tabulce nalezneme poptávku po počtu hovorů v jednotlivých oblastech
a ceny za jeden hovor pro danou oblast a call centrum:
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Možná umístění call centra
Oblast 1 2 3 4 5 6 7 8 Poptávka
1 1.25 1.40 1.10 0.90 1.50 1.90 2.00 2.10 250
2 0.80 0.90 0.90 1.30 1.40 2.20 2.10 1.80 150
3 0.70 0.40 0.80 1.70 1.60 2.50 2.05 1.60 1000
4 0.90 1.20 1.40 0.50 1.55 1.70 1.80 1.40 80
5 0.80 0.70 0.60 0.70 1.45 1.80 1.70 1.30 50
6 1.10 1.70 1.10 0.60 0.90 1.30 1.30 1.40 800
7 1.40 1.40 1.25 0.80 0.80 1.00 1.00 1.10 325
8 1.30 1.50 1.00 1.10 0.70 1.50 1.50 1.00 100
9 1.50 1.90 1.70 1.30 0.40 0.80 0.70 0.80 475
10 1.35 1.60 1.30 1.50 1.00 1.20 1.10 0.70 220
11 2.10 2.90 2.40 1.90 1.10 2.00 0.80 1.20 900
12 1.80 2.60 2.20 1.80 0.95 0.50 2.00 1.00 1500
13 1.60 2.00 1.90 1.90 1.40 1.00 0.90 0.80 430
14 2.00 2.40 2.00 2.20 1.50 1.20 1.10 0.80 200
V další tabulce jsou uvedeny provozní náklady jednotlivých call center:
Call centrum 1 2 3 4 5 6 7 8
Náklady 2000 7000 3600 1600 3000 4600 9000 2000
Posledními parametry jsou minimální operační limit 1500 hovorů a maximální operační
limit 5000 hovorů.
4.2.1. Sestavení modelu
I = množina call center
J = množina oblastí
pj = poptávka hovorů v oblasti j, j ∈ J
ni = náklady na provoz call centra i, i ∈ I
ci,j = cena za jeden hovor z call centra i do oblasti j
xi,j =
{
1 call centrum i přiřazeno oblasti j
0 jinak
yi =
{
1 call centrum i postaveno
0 jinak
Minimalizovat
8∑
i=1
14∑
j=1
(pj · ci,j · xi,j) +
8∑
i=1
(ni · yi)
za podmínek ∑8
i=1 xi,j = 1 , pro ∀j ∈ J,∑14
j=1(pj · xi,j) ≤ 5000yi , pro ∀i ∈ I,∑14
j=1(pj · xi,j) ≥ 1500yi , pro ∀i ∈ I,
xi,j ∈ {0, 1} , pro ∀i ∈ I, j ∈ J,
yi ∈ {0, 1} , pro ∀i ∈ I.
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4.2.2. Řešení v AIMMSu
Sestavili jsme model a vytvořili grafické rozhraní, ve kterém má uživatel možnost libo-
volně upravovat data a tím sledovat chování řešení při výchylkách cen za hovor nebo
poptávkách po hovorech.
Oproti původním modelu jsme ještě přidali uživateli možnost měnit počet oblastí i call
center, určovat maximální operační limit pro každé call centrum zvlášť a zvolit maximální
počet oblastí zpracovaných jedním call centrem. Tím se náš program stal daleko univer-
zálnějším.
Řešení ve formě tabulky ve spodní části grafického rozhraní nám ukazuje, které call
centra je výhodné postavit a které oblasti má dané call centrum zpracovávat.
Přidané (upravené) podmínky:
c = počet call center,
l = počet oblastí,
maxopi = maximální operační limit call centra i,
maxobl = maximální počet oblastí na jedno call centrum,
∑c
i=1 xi,j = 1 , pro ∀j ∈ J,∑l
j=1 xi,j ≤ maxobl , pro ∀i ∈ I,∑l
j=1(pj · xi,j) ≥ 1500yi , pro ∀i ∈ I,∑l
j=1(pj · xi,j) ≤ maxopi · yi , pro ∀i ∈ I.
Obrázek 4.2: Program TMark
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5. Úlohy nelineárního programování
V úlohách nelineárního programování je opět našim cílem nalezení volných nebo váza-
ných extrémů funkcí. Tyto funkce jsou, jak už název napovídá, ovšem obecně nelineární
a také omezující podmínky mají tvar obecně nelineárních nerovnic.
O metodách řešení těchto úloh a jejich reálných aplikacích se můžeme dočíst v [1].
5.1. Obecná formulace úlohy nelineárního programo-
vání
Nechť x = (x1, x2, ..., xn)T ∈ Rn, f(x) : Rn → R, gi(x) : Rn → R pro všechna i =
= 1, ...,m. Potom úlohu:
min f(x),
za podmínek gi(x) ≤ 0, i = 1, ...,m
nazveme minimalizační úlohou nelineárního programování.
5.2. Příklad - Proložení měření polynomem
Naším úkolem je vytvořit model, který minimalizuje odchylku prokládané křivky od n
naměřených hodnot metodou nejmenších čtverců. Prokládaná křivka bude polynomem
k-tého stupně. Hledáme tedy koeficienty a0, ..., ak polynomu p(x) =
∑k
i=0 aix
i.
5.2.1. Sestavení modelu
xj = x-ová složka j-tého měření, j = 1, ..., n
yj = y-ová složka j-tého měření, j = 1, ..., n
ai = i-tý koeficient polynomu p(x), ai ∈ R, i = 0, ..., k
Minimalizovat
n∑
j=1
(
k∑
i=0
aix
i
j − yj)2.
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5.2.2. Řešení v AIMMSu
Opět jsme sestavili model a vytvořili grafické rozhraní. V matematickém programu jsme
navíc určili typ úlohy jako NLP.
Grafické rozhraní obsahuje volitelné parametry ”pocet mereni” (udává počet bodů,
pro které budeme proložení konstruovat) a ”stupen polynomu”. V tabulce pod těmito
parametry potom zadáme souřadnice bodů. Po stisknutí tlačítka ”Optimize” se provede
výpočet optimálního řešení a výsledné koeficienty ai, i = 0, ..., k, se zobrazí v tabulce
”koef”. Parametr ”Least Square” nám potom udává nejmenší nalezený součet čtverců
odchylek (tzv. reziduální součet čtverců), tedy Least Square =
∑n
j=1(
∑k
i=0 aix
i
j − yj)2.
V grafu si pak můžeme prohlédnout jak zadané body, tak proloženou křivku.
Obrázek 5.1: Program Least Square
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6. Závěr
V práci jsme ukázali využití programu AIMMS při modelování a řešení různých typů
optimalizačních úloh. Velkou předností AIMMSu se ukázala možnost tvorby grafických
rozhraní, ve kterých si koncový uživatel může bez jakékoli znalosti kódování v tomto pro-
gramu jednoduše měnit vstupní data dané úlohy. Toho bylo využito především v programu
Linear Universal z kapitoly 3, kde si uživatel může právě snadnou úpravou vstupních dat
vytvořit libovolný lineární model. Také program Least Square z kapitoly 5 umožňuje díky
této vlastnosti velkou variabilitu (prokládání libovolného počtu bodů zvoleným polyno-
mem). Na druhou stranu je kódování v AIMMSu oproti GAMSu pracnější, neboť je zde
třeba zadávat parametry modelu nejdříve kliknutím pro výběr daného parametru a až po-
tom následuje jeho vlastní zavedení. Díky tomu je i orientace v AIMMSu oproti GAMSu
o něco složitější.
Program AIMMS se tedy ukázal být dobrou alternativou ke GAMSu především v pří-
padech, kdy nás zajímá, jak se bude měnit optimální řešení určitého problému v závislosti
na změně vstupních dat, protože se v něm tato změna provede mnohem snadněji.
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