Yates' continuity correction of the chi-squared test for testing the homogeneity of two binomial proportions in 2 × 2 contingency tables is developed to lower the value of the test statistic slightly. The effect of continuity correction is expected to decrease as the sample size increases. However, in extremely unbalanced 2 × 2 contingency tables, we find some cases where the effect of continuity correction is eccentric and is larger than expected. In such cases, we conclude that the chi-squared test with continuity correction should not be employed as a test statistic in both asymptotic tests and exact tests.
Introduction
Testing the homogeneity of two binomial proportions is one of the most fundamental problems in modern statistics and studies of extremely unbalanced 2 × 2 contingency tables are scant. We often encounter extremely unbalanced 2 × 2 contingency tables in many application fields when we would like to compare the proportions of interest between a very large population and a small population.
The chi-squared test with Yates' continuity correction seems to still be popular and is introduced in many books (for example, Rosner, 2000; Indrayan, 2008) . Therefore, it is important to understand the characteristics of the chi-squared test with Yates' continuity correction. This paper shows that the chi-squared test with Yates' continuity correction has unexpected eccentric properties in extremely unbalanced 2 × 2 contingency tables. Specifically, the effect of continuity correction is expected to be small for large samples. Therefore, it is believed that the use of continuity correction is not an issue in large samples. However, in Sections 3 and 4, we provide some cases in which continuity correction makes quite a significant between the values of the chi-squared test with and without correction. We investigate why such phenomena occur. In Section 5, we discuss the most appropriate statistical tests for analyzing extremely unbalanced 2 × 2 contingency tables. 
Notation and Review
Let X11 and X12 be two independent binomial random variables, X 1k ∼ B(n k , p k ), k = 1, 2. Then we have the following 2 × 2 contingency table: where Rj = Xj1 + Xj2, for j = 1, 2, n = n1 + n2. We wish to test H0 : p1 = p2 = p versus H1 : p1 ̸ = p2 where 0 < p < 1.
Ostensibly, the chi-squared test has been the most popular method for testing the homogeneity of two binomial proportions, if the sample size is neither too small nor extremely unbalanced. 
The chi-squared test is valid when all expected cell frequencies (Eij) are reasonably large. Fisher (1925) argued that the chi-squared test should be used only when min(Eij) > 5. Many textbooks adopt this guideline (for example, Rosner, 2000) .
In order to improve this continuous approximation to a discrete distribution, a continuity correction is sometimes used. Although there are many different types of continuity correction, the following Yates' continuity correction seems to be the most popular (Yates, 1934; Martin Andres and Silva Mato, 1994; Rosner, 2000 )
Eij .
Continuity correction decreases the value of the test statistic and it increases the corresponding pvalue. The correction makes the test more conservative and less likely to reject the null hypothesis. This improves the approximation in some cases but can make the test overly conservative in other cases. There have been debates regarding the use of continuity correction. Grizzle (1967) and Conover (1968 Conover ( , 1974 recommend that the correction for continuity not be applied. They give as their reason an apparent lowering of the actual significance level when the correction is used. A lowered significance level results in a reduction in power. Haviland (1990) also argued against use of Yates' continuity correction. Mantel and Greenhouse (1968) illustrate the inappropriateness of Grizzle's analyses and refute his argument against the use of the correction. It is not the present purpose of this paper to explore the debate. Table 3 .1 displays four 2 × 2 contingency tables whose values of the chi-squared test are similar.
As expected, Table 3 .1 shows that the differences between X 2 and X 2 c decrease as the sample size increases. In Sections 3 and 4, we will show that there are two categories in which the differences between X 2 and X 2 c are greater than expected, although the total sample size is large. The values of X 2 and X 2 c in Table 3 .1 are 4.35 and 3.48, respectively. Considering the total sample size (1, 000, 207), the difference between the values of X 2 and X 2 c (0.87 = 4.35 − 3.48) is larger than expected. When n1 : n2 ∼ 1 : 1000 and n ∼ 10 6 , we find many hypothetical extremely unbalanced 2 × 2 contingency tables whose expected cell frequencies are all greater than five, but there are significantly large differences between the values of X 2 and X 2 c . Table 3 .1 is just one of them. The reason for this phenomenon is that we subtract 0.5 in the numerator of X 2 c . When the value of |Xij − Eij| is large, subtracting 0.5 just makes the value of X 2 c slightly smaller. Especially, when the sample size is large, the differences between the values of X 2 and X 2 c become very small. However, in an extremely unbalanced table such as Table 3 .1 above, the value of |Xij − Eij| is not large in cell (1,1) and it causes a discrepancy between the values of X 2 and X 2 c . Particularly, in Table 3 .1,
The Cases in Which the
We may employ either asymptotic tests or exact tests to analyze Table 3 .1. Since all expected cell frequencies are greater than five (E11 = 5.2, E12 = 5204.8, E21 = 1000.8 and E22 = 993996.2), the chi-square approximation seems to be well justified. In asymptotic tests, the p-values of X 2 and X 2 c are 0.037 and 0.062, respectively, and produce opposite results at a 5% nominal level. Exact tests may be employed as alternatives. However, the values of X 2 (= 4.35) and X 2 c (= 3.48) do not change in exact tests and only exact distributions are used instead of the asymptotic distribution to compute the p-value. So continuity correction makes the chi-squared test very conservative in both asymptotic tests and exact tests. Therefore, we conclude that Yates' continuity correction should not be used in both asymptotic tests and exact tests to analyze Table 3.1. In Section 5, we will discuss which method is the most appropriate for analyzing data in Table 3 .1. (2006) found that the size of the chi-squared test with continuity correction is much greater than the nominal level in extremely unbalanced 2 × 2 contingency tables. This result group 1  group 2  Totals  response  0  3  3  no response  1000  99397  100397  Totals  1000  99400  100400 motivates the search for extremely unbalanced 2 × 2 contingency tables in which the chi-squared test with continuity correction produces huge values. We found many examples without difficulty and the following table is just one example.
The Cases in Which the Values of X
The values of X 2 and X 2 c are 0.03 and 7.47, respectively. Since two sample proportions are almost identical (X11/n1 = 0 and X12/n2 = 3.02 × 10 −5 ), the result of X 2 c is absurd. The reason that X 2 c produces an absurd result can be explained as follows. Since we have X11 = 0 and E11 = 3 × 1000/100400 = 0.03,
That is, when X11 = 0, 0.5 in the numerator of X 2 c inflates the value of X 2 c . Note that some expected cell frequencies are smaller than five (E11 = 0.03 and E12 = 2.97). Therefore, the value of X 2 c will not be compared with the 95% percentile of the chi-square distribution with one degree of freedom. However, exact tests can be used as alternatives. For data in Table  4 .1, if exact tests are employed with X 2 c as a test statistic, the result is misleading.
Discussion
The question of which statistical tests are the most appropriate for analyzing Tables 3.1 and 4.1 could be interesting for future research. In Table 3 .1, since all expected cell frequencies are greater than five, the chi-square approximation seems to be valid. However, Kang et al. (2006) showed that the chi-squared test with and without continuity correction may have inflated type I error in an extremely unbalanced 2 × 2 contingency table when the common success probability is very small. Specifically, the inflation of type I error rates depends on both the sample ratio (n2/n1) and the common success probability (p). Since the common success probability is unknown, it is not easy to ensure that the type I error rates are well controlled under the nominal level. Therefore, we think that exact tests are safer ways to analyze Table 3 .1 than asymptotic tests. In addition, since some expected cell frequencies are very small in It takes less than one second to conduct a conditional exact chi-squared test for Tables 3.1 and 4.1 with StatXact on a personal computer. However, the unconditional exact chi-squared test is not feasible with StatXact because the total sample size is too large. Recently, Kang and Ahn (2008) showed that the conditional exact chi-squared test is more powerful than the unconditional exact chi-squared test in extremely unbalanced 2 × 2 contingency tables when the sample ratio is greater than 20. Martin Andres and Silva Mato (1994) and Martin Andres et al. (1998) investigated the optimal unconditional exact test when the sample size is not large. It is of interest to find a test statistic in exact tests which produce the greatest power in extremely unbalanced 2 × 2 contingency tables. The chi-squared test with continuity correction should not be employed as a test statistic in exact tests for extremely unbalanced 2 × 2 contingency tables.
