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摘　要　目前，循环神经网络（ｒｅｃｕｒｒｅｎｔ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ，ＲＮＮ）已经被广泛应用于自然语言处理的文本
序列语义表示建模．对于没有词语分隔符的语言，例如中文，该网络以经过分词预处理的词序列作为标
准输入．然而，非最优的分词粒度和分词错误会对句子语义表示建模产生负面作用，影响后续自然语言
处理任务的进行．针对这些问题，提出基于带权词格的循环神经网络模型．该模型以带权词格作为输入，
在每个时刻融合多个输入向量和对应的隐状态，融合生成新的隐状态．带权词格是一种包含指数级别分
词结果的压缩数据结构，词格中的边权重在一定程度上体现了不同分词结果的一致性．特别地，利用词
格权重作为融合函数中权重建模的监督信息，进一步提升了模型句子语义表示的学习效果．相比于传统
循环神经网络，该模型不仅能够缓解分词错误对句子语义建模产生的负面影响，同时使得语义建模具有
更强的灵活性．在情感分类和问句分类２个任务上的实验结果证明了该模型的有效性．
关键词　带权词格；循环神经网络；句子语义建模；情感分类；问句分类
中图法分类号　ＴＰ３９１
　　如何生成高质量的句子语义表示一直是自然语
言处理的核心问题之一．由于现实中自然语言句子
的数量是无限的，因此，我们训练好的模型往往需要
处理从未在训练语料中出现过的句子．对此，传统方
法通常以高频词或多元词串为基础来表示句子，然
后在此基础上进行各种运算，以获得表示句子语义
的向量．然而，这 些 方 法 往 往 需 要 人 工 事 先 定 义 特
征，所以建模效率较为低下．近年来，随着深度学习
研究及其应用的快速发展［１］，学术界和产业界将目
光转向了神经网络，通过构建深度神经网络来学习
句子的语义表示［２］，以应用到后续的自然语言处理
任务中．
在基于深度学习的句子语义表示建模方面，循
环神经网络（ｒｅｃｕｒｒｅｎｔ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋｓ，ＲＮＮｓ）［３］
得到了广泛 应 用．相 比 于 传 统 的 非 神 经 网 络 模 型，
ＲＮＮ能够保存序列的历史信息，因此对长序列文本
具有更好的建模能力．特别地，ＲＮＮ的一些变种，例
如ＬＳＴＭ（ｌｏｎｇ　ｓｈｏｒｔ　ｔｅｒｍ　ｍｅｍｏｒｙ）［４］和ＧＲＵ（ｇａｔｅｄ
ｒｅｃｕｒｒｅｎｔ　ｕｎｉｔ）［５］，进 一 步 引 入 门 机 制 （ｇａｔｉｎｇ
ｍｅｃｈａｎｉｓｍ）来控制信息流动，提高捕获序列内部长
距离依赖的能力．针对中文等没有天然词语分隔符
的语言，神经网络模型有２种实现句子语义建模的
方案：第１种方案直接建模字序列．该方法忽略词语
的边界信息，不需要分词，而这一信息对于建模字、
词之间的组合关系至关重要；第２种方案则先进行
分词，然后以 词 为 单 位 来 建 模．该 方 法 同 样 存 在 缺
陷：一方面，分词工具产生的错误分词对句子的结构
造成破坏，并通过错误传播的形式对后续的表示建
模产生负面影响；另一方面，使用单一的词序列来表
示句子，使得文本表示建模缺乏灵活性．因此，对于
中文等语言，如 何 利 用ＲＮＮ来 提 高 句 子 语 义 表 示
建模的质量是一个有待深入研究的重要问题．
针对上述问题，本文提出基于带权词格的循环
神经网络模型．词格是一个能够容纳多种分词结果
的压缩数据结构，与单一分词结果相比，它具有丰富
的表示能力．目前，词格已经广泛地应用于许多自然
语言处理任务当中，并取得了很好的效果，例如机器
翻译［６］和语音识别［７］．通过基于带权 词 格 进 行 句 子
语义表示建模，我们期望提出的模型可以减轻分词
错误造成的错误传播，同时也能使句子语义表示建
模具备更强的灵活性．在本文工作中，我们提出了２
种基于带权词 格 的ＧＲＵ神 经 网 络 模 型：１）基 于 带
权词 格 的 浅 层 融 合 循 环 神 经 网 络 模 型（ｓｈａｌｏｗ
ｗｅｉｇｈｔｅｄ　ｗｏｒｄ　ｌａｔｔｉｃｅ　ＲＮＮ，ＳＷＷＬ－ＲＮＮ），该 模
型直接对多 个 分 词 输 入 和 相 应 的 前 隐 状 态 进 行 融
合，再输入到标准的ＲＮＮ单元生成当前隐状态；２）
基于带权词格的深层融合循环神经网络模型（ｄｅｅｐ
ｗｅｉｇｈｔｅｄ　ｗｏｒｄ　ｌａｔｔｉｃｅ　ＲＮＮ，ＤＷＷＬ－ＲＮＮ）．不 同
于ＳＷＷＬ－ＲＮＮ，该模 型 先 根 据 每 个 分 词 输 入 和 相
应的前隐状态分别产生各自的当前隐状态，然后再对
这些隐状态进行融合，生成最终的当前隐状态．显然，
２种模型都以融合函数为核心．因此，针对隐状态的
融合函数，本文尝试了４种不同的融合策略：
１）池化（ｐｏｏｌｉｎｇ）融合函数；
２）门机制融合函数；
３）基于词格边权重的融合函数；
４）融入词格边权重的门机制融合函数．
最后，我们在情感分类和问句分类实验上，分析
对比了２种模型、４种融合策略的效果．实验结果表
明，基于带权 词 格 的ＲＮＮ模 型 的 性 能 明 显 超 过 传
统的ＲＮＮ变体模型和现有的其他模型．
１　背　　景
本节介绍本文工作的基础：带权词格［６］和ＧＲＵ［５］
循环神经网络．
１．１　带权词格
带权词格［６］是 一 种 包 含 指 数 级 别 分 词 结 果 的
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压缩数据结构．图１所示为１个句子根据３种不同
的分词标准进行分词的结果及相对应的词格结构．
３种分词标准，分别来自北京大学（Ｐｅｋｉｎｇ　Ｕｎｉｖｅｒｓｉｔｙ，
ＰＫＵ）、中 文 树 库（Ｃｈｉｎｅｓｅ　ｔｒｅｅｂａｎｋ，ＣＴＢ）和 微 软
研究院（Ｍｉｃｒｏｓｏｆｔ　Ｒｅｓｅａｒｃｈ，ＭＳＲ）公 开 的 分 词 语
料训练的分词模型．如图１（ｄ）所示，给定由Ｎ 个字
组成的１个序列ｃ１：Ｎ＝ｃ１ｃ２…ｃＮ，带权词格在形式上
表现为１个带权重的有向图Ｇ＝?Ｖ，Ｅ?．这里，Ｖ 表
示结点的集合，其中结点ｖｉ∈Ｖ（ｉ＝１，２，…，Ｎ－１）
表示ｃｉ 和ｃｉ＋１之间的位置．此外，词格还包含２个特
殊的结点：１）ｖ０，该结点在ｃ１ 之前，表示字序列的开
始位置；２）ｖＮ，该 结 点 在ｃＮ 之 后，表 示 字 序 列 的 结
束位置．Ｅ表示 边 的 集 合，以 边ｅｉ：ｊ为 例，它 以ｖｉ 为
起点，并指向ｖｊ，同时覆盖了字序 列ｃｉ：ｊ，ｃｉ：ｊ对 应 潜
在的一个候选分词．而ｅｉ：ｊ对应的权重ｗｅｉｇｈｔｅｉ：ｊ，则
代表ｃｉ：ｊ被作为候选分词的可能性．
Ｆｉｇ．１　Ａ　ｗｅｉｇｈｔｅｄ　ｗｏｒｄ　ｌａｔｔｉｃｅ
图１　一个句子的带权词格
　　词格中的边权重可以使用前后向算法［８－９］来计
算．具体而言，对于结点ｖｉ，我们首先递归遍历它左
边的前序结 点，以 迭 代 方 式 累 加 计 算 出 从ｖ０ 到ｖｉ
的路径数目αｖｉ，即：
αｖｉ ＝∑
ｖｉｋ
αｖｉｋ
， （１）
其中，ｖｉｋ是结点ｖｉ 的第ｋ个前序结点．然后，对于结
点ｖｊ，我们递归地遍历它右边的后序结点，同样以迭
代累加的方式计算出从ｖＮ 到ｖｊ 的路径数目βｖｊ，即：
βｖｊ ＝∑
ｖｊｋ
βｖｊｋ
， （２）
其中ｖｊｋ是结点ｖｊ 的第ｋ个后序结点．最后，ｗｅｉｇｈｔｅｉ：ｊ
可定义为
ｗｅｉｇｈｔｅｉ：ｊ＝
αｖｉ×βｖｊ
αｖｎ
． （３）
如图１（ｄ）所示，从ｖ０ 指向ｖ３ 的边ｅ０：３，覆盖了
ｃ１ 到ｃ３ 的字序列，表示一个候 选 词“下 雨 天”，其 权
重为０．３３．边权重在一定程度上体现了不同分词标
准的一致性．权重越大，边覆盖的字序列被切分为词
的可能性就越高．同时，边权重也增强了词格的容错
性，使词格结构的信息表示更加丰富，从而得以有效
应用于各种自然语言处理任务中．
１．２　ＧＲＵ循环神经网络模型
Ｆｉｇ．２　Ａ　ＧＲＵ　ｕｎｉｔ
图２　ＧＲＵ单元
ＲＮＮ［１］虽然具有较好的文本序列建模能力，但
仍然面临着模型参数梯度消失和爆炸的难题［１０－１２］．对
此，研究者引入了带有门机制的ＬＳＴＭ［４］和ＧＲＵ［５］
来控制网络信 息 流 动，以 提 高ＲＮＮ在 长 序 列 文 本
上的建模能力．由于ＧＲＵ与ＬＳＴＭ性能相同，同时
所需参数更少．因此，本文选择ＧＲＵ作为循环神经
网络单元进行文本建模．需要说明的是，本文方法同
样适用于ＬＳＴＭ等其他ＲＮＮ的变种模型．
如图２所 示，与 ＲＮＮ相 同，ＧＲＵ 在 每 个 输 入
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单元循环地应用１个转移函数，以生成当前时刻的
隐状态表示．
具 体 来 说，时 刻ｔ的 隐 状 态 向 量ｈｔ∈Ｒｄ，由 当
前输入向量ｘｔ∈Ｒｄ和 前 一 时 刻 的 隐 状 态 向 量ｈｔ－１
生成：
ｈｔ＝ｆ（ｘｔ，ｈｔ－１）， （４）
其中，ｆ（＊）通常定义为一个仿射变换及双曲正切函
数ｔａｎｈ．对于文 本 序 列 而 言，ｘｔ 是 句 子 中 第ｔ个 词
的向量表示，ｈｔ 则代表到时刻ｔ为止的词序列向量．
正如本 节 第１段 所 述，ＧＲＵ 在 ＲＮＮ 的 基 础
上，进一步引入了重置门和更新门来控制信息流动．
图２所示为一个时刻ｔ的ＧＲＵ单元，其转移函数定
义为
ｒｔ＝σ（Ｗ（ｒ）ｘｔ＋Ｕ（ｒ）ｈｔ－１＋ｂ（ｒ））， （５）
ｚｔ＝σ（Ｗ（ｚ）ｘｔ＋Ｕ（ｚ）ｈｔ－１＋ｂ（ｚ））， （６）
珘ｈｔ＝σ（Ｗ（ｃ）ｘｔ＋Ｕ（ｃ）（ｒｔ⊙ｈｔ－１）＋ｂ（ｃ））， （７）
ｈｔ＝ｚｔ⊙ｈｔ－１＋（１－ｚｔ）⊙珘ｈｔ， （８）
其中，ｒｔ 是重置门，用于控制前状态的信息流动：当
它的值接近０时，将 使 得 ＧＲＵ单 元 忽 略 前 状 态 信
息并使用当前 输 入 进 行 重 置，这 使 得 ＧＲＵ单 元 丢
弃被认为在未来无用的信息，从而得到一个更加紧
凑的隐状态表示；ｚｔ 是更新门，用于控制在当前状态
有多少前状态信息被保留；珘ｈｔ 是利用重置门对历史
信息进行过滤 后 的 候 选 隐 状 态 向 量；σ是 一 个 逻 辑
斯蒂函数，⊙表示逐元素乘法．式（５）～（７）中Ｗ 和
Ｕ 是参数矩阵，用于对输入和隐状态向量进行 线 性
变换；ｂ是一个偏置项向量；Ｗ，Ｕ，ｂ的上标ｒ，ｚ，ｃ分
别表示该参数对应的是重置门、更新门、候选隐状态．
２　基于带权词格的ＧＲＵ循环神经网络
受现有工 作［６，１３－１４］的 启 发，本 节 对 基 于 词 格 的
循环神经网络［１５］进行扩展，提出了基于带权词格的
ＧＲＵ循环神经网络，以学习句子语义表示，用于后
续的自然语言处理任务．显然，与词序列相比，带权
词格具有更为丰富的信息和更为复杂的网络拓扑结
构．以它为基础来进行神经网络建模将面临着２个
难题：１）在带权词格中，一个句子通常会存在许多分
词结果，这意味着当前单元可能会同时存在多个输
入和多个前隐状态，传统循环神经网络［４－５］无法建模
这样的结构；２）带权词格的边权重能够较好地区别
不同分词结果的可能性．如何在本文所提出的模型
中体现出不同分词结果在句子建模过程中作用的差
异，是本文研究工作的一个关键问题．
在建模过程中，我们的模型以句子的字序列为
输入，逐字地读取句子．在时刻ｔ，对于当前结点ｖｔ，
我们首先确定以字ｃｔ 为结尾的一个入度边集合，即
｛ｅｔｋ：ｔ＝（ｘｔｋ，ｈｔｋ）｜０≤ｔｋ＜ｔ，０≤ｋ＜Ｋ｝，这里Ｋ 表示
入度边数，即 以 字ｃｔ 为 结 尾 的 不 同 候 选 分 词 的 数
量，ｘｔｋ和ｈｔｋ分别为第ｋ个候选分词的词向量表示和
相应的前隐状态．本文提出的２种基于带权词格的
循环神经网络模型，分别是：基于带权词格的浅层融
合ＧＲＵ模型和基于带权词格的深 层 融 合ＧＲＵ模
型．这２个模 型 均 以 融 合 函 数 为 核 心，分 别 通 过 浅
层、深层融合产 生 时 刻ｔ的 隐 状 态．针 对 融 合 函 数，
我们将在２．３节中详细介绍４种不同的融合策略．
２．１　浅层带权词格
浅层带权词格ＧＲＵ模型的单元结构如图３所示：
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图３　浅层带权词格ＧＲＵ单元
针对ＧＲＵ［３］，我们使用词向量和相应的前隐状
态构成的集 合｛（ｘｔｋ，ｈｔｋ）｝来 表 示 词 格 中 结 点ｖｔ 的
入度边集合．接 着，分 别 融 合 词 向 量｛ｘｔｋ｝和 前 隐 状
态｛ｈｔｋ｝的２个集合，生 成ｘ^ｔ 和ｈ^ｔ－１，并 作 为 当 前 时
刻唯一的输入词向量和前隐状态，传递给循环单元，
生成时刻ｔ的隐状态．特别地，对于ＬＳＴＭ［２］等包含
额外记忆单元 的ＲＮＮ变 种，入 度 边 集 合 则 表 示 为
｛（ｘｔｋ，ｈｔｋ，ｍｔｋ）｝，其中ｍｔｋ表示对应的前一个记忆单
元．因此，通过合并入度边，新的当前隐状态得以容
纳多种潜在的候选分词．不难看出，这一模型主要关
注如何对循环单元的输入，也就是｛ｘｔｋ｝和｛ｈｔｋ｝分别
进行融合，而并不需要修改循环单元内部结构，因此
适用于任何基于ＲＮＮ的变种模型［２－３］．
形式上，该单元的建模函数定义为
ｘ^ｔ＝ｇ（ｘｔ１，ｘｔ２，…，ｘｔＫ）， （９）
ｈ^ｔ－１＝ｇ（ｈｔ１，ｈｔ２，…，ｈｔＫ）， （１０）
ｒｔ＝σ（Ｗ（ｒ）ｘ^ｔ＋Ｕ（ｒ）^ｈｔ－１＋ｂ（ｒ））， （１１）
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ｚｔ＝σ（Ｗ（ｚ）ｘ^ｔ＋Ｕ（ｚ）^ｈｔ－１＋ｂ（ｚ））， （１２）
珘ｈｔ＝σ（Ｗ（ｃ）ｘ^ｔ＋Ｕ（ｃ）（ｒｔ⊙^ｈｔ－１）＋ｂ（ｃ））， （１３）
ｈｔ＝ｚｔ⊙^ｈｔ－１＋（１－ｚｔ）⊙珘ｈｔ， （１４）
其中，ｘ^ｔ 和ｈ^ｔ－１是经过语义融合操作后得到的输入
词向量和前隐状态．式（９）（１０）分 别 用 于 融 合Ｋ 个
输入词向量和前隐状态，而式（１１）～（１３）则与标准
ＧＲＵ完 全 一 致．ｇ（＊）是 融 合 函 数，其 具 体 定 义 在
２．３节详细介绍．
２．２　深层带权词格
深层带权词格ＧＲＵ循环神经网络的单元结构
如图４所示：
Ｆｉｇ．４　Ａ　ＤＷＷＬ－ＧＲＵ　ｕｎｉｔ
图４　深层带权词格ＧＲＵ单元
以入度边集 合｛（ｘｔｋ，ｈｔｋ）｝为 基 础，我 们 将 每 条
边（ｘｔｋ，ｈｔｋ）独 立 地 输 入 到 循 环 单 元 中，生 成 隐 状 态
集合｛^ｈｔｋ｝．^ｈｔｋ表示第ｋ种潜在候选分词对应的隐状
态，接着融合所有的候选隐状态，得到新的当前隐状
态．与浅层带权词格ＧＲＵ相似，这一模型并不对循
环单 元 结 构 造 成 影 响，因 此 仍 然 适 用 于 任 何 ＲＮＮ
的变种模型［２－３］．
与浅层 带 权 词 格 ＧＲＵ单 元 相 比，深 层 模 型 在
更细粒度的语义表示层次上，对多种分词结果进行
分词状态的融合生成．浅层模型选择融合循环单元
的输入，而深层模型采取对循环单元的输出进行融
合的方式．简单来说，两者的具体区别在于选取融合
操作的时机不同．从时间复杂度来考虑，深层模型的
时间复杂度为Ｏ（ＫＮ），即 关 于 句 子 的 字 数 和 边 的
最大个数成正比；而浅层模型的时间复杂度为Ｏ（Ｎ），
与基于字的普 通ＲＮＮ模 型 相 等．这２个 模 型 涉 及
到融合函数的部分，时间代价可以忽略不计．
形式上，该单元的建模函数定义为
ｒｔｋ＝σ（Ｗ
（ｒ）ｘｔｋ＋Ｕ
（ｒ）ｈｔｋ＋ｂ
（ｒ））， （１５）
ｚｔｋ＝σ（Ｗ
（ｚ）ｘｔｋ＋Ｕ
（ｚ）ｈｔｋ＋ｂ
（ｚ））， （１６）
珘ｈｔｋ＝σ（Ｗ
（ｃ）ｘｔｋ＋Ｕ
（ｃ）（ｒｔｋ⊙ｈｔｋ）＋ｂ
（ｃ））， （１７）
ｈ^ｔｋ＝ｚｔｋ⊙ｈｔｋ＋（１－ｚｔｋ）⊙珘ｈｔｋ， （１８）
ｈｔ＝ｇ（^ｈｔ０，^ｈｔ１，…，^ｈｔＫ－１）， （１９）
其中，ｘｔｋ，ｈｔｋ与２．１节公式符号的含义相同．式（１５）～
（１８）用于生成第ｋ个分词对应的隐状态，式（１９）采
用语义融合函数ｇ（＊）生成ｈｔ．
２．３　融合函数
在常见的基于字或词的模型中，句子可以被视
为一个特殊的有向无环图，其中每个结点的入度和
出度均为１．然 而，对 于 词 格，每 个 结 点 的 入 度 和 出
度则至少为１，因此 基 于ＲＮＮ的 序 列 建 模 模 型［４－５］
无法处理词格结构的输入数据［６－７］．
在浅层、深层带权词格模型的基础上，我们进一
步提出了使用融合函数来融合循环单元的输入或输
出，生成单一的压缩表示，以转换成标准循环单元能
够接受的输入形式．这里，本文在文献［１５］中２种融
合函数的基础上，进一步提出２种基于词格边权重
的融合函数．为了不失一般性，本文以深层带权词格
中的ｈｔ 为例，描述在带权词格ＧＲＵ单元中如何使
用这些融合函数．需要注意的是，这些定义同样适用
于生成其他向量，例如ｘｔ．
首先介绍文献［１５］中２种基础的融合函数：池
化融合函数与门机制融合函数；接着，介绍本文提出
的以门机制为基础的２种新融合函数．
１）池化融合函数
与文献［１５－１６］中的做法类似，我们使用一个最
大池化（ｍａｘ　ｐｏｏｌｉｎｇ）运算来融合｛^ｈｔｋ｝．池化运算能
够自动捕捉最重要的分词状态信息用于句子建模．
形式上，基于池化运算的融合函数定义为
ｈｔ＝ｍａｘ（^ｈｔ１，^ｈｔ２，…，^ｈｔＫ）， （２０）
其中，ｍａｘ（＊）是一个逐元素最大值函数．
池化融合函数忽略了词格的边权重信息，直接
通过聚集入度边集合对应的隐状态来获取最重要的
特征．
２）门机制融合函数
目前，门机制已经大量应用于神经网络中，用以
自动学习不同输入信息的权重．与文献［１６］相似，该
融合函数在形式上定义为
ｈｔ ＝∑
Ｋ
ｋ＝１
σ（^ｈｔｋｕ
（ｇ）＋ｂ（ｇ））
∑
Ｋ
ｋ′＝１
σ（^ｈｔｋ′ｕ
（ｇ）＋ｂ（ｇ））
ｈ^ｔｋ， （２１）
其中，ｕ（ｇ）和ｂ（ｇ）分别是门机制融合函数的参数向量
和偏置项标量，上标ｇ表示门．
门机制融合函数则计算每个隐状态的归一化分
数，作为边的权重，对隐状态进行加权平均．这个分
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数可以视为动态生成的边权重，表示模型将该边作
为候选分词的置信度．
３）基于词格边权重的融合函数
带权词格的一大特点是边权重可以有效区分不
同分词结果 的 可 能 性．基 于 词 格 边 权 重，我 们 将ｈｔ
定义为不同分词结果的隐状态的加权和，即：
ｈｔ ＝∑
Ｋ
ｋ＝１
ｗｅｉｇｈｔｅｔｋ：ｔ^ｈｔｋ
， （２２）
其中，ｗｅｉｇｈｔｅｔｋ：ｔ是 根 据 式
（３）计 算 出 的 边 权 重．显
然，在这种融合方式中，融合权重主要取决于词格本
身，而独立于网络模型．
与门机制融合函数不同，基于词格边权重的融
合函数使用１．１节所述算法计算的词格边权重，对
隐状态进行加权平均．同门机制生成的动态权重相
比，词格边权重是静态的，可以直接表示边上的词作
为候选分词的可能性．
４）融入词格边权重的门机制融合函数
该融合函数 与２）基 于 门 机 制 的 融 合 函 数 相 类
似．不同的地方在于，门机制融合函数是无监督的，
直接受模型训练目标影响，而相比之下，基于词格边
权重的门机制融合函数则利用词格边权重作为外部
监督信息来改进门机制学习到的融合权重．具体而
言，我们要求门机制学习到的融合权重与词格边权
分布尽量接近．为此，本文进一步引入门机制权重与
词格边权重的欧式距离来作为惩罚项：
Ｒｇａｔｅ＝ １｜Ｄ｜∑ｓ∈Ｄ∑
Ｎｓ
ｔ＝１
ｇｓｔ－珟ｗｓｔ ２， （２３）
其中，Ｄ表示训练语料，Ｎｓ 是句子ｓ的字个数，ｇｓｔ 是
门机制融合函数中的权重分布向量．特别地，为了保
证２个分布具有可比性，本文将词格的边权重集合
｛ｗｅｉｇｈｔｅｔｋ：ｔ｜０≤ｋ＜Ｋ
｝进行归一化，生成向量珟ｗｓｔ．
融入词格边权重的门机制融合函数进一步使用
静态边权重作为正则化项，指导动态边权重的生成，
这一方法可以视为门机制融合函数与基于词格边权
重的融合函数的结合．
上述４种融合函数，各自以递进的方式，从静态
和动态到动静态结合地利用词格边权重，从而充分
发挥模型的运算能 力 和 利 用 词 格 结 构 提 供 的 监 督
信息．
３　模型目标和训练
基于带权词格的ＧＲＵ模型的训练过程与标准
ＲＮＮ相同．模型目标函数与后续所应用任务紧密相
关．对于分类任务，本文模型首先建模学习句子语义
表示，然后通过 一 个ｓｏｆｔｍａｘ层 来 预 测 句 子 的 标 签
分布：
ｐ^（ｓ；θ）＝ｓｏｆｔｍａｘ（Ｗ（ｙ）ｈＮｓ＋ｂ
（ｙ））， （２４）
其中，θ代表模型参数；ｈＮｓ∈Ｒ
ｄ是句子ｓ在时刻ｔ的
隐状态，作 为 句 子 的 向 量 表 示；Ｗ（ｙ）和ｂ（ｙ）分 别 是
ｓｏｆｔｍａｘ层的 参 数 矩 阵 和 偏 置 项 向 量，上 标ｙ表 示
该层的输出用于预测标签．设数据中共有Ｌ个候选
标签，ｐ^（ｓ；θ）∈ＲＬ为 模 型 建 模 的 概 率 分 布，并 且 满
足∑
Ｌ
ｌ＝１
ｐ^ｌ（ｓ；θ）＝１．给定训练数据Ｄ，模型的目标函
数最终定义为
Ｊ（θ）＝－ １｜Ｄ｜∑ｓ∈Ｄ∑
Ｌ
ｌ＝１
ｐｌ（ｓ）×
ｌｎ　ｐ^ｌ（ｓ；θ）＋λ×Ｒｇａｔｅ， （２５）
其中，ｐｌ（ｓ）是 句 子 真 实 标 签 的ｏｎｅ－ｈｏｔ向 量 的 第ｌ
个分量，Ｒｇａｔｅ是根据式（２３）定义的惩罚项．当本文模
型使用前３种融合函数时，λ＝０；反 之，当 使 用 第４
种融合函数时，λ为一个大于０的常数．
本文采用基于Ａｄａｄｅｌｔａ［１７］的随机梯度下降算法
来优化模型．此外，本文在训练过程中使用ｄｒｏｐｏｕｔ［１８］
和最大范数正则化［１９］来防止模型训练过拟合．
４　实验与分析
为了验证本文模型的有效性，我们将２种基于
带权词格的ＧＲＵ循 环 神 经 网 络 和４种 融 合 策 略，
分别应用于情感分类和问句分类任务，与传统ＧＲＵ
及现有的其他模型进行比较．
４．１　任务和数据集
本文将在情感分类和问句分类２个数据集上测
试我们提出的方法．下面从数据集大小和数据特点
等方面分别介绍这２个数据集．
１）情感分类
数据集来自于新浪微博，为了保证数据信息的
充分性，我们删除长度不足６个字的句子，然后安排
２名标注人员对句子按照不同的情感（消极、中性和
积极）倾向进行独立标注，最后保留标注结果完全一
致的数据作为实验数据．按照上述方式，本任务实验
数据集共包含 消 极 情 感 句 子４　４５４条、中 性 情 感 句
子５　１００条和积极情感句子５　５９４条．然后，本文采
取分层抽样的方式，按 照７∶１∶２的 比 例 从 每 个 类 别
随机 抽 取 样 本，将 数 据 划 分 为 训 练 集（１０　６０３条 实
例）、验 证 集（１　５１４条 实 例）和 测 试 集（３　０３１条 实
例）．句子的平均长度１７．１９个词或２５．６９个字．
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　　２）问句分类
数据来自ＦｕｄａｎＱｕｅｓｔｉｏｎＢａｎｋ① 提 供 的 中 文 问
句分类数据集．为了降低数据类别不均衡问题的影
响，本文只选取数据量最大的５个分类．该数据包含
１　５１７，４　９８７，１　１０１，３　１８５，２　１７４条文本，对应的类别
分别为枚举、事实、评价、推荐和需求．同样，本文对
该数据集按照７∶１∶２的比例划分为训练集（９　０７５条
实例）、验证集（１　２９７条实例）和 测 试 集（２　５９２条 实
例）．平均长度为９．３３个词或１４．６０个字．
３）带权词格生成
本文使用北京大学（ＰＫＵ）、宾州大学中文树库
（ＣＴＢ）以及 微 软 研 究 院（ＭＳＲ）的 分 词 语 料 分 别 训
练３个分词模型，然后按照１．１节中所述方法生成
每个句子的带权词格．
４．２　实验设置
本文所考察的对比模型包括：
１）ＧＲＵ
ＧＲＵ［５］的最后 一 个 序 列 状 态 作 为 句 子 语 义 表
示用于预测句子标签．另外，除了最简单的单层单向
ＧＲＵ模型之外，本文还同时比较了３个ＧＲＵ的简
单变种模型：双层单向（２ｌａｙｅｒ　ＧＲＵ，２Ｌ－ＧＲＵ）、单
层双向（ｂｉｄｉｒｅｃｔｉｏｎａｌ　ＧＲＵ，ＢｉＧＲＵ）和双层双向（２
ｌａｙｅｒ　ｂｉｄｉｒｅｃｔｉｏｎａｌ　ＧＲＵ，２Ｌ－ＢｉＧＲＵ）模型．
２）ＬＳＴＭ
ＬＳＴＭ［４］的实 验 设 置 与 ＧＲＵ模 型 相 同．这 一
对比实验的目的是验证ＧＲＵ与ＬＳＴＭ的性 能，证
明２个ＲＮＮ的 变 种 模 型 在 本 文２个 任 务 上 的 效
果相近．
３）ＣＮＮ
卷积 神 经 网 络（ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ，
ＣＮＮ）［２０］使用不同大小的窗口处理 输 入 序 列，能 够
获得句子在不同粒度，包括字、词语甚至短语级别的
语义信息．本文参考 Ｋｉｍ［２０］的实验设置，使 用 单 层
卷积神经网络模型．
４）ＤＣＮＮ
动态卷积神经网络（ｄｙｎａｍｉｃ　ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｕｒａｌ
ｎｅｔｗｏｒｋ，ＤＣＮＮ）［２１］通 过 利 用 动 态ｋ最 大 池 化 操
作，具有与ＲＮＮ相似的处理变长序列，以及捕捉句
子内部长短距离依赖关系的能力．ＤＣＮＮ使用２个
卷积层，ｋ最大池化操作的ｋ＝４．
５）ＲＡＥ
ＲＡＥ（ｒｅｃｕｒｓｉｖｅ　ａｕｔｏｅｎｃｏｄｅｒ）［２２］通过 贪 婪 方 式
构造文本序列的树结构，并将树的根结点作为该句
子的向量表示．ＲＡＥ能够建模序列中词与词之间的
组合顺序关系，学习句子内部成分的结构特征．模型
参数参考Ｓｏｃｈｅｒ等人［２２］的实验设置．
６）ＭｕｌＳｒｃ
ＭｕｌＳｒｃ（ｍｕｌｔｉｐｌｅ　ｓｏｕｒｃｅ）独立地建模句子的字
序列及词序列，最终通过２．３节所述的融合函数将
句 子 表 示 进 行 一 次 融 合，生 成 句 子 的 语 义 表 示．
ＭｕｌＳｒｃ可以同时基于字和词建模，是本文模型的简
化版本．与词格不同，由于不存在句子级别的权重，
我们简单地使 用 平 均 分 布 作 为 加 权 系 数（Ａｖｇ），模
拟２．３节中基于边权重的融合函数，与本文所提出
的带权词格ＧＲＵ模型进行对比．
７）ＳＷＷＬ－ＧＲＵ和ＤＷＷＬ－ＧＲＵ
本文提出的基于带权词格的ＧＲＵ循环神经网
络模型在４种融合函数上进行了实验，相应的模型
分 别 记 为 ＳＷＷＬ（Ｐｏｏｌ），ＳＷＷＬ（Ｇａｔｅ），ＳＷＷＬ
（Ｗｅｉｇｈｔ），ＳＷＷＬ（ｗＧａｔｅ），ＤＷＷＬ（Ｐｏｏｌ），ＤＷＷＬ
（Ｇａｔｅ），ＤＷＷＬ（Ｗｅｉｇｈｔ），ＤＷＷＬ（ｗＧａｔｅ）．
此外，字序列与 词 序 列 相 比，是 更 简 单 的 一 种
句子表示 形 式．为 了 研 究 这 种 表 示 是 否 有 助 于 文
本语义建模，本文同样 引 入 字 序 列 到ＳＷＷＬ－ＧＲＵ
和ＤＷＷＬ－ＧＲＵ的词格中，并与之进行对比实验与
分析．
在实验 参 数 方 面，本 文 统 一 使 用ｄｒｏｐｏｕｔ［１８］防
止模型训练 过 拟 合，并 根 据 验 证 集 结 果 对ｄｒｏｐｏｕｔ
值进行选择．我们根据验证集挑选式（２２）中调节惩
罚项的λ值，将其设为１．０．词表由语料中出现次数
在２次及以上的高频词构成．词向量和隐状态的维
度分别为５０和３００维．所有模型均使用基于随机梯
度下降的 Ａｄａｄｅｌｔａ算 法［１７］实 现 优 化，批 梯 度 更 新
的大小为１．每个模型分别训练５次，根据开发集的
效果选择最优模型，并取测试集上的平均准确率作
为最终结果．
４．３　实验结果分析
表１和表２分别给出了基线模型与本文模型在
情感分类和问句分类任务上的实验结果．从表１和
表２中数据可以看出，本文模型的分类效果要显著
高于单一字序列或词序列的模型．
从表１和表２可得出５条结论：
１）ＧＲＵ和ＬＳＴＭ的性能相近
ＧＲＵ［５］与ＬＳＴＭ［４］模型，是针对梯度消失和梯
０６８ 计算机研究与发展　２０１９，５６（４）
度爆炸问题［１０－１２］所提出的２个ＲＮＮ［３］变种模型．在
本文实验中，ＧＲＵ和ＬＳＴＭ 在２个 数 据 集 上 的 性
能没有表现出 显 著 差 异，然 而 ＧＲＵ模 型 具 有 更 少
的参数，因此在某种程度上降低了过拟合的风险．
Ｔａｂｌｅ　１　Ｒｅｓｕｌｔｓ　ｏｆ　Ｂａｓｅｌｉｎｅ　Ｍｏｄｅｌｓ　ｏｎ　Ｓｅｎｔｉｍｅｎｔ　Ｃｌａｓｓｉｆｉｃａｔｉｏｎ　ａｎｄ　Ｑｕｅｓｔｉｏｎ　Ｃｌａｓｓｉｆｉｃａｔｉｏｎ
表１　基线模型的情感分类和问句分类实验结果 ％
Ｍｏｄｅｌ
Ｓｅｎｔｉｍｅｎｔ　 Ｑｕｅｓｔｉｏｎ
Ｃｈａｒ　 ＣＴＢ　 ＭＳＲ　 ＰＫＵ　 Ｃｈａｒ　 ＣＴＢ　 ＭＳＲ　 ＰＫＵ
ＧＲＵ［５］ ７０．８　 ７３．３　 ７３．７　 ７２．８　 ８６．４　 ８６．２　 ８６．１　 ８４．８
ＬＳＴＭ［４］ ６９．２　 ７３．２　 ７３．３　 ７２．６　 ８６．６　 ８６．３　 ８６．０　 ８４．８
２Ｌ－ＧＲＵ　 ６９．５　 ７３．７　 ７３．１　 ７２．６　 ８６．５　 ８６．２　 ８６．４　 ８４．５
ＢｉＧＲＵ　 ７１．４　 ７３．７　 ７３．５　 ７３．１　 ８６．６　 ８６．０　 ８５．９　 ８６．２
２Ｌ－ＢｉＧＲＵ　 ７０．７　 ７２．６　 ７２．６　 ７２．４　 ８６．２　 ８６．２　 ８６．０　 ８５．０
ＣＮＮ［２０］ ６５．１　 ６９．０　 ６８．０　 ６８．１　 ８２．４　 ８１．５　 ８０．１　 ７９．９
ＤＣＮＮ［２１］ ６６．４　 ６４．８　 ６２．２　 ６５．２　 ８４．２　 ８０．６　 ８０．５　 ７１．９
ＲＡＥ［２２］ ５９．９　 ６８．６　 ６８．８　 ６８．４　 ７２．１　 ７９．１　 ７９．２　 ７８．０
　Ｎｏｔｅｓ：Ｔｈｅ　ｖａｌｕｅｓ　ｉｎ　ｂｏｌｄｆａｃｅ　ｉｎｄｉｃａｔｅ　ｔｈｅ　ｂｅｓｔ　ａｃｃｕｒａｃｙ　ｉｎ　ｔｈａｔ　ｅｘｐｅｒｉｍｅｎｔａｌ　ｇｒｏｕｐ．
Ｔａｂｌｅ　２　Ｒｅｓｕｌｔｓ　ｏｆ　Ｏｕｒ　Ｗｏｒｋ　ｏｎ　Ｓｅｎｔｉｍｅｎｔ　Ｃｌａｓｓｉｆｉｃａｔｉｏｎ　ａｎｄ　Ｑｕｅｓｔｉｏｎ　Ｃｌａｓｓｉｆｉｃａｔｉｏｎ
表２　本文模型的情感分类和问句分类实验结果
Ｍｏｄｅｌ　 Ｇａｔｉｎｇ
Ｓｅｎｔｉｍｅｎｔ　 Ｑｕｅｓｔｉｏｎ
Ｗｏｒｄｓ　 Ｃｈａｒ＋Ｗｏｒｄｓ　 Ｗｏｒｄｓ　 Ｃｈａｒ＋Ｗｏｒｄｓ
Ｐｏｏｌ　 ７２．１　 ７１．７　 ８５．５　 ８５．９
ＭｕｌＳｒｃ　 Ａｖｇ　 ７１．７　 ７１．９　 ８５．７　 ８６．１
Ｇａｔｅ　 ７２．５　 ７２．６　 ８５．５　 ８６．２
Ｏｕｒｓ
ＳＷＷＬ（Ｐｏｏｌ） ７３．７　 ７２．８　 ８６．３　 ８７．２
ＳＷＷＬ（Ｇａｔｅ） ７３．８　 ７３．１　 ８６．２　 ８７．３
ＳＷＷＬ（Ｗｅｉｇｈｔ） ７４．０　 ７４．０　 ８６．５　 ８７．１
ＳＷＷＬ（ｗＧａｔｅ） ７３．７　 ７３．３　 ８６．３　 ８７．４
ＤＷＷＬ（Ｐｏｏｌ） ７４．３　 ７３．９　 ８７．０ ８７．１
ＤＷＷＬ（Ｇａｔｅ） ７２．３　 ７１．６　 ８４．８　 ８５．５
ＤＷＷＬ（Ｗｅｉｇｈｔ） ７４．１　 ７４．２　 ８６．８　 ８７．２
ＤＷＷＬ（ｗＧａｔｅ） ７４．６　 ７３．６　 ８６．８　 ８７．７
　Ｎｏｔｅｓ：Ｔｈｅ　ｖａｌｕｅｓ　ｉｎ　ｂｏｌｄｆａｃｅ　ｉｎｄｉｃａｔｅ　ｔｈｅ　ｂｅｓｔ　ａｃｃｕｒａｃｙ　ｉｎ　ｔｈａｔ　ｅｘｐｅｒｉｍｅｎｔａｌ　ｇｒｏｕｐ．
　　２）基于词序列的ＧＲＵ及其变种模型一致地优
于基于字序列的模型
分词在中文等没有词语分隔符的自然语言处理
任务中具有非常重要的作用，这是因为分词可以在
一定程度上消除纯字序列存在的语义歧义现象．相
比之下，基于字序列的模型忽略了句子中的词语边
界信息，从而无法消除句子中存在的语义歧义，导致
模型学习到的句子语义表示不能很好地服务于分类
任务．然而，模型在问题分类任务上的结果并没有明
显地反映出这一趋势．据统计结果显示，ＧＲＵ具备
强大的捕捉长短期依赖的能力，但对于短序列而言，
短期依赖则占据了主要地位．这使得循环神经网络
无法发挥其建模长期依赖关系的优势，从而对以短
句为主的问句分类任务，弱化了基于词序列与基于
字序列的模型在结果上的差异．
３）基于ＣＮＮ的模型效果弱于基于ＲＮＮ的模型
正如文献［２３］所示，相比于ＣＮＮ，ＲＮＮ模型对
长序列文本的 建 模 优 势 较 为 明 显．尽 管ＣＮＮ在 速
度上具 有 明 显 优 势，但 在 性 能 表 现 上 却 难 以 取 代
ＲＮＮ．就表１中实验结果来说，ＣＮＮ由于同时使用
多个卷积核，使其在某种程度上能够捕捉所有的多
元词串，从而与本文所提出的模型一样具备建模不
同分词结果的能力．然而，并非所有多元词串都能表
示一般意义上 的 有 效 词 语，因 此ＣＮＮ也 同 时 引 入
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了更多的错 误 分 词，导 致 基 于ＣＮＮ的 模 型 在２个
任务上的表现均明显不如ＲＮＮ模型
４）基于带权词格的模型优于基于字、词序列以
及 ＭｕｌＳｒｃ的模型
相比于对比模型，本文提出的２个模型在情感
分类和问句分类任务上均一致取得了更高的准确率．
首先，只基于字和词建模的模型，缺乏表达分词多样
性的能力；其次，同时基于字和词建模的 ＭｕｌＳｒｃ模
型，由于仅在句级别融合句子语义表示，使得句子的
最小单元无法在字、词序列间进行交互．此外，在大
部分情况下，ＤＷＷＬ－ＧＲＵ性能超过ＳＷＷＬ－ＧＲＵ，
取得了２个任务上的最好结果，这证明深层次的语
义融合比浅层次的语义融合效果更好．此外，本文提
出的２个模型在使用融入词格边权重的门机制融合
函数上均取得最好结果，其次分别是门机制融合函
数，以及基于词格边权重的融合函数．这一实验结果
与我们的直觉相符．首先，门机制是无监督的权重学
习，而基于词格边权重的融合函数则直接根据词格
边权重来进行加权融合．相比之下，融入词格边权重
的门机制融合函数，有效结合了上述２种融合机制
的特点，进一步提高了所生成权重的质量，从而得到
了更好的融合文本语义表示．
Ｆｉｇ．５　Ｔｈｅ　ｓｅｍａｎｔｉｃ　ｍｏｄｅｌｉｎｇ　ｏｆ　ａｎ　ｅｘａｍｐｌｅ　ｓｅｎｔｅｎｃｅ
图５　一个例句的语义建模
５）融合函数的建模能力影响模型性能
引入字信息后，基于带权词格的模型在问句分
类任务上的效果得到进一步提升，但情感分类任务
的效果却降低．直观上看，字信息的引入能够有效扩
充词格的信息量．但实际而言，情感分类的词表大小
为４２　６８５，问句分类则只有１１　６３４，因此情感分类任
务的词表更大，更难学习到有效的句子表示．在情感
分类上引入字后，词格模型所要建模的分词组合数
量进一步增加．我们的融合函数无法充分建模所有
相应的分词情况，从而加剧了数据稀疏问题的影响．
问句分类任务则恰恰相反，单纯就词表大小而言，即
使引入字，词格模型中可能的分词组合数量也远远
低于情感分类．因 此 与 Ｗｏｒｄｓ相 比，我 们 的 模 型 对
于问句分类任务可以在Ｃｈａｒ＋Ｗｏｒｄｓ上更有 效 地
建模，充分利用引入字后的词格信息增益，进而提升
模型效果．实际上，本文提出的４种融合函数中最复
杂的ｗＧａｔｅ融合函数，依然只包含一个与隐状态同
等维度的参数向量，所以建模能力有限．因此，一个
更复杂的融合函数应当能够在情感分类的Ｃｈａｒ＋
Ｗｏｒｄｓ上进一步改进模型的性能．但为了证明基于
带权词格的循环神经网络模型相对于传统基于词序
列模型的有效性，我们在尽量不引入额外参数的前
提下，保证融合函数足够简单．本文的讨论范围限于
验证基于带权词格模型的有效性，因此我们将对具
有更强学习能力的融合函数的研究放到未来工作中
深入探讨．
为了探究所提出模型的工作机制，以性能最好
的ＤＷＷＬ（ｗＧａｔｅ）为例，我们在图５中展示了一个
句子的文本建模结果．在所示词格中，每条边标注有
一个分数，该分数为模型动态生成的权重，表示该边
所对应的词，在特定上下文中被作为一个候选分词
的可能性，该权重直接影响模型的文本语义表示建
模质量．
图５中所示为句子：“不然肯定是纳税人白花冤
枉钱．”的 建 模 结 果．句 中 存 在 歧 义 的 部 分 集 中 在
ｖ８～ｖ１３部 分，即“白 花 冤 枉 钱”这 一 片 段，根 据 上 下
文，我们判断其正确的分词结果应当为“白花／冤枉
钱”或“白花／冤枉／钱”．图５中粗边表示错误的候选
分词，实边表示正确的候选分词．可以观察到，词格
中存在来自不同分词模型产生的错误分词，如“白花
冤”和“枉 钱”．结 点ｖ１３有３条 入 度 边，分 别 对 应：
“钱”、“枉钱”、“冤枉钱”３个候选分词．其中，正确的
分词“钱”和“冤 枉 钱”被 作 为 候 选 词 的 置 信 度ｐ为
０．３６和０．３５；而 错 误 分 词“枉 钱”的 置 信 度ｐ只 有
０．２９．尽管“白花冤”在结点ｖ１１的置信度为１．００，但
由于错误分 词“枉 钱”存 在 于“白 花 冤”的 分 词 路 径
中，因此该路径依然得到了更低的分数．我们可以将
模型建模的边置信度视为概率，通过路径的概率来
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更好地理解 这 一 示 例．图５中 包 含 错 误 分 词“白 花
冤／枉钱”的 路 径，其 概 率ｐ（ｆａｌｓｅ）＝１．００×０．２９＝
０．２９．而包含正确分词“白花／冤枉／钱”和“白花／冤枉
钱”的路径，通过将其概率相加，可知正确路径的总概
率为ｐ（ｔｒｕｅ）＝１．００×１．００×０．３６＋１．００×０．３５＝
０．７１．因而在示例中正确路径的置信度是远高于错
误路径的．不难看出，词格模型具有容错的能力，当
错误的候选分词被赋予低权重后，错误路径的权重
被降低，而正确路径所产生的影响通过高权重放大，
从而减轻纯词序列中分词错误传播的问题．另一方
面，单纯基于字和词序列的建模方法，则易受到错误
分词的影响，而基于带权词格的模型则能够利用其
容错能力来保证即使存在错误分词，模型仍然能够
学习到高质量的句子语义表示．
５　相关工作
目前，基于深度神经网络的文本语义表示学习
已经成为自然语言处理的热门研究方向．其中，神经
词袋（ｂａｇ－ｏｆ－ｗｏｒｄｓ）模 型 是 最 为 简 单 的 一 个 模 型，
它对句子中所有词的词向量取平均直接得到句子的
语义表示向量．显然，这种建模方式忽略了对文本语
义表示极为重要的词序信息．因而，许多研究者转向
研究考虑词序信息的模型，包括序列神经网络模型
和拓扑神经网络模型等．典型的序列神经网络模型
包括ＲＮＮ［３］，ＬＳＴＭ［４，２４－３０］，以及带门机制的其他变
形［３１－３３］．而与序列神经网络模型不同，拓扑神经网络
模型依赖给定的词间拓扑结构来建模生成文本语义
表示［２２，３４－３６］．例如句 子 的 依 存 和 组 合 范 畴 语 法 可 被
作为骨架用于学习句子语义表示［２８，３７－３９］．进一步，一
些研究者提出多维度的神经网络模型，该类模型将
文本组织成一个多维网格而非序列作为输入［４０－４１］．
此外，除了上述模型，卷积神经网络也被用于句子建
模［２０－２１］．该类网络也是以词向量序列作为输入，建模
过程中通过多层的卷积和池化操作来得到句子语义
表示．
在上述工作中，与本文较为相关的工作主要有
文献［１５，２７－２８］中所提出的模型．文献［２７－２８］在本
质上属于拓扑神经网络模型，分别将序列ＬＳＴＭ 扩
展到树结构和森林结构的网络．文献［４０］提出了基
于网格的ＬＳＴＭ，把ＬＳＴＭ单元按照多维网格的方
式排列，以应用到一维、二维甚至更多维度的序列数
据的语义建模学习．此外，文献［４２］提出在生成当前
隐状态时，对ＲＮＮ中 多 个 前 隐 状 态 使 用 与 本 文 门
机制相似的方式分别计算权重，然后将多个前隐状
态加权输入 到ＲＮＮ单 元．文 献［１５］提 出 基 于 词 格
的循环神经 网 络，通 过Ｐｏｏｌｉｎｇ运 算 和 门 机 制 来 融
合生成词格单元的输入．不同于这些网络，本文工作
在文献［１５］的基础上进行扩展，引入了带权词格来
提高句子建模的能力，更重要的是本文模型引入词
格权重来指导融合函数的建模学习，进一步提高词
格循环神经网络语义表示的学习效果．
６　总　　结
文本提出了２种基于带权词格的ＧＲＵ循环神
经网络模型，用于句子的语义表示建模．２种模型均
以带权词格为基础，利用任意数量的输入词和前隐
状态信息来融合生成当前隐状态，最终得到句子语义
表示．在以句子语义表示为基础的情感分类和问句分
类２个任务上的实验结果证明了本文模型的有效性．
未来，我们将在下面３个研究方向展开工作：
１）研究如何 把 带 权 词 格 集 成 到 其 他 神 经 网 络
中，例如卷积神经网络等；
２）融入词格 边 权 重 的 门 机 制 融 合 函 数 虽 然 取
得最好效果，但与其他融合函数相比优势有限，如何
设计其他更加有效融合函数也是下一步工作的重点
之一；
３）本 文 所 使 用 构 造 词 格 的 方 法 较 为 简 单，因
此，我们将尝试使用其他的语言学信息构造词格，以
进一步提升模型性能．
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