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Abstract 
There are two attitude estimation algorithms based on the different representations of attitude errors when modified Rodrigues pa-
rameters are applied to attitude estimation. The first is multiplicative error attitude estimator (MEAE), whose attitude error is expressed 
by the modified Rodrigues parameters representing the rotation from the estimated to the true attitude. The second is subtractive error 
attitude estimator (SEAE), whose attitude error is expressed by the arithmetic difference between the true and the estimated attitudes. It 
is proved that the two algorithms are equivalent in the case of small attitude errors. It is possible to describe rotation without encounter-
ing singularity by switching between the modified Rodrigues parameters and their shadow parameters. The attitude parameter switching 
does not bring disturbance to MEAE, but it does to SEAE. This article introduces a modification to eliminate the disturbance on SEAE, 
and simulation results demonstrate the efficacy of the presented algorithm. 
Keywords: attitude estimation; modified Rodrigues parameters; singularity; attitude error 
1 Introduction1 
The quaternion parameterization has found 
wide application in flight vehicle attitude determi-
nation because it is free from singularity with a bi-
linear kinematic equation. However, the redundant 
property of the quaternion renders the singularity of 
the covariance matrix[1-2] and requires to normalize 
the estimated quaternion. This problem can be set-
tled by way of three-dimensional parameterization. 
In the three-dimensional parameterization, the Rod-
rigues parameters and the modified Rodrigues pa-
rameters have drawn ever-increasing attention be-
cause of their simplicity and high efficiency[3-9]. 
Extended Kalman filter (EKF) is the main method 
of flight vehicle attitude estimation. When the modi-
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fied Rodrigues parameters are used to represent at-
titude in EKF, there are two methods to describe 
attitude errors. In the first method, the attitude error 
is expressed by the modified Rodrigues parameters 
representing the rotation from the estimated to the 
true attitude (termed multiplicative error)[4]. In the 
second method, the attitude error is expressed by the 
arithmetic difference between the true and the esti-
mated attitudes[5-6]. This study will investigate the 
two methods and disclose their relationship. As the 
modified Rodrigues parameters could not represent 
all rotations because of their singularity, Schaub and 
Junkins[7] presented an approach to avoid the singu-
larity through switching between the modified Rod-
rigues parameters and their shadow parameters. Us-
ing three elements to describe the attitude, the 
method adopted by Schaub and Junkins eliminates 
the singularity and, therefore, is in widespread 
use[4,7-8]. However, it demands that the process of 
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filtering be smooth without big disturbance at 
switching points. This makes it necessary to analyze 
the effects of parameter switching on the estimation 
process and achieve corresponding conclusions. 
2 Attitude Representation of the Modified 
Rodrigues Parameters 
The modified Rodrigues parameters are de-
rived from the Euler’s principal rotation theorem. 
Let the unit vector n  be the principal line of rota-
tion and T  the rotation angle about n ; the modi-
fied Rodrigues parameters can be defined as[7,9] 
tan( / 4)T nV              (1) 
Denote the magnitude of V  by V , then ofV  
as 2T o S , meaning that the modified Rodrigues 
parameters are singular. The method to avoid the 
singularity will be discussed in Section 5.1. 
The direction cosine matrix in terms of the 
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Let the vector Z  denote the angular velocity 
of the body frame with respect to the reference 
frame. The kinematic equation in terms of modified 
Rodrigues parameters is 
21{(1 ) 2[ ] 2 }
4
7   u IV V V VV Z     (3) 
3 Attitude Estimation Algorithms Based 
   on the Modified Rodrigues Parameters 
3.1 Sensor models 
This study uses the attitude determination 
mode composed of gyro and vector observations. 
The gyro, whose axes are aligned with the body 
axes of flight vehicles, serves to measure the angu-
lar velocity. The simple model of gyro is[1] 
m v  Z Z H K             (4) 
u H K                 (5) 
where mZ  is the gyro output, H  the gyro bias, 
vK  and uK  are two uncorrelated zero-mean Gaus-
sian white noises with 
T 2
v v v 3 3[ ( ) ( )] ( )E t t t tO uc c G  IK K  
T 2
u u u 3 3[ ( ) ( )] ( )E t t t tO uc c G  IK K  
where ( )tG  is the Dirac G  function. 
Let ky  denote the observation vector corre-
sponding to the reference vector kr  at the time kt . 
The simple model of vector observation is[10] 
k k k k y A r v              (6) 
where kA  is the direction cosine matrix given by 
Eq.(2), kv  the zero-mean Gaussian white noise 
with 
T[ ]k j k kjE  Gv v R  
where kjG  is the Kronecker G  symbol. 
3.2 Attitude estimation using multiplicative at-
titude error 
The state vector is given by [ ]7 7 7 X V H . 
The state equation is composed of Eq.(3) and Eq.(5). 
Then the prediction equations are 
21 ˆˆ ˆ ˆ ˆ ˆ{(1 ) 2[ ] 2 }
4
7   u IV V V VV Z       (7) 
ˆ  0H                  (8) 
where 
mˆ ˆ Z Z H  
The gyro bias error 'H  is defined as the dif-
ference between the true value H  and the estimated 
value Hˆ , thus 
ˆ'  H H H               (9) 
From Eq.(5), 
u'  H K               (10) 
can be obtained. 
The attitude error GV  is defined as the rota-
tion from the estimated attitude Vˆ  to the true atti-
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where “ ” denotes the multiplication of modified 
Rodrigues parameters[9]. By using Eq.(3) and Eq.(11) 
and neglecting the higher orders, the following 
equation can be derived: 
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The state error vector is given by 
[ ]7 7 7G  G 'X V H          (13) 
Composed of Eq.(10) and Eq.(12), the state 
error equation can be written in a matrix-vector 
form: 
( ) ( )t tG  G X F X G K          (14) 
where 
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3 3 3 3
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T T T
v u[ ] K K K  
The statistic property of the process noise K  
is given by 
[ ( )]E t  K 0 , T[ ( ) ( )] ( ) ( )E t t t t tc c G QK K  
where 
2
v 3 3 3 3
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Then, the prediction equation of the covariance 
matrix is given by 
T T( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )t t t t t t t t  P F P P F G Q G  (17) 
By using Eq.(6) and Eq.(11) and neglecting the 
higher order, the following equation can be derived: 
k k k'  G y h vV            (18) 
where 
ˆ4[( ( ) ) ]k k uh A rV  
Eq.(18) can be written as 
k k k'  G y H X v            (19) 
where 
3 3[ ]k k u H h 0            (20) 
By using EKF to estimate the attitude, the pro-
gram of attitude estimation at the step 1 ~k kt t  can 
be summarized as follows: 
(1) Propagation 
Starting with the initial conditions 1ˆ k  X  
1 1ˆˆ[ ]k k
7 7 7
 V H and 1kP , Eqs.(7)-(8), and Eq.(17) can 
be numerically integrated at the interval 1[ ]k kt t  
to obtain the predictions / 1ˆ k kX  and / 1k kP . 
(2) Update 
The gain matrix is 
T T 1
/ 1 / 1[ ]k k k k k k k k k

  K P H H P H R     (21) 
The state error estimation is 
ˆ ˆ( )k k k kG  X K y y            (22) 
The state estimation is 
/ 1ˆ ˆ ˆk k k k G V V V            (23) 
/ 1ˆ ˆ ˆk k k k  'H H H            (24) 
The covariance matrix is 
T T
/ 1( ) ( )k k k k k k k k k k   P I K H P I K H K R K  (25) 
This algorithm is termed multiplicative error 
attitude estimator (MEAE). 
3.3 Attitude estimation using arithmetic atti- 
    tude error 
The state vector is given by [ ]7 7 7 X V H . 
The overlined letters are distinguished from the non 
overlined ones in Section 3.2. The prediction equa-
tions are 
21 ˆˆ ˆ ˆ ˆ ˆ{(1 | | ) 2[ ] 2 }
4
7   u IV V V VV Z     (26) 
ˆ  0H                (27) 
where 
m
ˆ ˆ Z Z H  
The gyro bias error 'H  is defined as the dif-
ference between the true value H  and the esti-
mated value Hˆ , that is, 
ˆ'  H H H              (28) 
Then 
u'  H K               (29) 
The attitude error 'V  is defined as the dif-
ference between the true attitude V  and the esti-
mated attitude Vˆ , that is, 
ˆ'  V V V             (30) 
By using Eq.(3) and Eq.(30) and neglecting the 
higher order, the following equation can be derived: 
2
v
1 ˆ ˆ ˆ ˆˆ ˆ ˆ{( ) [ ]}
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The state error vector is given by 
[ ]7 7 7'  ' 'X V H        (32) 
Composed of Eq.(29) and Eq.(31), the state 
error equation can be written in the matrix-vector 
form: 
( ) ( )t t'  ' X F X G K        (33) 
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1 ˆ ˆ ˆ ˆ{(1 | | ) 2[ ] 2 }
4
7    u F IV V VV  
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Then, the prediction equation of the covariance 
matrix is given by 
T T( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )t t t t t t t t  P F P P F G Q G  (36) 
By using Eq.(6) and Eq.(30) and neglecting the 
higher order, the following equation can be derived: 
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Eq.(37) can be written into 
k k k'  ' y H X v          (38) 
where 
3 3[ ]k k u H h 0           (39) 
By using EKF to estimate the attitude, the pro-
gram of attitude estimation at the step 1 ~k kt t  can 
be summarized as follows: 
(1) Propagation 
Starting with the initial conditions 1
ˆ




 V H and 1kP , Eqs.(26)-(27), and Eq.(36) 
can be numerically integrated at the interval 
1[ ]k kt t  to obtain the predictions / 1
ˆ
k kX  and 
/ 1k kP . 
(2) Update 
The gain matrix is 
T T 1
/ 1 / 1[ ]k k k k k k k k k

  K P H H P H R     (40) 
The state error estimation is 
ˆ ˆ( )k k k k'  X K y y             (41) 
The state estimation is 
/ 1
ˆ ˆ ˆ
k k k k  'V V V              (42) 
/ 1
ˆ ˆ ˆ
k k k k  'H H H               (43) 
The covariance matrix is 
T T
/ 1( ) ( )k k k k k k k k k k   P I K H P I K H K R K  (44) 
This algorithm is termed subtractive error atti-
tude estimator (SEAE). 
4 Equivalence Proof of the Two Attitude 
Estimation Algorithms 
4.1 Different errors and their relationships 
The attitude error of MEAE is expressed by 
multiplicative error, GV , which is defined by 
Eq.(11). To compare MEAE to SEAE, an arithmetic 
error 'V  is introduced in MEAE, which is defined 
as the arithmetic difference between V  and Vˆ , that 
is, 
ˆ'  V V V             (45) 
Note that the arithmetic error, 'V , in Eq.(45) is 
different from the arithmetic error 'V  in Eq.(30) 
in SEAE. Comparing Eq.(30) with Eq.(45), ˆˆ  V V  
if '  'V V , that is, the estimated attitudes of the 
two algorithms are equal, which is the conclusion 
required to prove. 'V  is only used in the follow-
ing proving process as a middle variable. It is dif-
ferent from GV  in that this expresses the attitude 
error in MEAE. When GV  is small, from Eq.(11) 
and Eq.(45), it follows that 
'  GSV V              (46) 
where 
2ˆ ˆ ˆ ˆ(1 | | ) 2[ ] 2 7   u S IV V VV      (47) 
It can be seen from Eqs.(46)-(47) that 'V  is 
not equal to GV , although GV  is small. 
The multiplicative state error vector, GX , in 
MEAE is defined by Eq.(13). The subtractive state 
error is defined by 
[ ]7 7 7'  ' 'X V H          (48) 
From Eq.(13), Eq.(46), and Eq.(48), it follows 
that 
'  GX T X              (49) 
where 
3 3
3 3 3 3
u
u u






           (50) 
The multiplicative error, GV , is introduced in 
SEAE quite the same way as the arithmetic error, 
'V , in MEAE. The multiplicative error, GV , in 
SEAE can be defined as the rotation from Vˆ  to V , 
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that is, 
ˆ G V V V              (51) 
Defining 
[ ]7 7 7G  G 'X V H          (52) 
an equation similar to Eq.(49), can be obtained 
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V V VV  
By replacing the above-mentioned modified 
Rodrigues parameters in GV , 'V , 'V , GV , 
GX , 'X , 'X , and GX  with their shadow pa-
rameters, sGV , s'V , s'V , sGV , sGX , s'X , 
s'X , and sGX  can be obtained. By replacing the 
modified Rodrigues parameters in Eq.(49) and 
Eq.(53) with their shadow parameters, the relation-
ships between s'X  and sGX  as well as s'X  
and sGX  can be obtained. However, this is not 
discussed in detail in this article. 
4.2 Meaning of equivalence 
The previous section has presented two algo-
rithms, MEAE and SEAE, and, further, showed that 
both are equivalent when the attitude error was 
small. Next, the meaning of equivalence will be 
given. 
The equivalence of two algorithms means that 
their estimated states and their accuracy, expressed 
by the covariance matrix, are equal at any time if 
their initial estimated states and their accuracy are 
equal. Because the representations of state errors in 
MEAE and SEAE are different, the equality of ac-
curacy does not imply the equality of covariance 
matrix. 
The different representations of state errors in 
MEAE and SEAE lead to the different styles of the 
covariance matrices T[ ]E G GP X X  and  P  
T[ ]E ' 'X X . However, to compare these two algo-
rithms, the styles must be made to be identical. Thus, 
suppose 
T[ ]E ' 'P X X            (54) 
P  and P  have the same styles. From Eq.(49) and 
Eq.(54), it follows that 
T T T[ ]E G G  P T X X T TPT         (55) 
Then, the equality of accuracy of MEAE and SEAE 
means  P P , that is T  TPT P . 
4.3 Proof of equivalence 
If ˆ ˆk k X X  and Tk k P TP T  have been proven 
at time kt  for MEAE and SEAE under the condi-
tions 1 1
ˆ ˆ
k k  X X  and T1 1k k  P TP T  at time 1kt  , 
ˆ ˆ
i i X X  and Ti i P TPT  at any time it  using a 
recursive procedure under the conditions 0 0
ˆ ˆ X X  
and T0 0 P TP T  can be obtained, that is, the two 
algorithms are equivalent. This will be proven at the 
step 1 ~k kt t  according to the two stages of EKF. 
(1) Propagation 
As the state prediction equations of the two 
algorithms are identical, the predicted states / 1
ˆ
k kX  
and / 1ˆ k kX  at time kt , obtained by integrating the 
equations at the interval 1[ ]k kt t , are equal under 
the condition 1 1
ˆ ˆ
k k  X X  at time 1kt  . Now, ef-
forts are made to prove T/ 1 / 1k k k k  P TP T , where 
/ 1k kP  and / 1k kP  are obtained by integrating 
Eq.(17) and Eq.(36), respectively, at the interval 
1[ ]k kt t  under the condition 
T
1 1k k  P TP T . 
Suppose that ( )tP  is the solution of Eq.(17), the 
proving can be transformed into demonstrating that 
T( ) ( )t t P TP T  is the solution of Eq.(36). 
By differentiating left and right sides of 
Eq.(55),  
T T T( ) ( ) ( ) ( )t t t t  P TP T TP T TP T       (56) 
can be obtained. Substituting Eq.(17) into Eq.(56) 
yields 
1 1
1 1 T T
( ) [ ( ) ] ( )
( )[ ( ) ] [ ( )] ( )[ ( )]
t t t





P TT TF T P
P TT TF T TG Q TG
  
   (57) 
From Eq.(15), Eq.(34), and Eq.(50), it follows that 
1 1( ) ( )t t  F TT TF T         (58) 
From Eq.(16), Eq.(35), and Eq.(50), it follows that 
( ) ( )t t G TG             (59) 
By substituting Eqs.(58)-(59) into Eq.(57),  
T T( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )t t t t t t t t  P F P P F G Q G    
is obtained. Thus ( )tP  is the solution of Eq.(36). 
Therefore, ( ) ( )t t P P , that is T( ) ( )t t TP T P . 
Then T/ 1 / 1k k k k  P TP T . 
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(2) Update 
From Eq.(20), Eq.(39), and Eq.(50),  
1
k k
 H H T            (60) 
is derived. Substituting T/ 1 / 1k k k k  P TP T  and 
Eq.(60) into Eq.(40) leads to 
T T 1
/ 1 / 1[ ]k k k k k k k k k

  K TP H H P H R    (61) 
From Eq.(21) and Eq.(61), it follows that 
k k K TK               (62) 
From Eq.(22), Eq.(41), and Eq.(62), it follows that 
ˆ ˆ
k k'  GX T X  
or 
ˆ ˆk k'  GSV V  
ˆ ˆk k'  'H H  
Considering / 1 / 1ˆ ˆk k k k  H H  and / 1 / 1ˆ ˆk k k k  V V ,  
/ 1 / 1
ˆ ˆ ˆ ˆ ˆ ˆk k k k k k k   '   '  H H H H H H     (63) 
/ 1 / 1
ˆ ˆ ˆ ˆ ˆk k k k k k k   '   GSV V V V V     (64) 
can be obtained. From Eq.(11) and Eq.(47), it fol-
lows that 
/ 1 / 1ˆ ˆ ˆ ˆk k k k k k  G  G SV V V V       (65) 
From Eq.(23) and Eqs.(64)-(65),  
ˆ ˆk k V V               (66) 
can be obtained. Eq.(63) and Eq.(66) indicate that 
the estimated states of the two algorithms are equal, 
that is, 
ˆ ˆ
k k X X  
Substituting T/ 1 / 1k k k k  P TP T , Eq.(60) and Eq. 




[( ) ( )
]
k k k k k k k
k k k
   P T I K H P I K H
K R K T  (67) 
From Eq.(25) and Eq.(67), it follows that 
T
k k P TP T  
This ends the proving process. 
5 All-attitude Estimation Algorithms 
5.1 Switching method to avoid singularity of 
modified Rodrigues parameters 
The modified Rodrigues parameters could not 
represent all the attitudes because of their singular-
ity. To avoid it, it is reasonable to switch the modi-
fied Rodrigues parameters to the shadow parameters. 
The shadow parameters are[7,9] 
s cot( / 4)T  nV           (68) 
The equation to transform the shadow parame-
ters of modified Rodrigues parameters sV  to the 
direction cosine matrix and the kinematic equation 
in terms of sV  are exactly the same as Eqs.(2)-(3). 
Therefore, V  in MEAE and SEAE can be replaced 
with sV . 
From Eq.(1) and Eq.(68), it follows that 
s| | | | 1 <V V  
s| | 1V , when | | 1!V  and | | 1V , when 
s| | 1!V . Thus, the singularities can be avoided by 
switching between V  and sV . When using V  to 
represent the attitude, switch from V  to sV  if 
| | 1!V , then 
s 2/ | | V V V            (69) 
When using sV  to represent the attitude, 
switch from sV  to V  if s| | 1!V , then 
s s 2/ | | V V V            (70) 
Thus, ensure that the magnitude of V  or sV  
will never exceed 1, which results in avoiding the 
singularity. 
5.2 Effects of attitude parameter switching on
    attitude estimation 
This section analyzes the effects of attitude 
parameter switching on the attitude estimation. This 
means to clarify whether the filters are disturbed at 
the switching points and give methods to deal with 
the disturbances if any. 
Let the attitude error be represented by multi-
plicative error of MEAE, and from Eq.(11) and 
Eq.(69), it follows that 
sG  GV V               (71) 
Eq.(71) indicates that there is no jump of atti-
tude error vector at the switching point. Then, there 
is no disturbance in MEAE because the EKF is ac-
tually the Kalman filtering of state error vector. 
The attitude error of SEAE is represented by 
arithmetic error. According to the definition of atti-




ˆ ˆ ˆ2 | |
ˆ| |
'  'IVV VV VV         (72) 
can be obtained. It can be seen from Eq.(72) that 
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s'  'V V  is impossible. Therefore, there will be 
disturbances in SEAE if no modification is per-
formed. 
Similar to Eq.(71), 
sG  GV V  
Thus 
sG  GX X               (73) 
From Eq.(53), it follows that 
T T T[ ] [ ]E E ' '  G GP X X T X X T     (74) 
Similar to Eq.(74), 
s s s T s s s T s T[ ( ) ] [ ) ]( )E E ' '  G GP X X T X X T  (75) 
can be obtained, where 
s 2 s s s
s 3 3
3 3 3 3
ˆ ˆ ˆ ˆ(1 | | ) 2[ ] 2 ( )7 u
u u





V V V V  
From Eqs.(73)-(75), it follows that 
s s 1 s 1 T( ) ( )  P T T P T T         (76) 
It is clear that there will be a jump of covari-
ance matrix at the switching point in SEAE. There-
fore, the covariance matrix should be modified at 
the switching point by using Eq.(76). 
6 Simulation and Discussions 
To evaluate the efficacy of the presented algo-
rithms, numerical simulation is performed on a 
small satellite in the 600 km orbit. The sensors in-
clude a gyro and three-axis magnetometers (TAM). 
The parameters for the simulation are given as fol-
lows: the gyro angle random walk is v 1O   
1/2( ) hD , the gyro rate random walk is uO   
3/24 ( ) hD , the time interval between time updates 
of gyro is 0.1 s, the time interval between time up-
dates of TAM is 1 s, the magnetic field reference is 
modeled with a tenth-order International Geomag-
netic Reference Field model, TAM measurement 
noise is modeled with a zero-mean Gaussian 
white-noise process with a standard deviation of 
300 nT, the initial attitude is set to be 
T
0( ) [tan 2.5 tan 2.5 tan 2.5 ]t  D D DV , the angular 
velocity is T 1[5 5 5]  ( ) s DZ , the initial bias of 
gyro is T 10( ) [2 2 2]  ( ) ht
 DH , the initial esti-
mation of attitude and gyro bias in the filter is set to 
be zero vectors. 
Fig.1 shows the attitude estimation results of 
MEAE, whereas Fig.2 shows the attitude estimation 
results of SEAE, which is modified with Eq.(76). 
IG , \G , TG  in the figures are the errors of the 
roll, the yaw, and the pitch angle, respectively. It 
can be seen from the figures that, consistent with the 
previous theoretical analysis, the performance of the 
two algorithms is about on par when the filtering 
has converged. To analyze the effects of attitude 
parameter switching on attitude estimation, Fig.3 
shows the attitude estimation results of SEAE with-
out modification by Eq.(76). Comparing Fig.2 with 
Fig.3, it is clear that, without modification, distur- 
 
Fig.1  Estimated attitude errors of MEAE. 
 
Fig.2  Estimated attitude errors of SEAE with modification. 
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Fig.3  Estimated attitude errors of SEAE without modifica-
tion. 
bances take place, of which the effects could never 
be neglected. As a result, the modification by Eq.(76) 
is needed if all-attitude estimation is performed with 
SEAE. 
7 Conclusions 
According to the different representations of 
attitude errors, two attitude estimation algorithms, 
MEAE and SEAE, are presented in this article. It 
turns out to be that the two algorithms are equiva-
lent in the case of small attitude errors. The attitude 
parameter switching does not cause disturbances in 
MEAE, but it does in SEAE, for which, therefore, 
modification is introduced to eliminate it. Theoreti-
cal analysis and simulation results demonstrate that, 
to express the attitude error, the selection of either 
arithmetic error or multiplicative error between the 
true and the estimated attitudes could acquire good 
attitude estimation. However, the multiplicative er-
ror is preferred to express the attitude error because 
it obviates the need for the modification to the co-
variance matrix at the switching point of attitude 
parameters. 
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