Recently, Regression Wavelet Analysis (RWA) [1] was proposed as a method for lossless compression of hyperspectral images (HSI). In RWA, a linear regression is performed after a spectral wavelet transform to generate predictors which estimate the detail coefficients from approximation coefficients at each scale of the spectral wavelet transform. In this work, we propose Clustering RWA (RWA-C), an extension of the original 'Restricted' RWA (RWA-R) model which may be used to improve compression performance while maintaining component scalability.
RWA-C works by dividing the pixels within an HSI, ∈ ℝ × , into clusters based on their spectral profiles, where m denotes the number of spatial pixels and z the number of spectral components. If the pixels in X are given by = [ , … , ] where ∈ ℝ × , a cluster is a partition of = {1,2, … , } such that the cardinality of is and = ∪ … ∪ . The approximation and detail components resulting from the spectral DWT of the pixels within a given cluster may be given by = { , … , }, ∈ ℝ × and = { , … , }, ∈ ℝ × , respectively; with = . has the form = , , … , where ∈ ℝ is the th element of the th feature vector . The coefficients are then found through linear least square regression as in original RWA. First-order entropy of prediction residuals using the proposed model with various cluster sizes is provided in Table 1 . Results are based on 12 standard AVIRIS test images [2] over two levels of decomposition using an integer CDF 5/3 DWT. Here clustering is performed using k-means with a squared Euclidean distance metric. Table 1 : Prediction residuals of RWA-R and RWA-C for DWT levels 1 and 2
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