Recovering intrinsic low-dimensional subspaces from data distributed on them is a key preprocessing step to many applications. In recent years, a lot of work has modeled subspace recovery as low-rank minimization problems. We find that some representative models, such as robust principal component analysis (R-PCA), robust low-rank representation (R-LRR), and robust latent low-rank representation (R-LatLRR), are actually deeply connected. More specifically, we discover that once a solution to one of the models is obtained, we can obtain the solutions to other models in closed-form formulations. Since R-PCA is the simplest, our discovery makes it the center of low-rank subspace recovery models. Our work has two important implications. First, R-PCA has a solid theoretical foundation. Under certain conditions, we could find globally optimal solutions to these low-rank models at an overwhelming probability, although these models are nonconvex. Second, we can obtain significantly faster algorithms for these models by solving R-PCA first. The computation cost can be further cut by applying low-complexity randomized algorithms, for example, our novel 2,1 filtering algorithm, to R-PCA. Although for the moment the formal proof of our 2,1 filtering algorithm is not yet available, experiments verify the advantages of our algorithm over other state-of-the-art methods based on the alternating direction method.
Introduction
low-rank methods, have been widely applied to motion segmentation (Gear, 1998; Costeira & Kanade, 1998; Vidal & Hartley, 2004; Yan & Pollefeys, 2006; Rao, Tron, Vidal, & Ma, 2010) , image segmentation (Yang, Wright, Ma, & Sastry, 2008; Cheng, Liu, Wang, Li, & Yan, 2011) , face classification (Ho, Yang, Lim, Lee, & Kriegman, 2003; Vidal, Ma, & Sastry, 2005; Liu et al., 2013) , and system identification (Vidal, Soatto, Ma, & Sastry, 2003; Zhang & Bitmead, 2005; Paoletti, Juloski, Ferrari-Trecate, & Vidal, 2007) .
Our Contributions.
In this letter, we show that some of the low-rank subspace recovery models are actually deeply connected, even though they were proposed independently and targeted different problems (single or multiple subspaces recovery). Our discoveries are based on a characteristic of low-rank recovery models: they may have closed-form solutions. Such a characteristic has not been found in sparsity-based models for subspace recovery, such as sparse subspace clustering (Elhamifar & Vidal, 2009 ).
There are two main contributions of this letter. First, we find a close relation between R-LRR (Wei & Lin, 2010; Vidal & Favaro, 2014) and R-PCA (Wright et al., 2009; Candès et al., 2011) , showing that, surprisingly, their solutions are mutually expressible. Similarly, R-LatLRR and R-PCA are closely connected too: their solutions are also mutually expressible. Our analysis allows an arbitrary regularizer for the noise term.
Second, since R-PCA is the simplest low-rank recovery model, our analysis naturally positions it at the center of existing low-rank recovery models. In particular, we propose to first apply R-PCA to the data and then use the solution of R-PCA to obtain the solution for other models. This approach has two important implications. First, although R-LRR and R-LatLRR are nonconvex problems, under certain conditions we can obtain globally optimal solutions with an overwhelming probability (see remark 3). Namely, if the noiseless data are sampled from a union of independent subspaces and the dimension of the subspace containing the union of subspaces is much smaller than the dimension of the ambient space, we are able to recover exact subspace structure as long as the noise is sparse (even if the magnitudes of the noise are arbitrarily large). Second, solving R-PCA is much faster than solving other models. The computation cost could be further cut if we solve R-PCA by randomized algorithms. For example, we propose the 2,1 filtering algorithm to solve R-PCA when the noise term uses 2,1 norm (see Table 1 for a definition). Experiments verify the significant advantages of our algorithms.
The remainder of this letter is organized as follows. Section 2 reviews the representative low-rank models for subspace recovery. Section 3 gives our theoretical results-the interexpressibility among the solutions of R-PCA, R-LRR, and R-LatLRR. In section 4, we present detailed proofs of our theoretical results. Section 5 gives two implications of our theoretical analysis: better solutions and faster algorithms. We show the experimental results on both synthetic and real data in section 6. Section 7 concludes the paper. 
Notations Meanings
Capital letter A matrix m, n Size of the data matrix M n (1) , n (2) n (1) = max{m, n}, n (2) = min{m, n} log Natural logarithm I, 0, 1
The identity matrix, all-zero matrix, and all-one vector e i Vector whose ith entry is 1 and others are 0 M : j
The jth column of matrix M M ij The entry at the ith row and jth column of matrix M M T Transpose of matrix M M † Moore-Penrose pseudo-inverse of matrix M |M| | M| i j = |M i j |, i = 1, . . . , m, j = 1, . . . , n || · || 2 Euclidean norm for a vector, ||v|| 2 = i v 2 i || · || * Nuclear norm of a matrix (the sum of its singular values) || · || 0 0 norm of a matrix (the number of nonzero entries) || · || 2,0 2,0 norm of a matrix (the number of nonzero columns) || · || In this section, we review a number of existing low rank models for subspace recovery.
Notations and Naming Conventions.
We first define some notations. Table 1 summarizes the main notations that appear in this letter.
Since this letter involves multiple subspace recovery models, to minimize confusion, we name the models that minimize rank functions and nuclear norms as the original model and the relaxed model, respectively. We also name the models that use the denoised data matrices for dictionaries as robust models, with the prefix "R-".
Robust Principal Component Analysis.
Robust principal component analysis (R-PCA) (Wright et al., 2009; Candès et al., 2011 ) is a robust version of PCA. It aims at recovering a hidden low-dimensional subspace from the observed high-dimensional data that have unknown sparse corruptions. The low-dimensional subspace and sparse corruptions correspond to a low-rank matrix A 0 and a sparse matrix E 0 , respectively. The mathematical formulation of R-PCA is as follows: where X = A 0 + E 0 ∈ R m×n is the observation with data samples being its columns and λ > 0 is a regularization parameter.
Since solving the original R-PCA is NP-hard, which prevents the practical use of R-PCA, Candès et al. (2011) proposed solving its convex surrogate, called principal component pursuit or relaxed R-PCA by our naming conventions, defined as:
This relaxation makes use of two facts. First, the nuclear norm is the convex envelope of rank within the unit ball of matrix operator norm. Second, the 1 norm is the convex envelope of the 0 norm within the unit ball of the ∞ norm. Candès et al. (2011) further proved that when the rank of the structure component A 0 is O(n (2) / log 2 n (1) ), A 0 is nonsparse (see the incoherent conditions, equations 5.1 and 5.2), and the nonzeros of the noise matrix E 0 are uniformly distributed whose number is O(mn) (it is remarkable that the magnitudes of noise could be arbitrarily large), then with a particular regularization parameter λ = 1/ n (1) the solution of the convex relaxed R-PCA problem, equation 2.2, perfectly recovers the ground truth data matrix A 0 and the noise matrix E 0 with an overwhelming probability.
Low-Rank Representation.
While R-PCA works well for a single subspace with sparse corruptions, it is unable to identify multiple subspaces, the main target of the subspace clustering problem. To overcome this drawback, Liu et al. (2010 Liu et al. ( , 2013 proposed the following (noiseless) low-rank representation (LRR) model:
( 2.3)
The idea of LRR is to self-express the data, that is, using data as the dictionary, and then find the lowest-rank representation matrix. The rank measures the dimension of the sum of the subspaces, and the pattern in the optimal Z (i.e., block diagonal structure), can help identify the subspaces. To make the model robust to outliers, Liu et al. (2010 Liu et al. ( , 2013 added a regularization term to the LRR model,
supposing that the corruptions are column sparse.
Again, due to the NP-hardness of the original LRR, Liu et al. (2010 Liu et al. ( , 2013 proposed solving the relaxed LRR instead:
where the 2,1 norm is the convex envelope of the 2,0 norm within the unit ball of the 2,∞ norm. They proved that if the fraction of corruptions does not exceed a threshold, the row space of the ground truth Z and the indices of nonzero columns of the ground truth E can be exactly recovered (Liu et al., 2013) .
Robust Low-Rank Representation (Robust Shape Interaction and Low-Rank Subspace Clustering)
. LRR uses the data matrix itself as the dictionary to represent data samples. This is not reasonable when the data contain severe noise or outliers. To remedy this issue, Wei and Lin (2010) suggested using denoised data as the dictionary to express itself, resulting in the following model:
( 2.6) It is called the original robust shape interaction (RSI) model. Again, it has a relaxed version,
by replacing rank and 2,0 with their respective convex envelopes. Note that the relaxed RSI is still nonconvex due to its bilinear constraint, which may cause difficulty in finding its globally optimal solution. Wei and Lin (2010) first proved the following result on the relaxed noiseless LRR, which is also the noiseless version of the relaxed RSI.
Proposition 1. The solution to relaxed noiseless LRR (RSI),
min Z Z * , s.t. A = AZ,(2.
8)
is unique and given by Z
A can also be written as A † A. Equation 2.8 is a relaxed version of the original noiseless LRR:
(2.9) V A V T A is called the shape interaction matrix in the field of structure from motion (Costeira & Kanade, 1998) . Hence model 2.6 is named robust shape interaction. V A V T A is block diagonal when the column vectors of A lie strictly on independent subspaces. The block diagonal pattern reveals the structure of each subspace and therefore offers the possibility of subspace clustering. Wei and Lin (2010) proposed to solve the optimal A * and E * from
which we call the column sparse relaxed R-PCA since it is the convex relaxation of the original problem:
Then Wei and Lin (2010) used (Z * , E * ) as the solution to the relaxed RSI problem (see equation 2.7), where Z * is the shape interaction matrix of A * by proposition 1. In this way, they deduced the optimal solution. We prove in section 4 that this is indeed true and actually holds for arbitrary functions on E. It is worth noting that Xu, Caramanis, and Sanghavi (2012) proved that problem 2.10 is capable of exactly recognizing the sparse outliers and simultaneously recovering the column space of the ground truth data under rather broad conditions. Our previous work (Zhang, Lin, Zhang, & Chang, 2015) further showed that the parameter λ = 1/ log n guarantees the success of the model, even when the rank of the intrinsic matrix and the number of nonzero columns of the noise matrix are almost O(n), where n is the column number of the input.
As a closely connected work of RSI, Favaro, Vidal, and Ravichandran (2011) and Vidal and Favaro (2014) proposed a similar model, low-rank subspace clustering (LRSC):
(2.12) LRSC differs from RSI, equation (2.7), only by the norm of E. The other difference is that LRSC adopts the alternating direction method (ADMM) (Lin, Liu, & Su, 2011) to solve equation 2.12.
In order not to confuse readers and to highlight that both RSI and LRSC are robust versions of LRR, we call them robust LRR (R-LRR) instead as our theoretical analysis allows for arbitrary functions on E.
Robust Latent Low-Rank Representation.
Although LRR and R-LRR have been successful in applications such as face recognition (Liu et al., , 2013 Wei & Lin, 2010) , motion segmentation (Liu et al., , 2013 Favaro et al., 2011) , and image classification (Bull & Gao, 2012; Zhang, Jiang, & Davis, 2013) , they break down when the samples are insufficient, especially when the number of samples is fewer than the dimensions of subspaces. Liu and Yan (2011) addressed this small sample problem by introducing hidden data X H into the dictionary:
(2.13)
Obviously it is impossible to solve problem 2.13 because X H is unobserved. Nevertheless, by utilizing proposition 1, Liu and Yan (2011) proved that X can be written as X = XZ + LX, where both Z and L are low rank, resulting in the following latent low-rank representation (LatLRR) model,
where sparse corruptions are considered. As a common practice, its relaxed version is solved instead:
As in the case of LRR, when the data are very noisy or highly corrupted, it is inappropriate to use X itself as the dictionary. So borrowed the idea of R-LRR to use denoised data as the dictionary, giving rise to the following robust latent LRR (R-LatLRR) model, 
Again the relaxed R-LatLRR model is nonconvex. Zhang, Lin et al. (2013) proved that when there is no noise, both the original R-LatLRR and relaxed R-LatLRR have nonunique closed-form solutions, and they described the complete solution sets, among which there are a large number of inappropriate solutions for subspace clustering. In order to choose the appropriate solution, according to Wright, Ma, Mairal, Sapiro, and Huang (2010) , an informative similarity matrix should have an adaptive neighborhood, high discriminating power, and high sparsity (Zhuang et al., 2012) . As the graphs constructed by LatLRR have had high discriminating power and adaptive neighborhood , Zhang, Lin et al. (2013) considered using high sparsity to choose the optimal solution Z * . In particular, like RSI, Zhang, Lin et al. (2013) proposed applying R-PCA to separate X into X = A * + E * . Next, they found the sparsest solution among the solution set of relaxed noiseless R-LatLRR, In section 4, we prove that the above two-step procedure solves equation 2.17 correctly. More in-depth analysis will also be provided.
Other Low-Rank Models for Subspace Clustering.
In this section, we mention more low-rank subspace recovery models, although they are not our focus in this letter. Also aiming at addressing the small sample issue, Liu et al. (2012) proposed fixed rank representation by requiring that the representation matrix be as close to a rank r matrix as possible, where r is a prescribed rank. Then the best rank r matrix, which still has a block diagonal structure, is used for subspace clustering. Wang, Saligrama, and Castañón (2011) extended LRR to address nonlinear multimanifold segmentation, where the error E is regularized by the square of Frobenius norm so that the kernel trick can be used. Ni, Sun, Yuan, Yan, and Cheong (2010) augmented the LRR model with a semidefiniteness constraint on the representation matrix Z. In contrast, the representation matrices by R-LRR and R-LatLRR are both naturally semidefinite as they are shape interaction matrices.
Main Results: Relations Among Low-Rank Models
In this section, we present the hidden connections among representative low-rank recovery models-R-PCA, R-LRR, and R-LatLRR-although they appear different and have been proposed for different purposes. Actually, our analysis holds for more general models where the regularization on noise term E can be arbitrary. More specifically, the generalized models are:
where f is any function. For brevity, we still call equations 3.1 to 3.6 the original R-PCA, relaxed R-PCA, original R-LRR, relaxed R-LRR, original R-LatLRR, and relaxed R-LatLRR, respectively, without mentioning "generalized."
We show that the solutions to the above models are mutually expressible; if we have a solution to one of the models, we will obtain the solutions to other models in closed-form formulations. We further show in section 5 that such mutual expressibility is useful.
It suffices to show that the solutions of the original R-PCA and those of other models are mutually expressible (i.e., letting the original R-PCA hinge all the above models). We summarize our results as the following theorems.
Theorem 1 (connection between the original R-PCA and the original R-LRR). For any minimizer (
Theorem 2 (connection between the original R-PCA and the relaxed R-LRR) . For any minimizer (A * , E * ) of the original R-PCA problem, equation 3.1, the relaxed R-LRR problem, equation 3.4, has an optimal solution ((A * ) † A * , E * ). Conversely, suppose that the relaxed R-LRR problem, equation 3.4, has a minimizer (Z * , E * ); then (X − E * , E * ) is an optimal solution to the original R-PCA problem, equation 3.1.
Remark 2. According to theorem 2, the relaxed R-LRR can be viewed as denoising the data first by the original R-PCA and then adopting the shape interaction matrix of the denoised data matrix as the affinity matrix. Such a procedure is exactly the same as that in Wei and Lin (2010) , which was proposed out of heuristics and for which no proof was provided.
Theorem 3 (connection between the original R-PCA and the original R-LatLRR).
Let the pair (A * , E * ) be any optimal solution to the original R-PCA problem, equation 3.1. Then the original R-LatLRR model, equation 3.5, has minimizers 
W is any idempotent matrix and S 1 and S 2 are any matrices satisfying:
Conversely, let (Z * , L * , E * ) be any optimal solution to the original R-LatLRR, equation 3.5. Then (X − E * , E * ) is a minimizer of the original R-PCA problem, equation 3.1.
Theorem 4 (connection between the original R-PCA and the relaxed R-LatLRR).
Let the pair (A * , E * ) be any optimal solution to the original R-PCA problem, equation 3.1. Then the relaxed R-LatLRR model, equation 3.6, has minimizers
8)
and W is any block diagonal matrix satisfying:
Conversely, let (Z * , L * , E * ) be any optimal solution to the relaxed R-LatLRR, equation 3.6. Then (X − E * , E * ) is a minimizer of the original R-PCA problem, equation 3.1. Remark 3. According to the above results, once we obtain a globally optimal solution to the original R-PCA, equation 3.1, we can obtain globally optimal solutions to the original and relaxed R-LRR and R-LatLRR problems. Although in general solving the original R-PCA is NP hard, under certain conditions (see section 5.1), its globally optimal solution can be obtained with an overwhelming probability by solving the relaxed R-PCA, equation 3.2. If one solves the original and relaxed R-LRR or R-LatLRR directly (e.g., by ADMM), there is no analysis on whether their globally optimal solutions can be attained due to their nonconvex nature. In this sense, we say that we can obtain a better solution for the original and relaxed R-LRR and R-LatLRR if we reduce them to the original R-PCA. Our numerical experiments in section 6.1 testify to our claims.
Proofs of Main Results
In this section, we provide detailed proofs of the four theorems in the previous section.
Connection between R-PCA and R-LRR.
The following lemma is useful throughout the proof of theorem 1.
Lemma 1 (Zhang, Lin et al., 2013) 
. Suppose U A Σ A V T
A is the skinny SVD of A. Then the complete solutions to equation 2.9 are Z * = A † A + SV T A , where S is any matrix such that V T A S = 0. Using lemma 1, we can prove theorem 1.
Proof of Theorem 1. We first prove the first part of the theorem. Since (A * , E * ) is a feasible solution to problem 3.1, it is easy to check that
is also feasible for equation 3.3 by using a fundamental property of Moore-Penrose pseudo-inverse:
is not an optimal solution to equation 3.3. Then there exists an optimal solution to it, denoted by ( Z, E), such that
is optimal for problem 3.3, by lemma 1, we fix E and have
On the other hand,
From equations 4.1 to 4.3, we have
which leads to a contradiction with the optimality of (A * , E * ) to R-PCA, equation 3.1. We then prove the converse, also by contradiction. Suppose that (Z * , E * ) is a minimizer to the original R-LRR problem, equation 3.3, while (X − E * , E * ) is not a minimizer to the R-PCA problem, equation 3.1. Then there will be a better solution to problem 3.1, termed ( A, E), which satisfies
(4.5)
Fixing E as E * in equation 3.3, by lemma 1 and the optimality of Z * , we infer that
where we have utilized another property of Moore-Penrose pseudo-inverse:
Combining equations 4.5 to 4.7, we have
The inequality, equation 4.8 leads to a contradiction with the optimality of the pair (Z * , E * ) for R-LRR. Thus we finish the proof. Now we prove theorem 2. Proposition 1 is critical for the proof.
Proof of Theorem 2. We first prove the first part of the theorem. Obviously, according to the conditions of the theorem, ((A * ) † A * , E * ) is a feasible solution to problem 3.4. Now suppose it is not optimal, and the optimal solution to problem 3.4 is ( Z, E). So we have
Viewing the noise E as a fixed matrix, by proposition 1 we have
This is a contradiction because (A * , E * ) has been an optimal solution to the R-PCA problem 3.1, thus proving the first part of the theorem. Next, we prove the second part of the theorem. Similarly, suppose (X − E * , E * ) is not the optimal solution to the R-PCA problem, equation 3.1. Then there exists a pair ( A, E) that is better;
is feasible for the relaxed R-LRR, equation 3.4. Thus we have a contradiction.
Connection between R-PCA and R-LatLRR
. Now we prove the mutual expressibility between the solutions of R-PCA and R-LatLRR. Our previous work (Zhang, Lin et al., 2013) gives the complete closed-form solutions to noiseless R-LatLRR problems 2.19 and 2.18, which are both critical to our proofs.
Lemma 2 (Zhang, Lin et al., 2013) 
. Suppose U A Σ A V T
A is the skinny SVD of a denoised data matrix A. Then the complete solutions to the original noiseless R-LatLRR problem, equation 2.19, are as follows:
where W is any idempotent matrix and S 1 and S 2 are any matrices satisfying:
1. V T A S 1 = 0 and S 2 U A = 0 2. Rank(S 1 ) ≤rank( W), and rank(S 2 ) ≤rank(I − W). Now we are ready to prove theorem 3.
Proof of Theorem 3. We first prove the first part of the theorem. Since equation 4.13 is the minimizer to problem 2.19 with A = A * , it naturally satisfies the constraint: A * = A * Z * + L * A * . Together with the fact that A * = X − E * based on the assumption of the theorem, we conclude that (Z * , L * , E * ) satisfies the constraint of the original R-LatLRR, equation 3.5. Now suppose that there exists a better solution, termed ( Z, L, E), than (Z * , L * , E * ) for equation 3.5, which satisfies the constraint
and has a lower objective function value:
Without loss of generality, we assume that ( Z, L, E) is optimal to equation 3.5. Then according to lemma 2, by fixing E and E * , respectively, we have
From equations 4.14 to 4.16, we finally obtain
which leads to a contradiction with our assumption that (A * , E * ) is optimal for R-PCA. We then prove the converse. Similarly, suppose that ( A, E) is a better solution than (X − E * , E * ) for R-PCA, equation 3.1. Then
where the last equality holds since (Z * , L * , E * ) is optimal to equation 3.5 and its corresponding minimum objective function value is rank(
is feasible for the original R-LatLRR, equation 3.5, we obtain a contradiction with the optimality of (Z * , L * , E * ) for R-LatLRR.
The following lemma is helpful for proving the connection between the R-PCA, equation 3.1, and the relaxed R-LatLRR, equation 3.6.
Lemma 3 (Zhang, Lin et al., 2013) 
A is the skinny SVD of a denoised data matrix A. Then the complete optimal solutions to the relaxed noiseless R-LatLRR problem, equation 2.18 are as follows: Z, L, E) is a better solution than (Z * , L * , E * ) to the relaxed R-LatLRR, equation 3.6:
(4.20)
Without loss of generality, we assume ( Z, L, E) is the optimal solution to equation 3.6. So according to lemma 3, ( Z, L, E) can be written as the form 4.19:
where A = X − E and W satisfies all the conditions in lemma 3. Taking equation 4.21 into the objective function of problem 3.6, we have
where conditions 1 and 2 in lemma 3 guarantee || Z|| * + || L|| * = rank(A) = rank(X − E). On the other hand, taking equation 3.8 into the objective function of problem 3.6 and using conditions 1 and 2 in the theorem, we have
(4.23)
Thus we obtain a contradiction by considering equations 4.20, 4.22, and 4.23.
Conversely, suppose the R-PCA problem, equation 3.1, has a better solution ( A, E) than (X − E * , E * ):
(4.24)
On one hand, we have
On the other hand, since (Z * , L * , E * ) is optimal to the relaxed R-LatLRR, equation 3.6, it can be written as where conditions 1 and 2 in lemma 4.2 guarantee that equation 4.27 holds. So the inequality follows: 28) which is contradictory to the optimality of the (Z * , L * , E * ) to the relaxed R-LatLRR, equation 3.6.
Finally, viewing R-PCA as a hinge, we connect all the models considered in section 3. We now prove corollary 1.
Proof of Corollary 1. According to theorems 1, 2, 3, and 4, the solutions to R-PCA and those of other models are mutually expressible. Next, we build the relationships among equations 3.3 to 3.6. For simplicity, we take only equations 3.3 and 3.4 as example. The proofs of the remaining connections are similar.
Suppose (Z * , E * ) is optimal to the original R-LRR problem, equation 3.3. Then, based on theorem 1, (X − E * , E * ) is an optimal solution to the R-PCA problem, equation 3.1. Then theorem 2 concludes that ((X − E * ) † (X − E * ), E * ) is a minimizer of the relaxed R-LRR problem, equation 3.4. Conversely, suppose that (Z * , E * ) is optimal to the relaxed R-LRR problem. By theorems 1 and 2, we conclude that ((X − E * ) † (X − E * ) + SV T X−E * , E * ) is an optimal solution to the original R-LRR problem, equation 3.3, where V X−E * is the matrix of right singular vectors in the skinny SVD of X − E * and S is any matrix satisfying V T X−E * S = 0.
Applications of the Theoretical Analysis
In this section, we discuss pragmatic values of our theoretical results in section 3. As one can see in Figure 1 , we put R-PCA at the center of all the low-rank models under consideration because it is the simplest one, which implies that we prefer deriving solutions of other models from that of R-PCA. For simplicity, we turn to our two-step approach, first reducing to R-PCA and then expressing the desired solution by the solution of R-PCA, as REDU-EXPR method. There are two advantages of REDU-EXPR. First, we could obtain better solutions to other low-rank models (see remark 3). R-PCA has a solid theoretical foundation. Candès et al. (2011) proved that under certain conditions, solving the relaxed R-PCA, equation 2.2, which is convex, can recover the ground truth solution at an overwhelming probability (see section 5.1.1). Xu et al. (2012) and Zhang et al. (2015) also proved similar results for column sparse relaxed R-PCA, equation 2.10 (see section 5.1.2). Then by the mutualexpressibility of solutions, we could also obtain globally optimal solutions to other models. In contrast, the optimality of a solution is uncertain if we solve other models using specific algorithms, such as, ADMM (Lin et al., 2011) , due to their nonconvex nature.
The second advantage is that we could have much faster algorithms for other low-rank models. Due to the simplicity of R-PCA, solving R-PCA is much faster than other models. In particular, the expensive O(mn 2 ) complexity of matrix-matrix multiplication (between X and Z or L) could be avoided. Moreover, there are low-complexity randomized algorithms for solving R-PCA, making the computational cost of solving other models even lower. In particular, we propose an 2,1 filtering algorithm for column sparse relaxed R-PCA (equation 3.2 with f (E) = E 2,1 ). If one is directly faced with other models, it is nontrivial to design low-complexity algorithms (either deterministic or randomized). 2 In summary, based on our analysis, we could achieve low ranknessbased subspace clustering with better performance and faster speed.
Better Solution for Subspace Recovery.
Reducing to R-PCA could help overcome the nonconvexity issue of the low-rank recovery models we consider (see remark 3). We defer the numerical verification of this claim until section 6.1. In this section, we discuss the theoretical conditions under which reducing to R-PCA succeeds for the subspace clustering problem.
We focus on the application of theorem 2, which shows that given the solution (A * , E * ) to R-PCA problem 3.1, the optimal solution to the relaxed R-LRR problem 3.4, is presented by ((A * ) † A * , E * ). Note that (A * ) † A * is called the shape interaction matrix in the field of structure from motion and has been proven to be block diagonal by Costeira and Kanade (1998) when the column vectors of A * lie strictly on independent subspaces and the sampling number of A * from each subspace is larger than the subspace dimension (Liu et al., 2013) . The block diagonal pattern reveals the structure of each subspace and hence offers the possibility of subspace clustering. Thus, to illustrate the success of our approach, we show under which conditions the R-PCA problem exactly recovers the noiseless data matrix or correctly recognizes the indices of noise. We discuss the cases where the corruptions are sparse element-wise noise, sparse column-wise noise, and dense gaussian noise, respectively. As for the application of theorems 1, 3, and 4, given that the solutions to problems 3.3, 3.5, and 3.6 are all nonunique and thus it is possible for an optimal solution to have better or worse performance (e.g., clustering accuracy) than another optimal solution, one should adopt another criterion (e.g., the sparsity constraint) to select the most suitable solution for specific application tasks (see e.g., .
Sparse Element-Wise Noises.
Suppose each column of the data matrix is an observation. In the case where the corruptions are sparse element-wise noise, we assume that the positions of the corrupted elements sparsely and uniformly distribute on the input matrix. In this case, we consider the use of the 1 norm, model 2.2, to remove the corruption. Candès et al. (2011) gave certain conditions under which model 2.2 exactly recovers the noiseless data A 0 from the corrupted observations X = A 0 + E 0 ∈ R m×n . We apply them to the success conditions of our approach. First, to avoid the possibility that the low-rank part A 0 is sparse, A 0 needs to satisfy the following incoherent conditions:
where U 0 0 V T 0 is the skinny SVD of A 0 , r = rank(A 0 ), and μ is a constant. The second assumption for the success of the algorithm is that the dimension of the sum of the subspaces is sufficiently low and the support number s of the noise matrix E 0 is not too large, namely, rank(A 0 ) ≤ ρ r n (2) μ(log n (1) ) 2 and s ≤ ρ s mn,
where ρ r and ρ s are numerical constants, n (1) = max{m, n} and n (2) = min{m, n}. Under these conditions, Candès et al. (2011) justified that relaxed R-PCA, equation 2.2, with λ = 1/ n (1) exactly recovers the noiseless data A 0 . Thus, the algorithm of reducing to R-PCA succeeds as long as the subspaces are independent and the sampling number from each subspace is larger than the subspace dimension (Liu et al., 2013) .
Sparse Column-Wise Noise.
In the more general case, the noise exists in a small number of columns, each nonzero column of E 0 corresponds to a corruption. In this case, we consider the use of the 2,1 norm, model 2.10 to remove the corruption.
Several articles have investigated the theoretical conditions under which column sparse relaxed R-PCA, equation 2.10, succeeds (Xu et al., 2012; Chen, Xu, Caramanis, & Sanghavi, 2011; Zhang et al., 2015) . With slightly stronger conditions, our discovery in Zhang et al. (2015) gave tight recovery bounds under which model 2.10 exactly identifies the indices of noise. Notice that it is impossible to recover a corrupted sample into its right subspace, since the magnitude of noise here can be arbitrarily large. Moreover, for observations like
where the first column is the corrupted sample while others are noiseless, it is even harder to identify that the ground truth of the first column of M belongs to the space Range(e 1 ) or the space Range(e 2 ). So we remove the corrupted observation identified by the algorithm rather than exactly recovering its ground truth and use the remaining noiseless data to reveal the real structure of the subspaces. According to our discovery (Zhang et al., 2015) , the success of model 2.10 requires incoherence as well. However, only condition 5.1 is needed, which is sufficient to guarantee that the low-rank part cannot be column sparse. Similarly, to avoid the column-sparse part being low rank when the number of its nonzero columns is comparable to n, we assume ||B(E 0 )|| ≤ log n/4, where B(E 0 ) = {H : P I ⊥ (H) = 0; H : j = [E 0 ] : j /||[E 0 ] : j || 2 , [E 0 ] : j ∈ I}, I = { j : [E 0 ] : j = 0}, and P I ⊥ is a projection onto the complement of I. Note that, for example, when the columns of E 0 are independent subgaussian isotropic random vectors, the constraint holds. So the constraint is feasible, even though the number of the nonzero columns of E 0 is comparable to n. The dimension of the sum of the subspaces is also required to be low and the column support number s of the noise matrix E 0 to not be too large. More specifically, rank(A 0 ) ≤ ρ r n (2) μ log n and s ≤ ρ s n, (5.5) where ρ r and ρ s are numerical constants. Note that the range of the successful rank(A 0 ) in equation 5.5 is broader than that of equation 5.3, and has been proved to be tight (Zhang et al., 2015) . Moreover, to avoid [A 0 + E 0 ] : j lying in an incorrect subspace, we assume [E 0 ] : j ∈ Range(A 0 ) for ∀ j ∈ I. Under these conditions, our theorem justifies that column-sparse relaxed R-PCA, equation 2.10, with λ = 1/ log n exactly recognizes the indices of noises. Thus our approach succeeds.
Dense Gaussian Noises.
Assume that the data A 0 lie in an rdimension subspace where r is relatively small. For dense gaussian noises, we consider the use of squared Frobenius norm, leading to the following relaxed R-LRR problem:
We quote the following result from Favaro et al. (2011) , which gave the closed-form solution to problem 5.6. Based on our results in section 3, we give a new proof:
Corollary 2 (Favaro et al., 2011) . Let X = UΣ V T be the SVD of the data matrix X. Then the optimal solution to equation 5.6 is given by
where Σ 1 , U 1 , and V 1 correspond to the top r = arg min k (k + λ i>k σ 2 i ) singular values and singular vectors of X, respectively.
Proof. The optimal solution to problem
is A * = U 1 1 V T 1 , where 1 , U 1 , and V 1 correspond to the top r = arg min k (k + λ i>k σ 2 i ) singular values and singular vectors of X, respectively. This can be easily seen by probing the different rank k of A and observing that min rank(A)≤k ||X − A|| 2 F = i>k σ 2 i . Next, according to theorem 2, where f is chosen as the squared Frobenius norm, the optimal solution to problem 5.6 is given by A * = U 1 1 V T 1 , Z * = (A * ) † A * = V 1 V T 1 , and E * = X − A * as claimed.
Corollary 2 offers insight into the relaxed R-LRR, equation 5.6. We can first solve the classical PCA problem with parameter r = arg min k k + λ i>k σ 2 i and then adopt the shape interaction matrix of the denoised data matrix as the affinity matrix for subspace clustering. This is consistent with the well-known fact that, empirically and theoretically, PCA is capable of dealing effectively with small, dense gaussian noise. Note that one needs to tune the parameter λ in problem 5.6 in order to obtain a suitable parameter r for the PCA problem.
Other Cases.
Although our approach works well under rather broad conditions, it might fail in some cases (e.g., the noiseless data matrix is not low rank). However, for certain data structures, the following numerical experiment shows that reducing to R-PCA correctly identifies the indices of noise even though the ground truth data matrix is of full rank. The synthetic data are generated as follows. In the linear space R 5D , we construct five independent D-dimensional subspaces randomly generated column orthonormal matrices. Then 20D points are sampled from each subspace by multiplying its basis matrix with a D × 20D gaussian distribution matrix, whose entries are independent and identically distributed (i.i.d.) N (0, 1). Thus, we obtain a 5D × 100D structured sample matrix without noise, and the noiseless data matrix is of rank 5D. We then add 15% column-wise gaussian noises whose entries are i.i.d. N (0, 1) on the noiseless matrix and solve model 2.10 with λ = 1/ log(100D). Table 2 reports the Hamming distance between the ground truth indices and the identified indices by model 2.10, under different input sizes. It shows that reducing to R-PCA succeeds for structured data distributions even when the dimension of the sum of the subspaces is equal to that of the ambient space. In contrast, the algorithm fails for unstructured data distributions; for example, the noiseless data are 5D × 100D gaussian matrix whose element is totally random, obeying i.i. d. N (0, 1) . Since the main focus of this letter is the relations among several low-rank models and the success conditions are within the research of R-PCA, the theoretical analysis on how data distribution influences the success of R-PCA will be our future work.
Fast Algorithms for Subspace Recovery.
Representative low-rank subspace recovery models like LRR and LatLRR are solved by ADMM (Lin et al., 2011) and the overall complexity 3 is O(mn 2 ) Liu et al., 2013) . For LRR, by employing linearized ADMM (LADMM) and some advanced tricks for computing partial SVD, the resulting algorithm is of O(rn 2 ) overall complexity, where r is the rank of optimal Z. We show that our REDU-EXPR approach can be much faster.
We take a real experiment for an example. We test face image clustering on the extended YaleB database, which consists of 38 persons with 64 different illuminations for each person. All the faces are frontal, and thus images of each person lie in a low-dimensional subspace (Belhumeur et al., 1997) . We generate the input data as follows. We reshape each image into a 32,256dimensional column vector. Then the data matrix X is 32, 256 × 2, 432. We record the running times and the clustering accuracies 4 of relaxed LRR (Liu , 2010, 2013) and relaxed R-LRR (Favaro et al., 2011; Wei & Lin, 2010) . LRR is solved by ADMM. For R-LRR, we test three algorithms. The first one is traditional ADMM: updating A, E, and Z alternately by minimizing the augmented Lagrangian function of relaxed R-LRR:
The second algorithm is partial ADMM, which updates A, E, and Z by minimizing the partial augmented Lagrangian function: (5.9) subject to A = AZ. This method is adopted by Favaro et al. (2011) . A key difference between partial ADMM and traditional ADMM is that the former updates A and Z simultaneously by using corollary 2. (For more details, refer to Favaro et al., 2011 .) The third method is REDU-EXPR, adopted by Wei and Lin (2010) . Except the ADMM method for solving R-LRR, we run the codes provided by their respective authors. One can see from Table 3 that REDU-EXPR is significantly faster than the ADMM-based method. Actually, solving R-LRR by ADMM did not converge. We want to point out that the partial ADMM method used the closed-form solution shown in corollary 2. However, its speed is still much inferior to that of REDU-EXPR.
For large-scale data, neither O(mn 2 ) nor O(rn 2 ) is fast enough. Fortunately, for R-PCA, it is relatively easy to design low-complexity randomized algorithms to further reduce its computational load. Liu, Lin, Su, and Gao (2014) has reported an efficient randomized algorithm, 1 filtering, to solve R-PCA when f (E) = E 1 . The 1 filtering is completely parallel, and its complexity is only O(r 2 (m + n))-linear to the matrix size. In the following, we sketch the 1 filtering algorithm (Liu et al., 2014) , and in the same spirit propose a novel 2,1 filtering algorithm for solving column-sparse R-PCA, equation 2.11, that is, R-PCA with f (E) = E 2,1 . (Liu et al., 2014) . The 1 filtering algorithm aims at solving the R-PCA problem, equation 3.1, with f (E) = E 1 . There are two main steps. The first step is to recover a seed matrix. The second is to process the rest of the data matrix by 1 -norm-based linear regression.
Outline of 1 Filtering Algorithm
Step 1: Recovery of a Seed Matrix. Assume that the target rank r of the lowrank component A is very small compared with the size of the data matrix: r min{m, n}. By randomly sampling an s r r × s c r submatrix X s from X, where s r , s c > 1 are oversampling rates, we partition the data matrix X, together with the underlying matrix A and the noise E, into four parts (for simplicity, we assume that X s is at the top left corner of X):
(5.10)
We first recover the seed matrix A s of the underlying matrix A from X s by solving a small-scale relaxed R-PCA problem,
where λ s = 1/ max{s r r, s c r}, suggested in (Candès et al., 2011) , for exact recovery of the underlying A s . This problem can be efficiently solved by ADMM (Lin et al., 2011) .
Step 2: 1 Filtering. Since rank(A) = r and A s is a randomly sampled s r r × s c r submatrix of A, with an overwhelming probability rank(A s ) = r, so A c and A r must be represented as linear combinations of the columns or rows in A s . Thus, we obtain the following 1 -norm-based linear regression problems: As soon as A c = A s Q and A r = P T A s are computed, the generalized Nyström method (Wang, Dong, Tong, Lin, & Guo, 2009) gives A s = P T A s Q.
(5.14)
Thus we recover all the submatrices in A. As shown in Liu et al. (2014) , the complexity of this algorithm is only O(r 2 (m + n)) without considering the reading and writing time.
5.2.2 2,1 Filtering Algorithm. 1 filtering is for entry-sparse R-PCA. For R-LRR, we need to solve column sparse R-PCA. Unlike the 1 case, which breaks the full matrix into four blocks, the 2,1 norm requires viewing each column in a holistic way, so we can only partition the whole matrix into two blocks. We inherit the idea of 1 filtering to propose a randomized algorithm, called 2,1 filtering, to solve column-sparse R-PCA. It also consists of two steps. We first recover a seed matrix and then process the remaining columns via 2 norm-based linear regression, which turns out to be a least square problem.
Recovery of a Seed Matrix. The step of recovering a seed matrix is nearly the same as that of the 1 filtering method, except that we partition the whole matrix into only two blocks. Suppose the rank of A is r min{m, n}. We randomly sample sr columns of X, where s > 1 is an oversampling rate. These sr columns form a submatrix X l . For brevity, we assume that X l is the leftmost submatrix of X. Then we may partition X, A, and E as follows:
respectively. We could first recover A l from X l by a small-scale relaxed column-sparse R-PCA problem, (5.15) where λ l = 1/ log(sr) (Zhang et al., 2015) .
2,1 Filtering. After the seed matrix A l is obtained, since rank(A) = r and with an overwhelming probability rank(A l ) = r, the columns of A r must be linear combinations of A l . So there exists a representation matrix Q ∈ R sr×(n−sr) such that
(5.16)
The part E r of noise should still be column sparse, however, so we have the following 2,1 norm-based linear regression problem:
If equation 5.17 is solved directly by using ADMM (Liu et al., 2012) , the complexity of our algorithm will be nearly the same as that of solving the whole original problem. Fortunately, we can solve equation 5.17 columnwise independently due to the separability of 2,1 norms.
Let q (i) , and e (i) r represent the ith column of X r , Q, and E r , respectively (i = 1, 2, · · · , n − sr). Then problem 5.17 could be decomposed into n − sr subproblems:
As least square problems, equation 5.18 has closed-form solutions q (i) = A † l x (i) r , i = 1, · · · , n − sr. Then Q * = A † l X l and the solution to the original problem, equation 5.17, is (A † l X r , X r − A l A † l X r ). Interestingly, it is the same solution if replacing the 2,1 norm in equation 5.17 with the Frobenius norm.
Note that our target is to recover the right patch A r = A l Q * . Let U A l A l V T A l be the skinny SVD of A l , which is available when solving equation 5.15. Then A r could be written as
We may first compute U T A l X r and then U A l (U T A l X r ). This little trick reduces the complexity of computing A r .
The Complete Algorithm. Algorithm 1 summarizes our 2,1 filtering algorithm for solving column-sparse R-PCA.
As soon as the solution (A, E) to column-sparse R-PCA is solved, we can obtain the representation matrix of R-LRR Z by Z = A † A. Note that we should not compute Z naively as it is written, whose complexity will be more than O(mn 2 ). A more clever way is as follows. Suppose
So we have only to compute the row space
X r has been saved in step 3 of algorithm 1. This can be easily done by doing LQ decomposition (Golub & Van Loan, 2012) ofÂ:Â = LV T , where L is lower triangular and V T V = I. Then Z = VV T . Since LQ decomposition is much cheaper than SVD, the above trick is very efficient and all the matrix-matrix multiplications are O(r 2 n). The complete procedure for solving the R-LRR problem, equation 2.7 is described in algorithm 2.
Unlike LRR, the optimal solution to R-LRR problem, 2.7 is symmetric, and thus we could directly use |Z| as the affinity matrix instead of |Z| + |Z T |. After that, we can apply spectral clustering algorithms, such as normalized cut, to cluster each data point into its corresponding subspace.
Although for the moment the formal proof of our 2,1 filtering algorithm is not yet available, our algorithm intuitively works well. To this end, we assume two conditions to guarantee the exact recoverability of our algorithm. First, to guarantee the exact recovery of the ground-truth subspace from the whole matrix X, we need to ensure that the same subspace can be fully recovered from the seed matrix X l . So applying the result of Zhang et al. (2015) to the seed matrix, we assume that r ≤ O(sr log sr) and E 0 has O(n) nonzero columns, which guarantees that E l has O(n) column support at an overwhelming probability. Also, the incoherence conditions and the regularization parameter λ = 1/ log sr are required. Second, as for the 2,1 filtering step, to represent the rest of the whole matrix by A l , it seems that A should be low rank: Range(A l ) = Range(A). Under these conditions, our 2,1 filtering algorithm intuitively succeeds with overwhelming probabilities. We leave the rigorous analysis as our future work.
Complexity Analysis. In algorithm 1, step 2 requires O(r 2 m) time, and step 3 requires 2rmn time. Thus the whole complexity of the 2,1 filtering algorithm for solving column-sparse R-PCA is O(r 2 m) + 2rmn. In algorithm 2, for solving the relaxed R-LRR problem, equation 2.7, as just analyzed, step 1 requires O(r 2 m) + 2rmn time. The LQ decomposition in step 2 requires 6r 2 n time at most (Golub & Van Loan, 2012) . Computing VV T in step 3 requires rn 2 time. Thus, the whole complexity for solving equation 2.7 is O(r 2 m) + 6r 2 n + 2rmn + rn 2 . 5 As most of the low-rank subspace clustering models require O(mn 2 ) time to solve, due to SVD or matrix-matrix multiplication in every iteration, our algorithm is significantly faster than state-of-the-art methods.
Experiments
In this section, we use experiments to illustrate the applications of our theoretical analysis.
Comparison of Optimality on Synthetic Data.
We compare the two algorithms, partial ADMM 6 (Favaro et al., 2011) and REDU-EXPR (Wei & Lin, 2010) , which we mentioned in section 5.2, for solving the nonconvexrelaxed R-LRR problem, equation 2.7. Since the traditional ADMM is notconvergent, we do not compare with it. Because we want to compare only the quality of solutions produced by the two methods, for REDU-EXPR we temporarily do not use the 2,1 filtering algorithm introduced in section 5 to solve column-sparse R-PCA.
The synthetic data are generated as follows. In the linear space R 1000 , we construct five independent four-dimensional subspaces {S i } 5 i=1 , whose bases {U i } 5 i=1 are randomly generated column orthonormal matrices. Then 200 points are uniformly sampled from each subspace by multiplying its basis matrix with a 4 × 200 gaussian distribution matrix, whose entries are independent and identically distributed (i.i.d.) . N (0, 1). Thus, we obtain a 1,000 × 1,000 sample matrix without noise.
We compare the clustering accuracies 7 as the percentage of corruption increases, where noise uniformly distributed on (−0.6, 0.6) is added at uniformly distributed positions. We run the test 10 times and compute the mean clustering accuracy. Figure 2 presents the comparison on the accuracy, where all the parameters are tuned to be the same: λ = 1/ log 1000. One can see that R-LRR solved by REDU-EXPR is much more robust to columnsparse corruptions than by partial ADMM.
To further compare the optimality, we also record the objective function values computed by the two algorithms. Since both algorithms aim to 5 Here we highlight the difference between 2rmn + rn 2 and O(rmn + rn 2 ). The former is independent of numerical precision. It is due to the three matrix-matrix multiplications to formÂ and Z, respectively. In contrast, O(rmn + rn 2 ) usually grows with numerical precision. The more iterations there are, the larger the constant in the big O is. 6 The partial ADMM method of Favaro et al. (2011) was designed for the 1 norm on the noise matrix E, while here we have adapted it for the 2,1 norm. 7 Just as Liu et al. (2010) did, given the ground truth labeling, we set the label of a cluster to be the index of the ground truth that contributes the maximum number of samples to the cluster. Then all these labels are used to compute the clustering accuracy after comparing with the ground truth. (Wei & Lin, 2010) and partial ADMM (Favaro et al., 2011) , where the parameter λ is adopted as 1/ log n and n is the input size. The program is run 10 times, and the average accuracies are reported.
achieve the low rankness of the affinity matrix and the column sparsity of the noise matrix, we compare the objective function of the original R-LRR, equation 2.6,
(6.1)
As shown in Table 4 , R-LRR by REDU-EXPR could obtain smaller rank(Z) and objective function than those of partial ADMM. Table 4 also shows the CPU times (in seconds). One can see that REDU-EXPR is significantly faster than partial ADMM when solving the same model.
Comparison of Speed on Synthetic Data.
In this section, we show the great speed advantage of our REDU-EXPR algorithm in solving lowrank recovery models. We compare the algorithms to solve relaxed R-LRR, equation 2.7. We also present the results of solving LRR by ADMM for reference, although it is a slightly different model. Except our 2,1 filtering algorithm, all the codes run in this test are offered by Liu et al. (2013) , Favaro et al. (2011) .
The parameter λ is set for each method so that the highest accuracy is obtained. We generate clean data as we did in section 6.1. The only differences are the choice of the dimension of the ambient space and the number (Favaro et al., 2011) and REDU-EXPR (RSI) (Wei & Lin, 2010) Notes: All the experiments are run 10 times, and the λ is set to be the same: λ = 1/ log n, where n is the data size. The numbers in bold refer to the better results between the two methods: partial ADMM and REDU-EXPR.
of points sampled from subspaces. We compare the speed of different algorithms on corrupted data, where the noises are added in the same way as in Liu et al. (2010) and Liu et al. (2013) . Namely, the noises are added by submitting to 5% column-wise gaussian noises with zero means and 0.1||x|| 2 standard deviation, where x indicates corresponding vector in the subspace. For REDU-EXPR, with or without using 2,1 filtering, the rank is estimated at its exact value, 20, and the oversampling parameter s c is set to be 10. As the data size goes up, the CPU times are shown in Table 5 . When the corruptions are not heavy, all the methods in this test achieve 100% accuracy. We can see that REDU-EXPR consistently outperforms ADMMbased methods. By 2,1 filtering, the computation time is further reduced. The advantage of 2,1 filtering is more salient when the data size is larger.
Test on Real Data: AR Face
Database. Now we test different algorithms on real data, the AR face database, to classify face images. The AR face database contains 2574 color images of 99 frontal faces. All the faces have different facial expressions, illumination conditions, and occlusions (e.g., sunglasses or scarf; see Figure 3 ). Thus the AR database is much harder than the YaleB database for face clustering. We replace the spectral clustering (step 3 in algorithm 2) with a linear classifier. The classification is as follows, min W ||H − WF|| 2 F + γ ||W|| 2 F , (6.2) which is simply a ridge regression, and the regularization parameter γ is fixed at 0.8, where F is the feature data and H is the label matrix. The (Liu et al., , 2013 Solved by ADMM, R-LRR Solved by Partial ADMM (LRSC) (Favaro et al., 2011) , R-LRR Solved by REDU-EXPR without Using 2,1 Filtering (RSI) (Wei & Lin, 2010) , and R-LRR Solved by REDU-EXPR Using 2,1 Filtering as Data Size Increases. Note: In this test, REDU-EXPR with 2,1 filtering is significantly faster than other methods, and its computation time grows at most linearly with the data size. Figure 3 : Examples of images with severe occlusions in the AR database. The images in the same column belong to the same person.
classifier is trained as follows. We first run LRR or R-LRR on the original input data X ∈ R m×n and obtain an approximately block diagonal matrix Z ∈ R n×n . View each column of Z as a new observation, 8 and separate the columns of Z into two parts, where one part corresponds to the training data and the other to the test data. We train the ridge regression model by the training samples and use the obtained W to classify the test samples. Unlike the existing literature, Liu et al. (2010 Liu et al. ( , 2013 , which manually removed severely corrupted images and shrank the input images to smallsized ones in order to reduce the computation load, our experiment uses all Notes: For fair comparison of both the accuracy and the speed for different algorithms, the parameters are tuned to be the best according to the classification accuracy, and we observe the CPU time. The figures in bold refer to the best results.
the full-sized face images. So the size of our data matrix is 19,800 × 2574, where each image is reshaped as a column of the matrix, 19,800 is the number of pixels in each image, and 2574 is the total number of face images. We test LRR (Liu et al., , 2013 , solved by ADMM, and relaxed R-LRR, solved by partial ADMM (Favaro et al., 2011) , REDU-EXPR (Wei & Lin, 2010) , and REDU-EXPR with 2,1 filtering) for both classification accuracy and speed. Table 6 shows the results, where the parameters have been tuned to be the best. Since the ADMM-based method requires too much time to converge, we terminate it after 60 hours. This experiment testifies to the great speed advantage of REDU-EXPR and 2,1 filtering. Note that with 2,1 filtering, the speed of REDU-EXPR is three times faster than that without 2,1 filtering, and the accuracy is not compromised.
Conclusion and Future Work
In this letter, we investigate the connections among solutions of some representative low-rank subspace recovery models: R-PCA, R-LRR, R-LatLRR, and their convex relaxations. We show that their solutions can be mutually expressed in closed forms. Since R-PCA is the simplest model, it naturally becomes a hinge for all low-rank subspace recovery models. Based on our theoretical findings, under certain conditions we are able to find better solutions to low-rank subspace recovery models and also significantly speed up finding their solutions numerically by solving R-PCA first, and then express their solutions by that of R-PCA in closed forms. Since there are randomized algorithms for R-PCA, for example, we propose the 2,1 filtering algorithm for column-sparse R-PCA, the computation complexities for solving existing low-rank subspace recovery models can be much lower than the existing algorithms. Extensive experiments on both synthetic and real-world data testify to the utility of our theories. As shown in section 5.1.4, our approach may succeed even when the conditions of sections 5.1.1, 5.1.2, and 5.1.3 do not hold. The theoretical analysis on how data distribution influences the success of our approach, together with the theoretical guarantee of our 2,1 filtering algorithm, will be our future work.
