The observability of the flow field away from the wall in turbulent channel flow is studied using only wall observations. Reconstructions are generated from noiseless but limited wall data using linear stochastic estimation, with emphasis on the quality of the reconstruction. All the velocities are well reconstructed in the buffer layer, but only relatively large 'wall-attached' eddies are observable farther from the wall. In particular, the large structures accounting for approximately 40% of the total kinetic energy and of the tangential Reynolds stress are captured accurately. It is argued that this should allow the use of wall sensors for the active control of logarithmic-layer turbulence. It also suggests a quantitative definition of 'wall-attached' eddies.
Introduction
Control of wall-bounded turbulence is a classic goal of turbulence research, whether to decrease or increase wall friction, reduce noise or other applications. There is a welldeveloped theory for the optimal control of linear systems, and, although turbulence is nonlinear, there is extensive evidence that a substantial fraction of the dynamics of shear-driven flows can be linearised (Jiménez 2013) . This has led to heuristic and theoretical active-control schemes that manipulate friction in turbulent channels at moderate Reynolds numbers, at least in simulations (Choi et al. 1994; Farrell & Ioannou 1996) , but they are not free from problems and ambiguities.
The first one has to do with the scales involved. Most of the dissipation in wall-bounded flows is contained within or below the logarithmic layer, suggesting that any effective control has to act near the wall. Most schemes have targeted the buffer layer, which is the site of the strongest shear, but technological considerations suggest that practical applications should mostly centre on the logarithmic layer. Thus, for a flow of thickness h and Reynolds number h + = u τ h/ν, where the '+' superscript denotes wall units based on the friction velocity u τ and the kinematic viscosity ν, the sizes and passing times of the structures in the buffer layer decrease proportionally to h + when expressed in outer units. On the contrary, when the distance, y, from the wall is a fixed fraction of h, sizes and times scale in outer units, independently of the Reynolds number. For example, in a pipe with h ≈ 1 m and bulk velocity U ≈ 1 m/s (h + ≈ 10 5 ), the buffer-layer scales are ∆x ≈ 1 mm and ∆t ≈ 0.1 ms, but those at y/h ≈ 0.1 are ∆x ≈ 20 cm and ∆t ≈ 0.2 s. Similar differences apply to the flow over aeroplane wings.
However, moving away from the wall is not without cost. Figure 1 (a) presents the fraction of the total dissipation above a given level, and shows that, even if all the dissipation in a band of wall distances could be completely avoided, the maximum fraction that could potentially be saved by removing it between y/h = 0.01 and 0.2 in the example , p. The contours of each spectrum contain 50, 70 and 90% of its spectral mass.
above is approximately 25%. Decreasing the lower limit increases the potential gain at the cost of smaller length and time scales. Raising the upper limit is less effective. The second problem is that most active control schemes assume knowledge of the flow at wall distances of the order of the size of the structures to be controlled. Typically, the assumption is that the flow is fully known, as in direct numerical simulation (DNS), or at least that a two-dimensional section of some variables is available, as in particleimage velocimetry. Unfortunately, most practical observations are limited to the wall, where the only accessible variables are the pressure and the two shears. This problem is specially acute when targeting the logarithmic layer, which is separated from the wall by the very active buffer layer. Figure 1(b) shows the spectra of the observable variables at the wall. All the spectra are dominated by a near-wall peak that scales in wall units, but contain a larger-scale component, long for the two shears and wide for the pressure, with wavelengths that scale proportionally to h, and which should therefore be associated with larger eddies farther from the wall. This paper focuses on the quality of the estimations of logarithmic-layer turbulence using perfect, but limited, wall measurements from DNS. The methodology of choice is linear regression, which has been successfully used for conditional flow reconstructions at lower Reynolds numbers (Adrian & Moin 1988) under the name of linear stochastic estimation (LSE), and which, although apparently naive, will be shown to be adequate for the scales containing the Reynolds stresses. The remainder of this paper is organised as follows. The numerical datasets and the details of the reconstruction algorithm are presented in §2 and §3, respectively. Section 4 discusses the properties of the reconstructions, and §5 concludes. Some preliminary work on the reconstruction of vorticity was performed during the 2018 CTR Stanford Summer Program, and can be found in Encinar et al. (2018a) .
Numerical experiments
We use incompressible channel flows whose half-height is h. The streamwise, wallnormal and spanwise directions are x, y, z, respectively, and u, v, w and p are the corresponding velocity perturbation components and the fluctuations of the kinematic pressure. Capitals are used for averaged quantities, and primes for standard deviations. The computational domain is periodic in both wall-parallel directions, with periods L x and L z . The spatial discretisation in those directions is Fourier spectral, dealiased using the 2/3-rule. Depending on the Reynolds number, compact finite differences or Chebyshev expansions are used in the wall-normal direction. Table 1 collects basic information on the simulations, and we refer to the original publications for further details. Our focus in the logarithmic layer implies that the scales involved are large compared to the viscous length, so that numerical resolution is not critical except very near the wall, but the longest and widest scales, particularly those of the streamwise velocity, require large boxes and long integration times to be accurately represented. To complement the high-resolution but relatively small boxes of S950 and S2000, while keeping the computations economical in terms of storage, we use a large-box simulation (F2000) computed as a DNS but stored at the resolution of large-eddy simulations, δx + ≈ 120 and δz + ≈ 90, which is still sufficient to study the energy-and stress-carrying eddies.
Linear Stochastic Estimation
Stochastic estimation is the approximation of an unknown, u, using the statistical information from an observable, E. In our case, u is a vector with the streamwise velocity component at every grid point,
where the i subindex represents the two grid indices i x = 1 . . . N x and i z = 1 . . . N z . The wall-normal (v) and spanwise (w) velocity components are analogously expressed, and any procedure described for u is equivalently applied to them. Our observables are,
where indices are defined as above, although E = [E i(s) ] includes a second index, s = 1 . . . 3, representing the three observables. The best estimator, u † (y), of u(y) under the L 2 -norm, is the conditional average of u(y) given E, u † (y) = u(y)|E , where · stands for ensemble averaging. When expanded as a Taylor series in E, and truncated at the linear term, it is called linear stochastic estimation (LSE), and is numerically equivalent to the linear mean-square approximation of u (Adrian 1994) . The estimator, L ij(s) (y), in
where repeated indices imply summation, is obtained by minimising
which reduces to solving the linear system,
where E j(s) E m(r) is the autocorrelation tensor of the observables, and u i (y)E m(r) is the cross-correlation between the unknowns and the observations. Note that the only information required to compute L ij(s) is the correlation tensors, and that u is only assumed to be linear with respect to E. There is no assumption about the linearity of the velocity field in terms of the geometric coordinates. In our case, E is a vector of length 3N x N z , resulting in a large correlation matrix that has to be inverted. This can be alleviated by exploiting the periodicity of the domain and projecting on the Fourier basis. For every pair of Fourier modes, E(k z , k x ) and u(k z , y, k x ), equation (3.5) becomes, 6) where the carat denotes Fourier transformation, and the asterisk is complex conjugation. The now more feasible numerical problem consists on solving N z N x linear problems of 3 × 3 equations. This procedure is also known as spectral linear stochastic estimation (SLSE, Tinney et al. 2006) , and, even if formally equivalent to LSE, behaves better when used with limited data, because it avoids the spurious correlations between orthogonal wavenumbers. The inverse Fourier transform of (3.6) can be used to reconstruct the velocity fields in physical space, and (3.3) becomes a discrete convolution,
where the full operator L ij(s) has been expressed as a block-Toeplitz matrix whose blocks are shifted versions of the inverse transform L s (i x , i z ) of the individual Fourier estimators. The accuracy of the reconstruction can be improved by enriching E with information from previous time steps. However, some experimentation with physically motivated time samples resulted in a best-case reduction of 14% in the reconstruction error for S1000, compared with using instantaneous data, at a cost between 8 and 16 times higher. As a consequence, these experiments were not pursued, and the results in this paper only use contemporaneous observables.
Results
We use the methodology described above to generate flow reconstructions for all the cases in table 1. Figure 2(a,b) shows snapshots of the true and reconstructed v very close to the wall (y + ≈ 10) in S1000. The reconstructed field captures the original in almost full detail, and the same is true for the other two velocity components (not shown). A similar level of accuracy only holds for y +
Figures 2(c) and 2(d) compare v
† (line contours) with v in the logarithmic layer (y/h = 0.1), for S1000 and F2000, respectively. At this distance from the wall, v-eddies with sizes smaller than O(y) are missing from the reconstruction, in agreement with the idea that 'detached' structures do not leave a footprint at the wall, and cannot be reconstructed from wall information. To compensate for this, the velocity fields in figure 2(c,d ) have been filtered with a low-pass Gaussian kernel,
where the filter widths (∆ x = 6y, ∆ z = 3y) have been empirically chosen to retain only scales for which the error in the reconstruction of v is less than 50%. The result is that the figure only contains large eddies. They include the streamwise-velocity streaks (not shown), which account for most of the kinetic energy, and weaker v structures of similar size. The energy of the latter is only about 9-10% of the total v-energy at that height, but we will see below that these v-structures are strongly correlated with u, and that the reconstruction contains up to 50% of the tangential Reynolds stress.
To explore the performance of the reconstruction as a function of eddy size, figure 3 displays the fractional spectral error between the reconstructed and original fields,
where a and b stand for the either u, v or w. It is plotted on top of the energy spectrum of the three velocity components or of the cospectrum of the tangential Reynolds stress, all of which are integrated across the half channel. The different lines represent R ab = 0.5 at various distances from the wall, with the error decreasing from left to right. The solid contour, corresponding to y + = 20, encloses most of the energy at this distance from the wall, specially for v, but the accuracy decays quickly, and the dashed contour, representing y + = 40, only encloses wavelengths four to ten times larger than at y + = 20. At this height, the largest range of well reproduced wavelengths is still that of v, but, because the large scales of v contain much less energy than those of u, the latter is the best reproduced variable in terms of energy. This trend persists as we move into the logarithmic layer, as shown by the last two contours in figure 3 . The wavelengths of the error isolines in this region are approximately proportional to the distance from the wall, confirming that the eddies that can be reconstructed are those 'attached' in the sense of Townsend (1956) . Figure 2 (c,d) shows that, far from the wall, the reconstructed wall-normal velocity is organised into streaks reminiscent of those of u. In fact, the spectral structure parameter, −E uv /(E uu E vv ) 1/2 , is known to be very close to unity for those modes (Jiménez et al. 2004) , and the long v structures seen in the figure are those responsible for 'lifting' and maintaining the streaks (Kline et al. 1967) . As a consequence, figure 3(d) shows that, even if the reconstruction of v appears to be poor, the quality of the reconstruction of the tangential Reynolds stress is similar to that of u at all heights (see also figure 5 below).
The spanwise velocity component is the worst reproduced at all heights. Its strongest correlation is with the spanwise shear, which is the weakest of the three stresses at the wall, and tends to be associated to small scales. As a consequence, w † is only accurate close to the wall, but it is interesting to note that the instantaneous reconstructed fields nevertheless satisfy continuity everywhere (Adrian & Moin 1988) .
Not all observables contribute equally to the reconstruction, and their relative contribution is different for each velocity component. We explore these differences by repeating the previous study using one observable at a time in (3.5). The restricted reconstructed velocity fields are denoted as * † p , * † uy and * † wy , where the asterisk stands for the variable being estimated, and the subindex is the observable used. Figure 4 compares the estimation error of the different restricted reconstructions with that of the full model. The error fraction, R * * , is defined as in (4.2), but both the numerator and denominator are now integrated over all wavenumbers. Before doing so, the true and estimated fields are filtered with (4.1), using an equilateral filter with ∆ x = ∆ z = 6y, which has been adjusted to ensure that R vv (y) ≈ 0.5 in the logarithmic layer. The lines with circles in figure 4 represent the fraction of the energy of each component retained by the filter at each height.
The reconstruction with the lowest error is u † . Not surprisingly, the most important observable in this case is ∂ y u, and u † uy approximates the full model closely. The spanwise shear, and especially the pressure, have much less influence on this component. The behaviour of v † is interesting, because different observables dominate at different wall distances. The streamwise shear is always a bad predictor, but ∂ y w works well near the wall, and the pressure dominates above the buffer layer. In fact, the spectrum of v has a wide and a narrow component in the logarithmic layer (Jiménez & Hoyas 2008) , reflected in figure 3(b) by the two corners of the wide top of the integrated spectrum. The spanwise shear contributes the most to the estimation of the longer component, while p dominates the shorter one (not shown), suggesting, respectively, streamwise rollers and compact sweeps and ejections. The reconstruction of w † is the worse of the three, and the effect of the observables is the opposite of u † . Pressure is nowhere significant, and the dominant observable is ∂ y w. All the reconstructions fail above y/h ≈ 0.3. The errors in figure 4 are contaminated below y + ≈ 10 (y/h = 0.05) by the lack of resolution of the data stored for F2000. Closer to the wall, the higher-resolution smaller box S2000 can be used to complement the information, but the only difference is a tendency for the pressure to add to the accuracy of v † and w † (but not of u † ), most probably due to a better estimation of the streamwise vortices of the buffer layer. Figure 5 shows an instantaneous representation of the reconstructions. The solid isosurfaces represent the low-speed streaks of u, while the red translucent isosurfaces are those of u † . For visual aid, the threshold of the latter is chosen to be slightly weaker, making it appear to envelope the streaks of u, and both fields have been filtered to retain only reconstructible scales. It is clear that, except for some discrepancies in the smaller structures far from the wall, all of the larger features, including shorter or 'broken' streaks are well reproduced. As discussed above, v † contain little energy in the logarithmic layer, although enough to reproduce the tangential Reynolds stress. The isosurfaces of positive wall-normal (filtered) v † are included in figure 5 as green isosurfaces. These are the 'ejections' (Q 2 , Wallace et al. 1972; Willmarth & Lu 1972) , which are know to mostly occur within the low speed streaks, and this arrangement is well captured by the reconstruction. The high-speed streaks (not shown) and the associated v † < 0 'sweeps' are reproduced with similar accuracy. Although the reconstruction operators are Re-dependant, they are obtained from twopoint correlation tensors which are known to collapse in inner units close to the wall, and in outer units farther away (Sillero et al. 2014) . This scaling extends to the linear estimators, allowing operators developed from DNS to be used at a different Reynolds number than the ones at which they were obtained. Figure 6(a,b) presents the flow field of v and v † in the buffer layer of S2000, and figure 6(c) presents a similar reconstruction of u in the logarithmic layer. Both reconstructions have been performed using the operator of S1000. For the buffer-layer reconstruction (y + ≈ 10), the observables, velocities and operators have been scaled in inner units, and, for the logarithmic region (y/h ≈ 0.1) they have been scaled in outer units. Although there is some degradation of accuracy with respect to the reconstructions at the nominal Reynolds number in figure 2, the result is still reasonable. The worst errors are in scales that are not contained in the rescaled operators. For example, for computational boxes with similar dimensions in outer units, operators obtained at lower Reynolds numbers lack some of the longest scales when scaled in wall units. Similarly, some of the smallest scales are missing from those operators when scaled in outer units. The reconstructions in figure 6 (b,c) have been correspondingly mildly filtered to avoid aliasing artefacts. The reconstruction operators are models of the structure of the flow, and the success of the rescaling supports the intuition that the attached turbulent structures near and far from the wall approximately scale in inner and outer units, respectively.
Lastly, we explore some of the issues pertaining to the practical application of this methodology. Figure 6 (d-f) shows u † at y/h = 0.1 for S1000, reconstructed from wall observations which are assumed to be only known at a coarse grid of sensors spaced by ∆ x /h = 0.2 and ∆ z /h = 0.1, represented in the figure by black crosses. Sampling has the effect of limiting the spatial resolution of the observables to wavelengths longer than the Nyquist limit (2∆ x , 2∆ z ), and of aliasing the information of the shorter wavelengths into longer ones that fall within that limit (Canuto et al. 1988) . If the information can be properly dealiased by filtering the short wavelengths before sampling, the only effect is the loss of resolution, as in figure 6(d) . Because of the linearity of the reconstruction, this is equivalent to filtering a posteriori the full-resolution reconstruction. Unfortunately, this is usually impossible, because the full measurements are unavailable. Figure 6 (e) shows the worst-case scenario in which 'point' sensors are used without dealiasing. The reconstruction is heavily distorted, and the effect is more severe than the simple aliasing of the wall variables. The latter contains a lot of small scales which would not have any effect on reconstructions far from the wall. But they are aliased into larger scales, which are amplified by the linear operator into large spurious features of the reconstruction. A more realistic scenario is presented in 6(f), in which the sensors are modelled as finite rectangles with size ∆ x /h = 0.1 and ∆ z /h = 0.05, and assumed to provide values averaged over their surface. This a priori filtering does not fully eliminate the aliasing error, but reduces it significantly by reducing the short-wavelength content of the wall observables. In a real experimental application, where the temporal evolution of the sensor signal is available, time filtering can also be used to limit the aliasing error. The lifetimes (Lozano-Durán & Jiménez 2014) and convection velocities (delÁlamo & Jiménez 2009 ) of the turbulent structures in the logarithmic layer are known, and are typically significantly longer and faster than those of the scales responsible for the aliasing of the wall signal. Time filtering of the signals at those scales mimics streamwise averaging through Taylor's approximation, and supplements the benign effect of non-zero sensor size. The accuracy of a particular array of sensors of a given size and temporal response can be estimated a priori from the spectra of the wall variables and the operators obtained from DNS data.
Conclusions
We have shown that the three velocity components can be reconstructed reasonably well for y/h 0.3 in turbulent channels, using only wall measurements and a relatively simple linear stochastic estimation. Only instantaneous eddies attached in the sense of Townsend (1956) , with sizes comparable to y, can be reconstructed, but those are found to contain more approximately 50% of the kinetic energy and of the tangential Reynolds stress in the logarithmic layer. The reconstructions use the three wall observables, the pressure and the two shears, but all the observables are not equally important for the different variables, and this can be used to sharpen the definition of which velocity components are attached to the wall. For example, the wall-normal velocity, usually considered detached, is linked to be wall by the pressure (for small scales), and by the spanwise shear (for longer ones).
We have also shown that the reconstruction operators obtained at one Reynolds number can be adapted to different Reynolds by proper scaling, making them potentially useful for control strategies in which only wall observations are available. They can also be adapted to experimental setups in which the instantaneous measurements are only available in a coarser grid of sensors, but only after careful dealiasing of the observations.
