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Abstract 
A sequence {x(m) : m = 0, 1,2,...} of real numbers gives rise to an absolutely continuous measure ~ON (r) on the unit 
circle given by 
d~CNr)(0) 1 N--I ,2 
- -  ~-'~x(m)Tme -imO , -re <<. 0 ~ ~z, 
dO 2~, m=0 
where N is a natural number, T E (0, 1). Each measure t/~r) determines a sequence {~p~U,r)} of monic orthogonal rational 
functions with prescribed poles outside the closed unit disk. (In particular these rational functions may be polynomials.) 
A measure G0 with support consisting of the points ¢1 . . . . .  ~-o on the unit circle is given. Let n > no. Under a suitable 
condition on weak* convergence of the measures and with a proper ordering of the zeros zk(n,N, T) of ~p(ff, r), it can be 
shown that 
lim [ lim zk(n,N,T)] = ~k, k = 1 . . . . .  no 
T~I - -  N~o~ 
and that there exists a positive number p, < 1 such that 
Izk(n,N,T)l <~p, for k=n0+l  . . . . .  n, 
for all N and all T E (0, 1 ). The theory is applied to the problem of determining unknown frequencies in a trigonometric 
signal 
1 
x(m) = ~-" A . e  imCoj . . .  z.., J , m=0,1 ,2 , .  
j=--I 
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I .  In t roduct ion  
By a trigonometric signal we here mean an expression of the form 
1 
x(m) ---- ~ Aje l°~jm, m = 0, 1,2,..., (1.1) 
j=-- I  
where A_/ =A j>0 fo r j  = 1 . . . . .  L-co_/  = cojE(0, rc) fo r j  = 1,...,/, coo = 0, A0~>0. Here 
the A/ represent amplitudes, coj frequencies and m discrete time. A tnmcated signal is of the 
form 
1 
icojm . . , XN(m) = ~ Aje , m = 0, 1, . ,N -- 1 (1.2) 
j= - I  
where N is a natural number. The frequency analysis problem is to determine the numbers (frequen- 
cies) co/ when values of x(m) (observations) are known. 
The frequency analysis problem has recently been studied in several papers [14, 15, 18-22,33,35] 
by the Wiener-Levinson method (cf. [7,23,24,39]) formulated in terms of Szeg6 polynomials 
(polynomials orthogonal on the unit circle). For general properties of such polynomials, see e.g. 
[1,7, 11, 12, 16, 17,38]. In [31] it was shown that similar results can be obtained in a more general 
setting where orthogonal polynomials are replaced by orthogonal rational functions. 
The method can be briefly described as follows: Let {~n} be a sequence of arbitrary fixed 
points in the open unit disk (if ~n = 0 for all n the situation reduces to the classical polyno- 
mial case), let ~ ,  consist of all functions of the form p, (z) / [ (1-~-{z) . . - (1 -  ~-~,z)] where Pn 
is a polynomial of degree at most n, and let 5e~ =Un~l L'en. An absolutely continuous measure 
~ku is defined on [-re, re] (or on the unit circle through the transformation 0 ~ e i°) by the for- 
mula 
~_~ 1 N-1 -imO = N 1 ON(O) = ~ ~-~m=oX(m)e  , = ,2, . . . .  (1.3) 
This measure gives rise to a positive definite inner product on the space 5~o~, which in its turn 
determines a sequence of monic orthogonal functions ~(n N). Let no be the number of frequencies co/. 
(Thus no = 21 + 1 if A0 > 0, i.e., if coo = 0 is a frequency in the signal, no -- 21 otherwise.) Let 
4 °) denote the function 
(b(o) .~ l-I~=_/(e i°~j - z) 
(~, =Kn0(1 -~--=- . . . . .  ~__ , (1.4) no - 0qz) ' " (1  - ~.oZ)  
where K,0 is a suitable constant. Then 
(i~ (N) ~h I~ )(0) "a (1.5) lim no (~J = no (~J N---*oc 
locally uniformly in Cn = C\{1/~,,. . . ,  l/~n}. When n > no, every subsequence of {~(n N)} contains 
a subsequence {(/)(nur)} such that 
Pn-n°(z) (1.6) lim l~)(nU")(Z  ~- ~)(0)(. '~ 
r----,oo no "~] (1  - -  O~no'~Z) ' ' "  (1  - -  ~nn Z)  
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locally uniformly in Cn, where Pn-no is a polynomial of degree n -no  (depending on the subsequence 
(Nr}). It follows that by a suitable ordering of the zeros zk(n,N) of ~N), no of these tend to the 
frequency points e i°~j. For each n > no there is a constant rn < 1 such that all the zeros of all the 
limiting polynomials P,-,0 (for a fixed n) are contained in the disk {z E C : Izl < rn}, and by a 
suitable ordering of the zeros zk(n,N), n -no of these are contained in the same disk. This makes 
it possible to distinguish zeros tending to the frequency points ("interesting zeros") from zeros not 
tending to these points ("uninteresting zeros"). 
The results on convergence of zeros to the frequency points was in the polynomial case proved 
independently b  Jones et al. [18] and by Pan and Saff [35], and provided an affirmative answer to 
a conjecture formulated by Jones et al. [15]. The result on the remaining zeros staying in a disk 
inside the unit circle can be extracted from [35] and was explicitely proved by Li [25]. Extensions 
and modifications of the convergence r sult can be found e.g. in [19-22]. For general discussions 
of zeros of Szeg6 polynomials, see e.g. [28, 29, 37]. 
A drawback of the method described above is the need to deal with subsequences of {~N)} 
in order to obtain convergence results. In [21], where only the polynomial situation was stud- 
ied, a method was discussed where this complication is avoided. (This method was called the 
R-process, the method described above being called the N-process). We shall in this paper (in 
the general rational setting) study a somewhat similar modification (which we shall here call 
the T-process) which serves the same purpose: To deal with only convergent processes. Briefly 
the procedure is as follows. We introduce an absolutely continuous measure ~kN ~r) by the 
formula 
1 N-1  2 
~-~I/I(NT)(o) = ~ Lx(m)  Tme-imO , (1.7) 
T E (0, 1 ), and let ~N,r) denote the monic orthogonal rational functions determined by this measure. 
We then find that 
lim [ l i ra  ~nU'r)(Z)] = ~(0)(Z~ (1.8) T-*l-- no k I, 
where q~n ~°) is defined as in (1.4). When n > no, the limit 
lim [ l im ~N'V)(Z)] = ~.(Z)  
T---* 1-- 
(1.9) 
exists, and is of the form 
~n(Z) ~(0)(,~ Pn-no(Z) 
= no "~] (1  - -  ~no~-~Z) ' ' ' (1  - -~nZ) '  
(1.10) 
where Pn-no is a polynomial of degree n - no with all its zeros in the open unit disk. 
By a suitable ordering of the zeros zk(n,N, T) of d ~(N'T) --n , no of them approach the frequency points 
e i% while n -  no of them approach points inside the unit circle. Again this makes it possible to 
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distinguish between zeros tending to the frequency points ("interesting zeros") and zeros not tending 
to these points ("uninteresting zeros"). 
In the main bulk of the paper, a more general situation is considered. The sequence {x(m)} 
occurring in the definitions (1.3) and (1.7) is not necessarily of the form (1.1), but we assume 
weak star convergence of the measures in question to a discrete measure with support consisting 
of no points on the unit circle, and we assume the norms of the monic orthogonal functions to 
be uniformly bounded and uniformly bounded away from zero for a fixed n. The results are then 
as described above. We prove that in the frequency analysis problem these general conditions are 
satisfied, and thus the results apply to this situation. 
2. Orthogonal rational functions 
We use the notation D for the open unit disk, T for the unit circle and E for the exterior of the 
closed unit disk in the complex plane C. 
Let {~n : n = 1,2 .... } be an arbitrary sequence of interpolation points in D. The Blaschke factor 
(, is defined by 
(a  n - -  Z) 
~,(z) = "c~ 1 -~z  n= 1,2,.. (2.1) 
where z, = ~n/[O~n[ and by convention z, = -1  if ~, = 0. The Blaschke products B, are defined by 
n 
Bo(z) = 1, B,(z) = I-[ ~k(z), n = 1,2 . . . . .  (2.2) 
k=l 
The linear spaces ~,  and ~eo~ are defined by 
~n = Span{Bo, Bl,. . .  ,B,}, £P~ = 0 ~n. (2 .3 )  
n=0 
The functions in ~qn are exactly all functions which can be written in the form 
p.(z) 
L(z) = (1 - ~11z)""" (1 - ~z) '  (2 .4)  
where p, is a polynomial of degree at most n. Every L in £~a has a representation of the form 
?/ 
L(z )  = 
k=O 
(2.5) 
The function L is called monic if fl(n ) = 1. 
The substar conjugate f ,  of a function f is defined by 
f , ( z )  = f(1/~), (2.6) 
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and we write ~f,, = {f ,  " f C ~qa}, £f~, = [.J,~0 ~n*. We note that B, ,  = l iB  n. For a function 
f C e l ,  its superstar conjugate f*  is defined by 
f * ( z )  = f , ( z )B , (z ) .  (2.7) 
(Note that this definition depends on the space £0,.) If f E £0, then also f *E  5¢,. Let ~h denote a 
positive measure on T with finite or infinite support. We denote by (,) the inner product determined 
by ~h: 
; f ( f  ,g) = f(ei°)g.(ei°)d~9(O) = f(ei°)g(ei°)d~b(O). (2.8) 
If ~h has infinite support, the Gram-Schmidt process gives rise to an orthogonal base {~,} for 5e~ 
consisting of uniquely determined monic functions ~n E £f, -- £fn-1. The condition of being monic 
can be expressed as 
~*(~,) = 1. (2.9) 
All the zeros of q~, are contained in D. 
If the support of ~k consists of no points, then the process gives rise to an orthogonal base 
{~0, ~, . . . ,  ~,0} for ~n0, consisting of uniquely determined monic functions. The zeros of 4i, are 
contained in D for n < no, while ~(0) is of the form 
no 
(o) (2.10) <o (z)= K. fi °k=l ( 1 - ~-kz) 
where ~, . . . ,  ~,0 are the points in the support of ~. We easily verify that ~n(°)*(z) = k,o~(,°o)(Z), 
where Ikn01-- 1. 
For arbitrary non-negative integers m, k we define the moment integrals Cm, k by 
Let 
f cm, k = Bm(ei°)Bk.(e i°) d0(0). (2.11 ) 7~ 
n 
cI)n(z) = Bn(z) q- Eb(nn_)_jBn_j(z) 
j=l 
(2.12) 
i - ) (n - - j )  
b(n)._ ~n-l j = 1,2 .. . .  ,n, (2.13) 
n- - j  On-  1 ' 
be the representation of the monic orthogonal function in terms of the base {B0,B1,.. . ,B,}. Then 
the coefficients b('). depend continuously on the parameters c,,,k if the support of ~b has at least n n- - j  
points (i.e., if the support is infinite or consists of no points, no t> n). The coefficients are given 
by 
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where 
and 
O~t_  1 = 
Cn-l ,O " ' '  Cn- j ,O " ' '  CO, O 
Cn- l , k  " ' "  Cn- j , k  " ' "  CO, k 
• . . 
Cn_ l ,n_  1 . . "  Cn_ j ,n_  1 ' ' '  CO, n_  1 
(2.14) 
Cn-  1,0 
D(n  - j )  
n -1  = Cn- l , k  
. . . .  Cn, O • • • Co, o 
. . . .  Cn, k " " " Co, k 
Cn_ l ,n_  1 . . . .  Cn, n_  1 . . .  CO, n_  1 
(2.15) 
Furthermore, if the support of ~b contains at least n points, then the monic orthogonal function ~0, 
has the representation 
(2.16) K ~ zk(n)  - z ¢. (z )= .11 : -= ,  
k=l  I - -  ~k Z 
where zk(n)  are the zeros of ~ and 
n 
g~ = I-I rk ( 1 - ~k~-ff~) 
k=l 1 -- ~nZk(n)" (2•17) 
See [31]. Finally, this monic orthogonal function satisfies the extremum property (]] [[ denotes norm) 
(2.18) II II := min{I] G. I1=: G. monic in 
A theory of orthogonal rational functions was initiated by Djrbashian [10] and independently from 
an applied point of view by Bultheel, Dewilde and Dym [2, 9]. The theory was systematically 
developed by Bultheel, Gonzalez-Vera, Hendriksen and Nj~stad, especially in [3-6]• Contributions 
have also been made by Li and Pan, especially in [26, 32]. (Work on the related theory of orthogonal 
polynomials with respect to varying measures can be found in papers by Lopez et al., see e.g. 
[26,27,34].) The general theory is related to the Nevanlinna-Pick interpolation problem (see e.g. 
[1,30,36], cf. also [8]) in a similar way as the classical theory is related to the Carathrodory 
coefficient problem (see e.g. [1, 12, 16, 17]). In the case when all interpolation points ~, coincide at 
the origin, the general theory reduces to the classical theory. 
3. Recurrence relations 
Essential in the use of the functions ~ and q~ are recurrence relations• We first quote the basic 
set of relations, which generalize the Szeg6 relations in the polynomial case. 
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Proposition 3.1. The sequence {~.}  satisfies the following recurrence relations: 
Z -- O~n_ 1
~n(Z ) ~_ ~n__~n_ l (Z  ) Aft (~n 
1 --TnZ 
1 - ~ ._ l z~._ l ( z )  ' 
1 -~- ; .z  
(3.1) 
- -Z  - -  ~n-1  1 - -  a n 1 Z , 
*n(Z)  = --'~n(~n ] ~ n  Z ~n- - l (Z )  - -  27n~ n _ / _  ~n- - l (Z ) ,  1 ~nZ 
(3.2) 
qb 0= 1, qb o : 1, ~0:0 .  
The coefficients (~n, Cn are 9iven by 
(1  - -  ~n_l~nn)~n(~n_l) 
~n = 
1 - I .-I 12 
(3.3) 
(3.4) 
(1 - ~n_ l~n)~*(~n_ l )  (3.5) 
e, = -v ,  1 - I~n_112 
The relations are valid for n = 1,2, . . .  / f  ~9 has infinite support, for n = 1 ,2 , . . . ,  no if the support 
consists of no points. The inequality 
16.1 < lenl (3.6) 
is valid for all n if ~ has infinite support and for n < no if the support consists of no points. In 
the latter case 
16no[ = Ic.ol" (3.7) 
Proof. These results can be found in [4, 5, 31]. [] 
In the polynomial  case (an = 0 for all n) we have #~(0)  = 1 for all n, hence 3, = ~n(0), e, = 1, 
and the recurrence relations reduce to the classical Szeg6 formulas, see e.g. [7, 11, 12, 17, 38]. 
In Section 4 we shall make use o f  the fol lowing formulas, which are consequences o f  the basic 
formulas in Proposit ion 3.1. 
Proposition 3.2. Assume that ~b has infinite support. Then for arbitrary n, k = 1 ,2 , . . .  the followin9 
formulas hold: 
(1 - ~.---z)gk~: + [le.I 2 --16.12]Tk+1~._1 
~+k = (1 - ~-~,z)-.. (1 - ~---n-~+kz) 
(3 .8 )  
(1 - ~z)Pk~n + [[e,[ 2 -- [3n[2]Rk+l~n-1 
4~n+k = (3.9) 
(1 - -  W +kz) 
Here Pk, Sk are polynomials of degree k, and Rk+~, Tk+l polynomials of degree k + 1. 
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Proof. The result is proved by induction. A detailed argument can be found in [31]. [] 
In Section 5 we shall make use of the following relationship between the coefficients {fin}, {c,} 
and the norms { II On II }. 
Proposition 3.3. Assume that the support of  ~ contains more than n points. Then the following 
formula holds: 
[en[2_ la.i = = (1 -1 .1=)II ¢~n II2 (3,10) 
(1 -I~._~1 =) II (~n--1 II = 
Proof. See e.g. [4-6]. There the result is formulated for the case that ~k has infinite support, but the 
proof is valid for the situation specified in the proposition. [] 
4. Zeros approaching T 
We consider the following situation. Let {x(m) : m = 0, 1,2,...} be a sequence of real numbers, 
and define for each natural number N an absolutely continuous measure fiN on [-re, l r] (or on T 
through the transformation 0 ~ e i°)  given by 
dd._~0 N 1 N-1  . 2 (0 )= ~ ~=oX(m)e -'m° , 0E[ - l t ,  rc] (4.1) 
(cf. (1.3)). Note that ~'N has infinite support. Further let ~bo be a positive measure on T with support 
consisting of no points ~1,-.-, ~n0. Let {~,} be a sequence of points as described in Section 2 with 
associated spaces ~n,  Ae~, etc. Let O~N) denote the monic orthogonal rational functions in Aeoo with 
respect o ~N, and let ~(0) be the n0th monic orthogonal function with respect o ~b0. It follows from no 
(2.10) that ~(0) may be written in the form 
no 
4 ~(°) - '  K. ~ (_¢k--z) (4.2) 
no (z,} : °k=l (1  - -  ~-'k'kZ)" 
Assume that {F(N)~kN} for some sequence {F(N)} converges to ~k0 in the weak star topology. It 
follows from the results in [31] that {4~)(z)} converges to q~°)(z) locally uniformly in C,, and 
consequently the zeros of q~o N) suitably ordered converge to the support points ~, . . . ,  ~no. It was also 
shown that for each n > no, every subsequence of {q~N)} contains a subsequence converging to a 
function q~, of the form ~tn°)(z)P,_,o(Z)/[(1 - ,,o-~Z)... (1 - ~z)],  locally uniformly in C,, where 
Pn-,0 is a polynomial of degree n - no. It follows that with a proper ordering of the zeros of q~N), no 
of them converge to the support points ~1,..., ~,0. 
Our aim is to show that under suitable conditions on the given measure, the procedure above 
can be modified in such a way that convergence (for a fixed n) of the whole family of orthogonal 
rational functions (not only of subfamilies) to a limit of the form described above can be obtained. 
For every T E (0, 1 ) we define the absolutely continuous measure ~k~ r) by 
dffu~r)(0) 1 N--I~ 2 
- 2Sx(m)T'% -ira° . (4.3) 
dO 21r ,n=o 
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Let 4i~N,r) denote the monic orthogonal function in ~e~ with respect to $~r), and let Cm, k(N, T) 
denote the corresponding moment integrals, that is, 
f Cm, k (N  ~ T) = Bm(ei°)Bk,(ei°)dlP~Nr)(O ) (4.4) 
(cf. Section 2). 
Now assume that the sequence {x(m)} is bounded. Then the series ~,-'~m~°__oX(m)Tme -imO con- 
verges uniformly and absolutely on [-re, T r]. We define the absolutely continuous measure $~r) 
by 
oo 2 
1 m~=oX(m)Tme_imo . (4.5) 
Let ~(r) denote the monic orthogonal rational functions with respect o ~b (r), and again let Cm,k(T) 
denote the corresponding moment integrals, that is, 
/ 7C Cm, k(T) = Bm(ei°)Bk,(ei°)dtp(T)(O). (4.6) 
Let zk(n,N,T),k = 1,.. . ,n, denote the zeros of qo~ N'r) and zk(n,T),k = 1 . . . . .  n the zeros of 
qbnCr). 
Proposition 4.1. Assume that the sequence {x(m)} is bounded Then {~k~ T)) converges to ~b (r) in 
the weak star topology as N tends to oo, {qb~N'r)(z)} converges to qO~nr)(z  locally uniformly in Cn, 
and by a suitable ordering {zk(n,N,T)} converges to zk(n, T),k--- 1,...,n. 
Proof. The weak star convergence of {~b~N r)} to $(r) follows immediately from the uniform conver- 
gence of {d/d0(~kN~r)(0))} to d/d0($~r)(0)). This weak star convergence implies that {Cm, k(N, T)} 
converges to Cm~,(T), and so by (2.13) the coefficients of qOn~N'r) converge to the coefficients of ~r ) .  
This implies the stated locally uniform convergence of the orthogonal functions. The convergence 
of the zeros follows e.g. by Hurwitz' theorem. [] 
In the following, H(T) shall denote some positive function of T. Note that the monic orthogonal 
rational functions with respect o the absolutely continuous measure H(T)$  ~r) with density function 
H(T)d/dO(~b~r)(o)) are the functions q~') (i.e., the same as for the measures ~/,o')). 
Theorem 4.2. Assume that the sequence {x(m)} is bounded and that {H(T)~, ~r)} for some positive 
function H(T) converges to ~bo in the weak star topology as T tends to 1-. Then {~0~/)(z)) 
converges to #~°)(z) locally uniformly in Cn, and by a suitable ordering the zeros zk(no, T) conver9 e 
to the zeros of ,r,~o) i.e., to the support points 41, ~no. ~-11no , • . . ,  
Proof. Since the support of ~k0 contains no points, it follows from the discussion in Section 2 that 
the weak star convergence of the measures leads to the stated convergence r sults in the same way 
as in the proof of Proposition 4.1. [] 
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Corollary 4.3. Assume that the sequence {x(m)} is bounded and that {H(T)0 (r)} for some positive 
function H(T)  converges to ~o in the weak star topology as T tends to 1-.  Then 
lim [ l i rn  4~oN'r)(z)] 4 (0) - '  r-~l- = .o (~t (4.7) 
locally uniformly in C,, and with a suitable ordering of  zk(no, N, T) we have 
lim [limoozk(no, N,T)] = ~,  k = 1,...,no. (4.8) 
T--q- 
Proof. This follows from Proposition 4.1 and Theorem 4.2. [] 
Theorem 4.4. Assume that the sequence {x(m)} is bounded and that {H(T)~k (r)} for some positive 
function H(T)  converges to ~o in the weak star topology as T tends to 1-. Let n > no. Then {4, (r)} 
converges locally uniformly on C, as T tends to 1 -  to a function 4,  of  the form 
4,@) 4 (0) "~ Pn-"°(Z) (4.9) 
= no (~ J "  (1  - -  C~.o~'Z) ' - "  (1  - -  ~'-~.Z)' 
where P,-,o is a polynomial o f  degree n - no. By a suitable ordering of  the zeros zk(n, T), no of  
these zeros converge to the support points ~l,. . . ,  ~,o, while n -  no of  the zeros converge to the 
zeros of  P,_,o. 
Proof. According to (2.16) and (2.17) we may write 
4(r)(z) = K(r)fizj(_n,T)_- z (4.10) 
n j=~3 1--aj---Z ' 
where 
. 1 - ~j~-nn 
Kn(r) = "j~l "Ej 1 - ~zj--~, T)" (4.11) 
We recall from Section 2 that all the zeros zk(n, T) belong to D. Let a, be the maximum value of 
I~jl,j = 1 ... .  ,n. We then find that 
2" IK~r) I .< (4.12) 
(1 -a , ) "  
and 
2 2n 
(1 -an)  2" for zEDU T. (4.13) 
Thus the family {4~(r)(z)} is uniformly bounded in D U T (independently of z and T for fixed n). 
Set d = 1 - T. It follows from (4.5) and (4.6) that the moment integrals Cm, k(T) can be written 
v '~ --'m'rm--imO for T E (0, 1)). as power series in d (recall the absolute convergence of the series Z-,m=0"~t ) 
It then follows from (2.13)-(2.15) that the coefficients b(,")_j(n, T) in the representation 
4~(r)(z) = B,(z) + ~~b~n_)_j(n, T)B,_j(z) (4.14) 
j=l 
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are quotients of  power series in d. Hence ~,(r)(z) itself is a quotient of power series in d, for 
each z. 
Since the family {o,(r)(z)} is uniformly bounded in D for d E (0, 1 ) the initial term in the power 
series in the numerator of q~,(r)(z) must have degree at most equal to the degree of  the initial term 
of the power series in the denominator. It follows that ~r ) (z )  has a locally uniform limit in D as 
d tends to 0+, i.e. as T tends to 1- .  Since q)n(r)(z) is of  the form p,(z)/[(1-~-~lz)...(1 - UnZ)] 
with a polynomial of  fixed degree n in the numerator, we may conclude that the limit 
q)n(Z) = lim ~,(r)(z) (4.15) 
T-* I - -  
exists locally uniformly in C,. 
Let the recurrence relations (3.1)-(3.3) for the sequence ~(r) have coefficients 5(, r), e(, r). By (3.4) 
and (3.5) we then have 
6(r) = (1 - O~n_l~nn)(~(T)(O~n_l)  
1 __ i~n_ l l  2 , (4.16) 
e(nr ) = _%(1 - ~._lan)Crp(T)*(CXn-l) 
1 - I~n_l 12 
for arbitrary n. It follows from Theorem 4.2 that 
1 - -  ~no_ l~no 
- -  ~no (O~no--1) lim 5~0 r) [2 (0) T-*l-- 1 [~,o-1 
(4.17) 
(4.18) 
lim (r) 1 - -  ~no_10~no .a~(0)*,- x 
r~ l -  e"° = -z,o 1 1 .o_112 'g,o t~,o-l). (4.19) 
We recall from Section 2 that ~n(o°)*(z) = k, oCb(,°o)(Z) with Ik.ol = 1. It follows that 
(T) 2 lim [[e,o ] -15~.0r)[ 2] = 0. (4.20) 
T---* 1 -  
By  using Proposition 3.2 for ~(r) with n > no we get the formula 
- - -15,o I ]R,-,o+l(Z)~,o-l(Z) (4.21) ~(r)(z) = (1 ) + [1 (o )12 <T) 2 <r> (T) 
(1 - ~-~,0z). • • (1 - ~-~,z) 
where P~r!,0 is a polynomial of degree n - no and R (r) is a polynomial of  degree n - no + 1, -- n -n0+l  
bounded as a function of T for every z. (This can easily be seen by induction.) 
Letting T tend to 1 -  and using (4.15) and (4.20)-(4.21) we conclude that 
• ,(z) = P'-"°(z)~°°)*(z) (4.22) 
(1 - ~ .0+Sz) . - -  (1 - ~z) '  
where P,-,o is a polynomial of  degree n - no. From this formula (4.9) follows. 
The statement about the zeros in Theorem 4.4 follows by Hurwitz theorem. [] 
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Corollary 4.5. Assume that the sequence {x(m)} is bounded and that {H(T)~p <r)} for some function 
H(T) converges to ~bo in the weak star topology as T tends to 1-. Let n > no. Then 
lim [ l i ra  ~(nU'r)(z)] = ~n(Z) ,  
T----~ 1-- 
(4.23) 
where cb, is the function in formula (4.9). By a suitable ordering of the zeros zk(n,N, T) we have 
lim [lim zk(n,N,T)] = ~k, k = 1 . . . .  ,no, (4.24) 
T---* 1-- 
while 
T---~l-lim [l~rn zk(n,N, T)] : z~ '0, k = no + 1,... n~ (4.25) 
where -~) :'~) are the zeros of Pn-no. ~no + 1, • " ",--n 
Proof. This result follows from Proposition 4.1 and Theorem 4.4. [] 
Remark. Let us for each (N, T,k) select a zero zk(n,N, T) such that every other zero zj(n,N, T) is 
at least as far from Ck as zk(n,N, T). Then in particular (4.24) will be valid for the zeros zk(n,N, T) 
selected in this way. We may call these zeros zk(n,N, T) "interesting zeros". The content of formula 
(4.24) may then be expressed as follows: The interesting zeros of 4iff, r) converge to the support 
points ~1,..., ~no of if0 when N ~ c~ and then T ~ 1-.  
We may introduce analogous concepts concerning the zeros of ~ff~ and formulate the content of 
the last part of Theorem 4.4 in an analogous way. 
5. Zeros staying inside D 
We consider the situation described in the beginning of Section 4. All zeros of the functions 
~N,r), ~n r) and Cbn ~s) belong to D. Therefore, all zeros of all Pn-no in the limiting functions ~, 
in formula (1.6) and all zeros of Pn-no in the limiting function ~n in formula (4.9) belong to 
D t3 T. It was shown in [31] that under certain boundedness assumptions on the norms of ~/'ff), 
all the zeros of Pn-no in all the limiting functions q~n of formula (1.6) lie in D, and furthermore, 
that there exists a common disk D~ -- {zED : Izl < r.},r. < 1, such that all these zeros belong 
to Dn. 
Our purpose in this section is to show that under similar boundedness conditions on the norms 
of 4~ T) or of ~N,T), the zeros of the polynomial P~-~0 in the limiting function ~n of formula (4.9) 
belong to D. 
We use the notation introduced in Section 4. We let II ~ff, r)II and IJ ~ff~ II denote the norm of 
~ff, r) with respect o ~W,T) and of ~r )  with respect o ~b ~T~. That is, 
l i 1 ~ 1 i~ff)(ei0)l 2 d~k~r)(0). II ff'T ll 2 :  I~ff'r)(ei°)[2d~r)(o), II ff>[l = 7~ 7~ (5.1) 
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Theorem 5.1. Assume that the sequence {x(m)} is bounded and that {H(T)~ (r)} for some positive 
function H(T)  converges to ~9o in the weak star topology as T tends to 1-. Furthermore, assume 
that for every n >1 no there exist positive constant 7n and F, such that 
Tn ~ []qbn(T)]] <~Fn for all TE(0 ,1) .  (5.2) 
Then for every n > no the zeros of  the polynomial P~-no in formula (4.9) belong to D. 
Proof. We recall that 5(, r), ¢(T) denote the coefficients in the recurrence relations (3.1)-(3.3) for the 
sequence {~n(T)}. We obtain from (3.10) the formula 
Ic~T)I2- i~)1 ~ = (1 -]0~n[ 2) II ~.~)II 2 
(1 -I~n_ll 2) [I a'(T)~n-, II 2- (5.3) 
Since {~n (r)} and hence also {~(T).} converges as T tends to 1- ,  we conclude from (4.16) and 
(4.17) that the limits 
Dn = lim 6(r), En = lim C(n T) (5.4) 
T----~ 1-- T----~ l -  
exist. Formulas (5.2) and (5.3) give 
(1 -1~.12)~. ~ 
(1 - I~°_, l~)rL, ' (5.5) 
I~T)I 2 --I~T)I 2 
hence also 
IE,,I 2 -ID.I 2/> (1 -1~°12)~ 
(1 -[~n_l[2)F~_l" (5.6) 
It follows that [E,[ > [Dn[, i.e., 
an  < 1. (5.7) 
We shall now prove by induction that Pn_,0 has no zeros outside D. The idea of the proof is 
closely related to an argument found in [35] concerning the N-process in the polynomial situation; 
cf. also [31]. 
Clearly the statement is true for n = no. (We may write Pno-,o = 1). Assume that the statement 
is true for n = m. 
From the basic recurrence relation (3.2) for ¢b, (r)* we obtain in the limit as T ~ 1-" 
1 
~m+l(Z)  ~ --'~m+l __  [Dm+l(Z-~m)C~m(z)+Em+l(1-~--mmZ)d~*(z)]. (5 .8)  1 - 0¢rn+lZ 
Since ~°)*(z)  ----k,o~(,°)(z) with ]k, ol = 1 (cf. Section 2), it follows from (4.9) and (5.8) that 
• ~,+a(z) = -~m+, [D,,+I(Z -- ~m)Pm_,o(Z) +/~,oEm+~(1 - ~--~Z)Pm_no(Z)] ~(O)(z) ' (5.9) 
(1 -- 0¢m+lZ)(1 -- C¢,o~Z)""" (1 -- ~--~Z) 
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m where P~n_no(Z) = zn-'°P(,,_,o),(z ) and/~,0 = kno • I-[s=no+l(-zj). We shall show that all the zeros of 
the polynomial Qm+l-n0 given by 
Om+l_no(Z) -__ Dm+l(Z -- O~m)Pm_no(Z) -~- knoEm+l(1 - ~-'~mz)e*_no(Z ) (5.10) 
belong to E. 
Suppose that Qm+l-~o has a zero z0 in D tAT. This means that 
Dm+l(zo - O~m)Pm-no(ZO) q- knoEm+l(1 -- ~mzo )P* no(Zo) = O, (5.11) 
and hence 
Dm+l Zo -- O~m em-no(ZO) 
Em+l * f - - -mZ--  0 • pm_.o(Zo ) = 1. (5.12) 
By assumption, z0 is not a zero of P~,-,0 (since all the zeros of Pro-n0 belong to E). So the function 
P,,_no(z)/P*_no(Z ) is holomorphic in DU T, and IPm_no(z)/e~,_no(z)l = 1 for z E T. By the maximum 
principle, I z -  ~m[/[1- h--~mZ[ ~<l and [Pm_,o(z)/P*_no(Z)[ ~< 1 for z EDUT.  The equality (5.12)would 
then require [Dm+l/Em+l[= 1, which contradicts (5.7). 
Thus all the zeros of Qm+l-no belong to E. Hence by (5.9) all the zeros of ~*+1, except the 
zeros of ~(0)., belong to E, and consequently all the zeros of ~m+l, except he zeros of ~(0) belong n0 ' 
to D. This means that all the zeros of P,,+l-,0 belong to D. This completes the induction 
argument. [] 
Corollary 5.2. Assume that the sequence {x(m)} is bounded and that {H(T)~(r)} for some positive 
function H(T)  converges to ~ho in the weak star topolooy as T tends to 1-. Furthermore, assume 
that for every n >>. no there exist positive constants 7n and Fn such that 
wn ~ II ~ Fn for" a l l  N,  a l l  T E (0, 1 ). (5.13) 
Let n > no. Then there exists a disk Dn = {zE C : I z] ~< Pn) ,Pn < 1, such that n - no of  the zeros 
zk(n,N, T) of  ~(N,r) belong to D, for all N and all T C (0, 1). 
Proof. It follows from (5.13) that (5.2) is satisfied. Therefore the conclusion of Theorem 5.1 holds. 
The stated result then follows from Corollary 4.5. [] 
Remark. Those zeros zk(n,N, T) of q~(n N'r) which are not among the "interesting zeros" may be called 
"uninteresting zeros". Corollary 5.2 may then be expressed as follows: Under the stated conditions, 
the uninteresting zeros of ~(N.r) are for all N and all T E (0, 1 ) contained in a disk completely inside 
the open unit disk. 
We may introduce analogous concepts concerning the zeros of ~(r) and formulate the content of 
the last part of Theorem 5.1 in an analogous way. 
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6.  Trigonometric signals 
In this section the terms of  the sequence {x(m): m = 0,1,2, . . .}  are given as values of  the 
trigonometric signal 
1 
x(m) = ~ Aje k°jm, m = 0, 1,2 . . . .  (6.1) 
j=--I 
as described in Section 1. Our aim is to show that the theory developed in the preceeding sections 
applies to this situation. 
Proposit ion 6.1. The sequence {x(m)} is bounded. 
Proof .  We clearly have Ix(m)l ~< ~=_~Aj for all m. [] 
Proposition 6.2. The measure (1 - T2)ff (r) converges to ~bo in the weak star topology as T tends 
to 1--. 
Proof.  We find that 
dO - 2n 1Aj 1 - Tei(°'J -°) 
[ ~ A 1 -  TNe Ni(C°-k+O)- 
(6.2) 
and 
dO 2n =-11 - Te i(°~j-°) k=-i 1 - Te i(°~-k+°) " 
Choose e > 0 so small that the intervals [o9~ - e ,o~s + e] ,  s = - / , . . . , I ,  are disjoint, and set E~ = 
[--7"C, 7~]--  1 (-Js=-i [~s -  e, co~ + e]. We observe that {(1 -TZ)d/dO(~k(T)(o))} converges uniformly to 
zero on E~ as T ~ 1 - ,  hence 
g 
lim [ f(ei°)(1 - TZ)d~b(r)(0) = 0 (6.4) 
T---q-- JE._ 
for any continuous function on T. 
For each s we may write 
E A Aj ]E As Ak 
d~-  2-n 1 T-~e i(~°~-°) ÷ ~ - -  jCs 1 -- T-~(oJ -°) 1 -- Te i(°J-s+°) q- ~s 1 - Te i(°~-*+°) 
(6.5) 
Let f be an arbitrary continuous function on T. By substituting t = 0 - ogs we obtain 
l o~+~ 1 fe  T 2 f (ei°)(1 - TZ)dlp(r)(O) = ~ f(eiU+~))(1 - )Fs(T,t)dt, 
• / (Os - -~ - -E  
(6.6) 
270 
where Fs(T, t) = F}~)(T, t) + F}Z)(T, t) + F(s3)(T, t) + F~(4)(T, t), with 
F(sl)(T,t) = 
1 - 2Tcost  + T 2' 
Ak 
A~ it ~ _ Tei(~o_k+o),+t)' F(s2)(T't) -- 1 - 2e-  k4sl 
A s Aj 
F}3)(T, t) -- 1 e j:/s t - T it ~- '~" __ Tei(o~j+o~_,-t)' 
1 - Te i (° ) J  +~°- , - t )  1 - Te  i (o -k+C° ,+t )  
F}4) (T ,  t )  = 
We observe that 
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/ E l im f(ei(t+~°'))(1 - T2)F}4)(T,t)dt = O. 
--E 
A simple calculation shows that 
f~  dt 4 ( i+T  2)  
_~ 1 -2Tcost+T 2 -  1 -T  ~arc tank l -T tan  , 
and hence 
f l im (1 - T 2) dt r--.l- _~ 1 - 2T cos t + T 2 = 2re. 
A standard argument hen leads to 
1 
f~ - = A , f (e  ). T-,l-lim ~ a -  f(ei(t+o),))(1 T2)F}l)(T,t)dt 2 icos 
Furthermore, 
1 - Te it dt 4 
1 - 2T cos t + T 2 ~< I 1 - Te  ie ] • 1 - T 2 / = L 
and hence 
lim ( 1 - T 2)  dt 
s~o+ -e 1 - Te  - i t  -=- 0. 
This in turn implies that 
lim ( l im_ f(ei(t+°"))(1 - T2)F}r)(T,t)dt) = 0 
E----~0+ e 
[ I+T  
- -  arctan ~i--2-~ tan 2 )  
(6.7) 
(6.8) 
(6.9) 
(6.10) 
(6.11) 
(6.12) 
(6.13) 
(6.14) 
(6.15) 
(6.16) 
(6.17) 
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for r = 2,3. From (6.11), (6.14) and (6.17) we thus get 
) lim f(ei0)(1 TZ)dl~(r)(0 ) 2 ions - =As f (e  ). (6.18) 
E--+O+ ~' ~Os--e 
By summing (6.18) over s = - / , . . .  , I and taking into account (6.4) we obtain the stated result. [] 
As in Section 2 we let an denote the maximum of I~kl,k = 1,2,...,n. 
Proposition 6.3. The followin9 inequalities hoM: 
an+n ° (j_~_/)2 
II ~N,T~ ii = ~< (1 --  an) 2(n+n°) J (6 .19)  
for  n = no, no ÷ 1,..., 
fo rn= 1,2 . . . . .  
(6.20) 
ProoL We define the function WN {r) by 
N--I 
W(NT)(z) = Z N-1  ~,x (m)Tmz -m.  
m=0 
This function is holomorphic in the whole complex plane. We note that 
d~r) (0)  1 
- 2nlWCur~(ei°)l 2 for 0E[ -n ,  rc]. 
dO 
It then follows from (2.18) that 
l/2 [1 ~N,~)ii = ~< ~ Ian(e'°)121WN~r)(ei°)l 2 dO 
7Z 
for every monic function Gn in &°n. 
We choose especially the function Gn equal to the function Fi  r) defined by 
Z n-nO H~=__I(Z - -  TeiO~j) 
F~r)(z) = h~r)-(l C~lZ): - : - (1 --~.z)" 
(6.21) 
(6.22) 
(6.23) 
(6.24) 
We note that F{n v) belongs to £~an when n/> no. The constant h{n T) is chosen such that Fi  r) is 
monic. This is equivalent o F~r~*(~n) = 1. By calculating F~r)*(z) and substituting z = an we 
obtain 
= k~=~ll'--27k)]-I~_ i(---~ - - -T~)"  (6.25) 
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From this follows easily that 
2" 
(1 - a . )  "° 
for all T E (0, 1). 
By substituting Fn (v) for G, in (6.23) we get after some calculation 
if II ~(N:)ii 2 ~ ~ 
where 
[g(~)(o)l 2. If(N'~)(0)l 2dO, 
(6.26) 
(6.27) 
ei( n- no )O 
g(r)(0) = h(n r) (6.28) 
( 1 - ~11e i°) . . .  ( 1 - ~~e i°) '  
I 1 
f(N'r)(O) = ~ Aj (  eNiO - (Te i%)N)  " I~ ( ei° - Te i °* )  • (6.29) 
j=--I k=--I 
k~j 
Since ]c~kl ~< a, for k = 1, . . . ,n and T E (0, 1), we conclude from (6.26)-(6.29) that 
II (TD(N'T)II 2 ~< (1 --a,) "° " (1 - a,)  2" " =~-1 Aj ' (6.30) 
which is the same as (6 .19) .  
On T we have Iw~(T)*(z)l = Imff)(z)l and I~(,N'T)*(Z)I = [CI)(N'T)(z)[. Therefore, we may write 
II ~n (~'~) II 2= ~ f= ~(N'T)*(eiO) " W(r)*(ei°) 2 dO. (6.31) 
The function a3(N'r)*t-aw(r)*r~ is holomorphic in D U T,  and hence Urn k '~l  ' r  N k~/  
I I~Y)ll = ~ I~(/:)*(o)1 =- IWN(~)*(0)I =
Here 
IW~(~)*(O)l  = = Ix(O)12 = j 
By (2.16) we may write 
n ¢(N,r)(z) = K(N,r) l_ I (zk(n,N, T)  - z)  
k=l 1 --~-[Z ' 
where 
k=l 1 - ~,zk(n,N,T)"  
(6.32) 
(6.33) 
(6.34) 
(6.35) 
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We may then write 
r " 1 - zzk(n,N, T) 
fI)(nN'T)*(Z) = K(nN" ) H 75k 
k=~ I - ~z  
It follows that [~(N,r)*(0)l = IKAU, T) I and thus 
(6.36) 
I'x"n \v]llt'h(N'T)*[l~h [ ~ (1  - -an)  n (6.37) 
2" 
Together with (6.32) and (6.33) this gives (6.20). [] 
We recall that ~k = e i°~k. 
Theorem 6.4. Let the sequence {x(m)} be determined by a trigonometric signal (1.1). Then 
lim ~(nro)(z) (o) = 4,0 (z) (6.38) 
T- , l -  
and 
lim [ l im +.(N'r)(Z)] = +.(°)(z) 
T---* 1 -  
locally uniformly in C,. The zeros zk(no, T) and zk(no, N, T) can be ordered such that 
(6.39) 
lim zk(no, T) = ~k, k = 1, .... no (6.40) 
T---~ 1-- 
and 
lim [hrnoozk(n0,N,T)] = ~k, k --- 1,... no. 
T.--*I-- 
(6.41) 
Proof. This result follows from Theorem 4.2, Corollary 4.3 and Propositions 6.1 and 6.2. [] 
Theorem 6.5. Let the sequence {x(m)} be determined by a trigonometric signal (1.1). Let n > no. 
Then 
and 
lim ~r) (z )  (o) Pn--no(z) 
= q~'° (z)(1 %o~SZ) (1 ~-~z) T--.~ 1 . . . . . .  
(6.42) 
P"-"°(z) (6.43) lim [ l~m ~,(N'r)(Z)] = (0) z 
T--~I- " ¢~)n0 ( )(1 - ~ ,0~z) ' " (1  -~z)  
locally uniformly in C', where Pn--'o is a polynomial of  degree n - no with all its zeros in D. The 
zeros zk(n, T) and zk(n,N, T) can be ordered such that 
lim zk(n,T) = ~k, k = 1,...,n0, (6.44) 
T--~I-- 
lim [ l im zk(n,N,T)] = ~k, k = 1 .... ,no, (6.45) 
T--.-* 1 -- 
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lim zk(n, T)  = z~ "), k = no + 1 . . . . .  n, (6.46) 
T- -~ I - -  
lim [limo~ zk(n,N, T)] = z(k n), k = no + 1, . . . ,n,  (6.47) 
T----~ 1 -  
where z (") ,Z(m ") are the zeros o f  P,-no. There exists a positive number Pn < 1 such that n0+l~ " • " 
[zk(n,T)[ <<. Pn, [zk(n,N,T)l <<. p,, k = no + 1, . . . ,n  (6.48) 
for  all N and all T E (0, 1 ). 
Proof. This result follows from Theorem 4.4, Corollary 4.5, Theorem 5.1, Corollary 5.2 and Propo- 
sitions 6.1, 6.2 and 6.3. [] 
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