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A. PICTURE PROCESSING
Experiments on bandwidth compression of picture transmission have been performed
by using our scanner and the IBM 7090 computer. The technique that was used was to
detect the outlines of significant details in a picture and transmit only these outlines by
straight-line approximations. We hoped that since outlines occupy only a small portion
of the total picture, the saving in bandwidth would be considerable. Pictures of various
subject matter were recorded on tape in digital form according to IBM format with the
use of the scanner built by our group. The tapes were then processed by the IBM 7090
computer by using a program that simulates the bandwidth compression scheme.
The picture was first reduced to its outlines before transmission. This is depicted
in the sequence of photographs in Fig. XIV-1. Here a simple picture of a letter "B"
was used. After the first pass the outline of the "B" was detected and the rest of the
picture was discarded; the result is shown in the upper right. The picture was further
processed by making straight-line approximations to the outlines. The result is shown
in the lower left of Fig. XIV-1. Note that straight-line portions of the outline were
reduced to sparcely distributed sequences of points, whereas curves were represented
by a dense sequence of points. The number of points remaining after the second pass
was all that was needed to be transmitted - in this simple case, only 360 of the original
1600. The lower right shows the reconstruction of the picture by using the data in the
lower left. The bandwidth compression resulting from this coding scheme is approxi-
mately one-half of the ratio of original points to transmitted points, since each point
must be specified by its position and its relation to other points on the outline, as well
This research was supported in part by Purchase Order DDL B-00337 with Lincoln
Laboratory, a center for research operated by Massachusetts Institute of Technology,
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AF19(604)-7400; and in part by the National Institutes of Health (Grant MH-04737-02).
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as by the magnitude and direction of the original edge. Thus for the letter "B", the
reduction ratio of picture elements that is necessary for transmission is 44, which indi-
cates a bandwidth compression ratio of 22.
The same process applied to a more conventional picture is shown in Fig. XIV-2.
The reduction ratio of points is 13, and the bandwidth compression ratio, 6.5.
The flaws in Fig. XIV-2 were due to the coarse scanning pattern that was not matched
to the reduction process. Finer resolution pictures (256 X 256) were then recorded on
tape and processed. Four original pictures of varied subject matter were used as shown
in Fig. XIV-3. After processing, the outlines were reconstructed and they are shown
in Figs. XIV-4 and XIV-5. The necessary compression of points for transmission of
Fig. XIV-4 from left to right and down is 117, 22, 40, and 24. In Fig. XIV-5 a finer
detection threshold was used with resulting less compression. The reduction ratios
were 31, 12, 20, and 13.
J. W. Pan
B. SEQUENTIAL ENCODING OF A BINARY SOURCE WITH A DISTORTION
MEASURE
We shall discuss a sequential encoding system for a binary symmetric information
source with a Hamming distance-distortion measure. This research reported on here
is a continuation of that previously reported on the encoding of a discrete source with
a distortion measure.I
1. Encoding Procedure
Consider an infinitely long binary tree code with two binary digits per branch and
two branches emerging from each node (Fig. XIV-6a). We wish to represent the source
output by the path in the tree code which gives the least distortion to the source output.
The distortion between a source sequence of n binary digits and any other binary
sequence of the same length is just the Hamming distance between the two sequences.
The average distortion per letter between these two sequences is taken to be the
Hamming distance divided by the sequence length n.
It takes one-half the number of binary digits in a sequence of source letters to spec-
ify a path in the tree code of the same length as the source sequence, since only the
binary choice of branches at each node must be specified. Therefore, for every two
binary digits the source puts out, the encoder will only put out one binary digit. The
data-compression ratio for this system, the number of encoder output digits per source
1
digit, is then -.
We wish to have the encoder find a path in the tree code which has no more than a
certain amount, say d*, of average distortion per letter with the source sequence.
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Fig. XIV-6. (a) Binary tree code of length 3.
(b) Augmented binary tree of length 4.
(c) Tree code of length 4 formed from
two independent augmented trees of
length 4.
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Finding a path in the tree code which gives d*, or less, average distortion per letter
is somewhat analogous to finding the most likely transmitted path of a binary tree code
at the output of a binary symmetric channel. The source encoder begins by calculating
the distortion between the first two digits of the source sequence and the two branches
emerging from the first node of the tree code. If neither of these branches gives 2d*
or less (average distortion per letter d*, or less), the encoder extends its computation
of distortion to all paths with two branches (four digits) emerging from the first node
of the tree code, and checks to see if any of these paths gives distortion 4d*, or less,
to the first four digits of the source sequence. The encoder proceeds in this manner
until it finds some path with f links (path of length f) which gives 2fd* or less distortion
to the first 21 digits of the source sequence. The encoder then accepts this path and
specifies this path by putting out I binary digits. It then attempts to encode the source
sequence, beginning at the (Zk+l) t h binary digit by using the tree emerging from the node
at the end of the accepted path. Once a path of some length is accepted, the encoder is
faced with an entirely new encoding problem and begins its searching anew.
The encoding system also uses a set of reject thresholds B, k = 1, 2, etc. When-
ever any path of length I gives a distortion of B, or more, the encoder no longer con-
siders that path a possible representation for the source sequence, and no further
distortion calculations are carried out on the paths emerging from the last node of a
rejected path. The encoder also gives up its search for an acceptable path when it has
progressed far enough down the tree code to check paths of length It, and if no accept-
able path is found at this length, a standard path of length I t is chosen to represent the
source sequence (say, the path corresponding to the choice of the upper branch at each
node of the tree). The encoder begins searching again in the tree emerging from the
last node of the standard path. The encoder may reject all paths at some length f < kt,
whereupon a portion of the standard path of length I is used as a representation of the
source output and the encoding operation begins again at the node at the end of the
accepted part of the standard path.
If no path of length I is accepted, the encoder extends the distortion calculations
of all unrejected paths to paths of length I + 1, and again checks the accept threshold
2(I+1) d* and reject threshold Bi+1. We shall define a single computation of the encoder
as the calculation of the distortion between one of the branches of the code emerging from
a certain path of length I and the two corresponding digits of the source sequence, and
the addition of this distortion to the distortion of the path from which the branch emerges.
2. Bounds on Average Computation and Probability of Failure
We shall now consider this encoding system operation with the ensemble of tree codes
chosen completely at random (all binary digits in the tree code chosen independently with
equiprobable one's and zero's). We shall upper-bound N, the average number of
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computations to find an acceptable path, and also upper-bound PF' the probability of
failing to find an acceptable path.
Failure manifests itself in two ways: all paths in the tree may be rejected at some
length I < t. and an acceptable path may not be found at any length < f t . Let Cf
denote the event of all rejected paths at length f, and Ee the event of no acceptable path
at length I. For the ensemble of random tree codes, we have
PF = Prob C1 or C 2 or C 3 or ... or C -1 or no acceptable paths at
t any length f < kt
< Pr [C 1 ] + Pr [C 2 ] + ... + Pr [C t-1 ] + Pr [E 1 and E 2 and ... and E. ]
< Pr [C 1] + Pr [C 2 ] + ... + Pr [C -1] + Pr [E t
The average number of computations at length f is upper-bounded by two times
the average number of unrejected paths at length e - 1, which in turn is upper-
bounded by
2 X 2k - 1 X (1-Pr [C
_ 1]),
which assumes no rejection before length f - 1. We have
t
N < 2 + 2 21-l(1-Pr [C ]).
Here, the first two computations at the beginning of the encoding process are expressed
separately and not included in the summation on f.
We now note, from symmetry, that the probability of finding a path in a randomly
chosen tree code that is "close" (in the distortion sense) to the zero sequence is the
same as the probability of finding a path that is close to any particular sequence. Since
all source sequences are equiprobable, we have
Pr [EPt] = probability that the minimum-weight path in the tree
t has weight > 21 td*.
Notice, also, that Pr [C, ] is upper-bounded by the probability that all paths at length I
are rejected under the assumption of no previous rejection. This is the same as the
probability that the minimum-weight path of length f of a randomly chosen tree code
has weight B., or greater.
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3. Distribution Function for the Weight of the Minimum-Weight Path in a
Random Tree Code
Our analysis of this source-encoding system now depends only on the distribution
function that we shall call Pp(w), which is the probability that the minimum-weight path
of a randomly chosen tree code of length f has weight w or greater.
If we pick 2 binary sequences each with 2f independent random digits, the proba-
^ 2
bility (that the minimum-weight sequence has weight w or more) 'P(w) = [1-PO(w) ,
where PO (w), the probability of choosing a single sequence of length 2f which has weight
less than w, is a multinomial distribution function.
This approach cannot be used for P(w) because the paths of the tree are not all inde-
2
pendent of one another. An alternative approach suggested by C. E. Shannon is to
develop a set of recursion relations for Pj(w). Suppose that we know P 1_l(w) completely.
Let us form an augmented tree of length f by adding a randomly chosen branch to the
beginning or first node of the tree of length f - 1. (See Fig. XIV-6b.) We can derive
from P- 1_(w) the distribution function Q (w), the probability that the minimum-weight
path in the augmented tree of length f has weight w, or more. In fact,
Qk(w) = p0o -1(W) + plP _ 1(w-1) + pzPa-_(w-2),
where pi is the probability that the extra branch has weight i. In our case of equiprob-
able binary digits, p 0 = 1/4, pl = 1/2, p 2 = 1/4. The term p 0 P _l(w) is the probability
that a tree of length f - 1 has its minimum-weight path with weight w or more, and we
add an augmenting branch of weight zero. The explanation of the other terms follows
similar lines. Knowing Q 2 (w), we choose independently, at random, another augmented
tree of length f, and join the ends of the augmenting branches to form a standard tree
of length f. (See Fig. XIV-6c.) The probability that the new tree thus formed has its
minimum-weight path of weight w, or more, is simply
P(w) = [Q(w)]2 ,
because of the independence of the augmented trees.
These recursion relations have not been solved explicitly for Pp(w), but it is reason-
able to expect that there is some limiting form for P(w) as I - oc. Since these recur-
sion relations are easily programmed on a digital computer, the actual distributions
P,(w), f < 200, were thus calculated and studied. The limiting form for P,(w), which
emerges distinctly at approximately f = 25, is such that the distribution function does
not change shape with increasing 1, but merely changes its position along the w-axis.
The position of the point at which the P,(w) = 1/2 is located approximately at 0. 11 X 2f.
This is in contrast with the multinomial distribution function P 0 j(w) whose position is
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Fig. XIV-7. The function p,(w) for a tree code, f= 25, 100. Also included for
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1/2proportional to 1, but its shape spreads out as i
The distribution function P,(w) of the minimum-weight binary sequence of a length 21
block code behaves very much as P,(w) with respect to its limiting behavior for P - oo.
A
The limiting form of Pp(w) had slightly less spread than the limiting form of Pf(w). An
A A
upper bound on Pk(w) shows that the Pf(w) = 1/2 points approximately take on the posi-
tions 2f.d, where d is defined by the solution of
d log 2 - + (l-d) log 2 - = 1/2, 0 < d < 1/2.
The approximate value of d is 0. 11. In Fig. XIV-7 we plot the envelope of the proba-
bility distributions pi(w) and (w) that correspond to the distribution functions P (w)
A
and Pf(w), respectively.
4. Results of the Analysis of the Sequential Encoding System
A program for the IBM 7090 computer was written to compute P,(w) and also to com-
pute the bounds on PF and N for ft < 100 for the sequential source encoding system
described in this report. A single number, d*, specifies completely the set of accept
thresholds. The set of reject thresholds Bk was programmed to take the form of a lin-
ear function of k with one break point. (See Fig. XIV-8.)
After some experimenting, a good reject threshold could be found which could be set
high enough to give a low probability of failure because of rejection of all paths at some
length (dependent upon Pr [Ce]), and still keep the average computation down (dependent
upon 1 - Pr [Cf]). Some performance figures for the encoding system are given in
31 30
29
1 20
P100 (W)
Fig. XIV-8. Accept thresholds 2kd* and reject thresholds Bf that give good
results. The broken line is the locus of Pw) < 10-4
results. The broken line is the locus of Pp(w) < 10
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Table XIV-1. (ft = 100).
d* P F N N*
5 280.14 0.359 1.07 X 10 4X 10
-25 25
0. 15 0. 28 X 102 1.44 X 10 2 X 10
0.16 0.52 X 10-4 1.37 X 105 2X 1019
-65 140. 17 0.61 X 10 1.05 X 10 3 X 10
Table XIV-1 for ft = 100. In Table XIV-1, N* is the average number of computations
to find an acceptable path when no reject threshold is employed by the encoder.
The bounds on both N and N* actually converge to a constant number that is indepen-
dent of ft for large enough ft; this indicates that there is some fixed amount of work,
on the average, to find an acceptable path with either scheme. Table XIV-1 indicates
that for d* = 0. 14, ft = 100 is not long enough to reduce the probability of failure, PF'
The reject thresholds were chosen so that almost all of the contribution to PF in Eq. 1
came from Pr [E ].
Theoretically, the best possible encoding scheme with a data compression ratio 1/2
could not give average distortion per letter less than d = 0.11, with d defined by Eq. 2.
While PF and N converged well for d* = 0. 15 and ft = 100, the probability of failure
converges much more slowly for d* = 0. 14, which is significantly closer to the absolute
limit for average distortion 0. 11. It can be seen from Fig. XIV-8 that PF will converge
to zero for d* = 0. 14 and for ft of approximately 180.
The techniques used in our analysis could obviously be applied to the analysis of
nonbinary systems, more general randomly chosen tree codes, and different data-
compression ratios. The sequential encoding procedure could also be modified to use
sets of rejection thresholds BI, B21, etc. such as Wozencraft and Reiffen describe
for channel decoding. 3 The source encoder would first attempt to encode by using the
reject thresholds BI , and if it fails to find an acceptable path, it would then go through
the whole procedure again and use B2
, 
etc. This system gives a slight reduction in
the bound on N.
5. Conclusions
There are two interesting things that can be pointed out from this investigation. The
first is that this encoding system was analyzed without the benefit of having explicit
expressions or even convenient bounds on the key probability distribution function Pk(w).
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In spite of this, a simulation was not performed, and computer time was used efficiently
in the treatment of very long codes.
Second, the distribution functions for the minimum-weight path in a random binary
tree code and in a set of random binary sequences are very similar. But an interesting
insight may have been gained into the problem of finding the distribution function for the
minimum-weight code word of a randomly chosen binary group code or binary convolu-
tional code. There is, at present, no indication that the distribution function for the
weight of the minimum-weight code word of a group code or convolutional code behaves
as P (w), but perhaps an approach similar to the one taken here would yield useful
results.
T. J. Goblick, Jr.
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C. CODING FOR DISCRETE MEMORYLESS TWO-WAY CHANNELS
In this report we summarize a Ph.D. thesis I that was accepted by the Department
of Electrical Engineering, M.I.T., in January 1962. It represents research carried
out under the supervision of Professor R. M. Fano. We plan to submit the results for
publication in professional journals. This research has bearing not only on the multiple-
terminal channel problem itself, but also on at least two other fields, one old and one
relatively untouched. Briefly, (a) a solution has been found for the problem of arbitrar-
ily closely approximating a broad class of those Markov sources whose signal outputs do
not uniquely specify the state by other sources that do not possess this unwanted prop-
erty. (b) Investigation of the problem of deciding the identity of the signal that is to be
transmitted for a given message according to some "side" information received has been
undertaken. In such situations messages are mapped by the code into strategies, not
into signal sequences. It is shown that such coding introduces a relative information
loss whenever the successive side-information signals are dependent and the receiver,
after correctly decoding the message transmitted, cannot identify the side information
that the transmitter received. It should be noted that Shannon2 treated a restricted class
of channels for which strategy codes were found to be useful. The channel state was
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x m Y
y x
Fig. XIV-9. Two-way channel.
made known to the transmitter and the successive states were assumed to be independent
so that no coding loss resulted. The Markov approximation seems to be particularly
suited to that extension of Shannon's problem in which successive states are determined
by a Markov source. It is also applicable to the recent work undertaken at R. L. E.
which concerns binary channels with additive noise constituted by the output of a Markov
source. The solution that was found is restricted precisely to those sources whose out-
put uniquely determines their state. With the help of the Markov approximation theorem,
the results of that work can now be broadened. Moreover, the author believes that his
analysis of two-way channels, which is summarized in this report, may also prove
instrumental in broadening the additive-noise restriction.
A discrete memoryless two-way channel is shown in Fig. XIV-9. It consists of two
terminals, each provided with an input and an output. At the left-hand terminal input
signal x is selected from a discrete alphabet of a symbols; output y, from b symbols.
At the right-hand terminal input K and output y are selected from alphabets of size a
and b, respectively. At given time intervals signals x and X are simultaneously trans-
mitted; outputs y and y are then observed. The channel is memoryless and is defined
by its transmission probability matrix [P(y,y/x, 7)]. Thus
Pr(y n, Yn_ ' ... Y' Yn,  7n_-1P ' ' 1/xn, n-l', . . ., Xl;Xn, xn-1, . . .,71)
n
TT (Yi' Yi/x i i ), (1)i=l
th
where .i is the i signal, and E (x, y, x, y).
1 3
Two-way channels were first treated by Shannon, who points out that "the problem
is to communicate in both directions through the channel as effectively as possible. Par-
ticularly, we wish to determine what pairs of signalling rates R and R for the two
directions can be approached with arbitrarily small error probabilities."
Shannon showed that there exists a region G of approachable rate pairs (R, R) and
developed a method by which the boundary of G (see Fig. XIV-10) can, in principle, be
computed. He also found simple formulas for determining regions GI and G O which are
such that G I C GC G O . By associating messages strictly with sufficiently long input-
signal sequences, codes can be found that are signalling at rates (R, R) anywhere
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within G I . The output bound G O , on the other hand, can not be related to any code. The
only hope of exceeding G I lies in associating messages with strategies that would then
Go
Fig. XIV-10. Capacity region G and
G its bounds G I and G O .
G
R
determine the input signals to a terminal of the channel according to the identity of the
preceding sequence of output signals at that terminal.
Let us now introduce the following capital-letter notation for sequences of length m
of any symbols:
Zm z z .z (2)mi i-1' i-2' " " ' i-m'
where z. is the jth transmitted signal.
Consider a function f mapping pairs of signal sequences X , Y into the input sig-
nal x. This can be expressed as
f(Xm, Wm) = x, (3)
where the domain of f are all pairs of sequences X , m of symbols taken from alpha-
bets of sizes a and b, respectively. Since the range of f consists of a points and its
domain of (ab) m points, the number of different functions f is a ( a b )m . A two-way
n
channel block code would associate left messages w with function sequences F
n 
= f
-n
... , f0' and right messages W with function sequences Fn. The functions f. and f.
could then be considered inputs at time i to the 2 terminals of the derived channel of
Fig. XIV-11. The operation in Fig. XIV-11 of the left and right transducers whose out-
puts constitute the left and right signal inputs, respectively, to the given two-way chan-
nel can be described as follows.
The left transducer is a device consisting of a top and bottom shift register of m
stages and a middle shift register of one stage. At time i the state of the transducer
determines the output x. and is itself determined by the contents xi-1 , . .' xi-m of the
top register, yi-l' 
. . . .
' Yi-m of the bottom register, and fi of the middle register. All
of the register contents are then shifted to the right by one stage, the contents of the
rightmost stages (that is, xi m, fi y i - m ) being eliminated, and the leftmost stages are
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Fig. XIV-11. Derived two-way channel.
filled from top to bottom by the symbols x i , f i l Y i . The state at time i and the output
signal x. are now determined, and a new cycle can begin. The operation of the right
m -m
transducer is identical, except that its registers are filled by Xi Yi The number
of register stages m is called the dependency length.
It is now clear how the strategy codes operate. The results reported on here are
proved for a class of two-way channels for which the transmission probability matrix
is restricted by the relation
P(y, 7/x, ) = P-(7/x) Px(y/),
where
(4)
0 - P-(Y/x) < 1
x
0 x P(y /3Z)
xE(O,..., a-1)
3EE(O . -1)
yE (, ..., b-l)
y E (0, .. ,b-).
It is thus specified that the result 3 of the transmission of the signal x in the left-right
direction will, in general, depend on the identity of the signal 7 transmitted simulta-
neously in the right-left direction, but will not depend on the result y of the right-left
transmission. The constraint (4) seems intuitively reasonable, the consequent idealiza-
tion containing what must be felt to be the most important feature of any physical two-
way transmission process over identical facilities.
An ensemble of sequential codes can now be constructed by associating forward mes-
sages with sequences fl f2' '. ' fi, . . of encoding functions (having an arbitrary, but
fixed, dependency length m) independently at random with probability P(fl) P(f 2 ) ...
P(fi) . . ., and by associating reverse messages with sequences fVl f2'... , . . . of
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encoding functions (having the same dependency length m as the forward functions) inde-
pendently at random with probability P(fl) P(fi2 ) ... P(fi) .. ., where P( ) and P( ) are
arbitrary probability distributions. It can be shown that in the resulting ensemble the
probability of a left or right decoding error (A left (or right) decoding error is one made
by the right (or left) decoder about the message transmitted from the left (or right) ter-
minal.) is exponentially bounded with increasing code-word length r (that is, it is shown
that error probability is smaller than 2 rA , where A is a well-defined function of the
signalling rates), provided that the left signalling rate R and the right signalling rate R
are such that
R<log(l-(t))+E slog r p/f. n' -n' tPr F, /f,F f RF , -t
n' Y n n-t)
t < n. (5){ Pr(Yn/n t n' t  n n-t(
n' n-t jR<log(l-E(t))+ E log P (y/f n' n nFt. nt n-tx )Pr (Yn/f , F , Y n, Xn-t)
Here, the expectations E are determined from the channel transmission probabilities
and from the probabilities P(f) and P(f) used to generate the ensemble, and the functions
E(t) - 0 and E(t) - 0 as the integer t - co. As the integer t grows larger, the quantities
on the right-hand sides of the inequalities (5) increase in value. It follows from (5) that
if the point (R, R) lies in the convex hull of points
lim Elog Pr(r/f r-l' ' r' r- Y
(6)
lim E log Pr(yr /fr- 1.' f'r'r-. " r-1 ...
r-oo Pr(yrfr f r-l' "' f Y r-1 .. ' y d
obtained for different assignments P(f) and P(f), then there will be a code signalling with
rate R in the forward direction and with rate R in the reverse direction, for which the
probability of decoding error will be bounded by 2 - rA(R,R), where A(R,R) is a positive
real quantity and r is the encoding block length.
It should be pointed out that the convex hull (6) is a lower bound on the capacity region
and is tighter than Shannon's GI, to which it reduces when the assignment distributions
P(f) and F(f) are appropriately restricted (by assigning nonzero probabilities only to
those functions f (f) which map all of the (ab)m different sequences X m , ym (frn, m)
into the same signal x (3)).
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The random argument used to reach the conclusion (5) and to evaluate the character
of the function A(R, R) is complicated by the fact that the random variables with which
one deals are dependent. The dependency is of a kind that can only approximately be
associated with a Markov source, and an important step in the proof (see Jelinek4 ) con-
sists in showing that the error induced by the approximation is of an appropriate kind.
In fact, the functions E(t) and E(t) of (5) are the corrections necessitated by the approxi-
mation.
We shall discuss next the properties of the pairs of expectations (6) which can be
shown to be identical with the pairs
limE (I Yr; Fr /Fr, limE I Yr; Fr/Fr (7)
r rr) r rr r
of functions of average mutual information, in which the notation of (2) is used. If input
r r
sequences F r and Fr of input symbols to the derived channel of Fig. XIV-11 were trans-r r
mitted and sequences Yr' r were received, then the signal information that passed
through the two-way channel in the left-right direction would be equal to I r; Xr/Xr
while the total information that passed through in the right-left direction would be equal(Yrr/Xr) xr is the sequence into whichyr r -r
to I Y r/X r . Here, Xr is the sequence into which Y was mapped by F r , and rr r r r
is the sequence into which Tr was mapped by Fr. The total information that passedr r
through the channel in both directions is then
I (yr; XrXrr) +(yr /Xr = I (Xr, Yr; r, r) = I (Fr, yr ypr' r (8)
r rr r rr r r rr r r r r
The proof of both equalities is nontrivial. It can also be shown that if sequences F and
r-1 r-1 r
Fr are picked at random with probabilities Pr F = - P(f i ) and Pr ( = P()
i=0 i=0
then
E(r;r/r)}+ E{Yr;r/X)= EI(Xr Yr -  r = E I(Fr, yFr Yr)
(9)
Here, the average on the right-hand side is taken with respect to probabilities P(f), P(f),
while the expectations involving as variables only the signal sequences X
r yr Zr -,r
r' r' r r
may be determined from the communication process illustrated in Fig. XIV-12, in which
the left-hand source generates signals x with probability q m m(x) = Pr(x/Xm, ym),
and the right-hand source generates signals R with probability qM (() =
Pr(/Xm, Ym). The source probabilities q m (x) and qM ( ) are defined with
the help of probabilities P(f) and P():
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q P(f); m ( =  P(f). (10)
Xm, ym ,ym j
f 3 f(Xm, ym)=X f3X f(m 7m)=7
If we examine the relation of the average information rates (9) to the rates defined
in (7) (which were shown 1 to be associated with the capacity region G), we discover that
E{ (7r; Xr/R)} - E{ I(7r; Fr/FI = E{l (Y r/F r ,
E{I(Yr; r/X - E IYr r/F = E{I Yr r' (11)
or, in other words, that not all of the information that passes through the channel is
useful for message-decoding purposes. It is then possible to prove that the quantities
"Tr r, 5 ]l (Y-,Vr /Xr -FrE Yr( r/Fr and Er)) can be interpreted as an average loss
of information resulting from left and right encoding, respectively, and that, except for
the noiseless channels (a noiseless channel is here defined as one in which the identity
of received signals y and y is strictly determined by the particular signals x and i
transmitted), all codes that do not map messages strictly into input-siqnal sequences
are associated with a positive (not non-negative) average information loss. It can then
be demonstrated with the help of the coding-loss result that for channels that are not
noiseless the capacity region G is strictly interior to Shannon's outer bound G O .
x
SOURCE
TWO-WAY
CHANNEL
y x
S SOURCE
Fig. XIV-12. Two-way dependent information source communication.
To provide some insight into the characteristics of those codes which would enable
their users to signal at rates R and R outside of the region G I , it is useful to analyze
binary two-way channels. If these are restricted by the relation (4), they can be
regarded as an interconnection of two oppositely directed binary alternating channels
represented by Fig. XIV-13. The alternating channels themselves operate as indicated
in Fig. XIV-14 which, without any loss of generality, depicts the left-to-right channel.
The transmission probabilities p(3) and q(7) are, in general, two-valued functions of
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xFig. XIV-13.
p(x)
q (x)
Restricted binary two-way channel.
LEFT ALTERNATING CHANNEL
x
RIGHT ALTERNATING CHANNEL
Fig. XIV-14.
X-
Fig. XIV-15.
Operation of a binary alternating channel.
r(-)
t(x)
U
Operation of a standardized binary
alternating channel.
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the signal "W transmitted in the opposite direction. Notice that we have deliberately not
associated the alphabet (a, b) of the output signal 7 with the alphabet (0, 1) of the input
signal x. Since the receiver (see Fig. XIV-13) knows the identity of the transmitted
signal 7, we may allow a and b to be functions taking on the values 0 and 1 according
to the identity of the signal 7. We may then require that a(x) = 0 and b(7) = 1, if p(7) +
q(7) > 1; otherwise, a(7) = 1 and b(7) = 0. Following this rule, we may change the rep-
resentation of the alternating channel of Fig. XIV-14 to Fig. XIV-15, in which the prob-
abilities r(7) and t(7) were so defined that
r(7) + t (7) > 1
0 r() 1= O, 1 (12)
0 < t(7) < 1
A similar representation with probabilities T(x) and T(x) is derived for the right-to-left
alternating channel. Depending on the probability set {r(K), t(7)}, we can now partition
all binary alternating channels into two classes. Class A consists of all channels whose
noise level is increased if the signals transmitted in opposite directions have different
digit values. Class B consists of those alternating channels whose noise level is
increased by one of the two possible signals transmitted in the opposite direction. It
can then be shown that all alternating channels represented by Fig. XIV-15 can be canon-
ically decomposed into the cascade of Fig. XIV-16, in which the second channel defined
by the constant probabilities (p, q) is an ordinary binary one-way channel, and the first
channel, defined by the probabilities (a(R), p(K)}, can be described by Fig. XIV-17 when-
ever a channel of class A was decomposed, and by Fig. XIV-18 whenever a channel of
class B was decomposed. The channels of Figs. XIV-17 and XIV-18 are called pure
alternating channels of class A and class B, respectively, because they are noiseless
whenever the appropriate signal x is transmitted in the opposite direction.
Of special interest are symmetrical two-way channels. A two-way channel is said
to be horizontally symmetrical and of class (A, A) if it is constituted by an interconnec-
tion of alternating channels (see Fig. XIV-13) whose transmission probabilities satisfy
the relationship
1 > r(0) = t(1) 3> r(1) = t(0) > 0
(13)
1 >, (o) = T() >, (l) = T() ;> 0.
A two-way channel is said to be horizontally symmetrical and of class (B, B) if it is con-
stituted by an interconnection of alternating channels (see Fig. XIV-13) whose transmis-
sion probabilities satisfy the relationships
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a Cx)
Fig. XIV-16. {o
Fig. XIV-16.
0 (0) = 1 0
S(0)
=0
Fig. XIV-17.
x
Canonic decomposition of a standardized
binary alternating channel.
y x{
o (1)
~-=1
Pure alternating channel of class A.
a(0) 10 - 0
S(0) = I
x=O0
ao(1)
1 ( 1
P(1
x- °
y
Fig. XIV-18. Pure alternating channel of class B.
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1 >, r(O) = t(O) > r(1) = t(1) >, 0
1 > 7(0) = t(0) > (1) = T(1) > 0.
(14)
All horizontally symmetrical channels of class (A, A) operate in the manner shown in
Fig. XIV-19, and those of class (B, B) operate in the manner shown in Fig. XIV-20. In
both representations (Figs. XIV-19 and XIV-20) the noise sources and switches are sto-
chastic devices operating independently of any influence.
In my thesis I give an interpretation of the results of the analysis given above and
discuss heuristically what kind of source probabilities q m m(x) and -m m (f7) (see
X ,Y X ,Y
Fig. XIV-12) will insure high information transmission through binary two-way channels
restricted by the constraint (4).
Let us next focus our attention on the problem of construction of random ensembles
from which to pick, with great likelihood, codes that would signal at nearly capacity
rates with a small probability of decoding error. If the intended ratio of the left-to-
right signalling rate is X, then the probability distributions P(f), P(f) should be
SWITCH MOVES TO
TERMINAL NO. 1
WITH PROBABILITY
p(1)= 1- a(1)
Fig. XIV-19.
SWITCH MOVES TO TERMINAL
NO. 1 WITH PROBABILITY
p(1) 1 - a (1)
Operation of a horizontally symmetrical restricted binary two-way
channel of class (A, A).
249
(XIV. PROCESSING AND TRANSMISSION OF INFORMATION)
determined by maximization of the quantity
E {log
Pr (y/fn, Fn-t, fn F n - t n, XttS fn n n,
Pr ynn, Fn-t, n, Xt)
(15)
+ XE log
Pr /f , Fn-t n-t n X
Pr n n, Fn-t nn, X)
over the set of all possible independent probability distributions P(f),P(f) for some suf-
ficiently large integer n.
X 0 No
+
y 0
For a given assumed dependency length t there are, however,
p (n = 1)= -p
n
z
z O + =
01
0 - X
SWITCH IN NO. I POSITION
WITH PROBABILITY
p(1) = 1 - a(1)
Fig. XIV-20. Operation of a horizontally symmetrical
channel of class (B, B).
SWITCH IN NO. 1 POSITION
WITH PROBABILITY
p (1) = 1 - (1)
restricted binary two-way
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a(ab)t + 5T()t different functions f and f and, therefore, as many variables over which
to maximize (15). The result (11) suggests that instead of (15) one maximize the expres-
sion
P 3 (Yn/xn) 1 n x (yn/_n 1
E log n + XE log n (16)Pr (yn/n n  ) Ynn n n
tn nt
(compare (16) with (6)) over the set of (ab) t + (ab) t probabilities q m ym(x), i_ ' m ( )
X n Y X ,Y
and then, using relations (10) as constraints, minimize
E log /f n n n 
+ XE log
E Fn-t -n-t n { lo Pr (y/ n-t n-t n xt)Jnnn n, n n nnn n n'
(17)
over the possible distributions P(f) and P(f). Unfortunately, a theorem can be proved
which states that, except for noiseless channels, the quasi-optimization involving (16)
and (17) will never lead to the optimal solution. It is nevertheless reasonable to conclude
that for practical reasons one must be satisfied with carrying out an even weaker quasi-
optimization - one involving step (16) but replacing step (17) by an arbitrary determina-
tion of the distribution P(f), with P(f) satisfying constraints (10). If we restrict the
discussion once again to binary two-way channels, we can demonstrate a procedure by
which, for any given set of probabilities q m, m(x) of size 4 , a set of (4 +1) nonzero
probabilities P(f) can be determined which satisfies the constraints (10). The obtained
set of P(f) is, in a definite sense, an optimal one with respect to the two-way channel
for which it is intended, and hence is called canonic. Through use of the idea of the
canonic sets P(f) and P(f), another, better quasi-optimization procedure can be developed
for the binary two-way channel which involves maximization of the expression (15) over
the sets of 2(4t+1) canonical variables.
As mentioned above, theorems have been derived 5 which are necessary for proof of
conditions (5). Suppose that a Markov source is given with an associated matrix (._'/) of
its transition probabilities. Let the source have k states, sl, s2 ..... sk , and let the
value of a matrix element mrt be
mrt = Pi /i-1 (18)
(that is, the probability that if the process was at time i-i in state sr , it will be at
time i in the state st)'
Let the states of the source be partitioned into g nonempty classes Al, A Z, ... , Ag.
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Sufficient conditions on the transition matrix (.A') have been developed 5 which must be
satisfied so that the following theorem will hold:
THEOREM: Given any E > 0, an integer A can be found which is such that for all
integers X > A and a- > 1 and for all sequences of successive states A
i - k - 
, A i - k -X + 1
... , Ai-X ... , Ai - l , Ai for which
Pr (A , Ai-l Ai - - ) 0, (19)
the inequality
Pr (Ai/Ai - l , . . . , Ai - k ) - Pr (Ai/A i - l , . . . , Ai -X. . . , Ai-X-) <E Pr(Ai/Ai-1, . . Ai - X
(20)
is satisfied, where Aj E{A 1 , A 2 ... , A }, j= i - X- , ... , i.
The usefulness of the theorem above will now be demonstrated. Consider the original
source having k states and a unique output signal associated with each of them. If the
signal alphabet is (Al
, 
A 2 , ... , A ), it is of interest to be able to determine at time i the
1 g i- i-2 1probability of the output A , given the previous outputs A , A . . . , A . If the known
previous output sequence uniquely identifies the state of the Markov source at time i-i,
the problem is trivial. However, if there exists not one but a set of states in which the
source can find itself, given the output Al , ... , A i - , then the probability of the output
at time i will depend on the entire past of i-l preceding outputs. The question then
arises, Under what conditions, given any E > 0, does there exist an integer t with the
property that for all time intervals i the probability of the next output digit, given the
entire past, and the probability of this same output digit, given a limited past of t
immediately preceding output digits, differ by less than E times the value of the last
probability ?
If an integer t exists, then we can approximate arbitrarily closely the original
Markov source by a new Markov source having the property that the sequence of its out-
puts uniquely specifies the state in which it is. For instance, the entropy of the new
Markov source and that of the original one will differ in value by less than log (1±E). The
application of this result to error estimations in random coding is, of course, obvious.
F. Jelinek
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D. ENCODING CIRCUITS FOR CONVOLUTIONAL CODES
In this report we present two circuits for encoding arbitrary convolutional codes.
The data for encoding will be assumed to be in the form of k separate sequences of infor-
mation symbols, and the encoded data is in the form of n separate sequences with n > k.
For brevity, we omit the details of the simple commutating circuit that is required to
interlace the output sequences when the data are to be transmitted over a single channel.
1. Convolutional Encoding
The encoder is assumed to receive a set of k input symbols each unit of time and to
generate n output symbols each time unit. The symbols may be elements in any finite
field, GF(q), and all arithmetic operations are assumed henceforth to be in such a field.
The transmission rate R is (k/n)(log 2 q) bits per output symbol.
1
Using the delay operator notation developed by Huffman, we may represent the
encoder input by the following set of polynomials:
(1)(D) =(1) (1)D + i(1) 2
(1)
I (k)(D) = (k) + ik)D + k)D ..0 1 2
where, for example, i1)., i(k) are the k input symbols at time t = . We shall repre-
sent the encoder output in the same manner:
T(1)(D) = t ) t(1D + t2l)D 2 + .0 1 2
(2)
T(n)(D) t(n) + t(n)D + t(n)D 2+
where, for example, t(1), t(n) are the n output symbols at time t= 2.
2
We assume that the code is in canonic form, that is, the first k output sequences
are identical to the input information sequences. In our notation, this requirement is
T(J)(D) = I(J)(D) j = 1,2 .. ., k. (3)
The remaining n-k output sequences, or parity sequences, are linear combinations of
the input sequences and can be represented as follows:
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T((D) = G(J)(D) I(1)(D) + H(J)(D) I 2 )(D) + . . . + Z((D) I(k)(D) j = k+ , k+Z2,..., n.
(4)
The G(j)(D), H(j)(D), ... , Z((D) for j = k+l, k+2, ... , n are the set of (n-k)x k poly-
nomials in D, that is, digital impulse responses, whose choice defines the code. If we
denote by m the largest of the degrees of these polynomials, then the longest transient
response is m+l time units. Thus any input symbol affects the output for, at most, m+l
time units. Since there are n output symbols per time unit, the code has a constraint
length nA of (m+1)x n symbols. We shall denote a typical one of the impulse responses
in the following manner:
G (D) = gJ) + g D + g )D2 + + gJDm  (5)
2. RnA Stage Encoder
The digital circuit to perform the encoding operations of Eqs. 3 and 4 can by synthe-
sized in several ways. In the circuit of Fig. XIV-21 each information sequence is stored
in a separate shift-register chain and the parity sequences are formed by adders outside
these chains. The encoder output can be checked for correctness by considering the input
sequences one at a time, and supposing that the chosen sequence has a "one" at time
t = 0 and is all zero elsewhere. The outputs on lines T(k + l) through T(n) are then found
to be the impulse responses associated in Eq. 4 with the chosen input sequence. The
linearity of the circuit then guarantees that the output will be correct for any input. This
circuit is essentially the canonic form encoder described by Wozencraft and Reiffen. 2
(The output lines labelled 1, . .. , k* in Fig. XIV-21 contain the information sequences
delayed by m time units and are useful in the decoding circuits described in
Section XIV-E.) A direct count shows that this circuit contains mk = (nA-n) R, or approx-
imately RnA stages of shift register.
3. (l-R) n A Stage Encoder
The circuit in Fig. XIV-22 differs from the previous circuit in that the parity-check
sequences are each formed in a separate shift register chain that includes adders
between its stages. The technique described above can be used to check the output
sequences for correctness. A direct count shows that this circuit contains (n-k)m =
(nA-n)(1-R), or approximately (1-R) nA stages of shift register. We believe that this
circuit has not been described previously.
4. Summary
Since RnA is the number of information symbols within the code constraint length,
and since (1-R) nA is the number of parity-check symbols within the constraint length,
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Fig. XIV-22. nA(1-R) stage encoder.
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we have demonstrated that a convolutional code can always be encoded by a digital cir-
cuit containing a number of shift-register stages equal to either (and hence to the lesser)
of these quantities. Peterson has established a similar result for cyclic codes.
3 Hence
convolutional and cyclic encoding can be implemented by circuits of the same complex-
ity. Interest in this result stems from the fact that Elias4 has shown that the ensemble
of convolutional codes meets the random-coding bound, but little is known about the
asymptotic behavior of cyclic codes.
J. L. Massey
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E. THRESHOLD DECODING OF CONVOLUTIONAL CODES
In this report we present two simple threshold decoding circuits for certain convolu-
tional codes. We also indicate some of the advantages and limitations of the threshold
decoding technique, and we give some numerical results for error probabilities, using
this method over binary symmetric channels.
1. Preliminary Remarks
We have already outlined the concept of threshold decoding1, 2 for both group block
and convolutional codes. We now consider in more detail the case of binary convolutional
codes with rate R = 1/n. Using the notation of the preceding report, we represent the
received symbols by the following set of n polynomials:
R(D) = r() + r()D + rj)D 2 + . . . j = 1,2 .. n. (1)0 1 2
Each of the received sequences is the sum of the corresponding transmitted sequence
and a channel noise sequence, that is,
R(J)(D) = T(J)(D) + E(J)(D) (2)
where
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E(j)(D) = e () + e j )D + e()D 2 + ... (3)0 1 2
and e j ) is a "one" if and only if the received symbol at time t in the jth sequence differs
from the corresponding transmitted symbol.
In accordance with the previous report, the parity-check or syndrome sequences at
the receiver are formed by the following operations:
SJ(D) = G(J)(D) R(1)(D) + R(J)(D) j = 2, 3, . . . , n, (4)
where the G((D) = g() + gD + + g()D m are the set of n-1 impulse responses that
define the code. The constraint length, n A , of the code is (m+1) n bits. Recalling that
the encoding rules are:
T(1)(D) = I()(D) (5)
and
T(J)(D) = G((D) I(1)(D) j = 2, 3 ... n, (6)
we can reduce Eq. 4 to
SJ(D) = G( J(D) E(1)(D) + E( J(D) j = 2, 3,. n. (7)
The coefficients of S(j)(D) are of the form
s(j) = (01)  (j) + (1) (j) + . + e ) j) + e j)(8)i  = e i l i-I " i g + (8)
that is, each such coefficient, or parity check, is a sum of certain selected noise bits.
We shall be concerned with parity checks, Pi, which are the sum of a selected set of
the ordinary parity checks given by Eq. 8.
2. Threshold Decoding
a. Definitions
A set Pl 2
. . . . . 
P of parity checks is said to be orthogonal on e (1) if e ( 1 ) is
checked by each member of the set, but no e j ) is checked by more than one member
of the set.
We denote by n i the number of noise bits exclusive of e(1 ) appearing in the it h parity-(1)
check orthogonal on e 0 *
The total number of distinct noise bits appearing in a set of J parity checks orthog-
onal on e(1) will be called the effective constraint length of the code, and will be denoted
on on e 0 effective constraint length of the code, and will be denoted
by nE.
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It follows from the previous definitions that
J
nE = l + t n. (9)
i=0
b. Decoding Rules
From Eqs. 2 and 5 it follows that r01) = () + e(1) and hence i0 is determined when
e(1) is determined. The minimum distance of a convolutional code is defined as the
0  (1)smallest number of bits within the constraint length in which some code word with i
1 differs from some code word with i( = 0.0
THEOREM 1: Let J be the largest number of parity checks orthogonal on e ) that
can be formed from the parity checks within the constraint length of a convolutional code.
Then the code has minimum distance at least J + 1.
This theorem follows immediately from the following theorem which has been
proved.3
THEOREM 2: Given a set of 2M parity checks orthogonal on e1 ) , then e 1 )g can be
correctly determined, provided that M or fewer errors occur among the bits in the nE(1)
positions that are checked by the set, according to the following rule: Choose e 0 =
if and only if more than M of the parity checks in the set have value "one."
We have also the following theorem.
THEOREM 3: Given a set PI' Pz2 ... PJ of parity checks orthogonal on e~1 ), and
that the code is used on a binary symmetric channel with transition probability p 0 = 1 -
q0' then the decoding rule based on this set which gives the smallest error probability
is: Choose e01) = 1 if and only if
J J
2Pi log q> Plogi
i= 1 i= o
where the P. are treated as real numbers in this sum, and1
qi= I -pi=- 1+ 1pni i= 1, Z ... J.
We call the rule of Theorem 2 majority decoding, and we call the rule of Theorem 3
a posteriori probability decoding, or more simply A. P. P. decoding. Since both rules
can be implemented by a single threshold logical element, we use the generic term
threshold decoding to describe either rule.
For brevity, we omit the proofs of the two following theorems.
THEOREM 4: For any rate R = 1/n and any integer J, there exists a binary convo-
lutional code, for which J parity checks orthogonal on e01) can be formed, having
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Fig. XIV-23. Type I Decoder. (a) Majority decoding: w. = 1 for i = 1, 2, ... J;
1T =-J + 1.2 (b) A. P. P. decoding: w i = 2 log for i = 1, 2, ... J;pi
T = 1/2 Z w. + log o-. (c) All lines are labelled with their contents
i=l i
at time t = m. Output of threshold device is "one" if and only if the
sum of the inputs exceeds T.
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Fig. XIV-24. Type II Decoder. (a) Majority decoding:
(b) A. P. P. decoding: w = 2 log ; T=
0 po
1
w 1; T -J + 1.
1/2 1 w i + log
i=1 P
(c) All lines are labelled with their contents at time t = m.
Output of threshold device is "one" if and only if the sum of
the inputs exceeds T.
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an effective constraint length.
1 R 2 1 1 R
nE < J + JJ+ 1 +-r 1-r ,E 2 1-R 2 2 R
where r- J mod (n-l).
THEOREM 5: For R = 1/2 it is impossible to form J parity checks orthogonal on
e01) with an nE smaller than the bound of Theorem 4.
For other rates, Theorem 4 does not, in general, yield the smallest possible value
of nE'
By trial-and-error construction, it has been found possible to meet or surpass the
bound of Theorem 4 with codes for which nE is only slightly smaller than nA
(cf. Table XIV-2). The importance of small nA is evident from the following theorem.
THEOREM 6: A convolutional code with rate R = 1/n and constraint length nA can
be threshold-decoded in one operation per decoded information digit by a fixed logical
circuit containing nA - n stages of shift register and one threshold logical device.
In Figs. XIV-23 and XIV-24 we give two circuits that satisfy Theorem 6. In the cir-
cuit of Fig. XIV-23, the ith adder at the input to the threshold element has as inputs
whichever parity bits among the set of ordinary parity checks are added to produce the
th (1)i orthogonal parity check on e0 . The feedback from the threshold device is required
Sorhgnal ryhc(1)to eliminate e 0~1 from the parity checks in which it appears, and thus to prepare the
circuit for the determination of e(1) at the next shift.1
In the circuit of Fig. XIV-24, use is made of the fact that the orthogonal parity checks
are themselves true parity checks, that is, some set of code positions whose sum is zero
for all code words. The inputs to the ith adder at the input of the threshold element are
(1) thwhichever received bits (excluding r 0 ) are checked by the i orthogonal parity check.
r10 is a separate input to the threshold device. In this circuit, the output of the thresh-
old device is the decoded estimate of i(1) rather than e(1) as in the previous circuit. This0 0
circuit has the disadvantage that it cannot also serve as an encoder as can the circuit
of Fig. XIV-23. However, for decoding, both circuits perform the same logical func-
tion and hence the error probability is the same for both.
3. Data on Error Probability
In Fig. XIV-25 and XIV-26 we give plots of the probability of error in decoding the
first information symbol as a function of effective constraint length, nE , for rates 1/2
and 1/10, respectively, and for several binary symmetric channels. The smallest cor-
responding total constraint length, nA , found, thus far, can be read from Table XIV-2.
The probabilities in Figs. XIV-25 and XIV-26 were calculated on the IBM 7090 computer
in the Computation Center, M. I. T.
For comparison, we have plotted at rate 1/2 the error probability guaranteed by the
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Fig. XIV-25. Performance for R = 1/2 and the binary symmetric channel.
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Table XIV-2. Number of orthogonal equations (J), effective constraint length (nE)'
and actual constraint length (nA) for best codes obtained.
Rate
1/2
1/10
J
2
4
6
8
10
12
14
9
14
18
23
26
29
33
35
38
39
nE (Theorem 4)
4
7
22
37
58
79
106
10
20
28
39
48
56
69
76
88
94
4
8
24
44
68
238
356
10
20
30
40
50
60
70
80
90
100
4
7
22
37
56
79
106
10
20
28
43
52
63
79
87
101
106
For these codes no search was made for codes with the same J and a small value of
nA. These codes were constructed by a "brute-force" method that was used in the
proof of Theorem 4.
Gilbert bound for a block code of the same constraint length, and the error probabilities
for a (54, 27) five-error-correcting and a (22, 11) triple-error-correcting code which are
the best block codes known at these lengths. The block codes used for comparison at
rate 1/10 were assumed to have as great a minimum distance as is allowable by the
Plotkin bound. A (30, 3) and a (60, 6) code with minimum distances 15 and 31, respec-
tively, were used. An error pattern was considered correctable only if its weight were
less than half the minimum distance. To make comparisons with the first error proba-
bilities of the convolutional codes more meaningful, the block error probabilities were
in every case divided by the number of information symbols in the block.
From Figs. XIV-25 and XIV-26, it is apparent that threshold-decoded convolutional
codes have reasonably good error-correcting properties out to constraint lengths of the
order of 100 bits. The simple decoding circuits available for these codes may render
them of considerable practical value. It can be shown that when the bound of Theorem 4
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is satisfied with the equality sign, as nE - oo for a fixed rate, the error probability for
the family of codes so obtained asymptotically approaches a nonzero constant if thresh-
old decoding is used, provided only that p0 differs from zero. This is in sharp contrast
with Shannon's noisy coding theorem 4 which states that the probability of error can be
made to vanish with increasing code length, provided only that R < 1 - H(p 0 ). On the
other hand, the threshold-decoded error probability for codes of moderate length which
satisfy the bound of Theorem 4 can be quite good.
Two additional remarks can now be made. First, the threshold-decoding circuits
described above can be modified to make use of the a posteriori probabilities of the
received bits, when these are known, without unduly complicating the decoder. This
modification can provide a significant decrease in error probability beyond that attain-
able by the conventional Hamming distance decoding. Second, the results above are
readily generalized to rates R = k/n. In this case the bound of Theorem 4 becomes
1 R 2 1 1 (k R
nE -< - kJ + 1 +--r -r ,E 2 1 - R 2 r -R
where r - J mod (n-k), and the wording of Theorem 6 is changed to read "k threshold
logical elements."
J. L. Massey
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F. ERROR DETECTION AND CORRECTION FOR A TWO-WAY CHANNEL
The purpose of this report is to investigate means of utilizing the two-way character
of a given two-way channel to reduce the amount of terminal equipment that is required
to achieve some specified average information rate and degree of reliability in each
direction. In other words, we shall try to exploit the attributes of a two-way channel to
reduce the computational requirements of encoding and decoding. Discussion will be
limited to two-way communication over the two constant binary symmetric channels
(BSC) represented in Fig. XIV-27.
To get an idea of the performance that can be achieved with feedback, a relatively
simple decision feedback system of the following type is being investigated. One of two
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Fig. XIV-27. Two-way channel consisting of two one-way time-invariant binary
symmetric channels.
decisions is made on successive, nonoverlapping blocks of adjacent received binits:
(a) accept, that is, decode, the block (and inform the decoder that the block was accepted),
or (b) discard the block (and request a retransmission). This problem was chosen for
both practical and theoretical reasons. First, this kind of feedback system is of inter-
est because a relatively small percentage of the reverse channel capacity is used for
feedback information. Second, this problem proves relatively easy to analyze.
Upper and lower bounds on the optimum obtainable probability of making an error
and of being correct have been determined. It is assumed that each of M=2 n R equiprob-
able messages is encoded into a block of n binary digits (called a code word or message
point) for transmission over a BSC with transition probability po = l-qo. At the receiver,
one of M+1 decisions is to be made on a block of n binary digits; the receiver decodes
the received block either as one of the M input messages or as a null. The set of out-
put sequences for which the null decision is made will be referred to as the null set. Null
decisions correspond to repeat requests by means of the feedback path.
A basic motivation for allowing the receiver to make the null decision is to reduce
the cost of terminal equipment. For many practical codes, for example, Reed-Muller
and Bose-Chaudhuri, decoding equipment that is allowed to make a null decision is con-
siderably simpler than equipment that is never allowed to make this decision. By allowing
the receiver the option of making the null decision, the number of received sequences
decoded as any one of the transmitted messages is reduced; thus it is reasonable to
expect that the amount of equipment required for decoding will be reduced. It is useful
to define a measure of the peak decoding capability of the decoding system. A reasonable
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measure of this is the maximum number of errors that the decoder corrects. This
particular measure is chosen because it is practically reasonable and theoretically anal-
lyzable. This limitation on peak capability of the decoding system implies that whenever
each of the set of Hamming distances between a received sequence and the M code points
is greater than some fixed number (called the correcting radius), the null decision should
be made. (The Hamming distance between two binary numbers is the number of ones in
the modulo two sum of the two numbers.) If, on the other hand, any of these M distances
is less than this same fixed number, then a maximum-likelihood criterion is used for
decoding. This is equivalent to choosing the message that is closest, in a Hamming-
distance sense, to the received sequence.
Before proceeding to derive bounds on performance, we define
R = 1 - H(pt)
H(s) = -s log s - (l-s) log (l-s)
and
To(s) = -s log p - (1-s) log qo'
Throughout this report all logarithms are to the base 2.
It will be assumed that the correcting radius pn is determined from the cost of
decoding equipment. The set of received sequences whose Hamming distances from
each of the messages exceed pn defines the entire null space. Throughout this report,
p will be assumed to be less than pt and greater than po.
We shall summarize the upper and lower bounds that have been obtained for the best
achievable probability of error, P , and the probability of being correct, Pc, on a trans-
mitted block of n binary digits. The lower bound on performance was obtained by using
a minimum-distance property of codes; the upper bound was obtained from a random
coding argument. It has been proved that
-na -na
A1 co l< 1 - Pc< A2 cr, where
a = T (p) - H(p)
a aco if Po < p  1< Pc
r To(Pcl) - H(Pc) if pcl < p  -< Pt'
Each A.i is a slowly varying function of n, that is
log A i
lim - = 0,
n
n-oo
and Pc, = Pt if pt < Pcrit' being defined by the solution to
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To(P) - To(crit) H(pcl) + H(pt)2 L 2 
-H(Pcrit)]
The parameter pcrit is defined as
2
pcrit
-Pcrit)
if Pt > Pcrit'
po
qo
and
Rcrit - H(pcrit
.
The best achievable probability of error can be shown to satisfy
-na
A 3 2 eo< pe < A 42
-na
Here,
aeo= T [2ptaeo o-
(p+a [p-a]ttH
(1-pt)-a ] - ZPt(1-pt ) H p i4i- - [1-Zt(1-pt)] H --pt ( pt) 2[1-zpt(1-p
and a is given by
q p+a p-a
2 log -) + H' 4pt(lpt = H' - -p - )
t-Pd)[1-zPt(1-p t ) ]
and by a = p if p > pt ( l - p t ) .
The function aer is given by
To(p) - 2H(p) + H(pt)
er = (p crit 
- 2H(pcrit ) + H(pt)
if p -< pt(1-Pt)
P crit
P > Pcrit"
Although we have been unable to obtain upper and lower bounds on reliability which
are asymptotically equal, certain interesting conclusions can be drawn about the average
performance of the best achievable code when R > Rcrit:
(i) Upper and lower bounds on the probability of being correct are asymptotically
equal, that is,
1-P = 2
c
(ii) The average probability of making a null decision is asymptotically equal to one
minus the probability of being correct; thus it can be made arbitrarily small by
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increasing block length.
(iii) Equipment complexity can be reduced in two ways. (a) The peak requirements
of the decoder are reduced because not all received sequences are decoded as trans-
mitted messages. (b) Since the probability of error is decreased, a shorter block-length
code may be used.
I. G. Stiglitz
G. CODING FOR PRINTED ENGLISH
We have made a study of the possibility of using the redundancy in printed English
to decrease the transmission cost. Our method consists of a coding of the text, in
which frequent letter sequences are replaced by single symbols. The transmitted alpha-
bet is then enlarged to accommodate these additional symbols. The effect of this coding
is that the constraints between letters, and hence the redundancy, are lessened by
placing the strongest of these constraints inside new symbols, thereby making the
resulting text more nearly independent from letter to letter.
If one takes the cost of transmission of a message to be the length of the message
in symbols from an arbitrary alphabet times the log of the number of symbols in the
alphabet, one can obtain values in terms of an average cost per original English letter
for various coding alphabets. The only restriction on these alphabets is that they be
capable of transmitting any possible sequence of English letters.
When sequence coding is employed, it can be seen that the coding of a sequence into
a new symbol will affect the cost of a message in two ways. It will decrease the cost
by making the length of the message in the new alphabet shorter, and it will increase
the cost by making the log of the number of symbols in the alphabet larger. These two
effects will just cancel when
1R(L -1) = N
s N In N
Here, L s is the length of the sequence, N is the number of symbols in the alphabet, and
R is the relative frequency of the sequence. The larger R(Ls-1) is, the more the mes-
sage cost will be reduced by the coding of that particular sequence.
When several sequences are coded, it is not necessarily true that the sequences
that most reduce the cost individually will also most reduce the cost collectively, but
it can be shown that if the sequences are selected for their individual ability to reduce
the message cost, the resulting set of sequences will have almost the same cost-
reduction capabilities as the best possible set of sequences.
A computer program was used to examine a 10, 000-letter sample of English text
and to determine the sequence that would most reduce the cost. After this sequence
was found, the sample was coded by replacing the given sequence by a new symbol at
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each occurrence of the sequence. The recoded sample was examined again for the best
sequence, which was then replaced by a new symbol, etc. In this way, a set of sequen-
ces was generated from the sample in order of decreasing effectiveness in cost-reduction
ability. Four samples were treated in this manner in order to determine whether the
generated sequences were common sequences in English or just common sequences in
the particular sample.
The results showed that the reduction in transmission cost was quite sizeable for
the first 50 sequences, or so, but after approximately 100 sequences, the additional
reduction realized by each new sequence was rather small, although it was still posi-
tive. We found that most of the sequences on the 4 lists occurred on only one list and,
therefore, could not be considered very effective in reducing message cost except on
the sample from which it was generated. Therefore we can conclude that the set of
sequences generated from one sample does not constitute appropriate sequences to be
used in a communication link in order to reduce message cost.
In order to extract the useful sequences from the 4 sets, a composite set was made
up which consisted of only those sequences that appeared in 3 or 4 of the sets generated
Table XIV-3. Summary of text reduction of samples.
Sample's Own Code
Sample 1 2 3 4
Reduced Text Length 4289 4891 3638 4011
Number of Symbols in Code 267 171 262 269
Transmission Cost Bits 3.45 3.63 2.92 3.23
Composite Code 145 Symbols
Sample 1 3
Reduced Text Length 5741 5726
Efficiency (per cent) 88.7 -
Transmission Cost Bits 4.1 4. 1
Cross Coding
Code from Sample 1 4 3
Used on Sample 3 3 1
Reduced Text Length 5384 4986 5734
Number of Symbols in Code 267 269 262
Efficiency (per cent) 72.5 78.8 74.8
Transmission Cost Bits 4.34 4.02 4.61
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from the samples. This composite set consists of 11l sequences. When this set is
combined with the 34 English letters and necessary punctuation, the resulting set of
145 symbols should be close to the best possible set of 145 symbols with respect to cost
of message transmission, if we assume that the coding consists of coding sequences
into symbols.
A summary of the effects of coding is shown in Table XIV-3. Three conditions of
coding are considered: the code applied to the sample from which it was generated, the
code generated from one sample applied to a different sample, and the composite code
applied to one of the samples. The results for the last two conditions are not exact,
since they were obtained by an estimation that slightly underestimates their effective-
ness. The results given for the coding conditions are: reduced text length, number of
symbols in coding alphabet, transmission cost when transmission is by the given code,
and text reduction efficiency relative to the text reduction produced by the code gener-
ated from the sample, which is an upper bound to the text reduction that can be obtained
by any set that contains that number of sequences.
Table XIV-3 shows that the composite code does at least 88 per cent as well in text
reduction as the 111-symbol self-generated code. Figure XIV-28 shows the transmis-
sion cost as a function of the number of sequences coded in one of the samples. The
100 140 200 240
NUMBER OF SEQUENCES CODED
Fig. XIV-28. Transmission cost as a function of the number
of sequences coded.
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efficiency of the composite sequences indicates that the actually achievable reduction
in transmission cost is close to that shown in Fig. XIV-28.
An extrapolation of the distribution indicated by the 111 composite sequences was
made according to the Mandelbrot relation. 1 It resulted in an estimate of the minimum
possible cost per letter of 3.4 bits. This is obviously not the minimum value
in view of Shannon's results, z but the estimate is based on a small amount of not very
accurate data. If more accurate values of the frequencies of the 111 sequences were
known, the estimate of the minimum possible cost might be more accurate.
A more detailed discussion of the subject can be found in the author's thesis.3
P. M. Ebert
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