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a b s t r a c t
T Faugère’s F5 is one of the fastest known algorithm to compute
Gröbner bases (see Faugère, 2002). The efficiency of this algorithm
comes from two criteria namely F5 criteria, for which it assigns to
eachpolynomial a signature. In this paper,we study the importance
of choosing an ordering on the signatures, and we propose a novel
ordering on the signatures. Using this ordering, we extend the F5
criteria, and we describe a new algorithm like F5 based on these
extended criteria which (despite of F5) does not depend on the
order of input polynomials. We have implemented our algorithm
in Magma for computing the Gröbner basis of a general ideal, and
we evaluate its performance via some examples. We show that
the new algorithm is more stable and more efficient than F5, and
experimentally it stops at a lower degree than F5.
Crown Copyright© 2010 Published by Elsevier Ltd. All rights
reserved.
Introduction
The concept of Gröbner bases was introduced by Buchberger in 1965 in the context of his work
on performing algorithmic computations in residue classes of polynomial rings. Buchberger, in his
PhD thesis (Buchberger, 1965), has described an algorithm to compute the Gröbner bases of an
ideal. Buchberger’s criteria (see Buchberger, 1979, 1986) and the implementation techniques (see
Becker andWeispfenning, 1993) made the Gröbner bases a powerful tool for solving many important
problems in polynomial ideal theory. Even with these developments, calculating a Gröbner basis is
typically a very time-consuming process for large polynomial systems. It can be shown that computing
a Gröbner basis is, in the worst case, doubly exponential in the degree of input polynomials (see Mayr
and Meyer, 1982). Thus, the basic Buchberger’s algorithm is inefficient in practice.
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Following Lazard (1983), Michael Möller et al. (1992) and Faugère (1999), Faugère has described
F5 (see Faugère, 2002); a new incremental algorithm to compute Gröbner bases. He has suggested F5
criteria (by the F5 criteria we mean F5 criterion and Rewritten criterion, see Section 1) to remove a lot
of useless critical pairs and thus is very efficient in practice. Specially, he has proved that F5 generates
no useless critical pairs if the input is a regular sequence.
To explain our motivation on writing this paper, let R be the polynomial ring K [x1, . . . , xn] over a
computable field K , and I = ⟨f1, . . . , fk⟩ be an ideal of R generated by polynomials f1, . . . , fk ∈ R. The
efficiency of F5 to compute the Gröbner basis of I comes from F5 criteria. To use these criteria, Faugère
has described F5 as an incremental algorithm, i.e. to compute the Gröbner basis of I , it computes the
Gröbner bases of the ideals generated by
{fk}, {fk−1, fk}, . . . , {f1, . . . , fk}.
These criteria strongly depend on the signature (and the defined ordering on the signatures); during
computing Gröbner basis of I by F5, it assigns to each produced polynomial f a module element mfi
where m is a monomial, i is an integer between 1 and k and mfi is the first term in the smallest
representation of f (see Section 1). Note that because of the incremental structure of F5, its efficiency
may depend on the order of f1, . . . , fk, i.e. for other order of these polynomials it may be less efficient.
Example. A bad order of the fi’s may make the computation of Gröbner basis by F5 more complicated.
Let us consider Cyclic root 5 ideal, i.e. the ideal generated by f1 = a + b + c + d + e, f2 =
ab+ bc + cd+ de+ ea, f3 = abc + bcd+ cde+ dea+ eab, f4 = abcd+ bcde+ cdea+ deab+ eabc
and f5 = abcde− 1 inQ[a, b, c, d, e]. With our implementation of F5 (as described in Faugère (2002))
inMagma (Cannon et al., 2006), computing the Gröbner bases of the ideal generated by f1, . . . , f5 for
graded reverse lexicographical ordering < where e < d < c < b < a, takes 0.04 s. (timings in this
paper were conducted on a personal computer with 3.2 GHz, 2×Intel(R)-Xeon(TM) Quad core, 24 GB
RAMand 64 bits under the Linux operating system), the basis has 39 elements, the computation has no
reduction to zero and themaximum reached degree during the computation is 9.While computing the
Gröbner bases of the ideal generated by f5, f4, f3, f2, f1 for the same monomial ordering takes 0.48 s,
the basis has 128 elements, the computation has no reduction to zero and the maximum reached
degree during the computation is 10.
In this paper, we deal first with the importance of choosing an ordering on the signatures. We
propose a new ordering on the signatures and using it, we give the extended F5 criteria. Then,
we describe a new non incremental algorithm to employ these criteria. We have implemented our
algorithm (and also F5) inMagma, and we evaluate its performance via some examples.We show that
our new algorithm is more stable and more efficient than F5 (as described in Faugère (2002)), and it stops
at a lower degree than F5. An advantage of our algorithm is that (despite of F5) it does not depend on
the order of the fi’s.
Now, we give the structure of the paper. In Section 1, we present briefly the theory behind F5
algorithm. In Section 2, we present the extended F5 criteria, and we state then our main result.
Section 3 is devoted to the description of our algorithm, which employs the new criteria. In Section 4,
we prove the termination and correctness of this algorithm. In Section 5, we show the performance
of our algorithm with respect to our implementation of F5 inMagma via some examples.
1. Faugère’s F5 algorithm
This section aims to present the theory behind F5 algorithm. After recalling some notations and
definitions (which are also used in the next sections), we state the principal theoremwhich forms the
basis of F5 algorithm (we refer to Faugère, 2002 for more details).
Let R = K [x1, . . . , xn] be a polynomial ring, where K is a computable field and I = ⟨f1, . . . , fk⟩
be an ideal of R generated by polynomials f1, . . . , fk. Note that in Faugère (2002) the polynomials
are assumed to be homogeneous which can ensure the termination of the algorithm, but with slight
modifications, F5 terminates in all cases (see Faugère (2002), Section 7.4). Therefore, we will consider
not necessarily homogeneous polynomials. Let f ∈ R and< be a monomial ordering on R. The leading
monomial of f is the greatest monomial (with respect to <) which appears in f , and we denote it by
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LM(f ). The leading coefficient of f , written LC(f ), is the coefficient of LM(f ) in f . The leading term of f
is LT(f ) = LC(f )LM(f ). The leading term ideal of I is defined as
LT(I) = ⟨LT(f ) | f ∈ I⟩.
Let Rk be an k-dimensional R-module and let f1, . . . , fk be its canonical basis. Remark that the
components of the elements in Rk are polynomials. Thus, a modulemonomial is of the formmfi where
m ∈ R is a monomial. We can extend < to a module monomial ordering on Rk by the following
definition:
k−
i=j
gifi ≺
k−
i=ℓ
hifi iff

j > ℓ and hℓ ≠ 0 or
j = ℓ and LM(gj) < LM(hj).
For an element g =∑ki=1 gifi ∈ Rk, we define the index of g, index(g) to be the lowest integer i such
that gi ≠ 0. Let index(g) = i0, then we call LM(gi0)fi0 themodule leading monomial of g and denote it
by MLM(g).
In the following, we recall the definition of the signature of a polynomial. In general, this is a
unique data which does not depend on the order of the computation. But, if we compute it using a
special algorithm (for example F5), it is not necessarily unique. We need to represent a polynomial
in A = Rk × R. An element of A is called a labelled polynomial if it is of the form (mfi, f ) where m is
a monomial, i is some integer and f is a polynomial. For a labelled polynomial r = (mfi, f ) ∈ A, we
define its polynomial part by poly(r) = f and its signature by S(r) = mfi. This additional machinery
let us model the polynomials in such a way to make use of additional data during F5. In fact, it permits
the algorithm to ignore full normal form reduction of polynomials which is done during Buchberger’s
algorithm.
A labelled polynomial r = (S(r), poly(r)) is called admissible if there exists g ∈ Rk such that
ψ(g) = poly(r) and MLM(g) = S(r)where ψ : Rk → R is a map s.t.
ψ (g1, . . . , gk) = g1f1 + · · · + gkfk
where gi’s are polynomials in R. We define the following operations on labelled polynomials: Let
r = (mfi, f ) be a labelled polynomial, u be a monomial and c be a constant. Then, we define
ur = (umfi, uf ) and cr = (mfi, cf ). It is clear that if r is admissible then ur and cr are also. These
definitions and a special reduction of F5 ensure us that during a Gröbner basis computation by F5, it
takes the minimal possible signature for an admissible labelled polynomial.
To state the main theorem of Faugère (2002), we need some more definitions.
Definition 1.1 (F5 criterion). An admissible labelled polynomial r = (mfi, f ) is called normalized if
m /∈ LM(⟨fi+1, . . . , fk⟩). A pair (r, s) of admissible labelled polynomials is normalized if ur and vs are
normalized where r = (mfi, f ), s = (m′fj, g), u = lcm(LM(f ),LM(g))LM(f ) and v = lcm(LM(f ),LM(g))LM(g) .
Definition 1.2. Let P ⊂ A, and r, t ∈ A. Let also p1, . . . , ps ∈ P be some admissible labelled
polynomials. If
poly(r) =
s−
i=1
hipoly(pi)
with hi ∈ R, then we say that it is a t-representation of r w.r.t. P if we have LM(hi)LM(poly(pi))
≤ LM(poly(t)) and S(LM(hi)pi) ≼ S(r) for all i. This property is denoted by r = OP(t). We write
r = oP(t) if there exists t ′ ∈ A such that r = OP(t ′) and S(t ′) ≼ S(t) and LM(poly(t ′)) < LM(poly(t)).
Let f , g ∈ R be two polynomials. The S-polynomial of f and g is defined as:
Spoly(f , g) = lcm(LM(f ), LM(g))
LT(f )
f − lcm(LM(f ), LM(g))
LT(g)
g.
Let r = (S(r), f ) and s = (S(s), g) be two admissible labelled polynomials such that vS(s) ≺ uS(r)
with u = lcm(LM(f ),LM(g))LM(f ) and v = lcm(LM(f ),LM(g))LM(g) . Then, we define Spoly(r, s) = (uS(r), Spoly(f , g)).
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Theorem 1.1 (Faugère, 2002). Let I = ⟨f1, . . . , fk⟩ be an ideal of R = K [x1, . . . , xn]. Let G ⊂ A = Rk×R
be a finite set of admissible labelled polynomials s.t.
• For every i, we have fi = poly(ri) for some ri ∈ G.• For each (ri, rj) ∈ G × G which is normalized, Spoly(ri, rj) is either zero or equal to oG(usrs) where
us = lcm(LM(poly(ri)),LM(poly(rj)))LM(poly(rs)) for s ∈ {i, j}.
Then the set {poly(r) | r ∈ G} is a Gröbner basis for I.
In the following, we give an informal proof for the F5 criterion.
Lemma 1.1. Let r ∈ A be an admissible labelled polynomial such that S(r) = mfi for some i and poly(r)
= f . If m ∈ LM(⟨fi+1, . . . , fk⟩), then there exists an admissible labelled polynomial r ′ = (m′fi′ , f ) ∈ A
such that i′ ≥ i and m′ /∈ LM(⟨fi′+1, . . . , fk⟩).
Proof. Since r is admissible, f = ∑kj=i hjfj where LM(hi) = m. Let g1, . . . , gt be a Gröbner basis of⟨fi+1, . . . , fk⟩. From hypothesis, m ∈ LM(⟨fi+1, . . . , fk⟩), thus LM(gi0) | m for some i0 and therefore
m = LM(gi0)v for some monomial ψ . Using these, we could rewrite f as the following in which for
any polynomial g we denote g − LT(g) by tail(g).
f = hifi +
k−
j=i+1
hjfj
= (LT(hi)+ tail(hi))fi +
t−
j=1
h′jgj
= LC(hi)LM(gi0)v + tail(hi) fi + t−
j=1
h′jgj
= (LC(hi)/LC(gi0)(gi0 − tail(gi0))v + tail(hi))fi +
t−
j=1
h′jgj
= (−LC(hi)/LC(gi0)tail(gi0)v + tail(hi))fi +
t−
j=i+1
h′′j fj
where−LC(hi)/LC(gi0)tail(gi0)v+ tail(hi) has a leading term which is less thanm. Thus, by repeating
this process and rewriting f , we get a representation of f like:
f = h′′′i′ fi′ +
k−
j=i′+1
h′′′j fj
where i′ ≥ i, LM(h′′′i′ ) < m and LM(h′′′i′ ) /∈ LM(⟨fi′+1, . . . , fk⟩). 
This lemma says that f has a ‘‘better representation’’ using r ′. Note that, by a better representation
wemean that: Let r = (mfi, f ) and r ′ = (m′fi′ , f ) be two admissible labelled polynomials in A. We say
that r ′ is a better representation for f than r ifm′fi′ ≺ mfi. Now, suppose that (r, s) is a non normalized
pair of admissible labelled polynomials where r = (mfi, f ), s = (m′fj, g), u = lcm(LM(f ),LM(g))LM(f )
and v = lcm(LM(f ),LM(g))LM(g) . Without loss of generality, we can assume that ur is not normalized. Thus,
um ∈ LM(⟨fi+1, . . . , fk⟩). From the above lemma, we can conclude that uf has a better representation
as r ′ = (m′fi′ , uf ) with i′ ≥ i. This implies that, instead of (r, s) we can study the pair (r ′, s), and
therefore we can eliminate the pair (r, s).
2. Extended F5 criteria
In this section, we state our main result. We define first a new ordering on the signatures, and we
present an extension of F5 and Rewritten criterion. Then,we give ourmain theorem (like Theorem1.1)
to compute the Gröbner bases.
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Let R = K [x1, . . . , xn] be a polynomial ring, where K is a computable field and I = ⟨f1, . . . , fk⟩ be
an ideal of R generated by (not necessarily homogeneous) polynomials f1, . . . , fk. Let< be amonomial
ordering on R.
In the following, we present a new method for explaining the idea behind the F5 criterion from
which we can obtain both the F5 criterion and its extension. Let us consider Rk as a K -vector space,
and B = {mfi | m is a monomial and i is an integer} as its linear basis. At a given degree, Rk is a finite
dimensional K -vector space, and therefore there exists a direct summand of Ker(ψ), say H , such that
Ker(ψ)⊕ H = Rk and ψ(H) = Im(ψ). Determining Im(ψ) is equivalent to computing a linear basis
for H . Let Ker(ψ) be generated by G = {G1, . . . ,Gt} where MLM(Gi) ≠ MLM(Gj) for i ≠ j. Thus, H is
generated by {mfi | @G ∈ G,MLM(G) = mfi}. Therefore, if one can compute as many as elements of
Ker(ψ), the computation of a basis for H is simpler. In fact, F5 criterion, consider the trivial elements
of Ker(ψ), i.e. the trivial syzygies. For all G ∈ Rk, we have ψ(ψ(G)fi − fiG) = ψ(G)fi − fiφ(G) = 0.
Thus, ψ(G)fi − fiG ∈ Ker(ψ), and MLM(ψ(G)fi − fiG) = max≺{MLM(ψ(G)fi),MLM(fiG)}where≺ is
a module monomial ordering on Rk. If LM(fi).MLM(G) ≺ LM(ψ(G)).fi, we can eliminate LM(ψ(G)).fi
from H . If we consider the module monomial ordering defined in Section 1, andψ(G) ∈ ⟨fi+1, . . . , fk⟩,
then LM(fi).MLM(G) ≺ LM(ψ(G)).fi, and we can eliminate LM(ψ(G)).fi from H . From this, we can
obtain F5 criterion.
Now, if we consider another module monomial ordering, we can deduce another criterion which
we call extended F5 criterion. For this, we define first a newmodulemonomial ordering. A newordering
on B is amodule ordering s.t. its restriction on {mfi |m is a monomial} for any i corresponds to<. Thus,
we can define many new orderings. In the rest of this paper, we use the following ordering.
Definition 2.1. We definem1fi1 ≺N m2fi2 if
m1LM(fi2) < m2LM(fi1) or
m1LM(fi2) = m2LM(fi1) and LM(fi2) < LM(fi1).
To be sure that it is a total ordering, we do a simple linear reduction between the fi’s, to have a
new system with different leading terms. Also, as another new ordering, we can define the following
ordering (see Section 5).
Definition 2.2. We definem1fi1 ≺N m2fi2 ifdeg(m1fi1) < deg(m2fi2) or
deg(m1fi1) = deg(m2fi2) andm1 < m2 or
deg(m1fi1) = deg(m2fi2) andm1 = m2 and i1 < i2.
To avoid repeating the same notations in the two following definitions, let r = (mfi, f ) and
s = (m′fj, g) be two admissible labelled polynomials, and u = lcm(LM(f ),LM(g))LM(f ) and v = lcm(LM(f ),LM(g))LM(g) .
Definition 2.3 (Extended F5 Criterion). An admissible labelled polynomial r = (mfi, f ) is called
extended normalized if there is no admissible labelled polynomial r ′ = (m′fi′ , f ′) computed before
r such that m = uLM(f ′) for some u and um′LM(fi)fi′ ≺N mfi. A pair (r, s) of admissible labelled
polynomials is extended normalized if ur is extended normalized when vm′fj ≺N umfi and vs is
extended normalized otherwise.
With the above notations, if (mfi, f ) is not extended normalized, then we have um′LM(fi)fi′ ≺N
mfi for some (m′fi′ , f ′). This implies that m′LM(fi)fi′ ≺N LM(f ′)fi, and therefore we can eliminate
uLM(f ′)fi = mfi from H . In the following, we give the extended Rewritten criterion.
Definition 2.4 (Extended Rewritten Criterion). Let u ∈ R be a monomial. Then, the pair [w, r] is called
extended rewritable if there exists an admissible labelled polynomial r ′ = (m′fi, f ′) computed before
r such that m′ divides wm and m < m′. A pair (r, s) of admissible labelled polynomials is extended
rewritable if [u, r] or [v, s] is extended rewritable.
Note that Rewritten criterion has been used by Faugère in Faugère (2002), but he has not
announced it implicitly, and he has used it only to optimize F5 algorithm. Now, we state our main
result which is an extension of Theorem 1.1.
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Theorem 2.1. Let I = ⟨f1, . . . , fk⟩ be an ideal of R = K [x1, . . . , xn]. Let G ⊂ A = Rk × R be a finite set of
admissible labelled polynomials such that
• For each i, we have fi = poly(ri) for some ri ∈ G.• For every (ri, rj) ∈ G × G which is extended normalized and not extended rewritable, we have
Spoly(ri, rj) is either zero or equal to oG(usrs) where us = lcm(LM(poly(ri)),LM(poly(rj)))LM(poly(rs)) for s ∈ {i, j}.
Then the set {poly(r) | r ∈ G} is a Gröbner basis for I.
Proof. Our proof proceeds by reductio ad absurdum. Let us assume that {poly(r) | r ∈ G} is
not a Gröbner basis for I . So, there exists a polynomial f ∈ I such that LT(f ) is not divisible by
{LT(poly(r)) | r ∈ G}. Let F be the set of such polynomials in Rk, i.e. the set of g ∈ Rk such that
ψ(g) ∈ I and its leading term is not divisible by {LT(poly(r)) | r ∈ G}. We define now, an ordering
▹ on F . For f, g ∈ Rk, we define f ▹ g (we mean that f is less than g) if the greatest term of f − λg
according to ≺N for some λ ∈ K is a term of g and not a term of f. One can prove easily that this
ordering is well-founded. From our assumption, F is not empty. Let p = min▹ F .
For each monomial m ∈ R and any integer i ∈ {1, . . . , k}, we define emfi = vr where v ∈ R is a
monomial and r = (m′fi, f ) ∈ G is an admissible labelled polynomial such that m = vm′ and S(r) is
maximal (according to≺N ) between the elements satisfying these properties. It is clear that the set of
the emfi ’s forms a linear basis for R
k. Hence, p = λ1em1fi1 +· · ·+λnemnfin , withm1fi1 ≺N · · · ≺N mnfin .
Since p ∈ F and emt fit /∈ F for all t , then LT(ψ(emjfij )) = LT(ψ(emℓfiℓ )) for some j and ℓ. Let emjfij = vjrj
and emℓfiℓ = vℓrℓ for some rj = (m′jfij , gj) ∈ A and rℓ = (m′ℓfiℓ , gℓ) ∈ A where vj, vℓ ∈ R are
monomials. It follows thatψ(λjemjfij +λℓemℓfiℓ ) = vj,ℓpoly(Spoly(rj, rℓ)) for somemonomial vj,ℓ ∈ R.
Now, three cases are possible:
• Let (rj, rℓ) be not extended normalized. Then, there exist r = (mfi, f ) ∈ G and a monomial v
such that LM(f )v = vℓm′ℓ, and vmLM(fiℓ)fi ≺N vℓm′ℓfiℓ . Let ψ(f) = f for some f ∈ Rk and let
s = vfiℓ f − vf fiℓ . We have ψ(s) = 0 and s ≠ 0 because the signature of the first expression in
s is less than the second one, i.e. vmLM(fiℓ)fi ≺N vℓm′ℓfiℓ = vLM(f )fiℓ . But, p − λvj,ℓs ∈ F and
p − λvj,ℓs ▹ p for some λ ∈ K . In fact, we could eliminate the term mℓfiℓ from p, and this is a
contradiction with the minimality of p.
• Let (rj, rℓ) be extended rewritable. This implies that either [uj, rj] or [uℓ, rℓ] is extended rewritable
for us = lcm(LM(poly(rj)),LM(poly(rℓ)))LM(poly(rs)) with s ∈ {j, ℓ}. Let us suppose that [uj, rj] is extended rewritable,
the proof for the other case is similar. By definition, there exists r = (mfi, f ) ∈ G such that m
divides ujm′j andm
′
j < m. But, from LT(ψ(emjfij )) = LT(ψ(emℓfiℓ ))we can conclude that vjLM(gj) =
vℓLM(gℓ) = vj,ℓujLM(gj). It follows that uj divides vj, and therefore m divides vjm′j = mj. Thus,
we have found an admissible labelled polynomial r such that emjfij may be equal to mj/mr and
S(rj) ≺N S(r)which is a contradiction with the definition of emjfij .• Let Spoly(rj, rℓ) be equal to either 0 or oG(ujrj) or oG(uℓrℓ). Letψ(s) = poly(Spoly(rj, rℓ)) for some
s ∈ Rk such that the greatest term of s (according to≺N ) is less thanmℓfiℓ . So, λjemjfij + λℓemℓfiℓ −
vj,ℓs is non-zero and belongs to the kernel ofψ . Therefore, an argument like the first case can lead
us to a contradiction with the minimality of p.
Thus, such an admissible labelled polynomial p cannot exist, and {poly(r) | r ∈ G} is a Gröbner basis
for I . 
3. Description of the new algorithm
In this section, we present our algorithm to compute the Gröbner basis of ideals. This algorithm
is designed such that it takes into account the new ordering on the signatures. The structure of our
algorithm is similar to F5 algorithm, but the main difference between them is that our algorithm is
not incremental and so does not depend on the order of input polynomials. We divide the description
of our algorithm into some sub-algorithms. We present first the main algorithm.
1336 A. Hashemi, G. Ars / Journal of Symbolic Computation 45 (2010) 1330–1340
Algorithm 1 Gröbner
Input: f1, . . . , fk a list of polynomials and< a monomial ordering
Output: A Gröbner basis of the ideal generated by f1, . . . , fk for<
Grob:= {}
ToDo:= {fi, 1 ≤ i ≤ k}
while ToDo≠ ∅ do
mfi := min≺N ToDo
ToDo:=ToDo\{mfi}
if ExtF5Crit(mfi,Grob) then
ifm = 1 then
(mfi, f ) := Reduction((fi, fi),Grob)
else
(m′fi, f ′) := max≺N

(m′′fi, f ′′) ∈ Grob |m′′ dividesm

(mfi, f ) := Reduction((mfi, mm′ f ′),Grob)
end if
if f ≠ 0 then
ToDo:= CritPair((mfi, f ),Grob, ToDo)
Grob:= Grob ∪ {(mfi, f )}
end if
end if
end while
Return {poly(r) | r ∈ Grob}
Wedescribe nowan algorithm to reduce an admissible labelled polynomialw.r.t. the last computed
Gröbner basis.
Algorithm 2 Reduction
Input: (mfi, f ) an admissible labelled polynomial and Grob the last computed Gröbner basis
Output: The reduced form of input polynomial w.r.t. Grob
while there exists (m′fi′ , f ′) ∈ Grob s.t. LM(f ) = uLM(f ′) and um′fi′ ≺N mfi for some u do
(mfi, f ) := (mfi, LC(f ′)f − LC(f )uf ′)
end while
Return (mfi, f )
The following function verifies whether an admissible labelled polynomial with a given signature
is extended normalized or not.
Algorithm 3 ExtF5Crit
Input:mfi a signature and Grob the last computed Gröbner basis
Output: True if an admissible labelled polynomial with the signature mfi is extended normalized,
False otherwise
if there exists (m′fi′ , f ′) ∈ Grob s.t.m = uLM(f ′) and um′LM(fi)fi′ ≺N mfi for some u then
Return False
else
Return True
end if
Now, we give an algorithm to refine the list of signatures using Rewritten criterion when we find
a new admissible labelled polynomial.
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Algorithm 4 CritPair
Input: (mfi, f ) an admissible labelled polynomial, Grob the last computed Gröbner basis and ToDo
a list of signatures
Output: A refined version of ToDo using Rewritten criterion
for (m′fi′ , f ′) ∈Grob do
ToDo:=ToDo ∪MaxSign((mfi, f ), (m′fi′ , f ′),Grob)
end for
Return

m1fi1 ∈ ToDo | there is nom2fi1 ∈ ToDo, s.t.m2 ≠ m1,m2 | m1

In the following, we propose an algorithm which takes a pair of admissible labelled polynomials
(from the list of critical pairs) and it returns one of them which does not satisfy extended rewritten
criterion and is maximal w.r.t. the ordering defined on the signatures.
Algorithm 5MaxSign
Input: (mfi, f ), (m′fi′ , f ′) two admissible labelled polynomials and Grob the last computed Gröbner
basis
Output: A signature derived from input polynomials which does not satisfy extended rewritten
criterion and is maximal for≺N
u = lcm(LM(f ),LM(f ′))LM(f )
v = lcm(LM(f ),LM(f ′))LM(f ′)
if umfi ≺N vm′fi′ then
ReturnMaxSign((m′fi′ , f ′), (mfi, f ),Grob)
else
if umfi = vm′fi′ then
Return ∅
end if
if not ReWritten(umfi,mfi,Grob) then
Return {umfi}
else
Return ∅
end if
end if
We need the following function to test the extended rewritable criterion.
Algorithm 6 ReWritten
Input:m1fi,m2fi two signatures and Grob the last computed Gröbner basis
Output: True if an admissible labelled polynomial with the signature m1fi is extended rewritable,
False otherwise
if there exists (mfi, f ) ∈ Grob s.t.m dividesm1 andm2 < m then
Return True
else
Return False
end if
4. Termination and correctness of the new algorithm
In this section, we prove that Gröbner algorithm described in Section 3 terminates, corresponds
correctly to Theorem 2.1 and returns a Gröbner basis for its input ideal. We prove these assertions in
the following propositions.
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Proposition 4.1. Gröbner algorithm terminates after finitely many steps.
Proof. LetGi be theGröbner basis computed at i-th step ofwhile-loop of algorithmGröbner and s ∈ A
(see Section 1 for the notations) be an admissible labelled polynomial returned by Reduction at this
step. From description of Reduction, we can see easily that if poly(s) ≠ 0 then ⟨poly(r) | r ∈ Gi⟩ ⊄
⟨poly(s), poly(r) | r ∈ Gi⟩. It follows that after finitelymany steps this chain will stabilize by Dickson’s
lemma (see Becker and Weispfenning, 1993, Theorem 5.53). 
Proposition 4.2. If a pair of admissible labelled polynomials is either non extended normalized or
extended rewritable then it is eliminated by one of the sub-algorithms. Conversely, if a pair of admissible
labelled polynomials or a signature is eliminated by one of the sub-algorithms, it corresponds to a non
extended normalized or extended rewritable pair of admissible labelled polynomials.
Proof. It is easy to see that if a pair of admissible labelled polynomials is either non extended
normalized or extended rewritable then it is eliminated by ExtF5Crit or ReWritten, respectively.
Conversely, if a signature is eliminated by ExtF5Crit, then any pair of admissible labelled
polynomials whose a polynomial has this signature is non extended normalized. Thus, we could
eliminate such a signature from ToDo. Also, if a signature m1fi is eliminated by CritPair, then
there exists m2fi in ToDo such that m2 ≠ m1 and m2 | m1. We show that there exists a pair of
admissible labelled polynomials corresponding tom1fi which is extended rewritable. By the structure
ofMaxSign, we know thatm1 = um for somemonomial uwheremfi is an already selected signature.
Suppose thatm1fi is the result ofMaxSign((mfi, f ), (m′fi′ , f ′)). So, u = lcm(LM(f ),LM(f ′))LM(f ) . Since,mfi is an
already selected signature, then m2 > m. Thus, the pair ((mfi, f ), (m′fi′ , f ′)) is extended rewritable
according to the fact that there is no polynomial already computed with the signature m2fi, and we
could eliminate it using ToDo. Finally, if a pair of admissible labelled polynomials is eliminated by
MaxSign, it corresponds to an extended rewritable pair. 
Proposition 4.3. Gröbner algorithm returns a Gröbner basis for input ideal.
Proof. Let G be the output of Gröbner. Since (fi, fi) for each i appears in G, then it suffices to prove
that for any pair (r, s) ∈ G × G of admissible labelled polynomials which is not eliminated (i.e., it
is extended normalized and not extended rewritable), Spoly(r, s) either is equal to zero or reduces
to zero (Theorem 2.1). Let u = lcm(LM(f ),LM(g))LM(f ) and v = lcm(LM(f ),LM(g))LM(g) where r = (mfi, f ) and
s = (m′fi′ , g). Let us suppose that vm′fi′ ≺N umfi.
From our assumptions,MaxSign(r, s) returns umfi and this signature is added to ToDo by CritPair.
We return now to Gröbner. Let us suppose that the signature umfi is selected. Then, we set
(m1fi, f1) = max≺N

(m′′fi, f ′′) ∈ Grob |m′′ divides um

.
If um = u1m1, then we perform Reduction((umfi, u1f1),Grob). This allows us to replace uf by u1f1
which is the best reduced form of uf . Then, using Reduction, we construct LC(g)u1f1 − LC(u1f1)vg ,
and this is a reduced form of Spoly(f , g). If this is not zero, we add it to Grob, and therefore Spoly(f , g)
reduces to zero modulo G. 
As a consequence of the above propositions we have the following result:
Theorem 4.1. Gröbner algorithm terminates after finitely many steps, corresponds correctly to
Theorem 2.1 and returns a Gröbner basis for its input.
5. Experiments and remarks
We have implemented Gröbner1 and Gröbner2 algorithms with the computer algebra system
Magma (version 2.11-10). The first algorithm corresponds to the implementation of Gröbner using
Definition 2.1 for the ordering on the signatures, and the second algorithm uses Definition 2.2. We
have implemented also F5, as described in Faugère (2002).
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For this experiments, we used some examples fromDecker et al. (1999) and Posso list.2 The results
are shown in the following tables. All the computations are done over Q and the monomial ordering
is always degree reverse lexicographical ordering.
In these tables, Gerdt, Möller, Roczen, Huneke and Butcher examples are chosen from Decker et al.
(1999) and Cyclic roots 6 and Katsura7 examples are chosen from Posso list. Lichtblau example is the
ideal generated by the polynomials x−110t2+495t3−1320t4+2772t5−5082t6+7590t7−8085t8+
5555t9−2189t10+374t11, y−22t+110t2−330t3+1848t5−3696t6+3300t7−1650t8+550t9−
88t10−22t11 in the ringQ[x, y, t]. Finally, we used Chekmin example3 and Schrans/Troost example.4
Remark that for the order of input polynomials, we used the order of polynomials as described in the
corresponding references.
In these tables, the second column lists the CPU time consumed by the corresponding algorithm in
which timing is measured in seconds (with a precision of one millisecond). The third column shows
the number of polynomials in the output of the algorithm. The fourth column shows how many
polynomials were reduced to zero by the corresponding algorithm. The last column shows the largest
degree of polynomials treated.
Lichtblau Time Polys. Reds. Deg. Cyclic6 Time Polys. Reds. Deg.
Gröbner1 0.289 62 0 16 Gröbner1 34.260 230 206 13
Gröbner2 0.301 67 0 16 Gröbner2 52.449 466 961 16
F5 0.510 67 0 16 F5 68.240 907 0 15
Katsura7 Time Polys. Reds. Deg. Chemkin time Polys. Reds. Deg.
Gröbner1 9.799 75 89 9 Gröbner1 26.799 115 267 11
Gröbner2 >12 h ? ? ? Gröbner2 424.650 222 1366 15
F5 8.861 224 0 8 F5 8400.131 301 109 15
Schrans/Troost Time Polys. Reds. Deg. Gerdt time Polys. Reds. Deg.
Gröbner1 382.929 138 281 11 Gröbner1 0.979 140 313 8
Gröbner2 150.009 133 220 10 Gröbner2 3.870 264 557 11
F5 28.199 275 0 9 F5 9.829 375 129 10
Möller Time Polys. Reds. Deg. Roczen time Polys. Reds. Deg.
Gröbner1 0.039 30 42 11 Gröbner1 0.259 66 294 8
Gröbner2 0.021 20 15 5 Gröbner2 0.920 131 606 12
F5 0.070 31 20 9 F5 0.409 96 47 8
Huneke Time Polys. Reds. Deg. Butcher time Polys. Reds. Deg.
Gröbner1 13.879 533 874 67 Gröbner1 5915.91 443 881 14
Gröbner2 16.941 533 1197 67 Gröbner2 >12 h ? ? ?
F5 22.791 533 632 67 F5 >12 h ? ? ?
The experimentswemade seem to show that this first implementation ofGröbner1 is already very
efficient. Although, for some example, F5 is more efficient than our algorithms, but a comparison of
the timing columns in the above tables and our tests for about 50 examples show that Gröbner1 is
more stable, more efficient and stops at a lower degree than Gröbner2 and our implementation of F5.
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