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Work dur ing  t h e  i n i t i a l  h a l f  of t h e  g ran t  per iod ,  as previous ly  
r epor t ed  i n  the  semi-annual s t a t u s  r e p o r t  o f  June 30, 1968, cen tered  on 
t h r e e  areas i n  t h e  g e n e r i l  f i e l d  of  d i g i t a l  p rocess ing  u f  s i g n a l s .  These 
included:  
1. Recursive techniques f o r  d i g i t a l  s i g n a l  process ing ,  
2 .  Data smoothing and compression, 
3 .  Computer s imula t ion  of  low e r r o r  ra te  communication systems. 
I n  t h i s  r e p o r t  w e  focus on the  fol lowing four  a reas :  
1. Continuat ion of r e c u r s i v e  techniques,  
2 .  Cont inuat ion o f  opt imal  adap t ive  c o n t r o l  f o r  d a t a  compression 
sys  terns, 
3 .  Adaptive e q u a l i z e r s  f o r  d i g i t a l  t ransmiss ion ,  
4 .  Signa l  zero-cross ings  as information c a r r i e r s  i n  corrmunication systems. 
A s  noted i n  the  prev ious  r e p o r t ,  work on r e c u r s i v e  techniques 
extended p r i o r  work on t h e  detect ic ' t  of b ina ry  s i g n a l s  i n  a d d i t i v e  n o i s e  
by al lowing the  i n c l u s i o n  of co lore?  'rfioise wi th  numerator dynamics i n t o  
t h e  prev ious  d i g i t a l  formulat ion.  113. t h i s  r e p o r t  we cont inue  the  d i s -  
cuss ion  of t h e  d e t e c t i o n  of b ina ry  s 2nals  i n  co lored  n o i s e  wi th  
numerator dynamics and show t h a t  t h e  r e s u l t a n t  d e t e c t o r  c a l l e d  f o r  con- 
s i s t s  of a Kalrnan f i l t e r  followed by r e c u r s i c e  gene ra t ion  of  t h e  l i k e l i -  
hood r a t i o .  A paper based on t h i s  work w a s  p resented  a t  t h e  1969 
I n t e r n a t i o n a l  Symposium on Information Theory [l], and i s  be ing  submitted 
f o r  pub l i ca t ion .  
- 
One p r a c t i c a l  d i f f i c u l t y  wi th  r e c u r s i v e  s i g n a l  d e t e c t i o n ,  as noted 
previous ly ,  i s  t h a t  d e r i v a t i v e s  o f  samples  are  r equ i r ed  i n  i t s  implementation. 
We r e p o r t  h e r e  On work done i n  determining t h e  e f f e c t  of approximating 
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necessary differential operations by sample differences. The work des- 
cribed here will be presented at the PIB-MRI International. Symposium on 
Computer Processing in Communications, April 9, 1969, and will appear 
in the published proceedings of that symposium. 
submitted is included as an appendix to this report. 
A copy of the paper 
In the area of data smoothing and compression we concentrate here 
on buffer design at the transmitter to handle the adaptive nature of the 
smoothed data flow. This is a continuation of work reported on in the 
semi-annual report. 
The third area reported on here is that of digital processing for 
Specifically we report automatic adaptation of communication systems. 
here on work carried out relating to the digital implementation of 
adaptive equalizers for minimizing intersymbol interference in multi- 
level digital transm ntary studies are- reported on. 
One has to do with methods of speeding up known adaptation procedures 
(or algorithms). The other has to do with the design of equalize 
noniinear channel distortion. In addition to this work on adapta 
---; - -_.- -- -_ - . . 
we have begun broadening its scope to include the area of adaptive 
antenna array processing. It is hoped to summarize preliminary results 
for this problem in the first report under the continuation of this 
grant. 
The final area reported on here concerns that of using signal- 
crossings as information carriers in communication systems. This work 
was also presented at the 1969 International Symposium on Information 
Theory [ 2 ] ,  and extends work first done for a Master's thesis at the 
Polytechnic [3]. 
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1. Recurs ive  Techniques f o r  D i g i t a l  S igna l  Process ing  
a. I n  a r e c e n t  paper  147 Pickhol tz  and Boorstyn descr ibed  a re- 
c u r s i v e  approach t o  s i g n a l  d e t e c t i o n .  The scheme w a s  based on t h e  
fol lowing:  The received s i g n a l  w a s  converted i n t o  a v ~ t o r  Markov 
process  which w a s  then  sampled. The r e c u r s i v e  s t r u c t u r e  of  t h e  d i g i t a l  
p rocessor  followed r e a d i l y .  
problem. F i r s t ,  i n  o rde r  t o  Eorm a vec tor  Markov process  d e r i v a t i v e s  
of t h e  incoming s i g n a l  are u s u a l l y  requi red .  
conducted i n t o  r e p l a c i n g  these  d i f f e r e n t i a t i o n  ope ra t ions  wi th  ap- 
proximating d i g i t a l  ope ra t ions ,  such as d i f f e r e n c e s .  These s t u d i e s ,  
i nc lud ing  s imula t ion  r e s u l t s ,  i n d i c a t e  t h a t  i t  i s  p o s s i b l e  t o  r e p l a c e  
d e s i v i a t i v e s  wi th  d i f f e r e n c e s  wi thout  adverse ly  a f f e c t i n g  performance. 
Details  appear below. 
Of concern h e r e  are two a s p e c t s  of  t h i s  
I n v e s t i g a t i o n s  have been 
Secondly, t h e  prev ious  paper considered a s p e c i a l  type of noise--  
t h a t  generated by a l i n e a r  d i f f e r e n t i a l  equat ion  d r iven  by whi te  no ise .  
A more gene ra l  n o i s e  d e s c r i p t i o n  w Id inc lude  numerator dynamics. 
Work h a s  been i n i t i a t e d  extending t h 3  r e c u r s i v e  approach i n  t h i s  
d i r e c t l o n .  
The e s s e n t i a l  p a r t  of t h e  r e c u r t i v e  r e c e i v e r  i s  t o  conver t  t h e  
incoming s i g n a l  p l u s  n o i s e  [ r ( t )  = s ( t )  + y ( t ) ]  i n t o  a vec tor  Markov 
process  i n  such a manner t h a t  information i s  n o t  destroyed.  If t h i s  i s  
done by a l i n e a r  processor  then  the  output  of  t h i s  device  i s  - P ( t )  = a ( t )  +p ( t )  
where t h e  n o i s e  component?( t )  i s  t o  be Markov. Furthermore w e  i n s i s t  
t h a t  r ( t )  be recoverable  f r o m p ( t ) .  
on ly  cons ider  t h e  n o i s e  term. 
Because of t he  l i n e a r i t y  w e  need 
In  t h e  o r i g i n a l  work - n ( t )  cons i s t ed  of  
t he  d e r i v a t i v e s  of y ( t )  as w e l l  as y ( t )  i t s e l f  and s a t i s f i e d  both of 
t h e  above requirements .  
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We now cons ider  y ( t )  t o  be generated by the  fol lowing d i f f e r e n t i a l  
equat ion  
dw 1 * + .X crK(t) 5 = C B K ( t )  - 
d t n  k=O dc k 0  dtQ 
n n-1  k n-1 
where w ( t )  i s  whi te  Gaussian no i se .  It is  p o s s i b l e  t o  f i n d  a s t a t e  
vec tor  x ( t )  f o r  t h i s  system such t h a t  t h e  f i r s t  component x ( t )  = y ( t ) .  
This  vec tor  i s  the  s o l u t i o n  of 
1 
Although x ( t )  i s  Markov i t  cannot be obta iced  from y ( t )  a lone - -e i the r  
w ( t )  o r  s ( t  ) i s  needed i n  a d d i t i o n  ( n e i t h e r  i s  a v a i l a b l e ) .  




A - x ( t )  = E C s ( t ) l y ( s ) ,  s 5 t l .  
h A Since x , ( t )  = y ( t ) ,  y ( t )  can be recovered from - x ( t ) - - i t  i s  r e v e r s ? h l e .  
Furthermore because of  t he  Gaussian assumption x ( t )  i s  obta ined  bJt a 
l i n e a r  ope ra t ion  on y ( t ) .  W e  have shown t h a t x ( t )  i s  Markov and thus  
A 
A 
l e t t i n g  - l ( t )  = x ( t )  s a t i s f i e s  our  requirements .  
A To so lve  f o r  x(t) w e  convert  t h e  above problem i n t o  a mcre t r a c t -  
a b l e  one by d i f f e r e n t i a t i n g  y ( t )  t o  o b t a i n  
T T $(t) - 2 A ( t ) s ( t )  + 2 &(t )W(t ) .  
Now Kalman-Bucy techniques can be used t o  o b t a i n  
where - z ( t )  = [M(t)A(t)Tz -k & ( t ) N o ( t ) b ( t ) T s ]  ~ T & ( t ) N o ( t ) b ( ~ ) T c ] - l .  
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M(t) i s  t h e  s o l u t i o n  of  a ma t r ix  R i c c a t t i  equat ion.  
A The d i f f e r e n t i a l  equat ion  f o r  x ( t )  d r iven  by f ( t )  above i s  j u s t  
t h e  l i n e a r  p rocesso r  used t o  convert  r ( t )  i n t o  e ( t )  when i t  i s  d r iven  
by E ( t ) .  
waveforms a r e  now sampled t h e  fol lowing r e c u r s i v e  form f o r  t he  log  of  
When d r iven  by k ( t ) ,  _a(t) w i l l  be produced. I f  t hese  vec to r  
t h e  l ike l ihoood r a t i o  r e s u l t s :  
) en-en-l - 2(gn - B n -a- o 1) Kn ( i n  - Bn en, 1 - T -1 
where B and K are found from s t a t i s t i c s  o f  t he  n o i s e .  n n 
The proposed form of t h e  de t ec to r - - a  Kalman f i l t e r  followed by 
r e c u r s i v e  genera t ion  of t h e  l i ke l ihood  r a t i o - - h a s  s e v e r a l  f e a t u r e s :  
i t  i s  the  only  known s o l u t i o n  f o r  non-s ta t ionary  no i se ;  i t  i s  a causa l  
and real-time ope ra t ion ;  and, being r ecu r s ive ,  t hese  opera t ions  r e q u i r e  
a minimum of computational e f f o r t  and memory capac i ty .  
Fur ther  i n s i g h t  can be obta ined  by al lowing t h e  t i m e  between 
sam7ies t o  sh r ink  t o  zero which r e s u l t s  i n  a continuous processor .  
The : 5,;ult of t h i s  l i m i t i n g  procedure i s  a d i f f e r e n t i a l  equat ion  f o r  
e ( t )  5 
where 0 2 ( t )  and p 2 ( t )  are the  second components of t h e  vec to r s  - a( t )  and 
&(t), r e s p e c t i v e l y .  The s i g n i f i c a n c e  of  t hese  express ions  i s  t h a t  
+(t) - 7 ( t )  can be shown t o  be an innovat ions  process  [5] and the  suh- 
sequent  ope ra t ions  a r e  equ iva len t  t o  performing a causa l ,  and c a u s a l l y  
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i n v e r t i b l e ,  prewhitening ope ra t ion  [6]. 
The work der ived  above has  been presented  a t  t h e  1969 I n t e r n a t i o n a l  
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Symposium on Information Theory [l] and i s  being submitted f o r  publ ica-  
t i o n .  This i n v e s t i g a t i o n  i s  cont inuing.  
b .  The r ecu r s ive  approach t o  s i g n a l  d e t e c t i o n  reduces cons iderably  
t h e  computational e f f o r t  when d i s c r e t e  samples are used. The problem 
is  t h a t  t h e  d e r i v a t i v e s  of t h e  samples are requi red .  These d e r i v a t i v e s  
are no t  a v a i l a b l e  d i r e c t l y  from the  sampled process  and must be ap- 
proximated. 
Two s i m p l e  types of d e r i v a t i v e  approximation have been t r e a t e d  and 
are summarized he re .  One replaces the  d e r i v a t i v e s ,  which a r e  random 
v a r i a b l e s ,  w i t h  t h e i r  expected va lues .  The o t h e r  method approximates 
t h e  d e r i v a t i v e s  by d i f f e r e n c e  equat ions .  
Equations f o r  t h e  s igna l - to -no i se  r a t i o  us ing  these  d e r i v a t i v e  
approximation techniques were der ived .  The r e s u l t s  of  t hese  sub-optimxn 
procedures  may then be compared wi th  the  optimum procedure which assumes 
a l l  d e r i v a t i v e s  are completely known. 
i. computer program f o r  f i n d i n g  the  optimum and sub-optimum s i g n a l  
t o  no:-?.? r a t i o  f o r  var ious  no i se  processes  and s i g n a l s  was developed. 
The r e su l t s  of  t h i s  program f o r  s e v e r a l  s i g n a l s  of i n t e r e s t  a r e  included 
h e r e  i n  o rde r  t o  show the  e f f e c t i v e n e s s  o f  t h e  d e r i v a t i v e  approximation 
methods . 
The work descr ibed  i n  t h i s  s e c t i o n  w i l l  be  presented  a t  t he  PIB-FRI 
Symposium on Computer Processing i n  Communications, New York, Apr i l  9 ,  
1969. The corresponding d e t a i l e d  paper  w i l l  appear i n  the. proceedings 
of  t h a t  symposium and i s  included as an appendix t o  t h i s  r e p o r t .  
Two d e r i v a t i v e  approximation techniques were examined. The f ’ r s t  
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es t ima tes  t h e  d e r i v a t i v e s  by r ep lac ing  them wi th  t h e i r  expected value.  
The second uses  a d i f f e r e n c e  equat ion  of t h e  sample va lues .  In  each 
case  equat ions  were der ived  which g ive  t h e  s i g n a l - t o - r q i s e  r a t i o  of  
t h e s e  sub-optimum processes  i n  r ecu r s ive  form, While t h e  r e s u l t s  have 
t h e  same s t r u c t u r e  as t h e  optimum process ,  they are much more complica- 
t ed .  
The r e s u l t s  of t h i s  work i n d i c a t e  t h a t  near-opt imal  r e s u l t s  can be 
obta ined  us ing  e i t h e r  d e r i v a t i v e  approximation method. Of the  two 
methods, t he  d i f f e r e n c e  equat ion  method y i e l d s  more p r e d i c t a b l e  r e s u l t s .  
I n  genera l ,  t he  d i f f e r e n c e  equat ion  technique y i e l d s  r e s u l t s  which 
appear t o  converge t o  t h e  optimum assamples inc rease .  The expec ta t ion  
method, however, o f t e n  shows d e t e r i o r a t i o n  as samples inc rease .  Tne 
optimum number of  samples  f o r  t h i s  method v a r i e s  cons iderably  wi th  the  
s i g n a l  and no i se  cha . - . .  
A s  would be expected,  t h e  optimum as w e l l  as sub-optimum prwesses 
y i e l d  b e s t  r e s u l t s  when the  samples a r e  taken a t  p o i n t s  which malr.tt.ize 
t h e  d i f f e r e n c e  between the  two b inary  t r ansmi t t ed  s i g n a l s .  In  thz'r? 
ca ses  the  sub-optimum processes  g ive  near  opt imal  r e s u l t s ,  even f r r  few 
samples. Those cases  which depend on sample p o i n t s  where t h e  two 
s i g n a l s  are equal  show r a t h e r  poor performance. 
t h a t  good r e s u l t s  are o f t e n  obta ined  i n  cases  where t h e  d e r i v a t i v e s  
approximated by t h e  d i f f e r e n c e  equat ion  technique could no t  p o s s i b l y  be 
meaningful due t o  the  l a r g e  sample  i n t e r v a l .  
It i s  a l s o  s i g n i f i c a n t  
These observa t ions  lead  to 
t h e  conclusion t h a t  e r r o r s  i n  d e r i v a t i v e  approximation do n o t  adverse ly  
a f f e c t  t h e  s igna l - to -no i se  r a t i o  i n  those cases where meaningful 
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information i s  a v a i l a b l e  a t  t h e  sample p o i n t  i n  d i s t i n g u i s h i n g  t h e  two 
s i g n a l s .  Where t h i s  information conten t  i s  no t  a v a i l a b l e  both optimur 
as w e l l  as sub-optimum processes  g ive  poor r e s u l t s .  
The method of  r ep lac ing  d e r i v a t i v e s  wi th  t h e i r  expected va lues  
u s u a l l y  works as w e l l  as, i f  no t  b e t t e r  than,  t h e  d i f f e r e n c e  equat ion  
method f o r  two o r  t h r e e  samples .  The r e s u l t s  o f t e n  d e t e r i o r a t e ,  how- 
ever ,  as samples inc rease .  The cause of t h i s  i s  n o t  obvious,  bu t  i t  
may be reasoned t h a t  increased  samples o f t e n  add more e r r o r  than 
information.  Obviously t h i s  method does n o t  y i e l d  approximations 
which converge t o  t h e  t r u e  d e r i v a t i v e  value as t h e  samples inc rease .  
However, s i n c e  t h i s  method i s  extremely easy t o  implement, i t  should 
have a p p l i c a t i o n  i n  those  cases  where good r e s u l t s  a r e  a t t a i n a b l e .  
The d i f f e r e n c e  equat ion  method gives  good r e s u l t s  i n  a l l  of t he  
t e s t  cases .  As samples inc rease ,  r e s u l t s  appear t o  converge t o  the  
optimum. The s igna l - to -no i se  raticJ from t h i s  method does not  always 
incrriase monotonical ly  as t h e  number of samples inc rease .  This e f f e c t  
DccLllo :ij be of a Tiiiiior nature, and. probably occurs  only  i n  a reas  where 
the  s -1ple i n t e r v a l  i s  too  long f o r  t h e  d i f f e r e n c e  equat ion  t o  g ive  
_-,..-I 
v a l i d  r e s u l t s .  
The r e l a t i v e  performance of t h e  sub-optimum processes  i s  o f t e n  
poores t  f o r  narrow band no i se .  This  i s  probably due t o  t h e  f a c t  t h a t  
where the  n o i s e  i s  h i g h l y  correlateci ,  t h e r e  i s  s i g n i f i c a n t  i n f o r m t i o n  
i n  the  d e r i v a t i v e s  of t h e  sample s t a t e  vec to r .  In  thi ':  case  t h e  e r r o r s  
i n  d e r i v a t i v e  approximation r e s u l t  i n  a s igna l - to -no i se  r a t i o  w e l l  below 
optimum. It seems l o g i c a l  t o  conclude t h a t  accu ra t e  d e r i v a t i v e  
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e s t ima t ion  i s  more important  f o r  narrow band no i se  than  f o r  wide band n 
no i se .  
Although t h e  r e s u l t s  ob ta ined  a r e  only f o r  second o rde r  systems, some 
conclusions may be extended t o  h ighe r  o rde r  systems. It appears  t h a t  
t h e  importance of a c c u r a t e l y  approximating t h e  d e r i v a t i v e s  v a r i e s  in-  
v e r s e l y  wi th  t h e  o rde r  of  t h e  d e r i v a t i v e .  When cons ide r ing  h ighe r  
o r d e r  systems, i t  should be noted t h a t  t he  approximation of  d e r i v a t i v e s  
by d i f f e s e n c e  equat ions  becomes more inaccura t e  as t h e  o rde r  of t h e  
d e r i v a t i v e  inc reases .  It i s  q u i t e  l i k e l y  t h a t  t h e  e r r o r s  introduced 
may o f f s e t  t he  advantage of modeling the  n o i s e  process  by a high o rde r  
process .  
p rocess  wi th  one of lower order .  
B e t t e r  r e s u l t s  may be obtained by approximating the  n o i s e  
It i s  concluded t h a t  t he  d e r i v a t i v e  approximation methods inves- 
t i g a t e d  i n  t h i s  repor- 
a lso been shown t h a t  t h e  r e l a t i v e  performance of t hese  approximati9n 
methods a r e  dependent upon the  choice of s i g n a l .  The f a c t  t h a t  
s i m p l e  der iv .a t ive approximations,  i n  genera l ,  yi-eld very good r e s u l t s  
i s  q u i t e  s i g n i f i c a n t  s i n c e  any d i g i t a l  p rocess ing  system us ing  the  
proposed d e t e c t i o n  scheme would r e q u i r e  d e r i v a t i v e  approximation. 
2. Optimal Adaptive Control  f o r  Data Compression Systems 
A s  noted i n  the  p r i o r  semi-annual r e p o r t  t he  o b j e c t  he re  i s  t o  
determine an opt imal  c o n t r o l l e r  t o  minimize t h e  mean-squared e r r o r  
between d i s c r e t e  input  d a t a ,  x and recons t ruc ted  d i s c r e t e  output  d a t a ,  




process  and a method of  s o l u t i o n  adopted us ing  an  i t e r a t i v e  dynamic pro- 
gramming a lgor i thm based on t h e  work of Howard [7]. Once the  s t a t i s t i c s  
o f  t h e  inpu t  process ,  x,, and the  compressor a lgor i thm have been s p e c i f i e d ,  
an  optimum c o n t r o l l e r  can be determined us ing  t h i s  technique.  
During the  pe r iod  r epor t ed  on, a new method w a s  developed t o  
determine the  t r a n s i t i o n  p r o b a b i l i t i e s ,  p i j  (k) , and t h e  expected immediate 
(k), from b u f f e r  s ta tes  i t o  j dur ing  major cyc le  time T, when 'i l o s s e s ,  
us ing  a p e r t u r e  va lue  k .  These q u a n t i t i e s  a r e  the  inpu t s  t o  Howard's 
p o l i c y  i t e r a t i o n  r o u t i n e  which y i e l d s  the  va lue  o f  the  minimum mean 
squared e r r o r  and the  optimum p o l i c y  which causes  t h i s  e r r o r .  
Three sample problems were solved by hand us ing  the  equat ions  de- 
r ived  from t h i s  new method f o r  unLformly d i s t r i b u t e d  independent d a t a .  
A computer program was a l s o  w r i t t e n  t o  s imula te  the  system being analyzed,  
This  program was run us ing  a uniformly d i s e r i b u t e d  random number genera tor  
(having independent samples) a s  t he  s imulated input  and ope ra t ing  wi th  
t h e  optimum p o l i c y  determined by th'?, hand c a l c u l a t i o n s .  
ca ses  the  mean squared e r r o r  0btain.d from t h e  s imula t ion  w a s  w i t h i n  a 
1% sampling e r r o r  from the  t h e o r e t i r z l  minimum mean squared e r r o r .  A s  
a f u r t h e r  check the  program w a s  run f o r  non-optimum p o l i c i e s  which 
y i e lded  l a r g e r  mean squared e r r o r s .  
I n  a l l  t h r e e  
The remaining work f o r  t h e  unifcrmly d i s t r i b u t e d  case  w i l l  be t o  
so lve  the  equat ions  f o r  a s u f f i c i e n t  number of  problems t o  y i e l d  t a b u l a r  
o r  g raph ica l  d a t a  f o r  t h e  des ign  curves.  Due t o  t h e  complexity of t he  
equat ions ,  t h e  i t e r a t i v e  s o l u t i o n  has  been programmed i n  FORTFLAN on a 
d i g i t a l  computer and i s  p e r s e n t l y  being debugged. The r e s u l t s  of t he  
t h r e e  hand c a l c u l a t e d  sample problems are being used as a s tandard  t o  
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h e l p  debug t h i s  program. 
f o r  a s u f f i c i e n t  number of  problems, t hese  r e s u l t s  w i l l  be sfiot  checked 
wi th  t h e  s imula t ion  p r o g r m .  
Af t e r  t h e  program has  been debugged and run  
It i s  then proposed t o  de r ive  the  equat ions  f o r  uniformly d % s t r i -  
buted Markov d a t a .  
This  model should have t h e  p r o p e r t i e s  of conta in ing  a parameter t h a t  
can vary t h e  c o r r e l a t i o n  c o e f f i c i e n t  of ad jacen t  samples between zero  
and un i ty ,  and be i n  a form t h a t  can be r e a d i l y  s imulated on a d i g i t a l  
computer. 
A Markov d a t a  model i s  p r e s e n t l y  be ing  i n v e s t i g a t e d .  
3 .  Adaptive Equal izers  f o r  D i g i t a l  Transmission 
A g r e a t  d e a l  of e f f o r t  j n  the p a s t  few years  has  gone l r i t o  t he  
development of adapt ive  e q u a l i z e r s  t o  minimize the  intersymbol  i n t e r -  
fe rence  introduced i n  the  t ransmiss ion  of multilevel d i g i t a l  d a t a  
through (unknown) d i s p e r s i v e  channels .  This i s  of s i g n i f i c a n t  techno- 
Tzz-==-=----.z2?-- ----E--;=--;I----T--:--;-------;;L-_ 5-c-- - 
l o g i c a l  importance both i n  the  t ransmiss ion  of  high-speed d i g i t a l  d r t a  
over  teJephone l i n e s  and through time-varying d i s p e r s i v e  media suc'i . ~ s  
t h e  ionosphere,  t roposphere,  e t c .  The mathematics of t he  problem : T e  
such as t o  a l s o  permit  t he  r e s u l t s  t o  be extended t o  such o t h e r  areas 
as adapt ive  antenna systems. 
The adapt ive  e q u a l i z e r s  i n i t i a l l y  developed and r epor t ed  on i n  the  
l i t e r a t u r e  were of the  tapped-delay l i n e ,  t r a n s v e r s a l  f i l t e r  configura-  
t i o n  [SI. 
u r a t i o n s  us ing  i n t e g r a t e d  c i r c u i t r y .  More gene ra l ly  one may r ep resen t  
t h e  processor  ( t h e  e q u a l i z e r )  as a non-recursive d i g i t a l  f i l t e r  and 
search  f o r  means f o r  op t ima l ly  a d j u s t i n g  t h e  f i l t e r  c o e f f i c i e n t s .  The 
More r e c e n t l y  u p h a s i s  has been p laced  on a l l - d i g i t a l  config-  
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e q u a l i z e r  problem then  becomes equ iva len t  t o  t h a t  o f  developing a 
spec ia l -purpose  computer (whether hard-wired o r  i n  software" form) t h a t  
processes  the  incoming s i g n a l  samples  t o  minimize d i s t o r t i o n  due t o  
intersymbol  i n t e r f e r e n c e .  A s  s i g n a l  waveshapes o r  channel cha rac t e r -  
i s t i c s  change t h e  processor  au tomat i ca l ly  adapts  t o  t h e  new cond i t ions .  
In  most prev ious  work a g rad ien t  search  technique wi th  f i x e d  s t e p  
s i z e  was assumed i n  formulat ing the  algori thms f o r  a d j u s t i n g  the  f i l t e r  
c o e f f i c i e n t s .  This  method can be r a t h e r  slow i n  converging t o  the  ap- 
p r o p r i a t e  optimum p o i n t ,  p u t t i n g  a l i m i t  on t h e  r a t e  a t  which t h e  
system adapts  t o  changing condi t ions .  We have explored var ious  methods 
of  speeding up the  search  procedLre dur ing  t h i s  p a s t  r e p o r t i n g  per iod .  
One p a r t i c u l a r l y  promising approach inves t iga t ed  i s  t h a t  of  us ing  a 
g rad ien t  search  but  a d j u s t i n g  the  s t e p  s i z e  of  each i t e r a t i o n  t u  
ensure the  sma l l e s t  p o s s i b l e  e r r o r  a f t e r  a s p e c i f i e d  number ( say  I$) of  
i t e r a t i o n s .  
-_ .- - -T-=-F-rT- -wL:---.-----r ==-:=:. -=-._ - - . - - - _- - . 
(By e r r o r  we a c t u a l l y  mean e r r o r  vec tor  wi th  d imens iona l i ty  
N corresponding t o  the  number of f i l t e r  c o e f f i c i e n t s  t o  be adjusrr;,r!. It  
i s  then  t h e  norm of the  e r r o r  vec to r  t h a t  i s  t o  be minimized.) 
I n t e r e s t i n g l y  t h e  problem when posed i n  t h i s  way provides  as i t s  
s o l u t i o n  s t e p  s i z e s  g iven  by the  r e c i p r o c a l  of  t he  zeroes  of polynomials 
r e l a t e d  t o  the  c l a s s i c a l  Chebyshev polynomials.  These polynomials in- 
volve t h e  smallest  and l a r g e s t  e igenvalues  of  t he  ma t r ix  involv ing  
lagged products  of t h e  incoming s l g n a l  samples. They a r e  hence i n  t u r n  
r e l a t e d  t o  t h e  (unknown) dhannel c h a r a c t e r i s t i c s .  
An a n a l y s i s  of  t h e  convergence ra te  of t h i s  a lgor i thm i n d i c a t e s  i t  
i s  s u b s t a n t i a l l y  f a s t e r  than  t h a t  f o r  t h e  f i x e d  s t e p  s i z e  g rad ien t  
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search .  The r a t i o  of t he  norms of t h e  Chebyshev e r r o r  vec to r  t o  t h e  
f i x e d  s t e p  s i z e  e r r o r  vec to r  may be shown t o  decrease  expone%tial ly  
wi th  t h e  i t e r a t i o n  number M. Computer s imula t ion  f o r  var ious  types of 
channels has  v e r i f i e d  t h e s e  r e s u l t s .  
Addi t iona l  a n a l y s i s  of t h i s  Chebyshev-related a lgor i thm has focused 
on t h e  e f f e c t s  of  a d d i t i v e  no i se  on t h e  convergence. A r a t h e r  loose  
upper bound on t h e  var iance  of t he  e r r o r  vec tor ,  due t o  no i se ,  and ob- 
t a ined  by a randomly-generated s t e p  s i z e  argument, i n d i c a t e s  t he  
var iance  i s  roughly t h e  same as t h a t  f o r  f i xed  s t e p  s i z e .  There i s  thus  
no d e t e r i o r a t i o n  due t o  no i se  us ing  t h i s  type o f  g r a d i e n t  search .  
Extensive computer s imula t ion  has  been begun t o  v e r i f y  the  var iance  
bound. Fur ther  work is cont inuing  t o  t i g h t e n  t h e  bound, t o  analyze 
s e v e r a l  s p e c i f i c  types of channels ,  and t o  compare i n  d e t a i l  t he  Cheby- 
shev approach wi th  both f ixed  s t e p  s i z e  and optiniuni g rad ien t  search  
procedure.  
- - - ____ ~ -----*--=-pr=-v ---=--z- 
Nonlinear D i s t o r t i o n  and Adaptive Equal izers  
Most prev ious  work on adapt ive  e q u a l i z a t i o n ,  inc luding  the  WOi*'< 
de sc r ibed  above has  focused on minimizing in t e r sxpbo l  i n t e r f e r e n c e  we 
t o  channel amplitude and phase d i s t o r t i o n .  We have now i n i t i a t e d  a 
s tudy  of t h e  e f f e c t s  of non l inea r  channel d i s t o r t i o n  on t h e  e q u a l i z e r  
p I: o b l e m  . 
S p e c i f i c a l l y  two approaches a r e  t o  be i n i t i a l l y  i n v e s t i g a t e d :  
1. Assuming a predetermin-2 s t r u c t u r e  f o r  t he  equa l i zeL  i n v e s t i g a t e  
both i t s  u l t i m a t e  c a p a b i l i t i e s  i n  n in imiz ing  intersymbol i n t e r f e r e n c e  
and var ious  a lgor i thms f o r  au tomat i ca l ly  adapt ing  t o  t h e  d e s i r e d  
c h a r a c t e r i s t i c s ;  2 .  Using some optimim criterion--minimum p r o b a b i l i t y  
of e r r o r  OT l e a s t  mean-squared e r ro r - - s t t empt  t o  o b t a i n  an optimum form 
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for the structure of the equalizer. 
A s  is true with most nonlinear problems general results,will pre- 
sumably be difficult to obtain. However, by restricting ourselves to 
particularly simple yet meaningful cases wi3 'nope to gain insight into 
the problem. Specifically, the types of nonlinearity to be investigated, 
for which some preliminary analysis has already been completed, include 
quadratic and cubic distortion terms. The size of the equalizer (number 
of filter coefficients) will also be restricted. to a manageable number, 
and intersymbol interference will be assumed limited to adjacent bounds 
only. 
Some thought indicates that any adaptive equalizer working with 
signals having come through a nonlinear channel must contain nonlinear 
terms as well. A s  a particularly simple predetermined structure for 
represent a nonlinear input-output relationship between an input signal 
x(t) and the output y(t). The resultant functional power series i 3 a y  be 
considered to be the generalization of a transfer function to non:" j near 
systems. The first term in the series represents a general linear 
filter, and so suggests a linear non-recursive digital filter as its 
implementation. The second term turns out t o  be given by the linear 
sum of second-order products of the delayed input samples, etc. 
Some limited computcr simulation of such an ad hoc equalizer scheme 
indicates that it does in fact provide improved equalization with non- 
linear distortion present over a purely linear equalizer of the same 
size. 
structuresremain to be investigated, however. 
Its ultimate capabilities as well as comparison to more "optimum" 
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4 .  Signal Zero-Crossings as Information Carriers in Communication 
B Systems C23, [31 
The distribution of zero-crossings has received little attention 
as a means of signal transmission. However, the intelligibility of 
clipped speech is well known from Licklider‘s work [SI .  This pheno- 
menon suggests the idea that zero-crossings carry much information 
about the signal. Another fact is the striking equality between the 
number of degrees of freedom per unit of time of a bandlimited signal 
and the maximum density of zero-crossings of such a signal. 
Titchmarsh [ l o ]  has shown that a signal band limited to (-W,+W) is 
completely defined by its zero-crossings if the density of these points 
is 2W. Our purpose is t o  use a computer to secover the signal from its 
zero-crossings. Thus we require that they be uniformly distributed in 
crossing in each. This feature is necessary for a computer implemr?ita- 
tion since only a finite number of data can be processed at the sd1.e 
time; this leads to the recovery of the signal in an interval from the 
zeros it contains(with a resulting error); uniform distribution of Lhe 
zeros insures uniform goodness of fit of the approximation in successive 
intervals. 
A signal with these t w o  properties will be called an optimum 
signal. In the following -:e investigate an algorithm Lo recover an 
optimum signal from its zeros. It is usual for a communication engineer 
to expand a signal truncated in time in a Fourier series. We thus come 
to an algorithm which follows this philosophy. Let 
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+N 
be t h e  approximation wi th  t h e  same zero-cross ings  as t h e  s i g n a l  x ( t )  i n  
t h e  i n t e r v a l  (-T, +T). Since t h e  s i g n a l  i s  optimum t h e  i n t e r v a l  con ta ins  
4WT zeros ,  t h e r e f o r e  i f  w e  know t h e  zero-cross ing  l o c a t i o n s  and t h e  
energy of t h e  s i g n a l  i n  the  i n t e r v a l  we have enough information t o  com- 
pu te  4WT + 1 c o e f f i c i e n t s  i n  t h e  above equat ion;  thus  w e  l e t  N = 2WT. 
A 
From the  i d e n t i t y  o f  t h e  zero-cross ings  of x ( t )  and x ( t )  w 2  can 
w r i t e  
where q = exp(jwot) and qi i s  t h e  va lue  taken by q a t  t h e  i - t h  zero- 
2 C 
2N c 'iqj = +-- cO 
i=l, j>i 
3 
q q q  = - -  
0 
C 
2 N  
1 i j k  C 
i=l, k>jX 
etc.  




2 ET x ( t ) d t  = -- 2T 
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It i s  e a s i l y  seen t h a t  t h i s  a lgor i thm does no t  i n  genera l  l ead  t o  t h e  
c l a s s i c a l  e q u a l i t y  of Four ie r  series theory 
= cJ; 
N-k N+k C 
and t h e r e f o r e  ^x(t) i s  u s u a l l y  a complex func t ion .  
of x ( t )  a s  an approximation, t h e  s igna l -  to-mean-square-error r a t i o  f o r  
var ious  optimum s i g n a l s  and i n t e r v a l s  of t i m e  conta in ing  6 zero-cross ings  
i s  of t he  o rde r  o f  20  db. 
Taking the  real  p a r t  
A 
For the  c l a s s  of optimum s i g n a l s  t he  output  s i g n a l - t o - n o i s e - r a t i o  
(i)o of a communication system c o n s i s t i n g  of a c l i p p e r ,  t h e  channel,  a 
second c l i p p e r  and the  computer can be eva lua ted  f o r  h i &  channel ( inpu t )  
s igna l -  t o -no i se  r a t i o  (-) and l a r g e  bandwidth. We g e t  
S 
S 
N i  
i . e ,  e s s e n t i a l l y  an exponent ia l  behavior .  
For t h e  t ransmiss ion  of a genera l  bandl imited s i g n a l  x ( t )  we f i r s t  
t rans%rm the  s i g n a l  i n t o  an optimum s i g n a l  and t r ansmi t  on two s e p a r a t e  
chanr3e;s t he  zero  c ros s ings  of  t he  cptinmm s i g n a l  and a s i m p l e  coded 
sequvrce enabl ing  t h e  o r i g i n a l  s i g n a l  t o  be recovered. In  t h i s  case  t h e  
output  s igna l - to -no i se  r a t i o  i s  s t i l l  given by an exponent ia l  func t ion  
of t h e  channel s i g n a l -  to -noise  r a t i o .  
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