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ABSTRACT
Musical notes are often modeled as a discrete sequence
of points on a frequency spectrum with possibly differ-
ent interval sizes such as just-intonation. Computational
descriptions abstracting the pitch content in audio music
recordings have used this model, with reasonable success
in several information retrieval tasks. In this paper, we
argue that this model restricts a deeper understanding of
the pitch content. First, we discuss a statistical model of
musical notes which widens the scope of the current one
and opens up possibilities to create new ways to describe
the pitch content. Then we present a computational ap-
proach that partially aligns the audio recording with its
music score in a hierarchical manner first at metrical cycle-
level and then at note-level, to describe the pitch content
using this model. It is evaluated extrinsically in a classi-
fication test using a public dataset and the result is shown
to be significantly better compared to a state-of-the-art ap-
proach. Further, similar results obtained on a more chal-
lenging dataset which we have put together, reinforces that
our approach outperforms the other.
1. INTRODUCTION
A musical note can be defined as a sound with a definite
pitch and a given duration. An interval is a difference be-
tween any two given pitches. Most melodic music tradi-
tions can be characterized with a set of notes it uses and the
corresponding intervals. They constitute the core subject
matter of research concerning the tonality and melodies of
a music system. For any quantitative analyses therein, it
is required to have a working definition and a consequent
computational model of notes which dictate how and what
we understand of the pitch content in a music recording.
In much of the research in music analysis and informa-
tion retrieval, the most commonly encountered model is
one that considers notes as a sequence of points separated
by certain intervals on frequency spectrum. There are dif-
ferent representations of the pitch content from a given
recording based on this notion, the choice among which
is influenced to a great degree by the intended applica-
tion. Examples include pitch class profiles [1], harmonic
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pitch class profiles [2], pitch histograms [3] and pitch ker-
nel density estimates [4] besides others.
Albeit a useful model of notes used alongside several
information retrieval tasks, we believe it is limited in its
purview. To elaborate, we consider the case of Carnatic
music, an art music tradition from south India. The coun-
terpart to note in this tradition is referred to as svara, which
has a very different musicological formulation. A svara is
defined to be a definite pitch value with a range of variabil-
ity around it owing to the characteristic movements arising
from its melodic context. The seven svaras in Carnatic mu-
sic are S(a), R(i), G(a),M(a), P (a), D(ha), N(i), which
account for 12 pitch positions (svarasthanas), S, R1, R2/
G1,R3/G2,G3,M1,M2, P ,D1,D2/N1,D3/N2,N3 [5].
It is emphasized that the identity of a svara lies in this vari-
ability [5], which makes it evident that the former model
of notes has a very limited use in this case. The arguments
related to variability are also relevant to Hindustani music,
an art music form prevalent in northern parts of the Indian
subcontinent and as well as many other melody-dominant
music cultures such as Ottoman-Turkish makam music.
In this paper, we discuss a statistical model of notes that
broadens the scope of the former, encapsulating the no-
tion of the variability in svaras (Section 3). We develop a
methodology that exploits score information to automati-
cally process the pitch content of audio recordings (Sec-
tion 4). The methodology first aligns the audio recording
with the relevant music score. This step is designed to han-
dle the structural differences between the music score and
the audio performance. Next, the pitch values are aggre-
gated for each note symbol from the aligned instances of
the notes and these pitch values are used to compute a sta-
tistical representation for each note. The methodology is
evaluated extrinsically in a classification task comparing
the results with a state-of-the-art system [6] (Section 5) us-
ing two datasets (Section 2).
Our contributions in this paper can be summarized as:
1. A novel, computational note model, which is able to
describe the characteristics of the notes statistically
besides its definite location
2. Adaptation of a state of the art audio-score align-
ment method proposed for another melody dominant
culture to Carnatic music
3. Simplifications and generalizations on the adapted
audio-score alignment method
4. A new dataset of Carnatic music, composed of audio
recordings and music scores linked to each other in
the document-level
Raaga #Comp. #Singer #Rec.
Anandabhairavi 3 5 7
Atana 4 5 5
Bhairavi 5 7 8
Devagandhari 5 5 5
Kalyani 4 4 5
Todi 9 15 15
Total 30 24 45
Table 1. A more diverse dataset compared to the Carnatic
Varnam dataset. This consists of 40 recordings in 6 raagas
performed by 24 unique singers encompassing 30 compo-
sitions.
2. DATA
For evaluation, we use the Carnatic Varnam dataset 1 (see
[6] for a description of varnams and the dataset). Varnams
are compositions that are often sung to the score unlike
several other forms which are interlaced with improvisa-
tion. Note that even though the order of the cycles in the
score are retained, the performers tend to omit a few cycles
or repeat a few of them twice with some minor variations.
The dataset has annotations at the metrical cycle-level syn-
chronizing the audio recording and the extracted melody
with the score. There are 7 raagas, 27 recordings and 1155
cycle-level annotations. The average cycle-duration is 9.8
seconds with a standard deviation of 1.2 seconds. The mu-
sic scores in the dataset are notated as a sequence of svara
symbols and their relative durations. The metrical cycles
are indicated in the score. There is no nominal tempo infor-
mation in the score as the performance tempo is decided by
the performer. With an assumption that each svara within
the cycle is sung exactly according to its relative duration
in the score, the svaras in the recording are annotated semi-
automatically.
This dataset comes with a limitation that all the perfor-
mances of a given raaga are of the same composition. The-
refore the representation computed for a svara can be spe-
cific to either the raaga or the composition. In order to
eliminate this ambiguity, we have put together another data-
set, which is more diverse in terms of the number of com-
positions per raaga. 2 The details of the dataset are shared
in Table 1. The Carnatic Varnam dataset is drawn from
the performances of a compositional form known as var-
nam. Our dataset contains performances of another com-
positional form known as kriti. The latter are more com-
mon in concert performances, where the performers take
liberty to do an impromptu improvisation. As a result,
kritis are almost always not sung to the score and hence
pose more challenges compared to varnams for a score-
informed approach such as ours. Note that we follow the
same format of the scores in Carnatic Varnam dataset to
notate the kriti compositions.
1 Available at http://compmusic.upf.edu/carnatic-varnam-dataset
2 The dataset is available at http://compmusic.upf.edu/
node/314.
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Figure 1. Example pitch contours of M1 svara in different
raagas. the X-axis is time normalized with respect to the
length of each pitch contour. The tuning of M1 svara ac-
cording to the just-intomation temperament (498 cents) is
indicated with a continuous red line. Notice that the major-
ity of the pitches are sung quite distant from the theoretical
tuning.
3. MODEL OF MUSICAL NOTES
Research that involved analysis of svaras in Indian art mu-
sic has time and again shown that reducing svara to a fre-
quency value results in loss of important information [4,7,
8]. Computational svara descriptions that use more melodic
context for the description of a svara such as pitch his-
tograms, have been shown to outperform the naive descrip-
tions such as pitch-class distributions [6, 9]. We build on
these observations from the past research and consolidate
that to a statistical model of notes that would facilitate ex-
tracting information that is otherwise opaque to the cur-
rently used model.
Figure 1 shows melodic contours extracted from the indi-
vidual recordings ofM1 svara (498 cents in just-intonation)
in different raagas. It shows that a svara is a continuum of
varying pitches of different durations, and the same svara is
sung differently in two given raagas. Note that a svara can
vary even within a raaga in its different contexts [7,8]. Tak-
ing this into consideration, we propose a statistical model
of notes that aims for a more inclusive representation of
pitches constituent in a svara. In this model, we define a
note as a probabilistic phenomenon on a frequency spec-
trum. This notion can be explored in two approaches that
are complementary in nature: i) temporal, which helps to
understand the evolution of a particular instance of a svara
over time (This has been theoretically explored in [8]) and
ii) aggregative, which allows for studying the whole pitch
space of a given svara in its various forms, often discarding
the time information.
Our method, presented in the following section, takes the
latter approach. From the annotations in our dataset, we
aggregate the pitch contours over the svara reported in Fig-
ure 1 for the same set of raagas. Figure 2 shows its repre-
sentations, computed as described in Section 4.2. The cor-
respondences between the two figures are quite evident.
For instance, M1 in Begada is sung as an oscillation be-
tween G3 (386 cents) and M1. The representation reflects
this with peaks at the corresponding places. Further, the
shape of the distributions reflect the nature of pitch activity
therein. The goal of our approach is to obtain such repre-
sentations for svaras across different raagas in our dataset
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Figure 2. Histograms of M1 svara computed from the
annotated pitch contours shown in Figure 1. The tuning
of M1 svara according to the just-intomation temperament
(498 cents) is indicated with continuous red lines.
automatically.
4. METHODOLOGY
Our method starts by aligning the audio and the score at the
cycle- and the svara-level (Section 4.1). Then the pitch val-
ues in different instances of a given svara are obtained and
an aggregate representation of a svara is computed (Sec-
tion 4.2).
4.1 Audio-score alignment
Audio-score alignment can be defined as the process of
finding the segments in the audio recording that correspond
to the performance of each musical element in the music
score. For this task, several approaches have been pro-
posed using techniques such as Hidden Markov models [10,
11], conditional random fields [12] and dynamic time warp-
ing [13–15].
The structural mismatch between the music score and
the audio recording is a typically encountered challenge in
audio-score alignment. This is also common phenomenon
in the performances of varnams and kritis, where the sin-
gers tend to repeat, omit or insert cycles in the score. To
overcome this problem there exists methodologies, which
allow jumps between structural elements [14, 16]. How-
ever these methodologies are not designed to skip musi-
cal events in the performance, which are not indicated in
the score, such as impromptu improvisations commonly
sung in kritis (Section 2). Moreover, we may not need a
complete alignment between the score and audio record-
ing in order to accumulate a sufficient number of samples
for each svara.
In [17], an audio-score alignment methodology for align-
ing audio recordings of Ottoman-Turkish makam music
with structural differences and events unrelated to the mu-
sic score was introduced, and it is later extended to note-
level alignment in [18]. The methodology proposed in [17],
divides the score into meaningful structural elements us-
ing the editoral section annotations in the score. It ex-
tracts a predominant melody from the audio recording and
computes a synthetic pitch of each structural element in
the score. Then it computes a binarized similarity ma-
trix for each structural element in the score from the pre-
dominant melody extracted from the audio recording and
the synthetic pitch. The similarity matrix has blobs re-
sembling lines positioned diagonally, indicating candidate
alignment paths between the audio and the structural ele-
ment in the score. Hough transform, a simple and robust
line detection method [19], is used to locate these blobs
and candidate time-intervals for where the structural ele-
ment is performed is estimated. To eliminate erroneous es-
timations, [17] uses a variable-length Markov model based
scheme, which is trained on structure sequences labeled
in annotated recordings. Finally, Subsequence Dynamic
Time Warping (SDTW) is applied to the remaining struc-
tural alignments to obtain the note-level alignment [18].
Our alignment methodology is based on the procedure
described in [17, 18]. Since the original methodology is
proposed for Ottoman-Turkish makam music, we optimize
several parameters according to the characteristics of our
data. We also modify several steps in the original method-
ology for the sake of generalization and simplicity. These
changes will be detailed throughout this section, hereafter.
The procedure in our methodology can be summarized as:
1. Extract features from the audio recording and the
music score (Section 4.1.1)
2. Estimate possible partial alignments between the au-
dio recording and the score in the cycle-level (Sec-
tion 4.1.2)
3. Discard erroneous estimations (Section 4.1.3)
4. Extract svara samples from the note-level alignment
within each aligned cycle. (Section 4.1.4)
4.1.1 Feature Extraction
Given an audio recording, we extract a predominant melody
using the method proposed in [20], which has been shown
to output reliable pitch estimations on Carnatic music re-
cordings [6]. We denote the predominant melody extracted
from the audio recording as f =
(
f1, . . . , fV
)
, where V is
the number of samples in the predominant melody. The
sampling rate of the predominant melody is equal to ≈
334.5 Hz, which is reported as an optimal for the method-
ology in [20]. Note that the timestamp of a pitch sample,
fi, is denoted as τ(fi).
We then normalize the pitch values, fi ∈ f , from Hz to
cent scale with respect to the tonic frequency, t, by:
xi = 1200 log2
(fi
t
)
(1)
Note that there are 1200 cents in an octave. The tonic
is extracted automatically using [21], which is reported to
output near-perfect results in identifying the tonic of Car-
natic music recordings. We denote the normalized pre-
dominant melody extracted from the audio recording as
x =
(
x1, . . . , xV
)
.
Parallel to audio predominant melody extraction, the sva-
ra symbols notated in the score are mapped to their cent-
scale equivalents using just-intonation temperament [22].
Then, the score is divided into cycles according to the cy-
cle boundaries annotated in the score. For each cycle (n),
a synthetic pitch is computed by sampling a hypothetical
continuous pitch contour corresponding to the svara se-
quence [17]. In this process, we consider the tempo of
the score as 70 bpm, which is reported in [9] as the aver-
age tempo in the Carnatic Varnam dataset. We denote the
synthetic pitch of cycle (n) as y(n) =
(
y
(n)
1 , . . . , y
(n)
W (n)
)
,
n ∈ [1 : N ], where N is the number of cycles in the score
and W (n) is the number of samples in the synthetic pitch.
The sampling rate of the synthetic pitch is equal to the sam-
pling frequency of the audio predominant melody. During
the synthetic pitch computation, the svara onset and offset
timestamps are recorded. We will use this information to
obtain the svara-level alignment (Section 4.1.4) later.
4.1.2 Estimating cycle-level alignment
Instead of Hough transform used in [17], we use Itera-
tive Subsequence Dynamic Time Warping (ISDTW) [23,
Chapter 4], a common methodology used to find a queried
subsequence in a given target [24,25] to estimate the time-
intervals, where a cycle is performed. Our preliminary ex-
periments on the Carnatic Varnam Dataset showed that us-
ing ISDTW gave comparable results to Hough transform.
Moreover, ISDTW simplifies the note-level alignment step
compared to [18] since note onset and offsets can be di-
rectly inferred from the paths obtained from ISDTW, with-
out introducing an additional process (e.g. SDTW in [18])
as described in Section 4.1.4.
We set the step size to {(2, 1) , (1, 1) , (1, 2)}. This step
size restricts the path between half and double of the tempo,
which helps to avoid pathological errors. To obtain an ac-
cumulated cost matrix, C(n) for each cycle (n), we use the
local distance measure:
d
(
xi, y
(n)
j
)
= min
((|xi − y(n)j | mod 1200),
1200− (|xi − y(n)j | mod 1200)) (2)
where xi and y
(n)
j denote the i and j
th samples of the audio
predominant pitch x and synthetic pitch y(n), respectively.
This distance may be interpreted as the shortest distance
in cents between two pitch classes. It is not affected by
octave-errors in the normalized predominant melody [17].
We use the iterative algorithm given in [23, Page 81] to
estimate multiple alignments for each cycle (n). We iterate
the algorithm for 10 times for each cycle. After each itera-
tion, we obtain an estimation e(k,n) with an optimal align-
ment, p(k,n) =
(
p
(k,n)
1 . . . p
(k,n)
L(k,n)
)
with p(k,n)l =
(
r
(k,n)
l ,
q
(k,n)
l
)
, r(k,n)l ∈ x, q(k,n)l ∈ y(n), l ∈
[
1 : L(k,n)
]
(where
L(k,n) is the length of the alignment p(k,n)) and k ∈ [1 : 10]
(since there are 10 iterations for each cycle). The esti-
mated time-interval, t(k,n), is the subsequence of the audio
recording in the time-interval [τ
(
r
(k,n)
1
)
: τ
(
r
(k,n)
L(k,n)
)
].
For each alignment we also record the cost at each step as:
d(k,n) =
(
d
(k,n)
1 , . . . , d
(k,n)
L(k,n)
)
=
(
d
(
r
(k,n)
1 , q
(k,n)
1
)
, . . . , d
(
r
(k,n)
L(k,n)
, q
(k,n)
L(k,n)
))
(3)
After each iteration, we set the values between r(k,n)l ±
0.1W (n) in the accumulated cost matrix, C(n), to infin-
ity for the next iteration to ensure a new path will not be
searched nearby. Remember W (n) is the number of sam-
ples in the synthetic pitch, y(n).
To distinguish correct alignments from the erroneous, we
compute a similarity value s(k,n) ∈ [0 : 1] for an itera-
tion (k) of the cycle (n). We use the similarity measure
between the cycle and the estimated alignment proposed
by [17, Page 15, described as weight normalization]:
s(k,n) =
∑L(k,n)
l β(p
(k,n)
l , q
(k,n)
l )
L(k,n)
(4)
where the binarization criteria is defined as:
β(a, b) =
{
1, d
(
a, b
) ≤ α
0, d
(
a, b
)
> α
(5)
In Section 5, we present the experiments to find the opti-
mal value for the binarization threshold, α. The true posi-
tives are observed to typically emit a higher score than the
erroneous ones. Performing the ISDTW for each cycle,
we obtain estimations e(k,n) =
{
n, t(k,n), p(k,n), s(k,n)
}
,
where n is the cycle extracted from the score, t(k,n) is the
estimated time-interval in the audio recoding, p(k,n) is the
optimal alignment of the estimation and s(k,n) is the simi-
larity value of the estimation.
4.1.3 Discarding erroneous estimations
At this step we obtain a considerable number of correct
estimations albeit with a comparable number of erroneous
estimations. Nonetheless, we need to ensure a high preci-
sion in the cycle-level alignment to obtain a reliable svara
description. In order to achieve this we can afford to trade
the recall in the process since a moderate recall in the cycle-
level alignment would still be able to supply a good num-
ber of samples per svara.
The method proposed for discarding erroneous estima-
tions in [17] is not generalizable as introducing a new form
with a different structure requires substantial number of
training recordings in that form. For this reason, we choose
to use an unsupervised estimation selection scheme, which
is more generalizable and simpler.
We classify the estimations into two classes with respect
to their similarity values using k-means clustering [26].
We use squared Euclidean distance as the distance measure
and discard the cluster with low scores. Next, we check
if there are estimations, which overlap more than 3 sec-
onds in time. In such a case we only keep the estimation
with the highest similarity value as the music has a single
melody track throughout. In Section 5, we report align-
ment results after discarding estimations both without (i.e.
only discarding overlapping estimates) and with k-means
clustering.
4.1.4 Svara-level alignment
Recall that the svara onset and offset timestamps in each
cycle of the synthetic pitch, y(n), are known. The aligned
svara onset and offsets are directly obtained as the times-
tamps τ
(
r
(k,n)
l
)
, which are mapped to these onsets and
offsets inside the alignment p(k,n) =
(
p
(k,n)
1 . . . p
(k,n)
L(k,n)
)
,
respectively.
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Figure 3. Description of M1 svara (498 cents in just into-
nation) using our approach.
4.2 Computing svara representations
For a given recording, for each svara, σ, in the correspond-
ing raaga, we obtain a pool of normalized pitch values,
xσ = {xσ1 , xσ2 , . . . }, aggregated over all the aligned in-
stances from its melodic contour (Section 4.1.4). Our rep-
resentation must capture the probabilities of the pitch val-
ues in a given svara. Histograms are a convenient way for
representing the probability density estimates [4,6]. There-
fore, we compute a normalized histogram over the pool of
the pitch values. For brevity sake, we consider pitch val-
ues over the middle octave (i.e., starting from the tonic) at
a bin-resolution of one cent:
hσm =
∑
i λm(x
σ
i )
|xσ| , (6)
where hσm is the probability estimate of the m-th bin, |xσ|
is the number of pitch values in xσ and λ function is de-
fined as:
λm(a) =
{
1, cm ≤ a ≤ cm+1
0, otherwise
(7)
where a is a normalized pitch sample and (cm, cm+1) are
the bounds of the m-th bin.
Figure 3 shows the representations obtained in this man-
ner for M1 svara (our running example from Figure 1) in
different raagas. Notice that the representations obtained
for M1 are similar to the corresponding representations
shown in Figure 2. This representation allows to deduce
important characteristics of a svara besides its definite lo-
cation (i.e., 498 cents) in the frequency spectrum. For in-
stance, from Figure 3, one can infer thatM1 in Begada and
Saveri are sung with an oscillation that ranges from G3
(386 cents) to P (701 cents) in the former and M1 to P in
the latter.
5. EVALUATION AND RESULTS
Our method is evaluated on the two datasets described in
Section 1 using the following tasks:
i. The cycle-level alignment, evaluated intrinsically us-
ing the ground truth annotations from the Carnatic
Varnam dataset.
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Figure 4. Results of cycle-level alignment for different
binarization threshold values.
ii. The svara-level alignment and the computed repre-
sentation, evaluated extrinsically using a raaga clas-
sification task on both the datasets.
The svara-level alignments cannot be verified in an in-
trinsic manner because marking the ground truth is prone
to be erroneous as it is difficult for even musicians to agree
with each other on the exact boundaries of a svara sung in
a melodic continuum. 3
To evaluate the cycle-level alignment, we check the time-
distance between the estimated borders of the cycle and
annotated borders as described in [17]. A cycle is marked
as a true positive if the distance between both of the bound-
aries of the aligned cycle and the relevant annotation is less
than 3 seconds. It is marked as a false positive otherwise.
If there is no estimation for an annotation, it is marked as
a false negative.
Figure 4 shows the recall, precision and F1-score for dif-
ferent binarization thresholds used in similarity compu-
tation. Figure 4a shows that our methodology achieves
a balanced recall and precision in the cycle-level align-
ment even without having a precise information on the
performance tempo. Figure 4b shows that the process de-
scribed to the discard erroneous alignments (Section 4.1.3)
removes most of the false positives within an acceptable
decrease in recall. It can also be observed that our cycle-
level alignment is insensitive to the binarization threshold,
α. When the parameter is selected between 50 cents (a
quarter tone) and 200 cents (a whole tone), there is no a sig-
nificant difference in the alignment results at the p = 0.01
level as determined by a multiple comparison test using the
Tukey-Kramer statistic. Hereafter, we report results for a
binarization threshold of 150 cents.
Using an α of 150 cents, we achieve a 0.42 recall, 0.81
precision and 0.56 F1-score in cycle-level alignment af-
ter discarding the erroneous estimations. The mean and
the standard deviation of the true positives are 0.62 and
0.59 seconds, respectively. Within the Carnatic Varnam
dataset, we align 606 cycles and 15795 svaras in total.
Out of these cycles 490 are true positives. By inspect-
ing the false positives we observed two interesting cases:
occasionally an estimated cycle is marked as false posi-
tive when one of the boundary distances is slightly more
than 3 seconds. The second case is when the melody of
3 The experiments and the results are available at http://
compmusic.upf.edu/node/314.
Method Carnatic Varnam dataset Our dataset (Table. 1)
Context-based svara distributions [6] 0.62 0.64
Our approach 0.95 to 1 0.88
Using the groundtruth annotations 0.95 N/A
Table 2. Results of raaga classification task over the two datasets using different approaches.
the aligned cycle and performance is similar to each other
(s(k,n) > 0.6). In both situations considerable number of
the note-level alignments would still be useful for the svara
model. Within our kriti dataset, 1938 cycles and 59209
svaras are aligned in total.
We use a raaga classification task to evaluate the correct-
ness of the svara alignments and the usefulness of the svara
representation created using our statistical model. Our svara
representation was shown to perform better compared to
the existing representations in our previous work [6]. There-
fore, in this task our primary motive is to evaluate the cor-
rectness of the svara alignments. However, as marking the
svara boundaries is not a viable task, we combine it with
evaluating the usefulness of the representation itself in a
raaga classification task. We parametrize the representa-
tion of each svara using a set of features proposed in our
aforementioned work, which include salient observations
and the shape parameters of the histogram:
i. The highest probability value in the histogram of the
svara
ii. The pitch value corresponding to the highest proba-
bility
iii. A probability-weighted mean of pitch values
iv. Pearson’s second skewness coefficient
v. Fisher’s kurtosis
vi. Variance
There are 12 svaras in Carnatic music, where each raaga
has a subset of them. For the svaras absent in a given raaga,
we set the features to a nonsensical value. Each recording
therefore has 72 features in total.
The smallest raaga-class has three recordings in the Car-
natic Varnam dataset, with few classes having more, so
we subsampled the dataset six times (corresponding to the
highest number of recordings for a class) with three record-
ings per class. We have also subsampled our dataset in a
similar manner. The k-nearest neighbors classifier was ear-
lier shown to perform the best in several raaga classifica-
tion tasks with varied feature sets [6]. We use the same,
with Euclidean distance metric and the number of neigh-
bors set to one.
We compare the results of our approach with the one pro-
posed by Koduri et al. [6] which was shown to outperform
the previous methods of raaga classification by a slight
margin. Their approach uses a moving window to estimate
the local temporal context of a small section of melodic
contour which is further used to estimate the svara sung at
that instance. For each svara, we obtain the corresponding
pitch values and use them to create a representation using
the method described in Section 4.2, and parametrize it as
described earlier in this section. We further compare these
results with that obtained using the representation com-
puted from the annotated svara instances in the dataset.
We performed the classification experiment over the sub-
samples of the two datasets using the leave-one-out cross-
validation technique. For our approach, we repeated the
experiment with the alignment data resulting from differ-
ent binarization thresholds. The mean F1-scores using the
representations obtained from the annotations in the dataset,
our approach and [6] across the subsampled datasets for
the two datasets are reported in Table. 2. Our approach has
performed significantly better than the earlier one in [6] on
both datasets, and is on par with the method using anno-
tated data. This is a strong indication that our description
using the statistical model succeeds in capturing the vari-
ability, and therefore the identity of svaras. We also ob-
served that different binarization threshold values have a
unimportant impact on the classification accuracy.
6. CONCLUSIONS
We have presented a statistical model of musical notes that
expands the scope of the current model in use by address-
ing the notion of variability of svaras. An approach that
builds on this model and exploits scores to describe pitch
content in the audio music recordings is presented and eval-
uated at various levels. The results clearly indicate that
our approach is successful in obtaining a computational de-
scription of the svaras improving over the state-of-the-art
results significantly.
The Carnatic Varnam dataset has 7 raagas, one composi-
tion per raaga sung by 3 to 5 artists. We believe this to be
one of the contributing factors to a near perfect result us-
ing our approach in the raaga classification test. We have
put together a more diverse dataset that encompasses more
compositions per raaga. Our approach has been shown to
be robust to the variability of svaras across compositions
in a given raaga. However, we seek attention to the fact
that our alignment method relies on the average tempo of
the recordings computed from the annotations of the Car-
natic Varnam dataset [6]. In order to make the system more
self-reliant, we plan to add an initial tempo estimation step
similar to [16] by aligning a single cycle using SDTW and
resynthesizing the synthetic pitches according to the esti-
mated tempo. We also plan to improve the alignment step
by incorporating the svara models in the similarity compu-
tation within a feedback mechanism.
An interesting direction to our work is to infer possible
facts about a svara from its description. For instance, an-
swering questions such as: i) Is the svara sung steadily?
ii) Where is the oscillation on a svara anchored? and so
on. These can further be used as parameters that describe
the svara even more concisely. Another direction which in-
terests us is the development of alternative computational
descriptions using our statistical model of notes.
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