The year 2010 has seen many major developments in optical bioimagingVtoo many to fully survey here. We concentrate on breakthroughs that impact on future bioimaging of live animals and humans, including advances in resolution, imaging depth, speed, and function.
Resolution Beyond the Diffraction Limit
The ever-growing demand in biology for improved resolution has stimulated the development of super-resolution microscopy techniques [1] , which are so called because they surpass the fundamental diffraction limit first described by Abbe in 1873. Enormous strides have been taken in recent years [2] , [3] , and the first super-resolution microscopes have become commercially available. To date, three approaches have emerged, based, in broad terms, on nonlinear fluorophore responses to reduce the emission spot size [4] , multiple stochastic localizations of single molecules to build up an image from a sequence of events [2] , [3] , or spatial-frequency engineering by structured illumination [5] . Despite the advances represented by these approaches, the monitoring of dynamic processes at super-resolution without affecting a cell's physiology or viability remains an elusive goal.
In 2010, activity in super-resolution techniques remained strongVboth their use in biological imaging and their technical development [6] - [8] . An issue often overshadowed by the spectacular images produced is the computational overhead. Algorithms to speed up stochastic super-resolution methods have been the focus of several investigators in the last year [7] , [8] . Another intriguing computational line of research [9] , [10] is the application to optical super-resolution of compressed sensing signal processing techniques [11] . Compressed sensingVa field that has exploded in recent yearsVis generally directed toward reducing sampling requirements without loss of information. It incorporates the prior knowledge that a sample is sparse in a given basis set used to describe it. In optics, this can be real space and, thus, may apply to sparse objects such as cells, filaments, or vesicles. Compressed sensing is able to use this knowledge to extrapolate beyond the spatial frequency cutoff of an (low-pass) imaging system. Early results are promising, although in common with other methods [12] , [13] , resolution improvement has only been shown in a low-numerical aperture system. Super-resolution of better than half the wavelength of light is expected soon, however. This computational technique could be applied to many bioimaging approaches and, therefore, has a potentially very wide impact. A major test will be how well it reconstructs images of interesting biological objects and with what resolution. How it compares with conventional wide-field deconvolution microscopy [14] is another open question.
Wavefront EngineeringVDeeper Imaging
In optical microscopy, scattering of the light incident on, or generated by, the sample is always a source of problems. This holds true however it is generated, whether by fluorescence, harmonic generation, other nonlinear processes, or just plain elastic scattering. Even for the thinnest biological samples (cells and tissue sections), confocal fluorescence microscopy can experience significant resolution degradation in specimens only tens of micrometers thick [15] . In essence, wavefronts are corrupted by refraction and diffraction in the overlying medium, in much the same way as stars are blurred and twinkle when viewed through the intrinsic turbulence of the atmosphere. Adaptive optics was first developed to address this issue in astronomy. The detected wavefront is directly measured and the results used to remove the aberrations by deforming a telescope's mirror in a feedback loop. Applying adaptive optics to microscopy is challenging. Point sources are not generally available, wavefronts cannot readily be measured within a sample, aberrations in entering and exiting beams can be different, and multiple scattering further complicates matters.
The earliest work applying adaptive optics to microscopy was performed on the retina. By removing the aberrations caused by the eye, spectacular images of rods and cones were obtained [16] . Early work in biological confocal microscopy [17] produced more modest improvements, but the recent demonstration of correction in two-photon images of mouse embryos, based on iterative image processing, shows greater improvement [18] . In 2010, two groups advanced wavefront correction, with impressive new results. A group led by Dholakia employed a modal method [19] in which the sample is sequentially illuminated by a set of orthogonal modes. These were not the previously employed Zernike modes [shown on the left side of Fig. 1(a) ] [17] but are instead squareshaped modes tiling the Fourier plane in which the wavefront altering device, i.e., the spatial light modulator, is located. Measuring each mode's interference with a single reference mode sequentially optimizes the modes. Conveniently, the sample is always a Bguide star[Va microsphere point object in situ. The results are striking; optical trapping of beads is demonstrated through a 40-mthick turbid overlayer. A group led by Betzig [20] has put forward an alternative image-based zonal adaptive optics method [shown on the right side of Fig. 1(a) ]. It is based on indirectly measuring the wavefront and correcting it in discrete zones that tile the entrance pupil of the imaging. Both methods demonstrated high-fidelity reconstruction of a point object through a turbid overlayer although, in using up to 900 modes [19] , it is a laborious process. The zonal method [20] was used to correct cellular images in the basal layer of a 300-m-thick fixed brain tissue slice, with notable but more modest improvement.
So how far can we penetrate into tissues today without resorting to adaptive optics? With confocal microscopy, images can be produced from a few hundred micrometers into highly scattering samples. The utility of such images is evidenced by current clinical use in dermatology [21] . Multiphoton and nonlinear microscopy extend imaging depths toward 1 mm, and optical coherence tomography extends imaging depths still further into the 2-3 mm range [22] , sacrificing resolution to capture gross morphology. Eventually, multiple scattering causes the loss of image information and light more resembles a diffusion process. Until recently, this diffusion regime was thought to require approaches in which a property of the diffusion process, such as transit time, was the only rich source of information. In principle, if we neglect absorption, such multiply scattered light retains its image information if only we knew how to reverse the process. In recent years, several approaches to doing this have been demonstrated [23] - [25] . In 2010, Vellekoop et al. [25] have shown subdiffraction spot-size focusing using a thin highly scattering layer as the focusing element! A spatial light modulator controlled by a learning algorithm optimizes the incident phase front focused by the highly scattering layer in a lengthy sequential process broadly similar to those used in [19] and [20] . The experiment demonstrates the surprising result that scattering in a random medium placed behind a lens can be used to improve the focusing resolution to beyond the Abbe limit of the lens [see Fig. 1(b) ]. Such an approach could be used to focus to a spot much smaller than the wavelength of light used, which is a feat already achieved with microwaves [26] .
The focus on manipulation of wavefronts to achieve higher quality images and smaller focused spots raises the general question of what types of beams would be optimum for imaging through scattering heterogeneous media. In 2010, Bessel beams have received renewed attention in this regard [27] . These beams, which are typically generated by an annular amplitude mask or by its phase-mask near equivalent, i.e., an axicon, contain a narrow central lobe and many sidelobes and retain their intensity profile over an extended axial range [see Fig. 1(c) ]. They have been investigated in optical coherence tomography [28] to overcome the attenuation away from focus caused by the beam spread in an axial (depth) scan. In 2006, Leitgeb et al. [29] showed excellent images using Bessel beam illumination and Gaussian beam detection. In 2010, while developing narrow extended beams for selective plane illumination microscopy, the Bself-healing[ property of Bessel beams has been highlighted. Such beams are surprisingly highly effective in avoiding the shadowing effects of large overlying structures, which is a potential explanation of the high image quality in [29] . New general methods for generating related complex beam shapes have also been put forward in 2010 [30] . It is interesting to consider whether the Bessel beam is the optimum for imaging in turbid media.
Speed
Higher speeds in bioimaging serve a variety of purposesVcapturing dynamic events, avoiding motion artifacts, or making acquisition times, especially for 3-D imaging, practical. Optical coherence tomography leads the way in high-speed acquisition, breaking the Megahertz barrier in 2010 [31] . Huber et al. beat the previous record by a factor of 50 demonstrating a sustained rate of up to 20.8 million depth scans per second, 14 600 frames/s, and one full volume in 25 msVremarkably without sacrificing image quality.
Increased speed is required to make in vivo imaging feasible in various applications of nonlinear microscopy. It is a key issue in performing in vivo calcium imaging of neuronal network activity in the mouse brain. The strategy to increase the speed of two-photon microscopy, in this case, was to use acousto-optic scanners and a random access scanning protocol [32] . Dramatic technological improvements have recently led to the first in vivo mouse and human skin images using stimulated Raman scattering microscopyVan exceptional technical achievement [33] .
A powerful new development in drug discovery is the ability to screen chemical libraries for efficacy on living organisms, such as the roundworm C. elegans and the zebrafish. Such capabilities represent impressive feats of engineering, in synthesizing microfluidics, manipulation, and high-speed microscopy and microsurgery. In recent work [34] , high-throughput screening of zebrafish larvae, including laser microsurgery, was achieved at the rate of one every 20 s, executing a procedure that would take more than 10 min to perform manually.
Imaging Live Animals and Humans
2010 has seen the increasing sophistication of label-free optical microscopy methods. Olivier et al. [35] have developed a label-free protocol using second-and third-harmonic generation microscopy for imaging live cells in whole embryos without damage. By imaging unstained whole zebrafish embryos over their first ten cell-division cycles, they made the important observation that celldivision dynamics contrast markedly with conventional descriptions of this process.
Two-photon microscopy continued to enable advances in neuroscience in 2010. It has been used to monitor tumor metastasis in the mouse brain, with sensitivity to single cells, and even their stages; differentiating between dormant, regressing, and proliferating cells over many weeks [36] ! Using a two-photon enhanced phosphorescent nanoprobe, partial oxygen pressure in mouse cortical microvasculature has been measured [37] , and high-speed calcium imaging with two-photon microscopy has enabled improved time-resolved measurement of brain neuronal activity [32] .
To access internal organs, the challenges of propagation through overlying tissue can be circumvented by delivery of optical beams direct to the site via physical meansVand endoscopic confocal microscopy in mouse models has shown increases in sophistication and performance in 2010, including demonstrations of tracking cells [38] and monitoring tissue structures over months [39] . In solid tissues, the need for miniaturization to minimize trauma to the tissue makes imaging more difficult, but needle-based microscopes are also steadily advancing [40] .
In humans, confocal endomicroscopy is being explored for a wide range of clinical applications [41] . Many of these are directed toward cancer detection: generally in situ diagnosis for biopsy or surgical guidance. An important target is the esophagusVif precancerous changes are detected then most cancers can be prevented. Current biopsy methods often fail to detect precancer (dysplasia) through failing to hit the precancerous tissue in biopsy sampling. A 2010 study of 68 patients comparing confocal fluorescence endomicroscopy with standard four-quadrant biopsy [42] shows that challenges remain. Another appealing approach to cancer detection in situ was first demonstrated more than a decade ago. Light scattering spectroscopy [43] is used to detect the average increase in cell nuclear size and its spread caused by cancer. New results in 2010 [44] show promise for prescreening the esophagus for biopsy site selection. The method uses a side viewing, rotating translatable probe to record white light reflectance spectra in orthogonal polarizations over large areas of the esophagus. Maps produced by the technique revealed a high sensitivity of 92% and specificity of 96% in a double-blind comparison with biopsy reports, albeit on a small eight-patient cohort.
In 2010, several groups have reported important baseline studies on the capacity of optical coherence tomography to delineate tumor morphology in solid human tissues [45] , [46] . Surprisingly, given the length of time it has been in existence, such studies are in their infancy. Progress has been impeded by the slow development of the capability to make accurate comparisons with histology. This, in turn, has necessitated 3-D imaging, software tools for comparing images, and strong engagement with adventurous pathologists. Early results are encouraging, but much more work is required to establish clear benchmarks.
This incomplete survey of bioimaging in 2010 highlights the diversity and sophistication of this surging and dynamic field. Fundamental developments in image formation and the rapid development of adaptive optics and wavefront engineering set the scene for major advances in future years, but as can be seen, pushing existing tools to their limits is enabling sophisticated functional imaging in situ in animal models, and inroads are being made in human imaging as well.
