In this paper we prove that the Minimum Latency Aggregation Scheduling (MLAS) problem in the Signal-to-Interference-Noise-Ratio (SINR) model is APX-hard in the uniform power model.
could also be part of the problem (also known as power control). The non-uniform power model is divided into three cases: the bounded power, the unlimited power, or the discrete power model. In the bounded power model, each node u is assigned a transmission power level p u ∈ [p min , p max ], and in the unlimited power model, u is assigned a transmission power level p u ∈ [p min , ∞]. In the discrete power model, each node u is assigned a transmission power level p u ∈ {p 1 , p 2 , ..., p k }, where k is the number of power levels used in the network.
The MLAS problem in the graph-based interference model has been investigated by many researchers over the last several years. Assuming the uniform power model, in the collision-free graph model, Chen et al. [3] proved the NP-hardness of the MLAS problem and proposed a (Δ − 1)-approximation algorithm, where Δ is the maximum node degree. Later, Huang et al. [6] proposed a nearly-constant factor approximation algorithm whose latency is bounded by 23R + Δ − 18, and Yu et al. [15] introduced a distributed algorithm whose latency is bounded by 24D + 6Δ + 16, where R is the radius and D is the diameter of the network. Subsequently, Xu et al. [13, 14] introduced a better constant factor approximation algorithm whose latency is bounded by 16R + Δ − 14, and Wan et al. [12] proposed three algorithms whose latency is bounded by 15R + Δ − 4, 2R + O (log R) + Δ, and (1
)R + Δ, respectively. While only collision was considered in these papers, some researchers have studied the problem taking into consideration interference as well. This is done in the collision-interference-free graph model. Wan et al. [12] , An et al. [1] proposed constant factor approximation algorithms whose latency is bounded by O (R + Δ). In the SINR model, Li et al. [10] introduced the first constant factor approximation algorithm whose latency is bounded by O (R + Δ).
Assuming the nonuniform power model, An et al. [1] proved an Ω(log n) approximation lower bound in the metric model, where n is the number of nodes. It was investigated without power control in the collision-interference-free graph model with discrete power levels. In the SINR model with bounded power, Lam et al. [8] studied the MLAS problem with power control, and showed the first constant factor approximation algorithm whose latency is bounded by O (R + log n). Later, Du et al. [4] proposed another constant factor approximation algorithm whose latency is also bounded by O (R + log n) in the same model. In the unbounded power model with power control, Li et al. [9] proposed a distributed algorithm that yields O (χ ) timeslots, where χ is the link length diversity, and a centralized algorithm whose latency is O (log 3 n) which was improved by Halldórsson and Mitra [5] to O (log n). In the discrete power model without power control, Lam et al. [7] showed not only an Ω(log n) approximation lower bound in the metric SINR model, but also its NP-hardness in the geometric SINR model. Lam et al. [7] has been extended in An et al. [2] and introduced two constant factor approximation algorithms whose latencies are bounded by O (R + Δ) assuming the dual power model, i.e., each node is assigned either the high power level or the low power level.
In this paper, we continue the study of the Minimum Latency Aggregation Scheduling (MLAS) problem in the metric SINR model with discrete power levels, but without power control. Assuming the most restricted model of uniform power, we prove the APX-hardness of the problem in the metric SINR model.
The rest of this paper is organized as follows. In Section 2, we describe our network model and introduce the definitions used in this paper. In Section 3, we prove the APX-hardness. Finally, Section 4 contains some concluding remarks.
Models and definitions
In this section, we introduce two SINR models, the metric model and the geometric model. 
where N is the ambient noise, α is the path loss, and p u is the power level assigned to node u. Then, the receiver r i can successfully receive the signal from the sender s i if and only if its SINR value exceeds a given threshold β ≥ 1. So a node u with power p u can send signals to only nodes in the distance d where d α ≤ p u Nβ . We call these nodes u's neighbors. In this paper, we are specifically concerned with the uniform power model. We use a single transmission power level denoted by p where each node u in V uses the transmission power p to communicate.
In the restricted geometric model, the set V of sensor nodes are deployed on the plane and the distance function D is defined as the Euclidean distance between two nodes. Regarding the definition of neighboring nodes, we assume that a The data aggregation problem for either model is defined as follows. A schedule is defined to be a sequence of timeslots, at each of which, several nodes are scheduled to send its aggregated data to one of its neighbors, and every node can be scheduled as a sender only once. Formally, at each timeslot t, we have an assignment vector π t = (l t 1 , l t Given a set of source nodes and the sink node s, the objective of the data aggregation problem is to find the minimum latency schedule to aggregate data from all source nodes to the given sink. 
The APX-hardness
In this section, we prove the APX-hardness for the MLAS problem in the metric model with uniform power. From the reduction in the proof, it follows that MLAS is NP-complete.
Theorem 1. Finding the minimum latency aggregation schedule in the metric SINR model with uniform power is APX-hard.
Proof. We construct a polynomial-time L-reduction from the MINIMUM B-K-SET COVER problem (MBKSC) that is known to be APX-complete [11] . This problem is a variation of the MINIMUM SET COVER problem, where the cardinalities of all sets are bounded from above by a fixed constant K and the number of occurrences of any element is bounded by a fixed constant B ≥ 2.
Let I S be an instance of MBKSC consisting of a collection S of subsets of a finite set E of elements. Let n and m denote the cardinalities of E and S, respectively. A solution to I S is a subset S ⊆ S such that every element e ∈ E is in at least one set A ∈ S . Let OPT S denote an optimal solution to I S .
Given the instance I S of the set cover problem, we construct in polynomial time an instance I M of the MLAS problem as follows. I M consists of n + m + 1 nodes. The set V of nodes in I M is partitioned into three subsets of nodes. The first subset contains only a single node s as the sink node. The second subset C S and the third subset C E consist of m and n nodes, respectively. The nodes in C E are source nodes (see Fig. 1 ).
The m nodes in C S correspond to the m sets in the collection S. For each node a ∈ C S , let S(a) be the set in S corresponding to a. Similarly, the set C E of n nodes corresponds to the n elements in the set E of I S . And e(b) denotes the element in E that corresponds to node b in C E .
Let p be a constant denoting the uniform power level of all sensor nodes. According to the definition of the SINR model, 
All other distances follow from symmetry or are induced by the shortest path metric. Since 0 ≤ α √ βd 0 ≤ 2d 0 , the triangle inequality holds for D.
. Hence, it follows that there does not exist any direct connection between nodes in C E . Similarly, there is no direct connection between any node a in C E and nodes in C S whose corresponding sets do not contain e(a).
Let SOL M denote a solution to I M . We construct the corresponding solution SOL S to I S as follows: SOL S = {S(a)|a ∈ C S , a appears in SOL M }.
Let us denote OPT M as an optimal solution to I M . The following two results will be shown in Lemma 1 and Lemma 2 below.
L(SOL
In addition, we also have:
This implies that the MBKSC problem is L-reducible to the MLAS problem. As it has been shown in [11] that the MBKSC is APX-complete, the theorem follows. 2
In order to prove Lemma 1 and Lemma 2, we need the following fact.
Fact 1. While a node in V is sending, no other nodes can send data without any interference.
Proof. Consider nodes i, v ∈ C S and node u ∈ C E . Let i send data to s and u send data to v at the same time. Then
Similarly, we can show that 2 nodes in C E or C S cannot send data at the same time. 2
Proof. According to Fact 1, we can split the schedule into two independent phases. In the first phase, all nodes in C E send their data to selected nodes in C S . In the second phase, selected nodes in C S send received data to s.
According to Fact 1, it is trivial that we need exactly n timeslots for the first phase. And also based on Fact 1, the number of timeslots required for the second phase is the number of selected nodes in C S . Hence the lemma follows. 2
Proof. Consider the sets in S which are sorted in non-increasing order based on their cardinalities. Pick the largest one and move this set to the selected group. Then remove all subsets that covered by the selected group. Repeat this procedure until all sets are removed.
Since every element occurs at most B times (B ≥ 2), and the cardinality of each set is bounded by K , there are at most K (B − 1) + 1 sets to be removed at every step. Since the minimum number of sets is 
Conclusion
In this paper, we studied the Minimum Latency Aggregation Scheduling (MLAS) problem in the metric SINR model without power control assuming the uniform power model, i.e., each node is assigned a single power level. We have proposed a formal proof to show the APX-hardness of the problem. The precise complexity of MLAS in the geometric SINR model with uniform power remains an interesting open question.
