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ANALYSIS OF A THIN FILM APPROXIMATION FOR TWO-FLUID
TAYLOR-COUETTE FLOWS
TANIA PERNAS-CASTAN˜O AND JUAN J. L. VELA´ZQUEZ
Abstract. In this work we study the evolution of the interface between two different fluids in two concentric
cylinders when the velocity is given by the Navier-Stokes equation and one of the fluids is thin. We present a
formal asymptotic derivation of the evolution equation for the interface under different scaling assumptions
for the surface tension. We then study the different types of the stationary solutions and travelling waves
for the resulting equation. In particular, we state a global well posedness result and using Center Manifold
Theory, we obtain detailed information about the long time asymptotics of the solutions of the problem.
1. introduction
The fluid flow which arises when a viscous fluid is confined between two concentric cylinders is termed as
the Taylor-Couette flow. This has been extensively studied in the physical and mathematical literature (cf.
[2], [9], [10], [13], [32]). Couette was the first who experimentally found fluid flows for which the streamlines
of the fluid are circles concentric with the two cylinders. In 1923, G. I. Taylor studied mathematically the
solution of the Navier-Stokes equations which describes this flow and he discovered that this solution becomes
unstable if the difference of angular velocities of the two cylinder confining the liquid is sufficiently large (cf.
[33]).
Most of the studies of Taylor-Couette flow have been made for just one confined fluid. However, there are
situations where it is relevant to consider also the dynamics of two or more fluid placed in the Taylor-Couette
geometry. The stability properties of these have been study by Renardy and Joseph in [30]. Numerical
simulations indicate that in some parameter regimes circular interfaces separating two fluids become unstable
and patterns exhibiting fingering develop (cf. [12], [28]).
We will be concerned with the study of the Taylor-Couette flows for two fluids, in the case in which
the volume filled by one of the fluids is much smaller than the other one. More precisely, if we denote
R1, R2 the radii of the internal and external cylinders enclosing the fluids, we will consider flows in which
we parametrize the interface in polar coordinates as {r = R1(1 + εh (θ, t))} or
{
r = R2(1− εR1R2h (θ, t))
}
.
Notice that ε measures the thickness of the thin layer of fluid in non-dimensional units. In this paper we
will consider only solutions in which h(θ, t) > 0 for all (θ, t). In particular, we will not consider situations in
which the interface has contact lines with the internal cylinder.
We will restrict ourselves to the case in which the velocity of the fluids satisfies the two-dimensional
Navier-Stokes equations. Notice that we ignore the dependence on the perpendicular component z. We
assume that the inner cylinder rotates with angular velocity ω, while we keep the outer cylinder at rest. We
will set the center of the confining cylinders as the origin of coordinates O.
Under these assumptions it will be possible to derive, using matched asymptotic expansions (see Section
3), a thin film approximation for the evolution of the interface separating both fluids. More precisely, if
we write the surface tension in non-dimensional form as γ = γ˜
ρ2R31ω
2 , we obtain that the evolution of the
interface separating both fluids satisfies the following PDE:
ht + ∂θ(
h2
2
) + ∂θ(h
3(∂θh+ ∂
3
θh)) = 0 (1.1)
when we consider that γ has the form γ ≈ bε2 for some b > 0 as ε → ∞. The constant b has be eliminated
from (1.1) by means of a trivial rescaling. In this same Section, we deduce the evolution of the interface
when γ is much larger that 1ε2 . In that case we have,
ht + ∂θ(h
3(∂θh+ ∂
3
θh)) = 0 (1.2)
1
ar
X
iv
:1
90
5.
13
60
6v
1 
 [m
ath
.A
P]
  3
1 M
ay
 20
19
2 TANIA PERNAS-CASTAN˜O AND JUAN J. L. VELA´ZQUEZ
Equations of the same type as those in (1.1) and (1.2) appear in the study of the motion of thin layers
of fluid moving in inclined planes (cf. [3], [31] and [11]), although the detailed form of the nonlinear terms
as well as the boundary conditions are different from the ones in this paper. Thin film approximations of
free boundary problems for the Stokes equation using matched asymptotics, have been extensively used in
the physical and mathematical literature (cf. [25] and references therein, [26]). Rigorous derivations of the
thin film equation taking as starting point a free boundary problem for the Stokes system in the case of one
fluid has been considered in [21]. The analysis of thin film equations in the present of contact lines is well
developed research area (cf. [4], [5], [6], [7], [16], [17], [18], [19], [20], [27]). The dynamics of a coupled system
for a thin film approximation of the two phase Stokes flow has been considered in [15] as well as [8]. In
particular, in [15] has been proved that the interfaces converge exponentially to a planar stationary solution
in the particular setting considered in that paper.
Section 4 is devoted to analyse two different kind of steady solutions of (1.1) and (1.2). We are interested
in constant solutions or in solutions close to constant for equations (1.1) and (1.2) in the original coordinate
system and in the rotating one.
In Section 5 we study rigorously the stability of the constant solutions of the equations (1.1) and (1.2).
These constant solutions describe circular interfaces which are concentric with the confining cylinders. In
Subsection 5.1, in order to study the stability of these solutions for the case with γ ≈ bε2 , we first prove a
global existence result (cf. Theorem 5.1). In order to study the long time asymptotic of the solutions we try
a linearisation argument. It turns out that the resulting linearised problem has two zero eigenvalues, and
therefore the stability properties of the constant solutions depend on quadratic and higher order terms. In
particular small perturbations of the constant solution do not converge exponentially to zero in general. To
deal with this difficulty we use the theory of center manifolds for quasilinear systems in the form developed
in [24] and [22]. This allows us to prove that the solutions of (1.1) with initial data close to constant converge
to the constant value with an error of order O
(
1√
t
)
as t → ∞. A more detailed analysis of the solution
shows that, for long times, the interface behaves to the leading order as a circle whose center moves along
a spiral towards the origin O as t → ∞ (cf. Theorem 5.3). Notice that this asymptotic behaviour of the
interface for long times holds for arbitrary choices of the viscosities and radius of the two viscous fluids. In
Subsection 5.2, we deal with the case for γ  1ε2 (cf. Theorem 5.4). A direct computation allows us to
conclude that solutions can be interpreted as circular interfaces with a center shifted from the origin O.
2. 2D Taylor-Couette flow for two incompressible fluids
We first formulate the equations of the Taylor-Couette flow for two immiscible fluids. The velocity of the
fluid is given by Navier-Stokes problem:{
ρ1(u˜
1
t + u˜
1 · ∇u˜1) = −∇p˜1 + µ1∆u˜1,∇ · u˜1 = 0 in Ω˜1(t)
ρ2(u˜
2
t + u˜
2 · ∇u˜2) = −∇p˜2 + µ2∆u˜2,∇ · u˜2 = 0 in Ω˜2(t)
where (x˜, t˜) ∈ R2 × R+, u˜i = (u˜i1(x˜, t˜), u˜i2(x˜, t˜)) for i = 1, 2 is the incompressible velocity, µi are dynamic
viscosity of u˜i respectively for i = 1, 2 and p˜i are the corresponding pressure in each of the fluids. As we can
see in the Figure 2 we use polar coordinates, i.e., x˜ = (x˜1, x˜2) = (r cos θ, r sin θ) that{
Ω˜1(t˜) = {x˜ ∈ R2 : R1 < r < R1 + dh(θ, t˜)},
Ω˜2(t˜) = {x˜ ∈ R2 : R1 + dh(θ, t˜) < r < R2}.
We assume that h(θ, t˜) > 0 and d > 0 is the average high of the fluid 1 which is defined by:
A0 = pi
(
(R1 + d)
2 −R21
)
where A0 is the area filled by the fluid 1.
Moreover, the following boundary conditions hold:
(1) u˜1 = ω(x˜2,−x˜1) for x˜ ∈ ∂BR1(0) and u˜2 = 0 for x˜ ∈ ∂BR2(0)
(2) u˜1 · n = u˜2 · n = Vn,
(3) u˜1 · t = u˜2 · t, in ∂Ω
(4) t(Σ˜2 − Σ˜1) · n = 0,
(5) n(Σ˜2 − Σ˜1) · n = γ˜κ˜.
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Figure 1. Taylor-Couette flow for two fluids
Where n is the normal vector to the interface pointing from domain Ω˜1 to Ω˜2, t the tangent vector, ω the
angular velocity of the inner cylinder, Vn the normal velocity at the interface, γ˜ surface tension, κ˜ curvature
of the interface and Σ˜i = −p˜iI + µi(∇u˜i + (∇u˜i)T ) represents the stress tensor corresponding each domain
Ω˜i.
Now, in order to consider the non-dimensional form of the problem we take:
x˜ = R1x; t˜ =
1
ω
t; u˜i = ωR1u
i; p˜i = ρ2ω
2R21p
i; ε =
d
R1
; γ =
γ˜
ρ2R31ω
2
; η =
R2
R1
;
ζ =
ρ1
ρ2
; Re =
ρ2ωR
2
1
µ2
and µ =
µ1
µ2
.
For this case (see Figure 2), we have:{
ζ
(
u1t + u
1 · ∇u1
)
= −∇p1 + µRe∆u1,∇ · u1 = 0 in Ω1(t)
u2t + u
2 · ∇u2 = −∇p2 + 1Re∆u2,∇ · u2 = 0 in Ω2(t)
(2.1)
where {
Ω1(t) = {x ∈ R2 : 1 < r < 1 + εh(θ, t)},
Ω2(t) = {x ∈ R2 : 1 + εh(θ, t) < r < η}.
The boundary conditions are as follows:
u1 = (x2,−x1) for x ∈ ∂B1(0) and u2 = 0 for x ∈ ∂Bη(0) (2.2)
u1 · n = u2 · n = Vn in ∂Ω (2.3)
u1 · t = u2 · t in ∂Ω (2.4)
t(Σ2 − Σ1) · n = 0 in ∂Ω (2.5)
n(Σ2 − Σ1) · n = γκ in ∂Ω. (2.6)
Here n is the normal vector to the interface pointing from domain Ω1 to Ω2, t the tangent vector, Vn the
normal velocity at the interface, γ is the non-dimensional surface tension, κ is the curvature of the interface
and Σi represents the stress tensor corresponding each domain Ωi, namely:{
Σ1 = −p1I + µRe (∇u1 + (∇u1)T )
Σ2 = −p2I + 1Re (∇u2 + (∇u2)T )
(2.7)
The system of equations (2.1)-(2.7) describes the 2D Taylor-Couette flow for two incompressible fluids.
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Figure 2. Taylor-Couette flow with a thin film layer near the internal cylinder (in non-
dimensional units)
In this paper we will consider the case in which one the volume filled by one of the fluids is much smaller
than the other, namely, ε → 0+ or ε → (η − 1)−. There is a mathematical interesting limit in which the
effect of the surface tension and the shear are comparable. This corresponds to taking γ ≈ 1ε2 and ε → 0+
(alternatively, γ ≈ 1(η−1−ε)2 for ε→ (η−1)−). In these asymptotic regimes we will be able to use a thin film
approximation to describes the form of the interface. Notice that this limit is physically meaningful because
if we assume that the fluid 1 is oil and the fluid 2 is water, since γ˜ = 0.05 N/m and ρ2 = 1000 kg ·m−3
then γ = 5·10
−5m3s−2
R31ω
2 . For instance, if we take R1 = 1 mm and ω = 1 rpm we obtain γ = 1267 that can be
written as 1ε2 with ε = 0.03. This corresponds to an oil layer of 30 µm.
3. Derivation of a thin film approximations for two-fluids Taylor-Couette flows
In this section we derive the equation (1.1) using formal matched asymptotic expansions. We will assume
that the parameters ζ, (η−1) and µ are kept of order one. The Reynolds number Re will be assumed to be of
order one but sufficiently small (including zero) in order to ensure that the Taylor instability for the Taylor-
Couette flow does not arise (cf. [33]). The issue of the stability of the laminar two-fluid Taylor-Couette flow
is an interesting question which deserves further study. The numerical results in [30] indicate that the above
mention solution is stable for sufficiently small Reynolds numbers.
3.1. Case γ ≈ bε2 . We consider first the case which the volume fraction of the fluid 1 is much smaller than
the one filled by the fluid 2. Under such assumption we will set that the surface tension scales with the
non-dimensional thickness ε as
γ ≈ b
ε2
as ε→ 0 and b > 0. (3.1)
We rewrite (2.1) in polar coordinates:
∂r(ru
1
r) + ∂θu
1
θ = 0
ζ
(
∂tu
1
r + u
1
r∂ru
1
r +
u1θ
r ∂θu
1
r − (u
1
θ)
2
r
)
= µRe
(
∂r(
1
r∂r(ru
1
r)) +
∂2θu
1
r
r2 − 2∂θu
1
θ
r2
)
− ∂rp1
ζ
(
∂tu
1
θ + u
1
r∂ru
1
θ +
u1θ
r ∂θu
1
θ − u
1
ru
1
θ
r
)
= µRe
(
∂r(
1
r∂r(ru
1
θ)) +
∂2θu
1
θ
r2 +
2∂θu
1
r
r2
)
− 1r∂θp1
∂r(ru
2
r) + ∂θu
2
θ = 0
∂tu
2
r + u
2
r∂ru
2
r +
u2θ
r ∂θu
2
r − (u
2
θ)
2
r =
1
Re
(
∂r(
1
r∂r(ru
2
r)) +
∂2θu
2
r
r2 − 2∂θu
2
θ
r2
)
− ∂rp2
∂tu
2
θ + u
2
r∂ru
2
θ +
u2θ
r ∂θu
2
θ − u
2
ru
2
θ
r =
1
Re
(
∂r(
1
r∂r(ru
2
θ)) +
∂2θu
2
θ
r2 +
2∂θu
2
r
r2
)
− 1r∂θp2
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In order to get the evolution equation in the limit we are going to use asymptotics. To make the compu-
tations easier we make the following change of variables:
uir = ε
2wiξ; u
i
θ − 1 = εwiθ; pi =
1
ε
P i for i = 1, 2 and ξ =
r − 1
ε
.
Using the above changes the equations are the following:
∂ξw
1
ξ + ε∂ξ(ξw
1
ξ) + ∂θw
1
θ = 0
ζ
(
ε4∂tw
1
ξ + ε
5w1ξ∂ξw
1
ξ +
ε4
1+εξ (εw
1
θ + 1)∂θw
1
ξ − ε
2
1+εξ (εw
1
θ + 1)
2
)
=
µ
Re
(
ε2∂ξ(
1
1+εξ∂ξ((1 + εξ)w
1
ξ)) +
ε4
(1+εξ)2 ∂
2
θw
1
ξ − 2ε
3
(1+εξ)2 ∂θw
1
θ
)
− ∂ξP 1
ζ
(
ε2∂tw
1
ξ + ε
3w1ξ∂ξw
1
θ +
ε2
1+εξ (εw
1
θ + 1)∂θw
1
θ − ε
3
1+εξw
1
ξ(εw
1
θ + 1)
)
=
µ
Re
(
∂ξ(
1
1+εξ∂ξ((1 + εξ)w
1
θ))− ε(1+εξ)2 + ε
2
(1+εξ)2 ∂
2
θw
1
θ +
2ε3
(1+εξ)2 ∂θw
1
ξ
)
− 1(1+εξ)∂θP 1
∂ξw
2
ξ + ε∂ξ(ξw
2
ξ) + ∂θw
2
θ = 0
ε4∂tw
2
ξ + ε
5w2ξ∂ξw
2
ξ +
ε4
1+εξ (εw
2
θ + 1)∂θw
2
ξ − ε
2
1+εξ (εw
2
θ + 1)
2 =
1
Re
(
ε2∂ξ(
1
1+εξ∂ξ((1 + εξ)w
2
ξ)) +
ε4
(1+εξ)2 ∂
2
θw
2
ξ − 2ε
3
(1+εξ)2 ∂θw
2
θ
)
− ∂ξP 2
ε2∂tw
2
ξ + ε
3w2ξ∂ξw
2
θ +
ε2
1+εξ (εw
2
θ + 1)∂θw
2
θ − ε
3
1+εξw
2
ξ(εw
2
θ + 1) =
1
Re
(
∂ξ(
1
1+εξ∂ξ((1 + εξ)w
2
θ))− ε(1+εξ)2 + ε
2
(1+εξ)2 ∂
2
θw
2
θ +
2ε3
(1+εξ)2 ∂θw
2
ξ
)
− 1(1+εξ)∂θP 2
and the boundary conditions are
w1ξ(0, θ) = 0 and w
1
θ(0, θ) = 0 (3.2)
(1 + εh)εw1ξ − ∂θh(εw1θ + 1) = (1 + εh)εw2ξ − ∂θh(εw2θ + 1) = (1 + εh)∂th (3.3)
ε3∂θhw
1
ξ + (1 + εh)(εw
1
θ + 1) = ε
3∂θhw
2
ξ + (1 + εh)(εw
2
θ + 1) (3.4)
(σξξ]
2
1 − σθθ]21)(1 + εh)ε∂θh+ σξθ]21((1 + εh)2 − ε2∂θh2) = 0 (3.5)
σξξ]
2
1(1 + εh)
2 + ε2∂θh
2σθθ]
2
1 − 2(1 + εh)ε∂θhσξθ]21 = ((1 + εh)2 + ε2∂θh2)γκ. (3.6)
where σξξ, σξθ and σθθ are the coefficients of the stress tensor:
σiξξ = −
1
ε
P i +
2ciε
Re
∂ξw
i
ξ,
σiξθ =
ci
Re
(
ε2
1 + εh
∂θw
i
ξ + ∂ξw
i
θ −
εwiθ + 1
1 + εh
),
σiθθ = −
1
ε
P i +
2ci
Re(1 + εh)
(ε∂θw
i
θ + ε
2wiξ),
with
ci =
{
µ for i = 1
1 for i = 2
Furthermore, we know that the curvature κ of the interface r = 1 + εh(θ, t) is given by:
κ =
2ε2(∂θh)
2 − ε(1 + εh)∂2θh+ (1 + εh)2(
(1 + εh)2 + ε2(∂θh)
2
) 3
2
(3.7)
If we keep only the terms of order 1, we have:
∂ξw
i
ξ + ∂θw
i
θ = 0 in Ω
i(t) for i = 1, 2;
∂ξP
i = 0 in Ωi(t) for i = 1, 2;
ci
Re∂
2
ξw
i
θ − ∂θP i = 0 in Ωi(t).
(3.8)
Thus we know that
wiθ(ξ, θ) =
Re
2ci
∂θP
i(θ)ξ2 +Ai(θ)ξ +Bi(θ);
wiξ(ξ, θ) = −
Re
6ci
∂2θP
i(θ)ξ3 − ∂θAi(θ)
ξ2
2
− ∂θBi(θ)ξ + Ci(θ);
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Since the volume filled by fluid 1 is very small, we can expect the velocity of the fluid 2 to be a small
perturbation of the Taylor-Couette flow for a single fluid confined between two cylinders, i.e. uθ(r) =
D1r +
D2
r where D1 =
−1
η2−1 and D2 =
η2
η2−1 .
If we approximate the Taylor-Couette flow by its Taylor polynomial around r = 1,
uθ(r) ∼ 1 + (D1 −D2)(r − 1) + 2D2(r − 1)2 + · · ·
Then if we do the change of variables, we get
w2θ ∼ (D1 −D2)ξ + 2D2εξ2 + · · ·
Therefore, doing the matching we can deduce that A2(θ) = (D1 −D2) = − 1+η
2
η2−1 . Moreover, we can do the
matching with the pressure. In the Taylor-Couette flow, the pressure is constant, then in the leading order
the pressure will be a constant too, i.e., P 2 = const.
Now using boundary condition (3.2), we get B1(θ) = C1(θ) = 0.
If we consider condition (3.5), we have σξθ]
2
1 = 0, that is in the leading order,
1
Re
(∂ξw
2
θ − 1) =
µ
Re
(∂ξw
1
θ − 1).
From this equation and taking in to account that ∂θP
2 = 0 we have:
A1(θ) = −Re
µ
∂θP
1h− 1
µ
1 + η2
η2 − 1 +
µ− 1
µ
.
Using condition (3.4), we know that w1θ = w
2
θ . Then, if we use the expression of A
1(θ),
B2(θ) = −Re
2µ
∂θP
1h2 + (1− 1
µ
)
1 + η2
η2 − 1h+
µ− 1
µ
h
In order to compute C2(θ) we use condition (3.3), that to the leading order becomes w1ξ−∂θhw1θ = w2ξ−∂θhw2θ .
Thus,
C2(θ) = −Re
6µ
∂θ(h
3∂θP
1)− 1
2
∂θ(A
1(θ)h2)− 1 + η
2
η2 − 1∂θ(
h2
2
) + ∂θ(B
2(θ)h).
If we consider condition (3.6), we have σξξ]
2
1 = γκ therefore, P
1−P 2 = εγκ. Since P 2 = cte and using (3.7)
we can approximate κ ≈ 1− ε(h+ ∂2θh), we have
∂θP
1 = εγ∂θκ = −γε2(∂θh+ ∂3θh).
Using condition (3.3) again we can see that evolution equation of the interface is
∂th+ (1− εh)∂θh− ε(w1ξ − ∂θhw1θ) = 0.
Substituting all above terms in the equation we have:
∂th+ (1− εh)∂θh+ ε
(
γε2Re
3µ
∂θ(h
3(∂θh+ ∂
3
θh))−
1
µ
1 + η2
η2 − 1∂θ(
h2
2
) +
µ− 1
µ
∂θ(
h2
2
)
)
= 0 (3.9)
This equation can be simplified changing to a coordinate system that rotates at speed 1, in addition
changing the unit of time and rescaling the function h. We also change the angle from θ to −θ in order to
get a positive sign in the first order term. Taking γ = bε2 and using the change of variables:
h(θ, t) = λh¯(θ¯, t¯);
θ¯ = −θ + t,
λ =
√
6η2
Re(η2−1)b ,
t¯ = 2η
2λε
µ(η2−1) t,
(3.10)
equation (3.9) becomes
h¯t¯ + ∂θ¯(
h¯2
2
) + ∂θ¯(h¯
3(∂θ¯h¯+ ∂
3
θ¯ h¯)) = 0.
In order to simplify the notation, we will remove the bars. Therefore, we will consider the following equation:
ht + ∂θ(
h2
2
) + ∂θ(h
3(∂θh+ ∂
3
θh)) = 0. (3.11)
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Figure 3. Taylor-Couette flow with a thin film layer near the external cylinder (in non-
dimensional units)
Remark 3.1. Other possible scenario is the case in which the thin fluid is near the external cylinder.
We assume that the fluid 1 is the one filling the small volume fraction (see Figure 3.1). The interface is
parametrized by r = η − εh(θ) and its curvature is κ ≈ 1η + εη (h+ ∂2θh). The resulting evolution equation of
the free boundary is similar to one obtained in the previous case. In order to derive this equation we use the
following rescaling:
uir = ε
2wiξ; u
i
θ = εw
i
θ; p
i =
1
ε
P i; and ξ =
r − η
ε
.
Then, using again polar coordinates, the equations for the fluid velocity (2.1) become:
η∂ξw
2
ξ + ε∂ξ(ξw
2
ξ) + ∂θw
2
θ = 0
ζ
(
ε4∂tw
2
ξ + ε
5w2ξ∂ξw
2
ξ +
ε5
η+εξw
2
θ∂θw
2
ξ − ε
3
η+εξ (w
2
θ)
2
)
=
µ
Re
(
ε2∂ξ(
1
η+εξ∂ξ((η + εξ)w
2
ξ)) +
ε4
(η+εξ)2 ∂
2
θw
2
ξ − 2ε
3
(η+εξ)2 ∂θw
2
θ
)
− ∂ξP 2
ζ
(
ε2∂tw
2
ξ + ε
3w1ξ∂ξw
2
θ +
ε3
η+εξw
2
θ∂θw
2
θ − ε
4
η+εξw
2
ξw
2
θ
)
=
µ
Re
(
∂ξ(
1
η+εξ∂ξ((η + εξ)w
2
θ)) +
ε2
(η+εξ)2 ∂
2
θw
2
θ +
2ε3
(η+εξ)2 ∂θw
2
ξ
)
− 1(η+εξ)∂θP 2
η∂ξw
1
ξ + ε∂ξ(ξw
1
ξ) + ∂θw
1
θ = 0
ε4∂tw
1
ξ + ε
5w1ξ∂ξw
1
ξ +
ε5
η+εξw
1
θ∂θw
1
ξ − ε
3
η+εξ (w
1
θ)
2 =
1
Re
(
ε2∂ξ(
1
η+εξ∂ξ((η + εξ)w
1
ξ)) +
ε4
(η+εξ)2 ∂
2
θw
1
ξ − 2ε
3
(η+εξ)2 ∂θw
1
θ
)
− ∂ξP 1
ε2∂tw
1
ξ + ε
3w1ξ∂ξw
1
θ +
ε3
η+εξw
1
θ∂θw
1
θ − ε
4
η+εξw
1
ξw
1
θ =
1
Re
(
∂ξ(
1
η+εξ∂ξ((η + εξ)w
1
θ)) +
ε2
(η+εξ)2 ∂
2
θw
1
θ +
2ε3
(η+εξ)2 ∂θw
1
ξ
)
− 1(η+εξ)∂θP 1
and the boundary conditions (2.2)-(2.6) are given by:
w1ξ(0, θ) = 0 and w
1
θ(0, θ) = 0,
(η − εh)εw1ξ + ∂θh(εw1θ + 1) = (η − εh)εw2ξ + ∂θh(εw2θ + 1) = (η − εh)∂th for ξ = −h,
−ε3∂θhw1ξ + (η − εh)(εw1θ + 1) = −ε3∂θhw2ξ + (η − εh)(εw2θ + 1) for ξ = −h,
(σξξ]
2
1 − σθθ]21)(η − εh)ε∂θh+ σξθ]21(ε2∂θh2 − (η − εh)2) = 0 for ξ = −h,
σξξ]
2
1(η − εh)2 + ε2∂θh2σθθ]21 + 2(η − εh)ε∂θhσξθ]21 = ((η − εh)2 + ε2∂θh2)γκ for ξ = −h.
where σξξ, σξθ and σθθ are the coefficients of the stress tensor:
σiξξ = −
1
ε
P i +
2ciε
Re
∂ξw
i
ξ,
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σiξθ =
ci
Re
(
ε2
η − εh∂θw
i
ξ + ∂ξw
i
θ −
εwiθ + 1
η − εh ),
σiθθ = −
1
ε
P i +
2ci
Re(η − εh) (ε∂θw
i
θ + ε
2wiξ),
with
ci =
{
µ for i = 2
1 for i = 1
Collecting the terms of order 1, we obtain a system similar to (3.8):
η∂ξw
i
ξ + ∂θw
i
θ = 0
∂ξP
i = 0
∂2ξw
i
θ − Reηci ∂θP i = 0
where the only difference is the onset of the non-dimensional radius η in the last equation. Arguing then
similarly as in the derivation of (3.9), we arrive at:
∂th− ( 1
η
+
εh
η2
)∂θh+ ε
(
γε2Re
3η3
∂θ(h
3(∂θh+ ∂
3
θh)) +
(1− µ)(η2 − 1)− µη(1 + η2)
η2(η2 − 1) ∂θ(
h2
2
)
)
= 0
Taking γ = bε2 and making the change of variables
h(θ, t) = λh¯(θ¯, t¯);
θ¯ = −θ − tη ,
t¯ = µη(1+η
2)+µ(η2−1)
η2(η2−1) ελt,
λ =
√
3(µη(1+η2)+µ(η2−1))
bηRe(η2−1)
(3.12)
and removing again the bars, we obtain (3.11)
3.2. Case γ  1ε2 . If we consider the case in which the non-dimensional surface tension is much larger than
1
ε2 it is natural to use, instead of (3.10) the following change of variables:
h(θ, t) = λh¯(θ¯, t¯);
θ¯ = −θ + t,
λ =
√
6η2
Re(η2−1) ,
t¯ = 2η
2λε3γ
µ(η2−1) t,
(3.13)
Thus, equation (3.9) becomes:
ht +
1
γε2
∂θ(
h2
2
) + ∂θ(h
3(∂θh+ ∂
3
θh)) = 0, (3.14)
that, in the limit when ε→ 0 formally yields:
ht + ∂θ(h
3(∂θh+ ∂
3
θh)) = 0. (3.15)
4. Stationary solutions and travelling waves of the equations (3.11) and (3.15)
The steady states of (3.11) are the solutions of the ODEs:
h2
2
+ h3(∂θh+ ∂
3
θh) = J, for some J ∈ R (4.1)
and those of (3.15) are the solutions of:
h3(∂θh+ ∂
3
θh) = J, for some J ∈ R. (4.2)
In both cases we must have in addition
h(θ + 2pi) = h(θ) for θ ∈ R. (4.3)
The parameter J in (4.1) and (4.2), can be interpreted as the flux of fluid 1 through any radius of the
external cylinder. In the case of the steady states this flux is the same for every radius.
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Travelling wave solutions of (3.11) or (3.15) are solutions with the form
h(θ, t) = h(θ − ct) for some c ∈ R (4.4)
Therefore, in the case of equation (3.11), h solves
− ch+ h
2
2
+ h3(∂θh+ ∂
3
θh) = J, for some J ∈ R (4.5)
and in the case of (3.15),
− ch+ h3(∂θh+ ∂3θh) = J, for some J ∈ R. (4.6)
In both cases h satisfies (4.3).
From now on, we will use the following notation. We will denote as Hk(T) for k ∈ {0, 1, 2, ...} the closure
in Hk(0, 2pi) of the restriction of the functions in C∞(R) satisfying (4.3). We denote as L∞(T) the space
L∞(0, 2pi).
Moreover, we will assume that the Hilbert spaces Hk(T), with their natural scalar product, are always
real spaces of real functions. However, in order to simplify the notation we will consider then as closed
subspaces of the complex Hilbert spaces Hk(T;C). In particular we can represent any f ∈ Hk(T) as
f(θ) =
∞∑
n=−∞
ane
inθ with an = an. (4.7)
We will need also the homogeneous Sobolev spaces H˙k(T) which are the set of functions f ∈ Hk(T) such
that
∫
T f = 0.
Our goal is to study the steady state problems [(4.1), (4.3)], [(4.2), (4.3)], [(4.5), (4.3)] and [(4.6), (4.3)].
We first remark that each of these problems can be understood in two natural different ways:
(1) Existence and uniqueness for these problem for a given value of J (cf. Proposition 4.1 and Proposition
4.2).
(2) To obtain solutions for each of the problems for some J (whose determination is part of the problem)
assuming that
∫
T hdθ is given (cf. Proposition 4.3).
The following propositions we will address these two type of questions. In particular, we will derive necessary
and sufficient conditions on J in order to have solvability of the problems of type (1). On the other hand,
we will obtain several near constant uniqueness results. By this we mean that a solution h of one of the
previous problems is close to a constant solution h∗ then h = h∗.
Notice that if the function h on the right hand side of (4.4) is constant, then all the functions h(θ, t) are
the same for all values of c. It is then natural to ask why we are studying the different steady state problems
for different values of c. The reason is that the uniqueness for near constant solutions results that we will
prove in the following propositions imply that there are not near constant travelling waves for any value of
the velocity c.
Concerning the stationary solutions, the following results holds:
Proposition 4.1. The problem (4.1), (4.3) has positive solutions h ∈ C3([0, 2pi]) if and only if J > 0. For
any J > 0, there is a constant solution of (4.1), (4.3) given by
h(θ) =
√
2J. (4.8)
Moreover, for any L > 0 with 1L ≤ J ≤ L there exists ε = ε(L) such that the only solution of (4.1), (4.3)
satisfying ‖h−√2J‖L∞(T) < ε is (4.8).
The problem (4.2), (4.3) has positive solutions if and only if J = 0. The corresponding solutions of (4.2)
are given by
h(θ) = c1 + c2 sin(θ − θ0), (4.9)
where |c2| < c1, for c1 > 0, c2 ∈ R and θ0 ∈ R.
Remark 4.1. The role of L in this Proposition, as well as the remaining results in this section, is to define
the range of the parameter J (or eventually other parameters appearing in the corresponding problems) for
which the size of the admissible perturbations, that is measured by ε, is not too small. It will be clear from
the proof of Proposition 4.1 that a given J , ε cannot be expected to be larger than C
√
J .
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Proof. We rewrite (4.1), using that h > 0, as:
h∂θh+ h∂
3
θh =
J
h2
− 1
2
(4.10)
Integrating by parts in the second term on the left hand side of (4.10) in [0, 2pi] and using that (4.3) and
(4.1) imply that ∂jθh(θ + 2pi) = ∂
j
θh(θ) for j = 1, 2, 3, ...; we obtain:
0 =
∫
T
∂θ(
h2
2
)dθ −
∫
T
∂θ
( (∂θh)2
2
)
dθ =
∫
T
J
h2
dθ −
∫
T
1
2
dθ. (4.11)
where we use the notation
∫
T ·dθ to denote integration in [0, 2pi] with periodic boundary conditions. Equation
(4.11) yields a contradiction if J ≤ 0. Therefore, (4.1), (4.3) have positive solutions only if J > 0. It is easy
to check that h(θ) =
√
2J is a solution of (4.1), (4.3). Then, it only remains to prove that this is the unique
solution satisfying ‖h−√2J‖L∞(T) < ε, if ε is sufficient small.
In order to prove that, we define the functional F : H3(T)→ L2(T) by means of:
F (h) ≡ h
2
2
+ h3(∂θh+ ∂
3
θh).
Then (4.1), (4.3) imply
F (h) = J. (4.12)
The Taylor expansion of F at c =
√
2J gives,
F (h) = F (c) +DF (c)(h− c) +O(‖h− c‖2H3(T)) as ‖h− c‖H3(T) → 0 (4.13)
where DF (c) : H3(T)→ L2(T) is given by DF (c)(g) = cg + c3(∂θg + ∂3θg).
The operatorDF (c) is diagonal in the Fourier bases. Indeed if we write g =
∑∞
`=−∞ a`e
i`θ andDF (c)(g) =∑∞
`=−∞
(
DF (c)(g)
)
`
ei`θ with (
DF (c)(g)
)
`
= (c+ c3i(`− `3))a`
Therefore, we have that F (c) = J and DF (c) is invertible, then the uniqueness of the solution h of (4.1),
(4.3) stated in the Proposition follows from an Inverse Function Theorem argument. Indeed using (4.12),
(4.13) we have,
‖DF (c)(h− c)‖L2(T) ≤ C‖h− c‖2H3(T)
then, the invertibility of DF (c) implies:
‖h− c‖H3(T) ≤ C‖h− c‖2H3(T)
when h = c if ‖h − c‖H3(T) ≤ ε with ε sufficient small. On the other hand, standard ODE arguments
imply that ‖h − c‖H3(T) ≤ C‖h − c‖L∞(T) if ‖h − c‖L∞(T) ≤ c2 , whence the uniqueness result stated in the
Proposition follows.
Suppose that h is a positive solution of the problem (4.2), (4.3). We rewrite (4.2) as
h∂θh+ h∂
3
θh =
J
h2
(4.14)
Using integration by parts in the second term of the left hand side of the equation (4.14) we deduce:
0 =
∫
T
∂θ(
h2
2
)dθ −
∫
T
∂θ
( (∂θh)2
2
)
dθ =
∫
T
J
h2
dθ.
Hence, J = 0. Therefore, (4.2) reduces to ∂θh+ ∂
3
θh = 0 whose most general solution satisfying h > 0, is
given by (4.9).

We recall that the interface has been parametrized in polar coordinates by r = 1 + εh(θ, t). In addition
to this, we make the changes of coordinates to a rotating coordinate system (cf. (3.10), (3.12) and (3.13)).
We will refer to the coordinate systems as original and rotating respectively.
Geometrically the interface described by the solution (4.8) is in both coordinate systems a circle centred
at the origin. Notice that origin is also the center of the internal and external cylinders enclosing the flow.
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The solutions (4.9), if c2 6= 0, describe in the rotating coordinate system circles whose center is different
from the origin. In the original coordinate system, these solutions are circles whose center is separated from
the origin and rotates with constant angular speed around the origin. If c2 = 0, the solutions (4.9) are circles
centred at the origin in both coordinate systems.
Proposition 4.2.
(a) For all h∗ > 0, h∗ ∈ R and any c ∈ R the constant function h = h∗ is solution of the problem (4.5),
(4.3) with J = −ch∗ + h
2
∗
2 . Moreover, for any L > 0 there exists ε = ε(L) > 0 such that for each
c ∈ [−L,L], J ∈ [− c22 , L], 1L ≤ h∗ ≤ L and any h solution of (4.5), (4.3) satisfying ‖h− h∗‖L∞ ≤ ε
we have that h = h˜ ∈ Sε,h∗,c where Sε,h∗,c = {x ∈ [h∗ − ε, h∗ + ε] : −cx+ x
2
2 = −ch∗ + h
2
∗
2 }.
(b) For all h∗ > 0, h∗ ∈ R and any c ∈ R, the constant function h = h∗ is solution of the problem
(4.6), (4.3) with J = −ch∗. Moreover, for any L > 0 there exists ε = ε(L) > 0 such that for each
J ∈ [−L,L], 1L ≤ c ≤ L and any h solution of the problem (4.6), (4.3) satisfying ‖h− h∗‖L∞ ≤ ε we
have that h = h∗.
Remark 4.2. Concerning the size of the admissible perturbations ε, it will be seen in the proof that we need
to assume ε < h∗. In particular, ε must be small if h∗ is small. Furthermore, notice that in the case (b)
we cannot expect ε uniformly away from 0 if c→ 0 because, as we have seen in Proposition 4.1, there exists
solutions to the problem different from constant if c = 0.
Remark 4.3. The set Sε,h∗,c is not empty because h∗ ∈ Sε,h∗,c. The set Sε,h∗,c contains one or two elements
depending of the values of ε, h∗ and c. Notice that for equations (4.5), (4.3) we do not have near constant
uniqueness results for each value of J in general. However, Proposition 4.2(a) implies that for any given
value of J there are at most two solutions of (4.5), (4.3) close to the value h∗ and both of them are constant.
This is a consequence of the nonmonotonicity of the function that give J as a function of h∗ (cf. Figure 4)
that allows to obtain two constant solutions of (4.5), (4.3) that are arbitrarily close in the L∞-norm.
J
h
*
c
2
-c /2
h
*h
Figure 4. Graphic of J(h∗) = −ch∗ + h
2
∗
2
Proof. We prove first (a). It is trivial to see that h = h∗ is solution of the problem (4.5), (4.3) with
J = −ch∗ + h
2
∗
2 . Therefore, we only have to prove that ‖h − h∗‖L∞(T) ≤ ε for ε > 0 small implies h is
constant.
Standard ODE methods imply
‖h− h∗‖H3(T) ≤ C‖h− h∗‖L∞(T) (4.15)
if ε ≤ h∗2 where in the rest of the proof C is a generic constant depending on L.
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We define the functional F : H3(T)→ L2(T) as
F (h) ≡ −ch+ h
2
2
+ h3(∂θh+ ∂
3
θh). (4.16)
Then, we can reformulate (4.5),(4.3) as
F (h) = J. (4.17)
We define V0 ≡ Span{cos(θ), sin(θ)} ⊂ L2(T) and V1 as the orthogonal of V0 ⊕ Span{1} in L2(T). We
denote as P0 and P1 the orthogonal projection of L
2(T) in V0 and V1 respectively.
Given h ∈ H3(T) we can decompose it as
h− h∗ = a0 + w + ζ (4.18)
with a0 ∈ R, w ∈ V0 ∩H3(T) and ζ ∈ V1 ∩H3(T). Notice that (cf. (4.15))
|a0| ≤ Cε, ‖w‖H3(T) ≤ Cε and ‖ζ‖H3(T) ≤ Cε. (4.19)
We expand F using Taylor formula as
F (h) = F (h∗+a0)+DF (h∗+a0)(h−h∗−a0)+ 1
2
D2F (h∗+a0)(h−h∗−a0, h−h∗−a0)+O(‖h−h∗−a0‖3H3(T))
(4.20)
where DF (h∗ + a0) : H3(T)→ L2(T) is given by
DF (h∗ + a0)(g) = (h∗ + a0 − c)g + (h∗ + a0)3(∂θg + ∂3θg) (4.21)
and D2F (h∗) : H3(T)×H3(T)→ L2(T) is determined by the quadratic form
1
2
D2F (h∗ + a0)(g, g) =
g2
2
+ 3(h∗ + a0)2g(∂θg + ∂
3
θg) (4.22)
Now, we define h˜ = h∗ + a0 to discard the notation. Using that F (h˜) = J + (h∗ − c)a0 + a
2
0
2 , as well as
(4.17) and (4.20)
(h∗ − c)a0 + a
2
0
2
+DF (h˜)(h− h˜) + 1
2
D2F (h˜)(h− h˜, h− h˜) +O(‖h− h˜‖3H3(T)) = 0 (4.23)
Applying the projection P1 to (4.23) and using (4.21), (4.22) and (4.18),
(P1DF (h˜)P1)(ζ) + P1(
1
2
(w2)) +O(‖w‖H3(T)‖ζ‖H3(T)) +O(‖ζ‖2H3(T)) +O(‖w‖3H3(T)) = 0 (4.24)
where P1DF (h˜)P1 : V1 ∩H3(T)→ V1 is given by
(P1DF (h˜)P1)(ζ) = (h˜− c)ζ + (h˜)3(∂θζ + ∂3θζ) (4.25)
The operator (4.25) can be represented using Fourier as,(
(P1DF (h˜)P1)(ζ)
)
`
= ((h˜− c) + i(h˜)3(`− `3))a` for ` 6= 0,−1, 1.
where ζ(θ) =
∑∞
`=−∞, 6`=0,1,−1 a`e
i`θ and (P1DF (h˜)P1)(ζ) =
∑∞
`=−∞, 6`=0,1,−1
(
(P1DF (h˜)P1)(ζ)
)
`
ei`θ.
Then, using the fact that h˜ ≥ h∗2 if ε is sufficiently small (cf. (4.19)), the operator
(
(P1DF (h˜)P1)(ζ)
)−1
:
V1 → V1 ∩H3(T) exists and it is bounded.
Thus,
ζ = ζ1 + ζ2 (4.26)
where
ζ1 = −
(
(P1DF (h˜)P1)(ζ)
)−1
(P1(
1
2
(w2))) (4.27)
and
ζ2 = −
(
(P1DF (h˜)P1)(ζ)
)−1
(Z) with ‖Z‖L2(T) ≤ C(‖w‖H3(T)‖ζ‖H3(T) + ‖ζ‖2H3(T) + ‖w‖3H3(T)) (4.28)
Identity (4.27) implies that ‖ζ1‖H3(T) ≤ C‖w‖2H3(T). Combining this estimate with (4.26) and (4.28), we
obtain
‖ζ2‖H3(T) ≤ C(‖w‖3H3(T) + ‖w‖H3(T)‖ζ2‖H3(T) + ‖ζ2‖2H3(T)). (4.29)
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Using (4.19), (4.28) we obtain that ‖ζ2‖H3(T) ≤ Cε if ε sufficiently small. Then, (4.29) yields,
‖ζ2‖H3(T) ≤ C‖w‖3H3(T) (4.30)
In order to obtain a more explicit formula for ζ1, we write w = a−1e−iθ + a1eiθ. Then
P1(
w2
2
) =
1
2
(a21e
2iθ + a2−1e
−2iθ)
and using (4.27) we derive
ζ1 = − 1
2(h˜− c)− 12h˜3ia
2
1e
2iθ − 1
2(h˜− c) + 12h˜3ia
2
−1e
−2iθ. (4.31)
Now applying the projection P0 to (4.23) and using (4.21), (4.22), (4.29) and (4.31), as well as the fact
that P0(∂θ + ∂
3
θ ) = 0 and P0(1) = 0, we arrive at:
(h˜− c)w + P0(wζ1) + P0(3h˜2w(∂θζ1 + ∂3θζ1)) = O(‖w‖4H3(T)) (4.32)
Using
P0(wζ1) = − 1
2(h˜− c)− 12h˜3ia−1a
2
1e
iθ − 1
2(h˜− c) + 12h˜3ia1a
2
−1e
−iθ;
P0(3(h˜)
2w(∂θζ1 + ∂
3
θζ1)) =
= 18h˜2i(
1
2(h˜− c)− 12h˜3ia−1a
2
1e
iθ − 1
2(h˜− c) + 12h˜3ia1a
2
−1e
−iθ),
we can rewrite (4.32) as {
|(h˜− c)a1 + αa−1a21| = O(‖w‖4H3(T))
|(h˜− c)a−1 + α¯a1a2−1| = O(‖w‖4H3(T))
(4.33)
with α = α1 + iα2 where
α1 =
−(h˜− c)− 108h˜5
2(h˜− c)2 + 72h˜6 , α2 =
9(h˜− c)h˜2 − 3h˜3
(h˜− c)2 + 36h˜6 . (4.34)
Using that a1 = a−1 (cf. (4.7)), we can reduce (4.33) to:
|(h˜− c+ α1|a1|2)a1 + iα2|a1|2a1| = O(|a1|4).
Suppose now that |a1| 6= 0, therefore:
|(h˜− c+ α1|a1|2) + iα2|a1|2| ≤ C|a1|3
Thus, using that due to (4.19), we have |a1| ≤ Cε. Then,
(
1
2
|h˜− c|2 + α22)|a1|4 ≤
1
2
|h˜− c|2 + α22|a1|4 ≤ |h˜− c+ α1|a1|2a1|2 + α22|a1|4
= |(h˜− c+ α1|a1|2) + iα2|a1|2|2 ≤ C|a1|6
The definition (4.34) implies that 12 |h˜− c|2 + α22 ≥ C0(L) > 0 whence |a1| ≥ C1(L). This contradicts the
fact that |a1| ≤ Cε if ε is sufficiently small. Therefore, we have that |a1| = 0. Thus, w = ζ1 = 0 and h = h˜.
Therefore, h is a constant h˜ given by h˜ = h∗ + a0 where h˜ solves J = −ch˜+ 12 h˜2.
We now consider the case (b). It directly follows that h = h∗ is solution to problem (4.6), (4.3) with
J = −ch∗. We define F : H3(T)→ L2(T) by means of
F (h) ≡ −ch+ h3(∂θh+ ∂3θh) for c 6= 0 (4.35)
We have that
DF (h∗)(h) = −ch+ h3∗(∂θh+ ∂3θh).
For c 6= 0, DF (h∗) is invertible and F (h∗) = J , therefore the result follows arguing as in the proof of
Proposition 4.1 in the case of J > 0. 
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We now consider the problems of Type (2) which were introduced at the beginning of this Section. Since
J is not given a priori it is convenient to reformulate the problems in a way that J does not appear.
Differentiating equation (4.1) we have
∂θ(
h2
2
) + ∂θ(h
3(∂θh+ ∂
3
θh)) = 0, (4.36)
and for (4.2),
∂θ(h
3(∂θh+ ∂
3
θh)) = 0, (4.37)
In both cases we must have in addition
h(θ + 2pi) = h(θ) for θ ∈ R. (4.38)
Equations for traveling waves solutions of (4.5) and (4.6) can be written as
− c∂θh+ ∂θ(
h2
2
) + ∂θ(h
3(∂θh+ ∂
3
θh)) = 0 (4.39)
and
− c∂θh+ ∂θ(h3(∂θh+ ∂3θh)) = 0. (4.40)
In both cases h satisfies (4.38).
Proposition 4.3.
(a)Let be h∗ > 0. Suppose that h is a solution of one of the problems [(4.36),(4.38)]. For any L > 0 there
exists ε = ε(L) > 0 such that 1L ≤ h∗ ≤ L and h satisfies ‖h − h∗‖L∞(T) ≤ ε and
∫
T h(θ)dθ = 2pih∗, then
h = h∗.
(b)There exists a two-parameter family of positive solutions h ∈ H4(T) of (4.37), (4.38) with ∫T h(θ)dθ =
2pih∗ that is given by:
h(θ) = c1 + c2 sin(θ − θ0),
where |c2| < c1, for c1 > 0, c2 ∈ R and θ0 ∈ R.
(c)Let be h∗ > 0. Suppose that h is a solution of one of the problems [(4.39),(4.38)] and [(4.40),(4.38)]. For
any L > 0 there exists ε = ε(L) > 0 such that |c| ∈ [−L,L], 1L ≤ h∗ ≤ L and h satisfies ‖h− h∗‖L∞(T) ≤ ε
and
∫
T h(θ)dθ = 2pih∗, then h = h∗.
Proof. The proof of (b) follows from the fact that under the assumptions in the Proposition h solves (4.2),
(4.3) for some J ∈ R. Using then Proposition 4.1 we obtain the desired result.
Notice that in both cases (a) and (c), the assumptions in the Proposition imply
‖h− h∗‖H4(T) ≤ C‖h− h∗‖L∞(T) ≤ Cε (4.41)
if ε is sufficiently small (depending on L) and C = C(L).
Integrating (4.36), (4.39) and (4.40), we obtain that h satisfies third order differential equations which
can be reformulated as (4.12), (4.16) and (4.35) by means of suitable functionals F : H3(T) → L2(T). For
instance, in the case of equation (4.39) we define:
F (h) ≡ −ch+ h
2
2
+ h3(∂θh+ ∂
3
θh). (4.42)
Then, we can reformulate (4.39),(4.38) as
F (h) = J. (4.43)
We expand F using Taylor formula as
F (h) = F (h∗) +DF (h∗)(h− h∗) + 1
2
D2F (h∗)(h− h∗, h− h∗) +O(‖h− h∗‖3H3(T)) (4.44)
The same expansion can be derived for the different functionals F associated to each other problems. We
define F (h∗) = J∗ and using (4.43) and (4.44)
J∗ − J +DF (h∗)(h− h∗) + 1
2
D2F (h∗)(h− h∗, h− h∗) +O(‖h− h∗‖3H3(T)) = 0. (4.45)
We now define V0 ≡ Span{cos(θ), sin(θ)} ⊂ L2(T) and we denote by V1 as the orthogonal of V0⊕Span{1}
in L2(T). We then write P0 and P1 the orthogonal projection of L2(T) in V0 and V1 respectively. We have
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that we can write h = h∗ + w + ζ with w ∈ V0 and ζ ∈ V1. Notice that we do not need to add a constant
Fourier mode a0 because
∫
T h(θ)dθ = 2pih∗.
Therefore, we can apply P0 and P1 to (4.45), and using that P0(J∗−J) = P1(J∗−J) = 0, we can continue
with the same arguments as in the proofs of Propositions 4.1 and 4.2.

Remark 4.4. We will refer, from now on, to all the solutions described in Proposition 4.1 and Proposition
4.3(a) (including the non-constant solutions (4.8), (4.9)) as circular steady states. We will refer to the
solutions described in Proposition 4.2 and in Proposition 4.3(b) as circular travelling waves. The term
circular arises from the fact that the interface {r = 1 + εh} is a circle for the above mentioned solutions.
Notice that Propositions 4.1, 4.2 and 4.3 do not rule out the possibility of having non-constant solutions of
[(4.1), (4.3)] with J > 0 [(4.5), (4.3)],[(4.6), (4.3)],[(4.36), (4.38)],[(4.39), (4.38)] and [(4.40), (4.38)]. Such
solutions, that geometrically do not describe circular interfaces, will not be considered in this paper.
5. Stability of the circular steady states
In this Section, we study the stability of the circular steady states and travelling waves described in
Propositions 4.3 (see also Remark 4.4). We consider separately the cases in which γ ≈ bε2 with b > 0 and
γ  1ε2 .
5.1. The case γ ≈ bε2 . As we have seen in Subsection 3.1 the evolution of the interface can be approximated
in this case by means of the equation (3.11). We will next prove the following global well posedness result:
Theorem 5.1. Let c > 0. There exists ε > 0 (depending on c) such that, for any h0 ∈ H4(T) satisfying
‖h0− c‖H4(T) < ε with 12pi
∫
T h0 = c, there exists a unique solution h ∈ C([0,∞);H4(T))∩C1((0,∞);H4(T))
of (3.11), where h(·, 0) = h0(·).
Moreover, we have
‖h(·, t)− c‖H4(T) ≤ C¯ε for all t ≥ 0 (5.1)
where C¯ depend only on c.
Remark 5.1. The dependence of the right hand side of (5.1) on ε is far from optimal. Better estimates
concerning the behaviour of h for long times will be prove in Theorem 5.3.
In order to prove Theorem 5.1 it is convenient to reformulate (3.11) in a rotating coordinate system at
velocity c. Moreover, we also linearize around the constant solution h = c.
More precisely, we define
v(ϕ, t) = h(θ, t)− c with ϕ = θ − ct. (5.2)
Then using (3.11) we obtain that v solves
dv
dt
= L(v) +R(v) (5.3)
where the linear operator L : H˙4(T)→ L2(T) is:
L(v) = −c3(∂2ϕv + ∂4ϕv) for each v ∈ H˙4(T) (5.4)
and the non-linear operator R : H˙4(T)→ L2(T) is:
R(v) = −∂ϕ(
v2
2
)− ∂ϕ((v3 + 3c2v + 3cv2)(∂ϕv + ∂3ϕv)) (5.5)
It immediately follows that L is a well defined operator from H˙4(T) to L2(T). The fact that the operator
R is well defined from H˙4(T) to L2(T) is just a consequence from the embedding H˙s(T) ⊂ L∞(T) for any
s ≥ 1.
We recall that V0 ≡ Span{cos(θ), sin(θ)} ⊂ L2(T) and V1 as the orthogonal of V0 ⊕ Span{1} in L2(T).
We define the following subspaces of H˙4(T),
E0 = V0 ∩ H˙4(T) and E1 = V1 ∩ H˙4(T) (5.6)
and we denote as P0 and P1 the orthogonal projections of L
2(T) into V0 and V1 respectively. We have that
H˙4(T) = E0 ⊕ E1. Notice that, using Fourier, it readily follows that P0(H˙4(T)) ⊂ E0, and P1(H˙4(T)) ⊂ E1.
In all this subsection, we only apply the operators P0 and P1 to functions of H˙
4(T).
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Given v ∈ H˙4(T), we can then write v = v0 + v1 with v0 = P0(v) ∈ E0 and v1 = P1(v) ∈ E1.
We defined the quadratic operator, Q : E0 × E0 → E1 as
Q(v0) =
i
24c3
a2−1e
−2iϕ − i
24c3
a21e
2iϕ (5.7)
for each v0 = a−1e−iϕ + a1eiϕ ∈ E0, where a1 = a−1. We notice for further reference that
L(Q(v0)) = ∂ϕP1(
v20
2
) (5.8)
which follows from (5.4) as well as the fact that
c3(∂2ϕQ(v0) + ∂
4
ϕQ(v0)) + ∂ϕP1(
v20
2
) = 0.
As a first step to prove Theorem 5.3 we need a local existence result for (5.3). In order to avoid breaking
the continuity of the arguments, this result will be postponed to the Appendix A (cf. Proposition A.1).
In the next two Lemmas we decompose v as the sum of functions in E0 and E1 and rewrite (5.3) in a
convenient way to derive global a priori estimates for their solutions.
Lemma 5.1. Suppose that v ∈ C([0, T ]; H˙4(T))∩C1((0, T ]; H˙4(T)), with T > 0, is a solution of the problem
(5.3)-(5.5). Moreover, let us assume also that ‖v(·, t)‖H˙4(T) ≤ 1 for each t ∈ [0, T ]. Let be v0(·, t) = P0(v(·, t))
and v1(·, t) = P1(v1(·, t)), then we have
dv0
dt
= −P0
(
∂ϕ
(
v0Q(v0)
))
− 3c2P0
(
∂ϕ
(
v0(∂ϕQ(v0) + ∂
3
ϕQ(v0))
))
(5.9)
+ F0,
d
dt
(v1 −Q(v0))− L(v1 −Q(v0)) = F1 (5.10)
with Q(v0) as in (5.7), where
‖F0‖L2(T) ≤ C(‖v0‖4H˙4(T) + ‖v1 −Q(v0)‖2H˙4(T) + ‖v0‖H˙4(T)‖v1 −Q(v0)‖H˙4(T)) (5.11)
and
‖F1‖L2(T) ≤ C(‖v0‖3H˙4(T) + ‖v1 −Q(v0)‖2H˙4(T) + C‖v0‖H˙4(T)‖v1 −Q(v0)‖H˙4(T)). (5.12)
The constant C depends only on c but is independent on v.
Proof. We will use repeatedly the following estimate
‖v1‖H˙4(T) ≤ ‖v1 −Q(v0)‖H˙4(T) + ‖Q(v0)‖H˙4(T) ≤ ‖v1 −Q(v0)‖H˙4(T) + C‖v0‖2H˙4(T). (5.13)
Notice also that since ‖v‖H˙4(T) ≤ 1 then ‖v0‖H˙4(T) + ‖v1‖H˙4(T) ≤ C.
Applying P0 to (5.3), we obtain
dv0
dt
+ P0(∂ϕ(v0v1)) + 3c
2P0(∂ϕ(v0(∂ϕv1 + ∂
3
ϕv1))) = F˜0 (5.14)
where F˜0 is given by
F˜0 = −P0(∂ϕ(
v20
2
))− P0(∂ϕ(
v21
2
))− P0(∂ϕ((v3 + 3c2v1 + 3cv2)(∂ϕv1 + ∂3ϕv1)))
using that ∂ϕv0 + ∂
3
ϕv0 = 0.
Notice that P0(∂ϕ(
v20
2 )) = 0. On the other hand,
‖P0(∂ϕ(
v21
2
))‖L2(T) ≤ C‖v1‖2H˙4(T) ≤ C(‖v0‖4H˙4(T) + ‖v1 −Q(v0)‖2H˙4(T))
and using (5.13) we obtain
‖P0(∂ϕ((v3 +3c2v1 +3cv2)(∂ϕv1 +∂3ϕv1)))‖L2(T) ≤ C‖v‖2H˙4(T)‖v1‖H˙4(T) ≤ C(‖v0‖4H˙4(T) +‖v1−Q(v0)‖2H˙4(T)).
Therefore,
‖F˜0‖L2(T) ≤ C(‖v0‖4H˙4(T) + ‖v1 −Q(v0)‖2H˙4(T)) (5.15)
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Writing in the second and third term in the left hand side of (5.14), v1 = Q(v0) + (v1 −Q(v0)) we have
(5.9) where F0 is given by
F0 = F˜0 − P0
(
∂ϕ
(
v0(v1 −Q(v0))
))
− 3c2P0
(
∂ϕ
(
v0(∂ϕ(v1 −Q(v0) + ∂3ϕ(v1 −Q(v0))))
))
Using (5.15) and the fact that
‖P0
(
∂ϕ
(
v0(v1−Q(v0))
))
+3c2P0
(
∂ϕ
(
v0(∂ϕ(v1−Q(v0)+∂3ϕ(v1−Q(v0))))
))
‖L2(T) ≤ C(‖v0‖H˙4(T)‖v1−Q(v0)‖H˙4(T))
we have (5.11).
In the same way, if we apply P1 to (5.3) we have,
dv1
dt
− L(v1 −Q(v0)) = F˜1, (5.16)
where we have used (5.8) and F˜1 is given by
F˜1 = −∂ϕP1(v0v1)− ∂ϕP1(
v21
2
) +R1(v) (5.17)
with
R1(v) = P1(∂ϕ((v
3 + 3c2v + 3cv2)(∂ϕv1 + ∂
3
ϕv1))),
since ∂ϕv0 + ∂
3
ϕv0 = 0.
It is easy to see that, using (5.13)
‖∂ϕP1(v0v1) + ∂ϕP1(
v21
2
)‖L2(T) ≤ C‖v0‖H˙4(T)‖v1‖H˙4(T) + C‖v1‖2H˙4(T) ≤ C‖v0‖H˙4(T)‖v1 −Q(v0)‖H˙4(T)
+ C‖v0‖‖Q(v0)‖H˙4(T) + C‖v1‖2H˙4(T) ≤ C(‖v0‖3H˙4(T) + ‖v1 −Q(v0)‖2H˙4(T) + ‖v0‖H˙4(T)‖v1 −Q(v0)‖H˙4(T))
‖R1(v)‖L2(T) ≤ C‖v‖‖v1‖H˙4(T) ≤ C(‖v0‖3H˙4(T) + ‖v1 −Q(v0)‖2H˙4(T) + ‖v0‖H˙4(T)‖v1 −Q(v0)‖H˙4(T))
hence, we have
‖F˜1‖L2(T) ≤ C(‖v0‖3H˙4(T) + ‖v1 −Q(v0)‖2H˙4(T) + ‖v0‖H˙4(T)‖v1 −Q(v0)‖H˙4(T)) (5.18)
We can compute ddt (v1 −Q(v0)) using the chain rule,
d
dt
(v1 −Q(v0)) = dv1
dt
−DQ(v0)(dv0
dt
),
therefore, by (5.16), we obtain (5.10) with F1 = F˜1 −DQ(v0)(dv0dt ).
Using ‖DQ(v0)‖L2(T) ≤ C‖v0‖H˙4(T) as well as (5.9) and (5.11) we arrive at
‖DQ(v0)dv0
dt
‖L2(T) ≤ C(‖v0‖4H˙4(T) + ‖v0‖H˙4(T)‖v1 −Q(v0)‖2H˙4(T) + ‖v0‖2H˙4(T)‖v1 −Q(v0)‖H˙4(T)).
Combining this inequality with (5.18), we obtain (5.12) and the Lemma follows. 
Lemma 5.2. Suppose that the assumptions of Lemma 5.1 are satisfied. There exist δ1 ∈ (0, 1) depending
only on c such that if ‖v(·, t)‖H˙4(T) ≤ δ1 for any t ∈ (0, T ]. Then we have that v ∈ C∞((0, T ]; H˙`(T)) for all
` ≥ 1. Moreover, the following estimate holds:∫
T
∂4ϕF1∂
4
ϕ(v1 −Q(v0))dϕ ≤ C(‖v‖3H˙4(T)‖v1 −Q(v0)‖H˙6(T) + ‖v‖H˙4(T)‖v1 −Q(v0)‖2H˙6(T)) for any t > 0
(5.19)
with F1 as in (5.12) and C depending only on c.
Proof. Using that ‖v‖L∞(T) + ‖∇v‖L∞(T) + ‖∇2v‖L∞(T) ≤ C‖v‖H˙4(T) it readily follows that (5.3) is an
uniformly parabolic problem. Hence for the fact that v ∈ C∞((0, T ]; H˙`(T)) for all ` ≥ 1 just follows by
standard regularizing effects for quasilinear parabolic equations, assuming that δ1 is sufficiently small (cf.
[14] in Chapter II, Theorem 4.2.).
As we see in the proof of the Lemma 5.1, F1 = F˜1 −DQ(v0)(dv0dt ) where F˜1 is as in (5.17). Therefore∫
T
∂4ϕF1∂
4
ϕ(v1 −Q(v0))dϕ =
∫
T
∂4ϕF˜1∂
4
ϕ(v1 −Q(v0))dϕ−
∫
T
∂4ϕ(DQ(v0)(
dv0
dt
))∂4ϕ(v1 −Q(v0))dϕ ≡ J1 + J2.
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To estimate J2 we remark that
dv0
dt ∈ E0 as well as that for any w ∈ E0 we have ‖w‖H˙`(T) ≤ C`‖w‖H˙4(T)
for any ` ≥ 1. On the other hand, the definition of Q (cf. (5.7)) implies that ‖DQ(v0)‖H˙`(T) ≤ C`‖v0‖H˙4(T)
for ` ≥ 1. Then, ‖∂4ϕ(DQ(v0)(dv0dt ))‖L2(T) ≤ C‖v0‖H˙4(T)‖dv0dt ‖H˙4(T). Therefore using (5.9) and (5.11), we
obtain
‖∂4ϕ(DQ(v0)(
dv0
dt
))‖L2(T) ≤ C(‖v0‖4H˙4(T) + ‖v0‖H˙4(T)‖v1 −Q(v0)‖2H˙4(T) + ‖v0‖2H˙4(T)‖v1 −Q(v0)‖H˙4(T))
≤ C‖v‖3
H˙4(T)
Thus,
J2 ≤ C(‖v‖3H˙4(T)‖v1 −Q(v0)‖H˙4(T)) (5.20)
In order to estimate J1 for t > 0 we rewrite it, using (5.17), as∫
T
∂4ϕF˜1∂
4
ϕ(v1 −Q(v0))dϕ = −
∫
T
∂5ϕP1(v0v1)∂
4
ϕ(v1 −Q(v0))dϕ−
∫
T
∂5ϕP1(
v21
2
)∂4ϕ(v1 −Q(v0))dϕ
+
∫
T
∂4ϕR1(v)∂
4
ϕ(v1 −Q(v0))dϕ ≡ J1,1 + J1,2 + J1,3
We first estimate J1,1, using again that for any w ∈ E0 we have ‖w‖H˙`(T) ≤ C`‖w‖H˙4(T) for any ` ≥ 1 as
well as integration by parts. Then,
J1,1 =
∫
T
∂5ϕP1(v0Q(v0))∂
4
ϕ(v1 −Q(v0))dϕ+
∫
T
∂5ϕP1(v0(v1 −Q(v0)))∂4ϕ(v1 −Q(v0))dϕ
≤ C‖v0‖3H˙4(T)‖v1 −Q(v0)‖H˙4(T) +
∫
T
∂3ϕP1(v0(v1 −Q(v0))∂6ϕ(v1 −Q(v0))dϕ
≤ C(‖v0‖3H˙4(T)‖v1 −Q(v0)‖H˙4(T) + ‖v0‖H˙4(T)‖v1 −Q(v0)‖H˙3(T)‖v1 −Q(v0)‖H˙6(T))
≤ C(‖v‖3
H˙4(T)‖v1 −Q(v0)‖H˙6(T) + ‖v‖H˙4(T)‖v1 −Q(v0)‖2H˙6(T))
Similarly,
J1,2 =
∫
T
∂5ϕ(
Q(v0)
2
2
)∂4ϕ(v1 −Q(v0))dϕ+ 2
∫
T
∂5ϕP1(Q(v0)(v1 −Q(v0)))∂4ϕ(v1 −Q(v0))dϕ
+
∫
T
∂5ϕP1((v1 −Q(v0))2)∂4ϕ(v1 −Q(v0))dϕ ≤ C‖v0‖4H˙4(T)‖v1 −Q(v0)‖H˙4(T)
+ 2
∫
T
∂3ϕP1(Q(v0)(v1 −Q(v0)))∂6ϕ(v1 −Q(v0))dϕ+
∫
T
∂3ϕP1((v1 −Q(v0))2)∂6ϕ(v1 −Q(v0))dϕ
≤ C(‖v0‖4H˙4(T)‖v1 −Q(v0)‖H˙4(T) + ‖v0‖2H˙4(T)‖v1 −Q(v0)‖H˙3(T)‖v1 −Q(v0)‖H˙6(T)
+ ‖v1 −Q(v0)‖2H˙4(T)‖v1 −Q(v0)‖H˙6(T)) ≤ C(‖v‖3H˙4(T)‖v1 −Q(v0)‖H˙6(T) + ‖v‖H˙4(T)‖v1 −Q(v0)‖2H˙6(T))
Integrating by parts in J1,3, we arrive at
J1,3 =
∫
T
∂3ϕP1((v
3 + 3c2v + 3cv2)(∂ϕQ(v0) + ∂
3
ϕQ(v0)))∂
6
ϕ(v1 −Q(v0))dϕ
+
∫
T
∂3ϕP1((v
3 + 3c2v + 3cv2)(∂ϕ(v1 −Q(v0)) + ∂3ϕ(v1 −Q(v0))))∂6ϕ(v1 −Q(v0))dϕ ≡ J1,3,1 + J1,3,2
Then
J1,3,1 ≤ C‖v‖H˙4(T)‖v0‖2H˙4(T)‖v1 −Q(v0)‖H˙6(T)
and
J1,3,2 ≤ C‖v‖H˙4(T)‖v1 −Q(v0)‖2H˙6(T)
whence
J1,3 ≤ C(‖v‖3H˙4(T)‖v1 −Q(v0)‖H˙6(T) + ‖v‖H˙4(T)‖v1 −Q(v0)‖2H˙6(T))
Therefore
J1 = J1,1 + J1,2 + J1,3 ≤ C(‖v‖3H˙4(T)‖v1 −Q(v0)‖H˙6(T) + ‖v‖H˙4(T)‖v1 −Q(v0)‖2H˙6(T))
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Combining this estimate with (5.20) and the result follows. 
We can now conclude the proof of Theorem 5.1.
Proof of Theorem 5.1. Let ‖vin‖H˙4(T) ≤ ε. If ε > 0 is sufficiently small it follows from Proposition A.1 that
‖v(·, t)‖H˙4(T) ≤ δ1 for t ∈ (0, T ]. Then Lemma 5.2 implies that v ∈ C∞((0, T ]; H˙8(T)). Moreover, using
(A.2) we can assert that
‖v(·, t)‖H˙4(T) ≤ C∗ε for t ∈ [0, T ] (5.21)
where we can assume that C∗ ≥ 4K for K =
√
12c3.
Differentiating (5.10) four times with respect to ϕ for t > 0 and multiplying by ∂4ϕ(v1−Q(v0)), we obtain
using integration by parts
d
dt
‖v1 −Q(v0)‖2H˙4(T) + c3
∫
T
(∂6ϕ(v1 −Q(v0)))2 − (∂5ϕ(v1 −Q(v0)))2dϕ =
∫
T
∂4ϕF1∂
4
ϕ(v1 −Q(v0))dϕ
Using Fourier as well as the fact that v1 −Q(v0) ∈ E1 we obtain
c3
∫
T
(∂6ϕ(v1 −Q(v0)))2 − (∂5ϕ(v1 −Q(v0)))2dϕ ≥ C0‖v1 − ψ(v0)‖2H˙6(T),
for some C0 > 0 (depending on c).
Using Lemma 5.2 we then arrive at
d
dt
‖v1 −Q(v0)‖2H˙4(T) ≤ −C0‖v1 −Q(v0)‖2H˙6(T) + C(‖v‖3H˙4(T)‖v1 −Q(v0)‖H˙6(T) + ‖v‖H˙4(T)‖v1 −Q(v0)‖2H˙6(T))
and using Young and (5.13) we deduce that
d
dt
‖v1 −Q(v0)‖2H˙4(T) ≤ −
C0
2
‖v1 −Q(v0)‖2H˙6(T) + C1‖v0‖6H˙4(T) + C2‖v‖H˙4(T)‖v1 −Q(v0)‖2H˙6(T).
We define δ = min{δ0, δ1, C04C2 } with δ0, δ1 as in Proposition A.1 and Lemma 5.2, respectively. Choosing
ε sufficiently small we obtain that ‖v(·, t)‖H˙4(T) ≤ δ for 0 ≤ t ≤ T . Then,
d
dt
‖v1 −Q(v0)‖2H˙4(T) ≤ −
C0
4
‖v1 −Q(v0)‖2H˙4(T) + C1‖v0‖6H˙4(T). (5.22)
Notice that if the solution v can be extended to a larger time interval, the proof of (5.22) implies that
this inequality is valid as long as ‖v‖H˙4(T) ≤ δ. Thus, using that ‖vin‖H˙4(T) ≤ ε, we have
‖v1 −Q(v0)‖2H˙4(T) ≤ C3ε2e−
C0
2 t + C1
∫ t
0
‖v0‖6H˙4(T)(s)e−
C0
4 (t−s)ds (5.23)
Now using (5.7) we can readily see that
P0
(
∂ϕ
(
v0Q(v0)
))
=
1
24c3
(
a1a
2
−1e
−iϕ + a−1a21e
iϕ
)
,
P0
(
3c2∂ϕ
(
v0(∂ϕQ(v0) + ∂
3
ϕQ(v0))
))
=
3i
4c
(
a1a
2
−1e
−iϕ − a−1a21eiϕ
)
.
therefore we can write (5.9) as
a′1(t)e
iϕ + a′−1(t)e
−iϕ =
(
− 1
24c3
− 3i
4c
)
a1a
2
−1e
−iϕ +
(
− 1
24c3
+
3i
4c
)
a−1a21e
iϕ
+O(‖F0‖L2(T)).
Since v0 ∈ R it is clear that a−1 = a1 and using Lemma 5.1, we obtain
a′1(t) + α|a1|2a1 ≤ C4(‖v0‖4H˙4(T) + ‖v1 −Q(v0)‖2H˙4(T) + ‖v0‖H˙4(T)‖v1 −Q(v0)‖H˙4(T)) (5.24)
where α =
(
1
24c3 − 3i4c
)
.
We now define
t∗ = sup{t ≥ 0 : ‖v0(·, s)‖H˙4(T) ≤Mε}, for all s ∈ [0, t] (5.25)
where M > 2 (we could assume for instance M = 3 in all the following). Using (5.21) it follows that choosing
ε sufficiently small, we have t∗ ≥ T .
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Using the polar representation a1(t) = ρ(t)e
iγ(t) and using (5.23), (5.24) and (5.25), we arrive at
|ρ′(t) +Re(α)ρ3(t)| ≤ C4(M4ε4 + C3ε2e−
C0
2 t +
4C1
C0
M6ε6 +
√
C3Mε
2e−
C0
4 t +
(4C1
C0
) 1
2
M4ε4
)
whence
ρ′(t) ≤ −Re(α)ρ3(t) + C5M4ε4 + C6Mε2e−
C0
4 t for 0 ≤ t ≤ t∗, (5.26)
where C5 and C6 depend on C1, C3 and C4.
Suppose that t∗ <∞. Note that |a1| = ρ(t) = ‖v0‖L2(T)√4pi ≤ ‖v0‖H˙4(T). Therefore since ρ(t) is a continuous
function, there exists t¯ ∈ (0, t∗) such that ρ(t¯) = M2 ε and M2 ε ≤ ρ(t) ≤Mε for t ∈ [t¯, t∗]. Thus (5.26) implies
that, for ε ≤ Re(α)8MC5 ,
ρ′(t) ≤ −Re(α)M
3
8
ε3 + C5M
4ε4 + C6Mε
2e−
C0
4 t ≤ C6Mε2e−
C0
4 t
for t ∈ [t¯, t∗].
Hence,
ρ(t) ≤ M
2
ε+
4C6
C0
Mε2 ≤ 2Mε
3
for t ∈ [t¯, t∗],
if ε is sufficiently small depending only on C0 and C6. However, this contradicts the definition of t∗ in (5.25).
Then, ‖v0‖H˙4(T) ≤ Cε for 0 ≤ t <∞ and (5.23) implies ‖v1 −Q(v0)‖H˙4(T) ≤ Cε. Thus, the Theorem 5.1
follows.

A more detailed characterization of the asymptotic behaviour of h can be obtain using Center Manifold
Theory. A version of this theory that can be applied to quasilinear systems, has been developed in [24]. We
will use the version of this theory that can be found in [22].
We recall the assumptions required to apply the Center Manifold Theory in [22]. Actually, we adapt them
to the particular functional setting that we use in this paper:
Hypothesis 5.1. L and R defined above have the following properties:
(i) L ∈ L(H˙4(T), L2(T)).
(ii) For some k ≥ 2, there exists a neighbourhood V ⊂ H˙4(T) of 0 such that R ∈ Ck(V;L2(T)), R(0) = 0
and DR(0) = 0.
Hypothesis 5.2. The spectrum σ of the linear operator L can be written as σ = σ− ∪ σ0 where σ− = {λ ∈
σ;Reλ < 0} and σ0 = {λ ∈ σ;Reλ = 0}. We assume that
(i) there exist a positive constant γ > 0 such that
sup
λ∈σ−
(Reλ) < −γ,
(ii) σ0 consists of a finite number of eigenvalues with finite multiplicities.
Hypothesis 5.3. Assume that there exist positive constants s0 > 0 and C > 0 such that for all s ∈ R, with
|s| ≥ s0, we have that
‖(isI − L1)−1‖L(L2(T)) ≤ C|s| . (5.27)
Here, L1 is the restriction of L to P1H˙
4(T) where P1 is the projection P1 : L2(T) → L2(T) defined by
P1 = I− P0 where P0 is the spectral projection corresponding to σ0 that is given by:
P0 =
1
2pii
∫
Γ
(λI− L)−1dλ (5.28)
where Γ is a simple, counterclockwise oriented, Jordan curve surrounding σ0 and lying entirely in {λ ∈ C :
Reλ > −γ}.
The following result is a minor adaptation of Theorems 2.9 and 3.22 in [22]. It is important to note that
since we are working with the Hilbert spaces L2(T) and H˙4(T) the only property that we need to check for
the operator L1 is (5.27), due to Remark 2.16 in [22].
ANALYSIS OF A THIN FILM APPROXIMATION 21
Theorem 5.2. Assume that Hypotheses 5.1, 5.2 and 5.3 hold. Then there exists a map ψ ∈ Ck(E0, E1) where
E0 = ImP0 = ReP1 ⊂ H˙4(T) and E1 = P1H˙4 ⊂ H˙4(T), with ψ(0) = 0 and Dψ(0) = 0. Moreover there
exists a neighbourhood O of 0 in H˙4(T) such that the manifold
M0 = {v0 + ψ(v0); v0 ∈ E0} ⊂ H˙4(T) (5.29)
has the following properties:
(i) M0 is locally invariant, i.e., if v is a solution of (5.3) satisfying v(0) ∈ M0 ∩ O and v(t) ∈ O for
all t ∈ [0, T ], then v(t) ∈M0 for all t ∈ [0, T ].
(ii) M0 contains the set of bounded solutions of (5.3) staying in O for all t ∈ R. If we have a solution v
of dvdt = L(v)+R(v) that belongs inM0 for t ∈ I, being I ⊂ R an open interval. Then, v = v0 +ψ(v0)
and v0 satisfies
dv0
dt
= L0(v0) + P0R(v0 + ψ(v0)), (5.30)
where L0 is the restriction of L to E0. Moreover, ψ satisfies
Dψ(v0)(L0(v0) + P0R(v0 + ψ(v0))) = L1ψ(v0) + P1R(v0 + ψ(v0)) ∀v0 ∈ E0 (5.31)
(iii) M0 is locally attracting, i.e., there exists a > 0 such that if v(0) ∈ O and the solution for this initial
data of (5.3) satisfies that v(t) ∈ O for all t > 0, then exist a initial data v˜(0) ∈M0 ∩O such that,
‖v − v˜‖H˙4(T) ≤ Ce−at as t→∞.
Remark 5.2. Notice that the subspaces E0 and E1 have been defined in (5.6) in a different way as in the
statement of Theorem 5.2. However, using Fourier analysis and (5.28) it might be readily seen that both
definitions are equivalent.
In the following Lemma we collect several properties of the operators L and R in (5.4) and (5.5). In
particular they satisfy the Hypotheses 5.1, 5.2 and 5.3.
Lemma 5.3. The operators L and R given by (5.4) and (5.5) are well defined from H˙4(T) → L2(T) and
H˙4(T)× H˙4(T)→ L2(T) respectively.
Moreover, the operator L satisfies Hypotheses 5.1(i), 5.2 and 5.3 and the operator R satisfies Hypothesis
5.1(ii) for any k ≥ 2.
Proof. It is readily seen that (5.4) defines an operator L from H˙4(T) → L2(T) for any c > 0 and L ∈
L(H˙4(T), L2(T)) whence Hypothesis 5.1(i) follows.
In order to check Hypothesis 5.2, we use the Fourier representation of L. Given v =
∑n=∞
n=−∞,n6=0 ane
inϕ ∈
H˙4(T) and Lv =
∑n=∞
n=−∞,n6=0(Lv)ne
inϕ ∈ L2(T) we have
(Lv)n = −c3(n4 − n2)an for n ∈ Z \ {0}. (5.32)
It follows that σ = σ(L) = σp(L) = {λ = −c3(n4 − n2) : n ∈ N}. Therefore, σ = σ0 ∪ σ+ with
σ0 = {0}, σ− = {λ = −c3(n4 − n2) : n = 2, 3, ...}
whence Hypothesis 5.2 follows.
In order to check Hypothesis 5.3 we first remark that P0 is the orthogonal projection in L
2(T) in the
subspace of eigenvectors associated to σ0 (cf. [23] and [29]). We now remark that (5.27) would follow from
the estimate
‖isv − L1(v)‖L2(T) ≥ |s|‖v‖L2(T) for any s ∈ R, |s| ≥ s0 and v ∈ E1.
This estimate is a consequence of the following computation,
‖isv + c3(∂2ϕv + ∂4ϕv)‖2L2 =
∫
T
|isv + c3(∂2ϕv + ∂4ϕv)|2dϕ =
∫
T
s2v2dϕ+ c6
∫
T
(∂2ϕv + ∂
4
ϕv)
2dϕ ≥ s2‖v‖2L2(T),
which holds for any v ∈ E1.
Concerning the operator defined in (5.5), we first notice that it is a well defined operator from H˙4(T) ×
H˙4(T)→ L2(T), due to the embedding H˙1(T) ⊂ L∞(T). It only remains to check Hypothesis 5.1(ii).
It is enough to see that
‖R(v + ε)−
k∑
`=0
1
`!
D`R(v)(ε)‖L2(T) ≤ C‖ε‖k+1H˙4 for k ≥ 2 (5.33)
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where for any v ∈ H˙4(T), D`R(v) ∈ L((H˙4(T))`, L2(T)).
Inequality (5.33) is a consequence of the fact that
R(v + ε) =
4∑
`=0
1
`!
D`R(v)(ε)
where
DR(v)(ε) = −∂ϕ(εv)− ∂ϕ((3c2ε+ 6cvε+ 3v2ε)(∂ϕv + ∂3ϕv))− ∂ϕ((v3 + 3c2v + 3cv2)(∂ϕε+ ∂3ϕε)), (5.34)
1
2
D2R(v)(ε) = −∂ϕ(
ε2
2
)− ∂ϕ((3c2ε+ 6cvε+ 3v2ε)(∂ϕε+ ∂3ϕε))− ∂ϕ((3cε2 + 3vε2)(∂ϕv + ∂3ϕv)), (5.35)
1
3!
D3R(v)(ε) = −∂ϕ((3cε2 + 3vε2)(∂ϕε+ ∂3ϕε))− ∂ϕ(ε3(∂ϕv + ∂3ϕv)), (5.36)
1
4!
D4R(v)(ε) = −∂ϕ(ε3(∂ϕε+ ∂3ϕε)). (5.37)
Using classical Sobolev embeddings, in particular the fact that the Sobolev spaces H˙4(T) are Banach
algebras (cf. [1]) we obtain that D`R(v)(·) ∈ L((H˙4(T))`, L2(T)), ` = 0, 1, 2, ... whence (5.33) holds for all
k ≥ 2.
We suppose that v ∈ H˙4(T) then we have the following estimates:
‖DR(v)(ε)‖L2(T) ≤ ‖∂ϕ(εv)‖L2 + c2‖∂ϕ(ε(∂ϕv + ∂3ϕv))‖L2
+ 2c‖∂ϕ(vε(∂ϕv + ∂3ϕv))‖L2 + 3‖∂ϕ(v2ε(∂ϕv + ∂3ϕv))‖L2
+ ‖∂ϕ((v3 + c2v + cv2)(∂ϕε+ ∂3ϕε))‖L2 ≡
5∑
i=1
I1i
Using Holder inequality we can obtain,
I11 ≤ ‖∂ϕεv‖L2 + ‖ε∂ϕv‖L2 ≤ ‖v‖L∞‖ε‖H˙1 + ‖∂ϕv‖L∞‖ε‖L2 ≤ C‖ε‖H˙1 ;
I12 ≤ c2(‖∂ϕε(∂ϕv + ∂3ϕv)‖L2 + ‖ε(∂2ϕv + ∂4ϕv)‖L2 ≤ c2((‖∂ϕv‖L∞ + ‖∂3ϕv‖L∞)‖ε‖H˙1
+ ‖∂2ϕv‖L∞‖ε‖L2 + ‖v‖H˙4‖ε‖L∞) ≤ C‖ε‖H˙1 ;
I13 ≤ 2c(‖∂ϕ(εv∂ϕv)‖L2 + ‖∂ϕ(εv∂3ϕv)‖L2)
where
‖∂ϕ(εv∂ϕv)‖L2 ≤ ‖∂ϕεv∂ϕv‖L2 + ‖ε∂ϕv∂ϕv‖L2 + ‖εv∂2ϕv‖L2
≤ C(‖v‖L∞‖∂ϕv‖L∞‖ε‖H˙1 + ‖∂ϕv‖2L∞‖ε‖L2 + ‖v‖L∞‖∂2ϕv‖2L∞‖ε‖L2) ≤ C‖ε‖H˙1
and
‖∂ϕ(εv∂3ϕv)‖L2 = ‖(∂ϕεv + ε∂ϕv)∂3ϕv + εv∂4ϕv‖L2
≤ ‖v‖L∞‖∂3ϕv‖L∞‖ε‖H˙1 + ‖∂ϕv‖L∞‖∂3ϕv‖L∞‖ε‖L2 + ‖v‖L∞‖v‖H˙4‖ε‖L∞ ≤ C‖ε‖H˙1
Following the same procedure with the terms I14 and I
1
5 we get ‖DR(v)(ε)‖L2 ≤ C‖ε‖H˙4 .
For D2R(v)(ε) we proceed in a similar way:
‖D2R(v)(ε)‖L2 ≤ ‖∂ϕ(
ε2
2
)‖L2 + ‖∂ϕ((3c2ε+ 6cvε+ 3v2ε)(∂ϕε+ ∂3ϕε))‖L2 + ‖∂ϕ((3cε2 + 3vε2)(∂ϕv + ∂3ϕv))‖L2
= ‖ε∂ϕε‖L2 + ‖∂ϕ(3c2ε+ 6cvε+ 3v2ε)‖L2‖(∂ϕε+ ∂3ϕε)‖L∞ + ‖(3c2ε+ 6cvε+ 3v2ε)‖L∞‖(∂2ϕε+ ∂4ϕε)‖L2
+ ‖∂ϕ(3cε2 + 3vε2)‖L2‖(∂ϕv + ∂3ϕv)‖L∞ + ‖(3cε2 + 3vε2)‖L∞‖(∂2ϕv + ∂4ϕv)‖L2 ≤ C‖ε‖2H˙4 .
In the same way we can compute that
‖D3R(v)(ε)‖L2 ≤ C‖ε‖3H˙4 ,
‖D4R(v)(ε)‖L2 ≤ C‖ε‖4H˙4
thus we conclude the proof. 
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Now, Lemma 5.3 shows that the assumptions in Theorem 5.2 hold. In particular this implies the existence
of a Center Manifold whose properties are summarised in the following result.
Lemma 5.4. Suppose that L and R are as in Lemma 5.3. Then the operator P0 defined in (5.28) is the
orthogonal projection of L2(T) in E0 = Span{cos(ϕ), sin(ϕ)}. There exist a manifold M0 with the properties
stated in Theorem 5.2 that can be parametrized as in (5.29) with ψ ∈ Ck(E0, E1) for any k ≥ 2. Moreover,
we have ψ(0) = 0, Dψ(0) = 0 and if v0 = a−1e−iϕ + a1eiϕ ∈ E0 then
D2ψ(0)(v0, v0) =
i
12c3
a2−1e
−2iϕ − i
12c3
a21e
2iϕ. (5.38)
Proof. We have seen in the proof of Lemma 5.3 that P0 is the orthogonal projection of L
2(T) into the kernel
of L which due to (5.32) is given by Span{cos(ϕ), sin(ϕ)} = E0 (cf. Theorem 5.2).
The existence of the Center Manifold M0, is then a consequence of Theorem 5.2 with the form (5.29),
where ψ ∈ Ck(E0, E1) satisfies (5.31).
In the rest of the proof of this Lemma, we will write ‖·‖ = ‖·‖H˙4(T) in order to simplify the notation. We
now use (5.31) to compute D2ψ(0). Taking into account that ψ(0) = Dψ(0) = 0, we obtain using Taylor
series at 0 for ψ and Dψ,
ψ(v0) =
1
2
D2ψ(0)(v0, v0) +O(‖v0‖3) for any v0 ∈ E0 (5.39)
and
Dψ(v0)(h) = D
2ψ(0)(v0, h) +O(‖v0‖2‖h‖) for any h ∈ E0.
Using Taylor series for R, as well as R(0) = DR(0) = 0 we have R(v0) =
1
2D
2R(0)(v0, v0) + O(‖v0‖3).
Combining this with (5.39), we obtain
R(v0 + ψ(v0)) =
1
2
D2R(0)(v0, v0) +O(‖v0‖3),
Since L0(v0) = 0, equation (5.31) can be written as:
L1(D
2ψ(0)(v0, v0)) + P1(D
2R(0)(v0, v0)) +O(‖v0‖3) = 0.
Taking v0 = εξ0 with ξ0 ∈ E0, dividing by ε2 and taking the limit ε→ 0 we arrive at
L1(D
2ψ(0)(ξ0, ξ0)) + P1(D
2R(0)(ξ0, ξ0))) = 0. (5.40)
We recall that D2R(0)(v, v) = −∂ϕ( v
2
2 )− 3c2∂ϕ(v(∂ϕv + ∂3ϕv)) (cf. (5.34)), that for v = ξ0 ∈ E0 reduces to
D2R(0)(ξ0, ξ0) = −∂ϕ( ξ
2
0
2 ). Therefore (5.40) becomes
L1(D
2ψ(0)(ξ0, ξ0)) = P1(∂ϕ(
ξ20
2
))
whence,
D2ψ(0)(ξ0, ξ0) = L
−1
1 P1(∂ϕ(
ξ20
2
))
using the fact that L1 is invertible in P1L
2(T). Taking ξ0 = a−1e−iϕ + a1eiϕ with a1 = a−1, then
P1(∂ϕ(
ξ20
2
)) = i(a21e
2iϕ − a2−1e−2iϕ).
Finally, we invert L1 using (5.32) and we obtain,
D2ψ(0)(v0, v0) =
i
12c3
a2−1e
−2iϕ − i
12c3
a21e
2iϕ. (5.41)

Theorem 5.3. Let c > 0. There exists ε > 0 and a manifold M0 as in (5.29) (both of them depending on
c) such that all the properties stated in Theorem 5.2 hold with O = Bε(0). In particular, if v(·, 0) ∈M0 ∩O
the corresponding function h which solves (3.11) (cf. (5.2)) satisfies:
‖h(·+ ct, t)− c− 2K√
t
cos(·+ K˜ log t+ C0)‖H4(T) ≤ C
t
for all t ≥ 1 (5.42)
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where
K =
√
12c3, K˜ = 9c2, (5.43)
C0 = C0(h0) and C depends only on c. Moreover, if v(·, 0) ∈ O we have that
distH˙4(T)(v(·, t),M0) ≤ Ce−at for any t > 0 (5.44)
with a = a(c).
Remark 5.3. Not all the solutions of (3.11) with initial data close to c have the asymptotic behaviour given
in (5.42). Indeed, there exists a manifold of solutions such that h(·+ ct, t)− c decay exponentially as t→∞.
However, such a behaviour would take place for non-generic initial data.
Proof. The proof of Theorem 5.3 is just an application of the results in Theorem 5.2. The hypotheses of
Theorem 5.2 are satisfied due to Lemma 5.3, therefore the manifold M0 exists. The differential equation
that describes the dynamic of v on this manifold is (5.30) which reduces to
dv0
dt
= P0R(v0 + ψ(v0)), (5.45)
using that L0(v0) = 0 for v0 ∈ E0.
Let v0 = a−1e−iϕ + a1eiϕ ∈ E0 with a1 = a−1. Using Lemma 5.4 as well as P0
(
∂ϕ
(
v20
2
))
= 0. Therefore,
equation (5.45) becomes
a′1(t)e
iϕ + a′−1(t)e
−iϕ =
(
− 1
24c3
− 3i
4c
)
a1a
2
−1e
−iϕ +
(
− 1
24c3
+
3i
4c
)
a−1a21e
iϕ +O(‖v0‖4).
Henceforth,
a′1(t) = −α|a1|2a1 +O(‖v0‖4)
where α =
(
1
24c3 − 3i4c
)
. Using polar coordinates a1(t) = ρ(t)e
iγ(t) we have{
ρ′(t) = −Re(α)ρ3(t) +O(ρ4)
γ′(t)ρ(t) = Im(α)ρ3(t) +O(ρ4)
whence, standard ODE arguments yield:{
ρ(t) = K√
t
(1 +O( 1√
t
))
γ(t) = K˜ log t+ C0 +O( 1√t )
as t→∞, where K = 1√
2Re(α)
=
√
12c3, K˜ = Im(α)2Re(α) = 9c
2 and C0 = C0(γ(0), ρ(0)).
Then,
a1(t) =
K√
t
ei(K˜ log t+C0)(1 +O( 1√
t
)) as t→∞
Using that on the manifold M0 we have v = v0 + ψ(v0) as well as (5.41) we obtain,
v(ϕ, t) =
2K√
t
cos(ϕ+ K˜ log t+ C0) +O(1
t
) as t→∞.
Thus, (5.42) follows.
Finally, the estimate (5.44) is a consequence of the global existence result in Theorem 5.1 and Theorem
5.2(iii). 
Remark 5.4. The asymptotic behaviour in (5.42) can be reformulated in terms of the original non-dimensional
variables (cf. (3.10)) as:
h(θ, t) = λc+
2Kλ√
εAλt
cos(−θ + (1− εcAλ)t+ K˜ log (εAλt) + C0) +O(1
t
) (5.46)
where λ2 = 6η
2
Re(η2−1)b , A =
2η2
µ(η2−1) and t 1Aελ .
Moreover, we recall that in the non-dimensional variables introduced in Section 3, the interface separating
Fluid 1 and Fluid 2 is given by the curve r = 1 + εh. Therefore, an elementary geometrical argument shows
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that the interface associated to the solutions with asymptotic (5.46) behaves asymptotically as the circle given
by
(x− δ(t) cos(θ0(t)))2 + (y − δ(t) sin(θ0(t)))2 = r20
where δ(t) = 2Kελ√
εAλt
, θ0(t) = (1− εcAλ)t+ K˜ log (εAλt) +C0 and r0 = 1 + ελc. Notice that the center of this
circle spirals in towards the origin as t → ∞ (cf. Figure 5.4). The distance between the interface and this
circle is of order O(δ(t)2) as t 1Aελ .
If the thin fluid is near the external cylinder (cf. Remark 3.1), we obtain the same asymptotic formula
(5.46) with A = µη(1+η
2)+µ(η2−1)
η2(η2−1) and λ
2 = 3µAbRe .
Figure 5. Center of the interface spiralling towards the center of the cylinders
5.2. Case γ  1ε2 . We now consider the stability of the solutions of the equation (3.15). We have proved in
Proposition 4.3 that for any c > 0 the set of positive stationary solutions h of (3.15) such that 12pi
∫
T h = c,
has the following form:
M0(c) = {h ∈ H˙4(T) : h(·) = c+ c2 sin(· − θ0), c, c2, θ0 ∈ R, |c2| < c}
We reformulate (3.15) using the change of variables h = c+ v(θ, t). Then v satisfies:
dv
dt
= L(v) + R¯(v) (5.47)
where L(v) = −c
3
(
∂2θv + ∂
4
θv
)
,
R¯(v) = −∂θ
(
(v3 + 3c2v + 3cv2)(∂θv + ∂
3
θv)
) (5.48)
Theorem 5.4. Let c > 0. There exists ε > 0 (depending on c) such that, for any h0 ∈ H4(T) satisfying
‖h0− c‖H4(T) < ε with 12pi
∫
T h0 = c, there exists a unique solution h ∈ C([0,∞);H4(T))∩C1((0,∞);H4(T))
of (3.15), where h(·, 0) = h0(·).
Moreover, we have
distH4(T)(h(·, t),M0(c)) ≤ Ce−at for all t ≥ 0 (5.49)
where a, C are positive constants depend only on c.
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Proof. Local well posedness of (5.47) in the space C([0, T );H4(T)) ∩ C1((0, T );H4(T)) will be seen in Ap-
pendix A.
We decompose v = v0 + v1 with v0 ∈ E0 and v1 ∈ E1 (cf. (5.6)). Applying the operator P1 to (5.47) and
using that L and P1 commute, we obtain
dv1
dt
− L(v1) = P1R¯(v)
Using the smoothing effect of the equation (5.47) as in the proof of Lemma 5.2 we obtain that v ∈
C∞((0, T ]; H˙`(T)) for ` ≥ 1. We can then compute ddt‖v1‖2H˙4(T) as
d
dt
‖v1‖2H˙4(T) + c3
∫
T
(∂6θv1 + ∂
8
θv1)∂
4
θv1dθ = −
∫
T
∂4θP1R¯(v)∂
4
θv1dθ
Using integration by parts,
− c3
∫
T
(∂6θv1 + ∂
8
θv1)∂
4
θv1dθ = −c3
∫
T
(∂6θv1)
2 + (∂5θv1)
2dθ ≥ −C0‖v1‖2H˙6(T), with C0 > 0,
−
∫
T
∂4θP1R¯(v)∂
4
θv1dθ = −
∫
T
P1(∂
3
θ ((v
3 + 3c2v + 3cv2)(∂θv1 + ∂
3
θv1)))∂
6
θv1dθ ≤ C1‖v‖H˙4(T)‖v1‖2H˙6(T).
Therefore, as long as ‖v‖H˙4(T) ≤ ε with ε small enough, we arrive at
d
dt
‖v1‖2H˙4(T) ≤ −
C0
2
‖v1‖2H˙4(T)
as long as sups∈[0,t]‖v(·, s)‖H˙4(T) ≤ ε. Thus,
‖v1‖H˙4(T) ≤ C‖vin‖H˙4(T)e−
C0
4 t (5.50)
Now, applying P0 to (5.47) we obtain
dv0
dt
= P0(R¯(v)) (5.51)
Using (5.48) and (5.50), we deduce that, as long as ‖v‖H˙4(T) ≤ ε, we have that
‖P0(R¯(v))‖L2(T) ≤ C‖v‖H˙4(T)‖v1‖H˙4(T) ≤ Cε2e−
C0
4 t (5.52)
whence ‖v0(·, t)‖H˙4(T) ≤ C(‖vin‖H˙4(T) + ε2) if sups∈[0,t]‖v(·, s)‖H˙4(T) ≤ ε.
Combining this estimate with (5.50) we readily obtain that v is globally defined in time and ‖v(·, t)‖H˙4(T) ≤
ε for any t ≥ 0.
Using then (5.51) and (5.52) it follows that there exists the limit limt→∞ v0(·, t) = v∞ in H˙4(T) with
v∞ ∈ E0. Moreover, we have ‖v0 − v∞‖H˙4(T) ≤ Cε2e−
C0
4 t. Since
∫
T v∞ = 0 we deduce, using the definition
of E0, that c+ v∞ ∈M0(c). Thus, using also (5.50) we obtain ‖v− v∞‖H˙4(T) ≤ Cεe−
C0
4 t, whence the result
follows.

Remark 5.5. Notice that the solutions in M0(c) can be interpreted geometrically for small ε as circular
interfaces with a center shifted slightly from the origin.
Remark 5.6. As we have seen in section 4, the equation (3.15) which arises when γ  1ε2 has many more
steady states than (3.14) that appears for γ ≈ 1ε2 . The only difference between (3.14) and (3.15) is the
presence in the former of the term 1γε2 ∂θ(
h2
2 ) which a lower order term for γ  1ε2 . Nevertheless, this term
might be expected to drive the circular steady states of (3.15) centred outside the origin to the circular steady
states of (3.15) with center at the origin in time scales with t 1. However, we will not pursue the analysis
of this dynamics in this paper.
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Appendix A. Existence of solutions to (5.3)-(5.5) and (5.47)-(5.48)
In this chapter we prove the existence of solutions to (5.3)-(5.5) and (5.47)-(5.48) locally in time in H˙4(T)
using energy estimates.
Proposition A.1. (i) For any c > 0 there exist δ0 > 0, T ∈ (0, 1) such that for any vin ∈ H˙4(T) satisfying
‖vin‖H˙4(T) ≤ δ0, there exist v ∈ C([0, T ]; H˙4(T)) ∩C1((0, T ]; H˙4(T)) which solves (5.3)-(5.5) with the initial
data v(·, 0) = vin. Moreover, there exists C depending on c such that
sup
0≤t≤T
‖v(·, t)‖H˙4(T) ≤ C‖vin‖H˙4(T). (A.1)
The solution v(·, t) can be extended in time as long as sup0≤s≤t‖v‖L∞(T) < c (equivalently, inf0≤s≤t(infT h(·, t)) >
0) (cf. (5.2)).
(ii) For any c > 0 there exist δ0 > 0, T ∈ (0, 1) such that for any vin ∈ H˙4(T) satisfying ‖vin‖H˙4(T) ≤ δ0,
there exist v ∈ C([0, T ]; H˙4(T)) ∩ C1((0, T ]; H˙4(T)) which solves (5.47)-(5.48) with the initial data v(·, 0) =
vin. Moreover, there exists C depending on c such that
sup
0≤t≤T
‖v(·, t)‖H˙4(T) ≤ C‖vin‖H˙4(T) (A.2)
The solution v(·, t) can be extended in time as long as sup0≤s≤t‖v‖L∞(T) < c (equivalently, inf0≤s≤t(infT h(·, t)) >
0) (cf. (5.2)).
Proof. The proof of Proposition A.1 is standard and we only sketch the main ideas on the arguments. We
consider the case (i) of the Proposition. In order to prove existence of solutions we first obtain uniform
estimates for the solutions vε of the following regularized problem:
dvε
dt
= JεL(Jεvε) + JεR(Jεvε) (A.3)
where Jε is a mollifier operator that it is defined as Jεv = φε ∗ v where ε > 0, φε(·) = 1εφ( ·ε ) with φ ≥ 0,
φ ∈ C∞(R) and supp(φ) ⊂ [−1, 1]. The function v ∈ C(T) is considered as a periodic function in R. The
operators L and R are as in (5.4) and (5.5).
The initial value problem for (A.3) with initial data vε(0) = Jεvin ∈ H˙4(T) can be solved for any ε > 0
by means of a standard fixed argument. The corresponding solution is in C∞([0,∞) × T). We now derive
uniform estimates in suitable Sobolev spaces for the solution of (A.3). To this end, we differentiate four
times with respect to the variable ϕ, multiply by ∂4ϕv
ε and integrate by parts to obtain,
d
dt
‖vε‖2
H˙4(T) ≤ c3‖Jεvε‖2H˙5(T) − c3‖Jεvε‖2H˙6(T) + J
where J =
∫
T ∂
4
ϕJεR(Jεvε)∂4ϕvεdϕ.
Using the properties of the mollifiers and the fact that ‖Jεf‖L2(T) ≤ ‖f‖L2(T) it can be readily seen that
|J | ≤ C(‖vε‖3
H˙4(T) + ‖vε‖5H˙4(T) + (‖vε‖2H˙4(T) + ‖vε‖4H˙4(T))‖Jεvε‖H˙6(T) + (‖vε‖H˙4(T) + ‖vε‖3H˙4(T))‖Jεvε‖2H˙6(T))
where C is independent of ε.
Using Young’s inequality it follows by means of standard computations that
d
dt
‖vε‖2
H˙4(T) ≤
d
dt
‖vε‖2
H˙4(T) +
c3
2
‖Jεvε‖2H˙6(T) ≤ C(‖vε‖4H˙4(T) + ‖vε‖8H˙4(T))
with C independent of ε. Then a classical Gronwall like argument yields
‖vε(·, t)‖H˙4(T) ≤ C‖vin‖H˙4(T)
for 0 ≤ t ≤ T with T > 0 small enough and C independent of ε. Using a compactness argument and taking
the limit ε→ 0 we obtain the existence of solution v of (5.3)-(5.5) as stated in the Proposition. The solutions
can be extended for later times using similar arguments as long as h remains positive.
For the proof of uniqueness it is more convenient to use the formulation of the problem in terms of the
function h defined in (5.2), namely (3.11).
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Using the fact that h3∂3ϕh = ∂ϕ(h
3∂2ϕh)− 3h2∂ϕh∂2ϕh we have
dh
dt
= −∂ϕ(
h2
2
)− ∂ϕ(h3∂ϕh)− ∂2ϕ(h3∂2ϕh) + 3∂ϕ(h2∂ϕh∂2ϕh) (A.4)
Suppose that we have two solutions of (A.4), h1, h2 ∈ H˙4(T). By assumption h1 ≥ c1 > 0 and h2 ≥ c1 > 0.
Then:
d
dt
(h1 − h2) = −∂2ϕ(h31∂2ϕ(h1 − h2))− ∂2ϕ((h31 − h32)∂ϕh2) + l.o.t.
The lower order terms (l.o.t.) contains terms having less that four derivatives. Multiplying by (h1− h2) and
integrating by parts, we have
1
2
d
dt
‖h1 − h2‖2L2(T) ≤ −
∫
T
h31(∂
2
ϕ(h1 − h2))2dϕ+ l.o.t. ≤ −c31‖h1 − h2‖2H˙2(T) + l.o.t.
The terms l.o.t. can be estimated by terms of
∫
T(h1−h2)2dϕ or
∫
T(∂ϕ(h1−h2))2dϕ, that using interpolation
we can estimate as ∫
T
(∂ϕ(h1 − h2))2dϕ ≤ ‖h1 − h2‖2H˙2(T) + C‖h1 − h2‖2L2(T).
Therefore,
d
dt
‖h1 − h2‖2L2(T) ≤ C‖h1 − h2‖2L2(T)
and, since ‖h1 − h2‖L2(T) = 0 at t = 0, the uniqueness follows.
The proof of the Proposition in the case (ii) follows with a similar argument observing that R¯ in (5.48)
has one term less that R in (5.5). 
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