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Chapitre 1
Introduction ge´ne´rale
Les e´toiles vibrent comme les cordes d’un violon. Certaines e´toiles particulie`res baptise´es : ce´phe´ides,
”RR Lyrae”, sont connues depuis longtemps pour eˆtre des e´toiles variables, che`res aux astronomes ama-
teurs. Leur luminosite´ peut varier au cours du temps de fac¸on spectaculaire : une e´toile brillante peut
ainsi devenir invisible pour reprendre son e´clat initial apre`s une pe´riode allant de quelques heures a` une
dizaine de jours. Pendant longtemps, on s’est interroge´ sur l’origine de ce comportement singulier. Au-
jourd’hui, nous savons que ces variations de lumie`re sont le re´sultat de variations a` grande e´chelle de ces
e´toiles : elles se dilatent et se contractent pe´riodiquement.
Au cours des toutes dernie`res anne´es, les astronomes ont de´couvert que le phe´nome`ne de vibration
des e´toiles n’est pas rare. En revanche, il est rare que ces vibrations atteignent une amplitude suffisante
pour eˆtre visibles directement depuis la terre. Les e´tudes the´oriques montrent, en effet, qu’une majorite´
d’e´toiles pre´sente ce phe´nome`ne, mais avec de tre`s faibles amplitudes. Ainsi, notre Soleil lui-meˆme vibre,
et cette de´couverte a donne´ naissance il y a une dizaine d’anne´es a` une nouvelle et fructueuse discipline :
”l’He´liosismologie”. Les vibrations du Soleil ont des amplitudes plus faibles que celles des ce´phe´ides
ou des δ Scuti, mais elles sont e´galement beaucoup plus rapides et plus complexes et elles fournissent
des informations inestimables sur l’inte´rieur solaire. Sans oublier que les e´toiles anime´es de vibrations
similaires a` celles du Soleil sont beaucoup plus difficles a` observer ; un observateur place´ sur une plane`te
autour de l’e´toile la plus proche de nous, proxima α du Centaure, aurait ainsi bien du mal a` de´tecter
les vibrations solaires. Les astrophysiciens se sont mis en teˆte de de´couvrir et mesurer les vibrations
rapides des e´toiles ; c’est qu’ainsi est ne´e une discipline encore plus re´cente que l’he´liosismologie :
l’aste´rosismologie ou sismologie des e´toiles. 1
Depuis la de´couverte de certaines des oscillations solaires, on n’a pas cesse´ d’essayer d’exploiter ce
nouveau filon afin de diagnostiquer les inte´rieurs stellaires. Afin de comprendre le potentiel diagnostique
des oscillations solaires, une perspicacite´ de base dans l’e´tude des proprie´te´s des oscillations stellaires
est exige´e. Les oscillations observe´es ont des petites amplitudes compare´es aux magnitudes absolues des
e´toiles et par conse´quent peuvent eˆtre de´crites en tant que perturbations line´aires, autour des mode`les
solaires re´sultant des calculs d’e´volution. Les fre´quences fournissent un diagnostic direct des proprie´te´s
internes du soleil : donnant ainsi un mode`le solaire. Les aspects approprie´s des fre´quences peuvent eˆtre
calcule´s avec une tre`s grande pre´cision et les diffe´rences entre les fre´quences observe´es et calcule´es
1Ne confondons pas ici ‘aste´ro’ qui signifie ‘e´toile’ et ‘astro’ qui signifie ‘astre’ dans un sens plus large.
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peuvent eˆtre lie´es aux erreurs dans le mode`le. L’he´liosismologie contribue donc a` l’ame´lioration des
mode`les, et par conse´quent, au renforcement de nos connaissances sur le fonctionnement du Soleil.
L’ave`nement de l’he´liosismologie a ouvert une nouvelle e`re dans la recherche scientifique sur les
e´toiles en ge´ne´ral et le Soleil en particulier. En effet, avant l’he´liosismologie, nos connaissances sur
l’inte´rieur du Soleil e´taient purement the´oriques, se basant essentiellement sur des mode`les d’e´volution
des e´toiles. L’he´liosismologie a permis, graˆce a` la mesure pre´cise des ondes acoustiques pie´ge´es a`
l’inte´rieur du Soleil, d’avoir une connaissance tre`s ”fine” des diffe´rents parame`tres internes du Soleil
tels que la rotation, la tempe´rature et la densite´. On peut distinguer, a` ce niveau, deux types d’ap-
proches : la premie`re conside`re le Soleil dans sa globalite´ ; il s’agit de l’he´liosismologie globale. La
seconde s’inte´resse aux ”de´tails” ou aux phe´nome`nes locaux ; il s’agit de l’he´liosismologie locale.
Dans ce me´moire, nous nous inte´ressons plus particulie`rement a` cette deuxie`me approche par le
biais d’une technique inspire´e de la sismologie terrestre et qui relie le temps de parcours de l’onde, pour
aller d’un point a` un autre a` la surface du Soleil, au trajet parcouru par celle-ci. Il s’agit de la technique
temps-distance.
1.1 Proble´matique
De la meˆme manie`re que les sismologues e´tudient l’inte´rieur de la terre a` partir des ondes ge´ne´re´es
par les se´ismes, l’he´liosismologie est la science qui s’inte´resse a` l’e´tude des ondes oscillatoires a` l’inte´rieur
du Soleil. La tempe´rature, la composition chimique, les vitesses de rotation a` diffe´rentes profondeurs sont
autant de facteurs qui influencent les fre´quences d’oscillations des ondes pie´ge´es a` l’inte´rieur du Soleil.
L’observation et la mesure des fre´quences (ou vitesses) d’oscillations des principaux modes, a` la surface
du Soleil, nous permettent d’e´tudier les proprie´te´s internes de l’astre.
Dans notre e´tude, nous utilisons une me´thode he´liosismique locale, nomme´e ”Time-Distance” ; cette
dernie`re, apre`s un traitement approprie´ (remapping, tracking, et filtrage) des donne´es, issues du re´seau
terrestre d’observation GONG (Global Oscillation Network Group), nous permet de de´duire, par corre´lation
des signaux observe´s, la relation entre le temps de trajet de l’onde et sa distance de parcours 2 entre
diffe´rents points a` la surface en fonction des diffe´rents parame`tres sub-surfaciques solaires, via la rela-
tion de dispersion. Une fois les temps de parcours e´tablis, par approximation de la fonction de corre´lation
par un paquet d’onde gaussien, et en se basant sur le principe de Fermat, traitant des ondes acoustiques,
on trouve la relation entre ces temps et les parame`tres internes du milieu traverse´. Deux mode`les sont
conside´re´s dans cette e´tude. Le premier n’inclut pas les effets du champ magne´tique et prend en compte
la vitesse d’e´coulement et la vitesse du son. Le second, quant a` lui, inclut les effets magne´tiques, par le
biais de la vitesse d’Alfven 3, en plus des parame`tres pre´ce´demment cite´s.
La dernie`re e´tape consiste a` inverser les temps obtenus, via la relation e´mise par le principe de
Fermat, ce qui nous permet ainsi de remonter aux parame`tres internes solaires souhaite´s.
2Le nom de la me´thode vient du fait que la me´thode repose essentiellement sur la relation (la fonction de corre´lation) qui
relie le temps de trajet de l’onde a` sa distance de parcours.
3La vitesse d’Alfven est la vitesse de perturbation du champ magne´tique.
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1.2 Plan de la the`se
Notre the`se suit le plan suivant :
– Chapitre 1
Introduction ge´ne´rale, posant des de´finitions et fixant l’objet du travail.
– Chapitre 2
Dans le deuxie`me chapitre, nous introduisons des notions ge´ne´rales sur le Soleil et sur l’he´liosismologie.
– Chapitre 3
Dans le troisie`me chapitre, nous explicitons les e´quations de base en he´liosismologie.
– Chapitre 4
Le quatrie`me chapitre est re´serve´ a` la me´thode he´liosismologique locale ”Temps-Distance” et a`
tous ses aspects the´oriques.
– Chapitre 5
Le cinquie`me chapitre est consacre´ aux donne´es expe´rimentales, a` leur me´thodes d’analyse et a` la
de´termination des temps de parcours des ondes traite´es.
– Chapitre 6
Le sixie`me chapitre porte sur l’aspect the´orique de l’inversion des temps de parcours via le principe
de Fermat ; ce qui nous permet ainsi de remonter aux parame`tres internes solaires tels que la vitesse
des flux (ce qui fait l’objet de notre e´tude) et la vitesse du son.
– Chapitre 7
Nous terminerons enfin par la discussion des re´sultats obtenus dans le cinquie`me chapitre ainsi
que par les perspectives.
Nous joignons en annexe un comple´ment sur les outils de base utilise´s dans cette the`se.
Chapitre 2
Ge´ne´ralite´s
Nous entamons ce chapitre par des ge´ne´ralite´s sur le soleil, la science qui le re´git en ge´ne´ral et la
science qui e´tudie ses oscillations en particulier. Ce chapitre est compose´ de trois sections majeures : la
premie`re de´crit le Soleil, les mode`les mis en vigueur pour son e´tude et les e´quations de base auxquelles
obe´it son e´volution. La seconde introduit la notion et l’historique de l’He´liosismologie globale (la science
qui e´tudie les oscillations de Soleil dans sa globalite´). La troisie`me et dernie`re section, quant a` elle,
de´crit l’He´liosismologie locale (science qui e´tudie localement les oscillations solaires) et e´nume`re ses
diffe´rentes techniques.
2.1 Le Soleil
Le soleil est une e´toile des plus communes parmi les 300 milliards autres qui peuplent la Voie lacte´e.
Avec une masse de 1.989×1030Kg, il se trouve a` mi-chemin entre les e´toiles de grande masse (10 a` 30
fois la masse solaire, relativement peu nombreuses et tre`s lumineuses) et celles de faible masse (d’un 1/10
a` 1/20 de la masse solaire, tre`s nombreuses et de tre`s faible luminosite´). Malgre´ tout, il est aujourd’hui la
seule e´toile de l’univers dont on puisse extraire, en permanence, des informations, provenant de toutes ses
diffe´rentes couches et ce malgre´ les 150 millions de kilome`tres qui nous en se´parent. Il est situe´ 250 000
fois plus pre`s de la terre que la seconde plus proche e´toile : α du Centaure. Formidable laboratoire, il
nous permet d’accroıˆtre nos connaissances sur le fonctionnement, l’histoire, l’e´volution des e´toiles et de
l’univers. Age´e de 4.5 milliards d’anne´es, notre e´toile n’est encore qu’a` la moitie´ de sa vie. D’un rayon
qui e´quivaut a` 109 fois celui de la terre (6.96105 Km), notre astre est compose´ de 71% d’Hydroge`ne (note´
X), de 27% d’He´luim (Y ) et de 2% de plus de 70 autres e´le´ments plus lourds (Z), avec X +Y + Z = 1.
Le soleil est forme´ de trois zones principales (voir Fig (2.1)) :
1. Le cœur : d’une densite´ supe´rieure a` 150 fois celle de l’eau et d’une tempe´rature avoisinant
les 150 millions de degre´s (tempe´rature et pression ne´cessaires a` la fusion de l’Hydroge`ne en
He´lium), il occupe 15% du volume solaire et est le sie`ge de re´actions thermonucle´aires. Une
e´nergie e´quivalente a` celle libe´re´e par l’explosion de 100 milliards de bombes a` hydroge`ne d’une
me´gatonne y est ge´ne´re´e a` chaque seconde.
2. La zone radiative : qui s’e´tend sur un demi rayon et dont la densite´ vaut 15 fois celle de l’eau ; un
photon mettra jusqu’a` un million d’anne´es pour traverser cette zone,
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FIG. 2.1 – Coupe sche´matique du Soleil [SOHO/NASA].
3. La zone convective : elle est anime´e de mouvements tourbillonnaires qui e´vacuent la chaleur vers
l’atmosphe`re solaire (la photosphe`re), la partie visible du soleil, la` ou` la tempe´rature atteint les
6000◦K.
FIG. 2.2 – Classification des e´toiles par leurs magnitudes et leur types spectraux [Astrosurf-Magazine].
La figure (2.2) ; commune´ment appele´e : ”diagramme Hetzsprung-Russell”, nous montre la place de
notre soleil par rapport aux autres e´toiles de l’univers dans la classification de Hetzsprung-Russell 1.
1Le diagramme de Hetzsprung-Russell re´sulte d’une combinaison des travaux du danois Ejnar Hetzsprung (1837-1967) et
de l’ame´ricain Henry Norris Russell (1877-1957) qui travaillaient chacun de son cote´ a` l’e´laboration de celui-ci.
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La de´termination pre´cise de la premie`re e´tape d’e´volution stellaire, qui consiste a` transformer l’Hy-
droge`ne en He´lium (le cycle p-p, CNO), a e´te´ faite par Hans Bethe dans les anne´es 40. A la meˆme
e´poque Chandrasekher et Schwarzschilld [72] mettent au point les bases de l’e´volution stellaire, a` partir
desquelles des mode`les, dits ‘standards’, permettant de suivre et de pre´dire l’e´volution stellaire, ont e´te´
e´labore´s.
FIG. 2.3 – Les cycles p-p et CNO [Utrecht University (Netherlands)].
En 1769 Alexandre Wilson s’aperc¸oit que la pe´riode de re´volution des taches solaires change sensi-
blement avec leur latitude : elle varie de presque 25 jours a` l’e´quateur solaire a` 27,5 jours a` une latitude
de 40◦ ; les soupc¸ons de Scheiner d’un soleil fluide sont fonde´s.
Au de´but du 18e sie`cle, les taches solaire apparurent nombreuses. Le phe´nome`ne devient cyclique,
alternant des pe´riodes de maximum et de minimum d’environ 11 ans. Ce cycle (de 22 ans) qui est duˆ aux
champs magne´tiques, fut de´montre´ par S. Schwabe, a` partir des observations collecte´es durant vingt-cinq
ans, entre 1826 et 1851.
Par ailleurs, il y a plus de vingt ans, l’ame´ricain R. Davis installait, dans une mine du Dakota du
sud, un immense re´servoir de trichlore´thyle´ne afin de de´tecter les neutrinos de basse e´nergie, e´mis par
une re´action nucle´aire secondaire au cœur du Soleil. Ces neutrinos transforment, chaque jour, quelques
atomes de chlore en argon-37 radioactif. Ils sont patiemment comptabilise´s dans les de´tecteurs. Au fil
des anne´es, les re´sultats de cette expe´rience unique, ont re´ve´le´ que le flux de neutrinos de´tecte´ est en
moyenne trois a` quatre fois plus faible que la pre´diction the´orique du mode`le de re´fe´rence. Or ces neu-
trinos proviennent bien des re´gions les plus centrales du Soleil (moins de 10% du rayon) et leur taux de
production varie extreˆmement vite avec la tempe´rature. On est donc conduit a` penser que la tempe´rature
centrale calcule´e (15,5×106K) pourrait eˆtre en fait surestime´e de 15 a` 20%. L’origine de cette diffe´rence
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pre´occupante est tre`s de´battue : faut-il remettre en cause ce que nous savons de la structure du Soleil, et
par conse´quent, celle de toutes les e´toiles, i.e. directement ou indirectement toute l’astrophysique ? ou
bien, comme cela` a e´te´ sugge´re´, la solution re´side-t-elle dans des proprie´te´s ine´dites des neutrinos ? C’est
a` ce genre de questions que l’He´liosismoligie tente de re´pondre.
De plus, et afin de bien e´tudier le soleil dans sa globalite´, les scientifiques ont mis au point des
mode`les dits standard :
2.2 Mode`les standards
Un nombre de mode`les solaires ont e´te´ construits, chacun base´ sur une modification simple de la
physique d’un mode´le solaire de re´fe´rence. En outre, un mode`le combinant plusieurs ame´liorations a
e´te´ e´labore´ pour fournir un meilleur mode`le solaire. Des ame´liorations ont e´te´ apporte´es aux taux de
re´action nucle´aire, a` l’e´quation d’e´tat, aux opacite´s, et au traitement de l’atmosphe`re. L’impact de ces
ame´liorations sur la structure et sur les fre´quences des bas ` des modes p (voir la sous-section 2.6.1)
du mode`le sont en e´tude actuellement. Nous constatons que le mode`le solaire combine´, qui est base´ sur
la meilleure physique qui nous est disponible, reproduit le spectre observe´ d’oscillation (pour les bas `)
dans les limites des erreurs acceptables lie´es aux incertitudes dans le mode`le physique (principalement
les opacite´s).
Les mode`les sont base´s principalement sur les e´quations d’e´volution stellaire et leur hypothe`se (que
nous retrouverons ci-dessous), ainsi que sur les e´quations d’e´tats et leur conside`ration qui sont propres
a` chaque mode`le. Il faut savoir que Y0, le taux d’he´lium, et α la longueur de me´lange, sont conside´re´s
comme des parame`tres libres, qu’il faut ajuster, afin de retrouver les meˆmes re´sultats observe´s sur notre
Soleil aujourd’hui, tels que la masse, la luminosie´. . . etc.
2.3 ´Equations de base de l’e´volution solaire
Le Soleil e´tant une e´toile parmi tant d’autres, il obe´it donc aux e´quations de base de l’e´volution stel-
laire. En supposant l’e´toile de syme´trie sphe´rique, sans champ magne´tique et sans rotation, les e´quations
s’e´crivent, en coordonne´es sphe´riques, comme suit [25] :
Conservation de la masse :
dm
dr = 4pir
2ρ. (2.1)
´Equilibre hydrostatique :
d p
dr =−
Gmρ
r2
. (2.2)
Transport de l’e´nergie :
dT
dr = ∇T
T
p
d p
dr . (2.3)
Conservation de l’e´nergie :
dL
dr = 4pir
2
[
ρε−ρ ddt
(
u
ρ
)
+
p
ρ
d p
dt
]
. (2.4)
Ou` r est la distance au centre, p est la pression, m est la masse a` l’inte´rieur de la sphe`re de rayon r,
ρ est la densite´, T est la tempe´rature, L est la luminosite´ (le taux d’e´nergie e´mergeant de la sphe`re r par
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unite´ de temps), ε est le taux d’e´nergie produit par les re´actions nucle´aires (incluant la perte d’e´nergie
due a` l’e´mission des neutrinos) par unite´ de temps et de masse, et u le taux d’e´nergie interne par unite´
de volume. En outre, le gradient de tempe´rature est caracte´rise´ par ∇T = d lnT/d ln p et est de´termine´
par le mode du transport d’e´nergie. Quand l’e´nergie est transporte´e par rayonnement, par exemple, alors
∇T = ∇rad , ou` le gradient radiatif est donne´ par :
∇rad =
3
16picaG
κp
T 4
L(r)
m(r)
(2.5)
Ici c est la vitesse de la lumie`re, a est la constante de densite´ du rayonnement et κ l’opacite´, de´finie
de sorte que l = 1/(kρ) soit le libre parcours moyen d’un photon ; l’opacite´ nous permet de calculer
le transport d’e´nergie par transfert radiatif, ainsi que l’e´nergie de´pose´e dans chaque couche. Dans les
re´gions ou` ∇T exce`de le gradient adiabatique ∇ad = (∂ lnT/∂ lnP)s, la de´rive´e e´tant prise a` une entropie
spe´cifique constante s, la couche devient instable. Dans ce cas (∇T ≥ ∇ad , appele´ aussi le crite`re de
Schwarzschild), le transport d’e´nergie s’effectue principalement par un mouvement convectif. il faut
noter que la description de´taille´e de la convection est tre`s difficile, mais il faut savoir que lorsque l’on est
en pre´sence d’une zone convective nous utilisons la the´orie de la longueur de me´lange (ge´ne´ralement note´
MLT Mixing Length Theory) qui remonte a` Prandtl en 1925, et qui fait l’analogie entre la convection et le
transfert de chaleur mole´culaire, en remplac¸ant les mole´cules par des e´le´ments de masse macroscopiques
dont le libre parcours moyen est la longueur de me´lange l.
La ge´ne´ration d’e´nergie au soleil re´sulte de la transformation de l’hydroge`ne en he´lium, et la re´action
s’e´crit comme suit :
41H →1 He + 2e+ + 2νe (2.6)
En satisfaisant les contraintes de la conservation de la charge et du nombre de leptons. Ici les posi-
trons sont imme´diatement annihile´s, alors que les neutrinos e´lectroniques s’e´chappent du soleil essentiel-
lement sans re´action avec la matie`re et repre´sentent donc une perte d’e´nergie imme´diate. Cette re´action
implique diffe`rents ordres de re´actions, selon la tempe´rature. Ces re´actions diffe`rent sensiblement dans
la perte d’e´nergie des neutrinos et par conse´quent dans l’e´nergie re´ellement disponible dans l’e´toile.
Le changement de la composition re´sultant de l’e´qua.(2.6), gouverne en grande partie l’e´volution
solaire. Jusqu’a` assez re´cemment, les calculs des mode`les solaires ”standards” n’ont pas inclus tout
autre effet qui change la composition. Cependant, Noerdlinger en 1977 [65] a pre´cise´ l’importance de
la diffusion de l’he´lium dans le soleil. Et depuis lors, l’importance de la diffusion et de l’arrangement
de l’he´lium a fait ses preuves en He´liosismologie et ces processus sont maintenant ge´ne´ralement inclus
dans les calculs. Spe´cifiquement, le taux de changement de l’abondance d’hydroge`ne s’e´crit ainsi :
∂X
∂t = RH +
1
r2ρ
∂
∂r
[
r2ρ
(
DH
∂X
∂r +VHX
)]
(2.7)
ici RH est le taux de changement de l’abondance d’hydroge`ne des re´actions nucle´aires, DH est le co-
efficient de diffusion et VH est la vitesse d’ arrangement. Des e´quations semblables sont naturellement
satisfaisantes pour les abondances d’autres e´le´ments ; l’hydroge`ne s’e´le`ve vers la surface, et les e´le´ments
plus lourds comprenant l’he´lium descendent vers l’inte´rieur.
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Les e´quations de base de l’e´volution stellaire e´tant pose´es, on remarque bien que dans les e´qua.(2.1)-
(2.4), il y a beaucoup plus de variables que d’e´quations ; le syste`me est ouvert. Une fermeture donc
s’impose, elle est faite par les e´quations d’e´tats et leur hypothe`ses.
2.4 ´Equation d’e´tat
L’e´quation d’e´tat permet, a` partir de deux des trois parame`tres physiques (p,T,ρ) de de´terminer, pour
un me´lange donne´, le troisie`me parame`tre physique.
Il existe plusieurs e´quations d’e´tat pour les mode`les stellaires. Deux e´quations d’e´tat sont les plus
utilise´es ces dernie`res anne´es dans les mode`les solaires ; l’e´quation d’e´tat MHD qui a e´te´ de´veloppe´e par
Mihalas, Hummer et Da¨ppen en 1988 [28], utilisant le sche´ma chimique, prend en couple les atomes et
les ions, conside´rant l’ionisation comme un processus chimique. Et l’e´quation d’e´tat OPAL (opacity la-
boratory), re´cemment de´veloppe´e par Rogers en 1996 [70], elle suit le sche´ma physique, en utilisant l’en-
semble de grand canonique (mesures), et fait intervenir les e´lectrons et les noyaux comme constituants
fondamentaux du plasma. Elles se pre´sentent toutes les deux sous formes de tables pour les diffe´rentes
valeurs de la fraction de masse d’hydroge`ne, d’he´lium, de la tempe´rature, de la densite´ et de la pres-
sion. La difficulte´ principale dans le de´veloppement de ces e´quations d’e´tat vient du fait que l’on est en
pre´sence d’un plasma partiellement ionise´.
Re´cemment, Elliott & Kosovichev en 1998 [37] ont montre´ que, avec la pre´cision actuelle de l’he´liosis-
mologie, les effets relativistes au coeur du soleil ne pouvaient plus eˆtre ne´glige´s. Actuellement, aucune
des e´quations les plus utilise´es dans la construction des mode`les solaires ne prend en compte ces effets.
2.5 Oscillations solaires
Les oscillations solaires se manifestent dans l’atmosphe`re de diffe´rentes manie`res : le de´placement
fait bouger l’atmosphe`re, changeant le transport d’e´nergie dans les couches externes du soleil causant
ainsi des oscillations dans le rendement d’e´nergie ; il en re´sulte ainsi des oscillations de la tempe´rature
atmosphe´rique qui sont mises en e´vidence dans les raies spectrales solaires. Chacun de ces effets peut eˆtre
employe´ pour observer les oscillations ; puisqu’elles refle`tent toutes les meˆmes modes, elles devraient,
e´videmment, rapporter les meˆmes fre´quences d’oscillations. Le choix de la technique d’observation est
alors de´termine´ par une combinaison de conside´rations et de proprie´te´s techniques du bruit de fond,
des effets de l’atmosphe`re terrestre pour des observations au sol et des effets d’autres variations de
l’atmosphe`re solaire.
2.5.1 Observation des oscillations
Pour re´aliser la suppression de bruit et la re´solution exige´e de fre´quence, les observations sont
typiquement analyse´es avec cohe´rence sur plusieurs mois. En outre, les lacunes temporelles dans les
donne´es pre´sentent des bandes late´rales de fre´quence dans le spectre de puissance et compliquent la
de´termination des fre´quences. Par conse´quent, les donne´es avec des interruptions minimales sont forte-
ment souhaitables. Ceci implique imme´diatement le besoin de la combinaison des donne´es de plusieurs
emplacements autour de la terre afin de compenser le cycle jour/nuit. Ceci est re´alise´ graˆce a` des re´seaux
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d’observations terrestres a` l’instar de BISON (BIrmingham Solar Oscillation Network), GONG (Global
Oscillation Network Groupe), IRIS (Iternational Research in the Interior of the Sun),. . . etc. Par ailleurs,
l’observation depuis l’espace via des satellites, permet aussi d’aboutir au meˆme souhait. Nous citerons
le plus ce´le´bre utilise´ a` cette fin : SOHO (SOlar and Heliospheric Observatory), qui a a` son bord 4 expe-
riences : GOLF (Global Oscillation at Low Frequencies), VIRGO (Variability of solar Iradience Gravity
Oscillation), MDI (Michelson-Doppler Imager) et SOI (Solar Oscillation Investigation).
Les observations les plus de´taille´es des oscillations solaires, ont e´te´ effectue´es et mesure´es a` partir
de l’effet Doppler des raies dans le spectre solaire. Comme illustre´ dans la Fig.(2.4), ceci peut eˆtre fait
en mesurant l’intensite´ dans deux bandes de chaque coˆte´ d’une raie spectrale approprie´e. Si les intensite´s
sont enregistre´es au moyen d’un de´tecteur, le re´sultat est une image de vitesse, mesurant le mouvement de
la surface solaire avec une re´solution spatiale potentiellement e´leve´e. Alternativement, avec la lumie`re du
soleil passant du filtre au de´tecteur, on obtient une vitesse moyenne du disque, ce qui revient a` observer
le soleil comme une e´toile.
La technique peut eˆtre plus intensivement de´veloppe´e pour l’observation dans l’espace graˆce au ta-
chyme`tre dit de Fourier. Ici la ligne de de´calage est obtenue a` partir de quatre mesures dans les bandes
e´troites a` travers une ligne spectrale donne´e. Ceci permet la de´finition d’une mesure qui est essentiel-
lement line´aire dans les lignes-de-vue de la vitesse, sur la gamme conside´rable des vitesses produites
au-dessus de la surface solaire. Dans les re´alisations re´elles, les bandes spectrales sont de´finies par des
interfe´rome`tres de Michelson. Des exemples d’images Doppler obtenues en utilisant cette technique sont
montre´s dans la Fig.(2.5).
FIG. 2.4 – A gauche : illustration sche´matique des observations de vitesse Doppler. En a) la vitesse de ligne de vue
de´cale´e dans l’axe des longueurs d’onde par ∆λ, de la position repre´sente´e en ligne continue a` celle en discontinue.
Ceci change les intensite´s Ib et Ir mesure´es dans l’intervalle e´troit des longueurs d’ondes (voir les deux rectangles
hachure´s), aussi bien que le rapport (Ib − Ir)/(Ib + Ir) fournit une mesure du de´calage et par conse´quent de la
vitesse. b) illustre l’installation expe´rimentale du filtre qui alterne de laisser passer la lumie`re a` travers les bandes
entre Ib et Ir. Si un de´tecteur de formation d’image est employe´, les images re´sultantes en Ib et Ir peuvent eˆtre
combine´es pour former une image Doppler [25]. A droite : le spectre de puissance des fre´quences observe´ sur le
soleil par l’instrument GOLF [SOHO].
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FIG. 2.5 – Image Doppler obtenue avec l’instrument MDI [25].
2.6 He´liosismologie globale
Milieu fluide a` trois dimensions, la sphe`re solaire vibre suivant des millions de notes (qui sont graves,
du fait de l’immensite´ du soleil, 17 octaves plus basses que celles qu’on trouve sur un piano) qui varient
par leur fre´quence et leur structure ge´ome´trique. L’He´liosismolgie (combinaison de trois mots : helios :
du grec classique signifiant le soleil ou la lumie`re, seismos : e´galement du grec qui signifie tremblement
et logos : raisonnement ou science) est justement la science qui e´tudie ces vibrations. L’He´liosismologie
est un outil tre`s puissant qui nous fournit beaucoup d’informations sur la structure solaire, sa rotation,
ses tempe´ratures et sa densite´. . . etc.
Les premie`res indications, sur les oscillations solaires, furent donne´es par Plaskett en 1916 [66], qui
observa des fluctuations des vitesses Doppler dans les raies solaires, mais il ne pouvait eˆtre suˆr qu’elles
e´taient bien propres au soleil ou bien dues aux perturbations atmosphe´riques terrestres. C’est Hart (1954-
1956) [50] [51] qui e´tablit que l’origine e´tait bien solaire, mais la ve´ritable premie`re de´tection des os-
cillations solaires est attribue´e a` Robert Leighton, qui, en 1962 [61], de´tecta des oscillations pe´riodiques
locales des vitesses Doppler avec une pe´riode de 300 s (5 min) et une dure´e de vie de quelques pe´riodes ;
observations qui furent confirme´es par Evans & Michard [38] la meˆme anne´e. Frazier (1968) [39] uti-
lisa la transforme´e de Fourier (on passe ainsi des spectres (e´nergie) aux fre´quences, nombres d’ondes
(espace-temps)), indiquant alors une nature moins superficielle du phe´nome`ne. Ulrich, en 1970 [76], puis
Leibacher & Stein, en 1971 [60], furent les premiers a` essayer d’expliquer l’origine des oscillations en
sugge´rant que les oscillations re´sultaient, d’ondes acoustiques (sonores), provenant de l’inte´rieur solaire.
Wolf (1972) [78] et Ando & Osaki (1975) [2] de´veloppe`rent les calculs dans cette voie et s’aperc¸urent
que la gamme des fre´quences (nombres d’ondes) e´tait line´airement instable. Deubner (1975) [29] fut le
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FIG. 2.6 – Le Soleil oscille : A gauche ; une repre´sentation 3D des modes d’oscillations solaires. A droite ; une
simulation the´orique 3D des oscillations a` la surface du soleil. [40].
premier a` identifier des arreˆtes dans le diagramme ”nombre d’onde-fre´quence”. En 1975, a` Cambridge,
A. Hill annonce la de´tection d’oscillations dans le diame`tre apparent solaire ; ce fut la premie`re sugges-
tion d’oscillations ve´ritablement globales du soleil, ce qui a ainsi ouvert la possibilite´ d’employer les
donne´es dans l’e´tude de l’inte´rieur solaire. En 1979, Claverie [12] identifia la structure modale des oscil-
lations de 5 min dans les observations des vitesses Doppler inte´gre´es sous le disque solaire (observation
sensible seulement aux oscillations bas degre´ (les plus pe´ne´trantes)) ; ce fut la premie`re identification
des modes dit globaux. Entre 1979 et 1980, pendant l’e´te´ austral, Grec et son e´quipe [49], du laboratoire
de Nice et afin d’e´viter l’alternance jour-nuit, place`rent leur instruments au poˆle sud et recueillirent des
fre´quences solaires d’une grande re´solution que Tassoul [74] analysa en 1980 et re´solut ainsi les multi-
plets individuels dans le spectre des oscillations a` bas degre´s. Ceci permit de comparer les donne´es de
fre´quences (incluant le petit saut dans celles-ci) aux pre´visions des mode`les solaires. En 1982 Gough
[47] pre´cisa que le petit saut de fre´quences e´tait lie´ a` la courbure des ondes sonores pre`s du noyau so-
laire. Duvall & Harvey, en 1983 [31], observe`rent en de´tail des degre´s de modes interme´diaires, entre les
bas observe´s par Claverie 1979 et les hauts degre´s observe´s par Deubner en 1975, et de´montre`rent ainsi
que Christensen-Dalsgaard et Gough [11], qui sugge´re`rent la meˆme origine aux deux modes, avaient
raison. Cette observation permit une identification de l’ordre des modes et une meilleure connaissance
des proprie´te´s internes de notre soleil, telles que la rotation et la vitesse du son.
2.6.1 Modes gravito-acoustiques
Le soleil est re´gi par deux forces majeures (la force de pression qui tend a` le faire exploser et la
force de gravite´ qui tend a` le faire imploser). En conse´quence il est le sie`ge d’oscillations, interpre´te´es
comme e´tant la superposition d’ondes se propageant dans l’inte´rieur de l’e´toile, conduisant a` la formation
par interfe´rence d’ondes stationnaires, identifiables par le mouvement cohe´rent de la surface : appele´es
modes propres de vibration ; chacune est de´finie par une fre´quence caracte´ristique. Chaque onde station-
naire (mode propre) est caracte´rise´e essentiellement par 3 nombres entiers (les nombres harmoniques
sphe´riques) de´crivant la position des points et lignes de nœuds dans notre e´toile :
1. ‘n’ : L’ordre radial du mode, nombre de nœuds le long du rayon de l’e´toile.
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2. ‘`’ : L’ordre du mode, nombre total de lignes de nœuds.
3. ‘m’ : L’ordre azimutal du mode, nombre de lignes de nœuds qui passent par les poˆles de vibrations.
FIG. 2.7 – Trois exemples sur les nombres d’harmoniques sphe´riques : (m, `) = (6,0),(6,3),(6,6) a` partir de la
gauche[40].
Comme pour une corde vibrante, qui compte des points fixes (nœuds), une surface vibrante (un
tambour par exemple) compte aussi des lignes fixes appele´es lignes de nœuds, ‘`’ et ‘m’ traitent la partie
tangentielle de la vibration 3D, tandis que ‘n’ traite la partie radiale.
On compte en ge´ne´ral 2 types de modes :
1. Les modes g : modes de gravite´, de fre´quences relativement basses et d’ordre radial ne´gatif
(n< 0), ils sont cre´e´s par la force d’Archime`de. Pre´dits the´oriquement, mais jamais observe´s avec
certitude, car essentiellement ge´ne´re´s dans les zones les plus denses du soleil (le cœur plus une
partie de la zone radiative), ils sont noye´s et annihile´s a` la surface solaire par les modes p, de
fre´quences et d’intensite´ plus e´leve´es.
2. Les modes p : modes de pression, de fre´quences plus e´leve´es et d’ordre radial positif (n > 0), ils
sont ge´ne´re´s pre`s de la surface, plus pre´cise´ment dans la zone de convection.
Un autre mode de fre´quences interme´diaires et d’ordre radial nul (n = 0) existe. Appele´ mode f
(mode fondamental ou e´galement connu sous le nom de mode de gravite´ de surface), il peut eˆtre classifie´
comme e´tant un troisie`me type de mode.
C’est en de´terminant la relation de dispersion ω`,n(k) du mode dans un milieu qu’on peut pre´ciser
les proprie´te´s de ce dernier.
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FIG. 2.8 – La fre´quence ω en fonction du degre´ angulaire L =
√
`(`+ 1) [44].
2.7 He´liosismologie locale
Les techniques heliosismiques sont employe´es pour e´tudier les caracte´ristiques globales de l’inte´rieur
solaire apre`s observation des oscillations acoustiques apparentes sur toute la photosphe`re. En observant
de plus petites re´gions du soleil et en analysant les ondes qui se propagent, dans et en dehors de celles-
ci, les chercheurs peuvent mieux de´terminer les proprie´te´s locales du Soleil. Par conse´quent, de telles
techniques d’analyse se nomment He´liosismologie locale. A la diffe´rence de l’He´liosimologie globale,
qui e´tudie les phe´nome`nes solaires globaux, en conside´rant le Soleil en tant que cavite´ re´sonnante,
l’he´liosismologie locale mesure les vitesses horizontales du fluide en bloc, comme ramene´es a` une
moyenne au-dessus de la re´gion d’inte´reˆt, car les fre´quences des ondes voyageant dans un milieu mobile
seront de´cale´es (de´calage Doppler) par une quantite´ proportionnelle a` la vitesse d’e´coulement. Ce prin-
cipe est employe´ dans les 3 principales techniques que compte l’He´liosismologie locale : Time-Distance,
l’Holographie acoustique et Ring-Diagram.
2.7.1 He´liosismologie Ring-Diagram
L’ide´e de l’analyse he´liosismique ”Ring-diagram” a e´te´ propose´e pour la premie`re fois par Gough &
Toomre en 1983 [45] puis reprise par la suite par Hill en 1988 [52]. Cette technique est base´e sur l’ana-
lyse des spectres de puissance des ”modes propres” des oscillations, calcule´s de la se´rie chronologique
des images de vitesses. Apre`s le choix d’une re´gion localise´e dans la photosphe`re solaire, ces se´ries chro-
nologiques sont de´compose´es graˆce a` la transforme´e de Fourier, transformant de ce fait les donne´es de
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vitesse (x,y, t) en donne´es fre´quentielles (kx,ky,ω). Les structures qui apparaissent comme des maxima
dans l’espace de fre´quence indiquent les fre´quences propres d’oscillations. Les projections de ces struc-
tures dans le plan (kx,ω), transforment celles-ci en le diagramme (L,ν), mais les projections dans le plan
(kx,ky) rapporte une se´rie d’anneaux concentriques (d’ou` l’appellation de la me´thode ”Ring-Diagram”
(voir Figure(2.9))). Le spectre de puissance peut eˆtre de´termine´ par la relation suivante [54] :
P =
A
(ω−ω0 + kxUx + kyUy)2 +W 2 +
b0
k3 (2.8)
Ou` kxUx et kyUy sont les 2 de´calages Doppler, b0 la puissance a` l’e´tat fondamental ; ω0 la fre´quence
centrale, alors que, W la largeur et A l’amplitude, sont des parame`tres a` approximer par inversion. Ainsi
on tire les e´coulements horizontaux, qui renferment de bien pre´cieuses informations sur l’interieur so-
laire.
FIG. 2.9 – Section du spectre de puissance 3D a` trois diffe´rentes fre´quences. Ce graphe est tire´ de la the`se de
Junwei Zhao [54].
Les e´coulements horizontaux dans la re´gion localise´e, pre`s de la surface et en profondeur, causent
des de´placements dans la position des anneaux. Ces derniers sont utilise´s pour e´tudier la magnitude et la
direction des flux.
2.7.2 Holographie acoustique
L’Holographie acoustique est une technique qui permet la reconstruction de la puissance du champ
acoustique tri-dimensionnel de l’inte´rieur solaire, particulie`rement sous les re´gions actives. Cette tech-
nique a e´te´ develope´e par Lindsey & Braun en 1997 [62] et, en paralle`le par Chang [9] durant la meˆme
anne´e. On doit a` ce dernier l’introduction de ”l’imagerie acoustique” en he´liosismologie.
L’holographie acoustique est base´e sur le calcul de :
H±(−→r ,z,ν) =
∫ ′
p
G±(−→r ,−→r ′,z,ν)ψ(−→r ′,ν)d2r′ (2.9)
Ou` H+ et H− sont l’egression et l’ingression monochromatiques, ψ est la perturbation acoustique
locale a` la surface localise´e par−→r ′ et ayant la fre´quence ν. G+ et G− sont les fonctions de Green, qui ex-
priment comment le point monochromatique est perturbe´ a` la position−→r ′ dans la surface de propagation
en arrie`re et en avant dans le temps du foyer a` la position −→r et a` la profondeur z.
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En calculant les puissances d’egression et d’ingression, ”les fosse´s acoustiques” et ”les brillances
acoustiques” se trouvent directement associe´s avec les re´gions actives solaires. Cette technique est e´ventuellement
FIG. 2.10 – Ces images acoustiques profondes ont e´te´s construites au moyen de dopplerogrammes du 28 et 29
mars 1998, et les magne´togrammes du 8 avril 1998 ; les anomalies acoustiques vues le 28 et 29 mars ont les meˆmes
longitudes de Carrigton que la re´gion active vue par les magne´togrammes le 8 avril. Ces figures sont tire´es de la
the`se de Junwei Zhao [54].
utilise´e pour de´tecter avec succe`s de larges re´gions actives, et ce en profondeur (voir Fig.(2.10)).
L’holographie acoustique sensible a` la phase (phase-sensitive acoustic holography) a e´te´ de´veloppe´e
plus tard de la de´rive´e des diffe´rences de phase en corre´lant les signaux egression et ingression.
C(−→r ,z, t) =
∫
H−(z,−→r , t ′)H+(z,−→r , t ′+ τ)dt ′ (2.10)
Les diffe´rences de phase peuvent apporter des informations sur la dynamique, qui alors peut eˆtre
employe´e pour de´river le champ des e´coulements subsurfaciques. Les champs des e´coulements des super
grannules sortant des taches solaires ont e´te´ de´duits par une telle analyse, par Braun & Lindsey en 2003.
De nouveaux mode`les nume´riques pour une meilleure interpre´tation de l’holographie acoustique sont
toujours en cours.
2.7.3 He´liosismologie Time-Distance
L’Heliosismologie time-distance a e´te´ de´veloppe´e pour la premie`re fois par Duvall en 1993 [32], puis
reprise par D’silva en 1996 [34]. Cette technique emploie une se´rie chronologique d’images de vitesse,
pour mesurer les temps de parcours des modes acoustiques se propageant le long des chemins d’ondes
pre`s de la surface. La me´thode requiert le calcul de la corre´lation entre les donne´es en deux points se´pare´s
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en changeant les distances et les pe´riodes. Les endroits dans l’espace-temps ou` la corre´lation est e´leve´e
indiquent les points tournants supe´rieurs des modes acoustiques apre`s qu’ils aient traverse´ leur chemins
d’ondes pre`s de la surface. Dans l’approximation acoustique ge´ome´trique, le temps de parcours le long
du chemin d’onde Γi peut eˆtre e´crit comme suit :
τi(t) =
∫
Γi
ds
cs(
−→r , t)+−→U (−→r , t).−→n
(2.11)
Ou` s est la distance le long du chemin de l’onde, −→r la coordonne´e spatiale, cs la vitesse locale du
son ,
−→U la vitesse locale de l’e´coulement, et −→n le vecteur unitaire le long du chemin d’onde.
La diffe´rence des temps de parcours entre deux ondes traversant le meˆme chemin d’onde dans des
directions oppose´es indique la pre´sence d’un e´coulement, puisque les ondes voyageant a` contre courant
prennent plus de temps pour traverser la meˆme distance qu’une onde voyageant avec l’e´coulement, ces
diffe´rences de temps de parcours peuvent eˆtre employe´es pour construire une carte des vitesses du fluide
non seulement sur la surface mais e´galement sur une gamme plus vaste de profondeurs. Cette technique
a e´te´ employe´e pour mesurer des e´coulements dans des re´gions a` haute activite´ et sous les taches solaires
(Duvall et al. 1996 [34]), aussi bien que pour caracte´riser des e´coulements me´ridionaux pre`s de la surface
et en profondeur (Giles et al. 1997 [42] ; Giles 1999 [41]).
Les vitesses d’e´coulement et du son sont obtenues par inversion des temps de parcours (me´thode que
nous de´velopperons en de´tail dans le chapitre 6).
Chapitre 3
Rappel the´orique et e´quations de base en
he´liosismologie
Apre`s une bre`ve introduction sur le Soleil, l’He´liosismologie globale et locale, et avant d’expliciter
avec de plus amples de´tails la me´thode he´liosismique utilise´e dans ce me´moire (l’he´liosismologie Temps-
Distance), nous nous devons, tout d’abord, d’avoir une ide´e sur la the´orie et les e´quations de base utilise´es
en He´liosismologie ; celles-ci font l’objet du pre´sent chapitre.
3.1 ´Equations hydrodynamiques de base
Pour caracte´riser les oscillations pre´sentes dans l’inte´rieur solaire et en de´duire ainsi la relation de
dispersion des ondes ω`,n(k), nous devons d’abord line´ariser les e´quations hydrodynamiques ainsi que la
l’e´quation de Poisson dans le cas des e´toiles de type solaire.
Un syste`me hydrodynamique est caracte´rise´ en indiquant les quantite´s physiques comme fonctions de
la position r et du temps t. Ses proprie´te´s incluent, par exemple, la densite´ locale ρ(r, t), la pression locale
p(r, t) et la vitesse locale −→v (r, t). Pour l’He´liosismologie, les aspects les plus importants d’un syste`me
concernent surtout ses proprie´te´s me´caniques. Les e´quations hydrodynamiques traduisent la conservation
de la masse m, de l’impulsion −→p et de l’e´nergie E, en ne´gligeant le champ magne´tique, la viscosite´, la
rotation et la convection (tre`s importantes hypothe`ses de base).
Ainsi la conservation de la masse est exprime´e par l’e´quation de continuite´ [25] :
∂ρ
∂t + div(ρ
−→v ) = 0 (3.1)
D’apre`s les hypothe`ses de base, les seules forces approprie´es sont, dans la plupart des cas, la pression
et la pesanteur. L’e´quation du mouvement (e´galement connue sous le nom d’e´quation d’Euler) s’e´crit
alors comme suit :
ρ
(∂−→v
∂t +
−→v .∇−→v )=−−→∇ p + ρ−→g (3.2)
Ou` la quantite´ entre parenthe`ses est la de´rive´e par rapport au temps de la vitesse d’un fluide en
mouvement. Le premier terme du membre de droite est la force exte´rieure, donne´e par la pression p,
alors que le deuxie`me terme est donne´ par l’acce´le´ration de la gravite´ −→g , obtenue a` partir du gradient du
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potentiel de la gravite´ φ, ou` −→g =−−→∇ φ satisfait l’e´quation de Poisson :
∇2φ = 4piGρ (3.3)
A partir de l’e´quation de conservation de l’e´nergie l’e´qua.(2.4), et sachant que notre soleil dispose
d’une source d’energie propre (nucle´aire), on trouve [7] :
ρT
( ∂
∂t +
−→v .−→∇
)
s = ρ(εN + εV )−
−→∇ .−→F (3.4)
s e´tant l’entropie spe´cifique, εN le taux de production d’e´nergie nucle´aire, εV la chaleur cre´e´e par la
viscosite´ et ‖−→F ‖= L/4pir2 le flux de´nergie, avec :
−→F =−→F R +−→F Con (3.5)
Ou` −→F R = −K.
−→∇ T est le flux d’e´nergie radiatif, avec K = 4acsT 3/3κρ la conductivite´ radiative, et−→F Con le flux d’e´nergie convectif. Mais d’apre`s nos hypothe`ses de base, on a : εV = 0 et −→F Con = 0, on
peut donc e´crire :
ρT
( ∂
∂t +
−→v .−→∇
)
s = ρεN −
−→∇ .−→F R (3.6)
Cette dernie`re est la forme la plus simplifie´e de l’e´quation (3.4)
3.2 ´Equations des oscillations
3.2.1 Expressions ge´ne´rales
On conside`re maintenant de petites perturbations autour d’un mode`le stationnaire a` l’e´quilibre, qui
satisfait les hypothe`ses des e´quations de structure (2.1)-(2.4) a` l’e´quilibre :
dm0
dr = 4pir
2
0ρ0, (3.7)
d p0
dr =−ρ0g0, (3.8)
dT0
dr =−
3κ0ρ0
4acsT 30
Lr,0
4pir20
, (3.9)
dLr,0
dr = 4pir
2
0ρ0εN,0. (3.10)
Les quantite´s a` l’e´quilibre sont caracte´rise´es par l’indice infe´rieur ‘0’, et g0 = Gm0/r20 est l’acce´le´ration
gravitationnelle.
A partir des e´quations hydrodynamiques de base pre´ce´demment cite´es, nous pouvons modifier l’e´tat
d’e´quilibre de notre e´toile a` l’aide de petites perturbations, en ne conservant que les termes du premier
ordre. On peut approximer ces perturbations sous deux formes : eule´rienne a` une postion donne´e ou la-
grangienne en suivant l’e´le´ment fluide perturbe´. On peut alors de´finir n’importe quelle quantite´ physique
f par [7] :
f (−→r , t) = f0(−→r )+ f ′(−→r , t)
ou
f (−→r , t) = f0(−→r0 )+ δ f (−→r0 , t)
(3.11)
3.2 ´Equations des oscillations 24
Ou` la perturbation eule´rienne est relie´e a` la perturbation lagrangienne par :
δ f (−→r0 , t) = f ′(−→r , t)+
−→ξ .−→∇ f0(−→r ) (3.12)
Au premier ordre du de´placement
−→ξ , avec :
−→ξ = δ−→r =−→r −−→r0 (3.13)
Avec−→r la variable de position lagrangienne d’un e´le´ment de fluide donne´,−→r =−→r0 a` l’e´tat d’e´quilibre.
Les variations temporelles correspondantes s’e´crivent dδ f (−→r , t)/dt et ∂ f ′(−→r , t)/∂t, ou` :
d
dt =
∂
∂t +
−→v .−→∇ (3.14)
Dans le cas ge´ne´ral, quand l’e´tat non perturbe´ posse`de un courant stationnaire non nul −→v = d−→rdt 6=−→0 , comme c’est le cas pour le Soleil en rotation par exemple, on relie les perturabtions eule´rienne et
lagrangienne du vecteur vitesse par :
−→v ′ = δ−→v − (−→ξ .−→∇ )−→v0 = ∂
−→ξ
∂t +(
−→v0 .
−→∇ )−→ξ − (−→ξ .−→∇ )−→v0 (3.15)
Dans notre cas simplifie´ (−→v0 = 0), on a :
−→v ′ = δ−→v = ∂
−→ξ
∂t =
d
−→ξ
dt (3.16)
Pour plus de simplification, nous adopterons−→v ′ comme e´tant la perturbation du vecteur vitesse, dans
tout ce qui suit dans ce chapitre.
Partant de ces de´finitions, et en tenant compte de l’e´tat d’e´quilibre, le syste`me d’e´quations line´arise´es
devient, sous forme eule´rienne, comme suit :
∂ρ′
∂t +
−→∇ .(ρ0−→v ) = 0, (3.17)
ρ∂
−→v
∂t +
−→∇ p′+ ρ0
−→∇ Φ′+ ρ′−→∇ Φ0 = 0, (3.18)
ρ0T0
∂
∂t (s
′+
−→ξ .−→∇ s0) = (ρεN)′−−→∇ .−→F , (3.19)
−→∇ 2Φ′ = 4piGρ′, (3.20)
et : −→
F ′ =−K0
−→∇ T ′−K′−→∇ T0. (3.21)
Ces e´quations sont line´aires, homoge`nes, aux de´rive´es partielles par rapport au temps t, et a` la coor-
donne´e spatiale −→r pour −→v et les variables perturbe´es note´es prime. L’indice infe´rieur 0 caracte´rise les
quantite´s a` l’e´quilibre qui ne de´pendent que de la coordonne´e radiale r. En supposant que la de´pendance
temporelle pour toutes les variables physiques est de la forme exp(iωt), on peut remplacer ∂∂t par iω
et e´crire −→v = iω−→ξ . Puis en omettant l’indice 0 et en se´parant l’e´quation d’Euler en ses deux compo-
santes radiale et horizontale, ou`
−→ξ = (ξr,ξθ,ξφ) est le de´placement et −→ξ⊥ = (0,ξθ,ξφ) sa composante
horizontale, les e´quations (3.17), (3.18) et (3.20) deviennent :
ρ′+−→∇ .(ρ−→ξ ) = 0 ou δρ/ρ +−→∇ .(−→ξ r +−→ξ ⊥) = 0 (3.22)
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−ω2ξr + 1ρ
∂p′
∂r +
∂Φ′
∂r +
ρ′
ρ
dΦ
dr = 0, (3.23)
−ω2ξ⊥+−→∇⊥
( p′
ρ + Φ
′
)
= 0, (3.24)
et :
1
r2
(
r2
∂Φ′
∂r
)
+
−→∇ 2⊥Φ′ = 4piGρ′, (3.25)
avec
−→ξ =−→ξ r +−→ξ ⊥.
Sans oublier que
−→∇ = 1
r
(r ∂∂r ,
∂
∂θ ,
1
sinθ
∂
∂φ) est le gradient en coordonne´es sphe´riques, et que
−→∇⊥ =
1
r
(0, ∂∂θ ,
1
sinθ
∂
∂φ) est sa composante horizontale, avec
−→∇ 2⊥ = 1r2 sin2 θ [sinθ ∂∂θ(sinθ ∂∂θ)+ ∂
2
∂φ2 ].
En remplac¸ant ξ⊥ de la deuxie`me expression de l’e´quation (3.22) par la divergence horizontale de
l’e´quation (3.24), on obtient :
δρ
ρ +
1
r2
∂
∂r (r
2ξr)+ 1
ω2
−→∇ 2⊥
( p′
ρ + Φ
′
)
= 0 (3.26)
Pour que notre description soit comple`te, nous avons besoin d’une relation de fermeture, et pour ce
faire, nous devons rapporter un lien entre p et ρ. En ge´ne´ral, ceci exige la conside´ration de l’e´nerge´tique
du syste`me, comme de´crit par la premie`re loi de la thermodynamique. Pour ce, utilisant ρ et T comme
couple de variables inde´pendantes pour exprimer les quantite´s thermodynamiques, via la relation [7] :
δρ
ρ =
1
Γ1
δp
p
−∇ad ρTp δs (3.27)
avec ∇ad = ( ∂ lnT∂ ln p )s e´tant le gradient adiabatique.
En utilisant la relation reliant la perturbation lagrangienne a` la perturbation eule´rienne (3.12), la
dernie`re e´quation devient :
ρ′
ρ =
1
Γ1
p′
p
−Aξr−∇ad ρTp δs (3.28)
Ou` A est appele´ le crite`re de Schwarzchild, relie´ a` la fre´quence N, dite fre´quence de Brunt-Va¨isa¨la¨ ,
par [7] :
A =−N2/g = d lnρdr −
1
Γ1
d ln p
dr (3.29)
En usant des e´quations (3.27), (3.28) et (3.29), notre syste`me d’e´quations devient :
1
ρ
( ∂
∂r +
ρg
Γ1 p
)
p′− (ω2−N2)ξr + ∂Φ
′
∂r = g∇ad
ρT
p
δs, (3.30)
1
r2
∂
∂r (r
2ξr)+ 1Γ1
d ln p
dr ξr +
( ρ
Γ1 p
+
−→∇ 2⊥
ω2
) p′
ρ +
1
ω2
−→∇ 2⊥Φ′ = ∇ad
ρT
p
δs, (3.31)
( 1
r2
∂
∂r (r
2 ∂
∂r )+
−→∇ 2⊥
)
Φ′−4piGρ
( p′
Γ1 p
+
N2
g
ξr
)
=−4piG∇ad ρ
2T
p
δs, (3.32)
F ′r =−K
∂T ′
∂r −K
′ ∂T
∂r , (3.33)
et
iωT δs = ρ′εN − 1
r2
∂
∂r (r
2F ′r )+
−→∇ 2⊥(KT ′). (3.34)
Ou` F ′r est la composante radiale de la perturbation eule´rienne du flux radiatif
−→
F ′R.
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Sachant que toute fonction propre du type f (θ,φ) satisfait l’e´quation suivante :
∇2⊥ f (θ,φ) =−
1
r2
Λ f (θ,φ) (3.35)
Ou` Λ = L2 = `(`+ 1) est une constante, en associant pour chaque ` (degre´ ou ordre du mode) une
harmonique sphe´rique Y m` (θ,φ). Dans ce cas, une se´paration de variables est possible, et on peut e´crire
nos variables sous la forme (par exemple la pression ( f = p′)) :
p′(r,θ,φ, t) = P′(r)Y m` (θ,φ)exp(iωt) (3.36)
Le vecteur de´placement s’e´crit alors :
−→ξ = [ξr(r),ξh(r) ∂∂θ ,ξh(r)
∂
sinθ∂φ ]Y
m
` (θ,φ)exp(iωt) (3.37)
Ou` ξh = 1/(ω2r)[p′/ρ + Φ′] (tire´ de l’e´qua.(3.24)) est le de´placement horizontal. En conside´rant
uniquement la partie radiale de nos variables (i.e, p′(r), T ′(r), . . .) des 3 premie`res e´quations de notre
syste`me, on e´crit :
1
ρ
( d
dr +
g
c2s
)
p′+(N2−ω2)ξr + dΦ
′
dr = g∇ad
ρT
p
δs, (3.38)
1
r2
d
dr (r
2ξr)+ 1Γ1
d ln p
dr ξr +
(
1− S
2
`
ω2
) p′
ρc2s
− L
2
ω2r2
Φ′ = ∇ad
ρT
p
δs, (3.39)
( 1
r2
d
dr (r
2 d
dr )−
L2
r2
)
Φ′−4piGρ
( p′
ρc2s
+
N2
g
ξr
)
=−4piG∇ad ρ
2T
p
δs. (3.40)
Avec c2s = Γ1 p/ρ le carre´ de la vitesse du son du milieu, sans oublier les fre´quences caracte´ristiques
S2` et N, qui sont a` la fois la fre´quence tangentielle, dite de Lamb, et la fre´quence de flottabilite´, dite de
Brunt-Va¨isa¨la¨, et qui sont de´finies comme suit :
S` =
`(`+ 1)c2s
r2
' k2hc2s (3.41)
et :
N2 =
( 1
Γ1 p
d p
dr −
1
ρ
dρ
dr
)
(3.42)
Ou` −→k h est la partie horizontale du vecteur d’onde −→k =−→k r +−→k h, avec −→k r la partie radiale.
Pour N2 > 0, la convection est dite stable (il y a retour vers l’e´quilibre) et elle est dite instable pour
N2 < 0.
3.2.2 Approximation adiabatique
Si on compare le temps d’e´change de chaleur (dit : temps caracte´ristique thermodynamique) avec la
pe´riode des oscillations (par exemple les oscillations de 5 min pour les ondes acoustiques solaires), on
constate que le premier est conside´rablement plus grand, et on peut alors ne´gliger l’e´change de chaleur
durant une pe´riode sur pratiquement toute la structure solaire (a` l’exception de la re´gion tre`s externe
dite superadiabatique). En faisant cela, on suppose alors que les oscillations sont adiabatiques (l’entropie
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s = cste ⇒ δs = 0). Par conse´quent, on obtient alors un syste`me d’ordre 4 pour les 4 variables p′, ξr, Φ′,
et dΦ′/dr :
1
ρ
( d
dr +
g
c2s
)
p′+(N2−ω2)ξr + dΦ
′
dr = 0, (3.43)
1
r2
d
dr (r
2ξr)+ 1Γ1
d ln p
dr ξr +
(
1− S
2
`
ω2
) p′
ρc2s
− L
2
ω2r2
Φ′ = 0, (3.44)( 1
r2
d
dr (r
2 d
dr )−
L2
r2
)
Φ′−4piGρ
( p′
ρc2s
+
N2
g
ξr
)
= 0. (3.45)
3.2.3 Conditions aux limites
Les e´quations doivent eˆtre combine´es avec quatre conditions aux limites : deux de ces dernie`res
assurent la re´gularite´ au centre, r = 0, qui est un point singulier et re´gulier des e´quations. Une condition
impose la continuite´ de champ gravitationnel φ′ et de son gradient sur la surface, r = R¯. Finalement, la
perturbation exte´rieure de pression doit satisfaire une condition dynamique, sous sa forme la plus simple,
elle impose une perturbation nulle de la pression a` la surface perturbe´e, i.e.
∂p = 0 a` r = R¯ (3.46)
Ainsi notre syste`me d’e´quations diffe´rentielles du quatrie`me ordre et les conditions limites de´finissent
un proble`me aux valeurs propres qui a comme solutions des valeurs discre`tes de ω. Ou` chacune d’elles
est repre´sente´e par le couple (`,m) ; ainsi nous obtenons un ensemble de fre´quences propres ωn`m, ca-
racte´rise´ par leur ordre radial n.
Il faut noter que dans le cas d’une e´toile sphe´riquement syme´trique, les fre´quences sont de´ge´ne´re´es
dans l’ordre azimutal, car la de´finition de m est attache´e a` l’orientation du syste`me, ce qui n’a pour une
e´toile sphe´riquement syme´trique, aucune signification physique. En effet, l’analyse des effets de la struc-
ture sphe´riquement syme´trique du soleil a reve´le´ que les e´quations et les conditions limites ne de´pendent
pas de m, et que les fre´quences sont seulement caracte´rise´es par ` et n, tandis que la de´ge´ne´rescence en
m nous renseigne sur la rotation.
3.2.4 Approximation de Cowling
Cette approximation consiste a` re´duire l’ordre du syste`me d’e´quations, en ne´gligant la perturbation
eule´rienne du potentiel gravitationnel Φ′. Elle a e´te´ applique´e pour la premie`re fois par Cowling en 1941
[13], et porte son nom. Elle n’est valable que pour des n ou ` e´leve´s. Notons que les modes observe´s au
soleil sont d’orde radial e´leve´ aussi. Cette approximation est justifie´e, du moins en partie, en notant que
la position de ces modes varie rapidement dans des re´gions a` densite´ suppose´e quasi-constante, ce qui
implique, qu’on peut e´crire que ρ′ ≈ 0, et par conse´quent, que Φ′ ≈ 0 (voir l’e´quation de Poisson).
Le syste`me se rame`ne donc a` un ordre 2 pour les variables P′ et ξr, et il n’y a plus que deux conditions
aux limites (l’une pour le centre et l’autre a` la surface). Le syste`me devient alors :
1
ρ
( d
dr +
g
c2s
)
p′+(N2−ω2)ξr = 0 (3.47)
1
r2
d
dr (r
2ξr)− g
c2s
ξr +
(
1− S
2
`
ω2
) p′
ρc2s
= 0 (3.48)
Avec g/c2s = H−1p /Γ1, ou` H−1p =−d ln p/dr est l’e´chelle de pression.
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3.3 Modes propres
A partir du syste`me d’e´quations d’orde 2 (3.47), nous obtenons la relation de dispersion ωn,` =
ωn,`(
−→k ,−→r ) des ondes se propageant dans le Soleil.
3.3.1 Cavite´ re´sonnante et quantification du spectre
Notre syste`me d’e´quations re´e´crit diffe´remment, est :
d p′
dr = ρ(ω
2−N2)ξr− g
c2s
p′ (3.49)
dξr
dr =−
(2
r
− g
c2s
)
ξr +
( S2`
ω2
−1
) p′
ρc2s
(3.50)
En ramenant ce syste`me d’e´quations a` une simple e´quation diffe´rentielle du second ordre, on verra
plus tard (section (3.4)) comment re´soudre rigoureusement ce syste`me, en prenant en compte le fait
que les fonctions propres des oscilliations d’ordre radial e´leve´ varient plus rapidement que les variables
d’e´quilibre. Les termes contenant le produit de g et de la vitesse du son c2s = (∂p/∂ρ)s, sont alors
ne´gligables, puisqu’ils contiennent un produit des de´rive´es des variables d’e´quilibre (g/c2s = H−1p /Γ1).
En les annulant tout simplement et en ne´gligeant le terme 2/r (r est relativement grand), on obtient :
d p′
dr = ρ(ω
2−N2)ξr (3.51)
dξr
dr =
( S2`
ω2
−1
) p′
ρc2s
(3.52)
En de´rivant la dernie`re e´quation une nouvelle fois par rapport a` r, et en combinant avec la premie`re,
tout en ne´gligeant a` nouveau les de´rive´es des variables d’e´quilibre, on obtient :
d2ξ2r
dr2 =
ω2
c2s
(
1− N
2
ω2
)( S2`
ω2
−1
)
ξr (3.53)
Cette e´quation diffe´rentielle du second ordre admet comme solution une e´quation d’onde, et afin de
connaıˆtre le comportement de cette e´quation d’onde, il faut e´tudier le signe de son membre de droite :
1. S’il est ne´gatif, la solution est alors sinusoı¨dale et l’onde est oscillante, et cela se produit :
- pour |ω|< |N| et |ω|< |S`|, ou |ω|> |N| et |ω|> |S`|.
2. S’il est positif, la solution est alors exponentielle et l’onde est e´vanescente, et cela` se produit :
- pour |ω|< |N| et |ω|> |S`|, ou |ω|< |S`| et |ω|> |N|.
A la vue de ces ine´galite´s, on se rend facilement compte de l’impossibilite´ que les ondes se propagent
hors de la cavite´ de´limite´e par les fre´quences de Lamb S` et Brunt-Va¨isa¨la¨ N, et on dit alors que les ondes
sont pie´ge´es. L’e´xistence d’une telle cavite´ re´sonnante implique une quantification du spectre des modes
propres d’oscillations (spectre discret (voir les Figures (3.1)-(3.2))).
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FIG. 3.1 – Les fre´quences caracte´ristiques N/2pi (ligne continue), ωc/2pi (ligne en pointille´s ), S`/2pi (ligne
discontinue, identifie´e par `) pour `= 1,10,50,100. Les fre´quences ont e´te´ calcule´es par le model S de Christensen-
Dalsgaard et al. (1996). Les larges lignes horizontales de´limitent les re´gions de pie´geage des modes g a` la fre´quence
100µHz et des modes p a` la fre´quence 3000µHz et ` = 10 [25].
Quantification du spectre des modes propres d’oscillations
Du fait de la tempe´rature qui augmente avec la profondeur, les ondes acoustiques se propageant pre`s
de la surface se re´fractent vers la surface, puis du fait de la de´croissance soudaine de la densite´, celles-ci
se re´fle´chissent, tout en sachant que la profondeur de pe´ne´tration ne de´pend essentiellement que de la
vitesse horizontale de phase de l’onde.
Ainsi le Soleil se trouve eˆtre une cavite´ re´sonnante pour les modes acoustiques, et ses oscillations
sont ge´ne´ralement observe´es en mesurant leurs fluctuations d’intensite´, ou bien leurs de´calages Doppler a`
la surface solaire (fre´quences, vitesses. . . etc.). Afin de repre´senter nos oscillations, on peut les conside´rer
comme e´tant la somme d’ondes stationnaires ou de modes propres ou` le signal observe´ f , au point (r,θ,φ)
et a` un temps t, est donne´ par [41] :
f (r,θ,φ) = ∑
n`m
an`mξn`m(r,θ,φ)exp(i[ωn`mt + αn`m]) (3.54)
Avec n l’ordre radial, ` le degre´ angulaire et m l’ordre azimutal, identifient chaque mode, an`m l’am-
plitude du mode, ωn`m est la fre´quence propre (bien la fre´quence caracte´ristique du mode), et αn`m la
phase. La fonction propre spatiale pour chaque mode est de´signe´e par ξn`m, et comme on a e´mis au
de´part l’hypothe`se d’un Soleil a` syme´trie sphe´rique, on peut alors se´parer la partie radiale de la partie
angulaire de notre fonction propre et on e´crit :
ξn`m(r,θ,φ) = ξn`(r)Y m` (θ,φ) (3.55)
Ou` Y m` est l’harmonique sphe´rique, et ξn`(r) la fonction propre radiale du mode.
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FIG. 3.2 – ν en fonction de ` pour tous les types de mode [25].
Nous allons a` pre´sent nous inte´resser aux deux domaines de fre´quences ou` les ondes sont oscillantes ;
i.e. au domaine de hautes fre´quences (ω>N,S`) et a` celui des basses fre´quences (ω<N,S`). Il faut noter
que cette premie`re analyse est simpliste mais qu’elle permet de comprendre la nature physique des deux
types d’ondes qui parcourent le Soleil.
3.3.2 Modes de pression et loi de Duvall
Les oscillations de hautes fre´quences ou de petites longueurs d’ondes (i.e. ω > N,S`) pie´ge´es dans
une e´toile (dans notre cas le Soleil) sont ge´ne´ralement appele´es, les modes de pression ou modes ”p”.
Modes purement acoustiques, la force de rappel de ces ondes est le gradient de pression (la compressi-
bilite´). Elles se propagent depuis la surface vers le centre, a` l’inte´rieur d’une sorte de coquille sphe´rique,
dont la profondeur de´pend du degre´ ` du mode conside´re´. Parmi toutes les ondes excite´es, seules les
ondes retombant sur elles-meˆmes (en phase) apre`s un tour complet du soleil cre´ent des ondes station-
naires (modes de vibration) caracte´ristiques de la coquille dans laquelle elles se propagent, nous rensei-
gnant ainsi sur les proprie´te´s de l’inte´rieur solaire. Actuellement, dans le Soleil, on observe plus de 3000
de ces modes (20000 en conside´rant les multiplets de m). Les modes ` = 0 sont des modes purement
radiaux, ils correspondent a` la de´formation la plus simple de la sphe`re (gonflement) et ils sont les seuls a`
atteindre le centre du Soleil. Tous les autres modes tendent a` de´vier le Soleil de sa forme sphe´rique. Plus
leur degre´ est e´leve´, moins les ondes pe´ne`trent profonde´ment dans le Soleil.
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En supposant que ω >> N, on obtient pour l’e´quation (3.53) :
d2ξ2r
dr2 '
1
c2s
(S2` −ω2)ξr (3.56)
Ou` :
−k2r =
1
c2s
(S2` −ω2) (3.57)
FIG. 3.3 – Repre´sentation sche´matique des ondes acoustiques (modes ”p”) dans les couches internes solaires, et
nous remarquons bien que pour ` = 0 l’onde traverse le soleil de part en part [54].
En effet, on peut approximer les modes localement par des ondes planes sonores, satisfaisant la
relation de dispersion suivante :
ω2 = c2s |
−→k |2 (3.58)
Ou`−→k =−→kr +−→kh est le vecteur d’onde. Ainsi les proprie´te´s des modes sont entie`rement commande´es
par la variation de la vitesse du son adiabatique cs(r) et par le biais des e´quations (3.41) et (3.58) nous
remontons aise´ment a` l’e´quation (3.57).
A partir de l’e´quation (3.57) et en posant ω = S`(rt), on obtient une expression permettant de
de´terminer les points tournants internes (l’endroit ou` l’onde est re´fle´chie (kr = 0)) :
c2s (rt)
r2t
=
ω2
`(`+ 1)
(3.59)
La raison physique de cette re´flexion interne est relie´e a` l’augmentation de la vitesse du son vers le
centre solaire. Au fur et a` mesure que l’onde s’enfonce, elle s’infle´chit (car le vecteur d’onde radial kr
diminue quand cs augmente), jusqu’a` se re´fle´chir. Nous verrons dans la section (3.4) la raison du pie´geage
externe des ondes acoustiques, car celle-ci n’est pas incluse dans cette relation de dispersion pre´sume´e
simpliste.
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Loi de Duvall
L’e´quation (3.57) peut eˆtre employe´e pour justifier une approximation extreˆmement utile, en une
expression de fre´quences d’oscillation acoustique, car la condition d’une onde se propageant dans la
direction radiale implique que l’inte´grale de kr au-dessus de la re´gion de propagation, entre r = rt et
r = R¯, doit eˆtre une valeur multiple de pi, inde´pendamment des effets possibles de changement de phase
aux limites de l’intervalle :
(n + α)pi'
∫ R
rt
krdr '
∫ R
rt
ω
c
(
1− s
2
`
ω2
)1/2
dr, (3.60)
ou` α est le de´phasage aux points tournants. Ceci peut eˆtre e´galement e´crit comme suit :
pi(n + α)
ω
' F
(
ω
L
)
, (3.61)
ou`
F(
ω
L
) =
∫ R
rt
(
1− c
2
ω2r2
)1/2 dr
c
(3.62)
Les fre´quences observe´es de l’oscillation solaire satisfont la relation simple indique´e par l’e´qua.(3.61),
ge´ne´ralement appele´e loi de Duvall. Elle a e´te´ trouve´e la premie`re fois par Duvall en 1982 [31], et porte
son nom.
3.3.3 Modes de gravite´
Les modes de basses fre´quences ou de grandes longueurs d’ondes (i.e. ω < N,S`) pie´ge´es dans le
Soleil, sont ge´ne´ralement appele´s : modes de gravite´ ou modes ”g”. Leur force de rappel est la pousse´e
d’Archime`de. Ils sont principalement confine´s dans la zone centrale du soleil (la zone radiative) et la tra-
verse´e de la zone convective atte´nue leur amplitude, les rendant de ce fait, plus difficilement observables
que les modes acoustiques. Notons qu’a` ce jour, les modes ”g” n’ont pas e´te´ clairement de´te´cte´s, et sont
fortement recherche´s dans les donne´es des expe´riences he´liosismiques pour leur grande sensibilite´ au
coeur du soleil.
FIG. 3.4 – Diffe´rence entre les modes p et g : A gauche, repre´sentation des modes p. A droite, repre´sentation des
modes g [26].
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Comme pour les modes ”p”, nous allons simplifier l’e´quation (3.53), en supposant que ω << S`,
ainsi on a :
d2ξ2r
dr2 '
`(`+ 1)
ω2r2
(ω2−N2)ξr ou − k2r = `(`+ 1)ω2r2 (ω
2−N2) (3.63)
Les points tournants de ces modes se situent la` ou` ω = N (kr = 0). On remarque aussi que contrai-
rement aux modes ”p”, leurs fre´quences diminuent quand ` augmente, et qu’il n’existe pas le modes ”g”
de degre´ ` = 0.
3.4 Relation de dispersion
Bien qu’instructives, les e´quations pre´ce´dentes sont a` peine satisfaisantes, dans le sens mathe´matique
et physique, car elles ne´gligent les effets de la variation de la structure solaire avec la position. En
outre, les effets pre`s de la surface menant a` la re´flexion sont purement postule´s. Une description plus
satisfaisante peut eˆtre faite sans approximation des e´quations d’oscillations.
De nombreux travaux base´s sur des me´thodes asymptotiques se sont attache´s a` trouver des solutions
au syste`me d’e´quations caracte´risant les oscillations non radiales, avec ou sans l’approximation de Cow-
ling. Nous nous contenterons ici de traiter rigoureusement le syste`me d’e´quations afin de tirer la relation
de dispersion, en suivant Christensen-Dalsgaard (1998) qui lui meˆme s’est inspire´ de Deubner et Gough
(1984). En de´rivant une deuxie`me fois par rapport a` r l’e´quation (3.48), en y injectant l’e´quation (3.47),
tout en ne´gligant les de´rive´es de r et de g en plus du terme 2/r, conside´rant ainsi que les oscillations et les
variables thermodynamiques varient beaucoup plus rapidement (ce qui revient a` e´tudier les oscillations
d’une couche plane paralle`le sous une gravite´ constante), et en posant le changement de variable :
χ = div
−→δr =− 1
Γ1 p
(p′−ρgξr), (3.64)
on obtient, et apre`s un certain nombre de manipulations alge´briques, une e´quation diffe´rentielle du
deuxie`me ordre pour χ :
d2χ
dr2 +
( 2
c2s
dc2s
dr +
1
ρ
dρ
dr
)dχ
dr +
[ 1
Γ1
d2Γ1
dr2 −
2
Γ1
dΓ1
dr
gρ
p
+ k2h
(N2
ω2
−1
)
− 1ρ
dρ
dr
1
Γ1
dΓ1
dr +
ρω2
Γ1 p
]
χ = 0
(3.65)
Afin de faciliter l’analyse de cette e´quation et d’e´liminer le terme dχ/dr, on introduit la nouvelle
variable X = c2s ρ1/2χ, et on obtient :
d2X
dr2 +
1
c2s
[
S2`
(N2
ω2
−1
)
+ ω2−ω2c
]
X = 0, (3.66)
ou` :
k2r =
1
c2s
(ω2−ω2c)− k2h
(
1− N
2
ω2
)
(3.67)
Avec k2h = S2`/c2s = L2/r2, ou` ω2c =
c2s
4H2ρ
(1−2 dHρdr ) est la fre´quence de coupure acoustique, et H−1ρ =
−d lnρ/dr l’e´chelle de densite´.
C’est a` ω = ωc que s’effectue la re´flexion de l’onde acoustique pre`s de la surface.
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Important :
L’e´quation (3.67) est la relation de dispersion la plus rigoureuse au soleil (en l’absence de champ
magne´tique). Elle est tre`s importante, voire capitale, car elle renferme de tre`s importantes informations
sur les parame`tres internes solaires ; on sera amene´ a` l’utiliser souvent dans les prochains chapitres,
surtout dans le cas des modes a` hautes fre´quences (i.e. ω> N) qui nous inte´ressent particulie`rement, afin
de sonder l’inte´rieur solaire.
Chapitre 4
He´liosismologie Temps-Distance
Apre`s une bre`ve introduction sur le Soleil et sur l’He´liosismologie e´tablie, et apre`s une e´tude globale
et de´taille´e des e´quations de base qui re´gissent l’He´liosismologie, nous nous consacrons dans ce chapitre
a` l’explication de la me´thode he´liosismique locale Temps-Distance et a` l’e´tude approfondie de sa the´orie.
4.1 Principe
L’He´liosismologie Temps-Distance (Duvall et al, 1993 [32]) vise a` produire des cartes tridimension-
nelles des e´coulements sub-photosphe`riques des inhomoge´ne´ite´s de la tempe´rature et vraisemblablement
du champ magne´tique. Cette technique propose de mesurer le temps que prend un paquet d’onde pour
voyager entre deux points quelconques sur la surface solaire, dans l’une ou l’autre direction. Un paquet
d’onde acoustique atteindra des couches plus profondes a` mesure que la se´paration horizontale entre
les deux points est grande. Des ondes de gravite´ de surface, qui se propagent horizontalement, peuvent
eˆtre employe´es pour sonder pre`s de la surface. Bien que l’onde observe´e, en un point donne´, soit due
a` une superposition ale´atoire d’ondes produites par des e´ve`nements e´loigne´s de la source, le temps de
parcours, entre deux endroits, peut eˆtre de´termine´ a` partir de la fonction temporelle de corre´lation du
signal d’oscillation.
La Figure (4.1) montre une corre´lation the´orique croise´e en fonction de la distance entre deux points
et le temps de corre´lation (calcule´ pour un mode`le solaire sphe´riquement syme´trique). La premie`re areˆte
correspond a` une onde acoustique se propageant entre deux points a` la surface solaire sans re´flexion
additionnelle. L’areˆte suivante correspond aux ondes qui arrivent apre`s une re´flexion a` la surface, et les
areˆtes a` plus grands temps sont le re´sultat d’ondes arrivant apre`s des rebonds multiples. La branche en
arrie`re lie´e a` la deuxie`me areˆte correspond aux ondes re´fle´chies. Dans la plupart des applications, seuls
les temps directs de parcours du premier rebond sont mesure´s.
Les inhomoge´ne´ite´s locales au soleil affecteront les temps de parcours diffe´remment selon le type de
perturbation. Par exemple, les perturbations de la tempe´rature et les perturbations d’e´coulement ont des
signatures tre`s diffe´rentes. Pour deux points donne´s sur la surface solaire, 1 et 2, la perturbation de temps
de parcours due a` une perturbation de la tempe´rature est, en ge´ne´ral, inde´pendante de la direction de
propagation entre 1 et 2. Cependant un e´coulement avec une composante dirige´e le long de la direction
1 → 2 brisera la syme´trie dans le temps de parcours pour les ondes se propageant dans des directions
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FIG. 4.1 – Diagramme the´orique Time-Distance [44].
oppose´es : les ondes se de´placent plus rapidement le long de l’e´coulement que contre lui. Les champs
magne´tiques pre´sentent une anisotropie de vitesse d’onde et auront encore une autre signature du temps
de parcours (celui-ci n’a pas encore e´te´ de´tecte´ ).
4.2 The´ories de base de l’he´liosismologie temps-distance
4.2.1 Temps de parcours d’onde et the´orie de l’he´liosismologie temps-distance
La notion de temps de parcours d’onde est un concept clef dans l’he´liosismologie Temps-Distance.
C’est un concept familier en Ge´ophysique, ou` les ondes sont ge´ne´ralement ge´ne´re´es et excite´es par
des sources spe´cifiques localise´es dans l’espace et dans le temps. Dans le Soleil, l’excitation des ondes
acoustiques est stochastique et il n’est pas possible d’isoler les sources dans l’espace ou dans le temps.
Ne´anmoins Duvall, en 1993 [32], postula la possibilite´ de mesurer les temps de parcours d’onde en
calculant la corre´lation temporelle d’un signal a` un point donne´ avec un autre signal a` un autre point.
La fonction de corre´lation des signaux d’oscillation f en deux points aux coordonne´es −→r1 (r1;θ1,φ1)
et −→r2 (r2,θ2,φ2) et un de´phasage temporel τ a` la surface solaire (voir annexe (A.3)), s’e´crit comme suit
[17] :
Γ(τ,∆) =
∫ T
0
f (−→r2 , t + τ) f ∗(−→r1 , t)dt (4.1)
Ou` ∆ est la distance angulaire entre les deux points et T la dure´e d’observation, sans oublier que
notre signal f , et tel que vu dans le chapitre pre´ce´dent (l’e´qua.(3.51)), peut eˆtre re´e´crit sous une forme
plus ge´ne´rale :
f (−→r , t) = f (r,θ,φ, t) = ∑
n`m
an`mξn`(r)Y m` (θ,φ)e(i[ωn`mt+αn`m]) (4.2)
Avec ξn`(r) la fonction radiale de notre signal, et αn`m ∝−→k .−→r la phase de celui-ci.
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Ainsi, chaque composante d’oscillation avec la fre´quence ω et la longueur d’onde spatiale k(ω) peut
eˆtre repre´sente´e par une onde plane : Acos(k.s−ωt). Ou` A(ω) est l’amplitude, −→k le vecteur d’onde, −→s
le vecteur de la tangente le long d’un certain chemin, t le temps, et −→k .−→s de´signe l’inte´grale line´aire∫
s
−→k d−→s le long du chemin s. Le signal d’oscillation est une somme de diffe´rentes composantes d’oscil-
lations que l’on peut e´crire comme suit :
V (r)(−→r , t) =
∞
∑
i=0
A(ωi)cos(
−→k i.−→s −ωit) (4.3)
Ou` −→r est le vecteur position indiquant la position le long du chemin a` chaque instant, −→s =−→s (−→r ),
et k = k(ω,−→r ) ; l’indice (r) indique que V est re´el. Il est plus facile de travailler dans l’espace complexe
qu’avec les cosinus. Et pour ce faire, en prenant la transformation d’Hilbert du signal et en e´crivant
le signal analytique comme la somme du signal et de ces transformations d’Hilbert, la transformation
d’Hilbert du cos(x) e´tant (−sin(x)), le signal analytique s’e´crit aussi :
V (−→r , t) =
∞
∑
i=0
A(ωi)cos(
−→k i.−→s −ωit)−
∞
∑
i=0
A(ωi)sin(
−→k i.−→s −ωit) (4.4)
Dans le cas continu :
V (−→r , t) = 1
2pi
∫
∞
−∞
A(ω)exp[i(ωt−−→k .−→s )]dω (4.5)
V (−→r , t) peut eˆtre re´arrange´ comme une inte´grale de Fourier, donnant ainsi :
V (−→r , t) = 1
2pi
∫
∞
−∞
ν(ω,−→r )eiωtdω (4.6)
Ou` ν(ω,−→r ) = A(ω)exp[−i−→k (ω,−→r ).−→s (−→r ))], A(ω) est la distribution des amplitudes sur la fre´quence,
et k(ω,r) est la relation de dispersion du milieu dans lequel l’onde se propage. Si le milieu est homoge`ne,
k est inde´pendant de r. Le signal e´tant l’amplitude du paquet d’onde en un point dans l’espace-temps in-
dique´ par le vecteur position −→r et le temps t, le paquet d’onde se propage dans le milieu a` un autre point
−→r + ∆−→r apre`s un temps ∆t, et le signal en ce point s’e´crit comme suit :
V (−→r + ∆−→r , t + ∆t) = 1
2pi
∫
∞
−∞
ν(ω,−→r + ∆−→r )eiω(t+∆t)dω (4.7)
la` ou` ν(ω,−→r + ∆−→r ) = A(ω)exp[−i−→k (ω,−→r + ∆−→r ).−→s (−→r + ∆−→r ), ainsi, la fonction de corre´lation des
signaux a` −→r et −→r + ∆−→r est :
Γ(−→r ,∆−→r ,τ) =
∫
∞
−∞
V (−→r + ∆−→r , t + ∆t)V ∗(−→r , t)dt (4.8)
Ou` τ = ∆t et l’aste´risque (*) indique qu’on prend le conjuge´ complexe. Si les vecteurs position
initiaux et finals −→r et −→r + ∆−→r sont tre`s proches, ∆−→r 7→ d−→r , alors les extre´mite´s des vecteurs de
position repre´sentent les fins de la tangente du chemin pris par le paquet d’onde −→s , ou` −→s = d−→r , pour
n’importe quelle valeur arbitraire de ∆−→r ,
∆−→r =
∫ −→r +∆−→r
−→r
d−→r (4.9)
Ou` l’inte´grale est prise le long du chemin −→s . Ce faisant, −→s , −→r et −→r + ∆−→r sont remplace´s par −→s et
−→s + ∆−→s . Par conse´quent, Γ peut eˆtre e´crit en fonction de la distance de chemin parcouru le long du
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chemin −→s , on a Γ(−→r ,∆−→r ,τ)≡ Γ(−→r ,δ−→s ,τ). Si la position initiale est prise a` s = 0 et la position finale
comme s ; Γ(−→r ,∆−→s ,τ) ≡ Γ(−→r ,−→s ,τ) et si s = 0 a` t = 0, puis τ ≡ t ; en d’autres termes, tous les ∆s
peuvent eˆtre ignore´s ; les δs seront maintenus pour le moment et seront ignore´s quand la position et le
temps initiaux seront pris a` (0,0).
La corre´lation dans le domaine du temps est e´quivalente a` la transformation inverse de Fourier dans
le domaine des phases (le produit de la transforme´e de Fourier (voir le the´ore`me de Weinner-Khintchine
en annexe A.3), et la fonction de corre´lation est :
Γ(−→r ,∆s,τ) = 1
2pi
∫
∞
−∞
ν(ω,−→r + ∆−→r )ν∗(ω,−→r )eiωτdω, (4.10)
qui peut eˆtre e´crite comme suit :
Γ(−→r ,∆s,τ) = 1
2pi
∫
∞
−∞
A2(ω)eiµ(ω)tdω, (4.11)
ou`
µ(ω) = ω− 1
τ
[
−→k (ω,−→r + ∆−→r ).−→s (−→r + ∆−→r )−−→k (ω,−→r ).−→s (−→r )]. (4.12)
Par de´finition A est re´el, et A∗A = A2. La fonction µ peut eˆtre encore simplifie´e et remplace´e par une
forme inte´grale pour donner :
µ(ω) = ω− 1
τ
∆[
−→k (ω,−→r ).−→s (−→r )] = ω− 1
τ
∆
∫
s
−→k (ω,−→r ).d−→r (4.13)
ou`
∫
s est l’inte´grale le long de n’importe quel chemin
−→s . Par conse´quent la fonction de corre´lation se
propage le long de −→s .
En ge´ne´ral, l’inte´grale dans l’e´quation (4.11) ne renferme pas des expressions analytiques com-
plique´es et son integrabilite´ de´pend de la forme de µ et de A. La forme de µ de´pend de la relation de
dispersion du milieu dans lequel les ondes se propagent. Dans les prochaines sections, les solutions de
l’e´quation (4.11) seront e´tudie´es pour diffe´rentes relations de dispersion.
Milieu non-dispersif
Un milieu est non-dispersif quand la vitesse de groupe est e´gale a` la vitesse de phase,
∂ω
∂k .̂k =
ω
k .̂k (4.14)
Ce qui implique que |−→k | = aω, ou` a pourrait eˆtre une fonction de −→r , auquel cas, le milieu est
non homoge`ne, parce que
−→k est une fonction de la position −→r , −→k = −→k (ω,−→r ). En remplac¸ant dans
l’e´quation (4.13), µ devient :
µ(ω) = ω
(
1− 1
τ
∆
∫
s
ak̂.d−→r
)
= βω (4.15)
ou` β est une constante fonction de la position et du temps, et k̂ est le vecteur unitaire le long du vecteur−→k . Par conse´quent (4.11) devient :
Γ(−→r ,∆s,τ) = 1
2pi
∫
∞
−∞
A2(ω)eiωηdω (4.16)
ou` η = βτ et Γ est simplement la transforme´e de Fourier inverse de A2. Le maximum de l’inte´grale de
Fourier se produit a` η = 0, ou τ = ∆
∫
s ak̂.dr, ce qui implique que l’inte´grale est exe´cute´ le long du chemin
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donne´ par d−→r /dt = ω/k.̂k. Dans un milieu non-dispersif le paquet d’onde voyage le long de la direction
indique´e avec la vitesse de groupe ou la vitesse de phase, parce qu’elles sont identiques.
Si A(ω) est une gaussienne par exemple, A(ω) = Ac exp[−b(ω−ω0)2], ou` ω0 est la fre´quence centrale
et b est une mesure de la largeur de la gaussienne, on obtient apre`s quelques changement de variables :
Γ = (A2c(pi)1/2/2(2b)1/2 exp(−η2/8b)exp(iω0η). La fonction de corre´lation a une enveloppe, dont le
maximum se produit a` η = 0 ou τ =
∫
s ak̂.dr, ou a` la fois t =
∫
s ak̂dr si la position et le temps initiaux
arbitraires sont (0,0). Il est pratique de repre´senter a comme 1/cs, ou` cs a la dimension d’une vitesse ;
alors le temps pris par le paquet d’onde d’un point arbitraire a` un autre le long du chemin s est t =∫
s(k̂.dr/cs). On note que le maximum de l’amplitude A2c(pi)1/2/2(2b)1/2 a` η = 0 n’est pas une fonction
de ∆s ou τ. Cependant, ce n’est pas le cas dans un milieu dispersif, ou` Γ peut s’affaiblir avec la distance
parcourue meˆme dans un syste`me non dissipatif.
Milieu dispersif
En ge´ne´ral, A(ω) est une fonction qui est appre´ciable seulement dans un petit intervalle de fre´quence
autour de ω0. Par conse´quent µ(ω) peut s’e´crire sous la forme d’une se´rie de Taylor autour de ω0 et
l’e´quation (4.11) devient :
Γ(−→r ,∆s,τ) = 1
2pi
∫
∞
−∞
A2(ω)exp
{
iτ
∞
∑
p=0
µ(p)0 (ω−ω0)p
p!
}
dω (4.17)
ou`
µ0 = ω0− 1
τ
∆
∫
s
−→k 0.d−→r , µ′0 = 1−
1
τ
∆
∫
s
∂−→k
∂ω
∣∣∣∣∣
0
.d−→r,
,µ′′0 =−
1
τ
∆
∫
s
∂2−→k
∂ω2
∣∣∣∣∣
0
.d−→r , et µ(p)0 =−
1
τ
∆
∫
s
∂p−→k
∂ωp
∣∣∣∣
0
.d−→r (4.18)
Ou` l’indice supe´rieur de´signe la p-ie`me de´rive´e de la fre´quence (∂p/∂ωp), et Q0 = Q(ω0), Q e´tant une
quantite´ quelconque.
Dans le cas non-dispersif, µ s’e´crit sous la forme : µ = βω, ou` β est inde´pendant de ω ; par conse´quent,
µ(p) = 0,∀p≥ 2. Ainsi Γ est la transforme´e inverse de Fourier de A2.
En ge´ne´ral, et dans le cas de nos relations de dispersion solaire, les de´rive´es d’ordre e´leve´ de µ
disparaıˆssent. Prenons par exemple un milieu ou` µ(p) = 0, ∀p≥ 3. Il est facile de voir que le milieu avec
la relation de dispersion k = aω2 a cette proprie´te´. Ceci laisse seulement les deux premiers termes de
Taylor dans l’expression de µ, parce que :
∂−→k
∂ω =
2
−→k
ω
,
∂2−→k
∂ω2 =
2
−→k
ω2
,
∂p−→k
∂ωp = 0, ∀p≥ 3. (4.19)
Et par conse´quent dans l’e´quation (4.18) :
µ0 = ω0− 1
τ
∆
∫
s
−→k 0.d−→r , µ′0 = 1−
2
τω0
∆
∫
s
−→k 0.d−→r ,,
µ′′0 =−
2
τω20
∆
∫
s
−→k 0.d−→r , µ(p)0 = 0, ∀p≥ 3. (4.20)
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L’inte´grale de l’e´quation (4.17) peut eˆtre e´value´e si A(ω) est une fonction simple. Par exemple, si
A(ω) est une gaussienne : A(ω) = Ac exp[−b(ω−ω0)2]. Comme pour le cas pre´ce´dent, et en usant de la
loi de Moivre et des lois sur les nombres complexes, on obtient la solution :
Γ(−→r ,∆s,τ) = A
2
c√
2piD1/4
exp
[
− 2b(µ
′
0τ)
2
D
]
exp
{
iτ
[
µ0− (µ
′
0τ)
2µ′′0
2D
]
+
i
2
tan−1
(
µ′′0τ
4b
)}
(4.21)
ou` D = (µ′′0τ)2 + 16b2, b2 e´tant le carre´ de la distance parcourue le long du chemin
−→s (b = 1/δω). La
propagation de la fonction de corre´lation et de l’enveloppe ainsi que la phase qui lui est associe´e se fait
le long du chemin −→s . Si τ 6= 0 et s 6= 0, alors le maximum de l’enveloppe de Γ se produit a` µ′0 = 0.
Maintenant µ′ de´termine le chemin −→s pris par Γ, et le chemin est :
µ′0 = 0⇒
d−→r
dt =
∂ω
∂−→k
∣∣∣∣∣
0
(4.22)
Les propagations de la fonction de corre´lation le long du chemin −→s sont de´termine´es par la vitesse
de groupe vg a` la fre´quence centrale. Le paquet d’onde et sa corre´lation se propagent le long du meˆme
chemin d’onde. En d’autres termes, la creˆte de l’enveloppe de la fonction de corre´lation est obtenue par
corre´lation croise´e du signal en deux diffe´rents points sur le chemin d’onde, fournissant le temps de
parcours pris par le paquet d’onde entre, eux le long du chemin. Le temps de parcours est de´termine´
par l’e´quation de vitesse de groupe (4.22) et est appele´ : temps de parcours du groupe τg, donne´ par
l’e´quation (4.22) :
τg =
∫
s
∂ω
∂−→k
∣∣∣∣∣
0
.d−→r (4.23)
Les creˆtes de phase de la fonction de corre´lation croise´e se produisent au temps τ donne´ par la
re´solution de[17] :
τ
[
µ0− (µ
′
0τ)
2µ′′0
2D
]
+
1
2
tan−1
(
µ′′0τ
4b
)
= 2npi (4.24)
Sachant que : exp
[
iτ
[
µ0− (µ
′
0τ)
2µ′′0
2D
]
+ i2 tan
−1
(
µ′′0τ
4b
)]
= 1.
Ou` n est un nombre entier quelconque. Remplacer n par (2n + 1) donne le temps correspondant aux
creˆtes ne´gatives ; prendre n = (n+1/2) donne le temps correspondant aux croisements ze´ro. Pour que la
creˆte de phase coı¨ncide avec la creˆte de l’enveloppe, il faut que µ′0 → 0 et la contribution due au deuxie`me
terme peut eˆtre ignore´e compare´e a` µ0τ. Aux tre`s grandes distances−→s , bÀ|µ′′0|τ, le troisie`me terme tend
vers ±pi/4 selon que µ′′0 > 0 ou µ′′0 < 0. Et la solution approximative de l’e´quation (4.24) sera :
τ =
(
2n± 1
4
)
pi
ω0
+
1
ω0
∆
∫
s
−→k 0.d−→r (4.25)
Et le temps correspondant, si la position et le temps initiaux sont (0,0), est de´signe´ sous le nom du
temps de phase τp, et est indique´ par :
τp =
(
2n± 1
4
)
pi
ω0
+
1
ω0
∆
∫
s
−→k 0.d−→r (4.26)
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ou` le chemin d’onde −→s est donne´ par l’e´quation (4.22). Le chemin d’onde est uniquement indique´
par l’e´qua.(4.22) si le syste`me est homoge`ne. Dans un syste`me non homoge`ne, pour toute dimen-
sion plus grande que 1, l’ensemble des e´quations des composantes de l’e´qua.(4.22) n’est pas ferme´
[Lighthill 1978]. Des e´quations additionnelles, qui indiquent uniquement le chemin d’onde −→s et qui
de´crivent l’e´volution des composantes de −→k , peuvent eˆtre de´rive´es de la relation de dispersion qui fer-
mera l’ensemble des composantes de l’e´qua.(4.22) (voir les sections suivantes pour l’ensemble complet
des e´quations d’onde dans la ge´ome´trie sphe´rique).
Meˆme le terme 1/D1/4 le long du chemin d’onde contribue a` un affaiblissement lent de Γ, pendant
que le paquet d’onde se propage, quoique le syste`me soit dissipatif. C’est duˆ a` l’effet dispersif du milieu.
Cet effet est lie´ a` la fre´quence et de´pend de la relation de dispersion du milieu.
Dans le cas ge´ne´ral ou` A repre´sente une fonction quelconque, non nulle en ω0 et appre´ciable seule-
ment dans sa proximite´, mais faible partout ailleurs, des solutions asymptotiques peuvent eˆtre obtenues
pour l’inte´grale du membre de droite de l’e´quation (4.17) pour la relation de dispersion k = aω2. Laissant
seulement le premier terme de l’expression de Taylor pour A(ω) a` ω0 pour obtenir :
Γ(−→r ,∆s,τ)≈ A
2(ω0)
2pi
∫
∞
−∞
exp
{
iτ
2
∑
p=0
µ(p)0 (ω−ω0)p
p!
}
dω, (4.27)
et en de´veloppant, on obtient :
Γ(−→r ,∆s,τ)≈ A
2(ω0)√
2pi|µ′′0|τ
exp
{
i
[
τ
(
µ0− µ
′2
0
2µ′′0
)
± pi
4
]}
, (4.28)
le signe positif doit eˆtre choisi si µ′′0 > 0 et le signe ne´gatif si µ′′0 < 0.
La solution (4.21) est la solution asymptotique ge´ne´rale pour toutes les relations de dispersion k(ω)
avec µ′′0 6= 0, quoique µp0 6= 0, pour p≥ 3, si A(ω) est pris comme gaussienne. C’est une conse´quence du
lemme de Riemann-Lebesgue, ou` la contribution due aux termes d’ordres supe´rieurs doit eˆtre ne´glige´e
compare´e aux trois premiers termes dans l’expression de Taylor de µ. Ceci a pour effet d’aboutir a` des
solutions asymptotiques pour n’importe quelle forme de fonction ge´ne´rale de A(ω) qui a la proprie´te´ que
A(ω) 6= 0 et reste appre´ciable seulement dans un petit intervalle de fre´quence autour de la fre´quence cen-
trale ω0. Le lemme de Riemann-Lebesgue garantit que l’inte´grale dans le membre de droite de l’e´quation
(4.11) tende vers 0 quand τ → ∞, si ∫ ∞−∞ |A(ω)|2dω existe et µ(ω) est continuellement diffe´rentiable
pour −∞ < τ < ∞. Ceci ne s’applique pas aux inte´grales de la forme A(ω)exp(iωτ), quoique A(ω) est
inte´grable (par exemple, il ne s’appliquerait pas au cas non dispersif).
Si µ′ = 0 pour un certain chemin, alors l’inte´grale dans l’e´quation (4.11) s’annule quand τ → ∞, et
il s’annule moins rapidement que 1/τ parce que la fonction a` inte´grer oscille moins rapidement pre`s
du chemin µ′ = 0 que le long de n’importe quel autre chemin µ′ 6= 0. Ce chemin s’appelle le chemin
stationnaire, ou le chemin d’onde. En d’autres termes, il y a moins d’annulation entre les sous-intervalles
adjacents pre`s du chemin stationnaire. Explicitement, en choisissant le chemin stationnaire comme le
chemin de l’inte´gration, la me´thode de phase stationnaire (Born & Wolf 1964) prouve que l’inte´grale
dans l’e´quation (4.17) conduit a` des solutions asymptotiques pour τ → ∞, ou pendant les pe´riodes τ À
(2pi/ω0) ; cette me´thode fournit la principale contribution a` l’inte´grale qui vient de la petite collection de
chemins entourant le chemin donne´ par µ′ = 0.
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Les de´tails de la me´thode de phase stationnaire peuvent eˆtre obtenus ailleurs (Born & Wolf 1964).
Ici la me´thode est employe´e pour obtenir les solutions asymptotiques a` l’e´quation (4.11) (quand τ→∞).
Comme avant, A(ω) est non nul a` ω0 et est appre´ciable seulement dans un petit intervalle autour de lui. En
remplac¸ant A(ω) par A(ω0) dans l’e´quation (4.11), et comme dans l’e´quation (4.17), en ignorant toutes
les de´rive´es d’ordre p ≥ 3, parce que le lemme de Riemann-Lebesgue s’assure que leur contribution a`
l’inte´grale est ne´gligeable compare´e aux trois premiers termes, l’inte´grale est approxime´e a` :
Γ(−→r ,∆s,τ)≈ A
2(ω0)
2pi
∫
∞
−∞
exp
{
iτ
[
µ′′0
2
(ω−ω0)2
]}
dω (4.29)
Et la solution asymptotique est :
Γ(−→r ,∆s,τ)≈ A
2(ω0)√
2pi|µ′′0|τ
exp
{
i
(
µ0τ± pi4
)}
(4.30)
Le signe positif doit eˆtre choisi si µ′′0 > 0, et le signe ne´gatif si µ′′0 < 0. Dans un syste`me dispersif
A(ω) peut eˆtre une fonction de coordonne´es spatiales et la me´thode de phase stationnaire peut fournir les
solutions asymptotiques pour la fonction de corre´lation croise´e quand toutes les autres e´chouent.
Syste`mes dissipatifs
En pre´sence de la dissipation (perte d’e´nergie), on remplace A(ω) par A(ω)exp{−α(−→r )s(−→r )}. Le
syste`me est dispersif si α > 0. Si le syste`me contient des sources qui produisent des oscillations qui
s’ajoutent au signal pendant que le paquet d’onde se propage a` travers le milieu α < 0. Ainsi il est aise´
de prouver que la fonction de corre´lation devient :
Γ(−→r ,∆s,τ) = 1
2pi
∫
∞
−∞
A2(ω)e−κeiµ(ω)τdω (4.31)
Avec :
κ = 2α(−→r )s(−→r )+ ∆α(−→r )s(−→r ) (4.32)
Si la position et le temps initiaux sont fixe´s a` (0,0), alors κ devient :
κ = α(−→r )s(−→r ) =
∫
s
α(−→r )dr (4.33)
Ou` l’inte´grale est le long de s. La de´marche a` suivre est la meˆme que dans la section du cas non
dispersif ; Γ est la transforme´e de Fourier inverse de A2(ω)exp(−κ) si α de´pend de la fre´quence, sinon
Γ est e´gale a` exp(−κ) fois la transforme´e inverse de Fourier de A2(ω) pour le cas ou` A(ω) est une
gaussienne Ac exp[−b(ω−ω0)2]. En proce´dant comme dans la section du cas dispersif, la solution est le
produit du membre de droite de l’e´quation (4.21) avec le facteur de dissipation exp(−κ). Si α de´pend de
la fre´quence, alors des solutions asymptotiques peuvent eˆtre obtenues en utilisant la me´thode de phase
stationnaire et la solution est un produit de exp(−κ0) par le membre droit de l’e´quation (4.30).
Strictement, les termes dispersifs apparaıˆtraient dans la relation de dispersion. Cependant, quand les
termes dispersifs dans l’e´quation sont petits compare´s au reste des termes, ils peuvent eˆtre ignore´s tout
en obtenant la relation de dispersion, mais pourraient eˆtre introduits plus tard.
L’amplitude de la fonction de corre´lation croise´e fournit des de´tails sur les forces dispersives le long
du chemin du paquet d’onde et des parame`tres lie´s a` la convection ou a` la ge´ne´ration d’ondes pourraient
eˆtre extraits.
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Remarque :
Il est important de souligner que dans tout ce qui suit, il sera conside´re´ : que le milieu est dispersif
(voir relation de disspertion (∂ω∂k 6= ωk )), que l’amplitude est sous forme gaussienne (voir e´qua.(3.54) et
Fig.(2.4)) et que l’aspect de la dispertion est uniquement inclus dans les diffe´rentes relations de disper-
sion, e´tudie´es en de´tail dans le chapitre pre´ce´dent, rapprochant le plus possible notre mode`le solaire de
la re´alite´.
4.2.2 ´Equations d’onde de base en pre´sence d’un e´coulement subsurfacique
´Equations d’onde de base en pre´sence d’un e´coulement subsurfacique quelconque
Les oscillations solaires a` petites longueurs d’ondes ; i.e. a` hautes fre´quences (les mode p), compare´es
a` la taille de l’e´chelle locale sont favorables aux traitements des ondes et ont e´te´ responsables du progre`s
conside´rable de l’He´liosismologie (Gough 1984). Le traitement des ondes suppose que les ondes gravito-
acoustiques sont localement planes et que toute quantite´ physique dans un paquet d’onde s’e´crit sous la
forme : exp[−iα(x1,x2,x3, t)] (tel que vu pre´ce´de´mment dans le chapitre 3), ou` α est ici la phase, de´finie
localement telle que : quelque soit un point donne´ (x1,x2,x3) de l’espace, la phase croit de 2pi en une
pe´riode, la fre´quence locale e´tant ω = ∂α/∂t, et quelque soit t, notre phase α de´croıˆt de ki pour chaque
direction spatiale xi.
Ainsi la variation spatiale de la phase dans la ge´ometrie sphe´rique, comme propagation du paquet
d’ondes, est donne´e par [14] :
∂α
∂r =−kr, (4.34)
1
r
∂α
∂θ =−kθ, (4.35)
1
r sinθ
∂α
∂φ =−kφ, (4.36)
et
∂α
∂t = ω. (4.37)
ou`
−→k = (kr,kθ,kφ) est le vecteur d’onde et ω la fre´quence de l’onde. La vitesse de groupe du paquet
d’onde est donne´e par : −→vg = (vgr = drdt ,vgθ = r dθdt ,vgφ = r sinθ dφdt ) = ( ∂ω∂kr , ∂ω∂kθ ,
∂ω
∂kφ ), donc :
dr
dt =
∂ω
∂kr
(4.38)
r
dθ
dt =
∂ω
∂kθ
(4.39)
r sinθdφdt =
∂ω
∂kφ
(4.40)
Des e´quations (4.34)-(4.37), on a :
dkr
dt =
d
dt
(
− ∂α∂r
)
=− ∂∂r
(dα
dt
)
(4.41)
Avec :
α = α(r,θ,φ, t) ⇒ dα = ∂α∂r dr + ∂α∂θ dθ + ∂α∂φ dφ + ∂α∂t dt
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Sans oublier que :
∂2α
∂x2i
= 0 pour i = 1,2,3.
La meˆme ope´ration est effectue´e sur kθ et kφ, on obtient :
dkr
dt =−
∂ω
∂r + kθ
˙θ + kφ sinθ˙φ (4.42)
dkθ
dt =−
1
r
∂ω
∂θ −
r˙
r
kθ + kφ cosθ˙φ (4.43)
dkφ
dt =−
1
r sinθ
∂ω
∂φ −
r˙
r
kφ− kφ cosθ
sinθ
˙θ (4.44)
Les e´quations (4.38-4.44) forment l’ensemble des e´quations d’onde en ge´ome´trie sphe´rique.
Sans se pre´occuper de la nature des oscillations, il est simple de de´montrer que la fre´quence du
paquet d’onde se propageant dans ce milieu-ci est un invariant par rapport au temps, sachant que ω =
ω(kr,kθ,kφ,r,θ,φ), donc :
dω
dt =
∂ω
∂kr
dkr
dt +
∂ω
∂kθ
dkθ
dt +
∂ω
∂kφ
dkφ
dt +
∂ω
∂r
dr
dt +
∂ω
∂θ
dθ
dt +
∂ω
∂φ
dφ
dt (4.45)
D’apre`s les e´quations d’onde et en remplac¸ant dans l’e´qua.(2.15), on trouve effectivement :
dω
dt = 0 (4.46)
A pre´sent, et pour trouver les diverses de´rive´es de ω dans les e´quations d’onde, on a besoin de la
relation de dispersion locale des oscillations ω = ω(kr,kθ,kφ,r,θ,φ), de´ja` vue pre´ce´demment dans le cha-
pitre 3 (e´qua.(3.67)). Dans le cas non rotationnel, en absence de champ magne´tique, et en pre´sence d’un
e´coulement subsurfacique (et pre`s de la surface), −→U = (−→Ur(r,θ,φ),−→Uθ(r,θ,φ),−→Uφ(r,θ,φ)), ou` U << cs
(cs la vitesse du son) ; ainsi les de´rive´es spatiales de ces e´coulements peuvent eˆtre ne´gile´es dans les
e´quations de mouvement compare´es aux fre´quences d’oscillations, et par conse´quent les relations de dis-
persion vues pre´ce´demment restent les meˆmes, a` un de´tail pre`s, car les fre´quences ou vitesses mesure´es
ne sont pas dues qu’aux ondes seulement, mais il faut aussi rajouter a` cela l’effet de la perturbation in-
duite par ces e´coulements horizontaux, qui provoquent un de´calage Doppler des fre´quences observe´es ω
par advection.
Alors on a : −→v =−→v +−→U , avec −→v la vitesse de phase des ondes observe´e + advection, −→v la vitesse
sans advection, et bien sur −→U la vitesse d’e´coulement horizontale (a` cause de l’advection (voir annexe
A.2)).
Donc on peut e´crire aussi :
ω
−→k
=
ω
−→k
−−→U , (4.47)
ou encore :
ω = ω−−→k .−→U ⇒ ω = ω + δω (4.48)
Ainsi notre relation de dispersion, et d’apre`s l’e´qua.(3.67), s’e´crit comme suit :
k2r =
ω2−ω2c
c2s
− k2h
(
1− N
2
ω2
)
(4.49)
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FIG. 4.2 – Coupe me´ridionale de la zone de convection solaire [41].
Avec k2h = k2θ + k2φ, et
−→U = Ur−→r +Uθ−→θ +Uφ−→φ , (−→r ,−→θ et −→φ les vecteurs unitaires selon r,θ et φ).
On peut e´crire alors :
ω = ω− krUr− kθUθ− kφUφ (4.50)
De (4.47) on peut calculer les composantes de la vitesse de groupe ∂ω/∂kr,∂ω/∂kθ,∂ω/∂kφ. En effet,
on a :
kr =
1
ωcs
√
ω4−ω2ω2c − k2hc2s ω2 + k2hc2s N2 et
∂ω
∂kr
=
∂ω
∂kr
+Ur (4.51)
Et
kh =
1
cs
√
k2r ω2c2−ω4−ω2ω2c
ω2−N2 et
∂ω
∂kh
=
∂ω
∂kh
+Uh (4.52)
En de´rivant par rapport a` ω on obtient :
∂ω
∂kr = Ur +
ω3c2s kr
ω4−k2hc2s N2
∂ω
∂kh = Uh + khωc
2
s
(
ω2−N2
ω4−k2hc2s N2
) (4.53)
Avec −→Uh = Uθ−→θ +Uφ−→φ .
Finalement, en projetant le dernier terme sur −→θ et −→φ nous obtenons :
∂ω
∂kr
= Ur +
ω3c2s kr
ω4− k2hc2s N2
(4.54)
∂ω
∂kθ
= Uθ + kθωc2s
( ω2−N2
ω4− k2hc2s N2
)
(4.55)
∂ω
∂kφ
= Uφ + kφωc2s
( ω2−N2
ω4− k2hc2s N2
)
(4.56)
A partir de l’e´q.(4.48), on obtient les de´rive´es spatiales de ω :
∂ω
∂r = kr
∂Ur
∂r + kθ
∂Uθ
∂r + kφ
∂Uφ
∂r +
ω3
2(ω4− k2hc2s N2)
[∂ω2c
∂r + k
2 ∂c2s
∂r −
k2h
ω2
(
c2s
∂N2
∂r + N
2 ∂c2s
∂r
)]
(4.57)
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1
r
∂ω
∂θ =
kr
r
∂Ur
∂θ +
kθ
r
∂Uθ
∂θ +
kφ
r
∂Uφ
∂θ (4.58)
1
r sinθ
∂ω
∂φ =
kr
r sinθ
∂Ur
∂φ +
kθ
r sinθ
∂Uθ
∂φ +
kφ
r sinθ
∂Uφ
∂φ (4.59)
´Equations d’onde de base en pre´sence d’un e´coulement horizontal subsurfacique
L’e´coulement horizontal est un cas particulier de l’e´tude du sous chapitre pre´ce´dent, ou` Ur = 0, ainsi :−→U = Uθ−→θ +Uφ−→φ . Alors :
ω = ω− kθUθ− kφUφ (4.60)
De la meˆme manie`re on calcule les composantes de la vitesse de groupe ∂ω/∂kr,∂ω/∂kθ,∂ω/∂kφ :
kr =
1
ωcs
√
ω4−ω2ω2c − k2hc2s ω2 + k2hc2s N2 et
∂ω
∂kr
=
∂ω
∂kr
(4.61)
kh =
1
cs
√
k2r ω2c2−ω4−ω2ω2c
ω2−N2 et
∂ω
∂kh
=
∂ω
∂kh
+U (4.62)
Et en de´rivant par rapport a` ω on obtient :
vgr = ∂ω∂kr =
ω3c2s kr
ω4−k2hc2s N2
vgh = ∂ω∂kh = U + khωc
2
s
(
ω2−N2
ω4−k2hc2s N2
) (4.63)
En projetant encore le dernier terme sur −→θ et −→φ on obtient :
∂ω
∂kr
=
ω3c2s kr
ω4− k2hc2s N2
(4.64)
∂ω
∂kθ
= Uθ + kθωc2s
( ω2−N2
ω4− k2hc2s N2
)
(4.65)
∂ω
∂kφ
= Uφ + kφωc2s
( ω2−N2
ω4− k2hc2s N2
)
(4.66)
Et les de´rive´es spatiales de ω sont aussi obtenues de la meˆme manie`re que pre´ce´demment :
∂ω
∂r = kθ
∂Uθ
∂r + kφ
∂Uφ
∂r +
ω3
2(ω4− k2hc2s N2)
[∂ω2c
∂r + k
2 ∂c2s
∂r −
k2h
ω2
(
c2s
∂N2
∂r + N
2 ∂c2s
∂r
)]
(4.67)
1
r
∂ω
∂θ =
kθ
r
∂Uθ
∂θ +
kφ
r
∂Uφ
∂θ (4.68)
1
r sinθ
∂ω
∂φ =
kθ
r sinθ
∂Uθ
∂φ +
kφ
r sinθ
∂Uφ
∂φ (4.69)
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´Equations d’onde de base dans le Soleil en rotation
La rotation est conside´re´e comme un cas spe´cial dans le traitement des vitesses des e´coulements
horizontaux. Ainsi dans le cas d’une rotation, la vitesse du milieu−→U est donne´e par :−→U =−→Ω×−→r , ou` la
vitesse angulaire de rotation −→Ω = (Ωcosθ,Ωsinθ,0) (ici en coordonne´es carte´siennes) et −→Ω = −→Ω(r,θ)
est fonction de r et θ, alors, et d’apre`s les e´quations vues dans le sous chapitre pre´ce´dent, on remplace et
on obtient [14] :
−→U = Ωr sinθ−→φ (4.70)
ω = ω− kφΩr sinθ (4.71)
De la meˆme manie`re que pour les e´qua.(4.64-4.66), on obtient les diffe´rentes de´rive´es de ω par
rapport aux composantes du vecteur d’onde :
∂ω
∂kr
=
ω3c2s kr
ω4− k2hc2s N2
(4.72)
∂ω
∂kθ
= kθωc2s
( ω2−N2
ω4− k2hc2s N2
)
(4.73)
∂ω
∂kφ
= Ωr sinθ + kφωc2s
( ω2−N2
ω4− k2hc2s N2
)
(4.74)
Et finalement, les de´rive´es spatiales de la fre´quence s’e´crivent (de la meˆme manie`re que pour les
e´qua.(4.67-4.69)) comme suit :
∂ω
∂r = kφ sinθ
(
Ω + r ∂Ω∂r
)
+
ω3
2(ω4− k2hc2s N2)
[∂ω2c
∂r + k
2 ∂c2s
∂r −
k2h
ω2
(
c2s
∂N2
∂r + N
2 ∂c2s
∂r
)]
(4.75)
1
r
∂ω
∂θ = kφ
(
Ωcosθ + ∂Ω∂θ sinθ
)
(4.76)
1
r sinθ
∂ω
∂φ = 0 (4.77)
4.2.3 Calcul des chemins d’onde
En supposant que l’onde entre deux sauts apparaıˆt en deux points −→r1 (r1,θ1,φ1) et −→r2 (r2,θ2,φ2)) a` la
surface de la sphe`re solaire, on peut de´crire le carre´ de la distance droite se´parant les deux points par :
(−→r1 (r1,θ1,φ1)−−→r2 (r2,θ2,φ2))2 =−→r1 2 +−→r2 2−2−→r1−→r2 cos∆, (4.78)
avec cos∆ = cosθ2 cosθ1 + sinθ2 sinθ1 cos(φ2−φ1)
Ainsi, la distance re´elle que parcourt une onde entre deux sauts en ge´ome´trie sphe´rique est de´termine´e
par :
∆ = cos−1[cosθ2 cosθ1 + sinθ2 sinθ1 cos(φ2−φ1)] (4.79)
Notons, que jusque la`, on a travaille´ qu’avec les coordonne´es sphe´riques, mais comme les Doplle-
rogrammes sont des images 2D du disque solaire, travailler avec les coordonne´es polaires (r,θ) s’ave`re
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plus approprie´. Ainsi, et sans prendre en compte l’e´coulement, les composantes de la vitesse de groupe
sont :
vgr =
dr
dt =
∂ω
∂kr
=
krω3
ω4− k2hc2s N2
(4.80)
vgh = r
dθ
dt =
∂ω
∂kθ
= khωc2s
( ω2−N2
ω4− k2hc2s N2
)
(4.81)
ou` vgh est la vitesse de groupe horizontale, avec
−→k = kr−→r + kθ−→θ , (ainsi kθ = kh = Lr ) et −→r = dr−→r +
rdθ−→θ .
Le rapport des deux dernie`res e´quations nous donne :
vgr
vgh
=
dr
rdθ ⇒ dθ =
vgh
rvgr
dr (4.82)
Si on suppose que les coordonne´es du point tournant supe´rieur sont −→r1 (r1,θ1) et que celles du point
tournant infe´rieur sont −→r2 (r2,θ2), alors la distance de parcours d’onde ∆, pour un saut qu’on de´finit par
σ = 1, s’e´crit comme suit :
∆ = 2|θ2−θ1|= 2
∫ θ2
θ1
dθ = 2
∫ r2
r1
vgh
rvgr
dr (4.83)
Ou` s de´note ici le chemin le long du chemin d’onde. Les temps de groupe τg et de phase τp peuvent
eˆtre e´crits ainsi :
τg =
∫
s
d−→r
vg
=
∫ r2
r1
dr
vgr
(4.84)
et :
τp =
∫
Γ
d−→r
vp
=
∫
Γ
−→k d−→r
ω
(4.85)
4.2.4 ´Equivalence entre la loi de Duvall et la courbure temps-distance
A partir de l’e´quation (4.26), qu’on peut re´e´crire sous la forme suivante [15] :
τp + β(ω) =
∫
Γ
d−→r
vp
(4.86)
Avec −→vp = ω/−→k et le facteur d’ambiguite´ β(ω) = −
(
2n± 14
)
pi
ω ; le signe (−) n’influence en rien ce
dernier, on peut donc l’omettre.
Si (r1,∆/2) est le point tournant infe´rieur et (R,0)&(R,∆) les points tournants supe´rieurs, on peut
re´e´crire notre temps de phase sous la forme :
τp + β(ω) = 2
∫ ∆/2
0
rkθ
ω
dθ + 2
∫ R
r1
kr
ω
dr (4.87)
D’apre`s l’e´qua.(4.83), l’e´qua.(4.87) devient :
τp + β(ω) = rkθ
ω
∆ + 2
∫ R
r1
kr
ω
dr (4.88)
En reliant la pente de courbure temps-distance a` la vitesse tangentielle de phase : wp = ωL =
ω
rkθ , on
peut e´crire aussi :
wp =
d∆
dτp
⇒ dτpd∆ =
1
wp
=
rkθ
ω
(4.89)
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Et l’e´qua.(4.88) devient :
τp + β(ω)− dτpd∆ ∆ = 2
∫ R
r1
kr
ω
dr (4.90)
En posant E(∆) = 12 [β + τp− dτpd∆ ∆] et connaisant l’expression de β, τp et dτpd∆ ∆, tout en sachant que
kr =− ∂α∂r , avec α la phase, on obtient :
E(∆) = F(wp)' (n + α) pi
ω
'
∫ R
r1
kr
ω
dr (4.91)
Ce qui correspond a` :
(n + α)pi'
∫ R
r1
krdr (4.92)
Avec α = α(R)−α(r1) le de´phasage aux points tournants. Et la` on retrouve bien, en effet, la loi de
Duvall (1982) [31] (e´qua.(3.60)), a` partir de la courbure temps-distance.
Conclusion :
Le fait de retrouver la loi de Duvall (une des lois fondamentales en He´liosismologie), simplement
a` partir des lois de courbures temps-distance, prouve que les hypothe`ses de base de celles-ci sont bien
pose´es, et ceci conforte fortement notre mode`le the´orique pre´ce´demment e´tabli (voir la Remarque de la
section (4.2.1)).
4.2.5 Approche the´orique du signal corre´le´ et fonction de Gabor
A partir des e´quations (3.54) du la section (3.3.1), et en supposant que F soit la transforme´e de
Fourier du signal f [41][59] :
F(r,θ,φ,ω) =
∫
∞
0
f (r,θ,φ, t)e−iωtdt = ∑
n`m
an`mξn`(r)Y m` (θ,φ)eiαn`mδ(ω−ωn`m) (4.93)
Ou` δ(ω−ωn`m) =
∫
∞
−∞ e
−i(ω−ωn`m)tdt est la fonction delta de Dirac. La fonction de corre´lation, d’apre`s
le the´ore`me de Weinner-Khintchine, peut eˆtre re´e´crite comme suit :
Γ(τ,∆) =
∫ T
0
f (−→r2 , t + τ) f ∗(−→r1 , t)dt =
∫
∞
−∞
F(−→r2 ,ω)F∗(−→r1 ,ω)eiωτdω (4.94)
En remplac¸ant par l’expression de F dans la dernie`re e´quation, sans oublier l’usage d’un filtre afin
de ne se´lectionner que les fre´quences du ’mode p’ via la Gaussienne de transfert G(ω), avec :
G(ω) = exp
[
−
(ω−ω0
δω
)2]
(4.95)
ou` ω est la fre´quence cyclique, ω0 la fre´quence centrale, et δω la largeur de bande caracte´ristique de
notre filtre (voir la section (5.6)),
sans oublier que les deux sommations
∫
dω et ∑n`m sont e´limine´es par les deux fonctions de Dirac, qui
re´sultent des expressions de F et F∗, on obtient alors :
Γ(τ,∆) = ∑
n`
√
2`+ 1exp
[
−
(ωn`−ω0
δω
)2
+ iωn`τ
] `
∑
m=−`
`
∑
m′=−`
Y m` (θ2,φ2)eiαn`mY m
′∗
` (θ1,φ1)e−iαn`m′
(4.96)
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Avec, et pour des raisons de simplification, la supposition que les amplitudes ne de´pendent que de n
et ` : ∑n`m an`mξn`(R¯)∑n′`′m′ an′`′m′ξn′`′(R¯) = ∑n`
√
2`+ 1, ou` r = R¯, car les mesures sont bien prises
a` partir de la surface solaire.
Les phases e´tant ale´atoires, on suppose que le terme ei(αn`m−αn`m′ ) en moyenne tend a` s’annuler, ex-
cepte´ bien sur pour m = m′, et on re´e´crit notre dernie`re e´quation sous la forme :
Γ(τ,∆) = ∑
n`
√
2`+ 1exp
[
−
(ωn`−ω0
δω
)2
+ iωn`τ
] `
∑
m=−`
Y m` (θ2,φ2)Y m∗` (θ1,φ1) (4.97)
D’apre`s les e´quations des harmoniques sphe´riques [41], on a :
∑`m=−`Y m` (θ2,φ2)Y m∗` (θ1,φ1) =
(
2`+1
4pi
)
P` (cos∆)
&
P` (cos∆)' J0
(
[2`+ 1]sin ∆2
)
'
√
2
piL∆ cos
(
L∆− pi4
) (4.98)
ou` P` est la fonction de Legendre d’ordre `, J0 la fonction de Bessel au premier ordre [1], ∆ = cos−1[cosθ1 cosθ2 +
sinθ1 sinθ2 cos(φ1−φ2)] est la distance entre les deux points (θ1,φ1) et (θ2,φ2), avec L =
√
`(`+ 1)'
`+ 1/2 (`−→ ∞).
La dernie`re approximation, n’est valide que dans le cas ou` ∆ est petit, mais L∆ grand ; ce qui est le
cas pour notre e´tude, car nos distances angulaires sont petites par rapport a` la taille de la surface solaire et
notre ordre angulaire peut atteindre l’infini the´oriquement et 104 en pratique. Sur la base de ces dernie`res
constatations et apre`s diverses manipulations mathe´matiques, on obtient :
Γ(τ,∆) = 2√
pi∆ ∑n` exp
(
− ωn`−ω0δω
)2
cosωn`τcosL∆ (4.99)
La double sommation peut eˆtre re´duite en une somme d’inte´grales si on regroupe les modes de sorte
que la somme externe soit sur le rapport wp = ω/L (la vitesse de phase tangentielle : voir la section
(4.2.4)) et la somme interne sur ω. Sachant que la distance de parcours ∆ est de´termine´e par wp ; ∆ est
autrement inde´pendante de ω. D’apre`s la nature de la bande limite de la fonction G, seules les valeurs
de L proches de L0 = ω0/wp contribuent dans la sommation, et en de´veloppant L pre`s de la fre´quence
centrale via le de´veloppement de Taylor, on e´crit :
L∆' ∆
[
L(ω0)+
∂L
∂ω(ω−ω0)
]
= ∆
[ω0
wp
+
ω−ω0
wg
]
(4.100)
ou` wg = ∂ω/∂L est la vitesse de groupe tangentielle. En outre, en se rappelant que les sinus sont e´limine´s
dans la sommation, on peut remplacer cosωτcosL∆ par cos(ωτ−L∆), et connaissant l’expression de
L∆, on obtient :
cos
[(
τ− ∆
wg
)
ω +
( 1
wg
− 1
wp
)
∆ω0
]
(4.101)
Ainsi Γ(τ,∆) s’e´crit comme suit :
Γ(τ,∆) = ∑
wp
2√
pi∆ ∑ω exp
(
− ω−ω0δω
)2
cos
[(
τ− ∆
wg
)
ω +
( 1
wg
− 1
wp
)
∆ω0
]
(4.102)
La somme interne peut eˆtre approxime´e par une inte´grale sur ω, car d’apre`s Gradshteyn & Ryzhik
[48] (page 480, 3.896/2), on a :∫
∞
−∞
e−q
2x2 cos[p(x + λ)]dx =
√
pi
q
e
− p2
4q2 cos pλ (4.103)
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Ainsi, et apre`s avoir effectue´ le changement de variable x = ω−ω0 on obtient :∫
∞
−∞
exp
(
− ω−ω0δω
)2
cos
[(
τ− ∆
wg
)
ω +
( 1
wg
− 1
wp
)
∆ω0
]
dω
=
√
piδω2 exp
[
− δω
2
4
(
τ− ∆
wg
)2]
cos
[
ω0
(
τ− ∆
wp
)]
(4.104)
Finalement, on peut re´sumer Γ(τ,∆) comme suit :
Γ(τ,∆) ∝ ∑
wp
cos
[
ω0
(
τ− τp
)]
exp
[
− δω
2
4
(
τ− τg
)2]
(4.105)
ou` τg = ∆/wg est le temps de groupe et τp = ∆/wp est le temp de phase, on peut aussi e´crire :
Γ(τ,∆) = Acos
[
ω0
(
τ− τp
)]
exp
[
− δω
2
4
(
τ− τg
)2]
(4.106)
A e´tant l’amplitude du signal corre´le´. L’expression finale est plus commune´ment connue sous le nom
de : fonction de Gabor.
La de´monstration, pre´sente´e dans cette section, nous sera tre´s utile dans le traitement des donne´es,
et nous permettra d’approximer notre signal corre´le´ par une fonction de Gabor et d’en tirer les temps
de parcours qui, a` leur tour une fois inverse´s, nous fournissent de pre´cieuses informations sur l’inte´rieur
solaire.
La relation, entre le temps de parcours de l’onde et les parame`tres internes solaires, nous est permise
via le principe de Fermat qui est bien explicite´ dans la section suivante :
4.2.6 Principe de Fermat et perturbation du temps de parcours
L’une des proprie´te´s des chemins d’onde est qu’ils obe´issent au principe de Fermat, qui stipule que
le temps de parcours le long du rayon est stationaire en ce qui concerne de petits changement de chemin
et ceci implique, que si une petite perturbation est faite a` l’e´tat fondamental, le chemin reste inchange´ et
la perturbation du temps de parcours peut eˆtre e´crite ainsi [41] :
δτ = τ− τ0 = 1
ω
∫
Λ
δkds (4.107)
Ou` δk est la perturbation du vecteur d’onde duˆe aux inhomoge´ne´ite´s dans l’e´tat fondamental, et le
principe de Fermat nous permet d’inte´grer le long du chemin non perturbe´ Λ0.
De´monstration :
Sachant que vp = dsdt =
ω
k ⇒ ∆τ = kω ∆s, et en posant le temps de phase a` l’e´tat fondamental τ0 =∫
Λ0
k0
ω ds, et a` l’e´tat perturbe´ τ =
∫
Λ
k
ω ds
′
, par le pre´sent the´ore`me on de´montre que le temps de parcours
est stationnaire ∆τ = 0 le long des chemins d’ondes pour de petits changement de chemin ∆s : ∆τ = 0⇒
∆s = 0⇒ ds = ds′ & Λ = Λ0, ainsi la diffe´rence entre les deux e´tats nous donne : τ−τ0 =
∫
Λ0
k
ω− k0ω ds⇒
δτ = 1ω
∫
Λ δkds, ce qu’il fallait de´montrer.
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Perturbation du vecteur d’onde
D’apre`s la relation de dispersion pour les modes ”p” (voir l’e´qua.(3.67) avec (ω >> N)), on a :
k2r = 1c2s (ω
2−ω2c)− k2h avec kh =
√
k2r + k2h, d’ou` on peut e´crire alors :
k = 1
cs
√
ω2−ωc (4.108)
Si on permet de petites perturbations (relatives a` l’e´tat fondamental) en ω, cs et ωc, on peut e´crire
alors le de´veloppement en se´rie de Taylor du vecteur d’onde perturbe´ k :
δk = k− k0 = δω ∂k∂ω + δωc
∂k
∂ωc
+ δcs
∂k
∂cs
+ ε (4.109)
En ne´gligeant les termes au-dela` du second ordre et en calculant les diffe´rentes de´rive´es de k, on
trouve :
δk = ωδω−ωcδωckc2s
− kδcs
cs
(4.110)
Ainsi, on peut e´crire :
δk
ω
ds =
[ δω
c2s k
−
(δcs
cs
) k
ω
−
(δωc
ωc
)( ω2c
c2s ω
2
)ω
k
]
ds (4.111)
Avec, comme vu dans la section pre´ce´dente (voir l’e´qua.(4.48), on a : δω = −k−→n .−→U , ou` −→n est le
vecteur unite´ tangent du chemin d’onde.
Ainisi, on peut e´crire :
δτ± =−
∫
Γ0
[−→U .(±−→n )
c2s
−
(δcs
cs
) k
ω
−
(δωc
ωc
)( ω2c
c2s ω
2
)ω
k
]
ds (4.112)
On de´finit δτ+ comme e´tant le temps perturbe´ dans une direction le long du chemin d’onde ou` le
vecteur unite´ est +−→n et δτ− e´tant le temps perturbe´ dans la direction oppose´e (−−→n ).
A pre´sent et afin de se´parer les effets de la vitesse des flux (e´coulements) de ceux de la vitesse du
son et d’autres perturbations, on de´finit :
δτdi f f = τ+− τ− =−2
∫
Γ0
−→U .−→n
c2s
ds (4.113)
et :
δτmean =
τ+ + τ−
2
=
∫
Γ0
[(δcs
cs
) k
ω
−
(δωc
ωc
)( ω2c
c2s ω
2
)ω
k
]
ds (4.114)
On remarque bien ici que δτdi f f renferme des informations sur la vitesse des e´coulements, alors que
le δτmean contient des informations sur les vitesses du son et autres effets, qui seront explicite´s par la
suite.
4.3 Perturbation en pre´sence d’un champ magne´tique
Les re´sultats pre´ce´dents de´coulent d’une relation de dispersion qui a e´te´ calcule´e sans la prise en
compte de l’effet du champ magne´tique. Mais en conside´rant le champ magne´tique, le re´sultat est tout
autre, car la vitesse n’est plus seulement acoustique mais magne´to-acoustique.
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En effet, et d’apre`s la Magne´to-Hydro-Dynamique (MHD), un plasma anime´ d’une vitesse −→v , a` une
pression p, de densite´ ρ, baignant dans un champ magne´tique −→B , soumis a` la force de gravite´ ρ.−→g ainsi
qu’a` la force de Lorentz−→j ∧−→B (ce qui est le cas dans notre soleil), a pour e´quation de mouvement [24] :
ρ
[∂−→v
∂t +(
−→v .−→∇ ).−→v
]
=−−→∇ p + ρ−→g +−→j ∧−→B (4.115)
Cette dernie`re est plus connue sous le nom de l’e´quation de Navier-Stokes ; −→j = 1µ
−→∇ ∧−→B est la
densite´ de courant, −→B e´tant l’induction magne´tique et µ la perme´abilite´ magne´tique : µ = 4piµ01.
Ainsi l’e´qu.(4.115) devient :
ρ
[∂−→v
∂t +(
−→v .−→∇ ).−→v
]
=−−→∇ p + 1
4pi
(
−→∇ ∧−→B )∧−→B + ρ−→g (4.116)
A l’e´quilibre on a :−→v = 0,−→B =−→B0, p = p0, ρ = ρ0, et en remplac¸ant dans l’e´qua.(4.116), on obtient :
−→∇ p = 1
4pi
(
−→∇ ∧−→B )∧−→B + ρ−→g (4.117)
Pour l’e´quation de continuite´ (voir de´monstration en annexe), on e´crit :
∂ρ
∂t +
−→∇ (−→ρ .−→v ) = 0 (4.118)
Et soit l’e´quation d’e´tat p = p(ρ,s), s e´tant l’entropie :
d p =
(∂p
∂ρ
)
s
dρ +
(∂p
∂s
)
ρ
ds (4.119)
Dans le cas adiabatique (a` entropie constante) (s = cst) ⇒ d p =
(
∂p
∂ρ
)
s
dρ, et sachant que d pdρ =(
∂p
∂ρ
)
s
= c2s (cs e´tant la vitesse du son), on peut e´crire alors :
∂p
∂t +
−→v .−→∇ p = c2s
(∂ρ
∂t +
−→v .−→∇ ρ
)
(4.120)
Dans le re´gime magne´tique de convection, nous avons :
∂−→B
∂t =
−→∇ ∧ (−→v ∧−→B ) (4.121)
Et si on conside`re l’existence de petites perturbations eule´riennes autour de la position d’e´quilibre :
−→B =−→B (−→r , t)+−→B0(−→r )
−→v =−→v (−→r , t)+ 0
p = p(−→r , t)+ p0(−→r )
ρ = ρ(−→r , t)+ ρ0(−→r )
(4.122)
En utilisant l’approximation MHD
−→∇ ∧−→B =
−→B
D (D e´tant la distance caracte´ristique ionique d’un
plasma), le terme (−→∇ ∧−→B )∧−→B devient :
(
−→∇ ∧−→B )∧−→B = (−→∇ ∧−→B0)∧−→B +(
−→∇ ∧−→B )∧−→B0 (4.123)
1µ0 e´tant la perme´abilite´ du vide, elle est prise e´gale a` l’unite´ dans notre syste`me de mesure.
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En remplac¸ant nos grandeurs perturbe´es dans les e´quations (4.118) et (4.120), tout en ne´gligeant les
termes non line´aires et d’ordre 2, on obtient :
∂ρ
∂t +
−→∇ (ρ0.−→v ) = 0 (4.124)
∂p
∂t +
−→v .−→∇ p0 = c2s
(∂ρ
∂t +
−→v .−→∇ ρ0
)
(4.125)
De meˆme dans l’e´quation de Navier-Stokes ρ
[
∂−→v
∂t + (
−→v .−→∇ ).−→v
]
=−−→∇ p + 14pi(
−→∇ ∧−→B )∧−→B + ρ−→g ,
sans oublier que (
−→∇ ∧−→B )∧−→B = (−→∇ ∧−→B0)∧−→B +(
−→∇ ∧−→B )∧−→B0 et que
−→∇ p0 = 14pi(
−→∇ ∧−→B0)∧−→B0 +ρ0−→g ,
et en ne´gligeant les termes d’ordre 2, on obtient :
ρ0
∂−→v
∂t =−
−→∇ p + ρ−→g + 1
4pi
(
−→∇ ∧−→B )∧−→B0 + 14pi(
−→∇ ∧−→B0)∧−→B (4.126)
Et ∂
−→B
∂t =
−→∇ ∧ (−→v ∧−→B ) devient :
∂−→B
∂t =
−→∇ ∧ (−→v ∧−→B0) (4.127)
En re´sume´, les e´quations MHD perturbe´es et line´airise´es sont :
1- Equation de conservation du moment :
ρ0
∂−→v
∂t =−
−→∇ p + ρ−→g + 1
4pi
(
−→∇ ∧−→B )∧−→B0 + 14pi(
−→∇ ∧−→B0)∧−→B (4.128)
2- Equation de conservation de l’e´nergie :
∂p
∂t +
−→v .−→∇ p0 = c2s
(∂ρ
∂t +
−→v .−→∇ ρ0
)
(4.129)
3- Equation de la magne´to-hydrostatique :
−→∇ p0 = 14pi(
−→∇ ∧−→B0)∧−→B0 + ρ0−→g (4.130)
4- Equation de continuite´ :
∂ρ
∂t +
−→∇ (ρ0.−→v ) = 0 (4.131)
5- Equation de l’induction :
∂−→B
∂t =
−→∇ ∧ (−→v ∧−→B0) (4.132)
4.3.1 Ondes MAG : Magne´to-Acoustique-Gravite´
La de´rive´e par rapport au temps de l’e´quation du mouvement nous donne :
∂2−→v
∂t2 =−
1
ρ
−→∇
(∂p
∂t
)
+
−→g
ρ0
∂ρ
∂t +
1
4piρ0
[(−→∇ ∧ ∂−→B∂t )∧−→B0 +(−→∇ ∧−→B0)∧ ∂
−→B
∂t
]
(4.133)
A partir des e´quation (4.129), (4.130) et (4.131) et en remplac¸ant dans (4.126), on obtient :
∂2−→v
∂t2 =
1
ρ0
−→∇ (c2s ρ0
−→∇−→v )+ 1ρ0
−→∇
(−→v 1
4pi
(
−→∇ ∧−→B0)∧−→B0
)
+
1
ρ0
−→∇ (−→v ρ0)−→g −
− 1ρ0
−→g −→∇ (ρ0−→v )+ 14piρ0
[(−→∇ ∧ ∂−→B∂t )∧−→B0 +(−→∇ ∧−→B0)∧ ∂
−→B
∂t
]
(4.134)
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Apre`s de´veloppement, on a : 1ρ0
−→∇ (−→v ρ0)−→g − 1ρ0
−→g −→∇ (ρ0−→v ) =
−→∇ (−→v −→g )− (−→∇−→v )−→g , et (−→∇ ∧−→B0)∧
−→B0 = −12
−→∇ B20 + (
−→B0
−→∇ )−→B0, avec ∂
−→B
∂t =
−→∇ ∧ (−→v ∧−→B0), et en remplac¸ant dans la dernie`re e´quation on
obtient :
∂2−→v
∂t2 =
1
ρ0
−→∇ (c2s ρ0
−→∇−→v )− (−→∇−→v )−→g +−→∇ (−→v −→g )− 1ρ0
−→∇
[−→v −→∇(B208pi)− 14pi−→B0.−→∇−→B0]+
+
1
4piρ0
[
−→∇ ∧ (−→∇ ∧ (−→∇ ∧−→B0))∧−→B0 +(
−→∇ ∧−→B0)∧ (
−→∇ ∧ (−→∇ ∧−→B0))] (4.135)
Dans le cas d’un champ magne´tique uniforme −→B0, i.e.
−→∇ .−→B0 = 0, la dernie`re e´quation devient :
∂2−→v
∂t2 =
1
ρ0
−→∇ (c2s ρ0
−→∇−→v )− (−→∇−→v )−→g +−→∇ (−→v −→g )+ 1
4piρ0
[
−→∇ ∧ (−→∇ ∧ (−→∇ ∧−→B0))∧−→B0] (4.136)
Sachant que c2s = Γ
p0
ρ0 , et que pour
−→B0 uniforme, l’e´quation magne´to-hydrostatique devient :
−→∇ p0 =
ρ0−→g , on peut e´crire :
−→∇ c2s = Γ−→g − c
2
s
ρ0
−→∇ ρ0, (Γ e´tant le coefficient adiabatique).
Et en posant le vecteur unite´ du champ magne´tique : −→b0 =
−→B0
‖−→B0‖
avec (|−→b0 |= 1), et c2a = B
2
0
4piρ0 , ca e´tant
la vitesse d’Alfven, notre dernie`re e´quation se re´duit a` :
∂2−→v
∂t2 = Γ
−→g −→∇−→v + c2s
−→∇ (−→∇−→v )− (−→∇−→v )−→g +−→∇ (−→v −→g )+ c2a[
−→∇ ∧ (−→∇ ∧ (−→∇ ∧−→b0))∧−→b0 ] (4.137)
4.3.2 Ondes magne´to-acoustiques
On ne´glige, a` pre´sent l’effet de la gravite´, en ne conside´rant de ce fait que les ondes magne´to-
acoustiques. Et on suppose que notre milieu est homoge`ne, ρ0 est uniforme, ainsi que la vitesse du
son et la vitesse d’Alfven (la stratification est ne´glige´e). Ainsi l’e´qua.(4.137) devient :
∂2−→v
∂t2 = c
2
s
−→∇ (−→∇−→v )+ c2a[
−→∇ ∧ (−→∇ ∧ (−→∇ ∧−→b0))∧−→b0 ] (4.138)
A cause de l’uniformite´, on peut privile´gier l’axe des z, et e´crire −→b0 = b0−→ez . Afin de simplifier
l’e´criture, on pose :
∆ =
−→∇−→v ,
Λ =−→ez .(
−→∇ ∧−→v ),
et Ω = ∂vz∂z .
Et en manipulant l’e´qua.(4.138), on obtient :
∂2∆
∂t2 = (c
2
s + c
2
a).∇2∆− c2a.∇2Ω (4.139)
∂2Ω
∂t2 = c
2
s
∂2∆
∂z2 (4.140)( ∂2
∂t2 − c
2
a
∂2
∂z2
)
Λ = 0 (4.141)
Les e´quations (4.139)-(4.141) sont appelle´es les e´quations de Lighthill (1960).
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4.3.3 Relations de dispersion des ondes magne´to-acoustiques fast et slow
En de´rivant la premie`re relation de Lighthill par rapport au temps deux fois, et en usant de la
deuxie`me, on obtient :
∂4∆
∂t4 − (c
2
s + c
2
a)
∂2
∂t2 ∇
2∆ + c2ac2s
∂2
∂z2 ∇
2∆ = 0 (4.142)
Comme nos vitesses sont assimile´es a` des ondes planes : v = v0 exp[(−i(ωt− kr)], avec k2 = k2x +
k2y +k2z (ou` kz = k cosθ), on peut e´crire alors : ∆ = ikv0 exp[(−i(ωt−kr)], en remplac¸ant dans la dernie`re
e´quation, et sachant que : −→ca .−→k = ‖−→ca‖.‖−→k ‖cosθ, on trouve :
ω4− (c2s + c2a)ω2k2 + c2s (−→ca .
−→k )2k2 = 0 (4.143)
En posant χ = ω2, et en calculant le discriminant puis les solutions de l’e´quation du 2e degre´ de la
variable χ qui en re´sulte, on obtient :
χ+ = ω2+ =
k2
2
[
c2s + c
2
a +
√
(c2s + c2a)2−
4c2s (
−→ca .−→k )2
k2
]
(4.144)
qui repre´sente la relation de dispersion magne´to-acoustique du mode ”Fast”.
Et :
χ− = ω2− =
k2
2
[
c2s + c
2
a−
√
(c2s + c2a)2−
4c2s (
−→ca .−→k )2
k2
]
(4.145)
qui repre´sente la relation de dispersion magne´to-acoustiques du mode ”Slow”.
N’oublions pas qu’on cherche a` de´terminer les vitesses magne´to-acoustiques. Alors, des relations de
dispersion pre´ce´dentes, et sachant que la vitesse de phase vp = ω/k, on tire :
v2+ =
1
2
[
c2s + c
2
a +
√
(c2s + c2a)2−
4c2s (
−→ca .−→k )2
k2
]
(4.146)
la vitesse de phase magne´to-acoustique du mode ”Fast”. Et
v2− =
1
2
[
c2s + c
2
a−
√
(c2s + c2a)2−
4c2s (
−→ca .−→k )2
k2
]
(4.147)
la vitesse de phase magne´to-acoustique du mode ”Slow”.
4.3.4 ´Etude des vitesses magne´to-acoustiques
Pour des rayons relativement petit 0≤ r≤ R¯ (ou` R¯ est le rayon du soleil), c’est le mode ”Fast” qui
pre´domine sur le mode ”Slow”, mais pour r > R¯ (au dela` de la photosphe`re (l’atmosphe`re solaire ; la
chromosphe`re, la couronne,. . . etc.)) c’est plutoˆt le mode ”Slow” qui prend le dessus sur le mode ”Fast”,
et ceci est aise´ment ve´rifiable en e´tudiant de plus pre`s les limites des expressions de c2s ,c2a, et v2± a` des
rayons relativement petits et grands. Ainsi et dans notre cas, on n’aura a` travailler qu’avec la vitesse
magne´to-acoustique du mode ”Fast”, et on pose c f = v+. En remplac¸ant alors la vitesse acoustique cs
par notre vitesse magne´to-acoustique ”Fast”, c f dans la relation de dispersion du sous chapitre pre´ce´dent
(ω−−→k .−→U )2 = k2c2s + ω2c , on obtient :
(ω−−→k .−→U )2 = k2c2f + ω2c (4.148)
Avec c2f =
1
2
[
c2s + c
2
a +
√
(c2s + c2a)2− 4c
2
s (
−→ca .−→k )2
k2
]
.
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Conclusion :
En utilisant a` pre´sent le principe de Fermat et en perturbant notre vecteur d’onde k, comme dans la
section (4.2.6), on obtient finalement :
δτdi f f =−2
∫
Γ0
−→U .−→n
c2s
ds (4.149)
et :
δτmean =
∫
Γ0
[(δcs
cs
) k
ω
−
(δωc
ωc
)( ω2c
c2s ω
2
)ω
k +
1
2
(c2a
c2s
− (
−→k −→ca )2
k2c2s
)]
ds (4.150)
On remarque bien qu’en l’absence de champ magne´tique −→B = −→0 ⇒ ca = 0, notre relation de dis-
persion ω2± = k
2
2
[
c2s + c
2
a±
√
(c2s + c2a)2− 4c
2
s (
−→ca .−→k )2
k2
]
n’admet plus qu’une solution unique v = cs et on
retrouve ainsi les meˆmes e´quations que dans le sous chapitre pre´ce´dent.
4.4 ´Ecoulements radiaux et horizontaux
L’e´quation (4.113) ou (4.149) (qui ne change pas, pour le cas magne´tique et pour le cas sans champ
magne´tique) prouve que la diffe´rence du temps δτ pour des ondes parcourant des chemins d’onde
re´ciproques est sensible aux composants de l’e´coulement le long du chemin d’onde. Si le flux radial est
partout uniforme, alors la diffe´rence du temps due a` la vitesse radiale sera nul car les ondes re´ciproques
subiront le meˆme e´coulement. Cependant, la composante radiale de la vitesse peut ne pas eˆtre uniforme ;
imaginons un chemin d’onde dans un plan me´ridional avec un champ de vitesse comme celui repre´sente´
sur la Fig.(4.2). Ce mode`le de circulation est horizontal sur la surface et satisfait l’e´quation de continuite´ :
∂ρ/∂t + ∇.(ρ.−→U ) = 0. Puisque la densite´ dans la zone de convection solaire est inversement proportio-
nelle au rayon, une circulation me´ridionale qui satisfait la conservation de la masse doit avoir une petite
composante radiale.
On peut de´composer δτ en [41] :
δτ = δτh + δτr (4.151)
ou` :
δτr = 2
∫ r2
r1
Ur
c2
dr (4.152)
δτh = 2
∫ r2
r1
Uhvgh
vgrc2
dr (4.153)
En utilisant ces e´quations, il est possible de calculer les contributions relatives des e´coulements hori-
zontaux et radiaux. Pour un choix des latitudes et des distances les re´sultats sont montre´s dans la Fig.(4.3).
Puisque la contribution des e´coulements radiaux est toujours beaucoup plus petite que la contribution des
e´coulements horizontaux, ceux-ci peuvent eˆtre ne´glige´s, et le symbole −→U sera employe´ pour exprimer la
vitesse horizontale d’e´coulement. Et l’e´qua.(4.113) ou (4.149) devient alors :
δτh = 2
∫ r2
r1
Uvgh
vgrc2
dr (4.154)
La me´thode qui nous permettra l’obtention des −→U sera explicite´e dans le chapitre 6.
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FIG. 4.3 – Comparaison entre la diffe´rence de temps de parcours radiale δτr et la diffe´rence de temps de parcours
horizontale δτh en fonction de la latitude λ [41].
Chapitre 5
Analyse des donne´es et re´sultats
La the´orie e´tant e´tablie, nous allons maintenant aborder l’aspect application nume´rique, qui lui repose
sur des donne´es observationnelles. Dans ce chapitre, nous nous inte´ressons a` la description des donne´es,
a` leur provenance et surtout a` leur traitement et analyse.
Nous insisterons plus particulie`rement sur les re´sultats interme´diaires obtenus (temps de parcours
des ondes traite´es).
Les donne´es traite´es dans notre the`se, et sur lesquelles on tentera d’appliquer toute la the´orie pre´ce´demment
cite´e, sont des images de vitesse Doppler (Dopplerogrammes), obtenues par le re´seau terrestre d’obser-
vation he´liosismologique GONG.
5.1 Re´seau GONG
Le Global Oscillation Network Group (GONG) entreprend une e´tude de´taille´e de la structure et de
la dynamique internes solaires en utilisant l’he´liosismologie et en de´veloppant un re´seau de six stations
d’acquisition d’images de vitesses solaires extreˆmement sensibles et stables situe´es tout autour de la terre,
pour obtenir des observations presque continues des oscillations ou des pulsations de ”cinq-minutes”
solaires. Le re´seau GONG a e´galement e´tabli un syste`me d’analyse, de re´duction et de distribution des
donne´es afin de faciliter la coordination des recherches scientifiques sur ces mesures.
L’obstacle principal en utilisant ce nouvel outil est l’interruption des observations impose´es par
le cycle du jour et de la nuit a` un simple observatoire terrestre, qui pre´sente une incertitude dans la
de´termination de la pe´riode des ondes, en plus du bruit de fond cre´e´ par les fortes oscillations. Un
aperc¸u, des conditions d’observation solaire actuelles, a` de divers emplacements possibles, a e´te´ effectue´
pour permettre le choix des futurs endroits qui constitueront le re´seau GONG. En employant des simu-
lations, sur ordinateur, base´es sur des statistiques climatologiques, en plus des e´valuations des pannes
d’e´quipements, les re´sultats re´ve´le`rent que six emplacements au minimum, e´galement espace´s dans la
longitude, e´taient ne´cessaires (pour plus de de´tails sur le re´seau GONG voir l’annexe B).
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FIG. 5.1 – Le re´seau GONG a` travers le monde [40].
5.2 Description des instruments
Les diffe´rents modes solaires peuvent montrer des vitesses de moins de 0.2 me`tres/seconde alors
que la somme de tous les modes est seulement de quelque 100 me`tres/seconde. Le but du re´seau e´tant
de faire des mesures sur les mouvements ale´atoires de la surface du soleil, il a fallu de´velopper six ins-
truments stables, capables de faire des mesures refle´tant des vitesses avec une pre´cision de moins d’un
me´tre/seconde. Un instrument base´ sur un interfe´rome`tre de Michelson appele´ ”tachyme`tre de Fourier”
(Beckers et Brown 1978), a e´te´ choisi et est soutenu par une installation fortement automatise´e et por-
tative ; sa philosophie de conception e´voque celle d’un vaisseau spatial. L’instrument se compose de
deux miroirs traquant le soleil et projetant la lumie`re horizontalement dans un container logeant le reste
de l’e´quipement. Le syste`me optique est ferme´ par une feneˆtre filtrante ayant une ouverture efficace de
2.8cm. Le rayon lumineux passe ensuite par un dispositif optique qui peut eˆtre de´place´ a` l’inte´rieur et en
dehors du faisceau lumineux. Tous ces me´canismes sont sous la gestion d’un ordinateur et fonctionnent
automatiquement. Un filtre hybride de 1 A˚ passe bande isole la ligne de Ni a` 6768 A˚. Le coeur de l’instru-
ment est un interfe´rome`tre de polarisation de Michelson (IPM) ayant une diffe´rence de chemin d’environ
30.000 ondes. Ceci est construit pour avoir un champ angulaire large et pour eˆtre thermiquement stable.
Le mode`le cosinus carre´ de transmission produit par l’interfe´rome`tre est balaye´ a` travers le spectre filtre´
du soleil par un plat tournant d’onde ; ainsi, la modulation est produite par la pre´sence de la ligne de
Fraunhofer et la phase de la modulation est une bonne mesure d’effet Doppler. Le de´tecteur d’images
est une came´ra CCD qui a 2.5 Pixel d’arc seconde carre´ ; il donne une re´solution de 5 arc seconde. Trois
images sont obtenues pour chaque cycle de la modulation pour fournir la phase, l’amplitude et l’e´clat
de chaque Pixel. Une image est inte´gre´e et le re´sultat enregistre´ sur bande nume´rique chaque soixante
secondes.
Le container abrite e´galement le support e´lectronique, un ordinateur d’acquisition de donne´es et les
divers autres e´le´ments e´lectroniques de soutien pour rendre le dispositif capable d’eˆtre actionne´ par des
sites e´loigne´s. L’instrument est commande´ par deux ordinateurs et une horloge pre´cise ; il produit norma-
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FIG. 5.2 – Une des six station GONG,(la station de BigBear) [40].
FIG. 5.3 – Sche´ma des instruments d’une station GONG.
lement un enregistrement chaque minute, jour et nuit. Pendant la nuit, seuls des parame`tres instrumentaux
et environnementaux sont enregistre´s. Quand le programme de´termine que le soleil s’est leve´, l’embout
avant de l’instrument est de´gage´ et dirige´ vers le soleil de sorte qu’une sonde de guidage puisse fournir
des informations de pointage pre´cises. Si le ciel est nuageux, les e´valuations de l’ordinateur de´signent
l’endroit ou` se trouve le soleil. Une fois que la lumie`re du soleil est suffisamment disponible, un ordre
de calibrage est exe´cute´, et des observations sont faites jusqu’au coucher du soleil. Lorsque l’instrument
s’arrime, il fonctionne automatiquement pour une semaine et le seul besoin d’intervention de l’utilisateur
est de changer les bandes de donne´es ou d’exe´cuter l’entretien.
Chaque station dans le re´seau produit plus de 200 me´ga-octets de donne´es chaque jour. Apre`s trois
ans d’observation continue, les donne´es brutes exce`dent un Terabyte (mille milliards d’octets).
Principalement, trois sortes d’images sont obtenues par ces stations : les images d’intensite´, les
images du champs magne´tique (Magne´togrammes) et les images de vitesse Doppler (Dopplerogrammes).
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Ces dernie`res sont justement les donne´es traite´es et utilise´es dans notre travail.
5.3 Dopplerogrammes de GONG
Les images Doppler GONG sont des images de vitesse de ligne de vue (positives, pour les vitesses
sortantes et ne´gatives (entrantes)) de 860×860 pixels et d’une cadence d’e´chantillonnage d’une image
par minute. Nos donne´es sont sous la forme d’un cube de donne´es ”data cube” (x× y× t voir Fig.(5.4)).
Les images sont sous un format de fichier e´lectronique FITS (Flixible Image Transport System) ; chaque
pixel de´tient une information sur la vitesse. En plus de l’image, notre fichier FITS renferme une enteˆte
(FITS header) qui contient plusieurs informations sur l’image : allant de la taille en pixels, l’heure et
date, jusqu’au lieu (station) de mesure,...etc. Les donne´es choisies et fournies par GONG sont des ”mer-
ged data” ; donne´es assemble´es par les six stations et couvrant deux journe´es entie`res et bien distinctes :
la journe´e du 01 septembre 2001, qui correspond a` une pe´riode de haute activite´ solaire et la journe´e du
10 janvier 2004 correspondant a` une pe´riode de basse activite´ (voir Fig.(5.5) du cycle d’activite´ solaire ).
FIG. 5.4 – Repre´sentation sche´matique de notre cube des donne´es ”data cube”.
La cadence d’e´chantillonnage e´tant d’une minute ; le nombre de donne´es par journe´e (24 heures) est
donc de 1440 donne´es, mais comme notre re´seau est terrestre, le passage d’une station a` une autre ou
pour des causes climatologiques ou techniques, des trous dans notre e´chantillonnage peuvent surgir et
sont meˆme ine´vitables. Les minutes, voire les heures manquantes sont remplace´es par des valeurs nulles
(des donne´es ze´ro). Ainsi, pour la journe´e de 01/09/2001 on a 321 donne´es ze´ro et 1119 donne´es exploi-
tables sur les 1440 ; ce qui correspond a` un rendement de 78%, alors que pour la journe´e du 10/01/2004,
le rendement est de 95% pour 1370 donne´es exploitables, et 70 donne´es ze´ro sur les 1440.
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FIG. 5.5 – Figure de l’activite´ solaire au fil du temps [www.badastronomy.com].
FIG. 5.6 – A gauche : merged velocity image de la journe´e 01/09/01 au temps de prise 0 min
(”mrvzi010901t0000”), a` droite : merged velocity image de la journe´e 10/01/04 au temps de prise 0 min
(”mrvzi1040110t0000”).
En suivant l’e´volution des vitesses de n’importe quel point de la surface solaire sur les pre´ce´dentes
images Doppler, au cours du temps, et en prenant la transforme´e de Fourier du signal des vitesses du
point dit, on retrouve facilement les oscillations trouve´es par Robert Leighton en 1962 [61] (les fameuses
oscillations de ”5 min” (voir Fig.(5.7))).
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FIG. 5.7 – A gauche : les vitesses du point central ((430,430)pixel) au cours du temps, durant 500 min (8h20min),
a` droite : la transforme´ de Fourier du signal vitesse (la` ou` on distingue clairement que les oscillations de 5min
( f ' 3mHz) pre´dominentes), en rouge : les re´sultats de la journe´e a` haute activite´ solaire (01/09/01), et en bleu :
ceux de la journe´e a` basse activite´ (10/01/04).
5.4 Remapping
Le soleil e´tant une sphe`re ; tout point a` sa surface peut eˆtre localise´ par des coordonne´es sphe´riques.
Mais, sur des re´gions spe´cifiques, il est beaucoup plus pratique de travailler avec les coordonne´es carte´siennes,
donc une transformation des coordonne´es sphe´riques aux coordonne´es carte´siennes s’impose ; c’est cette
proce´dure qu’on nomme ”Remapping”.
Afin de mieux cerner cette me´thode, il nous semble utile de faire une introduction sur les coordonne´es
he´liographiques.
Les Coordonne´es He´liographiques
La localisation d’un endroit ou d’un phe´nome`ne sur la surface solaire (par exemple, une tache solaire)
est complique´e par le fait qu’il y a une inclinaison de 7.25◦ entre le plan de l’e´cliptique et le plan
e´quatorial solaire, en plus de l’oscillation de l’axe de rotation solaire (le poˆle nord solaire et le poˆle nord
ce´leste ne sont aligne´s que seulement deux fois par an). En conse´quence, pour indiquer un endroit sur la
surface solaire, trois coordonne´es (P,B,L) sont ne´cessaires pour de´finir une grille.
5.4 Remapping 65
Les termes employe´s pour se rapporter aux coordonne´es sont de´finis comme suit :
L’angle P :
L’angle position entre le poˆle nord ge´ocentrique et le poˆle nord de la rotation solaire, a` mesurer vers
l’est a` partir du nord ge´ocentrique (P variant entre ±26.31◦).
L’angle B0 :
La latitude He´liographique du point central du disque solaire ; e´galement appele´ l’angle B. La gamme
de B0 est de ±7.23◦, corrigeant ainsi l’inclinaison de l’e´cliptique par rapport au plan e´quatorial solaire.
Par exemple : Si (P,B0) = (−26.21,−6.54), la latitude he´liographique du point central sur le disque
solaire est de −6.54◦ (le poˆle nord de rotation n’est pas visible) et l’angle entre la projection sur le
disque du poˆle nord ge´ocentrique et du poˆle nord de la rotation solaire est de 26.21◦ vers l’ouest. Ce qui
nous permet de corriger l’inclinaison des images.
La longitude L0 :
La longitude he´liographique du point central du disque solaire qui est de´termine´e sur un syste`me de
longitudes fixes tournant sur le soleil a` un taux de 13.2◦/jour (la vitesse moyenne de rotation observe´e a`
partir du transit des taches solaires par rapport au me´ridien central). Le me´ridien standard du soleil est
de´fini comme e´tant le me´ridien qui a traverse´ le noeud ascendant de l’e´quateur du soleil le 1 janvier 1854
a` 1200 UTC et est calcule´ pour supposer aujourd’hui une pe´riode side´rale uniforme de rotation de 25.38◦
jours. (Le nœud ascendant ou the ascending node e´tant le point d’interaction entre le plan e´cliptique et
l’e´quateur).
Une fois P,B0etL0 connus, la latitude (B), la distance me´ridienne centrale et la longitude (L) d’un
point solaire spe´cifique peuvent eˆtre de´termine´es comme suit :
La Latitude (L ou φ) :
Distance angulaire mesure´e de l’e´quateur solaire vers le nord ou vers le sud le long d’un me´ridien.
La Distance me´ridienne centrale (CMD) :
Distance angulaire dans la longitude solaire, a` mesurer a` partir du me´ridien central. Cette position
est relativement a` la vue de la terre et changera pendant que le soleil tourne ; cette coordonne´e ne devrait
donc pas eˆtre confondue avec les positions he´liographiques qui sont fixes sur la surface solaire.
La Longitude (θ) :
La distance angulaire a` partir du me´ridien standard (longitude he´liographique de 0◦ (L0)), mesure´e de
l’est a` l’ouest (de 0◦ a` 360◦) le long de l’e´quateur du soleil. Elle est calcule´e en combinant la CMD avec
la longitude du me´ridien central a` l’heure de l’observation, interpolant entre les valeurs d’e´phe´me´rides
(pour 0000 UT) en employant le taux synodique de la rotation solaire (27.2753 jours, 13.2◦/jour).
5.4 Remapping 66
Le point de vue synodique : un phe´nome`ne synodique est de´crit dans un re´fe´rentiel lie´ a` la Terre,
mais non ge´ocentrique. Il se repe`re par rapport a` un syste`me d’axes dont l’un pointe en permanence vers
le soleil.
FIG. 5.8 – Syste`me de coordonne´es orthogonal, ayant une origine E confondue avec le centre du disque solaire,
l’axe y e´tant pointe´ vers le nord, est paralle`le a` l’axe solaire de rotation et, et l’axe x est dirige´ vers l’ouest (θ =
90◦−B, (0≤ B≤ 180 et 90≤ θ≤−90 du nord au sud), et φ = L) [40].
Le Remapping ici dans notre travail a e´te´ re´alise´ a` partir de la me´thode de la projection de Postel.
Cette me´thode reviendrait a` appliquer sur le globe solaire une feuille de papier plat, obtenant ainsi une
projection e´quidistante, dite de Guillaume Postel (1580). Ainsi des coordonne´es (θ,φ), on passe aux co-
ordonne´es carte´siennes (x,y) et qui s’e´crivent en fonction des coordonne´es he´liographiques comme suit
(Williams 1994) :
x = xc + R¯(X cosP−Y sinP) (5.1)
y = yc + R¯(Y cosP−X sinP) (5.2)
Avec :
X =
sinθsinL
1−4.6524×10−3[cosθsinB0 + sinθcosB0 cosL] (5.3)
Y =
cosθcosB0− sinθsinB0 cosL
1−4.6524×10−3[cosθsinB0 + sinθcosB0 cosL] (5.4)
Ou` xc, yc sont les coordonne´es de la came´ra au centre du disque et R¯ le rayon solaire.
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FIG. 5.9 – Figure sche´matique repre´sentant la zone du remapping effectue´ (le cadre en rouge).
Le remapping a e´te´ effectue´ sur une re´gion de la sphe`re solaire de dimension : 173.38◦ de latitude
(de 86.69◦ Nord a` 86.69◦ Sud) par 179.64◦ de longitude (de 89.82◦ East a` 89.82◦ West), donnant ainsi
une image de 500×682 pixels, ce qui nous fait une re´solution de 0.2634◦×0.3468◦ par pixels.
5.5 Tracking
Sachant que les vitesses mesure´es sont la somme de plusieurs vitesses issues de diffe´rents modes,
en plus de la vitesse due a` la rotation diffe´rentielle, car notre soleil est en rotation sur lui meˆme avec
une vitesse de rotation e´quatoriale qui e´quivaut a` vr = 2000 m/s et comme celui-ci est une boule de gaz
fluide, la vitesse de rotation de celle-ci nest pas la meˆme a` chaque latitude (la pe´riode de rotation du
soleil a` l’e´quateur est de 27 jours, alors qu’aux poˆles, elle est de 36 jours.) ; c’est ce phe´nome`ne qui est
appele´ ”rotation differentielle” et qui a e´te´ de´couvert pour la premie`re fois par Carriongton en 1863 en
observant le de´placement des taches solaires. Une correction des effets de ce phe´nome`ne (un ”tracking”)
afin d’obtenir des vitesses purement modales s’impose.
Deux principales techniques sont employe´es afin de traiter la rotation diffe´rentielle ; l’une de ces
me´thodes et qu’on a utilise´e ici dans cette the`se, est la vitesse angulaire de Snodgrass de´pendante de la
latitude (Snodgrass 1984), pour θ en gradient :
Ω/2pi(nHz) = 451−55sin2 θ−80sin4 θ (5.5)
Ou` Ω = vrd/R¯ est la vitesse angulaire de rotation de´pendante de la latitude θ, et R¯ = 6.961×108m
le rayon solaire.
Ainsi, il ne reste plus qu’a` parcourir notre disque solaire pour chaque image, de toute la se´rie chro-
nologique, et a` soustraire, par rapport a` une image re´fe´rence au centre de l’axe temporel T/2, la vitesse
de rotation approprie´e de chaque vitesse, pixel par pixel.
vm(θ,φ, t) = vm+rd(θ,φ, t)−vrd(θ) (5.6)
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FIG. 5.10 – Quelques mesures de la rotation a` la surface solaire. La ligne continue repre´sente la vitesse angulaire
de Snodgrass en fonction de la latitude ; la ligne discontinue est le re´sultat de mesures Doppler faites par Snodgrass
et Ulrich (1990) et la ligne point-tiret, quant a` elle, est le re´sultat de mesures magne´tiques [41].
La Figure (5.10) de´montre la proximite´ de la the´orie avec les re´sultats expe´rimentaux, la concordance
des diffe´rentes me´thodes prouve la validite´ du mode`le employe´.
Le programme Fortran, sous Linux, qui traite simultane´ment le remapping et le tracking, qui nous
a e´te´ ge´ne´reusement fourni par Monsieur Kholikov Shukur (Chercheur au NSO (National Solar Obser-
vatory) GONG), nous permet d’avoir : soit des images 540x450 pixels ou 682x500pixels. Nous avons
choisi les images 682x500pixels, car leur re´solution est nettement meilleure. Et ainsi, les deux se´ries
temporelles furent traite´es (voir Fig.(5.11)).
FIG. 5.11 – Les meˆmes images de la Fig.(5.6), apre`s remapping et tracking. A gauche l’image (682x500 pixels),
a` la pe´riode a` haute activite´ solaire (01/09/01) et a` droite l’image (682x500 pixels) a` basse activite´ (10/01/04).
Concernant cette e´tape de traitement, le seul moyen de ve´rifier la validite´ des re´sultats sur toutes les
donne´es de la meˆme se´rie est de faire une sommation sur le carre´ de la valeur de chaque image, pixel
par pixel, sur toute la se´rie traite´e. Ainsi, seules apparaissent les taches solaires et les re´gions actives
(qui oscillent) dans une nouvelle images que l’on nomme : ”carte de puissance” (”power map”). Il suffit
ensuite d’une simple comparaison a` l’œil nu, entre notre power map et une des images re-cartographie´es
(apre`s remapping), pour s’assurer des re´sultats obtenus (voir Fig.(5.12)).
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FIG. 5.12 – Les cartes de puissance (682x500 pixels). `A gauche la power map correspondant a` la pe´riode de haute
activite´ solaire (01/09/01), et a` droite celle a` basse activite´ (10/01/04).
5.6 Filtrage
Apre`s avoir traite´ les images et soustrait les effets dus a` la rotation diffe´rentielle, il ne reste alors que
les vitesses modales. Ainsi et comme vu pre´ce´demment (voir l’e´quation (3.54)), on peut re´e´crire et d’une
manie`re plus ge´ne´rale le parame`tre vitesse sous la forme suivante :
vmod(r,θ,φ, t) = v(r,θ,φ, t) = ∑
n`m
an`mvn`(r)Y m` (θ,φ)exp(i[ωn`mt + αn`m]) (5.7)
Ainsi, et en surface (r = R¯) :
v(θ,φ, t) = ∑
n`m
an`mY m` (θ,φ)exp(i[ωn`mt + αn`m]) (5.8)
On voit que les vitesses observe´es ne sont en fait que la superposition de vitesses issues des oscil-
lations simultane´es des diffe´rents modes de´ja vus pre´ce´demment. Comme le mode fondamental qui est
aussi bien appele´ mode de gravite´ de surface est un mode interme´diaire entre les modes ”g” et les modes
”p” et que seuls les modes ”p” et ”f” arrivent en surface, seuls ces derniers peuvent eˆtre directement
mesure´s. Mais, comme notre e´tude est base´e essentiellement sur les e´coulements sub-surfaciques, on ne
s’inte´resse qu’aux modes a` haut degre´ ` qui re`gnent dans la re´gion de ces e´coulements.
Un filtrage dans l’espace physique s’ave`re eˆtre fastidieux ; un passage donc par l’espace de Fourier
via une transformation de Fourier s’impose. Pour cela`, on utilise la FFT a` 3D (voir annexe (A.4)) de notre
cube de donne´es ”data cube” v(x,y, t), qui nous permet d’obtenir V(kx,ky,ω) ; avec V la transforme´e de
Fourier de la vitesse v, kx et ky les vecteurs d’onde respectivement selon x et y et ω la pulsation.
De notre cube de donne´es (data cube) v(x,y, t) et apre`s avoir soustrait pour chaque image de la
se´quence temporelle, la moyenne de toutes les images, tout en faisant attention aux images nulles, ne
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gardant de ce fait que la perturbation de la vitesse. On fait subir a` notre cube une FFT 3D passant ainsi
de v(x,y, t) a` V(kx,ky,ω) dont on peut illustrer le module par la suivante figure :
FIG. 5.13 – Repre´sentation 3D du cube V(kx,ky,ω) [Institut Keipenheuer de physique (Universite´ de Freiburg)].
En appliquant la FFT 3D pour un cube 250×250×512 (x× y× t), on obtient :
FIG. 5.14 – Voici une coupe longitudinale du module de la FFT 3D obtenu, a` gauche pour la journe´e active et a`
droite pour la journe´e moins active.
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La coupe transversale du dernier cube (kx,ky,ω) pour des fre´quences bien donne´es nous donne des
sche´mas appele´s ”Ring diagram” :
FIG. 5.15 – Le Ring diagram pour ω = 4166.5µHz, a` gauche, pour la journe´e active et a` droite pour la journe´e
moins active.
FIG. 5.16 – Le Ring diagram pour ω = 3580.6µHz, a` gauche, pour la journe´e active et a` droite pour la journe´e
moins active.
Nos derniers re´sultats sont similaires a` ceux obtenus par les autres auteurs, par la meˆme me´thode
(voir figure (2.9) de la section (2.7.1)).
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La coupe longitudinale du meˆme cube, pour un kx ou ky donne´, nous re´ve`le l’allure du diagramme
k−ν, c’est le diagramme kx−ν :
FIG. 5.17 – Le diagramme kx−ν, a` gauche pour la journe´e active et a` droite pour la journe´e moins active.
Le diagramme k−ν peut eˆtre aussi obtenu de manie`re plus rigoureuse en calculant la moyenne de
chaque anneau du ”Ring diagram” (k =
√
k2x + k2y ), plan par plan, pour chaque fre´quence ω :
FIG. 5.18 – Le diagramme k−ν, a` gauche pour la journe´e active et a` droite pour la journe´e moins active.
Avec : K = L/R¯, ou` R¯ = 6.961×108m.
5.6 Filtrage 73
Le diagramme k−ν de la journe´e moins active est plus clair que celui de la journe´e active a` cause du
rendement de donne´es exploitables de la premie`re qui est plus e´leve´ que celui de la dernie`re.
Sur les deux figures (5.18), on observe bien six areˆtes, qui repre´sentent les six mode observe´s :
f , p1, p2, . . . , p5 de bas en haut.
Ce diagramme k−ν a e´te´ obtenu pour une re´solution spatiale de 250×250 pixels sur une re´solution
temporelle de 512 minutes. Un meilleur re´sultat peut eˆtre obtenu avec l’augmentation de la re´solution
spatiale et temporelle. Comparons nos re´sultats avec le diagramme k− ν obtenu par le re´seau GONG
pour la journe´e du 10 mai 2000 (Fig.(5.19)) :
FIG. 5.19 – Le diagramme ν− L d’une journe´e d’observation obtenu par le reseau GONG, ou`, et d’apre`s la
loi de Shannon, la fre´quence maximum d’observation νNyquist = 1/2δt = 8.33mHz, avec δt = 60sec comme pas
d’e´chantillonnage [40].
Avec kh =
√
k2x + k2y = L/R¯ : le vecteur d’onde horizontal et ν = ω/2pi la fre´quence qui est mesure´e
en mhz, avec L =
√
`(`+ 1).
C’est a` partir de ν et Kh, qu’est obtenu le diagramme (ν− kh) ou bien (ω−L), qu’on connaıˆt plus
commune´ment sous le nom de diagramme de spectre de puissance. Ce dernier illustre bien les diffe´rents
modes observe´s, comme on peut le constater sur la Figure (5.19) ou` les modes f , p1, p2, p3, p4 sont
repre´sente´s par les cinq premie`res areˆtes, a` partir du bas. On remarque bien que les modes ”p”, sont, de
loin, beaucoup plus pre´sents a` la surface que les modes ”f”.
En remarquant que les deux premie`res areˆtes f et p1 repre´sentent des modes a` faible pe´ne´tration (i.e.
se propageant pre`s de la surface (100≤ L≤ 1000)), de plus qu’elles sont les plus clairement distinguables
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sur un large intervalle de `, compare´es aux autres. On de´cide alors de travailler sur ces deux modes et
pour ce faire, les localisations du mode ”f” et de la premie`re areˆte p1 de mode ”p”, dans le diagramme
de puissance peuvent eˆtre approxime´es sous forme polynomiale par (Giles 1999) [41] :
l0 ≈ R¯k0 = 100ν2
l1 ≈ R¯k1 = ∑4i=0 ciνi c = {17.4,−84.1,95.6,−0.711,−0.41}
(5.9)
Le filtre est alors applique´ pour chaque fre´quence, comme filtre passe bas dans le domaine spatial,
avec, a` chaque fois, le maximum de transmission a` mi chemin entre k0h et k1h et 1% de transmission a`
kh = k0h (voir Fig.(5.20)).
FIG. 5.20 – A gauche : repre´sentation de l’approximation the´orique de nos deux areˆtes f (en noir), p1 (en gris) en
fonction du degre´ `. A droite le filtre de Giles applique´ a` notre ”k−ν diagram”.
Une fois le filtrage dans l’espace des phases termine´, on n’a plus qu’a` appliquer la FFT 3D inverse
aux V(kx,ky,ω) pour revenir a` nos donne´es vitesses v(x,y, t) filtre´es.
Remarques :
1. Le filtrage utilise´ ici est appele´ ” filtrage de fre´quence temporelle ” (temporary frequence filtre).
Un second filtrage (optionnel) appele´ filtrage de vitesse de phase et qui nous permet d’e´liminer les
ondes a` longueur d’onde ∆, relativement courtes ou bien longues, peut eˆtre utilise´ (il est pre´fe´rable
de ne garder que les ondes comprises entre 3◦ ≤ ∆≤ 10◦ ; tout ce qui est en dehors de cet intervalle
peut eˆtre conside´re´ comme e´tant un signal parasite). La non utilisation de ce second filtre, dans
notre travail, se traduirait par la pre´sence d’un le´ger bruit dans nos mesures et risquerait d’affecter
les re´sultats obtenus. Mais la corre´lation des vitesses en deux points espace´s par des distances
angulaires ∆ pre´alablement choisis, en plus d’un bon parame´trage re´sout parfaitement le proble`me
(voir section (5.7)).
2. Une autre me´thode, astucieuse et simple, consiste juste a` appliquer une gaussienne, comme filtre
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passe-bas autour de la fre´quence ν = 3mHz pour un δν = 0.5 mHz, pour obtenir un re´sultat simi-
laire au pre´ce´deant autour de L = 500 pour δL =±200. Ainsi, en plus du filtrage des fre´quences,
on filtre aussi les longueurs d’onde, car se´lectionner les ` reviendrait a` se´lectionner les ∆, puisque
le degre´ du mode ` de´termine la profondeur de pe´ne´trabilite´ de l’onde qui a` son tour de´termine la
longueur de l’onde ∆ a` la surface du disque solaire (300≤ L≤ 700⇔ choisir 5◦ ≤ ∆≤ 10◦ ce qui
a` e´te´ fait dans la section (5.7)). Et c’est la` que re´side toute la simplicite´ et l’astuce de la me´thode
que nous avons utilise´e dans notre travail (voir Fig.(5.21)).
FIG. 5.21 – le re´sultat de notre filtre applique´ sur le ”k−ν diagram”.
Et les cartes de puissance (Fig.(5.12)) apre`s filtrage deviennent :
FIG. 5.22 – Les cartes de puissance (682x500 pixels) apre`s filtrage. `A gauche la power map correspondant a` la
pe´riode de haute activite´ solaire (01/09/01), et a` droite celle a` basse activite´ (10/01/04).
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5.7 Calcul de la fonction de corre´lation
Le calcul de la fonction de corre´lation entre deux points diffe´rents du disque solaire, en deux temps
diffe´rents, et comme vu pre´ce´demment, nous permet de voir les similitudes entre les deux points et ainsi
suivre le parcours de l’onde en se re´fe´rant juste aux maxima de la CCF.
La fonction de corre´lation vue, dans le chapitre 4, n’est valable que dans le cas continu. Dans la re´alite´
et pour des donne´es re´gulie`rement e´chantillonne´es, on utilise le coefficient de corre´lation rxy entre deux
se´ries de signaux xi et yi (i = 0...N−1 (N e´tant le nombre de donne´es)), avec :
rxy =
cxy
sxsy
(5.10)
Ou` sx est l’e´cart type x. La variance de s2x s’e´crit alors :
s2x =
1
N
N−1
∑
i=0
(xi− x)2 (5.11)
Et cxy la covariance de x et de y :
cxy(τ) =
1
N
N−1
∑
i=0
(xi− x)(yi− y) (5.12)
Sachant qu’il existe un e´cart temporel τ et en l’injectant dans nos dernie`res relations, on peut e´crire :
rxy(τ) =

∑N−τ−1i=0 (xi−x)(yi+τ−y)√
∑N−τ−1i=0 (xi−x)2
√
∑N−τ−1i=0 (yi+τ−y)2
pour τ≥ 0
∑N−τ−1i=0 (xi+τ−x)(yi−y)√
∑N−τ−1i=0 (xi−x)2
√
∑N−τ−1i=0 (yi+τ−y)2
pour τ < 0
Ou` un petit artifice de calcul, qui consiste a` conside´rer notre e´cart temporel variant entre −τ et +τ,
nous permet de calculer la CCF pour l’onde entrante et sortante.
Quels que soient l’unite´ et les ordres de grandeur de x et y, le coefficient de corre´lation est un nombre
sans unite´, compris entre -1 et 1. Il traduit la plus ou moins grande de´pendance line´aire de x et y.
En utilisant un programme ”C” sous linux fourni par GONG, en choisissant une re´gion solaire de
459x390 pixels (41 ≤ x ≤ 500 et 79 ≤ y ≤ 469 (re´gion avec des taches solaires)) et en calculant la
moyenne des CCF entre la moyenne des valeurs de´limitant un cercle et la valeur au centre du cercle
parcourant la latitude de la re´gion choisie (voir Fig.(5.23)), pour chaque latitude, pour 5◦ ≤ ∆ ≤ 10◦
(avec un pas de 0.2◦), pour un temps total de 24h i.e. 1440 donne´es, donne´es sur les 1440 (la limite d’un
ordinateur P IV posse´dant une RAM 1024 Mo), pour chaque journe´e et avec un e´cart temporel τ = 80min
(voir Figures (5.24-5.25)), on obtient alors une se´rie de 26 re´sultats ; un re´sultat pour chaque distance,
sous format d’image FITS (161x390 pixels), ou` chaque ligne repre´sente la CCF moyenne de chaque
latitude variant entre −τ et +τ pour 161 valeurs.
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FIG. 5.23 – Figure sche´matique repre´sentant la zone corre´le´e (la zone en vert), la zone en rouge
repre´sente la zone du remapping.
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FIG. 5.24 – A gauche la carte de la CCF obtenue pour la journe´e active a` ∆ = 5◦ et a` droite celle obtenue pour la
journe´e moins active a` ∆ = 10◦ (les cartes sont toutes deux de dimension 390×161).
FIG. 5.25 – Repre´sentation de la CCF correspondante a` la ligne 195 des cartes pre´ce´dentes (Fig.(5.15)).
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FIG. 5.26 – Nos diagrammes Temps-Distance. A gauche celui de la journe´e active et a` droite celui de la journe´e
moins actvie (re´sultats obtenus en utilisant la ligne 195 comme re´fe´rence).
FIG. 5.27 – Nos diagrammes Temps-Distance. A gauche celui de la journe´e active et a` droite celui de la journe´e
moins active (re´sultats obtenus en moyennant toutes les latitudes).
FIG. 5.28 – Nos diagrammes Temps-Distance 3D. A gauche celui de la journe´e active et a` droite celui de la
journe´e moins active (re´sultats obtenus en moyennant toutes les latitudes).
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Les re´sultats trouve´s sont semblalbes a` ceux obtenus par les autres chercheurs (Fig.(5.29)) :
FIG. 5.29 – Diagramme Temps-Distance obtenu par Giles 1999 [41]. Le rectangle de´limite nos re´sultats obtenus
plus haut (de −80 a` 80 min pour l’axe du temps et de 5◦ a` 10◦ pour l’axe de la distance circulaire ∆).
5.8 Temps de parcours a` partir de la CCF via la fonction de Gabor
Les donne´es corre´le´es, et comme vu dans le chapitre 4, peuvent eˆtre approxime´es par une fonction de
Gabor. Pour ce faire, on utilise une approximation non line´aire des moindres carre´s, et en prenant comme
mode`le the´orique une fonction de Gabor, qu’on peut e´crire comme suit :
G = f (xi;a1,a2,a3,a4,a5) = a1 cos[a2(xi−a3)]exp[−a4(xi−a5)2] (5.13)
Ou` a1 = A est l’amplitude, a2 = 2piν est la pulsation, a3 = τp le temps de phase, a4 = 1/2σ2 ou` σ est
la largeur de l’enveloppe a mi hauteur de la fonction de Gabor et a5 = τg le temps de groupe.
Ayant des donne´es empiriques yi (pour i = 1...N), on de´finit :
dβi = yi− f (xi;a1,a2,a3,a4,a5) (5.14)
Qu’on peut e´crire sous forme line´aire pour les diffe´rents dai qui doivent re´duire l’e´cart dβi a` ze´ro.
dβi =
N
∑
j=1
∂ f
∂a j
da j
∣∣∣
xi,a
(5.15)
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Avec une estimation de nos parame`tres de de´part a = (a1,a2,a3,a4,a5), on e´crit alors :
dβi = αi jdai (5.16)
Ou` α est une matrice 5×N :
αi j =

∂ f
∂a1
∣∣∣
x1,a
∂ f
∂a2
∣∣∣
x1,a
. . . ∂ f∂a5
∣∣∣
x1,a
∂ f
∂a1
∣∣∣
x2,a
∂ f
∂a2
∣∣∣
x2,a
. . . ∂ f∂a5
∣∣∣
x2,a
.
.
.
.
.
.
.
.
.
.
.
.
∂ f
∂a1
∣∣∣
xN ,a
∂ f
∂a2
∣∣∣
xN ,a
. . . ∂ f∂a5
∣∣∣
xN ,a

Et sous forme matricielle :
dβi = αda (5.17)
Ou dβ et da sont des vecteurs a` 5 dimensions. En multipliant des deux coˆte´s par la matrice transpose´e
de α, on trouve :
Ada = B (5.18)
Ou` A = αT α et B = αT dβ. Suite a` cela`, il ne nous reste qu’a` re´soudre le syste`me en usant des
me´thodes habituelles (Gauss, Gauss-Jordan, etc.), en ite´rant a` chaque fois jusqu’a` l’annulation de dβ (la
me´thode ite´rative utilise´e ici celle ”Levenberg-Marquardt” (sous Matlab)).
Les temps de groupe τg correspondent aux maxima des fonctions de corre´lations. C’est d’ailleurs
graˆce a` ces maxima la` qu’on arrive a` situer les autres parame`tres de la fonction de Gabor tels que τp
qui est ge´ne´ralement au voisinage de τg (τp > τg d’une a` trois minutes (voir Fig.(5.30))), A qui se si-
tue a` proximite´ de l’ordonne´e de τg, 2piν = ω est la fre´quence du signal correspondant aux oscillations
pre´dominantes (les oscillations de 5 min),et enfin la largeur de la gaussienne a` mi-hauteur qui est pro-
portionnelle au maxima par un certain facteur bien de´termine´ (1/2σ2 ∝ τg).
FIG. 5.30 – Courbes temps-distance obtenues par S.Kholikov et son e´quipe pour 12 jours de corre´lation, pour
∆ = 5◦ a` 40◦. Le temps de phase τp est suppose´ eˆtre apre`s le maximum de l’enveloppe du signal (le temps de
groupe τg), i.e. τg est toujours inferieur a` τp [56].
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Et ainsi nous obtenons les re´sultats suivants :
FIG. 5.31 – Pour ∆ = 5◦ : a` gauche pour la journe´e active, on obtient τp = 44,7645min et a` droite pour la moins
active, on obtient τp = 44,6672min. En cercle le signal empirique, en rouge l’approximation the´orique et en bleu
l’enveloppe de l’approximation,
et
FIG. 5.32 – Pour ∆ = 10◦ : a` gauche pour la journe´e active, on obtient τp = 57,1124min et a` droite pour la moins
active, on obtient τp = 57,2492min. En cercle le signal empirique, en rouge l’approximation the´orique et en bleu
l’enveloppe de l’approximation.
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Avec :
FIG. 5.33 – Exemple d’un signal corre´le´ entie`rement ; signal de la ligne re´fe´rence (195) de la carte CCF 2001
pour ∆ = 10◦,
et
FIG. 5.34 – Exemple d’un signal corre´le´ entie`rement ; signal de la ligne re´fe´rence (195) de la carte CCF 2004
pour ∆ = 5◦.
5.8 Temps de parcours a` partir de la CCF via la fonction de Gabor 84
Temps (min) Journe´e active (01/09/01) Journe´e moins active (10/01/04)
∆ = 5◦ ∆ = 10◦ ∆ = 5◦ ∆ = 10◦
τp1(min) -44.8773 -57.1735 -44.7053 -57.2956
τg1(min) -42.5000 -55.5000 -41.6827 -55.5000
τp2(min) 44.7645 57.1124 44.6672 57.2492
τg2(min) 42.5000 55.5000 41.5000 55.5000
δτ(sec) 06.7682 03.6654 02.2870 02.7841
τmean(min) 44.8209 57.1429 44.6862 57.2724
TAB. 5.1 – Tableau repre´sentant le temps de phase τp1 pour l’onde sortante et τp2 pour l’onde entrante,
les temps de groupe τg1 et τg2 pour l’onde sortante et entrante respectivement ainsi que la diffe´rence des
temps de phase δτ et la moyenne des temps τmean.
Et si on trace τmean et mean{τg} en fonction de ∆, pour la latitude 195 pixel, pour les deux journe´es,
on obtient :
FIG. 5.35 – τp et τg en fonction de ∆ = 5◦ a` 10◦, a` gauche pour la journe´e active et a` droite pour la moins active.
D’apre`s D.C. Braun [5], on peut approximer τmean en fonction de ∆ par un polynoˆme logarithmique
du 3 ie`me degre´ (voir Fig.(5.36)) :
lnτmean =
3
∑
n=0
cn(ln∆)n (5.19)
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FIG. 5.36 – Cette figure repre´sente la moyenne des temps de phase τp (en triangles) des ondes (sortantes et en-
trantes) qui sont de´termine´s par la fonction de corre´lation. La ligne continue quant a` elle repre´sente l’approximation
polynomiale des donne´es (e´qua.(5.19)), avec ∆ = 5◦ a` 30◦. Les parame`tres de l’approximation y sont affiche´s [5].
Et on obtient ainsi :
FIG. 5.37 – τp en fonction de ∆ = 5◦ a` 10◦. A gauche pour la journe´e active et a` droite pour la moins active, pour
la latitude 195.
D’apre`s les figures (5.31-5.32) on constate que pour les deux cas ∆ = 5◦ et ∆ = 10◦ les temps de
parcours de la journe´e active (a` droite) sont plus petits que ceux de la journe´e moins active (a` gauche).
Selon les Fig.(5.33-5.34) le temps de parcours τp2 de l’onde entrante a` droite et beaucoup plus petit que
celui de l’onde sortante a` gauche (τp1), ce qui est normal car celle-ci voyage a` contre courant alors que
la premie`re voyage dans le meˆme sens que l’e´coulement. Dans notre cas, l’e´coulement s’effectue de la
gauche vers la droite.
Et d’apre`s le tableau (5.1), on remarque que τmean(∆ = 5◦) < τmean(∆ = 10◦), que |τp1,g1| > τp2,g2,
et que τp,g;1,2(∆ = 5◦) < τp,g;1,2(∆ = 10◦) ce qui est normal , car les ondes mettent moins de temps pour
traverser une distance de 5◦ que celle de 10◦.
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Apre`s calcul des temps de parcours entrants et sortants, pour une position bien spe´cifique (comme
vu pre´ce´demment), on en tire le temps moyen de parcours et les diffe´rences de temps de parcours pour
cette position :
δτ+−mean(−→r ,∆) =
τ+ + τ−
2
, δτ+−di f f (−→r ,∆) = τ+− τ−. (5.20)
Ou` τ+ et τ− indiquent les temps de parcours entrant et sortant, δτ+−mean et δτ+−di f f sont les temps utilise´s
dans les inversions, pour obtenir les variations de la vitesse du son, ainsi que celle des e´coulements
des fluides a` l’inte´rieur solaire. Si on change la position du point central (pc = ∆/2) et on re´pe`te la
proce´dure, cite´e ci-dessus, alors δτmean et δτdi f f peuvent eˆtre mesure´s par ce nouveau point. Ainsi, on
peut se´lectionner chaque pixel a` l’inte´rieur de la re´gion qui nous inte´resse afin de calculer les temps de
parcours correspondants, et obtenir ainsi une carte des temps de parcours.
Pour avoir plus d’informations (plus de mesures) a` introduire dans les inversions, on prend une se´rie
de cercles autour du point central pc, qu’on divise en 4 quarts de cercle (Est, Ouest, Nord, Sud) de 90◦
chacun. On calcule ensuite, pour chaque anneau, la fonction de corre´lation entre le signal au point central
et la moyenne des signaux des quarts de cercle (Est-Centre, Ouest-Centre, Nord-Centre, Sud-Centre) et
on en tire les diffe´rences de temps de parcours δτdi f f en combinant les re´sultats (Est-Centre : τec, Ouest-
Centre : τoc) et (Nord-Centre : τnc, Sud-Centre : τsc), obtenant : δτnsdi f f = τnc− τsc & δτeodi f f = τec− τoc.
Il est clair que δτnsdi f f est plus sensible aux vitesses (Nord-Sud) et δτeodi f f aux vitesses (Est-Ouest).
Les cartes δτeodi f f , δτnsdi f f et δτ+−di f f sont combine´es puis inverse´es, afin d’obtenir des informations sur
les e´coulements des flux sub-surfaciques.
Alors que les δτoimean sont inverse´s pour obtenir des informations sur les variations des vitesses du son
a` l’inte´rieur du soleil.
Une bonne combinaison des cercles peut couvrir jusqu’a` 20 voir 30 Mm du fond solaire, car plus le
rayon du cercle est large, mieux on sonde le fond solaire (dans notre the`se et pour faire simple, on ne
calcule que les δτoidi f f , qu’on va tout simplement appeler δτ, et δτmean juste τmean).
Nous obtenons ainsi les re´sultats suivants :
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FIG. 5.38 – Figures repre´sentant les diffe´rences de temps δτ pour toutes latitudes pour ∆ = 5◦ en haut et 10◦ en
bas, pour la journe´e active a` droite et la journe´e moins active a` gauche.
FIG. 5.39 – Figures repre´sentant les temps moyens τmean pour toutes les latitudes pour ∆ = 5◦ en haut et 10◦ en
bas, pour la journe´e active a` droite et la journe´e moins active a` gauche.
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Temps (min) Journe´e active (01/09/01) Journe´e moins active (10/01/04)
∆ = 5◦ ∆ = 10◦ ∆ = 5◦ ∆ = 10◦
mean{δτ}(sec) -00.4118 -04.2919 05.3017 00.3504
mean{τmean}(min) 44.3119 56.8108 44.3103 56.8414
TAB. 5.2 – Tableau repre´sentant la moyenne des diffe´rences des temps de parcours mean{δτ} ainsi que
la moyenne des temps moyens de parcours mean{τmean} des 390 latitudes e´tudie´es.
Les pics des deux premie`res latitudes de la joure´e active des figures δτ et τmean sont dus aux manque
de donne´es corre´le´es au bord (Au dela` de 75.5◦ nord), tel que le montrent les figures suivantes :
FIG. 5.40 – Signal corre´le´ entie`rement ; de la latitude 1 (75.9◦ nord -voir Fig.(5.23)-) de la carte CCF 2001 pour
∆ = 5◦.
FIG. 5.41 – Signal corre´le´ entie`rement ; de la latitude 2 (75.9◦ nord -voir Fig.(5.23)-) de la carte CCF 2001 pour
∆ = 5◦.
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Si on affiche maintenant les re´sultats de δτ et τmean de la journe´e active sans les deux premie`res lati-
tudes contenant des pics (i.e. de 3 a` 390 pixels), on obtient :
FIG. 5.42 – Figures repre´sentant δτ a` droite et τmean a` gauche pour toutes les latitudes a` part les deux premie`res
pour ∆ = 5◦ de la journe´e active, ou` ici mean{δτ}=−01.3298 sec et mean{τmean}= 44.3118 min.
Les figures de δτ -Fig.(5.38)- nous montrent des re´sultats qui oscillent en moyenne autour de ±60
sec, ces re´sultats contiennent de pre´cieux renseignements sur la vitesse des e´coulements (voir section
(4.2.6)) qui circulent dans chaque latitude traite´e, et qui ne peuvent eˆtre re´ve´le´s qu’apre`s inversion.
Les figures de τmean -Fig.(5.39)- nous montrent des re´sultats en forme de demi cercle ; demi cercle
cause´ par la rotation du soleil, qui diffe`re d’une latitude a` une autre (la pe´riode du soleil a` l’e´quateur
est de 27 jours, alors qu’aux poˆles, elle est de 36 jours) , ce qui entraıˆne une influence diffe´rente sur la
moyenne des temps de parcours des ondes pour chaque latitude. La re´gion corre´le´e e´tant situe´e entre
75.94◦ Nord (latitude 1 pix) et 59.31◦ Sud (latitude 390 pix) -voir Fig.(5.23)-, nos re´sultats -Fig.(5.39)-
sont en parfaite concordance avec la zone de latitude traite´e.
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Les re´sultats de τmean et δτ pour toutes les latitudes et pour ∆ = 5◦ a` 10◦ nous donnent des cartes
appele´es : cartes temporelles de parcours ”travel map” :
Pour la journe´e active :
FIG. 5.43 – Figures repre´sentant les cartes de parcours δτ (en seconde) a` droite et τmean (en minute) a`
gauche pour toutes les latitudes pour ∆ = 5◦ a` 10◦ de la journe´e active, en haut, et leur repre´sentation 3D
en bas.
5.9 Constructions des cartes a` partir des temps de parcours 91
Et pour la journe´e moins active :
FIG. 5.44 – Figures repre´sentant δτ (en seconde) a` droite et τmean (en minute) a` gauche pour toutes les
latitudes de ∆ = 5◦ a` 10◦ pour la journe´e moins active, en haut, et leur repre´sentation 3D en bas.
Re´sumons la moyenne de δτ et τmean des deux journe´es e´tudie´es dans la tableau suivant :
Temps (min) Journe´e active (01/09/01) Journe´e moins active (10/01/04)
mean{δτ}(sec) 00.2710 00.6331
mean{τmean}(min) 51.0168 51.0382
TAB. 5.3 – Tableau repre´sentant la moyenne des diffe´rences des temps de parcours mean{δτ} ainsi que
la moyenne des temps moyens de parcours mean{τmean} des cartes de parcours pre´ce´dentes.
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On remarque sur les figures (5.44), qu’a` part les pics qui apparaissent dans les 15 a` 25 premie`res la-
titudes entre 8◦ et 9.5◦ des deux journe´es et pour des raisons pre´ce´demment cite´es, notre approximation
est a` 99.99% fiable ; pour 22 donne´es mal approxime´es sur 390× 26 = 10140 pour la journe´e active et
18 donne´es mal approxime´es sur les 10140 pour la journe´e moins active. Nous remarquons bien qu’il y
a moins d’erreurs pour la journe´e 04/01/10 que pour la journe´e 01/09/01, cela s’explique par le fait que
le rendement des donne´es exploitables de la premie`re est bien supe´rieur a` la dernie`re (voir section 5.3).
Voici a` quoi ressemblent nos dernie`res cartes temporelles sans les premie`res latitudes comportant des
pics, pour la journe´e active :
FIG. 5.45 – Figures repre´sentant les cartes de parcours δτ a` droite et τmean a` gauche pour toutes les
latitudes a` part les 23 premie`res pour ∆ = 5◦ a` 10◦ de la journe´e active, en haut, et leur repre´sentation 3D
en bas.
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Pour la journe´e moins active :
FIG. 5.46 – Figures repre´sentant δτ a` droite et τmean a` gauche pour toutes les latitudes a` part les 16
premie`res de ∆ = 5◦ a` 10◦ pour la journe´e moins active, en haut, et leur repre´sentation 3D en bas.
Re´sumons la` aussi la moyenne de δτ et τmean des deux journe´es e´tudie´es dans la tableau suivant :
Temps (min) Journe´e active (01/09/01) Journe´e moins active (10/01/04)
mean{δτ}(sec) 00.1476 00.5231
mean{τmean}(min) 51.0999 51.0929
TAB. 5.4 – Tableau repre´sentant la moyenne des diffe´rences des temps de parcours mean{δτ} ainsi que
la moyenne des temps moyens de parcours mean{τmean} des cartes de parcours pre´ce´dentes.
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Les trace´s de la moyenne de toutes les latitudes (de 1 a` 390 pixels) de τmean et de mean{τg} en
fonction de ∆ = 5◦ a` 10◦, pour les deux journe´es, sont comme suit :
FIG. 5.47 – τp et τg en fonction de ∆ = 5◦ a` 10◦, a` gauche pour la journe´e active et a` droite pour la moins active.
Les re´sultats que nous avons obtenus dans la figure (5.47) sont comparables aux re´sultats obtenus par
les autres chercheurs -voir Fig.(5.30)-.
L’approximation de la moyenne de toutes les latitudes (de 1 a` 390 pixels) de τmean en fonction de
∆ = 5◦ a` 10◦ par un poˆlynome du 3 ie`me degre´, des deux journe´es est comme suit :
FIG. 5.48 – τp en fonction de ∆ = 5◦ a` 10◦, a` gauche pour la journe´e active et a` droite pour la moins active, pour
la moyenne de toutes les latitudes.
Les re´sultats obtenus dans la figure (5.48) sont aussi comparables aux re´sultats obtenus par les autres
chercheurs -voir Fig.(5.36)-.
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5.10 Discussion des re´sultats
Les pics dus aux erreurs d’approximation des donne´es corre´le´es, pre´ce´demment, peuvent eˆtre cor-
rige´s par le biais d’une corre´lation plus vaste ; plus il y a de donne´es a` corre´ler, moins d’erreurs il y aura.
La preuve en est que : la journe´e moins active, dont le rendement de donne´es exploitables est de 95%,
contient moins d’erreurs que la journe´e active qui, elle n’en contient que 78%. Pour un taux d’erreurs
quasi similaire, la moyenne des temps moyens de parcours des ondes (mean{τmean}) de la journe´e active,
et du fait de l’augmentation de la tempe´rature, serait toujours infe´rieure a` celle de la journe´e moins ac-
tive, comme on peut le constater sur les figures (5.43-5.44) ainsi que sur le tableau (5.3). Ce qui prouve
que l’activite´ solaire a son influence sur les temps de parcours des ondes.
Les figures illustrant les cartes de parcours de δτ -Fig.(5.43-5.46)-, nous montrent des re´sultats qui
varient de manie`re stochastique de −60 a` +60 secondes en moyenne, mais dont la moyenne est qua-
siment nulle -voir le tableau (5.3-5.4)-. Le mean{δτ} qui tend vers ze´ro, n’obe´it en fait, qu’a` la loi de
conservation de masse -voir e´qua.(3.1)-.
En Fig.(5.49) nous pre´sentons quelques re´sultats de δτ obtenus par d’autres chercheurs par rapport a`
la longitude :
FIG. 5.49 – δτ en fonction de la longitude. Re´sultat obtenu par S.Kholikov : chercheur au re´seau GONG [27].
On remarque bien que nos re´sultats -voir Fig.(5.38)- sont de meˆme forme que les leurs, mais d’ordre
moindre car le fait que la rotation du soleil soit transversale (de l’ouest vers l’est), les e´coulements
latitudinaux se trouvent plus affecte´s que les longitudinaux, et cela ne fait que se re´percuter sur les δτ.
Les figures illustrant les cartes de parcours de τmean -Fig.(5.43-5.46)-, nous montrent des re´sultats
qui varient de 43 a` 58 minutes selon ∆. La projection de ces derniers, dans le plan ”τmean-Latitude” est
sous forme de demi cercles -voir Fig(5.39)-. Quant a` leur projection dans le plan ”τmean−∆”, elle nous
donne une courbe qui peut eˆtre approxime´e par un polynoˆme du 3 ie`me degre´ -voir Fig(5.48)-.
δτ et τmean, et tel que vu dans la section (4.3.4), sont de´tenteurs de pre´cieuses informations sur les
vitesses d’e´coulements et les vitesses du son respectivement. Notons que parmi tous les articles et the`ses
rencontre´s au cours de notre e´tude, nous n’avons croise´ aucun papier qui traite et illustre des figures de
δτ et τmean. Ces dernie`res sont tre`s difficiles a` interpre´ter sous cette forme, les papiers e´tudie´s montrent
tous les re´sultats apre´s ”inversion”, qui eux par contre, sont tre`s simples a` interpre´ter physiquement.
Chapitre 6
Inversion
Le but ultime de la technique temps-distance e´tant d’obtenir certains parame`tres internes du Soleil,
et maintenant que nous avons pu -dans le pre´ce´dent chapitre- retrouver les re´sultats interme´diaires (les
temps de parcours), nous pouvons aise´ment via ”inversion” de la formule du principe de Fermat (voir
chapitre 4), remonter aux parame`tres internes solaires.
Ce chapitre est re´srve´ a` l’inversion et a` tout le travail qui doit eˆtre effectue´ the´oriquement afin d’y
parvenir.
6.1 Solution du proble`me inverse
Une fois les diffe´rences de temps de parcours calcule´es en fonction de la distance de parcours ∆ et de
la latitude λ, il ne nous reste plus qu’a` calculer la vitesse d’e´coulement sub surfacique U . Ce processus
est un peu plus complique´ qu’il en a l’air a` premie`re vue, et sa solution exige une bonne maıˆtrise des
proble`mes inverses, la terminologie et le formalisme de ce sujet sont brie`vement de´crits ici.
6.2 ´Equation inte´grale
L’e´quation (4.154) relie la vitesse horizontale du plasma solaire U a` la diffe´rence mesure´e particulie`re
du temps δτ sous les hypothe`ses de l’approximation d’onde. L’objet est alors de´termine´ par la fonction
U(r,λ) qui est le meilleur ajustement des mesures. Une approche naı¨ve serait de discre´tiser le proble`me
et puis de trouver le mode`le de ” la meilleure approximation” U au sens des moindres carre´s. Dans ce qui
suit, nous de´crivons le proce´de´ avec plus de de´tail, ou` nous expliquons pourquoi celui-ci doit e´chouer,
et puis nous de´crivons l’utilisation de la re´gularisation afin d’obtenir une solution plus stable et plus
raisonnable.
6.3 Me´thode des moindres carre´s re´gularise´e
6.3.1 Discre´tisation du proble`me
Pour convertir l’e´quation (4.154) en e´quation matricielle qui peut eˆtre re´solue nume´riquement, il est
d’abord ne´cessaire de mode´liser (discre´tiser) la re´gion 3D de la propagation d’onde par une grille. La
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plus simple approche est de cre´er une grille e´quidistante dans le rayon et dans la latitude. Supposons
qu’il y a M1 points dans la grille de latitude et M2 points dans la grille radiale ou` M = M1M2. Ces M
vitesses mode`les peuvent eˆtre conside´re´es comme formant le vecteur U . Pour une mesure particulie`re δτi
ou` l’indice i de´note les coordonne´es (λ,δ) qui de´terminent le chemin d’onde. Le rapport entre le mode`le
et les donne´es peut eˆtre exprime´ comme suit [41] :
δτi =
M
∑
j=1
Ki jU j (6.1)
Ou` le ”Kernel” de sensibilite´ Ki j, est de´finie par (voir exemple de calcul des kernels (chapitre (6.5))) :
Ki j = 2
∫
i
vgh
vgrc2s
dr j (6.2)
Ou` l’inte´grale se fait le long de l’e´le´ment particulier du chemin d’onde de´termine´ par i se trouvant
en dessous de la cellule j de la grille. En d’autres termes la vitesse U est suppose´e eˆtre constante pour
chaque cellule de la grille. Le choix de l’espacement (la discre´tisation) de la grille est intimement lie´ a` la
question de la re´solution de la solution qui est discute´e dans la section (6.3.4). Cependant la coordonne´e
radiale me´rite une attention spe´ciale. Le choix le plus simple est de faire une grille qui soit e´quidistante
dans le rayon comme c’est le cas pour la latitude. Cependant des re´sultats d’inversion ont prouve´ que ceci
offrait une vue le´ge`rement fallacieuse de la re´solution des re´gions profondes de la zone de convection. Le
meilleur choix est de cre´er une grille qui a un espacement e´gal dans ”l’onde acoustique” de´fini comme
suit :
rτ =
∫ r
0
dr′
cs
(6.3)
Dans ce cas-ci les points de grille sont e´quidistants dans le temps de parcours, supposant une propa-
gation d’ondes radiales et ignorant la dispersion.
Puisque chaque mesure δτi est re´ellement la moyenne d’un grand nombre de corre´lations, le kernel
n’est pas construit re´ellement pour un chemin d’onde simple mais pour la moyenne ponde´re´e de tous les
chemins d’onde, ceux qui ont contribue´ a` la moyenne. Le poids pour chaque chemin d’onde est propor-
tionnel au nombre de paires de Pixel utilise´es (pour celles qui ont exactement la meˆme distance), latitude
et direction. Une fois le proble`me discre´tise´, l’e´quation (6.1) peut eˆtre ramene´e a` la forme matricielle :
KU = z (6.4)
Ou` les N e´le´ments du vecteur z sont zi = δτi. Le vecteur U a M composantes de vitesses et chaque
range´e de la matrice K(N×M) est le parame`tre de sensibilite´ avec des composantes donne´es par l’e´quation
(6.2). Si nous de´finissons deux nouvelles quantite´s A et B :
Bi = zi/σi, i = (1, ,N) (6.5)
Ai j = Ki j/σi, j = (1, ,M) (6.6)
Nous devons trouver la solution ˆU qui minimise :
χ2 = |AU−B|2 (6.7)
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Ceci est e´quivalent a` re´soudre un ensemble d’e´quations line´aires (Press et al (1992) [67]).
AT AU = AT B (6.8)
Dans la pratique cependant ceci ne nous donnera pas une re´ponse utile de uˆ sur toutes les re´ponses
possibles a` donner. Le proble`me ici ; est que l’ope´rateur K est un ope´rateur inte´gral, il fera en sorte de
lisser la re´ponse des donne´es au mode`le. Ce ”lissage externe” de l’information ne peut pas eˆtre re´cupe´re´
en re´solvant l’ensemble des e´quations line´aires (6.8). En outre puisque l’ope´rateur K est un ope´rateur
lissant, l’ope´rateur inverse (s’il existe) fonctionnant sur les mesures bruyantes rend la solution instable.
Et finalement le proble`me peut eˆtre inde´termine´. Nous pouvons essayer de re´soudre le proble`me pour plus
de parame`tres mode`les qu’il n’y a de mesures, mais ceci est strictement impossible mathe´matiquement
parlant, mais cela peut eˆtre accompli si connaissance d’a` priori il y a, qui peuvent eˆtre employe´es pour
choisir la solution approprie´e a` partir de l’ensemble des solutions possibles donne´es par les mesures.
6.3.2 Re´gularisation
Une approche simple, tre`s utile a` ce proble`me, consiste a` ajouter une contrainte additionnelle qui rend
la solution choisie ”lisse” d’une certaine manie`re ; par exemple plutoˆt que de minimiser χ2 seulement,
nous pouvons essayer de trouver la solution ˆU qui minimise la quantite´ [41] :
|AU−B|2 + γUT HU (6.9)
Ou` le deuxie`me terme repre´sente une sorte d’ope´ration de lissage. Par exemple quatre formes sont
employe´es pour la matrice H :
UT H0U ⇒
∫ ∫
‖u‖2rdrdθ (6.10)
UT H1U ⇒
∫ ∫
‖∇u‖2rdrdθ (6.11)
UT HU/rU ⇒
∫ ∫
‖∇u
r
‖2rdrdθ (6.12)
UT HΓU ⇒
∫ ∫
‖ ∇u
r cosλ‖
2rdrdθ (6.13)
Ou` les ope´rations de la matrice du coˆte´ gauche sont des approximations discre`tes des inte´grales du
coˆte´ droit. La matrice choisie H s’appelle l’ope´rateur de re´gularisation, et l’ajout de cet ope´rateur au
proble`me contraint la solution a` eˆtre lisse dans un certain sens. Minimiser la quantite´ (6.9) e´quivaut a`
re´soudre l’ensemble des e´quations line´aires :
(AT A + γH)U = AT B (6.14)
La solution U = ˆU de´pend e´videmment non seulement des donne´es z, des erreurs σ et du mode`le
K mais e´galement de l’arrangement de la re´gularisation choisi (choix de H). L’influence relatif de la
re´gularisation est commande´e par le parame`tre libre γ dans l’e´quation (6.14) qui s’appelle le parame`tre
de re´gularisation.
6.3 Me´thode des moindres carre´s re´gularise´e 99
6.3.3 Parame`tre de re´gularisation
Quand γ est grand l’influence de H est grande compare´e a` l’influence du mode`le A et la solution ob-
tenue, bien que tre`s lisse, ne sera probablement pas un bon ajustement aux donne´es. D’autre part, quand
γ est petit, l’influence du terme de re´gularisation est relativement petit aussi. En ge´ne´ral, les solutions
mode`les ˆU sont habituellement calcule´es pour une gamme de diffe´rentes valeurs de γ et le ”meilleur”
mode`le est alors choisi parmi l’ensemble des solutions. Aux deux extre´mite´s, il est facile d’e´liminer les
solutions obtenues, mais la de´termination de la ”meilleure” solution est souvent une question de grand
savoir faire.
L’un des moyens existant, nous permettant de voir l’effet du parame`tre de re´gularisation afin de
de´terminer le meilleur γ, est de tracer les magnitudes des deux parame`tres de l’e´quation (6.9) (χ2 et
UT HU), voir la Fig.(6.1) qui est connue sous le nom de ”courbe L ”. Le parame`tre de re´gularisation croit
de droite a` gauche avec l’accroissement du lissage de la solution. Le point d’inflexion de la courbe L est
la solution optimale pour ce choix particulier de re´gularisation ; c’est la solution la plus lisse possible
avec une petite valeur de χ2. Si les erreurs σ dans les mesures sont fiables, alors on peut espe´rer que le
point d’inflexion de la courbe L soit localise´ a` cote´ de la solution χ2 = N le nombre de mesures.
FIG. 6.1 – Cette courbe L montrant la relation entre la ”douceur” et la ”qualite´ de l’ajustement” des solutions
d’une inversion pour des vitesses de rotation (courbe obtenue par Giles 1999 [29]). La ligne discontinue marque le
point ou` χ2 (voir l’e´qua.(6.7)) est e´gal au nombre de mesures. L’axe horizontal repre´sente la de´viation de la douceur
parfaite avec UT HU e´tant mathe´matiquement de´crit par l’e´quation (6.13). Le point identifie´ par×marque le point
d’inflexion de la courbe ; la solution optimale qui de´signe la meilleure valeur de γ a` prendre pour l’inversion.
6.3.4 Moyenne spatiale des Kernels
Une autre manie`re d’e´tudier l’influence de γ est d’examiner l’effet entre la stabilite´ et la re´solution
de la solution d’inversion. Pour cela de´finissons la matrice D comme suit :
D = AT A + γH (6.15)
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Nous pouvons exprimer la solution ˆU de l’e´quation (6.14) comme :
ˆU = D−1(AT B) (6.16)
Remplac¸ons B par l’e´quation (6.8) :
ˆU = D−1AT AU (6.17)
L’e´quation (6.17) prouve que chaque parame`tre de la solution mode`le ˆU peut eˆtre exprime´ comme
combinaison des parame`tres de la ”vraie” vitesse U . Pour cette raison, chaque range´e M×M de la
matrice D−1AT A s’appelle un kernel moyenne´ de la solution. Pour le proble`me particulier, qu’on e´tudie
en exemple ici, est que chaque e´le´ment du vecteur U correspond a` une latitude et un rayon particulier ;
ainsi le kernel donne une repre´sentation de la re´solution spatiale de la solution.
6.3.5 Erreurs d’analyse
Comme dans le cas de toutes les techniques usuelles des moindres carre´s les incertitudes dans les pa-
rame`tres de mode`le sont de´termine´es par les caracte´ristiques des kernels K. Dans les deux cas des formats
standard et re´gularise´, l’information d’erreur est contenue dans la matrice de covariance de la solution.
Cependant, dans le cas des moindres carre´s re´gularise´s, la formulation est le´ge`rement complique´e. La
variance dans la vitesse mode`le ˆU j est de´finie par :
σ2( ˆU j) =
N
∑
i=1
σ2i
(∂ ˆU j
∂Zi
)2
(6.18)
Ou` σ2i est la variance de la mesure Zi. En e´crivant l’e´quation (6.16) sous forme indicielle on a :
ˆU j =
M
∑
k=1
[d jk]−1
N
∑
i=1
ZiKki
σ2i
(6.19)
De sorte que :
∂ ˆU j
∂Zl
=
M
∑
k=1
[d jk]−1
Kkl
σ2l
(6.20)
On a repre´sente´ les e´le´ments D−1 symboliquement comme [di j]−1. L’insertion de ce re´sultat dans la
de´finition (6.18) donne :
σ2(U j) =
M
∑
k=1
[d jk]−1
M
∑
k=1
[d jk]−1[AT A]kl (6.21)
Ou sous forme matricielle :
σ2(U j) = [D−1AT A(D−1)] j j (6.22)
On note que dans le cas sans la re´gularisation (γ = 0), la variance se re´duit a` [D−1] j j comme pre´vu.
L’e´quation (6.12) prouve que la propagation d’erreur - la manie`re dont l’incertitude dans les mesures est
transforme´e en incertitude dans les vitesses de´pend non seulement du mode`le mais e´galement du choix
du parame`tre de re´gularisation γ et de l’ope´rateur de re´gularisation H de l’e´quation (6.15).
En fait, une autre manie`re de visualiser l’effet du parame`tre de re´gularisation γ est d’imaginer
l’e´quilibre entre la propagation d’erreur et la re´solution avec une petite re´gularisation. Les kernels moyenne´s
sont bien localise´s mais la solution est tre`s sensible aux erreurs dans les mesures ; quand γ est grand, la
solution est stable en ce qui concerne les erreurs, mais la re´solution est tre`s pauvre.
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6.4 Contraintes additionnelles
La section pre´ce´dente de´crit comment la re´gularisation est employe´e pour choisir la ”bonne” solution
a` partir d’une infinite´ de mode`les qui pourraient eˆtre compatibles avec un ensemble de mesures bruyantes.
Cependant l’utilisation d’un tel me´canisme de choix n’est pas vraiment base´e sur la physique mais sur
quelques ide´es a priori au sujet de ce a` quoi devrait ressembler le champ de vitesse. En plus d’un certain
type de douceur il serait e´galement souhaitable de choisir une solution mode`le ou` le champ de vitesse−→U
satisfait l’e´quation de continuite´, et ceci ce traduit par :
−→∇ .(ρ(r)−→U )) = 0 (6.23)
Malheureusement et comme vu dans la section (4.4) la composante radiale de la circulation me´ridionale
est inde´tectable dans la technique de Temps-Distance de sorte qu’il ne soit pas possible de contraindre le
champ d’e´coulement en appliquant l’e´quation (6.23) a` chaque point de grille. Cependant il n’y a qu’un
cas important ou` la conservation de la masse peut eˆtre applique´e pour trouver une solution. Si on per-
met au mode`le de se prolonger jusqu’au fond de la zone de convection, et si la circulation me´ridionale
(voir Fig.(4.2)) est suppose´e non pe´ne´trante a` l’inte´rieur de la zone radiative. Puis l’e´nergie totale du
fluide coulant du nord doit eˆtre e´gale a` l’e´nergie totale du fluide montant du sud. En fait, il est possible
d’e´noncer la contrainte en termes de forces : ou` pour chaque latitude la quantite´ nette de croisement
de masse doit eˆtre nulle. La me´thode employe´e dans ce travail pour imposer cette condition est une
”me´thode de barrie`re”. L’e´tat de la conservation de masse est sous forme de matrice C qui satisfait [41] :
UTCU =
M1∑
i=1
( M2∑
j=1
ρ jU jidr j
)2
= 0 (6.24)
Ici le vecteur de vitesse U est traite´ symboliquement comme matrice U˜ (M1×M2) a` l’inte´rieur de
la somme ; les indices i et j indiquent respectivement le rayon et la latitude. Une fois que la matrice C
a e´te´ forme´e, la condition UTCU = 0 est satisfaite dans un sens approximatif en re´solvant une version
modifie´e de l’e´quation (6.14) :
(AT A + γH + βC)U = AT B (6.25)
Ainsi la condition que la masse soit conserve´e est traite´e comme e´tat supple´mentaire de la re´gularisation ;
l’advection de la continuite´ parfaite peut eˆtre rendue arbitrairement petite en rendant β arbitrairement
grand.
La solution des proble`mes inverses est un art et une science en soi ; les me´thodes de´crites ici ont
e´te´ employe´es comme un point de de´part. Les me´thodes d’inversion et les approximations utilise´es dans
le mode`le seront conside´rablement ame´liore´es au fur et a` mesure que l’he´liosismologie temps-distance
se de´veloppera. Ainsi peuvent eˆtre obtenues les vitesses des e´coulements en utilisant cette approche
relativement simple.
6.4.1 Re´sultats qu’on peut obtenir
On peut bien suˆr, et comme vu pre´ce´demment, obtenir les cartes des vitesses des e´coulements −→U de
la surface solaire e´tudie´e (voir fig.(6.2)), comme on peut toujours obtenir celles des vitesses 3D du fond
solaire (voir fig.(6.3)) en incluant la partie radiale des temps τdi f f (voir l’e´quation (4.151)).
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On peut aussi, obtenir comme vu the´oriquement (chapitre 4), les vitesses du son, en plus des vitesses
d’Alfven ca en incluant le champ magne´tique (voir l’e´quation(4.150)), a` partir des temps τmean.
FIG. 6.2 – Figures montrant les variations de la vitesse d’e´coulement 2D en surface (a` droite) et a` une surface un
peu plus profonde (a` gauche) [54].
FIG. 6.3 – Figure montrant les variations de la vitesse d’e´coulement sub surfacique autour d’une tache solaire
(SOHO/MDI) [54].
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6.5 Calcul des Kernels
L’interpre´tation des donne´es Temps-Distance peut eˆtre divise´e en un proble`me direct et un proble`me
inverse. Le proble`me direct consiste a` de´terminer le rapport entre les donne´es d’observation (perturba-
tions des temps de parcours δτ) et les proprie´te´s internes solaires (note´es ici qα). Ge´ne´ralement, cette
relation est cherche´e sous la forme d’une e´quation inte´grale line´aire [4], [44] :
δτ = ∑
α
∫
¯
d−→r δqα(~r)Kα(~r) (6.26)
Ou` δqα(−→r ) repre´sente la de´viation dans les proprie´te´s internes solaires d’un mode`le the´orique de
re´fe´rence. L’inidce α se rapporte a` tous les types de perturbations inde´pendantes, tels que la vitesse
du son, des e´coulements, ou le champ magne´tique. L’inte´grale
∫
¯ dr de´signe l’inte´gration spatiale sur
le volume solaire. Les kernels des inte´grales, Kα(−→r ), donnent la sensibilite´ du parcours par rapport aux
perturbations du mode`le solaire. Le proble`me inverse, quant a` lui, consiste a inverser l’e´quation ci-dessus,
i.e. a` estimer δqα, en fonction de la position −→r , des δt observe´s.
6.5.1 Mode`le d’une seule source pour des sensibilite´s de temps de parcours
Dans cette section, on montrera le calcul du temps de parcours des kernels dans l’approximation
d’une source simple. Dans cette approximation, le signal de vitesse d’une source simple est pris comme
procuration pour la fonction de corre´lation entre la ”source” et le ”re´cepteur”. Le point de ”source” (note´
par le symbole −→xs ) est l’endroit sur la surface solaire ou` la source est localise´e et le point ”re´cepteur”
(note´ par le symbole −→xr ) est l’endroit d’ou` le signal source est observe´. Dans cette section le signal
est suppose´ eˆtre une vitesse radiale, qui est une bonne approximation pre`s du centre du disque. Dans
l’approximation de la source simple, la perturbation du temps de parcours est mesure´e a` partir du signal
de vitesse. L’un des choix possibles pour la de´finition de la perturbation du temps de parcours est [4] :
δτ(−→xs ,−→xr ) = argmaxτ
{∫ t1
t0
dt v0(−→xr , t− τ)v(−→xr , t)
}
(6.27)
La fonction argmaxτ{ f (τ)} renvoie la valeur de τ qui maximise la fonction f (τ). Ici v0(−→xr , t) est la
vitesse au re´cepteur dans le plus bas ordre du mode`le solaire, et v(−→xr , t) est la vitesse perturbe´e a` −→xr . La
source d’onde est situe´e a` −→xs . Dans l’e´quation (6.27), dτ(−→xs ,−→xr ) de´pend de −→xs car v(−→xr , t) et v0(−→xr , t)
sont des signaux de vitesse duˆs a` la source a` −→xs . L’intervalle du temps [t0, t1] devrait eˆtre choisi afin
d’isoler la partie particulie`re de la vitesse du signal d’inte´reˆt, par exemple la partie du premier rebond.
De l’e´quation (6.27), nous voyons que la perturbation du temps de parcours est le de´calage de temps
entre les signaux perturbe´s et non perturbe´s au re´cepteur, −→xs . Ces de´finitions du temps de parcours, de
”source” et de ”re´cepteur” sont standards dans la litte´rature de ge´ophysique (par exemple Zhao et Jordan,
1998).
6.5.2 De´rivation des sensibilite´s des temps de parcours
Le but de cette section est de calculer comme exemple les kernels du temps de parcours K(−→xs ,−→xr ;−→r )
qui relient une perturbation locale, δcs(−→r ), de la vitesse du son du mode`le solaire, cs(−→r ), a` une pertur-
bation du temps de parcours moyenne´, note´e δτmean(−→xs ,−→xr ), entre les deux localisations −→xs et −→xr sur la
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surface solaire. Les kernels devraient satisfaire alors :
δτmean(−→xs ,−→xr ) =
∫
¯
drK(−→xs ,−→xr ;−→r )δc
2
s (
−→r )
c2s (r)
(6.28)
L’inte´grale
∫
¯ dr signifie l’inte´gration sur le volume entier du soleil. La premie`re e´tape dans la
de´rivation des kernels est de calculer les vitesses radiales v0 et v dans les mode`les solaires perturbe´s
et non perturbe´s, respectivement. Une relation line´aire entre la perturbation des temps de parcours et la
perturbation au mode`le solaire, sous la forme de L’e´quation (6.28), peut eˆtre obtenue par line´arisation de
l’e´quation (6.27). Le reste de cette section accomplit cette taˆche.
6.5.3 ´Equations gouvernantes
L’e´quation type du mouvement (par exemple Gough, 1987 [46]) dans l’approximation de Cowling,
pour le de´placement du champ fluide ξ duˆ a` la source S, est (voir l’e´quation(3.2)) :
(ρδ2t + L)ξ = S (6.29)
Ou` ρ est la densite´ et le L est la partie spatiale de l’ope´rateur d’e´quation d’ondes. Ici la fonction
repre´sente une source monopole impulsive ; ce que nous prenons comme :
S = A
−→∇ δD(−→x −−→xs )δD(t− ts) (6.30)
Ou` −→xs est la localisation de la source, ts est la pe´riode de l’impulsion, A l’amplitude de la source, δD
est la fonction delta de Dirac, et
−→∇ est le gradient selon −→x .
Afin d’appliquer l’approximation, nous devons diviser le proble`me en une partie non perturbe´e (in-
dice´e par 0) et une autre partie corrige´e de premier ordre (pre´ce´de´e par un δ). En ge´ne´ral, nous acceptons
que la perturbation au temps de parcours de´pende des perturbations de la densite´ et de la vitesse de son,
et comme dans le cas de l’he´liosismologie globale, les deux kernels sont ne´cessaires afin d’effectuer des
inversions. Dans ce travail, afin de montrer l’approche ge´ne´rale, nous calculons seulement la sensibilite´
des temps de parcours des perturbations de la vitesse du son a` une densite´ fixe. Le proble`me peut eˆtre
alors e´crit ainsi :
(ρδ2t + L0 + δL)(ξ0 + δξ) = A−→∇ δD(x−−→xs )δD(t− ts) (6.31)
Les ope´rateurs non perturbe´s et perturbe´s L0 et δL sont :
L0ξ =−→∇
[
δc2ρ−→∇ .−→ξ −ξr dP0dr
]
−−→g0
−→∇ .(ρ0
−→ξ ) (6.32)
δLξ =−→∇ [δc2ρ−→∇ .−→ξ ] (6.33)
Ou` c0 est la vitesse du son adiabatique, −→g0 est l’acce´le´ration de la gravite´ (qui est une fonction de la
profondeur), P0 est la pression de gaz, et δc la perturbation de la vitesse du son, qui est en ge´ne´ral non
sphe´rique. La composante radiale de
−→ξ est note´e par ξr.
Le plus bas ordre du proble`me est :
(ρδ2t + L0)
−→ξ0 = A−→∇ δD(x− x0)δD(t− ts) (6.34)
Et le proble`me au premier ordre est :
(ρδ2t + L0)δ
−→ξ =−L−→ξ0 (6.35)
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6.5.4 Solution du proble`me au plus bas ordre
Pour le cas sphe´riquement syme´trique, les fonctions propres et les valeurs propres de l’ope´rateur
(ρδ2t + L0) sont bien connues (par exemple Gough, 1987 [46]). Nous employons la convention standard
en notant l’ordre radial par n, le degre´ angulaire par ` et l’ordre azimutal par m. Pour la normalisation
des fonctions propres, nous choisissons :∫
¯
d−→r ρ0(r)
−→ξ n`m(−→r ).−→ξ n`m(−→r ) = 1 (6.36)
Pour la convenance de la notation, suivant l’approche de Dahlen & Tromp (1998) [23], nous repre´sentons
des fonctions propres non perturbe´es en termes de vecteurs re´els d’harmoniques sphe´riques−→P `m, et−→B `m
−→ξ n`m(r,θ,φ) =−→ξ n`r (r)−→P `m(θ,φ)+
−→ξ n`h (r)−→B `m(θ,φ) (6.37)
Ou` ξn`r et ξn`h sont les composantes radiales et horizontales du vecteur de´placement. Les vecteurs
des harmoniques sphe´riques peuvent eˆtre e´crits en termes d’harmoniques sphe´riques re´els (scalaires),
Y`m(θ >,φ) : −→P `m(θ,φ) = r̂Y`m(θ,φ) (6.38)
−→B `m(θ,φ) =− 1√
`(`+ 1)
−→∇hY`m(θ,φ) (6.39)
Ou` ∇h est le gradient horizontal sur la sphe`re d’unite´. La solution du proble`me d’ordre ze´ro est alors
obtenue comme la somme des fonctions propres. Pour la composante radiale de la vitesse d’oscillation,
a` xl au temps t duˆe a` une source au temps ts = 0 et a` x0, nous obtenons alors :
v0(∆, t) =−A
∞
∑
n=0
∞
∑`
=0
2`+ 1
4pi
Dn`(R¯)ξn`r (R¯)P` (cos∆)Hea(t)cos(ωn`t) (6.40)
Ou` nous avons suppose´ que les points de source et d’observation xs et xr sont sur la surface solaire,
que le de´placement du champ est nul a` t = 0 et que la surface solaire est libre. La distance circulaire entre
xs et xr est note´e par ∆. Les P` sont les polynoˆmes de Legendre, Hea la fonction Heaviside et que :
Dn` =
dξn`r
dr +
1
r
[2ξn`r −
√
`(`+ 1)ξn`h ] (6.41)
Qui de´coule de la divergence des fonctions propres. Notons que le signal de la vitesse d’ordre ze´ro
de´pend seulement de la grande distance circulaire entre xs et xr et du temps t.
6.5.5 Premie`re approximation
Rappelons que le proble`me au premier ordre est :
(ρδ2t + L)δ
−→ξ =−δL−→ξ0 (6.42)
Avec
−→ξ0 la solution du proble`me non perturbe´. L’ope´rateur du coˆte´ gauche de l’e´quation est le meˆme
que pour le proble`me d’ordre ze´ro et nous pouvons re´soudre ainsi le premier ordre du proble`me exacte-
ment de la meˆme fac¸on que nous avons fait pour proble`me non perturbe´.
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La solution au premier ordre pour la vitesse radiale est alors :
v(−→xs ,−→xr , t) = A
∫
¯
d−→r ρ0(r)δc2(−→r )Hea(t)
×
∞
∑
n,n′=0
∞
∑
n,n′=0
Sn`(−→xs ,−→r )Rn′`′(−→xr ,−→r )cos(ωn`t)− cos(ωn
′`′t)
ω2n′`′−ω2n`
(6.43)
Ou` :
Sn`(−→xs ,−→r ) = 2`+ 14pi D
n`(R¯)Dn`(r)P` (cos∆1) (6.44)
Rn`(−→xr ,−→r ) = 2`+ 14pi ξ
n`
r (R¯)D
n`(r)P` (cos∆2) (6.45)
La grande distance circulaire entre −→xs (−→xr ) et −→r est de´signe´e par ∆1 (∆2).
6.5.6 Les Kernels
Maintenant que nous avons la solution du cas non perturbe´, la solution de la premie`re approximation
que nous avons obtenue v0 et v0 +δv respectivement, nous pouvons calculer le temps de retard entre eux.
La line´arisation de la de´pendance de δτ sur δv dans l’e´quation (6.27), avec la supposition que la feneˆtre
[t0, tl] de temps isole un rebond particulier dans la corre´lation, donne :
δτ = 1
N(∆)
∫ t1
t0
dtv(t)δv˙0(t)δ (6.46)
Avec :
N(∆) =
∫ t1
t0
dtv¨0(∆, t)v0(∆, t) (6.47)
En remplac¸ant l’e´quation(6.43) dans l’e´quation(6.46) nous obtenons :
δτ = A
N(∆)
∫
¯
d−→r ρ0(r)δc2s (−→r )
δc2s (−→r )
c2s (r)
×
∞
∑
n,n′=0
∞
∑
n,n′=0
Sn`(−→xs ,−→r )Rn′`′(−→xr ,−→r )
∫ t1
t0
dtv˙0(∆, t)
cos(ωn`t)− cos(ωn′`′t)
ω2n′`′−ω2n`
(6.48)
Il est commode d’obtenir des kernels, pour la perturbation du carre´ de la vitesse du son, qui satisfont
l’e´quation (6.28). De l’e´quation (6.48) nous pouvons voir cela` :
−→K (−→xs ,−→xr ,−→r ) = AN(∆)
∫
¯
d−→r ρ0(r)δc2s (−→r )
×
∞
∑
n,n′=0
∞
∑
n,n′=0
Sn`(−→xs ,−→r )Rn′`′(−→xr ,−→r )
∫ t1
t0
dtv˙0(∆, t)
cos(ωn`t)− cos(ωn′`′t)
ω2n′`′−ω2n`
(6.49)
Cette e´quation peut eˆtre simplifie´e en introduisant les indices p = (n, `) et q = (n′, `′) et en de´finissant
la matrice :
G(−→xs ,−→xr ) = AN(∆)
∫ t1
t0
dtv˙0(∆, t)
cos(ωpt)− cos(ωqt)
ω2q−ω2p
(6.50)
Notons que N ∝ A2 et v0 ∝ A de sorte que la matrice G ne de´pende pas de l’amplitude de la source
A. Avec les de´finitions ci-dessus le kernel peut eˆtre alors e´crit comme suit :
−→K (−→xs ,−→xr ,−→r ) =−ρ0(r)c20(r)
−→S T (−→xs ,−→r )−→G (−→xs ,−→xr )−→R (−→xr ,−→r ) (6.51)
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Ou` l’indice supe´rieur T de´signe la transpose´e.
Notons que les kernels K(−→xs ,−→xr ;−→r ) ne sont cependant pas syme´triques a` l’e´change de la source
et du re´cepteur ;−→xs et −→xr . L’asyme´trie est un re´sultat du mode`le d’une source simple, dans laquelle les
modes ont une grande divergence a` la source et sont pour la plupart excite´s et les modes qui ont les plus
grandes vitesses radiales sur la surface contribuent plus fortement au signal observe´. En re´alite´ les temps
de parcours sont de´termine´s a` partir de la fonction de covariance. Le rapport exact entre le mode`le d’une
simple source et le mode`le physique de la source distribue´e n’est pas encore e´tabli. Pour des discussions
du proble`me voir (Rickett & Claerbout [68], 2000 ;Kosovichev et al, 2000 [58]. Par conse´quent, afin
d’obtenir la syme´trie de´sire´e, nous remplac¸ons simplement la divergence et le de´placement vertical sur
la surface solaire qui apparaissent dans les vecteurs −→s et −→r par la racine carre´e d’une certaine fonction
Fn`. La racine carre´e est employe´e de sorte que la vitesse a` l’ordre ze´ro soit :
v0(∆, t) =−A
∞
∑
n=0
∞
∑`
=0
2`+ 1
4pi
Fn`(R¯)P` (cos∆)Hea(t)cos(ωn`t) (6.52)
La fonction Fn` est l’amplitude avec laquelle chaque mode contribue au signal de vitesse a` l’ordre
ze´ro et est ainsi relie´e au filtrage qui en cours d’application aux donne´es de fabrication des mesures
temps-distance (Kosovichev & Duvall, 1997). Dans de l’e´quation pour v0, la fonction de Heaviside e´tant
e´limine´e, qui est davantage une justification pour la substitution de√ f n` pour la divergence de la vitesse
radiale a` la surface de soleil.
Nous remplac¸ons les vecteurs −→S et −→R avec un vecteur −→H , qui est de´fini ainsi :
−→H n`(
−→
r′ ,−→r ) = 2`+ 1
4pi
√
Fn`Dn`(r)P` (cos∆′) (6.53)
Ou` ∆′ est la grande distance circulaire entre
−→
r′ et −→r . En termes de −→H les kernels de sensibilite´ du
temps de parcours dans la premie`re approximation sont :
−→K (−→xs ,−→xr ,−→r ) =−ρ0(r)c20(r)
−→H T (−→xs ,−→r )−→G (−→xs ,−→xr )−→H (−→xr ,−→r ) (6.54)
Nous avons maintenant des kernels de sensibilite´ des temps de parcours, pour la vitesse du son,
dans l’approximation d’une simple source. Ce re´sultat a e´te´ obtenu apre`s une franche application de
l’approximation et du a` la line´arisation de la de´finition du temps de parcours. L’argument physique
essentiel e´tait que la vitesse d’une source simple se comporte comme la fonction de corre´lation de temps-
distance.
Chapitre 7
Discussion et perspectives
Dans cette the`se, nous avons e´tudie´ les temps de parcours d’ondes parcourant un milieu solaire pour
deux diffe´rents cycles d’activite´. Pour re´aliser ce travail, nous avons tout d’abord e´tudie´ les principes et
the´ories de la technique he´liosismique locale ”Temps-Distance”, tout en incluant une description phy-
sique actualise´e ; technique que nous avons essaye´e par la suite d’appliquer a` des donne´es he´liosismiques
traite´es ; images Doppler ”Dopplerograms” du re´seau GONG, et ce dans la perspective de remonter via
”inversion” aux proprie´te´s internes du milieu traverse´. Ces dernie`res nous apprennent beaucoup sur la
dynamique et la structure du milieu ; nous permettant ainsi d’en apprendre plus sur les phe´nome`nes
locaux et leurs processus, tels que : les taches solaires, les e´coulements sub-surfaciques a` diffe´rentes
latitudes et les zones d’e´jections de masses, auxquels l’he´liosismologie globale ne peut re´pondre de
manie`re de´taille´e. Dans ce qui suit, nous re´capitulons, sous forme de conclusions, les re´sultats majeurs
obtenus au chapitre 5, tout en les comparant a` la the´orie e´tudie´e pre´ce´demment (chapitres 3 et 4). Nous
terminons enfin par e´noncer les perspectives et pre´senter les autres applications possibles de la technique
he´liosismique e´tudie´e.
7.1 Conclusions
De notre e´tude des temps de parcours des ondes he´liosismiques, il ressort plusieurs constatations,
notamment :
– En abordant l’aspect technique de la me´thode he´liosismique locale dans le chapitre 5, on a utilise´
des images Doppler de deux journe´es diffe´rentes correspondant a` des pe´riodes diffe´rentes de l’ac-
tivite´ solaire (voir Fig.(5.5) ). Les images e´tant sous forme de cube de donne´es ”data cube”, elles
nous ont permis :
1. De tirer et d’observer ”les fameuses” oscillations de 5 min (voir Fig.(5.7)), ou` l’on remarque
d’ailleurs que l’amplitude de la transforme´e de Fourier du signal de la journe´e active est plus
importante de celle qui l’est moins.
2. Une fois traite´es (”remapping”, ”tracking”), d’aboutir via une FFT 3D aux ”ring diagrams”
ainsi qu’aux diagrammes ”k− ν” (voir Fig.(5.14-5.18)), qui illustrent assez bien les modes
d’oscillations observe´s du Soleil.
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Ces re´sultats e´tant satisfaisants compare´s a` ceux obtenus par d’autres chercheurs, ils nous per-
mettent d’attester la fiabilite´ des deux se´ries d’images utilise´es.
– Une fois nos deux cubes de donne´es traite´s et filtre´s, nous avons applique´ sur ces derniers la the´orie
pre´ce´demment e´tudie´e (chapitre 4), ou` nous avons corre´le´ diffe´rentes mesures de points a` la surface
solaire, pour diffe´rentes distances angulaires et pour diffe´rentes latitudes, dans un sens temporel
puis dans l’autre, reliant ainsi les temps de parcours des ondes voyageant dans le sens du courant
et a` contre courant aux distances parcourues, ainsi qu’on peut le constater sur ”les diagrammes
temps-distance” (Fig.(5.26-5.28)). Ces derniers y ont la meˆme allure i.e. pour les deux cycles
d’activite´, cela indique que quelleque soit la pe´riode d’activite´ solaire, le type de propagation des
ondes reste le meˆme. Sans oublier que, plus nous corre´lerons de donne´es, meilleurs seront les
re´sultats obtenus.
– Les re´sultats corre´le´s obtenus, et comme souligne´ dans le chapitre 4, peuvent eˆtre approxime´s
par fonction d’onde Gaussienne non line´aire a` cinq parame`tres (fonction Gabor). L’un des plus
importants parame`tres de cette dernie`re n’est autre que le temps de phase ”temps re´el de par-
cours des ondes”, qui nous permet d’aboutir a` la diffe´rence et moyenne des temps de parcours des
ondes voyageant contre et dans le sens du courant δτ et τmean. Ces derniers renferment de pre´cieux
renseignements sur l’inte´rieur du Soleil, ou` le premier (δτ) nous renseigne sur la dynamique so-
laire via la vitesse des e´coulements du milieu parcouru et le second (τmean) nous informe sur la
structure interne du Soleil via la vitesse du son dans le milieu traverse´. En comparaison avec les
re´sultats obtenus par d’autres chercheurs, nos re´sultats sont juge´s satisfaisants, et ce pour les deux
journe´es. La moyenne des δτ des latitudes traite´es e´tant presque nulle de´montre que l’hypothe`se
de la conservation de masse est respecte´e. Des τmean (voir Fig.(5.39)) nous pouvons avoir une ide´e
sur la rotation du soleil a` diffe´rentes latitudes. De plus, nous avons pu de´duire que, pour un meˆme
nombre de donne´es traite´es, et pour un meˆme taux de donne´es exploitables, le mean{τmean} d’une
pe´riode active doit toujours eˆtre infe´rieur a` celui de la pe´riode moins active (voir section (5.10)).
Pour de plus fines conclusions sur les re´gions traite´es, et afin de remonter aux proprie´te´s dynamiques
et physiques du milieu, on n’a d’autre choix, que d’inverser nos re´sultats de δτ et τmean obtenus. Le
chapitre 6 illustre brie`vement de quelle manie`re y parvenir dans le cas des proprie´te´s dynamiques, via
δτ par la me´thode des moindres carre´s et en se basant principalement sur des a` priori. Cette e´tude a e´te´
faite the´oriquement, car faute de temps, l’inversion des re´sultats a` elle seule peut faire l’objet d’un sujet
de doctorat.
7.2 Perspectives
La technique he´liosisimique ”Temps-Distance”, comme on peut le constater, fait appel a` plusieurs
disciplines et spe´cialite´s telles que les mathe´matiques, l’informatique, l’astronomie et la physique. Ses
applications a` l’he´liosismologie, ainsi que les outils ne´cessaires a` leur re´alisation sont, par conse´quent,
varie´s et multiples :
– Les principales the´ories de l’he´liosismologie ”temps-distance” traite´es dans le chapitre 4 se basent
surtout, et comme on a pu le constater, sur certaines approximations et hypothe`ses, sans les quelles
on se retrouverait avec de longues et complexes e´quations. Ne´anmoins, une e´tude the´orique plus
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pousse´e, incluant directement l’effet de l’advection et du champ magne´tique et amenant a` une
relation de dispersion solaire plus comple`te, peut faire l’objet de futurs travaux.
– Afin de mieux maıˆtriser tous les tenants et aboutissants de notre e´tude, il serait souhaitable de
re´aliser nous meˆme les programmes de traitement des donne´es brutes, entre autres, ”le remapping”,
”le tracking” et le filtrage ; un meilleur filtrage, par exemple, tel qu’il a e´te´ propose´ par Giles en
1999 [41], peut eˆtre e´labore´ et applique´. Les programmes de filtrage et de ”tracking”,a` pre´sent,
sont relativement simples a` re´aliser, compare´s a` celui du ”remapping”.
Le programme nous permettant d’obtenir le diagramme ”k−ν” et le ”ring diagram”, quant a` lui,
peut faire l’objet de quelques ame´liorations. En effet, une augmentation de la re´solution spatiale
et temporelle nous aide a` obtenir des re´sultats proches de ceux obtenus par le re´seau GONG (voir
Fig.(5.19)) par exemple.
Le programme mettant en œuvre la corre´lation peut eˆtre aussi modifie´ ou e´labore´ pour des dis-
tances angulaires ∆ plus larges, obtenant ainsi de larges diagrammes ”temps-distance” (voir Fig.(5.29)).
Comme on peut aussi adopter ce meˆme programme afin d’e´tudier la sensibilite´ des temps de par-
cours a` la longitude, ou tout bonnement, faire des corre´lations circulaires autour d’un point central,
ne privile´giant de ce fait aucune direction de propagation.
– De futurs travaux peuvent porter sur l’inversion des temps de parcours, en peaufinant la tech-
nique illustre´e dans le chapitre 6 (technique des moindres carre´s), ou en utilisant une autre (”the
multi-channel deconvolution” [54]), ou bien encore en comparant les deux, ce qui a e´te´ fait tout
re´cemment par Junwei Zhao en 2004 lors de sa the`se de doctorat [54]. L’e´tude des ”Kernels” est
tout aussi riche, elle peut eˆtre l’objet de futures investigations, obtenant de ce fait, notre propre
tabulation des ”kernels”. L’e´tude seule de ces derniers a e´te´ l’objet des the`ses de doctorat de A.C.
Birch en 2002 [4] et de L. Gizon en 2003 [44]. L’inversion des donne´es qui nous permet de re-
trouver les vitesses d’Alfven via le mode`le qui tient en compte des effets du champ magne´tique
(voir section (4.3)) est tre`s fastidieuse. Les chercheurs qui concentrent tous leurs efforts la` dessus
arrivent a` certains re´sultats via certains a` priori tre`s spe´cifiques.
– Comme on peut le constater, la technique he´liosismique locale ”temps-distances” est tre`s riche et
peut eˆtre utilise´e afin de de´voiler plusieurs aspects du soleil :
1. De τmean ,par exemple et tel que vu pre´ce´demment, on peut remonter par inversion aux vi-
tesses du son a` diffe´rentes profondeurs au soleil, collectant ainsi plusieurs informations sur
la physique solaire, telles que : la composition chimique, la densite´ et la tempe´rature du mi-
lieu traverse´. Comme on peut aussi, en conside´rant le mode`le incluant les effets des champs
magne´tiques, tracer les cartes des flux magne´tiques en surface et en profondeur.
2. De δτ et en remontant aux vitesses d’e´coulement en surface et en profondeur, on peut
de´duire : l’aspect des e´coulements autour et dans les taches solaires, la rotation des diffe´rentes
couches du Soleil a` diffe´rentes profondeurs, la circulation des flux dans la zone convec-
tive, ainsi que l’aspect des super granules a` la surface du Soleil, rien qu’en observant les
e´coulements qui y re`gnent.
– Comme on peut aussi utiliser cette technique pour observer les variations du diame`tre solaire via
la me´thode ”temps-distance” a` multi rebonds. Cette technique est actuellement en cours d’e´tude
et d’utilisation par A. Serebryanskiy, chercheur au re´seau GONG.
Annexe A
Rappels
A.1 Vitesse de groupe et vitesse de phase
FIG. A.1 – ON PEUT D ´EFINIR DEUX VITESSES pour une impulsion quelconque de longueur d’onde finie.
La vitesse de phase est celle de la propagation des oscillations de l’onde proprement dite. La vitesse de groupe
est celle de la propagation de l’enveloppe de l’impulsion, que l’on peut mesurer a` partir du de´placement de son
maximum.
A.2 Advection
On appelle advection tout mouvement horizontal d’un fluide.
A.3 La Corre´lation
La fonction de corre´lation ou bien la CCF (the cross correlation function) peut eˆtre de´finie comme
e´tant la moyenne de tous les e´tats a` l’e´quilibre entre deux positions spatio-temporelles A(−→r , t) et A(−→r ′, t ′)
de la grandeur A, avec la position spatiale ici en coordonne´es sphe´riques :
c˜(−→r , t,−→r ′, t ′) =
∫ +∞
0
A(
−→
r′ , t ′)A∗(−→r , t)dt (A.1)
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Avec A∗ le complexe conjugue´ de A.
c˜(−→r , t,−→r ′, t ′) est appele´ spectre de puissance ou bien densite´ spectrale de A(−→r , t).
Avec : t ′ = t + ∆t, et
−→
r′ =−→r + ∆−→r .
On de´finit aussi la fonction d’auto corre´lation, (the auto-correlation function) comme la moyenne de
tous les e´tats a` l’e´quilibre entre deux positions spatiales A(−→r , t) et A(−→r ′, t) de la grandeur A :
c(−→r ,−→r′ , t) =
∫ +∞
0
A(
−→
r′ , t)A∗(−→r , t)dt (A.2)
A.3.1 The´ore`me de Weinner-Khintchine :
Ce the´ore`me stipule que le spectre de puissance et la fonction dauto-corre´lation sont simplement
relie´s par la transforme´e de Fourier.
En effet, et en supposant que notre grandeur A(−→r , t) de´coule de la transforme´e de Fourier d’une autre
grandeur a(−→r ,ω) :
A(−→r , t) = 1
2pi
∫ +∞
−∞
a(−→r ,ω)expiωt dω & a(−→r ,ω) =
∫ +∞
0
A(−→r , t)exp−iωt dt (A.3)
Le the´ore`me dit que :
c˜(
−→
r′ , t ′,−→r , t) = 1
2pi
∫ +∞
−∞
a(
−→
r′ ,ω)a∗(−→r ,ω)expiωτ dω (A.4)
Et cela` veut juste dire que la corre´lation dans le domaine du temps est e´quivalente a` la corre´lation de
la tarnsformation inverse de Fourier dans le domaine des phases :
c˜(
−→
r′ , t ′,−→r , t) =
∫ +∞
0
A(
−→
r′ , t ′)A∗(−→r , t)dt = 1
2pi
∫ +∞
−∞
a(
−→
r′ ,ω)a∗(−→r ,ω)expiωτ dω (A.5)
Et ce the´ore`me nous sera d’une grande utilite´ dans cette the`se.
A.4 Transforme´e de Fourier
A.4.1 De´finition mathe´matique
Pour une fonction temporelle a` valeurs complexes f (t) on peut associer par la transforme´e de Fourier
une fonction F(ν) a` valeurs complexes, que l’on appelle spectre de f (t)et qui contient le poids de chacune
des fre´quences ν dans la fonction initiale.
F(ν) =
∫
∞
−∞
f (t)e−2ipiνtdt (A.6)
Bien que les deux fonctions soient toutes les deux de meˆme nature, de´finies de R dans C, il est
de coutume en physique de les noter avec des variables diffe´rentes pour noter la nature diffe´rente des
quantite´s code´es (ici temps et fre´quences) qui sont appele´es re´ciproques l’une de l’autre.
Sur cette transforme´e s’applique : la line´arite´, l’inversibilite´, l’e´galite´ de Perseval, la de´rive´e ainsi
que le the´ore`me de la convolution.
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A.4.2 Transforme´e de Fourier nume´rique
Toutes les conside´rations du paragraphe pre´ce´dant concernent des fonctions mathe´matiques conti-
nues de R dans C. Bien e´videmment, la transforme´e de Fourier telle qu’elle est utilise´e dans un ordinateur
posse`de une de´finition nume´rique diffe´rente de celle de l’e´quation (A.6).
La transforme´e de Fourier nume´rique (Digital Fourier Transform (DFT) en anglais) posse`de la
de´finition suivante : pour la se´rie (de n donne´es) X j, transforme´e de la se´rie xk on a :
X j =
1
n
n−1
∑
k=0
xkω
− jk
n (A.7)
Ou` ωn est la racine complexe nie`me de l’unite´ : ωn = exp(2ipin ).
La DFT posse`de des proprie´te´s tout a` fait e´quivalentes a` la transforme´e de Fourier pre´sente´e plus
haut. En particulier :
– C’est une ope´ration line´aire, et a` ce titre, peut se repre´senter sous forme matricielle, l’e´le´ment de
la matrice de la DFT e´tant ω− jkn .
– La matrice est carre´e, les vecteurs X j et xk sont de meˆme longeur.
– C’est une ope´ration inversible, la matrice inverse a pour e´le´ments ω jkn .
A.4.3 La FFT
L’ope´ration de la DFT, telle qu’elle est pre´sente´e dans l’e´quation (A.7) demande n ope´rations pour
calculer la valeur d’un des points du spectre, le temps de calcul complet du spectre doit donc prendre
l’ordre de n2, c’est a` dire un temps rapidement prohibitif (abusif) pour les n grands. Par chance, il existe
un algorithme extreˆmement astucieux (l’algorithme du papillon) qui permet de re´duire l’ordre du temps
de calcul a` n log(n), c’est a` dire un temps beaucoup plus court. L’imple´mentation de cet algorithme ce
fait dans la DFT rapide (Fast Fourier Transform : FFT en anglais). Cependant l’algorithme du papillon
ne´cessite que le nombre de points de la se´rie des donne´es soit e´gal a` une puissance de 2.
A.4.4 La FT a` N dimensions
Quand on fait une expe´rience de 2D ou de 3D, il faut bien suˆr appliquer une transforme´e de Fourier
a` 2 ou 3dimensions.
Mathe´matiquement, la transforme´e de Fourier se ge´ne´ralise tre`s naturellement aux fonctions de plu-
sieurs variables de RN dans C (ici, un exemple en 3D) :
F(ν1,ν2,ν3) =
∫ ∫ ∫
R3
f (t1, t2, t3)e−2ipi(ν1t1+ν2t2+ν3t3)dt1dt2dt3 (A.8)
Et s’exprime tout naturellement nume´riquement :
Xi jk =
1
q
1
p
1
n
n−1
∑
l1=0
p−1
∑
l2=0
q−1
∑
l3=0
xl3l2l1ω
−kl1
n ω
− jl2
p ω
−il3
q (A.9)
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A.5 Remarques importantes
– La loi de Duvall (e´qua.(3.60)) et la formule du principe de Fermat (e´qua.(4.107)) de´coulent toutes
deux du de´veloppement de l’e´quation (3.50), par la me´thode WKB [25].
– Les programmes auxquels j’ai contribue´ dans cette the`se (sur matlab), de`s l’obtention des donne´es
(dopplerogrammes) en fe´vrier 2005, sont :
1. le programme du diagramme k−ν et du ”ring diagram” (Fig.(5.14-5.18)).
2. Le programme des approximations des parame`tres de la fonction de Gabor qui nous permet
de retrouver le temps de parcours des ondes (Fig.(5.31-5.34) et Fig.(5.38-5.46)).
3. Le diagramme temps-distance (voir Fig.(5.26-28)).
4. Le programme des cartes de puissance ”power maps” (voir Fig.(5.12) et Fig.(5.22)).
5. Le programme qui nous permet de retrouver les oscillations de 5 min directement des images
Doppler (voir Fig.(5.7)).
6. Ainsi que quelques essais de programmations sur le tracking, et le calcul de la CCF, avant
l’obtention des deux programmes ; remapping-tracking et filtrage-calcul de la CCF, qui ont
e´te´ fournis par le re´seau GONG en mars 2005.
– L’approximation des donne´es de τmean de la latitude 195 pixel -voir Fig.(5.37)-, et de mean{τmean}
de toutes les latitudes -voir Fig.(5.48)-, pour ∆ = 5◦ a` 10◦, par un polynoˆme d’ordre 3, a e´te´ faite
via le logiciel ” Origin ”.
– Les donne´es peuvent eˆtre aussi traite´es par le logiciel IRAF/GRASP sous linux, ce qui a e´te´ fait,
mais cela n’a he´las pas abouti a` des re´sultats concluants.
– Cette the`se a e´te´ entie`rement re´dige´e par Latex, logiciel qui peut eˆtre utilise´ ou bien sous windows
via winedit, ou bien directement sous linux.
Annexe B
Re´seau GONG
Le but de conception du re´seau e´tant l’acquisition de donne´es presque ininterrompues, pendant trois
ans au minimum, Quinze emplacements diffe´rents repre´sentant les six ont e´te´ examine´s avec de petits
moniteurs automatiques solaires. Les emplacements qui constituent le re´seau GONG sont :
FIG. B.1 – Le re´seau GONG a` travers le monde [40].
1. L’Observatoire solaire de Big Bear : (BBSO) qui est situe´ sur une petite ıˆle pre`s du rivage du nord
du lac bigbear dans les montagnes de San Bernardino en Californie me´ridionale, a` 120 kilome`tres
de Los Angeles Est-Nord-est.
2. L’Observatoire solaire de Learmonth : (LSO) qui est situe´ a` une altitude de 10 m sur le rivage
occidental du Golf d’Exmouth sur le cap occidental du nord de l’Australie.
3. L’Observatoire solaire d’Udaipur : (USO) qui est situe´ a` une altitude de 750 m dans une re´gion
de montagne semi-aride de l’Inde occidentale, a` mi-chemin entre Delhi et Bombay.
4. L’Observatorio del Teide : Cet emplacement d’Instituto Astrofisica de Canarias (IAC) est situe´
pre`s d’Izan¨a a` une altitude de 2398m sur l’ıˆle de Tenerife, dans les ıˆles Canaries.
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5. L’Observatoire de Cerro Tololo Interamerican : est situe´ a` environ 500 kilome`tres au nord de
Santiago (Chili) a` environ 70 kilome`tres a` l’est de La Serena, a` une altitude de 2200 me`tres.
6. L’Observatoire de Mauna Loa : (MLSO) qui est situe´ a` une altitude de 3353m sur un gisement
de lave sur le flanc nord-ouest du Mauna Loa sur l’ıˆle d’Hawaı¨.
Le rendement mesure´ du re´seau lors de l’enqueˆte d’emplacement du re´seau, e´tait supe´rieur a` 93%.
Les donne´es courantes et re´elles sont autour de 87%. C’est moins que le rendement d’enqueˆte d’em-
placement, parce que des crite`res plus rigoureux on e´te´ employe´s pour un meilleur e´chantillonage des
donne´es, en plus des visites semi annuelles d’entretien pre´ventif de chaque site qui re´duisent le rende-
ment des instruments pendant environ dix jours par visite.
Il y a actuellement 130 diffe´rents membres de GONG, de 67 e´tablissements diffe´rents et 20 nations,
qui sont organise´s dans des e´quipes de recherche traitant des proble`mes scientifiques spe´cifiques. Elles
sont en activite´ dans la de´finition des possibilite´s du syste`me aussi bien que dans le de´veloppement des
outils pour l’analyse des re´sultats. Les scientifiques participant ont acce`s aux archives des donne´es, aux
logiciels et aux programmes de traitement et d’analyse. Le de´ploiement des instruments de champ a e´te´
accompli au de´but octobre 1995. L’acquisition de donne´es a accompli les trois ans d’ope´rations et ac-
tuellement, le projet compte continuer d’actionner le re´seau pour le reste du cycle solaire.
Le DMAC ( Data Management and Analysis Center) et le DSDS (Data Storage and Distribution
System) du re´seau GONG sont les deux organismes qui sont charge´s de collecter les donne´es, de les
traiter et les distribuer.
Toutes les donne´es du re´seau GONG sont disponibles sur leur site officiel [40], sauf pour les ”merged
data” qui ne sont disponibles que depuis le 12/08/2005 sur le meˆme site.
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