Abstract-
I. INTRODUCTION
S the use of wireless communications expands, more signals are introduced into the environment.
The pervasiveness of these signals results in overcrowding in the spectrum and an increasing number of overlapping signals. Multiple signals overlapping in time and frequency creates cochannel interference. When superimposed signals have approximately the same power, they are generally difficult to demodulate due to the influence of the interfering signal on the decision statistics in the receiver, resulting in inaccurate demodulation. [1] [2] In military applications, the ability to correctly demodulate received signals affects friendly communications capabilities as well as hostile threat assessments. Co-channel signals are often received as signal mixtures, although the nature of the source signals and the mixing process is often unknown. The problem of finding original signals from a mixture of signals is called blind source separation (BSS).
Blind source separation (BSS) is the extraction of underlying source signals from a set of observed signal mixtures, with little or no information as to the nature of those source signals. Blind source separation has a variety of applications, including neural imaging, economic analysis, and signal processing. Independent Component Analysis (ICA) is a method of finding the unknown source signals from signal mixtures, and it is just one of many solutions to the BSS problem. [3] [4] Just as Independent Component Analysis is one of many methods of resolving signal mixtures into their original component source signals, many approaches have been developed to perform ICA. This paper focuses on the "Infomax" algorithm, which finds a number of independent source signals from the same number of signal mixtures by maximizing the joint differential entropy of the signals.
The entropy of a random variable, X , is the expected information obtained when the specific value of the random variable, x , is learned, i.e.,
where the base of the logarithm is arbitrary, but is taken here to be
Euler's number, e , for mathematical convenience [5] . If X is a continuous random variable, entropy is infinite since
This motivates the use of differential entropy, which is defined by replacing Pr{ } X x = in the entropy with the probability density function (pdf),
Infomax is based on the fact that the maximum differential entropy of joint continuous random variables occurs only when the random variables are statistically independent. Therefore, if entropy is maximized, the resulting signals must be independent. If the contributing signals are independent, then these independent signals must be the original source signals.
In this paper, the Infomax algorithm was applied to simple communications signals. The Infomax algorithm proved to be efficient in extracting a two simple communications signals from two signal mixtures. As the number of signals increased, the complexity of the algorithm increased, resulting in longer and less accurate computations. U.S. Government work not protected by U.S. copyright
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In the early 1990's, Principal Component Analysis (PCA) and Projection Pursuit, both similar methods to ICA, were applied to the blind source separation problem. Principal Component Analysis seeks sources that are Gaussian and uncorrelated, rather than the non-Gaussian, independent sources of ICA. As uncorrelatedness is not as strong a property as independence, PCA is not as robust as ICA, but is less computationally challenging. Projection Pursuit seeks one independent component at a time from a set of mixtures by maximizing kurtosis to find the most non-Gaussian signal. This differs from ICA, in that projection pursuit extracts one signal from a mixture of M signals at a time, while ICA extracts all M signals at once. [3] [4] In 1995, A.J. Bell and T.J. Sejnowski developed an "information-maximization approach to blind separation and blind deconvolution," which is now referred to as Infomax [7] . Infomax is a method of finding mutually independent signals by maximizing differential entropy. Infomax yields the same result as another ICA method, Maximum Likelihood Estimation (MLE) [5] [11]. MLE optimizes parameter values to find the best fit of observed data given some model (MLE optimizes W to find the best fit of the extracted signals y to the source signals. [3] [4] [7] Slightly more advanced methods of ICA include complexity pursuit and FastICA. Complexity Pursuit describes a method of ICA that extracts signals with the least complexity, as a mixture of signals will be more complex than any of its source signals [4] . FastICA describes a fixed point algorithm that can be applied (in lieu of gradient ascent) to perform more efficient calculations [3] .
Relatively recent extensions of the ICA model include applications for noisy environments, cases in which there are fewer mixtures than independent components, and circumstances where convolution is incorporated in the creation of the mixtures. Considerations have also been given to nonlinear mixing processes, and situations where the components are Gaussian and have time dependencies. Of particular interest is the application of ICA to telecommunications. Uses of ICA and BSS in code division multiple access (CDMA) have been explored. This thesis focuses mainly on the Infomax and Gradient Ascent methods, and the other methods and extensions of ICA were not pursued. [5] III. ANALYSIS In this section, independent component analysis (ICA) via the infomax algorithm is presented. The mathematics is mostly adapted from Stone [4] .
A. Infomax strategy
Infomax is a method of ICA grounded in information theory which uses the known statistics of the independent source signals to recover them from mixtures by maximizing joint differential entropy. The general strategy of Infomax begins with (2) where the extracted signals y are obtained from signal mixtures x by optimizing an unmixing matrix W . 
The differential entropy is a function of the joint pdf, which includes dependence upon the correlation between the constituent random variables and the marginal probability density functions. 
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Clearly 0 1 a ≤ ≤ , since a is equal to a probability. The pdf of A is, by definition, the derivative of (4) Following the definition in (3), the differential entropy of 
From (2) we see that
1 ln
C. Gradient ascent This result, (7), is in a convenient form because the second and third terms depend upon the unmixing matrix W , while the first term does not. Therefore our objective, to find the unmixing matrix that maximizes the differential entropy in Y , can now be simplified to finding the unmixing matrix W that maximizes the quantity
In [4] and [9] , the gradient of ( ) 
where η is a small positive number. Since the best that a gradient ascent algorithm can do is to find a local maximum of h ∇ , there is no guarantee that this method will find the desired absolute maximum of h ∇ . This was remedied, with acceptable results, by repeating the gradient ascent algorithm many times with different initial unmixing matrices. The repetition was terminated when several repetitions resulted in the same local maximum that was not exceeded.
IV. RESULTS
The algorithm described in section III was implemented for polar non-return to zero (NRZ) signals, also know as baseband binary polar pulse amplitude modulated (PAM) signals. The algorithm was used to separate several NRZ signals from several mixtures where the mixing matrices, signal amplitudes, bit sequences, and relative time shifts were selected randomly.
Because the cdf of a NRZ signal is not differentiable, and because our algorithm requires a twice differentiable cdf (see 
For large σ , this approximates the cdf for NRZ signals well. However, the associated very small values for first and second derivative when the cdf is nearly constant caused our algorithm to yield poor results.
For small σ , the approximation to the cdf was worse, but the signal extraction was more successful. A value of 2 σ = was found to yield good results. The function θ from (11) and its first and second derivatives with 2 σ = are depicted below. When the algorithm was applied to a mixture of two NRZ signals, it succeeded in unmixing the signals in 70% of our trials. A representative example is shown in Figure 2 . In the figure, the source signals, the signal mixtures, and the extracted signals are shown. It is clear from the figures that extracted signal one is approximately the same as source signal two and extracted signal two is approximately the same as source signal one. It should be noted that the algorithm does not preserve the signals' absolute magnitude or sign (but rather normalizes the magnitude in accordance with the assumed cumulative density function (11)), and therefore signal ( ) a t will be extracted as signal The work described in this paper is a work in progress. The authors believe that exploration of other gradient ascent algorithms, revising the analysis and the results to eliminate the clearly false assumption (1) in section III.B, and application to other communications signals (preferably signals with cdfs that are twice differentiable), are avenues most likely to lead to fruitful improvements of this initial application of the Infomax method of Independent Component Analysis to the extraction of communications signals from mixtures.
