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We develop a systematic approach to the linear-noise approximation for stochastic reaction sys-
tems with distributed delays. Unlike most existing work our formalism does not rely on a master
equation, instead it is based upon a dynamical generating functional describing the probability
measure over all possible paths of the dynamics. We derive general expressions for the chemical
Langevin equation for a broad class of non-Markovian systems with distributed delay. Exemplars
of a model of gene regulation with delayed auto-inhibition and a model of epidemic spread with
delayed recovery provide evidence of the applicability of our results.
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Introduction. The theory of discrete Markov pro-
cesses is well established, and has found applica-
tions in a variety of disciplines, including biology,
chemistry, physics, evolutionary dynamics, finance
and the social sciences [1]. The standard mathe-
matical treatment is the chemical master equation
[2]. Exactly soluble problems are an exception, al-
though they include notable examples such as the
voter model [3]. The majority of Markovian systems
can only be analysed using approximative schemes,
such as the van Kampen or the Kramers-Moyal ex-
pansions [2, 4, 5]. Truncating these expansions af-
ter sub-leading order leads to a Gaussian approxi-
mation, the so-called chemical Langevin equation [6].
When linearised about a deterministic trajectory this
is known as the linear-noise approximation (LNA) in
chemistry and biology [4]. The Gaussian approxi-
mation and the LNA provide an important starting
point for further analytical studies and for efficient
simulations [6, 7]. Analytical approaches of this type
have been applied to a wide range of problems [8],
and for many model systems they reflect the current
state of play. Schemes going beyond Gaussian order
are only currently being constructed [9].
The purpose of our work is to develop a compre-
hensive picture of the LNA for interacting-particle
systems with delay. The time evolution of delay
systems depends on the prior path the system has
taken. Existing approaches include Fokker-Planck
equations [10] and time-scale separation [11]. The
system-size expansion to first order has been carried
out in [11, 12] for a model with one fixed delay time.
Recent work [13] has extended these approaches to
systems with distributed delays. These are recog-
nised as more realistic than models with constant de-
lays [14–16], but a comprehensive formalism is still
lacking.
∗Electronic address: tobias.brett@postgrad.manchester.ac.uk
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Most existing work on stochastic delay models is
based on extensions of the master equation for delay
systems. We take a different approach and choose
a generating function description of entire paths of
the dynamics [17]. This formalism is originally due
to Martin, Siggia, Rose, Janssen and De Dominicis
(MSRJD), and it is not to be confused with a gener-
ating function approach to solving master equations.
The MSRJD-formalism removes the need for a master
equation altogether. This provides a new perspective
on stochastic delay systems, and, we think, it allows
one to carry out the LNA more naturally and system-
atically. As a consequence we are able to derive an
explicit Gaussian approximation for a broad class of
delay models, ready to be applied to problems with
delay dynamics in a number of fields.
Generating functional approach to delay systems.
Consider a reaction system with S types of particles,
α = 1, . . . , S. The state of the system is characterised
by n(t) = (n1(t), . . . , nS(t)), where the integer nα(t)
indicates the number of particles of type α at time
t. The dynamics occurs via R possible reactions,
i = 1, . . . , R. The rate with which reaction i fires
is denoted by Ti(n). Each reaction can result in a
change of particle numbers at the time the reaction
is triggered, and at a later time. The latter aspect
reflects the delay interaction. We write vi,α for the
change in the number of particles of type α at the
time a reaction of type i is triggered. Additionally
when a reaction of type i fires at time t a delay time
τ > 0 is drawn from a distribution Ki(·). A further
change of particle numbers occurs at time t+ τ , indi-
cated by the variables wτi,α. This description includes
Markovian processes, one then has wτi,α = 0.
The purpose of expansion methods is to construct
Gaussian stochastic differential equations (SDEs) ap-
proximating the statistics of the reaction dynamics
[2, 4]. These procedures rely on a large parameter,
N , in most cases a scale setting the number of par-
ticles in the system. Time is scaled so that reaction
rates are of order N , Ti(n) = Nri(x), and relative
particle numbers xα = nα/N are introduced. An
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2expansion in negative powers of N then leads to an
effective SDE for x, valid in the limit of large, but
finite N . Equivalent effective SDEs can be obtained
using a theorem due to Kurtz [18]. These techniques,
however, are only applicable for Markovian systems.
The starting point for our generating function ap-
proach is a discretised dynamics. Introducing a time
step ∆ we assume that the number of reactions of
type i firing at time step t and with a delayed effect
precisely τ ∈ N∆ time steps later is a Poissonian ran-
dom variable, kτi,t, with mean Nri[x(t)]Ki(τ)∆
2 (see
Appendices A 3 and B 2) [19]. We will write P(k) for
their joint distribution, suppressing the dependence
on x. The generating function for the discrete-time
process is then given by
Z[ψ] =
∑
k
∫
Dx P(k) exp
(
i∆
∑
t,α
ψα,txα,t
)
×
∏
t,α
δ [xα,t+∆ − xα,t − φα(k)] . (1)
We have here introduced the source term ψ whose
role is to generate the moments of the {xα,t}. The
(re-scaled) total change of the number of particles of
type α at time step t is given by
φα(k) = N
−1∑
i
ki,tvi,α + ∑
τ≥∆
kτi,t−τw
τ
i,α
 , (2)
where ki,t =
∑
τ≥∆ k
τ
i,t. By writing the δ-functions in
Eq. (1) in their exponential representation, perform-
ing the average over the {kτi,t}, keeping only lead-
ing and sub-leading terms in an expansion in powers
of N−1, and subsequently taking the limit ∆ → 0
a continuous-time generating functional is obtained.
These steps are described in detail in Appendix B.
The resulting generating-functional is equivalent to
the Gaussian dynamics
x˙α = Fα(t,x) +N
−1/2ηα, (3)
with 〈ηα(t)ηβ(t′)〉 = Bα,β(t, t′,x), and where
Fα(t,x) =
∑
i
[
ri[x(t)]vi,α +
∫ ∞
0
dτKi(τ)ri[x(t− τ)]wτi,α
]
.
(4)
We set Ki(τ) = 0 for τ < 0, and introduce
Bα,β(t, t
′,x) =
∑
i
{
δ(t− t′)
[
ri[x(t)]vi,αvi,β
+
∫ ∞
0
dτ ri[x(t− τ)]Ki(τ)wτi,αwτi,β
]
+
[
ri[x(t)]Ki(t
′ − t)
×vi,αw(t
′−t)
i,β + ri[x(t
′)]Ki(t− t′)vi,βw(t−t
′)
i,α
]}
. (5)
Eqs. (3, 4, 5) define the chemical Langevin equation
for systems with distributed delay. They are the main
result of our paper and provide general expressions for
the Gaussian approximation of a wide class of delay
systems [20, 21]. These equations allow one to disen-
tangle the contributions of the different reactions to
the noise, and they can be used for efficient numeri-
cal simulations. The gain in computing time can be
significant, see Appendix E for further details. The
result of Eqs. (3, 4, 5) is slightly stronger than the
LNA [2], which can be obtained from a straightfor-
ward linearisation (see Appendix B 4). The resulting
linear dynamics is an important intermediate step for
further analytical investigations. In the following we
will demonstrate the applicability of this approach.
We will use our results to compute the spectra of
noise-induced quasi-cycles [22] in a model of gene reg-
ulation and in a model of epidemic spread, both with
delay interactions.
Application to a model of gene regulation. Delays in
transcription and translation play an important role
in gene regulation. They are considered a potential
mechanism for oscillatory behaviour in somitogenesis,
giving rise to spatially heterogeneous cellular struc-
tures [23, 24]. Models of these processes have tra-
ditionally focused on differential equations, see e.g.
[24]. It is only more recently that intrinsic noise has
been included [11, 25]. This is due to the observation
that particle numbers in gene regulatory systems can
be small, making deterministic approximations inad-
equate [26]. For example noise-driven quasi-cycles go
undetected in deterministic models [22]. Existing the-
oretical analyses are limited to models with constant
delay periods [11, 12], we note recent advances [13].
Our result for systems with distributed delay provides
a systematic theoretical framework, and we apply it
to the simple model of gene regulation described in
[24, 25]. We consider two types of particles, mRNA
molecules, denoted by M , and protein molecules, P .
The stochastic dynamics are given by
M
µM−→ ∅,
P
µP−→ ∅,
M
αP−→ M + P,
∅ g(nP ),K(τ)=⇒ M. (6)
The first two interactions correspond to degrada-
tion of mRNA and protein, respectively, the con-
stant model parameters µM and µP describe their
degradation rates. The third interaction describes
the translation of mRNA into protein. Finally, the
fourth interaction represents the transcription pro-
cess, within the model effectively the production of
mRNA. This process is suppressed by the presence of
protein molecules, as reflected by the Hill function,
g(nP ) = αM
[
1 + [nP /(P0N)]
h
]−1
, where h and P0
are constants. The double arrow indicates a delay
reaction. In this particular model the reaction has
no effect on particle numbers at the time t it is trig-
gered, but only at a later time t + τ , where τ is a
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FIG. 1: (Colour on-line) Power spectra of quasi-cycles in
the gene regulatory model [15, 24, 25] with uniformly dis-
tributed delays over the interval [18.7 − κ/2, 18.7 + κ/2]
minutes. Lines are theoretical predictions within the
LNA, markers from simulations using a modified next-
reaction method [27] and averaged over 700 realisations.
Parameters are αM = αP = 1, µP = µM = 0.03 (all with
units min−1), P0 = 10, h = 4.1, N = 5000.
distributed delay time drawn from K(τ). The reac-
tion rate depends on the number of proteins at the
earlier time, nP (t). Earlier works [12, 25] focus on
the case in which K(·) is a δ-distribution, and ex-
clude distributed delays. Applying our general result
above (see Appendix C for details) we find
x˙M (t) = αM
∫ ∞
0
dτ K(τ)f [xP (t− τ)]
−µMxM (t) +N−1/2ηM (t),
x˙P (t) = αPxM (t)− µPxP (t) +N−1/2ηP (t), (7)
where f [xP (t)] = [1 + (xP (t)/P0)
h]−1, and
〈ηM (t)ηM (t′)〉 =
[
αM
∫ ∞
0
dτ K(τ)f [xP (t− τ)]
+µMxM (t)
]
δ(t− t′),
〈ηP (t)ηP (t′)〉 = [αPxM (t) + µPxP (t)] δ(t− t′),
〈ηM (t)ηP (t′)〉 = 0. (8)
The Gaussian noise components ηM , ηP have no cor-
relations in time, as expected for a dynamics in which
each reaction changes particle numbers only at one
single time. A more complex case will be studied be-
low. In the deterministic limit, N → ∞, Eqs. (7),
are typically found to have a fixed point, (x∗M , x
∗
P ).
A systematic expansion, xM = x
∗
M + N
−1/2ξM , and
similar for xP , then leads to the LNA: a pair of lin-
ear SDEs for the fluctuation variables ξM and ξP .
A straightforward calculation following the lines of
[22] then allows one to compute the power spectra of
noise-induced cycles, PM (ω) =
〈
|ξ˜M (ω)|2
〉
, and simi-
larly for the protein (see Appendix C 2). Results for a
uniform distribution of delay times are shown in Fig.
1 and are confirmed convincingly in numerical sim-
ulations. In the LNA the stationary distribution for
ξM and ξP can be derived as well, see Appendix E for
further results and comparison against simulations.
Application to a model of epidemic spread with
delayed recovery. We consider a variant of
the susceptible-infective-recovered (SIR) model with
birth and death [16]. The model describes a popu-
lation of N individuals, each of which can be in one
of three states, S, I or R. Infection occurs via the
process S + I
β−→ 2I, and the newly infected indi-
vidual may recover (I → R) at a later time, where
the delay is drawn from a distribution H(·). All in-
dividuals are subject to a birth-death process, oc-
curring with rate µ, and in which an individual dies
and is immediately replaced by an individual of type
S. This is a commonly used simplification, ensuring
a constant population size [16]. This setup implies
that a newly infected individual may die and be re-
placed by an individual of type S before its desig-
nated recovery time is reached. This is illustrated
in Fig. 2. Assume an infection occurs at time t.
One may think of the subsequent dynamics as fol-
lows: at the time of infection, a designated time-to-
recovery, τ , is drawn from H(·). At the same time
a designated time-to-removal, s, is drawn from an
exponential distribution, E(s) = µe−µs. There are
then two possible subsequent courses of events: (i)
If τ < s recovery occurs before death, the recovery
process completes at time t+ τ , and the infective in-
dividual is replaced by an individual of type R. The
death event is discarded. The probability for case (i)
to occur is χ =
∫∞
0
dτH(τ)
∫∞
τ
ds E(s). Conditioned
on this sequence of events, i.e. if recovery occurring
before death is a given, the time-to-recovery follows
the distribution K(τ) = χ−1H(τ)
∫∞
τ
ds E(s). Case
(ii) describes the opposite situation, s < τ , occurring
with probability 1−χ. In this case the newly infected
individual dies before the designated time of recovery,
and we have a reaction of type I → S at time t + s.
The conditional time-to-removal, given that case (ii)
is realised, is Q(s) = (1− χ)−1E(s) ∫∞
s
dτ H(τ). We
can summarise the reaction scheme as follows
R
µ−→ S,
S + I
χβ−→ 2I; I K(τ)=⇒ R,
S + I
(1−χ)β−→ 2I; I Q(s)=⇒ S. (9)
The notation for the second reaction channel, occur-
ring with rate T2(n) = βχnSnI/N , indicates that
one particle of type S is converted into an I at
the time the reaction is triggered, and that an in-
dividual of type I is converted to R at a later time
t + τ , where τ is drawn from the distribution K(·).
Similarly, the third reaction channel fires with rate
T3(n) = β(1 − χ)nSnI/N , and results in an event
S + I → 2I at the time the reaction is triggered, and
4b) Individual recoversa)
c) Death occurs before recovery
Discarded
Discarded
FIG. 2: (Colour on-line) Possible sequences of events
when a reaction with delayed recovery is triggered. A
time-to-death, s, and a time-to-recovery, τ , are drawn
from the appropriate distributions (panel a)). Depending
on the outcome recovery or death may occur (panels b)
and c) respectively), the remaining event is discarded.
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FIG. 3: (Colour on-line) Power spectra PI(ω) for the SIR
model with delayed recovery. Lines show results from the
LNA for the staged model (SM), see [16, 28], and for the
delay model (DM). Markers are from simulations (SM for
L = 1 and L = 4, DM for L = ∞), averaged over 800
independent runs. Model parameters are β = 10.56, µ =
4.81 · 10−3, γ = 1. System size is N = 106. Inset: Results
for L = 4 and µ = 4.81 · 10−2.
then in an event of type I → S at a later time t+ s,
where s is drawn from the distribution Q(·).
Applying the general result above we find (with S =
nS/N, I = nI/N),
S˙(t) = −βS(t)I(t) + µ(1− S(t)− I(t))
+β(1− χ)
∫ t
−∞
dt′ Q(t− t′)S(t′)I(t′) +N−1/2ηS(t),
I˙(t) = βS(t)I(t)− β
∫ t
−∞
dt′S(t′)I(t′)
×
[
χK(t− t′) + (1− χ)Q(t− t′)
]
+N−1/2ηI(t). (10)
Unlike in the above model of gene regulation, the
noise is now correlated in time. Expressions for the
correlation matrix are lengthy and reported in Ap-
pendix D.
Recent theoretical work has studied SIR-models in
which individuals progress through a series of L in-
fectious ‘stages’, I1 → I2 → · · · → IL → R, at rate
γL before they recover (or die along the way) [16]. In
our formalism this is equivalent to a model in which
H(·) is a Γ-distribution, H(τ) = (γL)LΓ(L) τL−1e−γLτ .
To make contact with the results of [16] we use Eqs.
(10) to compute the power spectra of noise-driven
quasi-cycles about the fixed point of the determin-
istic limiting dynamics (see Appendix D 2). Results
from the theory and from simulations are shown in
Fig. 3. We find that simulations of the staged model
are less costly than those of the delay model. However
the analytical calculation of the results in Fig. 3 is
more demanding in the staged model, as it involves a
larger number of particle types. For sufficiently small
values of the death rate, µ, there is no noticeable dif-
ference between the predictions of our approach and
the result of [16] (see main panel). This latter re-
sult is based on an expansion in µ and deviates from
simulations when the small-µ approximation is not
justified. Our theory does not rely on such approxi-
mations, and describes simulation results accurately
in such cases (see inset of Fig. 3). The staged model is
limited to Γ-distributed recovery times, whereas our
approach is more general and applies to other delay
kernels suggested in the literature [29]. Additional
results can be found in Appendix D 2.
Conclusions. We have presented a comprehensive ap-
proach to the LNA for stochastic dynamics with dis-
tributed delays. Our calculation is based on a gener-
ating functional, rather than a master equation. We
focus on probabilities to observe entire paths of the
dynamics. This makes the approach suitable for non-
Markovian systems, and we are able to derive gen-
eral expressions for the Gaussian approximation of
a broad class of processes with distributed delays.
The resulting nonlinear chemical Langevin equation
cannot normally be solved analytically, but it can
be used for efficient simulations. Further analyti-
cal progress can be made in the linear-noise approx-
imation. The validity of our results is demonstrated
through the computation of power spectra of noise-
driven cycles in delay models of gene regulation and
of epidemic spread. We expect that the general ex-
pressions we have derived will be of use for studies of
a variety of phenomena in the biological and physical
sciences, and indeed in other areas where individual-
based models with delayed interactions are relevant.
Acknowledgements. TB acknowledges support from
the EPSRC. TG is supported by RCUK (reference
EP/E500048/1).
5Appendix A: System-size expansion without a master equation: Markovian systems
1. General remarks
In this section we describe an alternative method with which to obtain results of the well-established expansion
methods for Markovian systems. These expansions are usually carried out starting from a master equation
describing the underlying stochastic process, and then following the procedure originally first proposed by
van Kampen [4], or alternatively the steps of the Kramers-Moyal expansion [2]. We here choose a different
approach, and use a moment-generating function as the starting point. This technique is originally due to
Martin, Siggia, Rose, Janssen and De Dominicis (MSRJD) [17].
The central object underpinning the generating function approach is the probability measure of possible
dynamical paths of the system, and not the probability of finding the system in a given state at a specific
time. We will first discretise time in steps of duration ∆, and keep ∆ finite while we perform the average
over paths and while we carry out the expansion in the system size at the level of the generating function.
The limits of large N and ∆ → 0 are therefore decoupled, see also [30] for a similar approach in a different
context. It is only at the end that we take the the time step to zero, ∆→ 0. This then results in a generating
functional for a Gaussian process in continuous time, equivalent to the Gaussian dynamics one would have
obtained from a direct Kramers-Moyal expansion of the underlying master equation or from Kurtz’ theorem
[18]. This multiplicative Gaussian process can then be linearised straightforwardly. For Markovian processes
our method reproduces the known results of the linear-noise approximation (LNA).
The generating function approach we take here is related to, but different from the path-integral formalism
introduced by Doi and Peliti [31]. The latter starts from a master equation, which is not required in the
MSRJD-formalism. For Markovian systems the two approaches can be shown to lead to the same results, see
for example [32] for a discussion. We also note that the outcome of van Kampen’s system-size expansion for
Markovian systems can be obtained in the Doi-Peliti formalism [33].
The true strength of the generating function method becomes more transparent when we turn to non-Markovian
delay dynamics. In such cases there is no closed master equation, and so we feel the generating function
approach, which focuses on entire paths of the dynamics, is the most transparent technique to deal with delay
dynamics.
2. A Markovian example - model definitions
We first illustrate the method using a specific example of a Markovian system, defined by the following set of
reactions
∅ 1−→ A,
A+B
a−→ 3B,
B
b−→ ∅. (A1)
This notation indicates that the three reactions occur with rates
T1 = N, T2 = a
nm
N
, T3 = bm. (A2)
We have here written n for the number of particles of type A in the system, and m for the number of B-
particles. The quantity N is a model parameter, and sets the scale of the system size. In a continuous-time
setting reactions occur as exponential processes, the quantity Ti[n(t),m(t)]dt represents the probability for a
reaction of type i to occur in the time interval (t, t+ dt).
3. Discretisation of time and the generating function
In order to define the generating function we will discretise time into time steps of duration ∆. This requires
further qualification of the above reaction rates. We will be looking at a discrete time process, with paths
{nt,mt} = . . . , (nt−∆,mt−∆), (nt,mt), (nt+∆,mt+∆), . . . .
The dynamics of this system is determined by how frequently each of the three reactions above fire. We
will write ki,t for the number of reactions of type i = 1, 2, 3, which occur between time t and time t + ∆.
Consistent with the above reaction rates we will assume that ki,t is a Poissonian random variable with mean
6Ti(nt,mt)∆. This amounts to a discretisation of the above continuous-time exponential process, similar to
what is considered in the context of the algorithm with so-called τ -leaping [34]. We note that, due to the
Poissonian character of the number of reactions that fire, particle numbers, nt,mt, can in principle go negative
with non-zero probability in this discrete setup. We will however take the limit ∆ → 0 at the end of the
calculation. In this limit unphysical negative particle numbers do not occur.
The starting point of our calculation is the Martin-Siggia-Rose-Janssen-De Dominicis (MSRJD) moment-
generating function1 [17], see also [32, 35–37],
Z[ψ,ϕ] =
∑
k
∫
DxDy P(k)
[∏
t
δ
(
xt+∆ − xt − k1,t
N
+
k2,t
N
)
δ
(
yt+∆ − yt − 2k2,t
N
+
k3,t
N
)]
× exp
(
i∆
∑
t
[ψtxt + ϕtyt]
)
. (A3)
We have here introduced the variables xt =
nt
N and yt =
mt
N , and we have written Dx =
∏
t dxt, and similar
for Dy. We discuss the absence of any Jacobian determinants in the generating function below in the context
of the more general model with delay (see Sec. B). It should be noted that t comes in integer multiples of
the time step ∆, i.e. we have t = `∆, where ` = . . . ,−2,−1, 0, 1, 2, . . . . Our notation always implies this
convention, it is important to keep this in mind when it comes to objects such as
∑
t ψtxt, a short-hand for∑
`∈Z ψ`∆x`∆.
The quantity P(k) describes the joint probability distribution of the {ki,t}, we note that the statistics of
ki,t depends on xt and yt. This dependence has been suppressed in our notation. The source terms ψ =
{ψt} and ϕ = {ϕt} finally have been introduced as per normal procedure [17]. Taking derivatives with
respect to these source terms generates moments of the variables {xt} and {yt}, for example one has 〈xt〉 =
(i∆)−1 δZ[ψ,ϕ]δψt
∣∣∣
ψ=ϕ=0
, where 〈· · ·〉 denotes the average over all possible paths of the system,
〈f [x,y]〉 =
∑
k
∫
DxDy P(k)
[∏
t
δ
(
xt+∆ − xt − k1,t
N
+
k2,t
N
)
δ
(
yt+∆ − yt − 2k2,t
N
+
k3,t
N
)]
f [x,y]. (A4)
4. Average over trajectories and system-size expansion
Starting from Eq. (A3) we first write the delta-functions in the integrand in their exponential representation
and obtain
Z[ψ,ϕ] =
∑
k
∫ [∏
t
dxtdx̂t
2pi
dytdŷt
2pi
]
P(k) exp
(
i∆
∑
t
{ψtxt + ϕtyt}
)
× exp
(
i
∑
t
{
x̂t
[
xt+∆ − xt − k1,t
N
+
k2,t
N
]
+ ŷt
[
yt+∆ − yt − 2k2,t
N
+
k3,t
N
]})
. (A5)
Next we collect terms and perform the average over the {ki,t}. The relevant terms are
∑
k
P(k) exp
(
i
N
∑
t
(−k1,tx̂t + k2,t(x̂t − 2ŷt) + k3,tŷt
)
. (A6)
The distribution of {ki,t} factorises iteratively according to P(k) =
∏
i
∏
t Pi,t(ki,t|{kj,t′}t′<t). I.e. in each
realisation the statistics of the {ki,t} at a given time t depend on the random numbers drawn at earlier
times, t′ < t. The individual factors can be written equivalently as Pi,t( · |{kj,t′}t′<t) = Pi,t( · |xt, yt), and are
Poissonian distributions with parameters λi,t = Ti(nt,mt)∆.
1 We will use the term ‘generating function’ for systems in discrete time, and ‘generating functional’ when time is continuous.
7As a specimen and to demonstrate the procedure, we now carry out the averaging over one of the ki,t,
specifically we choose k2,t for a fixed time step t. We have
∑
k2,t
P2,t(k2,t|{kj,t′}t′<t) exp
(
i
x̂t − 2ŷt
N
k2,t
)
=
∑
k2,t
e−λ2,t
λ
k2,t
2,t
k2,t!
exp
(
i
x̂t − 2ŷt
N
k2,t
)
= e−λ2,t
∑
k2,t
[
λ2,te
i
x̂t−2ŷt
N
]k2,t
k2,t!
= exp
(
−λ2,t + λ2,tei
x̂t−2ŷt
N
)
. (A7)
This step is carried out for all reactions i, and it is iterated for all times. We note that the λi,t at a given time
t depend on the particle numbers, nt,mt, at that time. The next step is to expand the above expression in
powers of N−1. We obtain
exp
(
−λ2,t + λ2,tei
x̂t−2ŷt
N
)
= exp
(
iλ2,t
x̂t − 2ŷt
N
− 1
2
λ2,t
(x̂t − 2ŷt)2
N2
+ λ2,t ×O(N−3)
)
. (A8)
Keeping only terms of leading and sub-leading orders we arrive at the following expression for the generating
function
Z[ψ,ϕ] =
∫ [∏
t
dxtdx̂t
2pi
dytdŷt
2pi
]
exp
(
i
∑
t
{x̂t(xt+1 − xt) + ŷt(yt+1 − yt)}
)
exp
(
i∆
∑
t
x̂t(−r1,t + r2,t)
)
× exp
(
i∆
∑
t
ŷt(−2r2,t + r3,t)− ∆
2N
∑
t
{
x̂2t (r1,t + r2,t) + ŷ
2
t (4r2,t + r3,t)− 4x̂tŷtr2,t
}
+ higher order terms
)
× exp
(
i∆
∑
t
[ψtxt + ϕtyt]
)
. (A9)
We have here introduced the quantities ri,t. These are shorthands for ri(xt, yt), where λi,t = Ti(nt,mt)∆ ≡
N∆ri(xt, yt). The rates Ti are of order N , so the ri,t are of order N
0.
Dropping all terms beyond leading and sub-leading order expression (A9) can be re-written as
Z[ψ,ϕ] =
∫ [∏
t
dxtdx̂t
2pi
dytdŷt
2pi
]
exp
(
i∆
∑
t
x̂t
(
xt+1 − xt
∆
− r1,t + r2,t
))
exp
(
i∆
∑
t
ŷt
(
yt+1 − yt
∆
− 2r2,t + r3,t
))
exp
(
i∆
∑
t
[ψtxt + ϕtyt]
)
exp
−∆2
2N
∑
t,t′
{x̂tBx,x,t,t′ x̂t′ + ŷtBy,y,t,t′ ŷt′ + 2x̂tBx,y,t,t′ ŷt′}+ . . .
 , (A10)
with
Bx,x,t,t′ = (r1,t + r2,t) δt,t
′
∆
,
By,y,t,t′ = (4r2,t + r3,t) δt,t
′
∆
,
Bx,y,t,t′ = −2r2,t δt,t
′
∆
. (A11)
85. Continuous-time limit
Taking the limit ∆→ 0 we find to sub-leading order
Z[ψ,ϕ] =
∫
DxDx̂DyDŷ exp
(
i
∫
dt x̂(t) [x˙(t)− r1[x(t), y(t)] + r2[x(t), y(t)]]
)
exp
(
i
∫
dt ŷ(t) [y˙(t)− 2r2[x(t), y(t)] + r3[x(t), y(t)]]
)
× exp
(
− 1
2N
∫
dt dt′ {x̂(t)Bx,x(t, t′)x̂(t′) + ŷ(t)By,y(t, t′)ŷ(t′) + 2x̂(t)Bx,y(t, t′)ŷ(t′)}+ . . .
)
× exp
(
i
∫
dt [ψ(t)x(t) + ϕ(t)y(t)]
)
, (A12)
where the (path-) integral
∫ Dx . . . runs over all continuous-time paths {x(t)}, and similarly for ∫ Dy . . . and
the auxiliary variables [17]. We have also introduced
Bx,x(t, t
′) =
{
r1[x(t), y(t)] + r2[x(t), y(t)]
}
δ(t− t′),
By,y(t, t
′) =
{
4r2[x(t), y(t)] + r3[x(t), y(t)]
}
δ(t− t′),
Bx,y(t, t
′) = −2r2[x(t), y(t)]δ(t− t′). (A13)
We have here used the correspondence ∆−1δt,t′ ↔ δ(t − t′) between the Kronecker-δ for discrete arguments,
and the Dirac δ-function for continuous arguments. This correspondence can easily be verified using the
correspondence ∆
∑
t ft ↔
∫
dtf(t), as well as
∫
dt′δ(t− t′)f(t′) = f(t), and the observation that ∑t′ δt,t′ft′ =
∆
∑
t′(∆
−1δt,t′)ft′ = ft.
The expression in Eq. (A12) is recognised as the generating functional of the following dynamics
x˙(t) = r1[x(t), y(t)]− r2[x(t), y(t)] + 1√
N
η(t),
y˙(t) = 2r2[x(t), y(t)]− r3[x(t), y(t)] + 1√
N
ζ(t), (A14)
with white Gaussian noise variables η(t) and ζ(t) (both of mean zero), and with correlations
〈η(t)η(t′)〉 = {r1[x(t), y(t)] + r2[x(t), y(t)]} δ(t− t′),
〈ζ(t)ζ(t′)〉 = {4r2[x(t), y(t)] + r3[x(t), y(t)]} δ(t− t′),
〈η(t)ζ(t′)〉 = −2r2[x(t), y(t)]δ(t− t′). (A15)
This is the result one would have obtained from a direct Kramers-Moyal expansion of the master equation of
the system [2] or by applying Kurtz’ theorem [18]. For later convenience we write F1(x, y) = r1(x, y)− r2(x, y)
and F2(x, y) = 2r2(x, y)− r3(x, y). In our specific example one has r1[x(t), y(t)] = 1, r2[x(t), y(t)] = ax(t)y(t)
and r3[x(t), y(t)] = y(t).
6. Linear-noise approximation
The result obtained in the previous section, Eqs. (A14, A15), describes a process with multiplicative noise,
and is a slightly stronger result than the LNA. The latter is obtained by writing x(t) = x∞(t) + N−1/2ξ1(t)
and y(t) = y∞(t) + N−1/2ξ2(t), where the deterministic trajectory x∞(t), y∞(t) is the solution of x˙∞ =
F1(x
∞, y∞), y˙∞ = F2(x∞, y∞). The superscript ‘∞’ indicates that this deterministic trajectory is obtained in
the thermodynamic limit, N →∞.
Inserting into Eqs. (A14), and expanding in powers of N−1/2, one then finds
ξ˙1 =
∂F1(x
∞, y∞)
∂x∞
ξ1 +
∂F1(x
∞, y∞)
∂y∞
ξ2 + η1,
ξ˙2 =
∂F2(x
∞, y∞)
∂x∞
ξ1 +
∂F2(x
∞, y∞)
∂y∞
ξ2 + η2, (A16)
9where
〈η1(t)η1(t′)〉 = {r1[x∞(t), y∞(t)] + r2[x∞(t), y∞(t)]} δ(t− t′),
〈η2(t)η2(t′)〉 = {4r2[x∞(t), y∞(t)] + r3[x∞(t), y∞(t)]} δ(t− t′),
〈η1(t)η2(t′)〉 = −2r2[x∞(t), y∞(t)]δ(t− t′). (A17)
The noise is now linear (additive).
7. General theory for Markovian processes
We now consider a general Markovian model with S types of particles, α = 1, . . . , S and M reactions, i =
1, . . . ,M , again in discrete time. We will write nα,t for number of particles of type α in the system at time
t, and we introduce x = (x1, . . . , xS), where xα = nα/N . We assume that the reactions occur with rates
Ti = ∆Nri, where the ri is of order N
0, and may depend on the state of the system, ri = ri(x). We will
further assume that the occurrence of a reaction of type i will result in a change of the number of particles
of type α by vi,α, so that nα,t+∆ = nα,t +
∑
i ki,tvi,α if ki,t reactions of type i occur between time t and time
t+ ∆.
The generating function is now given by
Z[ψ] =
∑
k
∫
Dx P(k)
[∏
t,α
δ
(
xα,t+∆ − xα,t −
∑
i
ki,tvi,α
N
)]
exp
(
i∆
∑
t,α
ψα,txα,t
)
=
∑
k
∫ [∏
α,t
dxα,tdx̂α,t
2pi
]
P(k) exp
(
i
∑
α,t
x̂α,t
(
xα,t+∆ − xα,t −
∑
i
ki,tvi,α
N
)]
exp
(
i∆
∑
t,α
ψα,txα,t
)
.
(A18)
The terms containing a given Poissonian variable ki,t are now∑
ki,t
Pi,t(ki,t|{kj,t′}t′<t) exp
(
− i
N
∑
α
x̂α,tki,tvi,α
)
= exp
− i
N
λi,t
∑
α
x̂α,tvi,α − 1
2N2
λi,t
(∑
α
x̂α,tvi,α
)2
+ . . .

= exp
− i
N
λi,t
∑
α
x̂α,tvi,α − 1
2N2
λi,t
∑
α,β
x̂α,tvi,αvi,β x̂β,t + . . .
 . (A19)
As before we here work to sub-leading order. This leads to
Z[ψ] =
∫ [∏
α,t
dxα,tdx̂α,t
2pi
]
exp
(
i∆
∑
α,t
x̂α,t
(
xα,t+∆ − xα,t
∆
−
∑
i
ri,tvi,α
))
× exp
−∆2
2N
∑
t,t′
∑
α,β
x̂α,tBα,β,t,t′ x̂β,t′ + . . .
 exp(i∆∑
t,α
ψα,txα,t
)
. (A20)
We have here introduced
Bα,β,t,t′ =
(∑
i
ri,tvi,αvi,β
)
δt,t′
∆
. (A21)
In the limit ∆→ 0 we find
Z[ψ] =
∫
DxDx̂ exp
(
i
∑
α
∫
dt x̂α(t)
(
x˙α(t)−
∑
i
ri[x(t)]vi,α
))
× exp
− 1
2N
∫
dt dt′
∑
α,β
x̂α(t)Bα,β(t, t
′)x̂β(t′) + . . .
 exp(i∑
α
∫
dt ψα(t)xα(t)
)
, (A22)
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where
Bα,β(t, t
′) =
(∑
i
ri[x(t)]vi,αvi,β
)
δ(t− t′). (A23)
While we have indicated discrete-time arguments as subscripts in the preceding sections (e.g. xα,t), we will
use a time argument in brackets (xα(t)) for continuous times. Eq. (A22) in turn is the generating function
description of the dynamics
x˙α(t) =
∑
i
ri[x(t)]vi,α +N
−1/2ηα(t), (A24)
where the {ηα(t)} describe Gaussian white noise of mean zero and with correlations
〈ηα(t)ηβ(t′)〉 =
(∑
i
vi,αvi,βri[x(t)]
)
δ(t− t′) (A25)
across particle types. Again this is the result one would have obtained from a Kramers-Moyal expansion [2],
or from a direct application of Kurtz’ theorem [18].
The linear noise approximation is obtained following the steps outlined above. One writes x(t) = x∞(t) +
N−1/2ξ(t), and finds
ξ˙α(t) =
∑
β
Jα,β [x
∞(t)]ξβ(t) + ηα(t) (A26)
where Jα,β = ∂Fα/∂xβ , and where the replacement x(t) → x∞(t) is implied in the noise correlator given in
Eq. (A25). This makes the noise additive. We have here written Fα(x) =
∑
i ri(x)vi,α. Eq. (A26) represents
the result one would have obtained from a direct application of van Kampen’s system-size expansion [4].
Appendix B: General theory for delay systems
1. Model definitions
We will next look at a discrete-time system with delay interactions. We will again assume that there are S
types of particles, α = 1, . . . , S, with particle numbers nα,t, and that there are M reactions, i = 1, . . . ,M . As
before we write xα,t = nα,t/N . In the continuous-time model reaction i is taken to fire with rate Ti = Nri,
where ri = ri(x) ∼ O(N0). The immediate change in particle numbers at this time will be denoted by vi,α as
before.
A delay reaction firing at time t can affect particle numbers at later time steps. Throughout this paper we
assume that any instance of a reaction will only induce changes of particle numbers at at most one single
later time (this is not a severe restriction and will be the case for most applications). This time is a random
variable, drawn from an underlying probability distribution. We will further restrict the discussion to models
in which the distribution of delay times, τ , of a given reaction does not depend on the state of the system
when the reaction is triggered. Again this is not a severe constraint, and is usually fulfilled (generalisation of
our theory to models in which this is not the case are possible). To be more specific we will assume that once a
reaction of type i is triggered at time t an immediate change of particle numbers by vi,α occurs (α = 1, . . . , S).
Additionally a delay time τ > 0 is drawn from a distribution Ki(·), and a further change of particle numbers
by wτi,α then occurs at time t+ τ . The appropriate normalisation of Ki(·) is
∫∞
0
dτKi(τ) = 1. The rate with
which a reaction of type i with a delay time of precisely τ fires at time t is hence Ti[n(t)]Ki(τ). The probability
to see a reaction of type i fire during the time interval from t to t + dt and with a delay time in the interval
from τ to τ + dτ is Ti(n(t))Ki(τ)dtdτ .
This change in particle numbers at the later time can in principle depend on the drawn delay time τ , hence the
superscript in wτi,α, even though this is not usually the case in most applications. We allow for this possibility
when we develop the theory, in the two applications we study in this paper the wτi,α are independent of τ .
We also point out that our formalism allows one to include reactions without delayed effect. These will simply
have wτi,α ≡ 0. In absence of any reactions with delay (wτi,α = 0 for all i, α, τ) we recover the Markovian case
discussed in the previous section.
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2. Generating function approach
In the discrete-time setting (with time step ∆) the number of reactions of type i triggered (with any delay
time τ) at time step t will be a Poissonian random variable ki,t with mean Ti∆ = N∆ri(xt). The number
of reactions of type i with a delayed effect τ = `∆ time steps later will be a Poissonian random variable kτi,t
with mean (∆Ti)× (∆Ki(τ)). The second factor, ∆×Ki(τ), is the probability that a delay time in the time
interval (τ, τ + ∆) is drawn in the continuum model. We have ki,t =
∑
τ k
τ
i,t. For later convenience we will
introduce ρi,τ = ∆×Ki(τ), so that kτi,t becomes a Poissonian random variable with mean λτi,t = N∆ri(xt)ρi,τ .
The variable ki,t follows a Poissonian distribution with parameter λi,t =
∑
τ λ
τ
i,t = N∆ri(xt).
The MSRJD generating function for this process is given by2
Z[ψ] =
∑
k
∫
Dx P(k)
∏
t,α
δ
xα,t+∆ − xα,t −∑
i
ki,t
vi,α
N
−
∑
i
∑
τ≥∆
kτi,t−τw
τ
i,α
N

× exp
(
i∆
∑
t,α
ψα,txα,t
)
. (B1)
In order to keep the notation sufficiently compact we will simply write
∑
τ . . . in the following instead of∑
τ≥∆ . . . . The constraint τ ≥ ∆ is always implied.
Given that ki,t =
∑
τ≥∆ k
τ
i,t this can be written as
Z[ψ] =
∑
k
∫
DxP(k)
∏
t,α
δ
xα,t+∆ − xα,t −∑
i,τ
kτi,t
vi,α
N
−
∑
i,τ
kτi,t−τw
τ
i,α
N
 exp(i∆∑
t,α
ψα,txα,t
)
=
∑
k
∫ [∏
α,t
dxα,tdx̂α,t
2pi
]
P(k) exp
i∑
α,t
x̂α,t
xα,t+∆ − xα,t −∑
i,τ
kτi,tvi,α + k
τ
i,t−τw
τ
i,α
N

× exp
(
i∆
∑
t,α
ψα,txα,t
)
. (B2)
The terms containing the Poissonian variables k are given by〈
exp
− i
N
∑
i,t,τ
kτi,t
∑
α
{
x̂α,tvi,α + x̂α,t+τw
τ
i,α
}〉
k
= exp
(
− i
N
∑
t,α
x̂α,t
∑
i
{
λi,tvi,α +
∑
τ
λτi,t−τw
τ
i,α
})
exp
− 1
2N2
∑
t,τ
∑
α,β
{
2x̂α,t
[∑
i
λτi,tvi,αw
τ
i,β
]
x̂β,t+τ
}
× exp
− 1
2N2
∑
t
∑
α,β
{
x̂α,t
∑
i
[
λi,tvi,αvi,β +
∑
τ
λτi,t−τw
τ
i,αw
τ
i,β
]
x̂β,t
}
+O(N−3)
 . (B3)
We have here written 〈. . .〉k for the average over the {kτi,t}, where one again keeps in mind that the statistics
of the {kτi,t} depend on the dynamics at earlier times, i.e. on the {kτj,t}t′<t, and the statistics of the {kτi,t}
2 We note that potential functional determinants in this expression are field-independent and can hence be discarded, see also
[32, 35–37]. If we introduce the short-hand Xα,t+∆ for the expression inside the delta-function in Eq. (B1), then the relevant
Jacobian is given by Jα,β,t,t′ = ∂Xα,t/∂xβ,t′ . Keeping in mind that the statistics of kτi,t only depend on the state xt, but
not on states, xt′ at times t
′ > t, one then notes that Jα,β,t,t′ = 0 for t′ > t, due to causality. One also has Jα,β,t,t = δα,β .
The matrix J is triangular with respect to the indices t and t′, with unit diagonal elements. This makes its determinant
field-independent and equal to unity.
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are determined by the state of the system at time t, x(t). Putting the pieces together, and replacing λi,t =
N∆ri(xt), and λ
τ
i,t = N∆ri(xt)ρi,τ , we have
Z[ψ] =
∫ [∏
α,t
dxα,tdx̂α,t
2pi
]
exp
(
i
∑
α,t
x̂α,t (xα,t+∆ − xα,t)
)
exp
(
i∆
∑
t,α
ψα,txα,t
)
× exp
(
−i∆
∑
t,α
x̂α,t
∑
i
{
ri(xt)vi,α +
∑
τ
ri(xt−τ )ρi,τwτi,α
})
× exp
− ∆
2N
∑
t
∑
α,β
{
x̂α,t
∑
i
[
ri(xt)vi,αvi,β +
∑
τ
ri(xt−τ )ρi,τwτi,αw
τ
i,β
]
x̂β,t
}
× exp
− ∆
2N
∑
t,τ
∑
α,β
{
2x̂α,t
[∑
i
ri(xt)ρi,τvi,αw
τ
i,β
]
x̂β,t+τ
}
+ . . .
 , (B4)
where the ellipsis (‘. . . ’) in the last exponential again indicate that all terms beyond leading and sub-leading
order in N−1 have been dropped. This can be written as
Z[ψ] =
∫ [∏
α,t
dxα,tdx̂α,t
2pi
]
exp
(
i∆
∑
α,t
x̂α,t
(
xα,t+∆ − xα,t
∆
− fα,t(x)
))
exp
(
i∆
∑
t,α
ψα,txα,t
)
× exp
−∆2
2
∑
t,t′
∑
α,β
x̂α,tBα,β,t,t′(x)x̂β,t′ + . . .
 , (B5)
where
fα,t(x) =
∑
i
{
ri(xt)vi,α +
∑
τ
ri(xt−τ )ρi,τwτi,α
}
,
Bα,β,t,t′(x) = 1
N
{
1
∆
δt,t′
∑
i
[
ri(xt)vi,αvi,β +
∑
τ
ri[xt−τ ]ρi,τwτi,αw
τ
i,β
]
+
∑
i
[
ri(xt)
ρi,t′−t
∆
vi,αw
(t′−t)
i,β + ri(xt′)
ρi,t−t′
∆
vi,βw
(t−t′)
i,α
]}
. (B6)
The quantity fα,t(x) depends on the trajectory of the system up to time t. Similarly, Bα,β,t,t′(x) is determined
by the trajectory up to the larger of the two times, t and t′. The notation indicates the dependence on the
trajectory and the explicit time dependence.
3. Continuous-time limit
Taking the limit ∆→ 0 we find
Z[ψ] =
∫
DxDx̂ exp
(
i
∑
α
∫
dt x̂α(x) [x˙α(t)− Fα(t,x)]
)
exp
(
i
∑
α
∫
dt ψα(t)xα(t)
)
× exp
− 1
2N
∫
dt dt′
∑
α,β
x̂α(t)Bα,β(t, t
′,x)x̂β(t′) + . . .
 , (B7)
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where
Fα(t,x) =
∑
i
{
ri[x(t)]vi,α +
∫ ∞
0
dτ ri[x(t− τ)]Ki(τ)wτi,α
}
,
Bα,β(t, t
′,x) =
{
δ(t− t′)
∑
i
[
ri[x(t)]vi,αvi,β +
∫ ∞
0
dτ ri[x(t− τ)]Ki(τ)wτi,αwτi,β
]
+
∑
i
[
ri[x(t)]Ki(t
′ − t)vi,αw(t
′−t)
i,β + ri[x(t
′)]Ki(t− t′)vi,βw(t−t
′)
i,α
]}
. (B8)
The quantities Fα(t,x) and Bα,β(t, t
′,x) again depend on the trajectory and they have an explicit dependence
on their time arguments.
Eq. (B7) corresponds to the dynamics
x˙α = Fα(t,x) +N
−1/2ηα, (B9)
where
〈ηα(t)ηβ(t′)〉 = δ(t− t′)
∑
i
[
ri[x(t)]vi,αvi,β +
∫ ∞
0
dτ ri[x(t− τ)]Ki(τ)wτi,αwτi,β
]
+
∑
i
[
ri[x(t)]Ki(t
′ − t)vi,αw(t
′−t)
i,β + ri[x(t
′)]Ki(t− t′)vi,βw(t−t
′)
i,α
]
. (B10)
4. Linear-noise approximation
One proceeds again by decomposing x(t) = x∞(t) +N−1/2ξ(t), where x∞ is the deterministic trajectory, i.e.
the solution of
x˙∞α = Fα(t,x
∞). (B11)
Substituting in Eq. (B9) we find
ξ˙(t) =
∫ t
−∞
dt′ J(t− t′,x∞)ξ(t′) + η(t), (B12)
where we again imply the substitution x→ x∞ in the correlator of the noise, see Eq. (B10). The Jacobian is
defined by
Jα,β(t, t
′,x) =
δFα(t,x)
δxβ(t′)
, (B13)
and depends only on time differences, t− t′.
Appendix C: Model of gene regulation with delay interaction
1. Gaussian approximation
The delay model of gene regulation discussed in the main paper (see also [11, 25]) describes two types of
particles, α = P,M . We will write
x =
(
xP
xM
)
. (C1)
In the model there are four reactions, i = 1, . . . , 4, one of which is a delay reaction. The reaction rates are
r[x(t)] =
 µMxMµPxPαPxM
αMf [xP (t)]
 . (C2)
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with f [xP (t)] = [1 + (xP (t)/P0)
h]−1.
The effect of the reactions at the time they are triggered are described by the stoichiometric coefficients
v =
 0 −1−1 01 0
0 0
 , (C3)
where each row represents one of the reactions, and where the first column is the change in number of protein-
molecules and the second column is the change in the number of mRNA molecules.
There is only one delay reaction in this model, i = 4. The corresponding distribution of delay times is
K4(τ) = K(τ), and the delayed effect on particle numbers is given by w4,M = 1. All other wi,α vanish.
Applying the general result discussed in the main paper [Eqs. (3, 4, 5)] we find
FP (t,x) = αPxM (t)− µPxP (t),
FM (t,x) = αM
∫ t
−∞
dt′K(t− t′)f [xP (t′)]− µMxM (t), (C4)
for the drift terms, as well as
BP,P (t, t
′,x) =
(
αPxM (t) + µPxP (t)
)
δ(t− t′),
BP,M (t, t
′,x) = BM,P (t, t′,x) = 0,
BM,M (t, t
′,x) =
(
µMxM (t) + αM
∫ t
−∞
dt′′K(t− t′′)f [xP (t′′)]
)
δ(t− t′), (C5)
for the correlator of the noise η.
2. Linear-noise approximation and spectra of noise-driven quasi-cycles
For the parameters discussed in the main paper the deterministic dynamics, obtained in the limit N →∞, is
seen to converge to a fixed point (x∗P , x
∗
M ). The stochastic system exhibits noise-driven quasi-cycles. In order
to predict the spectral properties of these cycles we follow the standard procedure outlined above, see also
[22], and write xP = x
∗
P + ξP /
√
N and xM = x
∗
M + ξM/
√
N . Substituting this in Eq. (7) of the main paper,
we then perform an expansion in powers of N−1/2. One obtains
ξ˙(t) =
∫ t
−∞
dt′ J(t− t′,x∗)ξ(t′) + η(t), (C6)
where J(t − t′,x∗) is the (functional) Jacobian of the deterministic dynamics, evaluated at the deterministic
fixed point. Specifically we have Jα,β(t, t
′,x∗) = δFα(t,x)δxβ(t′)
∣∣∣
FP
, i.e
JP,P (t− t′,x∗) = −µP δ(t− t′),
JP,M (t− t′,x∗) = αP δ(t− t′),
JM,P (t− t′,x∗) = αMK(t− t′)f ′(x∗P ),
JM,M (t− t′,x∗) = −µMδ(t− t′). (C7)
with f ′(xP ) the derivative of f(xP ) with respect to xP . We note that these matrix elements are time-translation
invariant, i.e. they are functions of t− t′ only. We also point out that K(t− t′) = 0 for t′ > t by causality.
Carrying out a Fourier transform (with respect to t− t′) of Eq. (C6) we have
M(ω)ξ˜(ω) = η˜(ω), (C8)
where
M(ω) = iωI − J˜(ω,x∗), (C9)
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and where I is the 2× 2 identity matrix. For this model we have that,
M(ω) =
(
iω + µP −αP
−αMK˜(ω)f ′[x∗P ] iω + µM
)
. (C10)
At the deterministic fixed point we have
BP,P (t− t′,x∗) =
(
αPx
∗
M + µPx
∗
P
)
δ(t− t′),
BP,M (t− t′,x∗) = BM,P (t, t′,x∗) = 0,
BM,M (t− t′,x∗) = (µMx∗M + αMf [x∗P )]) δ(t− t′). (C11)
We will denote the Fourier transforms of these matrix elements by B˜α,β(ω).
The matrix of power spectra, S =
〈
ξ(ω)ξ†(ω)
〉
, is then obtained as
S(ω) = M−1(ω)B˜(ω)M†−1(ω). (C12)
The diagonal elements of S are known as the power spectra, Pα(ω). We find
PM (ω) =
(µ2P + ω
2)(αMf [x
∗
P ] + µMx
∗
M ) + (αPx
∗
M + µPx
∗
P )(αMf
′[x∗P ]|K˜(ω)|)2
(µMµP − ω2 − αMαP f ′[x∗P ]Re[K˜(ω)])2 + (ω(µM + µP )− αMαP f ′[x∗P ]Im[K˜(ω)])2
,
PP (ω) =
α2P (αMf [x
∗
P ] + µMx
∗
M ) + (µ
2
M + ω
2)(αPx
∗
M + µPx
∗
P ))
(µMµP − ω2 − αMαP f ′[x∗P ]Re[K˜(ω)])2 + (ω(µM + µP )− αMαP f ′[x∗P ]Im[K˜(ω)])2
.
(C13)
For constant delay, τ0, we have K(τ) = δ(τ − τ0), i.e. K˜(ω) = e−iωτ0 , and we recover the result of [12].
Appendix D: SIR-model with delayed recovery
1. Gaussian approximation
In the SIR-model with delayed recovery [16], defined in the main paper, there are two independent types of
particles, S and I. The number of recovered individuals follows from the constant overall population size. We
write
x =
(
S
I
)
. (D1)
In the model there are three reactions, two of which are delay reactions, labelled i = 2, 3. The reaction rates
are
r[x(t)] =
 µ(1− S − I)χβSI
(1− χ)βSI
 . (D2)
The immediate effects of the reactions (i.e. at the time they are triggered) are given by
v =
 1 0−1 1
−1 1
 , (D3)
and the delayed effects on particle numbers are described by
w =
 0 00 −1
1 −1
 . (D4)
The distributions of delay times are K2 = K(τ) and K3 = Q(τ), with K(τ) and Q(τ) as defined in the main
paper. It turns out to be convenient to define K(τ) = χK(τ) and Q(τ) = (1− χ)Q(τ).
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Putting all this together, and applying Eqs. (3, 4, 5) of the main paper we have
FS(t,x) = −βS(t)I(t) + µ(1− S(t)− I(t)) + β
∫
dτ Q(τ)S(t− τ)I(t− τ),
FI(t,x) = βS(t)I(t)− β
∫
dτ [Q(τ) +K(τ)]S(t− τ)I(t− τ), (D5)
as well as
BS,S(t, t
′,x) =
{(
βS(t)I(t) + µ(1− S(t)− I(t)) + β
∫
dτ Q(τ)S(t− τ)I(t− τ)
)
δ(t− t′)
−βQ(t− t′)S(t′)I(t′)− βQ(t′ − t)S(t)I(t)
}
,
BS,I(t, t
′,x) =
{(
−βS(t)I(t)− β
∫
dτ Q(τ)S(t− τ)I(t− τ)
)
δ(t− t′)
+βQ(t− t′)S(t′)I(t′) + β
(
Q(t′ − t) +K(t′ − t)
)
S(t)I(t)
}
,
BI,S(t, t
′,x) =
{(
−βS(t)I(t)− β
∫
dτ Q(τ)S(t− τ)I(t− τ)
)
δ(t− t′)
+βQ(t′ − t)S(t)I(t) + β
(
Q(t− t′) +K(t− t′)
)
S(t′)I(t′)
}
,
BI,I(t, t
′,x) =
{(
βS(t)I(t) + β
∫
dτ
(
Q(τ) +K(τ)
)
S(t− τ)I(t− τ)
)
δ(t− t′)
−β
(
Q(t− t′) +K(t− t′)
)
S(t′)I(t′)− β
(
Q(t′ − t) +K(t′ − t)
)
S(t)I(t)
}
. (D6)
2. Linear-noise approximation and spectra of quasi-cycles
Concentrating again on parameter ranges in which the deterministic model, obtained for N →∞, has a fixed
point (S∗, I∗), we decompose S = S∗+ξS/
√
N and I = I∗+ξI/
√
N . Within a systematic expansion in powers
of N−1/2 this allows us to substitute S(t)→ S∗ and I(t)→ I∗ in Eqs. (D5) and (D6).
As in the model of gene regulation we next carry out a Fourier transform, and find
M(ω)ξ˜(ω) = η˜(ω) (D7)
where
M(ω) = iω1I− J˜(ω,x∗). (D8)
For the SIR-model we have
M(ω) =
(
iω + µ+ β[1− Q˜(ω)]I∗ µ+ β[1− Q˜(ω)]S∗
−β[1− K˜(ω)− Q˜(ω)]I∗ iω − β[1− K˜(ω)− Q˜(ω)]S∗
)
. (D9)
The power spectrum for the infectives, I, is given by PI(ω) =
〈
|ξ˜I(ω)|2
〉
, and is found as
PI(ω) =
1
|det M(ω)|2
(|MSS(ω)|2B˜II(ω)−MSS(ω)M∗IS(ω)B˜IS(ω)
−MIS(ω)M∗SS(ω)B˜SI(ω) + |MSI(ω)|2B˜SS(ω)
)
. (D10)
For a specific instance of the model, i.e. for a specific choice of the delay kernel H(τ) it is then a matter of first
finding K(τ), Q(τ) and χ, see main paper. A Fourier transform then gives K˜(ω), Q˜(ω). The deterministic fixed
point, S∗ and I∗, can be found analytically for many kernels, as can the Fourier transforms, K˜(ω) and Q˜(ω) .
Eq. (D10) can then be evaluated to obtain an analytical prediction for the power spectrum of quasi-cycles of
the number of infectives in the population within the linear-noise approximation.
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FIG. 4: (Colour on-line) Power spectra of quasi-cycles of the number of infectives in the SIR model with recovery times
drawn from a uniform distribution, a lognormal distribution and a Γ-distribution respectively. All distributions are
chosen to have the same mean, 〈τ〉 = 1, and variance 〈τ2〉− 〈τ〉2 = 1/L. Parameters are the same as in Fig. 3 of the
main paper with L = 4. Markers are from simulations (averaged over 800− 1000 samples), lines are from the theory in
the LNA.
In the main paper we show results for the SIR model with Γ-distributed delays. The result of Eq. (D10) is
general however, and can be evaluated numerically for any choice of the delay kernel. Arguments for various
different distributions of for example infectious periods and recovery times have been presented in the literature
[29]. In order to confirm the validity of our approach for delay kernels other than the Γ-distribution we have
studied the case of a lognormal delay distribution (mentioned e.g. in Sartwell [29]), and a flat delay kernel.
Corresponding results are shown in Fig. 4.
Appendix E: Simulations of the chemical Langevin equation for processes with delay
1. Implementation and basic test
In the proceeding sections we have focused on the use of the approximation Eqs. (3, 4, 5) of the main paper in
calculating the power spectra. These equations are the analogue of what is known as the chemical Langevin
equation for systems without delay. They can also serve as the basis for efficient simulations of the stochastic
dynamics. Specifically Eqs. (3, 4, 5) of the main paper provide an approximation of the underlying discrete
particle system in terms of a stochastic process with multiplicative Gaussian noise. The chemical Langevin
equation can be discretised (in time) relatively straightforwardly, even for delay systems.
In this section we explore numerical approaches based on the chemical Langevin equation, with focus on the
model of gene regulation, as defined in the main paper. The corresponding chemical Langevin equation reads
(see Eqs. (7, 8) of the main paper):
x˙M (t) = αM
∫ ∞
0
dτ K(τ)f [xP (t− τ)]− µMxM (t) +N−1/2ηM (t),
x˙P (t) = αPxM (t)− µPxP (t) +N−1/2ηP (t), (E1)
where f [xP (t)] = [1 + (xP (t)/P0)
h]−1, and
〈ηM (t)ηM (t′)〉 =
[
αM
∫ ∞
0
dτ K(τ)f [xP (t− τ)] + µMxM (t)
]
δ(t− t′),
〈ηP (t)ηP (t′)〉 = [αPxM (t) + µPxP (t)] δ(t− t′),
〈ηM (t)ηP (t′)〉 = 0. (E2)
We have discretised these integro-differential equations using a simple first-order scheme. Care needs to be
taken, in principle, when it comes to discretizing the multiplicative noise. Given that Gaussian random numbers
are used, any scheme with a finite time step will result in a finite probability that the correlation matrix of
ηM and ηP develops negative eigenvalues, which renders the generation of noise invalid. Specific schemes
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FIG. 5: (Colour on-line) Power spectra of quasi cycles of protein numbers in the gene regulation model. Squares
show results from Gillespie simulations of the original process, triangles from a discretization of the chemical Langevin
equation. Solid lines are from the analytical LNA-calculation. Simulations are for κ = 16. Scale of the system size is
N = 100 (left-hand panel), N = 1000 (central panel) and N = 5000 (right-hand panel). All other model parameters
are as in Fig. 1 of the main paper. Simulation data is averaged over 100−1000 independent runs, depending on system
size.
are available to deal with such situations in non-delay systems with one degree of freedom, see in particular
[38, 39]. In our implementation we have used a naive first-order scheme, and we have not encountered any
problems, presumably because the dynamics operates sufficiently far from extinction of the individual types
of molecules, i.e. their particle numbers do not assume values near zero.
As a test we have carried out simulations of the delay Langevin dynamics to reproduce the power spectra
of quasi-cycles as seen in simulations of the original discrete particle model. Results are shown in Fig. 5.
Unsurprisingly simulations of the Langevin dynamics agree accurately with Gillespie simulations of the discrete
process and with theoretical results from the LNA when particle numbers are sufficiently large. At lower system
sizes the LNA may be less accurate (see left-hand panel of Fig. 5). Simulations of the chemical Langevin
equation may however still agree with data from the original dynamics in such cases.
2. Relative running times
Typical running times of simulations are shown in Table I, all times indicated are real times. As confirmed
in the table the running time of simulations of the chemical Langevin equation does not depend on the
system size. This is not surprising, the system size enters only through the magnitude of the noise term in
the multiplicative process. It does not affect the first-order numerical algorithm used to solve the stochastic
integro-differential equation, so the computing time is independent of the system size. The running time of
the Gillespie algorithm does however depend on the typical system size. In the standard Gillespie algorithm,
applied to systems without delay interactions, the typical time increment after each Gillespie step scales as
N−1, so the total running time until a fixed final time increases linearly in N . The situation for systems with
distributed delays is more complicated, as a list of initiated delay reactions needs to be kept and updated
during the process of the simulation. More crucially reactions on this list need to be ordered according to the
times at which they are to be executed. The typical number of entries in the list grows linearly in N , and so
the algorithm requires additional computing time.
We have not carried out a systematic analysis of the performance of our simulations of chemical Langevin
equations, and we have not optimised the procedures used for the modified Gillespie algorithm and for the
Langevin simulations. The data shown in Table I however confirms that the amount of time required to carry
out Gillespie simulations of the delay dynamics grows with the system size (presumably supra-linearly), and
that the run time required for simulations of the Langevin dynamics is independent ofN . In our implementation
the modified Gillespie algorithm is hence preferable for very small system sizes. As the number of particles is
increased simulating the chemical Langevin equation quickly outperforms the Gillespie approach.
3. Stationary distributions
As a further application of the chemical Langevin equation and the LNA we have studied the stationary
probability distribution, P (nM , nP ) of the number of protein and mRNA molecules in the model of gene
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N Gillespie Langevin
100 3.5s 24.9s
1000 41.9s 24.8s
5000 5438.7s 24.8s
TABLE I: Estimates of running times (real time) to complete 20 runs of the gene regulation model up to time t = 106
for different scales N of the system size (κ = 16, all other model parameters as in Fig. 1 of the main paper). We here
use a modified Gillespie method for the original discrete particle process with delay, and a first-order integration scheme
for the chemical Langevin equation. We stress that neither algorithm has been fully optimised in our implementation.
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FIG. 6: (Colour on-line) Stationary distribution of the number of protein molecules in the model of gene regulation
(κ = 16, all other model parameters as in Fig. 1 of the main paper). The panel on the left shows results for N = 100,
the right-hand panel is for N = 1000. Squares show results from simulations of the original microscopic process (100
samples), triangles are from a numerical integration of the chemical Langevin equation with delay, Eq. (C4, C5), data
from 100 samples. Solid lines show results obtained in the linear noise approximation.
regulation. In the LNA we have nM = Nx
∗
M +
√
NξM , and similarly for the protein. The distribution of nM
and nP is Gaussian, with a mean given by the deterministic fixed point, (Nx
∗
M , Nx
∗
P ).
Keeping in mind that the auto-correlation functions of ξM (t) and ξP (t), are the Fourier transforms of the
spectra PM (ω) and PP (ω) respectively, we have 〈ξM (t)ξM (t)〉 = (2pi)−1
∫∞
−∞ dωPM (ω) in the stationary state
(i.e. at asymptotic times t), and similarly for ξP . Expressions for PM (ω) and PP (ω) are given in Eq. (C13).
The asymptotic equal-time covariance, 〈ξM (t)ξP (t)〉, can be calculated from the cross-spectrum 〈η˜M (ω)η˜∗P (ω)〉,
the latter in turn is obtained from Eq. (C12). The remaining integrals over ω are performed numerically.
We compare these semi-analytical predictions with data from Gillespie simulations and with results from a
numerical integration of the chemical Langevin equation in Fig. 6. The LNA works well for large systems
(right-hand panel). At small particle numbers the chemical Langevin equation is a better approximation of
the original process than the LNA.
In Fig. 7, finally, we show results for the joint stationary distribution, P (nM , nP ), as obtained from Gillespie
simulations (left-hand panel), from the chemical Langevin equation (centre) and from the LNA (right-hand
panel).
4. Further comments: analytical tractability of chemical Langevin equations with delay
The dynamics in the LNA is by definition linear, and hence it can be solved exactly, at least in principle. For
stochastic delay systems there will generally be non-Markovian terms coupling back in time, and the noise is
coloured, but in the linear approximation closed expressions can be derived for the statistics of fluctuations in
the stationary state, as discussed above. The chemical Langevin equation for delay systems before the LNA
is made is generally non-linear, and as such full analytical solutions will not normally be possible. We note
that this is the case as well for non-delay systems, and mainly a consequence of the non-linearities and the
multiplicative nature of the resulting noise. Delay and correlation structures in the noise complicate these
matters even further.
A further point concerns the analytical calculation of quantities beyond the statistics of the stationary dis-
tribution or correlation functions. Objects of interest might for example be first-passage or extinction times
[2, 41]. In systems without delay these are usually computed starting from a backward Fokker-Planck or
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FIG. 7: (Colour on-line) Stationary distribution of the number of protein molecules and of the number of in the mRNA
molecules in the model of gene regulation (κ = 16, N = 1000, all other model parameters as in Fig. 1 of the main
paper). The left-hand panel shows data from Gillespie simulations of the original process, the central panel is from a
numerical integration of the chemical Langevin dynamics, and the right-hand panel shows semi-analytical results from
the LNA. Simulations are averaged over 100 runs.
master equation. Our formalism does not use Fokker-Planck or master equations, previous work on stochastic
delay systems is frequently based on equations which do not fully close [10, 11]. So it is hard to judge how
much can be said analytically. We do however expect that, at least for sufficiently large systems, simulations
based on the chemical Langevin equation are the most efficient route towards measuring such quantities.
A further remark concerns the derivation of an analogue of the so-called Liapunov equation for correlation
functions in the LNA. These are closed form equations governing the time-dependence of the equal-time
correlation matrix Cα,β(t, t) of fluctuations (where α and β label different species of particles). These equations
can be formulated for the linearised Gaussian dynamics of systems without delay (see e.g. [40]), and involve
only one-time objects, such as Cγ,δ(t, t). We have derived similar equations for delay systems (from the LNA),
but find that they do not close in terms of one-time objects. Instead the time derivative, dCα,β(t, t)/dt involves
terms of the type Cγ,δ(t, t
′), with t′ ≤ t, and the formalism becomes more involved.
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