Sensors that are attached to a patient for monitoring the various vital physiological parameters, under ambulatory conditions, often acquire signals with very low signal-to-noise ratio. One characteristic that is observed is that the acquired data has the signal and the noise exhibiting overlapping spectral characteristics. Drawing a meaningful analysis, from these signals, can be quite a challenge when the classical linear filtering techniques are unable to separate the signal from the noise. In addition, the signals are nonstationary in nature. So, any method that enhances these signals should safeguard the salient points within the series and avoid smoothing of the feature rich segments. In this work, we propose a method to recover the vital physiological signals from the observation. As the problem is not well posed, it is redefined by introducing some smoothness constraints on the solution. We introduce different ways of modeling the problem, and show how the physiological signal can be recovered with minimal loss in information. A numerical case example is taken from Electrocardiogram signals to demonstrate the proposed approach, while comparison is made with some popular techniques from the literature.
Introduction
Handheld devices such as mobile phones and PC tablets, ubiquitous today, are off-late finding a niche market in individual patient care. The patient might be at home or at work, while the sensors continue to monitor his/her vital parameters and when required provide a report or a summary to the consulting physician. As these devices are readily available in the consumer market, it makes them quite popular among health practitioners and patients alike. In addition, they are low-powered, noninvasive and lower in cost compared to their expensive laboratory counterparts. Their ease of portability by the patient ensures that the monitoring of human physiological conditions, such as the cardiac activity by Electrocardiogram (ECG) or Electrokardiogram, is literally only an arm's length away.
While these devices are not targeted to replace their expensive counterparts, their objective is to monitor the condition of the patient remotely and transmitting the acquired signal to a physician for consultation or to an emergency unit for timely intervention. Although seemingly simple, yet achieving this objective is not such an easy task. This is because, the acquisition and processing of the data on handheld devices offers several challenges. Some of them are:
• the signal is nonstationary in nature, with overlapping signal and noise frequency components,
• the signal-to-noise ratio (SNR) is usually low under ambulatory conditions with random noise from the invasive/noninvasive monitoring conditions,
• minimal storage of the data on the handheld device for real-time or offline analysis,
• minimal computation and low power usage.
Background
The problem of recovering the physiological signals from an observed signal has been a subject of numerous prior studies. A wide range of signal processing techniques, ranging from linear filtering to neural networks, was used to tackle this problem. In almost all these cases, the basic linear inverse problem constitutes the estimation of the desired unknown signal x from y such that:
where w ∈ R n is an unknown noise vector.
Context
By signal recovery, we refer to the process of extracting the original signal, x ∈ R N , from the noisy recordings, y ∈ R N , which are obtained from the sensor. Much of the vital physiological signals, in one form or another, exhibit nonstationary and quasi-periodic characteristics in signal segments. Often the nonstationary segment of the signal contains many important features that are used to classify and diagnose the underlying physical condition of the patient (see Fig. 1 ). Faithful reconstruction of the original signal is a key requirement to attaining good classification accuracy. However, both the signal and the noise exhibit similar spectral properties and are narrow banded in their respective frequency spectrums. So, their separation from the observed signal by linear filtering scheme is not very effective.
The aim of this paper is to present, in a self-contained manner, the recent advances in the field of physiological signal recovery. This problem of signal recovery from the observation may be said to be ill-posed, in the Hamadard sense, because there are many solutions possible to the problem. We can overcome this incompleteness problem, by providing some additional information on the signal that we wish to recover. Our focus will also be on the essential tool that is needed to build and analyze the optimization problem. The main objective of this paper is summarized by the above two items of completing the problem and finding an optimal solution. A key medical application is chosen to highlight the relevance of our approach. We have also strived to provide a broader picture of the current research in the area of signal recovery, while also providing the necessary material that can motivate further research within this area. Figure 1 . The schematic shows a generic computational approach to classify signals. The recovery of the signal by pre-processing forms an important step prior to classification or recognition.
Organization of this paper
The paper is organized as follows. In Section 1.1, we had provides the necessary background for recovering physiological signals from the acquired data. We reformulate the problem, in Section 2, as the solution to an optimization problem. Conventional filtering techniques are introduced as a method to comparing the performance of the individual algorithms. Before applying any enhancement algorithm, the signal is normalized. There are three ways of handling this recovery problem and these are discussed by developing them ground-up from the model of the signal to be recovered. The third model is considered in the paper and the result of solving this optimization problem on some sample physiological signal is given. Finally, in Section 4, we conclude with our findings and observation.
Notations
The scalar variables that are used in this article are denoted by their lowercase letters (x), vectors are denoted by the boldface lowercase letters (x), and the matrices by the boldface uppercase letters (X). The n th entry of a vector x is denoted x[n]. As the signals are discrete, their spatial support is Ω s = {n : 0 ≤ n ≤ N − 1}. By X (Ω s ) = {x = (x n ) : Ω s ⊂ N → R}, we refer to the possible observable signals, and by y(n) : n ∈ Ω s the observed signal. Byx, we refer to the estimated signal and by Pr(·) the probability density function.
2 Recovery Approach 2.1 Z-score normalization Throughout this paper, instead of using the observed signal y, we normalize it's amplitude. The act of normalizing the data ensures that the signals in the datasets have the same scale and hence permit us to compare them. It is known that max-min type of normalization does not preserve the morphology of the signal while z-score normalization follows the shape more closely [1] . As the morphology of the physiological signal is an important feature for recognizing the signals, we stick to the z-score rather than minmax. In the z-score normalization of the data, the sample meanȳ = 1/2 are used to normalize them:ỹ
Here, a negative z-score tells us that the score is below the mean; a positive value tells us that the score is above the mean; a value of zero tells us that the score is same as the mean. For simplicity of notations, we will henceforth denote the normalized dataỹ by y. The example signal shown in Fig. 2 was normalized using the above score and plot in Fig. 3 (a) and (b).
Filtering
The traditional approaches to signal estimation is based on using standard filters, either low-pass or high-pass filter. A low-pass filter removes high frequency noise, while a high-pass filter removes the lower frequency components. For example, in the case of ECG signals, baseline wander (cf. Fig. 2 ) and respiration interference are low frequency. Although, these linear filters are widely used because of its simplicity, efficiency and speed, nonetheless, it is has several shortcomings. This technique, being principally a smoothing method, does not preserve those signal's segments where there is a sudden change in the rate. However, Figure 2 . The figure is a sample physiological signal obtained from the MIT-BIH Arrhythmia Database [2] of Physionet [3] , which shows the baseline wandering problem. The signal is the output of from the ML-II lead of a 48 hour ambulatory two-channel ECG. The sampling frequency is 360 samples per second, 200/mV, and a 11 bit resolution over 10mV amplitude range.
those signal segments corresponding to largest rate changes are those having important discriminating features that are useful for classification.
Looking at the example of the ECG signal once again, one cardiac cycle is characterized by P-wave, QRScomplex, and T-wave. The ECG signal is formed by a continuous tracing of the electrophysiological activity emitted from the cardiac muscles, and thus reflect state of a patient's heart instantaneously. The P and T waves correspond to Atrial depolarization and Ventricular repolarization respectively, and the QRS complex represents ventricular contraction/depolarization. Among these the QRS complex [4, 5] is the most distinguishing feature in the signal having rapid transients, but it is also the segment whose energy is partially filtered out by a linear filter. For the sake of reference, in Fig. 3(b) and (c), the normalized signal of Fig. 3(a) is filtered by a simple running median filter and a moving average (MA) filter.
We observed that the amplitude of the filtered signals are reduced by at least two notches. This is expected in the case of the MA as it uses the neighboring data points (here the neighboring 10 points) to predict the amplitude of the central value. In the case of the median filter, the amplitude of the 'R' wave is chopped because it has a characteristic similar to that of an impulse, i.e. large amplitude in a short time interval. On comparing the MeanSquared Error (MSE) between the original and the filtered signal, it was found that the MA filter had better MSE than the median filter. The median filtered signal is not very smooth for short windows, exhibiting a piece-wise discontinuity. Larger window filters out the important transient components (like the QRS complex) completely. In addition, these filters introduce undesirable side effects, like side lobe artifacts, in the restored signal that was initially not present in the observed signal. This can complicate the detection or classification process, as the spurious data introduced at the restoration step can be classified as a physiological artifact or abnormality. 
Inverse Problem
The problem of recovering the signal x from y, in Eq. (1), can be solved by using a least-square approach as:
where ||y − x|| 2 2 measures the distance between y and x using the 2 norm. Under discrete conditions, the norm is ||y − x||
. There are many solutions that might satisfy for x. One naïve solution to the above problem is thatx ≈ y. In order to avoid the trivial solutions and to find unique solutions, it is the usual procedure to introduce some prior information on the signal that is to be estimated. The way to solve this problem is to instead minimize the following regularized form of the least-square problem:
Data Fidelity term +λ ||Rx|| p p
Regularization term (4) R is a matrix corresponding to the regularization term that stabilizes the solution and controls it's norm p ≥ 1.
Choosing this matrix has been the focus of a vast number articles in the literature. The p th norm is given by
+ is a parameter that makes a trade-off between the fidelity to the data or measurement term and the regularization term. The signal can be estimated as:
From Eq. (5), we can derive the following three scenarios:
Case 1: Tikhonov or 2 Regularization
When the regularization matrix, R, is non-identity matrix, and the p value is 2, Eq. (5) gives the popular Tikhonv regularization approach [6] . The minimization problem reduces to:x = arg min
It can be shown that the direct solution to the above optimization problem is:
Case 2: 1 Regularization
When the regularization matrix, R, is the identity matrix I, and the p value is 1, Eq. (5) gives the 1 regularization. The minimization problem reduces to:
where ||x|| 1 stands for the sum of the absolute values of x.
Case 3: Total Variation (TV) Regularization
When the regularization matrix, R, is the discrete gradient matrix D, and the p value is 1, Eq. (5) gives the TV regularization [7] . The minimization problem reduces to:
For many applications in signal processing, the signal that is acquired, is usually sampled on a uniform grid. In such a case, the TV can be computed as the 1 -norm of the finitedifference, so that D ∈ R N −1 × N is the first-order difference matrix:
D is a Toeplitz matrix with the first row being
Among the above three cases, for our problem, we will focus on the third case of TV type of regularization. It was found that the 2 type of regularization tend to over smooth the edges in the restored signal. The 1 type of regularization may only be suitable for signals having sparse coefficients. The TV regularization in Eq. (9) can maintain the sudden varying signal components of the physiological signals. Moreover, the gradients of these signals tend to be sparsely distributed having very small coefficients. The solution can also be estimated in O(n) arithmetic operations. However, unlike the Tikhonov regularization, there is no linear relationship between the observation y and the estimatex. So, it is the usual procedure to solve the problem iteratively forx.
Optimization and Case Studies

Algorithm for Optimization
The problem in Eq. (9) is difficult to solve directly. Simply stating, in [8] , the authors introduced another cost function, J(x,x k ), for the iteration step (k + 1) so that there is a dependency on the previous iteration estimatex k , where k = 0, 1, 2, . . .. Here, at the iteration step (k + 1), the estimatex k+1 is obtained by minimizing the cost function J(x,x k ). The function J(x,x k ) is chosen so that the resulting problem is much easier to solve than solving for x from E(x) directly. In addition, the function J(x,x k ) should also be the best approximation of the function E(x). We can define J(x,x k ) so that it satisfies the following properties [8] :
2. At the minimax k , E(x k ) = J(x k ,x k ), and 3. J(x,x k ) must be a convex function.
Accordingly, we define the following steps for solving the problem:
Step 1: For k = 0, setx k = y
Step 2: Choose the function J(x,x k ) s. t. it satisfies the conditions as stated above:
Step 3: Find the minimumx k+1 so that
Step 4: If the stopping criterion is satisfied, stop the iteration, otherwise increment k = k + 1 and go to Step 2.
Regarding the choice of the function J(x,x k ), it was shown in [8] that:
satisfies the above properties. Here
Since the energy function in Eq. (11) is quadratic, it has an explicit solution (after dropping the constant terms) given by:
As the Eq. (12) involves matrix inversion, there can be division by zero errors. To overcome that the Woodbury matrix identity is used to get a rank corrected matrix so that the iterative form becomeŝ
Numerical case example
To illustrate the approach, we take once again the case of the ECG signal sample from Section 2.2. The heart condition derived from ECG waveform is one of the most important vital signs that are monitored by a large part of wearable physiologic monitoring systems. With the recent increase in storage options, Holter-based portable monitoring solutions offer between 24-48h ECG recording. However, they lack the capability of providing any real-time feedback for the thousands of heart beats they record. These have to be analyzed offline and are quite a tedious job. In addition, the acquisition of the signals under ambulatory conditions comes with its own share of problems. They can have a relatively poor signal-to-noise ratio either due to the sensor conditions or due to the nature of the acquisition. The derivation of any meaningful clinical interpretation or diagnosis, either manually or automatically, from these ECG signals can be quite a challenge. Considering the enormous amount of data generated by these sensors, it is not practical to send them all to the consulting physician for analysis. The final objective of an algorithm, which could be embedded in the handheld device, is to classify and alert the appearance of an incipient abnormal condition. On the other hand, an algorithm that selects the abnormality or detects a condition has to sift through such a data only after pre-processing for any noise or interference. Thus pre-processing is a crucial step in the abnormality detection process. The data that we have used was obtained from Physionet [3] database. The characteristics of the acquired signals are that they are nonstationary in nature, and are often a combination of several low and high frequency components (in the range of 5-50Hz). In most of the real-world ECG data acquisition, the records are contaminated with several types of noise and artifacts such as base-line wanderings, body movements, muscle noise, etc. However, most of the information in ECG signal is contained in the frequency band of 0.5-45 Hz. In the present work, we have used a Butterworth high-pass filter of 0.5 Hz to remove the low-frequency base-line wanderings. Moreover, to limit the band-width of the ECG signal, a low-pass filter of 45 Hz is applied on the records. The low-pass filter also removes 50/60 Hz power line interference in the ECG records. A 3 second window of the result of these filtering operations and normalization is shown in Fig. 3(a) . The linear median and MA filtering on this record was discussed earlier in Section 2.2. We used this normalized and pre-filtered signal to remove any residual noise in the signal. The choice of the parameter λ is important and for the algorithm to converge it should be finite. It can be shown that (cf. [9] ) the maximum value that it can take for convergence is:
We chose the λ to be about 0.001 × λ max which is 0.18. The signal that is recovered from the observation is shown in Fig. 4 along with the reduction in the cost function. The maximum number of iterations was fixed at 30. The solution begins to converge at about 12 iterations. On a 3.2GHz machine with a 4GB RAM, a signal with 10000 data points converged in about 0.05 seconds. For real-time applications on handheld devices, some of the matrices could be stored off-line for a fixed signal length for code acceleration. We noticed that the original signal had a normalized maximum at the 1.844 second data point and the maximum value being 7.4mV. As a result of median filtering, the recovered signal had the same maximum at the 1.842 second and the recovered signal value at this point being 4.172mV. The MA filtering recovered the same maximum at the 1.842 second with a value of 3.849mV. This could probably explain the low MSE for the recovered signal as a result of median filtering. While for the TV Regularized signal, the maximum amplitude value of 7.049mV was recovered at 1.844 second. These peaks correspond to the QRS complex that is the distinguishing feature of the ECG signal waveform. In an ECG beat, the most important segment is the very short QRS complex [4] . An inverse of the RR interval (time between successive R wave peaks) of the ECG signal is an important pathological parameter as it provides instantaneous heart rate. Also, the information pertaining to detection of R peak, QT interval, nature of S, and T waves are considered as important diagnostics parameters.
The QRS detection algorithm by Pan and Tompkins [4] is one of the popular techniques to automatically detect the QRS complex in the given filtered signal. In the first step, the algorithm uses a 5-15 Hz Butterworth bandpass filter to eliminate the frequencies that are not related Table 1 . Comparison between the restoration approaches discussed in this paper. The relative amplitudes are calculated here with respect to the R-peak at 1.842sec, in Fig. 2 , corresponding to an amplitude of 7.4mV.
to the QRS wave. In the second step, it does the first differencing between two successive data points to amplify the sharp slopes of the QRS complex. After differencing, the resulting waveform is squared to make the amplitude positive and also to amplify the high-frequency components. A low-pass filter is then used to enhance the fiducial marks of the QRS complex and implements a self-adaptive thresholding method to detect QRS peaks and reject any residual noise from detection. Finally, as a last step, it discriminates the T-waves, and searches back from the detected QRS waves for any other missed QRS complexes based on a certain time interval. For the recovered signal from the Median or MA filter, this algorithm would detect the peak of the R wave at 1.842 seconds rather than at 1.844 seconds. However, for the TV regularized approach, the R wave would be detected at exactly 1.844 second as is the true position (cf. The detected R-peak in the recovered signal by using the techniques proposed in this article superimposed over the acquired signal.
the signal as a result of filtering, we found that the P-wave amplitude was more elevated than the normal level before filtering. An elevated P-wave could signal an abnormal cardiac condition and an automatic algorithm might be fooled into classifying a normal ECG as abnormal. This is why a good recovery technique is very crucial to analyzing vital physiological signals.
Conclusion
In this paper, we have introduced a 2 -TV minimization approach to recovering the physiological signals acquired by a portable monitoring recording device. We have shown the performance of this approach in comparison to other classical filtering algorithms. It was shown that the TV based algorithm provides a powerful edge-preserving technique to recover the signals. This approach also outperformed the other approaches in terms of preservation of the amplitude of the signal and also does not cause any delay in the samples. We have illustrated this with an example from the ECG signals. We have shown that this algorithm has the capacity to preserve sharp gradients in the ECG signal, and thus allowing high frequency transients such as the QRS complexes to pass through relatively undistorted. The selection of the parameter λ is relatively simple and it can be chosen by hand. The quality of the high frequency signals that have to be removed can be decided by the choice of this parameter. If the parameter is very large then the recovered signal is much more the approximation signal. While small λ parameter causes the recovered signal to have a large amount of details. So in a way this parameter is similar to the cut-off frequency in the case of a low-pass or high-pass filter.
