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Abstract
We show that in a given number of cases thermodynamic equilibrium states and systems showing
irreversible behaviors can be treated on the same footing. This implies two fundamental conse-
quences: the Schro¨dinger equation can not be the corner stone on which statistical thermodynamics
is found and stable equilibrium states can be described from a dynamical point of view. We propose
to found statistical thermodynamics on a transition function defined in terms of path integral and
verifying a time-irreversible equation. The transition function is a weighted sum of paths joining
two points in a non-relativistic space-time. Focusing on closed paths we define a probability and
characterize the paths by a volume, a kinetic energy and a time. This time of quantum origin is a
property of the equilibrium states and it defines a natural unit of time. From the calculations of
energy fluctuations on the paths a link with equilibrium thermodynamics is established and all the
results previously obtained by the Gibbs ensemble method are re-obtained for large systems and
for systems in contact with a thermostat. Replacing the thermostat by a bath without new basic
assumption we introduce a friction phenomena. This approach is different from the so called sys-
tem+reservoir approach since the irreversibility is not due to the bath and a smooth transition from
quantal to classical world is established. An extension of our approach is proposed to make a link
with systems obeying to a hamiltonian mechanics and exhibiting a time reversible behavior. From
this we see that the link between statistical thermodynamics and the pure quantum mechanics
described via the Schro¨dinger equation is based on an analysis of time reversibility/irreversibility.
The strategy developed in this work consists in using simple models for which results can be derived
as exactly as possible and the derivation of a Smoluchovski equation is considered as the signature
of the existence of an irreversible process. More general descriptions will not change the physical
nature of the results.
PACS number:03.65Ca, 05.30-d, 05.70-a, 47.53+n
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I. INTRODUCTION
Thermodynamics is characterized by a very high degree of generality; many branches
in physics are independent except that their results must be in accordance with the two
fundamental laws of thermodynamics. A part of statistical mechanics is concerned by the
calculation of thermodynamic properties starting from a description at a microscopic level,
this requires to introduce a hamiltonian model for the system under investigation and to
use a particular scheme of calculation including some approximations, in general. This part
of statistical mechanics that we can call statistical thermodynamics (ST ) is frequently as-
sociated with thermodynamics but it cannot be identified with it. For instance, the second
law of thermodynamics can be derived from very general arguments without any reference
to the existence of a hamiltonian [1]. If ST adds something very useful to thermodynamics
it neither explains thermodynamics nor replaces it.
The part of ST firmly founded concerns the description of equilibrium states. In a large
class of systems there is a tendency to evolve toward states that are time independent they
are are called equilibrium states [2]. A new foundation of ST must reproduce the well known
theoretical results concerning these states. Besides the equilibrium states thermodynamics
predicts via the second law that the passage from an equilibrium state A to another one B
is only possible if the entropy does not decrease in this transformation. In nature no process
is entirely free from friction, heat dissipation, diffusion .... [3], consequently all the processes
exhibit an increase of entropy and then the transformation B → A is impossible. Reversible
processes form only a limiting case of considerable importance for theoretical demonstra-
tions. They are defined as a dense ordered succession of equilibrium reversible states whereas
a real process is a temporal succession of equilibrium and non-equilibrium states [2]. Here-
after our main objective is to show that equilibrium states and irreversible processes can be
described on the same footing i.e. without introducing new basic assumptions.This leads to
a strong consequence; since the Schro¨dinger equation only describes reversible evolutions it
cannot be the corner stone from which we can establish a new foundation of ST .
From the pioneer work of Boltzmann and the introduction of the H-theorem the question
of irreversibility is all the time present in statistical mechanics (see for instance [4]). The
problem initiated by Boltzmann can be summarized as follows: how to go from a microscopic
description based on the existence of a hamiltonian leading to time-reversible processes to
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macroscopic observations that are time-irreversible. Instead of this traditional route to ir-
reversibility we suggest a totally different point of view. The hamiltonian H remains the
basic quantity defining the system under investigation but any thermodynamic quantity is
calculated via a transition function that is a time-dependent transformation of H . This
function characterizing the paths joining two points in a non-relativistic space-time verifies
a time-irreversible differential equation at a microscopic level. This means that the dynamic
processes associated with the transition function can be used to re-derive the well known re-
sults concerning the equilibrium states. In some sense the problematic of Boltzmann is now
inverted: we start from a dynamics that is time-irreversible at a microscopic level and we
have to describe stable equilibrium states while the description of non-reversible processes at
macroscopic level will be easy. Amongst the numerous sources of irreversibility like friction,
diffusion, heat dissipation, electric current .... hereafter we will focus on a friction process
generated by a brownian process. This represents a very large class of phenomena and it
has been extensively investigated in the literature.
Finally, the last question to investigate is the relation between ST and pure mechanical
systems in which there is no friction. For such systems we have a hamiltonian dynamics and
the evolution is time-reversible. More generally this leads to investigate the link between
ST and quantum mechanics (QM) described at the level of the Schro¨dinger equation. We
will see how the time reversibility/irreversibility is crucial in the analysis of this link.
The paper is organized as follows. In Section 2 we select the equilibrium results that a new
foundation of statistical mechanics must verify. In Section 3 we introduce a transition func-
tion that gives a counting of paths joining two points in a non-relativistic space-time and we
give some properties of this function. In particular we show that it verifies a time-irreversible
equation and from it we may introduce two kinds of probabilities; one of them is given via
a Smoluchovski equation. In Section 4 we investigate the dynamical properties associated
with closed paths : mean volume of paths, kinetic energy over paths, time to explore the
paths. From these results we derive the existence of stable equilibrium states for which
thermodynamic properties are identical to those obtained by the traditional Gibbs ensemble
method. In the two next Sections we consider a system interacting with a thermostat or
a bath. The coupling with a thermostat leads to well known results concerning systems
at equilibrium. The coupling with a bath induces friction forces and a time-irreversible
behavior. We show that the coupling with these two kinds of environments are essentially
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due to a quantitative difference between the parameters and no new basic assumption is
needed to produce equilibrium states or time-irreversible behaviors. In Section 6 we show
how to extend our approach in order to describe a reversible behavior corresponding to a
pure quantum mechanical system. A Schro¨dinger equation will be derived allowing to link
ST and QM from a fundamental point of view. The conclusions of this work are given in
the last Section.
Our approach is restricted to systems in absence of gravity and radiations and theoretical
questions as the existence of a thermodynamic limit will be not discussed at this stage. In
many places we illustrate our approach by considering simple examples for which analytical
results can be derived. The existence of a Smoluchovski equation will be considered as typ-
ical from an time-irreversible behavior. A very preliminary version of this work is published
in ArXiv [5].
II. RESULTS FOR EQUILIBRIUM STATES
A. Traditional approach
The main goal of equilibrium statistical mechanical consists to predict the properties of
systems composed of a very huge number of particles; only in the so-called thermodynamic
limit a comparison between thermodynamics and ST [6] is expected. Since the description of
a system at atomic scale requires quantum mechanics it follows that the proper formulation
of statistical mechanics must be in quantum mechanical language.
It is well known that the expectation of a given quantity is given via the density matrix
defined according to [7]
ρ =
∑
i
wi |i〉 〈i| (1)
in which the set |i〉 is a complete orthogonal set of vectors and wi defined such that wi ≥ 0
and
∑
i wi = 1, wi is interpreted as the probability that the system is in a state i. Given
an operator A the expectation of A is given by 〈A〉 = Tr(ρA) =
∑
i wi 〈i |A| i〉 where Tr(B)
means that we have to take the trace of the operator B.
In ST we take for |i〉 the eigenfunction of the Hamiltonian H of the system for which the
corresponding eigenvalue is Ei and we assume that the probability wi to be in a state i is
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proportional to exp− βEi leading to a density matrix in the form
ρ =
exp− βH
Tr(exp− βH)
=
exp− βH
Q
(2)
where
Q = Tr(exp− βH) (3)
is the partition function and β is determined by establishing the connection between ST
and thermodynamics.
B. Path integral approach
Besides this traditional approach Feynman [7] observed that the quantity ρ(u) = exp −Hu
h¯
where u has been redefined to be βh¯ verifies the differential equation
h¯
∂ρ(u)
∂u
= −Hρ(u) (4)
that is formally a Schro¨dinger equation in which we have made the transformation it = u.
This remark implies that the partition function can be expressed in term of a path integral
as it has been done for the wave function. We introduce [7]
Qpath =
∫
dxN(0)
∫
DxN (t)exp(−
1
h¯
∫ βh¯
0
H(s)ds) (5)
xN (0) represents the set of the positions xi(0) occupied by the N particles at the time t0
and xN (t) is a similar quantity but associated with the time t, DxN(t) is the path integral
measure. The passage from Qpath to Q requires the existence of a multiplicative constant
Cte in order to form from Qpath a dimensionless quantity, hereafter we consider that all
the physics is contained in Qpath. In Eqs. (5) we must take x
i(0) = xi(βh¯) and H(s) =
K(s) + U(s) where K(s) is given by
K(s) =
N∑
i=1
1
2
m(
dxi(s)
ds
)2 =
N∑
i=1
Ki(s) (6)
and
U(s) =
N∑
i=1
[v1(x
i(s), s) +
N∑
j=1;j 6=i
v2(x
i(s), xj(s)] =
N∑
i=1
U i(s) (7)
where v1(x
i(s), s) is the external potential acting on the particle i located at the point xi(s)
at the time s and v2(x
i(s), xj(s)) is the pair potential between two particles i and j at time
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s and U i(s) is the total potential on the particle i located at the point xi at the time s.
Of course from Eqs. (5) and Eqs. (3) we will get an identical value for Q. However the
expressions of Q have to be corrected in order to introduce the particle undiscernability.
In [8] it has been shown that excepted the case of helium at very low temperature that we
exclude here the effect of undiscernability is restricted to the introduction of a factor 1
N !
in
front of Q.
In the limit h¯ → 0 and at the lowest order in the thermal de Broglie wavelength given by
Λ = [ h
2
2πmkBT
]
1
2 where m is the mass of particles and kBT is the order of magnitude of the
thermal kinetic energy we have [9]
Q =
1
N !
1
h¯3N
∫
dxNdpNexp− βH(xN , pN) (8)
in which we have introduced the set of particle momentum via pN . This result is identical
to the one given by Eqs. (5) if we take Cte = 1
ΛN
.
Hereafter we adopt the entropy representation of thermodynamics [1], [2] for which the basic
relation is given by the entropy S as a function of the internal energy U , the volume V and
the number of particles N for a mono component system . Using the relation F = −kB lnQ
between the free energy F and Q and the thermodynamic relation F = U − TS we obtain
in terms of path integral
S = kB ln
1
N !
∫
dxN (0)
∫
DxN (t)exp(−
1
h
∫ βh¯
0
[H(s)− U ]ds) (9)
showing that the entropy is determined by the fluctuations of the internal energy along the
paths these fluctuations being such as
∫ τ
0 (H(s)− U)ds ≈ h.
In what follows starting from a dynamic point of view our task will be to re-derive Eqs. (8)
and Eqs. (9).
C. Comments
The previous well known results require nevertheless two comments. Frequently it is
claimed that we can pass from quantum mechanics QM to ST by introducing the imagi-
nary time u = it. This is just a mathematical trick maintaining open the following question:
why in quantum mechanics to get a physical quantity we have to associate the wave func-
tion with its complex conjugate while in ST it is enough to introduce the imaginary time
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only into the wave function in order to get a physical quantity. Hereafter we will show that
the passage from ST to quantum mechanics requires an analysis in term of time reversibil-
ity/irreversibility.
The second comment has been introduced by Feynman [8] who compared the traditional
expression of the partition function Eqs. (3) to its path integral form given by Eqs. (5). He
noticed that the traditional approach requires to use the canonical form of wi and to solve
the Scho¨dinger equation this means that all the details of the quantum mechanics are needed
in order to calculate Q. Feynman [8] (see ” Remarks on methods of derivation” p. 295) sug-
gested that it must be possible to derive the path integral expression of Q without solving
the Schro¨dinger equation but directly starting from the time-dependent motion. Hereafter
we will follow this route. Note that a similar observation has been done in the case of black
holes where it has been shown that the black holes thermodynamics does not require the
precise form of the Einstein equation [10]. There is a more basic element showing that the
Schro¨dinger equation cannot be the corner stone on which we can found ST . Thermody-
namics also contains via the second law the description of non-reversible processes and if we
want to describe equilibrium states and non-equilibrium situations on the same footing we
can not start from the Schro¨dinger equation which is limited to the description of reversible
processes.
III. THE TRANSITION FUNCTION AND ITS PROPERTIES
Hereafter we characterize a quantum mono-component system enclosed in a box of volume
V by a transition function that will be our basic tool to describe both equilibrium states
and irreversible behaviors.
A. Introduction of the transition function
The hamiltonian H represents our basic knowledge on a system. In classical mechanics
from H we can calculate the trajectory of a particle for a given time interval and fixed
initial and final positions. For a isolated system with H is associated a constant value for
the system energy. In quantum mechanics there is no definite trajectory for a particle but
we can calculate the sum of all the paths joining the points xN (0) and xN when the time is
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running from t0 to t. Of course, not all the paths have the same importance for a physical
system and for the physics we consider therefore we have to introduce a weighted sum over
the paths. In quantum physics the natural scale is given by the Planck constant accordingly
we decide that the relevant paths are those for which the action does not differ very much
from h¯. The action we consider is the euclidean action that eliminates for a given time
interval the too high values for the energy. A quantity verifying all these properties is the
path integral defined for t ≥ t0
φ(xN(0), t0; x
N , t) =
1
N !
∫
DxN (t)exp(−
1
h¯
∫ t
t0
H(s)ds) (10)
xN (0) represents the set of the positions xi(0) occupied by the N particles at the time t0 and
xN is a similar quantity but associated with the time t, DxN(t) is the path integral measure
and H(s) is the hamiltonian associated with the system. The time t appearing in Eqs. (10)
is the usual time i.e. a real quantity and φ(xN(0), t0; x
N , t) is a positive real valued function.
To calculate the path integral in Eqs. (10) we introduce a time discretization, the time step
δt is given by δt = t−t0
n
where n is very large and we denote by δx the difference of position
corresponding to δt. The path integral measure is given by
DxN(t) =
1
C
N∏
i=1
n−1∏
j=1
dxij (11)
in which C is a normalization constant and dxij represents the position of the particle i at
the time t0 + jδt, we have x
i
0 = x
i(0) and xin−1 = x
i(t− δt).
For a particle i having a hamiltonian H i(s) = Ki(s)+U i(s) defined via (6) and (7) we have
in the limit δt→ 0
limitδt→0
1
h¯
∫ t+δt
t
H i(s)ds ≈
1
h¯
[
1
2
m
(δxi)2
δt
+ δtU i(t))] (12)
where we have assumed that the potential does not vary during δt. If we take (δxi)2 ≈ δt1+α
with α > 0 the contribution to the path is vanishingly small. In opposite for negative values
of α Eqs. (12) behaves like 1
δtα
giving a vanishing contribution to the path integral Eqs.
(10). Thus the relevant paths are those for which 1
2
m (δx
i)2
δt
≈ h¯ leading to
[
1
2
m(
δxi
δt
)2 + U i(t)]δt = δEiδt ≈ h¯ (13)
Thus during δt we accept the fluctuations of energy verifying Eqs. (13) i.e. a kind of
Heisenberg uncertainty relation. In the limit δt→ 0 the main paths are those for which we
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have in one dimension
(δxi)2 ≈ 2
h¯
m
δt (14)
mimicking a diffusion process.
There is no doubt that φ(xN (0), t0; x
N , t) characterizes a system but it is not the only one
possibility a totally different quantity or another definition of φ(xN (0), t0; x
N , t) might be
considered. Nevertheless φ(xN(0), t0; x
N , t) given by Eqs. (10) represents a simple choice
and below we will examine all the consequences of it.
In summary, instead of the hamiltonian which is the traditionnal basis of ST we propose to
consider that the basis should be a time dependent transformation of it via the existence of
a transition function.
B. Basic properties of the transition function
Associated with the path integral formalism there it exists a large number of results
explicitly given in [8], [11], [12] for instance . Here we do not recall them but focus on those
useful hereafter.
From the function φ(xN(0), t0; x
N , t) we may define a semi-group since
φ(xN (0), t0; x
N , t) =
∫
φ(xN(0), t0; x
N (1), t1)φ(x
N(1), t1; x
N , t)dxN(1) (15)
whatever t1 provided t0 ≤ t1 ≤ t. In the limit t→ t0 we have
limitt→t0φ(x
N(0), t0; x
N , t) =
N∏
i
δ(xi − xi(0)) (16)
From φ(xN(0), t0; x
N , t) we define
φ(xN , t) =
∫
φ0(x
N (0))φ(xN(0), t0; x
N , t)dxN (0) (17)
in which φ0(x
N (0)) is a given function and due to Eqs. (16) we have φ(xN , t = t0) =
φ0(x
N (0)). The equations (15), (16) and (17) show that φ(xN(0), t0; x
N , t) plays the role of
a transition function in the space-time.
For system in absence of interaction potential we have in one dimension
φideal(x
N (0), t0; x
N , t) =
N∏
i=1
φiideal(x
i
0, t0; x
i, t) =
N∏
i=1
(
m
2πh¯(t− t0)
)
1
2 exp[−
m
2h¯(t− t0)
(xi − xi0)
2]
(18)
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C. Time evolution of the transition function
In order to investigate the time evolution of the transition function we follow a route
similar to the one used by Feynman [8] in order to relate the path integral formalism of
quantum mechanics to the Schro¨dinger equation. For an infinitely small increasing of time
ǫ we have using Eqs. (15)
φ(xN (0), t0; x
N , t+ ǫ) =
∫
φ(xN (0), t0; x
N(1), t)φ(xN(1), t; xN , t+ ǫ)dxN (1) (19)
In the part φ(xN (1), t; xN , t+ ǫ) of this expression the dominating term is the kinetic energy
proportional to 1
ǫ
and the potential energy can be expanded linearly in term of ǫ, due to this
we have to deal with gaussian quadratures. In the part φ(xN(0), t0; x
N (1), t) we may expand
xN (1) around xN . Many terms can be eliminated with the gaussian quadrature and finally
selecting all the terms of order ǫ we are left with (see [13] for a detailed demonstration)
∂φ(xN (0), t0; x
N , t)
∂t
=
h¯
2m
N∑
i=1
∂2φ(xN(0), t0; x
N , t)
∂(xi)2
−
1
h¯
N∑
i=1
U i(t)φ(xN(0), t0; x
N , t) (20)
Introducing the function φ(xN , t) defined by Eqs. (17) we obtain
∂φ(xN , t)
∂t
=
h
2m
N∑
i=1
∂2φ(xN , t)
∂(xi)2
−
1
h¯
N∑
i=1
U i(t)φ(xN , t) (21)
assuming that the transition function is regular in order to be able of permuting derivative
and quadrature.
In a previous work [14] the equation (21) has been established from a semi-empirical point of
view inspired by the chess-model [7],[15]; the space time was considered as initially discrete
but a continuous limit was sufficient for the investigated cases. In this route we started from
(21) and the path integral form of the transition function Eqs. (10) was obtained via the
Feynman-Kac formula. Here a more fundamental point of view is adopted: the space time
is continuous but a discretization appears from the process of quantification associated with
the path integral.
D. Probabilities associated with the transition function
The equation (21) is a diffusion type equation due the existence of a paths selection verify-
ing Eqs. (14). However the potential term is equivalent to introduce a creation/annihilation
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effect and φ(xN , t) can not be not normalized and it can not define a probability. Neverthe-
less from the transition function it is possible to create two probabilities.
1. Path probability
Let consider
p(xN(0), t0; x
N , t) =
exp− 1
h¯
∫ t
t0
H(s)ds∫
DxN(t)exp− 1
h¯
∫ t
t0
H(s)ds
(22)
this quantity is positive, smaller than 1 and normalized since
∫
DxN(t)p(xN (0), t0; x
N , t) = 1.
We consider p(xN (0), t0; x
N , t)DxN (t) as the probability to have paths included in the volume
∏N
i=1
∏n−1
j=1 dx
i
j around the set of points [x
k
l )]. For a given function A([x
k
l ]) we can define an
average over paths according to
< A >path=
∫ N∏
i=1
n−1∏
j=1
dxijA([x
k
l ])p(x
N (0), t0; x
N , t) (23)
The density of probability Eqs. (22) has already been used to calculated the properties of
closed paths [16]. The average over paths is a special procedure that we can not reduce to a
time average or to a traditional canonical average, in general. To illustrate the calculation
of an average let consider a quantity A defined in tl and tl+1 such as t0 ≤ tl < tl+1 ≤ t. For
a given path in tl and tl+1 the positions are xl and x+1 respectively and from them we can
form A(xl, xl+1). Finally we perform a sum of all the A(xl, xl+1) on all the paths weighted
by p(xN(0), t0; x
N , t); the result depends on xN(0), xN , t0 and t. In what follows Eqs. (22)
and Eqs. (23) are the ingredients on which our approach of ST is based.
2. Smoluchovski equation
From φ(xN , t) we may define another kind of probability. To have a simple analyti-
cal result we consider the case of non-interacting particles located in a time-independent
external potential. In that case the transition function is factorized in a product of func-
tions φ(x, t) associated with one particle in the external potential U(x). For φ(x, t) we
follow the mathematical transformation introduced in [17] and we consider the new quantity
P (x, t) = Z(x)φ(x, t). By using Eqs. (21) and straightforward manipulations we get the
following results
∂P (x, t)
∂t
=
h¯
2m
∂2P (x, t)
∂x2
+
h¯
m
∂
∂x
[
∂V (x)
∂x
P (x, t)] (24)
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in which the potential V (x) is defined by Z(x) = exp−V (x) and Z(x) is the solution of
−
h¯
2m
∂2Z(x)
∂x2
+ U(x)Z(x) = 0 (25)
P (x, t) verifying the Smoluchovski equation (24) defines a probability for which we have
an equilibrium probability Peq(x) corresponding to
∂P (x,t)
∂t
= 0 and given by P (x) =
C exp−V (x) in which C is a normalization constant. Thus from φ(xN(0), t0; x
N , t) we may
deduce a density of probability verifying in simple situations a Smoluchovski equation. We
may expect that in more complicated situations it must be also possible to define a proba-
bility. If the external potential is time dependent a similar result can be obtained replacing
Z(x) by Z(x, t) and an equation similar to Eqs. (25) can be derived. If we introduce an
interaction between particles a general result can be obtained for instance by a perturbation
method leading to a modification of Eqs. (24). This shows that φ(xN (0), t0; x
N , t) is suffi-
cient to define a quantity i)having a physical meaning and ii) presenting a time-irreversible
behavior.
In a recent paper [18] the results presented in this section have been used to describe an irre-
versible chemical reaction in vacuum and it has been shown that the stochastic approach of
the chemical reaction proposed by Kramers [19] can be justified from first principles. P (x, t)
is then interpreted as the density of probability for particle to be at the position x at the
time t.
IV. DYNAMICAL DESCRIPTION OF THE THERMODYNAMIC EQUILIB-
RIUM
For a system S in thermodynamic equilibrium all its properties are time-independent, by
definition. In principle, any experimental measurement on S is the result of a time averaging
process but in the Gibbs ensemble method this averaging is replaced by an average on an
ensemble of systems having a structure similar to the one of S [9] and there is no time in the
calculation of equilibrium values. If we start from the dynamical point of view associated
with the transition function the system is all the time fluctuating around its equilibrium
values. To extract a thermodynamic data from a fluctuating system needs to consider
a given time in which all the fluctuations are averaged. This time depends both on the
apparatus we use and on the system specificities moreover it must be finite since we want
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to be able to reproduce several measurements in a finite period of time.
In the calculation of φ(xN(0), t0; x
N , t) the role of time depends on the class of paths we
investigate. Closed paths are defined by the space point from which they start and return
but, in addition, to perform a calculation we have to specify the time interval during which
the paths are explored. If we may take the same time interval whatever the initial position
of the paths we introduce an internal parameter that we have to determine in order to have
a self contained approach. If we focus on a class of open paths joining the point x0 to x
we have a description that contains time-dependent correlation functions. These functions
give information beyond what we know from thermodynamics. For such functions we do
not see how to eliminate t excepted by an integration over all the value of t running from
0 to ∞. This route requires at least in principle an infinite time to measure a quantity and
due to this we decide to stay with closed paths. This choice is also inspired by what is
done in traditional quantum statistical physics where the properties of thermal equilibrium
are related to the trace of the density matrix, more sophisticated descriptions used the non-
diagonal terms of the density matrix. Below several quantities are introduced to characterize
the paths.
A. Mean volume associated with closed paths
In equilibrium situation the transition function associated with two times t and t0 must
only depend on (t− t0) = τ and we can take t0 = 0. Explicit calculations are performed on
a one-dimensional system, a generalization to three dimensions is straightforward.
Let consider first a system without interaction then φ(xN(0), t0; x
N , t) =
∏N
i=1 φ
i
ideal(x
i
0, 0; x
i, τ) in which all the functions φiideal(x
i
0, 0; x
i, τ) are similar and given by
Eqs. (18). In this case we are free to explore all the paths during the same time interval τ .
For a given point xi(0) the quadratic deviation around this point is calculated using Eqs.
(23) leading to
< [xi(t′)− xi(0)]2 >path=
∫ n−1∏
j=1
dxij [x
i(t′)− xi(0)]2pideal(x
i(0), 0; xi, τ) (26)
where 0 < t′ < τ and we have used the fact that the density of probability Eqs. (22) can be
factorized. The calculation of Eqs. (26) it reduces to gaussian quadratures and we obtain
< [xi(t′)− xi(0)]2 >path=
h¯
m
t′(τ − t′)
τ
(27)
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that exhibits a maximum for t′ = τ
2
. leading to
max < [xi(t′)− xi(0)]2 >path=
h¯τ
4m
= λ2 (28)
Thus a free particle i can move in a sphere of radius λ =
√
h¯τ
4m
. In presence of a potential
U i(t′) we assume that the variation of this potential is negligible in this sphere and λ is not
changed. We will see that this point corresponds to a standard assumption [9] in order to
derive Eqs. (8) that is our goal.
B. Kinetic energy on the paths
In Eqs. (27) we can choose t′ = δt and consider the kinetic energy < eK >path defined as
< eK >path=
1
2
m <
(xi(δt)− xi(0))2
δt2
>path=
h¯
2
[
1
δt
−
1
τ
] =
h¯
2δt
− < EK >path (29)
In the limit δt → 0 this kinetic energy is positive as expected but it grows like 1
δt
. This
behavior is associated with the existence of a quantum of elementary action; we have <
eK >path δt =
h¯
2
. The finite contribution to < eK >path is negative and we have < EK >path=
h¯
2τ
. The results show that an average over paths - that is the only tool we have at our disposal
- may lead to non-traditional results as already show in [16].
C. Characteristic time for equilibrium states
Let analyze the fluctuations of energy over the closed paths via a quantity S(τ) similar to
Eqs. (9) but depending on a time interval τ that is an unknown parameter for the moment.
We define
S(τ) = kB ln
1
N !
∫
dxN(0)
∫
DxN(t)exp(−
1
h¯
∫ τ
0
(H(s)− U)ds)
=
kBτU
h¯
+ kB ln
∫
dxN (0)φ(xN(0), 0; xN(0), τ) (30)
U is the internal energy needed to create the system. To determine τ we consider the
derivative [∂S(τ)
∂U
]N,V given by
[
∂S(τ)
∂U
]N,V = kB[
τ
h¯
+ [
∂τ
∂U
]N,V [
U
h¯
+ [
∂ ln
∫
dxN(0)φ(xN(0), 0; xN(0), τ)
∂τ
]N,V ]] (31)
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where we have taken into account that the transition function depend on U only via τ . In
order to use the time evolution equation (20) in the calculation of the partial derivative of
φ(xN(0), 0; xN(0), τ) we rewrite this function using the semi-group property Eqs. (15)
φ(xN(0), 0; xN(0), τ) =
∫
dx′Nφ(xN(0), 0; x′N , δt)φ(x′N , δt; xN (0), τ − δt) (32)
and the derivative is given by
∂φ(xN (0), 0; xN(0), τ)
∂τ
=
∫
dx′Nφ(xN (0), 0; x′N , δt)
∂φ(x′N , δt; xN(0), τ − δt)
∂τ
(33)
or using Eqs. (20) the r.h.s. of Eqs. (33) becomes
∫
dx′Nφ(xN(0), 0; x′N , δt)[
h¯
2m
N∑
i=1
∂2φ(x′N , δt; xN , τ − δt)
∂(xi)2
−
1
h¯
N∑
i=1
U i(τ−δt)φ(x′N , δt; xN(0), τ−δt))]
(34)
The part associated with the interaction potential gives the following contribution to Eqs.
(31)
< Up(τ) >path= lim
δt→0
∫
dxN (0)
∫
dx′Nφ(xN (0), 0; x′N , δt)
∑N
i=1 U
i(τ − δt)φ(x′N , δt; xN , τ − δt)∫
dxN(0)φ(xN , 0; xN , τ)
(35)
In the limit δt→ 0 we have U i(τ − δt) ≈ U i(τ) ≈ U i(0) the last approximation results from
our hypothesis that during τ the particle explores a volume of radius λ in which there is no
significant variation of potential. Finally we can write
< Up(τ) >path=
∫
dxN(0)
∑N
i=1 U
i(0)exp− ( τ
h¯
∑N
j=1U
j(0))∫
dxN (0)exp− ( τ
h¯
∑N
j=1U
j(0))
(36)
that we interpret as the mean value of the potential energy calculated over the closed paths.
The calculation of the first term in Eqs. (34) requires to calculate the second derivative
of φ(x′N , δt; xN , τ − δt). This can be readily performed if we use the discrete form of the
transition function and then if we write x′i = xi + δxi. Straightforward calculations lead to
lim
δt→0
∫
dxN (0)
∫
dx′Nφ(xN (0), 0;
∏N
i=1(x
i + δxi), δt)
∑N
i=1(
m
2
( δx
i
δt
)2 − h
2δt
)φ(
∏N
i=1(x
i + δxi), δt; xN , τ − δt)∫
dxN (0)φ(xN , 0; xN , τ)
(37)
where the potential contribution leads to a term of order δt that we can neglect. Thus Eqs.
(37) is nothing else than of < (m
2
( δx
i
δt
)2− h
2δt
) >path. In this average over paths the first term
is < eK >path given in Eqs. (29) and we see that its diverging contribution is canceled by
the second term. Finally we can write using Eqs. (29)
< (
m
2
(
δxi
δt
)2 −
h
2δt
) >path= − < Uk(τ) >path= −
Nh¯
2τ
(38)
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We can rewrite Eqs. (33) according to
[
∂S(τ)
∂U
]N,V = kB[
τ
h
+
1
h
[
∂τ
∂U
]N,V [U − (< Uk(τ) >path + < Up(τ) >path)]] (39)
The sum < U(τ) >path=< Uk >path + < Up >path is a finite quantity associated with the
average of energy calculated over the paths. A natural equilibrium condition consists to
choose τ in order to have
U− < U(τ) >path= 0 (40)
This condition gives a relation between U and τ . As noted in Section 3.D.1 an average over
paths is not a time average. Here it means that the energy -essentially the kinetics energy-
must be averaged on paths that we must explore during τ . Thus from τ we introduce a unit
of time characterizing an equilibrium state. If a measurement on a system is performed with
an ideal apparatus but on a time interval time t < τ the result will be unpredictable as a
result of quantum fluctuations. Now Eqs. (31) is reduced to
[
∂S(τ)
∂U
]N,V =
kBτ
h¯
=
1
Tpath
(41)
in which we have introduced a temperature over the paths Tpath and since τ > 0 we can
conclude that Tpath > 0.
D. Relation with thermodynamics
In the previous subsections the dynamics associated with the closed paths has been char-
acterized by several quantities: the mean volume explored by the paths, the elementary
kinetic energy and a characteristic time. Starting from S(τ) characterizing the energy fluc-
tuations over the paths we have established the relation Eqs. (41). As usually in standard
ST we can try to relate the calculated results with those of thermodynamics by identifying
two similar quantities from which we have to recover relations existing simultaneously in
thermodynamics and ST . Let assume that the path temperature Tpath is identical to the
usual thermodynamic temperature. A lot of result can be deduced from this assumption.
First from Eqs. (41) we deduce
τ =
h¯
kBT
= βh¯ (42)
Now S(τ) defined in Eqs. (30) is identical to the S defined in Eqs. (9) that is identical
to the expression of the entropy derived from the Gibbs ensemble method. We know that
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the entropy defined as a function of U and N is the fundamental relation in thermodynam-
ics [2] and thus from our approach we will recover all the results obtained via the Gibbs
ensemble method. The relation Eqs. (41) is now the usual definition of temperature via
the entropy. The quantity < Up(τ) >path given in Eqs. (36) is now identical to the mean
value of the potential calculated in the canonical ensemble. For the kinetic energy we have
< Uk(τ) >path=
Nh¯
2τ
= N kBT
2
which is the usual value of the thermal kinetic energy in one
dimension. The condition of equilibrium Eqs. (40) is nothing else than the expression of
the internal energy in terms of microscopic properties.
E. Comments
The time τ appears frequently in the literature, for instance, in [20] it has been used
without justification for calculating the black hole radiation. It is interesting to mention
that the relation between equilibrium states and dynamics has been already investigated in
the literature. It has been shown that an equilibrium state represented by a density matrix
induces the existence of a dynamics characterized by the usual evolution operator provided
that the time is rescaled by τ that is considered as the natural unit of time [21] but the origin
of this scaling is not elucidated. Above we have seen why τ can be considered as the unit of
time. The results developed in [21] for finding a thermodynamics origin of time in presence
of gravity used a definition of the thermal equilibrium similar to (40).
The uncertainty relation Eqs. (13) shows that for δt < τ the energy fluctuations of quantum
origin are larger than the thermal ones represented by kBT and we can conclude that for this
time interval there is no thermodynamics. The non-existence of thermodynamics for very
short period of time has been already underlined by Landau [22] here we give a quantitative
version to the Landau remark. This point is also very satisfying for us because it allows us
to conciliate the description of an equilibrium state with the existence of a time-irreversible
differential equation. On each closed path there is no heat dissipation since heat has no
meaning for such short time intervals and we may conclude that the results obtained in this
Section correspond to stable thermodynamic equilibrium states.
If a measurement is done on a time interval shorter than τ the result will be unpredictable.
τ corresponds to the unit of time in the measurement of a thermodynamic quantity as
already suggested in [21] and [23]. The value of τ is 0.7610−11 1
T
sec and for an experimental
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measurement performed in 1µsec for instance we have ≈ 105T units of time and there is no
doubt that the experiment will give the exact theoretical average. More drastically τ has a
quantum origin since related to h¯ and in a classical limit in comparison with time required
for experimental measurements we can take τ → 0. However we can not take this limit in
any circumstance because as illustrated below Eqs.(43) we may have to consider the ratio
τ
h¯
.
We have assumed that the variations of U i on a distance λ from the center of a particle
i can be neglected this also corresponds to the traditional assumption [9] since λ ≈ Λ. In
particular this assumption was needed to describe the particle undiscernability by just a
factor 1
N !
(8). In nanometer we have λ = 0.5(mp
m
1
T
)
1
2 where mp is the proton mass. This
distance has to be compared with the core size σ of a particle i. Excepted the case of very
light particles at very low temperature - that we have eliminated from the very beginning
- we wee that λ ≤ σ. In the core region U i is much smaller than the core potential and
the approximation is verified in a large number of cases. In contrast on λ we have to treat
carefully the kinetics energy which is large and associated with the fractal character of paths
[16].
Another consequence of the dynamical approach of equilibrium is to introduce a relation
between action and entropy, such relation has been verified in the case of Schwatzchild black
holes [24].
F. The classical result
During the time interval τ the fluctuations in the positions of a free particle are restricted
to a volume of radius λ ≈ Λ. Since we have assumed that the variations of U i are negligible
on a sphere of radius λ we have
1
h¯
∫ τ
0
U i(s)ds ≈ βU i(0) (43)
and we have essentially to focus on the kinetic energy in a closed paths. To do that we may
divide the time interval τ in two equal time intervals and we change xi(1) in vi according to
xi(1) = xi(0) + τ
2
vi we get
Qpath =
∫
dxN (0)φ(xN(0), 0; xN(0), τ) =
ΛN
N !h3N
∫
dxN(0)exp(−β
N∑
i=1
U i(0))
∫ N∏
i=1
dpiexp−β
(pi)2
2m
(44)
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which is identical to Eqs. (8) if we take Q = CteQpath with Cte =
1
ΛN
.
V. SYSTEM IN EQUILIBRIUM WITH A THERMOSTAT
In the previous Section we considered a very large system for which the thermodynamic
properties are well defined. Now we analyze the properties of a system S enclosed in a box
of volume V outside of which there is a very large system T having a volume V >> V . Our
first task work consists to write Eqs. (10) for two systems in contact.
The hamiltonian H(s) becomes H(s) = HS(s)+HT (s)+ I(s) in which HS(s) and HT (s) are
associated with the isolated systems and I(s) to their interaction. The position of a particle
α of T will be referred by yα, their total number isM and their mass is mα. The interaction
energy I(s) can be written I(s) =
∑N
i=1
∑M
α=1 I(y
α(s), xi(s)), where I(yα(s), xi(s)) is the
coupling pair potential. As usually we assume that I(s) is due to a short distance potential
consequently I(s) is proportional to the number MS of particles of T located near the
surface of S and to the number Nnn of nearest neighbors of these particles but pertaining to
S. Thus I(s) ≈MSNnnI¯(α, i) where I¯(α, i) is the mean value of the coupling pair potential.
Since MS << M the properties of T can be calculated independently of I(s) with a good
approximation.
Since T is a large system at equilibrium the results obtained above show that we can associate
to it a well defined temperature T , a characteristic time τ = h¯
kBT
, a length λ2 = h¯
mα
τ
2
and
its proper partition function
QT =
1
M !
∫
dyM(0)
∫
DyM(t)exp(−
1
h¯
∫ τ
0
HT (s)ds) (45)
For S coupled with T we introduce a new transition function independent on the origin of
time (t0 = 0) but associated with a time interval τ in order to have the equilibrium for T
1
QT
1
N !
∫
DxN(t)exp(−
1
h¯
∫ τ
0
H(s)ds)
1
M !
∫
dyM(0)
∫
DyM(t)exp(−
1
h¯
∫ τ
0
(HT (s) + I(s))ds)
(46)
If all the potentials exhibit no significant variation on λ we introduce
exp− βI˜(0) =
∫
dyM(0)exp(−β(UT (0) + I(0))∫
dyM(0)exp(−βUT (0))
(47)
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and the integration of Eqs. (46) on xN (0) will produce the partition function of S in contact
with the thermostat, we have
QS =
1
N !
∫
dxN (0) exp(−β(US(0) + I˜(0)))
∫
DxN (t) exp(−
1
h¯
∫ τ
0
KS(s)ds) (48)
in which US and KS represent the total potential and kinetic energy for the system isolated.
The term related to KS(s) corresponds to the ideal system, it can be calculated with Eqs.
(18). Using the same value of Cte as previously we get
Q =
1
N !h3N
∫
dxN (0)dpN exp−β(US(0) + I˜(0) +
N∑
i=1
(pi)2
2m
) (49)
In our approach T defined the temperature and the time interval τ in addition the coupling
between S and T introduces an extra potential I˜(0)) defined in (47). If the system S is large
in such a way that N >> MSNnn we can neglect the contribution of I˜(0)) in comparison
with the one of U i(0) and the traditional form of the partition function is re-obtained.
In the next Section we present the derivation of a macroscopic time-irreversible behavior.
VI. TIME-IRREVERSIBLE BEHAVIORS
In Section 2C we have established that the transition function verifies a time-irreversible
equation Eqs. (20). On a simple case in Section 3.D we have introduced a probability
verifying a Smoluchovski equation (24) which is the prototype of an equation describing
a time-irreversible process. There is no doubt that with our approach we will be able to
describe a large class of time-irreversible processes. In this Section we show how the presence
of a bath may generate a friction phenomena on particles. We have already investigated
such a kind of problem in [13], [25]. The interest of presenting a short summary of these
works is double. First we show that a system in thermal equilibrium with a thermostat
or in presence of a bath giving rise to a time-irreversible behavior can be treated on the
same footing. Second we illustrate the difference between our approach and the so called
system+reservoir approach.
A. A simple system
In what follows the system S will be reduced to one particle that we will call the Particle
to be short, it obeys to the hamiltonian defined from Eqs.(6) and Eqs.(7) in which the
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interaction potential is reduced to an external potential. We assume that the Particle is
embedded in a bath B replacing the thermostat T investigated in the previous section.
Now the interaction energy bath/Particle cannot be neglected in the Particle dynamics. In
contrast the bath properties can be calculated in absence of the Particle. As in the previous
Section we associate with the large bath a characteristic time τ a temperature T and a
distance λ. System and bath are enclosed in a volume V and the initial position of the
Particle will be used to define the center of the spatial coordinates. Many technical details
concerning this model are given in [13].
Now we write the total hamiltonian as H(s) = HS(s)+HB(s)+ I(s) and a particular forms
will be chosen for B and I. The bath is represented by M particles oscillating around their
initial equilibrium positions, they behave asM independent identical oscillators of frequency
ω and of mass mB. The hamiltonian associated with the bath is
HB(t) =
M∑
i=1
[
1
2
mB(
dri(t)
dt
)2 +
1
2
mω2r2i (t)] (50)
in which ri means for i its deviation from its initial equilibrium position. For the interac-
tion between bath and Particle we use the bi-linear hamiltonian frequently retained in the
literature [13]
I(t) =
M∑
i=1
Ciri(t)x(t) (51)
in which Ci is related to the second spatial derivative of the interaction potential between the
Particle located at the center of the box at the initial time and the equilibrium position of
the i bath particle; Ci depends on i and for a short range Particle-bath interaction potential
the sum in Eqs. (51) is restricted to the first neighbors of the Particle. This potential
requires the introduction of a renormalization constant that has been largely discussed in
the literature [13] and it will be not considered here. The transition function that we have
to consider is
φ(x0, r
M(0), t0; x, r
M , t) =
1
M !
∫ Dx(t) exp−
1
h¯
t∫
t0
HS(s)ds ∫ Dr
M(t) exp−
1
h¯
t∫
t0
(HB(s) + I(s))ds
(52)
In Eqs. (52), rM(t) represents the set of the deviations from the initial positions as defined
above, rM(t) = [r1(t), ...ri(t), ...rM(t)]. Due to the quadratic form of (HB(s) + I(s)) the
functional integral on the variables rM(t) can be calculated exactly using a mathematical
trick introduced in [8]. We write ri(t) = ri(t)opt + δri(t) in which ri(t)opt corresponds to the
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optimization of the euclidean action associated with (HB(s) + I(s)). Here the optimization
is a mathematical procedure leading to a differential equation which is not the equation of
motion, in contrast with what is done in pure quantum mechanics where the optimization
of the lagrangian action is performed. We can write
∫ DrM(t) exp−
1
h¯
t∫
t0
(HB(s) + I(s))ds = Copt exp−
1
h¯
[
t∫
t0
(HB(s) + I(s))ds]opt (53)
in which the subscript opt means that we have to calculate the trajectories on the optimum
paths and Copt is a quantity independent of the particle positions, it results from the inte-
gration on the variable δri(t). For two arbitrary times t and t1 > t for which the sets of
positions correspond to (x, rM) and (x1, r
M
1 ) respectively, we define
δA[x, rM , t; x1, r
M
1 , t1] = [
t1∫
t
((HB(s) + I(s))ds]opt (54)
Using the hamiltonians Eqs. (50) and Eqs. (51) we can get the explicit form of
δA[x, rM , t; x1, r
M
1 , t1] giving
φ(x0, r
M(0), t0; x, r
M , t) = Cδ ∫ Dx(t) exp−
1
h¯
[A[x0, t0; x, t] + δA[x0, r
M(0), t0; x, r
M , t]]
(55)
and the transition function for the small system φ¯(x0, t0; x, t) can be written
φ¯(x0, t0; x, t) = Cδ ∫ Dx(t) exp−
1
h¯
AP [x0, t0; x, t] < exp−
1
h¯
δA[x0, r
M(0), t0; x, r
M , t] >bath
(56)
in which Cδ is a normalization constant and < ... >bath means that we have to take a
procedure in order to eliminate the bath particle positions. This procedure depends on the
physics under consideration.
We assume that the bath is in thermal equilibrium in the field created by the Particle for any
value of t. To describe the bath equilibrium we focus on closed paths explored during a time
interval τ . The time interval (t− t0) is sliced in equal intervals of thickness τ and we assume
that τ is vanishingly small in comparison with (t− t0), this corresponds to a well common
assumption, the Smoluchowski or Fokker- Planck equations do not describe short ranged
processes. Finally we assume that ωτ << 1 a physical reasonable approximation taking into
account that τ ≈ 10−14sec at room temperature. With such conditions we may show that
< exp− 1
h¯
δA[x0, r
M(0), t0; x, r
M , t] >bath contains two parts one produced a renormalization
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of the interaction potential and the second one is given by
−1
h¯
∑M
i=1C
2
i
4mBω2
τ 2
∫ t
t0
(
dx
ds
)2ds (57)
This term has to be added to the kinetic part of HS this is equivalent to replace the mass
of the Particle by an effective mass given by
meff = m+
∑M
i=1C
2
i τ
2
2mBω2
(58)
If the interaction is short ranged we have
∑M
i=1C
2
i ≈ NnnC in which Nnn is the mean number
of nearest neighbors at the initial time and C the common value of the coupling constant. We
introduce a characteristic length for the vibration l to which we associate a mean value for
the vibrational energy Evib =
1
2
mBω
2l2 and we write the interaction energy as Eint = Clλ.
The effective mass (58) can be rewritten as
meff = m[1 +Nnn
mB
m
E2int
EvibEkin
] (59)
in which Ekin =
1
2
kBT . We see that meff → m if the ratio Nnn
mB
m
E2int
EvibEkin
is very small, this
can be realized if the bath particles are extremely light (mB
m
<< 1) or if the coupling energy
is extremely weak in comparison of the proper energies of the bath particles Evib and Ekin.
In opposite meff is very different from m if the bath particles are very heavy in comparison
with m or in the case of a very strong coupling. All these results are expected from our
general knowledge concerning the brownian motion. More generally from Eqs. (59) we
may observe a smooth transition from the original quantum system to a classical one while
in all cases a Smoluchovski equation will be associated with the system evolution [13]. We
consider the existence of the Smoluchovski equation as the signature of an irreversible
behavior.
B. More sophisticated models and other approaches
In the previous subsection we have used our formalism to predict one kind of irreversible
behavior that does not require the introduction of any new basic assumptions in comparison
with those needed for describing a thermal equilibrium state. Analytical results have been
obtained resulting from simple assumptions. Some extensions can be easily introduced, for
23
instance, S can be formed by a given number of interacting particles instead of only one,
the different time scales can be modified or a more sophisticated bath particle interaction
can be considered. In a recent paper [25] we have investigated an example in which the
Particle is not in equilibrium with its surrounding then a memory effect is introduced in the
transition function and the dynamics of the Particle cannot be separated from the one of
bath particles. Simple approximations show that we keep the irreversible behavior of the
system as expected.
There is a large literature devoted to the coupling between a small system and a bath in
view to derive a Langevin or a Fokker-Planck type equation for brownian particles (see for
instance [26],[27], [28], [29]). In these approaches the ensemble system+reservoir is at the
equilibrium and described from a density matrix, the small system considered as an isolated
system obeys to a Schro¨dinger equation and the irreversibility arises from the energy transfer
from the small system to its large environment. Here the transition function Eqs. (10) gives
a quantum description of a N-body system and a time-irreversibility behavior exists even
for small quantum systems in absence of bath. This last point is of great interest in order
to describe for instance the time evolution of an irreversible chemical reaction. Moreover
we are able to describe the smooth transition from a time-irreversible quantum regime to
a time-irreversible classical regime. The mathematical apparatus used here is different and
simpler that the one used in system+reservoir approaches.
It is not obvious that the formalism developed here will be also efficient to describe a
time-irreversibility having another origin but at least it is sufficient for describing the time-
irreversibility of an important class of models.
VII. RELATION WITH A PURE QUANTUM MECHANICAL REGIME
In the previous Sections we studied the connection between statistical mechanics and
thermodynamics but besides thermodynamics it exists a hamiltonian mechanics in which
there is no friction phenomena and all the observed process are time-reversible. Hereafter
we extend our approach to describe such reversible processes. This leads to investigate the
connection between ST and the quantum mechanics described by the Schro¨dinger equation
(SE).
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A. Reversible mechanics
Classical mechanics describes reversible process because the Newton law is invariant if
we change t into −t [30]. For a given hamiltonian a particle starts from x0 at the time t0
and reaches x1 at the time t1 following a well defined trajectory. Reversibility means that
starting from x1 we can describe the same trajectory if t is changed in −t. In quantum
mechanics the situation is no so simple. The Schro¨dinger equation [31]
ih¯
∂ψ(x, t)
∂t
= −
h¯2
2m
∂2ψ(x, t)
∂x2
+ V (x, t)ψ(x, t) (60)
describes the time evolution of the wave function ψ(x, t) for a system in presence of the ex-
ternal potential V (x, t). This equation contains a first derivative relative to t suggesting that
it might describe time-irreversible behaviors. However this is not correct because only the
product ψ(x, t).ψ∗(x, t) in which ψ∗(x, t) is the complex conjugate of ψ(x, t) has a physical
meaning. In addition to Eqs. (60) we have to consider a second equation
− ih¯
∂ψ∗(x, t)
∂t
= −
h¯2
2m
∂2ψ∗(x, t)
∂x2
+ V (x, t)ψ∗(x, t) (61)
obtained by taking the complex conjugate of Eqs. (60); in comparison with Eqs. (60) no
new physics is introduced. If we change ψ(x1, t1) into ψ
∗(x1, t1) and consider the backward
evolution we obtain ψ∗(x0, t0) which is nothing else than the complex conjugate of ψ(x0, t0).
The SE is said time-reversible in the Wigner sense (see[32]). In order to prove the conser-
vation of the probability ψ(x, t).ψ∗(x, t) we have to use simultaneously Eqs. (60) and Eqs.
(61) [31].
B. The backward transition function
In the previous Sections φ(xN (0), t0; x
N , t) was defined for t ≥ t0 and from the thermo-
dynamic point of view the reverse motion is impossible. If we forget thermodynamics and
focus on pure reversible mechanics we can force the system to be time-reversible. This will
be done in the spirit developed just above. In the time interval (t0, t1) in addition to the
forward transition function φ(xN(0), t0; x
N , t) verifying Eqs. (20) we introduce a backward
transition function φˆ(xN , t; xN(1), t1) defined for t ≤ t1. As in the previous subsection we
want to describe the reverse motion with the same ingredients that we have used for the
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forward motion. As a first step we assume the existence of a semi-group property defined
for the forward motion. Similarly to Eqs. (15) we write
φˆ(xN , t− ǫ; xN (1), t1) =
∫
dx′N φˆ(xN , t− ǫ; x′N , t)φˆ(x′N , t; xN (1), t1) (62)
This relation is well defined since we have (t− ǫ ≤ t1), and (t− ǫ ≤ t). In a second step we
establish a connection between forward and backward motions. In quantum mechanics the
evolution operator of ψ(x, t) for a time interval (t- t’) is identical to the complex conjugate
operator acting on ψ∗(x, t) provided we consider the inverse time (t′ − t). We can translate
this idea in our case. For the infinitesimal time interval ǫ we assume that φˆ(xN , t− ǫ; x′N , t)
calculated for the time running backward from t to t − ǫ is equal to φ(xN , t − ǫ; x′N , t) for
which the time is running forward from t− ǫ to t and Eqs. (62) will be written
φˆ(xN , t− ǫ; xN (1), t1) =
∫
dx′Nφ(xN , t− ǫ; x′N , t)φˆ(x′N , t; xN (1), t1) (63)
Arguments identical to those used to derive Eqs. (20) lead to the following differential
equation
−
∂φˆ(xN , t; xN(1), t1)
∂t
=
h¯
2m
N∑
i=1
∂2φ(xN , t; xN(1), t1)
∂(xi)2
−
1
h¯
N∑
i=1
U i(t)φ(xN , t; xN (1), t1) (64)
The function φˆ(xN , t) defined according to
φˆ(xN , t) =
∫
φˆ(xN , t; xN1 , t1)φˆ1(x
N
1 )dx1 (65)
exhibits a time dependence that we can be obtained in the same way as for φ(x, t) and we
get
−
∂φˆ(xN , t)
∂t
=
h¯
2m
N∑
i=1
∂2φˆ(xN , t)
∂(xi)2
−
1
h¯
N∑
i=1
U i(t)φˆ(xN , t) (66)
C. Relation with the Schro¨dinger equation
To relate the previous results with the SE we take N = 1. From the pair of non-negative
functions φ(x, t) and φˆ(x, t) we associate two new functions R(x, t) and S(x, t) defined by
R(x, t) =
1
2
lnφ(x, t)φˆ(x, t) (67)
and
S(x, t) =
1
2
ln
φˆ(x, t)
φ(x, t)
(68)
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From R(t, x) and S(t, x) we may define a complex valued functions and its complex conjugate
ψ(x, t) = exp [R(x, t)− iS(x, t)] (69)
ψ ∗ (x, t) = exp [R(x, t) + iS(x, t)] (70)
It is clear that we have ψ(x, t).ψˆ∗(x, t) = φ(x, t).φˆ(x, t). Straightforward mathematical
calculations [33] show that ψ(x, t) verifies the Schro¨dinger equation (60) the potential V (x, t)
being related to U(x, t) by the relation
V (x, t)− U(x, t) + 2h¯[∂S(t, x)/∂t +
h¯
2m
(∇xS(t, x))
2] = 0 (71)
Thus, by adding to the transition function Eqs. (10) describing the forward motion a
transition function describing the reverse motion we may define a complex valued function
verifying a Schro¨dinger like equation provided the potentials introduced in the various
equations are related according to Eqs. (71).
These results have to be understand as follows. Transformations like Eqs. (??) have
been used in the literature, for instance, by [34] and [35] essentially in order to modify the
SE (see for instance [36] for a discussion) but this is not our goal we consider that the
couple (φ(x, t), φˆ(x, t)) with the equations Eqs. (21), (66) and (71) produce a quantum
description mathematically equivalent to the traditional one given by (ψ(x, t), ψ∗(x, t))
with the equations (60) and (61). For each description we have to solve a linear differential
equation from which we obtain R(t, x) and S(t, x) then we also get the result in the
second description. If the first description is the SE one, for instance, we we use V (x, t)
to get R(t, x) and S(t, x) from them and (71) we obtain U(x, t) as a function of x and
t only. We can verify that R(t, x) and S(t, x) give rise to the description in terms of
(φ(x, t), φˆ(x, t)) with the potential U(x, t). In (37) we will show the interest to have two
equivalent descriptions and that the relation (71) is meaningful.
VIII. CONCLUSIONS
In this work our main goal was not to challenge the usual methods of calculation in statis-
tical mechanics but to show that the problem of time-irreversibility in ST can be formulated
with a new point of view. Thermodynamics shows that all real processes transforming an
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equilibrium state into another one are time-irreversible in reality. From this fact we decide
to found ST in such a way that equilibrium states and time-irreversible processes can be
described on the same footing. This leads to a first important point: the Schro¨dinger that
only describes reversible processes can not be the corner stone on which statistical thermo-
dynamics can be found. Here the quantum physics is described via a transition function
that is a time-dependent transformation of the hamiltonian via the path integral formalism.
We show that this function verifies a time-irreversible partial differential equation to which
we can associate in general condition a Smoluchovski type equation. This is the second
important point of our work. The traditional problematic in which we try to conciliate a
reversible behavior at a microscopic level with a time-irreversible behavior at a macroscopic
level is inverted since we start from a quantity which is time-irreversible at a microscopic
level. Then it is crucial to the prove that our dynamical approach may lead to stable equi-
librium states and also that we can recover the traditional results obtained via the Gibbs
ensemble method. From the transition function we have to our disposal a path probabil-
ity from which we can analyze several properties concerning the closed paths on which we
focus: mean volume, kinetic energy and time needed to explore the paths. We show that
the quantum physics introduces a unit of time characterizing an equilibrium state. From
the analysis of the energy fluctuations on the paths a link has been established with ther-
modynamics and all the traditional results have been obtained for very large systems or for
system in contact with a thermostat. If the thermostat is replaced by a bath without no
new approximation we describe a time irreversible behavior of the system via the existence
of a Smoluchovski equation. Our approach is different from the so called system+reservoir
approach since the time-irreversibility is not associate with the presence of the bath and
we can predict a smooth transition from quantum to classical domain. Of course the use
of a transition function is not restricted to the description of thermodynamic processes.
This has been illustrated on two different aspects. First it has been already shown that
we can investigate the behavior of small systems for which there is no thermodynamics, an
illustrative example corresponds to the description of an irreversible chemical reaction in
vacuum. Secondly we can generate a time-reversible behavior in order to describe systems
obeying to hamiltonian mechanics. Our approach has been implemented by the existence
of a second transition function describing the reverse motion. Instead of dealing with two
real non-negative transition functions we can combine them into a complex valued function
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verifying a Schro¨dinger equation. This requires to have a potential associated with each
representation. This corresponds to the third important result obtained in this work.
It was possible to start our work from the Schro¨dinger equation, to split it in two transi-
tion functions and to decide to keep only the one related to the forward motion in order to
break the time-reversibility of this equation. This point shows that the difference between
statistical thermodynamics and quantum mechanics must be analyzed in term of time re-
versibility/irreversibility. It explains why the wave function is necessarily a complex valued
function while in statistical physics it is sufficient to consider a real valued function having
a physical meaning by itself. In this work we decided to ignore the Schro¨dinger equation
from the very beginning preferring to follow a route that seems more constructive and more
direct. This choice also results from Feynman remarks (8) suggesting that it probably exists
a way to derive the path integral approach in statistical physics directly from the path inte-
gral description for the time dependent motion without using the total apparatus associated
with the Schro¨dinger equation.
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