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Liquid-state theory, computer simulation, and numerical optimization are used to investigate the
extent to which positional correlations of a hard-sphere fluid–as characterized by the radial dis-
tribution function and the two-particle excess entropy–can be suppressed via the introduction of
auxiliary pair interactions. The corresponding effects of such interactions on total excess entropy,
density fluctuations, and single-particle dynamics are explored. Iso-g processes, whereby hard-
sphere-fluid pair structure at a given density is preserved at higher densities via the introduction
of a density-dependent, soft repulsive contribution to the pair potential, are considered. Such pro-
cesses eventually terminate at a singular density, resulting in a state that–while incompressible and
hyperuniform–remains unjammed and exhibits fluid-like dynamic properties. The extent to which
static pair correlations can be suppressed to maximize pair disorder in a fluid with hard cores, de-
termined via direct functional maximization of two-body excess entropy, is also considered. Systems
approaching a state of maximized two-body entropy display a progressively growing bandwidth of
suppressed density fluctuations, pointing to a relation between “stealthiness” and maximal pair
disorder in materials.
I. INTRODUCTION
Hard-sphere (HS) particles provide a basic structural
model for a wide variety of particulate systems rang-
ing from the macroscale (e.g., packings of ball bearings)
to the microscale (e.g., colloidal suspensions or metal-
lic glasses) [1–4]. At the microscale, thermal motion
is the equilibrium configuration sampling mechanism,
whereas randomly applied external perturbations (e.g.,
vibrations) can play an analogous role for macroscale
systems. What is common across scales is the funda-
mental role of excluded volume due to the hard cores,
which intrinsically limits the available configurational
space of the system via strict geometric constraints.
While such constraints have been extensively studied
to gain insights into jamming phenomena [1, 5–9] and
the glass transition [3, 4, 10–12], there is still much to be
learned regarding the extent to which the hard-core in-
teraction limits the possible structural arrangements of
the particles–and hence the properties–of fluid systems.
Perhaps the most important measure of structure for
homogeneous fluids is the radial distribution function,
g(r). The product ρg(r)dr quantifies the expected num-
ber of particle centers to be found in a shell of differ-
ential width dr a distance r = |r| away from a given
particle center in a fluid of number density ρ. The core
prevents particles from approaching closer than a parti-
cle diameter d; i.e., g(r) = 0 for r < d. In dense fluids,
packing constraints provided by the cores also give rise
to a decaying oscillatory structure in g(r) for r > d,
signifying the coordination shells that naturally form
around the particles. The coordination-shell structure
quantified by the radial distribution function is critical
for the thermodynamic properties (e.g., the equation of
state) of the fluid, but it can influence transport prop-
erties as well [13, 14].
∗ truskett@che.utexas.edu
One question of fundamental interest and potential
practical importance for materials design [15, 16] is how
much ‘pair disorder’ can be accommodated by a fluid
of particles with hard cores of diameter d at a given
packing fraction φ?[17] In other words, to what extent
is it possible to suppress the core-induced oscillations
in g(r), e.g., via incorporation of auxiliary pair interac-
tions?
A particularly suitable metric for pair disorder in
equilibrium systems, and the one adopted in this pa-
per, is the two-body contribution that emerges in the
multi-particle expansion of the excess (i.e., configura-
tional, over ideal gas) entropy, s2 [18, 19]. For a fluid
of D-dimensional particles with hard-core diameter d
and isotropic pair interactions, this quantity can be ex-
pressed in dimensionless form, where Boltzmann’s con-
stant, kB, is absorbed in the definition, as
s2 = −2D−1φ
[
1 +
D
d3
∫ ∞
d
drrD−1
× {g(r)lng(r)− g(r) + 1}
] (1)
In Equation 1, the first term in the sum, −2D−1φ, is
trivially due to the excluded volume of the hard core,
while the second term accounts for any coordination-
shell structure present in g(r) for r > d. In seeking to
find systems that maximize s2, it is important to en-
sure that known requirements for realizability are met.
Here, we follow convention and require the static struc-
ture factor S(k) ≡ 1 + ρhˆ(k), related to g(r) via the
Fourier transform (FT) hˆ(k) ≡ FT[g(r)− 1], to be pos-
itive definite for all k.[20] Thus, we formulate the two-
body disorder maximization problem of interest as
max
g(r)
[s2]
g(r) = 0, r ≤ d
S(k) ≥ 0, 0 ≤ k <∞
(2)
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2For packing fractions φ ≤ 2−D, the analytical solu-
tion of Equation 2 is simply the unit Heaviside step
function g(r) = H(r − d), i.e., identical to the lim-
iting radial distribution of the HS fluid as φ → 0,
with s2 = −2D−1φ. In other words, a radial distri-
bution function without any oscillatory coordination-
shell structure appears realizable for fluids of particles
with hard cores under these conditions. Precisely at
φ = 2−D, the solution g(r) = H(r − d) leads to hy-
peruniform structure (long ranged density fluctuations
are suppressed, S(0) = 0 [21, 22]) and thus the system
is incompressible[23]. For packing fractions φ > 2−D,
the step function solution would violate the realizabil-
ity constraint, i.e., exhibiting S(k) < 0 for some range
of k [21, 24, 25]. Hence, the maximally disordered pair
structure for φ > 2−D must generally be obtained via a
numerical solution of Equation 2.
The low-density, analytical solution to the s2 max-
imization problem of Equation 2 described above also
provides information pertaining to a so-called iso-g [i.e.,
iso-g(2)(r)] process [21, 24, 25]. An iso-g process is one
where an equilibrium system at an initial packing frac-
tion, φ0 (in the above example, the HS fluid at φ0 = 0),
can realize an identical radial distribution function at a
higher packing fraction φ by adding a φ-dependent aux-
iliary pairwise interaction which counteracts any pair-
wise structural evolution that would have otherwise oc-
curred. For a given iso-g process, there is also a singular
packing fraction, φs (in the above example, φs = 2
−D),
above which the pair correlation of the original state
can no longer be realized because it would unphysically
result in S(k) < 0 for some values of k.
Irrespective of the chosen value for φ0, iso-g processes
initiating from an equilibrium HS structure (1) neces-
sarily grow in auxiliary, soft pair interactions external
to the hard core at φ > φ0 to prevent pair structure
evolution and (2) terminate at an upper singular pack-
ing fraction φs at which S(0) = 0, corresponding to an
incompressible, hyperuniform state.[26] Since the pair
structure of such an iso-g process is, by definition, iden-
tical that of the HS fluid at the lower initial packing
fraction (φ0 < φs), its pair disorder (e.g., as measured
by s2) at φs is always higher than that of an equi-density
equilibrium HS fluid, but less than or equal to that ob-
tained by a formal maximization of s2 via Equation 2.
Since an iso-g process is technically simpler to analyze
than a full s2 maximization, the former is a helpful con-
struct for studying how the enhancement of two-body
disorder of a hard-core fluid affects the total dimen-
sionless excess entropy, s (inclusive of all many-body
correlation contributions) and other related properties.
Na¨ıvely, one might anticipate that muting pair structure
would also increase the overall structural disorder of the
system, which would conceptually align with factoriza-
tion approximations in equilibrium statistical mechan-
ics including the Kirkwood superposition approximation
that estimates the three-body distribution according to:
g(3)(r1, r2, r3) ≈ g(r1−r2)g(r1−r3)g(r2−r3) [27, 28].
However, upon further examination, this logic directly
contradicts expectations based on thermodynamics. For
example, the auxiliary interactions that are added to the
hard-core potential to preserve structure in an iso-g pro-
cess, as discussed more formally in Section III A, must
necessarily cause a decrease in s compared to the HS
reference state (despite the relative increase in s2). The
magnitude of this decrease, which is due to correspond-
ing (and more than compensating) enhanced structure
in higher-body static correlations compared to the HS
reference fluid, has not yet been explored and is one
focal point of this work.
Probing the corresponding changes of s and s2 along
iso-g processes is also of interest given the empirically
observed links between these quantities and dynamic
properties of fluids [29–32]. For many fluid systems,
changes that increase excess entropy (or its two-body
contribution) result in faster dynamical relaxation pro-
cesses and vice-versa, even for systems that exhibit
“anomalous” trends in dynamics [13, 33–37] with re-
spect to quantities like number density. While s and
s2 are typically strongly correlated (the latter is usually
the dominant contribution to the former), they would
yield conflicting dynamical predictions as a function of
φ for iso-g processes starting from a HS state at φ0.
From the perspective of s2, an iso-g process should pro-
duce enhanced dynamics relative to the HS fluid at the
same packing fraction. This at odds with expectations
based on behavior of s, a quantity which is necessar-
ily lowered relative to the hard sphere-fluid via an iso-g
process. While the magnitude of the s reduction along
an iso-g path is unknown, a large decrease (and implied
dynamical slowdown) might seem a reasonable expecta-
tion given the tendency toward incompressibility of an
iso-g fluid upon approach to the corresponding singular
packing fraction φs–a topic we address in this paper.
Along similar lines, strong correlations between dynam-
ical relaxation times and the excess compressibility fac-
tor have been observed in simulations of fluids with hard
cores (see, e.g., [38, 39]). Whether such correlations also
hold for iso-g processes, where they would predict a pro-
nounced dynamic slowdown approaching φs, remains an
open question and a stringent test of their generality.
Also critical to understanding the static and dynamic
properties displayed by systems of an iso-g process are
the φ- (and φ0-) dependent auxiliary interactions which
must be incorporated to keep the pair structure con-
stant as packing fraction is increased. These interac-
tions are known to be of a repulsive Yukawa form at
large inter-particle separations and strongly believed, in
accordance with predictions from approximate integral
equation theories, to be of a simple repulsive ramp-like
form near contact for the step-function HS iso-g pro-
cess [21, 24, 25]. Interestingly, a ramp-like interpar-
ticle potential was also recently shown to remove the
coordination-shell structure of a tracer solute in a HS
solvent [14, 40], and a ramp-like fluid-wall interaction
is known to similarly ‘flatten’ the density profile of a
confined HS fluid [41]. To clarify the above issues, we
seek to address the general accuracy of integral equa-
tion theory predictions for an iso-g process, as tested by
molecular dynamics (MD) simulations, and confirm the
possibly generic ramp-like interparticle potential form
that apparently emerges for iso-g processes that initiate
3from HS fluid reference states.
Moreover, while iso-g processes provide a simple
means by which to find interactions that increase s2 (rel-
ative to the HS fluid at the same packing fraction) and
hence help to explore the ensuing thermodynamic, dy-
namic, and potential interaction consequences, we also
want to examine the impact of formally maximizing two-
body disorder at arbitrary density (see Equation 2).
Here, we tackle this problem via numerical optimiza-
tions performed with a genetic algorithm to reveal the
absolute limits of two-body disorder in hard-core fluids.
Of key interest is the residual structure that remains af-
ter s2 maximization and the potentially unique changes
in properties that the corresponding fluids display. In
particular, we demonstrate a unique correspondence be-
tween minimizing pair disorder and suppressing struc-
ture not only k = 0 in S(k), but a continuous range in
k wavevectors. Systems with a range of complete sup-
pression in S(k) are termed “stealthy” since they are
transparent (do not scatter) over a continuum of k [42].
The balance of this paper is organized into two pri-
mary Sections. Section II describes our liquid-state the-
oretical calculations, MD simulations, and numerical
optimizations. Section III outlines our thermodynamic,
dynamic and auxiliary potential predictions for an array
of iso-g processes while also discussing our s2 maximiza-
tion results. Section IV concludes the paper and dis-
cusses some interesting future directions. We also pro-
vide a review in Appendix A of iso-g processes and the
corresponding mathematical framework for their analy-
sis (used implicitly and referenced throughout the text).
II. METHODS
A. Integral equation theory
Integral equation theory (IET) is a powerful tool
of equilibrium statistical mechanics that is most fre-
quently used for the forward prediction of g(r) and
related thermodynamic properties based on knowledge
of the dimensionless pair potential between particles,
u(r) [27, 28] [implicitly contains the inverse thermal en-
ergy β = (kBT )
−1 where T is temperature and kB is
Boltzmann’s constant]. However, IET can also be used
for the inverse problem–as studied for three-dimensional
fluid systems in this paper–of deriving the necessary
u(r) to form a system exhibiting a desired target g(r).
IET employs a formally exact partitioning of the total
correlation function, h(r) ≡ g(r) − 1, into direct and
multibody contributions via the direct correlation func-
tion, c(r), and the Ornstein-Zernike (OZ) relation
h(r) = c(r) + ρ
∫
c(r′)h(|r− r′|)dr (3)
The OZ relation can be used together with approxi-
mate closures relating u(r), g(r) and c(r). Three pop-
ular closures are explored in this paper, namely, the
hypernetted chain (HNC) [27, 28, 43], Percus-Yevick
(PY) [27, 28, 43], and Martinov-Sarkisov (MS) [44] ap-
proximations
u(r) ≡ g(r)− 1− ln[g(r)]− c(r), HNC (4)
u(r) ≡ ln[1− c(r)/g(r)], PY (5)
u(r) ≡
√
1 + 2[g(r)− c(r)− 1]− ln[g(r)]−1, MS (6)
We also consider the random phase approximation
(RPA) [27, 28]
u(r) ≡ c0(r)− c(r), RPA (7)
where c0(r) is an assumed known (here, hard-sphere)
direct correlation function. To determine c0(r), we use
the HS structure predicted from a forward IET calcula-
tion with the modified Verlet (MV) closure [45]
g0(r) = exp
[
h0(r)− c0(r)
− [h0(r)− c0(r)]
2
2 + (8/5)[h0(r)− c0(r)]
]
, MV
(8)
Combining Equation 3 with one of Equations 4-7, either
g(r) or u(r) can be obtained given knowledge of the
other.
For IET, the inverse problem is technically simpler
than the forward problem as numerical solution is not
necessary for most simple closures like Equations 4-6.
Instead, solution follows by inputting hˆ(k), a FT of the
known h(r), into Eqn. 3 and then solving for γˆ(k) ≡
hˆ(k)− cˆ(k)
γˆ(k) =
ρhˆ2(k)
1 + ρhˆ(k)
(9)
which, after an inverse Fourier transform, yields the di-
rect correlation function via c(r) = h(r)−γ(r) [46]. Pro-
vided the c(r) corresponding to the target g(r), Eqns. 4-
7 can be used to determine the corresponding u(r).
Additionally, within the HNC and RPA approxima-
tions, the dimensionless excess Helmholtz free energy
per particle f can be calculated using [27]
f = −2piρ
∫ ∞
0
drr2
[
c(r)− h(r)2/2
]
+
1
4pi2ρ
∫ ∞
0
dkk2
[
ρcˆ(k) + ln[1− ρcˆ(k)]
]
, HNC
(10)
and
f = f0 + 2piρ
∫ ∞
0
drr2g0(r)u(r)
− 1
4pi2ρ
∫ ∞
0
dkk2
[
ρS0(k)uˆ(k)
+ ln[1− ρS0(k)uˆ(k)]
]
, RPA
(11)
respectively, where f0 is the HS reference, dimension-
less excess Helmholtz free energy per particle (we em-
ploy the accurate Carnahan-Starling form [27, 47]). Free
energy calculations provide s via s = e − f where
e ≡ (ρ/2) ∫ drg(r)u(r) is the dimensionless excess (po-
tential) internal energy per particle.
4B. Molecular dynamics simulations
For selected states, we conduct MD simulations
of monodisperse particles governed by pair potentials
u(r) = uWCA(r)+uF(r). Here, uWCA(r) is a normalized,
steeply repulsive Weeks-Chandler-Andersen (WCA) in-
teraction representing a hard-core exclusion volume [27,
48], which is given by uWCA(r) = 4([d/r]
48− [d/r]24)+1
for r ≤ 21/24d and uWCA(r) = 0 for r > 21/24d. The re-
maining term, uF(r), represents the density-dependent
“flattening” potentials derived via IET to actualize iso-
g processes, where this term is set to uF(r) = 0 when
approximating HS fluids. [49] When simulating sys-
tems with non-zero uF(r), we choose the cutoff dis-
tance rc for u(r) such that the force at this distance
F (rc) = −d(u(rc))/dr = 0.001.
Using these potentials, we perform three-dimensional
simulations in the canonical ensemble with periodic
boundary conditions using GROMACS 4.6.5 [50]. We
use an integration time-step of dt = 0.001
√
βd2m and
fix temperature via a Nose´-Hoover thermostat with
time-constant τ = 1000dt. For HS systems, we simulate
N = 3000 particles; for systems governed by non-zero
uF(r), we simulate between 3000 ≤ N ≤ 6000 particles,
where N is proportional to the potential cutoff distance
rc, which for our state points of interest ranges between
3 . rc/d . 13.
To characterize pair correlations, we calcu-
late the radial distribution function g(r) in the
usual way from particle configurations; subse-
quently, we calculate S(k) using the identity
hˆ(k) ≡ FT[g(r) − 1]. To characterize dynamics,
we calculate the self-intermediate scattering function
Fs(k, t) = (1/N)〈
∑N
j=1 exp {−ik · [rj(t)− rj(0)]}〉,
where rj(t) is the instantaneous position of particle
j at some lag-time t ≥ 0 relative to its position at
t = 0 and 〈...〉 represents an ensemble average. Given
the systems are isotropic, we average statistics across
all three spatial directions to obtain Fs(k, t). When
calculating this quantity, we take care to set up sim-
ulations with box lengths L appropriate for obtaining
Fs(k = 2pi/d, t), where examining this wavevector
magnitude (corresponding to a real-space distance of
d) characterizes the dynamic decay of correlations due
to single-particle diffusion.
C. Genetic algorithm maximization of s2
As described in the Introduction, Equation 2 has an
analytical solution for φ ≤ 1/8 in D = 3. The radial
distribution function with S(k) ≥ 0 for all k that maxi-
mizes s2 under these conditions is the unit step function
g(r) = H(r − d). For φ > 1/8, we used a genetic algo-
rithm [51, 52] to numerically solve Equation 2. In order
to avoid restriction to any particular functional form,
we directly optimized the radial distribution function
at 50 different values of r, interpolating between the
points via a cubic spline to construct the full correla-
tion function. Based on preliminary optimizations, the
knots for the spline were spaced unevenly (weighted to-
wards smaller values of r), giving more flexibility to the
g(r) near contact. To enforce the hard-core constraint,
g(r) for r < d was fixed to be zero. Additionally, g(r) for
r ≥ 6d was set to unity. Between these two bounds, g(r)
was optimized, and the associated S(k) was calculated
using the FFTW program [53]. If S(k) was not positive
definite, then the minimum value of S(k), weighted by a
positive empirical factor (α), was added as a penalty to
the figure of merit, and optimization cycles proceeded
with an increasing α until the constraint was satisfied.
The optimization was performed with a micro-genetic
algorithm with a population size of 5 using tournament
selection, 50% uniform crossover and 50% single point
crossover, a mutation rate of 5%, elitism, binary encod-
ing, and each cycle comprised 50,000 steps. [51, 52] In
order to restrict parameter space such that a solution
could be found efficiently, the randomly generated g(r)
was smoothed once with a single triangular smoothing
function. As a practical consideration, a genetic algo-
rithm requires discretization of the solution space. As a
consequence, several solutions exist that are very close
in s2. Therefore, 10 independent optimizations were
carried out at each density and level of discretization.
Optimizations were performed iteratively, where the al-
lowed precision of the g(r) values was incrementally in-
creased as the range of values allowed in the optimiza-
tion were concurrently decreased as determined from the
spread of the data in the previous step. If this range was
exceeded in a subsequent optimization, the range was
widened in the previous step until all optimizations fell
inside the predetermined range. Once a discretization
in the g(r) of 1.56×10−4 was achieved, the 10 solutions
were averaged to arrive at the final optimized g(r).
III. RESULTS
A. Preserving ideal structure via an iso-g process
We begin our discussion by considering three-
dimensional fluids at relatively low packing frac-
tions (0 ≤ φ ≤ 1/8), where–as mentioned in the
Introduction–the radial distribution function that max-
imizes s2 subject to a hard-core constraint corresponds
to that of the HS fluid at vanishing density [i.e., a step
function, g(r) = H(r − d)]. The range of equilibrium
fluid states that can exhibit this ideal pair structure via
the addition of auxiliary pair interactions to the hard-
core potential corresponds to an iso-g process (initiating
from a HS fluid with density φ0 = 0) that terminates at
the singular density φs = 1/8, at which S(0) = 0. We
examine this relatively simple case to address the follow-
ing questions, with a focus on behavior at φs, where the
most pronounced HS structure is suppressed. What is
the nature of the auxiliary interactions required to elim-
inate the hard-core pair correlations for r > d? How are
thermodynamic quantities, including the two-body and
total excess entropy, affected by these changes? Are in-
compressible states that must exist at φs dynamically
5FIG. 1. (a) The range of the auxiliary soft repulsion, ξks ,
required for the iso-g process initiated from the HS fluid at
φ0 = 0, as function of packing fraction φ. The solid yel-
low line represents the exact result from Eqn. 12 and the
shaded region denotes the upper and lower bound approxi-
mations derived in Appendix A. (b) Representative soft aux-
iliary potentials near the singular packing fraction φs = 1/8
predicted using IET and (from bottom to top) PY, MS,
RPA, and HNC closures as well as the asymptotic Yukawa
form [derived in Appendix A]. (c) HNC predictions for full
(lower blue curves) and two-body (upper red curves) excess
entropy for this iso-g process [solid lines] as compared to the
unperturbed hard sphere fluid [dashed lines]. Circles and
diamonds are simulation results from [54] and [55] respec-
tively.
slow or jammed in any sense?
As shown in Fig. 1, preventing pair correlation evo-
lution as the the singular density is approached re-
quires pronounced growth in the lengthscale of the aux-
iliary potential, which modifies system thermodynamics
relative to that of bare hard spheres. First, as out-
lined in Appendix A, the large-r asymptotic portion
of the auxiliary potential [u(r) ∝ exp(−r/ξks)/r] be-
comes long ranged [ξks → ∞] in a power law fashion
[ξks ∝ (φs − φ)−1/2], serving as a sort of “inverted”
critical phenomenon [21]. Here, the potential range
can be calculated exactly from the imaginary portion,
ξks = 1/kI, of the k = 0 complex root in the denomina-
tor of cˆ(k) for the unit step g(r)
cˆ(k) =
1
ρ+
k3
4kpidcos(kd)− 4pisin(kd)
(12)
for which the solution (yellow line) is shown in Fig. 1a.
Also shown in Fig. 1a is a shaded region denoting the
space between two approximations derived in Appendix
A (Equations A3 and A4). These generally applica-
ble analytical forms (1) serve as useful upper and lower
bounds and (2) indicate the onset of “inverted” critical-
like behavior by their collapse. Collapse is realized once
the potential range grows larger than the particle di-
ameter, an intuitive result given that d is the only rele-
vant length scale to exceed. Some IET auxiliary poten-
tial predictions within this critical limit are presented in
Fig. 1b along with the asymptotic contribution (Equa-
tion A5). While all four theories correctly merge to
the asymptotic result as r → ∞ (not shown) and dis-
play a ramp-like form near contact, notable quantitative
differences are apparent. The accuracy of each theory
is tested later in this Section, but universal amongst
each is the predicted divergent excess internal energy,
e ≡ (ρ/2) ∫ drg(r)u(r), that arises upon approach to
φs. More precisely, limξks→∞ e ∝ ρξ2ks . The Helmholtz
energy f also diverges upon approach to φs but, as we
show below, s = e− f remains finite implying an exact
cancellation. Ultimately, it is the divergence in e, and
not entropic factors contained within f , that drives the
vanishing of the compressibility at φs.
Along an iso-g process initiating from a HS fluid state
at φ0, the ‘pair disorder’ [characterized by s2] progres-
sively increases with φ relative to that of the HS fluid
at the same packing fraction. But, what are the conse-
quences for the overall configurational disorder [quanti-
fied via s]? This can be understood by beginning with
the rigorous Gibbs-Bogoliubov (GB) inequality [27]
f0 +
ρ
2
∫
drg(r)u(r) ≤ f ≤ f0 + ρ
2
∫
drg0(r)u(r) (13)
where f0 is the dimensionless, excess Helmholtz free en-
ergy per particle of the HS fluid, g(r) is the radial dis-
tribution function of the iso-g process with ρ-dependent
auxiliary potential u(r), and g0(r) is the radial distri-
bution function of the HS fluid. Using the relations,
f = e − s, e ≡ (ρ/2) ∫ drg(r)u(r) and f0 = −s0 in
Equation 13 yields
s0 − ρ
2
∫
dr[g0(r)− g(r)]u(r) ≤ s ≤ s0 (14)
proving that s necessarily decreases along an iso-g pro-
cess (relative to the equidensity HS fluid). This result
also makes intuitive sense, given that one applies auxil-
iary interactions in the iso-g process to modify the struc-
ture of a fluid whose equilibrium state is, by definition,
one of maximum entropy subject to the hard-core ex-
cluded volume constraint.
Importantly, the decrease in s is finite bounded be-
cause g0(r)−g(r) will generally decay exponentially with
r–preventing unbounded growth of the integral in Equa-
tion 14, despite the growing range of u(r). More specific
to iso-g processes initiating from a HS fluid state, we ex-
pect the decay in the integral to be quite strong since
HS radial distribution functions decay rapidly with r at
moderate densities [27], suggesting a fairly tight lower
bound on s.
Two consequences for iso-g processes follow from
Equation 14: (1) approach to the incompressible fluid at
φs is qualitatively different from approach to an incom-
pressible, jammed or close-packed state, which would
6FIG. 2. (a) Structure factors S(k) for the iso-g process
spanning φ0 = 0 → φs = 1/8, including intermediate pack-
ing fractions φ = 0.040, 0.060, 0.080, 0.100, 0.110, 0.120, and
0.124. Lines correspond to target step-function g(r) profiles
matching HS structure at φ0 = 0 and symbols correspond
to simulation results using potentials u(r) derived at each φ
to suppress oscillatory pair structure. (b) Radial distribu-
tion functions g(r) from simulations of HS systems and iso-g
systems, vertically offset for clarity. (c) Full interaction po-
tentials u(r) = uWCA(r)+uF(r) used to realize iso-g systems
in panels (a) and (b).
exhibit a negative divergence in s [56] [57], and (2)
fluid relaxation times might be predicted to increase
or decrease depending on whether s or s2 correlates
with dynamics. To assess the expected changes in s2
and s along the unit-step function iso-g process from
φ0 = 0→ φs = 1/8, we calculate these properties based
on u(r) and g(r) obtained from HNC frameworks. As
shown in Fig. 1c, a nominal increase in s2 over hard
spheres is seen. For s, the change is opposite in mag-
nitude and slightly larger than that observed for s2–
though in an absolute sense the changes are still small,
even at the singular point. Given the modest changes
in s and s2 along the iso-g process shown in Fig. 1, one
would not anticipate a pronounced change in dynam-
ics. However, such predictions contradict expectations
based on dynamical correlations with the excess com-
pressibility factor [38, 39]), which would anticipate a
pronounced dynamical slowdown approaching φs.
Given these analytical results, we next demonstrate
via MD simulations that interactions such as those
shown in Fig. 1b can indeed minimize pair correlations
and that upon approaching the singular density, the
fluid states approach incompressibility while still ex-
hibiting finite relaxation times comparable to equiden-
sity HS. To wit, Fig. 2a shows structure factors S(k)
for simulated iso-g state points (no HS results shown)
between 0 < φ < 1/8, while Fig. 2b shows correspond-
FIG. 3. Self-intermediate scattering functions Fs(k, t) for
selected packing fractions, where black lines correspond to
HS systems and symbols correspond to systems with inter-
actions u(r) designed to realize the iso-g process spanning
0 ≤ φ ≤ 1/8.
ing RDFs for both iso-g and HS simulations. Here, the
iso-g systems are governed by the potentials u(r) shown
in Fig. 2c, which are a 3:1 weighted combinations of
potentials derived via HNC and PY closures for target
step-function g(r) profiles. [58] These mixed potentials
are excellent at generating the target step-function g(r)
pair structure up to densities very close to the singular
limit, and, as expected, the low-k behaviors in S(k) in-
dicate that the simulated compressibility drops rapidly
with increasing φ.
Despite this precipitous drop in compressibility upon
approach to φs, we show in Fig. 3 that the single-particle
dynamics of this series of systems–as captured by the de-
cay of the self-intermediate scattering function Fs–are
virtually identical to those of HS systems at the same
packing fractions. This result can be rationalized on the
basis of thermodynamics and the form of the auxiliary
interactions. First, we recall from Fig. 1c that for this
range of φ, changes in both s2 and s upon suppress-
ing otherwise emergent HS structuring are finite and
quite small. Thus, the similarity in dynamics may have
been anticipated based on the quasi-universal correla-
tion between excess entropy and relaxation discussed
above (though does not suggest whether either quan-
tity is the better predictor). Secondly, because the aux-
iliary interactions are smooth, monotonic, and increas-
ingly long-ranged, they predominately establish a nearly
additive renormalization of the system enthalpy relative
to equidensity HS, introducing no new meaningful bar-
riers to diffusion beyond those already present in the
HS fluid. Accordingly, the rapidly decreasing compress-
ibility near φs does not coincide with any jamming-like
7transition, but simply with the growing mean-field-like
repulsive tail e contribution to f .
B. Iso-g processes at higher packing fractions
As demonstrated for the step function iso-g process,
both s2 and s undergo only minor departures from HS
fluid values, despite divergence of the auxiliary poten-
tial range and some thermodynamic measures at φs. To
test the generality of these observations, IET-based cal-
culations for a variety of finite density iso-g processes
are explored with 0 ≤ φ0 ≤ 0.50 in 0.05 increments (11
iso-g processes). The first quantities of interest, shown
in Fig. 4a, are the two-body and full excess entropy
differences between the iso-g processes and equidensity
HS results, which we notate δx ≡ x − x(HS), where
x = s2 or s. While quantitative differences between the
HNC and RPA theories emerge at higher density [59],
both theories predict all 11 iso-g processes furnish small
overall changes in both s2 and s. In addition to be-
ing small, the decrease in s at the various φs points is
nearly constant (roughly δs ≈ −0.15), eventually be-
ing surpassed in magnitude by the change in s2 with
increasing φ. The latter observation implies higher den-
sities require less of a decrease in total disorder to sup-
press otherwise emergent pair structure. To get a bet-
ter sense for how large the thermodynamic departures
are from HS along an iso-g process, we also consider
%δx ≡ 100 × (x − x(HS))/|x(HS)|, which expresses the
changes as percents relative to the absolute HS value.
For s, we find a monotonic decrease (in magnitude),
which at the highest density iso-g process only achieves
about a 4% change. On the other hand, the s2 predic-
tions are non-monotonic and even more weakly vary-
ing; evidently, the upper singular density permits only
a meager 5-8% change in s2 along a given HS iso-g pro-
cess.
The quantities δx and %δx lend insight into the
change in s2 and s along an iso-g process, but it is
also interesting to consider how an iso-g process repar-
titions two- versus higher-body correlations relative to
HS. To address this issue, we use the fact that s2 is the
purely two-point contribution to s (i.e., s = s2 + sMB
where sMB contains all “many-body” terms not triv-
ially reducible to purely two-point correlations). Thus,
the ratio (expressed as percentages) %s2 = 100 × s2/s
intuitively expresses the percent of disorder due to two-
body correlations. As shown in Fig. 4c, %s2 exhibits
a non-monotonic variation that echoes that of the un-
derlying behavior of the HS fluid (i.e., this is reflected
by the singular points). For the lowest density iso-g
process, the drop in %s2 is fairly strong (100% → 70%
between φ = φ0 → φ = φs), but higher density iso-g
processes are much less dramatic. Overall, the HNC
and RPA theories suggest that no HS-reference iso-g
process is capable of swapping the dominant contribu-
tions towards “disorder” from two-body to many-body.
Whether the same is true more generally for iso-g pro-
cesses referenced against non-HS systems remains to be
seen.
FIG. 4. (a) δx ≡ x − x(HS) and (b) %δx ≡ 100 × (x −
x(HS))/|x(HS)| computed along a variety of hard sphere iso-g
processes within the RPA (blue and teal) and HNC (red and
orange) approximations. Solid curves correspond to the 11
individual iso-g processes (HNC not shown for clarity) while
long dashed curves indicate the singular density values. (c)
%s2 ≡ 100×s2/s for the 11 iso-g processes (solid) bare hard
spheres (small dashed) and locus of singular density points
(long dashed). Open diamond symbols are simulation results
from [54].
FIG. 5. RPA predictions for the iso-g potentials at φ =
0.99φs given the reference states φ0 = 0, 0.10, 0.20, 0.30,
0.40, 0.50 (lightest to darkest). HNC predictions are nearly
identical and are thus not shown for clarity.
8In closing this section, we note that the auxiliary in-
teractions required for the step-function iso-g process
are all ramp-like and purely-repulsive, a scenario that
holds true for all of the HS iso-g processes. As shown
in Fig. 5, the RPA theory predicts repulsive ramp-like
potentials for each of the iso-g processes at φ = 0.99φs.
The interaction range decreases with density, reflecting
that higher density iso-g processes must approach closer
(in density) to the singularity for symptoms of the di-
vergence to be detected. All such potentials are slowly
and smoothly varying, which is consistent with minimal
changes in dynamics relative to the HS fluid upon ap-
proach to the respective singular packing fractions–in
accord with the modest changes in the excess entropy
metrics shown in Fig. 4.
C. Maximizing two-body disorder at arbitrary
packing fraction
Above φ = 1/8, a unit step g(r) is not physically
realizable because the corresponding S(k) is negative
for some values of k. To find the g(r) of a fluid with
hard cores that maximizes s2 subject to the constraint
that S(k) be positive definite for all k, we use a ge-
netic algorithm, beginning the optimization from the HS
radial distribution functions (shown in Fig. 6a). The
resulting equi-density radial distribution functions are
shown in Fig. 6b. In general, the optimized structures
bear some similarity to the HS fluid correlation func-
tions, with muted features in the former, particularly at
larger r. Just above the terminal density of the unit-
step iso-g process (at φ = 0.15), the optimized g(r) is
predominantly flat with a small, slowly varying ramp
near contact. As φ increases, more structuring appears:
the value of g(r) at contact grows, and a depletion re-
gion following the first coordination shell becomes ap-
parent that grows in magnitude and shifts to lower r
with increasing φ. At the highest values of φ, a sec-
ond coordination shell appears. All s2-maximized pair-
correlation functions are relatively short-ranged (much
more so than the HS counterparts).
Fig. 7a shows s2 for the HS fluid, s2 from the opti-
mized radial distribution functions (with the S(k) posi-
tivity constraint), and s2 of an (unrealizable) fluid with
a unit-step radial distribution function. Of course, at
lower densities where the g(r) most closely resembles a
unit step, the bulk of s2 comes from the core. But non-
hard core contributions due to the coordination shells
grow in with increasing φ. Together, s2 for the HS ra-
dial distribution function and s2 for the unit-step radial
distribution function provide a range in which the op-
timized s2 must lie. In absolute terms, at the higher
densities, the optimization has a greater effect to maxi-
mize s2. We show this in Fig. 7b, where the increase in
s2 from the HS to the optimized radial distribution func-
tion is plotted as a function of φ. However, if we consider
the change in s2 upon optimization as a percentage of
what could have otherwise been achieved without the
S(k) > 0 realizability constraint, we see that this quan-
tity decreases with φ; see Fig. 7c. In other words, it
FIG. 6. (a) Radial distribution functions of HS fluids for
0.15 ≤ φ ≤ 0.45 in increments of 0.05. (b) Equi-density
radial distribution functions optimized to maximize s2.
FIG. 7. (a) Two-body excess entropy for the HS fluid
(s
(HS)
2 ), maximal s2 subject to the structure factor realiz-
ability constraint (s
(opt)
2 ), and s2 of an unrealizable unit-step
radial distribution function (s
(core)
2 ) as a function of pack-
ing fraction φ. (b) Increase in s2 relative to hard spheres:
∆s2 = s
(opt)
2 − s(HS)2 (c) Percentage of s2 gap between s(core)2
and s
(HS)
2 recovered by the fluid upon s2 optimization.
is primarily the realizability constraint that limits pair
disorder at higher φ.
The structure factors corresponding to the optimized
radial distribution functions, shown in Fig. 8, are char-
acteristic of disordered, stealthy, hyperuniform materi-
als as they are transparent (do not scatter) over a finite
range at low k [60, 61]. Due to the constrained opti-
mization, any solution above the terminal density must
have at least one value of k where S(k) is zero; we find a
whole range of low k values, beginning at k = 0, where
9FIG. 8. Structure factors corresponding to the optimized
g(r) profiles in Fig. 6. Note that oscillations at low k are
minor artifacts attributable to the numerical optimization
process, which can in principle be refined via further iterative
optimizations.
S(k) ≈ 0. Small oscillations above zero in the low k
region are due to the inexactness of the numerical op-
timizations and decrease in magnitude as the optimiza-
tion progresses (not shown). The range of k values for
which S(k) ≈ 0 increases with φ. This suggests an in-
timate relation between maximizing s2 and the fabrica-
tion of hyperuniform, “stealthy” materials that possess
minimal scattering at low wavevectors. This is a poten-
tially useful relationship because optimizing materials
in real space (via interactions and radial distribution
functions) allows for a simpler encoding of the hard-
core constraint (or other real space constraints) than
does directly manipulating S(k). These calculations do
not strictly prove the existence of such stealthy hard-
core packings but, if realizable by explicit construction,
would provide a complement to the library of currently
existent point particle stealthy packings [60, 61].
IV. CONCLUSIONS
Hard spheres are the archetypical model for a diverse
array of systems at both the macroscale and microscale,
but universal to all is the role of the hard core to restrict
the available phase space and to limit the amount of dis-
order that is realizable. As discussed in this work, ther-
malized hard spheres are maximally disordered when
the excess entropy, s, is considered; introduction of any
other interaction beyond the hard core necessarily low-
ers s. However, maximizing the disorder stored in the
two body correlations, g(r), is non-trivial. As our met-
ric for pair disorder, we employed the two-body excess
entropy, s2, which naturally arises from the multi-body
expansion of s.
To investigate the role of increasing s2, we explored a
variety of HS iso-g processes: from a given starting den-
sity, auxiliary interactions are introduced as the den-
sity is increased so that the initial HS g(r) is main-
tained. Such processes terminate when the singular
density is reached; these singular points are character-
ized by incompressibility and hyperuniformity–features
commonly associated with jamming or close-packed
states. Unlike jammed packings though–which would
exhibit negative divergences in s and s2 at the jamming
transition–our IET calculations predict the iso-g singu-
larities have s and s2 values close to equidensity hard
spheres. This suggests the singular points are of virtu-
ally the same mobility as underlying hard spheres–a pre-
diction we confirmed with molecular dynamics simula-
tions for the step function g(r) (or zero starting density)
iso-g process. Incompressibility at the singular densities
is solely a manifestation of the divergent-ranged interac-
tions required to maintain the lower-density radial dis-
tibution function, as opposed to a literal jamming tran-
sition. The smooth, slowly varying nature of the inter-
actions seems insufficient for generating the frustrated
energy landscape needed for slow glassy dynamics.
As a consequence of increasing the pair disorder along
each iso-g process, stronger correlations are imbued into
the n > 2 body structure. IET predicts that the in-
crease in s2 is comparable is magnitude to the decrease
in s, meaning that the increase in s2 is accompanied by
roughly twice as large of a decrease in the many body
correlations in s = s2 + sMB . Despite transferring or-
der from s2 to sMB , & 70% of s of the iso-g process is
predicted to result from s2. This effect is rather mild,
particularly considering that bare hard spheres have a
contribution to s from s2 of & 80%. Thus, we conclude
that HS iso-g processes are not capable of swapping the
dominant contribution to s from two- to many-body.
Whether other systems can be found where sMB > s2
is an interesting avenue for future research.
While iso-g processes produce hard-core fluids of aug-
mented s2 relative to pure hard spheres, a literal max-
imization of s2 subject to the constraint of a positive-
definite S(k) was performed to uncover the true limits of
pair disorder. Below φ = 1/8, the solution is the triv-
ial step function g(r) (degenerate with iso-g processes
beginning at φ0 = 0). Above φ = 1/8, some degree of
structure in g(r) must remain for realizability. As den-
sity is increased, the optimized s2 is increasingly greater
than the s2 of equidensity hard spheres; however, this is
a reflection of the greater available (i.e, non-hard core)
s2 at higher densities for hard spheres. Expressed as a
percentage of s2 available to the optimization, we see
that relative change in s2 actually decreases as a func-
tion of density, reflecting that physical realizability is a
more difficult constraint to satisfy at higher densities.
Finally, we found that the resulting radial distribution
functions are hyperuniform, with a range in low k corre-
sponding to S(k) ≈ 0 that broadens with increasing den-
sity, indicating a relationship between maximizing pair
disorder and so-called “stealthly” materials. This rela-
tionship provides a convenient route to directly generate
stealthy packing pair structure in a system of particles
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with hard cores. Explicit construction of such packings
is an interesting avenue for future research.
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APPENDIX A. ASYMPTOTIC BEHAVIOR OF
POTENTIALS
For completeness, this section provides a concise re-
view of general analytical results regarding any iso-g
process, though the presented mathematical formalism
follows a slightly different path than in the current lit-
erature [21].
General analytical results regarding any iso-g pro-
cess rely on approximating c(r) and exploiting the in-
timate relation it possesses with u(r), in particular,
the physical interpretation of kBTc(r) as a renormal-
ized pair potential between particles and the exact re-
sult, limr→∞ c(r) = −u(r). From this relation it is
clear that knowledge of the asymptotic c(r) behavior–
extractable from the OZ relation alone–provides the
asymptotic form of u(r). All three of the considered
closures (Equations 4-7) obey this limit via the trivial
relation, limr→∞ g(r) = 1–an expected consistency.
Analytical statements regarding the long range c(r)
and u(r) behavior are most readily found near the sin-
gular density, ρs, at which S(k) ≡ 1 + ρshˆ(k) = 0 for
some k = ks. At ks, a divergence in cˆ(k) is produced
since
1− ρcˆ(k) = 1
1 + ρhˆ(k)
(A1)
yielding c(ks) ∝ (ρs − ρ)−1 since ρs = −1/hˆ(ks). From
Equation A1, analytical results regarding the nature of
the divergence, both in Fourier and real space, are elu-
cidated through a Taylor expansion of hˆ(k) in the de-
nominator about ks yielding
1− ρcˆ(k) ≈ 1− ρcˆ(ks)
1 + ξ2ks(k − ks)2
, k ≈ ks (A2)
and
ξ2ks ≡
ρhˆ′′(ks)
2[1 + ρhˆ(ks)]
(A3)
where the primes indicate the order of differentiation,
and ξks is the auxiliary potential range. Interestingly, an
alternative expression (though identical at the singular
density) can be derived for ξ2ks by working with cˆ(k)
directly instead of 1− ρcˆ(k) yielding
ξ2ks ≡
−hˆ′′(ks)
2hˆ(ks)[1 + ρhˆ(ks)]
(A4)
Both results furnish a divergence, ξks ∝ (ρs−ρ)−1/2, and
together they appear to serve as bounds on the exact ξks
(discussed in Section III A). Greater physical interpre-
tation for ξks as the auxiliary interaction range comes
from the Fourier transformed versions of Equation A2,
which for ks = 0 yields
lim
r→∞ c(r) = −u(r) =
1− ρcˆ(0)
ρ4piξ2ks
exp[−r/ξks ]
r
(A5)
Arbitrarily close to the singular density
lim
ρ→ρs
lim
r→∞ c(r) = −u(r) =
cˆ(0)
4piξ2ksr
(A6)
which is well defined as limρ→ρs cˆ(0)/ξks remains finite.
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