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Abstract
Gaussian Processes (GPs) are powerful kernelized
methods for non-parameteric regression used in many
applications. However, their plain usage is limited to a
few thousand of training samples due to their cubic time
complexity. In order to scale GPs to larger datasets, sev-
eral sparse approximations based on so-called inducing
points have been proposed in the literature. The ma-
jority of previous work has focused on the batch set-
ting, whereas in this work we focusing on the train-
ing with mini-batches. In particular, we investigate the
connection between a general class of sparse inducing
point GP regression methods and Bayesian recursive es-
timation which enables Kalman Filter and Information
Filter like updating for online learning. Moreover, ex-
ploiting ideas from distributed estimation, we show how
our approach can be distributed. For unknown parame-
ters, we propose a novel approach that relies on recur-
sively propagating the analytical gradients of the poste-
rior over mini-batches of the data. Compared to state of
the art methods, we have analytic updates for the mean
and covariance of the posterior, thus reducing drasti-
cally the size of the optimization problem. We show
that our method achieves faster convergence and supe-
rior performance compared to state of the art sequential
Gaussian Process regression on synthetic GP as well as
real-world data with up to a million of data samples.
Keywords: Gaussian processes; Recursive estima-
tion; Kalman filters; Non-parametric regression; Pa-
rameter estimation.
1 Introduction
Regression methods based on Gaussian processes
(GPs) are used in many machine learning applications
due to their modelling flexibility, robustness to over-
fitting and availability of well-calibrated predictive
uncertainty estimates. The areas of applications range
from social and natural science through engineering.
In the area of control engineering, GPs have been
used in system identification for impulse response
estimation [24, 7, 25, 23], nonlinear ARX models
[17, 3], learning of ODEs [1, 19] and latent force
modelling [37]. The problem of learning the state space
of a nonlinear dynamical system using GPs is discussed
in [9, 21, 33]. Besides the many benefits, GPs have one
main drawback: they are not suitable for large data sets
due to their O(N2) memory requirements and O(N3)
computational cost, where N is the number of training
samples.
Over the past decade, many different approximations
were developed to reduce this cost. The most common
and successful methodology to approximate GPs is
based on so-called inducing point methods, where the
unknown function is represented by its values at a
set of M pseudo-inputs (called inducing points), with
M  N. Early attempts to sparse GP regression were
based on the Subset of Regressors (SoR/DIC) approx-
imation due to [30, 36, 31]. However, these methods
produce overconfident predictions when leaving the
training data. In order to produce sensible uncertainty
estimates, Deterministic Training Conditional (DTC)
[8, 29], Fully Independent Training Conditional (FITC)
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[32], Fully Independent Conditional (FIC) [26] and
Partially Independent Training Conditional (PITC)
[26] were suggested where in each model the joint
prior over the latent function and test values is modified
differently. Titsias [34] instead proposed to retain the
exact prior but to perform approximate (variational)
inference, leading to the Variational Free Energy (VFE)
method which converges to full GP as M increases.
Based on the minimization of an α-divergence, Bui
et al. [5] presented Power Expectation Propagation
(PEP), which unifies several of the previous mentioned
models. Inference in such models can typically be
done in O(M2N) time and O(MN) space. In order to
find good parameters (inducing input points and kernel
hyperparameters), either the marginal log-likelihood
of the sparse models or a lower bound are used as an
objective function for numerical optimization.
The majority of previous work in GP approximation
has focused on the batch setting, that is, all data
is available at once and can be processed together.
However, for big data, where the number of samples N
can be many millions, keeping all data in memory is not
possible and the data might even arrive sequentially.
In a streaming setup, Bui et al. [4] developed an
algorithm to update hyperparameters in an online
fashion. While this method is promising in this setting,
its accuracy is limited by considering each sample only
once. In this work we focus on the common setting
where hyperparameters are learned by reconsidering
mini-batches several times. In order to speed up the
optimization, we would like to update the parameters
more frequently for a subset of data and update the
posterior in a sequential way.
In this setting, Hensman et al. [12] applied Stochastic
Variational Inference (SVI, [14]) to an uncollapsed
lower bound of the marginal likelihood. Compared to
the collapsed bound of the VFE model, the (variational)
posterior distribution is not eliminated analytically
and is an explicit part of the objective function. The
resulting Stochastic Variational Gaussian Process
(SVGP) method allows to optimize the parameters with
mini-batches of the data. One limitation of SVGP is the
large number of parameters (≈ MD+M2, where D is
the input space dimension) to be numerically estimated
since the update of the posterior distribution is not
given analytically which leads to a high dimensional
optimization problem.
Inspired by the work of [12] , the authors in [22]
demonstrated the high scalability of this method by
exploiting distributed machine learning platforms. The
work of [12] was extended by [13] to the DTC, FI(T)C
and PITC models for a variational anytime framework
based on SVI with the corresponding uncollapsed
bounds. However, it was assumed that the parameters
are given in advance, that is, only the (variational)
posterior distribution is learnt via SVI.
Although showing high scalability and desirable
approximation, all these methods based on SVI have
two main drawbacks: i) the (variational) posterior is
not given analytically, which leads to O(M2) additional
many parameters; ii) the uncollapsed bounds are in
practice often less tight than the corresponding col-
lapsed batch bounds because the (variational) posterior
is not optimally eliminated. Overall, the huge number
of parameters leads to an optimization problem that is
hard to tune and relies particularly on appropriately
decaying learning rates. Even for fixed parameters,
when no non-linearity is involved, there is still the need
of reconsidering each sample many times.
An orthogonal direction was pursued by the authors
in [11] and [28], where a connection between GPs
and State Space models for particular kernels was
established for spatio-temporal regression problems,
which allows to apply sequential algorithm such as the
Kalman Filter, see also [6, 2]. Inspired by this line
of research, the authors in [35] focused on efficient
implementation and extended the methodology to
varying sampling locations over time. Although these
approaches can deal with sequential data and solve the
problem of temporal time complexity, the space com-
plexity is still cubic in the number of measurements. In
addition, the hyperparameters are assumed to be fixed
in advance.
In order to improve these shortcomings, we show
that sparse inducing point models can be seen as a
Bayesian kernelized linear regression model with input
dependent observation noise with a particular choice
of basis and noise covariance function, respectively.
Given these insights, we show how to apply recursive
estimation algorithms like the Kalman Filter (KF)
and Information Filter (IF) [15], which allows to train
sparse GP methods analytically and exactly in an online
or distributed setting (considering each sample only
once, as opposed to the work in [12] and [13]) for given
parameters. After processing all data, the obtained
posterior distribution is equivalent to the corresponding
batch version. This might constitute an interesting
method on its own for many applications where there
is prior knowledge about the parameters or they can be
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estimated offline.
For unknown parameters, we propose a recursive
collapsed lower bound to the marginal log likelihood,
which can be used for stochastic optimization with
mini-batches. Our approach is based on recursively
exploiting the chain rule for derivatives by recursively
propagating the analytical gradients of the posterior
which enables to compute the derivatives of the lower
bound sequentially. When computing the gradients
of the recursive collapsed bound in a non-stochastic
way, they exactly match the corresponding batch
ones. This approach constitutes an efficient method
to train a very general class of sparse GP regression
models with much fewer parameters to be estimated
numerically (≈MD) than state of the art sequential GP
regression methods (≈ MD+M2). Since the number
M of inducing points determines the quality of the
approximation to full GP, this reduction in number of
parameters from M2 to M is crucial and results in more
accurate and faster convergence than the state of the
art approach (SVGP), which we demonstrate in several
experiments.
In Section 2, we briefly review exact and sparse GP
for regression in the batch case as well as the state of
the art for sequential sparse GP learning. In Section 3,
we establish the connection between sparse GP regres-
sion and recursive estimation by introducing a Bayesian
kernelized linear regression model with input depen-
dent observation noise for which we discuss the batch
as well as its recursive solutions for given parameters.
For unknown parameters, we propose in Section 4 a
novel learning procedures - Stochastic Recursive Gradi-
ent Propagation (SRGP) 1 - based on recursively prop-
agating the analytic gradients of the posterior, which
allows to optimize the parameters with mini-batches.
We demonstrate in Section 5 the resulting faster con-
vergence and the superior performance of our proposed
algorithm for synthetic as well real-world data with up
to a million of samples. Section 6 concludes the work
and presents future research directions.
2 GP Regression
Suppose we are given a training set D = {yi,xi}Ni=1 of
N pairs of inputs xi ∈ RD and noisy scalar outputs yi
generated by adding independent Gaussian noise to a
latent function f (x), that is yi = f (xi)+ εi, where εi ∼
1Code is available on https://github.com/manuelIDSIA/SRGP.
N
(
0,σ2n
)
. We denote with y= [y1, . . . ,yN ]T the vector
of observations and withX = [xT1 , . . . ,x
T
N ]
T ∈ RN×D.
We can model f with a Gaussian Process (GP), which
defines a prior over functions and can be converted
into a posterior over functions once we have observed
some data (see e.g. [27]). To describe a GP, we only
need to specify a mean m(x) and a covariance func-
tion k(x,x′). The latter is a positive definite kernel
function [27], for instance the squared exponential (SE)
kernel with individual lengthscales for each dimension,
that is k(x,x′) = σ20 exp
(
− 12 (x−x′)T L−1 (x−x′)
)
with L = Diag
[
l21 , . . . , l
2
D
]
. We assume that the mean
function is zero for the sake of simplicity and we use
the SE kernel throughout this paper even thought all
methods introduced here work with any positive defi-
nite kernel. Since the joint prior p(f , f∗) on the training
values f = f (X) = [ f (x1), . . . , f (xN)]
T and a test la-
tent function value f∗ = f (x∗) at an unknown test point
x∗ ∈ RD is multivariate Gaussian, it is straightforward
to update this knowledge with observed data and thus
doing inference analytically by manipulating multivari-
ate Gaussian distributions. Combining it with the likeli-
hood p(y|f) =N (y|f ,σ2n I) yields the posterior pre-
dictive distribution p( f∗|y) =N ( f∗|µ∗,Σ∗) with
µ∗ =K∗X
(
KXX +σ2n I
)−1
y
Σ∗ =K∗∗−K∗X
(
KXX +σ2n I
)−1
KX∗.
(1)
We define [KAB]i j = k(ai,b j) for anyA ∈RM1×D and
B ∈ RM2×D with the corresponding rows ai,b j. For
brevity, we use ∗ indicating x∗. This posterior GP de-
pends via the kernel matrices on the hyperparameters
θ= {σ0, l1, . . . , lD,σn} which can be estimated by max-
imizing the log marginal likelihood
log p(y|θ) = logN (y|0,KXX +σ2n I) . (2)
Although this is an elegant approach for probabilistic
regression, it is intractable for large datasets since the
computations for inference require the inversion of the
matrix in Eq. (1) which scales as O(N3) in time and
O(N2) for memory (for given θ).
2.1 Batch Sparse GP Regression
In order to scale GPs to large data, several approaches
have been proposed based on so-called inducing point
methods, where the sparsity is achieved via M N in-
ducing points (u,R) ∈ (R,RM×D) to optimally sum-
marize the dependency of the whole training data. The
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inducing inputs R are in the D-dimensional input data
space and the inducing outputs u are the correspond-
ing GP-function values f (R) (consider also Figure 1).
The GP prior over f and f∗ is augmented with the in-
ducing outputs u, leading to a joint p(f , f∗,u) and
marginal p(u) =N (0,KRR) prior, respectively. By
marginalizing out the inducing points, the original prior
p(f , f∗) =
∫
p(f , f∗|u) p(u)du is recovered. The fun-
damental approximation in all sparse GP models is that
given the inducing outputs u, f is independent for any
f . Consequently, inference in these models can be done
in O(M2N) time and O(MN) space [32]. From an ab-
stract point of view, inducing point methods differ from
each other in 3 main aspects:
I) training: inferring inducing outputs u given in-
ducing inputsR and kernel hyperparameters θ
II) prediction: performing prediction at a new test
point x∗ given u,R and θ
III) optimization: finding optimal inducing inputs R
and kernel hyperparameters θ
In the following, we briefly report a general sparse
GP model due to [5] which unifies several previous
sparse inducing point GP models in the batch case. It
is based on the minimization of an α-divergence or
can be equivalently seen as applying Power Expecta-
tion Propagation (PEP). We report the sparse predic-
tive distribution which summarizes the training and pre-
diction part as well as the bound to the marginal log-
likelihood, which can be used for optimizing the pa-
rameters Θ = {θ,R}. In the following, we denote
QAB = KARK
−1
RRKRB and DA = KAA −QAA
for any A,B. In the PEP model, the predictive dis-
tribution p( f∗|y) =N ( f∗|µ∗,Σ∗) is given by
µ∗ =Q∗X
(
KXX +σ2n I
)−1
y,
Σ∗ =K∗∗−Q∗X
(
KXX +σ2n I
)−1
QX∗,
(3)
where KXX =QXX +αDiag [DX ]. For this model,
a lower bound to the sparse log marginal likelihood is
analytically available
LPEP(Θ) = logN
(
y|0,KXX +σ2n I
)
− 1−α
2α
N
∑
i=1
log
(
1+
α
σ2n
[DX ]ii
)
,
(4)
where we omit the explicit dependency on Θ viaKXX
and DX for the sake of brevity. Similar as with the
PEP = 176.39 PEP = -28.63
fullGP batch PEP
Figure 1: Full GP and batch sparse GP regression with
PEP model (α = 0.5). The N = 100 data samples
are summarized with 15 inducing points (black dots),
which are equidistantly placed. For illustration pur-
poses, a slightly smaller than optimal lengthscale was
selected and no parameters Θ were optimized. The
numbers in the left and right corner indicate the lower
bound to the marginal log likelihood in (4) and its
derivative with respect to the lengthscale, respectively.
marginal likelihood (2) for full GP, this bound can be
used to learn the parameters Θ. This model unifies sev-
eral previous sparse GP inference approaches including
FITC (α = 1) [32] and VFE (α → 0) [34]. We want to
highlight the special case α → 0, since it was the first
approach where the approximating process was explic-
itly linked to full GP and it serves as starting point for
the sequential case discussed below. Instead of mod-
ifying the prior and applying exact inference, the idea
is to retain the exact prior and to perform approximate
(variational) inference. In its original formulation, [34]
proposed to maximize a variational lower bound to the
true GP marginal likelihood, obtaining the Variational
Free Energy (VFE) or the collapsed lower bound
LV FE(Θ) = logN
(
y|0,QXX +σ2n I
)− Tr [DX ]
2σ2n
,
(5)
where the variational distribution over the induc-
ing points is optimally eliminated and analytically
available. The novelty of this bound is that the right-
most term in (5) acts as a regularizer that prevents
overfitting and has the effect that the sparse GP pre-
dictive distribution (3) converges rigorously [34] to
the exact GP predictive distribution (1) for increasing
number of inducing points when optimizing Θ with (5).
A more thorough overview of several sparse in-
ducing point GP models is given in the Appendix B
and for further details we refer to [5, 18, 26, 27] for
recent reviews on the subject.
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2.2 Sequential Sparse GP Regression
Focusing on the VFE model, the optimization for Θ of
the collapsed lower bound (5) requires to process the
whole dataset in a batch sense, which is very inefficient
and not feasible for large N. We would like to update
the parameters more frequently, therefore, we split the
data D = {yk,Xk}Kk=1 into K mini-batches of size B
and denote fk the corresponding sparse GP value. In
order to achieve faster convergence in the optimization,
Hensman et al. [12] introduced Stochastic Variational
Gaussian Process (SVGP) where they applied stochas-
tic optimization to an uncollapsed lower bound to the
log marginal likelihood
LSV GP(µ,Σ,Θ) =−KL [q(u)||p(u|Θ)]
+K
K
∑
k=1
∫
q(u)p(fk|u,Θ) p(yk|fk,Θ)du
(6)
where the variational distribution q(u) is part of
the bound and explicitly parametrized as q(u) =
N (u|µ,Σ). This uncollapsed bound satisfies
LSV GP(µ,Σ,Θ) ≤ LV FE(Θ) with equality when in-
serting the optimal mean and covariance of the vari-
ational distribution of VFE. The key property of this
bound is that it can be written as a sum of K terms,
which allows Stochastic Variational Inference (SVI,
[14]). Unfortunately, collapsing the bound, i.e. insert-
ing the optimal distribution, reintroduces dependencies
between the observations, and eliminates the global pa-
rameter uwhich is needed for SVI. Therefore, all varia-
tional parameters are numerically estimated by follow-
ing the noisy gradients of a stochastic estimate of the
lower bound LSV GP. By passing through the training
data a sufficient number of times, the variational distri-
bution converges to the batch solution of VFE method.
However, the disadvantage of this approach is the large
number of parameters, since in addition to the parame-
ters Θ, all entries in the mean vector µ and the covari-
ance matrix Σ have to be estimated numerically, which
is in order O(M2).
3 Recursive Sparse GP Regression
In this section we establish the connection between
Bayesian recursive estimation and sparse inducing point
GP models. In a first step, we explicitly report for a
large class of sparse inducing point GP models their
weight-space view (see [27], Ch. 2.1) which can also
be seen as a particular kernelized version of a Bayesian
linear regression model. In particular, we discuss the
explicit choices of basis functions, the model specific
observation noise, and the predictive transition distribu-
tion in a Bayesian kernelized linear regression model
with additional input dependent observation noise for
several sparse GP methods discussed by [27] for the
batch case. Using these insights, we can exploit in a
next step the recursive estimation algorithms known as
the update equations of the Kalman Filter (KF) and In-
formation Filter (IF) which allows to train many sparse
methods analytically either in a online or distributed
setting for given parameters. For the purpose of param-
eter estimation (which we will discuss in the next sec-
tion), we discuss the recursive marginal log-likelihood
with a model specific regularization term.
3.1 Weight-Space View of Generic Sparse
GP
For any X ∈ RB×D, consider the generic sparse GP
model
f (X) = H (X)u+ γ (X) (7)
where the sparse GP value f (X) is modeled by a
linear combination of basis-functions H (X) ∈ RB×M
, (stochastic) weights u ∈ RM with a prior p(u) =
N (0,Σ0) and an input dependent error term γ (X)∼
N (0,V (X)) that takes into account the sparse approx-
imation. For k = 1, . . . ,K, the noisy observations yk are
obtained by adding independent noise εk ∼N
(
0,σ2n I
)
to f (Xk), yielding the model
yk = fk +εk; (8)
fk =Hku+γk and f∗ =H∗u+γ∗, (9)
where we explicitly distinguish the training fk =
f (Xk) and test f∗ = f (X∗) cases depending on the
input Xk and X∗. Assuming γk, γ∗ and εk are inde-
pendent, by linearity and Gaussianity we can compactly
write
p(yk|fk) =N
(
yk|fk,σ2n I
)
; (10)
p(u) =N (0,Σ0) ; (11)
p(fk|u) =N
(
fk|Hku,V k
)
; (12)
p(f∗|u) =N (f∗|H∗u,V∗) , (13)
where V k and V∗ denote different covariances. Com-
bining (10) and (12) by integrating out fk (40) gives rise
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to the likelihood p(yk|u) = N (yk|Hku,Vk) where
Vk = V k + σ2n I. Thus, the generic sparse GP model
given by the prior together with this likelihood can be
seen as a Bayesian non-linear regression model with ad-
ditional input dependent observation noise with a par-
ticular choice of basis functions and covariance struc-
ture. For inducing inputsR ∈ RM×D, we explicit Σ0 =
KRR, Hk =KXkRK
−1
RR and H∗ =K∗RK
−1
RR. By
different choices of the quantities V k and V∗, a range of
different sparse GP models are obtained. For fixed Θ,
these models differ from each other only by the choice
of the input dependent observation noise covariance V k
and the prediction covariance V∗. More concretely,
for instance choosing V FITCk =Diag
[
DXk
]
V
VFE
k = 0,
V
PEP
k = αDiag
[
DXk
]
and V∗ =D∗, the sparse mod-
els FITC, VFE and PEP (see also Appendix B), respec-
tively, are recovered. The details of different choices
for more sparse models are summarized in the bottom
table in Figure 2.
VFE
DIC
DTC
FITC
FIC
PITC
PEP
PEP
V k
0
0
0
DXk
αDXk
Diag[DXk ]
Diag[DXk ]
αDiag[DXk ]
1−α
2α
∑
i log(1 +
α
σ2n
D
(i)
Xk
)
ak
0
0
0
0
0
1
2σ2n
Tr[DXk ]
1−αk
2αk
log |I + ασ2nDXk |
III) optimizationI) training
V∗
0
D∗
D∗
D∗
D∗
D∗
D∗
Diag[D∗]
II) prediction
a) parameters
H˜∗
K∗R
b) transformed parameters
Σ˜0
K−1RR KXkR
H˜kH∗
K∗RK−1RR
Hk
KXkRK
−1
RR
Σ0
KRR
B
Figure 2: Summary of parameters for sparse GP mod-
els for recursive estimation. For all models, we have
µ0 = 0, Vk =V k+σ2n I and Σ0,Hk,H∗ from the table
a) or a transformed version b). Using the model specific
quantities for the observation noise V k, the prediction
covariance V∗ and the regularization term ak from the
bottom table allows the training with the recursive ap-
proaches. Consider the Section 3.1 for more details.
3.2 Training
After the prior p(u) and the likelihood p(yk|u) are
specified in a Bayesian regression model, the posterior
over the weights u conditioned on the data y1:k can be
computed either in a batch or in a recursive manner.
3.2.1 Batch Estimation
The batch likelihood is p(y|u) = ∏Kk=1 p(yk|u) =
N (y|Hu,V ) with H = [HT1 , . . . ,HTK ]T ∈ RN×M
and V a block-diagonal matrix with blocks Vk. The
posterior over u given the data y can be obtained by
Bayes’ rule, i.e.
p(u|y) ∝ p(y|u) p(u) ∝N (u|µK ,ΣK) , (14)
with ΣK =
(
Σ−10 +H
TV −1H
)−1
and µK =
ΣKH
TV −1y where we used the standard linear
Gaussian identity in (41).
3.2.2 Recursive Estimation
An equivalent solution can be obtained by propagating
recursively p(u|y1:k−1). By interpreting this previous
posterior as the prior, the updated posterior can be re-
cursively computed by
p(u|y1:k) ∝ p(yk|u) p(u|y1:k−1) ∝N (u|µk,Σk) ,
(15)
where µk = Σk
(
HTk V
−1
k yk +Σ
−1
k−1µk−1
)
and
Σk =
(
Σ−1k−1+H
T
k V
−1
k Hk
)−1
.
Kalman Filter like updating
The Kalman Filter [15] constitutes an efficient way
to update the mean and covariance of p(u|y1:k).
Applying the matrix inversion lemma (38) to Σk in Eq.
(15) and introducing temporary variables yields
rk = yk−Hkµk−1;
Sk =HkΣk−1HTk +Vk;
Gk =Σk−1HTk S
−1
k ;
µk = µk−1+Gkrk;
Σk =Σk−1−GkSkGTk .
(16)
Starting the recursion with µ0 = 0 and Σ0, the
posterior distribution at step K is equivalent to (14)
independent of the order of the data. We want to
emphasize that the only difference in the estimation
part between the sparse GP models is in the additional
noise Vk = V k +σ2n I.
Information Filter like updating
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Using the natural parameter representation of a Gaus-
sian N −1 (u|ηk,Λk) = N −1
(
u|Σ−1k µk,Σ−1k
)
, it
directly follows from (15) that the posterior p(u|y1:k)
can be recursively computed
ηk = ηk−1+HTk V
−1
k yk;
Λk =Λk−1+HTk V
−1
k Hk,
(17)
with η0 = 0 and Λ0 = Σ−10 . For any k, it holds µk =
Λ−1k ηk and Σk =Λ
−1
k . We can also write
ηk =
K
∑
k=1
∆ηk and Λk =Λ0+
K
∑
k=1
∆Λk, (18)
where ∆ηk =HTk V
−1
k yk and ∆Λk =H
T
k V
−1
k Hk. It is
interesting to observe that ∆ηk and ∆Λk are independent
of any other ∆η j or ∆Λ j.
Whether using the KF or IF for the recursive compu-
tation of the sparse posterior depends on the the number
of inducing points M and the size of the mini-batches B.
If the number of inducing points is larger than the size
of the mini-batches, i.e. M >B, the KF is cheaper, since
only the matrix Sk of size B has to be inverted, which is
inexpensive regarding to the number of inducing points
M. On the other hand, if B > M (and assuming V di-
agonal), the recursive IF approach is computationally
cheaper since the inversion of the posterior precision is
inexpensive regarding to the size of the mini-batch.
Transformation
Instead of running a KF with Σ0 = KRR, Hk =
KXkRK
−1
RR and H∗ =K∗RK
−1
RR, an equivalent pre-
dictive distribution is also obtained when using Σ˜0 =
K−1RR and H˜k =KXkR together with H˜∗ =K∗R. For
any k we then propagate a transformed posterior distri-
bution µ˜k =K−1RRµk, Σ˜k =K
−1
RRΣkK
−1
RR and µk =
KRRµ˜k, Σk =KRRΣ˜kKRR, respectively. For IF we
apply an equivalent transformation, using Λ˜0 =KRR,
H˜k and H˜∗ which results in propagating η˜k =KRRηk,
Λ˜k =KRRΛkKRR.
This parametrization constitutes a computational short-
cut, since the basis functions are very easy to interpret
and do not include any matrix multiplication. Note that
also the log marginal likelihood discussed below is not
affected by this transformation.
3.3 Prediction
Given a newX∗ ∈RB×D, the predictive distribution af-
ter seeing y1:k of the sparse GP methods can be obtained
by
p(f∗|y1:k) =
∫
p(f∗|u) p(u|y1:k)du
=N
(
f∗|H∗µk,H∗ΣkHT∗ +V∗
) (19)
using p(f∗|u) = N (f∗|H∗u,V∗) with H∗ =
K∗RK−1RR and V∗ the model specific prediction
covariance. The predictions for y∗ are obtained by
adding σ2n I to the covariance of f∗|y1:k. At step K, by
applying (38) to the batch covariance ΣK in (14), we
get for the predictive distribution in (19)
µ∗K =H∗Σ0H
T Σy, (20)
Σ∗K =H∗Σ0H
T
∗ −H∗Σ0HT ΣHΣ0HT∗ +V∗,
where Σ=
(
HΣ0H
T +V
)−1
. Inserting the particular
choices for Σ0,H andH∗ yields the usual formulation
for the sparse predictive distribution
µ∗K =Q∗X (QXX +V )
−1y;
Σ∗K =Q∗∗−Q∗X (QXX +V )−1QX∗+V∗.
(21)
Depending on the choice of the covariances V and V∗,
we obtain for instance (3), (42) or (45) for PEP, VFE
and FITC, respectively.
3.4 Marginal Likelihood
For model selection (or hyperparameters estimation) in
the batch setting, the log marginal likelihood log p(y)
of a Bayesian regression model can be computed by
marginalizing out u, that is
log p(y) = log
∫
p(y|u) p(u)du
= logN
(
y|0,HΣ0HT +V
)
.
(22)
For the recursive setting, p(y) can be factorized into
∏Kk=1 p(yk|y1:k−1) , where the relative marginal likeli-
hood is given by
p(yk|y1:k−1) =N
(
yk|Hkµk−1,HkΣk−1HTk +Vk
)
=N (rk|0,Sk) . (23)
The log of the joint marginal likelihood involving all
terms of (23) can be explicitly written as
log
K
∏
k=1
p(yk|y1:k−1) =
K
∑
k=1
logN (rk|0,Sk)
=−N
2
log2pi− 1
2
K
∑
k=1
log |Sk|+rTk S−1k rk.
(24)
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Figure 3: Online learning for the toy example in Section 3.5.1 for fixed Θ with batch size B = 1. In each step k,
the sample yk,Xk is updated to the current posterior represented by µk and Σk according to Eq. (16) together
with the cumulative recursive bound Ψ(k) (Eq. (28) and the numbers in the left corners of the plots). For recursive
parameter estimation as discussed in Section 4.1, in addition to the posterior and the cumulative bound, the
recursive derivatives of these quantities are propagated similarly for each k. The derivatives of this bound w.r.t. to
the lengthscale are indicated in the right corners of the plots. Note, the cumulative bound and its derivative at step
k = 100 are exactly the same as in the corresponding batch version in Figure 1.
By maximizing iteratively a lower bound of the recur-
sive factorized marginal likelihood in (23) leads to the
recursive KF updates in (16) for the posterior and the
resulting lower bound
ψ(Θ) =
K
∑
k=1
logN
(
rΘk |0,SΘk
)−ak(Θ) (25)
includes a model specific regularization term ak
(consider the corresponding column in Figure 2). We
refer to this as the recursive collapsed bound and
a detailed derivation for the VFE model is given in
Appendix D. Using the model specific quantities V k
and ak, this recursive computation of the lower bound
of the marginal likelihood are equivalent to the batch
counterparts for all sparse models, for instance (5) and
(4) for VFE and PEP, respectively.
Compared to the collapsed bound in (5), our re-
cursive collapsed bound in (25) decomposes into a
recursive sum over the mini-batches which allows to
optimize the hyperparameters Θ sequentially. The
advantage, compared to the uncollapsed bound in (6),
is that the variational distribution is recursively and
analytically eliminated, thus reducing the number of
parameters to be numerically estimated drastically
from O(MD+M2) to O(MD).
3.5 Online and Distributed Learning
The connection between sparse GP models and recur-
sive estimation established in the previous sections al-
lows us to train the sparse GP models analytically either
online for streaming data or in a distributed setting for
fixed Θ. In the first case, we propagate either the mean
µk and covariance Σk (16) or the natural mean ηk and
precision Λk (17) (depending on B and M) of the cur-
rent posterior for each k recursively. In the second case
we compute ηk and Λk (18) distributed among K com-
putational nodes, and aggregate afterwards centralized
the joint full posterior µK ,ΣK . At step K, after seeing
each sample once, we get exactly the same distribution
for the inducing outputs and the same predictive distri-
bution as the corresponding batch counterparts. In par-
ticular, exploiting the transformation from the Section
3.2.2 allows efficient online and distributed inference.
Suppose we have N = 100 data samples in D = 1
(only for illustration purposes, it works as well as for
more dimensions) and we want to use the PEP model
with α = 0.5 with M = 15 inducing points. We show on
a toy example the above proposed online and distributed
learning procedures for sparse GPs when Θ is available
in advance.
3.5.1 Online Setting
Assuming the data samples {xk,yk} arrive sequentially
in a stream. Thus we have B = 1 and K = 100. Us-
ing the transformation, we have h˜k =KxkR ∈ R1×15
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and vk = αdxk +σ
2
n ∈ R and we set Σ˜0 to K−1RR. For
each data sample k we compute the residual rk = yk−
h˜kµ˜k−1 ∈R, the innovation variance sk = h˜kΣ˜k−1h˜Tk +
vk ∈ R and the Kalman gain g˜k = Σ˜k−1h˜Tk /sk ∈ R15.
The (transformed) posterior distribution over the induc-
ing points can then be updated by
µ˜k = µ˜k−1+ g˜krk and Σ˜k = Σ˜k−1− skg˜kg˜Tk . (26)
In order to make predictions for new data X∗, we use
H˜∗ =K∗R and V∗ =K∗RK−1RRKR∗ and apply (19).
Note that there is no need to transform back the poste-
rior over the inducing points, since it is already taken
into account in the prediction step. After processing all
N samples, the predictive distribution and the cumula-
tive bound of marginal log-likelihood correspond to the
batch version, which is depicted in Figure 3.
3.5.2 Distributed Setting
Assuming the data is available in a batch, but we want to
distribute the computation among K = 4 computational
nodes, thus we have B = 25. Using the transformation,
we have Λ˜0 = KRR, H˜k = KXkR ∈ R25×15, Vk =
Diag [vk] ∈ R25×25 where vk = α(diag
[
DXk
]
+ σ2n ).
Each node now computes
∆η˜k = H˜Tk V
−1
k yk =KRXk Diag
[
v−1k
]
yk,
∆Λ˜k = H˜Tk V
−1
k H˜k =KRXk Diag
[
v−1k
]
KXkR.
Afterwards, we sum up at a central node the (trans-
formed) posterior distribution over the inducing points
with η˜K = ∑4k=1∆η˜k and Λ˜K = Λ˜0 +∑
4
k=1∆Λ˜k, fol-
lowed by Σ˜K = Λ˜−1K and µ˜K = Σ˜K η˜K . Prediction can
be done with H˜∗ and V∗ as explained in the online set-
ting. This procedure is illustrated in Figure 4. Note that
the samples are only sorted for illustration purposes.
4 Hyperparameters Estimation
In the previous section we discussed online and
distributed procedures for analytical computation of
sparse GP models for fixed Θ where we recovered
the batch solution after seeing each sample once. In
this section we show how to exploit the connection to
recursive estimation when optimizing Θ in a sequential
or distributed way. Note that we only estimate these
parameters and not all entries in the posterior mean
vector and covariance matrix compared to SVGP where
no analytic updates of these quantities are available.
In particular, we explain how to use the recursive
collapsed bound in (28) by using recursive gradient
propagation which enables the application of stochastic
optimization. Moreover, we present an idea based on
distributed gradient cumulation of the natural mean
and precision with respect to the parameters Θ which
allows to alternatively distribute the computations.
Both these techniques can be applied to all sparse GP
models discussed in Section 2.1.
Finding a maximizer for θ ∈ Θ of an objective
function ϕ(Θ) = ∑Kk=1ϕk(Θ) can be achieved by
applying Stochastic Gradient Descent(SGD), where
the update can be written as
θ (t) = θ (t−1)+ γ(t−1)
∂ϕk(Θ)
∂θ |θ=θ (t−1)
, (27)
where γ(t−1) might be a sophisticated function of
θ (0), . . . ,θ (t−1) (for instance using ADAM [16], where
also a bias correction term is included). We call one
pass over the K mini-batches an epoch. We denote
θ (e,k) ∈Θ(e,k) the estimate of θ in epoch e∈E for mini-
batch k.
4.1 Recursive Gradient Propagation
(RGP)
We recall the recursive collapsed bound in (25)
ψ(K)(Θ) =
K
∑
k=1
dk(Θ)−ak(Θ) =
K
∑
k=1
ψk(Θ) (28)
where dk(Θ) = logN
(
rΘk |0,SΘk
)
and ak(Θ) the
model specific regularization term. Since ψ(K)(Θ) de-
composes into a (recursive) sum over the mini-batches,
we directly compute the derivative of ψk(Θ) w.r.t. θ ∈
Θ. The derivative of ak is straightforward, for the for-
mer we can write
∂dk(Θ)
∂θ
=−1
2
∂ log
∣∣SΘk ∣∣
∂θ
− 1
2
∂ (rΘk )
T (SΘk )
−1rΘk
∂θ
(29)
with rΘk = yk − HΘk ΛΘ−1k−1 ηΘk−1 and SΘk =
HΘk Λ
Θ−1
k−1 (H
Θ
k )
T + V Θk . It is important to note
that ignoring naively the dependency of Θ through
ηΘk−1 and Λ
Θ
k−1 completely forgets the past and thus
results in overfitting the current mini-batch. In order
to compute the derivatives of ηΘk and Λ
Θ
k , we exploit
9
! !
∆#$∆Λ$
#& = ∑()$& ∆#(Λ& = Λ* + ∑()$& ∆Λ(
,$:./0$:./ ,.1:/*0.1:/* ,/$:2/0/$:2/ ,21:$**021:$**
k = 1 ∆#.∆Λ.
k = 2 ∆#3∆Λ3
k = 3 ∆#&∆Λ&
k = 4
(Eq. 18) 4 & = 5 & + ∑()$& 4((Eq. 35) 4 & = 2929.7 − 2753.3 = 176.39
4. = −598.364$ = −1111.4 43 = −866.27 4& = −177.27
Figure 4: Distributed learning among K = 4 computational nodes for the toy example 3.5.2 for fixed Θ with
mini-batch size B = 25. Each node k receives a mini-batch of data and computes the update for the posterior in
the natural parameter space ∆ηk and ∆Λk defined below Eq. (18). In addition, the individual contribution Φ(k) of
the bound to the marginal likelihood is computed (indicated in left corners in the boxes). At a central node, the
natural means, precision covariances and Φ(k) are added together via (18) and (35). The resulting posterior and
bound to the marginal likelihood are the same as in Figures 1 and 3.
the chain rule for derivatives and recursively propagate
the gradients of the natural mean and the precision over
time, that is
∂ηΘk
∂θ
=
∂ηΘk−1
∂θ
+
∂∆ηΘk
∂θ
and
∂ΛΘk
∂θ
=
∂ΛΘk−1
∂θ
+
∂∆ΛΘk
∂θ
.
(30)
For simplicity, we show here the gradient propagation
of the IF, depending on the B,M and D, it might be
cheaper to use the KF to propagate recursively the gra-
dients of the computations of µk and Σk in (16), that
is
∂uk
∂θ
=
∂uk−1
∂θ
+
∂Gk
∂θ
rk +Gk
∂rk
∂θ
(31)
∂Σk
∂θ
=
∂Σk−1
∂θ
− ∂Gk
∂θ
SkG
T
k −Gk
∂Sk
∂θ
Gk−GkSk
∂GTk
∂θ
,
where ∂Gk∂θ ,
∂rk
∂θ and
∂Sk
∂θ are computed recursively ac-
cording to (16). Computing the derivatives of dk as ex-
plained in (29) and (30)/(31), the stochastic gradient
∂ψk(Θ)
∂θ
=
∂dk(Θ)
∂θ
− ∂ak(Θ)
∂θ
(32)
can be computed for each mini-batch k. Suppose
keeping Θ constant, the cumulative derivative at step
K for the recursive collapsed bound is equal to the
corresponding derivatives of the batch sparse bound,
which can be verified for the toy example in Figure 3.
The numbers in the bottom left and right corners show
the cumulative recursive collapsed bound ψ(k) and its
cumulative derivative ∂ψ
(k)
∂ ł (abbreviated as ψ˙
(k)) with
respect to the lengthscale, respectively. We get for the
lower bound of the marginal likelihood as well as its
derivatives exactly the same value as the corresponding
batch counterpart in Figure 1.
For Stochastic Recursive Gradient Propagation
(SRGP), in each epoch e and mini-batch k, we inter-
leave the update step of the inducing points in Equation
(15) with the SGD update (27) of the parameters Θ(e,k),
i.e.
p
(
u|y1:k,Θ(e,k)
)
∝∼ p
(
yk|u,Θ(e,k)
)
× p
(
u|y1:k−1,Θ(e,k−1)
)
.
(33)
More concretely, we update after each mini-batch k the
parameters Θ(e,k) with (32),(27) and propagate recur-
sively the posterior with (18) and its derivative (30).
In order to compute all the derivatives with respect to
θ ∈ Θ, we can exploit several matrix derivative rules
which simplifies the computation significantly. A de-
tailed algorithm is provided in the Appendix C.
In the following, we assume that the batch size B is
larger than the number of inducing points M. For one
mini-batch, the time complexity to update the posterior
is dominated by matrix multiplications of size B and
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M, thus O(B2M). In order to propagate the gradients of
the posterior and to compute the derivative of the bound
needsO(BM2) for a mini-batch and a parameter θ ∈Θ.
Thus, updating a mini-batch including all O(MD) pa-
rameters costs O(BM3D+B2M) for the SRGP method.
Since SRGP stores the gradients of the posterior, it re-
quires O(M3D+BM) storage.
On the other hand, SVGP needs O(M2 +BM) storage
and O(BM3+B2M) time per mini-batch, where the lat-
ter can be broken down into once O(B2M) and O(BM)
for each of the O(M2) parameters. This means, for
moderate dimensions, our algorithm has the same time
complexity as state of the art method SVGP. However,
due to the analytic updates of the posterior we achieve
an higher accuracy and less epochs are needed which
can be confirmed in Figure 5 and in Section 5 empiri-
cally.
Figure 5 shows the convergence of SRGP on a 1-D
toy example with N = 1000 data samples and M = 15
inducing points. The parameters are sequentially opti-
mized with our recursive approach (blue) and as com-
parison with SVGP (green) with a mini-batch size of
B = 100 over several epochs. The root-mean-squared-
error (RMSE) computed on test points, the bound of the
log-marginal likelihood (LML) as well as the hyperpa-
rameters converge in a few iterations to the correspond-
ing batch values of VFE (red). Due to the analytic up-
dates of the posterior, the accuracy is higher and SRGP
needs much less epochs until convergence.
4.2 Distributed Gradient Cumulation
Instead of recursively propagating the derivatives (30),
we outline an approach to distribute the computations.
By applying (38) and (39) to HΣ0HT +V in (22),
the batch marginal log likelihood can also be written in
terms of the posterior mean and covariance, that is
log p(y) =− 1
2
log |Σ0|+ 12 log |ΣK |+
1
2
µTKΣ
−1
K µK
+
K
∑
k=1
logN (yk|0,Vk) , (34)
where we can observe that it decomposes into a local
term for each mini-batch and a global term involving
the prior and posterior. In order to match the sparse GP
bounds, similarly as in (28), a model specific regular-
ization term ak has to be subtracted, leading to
φ (K)(Θ) =
1
2
b(K)(Θ)+
K
∑
k=1
ck(Θ)−ak(Θ)
=
1
2
b(K)(Θ)+
K
∑
k=1
φk(Θ)
(35)
where we define ck(Θ) = logN
(
yk|0,V Θk
)
, φk =
ck − ak and b(K)(Θ) = − log
∣∣ΣΘ0 ∣∣ + log ∣∣ΣΘK ∣∣ +
(µΘK )
T (ΣΘK )
−1µΘK . The derivatives of φk can be com-
puted straightforwardly in a distributed regime. Taking
derivative of b(K) w.r.t. θ ∈Θ yields
∂b(K) (Θ)
∂θ
=−Tr
[
ΛΘ0
∂ΣΘ0
∂θ
]
−Tr
[
ΣΘK
∂ΛΘK
∂θ
]
− (µΘK )T
∂ΛΘK
∂θ
µΘK +2(µ
Θ
K )
T ∂ηΘK
∂θ
.
(36)
In order to compute the the derivative of b(K), we can
use the decomposition in (18), which leads to
∂ηΘK
∂θ
=
K
∑
k=1
∂∆ηΘk
∂θ
and
∂ΛΘK
∂θ
=
∂ΛΘ0
∂θ
+
K
∑
k=1
∂∆ΛΘk
∂θ
,
which can be distributed. Thus, we can compute ∆ηk,
∆Λk, ak and ck together with the derivatives ∂∆ηk∂θ ,
∂∆Λk
∂θ ,
∂ak
∂θ and
∂ck
∂θ distributed among K computational
nodes. The most straight-forward approach is to cu-
mulate these quantities at a central node which enables
to compute the derivatives in (36) centralized. For this
approach, when updating the parameters Θ after each
distributed round, there is no approximation involved
compared to the batch case. More sophisticated dis-
tributed schemes with less communication costs and
tree structure are possible, however, since our focus in
this work lies on stochastic sequential parameter esti-
mation, we defer the investigation of distributed param-
eter optimization to future work.
5 Experiments
For the empirical evaluations and comparisons, we fo-
cus on the sequential parameter estimation procedure
SRGP introduced in Section 4.1. In order to demon-
strate the scalability and the accurate performance of
our recursive learning algorithm for stochastic parame-
ter learning in sparse GPs, we first provide experiments
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Figure 5: Convergence of SRGP (blue) on a 1-D toy to batch version VFE (red). Compared to SVGP (green),
the convergence of the root-mean-squared-error (RMSE) of test points, the bound of the log-marginal likelihood
(LML) as well as the hyperparameters is faster and more accurate.
based on N = 100′000 synthetic data samples generated
by a GP in several dimensions. Next, we apply our ap-
proach to the Airline data used in [12] with a million
of data samples. For a realistic scenario, we demon-
strate how to use up to a million of data samples to
train a nonlinear plant. We compare our SRGP method
to full GP and sparse batch method VFE for a sub-
set of data (using the implementation in GPy [10]) and
to the state of the art stochastic parameter estimation
method SVGP implemented in GPflow [20]. Note that
our algorithm works also for many other sparse models,
however, only large-scale implementations of standard
SVGP are available (corresponding to the VFE model),
thus we restrict the investigation to this model.
5.1 GP Simulation
In this section we test our proposed learning procedure
on simulated GP data. We generate N = 100′000 data
samples from a zero-mean (sparse) GP with SE covari-
ance kernel with hyperparameters σ0 = 1,σn = 0.1 and
l = {0.1,0.2,0.5} in D = {1,2,5} dimensions. The ini-
tial M = {20,50,100} inducing points are randomly se-
lected points from the data and the hyperparameters of
a SE kernel with individual lengthscales for each di-
mension are initialized to the same values for both al-
gorithms (σ0 = 1,σn = 1, l1, . . . , lD = 1). All parame-
ters are sequentially optimized with our recursive ap-
proach and as comparison with SVGP with a mini-
batch size of B = 5000. The stochastic gradient de-
scent method ADAM [16] is employed for both meth-
ods with learning rates {0.001,0.005,0.005} for SVGP
and {0.0001,0.001,0.005} for SRGP (based on some
preliminary experiments). Each experiment is repli-
cated 10 times.
Figure 6 shows the bound to the log-marginal likeli-
hood, the RMSE and the coverage of 10′000 test points
for the data dimensions D = {1,2,5} of both methods
over 50 epochs. The shaded lines indicates the 10 rep-
etitions and the thick line correspond to the mean. In
all scenarios the recursive propagation of the gradients
achieves faster convergence and more accurate perfor-
mance regarding mean RMSE and smaller values for
the log-marginal likelihood. We tried to set the learning
rates as fair as possible, the accuracy and faster conver-
gence can be explained by the analytic updates of the
posterior mean and covariance which leads to less pa-
rameters to be optimized numerically.
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Figure 6: Convergence over 50 epochs for N = 100′000
synthetic GP data samples in several dimensions ob-
tained by SVGP and our proposed method SRGP.
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5.2 Airline Data
For the second example we apply our recursive method
to the Airline Data used in [12]. It consists of flight
arrival and departure times for more than 2 millions
flights in the USA from January 2008 and April 2008.
We preprocessed the data as similar as possible as de-
scribed in [12] resulting in 8 variables: age of the air-
craft, distance that needs to be covered, airtime, de-
parture time, arrival time, day of the week, day of the
month and month. We trained our recursive method
as well as SVGP with an SE kernel on N = 1′000′000
data samples with M = 500 inducing points randomly
selected from the data and a mini-batch size of B =
10′000. The ADAM learning rates are set to 0.005 for
both methods and the size of the test set is 50′000. For 5
different repetitions, the RMSE as a function of epochs
is depicted in Figure 7. The performence of the re-
cursive approach is superior than SVGP which demon-
strates the accurate scalability of our approach for big-
data.
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Figure 7: Convergence over several epochs of RMSE
and bound to log marginal likelihood for N = 1′000′000
samples from the Airline data for SRGP and SVGP.
5.3 Non-Linear Plant
GPs are a powerful way to model complex functions
in a non-parametric way, thus they are suitable to learn
the complex input output behavior of a non-linear plant.
However, with full or even sparse batch GP methods the
use is restricted to a few thousands of samples. With
our sequential learning method, we demonstrate how to
exploit the huge amount of available data by training
with up to a million of samples.
We consider a Continuous Stirred Tank Reactor
(CSTR). The dynamic model of the plant is
d
dt
h(t) = w1(t)+w2(t)−0.2
√
h(t)
d
dt
Cb(t) = (Cb1−Cb(t))w1(t)h(t) +(Cb2−Cb(t))
w2(t)
h(t)
− k1Cb(t)
(1+ k2Cb(t))2
(37)
where Cb(t) is the product concentration at the output of
the process, h(t) is the liquid level, w1(t) is the flow rate
of concentrated feed Cb1, and w2(t) is the flow rate of
the diluted feed Cb2. The input concentrations are Cb1 =
24.9 and Cb2 = 0.1. The constants associated with the
rate of consumption are k1 = k2 = 1. The objective of
the controller is to maintain the product concentration
by changing the flow w1(t). To simplify the example,
we assume that w2(t) = 0.1 and that the level of the tank
h(t) is not controlled. We denote the controlled out-
puts Cb(t),Cb(t − 1), . . . ,Cb(t − p) as ft , ft−1, . . . , ft−p
and the control variables as wt ,wt−1, . . . ,wt−p. There-
fore, the plant identification problem can be shaped
into the problem of estimating the non-linear func-
tion ft = g( ft−1, . . . , ft−p,wt ,wt−1, . . . ,wt−p) which de-
pends on the p previous values as well as on the cur-
rent and the p past control values w. However, we
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Figure 8: Training and prediction phases for non-linear
plant.
can only observe a noisy version of the controlled re-
sponse, that is yt = ft + εt with ε ∼N
(
0,σ2n
)
. Using
a sampling rate of 0.2s, we have generated 1′200′000
observations (about 3 days of observations). The plant
input is a series of steps, with random height (in the
interval [0,4]), occurring at random intervals (in the
interval [5,20]s). For different numbers Ntrain, we
use the samples y106−Ntrain , . . . ,y106 for training and
the last 200′000 are used as a test set. The goal is
to learn a model for the controlled response yt given
xt = [yt−1,yt−2,wt ,wt−1,wt−2]T ∈R5 for the particular
choice of p = 2. We model the non-linear function g
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with a GP with a SE kernel. For comparison, we train
full GP and sparse batch GP (with 100 inducing points)
on a time horizon Ntrain of up to 10′000 and 50′000
past values, respectively. With the sequential version
SVGP and our recursive gradient propagation method
SRGP (both with 100 inducing points and mini-batch
size of 1′000), we use a time horizon of up to a mil-
lion. This situation is depicted in Figure 8, where for
1500 training samples yt (red dots), the true (unknown)
function ft (green) and the control input wt (grey) is
shown together with the predicted values with full GP
(red dotted) and recursive GP (blue dotted) trained on a
time horizon of 1′000 and 10′000, respectively. In Fig-
ure 9, the RMSE and the median computed on the test
set (with 10 repetitions) is depicted for full GP, sparse
GP (VFE), SVGP and SRGP trained with varying time
horizons. For small and medium training sizes, when
the batch methods are applicable, our recursive method
achieves the same performance as the batch counterpart
(VFE) and is comparable to full GP. Due to the ana-
lytic updates of the posterior, Rec outperforms SVGP
regarding both RMSE and median for all training sizes.
By exploiting more than several thousand past values, a
significant increase in performance of SRGP can be still
observed, thus it constitutes an approach to accurately
scale GPs up to a million of past values.
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Figure 9: Performance (RMSE and median) for full GP,
batch sparse GP (VFE), sequential SVGP, and our re-
cursive method (SRGP) trained on varying time hori-
zons (logarithmic scale). The grey dotted vertical lines
at 10′000 and 50′000 indicate the maximal number of
samples used for training with full GP and sparse batch
GP (VFE), respectively.
6 Conclusion
In this paper we introduced a recursive inference and
parameter estimation method SRGP for a general class
of sparse GP approximations. Since the posterior
updates are given analytically, one pass through the
data is sufficient to compute the posterior for given
parameters. For parameter estimation, we proposed a
recursive collapsed bound to the marginal likelihood
that matches exactly the batch version but can be used
for stochastic estimation. Due to the analytic updates
of the posterior our method has much less parameters
to be estimated numerically. As a consequence, the
experimental section showed that our recursive method
needs less epochs and has superior accuracy compared
to state of the art, thus constitutes an efficient method-
ology for scaling GPs to big data problems.
Our approach could be enhanced in several directions.
While the proposed method only exploits the update
equations of the KF and IF, respectively, an interesting
direction would be to include a dynamic in a state space
model that takes into account the varying hyperparam-
eters which makes it also applicable for the streaming
setting as [4]. Moreover, we further plan to investigate
distributed parameter estimation as outlined in Section
4.2.
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A Useful properties
Inversion Lemma
Given invertible matrices A ∈ RB×B , C ∈ RM×M and
matrices U ∈ RB×M , V ∈ RM×B, it holds
(A+UCV )−1 =
A−1−A−1U (C−1+V A−1U)−1V A−1. (38)
Determinant Lemma
Given invertible matrices A ∈ RB×B , C ∈ RM×M and
matrices U ∈ RB×M , V ∈ RM×B, it holds
|A+UCV |= ∣∣C−1+V A−1U ∣∣ |C| |A| . (39)
Linear Gaussian Systems
Suppose the two Gaussian densities p(u) =
N (u|µ0,Σ0) and p(y|u) = N (y|Hu,V ), where
H ∈ RN×M and V ∈ RN×N . Then we can compute
p(y) =
∫
p(y|u) p(u)dw
=N
(
y|Hµ0,V +HΣ0HT
)
;
(40)
p(u|y) =N (u|Σ(HTV −1y+Σ−10 µ0) ,Σ) (41)
where Σ=
(
Σ0+H
TV −1H
)−1
.
B Overview of Sparse Inducing
point models
DIC
Early attempts to sparse GP regression are based on the
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Subset of Regressors or Deterministic Inducing Condi-
tional (SoR/DIC) approximation due to [30], [36] and
[31]. The sparse GP predictive distribution p( f∗|y) =
N ( f∗|µ∗,Σ∗) is given by
µ∗ =Q∗X
(
QXX +σ2n I
)−1
y
Σ∗ =Q∗∗−Q∗X
(
QXX +σ2n I
)−1
QX∗
(42)
and the parameters can be learnt by maximizing the log
marginal likelihood
log p(y|Θ) = logN (y|0,QXX +σ2n I) . (43)
However, these methods produce overconfident predic-
tions when leaving the training data.
DIC
In order to produce sensible uncertainty estimates, the
Deterministic Training Conditional (DTC) approxima-
tion has been introduced by [8],[29]. The predictive dis-
tribution for this model can be written as
µ∗ =Q∗X
(
QXX +σ2n I
)−1
y,
Σ∗ =K∗∗−Q∗X
(
QXX +σ2n I
)−1
QX∗,
(44)
where only the first term Q∗∗ in the predictive variance
of DIC is replaced with the exact K∗∗. However, this
has an huge effect, namely that outside of the training
data the uncertainty can fall back to the prior uncer-
tainty. The marginal likelihood is the same as for DIC.
FITC
A more sophisticated likelihood approximation consti-
tute the Fully Independent Training Conditional (FITC)
[32] approximation, where the predictive distribution
p( f∗|y) =N ( f∗|µ∗,Σ∗) is given by
µ∗ =Q∗X
(
KXX +σ2n I
)−1
y,
Σ∗ =K∗∗−Q∗X
(
KXX +σ2n I
)−1
QX∗.
(45)
Compared to DTC, the richer covariance QXX +
Diag [DX ] corrects on the diagonal the approximated
with the exact entries. In this model, the parameters Θ
can be learnt by maximizing the log marginal likelihood
log p(y|Θ) = logN (y|0,KXX +σ2n I) (46)
of the sparse model. Two generalizations of this model
are proposed by [26] (FIC, PITC). The issue with FITC
is that optimizing (46) might lead to overfitting and the
predictions with (45) are not necessarily close to full
GP (1).
VFE
In order to explicitely link the approximating process to
full GP, [34] instead proposed to maximize a variational
lower bound to the true marginal log likelihood, obtain-
ing the Variational Free Energy (VFE) or the collapsed
lower bound
L1(Θ) = logN
(
y|0,QXX +σ2n I
)− Tr [DX ]
2σ2n
,
(47)
where the variational distribution over the inducing
points is optimally eliminated and analytically avail-
able. The novelty of this bound is that the rightmost
term in (47) acts as a regularizer that prevents overfit-
ting and has the effect that the sparse GP predictive dis-
tribution in (44) converges rigorously to the exact GP
predictive distribution (1) for increasing number of in-
ducing points when optimizing Θ with (47).
PEP
Recently, [5] presented a sparse inducing point model
based on the minimization of an α-divergence which
can also be seen as Power Expectation Propaga-
tion (PEP). For this model, the predictive distribution
p( f∗|y) =N ( f∗|µ∗,Σ∗) is given by
µ∗ =Q∗X
(
KXX +σ2n I
)−1
y,
Σ∗ =K∗∗−Q∗X
(
KXX +σ2n I
)−1
QX∗,
(48)
where KXX = QXX + αDiag [DX ] and the lower
bound to the marginal likelihood is
logN
(
y|0,KXX +σ2n I
)− 1−α
2α
N
∑
i=1
log
(
1+
α
σ2n
[DX ]ii
)
.
(49)
This model unifies several previous sparse GP inference
approaches including FITC (α = 1) and VFE (α → 0).
C Details for Recursive Gradient
Propagation
We show here a detailed computation for recursive gra-
dient propagation from Section 4.1 for the PEP model.
For other models, ak and V from the Table 2 could be
used correspondingly. We will use the following nota-
tion:
diag [A] = d,di = aii
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Diag [d] =A,aii = di,ai j = 0
AB =C,ci j = ai jbi j
A÷B =C,ci j = ai jbi j
A2 =C,ci j = a2i j
A˙=
∂A(θ)
∂θ
,∀θ ∈Θ
sum [A] =∑
i, j
ai j
1[z] = 1 if z = true,0 otherwise
Initialization
η0 = 0; η˙0 = 0;
Λ0 =K
−1
RR; Λ˙0 =−K−1RRK˙RRK−1RR;
ψ0 =−N2 log2pi; ψ˙0 = 0;
Σ0 =KRR; logDet0 = log |Λ0| ;
Natural Mean and Precision Updates
Hk =KXkRK
−1
RR;
dk = diag
[
KXkXk −KXkRK−1RRKRXk
]
;
vk = αdk +σ2n1;
V −1k = Diag [1÷vk] ;
ak =
1−α
α
(
B
∑
i=1
log([vk]i)−B logσ2n
)
;
rk = yk−HkΣk−1ηk−1;
ηk = ηk−1+HTk V
−1
k yk;
Λk =Λk−1+HTk V
−1
k Hk;
Σk, log |Λk|=Λ−1k , log |Λk| ;
S−1k = V
−1
k −V −1k HkΣkHTk V −1k ;
ψk = ψk−1− 12 (log |Λk|− log |Λk−1|
− log ∣∣V −1k ∣∣+rTk S−1k rk +ak)
Intermediate Derivatives
L˙dHk = 2
(
V −1k HkΣk−S−1k rk(Σk−1ηk−1
+ ΣkH
T
k V
−1
k rk)
T )
L˙dvk =−
(
diag
[
HkΣkH
T
k
]− 1
α
vk
+ (rk−HkΣkHTk V −1k rk)2
)÷v2k
L˙dKXkR = L˙dHkK
−1
RR−2αDiag
[
L˙dvk
]
Hk
L˙dKRR =−HTk
(
L˙dHkK
−1
RR−αDiag
[
L˙dvk
]
Hk
)
L˙dkXkXk = αL˙dvk
L˙dΛk =Σk−Σk−1+2Σk−1HTk S−1k rkηTk−1Σk−1
+ΣkH
T
k V
−1
k rkr
T
k V
−1
k HkΣk
L˙dηk =−2Σk−1HTk S−1k rk
L˙d_dn = 2σ
2
n sum
[
L˙dvk
]−2B1−α
α
Derivative Updates
Loop over θ ∈Θ:
ψ˙k = ψ˙k−1− 12
(
sum
[
L˙dηk  η˙k−1
]
+ sum
[
L˙dΛk  Λ˙k−1
]
+ sum
[
L˙dKRR K˙RR
]
+ sum
[
L˙dKXkR K˙XkR
]
+ sum
[
L˙dkXkXk  k˙XkXk
]
+1[Θk=σn]L˙d_dn
)
H˙k = K˙XkRK
−1
RR−KXkRK−1RRK˙RRK−1RR;
d˙k = diag
[
K˙XkXk −K˙XkRK−1RRKRXk
+KXkRK
−1
RRK˙RRK
−1
RRKRXk
−KXkRK−1RRK˙RXk
]
;
V˙ −1k =−1[Θk 6=σn]αV −1k Diag
[
d˙k
]
V −1k
−1[Θk=σn]2σ2n V˙ −1k V˙ −1k ;
η˙k = η˙k−1+H˙Tk V
−1
k yk +H
T
k V˙
−1
k yk;
Λ˙k = Λ˙k−1+H˙Tk V
−1
k Hk
+HTk V˙
−1
k Hk +H
T
k V
−1
k H˙k
For the noise σn, all kernel derivatives are zero, there-
fore the calculations simplify significantly.
D Derivation of Recursive Col-
lapsed Bound
We provide more details and a detailed deriva-
tion for the recursive collapsed lower bound (28)
for the VFE model from Section 4.1. Instead of
lower bounding directly the batch marginal like-
lihood as done by Titsias [34] in the batch case,
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our approach relies on the recursive factorization
of the joint marginal log-likelihood log p(y|Θ) =
log∏Kk=1 p(yk|y1:k−1,Θ) = ∑Kk=1 log p(yk|y1:k−1,Θ) .
Exploiting the properties induced by the sparse aug-
mented inducing point model yields log p(y|Θ) =
∑Kk=1 log
∫
p(yk|fk,Θ) p(fk|u,Θ) p(u|y1:k−1,Θ)dfk du.
Let us now introduce the variational distributions
qk(fk,u) = p(fk|u,Θ)qk(u)≈ p(fk,u|y1:k,Θ), then
by applying Jensen’s inequality to each individual
term in the true marginal log-likelihood, we obtain the
following lower bound
log p(y|Θ)≥
K
∑
k=1
∫
p(fk|u,Θ)qk(u) . . .
. . . log
p(yk|fk,Θ) p(fk|u,Θ) p(u|y1:k−1,Θ)
p(fk|u,Θ)qk(u) dfk du.
The quantity p(u|y1:k−1,Θ) is unknown, how-
ever, we can replace it with qk−1(u) leading to
L (q1, . . . ,qK ,Θ)
K
∑
k=1
∫
p(fk|u,Θ)qk(u) log
p
(
y f |fk,Θ
)
qb−1(u)
qk(u)
dfk du.
(50)
Maximizing this lower bound recursively with respect
to the distributions qk(u) leads to a sequence of optimal
variational distributions q∗k(u) for the inducing outputs
N
(
u|Σk
{
1
σ2n
HTk yk +Σ
−1
k−1µk−1
}
,Σk
)
, (51)
where Σk =
(
Σ−1k−1+
1
σ2n
HTk Hk
)−1
and
Hk = KXkRK
−1
RR. Plugging q
∗
k(u) back into
(50) yields the recursive collapsed bound
LREC(Θ) =
K
∑
k=1
[logN (yk|Hkµk−1, . . .
. . .HkΣk−1HTk +σ
2
n I
)− Tr[DXkXk]
2σ2n
]
.
(52)
This recursive bound LREC(Θ) is equivalent to the
batch collapsed bound LV FE(Θ) in (5) and it holds
LSV GP(µ,Σ,Θ) ≤ LREC(Θ) with equality when in-
serting the optimal sequence of the variational posterior.
We can observe that the variational posterior update in
(51) has the same form as the recursive update equa-
tions in (15). Similarly, the recursive collapsed lower
bound in (52) is equal to the lower bound in (28).
A detailed derivation is provided below. We closely
follow the proof in [34] for proving the recursive col-
lapsed bound (52) as well as the sequence of optimal
distributions (51). We assume mini-batches of size B,
that is, we have training data D = {yk,Xk}Kk=1 and
the corresponding latent function values{fk}Kk=1. We
briefly recap the involved quantities and introduce ab-
breviations:
p(yk|fk,Θ) =N
(
yk|fk,σ2n I
)
;
p(fk|u,Θ) =N
(
fk|Hku,KXkXk −QXkXk
)
;
p(u|Θ) =N (u|0,KRR) = q0(u);
qk−1(u) =N (u|µk−1,Σk−1)≈ p(u|y1:k−1,Θ)
Hk =KXkRK
−1
RR;
QXkXk =KXkRK
−1
RRKRXk .
Starting from (50), we have the bound
K
∑
k=1
∫
p(fk|u,Θ)qk(u) log p(yk|fk,Θ)qk−1(u)qk(u) dfk du
which can be rearranged to
K
∑
k=1
∫
qk(u)
{
logG(u,yk)+ log
qk−1(u)
qk(u)
}
du,
where logG(u,yk) =∫
p(fk|u,Θ) log p(yk|fk,Θ)dfk. The integral
involving fk is computed as follows
logG(u,yk) =
∫
p(fk|u,Θ) log p(yk|fk,Θ)dfk
which equals
= Efk|u
[
−B
2
log(2piσ2n )−
1
2
[yk−fk]T 1σ2n
[yk−fk]
]
=−B
2
log(2piσ2n )−
1
2σ2n
(
yTk yk +Efk|u
[
fTk fk−2yTk fk
])
.
Using E
[
xTAx
]
= Tr [AΣ] + µTAµ with p(x) =
N (x|µ,Σ) yields
logG(u,yk) =−K2 log(2piσ
2
n )−
1
2σ2n
(
yTk yk
+Tr
[
KXkXk −QXkXk
]
+uTHTk Hku−2yTk Hku
)
= log
[
N
(
yk|Hku,σ2n I
)]− 1
2σ2n
Tr
[
KXkXk −QXkXk
]
.
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Substitute this expression back, the lower bound be-
comes
K
∑
k=1
[∫
qk(u) log
N
(
yk|Hku,σ2n I
)
qk−1(u)
qk(u)
du
− 1
2σ2n
Tr
[
KXkXk −QXkXk
]]
.
We can now maximize this bound with respect to qk(u).
The usual way of doing this is to take the functional
derivative with respect to qb and set it to zero. How-
ever, since qb was not constrained to belong to any re-
stricted family of distributions, a faster and by far sim-
pler way to compute the optimal bound is by reversing
the JensenâA˘Z´s inequality leading to
LREC(Θ) =
K
∑
k=1
[
log
∫
N
(
yk|Hku,σ2n I
)
qk−1(u)du
− 1
2σ2n
Tr
[
KXkXk −QXkXk
]]
=
K
∑
k=1
[
logN
(
yk|Hkµk−1,HkΣk−1HTk +σ2n I
)
− 1
2σ2n
Tr
[
KXkXk −QXkXk
]]
where we used (40) in the last step . This result is equal
to Equation (28). The optimal distribution q∗k that gives
rise to this bound is proportional to
N
(
yk|Hku,σ2n I
)
qk−1(u)
= N
(
yk|Hku,σ2n I
)
N (u|µk−1,Σk−1)
and can be analytically computed leading to
q∗k(u) =N
(
u| 1
σ2n
ΣkH
T
k yk +Σ
−1
k−1µk−1,Σk
)
where Σk =
(
Σ−1k−1+
1
σ2n
HTk Hk
)−1
. This matches the
result in Equation (15) and (16) and completes the
proof.
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