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ABSTRACT
We propose a motion detection algorithm which works well in low illumination environments. By using the level set based
bimodal motion segmentation, the algorithm obtains an automatic segmentation of the motion region and the spurious regions
due to the large CCD noise in low illumination environment are removed effectively. Based on a noise analysis, we will show
how to obtain the required parameters automatically. Experimental results verify the stableness of the proposed algorithm in
low illumination conditions.
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1 INTRODUCTION
Motion detection in low illuminance environment is
one of the most difficult and important problems in
surveillance camera applications. Conventionally, mo-
tion detection is performed by using thresholding based
methods [7][8][9][10][11] or statistical methods such
as Pfinder [12], W 4 [13], Mixture of Gaussians method
[14], and so on. Such methods all use some kind of a
threshold value that has to be determined a priori.
However, motion detection in low illumination environ-
ment are difficult due to the following facts: First, the
difficulty of setting an a priori known threshold value
for segmentation[7] increases in low illumination envi-
ronment, since the range of the brightness value in the
difference map is narrower than in day light environ-
ment. Second, the CCD noise, which becomes more
dominant when the light intensity(or the SNR) is low,
causes several spurious regions that can raise the false
alarm rate in intelligent surveillance camera systems.
In this paper, we propose an algorithm that deals with
these problems effectively. The algorithm performs a
real-time motion detection in low illumination environ-
ment as well as in day light environment, without the
need of setting a threshold value and with the capabil-
ity of removing spurious regions caused by the noise.
The algorithm is based on two separate level set
based bimodal segmentation algorithms [4]-[6], which
process a level set function such that the processed level
set function classifies the image frame into the motion
and the non-motion regions. The first bimodal seg-
mentation processes the level set function such that the
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level set function automatically sets the threshold value,
and performs a pre-segmentation of the motion region,
which contains also spurious regions. After that, a new
difference map is formed using the geometric informa-
tion of the pre-processed level set function, and the sec-
ond bimodal segmentation processes this new differ-
ence map such that spurious regions caused by the CCD
noise become entirely removed.
2 LEVEL SET BASED OBJECT DE-
TECTION
In [4], we have proposed a model that implements a
bimodal segmentation based on the competition of the
brightness values in an image. The segmented regions
are represented via a level set function φ which mini-
mizes the following energy functional:
E(φ) =λ1
∫
Ω
∣∣u0(r)−ave{φ≥0}∣∣2 φ(r)H(α +φ(r))dr
− λ2
∫
Ω
∣∣u0(r)−ave{φ<0}∣∣2 φ(r)H(α−φ(r))dr,(1)
where λ1,λ2 are non-negative parameters,α is an arbi-
trary small positive value, u0(r) is the given image, Ω
is the domain of the given image u0, φ is the level set
function, and ave{φ≥0},ave{φ<0} are the average val-
ues of u0(r) in the 2-D regions {φ ≥ 0} and {φ < 0},
respectively. Here, H(φ) is the one-dimensional Heav-
iside function with H(s) = 1 if s ≥ 0, and H(s) = 0 if
s < 0. In [4], the following theorem was proved.
Theorem 2.1 Assume u0 is a continuous function. Let,
Λφ (r) :=
∣∣u0(r)−ave{φ≥0}∣∣2 − ∣∣u0(r)−ave{φ<0}∣∣2
and
sign(Λφ (r)) :=
 1 if Λφ (r)> 0−1 if Λφ (r)< 00 if Λφ (r) = 0.
Then, if φ(r) is a minimizer for the energy func-
tional E(φ) in (1), sign(Λφ (r))φ(r) = −α , i.e.,
φ(r) =−sign(Λφ (r))α , whenever sign(Λφ (r)) 6= 0.
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The theory states that the energy of the energy
functional in (1) is minimized when every r at which∣∣u0(r)−ave{φ≥0}∣∣2 < ∣∣u0(r)−ave{φ<0}∣∣2 is classified
in the region {r | φ(r) = −α}, and every r at which∣∣u0(r)−ave{φ≥0}∣∣2 > ∣∣u0(r)−ave{φ<0}∣∣2 is classified
in the region {r | φ(r) = α} with an arbitrary initial
level set function. In the steady state, the φ function
becomes a piecewise continuous function having either
the value α or −α at each point, and the zero level
set of φ becomes the contour that segments the image
region into two regions based on the competition of
the colors. Since the segmentation result depends on
the competition of the colors, that is, on the relative
relationship of the colors, the segmentation result is
adaptive to the image.
The adaptive property of the bimodal segmentation
makes it useful for motion detection. As mentioned in
the introduction, the object is normally segmented by
segmenting the background subtracted frame, where
the threshold value varies from scene to scene. How-
ever, the bimodal segmentation algorithm segments
the object without thresholding, and therefore the
segmentation process becomes adaptive to the image
and automatical, since there is no need to set an a priori
known threshold value. In the bimodal segmentation
scheme, we use instead of u0 in (1), the background
subtracted frame Du.
When the SNR of the image becomes very low, then
the noise becomes apparent in the difference frame,
and some pixels, at which the intensity difference
value exceeds the average intensity difference between
the two regions, become classified in the counterpart
region. Figure 1(a)-(c) shows the background frame,
the current frame, and the difference frame of a
scene obtained in the night. Figure 1(d) shows the
segmentation result with the bimodal segmentation.
Even though the bimodal segmentation segments the
regions automatically, due to the noise, there appears
many spurious regions in the segmented regions.
Figure 1(d) shows that the φ function has several
outliers(dotty points), which result in falsely segmented
regions. Hereafter, we refer to the noise as the outliers
in the φ function, that is, the points which have falsely
converged to α (or -α), instead of -α (or α). To
eliminate such outliers, certain regularization terms
which suppress spatial discontinuity in the φ function
have to be used together with the bimodal term.
3 LEVEL SET BASED MOTION DE-
TECTION WITH HARMONIC REG-
ULARIZATION
Various energy functionals that use the magnitude of
the gradient of the image can be used as the regu-
larization term to suppress the noise. A well-known
regularization term is the total variation regularization
term. Using this term together, the energy functional
becomes:
E(φ) = λ1
∫
Ω
∣∣Du(r)−ave{φ≥0}∣∣2 φ(r)H(α +φ(r))dr
− λ2
∫
Ω
∣∣Du(r)−ave{φ<0}∣∣2 φ(r)H(α−φ(r))dr
+ β
∫
Ω
|∇φ |dr, (2)
where we denoted by Du, the background subtracted
frame, and where α and β are an arbitrary positive
value, and Ω is the domain of the given image Du.
The corresponding gradient descent flow equation
with respect to φ is :
φt = β∇ ·
(
∇φ
|∇φ |
)
− λ1|Du(r)−ave{φ≥0}|2{H(α +φ(r))+φH ′(α +φ(r))}
+ λ2|Du(r)−ave{φ<0}|2{H(α−φ(r))−φH ′(α−φ(r))}.
However, a faster algorithm than using the total varia-
tion term as the regularization term is the one with har-
monic regularization. The harmonic regularization uses
the L2 norm of the magnitude of the gradient of the im-
age and thus the smoothing speed is faster than the to-
tal variation regularization. The bimodal segmentation
with harmonic regularization has the following energy
functional form:
E(φ) = λ1
∫
Ω
∣∣Du(r)−ave{φ≥0}∣∣2 φ(r)H(α +φ(r))dr
− λ2
∫
Ω
∣∣Du(r)−ave{φ<0}∣∣2 φ(r)H(α−φ(r))dr
+ β
∫
Ω
|∇φ |2dr, (3)
Here, the choice of β will depend on the noise structure
of the difference image.
The corresponding gradient descent flow equation
with respect to φ is :
φt = β∇2φ
− λ1|Du(r)−ave{φ≥0}|2{H(α +φ(r))+φH ′(α +φ(r))}
+ λ2|Du(r)−ave{φ<0}|2{H(α−φ(r))−φH ′(α−φ(r))}.
Normally, in image denoising, it is preferred to use the
total variation regularization term, since it preserves
edges, and the intensity value of large scale structures
varies not much. However, in smoothing the φ func-
tion, the change in the magnitude of the φ value is not
of interest as long as it does not change its sign, since
it is the sign of the φ(r) value and not the magnitude
value that determines the classification. Sharp edges
in the φ function become smeared by the harmonic
regularization term, but the smearing is not so critical
an artifact as in image denoising, since the position of
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(a) (b) (c) (d)
Figure 1: Showing the result of object detection with level set based bimodal segmentation without using regular-
ization terms. (a) current frame (b) background frame (c) absolute difference frame (d) segmentation result (level
set function).
the zero level set will not change much by the smearing
process. Therefore, the harmonic regularization term
can achieve similar classification result as the total
variation regularization term, while being faster. Since,
in video processing the speed is the more important
factor we prefer (3) to (2).
Clearly, the regularization process should have a
larger effect if the SNR becomes lower. Therefore, the
parameter β is dependent on the SNR. Therefore, we
give here a rough analysis on the relationship between
the parameter β and the noise, and show how to choose
the parameter β .
We denote by Ψ[φ ](r) the integrand of the energy
functional in (1):
Ψ[φ ](r) := +
∣∣u0(r)−ave{φ≥0}∣∣2 φ(r) H(α +φ)
− ∣∣u0(r)−ave{φ<0}∣∣2 φ(r) H(α−φ),
(4)
As stated in theorem 2.1, in the steady state this inte-
grand converges to α or to −α according to the inten-
sity value at the pixel corresponding to the integrand.
Now, together with the harmonic regularization term,
the new integrand becomes,
Ψ[φ ](r) :=+
∣∣u0(r)−ave{φ≥0}∣∣2 φ(r)H(α +φ)
− ∣∣u0(r)−ave{φ<0}∣∣2 φ(r) H(α−φ)+β |∇φ |2
(5)
We will compute the minimum value of this integrand
for a “one-pixel noise” model. In the “one-pixel noise”
model it is assumed that there is no other noisy pixel
in the neighborhood of the noisy pixel. Figure 4 shows
this “one-pixel noise” model for the one-dimensional
case. Here, the values φa = −α ,φb = α , and φc = −α
are assumed to be the φ values at the steady state of (2)
without the harmonic regularization term, where pixel
‘b’ corresponds to the noisy pixel, and ‘a’ and ‘c’ are
the rightly classified pixels. By denoising, we mean
that the φ value of ‘b’ drops below zero, so that sign of
the φ values of ‘a’,‘b’, and ‘c’ all become the same, i.e.,
negative.
First, we compute the minimizer φ value of ‘b’ with
the harmonic regularization, i.e., the minimizer of (5),
with β fixed. Then, we find the condition of β which
makes the φ value of ‘b’ negative. Definitely, the min-
imizer at which the energy of the integrand reaches the
minimum cannot be outside the interval |φ | < α , since
this would make both the energy of the bimodal term
and the harmonic regularization term increase. There-
fore, the minimizer must lie in the interval |φ | < α ,
which is the point φ ′b in Fig. 4. In this interval the
two Heaviside functions in (5) become both 1, and the
integrand becomes
Ψ[φ ](r) := Λ(u0,φ)φ(r) +β |∇φ |2, (6)
where Λ(u0,φ)=
[∣∣u0(r)−ave{φ≥0}∣∣2−∣∣u0(r)−ave{φ<0}∣∣2].
Even though Λ(u0,φ) is a function of φ , the one point
denoising has scarcely any effect on the change of
ave{φ≥0} or ave{φ<0}, therefore, to make the analysis
simple, we regard Λ(u0,φ) as a constant with respect to
φ , and denote it by Λ(u0). We also use the discretized
version of the harmonic regularization term, that is, we
let
|∇φmin|2 = (φ ′b−φ
′
a)2+(φ
′
b−φ
′
c)2
= 2(φ ′b−φ
′
a)
2
= 2(x− (−α + x2 ))2 = 2(α− x2 )2
(7)
where φmin is the minimum φ value of (6). Here, x is
the solution we are looking for. We assumed that the
change in magnitude of the φ value of point ‘a’ is twice
those of point ‘b’ and ‘c’. This assumption is supported
by the fact that the noisy pixel ‘a’ has on both sides
φ values that differ by 2α , whereas the pixels ‘b’ and
‘c’ have it only on one side. With this assumption, the
φ value which makes the integrand in (6) smallest be-
comes
φmin(r) =−
(
α +
Λ(u0)
4β
)
. (8)
In our one-pixel noise example, denoising means that
the sign of the current φ value has changed from a pos-
itive value to negative value. The condition for φmin(r)
to become a negative value is,
φmin(r) =−
(
α + Λ(u0)4β
)
< 0
⇔ β >−Λ(u0)4α
(9)
where it has to be kept in mind that Λ(u0) is negative
in our example. The value of Λ(u0) is related to the
amount of the noise in the image. It can be seen from
(9) that if the noise becomes larger than β has to be
larger to eliminate the noise. Intuitively, we see that
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Figure 2: Result of automatically setting the β value,
and applying the harmonic regularized bimodal seg-
mentation on simulated images. (a) SNR =30 (b) SNR
=25 (c) SNR = 20 (d) SNR = 15 (e) SNR = 10 (f) SNR
= 5
Λ(u0) is somehow proportionally related to the variance
of the noise. Therefore, after estimating the variance of
the noise through some existing estimating method, we
set the value of β to
β = 3
(
Varnoise
4α
)
. (10)
Figure 2 shows the result of setting the β value as in
(10) and then performing the harmonic regularized bi-
modal segmentation on simulated images with different
SNR values. The intensity difference of the box in the
middle and the outside is 8. It can be seen that the auto-
matic setting of the β value results in good results when
the SNR is large. However, as the SNR value decreases,
the shape of the zero level set distorts much. Therefore,
in the next section, we propose a method for eliminat-
ing the spurious regions due to the noise.
4 LEVEL SET BASED MOTION DE-
TECTION WITH ELIMINATION OF
SPURIOUS REGIONS
For a further elimination of spurious regions due to the
noise, we can take extra elimination steps. These extra
steps can also be directly applied on the level set func-
tion obtained by the bimodal segmentation without reg-
ularization term, to give good elimination results. The
elimination of spurious regions is performed in the fol-
lowing three steps: First, calculate a mean curvature
map from the processed level set function obtained by
(3). Second, calculate a new difference map by nor-
malizing the original difference map with respect to the
mean curvature map, and taking the segmentation result
in section 2 into account. Third, perform a regularized
bimodal segmentation on the new difference map.
To calculate the mean curvature map, the level set
function obtained from (3) is first binarized, where
the binarized pixel values corresponding to the region
{r|φ(r) ≥ 0} are 1, and those corresponding to the re-
gion {r|φ(r)< 0} are 0. Then, regarding the binarized
image as a two dimensional surface in the three dimen-
sional space, with the binarized pixel value correspond-
ing to the z axis, the mean curvature is computed at
each pixel. The mean curvature value can be regarded
as a measure that measures the amount by which the
image structures deviate from being flat. As a result,
small image structures like spurious regions due to the
noise tend to have large mean curvature values. There-
fore, if the region in the difference map corresponding
to the motion region obtained by (3) is divided by the
mean curvature map, then most of the spurious regions
will have relatively small values in the new difference
map. The new difference map is obtained by dividing
the original difference map (DI) by the mean curvature
mapM and normalizing it as follows:
DInew(r) =

DI(r)
M(r) DImax , if φ(r)≥ 0
0, if φ(r)< 0 orM(r) = 0,
(11)
where φ is the level set function obtained by (3), M(r)
is the mean curvature value at the position r, and DImax
is the maximum of all the DInew(r) values.
Figure 5(h) shows the mean curvature map calcu-
lated from the binarized level set function, and Fig.
5(i) shows the corresponding normalized new differ-
ence map. The effect of dividing by the curvature map
can be seen by comparing Fig. 5(f) and Fig. 5(i). The
dense noise with relatively large intensity values in Fig.
5(f) appear to have become sparse in the new difference
map, since small image structures have experienced a
large decrease in their intensity values by the division
through the mean curvature value. Therefore, if now
a level set based bimodal segmentation with harmonic
regularization is performed on the new difference map,
the spurious regions due to the noise become entirely
eliminated by the harmonic regularization.
The level set based bimodal segmentation with har-
monic regularization term solves the following differ-
ential equation:
dφˆ
dt
=
1
c1+ c2
(DInew−c2)2− 1c1+ c2 (DInew−c1)
2+∇2φˆ
(12)
The equation is the same as (3), except for the harmonic
regularization term (∇2φˆ ). The first and the second
term in the righthand side are normalized with respect
to c1 + c2 such that the harmonic regularization term
can compete with these terms. The harmonic regular-
ization term smooths out the level set function fast such
that the sparse spurious regions due to the sparse noise
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Figure 3: Overall block diagram of proposed method.
Figure 4: One-pixel noise model in 1-D
in the new difference map become entirely eliminated,
while the valid motion regions survive due to the strong
influence of the first two fidelity terms.
The segmentation result that results from the compe-
tition can be seen in Fig. 5(f), which shows the mo-
tion region represented by the region {r | φˆ(r) ≥ 0}.
The spurious regions have been effectively eliminated
while motion regions are well preserved. For compar-
ison, Fig. 5(g) illustrates how a simple application of
a morphological filter can fail in the complete elimina-
tion of spurious regions. Figure 5(d) shows the result of
using a threshold based method and Fig. 5(e) shows the
result of the MOG (Mixture of Gaussian) method with
threshold value 0.7 to segment the object. It can be seen
that the a priori given threshold value can result in a loss
of the object region or produce spurious regions. Fig-
ure 3 shows the overall block diagram of the proposed
motion detection method. Figure 6 shows the object
detection result of the proposed method. The proposed
method works in real time on a 320× 240 frame with
2.1GHz PC due to the fast bimodal segmentation algo-
rithm, which takes just 3–5 iterations for the classifica-
tion.
5 CONCLUSION
In this paper, we presented a motion detection scheme
that sets its target especially for motion detection in low
illuminance environment. It is shown that the proposed
scheme can detect moving objects well even in very low
illumination conditions and without the need of setting
an a priori known threshold value and with the capabil-
ity of eliminating spurious regions.
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