Introduction
Finding a good statistical estimator can often be formulated as an unconstrained optimization problem whose objective function may be either a loss function to be minimized or a likelihood to be maximized. There exist many commercial or public domain optimization packages to solve this simple optimization problem. It is sometimes necessary to add constraints to the problem to get a meaningful estimator. The optimization problem becomes then more di cult.
Several publications in the eld of statistics consider such constrained optimization problems 3, 4, 5, 6, 7, 12, 19] . For a recent survey of the constrained optimization problems occurring in statistical estimations see 15]. A typical example, that has recently drawn some attention 12, 6, 11, 15] , concerns the estimation of a density function that is known in advance to be convex. This convexity requirement results in a set of linear inequality constraints. Though seemingly simple, these constraints introduce much numerical di culties. Standard constrained optimization packages are likely to fail on estimating convex densities from samples of medium to large sizes.
The research eld of convex optimization has been extremely active in the recent years, with the noticeable revival of interior point methods rst introduced by 9]. The theory has much progressed, providing now complexity estimates on the number of iterations. The most remarkable fact for the practitioner is that these new methods turn out to be tremendously e ective, being capable of handling very large scale problems on a microcomputer in a reasonable time. Moreover these algorithms are easy to program, either in a standard programming language or in a higher-level language such as MATLAB TM .
Our main purpose is to show that the convex density estimation problem is well-solved by interior point methods. Toward this end, we shall give a short description of two interior point methods, a primal and a primal-dual one. The primal logarithmic barrier method under consideration is presented in 1, 14] . Due to its special structure |maximizing the sum of the logarithm of the variables under linear inequality constraints| the problem satis es the smoothness conditions (self-concordance 18, 13] or relative Lipschitz 14]) which are su cient to ensure that the primal logarithmic barrier algorithm is polynomial. Primal-dual methods were rst introduced for linear programming and linear complementarity problems. They are widely recognized to be the most e cient interior point 1 methods. They have been successfully extended to the nonlinear case, see e.g., 21], 17], 20] and 16]. Those algorithms can be made globally convergent 17, 21, 2], but contrary to primal interior point algorithms there is no known complexity result. The algorithm we shall present here appeared in 20]. It applies to general problems with nonlinear convex constraints, but we shall restrict our presentation to linearly constrained problems only.
The two approaches, primal and primal-dual, have been extensively tested on problems generated by random sampling from three di erent distribution laws: the negative exponential, a quadratic, the arcsine and the inverse law. The sample sizes range from 500 to 2000. The codes were both written in MATLAB TM , using the option of sparse matrix algebra. Numerical di culties were encountered for the larger sample sizes, due to a very poor condition number of the constraint matrix. On large samples, some sample points are so close to one another that the convexity requirement, which is nothing but the monotonicity of the estimated density, becomes very di cult to enforce. Extreme closeness of sample points does not have much sense in practice. It is statistically reasonable to aggregate them in clusters. We propose such a clustering scheme. We show that by aggregating data that are close to one another by less than 10 ?5 , a distance in the range of precision of the solution, then less than 1% of the data are aggregated in the larger sample sizes of 2000 observations. With this clustering scheme, the problem is then much easier to solve. The primal-dual algorithm successfully solves problems much larger sample sizes: from 6000 up to 40000 observations. The increase in the total number of iterations is very mild.
Notations The derivation of the formulas for interior point methods requires some recurrent and speci c algebraic manipulations. The more common manipulations are forming a diagonal matrix whose diagonal elements are equal to the coordinates of some vector; or constructing a vector by performing coordinate-wise operations, such as multiplication or exponentiation. It has become common practice in the literature on interior point methods to use the following compact notation. Let v and s be vectors (with positive coe cients). The capitalized letters V and S designate the diagonal matrices whose diagonal terms are the coordinates of v and s respectively. The symbol e denotes the vector of all ones of appropriate dimension. Finally we shall use the short-hand notation s ?1 = S ?1 e 2 and vs = V s = Sv: The latter is the component-wise product between two vectors known as Hadamard product. It is interesting to note that the convention is very close to the programming style of MATLAB TM .
Problem formulation
A common feature of all the statistical estimation problems collected in 15] is that all have linear equality and inequality constraints and a convex objective. Hence our prototype optimization problem is of the form min f(x) Ax = c Bx d; The formulation is general enough to t many statistical problems. The speci c problem we have in mind is the estimation of an unknown convex density function g : IR + ! IR + . Let Y be the real-valued random variable with density function g. Let fy 1 ; : : : ; y n g be an ordered sample of n outcomes of Y . We shall assume, for the time being, that y 1 < y 2 < : : : < y n . The estimator of g 0 is a piece wise linear functiong : y 1 ; y n ] ! IR + with break points at (y i ;g(y i )); i = 1; : : : ; n. Let x i > 0, i = 1; : : :; n be the estimator of g(y i ).
The objective is to maximize the log-likelihood function
To match the convexity requirement for the one-dimensional density function we add the constraint that the slope ofg is nondecreasing. This is written as x i y i x i+1 y i+1
; i = 2; : : :; n ? 1;
3 where x i = x i ? x i?1 and y i = y i ? y i?1 . We also have the requirement thatg is a density function: the area belowg must sum up to one, i. 
We did not include the nonnegativity constraint on x in the matrix B. Actually, the nonnegativity constraint may be neglected altogether since the objective tends to +1 as some components of x tend to zero. The above problem can easily be identi ed with the general formulation (1), with m = n ? 2 and p = 1. The matrix B is tridiagonal, while A is a row vector, say a T . In the particular case of the log-likelihood function it turns out that the equality constraint can be 
We check that problems (2) and (4) have the same set of necessary and su cient optimality conditions.
For the sake of completeness, we present the dual of problem (4) . This dual form, after some simple transformations, directly follows from the Lagrange dual of (4).
It is interesting to observe that the dual of the convex maximum likelihood estimation problem has essentially the same structure as the original primal problem. We do not know of a statistical interpretation of this dual problem.
Central path
Interior point methods were rst presented 9] as sequential unconstrained optimization. The key idea of these methods is to penalize the inequality constraints with a barrier function P( ), where > 0 is the barrier parameter and P is a one-dimensional convex real-valued function with the property that P( ) ! 1 as ! 0. Although di erent barrier functions were proposed in the last decades, the standard choice for P is the logarithm. Practically all the polynomially convergent interior point methods are explicitly or implicitly based on the use of the logarithmic barrier (potential) function. To our best knowledge no polynomial convergence is known based on other barrier functions. One of the reasons of the success of the logarithmic barrier function is probably that it is self-dual, i.e., by dualizing the logarithmic barrier problem one obtains the logarithmic barrier problem of the dual problem.
To keep our discussions more general and applicable to all the statistical estimation problems surveyed in 15], we will present the primal logarithmic barrier and the primal-dual infeasible start algorithm in the context of problem (1). We thus obtain from (1) 
Because of the barrier term, the optimum of the barrier problem (6) is such that Bx < d. The inequality constraint can be dropped and we can consider that problem (6) is essentially unconstrained. Denoting by x( ) the unique optimal point of problem (6), we can trace the set fx : x = x( )g as tends to zero. The basic result is that x( ) tends to an optimal solution x of the original problem (1). The set of solutions x( ) is named the central path of problem (1) . Interior point methods approximately follow that path to reach an optimal solution.
To give a more formal presentation of the central path, we rst state two assumptions that guarantee the existence of an optimal solution x( ) to (6). 
To guarantee the uniqueness of the dual variables we need one more assumption.
Assumption 3.3
The matrix A has full row rank.
The implicit function theorem guarantees that (12) in the extended primal-dual space is named the primal-dual central path.
The two algorithms that we shall present now try to approximate the central path.
A primal path-following method
Primal path-following methods (or as frequently referred to as logarithmic barrier methods) basically follow the central by repeatedly taking damped Newton steps in order to minimize the barrier function (6) . In the meantime the parameter is decreased in a controlled way. By Newton step we mean here the step that minimizes the local quadratic approximation of the objective function in (6). This step is further constrained to lie in a linear subspace to keep feasibility in the constraints Ax = c.
The Newton step
Let us denote the Newton step by p = p(x; By substituting this value in the formula of p above one obtains the Newton direction
We have that x = x( ) if and only if p = 0. Moreover the length kpk H of p in the norm generated by the Hessian of the logarithmic function measures the proximity of the current iterate to the central path.
Denoting the logarithmic barrier function (6) by (x; ) the primal path-following algorithm can formally be stated as follows. 
The primal logarithmic barrier algorithm
Input:
" is the accuracy parameter, 0 < "; is the proximity parameter, 0 < < 1; is the reduction parameter, 0 < < 1; 0 is the initial barrier value;
x 0 is a given interior feasible point such that kp(x 0 ; 0 k H ; begin x := x 0 ; := 0 ;
while > " 4n do begin (outer step) := (1 ? ) ; while kpk H do begin (inner step) := arg min >0 f (x + p; ) : x + p 2 F 0 g;
end (inner step) end (outer step) end.
Depending on the value of in the update of the barrier parameter, we have long-, medium-, and short-step path-following methods. An algorithm is called long-step algorithm if is a constant (0 < < 1) and independent of " and n; medium-step algorithm if = p n , where > 0 is a an arbitrary constant, possibly large and independent of n and "; short-step algorithm if = p n , and is so small that after a reduction of one unit Newton step is su cient to reach the vicinity of the new -center.
As it is known the logarithmic barrier function is smooth (self-concordant, see e.g., 18]), our objective function in the maximum likelihood estimation problem is also a logarithmic function, hence the above-mentioned path-following algorithms are polynomial. To obtain an "-optimal solution the algorithm needs at most O(n ln n 0 " ) Newton steps for the long-step variant; O( p n ln n 0 " ) Newton steps for the medium-and short-step version.
Note that for general convex programming problems a smoothness-condition, the so-called self-concordance or some equivalent of it, is needed for the polynomial complexity of the algorithm. Since our objective is to maximize the sum of the logarithms of the variables this condition is trivially satis ed. For more details on smoothness conditions see e.g. 13, 14, 18].
Implementation of the primal method
Our problem of interest (4) has no equality constraint. The computation of the search direction (14) is greatly simpli ed. We also have d = 0 in (4). The nonnegativity constraints x 0 could be incorporated into Bx 0, but one observes that the objective (f(x) = ? P n i=0 ln x i + na T x) is in fact a barrier function, hence one simply can leave out the nonnegativity constraints. In that case, the Newton direction is given by 
The main computational e ort of the primal path-following method is in computing the Newton step (15). This is done by Cholesky factorization of the matrix (1= )X ?2 + B T S ?2 B and back substitution. Observe that in our problem the matrix B is tridiagonal, hence B T S ?2 B is 5-diagonal: the Cholesky factor is made of a band of 5 elements at most. As a result, we have that the computational cost of an iteration is linear in the dimension of the problem.
It is well known 9, 13, 14] that the primal objective is monotone along the central path. This is not necessarily so for the Newton iterates with is xed. However, by appropriately decreasing the barrier parameter , the Newton direction can be made a descent direction of the original objective function as well. This procedure ensures the monotonicity of the sequence of iterates: it also accelerates convergence.
Finally, the line search to minimize the barrier function in the Newton direction is done by a crude bisection algorithm. As a safeguard we do not make larger steps than 95% of the maximal feasible step size; we also do not make more than six bisection steps per iteration.
Contrary to the general scenario, when the computational cost of line search is negligible in comparison with the direction nding problem, here line-searching is not so cheap (or better to say to solve the the Newton system is cheap in this case). Due to the vediagonal structure of the Hessian in (15), the search direction can be calculated by using O(n) arithmetic operation. The cost of one function evaluation is in the same order, which indicates that we have to be careful putting much e ort in line searching.
It worth to point out explicitly that in the case of the convex likelihood estimation problem to do line search is the same expensive than to calculate the Newton direction. Due to the 5-band structure of the normal matrix to get the search direction p needs O(n) arithmetic operations, that is in the same order as just one function evaluation.
Note that when the current iterate is close to the central path, i.e., kpk H < 1 (see e.g., 18, 13, 14]), then the duality gap is bounded by 2n . This bound can be derived without explicitly producing dual variables at nearly centered points. If we have a point on the central path then the duality gap is n and the di erence of the objective values of the nearly centered point and the center can again be bounded by the same amount. The last results can be proved by using the local quadratic convergence property of the Newton process applied to the logarithmic barrier function (for details see 13, 14]).
Since the primal algorithm maintains primal feasibility throughout, our only concern is to achieve a small enough duality gap. Actually we test convergence on the relative duality gap. In this measure, the optimal value of the objective is replaced by the value of the objective at the current iterate. Since we get an evaluation of the duality gap only at points where kpk H < 1, the algorithm terminates at nearly centered points. More precisely, the algorithm terminates when it produces an approximately centered point with " 1 (1 + jf(x)j) n : As the objective contains the only equality constraint with its exact Lagrange multiplier (na T x) we do not need to impose extra stopping criteria for primal feasibility. As it also will be seen from
2).
In our computational experience we observed that the Hessian of the barrier function is sometimes severely ill-conditioned: it is then impossible to obtain the Cholesky factorization of the Hessian. In that case, we rely on the solution method for sparse systems of equations that MATLAB TM automatically computes. The embedded method is based on a LU decomposition: this produces a descent direction. The primal algorithm may then proceeds safely.
5 A primal-dual infeasible start algorithm
The general scheme
In the primal approach of the previous section, the algorithm aims to get near the central path by taking damped projected Newton step relative to the logarithmic barrier function. The iterates are computed in the primal space; dual variables appear as a by-product of the computations. Together with the current primal iterate, they approximately solve the system (12).
The primal-dual algorithm simultaneously operates on the primal and dual variables and takes steps that directly aim to solve (12) . More precisely, the step is a Newton step with respect to the equation (12) ; it is given by the solution dz of the linear system @F @z dz + F(z) = 0:
The parameter is gradually decreased. The goal is to obtain a solution of (12) with as small as possible.
The primal-dual algorithm departs from the primal barrier method in several ways. First, it is not possible to maintain primal and dual feasibility along a Newton step. The system (12) contains linear equations, corresponding to the primal constraints, but nonlinear ones corresponding to the dual constraints rf(x) + A T u + B T v = 0 (and the complementarity equations vs = e). Once satis ed, the primal constraints remain satis ed after the Newton step, but nonlinearity destroys this property for the dual constraints. The second
strategy of taking a xed fraction, e.g., 0.99 of the maximal step-size that maintains positivity of the variables, turns out to be very e cient. The last di erence concerns the stopping criteria, that now explicitly involves the dual variables.
The primal-dual infeasible start algorithm
The basic iteration of the algorithm is made of three steps.
Basic iteration
Step 1 Compute a target value for .
Step 2 Compute dz by (16)
Step 3 Compute a step length and update z by z := z + dz.
We shall now brie y discuss each step of the algorithm. To this end we rst introduce some piece of notation: The complementarity condition F 4 (z) = 0 plays a conspicuous role since it is possible to control to some extent the constraint violation by a proper choice of . This is in contrast with the other conditions which are parameter-free and solely depend on the current iterate.
Choice of : (0 < < 1 is a parameter.) The main task is to compute a factorization of r 2 f(x)+B T V S ?1 B. We use the Cholesky factorization since it often preserves sparsity, possibly after using some symmetric reordering of rows and columns. 14 5.
Implementation
As it has been pointed out in the section on the primal algorithm, we need not add a barrier term to enforce the nonnegativity of the primal variables x. However we prefer to treat the constraint x 0 on the same foot as Bx 0. We shall denote t the dual variable associated with the nonnegativity constraints on x. It seems that in this way it is easier to achieve dual feasibility. We also recall that in our problem formulation (4) The function F is modi ed accordingly.
The primal-dual algorithm will produce an approximate solution to the optimality conditions. It is customary to use the norm of the violation of these optimality condition as a test of proximity to the central path, hence the termination criterion when is small enough. However, it not absolutely clear how these conditions translate in terms of the original problem. For this reason we proceed in a slightly di erent way.
Notice that s and t > 0 remain strictly positive in the algorithm. It is likely that when the above optimality conditions are nearly satis ed for a xed , we have Bx 0 and rf(x)+B T v 0. Let us call those conditions primal and dual feasibility, respectively. It is not di cult to show, using Lagrangian duality, that whenever one has simultaneously primal and dual feasibility, the duality gap is given by
In practice it is not di cult to achieve primal feasibility; if is not too small, dual feasibility also . If becomes really small, dual feasibility may become an issue. It is thus natural to relax the feasibility requirements to Bx < " 1 e rf(x) + B T v > ?" 1 e:
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The termination criterion is x T rf(x) < " 2 :
Here is an estimate of the optimal value f . In our experiments, we set " 1 = 10 ?8 and " 2 = 10 ?6 . The same conditions with " 1 = 0 allow the stronger statement that x is a feasible " 2 -optimal solution.
It is interesting to relate the duality gap to the barrier term . Assume that we have an exact solution of the optimality conditions for a xed . Then
Since there is no particular reason to look for a solution with a much smaller duality gap than " 2 (otherwise one should simply set a di erent stopping criterion), we need not give too small values to . In our experiments we use the following lower bound = :8 n + m " 2 :
Failure to converge always occurs in the following way: the parameter has reached its target value , the primal constraints are satis ed but the test on the dual constraints cannot be met. This seems to correspond to errors in the computation of the search direction that are too large compared to the current precision on the iterates. Still it may happen that by letting the algorithm run, convergence is achieved. This result is the fortunate consequence of a series of more or less random moves; it is not really meaningful for our tests. Thus we introduced the following additional stopping rule: the algorithm is stopped ten iterations at most after the estimate of the relative duality gap has reached its target value " 2 .
The last issue concerns the area constraint a T x = 1 in (2) that has been incorporated in the objective of (4). Since rf = ?x ?1 + na we get x T rf = na T x ? n:
Hence, at termination 1 a T x 1 + n " 2 :
The primal-dual algorithm is simple enough. The computations essentially involve the solution of system (16), which, after elimination, reduces to (17). We use a Cholesky factorization. Due to ill-conditioning the solution may be very poor. We improve it, if necessary, by an iterative re nement scheme 10]. In theory, this scheme requires that the residuals be computed in quadruple precision. Although we cannot meet this requirement with our programming language, we still apply the procedure: instead of doubling the number of accurate digits, as expected, we get a much more modest improvement. However, a repeated use of the scheme yields, most of the time, a solution with residuals less than 10 ?10 . In very few cases the accuracy is bad: the resulting step looks probably more like a random move. Without the iterative re nement scheme, it is often impossible to get a solution to the required accuracy.
Numerical results
To test the algorithm we sampled points from four distribution laws. The arcsine law plays a role in the study of uctuations. See 8] . The inverse cubic has no nite expectation.
We considered three problem sizes de ned by the sample sizes, namely 500, 1000 and 2000 observations. For each problem size, we drew ten representatives. We used the random number generator of MATLAB TM .
Algorithmic performances
The primal and primal-dual codes were written in MATLAB TM . We do not report on CPU times, a measurement which is machine and environment dependent. However MATLAB TM allows a count of the total number of ops. We report these numbers.
Each iteration of the algorithm requires the solution of an n by n linear system. In our case the system is very sparse and structured: actually the matrix is 5-diagonal as being the sum of a diagonal matrix (the Hessian of the objective) and the product of a tridiagonal matrix (B) by its transpose. Computations were made by using the sparse linear algebra option of MATLAB TM . The number of ops is determined by those computations. It is thus closely dependent on the number of iterations. However, the number of ops is not proportional to the the number of iterations, mainly because the number of iterations with the iterative re nement scheme varies from one iteration of the algorithm to another.
The results are reported in Tables 6.1.1 and 6.1.2. The gap is given in relative value. \Pri-mal" (resp., \dual") is the maximum value of (Bx) j (resp., minimum value of (rf(x) + B T v) i ). A negative value (resp., positive value) indicates that there is no constraint violation. \Area" gives the error on a T x = 1. In case of the primal algorithm dual variables are not generated explicitly, hence in Table 6 .1.1 the measure of centrality kpk H is reported as a signi cant measure of centrality. Further we remind that the primal algorithm operates in the interior of the primal feasible set, hence all the iterates and the nal solution is strictly primal feasible. For each problem size we give the minimum, average and maximum value of each of the above measurements over the sample of 10 experiments.
Results with the primal algorithm
The results with the primal logarithmic-barrier algorithm are summarized in Table 6 .1.1. Sometimes the algorithm shows di culty in centering as numerical di culties results in poor search direction. Hence a bound 50 for the number of centering steps between two subsequent decrease of the barrier parameter is imposed in the algorithm while the maximal number of steps is set to 100. The centering parameter = :9 is chosen, while " 2 = 10 ?6 is the termination criteria for the relative duality gap for the problems n = 500 and n = 1000. For the larger problems " = 10 ?5 is used. As mentioned at Table 6.1.1 in some cases the method failed to center su ciently. It also remarkable that imposing monotonicity of the objective during the centering steps sometimes results in smaller relative duality gap than requested.
An appropriate problem speci c starting point could improve the numerical performance signi cantly. Here we uniformly used just a perturbation of a quadratic function. This starting point is usually far from being centered for the arcsine and the inverse law. This explains why the solution of that problems is more costly. Without perturbation the problems with the quadratic law are solved usually in less than ten iterations, but the perturbation sometimes causes di culties here as well.
Results with the primal-dual algorithm
For better results we chose to scale B to have its second diagonal equal to 1. The convergence parameters are " 1 = 10 ?8 for primal and dual feasiblity and " 2 = 10 ?6 for the relative duality gap. Primal feasibility was achieved in all cases. Exact dual feasibility is obtained in most cases. On some other cases, dual feasiblity was satis ed up to the " 1 tolerance level. We did not encountered failure with the inverse law for samples up to 2000 observations. With the exponential law, the primal-dual algorithm could solve 8 out of 10 problems of size 2000. By relaxing the criteria to " 1 = 10 ?7 and " 1 = 10 ?5 , all problems were solved. The arcsine law, and, surprisingly enough, the quadratic law, yield problems that are more di cult to solve: convergence could not be met for samples of sizes 2000. In the case of the arcsine law, the primal-dual algorithm run into troubles even for problems of size 1000; in 40% of the cases we stopped the algorithm because dual feasibility wasn't reached 10 iterations after the duality gap had fallen below the target " 2 = 10 ?6 . The results are summarized in Table 6 .1.2.
Shape of the solution
To illustrate the nature of the solution on a problem instance with a sample size equal to 1000, we drew two plots. (See Figure 6. 2). The rst plot represents the dual variable vs. the sample points. We observe the rather chaotic behavior of the variable around an average value of 10, with a few sharp drops in well-located places. The second plot represents the estimated density. We observe that it looks like a piece wise linear curve with very few pieces. The break points correspond to the low values of the dual variables. This remarkable shape seems to prevail for any problem size and instance. The same behavior is observed when the sample points are drawn from the arcsine law. (With little surprise the same is true for the quadratic law.) For large sample sizes the problem becomes di cult, mostly due to very poor condition numbers of the direction nding linear systems, often in the early and late stages of the algorithm. Typically one observes numerical inde niteness of theoretically positive de nite matrices. In such cases instead of Cholesky factorization one might use LU factorization to get a usable search direction. The numerical di culties are probably due for a good part to observation points too close to one another. For instance, in the sample of our previous example with 1000 observations from the exponential distribution 1?e ?z , we found that 362 points were at a distance of their right neighbor less than 10 ?3 , and that 2 pairs were closer than 10 ?5 .
We may invoke two potential sources of numerical di culties. The rst one is the extreme closeness of some adjacent observation points. A small error on the estimated density on two such neighboring point may have dramatic e ect on the slopes and thus entail a severe violation of the primal constraints. This situation is likely to occur on our test problems since our samples are drawn from an the exponential distribution. It is well-known that this distribution generates clusters of points near the origin. The other di culty, in case of a distribution function with an in nite range, may come from the tail of the sample: one gets very small values for the density estimates, a potential source of numerical trouble. However we observed that those values are not small enough to induce numerical di culties.
It is possible to remedy to the rst source of numerical trouble by partial aggregation of the observations. We believe that this clustering scheme should not endanger the statistical signi cance of the solution. Let us describe the scheme.
We choose rst an arbitrary resolution number. To construct the clusters we order the sample by increasing values. Then we start by enumerating the leftmost points. At some stage, data on the left are all in clusters which are at a larger distance from one another than the resolution number; data on the right are unclassi ed. If the immediate right neighbor of the current cluster is closer than the resolution number, the point enters the cluster and the mean of the cluster is adjusted accordingly. Otherwise, the point originates a new cluster and the process is repeated. The procedure yields a weighted sample with fewer points which are reasonably distant from one another. The above description would exactly t the case of a physical experiment with a minimum resolution between measurements.
In the estimation problem, the likelihood function is replaced by a weighted likelihood. 
The primal or primal-dual algorithm needs only a minor modi cation. Problem (20) is better conditioned and easier to solve, by far.
We applied the modi ed scheme to the same sample for which we pictured the maximum likelihood density estimate. The sample procedure with a resolution number equal to 10 ?1 generated 683 clusters. (Note that this number is larger than the 638 pairs of size larger than the resolution number.) Figure 7 pictures the solution. It does not seem possible to distinguish between density estimates in the clustered and unclustered case. We also observe a less chaotic behavior of the dual variables.
Finally, to show the bene t of clustering, we run the same sample of 10 problem tests with n = 2000 for the three distribution laws. To check the behavior of the interior-point algorithms on very large problems, we conducted a study on samples from the exponential law. We thus drew a sample of 10 problems with n = 6000 and a single problem for each of the sizes 10000, 20000 and 40000. The resolution between clusters was chosen to be at least 10 ?5 . Note that this number is close the tolerance levels for a solution. We give the average (min and max) number of clusters obtained this way. We see that only few data are clustered (at most 1% for n = 2000 and 3% for n = 6000). The clustering scheme drastically eliminates the numerical di culties. We note that the computational e ort grows almost linearly with the size of the problem. This is due to the nearly constant number of iterations, as it is usually the case with interior point algorithms, and to the the band structure of the matrix to be inverted. b For n = 2000 convergence could not be met within the given tolerances. c For n = 2000, convergence could not be met within the given tolerances. For n = 1000, convergence could not be met on 40% of the problems within 10 iterations after the precision on the gap was achieved. 
