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ABSTRACT
The ability to collect and store large amounts of data is transforming data-driven
discovery; recent technological advances in biology allow systematic data production
and storage at a previously unattainable scale. It is common for biological Big Data
to have an order of magnitude or more features than samples. Feature scoring with
selection is therefore an essential pre-processing step to finding meaningful clusters in
these data. Many feature scoring algorithms have been proposed; they are based on
dramatically di↵erent ideas about what constitutes a “good” or “important” feature.
Motivated by studies in data classification, we use a rank aggregation (RANKAGG)
method to combine estimates of feature importance from multiple sources and use
a subset of the highest scoring features for subsequent clustering. We demonstrate
the performance of RANKAGG on five real-world biological data-sets, and compare
the clustering performance of RANKAGG to the thirteen individual feature scoring
methods comprising RANKAGG. The rank aggregated features have a mean perfor-
mance across the five data-sets equal to the best individual feature scoring method
but with lower variance, indicating robust performance across a variety of data. We
carefully consider if there is any systematic way to remove rankers from RANKAGG
to improve clustering performance. We demonstrate that rank aggregated feature
selection yields excellent performance in clustering problems and possibly more im-
portantly, greatly limits the risk of choosing a method that is sub-optimal for a given
data-set.
viii
1Introduction
The ability to collect large-scale data, particularly in biology, has posed unique chal-
lenges for data analysts. In what Donoho (15) calls the “classical world” of data, the
dominant paradigm underpinning traditional analytic approaches relied on the as-
sumption that the number of observations far outnumbered the measured variables.
However, due to unprecedented technological advances of systematic data production
and storage, we now live in a “post-classical,” “Big Data” world. The well-known
curse of dimensionality (6) is most keenly felt in these modern data-sets: it is not un-
common for a given data-set to have orders of magnitude more variables than samples.
This is particularly true in genetics, where next generation sequencing technology can
gather expression data for tens of thousands of genes in thousands of cells (20). Along
with the unfavorable ratio of variables to samples, these data in particular have a lack
of characterizing information. For example attempting to identify rare cell types from
single-cell sequencing data (19, 22, 26), there is no training set of known labels to
employ. Hence the need for powerful unsupervised learning (clustering) methods to
make sense of these data.
Feature selection is a powerful and sometimes absolutely necessary work around
for the dimensionality challenge of Big Data (21). Feature selection acts as filter
to reduce noise in a data-set by discarding irrelevant variables (features) while also
identifying those that best represent the data. With respect to clustering, there are
three categories of feature selection methods: filters, wrappers, and hybrid meth-
ods (3). Filters are e cient because they use a specific criterion with which to score
features independent of any classification. Wrappers need to interact with some kind
1
2of classifier since they generally use class labels to score the features. Hybrid methods
combine some elements of both filters and wrappers.
There are a dizzying array of feature selection methods that have been proposed
but prescriptions for their usage are vague. Each of these methods measure di↵erent
aspects of the data and hence produce very di↵erent definitions of a “good” feature.
These choices can result in substantially varied performance across an array of data-
sets. Confronted with some new set of data for which feature selection is either
desirable or essential, a question that many researchers encounter in their work is
how does one choose which feature selection method is best?
To mitigate this issue we take a cue from ensemble learning (44). Succinctly put,
ensemble learning is the process of employing multiple models and then synthesiz-
ing the results. Ensemble methods have a wide range of applications in many fields
such as machine learning, pattern recognition, neural networks and statistics. Subse-
quently, ensemble learning has been used extensively in classification- a cousin of the
clustering problem. It is known that an ensemble classifier is often more stable and
better performing that a given single classifier (12). Ensemble learning has also been
applied to feature selection for classification problems. Previous studies have shown
that ensemble feature selection successfully produces a more robust feature subset
for classification than single feature selection techniques (34, 35, 36). Ensemble tech-
niques have also been used to combine multiple clusterings into a consensus set of
clusterings, which can allow a simple clustering method like K-means to uncover
arbitrarily shaped clusters (18).
In this paper we develop an ensemble feature selection/scoring algorithm and com-
pare it to a suite of individual feature selection methods. We deal exclusively with
unsupervised learning problems. Whereas supervised learning allows for a function to
3be inferred from a set of training data, unsupervised learning does not contain labels
and hence no training data is available. Unsupervised learning is an understudied
sub genre within machine learning, primarily because of the di culty in extracting
patterns from this elusive data. To our knowledge this is the first study of rank aggre-
gation of feature scoring methods with respect to unsupervised learning. Clustering
is a common machine learning tool used in unsupervised learning to group data with-
out preexisting labels; categorizing data samples into clusters based solely on their
feature characteristics. The clustering performance of features selected by feature
methods, including the ensemble feature method through rank aggregation will be a
gauge to evaluate their e↵ectiveness. To produce a set of voted features we use rank
aggregation by Borda scoring (7); this method has been used for feature selection in
classification (34, 35, 36) and is also one of the simplest ways of combining the results
from multiple rankers (16). We also evaluate a large suite (thirteen) feature selection
methods on five data-sets with varying numbers of features and samples; this gives a
much more comprehensive view of the performance of these methods than has hereto-
fore been available. We show that voted features yield a clustering performance equal
to the best single feature selection method, but with lower variance (more stability)
across the five data-sets we consider. We also carefully analyze a proposal for feature
selection in classification that tries to improve performance by selectively removing
rankers from the voting subset (36). We find inconsistent results which indicate that
manipulating the voter rolls can be at best minimally helpful and at worst deleterious
to the final clustering result.
The paper is organized as follows. In section 2.1 we describe our processing and
analysis pipeline in detail. Sections 2.2 gives a detailed description of the thirteen
feature scoring methods we consider in this study. We describe the process of rank
4aggregation and our clustering methods in sections 2.3 and 2.4 respectively. We then
turn to our methods for validating clustering performance in section 2.5. Results for
both the rank aggregate feature scoring algorithm and attempts to improve results
by removing voters are in sections 3.2 and 3.3. Finally, we discuss the implications
of our results and point out some future directions.
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Figure 2.0.1: Pipeline used for test data. n is the number of feature methods. The rank
list from each feature method was itself clustered and validated.
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62.1 Pipeline
Figure 2.0.1 shows our feature selection, clustering, and validation pipeline. Python
was the primary language used to create this pipeline (1). We assume the data is
an N ⇥ p matrix consisting of N samples, each with p features. A set of feature
scores is computed for each of the feature selection methods under consideration;
these methods are explained in detail in Section 2.2. After score computation, each
of the n vectors of feature scores are transformed to a vector of ranks. Depending on
the scoring method, a ”good” feature can be a feature with either a high or low score.
From each set of ranked features, we choose m =
p
p of the highest-ranked fea-
tures. See Table 2.1.1 for the number of features clustered from each data-set. Ta-
ble 2.1.2 shows an example of how the top features were chosen for the Iris data-set for
the LAPL feature method (see Section sec:wrapper for more details). LAPL ranked
features 4 and 3 as the first and second best and so these features were input to be
clustered. This ensures that clustering is performed using the same number of fea-
tures regardless of how the features were scored, and the number of selected features
scales with the total number of features p in the data. From the n vectors of ranks we
produce a consensus set of feature ranks via voting (see Section 2.3) and also select
the m highest-ranked features from the consensus ranks for subsequent clustering.
Table 2.1.1: The number of features that were clustered from each data-set. m =
p
p
Data-set Features m
Iris 4 2
Ecoli 7 3
Yeast 8 3
Tumor 9 3
Mouse 77 9
7Table 2.1.2: Iris Data-set Feature Rank using Laplacian (LAPL) Feature Method. The
highlighted columns in the second row indicate the feature numbers chosen to be clustered
according to rank.
Rank 1st 2nd 3rd 4th
Feature 4 3 1 2
All of these feature sets (individual and voted) are then used to cluster the data
(details in Section 2.4). Performance for each set of selected features and the rank
aggregated features was then assessed by comparison to known cluster labels present
in each benchmark data-set. For details on the data used in this study see Section 3.1,
and for details of the validation methods refer to Section 2.5. We emphasize here that
the known cluster labels are not used by any of the scoring methods we consider; they
are only employed in the post hoc validation process.
2.2 Feature Scoring and Selection
Feature scoring attempts to score features based on their ability to separate clusters
and feature selection will select features based on these scores. As an example, suppose
one had a data-set that contained two clusters, A& B. A helpful feature method would
give distinct and separate values to samples that belonged to either cluster A or B,
while an unhelpful feature method would not be able to discriminate scores between
the two clusters. This scenario is depicted in Figure 2.2.1. In plot (a) the data samples
form Gaussian distributions centered over two separate values, while in plot (b) the
feature scores of the samples do not discriminate well between the two clusters and
end up in a uniform distribution.
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Figure 2.2.1: Simple visualization of Feature Scoring. Plot (a) shows a hypothetical
distribution of a data-set whos feature scores discriminate between clusters well, while
plot (b) is of a feature method that does not well separate data from its clusters.
2.2.1 Filter Methods
Filter methods need no information for calculation other than the N ⇥ p data matrix
itself.
• Linear Predictability (LP). Linear Predictability posits that using sets of
correlated features to cluster data will always result in better clusters than if
uncorrelated features are used (2). To assign an LP score to feature i, we build a
linear regression model to predict the value of the ith feature from the remaining
p 1 features. We compute the root mean square error (RMSE) of the predicted
feature value, and this forms the LP score. Features with smaller scores (lower
prediction error) are better features.
• Spectral Feature Scoring 1 & 3 (SP1,SP3). Both of these methods con-
struct a similarity matrix for all pairs of data instances. The spectrum of the
graph induced by this similarity matrix can then be used to features which tend
9to assign similar values to data instances that are nearby in the graph (43).
These features are the ones which will better separate the data into its con-
stituent classes. The Laplacian score (23), which we discuss in detail below,
is another variant of a spectral feature score. For SP1, smaller values indicate
better features while for S3 larger values are better.
• Laplacian Score (LAPL). The Laplacian score (23) is based on the assump-
tion that data from the same class are often ”neighboring” one another and
useful features will preserve the nearness of samples in the same class. Addi-
tional details can be found in (23). Let fri be the value of the rth feature for
the ith sample, where r = 1, . . . , p and i = 1, . . . , N .
1. Build a k-nearest neighbor graph for the samples. For each sample, com-
pute its k nearest neighbor samples. An edge between samples xi and xj
exists if xj is among the k nearest neighbors of xi. We used k = 3 in this
study.
2. Build a similarity matrix or weight matrix S for the graph. Sij = e kxi xjk
2/t
if xi and xj are connected in the nearest neighbor graph, otherwise Sij = 0.
We used t = 2 to construct the similarity matrix.
3. If we write the values of the rth feature as a column vector fr = (fr1, . . . , frN)
T ,
and then define 1 = (1, . . . , 1)T , D = diag(S1), and the graph Laplacian
L = D   S, the Laplacian Score for feature r can be computed as
Lr =
f˜Tr Lf˜r
f˜Tr Df˜r
, (2.2.1)
10
where f˜r is defined as
f˜r = fr   f
T
r D1
1TD1
1. (2.2.2)
The smaller the LAPL, the better the feature.
• Relevance (RELF). “Relevance” is an oft-used word in feature selection; we
refer here to a specific notion of relevance (42). RELF can be calculated for
an arbitrary subset of features; we compute a relevance score for each single
feature, one at a time. Relevance is based on the spectral properties of the
a nity matrix Ai, which is constructed as follows. If we take the columns of
the N⇥p data matrix as vectors and standardize them to obtain f1, . . . , fp, then
Ai = fifTi . If we further arrange the leading k eigenvectors of Ai as columns in
a matrix Q, the relevance score is given by
Ri = Tr
 
QTATAQ
 
. (2.2.3)
We use k = 3 for our studies. Larger relevance scores indicate better features.
The extension of the score to feature subsets is straightforward; more details
can be found in (42).
• Variance (VAR). Variance scores are simple, easy to calculate, and widely
used. Any feature which is constant across the entire set of samples is not helpful
for clustering. Variance scores postulate that the broader the distribution of
sample values within a feature, the more useful that feature will be for clustering.
Hence larger feature variance indicates a better feature.
• Leverage (LEV). Leverage scores form part of a feature selection method
11
specifically designed for k-means clustering. The feature selection method is
provably accurate in the case where one knows the number of clusters in ad-
vance (9). For unsupervised data this parameter is often not available however
we can still compute a leverage score for each feature. Let V be a p⇥ k matrix
of the k leading singular vectors of the N ⇥ p data matrix, and vi be the ith
row of V . The leverage score for the ith feature is defined as
pi =
1
k
kvik22 (2.2.4)
We set k by keeping enough singular vectors to account for 99% of the variance
in the data matrix. Larger leverage scores indicate better features.
• Redundancy (RED). Generally, removing features redundant with other ex-
isting features should allow the same degree of classification or clustering quality
using a reduced number of features. Redundancy (13, 33) defines feature re-
dundancy using mutual information between two (discrete) variables x and y
as I[x, y] =  Px,y pxy log2 pxy. To compute the redundancy of a given feature,
we first discretize all features as in GINI (see below) in order to compute the
joint probability distribution of any two features. The redundancy of feature
↵ is the average mutual information between that feature and the other p   1
features:
Rd (↵) =
1
p  1
X
  6=↵
I [v(↵), v( )] . (2.2.5)
Lower values of redundancy indicate more independent features.
12
2.2.2 Wrapper Methods
Wrapper methods require a set of class labels for calculation; this means that once
labels are available, most feature selection methods usable for classification can also
be used for clustering. Common practice is to simply obtain some set of labels via an
initial clustering, and use those pseudo-labels as the “true” labels for feature scoring.
For all wrapper methods we performed an initial k-means clustering with 3 classes
(see Section 2.4 for additional details). Refer to Figure 2.2.2 to see where in the
pipeline these extra steps reside. We experimented with values of k between two and
ten for the feature method Fisher Score, applied to Fisher’s Iris data (see Section 3.1
for details on data used). Feature ranking in this example was invariant to k (see
Figure 2.4.1).
• Gini Index (GINI). The Gini index (2, 10) measures the power a feature has in
discriminating between classes. The Gini index is typically defined for categor-
ical features, but can be extended to continuous features by discretization. We
begin by binning each feature into b bins; in all cases we used Sturges’ rule (39)
to calculate b = dlog2Ne + 1. Continuous feature values are thus converted to
categorical variables; for the ↵th feature denote these values v1(↵), . . . , vb(↵).
We then compute a matrix pij(↵), which is defined as the number of data sam-
ples with pseudo-label (class) j that have discretized value vi(↵) with respect
to feature ↵. The Gini index for the value vi(↵) of the categorical variable is
defined as
G (vi(↵)) = 1 
kX
j=1
pij(↵). (2.2.6)
There are two extremes to G. If all the samples having attribute value vi(↵)
13
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Figure 2.2.2: Creating pseudo-labels for wrapper feature methods requires extra steps in
the pipeline
belong to the same class, then G = 0. On the other hand, if class membership
is divided equally for attribute value vi(↵), then G = 1 1/k. Lower Gini index
values therefore indicate better discriminatory power. To assign a Gini value
to an entire feature, and not just one of that feature’s categorical values vi(↵),
we form a weighted average of G (vi(↵)). Let ni be the number of samples with
discretized feature value vi(↵), and n =
P
i ni. Then the Gini index for feature
14
↵ is given by
G(↵) =
1
n
bX
i=1
niG (vi(↵)) . (2.2.7)
Again, lower values of G(↵) indicate better features.
• Entropy (ENTR). Class-based entropy (2, 32) has a similar goal to the Gini
index — to measure the amount of mixing between classes — but has a more
rigorous theoretical foundation in information theory. Using the same notation
and quantities introduced for the Gini index, the entropy for categorical value
vi(↵) is
E (vi(↵)) =  
kX
j=1
pij(↵) log2 pij(↵), (2.2.8)
and the Entropy for feature ↵ is computed as the weighted average
E(↵) =
1
n
bX
i=1
niE (vi(↵)) . (2.2.9)
As with GINI, a smaller value of E(↵) indicates a better feature.
• Fisher Score(FISH). Fisher Score (FISH) (11, 17) measures the ratio of the
average inter-class separation to the average intraclass separation. Larger scores
indicate features that contribute more to producing cohesive clusters that are
well separated. Suppose the wrapper method has been used to split the data
into K classes. Define pi as the fraction of samples that belong to class i, and
let µi(↵) and  i(↵) be respectively the mean and standard deviation of the ↵th
feature restricted to class i. Then the Fisher Score for feature ↵ is calculated
as
F↵ =
PK
i=1 pi (µi(↵)  µ(↵))2PK
i=1 pi i(↵)
2
, (2.2.10)
15
where µ(↵) is the mean over all classes for that feature.
• Relevance (RELW). As we noted in the section on Filter Methods above, the
word “Relevance” has been repeatedly re-used in machine learning for a wide
variety of di↵erent criteria. Here, we refer to a specific notion of Relevance (13,
33), which is the amount of dependency between a given feature and (in this
case) the pseudo-labels necessary for wrapper methods. If we call the set of N
pseudo-labels c, then the relevance of a feature is its mutual information with
c:
Rl (↵) = I [v(↵), c] . (2.2.11)
Larger values of RELW indicate features that carry more information about the
pseudo-class labels.
• Minimum Redundancy Maximum Relevance (mRMR). Feature selec-
tion based on either RELW or RED alone may not be ideal- without consider-
ing redundancy, unnecessary, noisy features may be retained; yet in some cases
eliminating certain redundant features could result in a sub-optimal data-set,
causing degradation in performance (21). Therefore the “best” features should
theoretically have low redundancy and high relevance (13, 33). mRMR simply
combines these two measures using
mRMR(↵) = Rl (↵)  Rd (↵) . (2.2.12)
Previous work used mRMR as a feature selection method for classification (33)
and we use the same definition to compute a score for each feature for clustering.
Larger values of mRMR indicate more desirable features.
16
For a listing of all the feature scoring methods we use and their abbreviations, see
Table 2.2.1.
Table 2.2.1: Feature selection methods used in this study, left column contains feature
methods categorized as Filters and the right column for Wrappers
Filter (abbr.) Wrapper (abbr.)
Linear Predictability (LP) Gini (GINI)
Spectral 1 (SP1) Entropy (ENTR)
Laplacian (LAPL) Fisher (FISH)
Relevance (RELF) Relevance (RELW)
Variance (VAR) Max Relevance, Min Redundancy (mRMR)
Leverage (LEV)
Spectral 3 (SP3)
Redundancy (RED)
2.3 Rank Aggregation
To combine feature scores from multiple scoring methods, one cannot simply average
scores since the scores produced by di↵erent feature scoring methods are on incom-
mensurate scales. The mathematically sound procedure is to first convert the scores
to ranks, and then compute a set of aggregate ranks. There are a wide variety of
voting methods available to compute aggregate ranks (8), each of which di↵er in
the number of criteria they satisfy that are considered desirable by Social Choice
theorists. We use a simple, classical method originally due to the French political
scientist and mathematician Jean-Charles de Borda (7). Table 2.3.1 shows a simple
example of using the borda count method to determine the winner of a set of voters.
There are more sophisticated voting methods: however, many of them scale well with
the number of electors but poorly with the number of candidates — for example, the
computational cost of the Schulze method (37) increases as n3, where n is the number
17
of ranked candidates. In contrast to most voting applications, aggregating the results
of feature scoring algorithms will generally feature vastly more candidates (features)
than voters (methods). Rank aggregation methods, particularly Borda scoring, have
proven useful outside of social choice. For example to aggregate web search results
or ratings from multiple raters (16).
Table 2.3.1: Toy voting example using Borda Scoring. ↵2 is the Borda winner.
Number of Voters 6 4 1
1st Choice ↵1 ↵2 ↵3
2nd Choice ↵2 ↵3 ↵1
3rd Choice ↵3 ↵1 ↵2
Candidate Borda Score
↵1 13
↵2 14
↵3 6
We produce a set of consensus ranks as follows. We begin with a set of M scores,
one for each feature scoring method. Each of the M score sets contains p scores, one
for each feature: n
S(1)i
op
i=1
, . . . ,
n
S(M)i
op
i=1
. (2.3.1)
The set of feature scores for each method are then converted into ranks 1, ..., p where
1 is the highest (best) rank and p the lowest (worst):
n
R(1)i
op
i=1
, . . . ,
n
R(M)i
op
i=1
. (2.3.2)
The Borda count or score for a given feature is equal to the number of features ranked
lower than they are. This is computed in a two-step process, whereby we first form a
18
set of partial counts for each of the M scoring methods using
Bk(c) =
pX
j=1
h
R(i)j < c
i
, (2.3.3)
where the notation [P ] (the Iverson bracket) is equal to one if P is satisfied and zero
otherwise. Finally, Borda scores for each feature are computed via
B(c) =
X
k
Bk(c). (2.3.4)
To rank the features from best to worst, sort the Borda scores B(c) in descending
order.
2.4 Clustering
We performed all clustering experiments with k-means (sometimes called Lloyd’s
method) (30). The k-means clustering objective is to split the samples into a specified
number of clusters k so that the total sum of the squared Euclidean distances of each
point to its cluster center is minimized. We use k-means for two purposes in this study:
(1) to generate pseudo-labels for feature scoring methods which are Wrappers and (2)
to cluster the data based on the best subset of features judged by each method. For
(1), k was set to 3; Figure 2.4.1 demonstrates insensitivity of feature ranking to this
choice. For (2), we set k to be the number of a priori known classes in the data. For
example, for the Iris data (17) we set k = 3. In both cases we used the k-means++
algorithm (4) to set the initial cluster centers. Pseudo-labels were generated using a
single k-means clustering; cluster assignments for the feature subsets were obtained
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by running k-means ten times with di↵erent random k-means++ initialization and
choosing the clustering with the best value of the k-means objective function.
No. Clusters
Figure 2.4.1: The e↵ect of changing the number of pseudo-classes k on FISH scores for
the Iris data. The larger the score, the higher ranking the feature. Absolute values of the
score change with k, but all values of k yielded an identical feature ranking.
2.5 Validation
To validate the performance of each feature scoring method and the rank aggregation
method, we used both internal and external criteria. Internal criteria require no
information about the data beyond the clustering itself, while external criteria score
the calculated cluster assignment against a set of known cluster labels (2). It is
possible to achieve good results on internal criteria with cluster assignments that are
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inaccurate because internal validation measures essentially measure how well the data
fits the model, where the model is the algorithm assigning clusters. Just because the
data seems “clumpy” or “clusterable” does not mean that one has found the correct
cluster assignments! However, internal criteria are still important, particularly in
unsupervised learning problems, since in a real clustering situation the real labels
are unknown and internal criteria are the only way to choose among di↵erent cluster
assignments.
For internal validation, we used the sum of the squared (Euclidean) distances
(SSD) between each data point and its corresponding cluster center:
SSD =
KX
k=1
NkX
l=1
kCk   dlkk2 . (2.5.1)
Here, K is the number of assigned clusters and Nk is the number of data points
assigned to each cluster. Ck is the center of cluster k, and dlk is one of the Nk rows of
the data matrix assigned to cluster k. The smaller the SSD, the better the clustering
achieved. There are several features of the SSD which are appropriate for our study
but would make SSD an unwise choice in other situations. First, the SSD is the
objective function for k-means clustering using Euclidean distance. Clustering via
other methods or using other distance measures would be better served by another
criterion. Secondly, the SSD always decreases if more clusters are added, making
it inappropriate to compare cluster assignments with di↵erent numbers of clusters.
Third, the SSD scales with the size of the data matrix, so values obtained for di↵erent
size data-sets are only comparable in a relative sense.
When true class labels are available, there are many methods designed to compute
a similarity score between two partitions of objects (41). We use an information
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theoretic measure from Strehl and Ghosh (38) that we abbreviate to NMI in this
paper. If we denote the set of true cluster labels as T and the estimated labels derived
from clustering as E, the measure is the following normalized mutual information
between the two sets of labels
NMI(T,E) =
I(T,E)p
H(T )H(E)
. (2.5.2)
For any set of labels L (true or estimated) H(L) is the entropy of the set. If we define
Pk = Nk/N as the frequency of label k in L, then
H(L) =  
X
k
Pk logPk. (2.5.3)
Similarly, using Pkl as the joint probability distribution of two sets of labels K and
L gives
I(K,L) =  
X
k
Pkl logPkl. (2.5.4)
NMI(T,E) varies between zero (no correspondence between the labels) and unity
(perfect association).
3Results
3.1 Benchmark Data
We tested each feature scoring method and our rank aggregate method on five publi-
cally available data-sets from the UCI machine learning database (29). Our primary
application interest is biological data, so we chose biological calibration data. These
five data-sets varied in the number of features, samples, and number of true classes.
We chose multiple calibration data to assess the data-dependence of each feature
scoring method, and to determine if rank aggregation smooths out performance fluc-
tuations over di↵erent data. A brief description of each data-set follows; a summary
of the number of features, samples, and true classes for each data-set in Table 3.1.1.
• Iris. The iris flower data-set is from the famous paper by R. A. Fisher (17).
It is a commonly used data-set to test clustering and classification algorithms
because it is small, with only 150 instances and 4 features known to cluster well
on two of these features. The features are the measured length and width of
the flower sepal and petals. The classes are the three species of iris.
• Ecoli. Protein localization data from the E. coli (Escherichia coli) bacterium (25).
The classes to be predicted are the cellular localization sites of the proteins,
such as cytoplasm, perisplasm, etc. Seven features were constructed from the
the amino acid sequence information of 336 E. Coli proteins.
• Yeast. Protein localization data from the yeast S. cerevisiae (25). Locations
22
23
within the cell including the mitochondria and endoplasmic reticulum are the
classes. Eight features were constructed from the amino acid sequence informa-
tion of 1484 yeast proteins.
• Tumor. Clinically obtained breast tumor data (31). The two classes are benign
and malignant tumors. The nine features are the cellular attributes of excised
tumors such as clump thickness and the extent of abnormal nucleoli. Data were
collected from 683 tumors.
• Mouse. Protein expression levels in genetically modified mice (24). The data
were collected to identify marker proteins critical for learning in a mouse model
of Down Syndrome. 1080 measurements were taken from 77 proteins; the eight
classes represent eight forms of genetic modification.
Table 3.1.1: Data-sets used in this study. Each column contains the number of Features,
Instances and Classes of the data-set which are named in the first column.
Name Features Instances Classes
Iris 4 150 3
Ecoli 7 336 8
Yeast 8 1484 10
Tumor 9 683 2
Mouse 77 1080 8
3.2 Aggregate Ranking of Features
In Figure 3.2.1 we show heatmaps for feature ranks, converted from scores for all
but RANKAGG, which naturally generates ranks. Each panel is for a di↵erent one
of the five data-sets and we show feature ranks for each individual feature scoring
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method along with RANKAGG. One can see some agreement on ranks; for example
in the Mouse data (Fig. 3.2.1e) methods seem to split into one of two categories,
based on whether they rank the first twenty or so features near the bottom (LP,
SP1, RELF, RED) or near the top (GINI,ENTR,FISH,LAPL,VAR). When we say
“top” we mean a rank near the lowest rank, which is unity. Despite some general
agreement, there is clearly a tremendous amount of variability. There are many
columns (features) in each of the panels that contain both dark blue and bright
yellow, indicating that these features are ranked both the best and worst by di↵erent
methods. These irregularities illustrate why choosing a single feature selection method
for a given data-set can be di cult. The degree of inter-method agreement is greatest
in the Iris data (Fig. 3.2.1a); roughly 70% of methods ranked features three and four
either one or two, and RANKAGG also places these two features at the top. These
are known to be the features that most accurately cluster the data. However, the
Iris data is also a relatively easy problem; even naive methods like VAR are able to
determine that feature four is important.
We then proceeded to select features as described in Section 2.1 and cluster the
data as detailed in Section 2.4. We performed the clustering for the same number
of features selected from each individual method as well as RANKAGG. We then
calculated two metrics to assess clustering quality, as described in detail in Section 2.5:
sum-squared Euclidean distance (SSD) and normalized mutual information (NMI).
Figure 3.2.2 shows a bar graph of the SSD for each of the thirteen feature selection
methods and RANKAGG, for each of the five data-sets. SSD does not compare to
known class labels, and a lower SSD score indicates better clustering performance.
From this figure, three observations are apparent. One, clustering performance within
a given data-set varies widely with the chosen method. This is particularly seen for the
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more complex data-sets(compare Iris to Mouse, for example); SSD di↵ers by more
than a factor of two in some cases. Two, a given method’s performance can vary
substantially across di↵erent data-sets; LEV is one of the best performing methods in
the Iris data-set but among the worst in the Ecoli data. Three, RANKAGG is always
among the top performers, and, importantly, is never the worst performing method.
Given that NMI uses the true class labels to assess clustering quality, it is likely
a truer measure of performance. Figure 3.2.3 shows the NMI score for all methods
and RANKAGG, for all five data-sets. The same patterns we saw in SSD are present
here. There is inter- and intra-data-set variability. For example SP1 is one of the
best methods in the Yeast and Mouse data, but one of the worst in the other three.
LEV is the worst performing method in the Mouse and Ecoli data but the best for
Yeast. Once again, RANKAGG is a highly consistent performer. It is close to or
equal to the best method in all data-sets but Mouse, and always far from the worst
method. Most methods (saving SP1 and LAPL) perform pretty poorly on Mouse,
which probably explains RANKAGG’s performance on that data.
A more comprehensive view of each method’s performance across the five data-
sets is shown in Figure 3.2.4. For each of the thirteen feature selection methods and
RANKAGG, we computed the mean and the variance in NMI across all five data-sets.
When plotting these against each other, the best methods should cluster towards the
upper left of the figure. One can see that RANKAGG is tied with ENTR and FISH
for the best mean performance, but with a bit less variance. RANKAGG therefore
makes a good general-purpose feature selection algorithm with excellent worst-case
performance. We note that this same kind of analysis was not performed for SSD,
since it has no consistent scale across data-sets with di↵erent numbers of features and
samples.
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3.3 Inter-Ranker Agreement
We now turn to a di↵erent question: is it possible to improve the results of RANK-
AGG by selectively removing voters before tallying the votes? This was proposed in
a recent paper on classification (36), but those authors only used five feature selec-
tion methods, so the opportunities for testing are severely limited. There might be
two di↵erent (and opposite) rationales for purging the voter rolls before aggregation.
The classification study assumed that most rankers will choose helpful features, so
dropping methods that show the least agreement would remove weight for unhelpful
features. In this case, one would want to drop voters in order to increase the inter-
group similarity of the voters. If, however, one was concerned that only a few of the
voters choose helpful features (for example in the Mouse data, see Figure 3.2.3e), then
one might want to remove voters to decrease consensus. We consider this question in
detail for unsupervised learning.
To quantify inter-ranker agreement, we used Kendall’s W (27). Kendall’s W is
defined as:
W =
12S
m2 (n3   n2) , (3.3.1)
where n is the number of items (features) ranked, m is the number of voters/rankers,
and S is the following sum of squared deviations
S =
nX
i=1
 
Ri   R¯
 2
. (3.3.2)
Here, Ri is the sum of the ranks given to item i by all the rankers, and R¯ is the mean
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of the total ranks:
R¯ =
1
n
nX
i=1
Ri (3.3.3)
W takes values in [0, 1], in which zero indicates complete lack of consensus among
the rankers and one indicates perfect concordance.
We used a greedy backward elimination algorithm to determine which feature
selection methods to drop. We begin by computing W for the entire set of thirteen
methods. We then remove each method in turn from the set of rankers and recompute
W ; the selection method that, when dropped, yielded the greatest increase in W was
removed, and we continued in like manner until only two feature selection methods
remained. This algorithm was repeated for when the dropped method would produce
the greatest decrease in W . The values of W at each iteration for each data-set are
shown in Figures 3.3.1 & 3.3.3. For the case where we wished to increase consensus
we label the Kendall’s W as W+, for decrease in consensus W . The W+ values
in Figure 3.3.1 show a monotonic increase in W , often saturating for data-sets with
fewer features. And Figure 3.3.3 showing W  values monotonically decreasing to a
minima and then increasing. This inflection point occurs because as the feature sets
get smaller, the less opportunity for non-consensus. The minima suggests that there
is a point at which the dropping disparate feature methods is no longer e↵ective.
We clustered a set of RANKAGG features produced using the remaining feature
selection methods at each step of the backward elimination algorithm and computed
both SSD and NMI. We did this for all five data-sets. These results are shown in
Figures 3.3.2 & 3.3.4. In the figures, we have scaled all SSD and NMI values relative
to their data-set-specific values at iteration zero. In addition, even though a decrease
in SSD is indicative of better performance, we have plotted the results so that values
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above one represent an improvement in validation score for both SSD and NMI. Notice
that the Iris data shows no or little change in clustering quality no matter how many
voters we drop; however this again merely indicates the Iris data is a relatively simple
problem with few features. Even for random ranking, there are only 24 possible
rankings for the four Iris features and we use 13 voters.
3.3.1 IRA W+ Results
For W+, Figure 3.3.2 three of the remaining four data-sets (Ecoli, Yeast, Mouse)
showed improved values of either SSD or NMI or both for reduced sets of rankers.
However, recall that in a real unsupervised learning problem, we don’t have access
to true class labels. Therefore, in these circumstances we would not use NMI scores
to decide how many rankers to keep. The only way in which increasing inter-ranker
agreement could be a viable preprocessing step is if the reduced set of rankers yielding
the largest SSD increase (which can be computed without labels) also yields the
largest NMI increase, or at the very least an improved NMI. Furthermore, the only
way to recommend this as a general algorithm is if these correlations between internal
and external validation criteria are seen across many calibration data-sets.
A careful study of Figure 3.3.2 show that these criteria are not met. For the
tumor data, trying to increase agreement has no positive benefits, but that does not
necessarily rule out the algorithm in general. For the Mouse data we get a 20%
change in SSD which (iteration 3) does correspond to the largest NMI increase, but
the magnitude of the change in NMI is minuscule, making it not worth the extra
computational time of additional classifications. Preprocessing for agreement is most
promising in the Ecoli data; the largest change in SSD is in iterations 4-8, and NMI
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increases modestly (about 5%) for those iterations. However, the Yeast data removes
any hope that the (slight) improvements we see in Mouse and Ecoli will generalize.
It is clear that we can obtain a much better RANKAGG clustering of this data by
backward eliminating to iteration 6; the NMI for that set of selection methods is
roughly 30% larger. However, this same iteration corresponds to the worst value
for SSD that we see, meaning in a real scenario where only SSD values would be
available, we would never select this improved set of rankers. Again, even when the
algorithm performs consistently, the gains are very small. Due to these results do
not recommend trying to systematically remove voters to increase consensus before
RANKAGG for unsupervised learning.
3.3.2 IRA W  Results
In order for theW  IRA algorithm to be useful, we would expect to see a correlation
between the minima of theW value and the validation measures. This would indicate
that there is an ideal number of voters that should be dropped for the case where
one believes that most voters are incorrect. The SSD and NMI in Figure 3.3.4 would
also show a worst value at these iterations, with an increase or constant value for the
remaining iterations. However this desired result was not observed. Firstly, like the
W+ results, patterns of inconsistency between SSD and NMI values for W  were
observed which is problematic if one wanted to use W  as a preprocessing step. Also
there does not seem to be any correlation between theW  (Figure 3.3.3) minimas and
the validation minimas. For instance the Yeast data-set experienced a minima ofW 
at iteration 9 yet the most decrease in NMI improvement was observed at iteration 6,
with the remaining iterations oscillating between the minima and 1. Curiously, the
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Tumor data-set validation measures remained relatively constant at 1 throughout all
iterations. So even as the consensus between feature sets decreased it had no e↵ected
on the clustering performance of these features. This could be because most feature
sets picked the same top m features but in di↵ering order. Overall the results for
decreasing consensus were erratic and lead us to the conclusion that removing voters
in this manner is not recommended for unsupervised learning.
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Features
a. b.
c. d.
e.
Rank
Figure 3.2.1: Feature Ranking. The heatmaps show feature ranks, converted from
feature scores for all methods (see 2.2) except RANKAGG, which naturally generates
ranks. Each panel is a di↵erent test data-set (see 3.1): a. Iris, b. Ecoli, c.Yeast, d. Tumor,
e. Mouse. The colorbar to the right of each plot indicate the ranking. The best (top
ranked) features are in dark blue.
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   a.
b.
d.
c.
e.
Figure 3.2.2: SSD bar graphs for a. Iris, b. Ecoli, c.Yeast, d. Tumor, e. Mouse. A lower
SSD score means the samples were clustered closer to their respective cluster centers
which may indicate that the clustering algorithm had better performance. The red bar is
the results from RANKAGG and the black bars are the results from each feature method
independently.
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b.
d.
c.
e.
    
Figure 3.2.3: NMI bar graphs for a. Iris, b. Ecoli, c.Yeast, d. Tumor, e. Mouse. NMI is
bounded below by zero (complete disagreement) and above by one (perfect correlation).
The red bar is the results from RANKAGG and the black bars are the results from each
feature method independently.
34
1 LP
2 SP1
3 LAPL
4 RELF
5 VAR
6 LEV
7 SP3
8 GINI
9 ENTR
10 RED
11 FISH
12 RELW
13 mRMR
Figure 3.2.4: Mean and variance of NMI scores of each FS method and the rank
aggregate across all data-sets. The lines mark the minimum, middle and maximum values
calculated.
Figure 3.3.1: Value of Kendall’s W at each step of our backward elimination algorithm
that removes voters to increase inter-ranker agreement.
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W+
Figure 3.3.2: E↵ect of removing voters on RANKAGG clustering quality. Iteration zero
represents the full, unaltered set of feature selection methods. Each iteration of the
backward selection algorithm dropped the method that led to the largest increase in W .
Values are normalized so that SSD and NMI have a value of unity for the full feature set.
A value of either SSD or NMI greater than one indicates an improvement, when compared
to including the full suite of methods in RANKAGG.
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Figure 3.3.3: Value of Kendall’s W at each step of our backward elimination algorithm
that removes voters to increase inter-ranker agreement.
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W-
Figure 3.3.4: E↵ect of removing voters on RANKAGG clustering quality. Iteration zero
represents the full, unaltered set of feature selection methods. Each iteration of the
backward selection algorithm dropped the method that led to the largest decrease in W .
Values are normalized so that SSD and NMI have a value of unity for the full feature set.
A value of either SSD or NMI less than one indicates a decrease of improvement, when
compared to including the full suite of methods in RANKAGG.
4Discussion
4.1 Results -Highlights/Interpretations
This study clustered on feature subsets chosen from thirteen feature selection meth-
ods and an ensemble set (RANKAGG) of features selected from these methods. Our
goal was to use RANKAGG to mitigate the known stability problems with most in-
dividual feature selection methods (5). Previous studies using ensemble features for
classification ((12, 34, 35, 36)) showed that the ensemble features had greater sta-
bility/robustness with respect to data perturbations and outperformed single meth-
ods for subsequent classification performance. We studied this issue in unsupervised
learning, in which we cannot rely on known data labels of a training set to guide
the selection algorithms. We mention here that for some of the data we used for
testing, especially those with very small numbers of features, feature selection may
not be necessary and the overall clustering performance may be better when keeping
all the features. However, our study was focused on relative performance and with
the specific intent that RANKAGG will be especially useful for data in which fea-
ture selection is a necessity, as in genomic data when features outnumber samples by
factors of ten or more.
RANKAGG did indeed show very promising performance. When applied to five
di↵erent data-sets, RANKAGG had average performance equaling the best single
feature selection method but with reduced variance. In the process of demonstrating
the superiority of RANKAGG, we were also able to obtain a rather comprehensive
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view of the performance of a wide variety of commonly used feature selection methods.
Our results in Figure 3.2.4 showed that wrapper methods tended to perform better
than filter methods. This is despite the fact that we used a very simple, uniform
clustering scheme to produce the pseudo-labels for each data-set. No matter how
many true clusters exist in the data, we used three clusters to generate the pseudo-
labels. Once pseudo-labels are generated, many feature selection algorithms designed
for classification (where one needs to know the labels of a training set) can be adapted
to clustering. As far as filter method performance goes, the two best methods with
respect to mean NMI were LAPL and VAR. LAPL is known to be a good method (23);
what is notable is that its performance is quite di↵erent from both SP1 and SP3,
despite the fact they are mathematically related. Given its simplicity, the performance
of VAR is quite surprising, but also encouraging: VAR is probably the easiest and
least computationally expensive feature selection method, making it convenient even
for huge data-sets.
Finally, we carefully evaluated a previous claim that selectively removing voters
before aggregation can improve ensemble performance (36). We developed a back-
wards elimination algorithm to prune the list of rankers, and a consistent internal
criterion for picking the optimal subset of rankers. The Iris data was too simple to
benefit from this procedure. Of the remaining four, in one data-set (Tumor) the full
suite of rankers was optimal, in two more (Ecoli, Mouse) optimal subsets yielded
only modest gains in clustering performance, and in one (Yeast) the least optimal
feature set yielded the largest gains in classification performance. Given both these
inconsistent results across data-sets and the extremely small gains in cluster quality
when reduced sets of rankers were optimal, the computational burden of performing
many additional clusterings and rank aggregations is not justified and can even be
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detrimental.
4.2 Voting Methods
We aggregated ranks using Borda scoring, one of the simplest methods available.
There are many voting methods available that di↵er in the degree to which they ex-
hibit mathematically desirable properties (8). Some of these techniques (like Schulze (37))
become intractable for large numbers of candidates; others (Round Robin, Exponen-
tial Weighting, Stability Selection) do not. However, there is already some evidence
from the classification literature that the extra computational burden of these more
sophisticated methods is not reflected in better aggregate rankings (14). This study
compared the e↵ect of nine rank aggregation techniques for ensemble feature selec-
tion on classification performance, and they concluded that besides one exceptionally
low performer, di↵erent voting methods were statistically indistinguishable from one
another. It would be useful to revisit this question in the context of unsupervised
learning, since it would be valuable if a simple technique like Borda scoring is not
only su cient but just as potent as more computationally expensive methods. Al-
though it was shown that di↵erent voting methods did not make a big di↵erence in
that paper, they didn’t explore the di↵erences between voting methods that follow
the condorcet criterion or not. Voters that follow condorcet criterion are often seen
as the ”true” winner, unfortunately there exists the condorcet paradox where it does
not exist. Borda scoring does not obey condorcet criterion. It may be that it does
not matter for our purposes but still interesting.
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4.3 Future Directions/Extensions
There are several extensions to our current study that would be worth pursuing.
One obvious direction is performance comparison on many more data-sets of varied
composition. This would extend the robustness results for RANKAGG, provide a
compelling, controlled comparison of a wide variety of individual feature selection
methods, and give a more comprehensive view of the pitfalls of trying to manipulate
the voter rolls. Another extension would be to have an even larger suite of methods.
Given the relative dominance of wrapper over filter methods, adding more wrapper
methods would likely produce the greatest gain for RANKAGG. RELIEFF (28) is one
example of a wrapper method designed for classification problems that would be easy
to adapt to the unsupervised case, given the extra step of producing pseudo-labels.
Finally, for ease of comparison, we always performed the final clustering using the
known number of clusters in the test data-set. In new problems, this number is not
available and some method, like the gap statistic (40), must be used to try to estimate
the number of clusters. It would be interesting to compare performance when the
number of clusters is not prespecified but instead estimated from the data.
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