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Abstract
We extend the definition of rough involutivity for non-Lipschitz tangential subbundles and prove the
Frobenius theorem with sharp regularity estimate when the subbundle is log-Lipschitz: If Vr is a log-
Lipschitz involutive subbundle, then for any ε > 0, locally there is a homeomorphism Φ(u, v) such that
Φ, ∂Φ
∂u1
, . . . , ∂Φ
∂ur
∈ C0,1−ε, and V is spanned by continuous vector fields Φ∗
∂
∂u1
, . . . ,Φ∗
∂
∂ur
.
Contents
1 Introduction and Overview 1
1.1 A background for rough involutivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Formulation of rough involutivity and the main theorems . . . . . . . . . . . . . . . . . . . . 3
1.3 Overview of the proof . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Ho¨lder spaces and Paraproduct Decompositions 6
2.1 Preliminary in harmonic analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Proof of Theorem 1.17 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 On rough vector fields and rough involutivity . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3 Modulus of Continuity Estimate for ODE Flows 13
3.1 Preliminary for modulus of continuity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Flow modulus and regularity of ODE flows . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3 The log-Lipschitz flow commuting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4 Proof of the log-Lipschitz Frobenius Theorem 20
4.1 Proof of Theorems 1.13 and 1.15 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.2 The sharpness of C0,1−ε-regularity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5 Further Remark 23
5.1 A PDE counterpart . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.2 Problems for the general Osgood cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
References 25
1 Introduction and Overview
Given a n-dimensional smooth manifold M , and a smooth tangential subbundle V ≤ TM , we say V is
involutive, if for any vector fields X,Y that are sections of V , their Lie bracket [X,Y ] is also a section of V .
In local coordinates x = (x1, . . . , xn), write X =
∑n
i=1X
i ∂
∂xi and Y =
∑n
j=1 Y
j ∂
∂xj , then we have
[X,Y ] =
n∑
i,j=1
(
Xj
∂Y i
∂xj
− Y j ∂X
i
∂xj
) ∂
∂xi
.
When M = U ⊂ Rn is an open subset, by viewing X,Y : U → Rn as row vector-valued functions, then
we can write [X,Y ] = X · ∇Y − Y · ∇X , as matrix multiplication.
1
We say a vector field X on Rn is log-Lipschitz, if locally
sup
0<|x−y|< 12
|X(x)−X(y)|
(
|x− y| log 1|x− y|
)−1
<∞, for x, y in any given compact subset.
And we say a tangential subbundle V is log-Lipschitz, if locally it is spanned by log-Lipschitz vector fields.
See Definition 1.12.
The celebrated Frobenius theorem states that a smooth involutive tangential subbundle is always inte-
grable, in the sense that locally there is a foliation of a smooth family of submanifolds, such that the original
bundle equals to the union of tangent bundles of these submanifolds. In our formulation, it is the following:
Theorem 1.1 (Frobenius theorem [2]). Let V be a smooth rank r tangential subbundle over a n-dimensional
smooth manifold M . Let (u, v) = (u1, . . . , ur, v1, . . . , vn−r) be the standard coordinate system for Rr×Rn−r.
Suppose V is involutive, then for any p ∈M there is a neighborhood Ω ⊂ Rru × Rn−rv of 0, and a smooth
regular parameterization1 Φ(u, v) : Ω → M such that Φ(0) = p, and for any (u, v) ∈ Ω, tangent vectors
∂Φ
∂u1 (u, v), . . . ,
∂Φ
∂ur (u, v) ∈ TΦ(u,v)M form a basis of VΦ(u,v).
The proof can be done using standard linear algebraic and ODE’s arguments, see [7] for example. It is
well-known that a similar theorem also holds for the C1-subbundles with regular C1-parameterization.
In this paper we extend the Frobenius theorem to the log-Lipschitz setting, which is the Theorem 1.13.
We prove this theorem by using a technique given in Theorem 1.17 (See Section 1.3).
But first we need to clarify the involutivity for log-Lipschitz tangential subbundles. Note that a major
issue of defining involutivity is that the Lie brackets do not make sense in the classical way for log-Lipschitz
vector fields.
1.1 A background for rough involutivity
Recall that we say V ≤ TM is a Ck-tangential subbundle (k ∈ Z≥0) of rank r, if for any p ∈M there
is a neighborhood U ⊂M of p, and Ck-vector fields X1, . . . , Xr in U , such that for any q ∈ U , X1|q, . . . , Xr|q
forms a linear basis of Vq ≤ TqM . Lipschitz subbundles and Ho¨lder subbundles are defined in the same way.
Definition 1.2. We call the collection of such vector fields (X1, . . . , Xr) a C
k-local basis for V on U .
We need to define involutivity before formulating the statement of the non-C1 Frobenius theorem. How-
ever there is some difficulty in defining involutivity when the tangential subbundles are not C1, because we
can no longer define Lie bracket pointwisely.
In particular we need to answer the following question:
Question 1.3. Let V be a continuous tangential subbundle, and let continuous vector fields X,Y be sections
of V. What is the good definition of the Lie bracket [X,Y ]? With this definition how can we say whether
[X,Y ] is a section of V?
Rampazzo [12] gave several equivalent answers to Question 1.3 when V , X, Y are Lipschitz. See section
4.2 of [12]. In our setting, one of them can be stated as follows:
Definition 1.4 (Almost everywhere characterization). Let V be a tangential subbundle over a manifold M ,
and let X,Y be two Lipschitz sections of V . We say [X,Y ] is almost everywhere a section of V , if as vector
field with L∞-coefficients, [X,Y ]|p ∈ Vp holds for almost every p ∈M .
Using Definition 1.4, Rampazzo was able to generalize the Frobenius theorem in the Lipschitz setting:
Theorem 1.5 (Frobenius theorem on Lipschitz bundles, [12]). Let M be a n-dimensional C1,1-manifold,
and let V ≤ TM be a Lipschitz tangential subbundle of rank r. Suppose for any Lipschitz vector fields X,Y
which are sections of V, then [X,Y ] is a (almost everywhere) section of V.
Then for any p ∈ M , there is a neighborhood Ω ⊂ Rru × Rn−rv of 0 and a bi-Lipschitz parameterization
Φ(u, v) : Ω→M satisfying the following:
1For k ≥ 1, we say that Φ is a Ck-regular parameterization, if Φ is defined on an open subset of Rn and Φ is a
Ck-diffeomorphism onto its image. It is equivalent to say that if Φ is injective and Φ−1 is a Ck-coordinate chart.
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(i) Φ(0) = p.
(ii) ∂Φ∂u1 , . . . ,
∂Φ
∂ur : Ω→ TM are Lipschitz continuous maps.
(iii) For any (u, v) ∈ Ω, ∂Φ∂u1 (u, v), . . . , ∂Φ∂ur (u, v) ∈ TΦ(u,v)M form a basis of linear subspace VΦ(u,v).
In particular, (ii) gives that Φ ∈ C1u(C0v ), so ∂Φ∂u1 , . . . , ∂Φ∂ur are defined pointwisely. And from the local
foliation Φ(Ω) =
∐
vOv ⊂M , we know each leafOv = {Φ(u, v) : u ∈ Rr such that (u, v) ∈ Ω} ⊂M is a C1,1-
manifold. So the tangent bundle T (Ov) is a well-defined “continuous object”, and we have T (Ov) = V|Ov .
For subbundles of less than Lipschitz regularity, it does not make sense ask whether the parameterization
Φ is regular. Because if Φ fails to be Lipschitz, we cannot ask whether ∂Φ∂u1 , . . . ,
∂Φ
∂ur ,
∂Φ
∂v1 , . . . ,
∂Φ
∂vn−r span the
tangent spaces pointwisely, or merely almost everywhere.
Instead, we seek for some map Φ which is continuous and has some (but not all!) continuous partial
derivatives.
Definition 1.6. Let M be a n-dimensional topological manifold. A topological parameterization is a
continuous map f : Ω ⊂ Rn →M such that Ω is open and f : Ω→ f(Ω) is homeomorphism.
In our paper, Φ(u, v) is always an topological parameterization, such that ∂Φ∂u1 , . . . ,
∂Φ
∂ur are continuous
maps. In other words, we need Φ ∈ C1u(C0v ) to be local homeomorphism, so that the pushforward vector
field Φ∗
∂
∂uj =
∂Φ
∂uj ◦ Φ−1 : Φ(Ω) ⊂ M → TM make sense for j = 1, . . . , r. And for each v, the leaf
Ov := {Φ(u, v) : u ∈ Rr, (u, v) ∈ Ω} ⊂M is a C1-manifold of dimension r.
A major difficulty in this non-Lipschitz setting is that the Lie bracket [X,Y ] is not necessarily in L1loc
when X,Y are non-Lipschitz vector fields. So we cannot use the almost everywhere characterization for
involutivity.
We will give a definition of involutivity for Ho¨lder subbundles using distributions2. See Definition 1.10.
As an important remark that recently in [8], they gave a version of involutivity by using approximation.
In our formulation, using vector fields3, it can be equivalently stated as follows:
Definition 1.7. Let M be a n-dimensional C2-manifold, and let V ≤ TM be a continuous rank-r tangential
subbundle. We endow TM with compatible C1-norm structures4 {‖ · ‖C1(U) : U ⊂M open}.
We say V is strongly asymptotically involutive, if for any p ∈M there is a neighborhood U ⊂M of
p, and sequence of C1-vector fields {Xν1 , . . . , Xνr }∞ν=1 on U , such that
1. For each j = 1, . . . , r, {Xνj }∞ν=1 uniformly converges to a continuous vector field Xj , such that for each
q ∈ U , X1|q, . . . , Xr|q ∈ TqM form a linear basis of Vq.
2. There exists {clνjk}∞ν=1 ⊂ C0(U¯) for 1 ≤ j, k, l ≤ r, such that
∃t0 > 0, lim
ν→∞
(
max
1≤j,k≤r
∥∥∥[Xνj , Xνk ]− r∑
l=1
clνjkX
ν
l
∥∥∥
C0(U)
)
· exp (t0 · max
1≤l≤r
‖Xνl ‖C1(U)
)
= 0. (1.1)
They proved in [8] that if V is strongly asymptotically involutive, then locally there exists a topological
parameterization Φ ∈ C1u(C0v ) such that Φ∗ ∂∂u spans V . But given a continuous subbundle, we do not know
an algorithm to check whether such approximation exists.
1.2 Formulation of rough involutivity and the main theorems
In this part we define sections and involutivity in the sense of distributions as in Definition 1.10. And
then we state our main theorems, the Theorems 1.13 and 1.15.
Definition 1.8. Let m ≥ −1 be an integer, let 0 < α ≤ 1, and let U ⊂ Rn be an open set. The bounded
Ho¨lder space Ck,α(Ω) is given as follows:
(i) Cm,α(Ω) = {f ∈ Cm(Ω¯) : sup
x,y∈Ω,x 6=y
|x− y|−α|∇mf(x)−∇mf(y)| <∞}, provided that m ≥ 0.
(ii) C−1,α(Rn) = {g + divG : G ∈ C0,α(Ω,Rn), g ∈ C0,α(Ω)}.
2Through our paper, we use distribution as generalized function. For the corresponding differential geometry terminology,
we always use tangential subbundle.
3The original formulation uses 1-forms that form a local basis for V⊥ ≤ T ∗M . See Definition 1.12 in [8].
4This can be done by passing to local coordinates and viewing M as an open subset of Rn.
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(iii) Cm,αloc (Ω) = {f ∈ D′(Ω) : f ∈ Cm,α(Ω), ∀Ω′ ⋐ Ω precompact open}, provided that m ≥ −1.
(iv) Cm,α
−
loc (Ω) =
⋂
β<α C
m,β
loc (Ω), provided that m ≥ −1.
When the manifold M ⊂ Rn is an open subset in the Euclidean space, we can view a Cm,α-vector field
X on M as a map X ∈ Cm,α(Ω,Rn), since we have natural way to identify all tangent spaces over Rn as Rn
itself.
To define rough involutivity, we use the following property:
Proposition 1.9. Let 12 < α < 1, and let Ω ⊂ Rn open. Let f ∈ C0,αloc (Ω) and g ∈ C−1,αloc (Ω), then their
product fg ∈ C−1,αloc (Ω) is a well-defined distribution.
See Proposition 2.6 and Corollaries 2.8, 2.9 for more detail.
As a result, if X,Y are C0,α-vector fields on Ω ⊂ Rn, then [X,Y ] = X · ∇Y − Y · ∇X ∈ C−1,αloc (Ω,Rn) is
well-defined.
Let M be a n-dimensional C1,1-manifold with C1,1-atlas {xλ : Uλ ⊂ M → Rn}λ. Let 0 < α < 1,
we define a C−1,α-vector field to be a collection of distributions {Xλ ∈ C−1,α(xλ(Uλ),Rn)}λ such that by
written as row vector Xλ = (X
1
λ, . . . , X
n
λ ), we have, as matrix multiplication,(
(Xλ ◦ xλ) · ∂xµ
∂xλ
)
◦ x−1µ = Xµ in xµ(Uλ ∩ Uµ) ⊂ Rn, whenever Uλ ∩ Uµ 6= ∅.
See Lemma 2.12 and Definition 2.11.
Now we have the definition of rough sections and rough involutivity for Ho¨lder subbundles:
Definition 1.10 (Distribution characterization). Let 12 < α < 1, letM be a C
1,1-manifold, and let V ≤ TM
be a C0,α-tangential subbundle of rank r.
(i) We say a C−1,α-vector field Y is a section of V , if for any p ∈ M there is a neighborhood U ⊂ M
of p and a C0,α-local basis (X1, . . . , Xr) for V on U , and there are f1, . . . , f r ∈ C−1,αloc (U), such that
Y =
∑r
j=1 f
jXj in the sense of distributions;
(ii) We say V is involutive, if for any C0,α-sections X,Y of V , their Lie bracket [X,Y ] is a C−1,α-section
of V .
The definition coincides with the usual one, the Cm,α-involutivity, where m ≥ 1.
Remark 1.11. (a) Our definition does not depend on the choice of local basis. See Proposition 2.18.
(b) A C0,α-subbundle is automatically C0,β , for β < α. So we can use C0,β-involutivity to define V . In
turns out the C0,α-involutivity and the C0,β-involutivity for V are equivalent, see Remark 2.19.
(c) There is a characterization without choosing a local basis. See Corollary 2.21.
One can see Section 2.3 for more details.
Note that it is easy to check whether a C0,α-subbundle is involutive by picking a local basis. In general
we do not know how to tell whether a subbundle is strongly asymptotically involutive.
Definition 1.12. Let Ω ⊂ Rn be an open subset, the space of bounded log-Lipschitz functions on Ω is
C log(Ω) = {f ∈ C0(Ω¯) : ‖f‖Clog <∞}, ‖f‖Clog = sup
Ω
|f |+ sup
x,y∈Ω,0<|x−y|<12
|f(x)− f(y)|
|x− y| 1log |x−y|
.
We say a tangential subbundle is log-Lipschitz, if locally it has a log-Lipschitz local basis.
Note that a log-Lipschitz function is C0,α, for all 12 < α < 1, so we can use involutivity of C
0,α-subbundles
to define involutivity of log-Lipschitz subbundles. By Remark 2.19, the definition does not depend on the
choice of 12 < α < 1.
Now we can state our main result.
Theorem 1.13. LetM be n-dimensional C1,1-manifold, and let V ≤ TM be a rank-r log-Lipschitz tangential
subbundle, which is involutive in the sense of distributions.
Then for any p ∈ M and any ε > 0, there is a neighborhood Ω ⊂ Rru × Rn−rv of 0 and a topological
parameterization Φ(u, v) : Ω→M satisfying:
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(i) Φ(0) = p.
(ii) Φ ∈ C0,1−ε(Ω,M) and Φ−1 ∈ C0,1−ε(Φ(Ω),Rn).
(iii) ∂Φ∂u1 , . . . ,
∂Φ
∂ur ∈ C0,1−ε(Ω, TM).
(iv) For any (u, v) ∈ Ω, ∂Φ∂u1 (u, v), . . . , ∂Φ∂ur (u, v) ∈ TΦ(u,v)M form a basis of the linear subspace VΦ(u,v).
By (ii) we can say “Φ is a C0,1−ε-diffeomorphism” informally. Note that in general Φ ∈ C0,1−ε does not
imply Φ−1 ∈ C0,1−ε, since we do not have inverse function theorem for C0,1−ε-maps.
In our result this C0,1−ε-regularity is sharp, in the sense that either Φ /∈ C0,1− or Φ−1 /∈ C0,1− . See
Proposition 4.5. Here C0,1
−
=
⋂
ε>0 C
0,1−ε.
In particular, we cannot pick a Φ such that Φ and Φ−1 are both log-Lipschitz.
We can also consider subbundles that have regularities between Lipschitz and log-Lipschitz.
Definition 1.14. Let Ω ⊂ Rn be an open subset, the space of bounded little log-Lipschitz functions
on Ω, denoted as clog(Ω), is the closed subspace of C log(Ω), given by
clog(Ω) =
{
f ∈ C log(Ω) : lim
r→0
sup
x,y∈Ω,0<|x−y|≤r
(r log 1r )
−1|f(x)− f(y)| = 0}.
We say a tangential subbundle is little log-Lipschitz, if locally it has a little log-Lipschitz local basis.
Note that in Theorem 1.13, the choice of Φ depends on ε. For the little log-Lipschitz case here, we are
able to pick one Φ such that Φ ∈ C1−ε for all ε > 0. More precisely we have the following:
Theorem 1.15. Let M be n-dimensional C1,1-manifold, let V ≤ TM be a rank-r little log-Lipschitz tangen-
tial subbundle, which is involutive in the sense of distributions.
Then for any p ∈ M , there is a neighborhood Ω ⊂ Rru × Rn−rv of 0 and a topological parameterization
Φ(u, v) : Ω→M satisfying:
(i) Φ(0) = p.
(ii) Φ ∈ C0,1−(Ω,M) and Φ−1 ∈ C0,1−(Φ(Ω),Rn).
(iii) ∂Φ∂u1 , . . . ,
∂Φ
∂ur ∈ C0,1
−
(Ω, TM).
(iv) For any (u, v) ∈ Ω, ∂Φ∂u1 (u, v), . . . , ∂Φ∂ur (u, v) ∈ TΦ(u,v)M form a basis of the linear subspace VΦ(u,v).
Even in the setting of Theorem 1.15, we cannot make Φ and Φ−1 to be both log-Lipschitz in general,
unless we take impose some stronger regularity assumptions on V . See Remark 4.6.
1.3 Overview of the proof
For continuous vector field X on a manifold M , if X has ODE uniqueness, then we use FX(t, p) as its
ODE flow, namely, for any p ∈M , F(·, p) : I ⊂ R→M is the unique maximal solution γ to the equation{
γ′(t) = X |γ(t) ∈ Tγ(t)M,
γ(0) = p.
(1.2)
See Definition 3.13.
For a given (smooth or non-smooth) involutive subbundle V ≤ TM , by linear algebra arguments we can
find a log-Lipschitz local basis (X1, . . . , Xr) of V such that [Xj, Xk] = 0, 1 ≤ j, k ≤ r in the domain, see
Lemma 4.1. To construct a (topological) parameterization Φ, we can use the composition the ODE flows for
each Xj , j = 1, . . . , r.
The main difficulty to the proof of Theorems 1.13 and 1.15 is the flow commuting problem:
Problem 1.16 (Flow commuting problem). Let X,Y be two continuous vector fields such that their ODE
flow FX , FY is defined locally.
Suppose the Lie bracket [X,Y ] is well-defined and equals to 0, then locally do we have FtX ◦FsY = FsY ◦FtX
for small t, s ∈ R?
In our setting X,Y are log-Lipschitz vector fields, which satisfy the Osgood condition (See Definition
3.14, also see [10]), and therefore (1.2) is always uniquely solvable. So FX ,FY are defined locally. Also that
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X,Y ∈ C log implies X,Y ∈ C0,α for all 12 < α < 1, so in the Problem 1.16 [X,Y ] = 0 makes sense as a
distribution.
When X,Y are Lipschitz, [X,Y ] is L∞. [12] showed that [X,Y ] = 0 implies FtX ◦ FsY = FsY ◦ FtX when
both sides are defined.
This problem is unknown for non-Lipschitz cases in general. One main difficulty is that, in general if
X,Y are non-Lipschitz vector fields and φ is a non-Lipschitz homeomorphism, then the pushforward vector
field φ∗[X,Y ] may not be defined.
In this paper we give positive answer for Problem 1.16 when X,Y are log-Lipschitz with [X,Y ] = 0 holds
in the sense of distributions. This is the Proposition 3.29.
The main step in proving Proposition 3.29 is to show that all log-Lipschitz involutive subbundles are
strongly asymptotically involutive, as in Definition 1.7. Using smooth approximations then we can prove the
flow commutativity.
For the reduction, in Proposition 3.25 we show the following: For any log-Lipschitz vector fields X,Y
defined near the origin, if [X,Y ] = 0 holds in the sense of distributions, then there is a smaller neighborhood
U of 0 and there are vector fields {Xν, Yν}∞ν=1 ⊂ C∞(U,Rn), such that Xν
C0(U¯)−−−−→ X , Yν C
0(U¯)−−−−→ Y , and
∃t0 > 0, lim
ν→∞
‖[Xν, Yν ]‖C0(U,Rn)et0(‖Xν‖C1(U,Rn)+‖Yν‖C1(U,Rn)) = 0. (1.3)
To see such approximations {Xν, Yν}∞ν=1 exist, we use the following:
Theorem 1.17 (Approximating the vanished product). Let 12 < α < 1, then there is a Cn,m,α > 0 such
that, if f ∈ C0,α(Rn,Rm), g ∈ C−1,α(Rn,Rm) satisfy f · g = 0 in the sense of distributions, then
‖(Sν f) · (Sνg)‖C0(Rn) ≤ Cn,m,α2−(2α−1)ν‖f‖C0,α(Rn,Rm)‖g‖C−1,α(Rn,Rm), ∀ν ∈ Z≥0. (1.4)
Here Sj is the operator of partial summation of Littlewood-Paley decomposition. See Definition 2.1.
For application we takem = 2n and f = (X1, . . . , Xn,−Y 1, . . . ,−Y n), g = (∂Y 1∂xj , . . . , ∂Y
1
∂xj ,
∂X1
∂xj , . . . ,
∂Xn
∂xj ),
for each j = 1, . . . , n, so that f · g = [X,Y ]j = 0.
Theorem 1.17 is the most technical part of the paper. The proof requires the method of paraproduct
decomposition. See Lemma 2.7.
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2 Ho¨lder spaces and Paraproduct Decompositions
We will prove the Theorem 1.17 in Section 2.2, and show the well-definedness of involutivity for Ho¨lder
subbundles in Section 2.3.
2.1 Preliminary in harmonic analysis
Definition 2.1. A Littlewood-Paley character function in Rn, abbreviated as LP-char, is a real-
valued Schwartz function φ ∈ S (Rn,R) whose Fourier transform5 φˆ ∈ C∞c (Rn, [0, 1]) is an nonnegative even
function and has support in the annulus { 12 < |ξ| < 2}, such that
∑
j∈Z φˆ(2
−jξ) = 1 for ξ 6= 0.
The associated sequence of LP-char φ is a function sequence {φj}∞j=0 ⊂ S (Rn,R) given by
φˆj(ξ) = φˆ(2
−jξ), j > 0; φˆ0 = 1−
∞∑
j=1
φˆ(2j ·) ∈ C∞c
({|ξ| < 2}, [0, 1]).
We also call {φj}∞j=0 a Littlewood-Paley sequence, abbreviated as LP-seq.
5We use fˆ(ξ) = (2pi)−
n
2
∫
Rn
f(x)e−ixξdx as the definition of Fourier transform. So φ is real-valued if and only if φˆ is an
even function.
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Define Littlewood-Paley block operators {Sj = Sφj ,Pj = Pφj }∞j=0 associated with a fixed φ, as
Pjf := φj ∗ f, Sjf :=
j∑
k=0
Pkf = 2
jnφ0(2
j·) ∗ f. (2.1)
for any tempered distribution f ∈ S ′(Rn).
Proposition 2.2. Fixed a LP-char φ to define {Pj}∞j=0, and let m ≥ −1, 0 < α < 1. Then f ∈ Cm,α(Rn)
if and only if f is a tempered distribution satisfying sup
j∈Z≥0
2j(m+α)‖Pjf‖L∞(Rn) <∞.
Based on that, we can define norms as follows,
Definition 2.3. Fixed a LP-char φ, for m ∈ {−1, 0, 1}, 0 < α < 1, we defined Ho¨lder-Zygmund norm:
‖f‖Cm,α(Rn) = ‖f‖Cm,αφ (Rn) := sup
j∈Z≥0
2j(m+α)‖Pjf‖L∞(Rn). (2.2)
Proposition 2.4. Fix a version of Ho¨lder-Zygmund norm. For m ≥ −1, 0 < α < 1, there is a Cm,α > 0,
such that for all tempered distribution f :
(i) If m ≥ 0, then C−1m,α‖f‖Cm,α(Rn) ≤ ‖f‖Ck(Rn) + sup
x 6=y
|x− y|−α|∇mf(x)−∇mf(y)| ≤ Cm,α‖f‖Cm,α(Rn).
(ii) C−1m+1,α‖f‖Cm+1,α(Rn) ≤ ‖f‖Cm,α(Rn) + ‖∇f‖Cm,α(Rn,Rn) ≤ Cα‖f‖Cm+1,α(Rn).
(iii) C−1m,α‖f‖Cm,α(Rn) ≤ inf
{‖g‖Cm+1,α(Rn) + ‖G‖Cm+1,α(Rn,Rn) : f = g + divG} ≤ Cm,α‖f‖Cm,α(Rn).
So by Proposition 2.4, different choices of LP-chars give the equivalent Ho¨lder-Zygmund norms.
For details and proofs of Propositions 2.2 and 2.4, one can see [14] Page 4 or [3] Chap. 1.4.
Remark 2.5. Note that Cm,α(Rn) is a non-separable Banach space. When f ∈ Cm,α(Rn), it is possible
that {Sjf}∞j=0 could not norm converges to f . For example f(x) :=
∑∞
j=1 2
−j(m+α) sin 2jx. But for this f ,
we still have ‖Sjf − f‖Cm,β → 0, for all 0 < β < α.
A useful tool from Littlewood-Paley decomposition is that we can develop the paraproduct method to
give well-definedness for multiplying functions and distributions with suitable regularities:
Proposition 2.6. Let 0 < α, β < 1 satisfy α + β > 1, then there is a Cα,β > 0, such that for all bounded
smooth functions f, g in Rn, we have ‖fg‖C−1,β(Rn) ≤ Cα,β‖f‖C0,α(Rn)‖g‖C−1,β(Rn).
We will prove Proposition 2.6 later. It relies on the following:
Lemma 2.7. 6For bounded smooth functions f and g,
Pl(fg) = Pl
l+2∑
j=l−2
(Pjf)(Sj−7g) + Pl
l+2∑
k=l−2
(Sk−7f)(Pkg) + Pl
∑
|j−k|≤6
j,k≥l−8
(Pjf)(Pkg). (2.3)
Proof. By Definition 2.1, we know ̂(Pjf)(Pkg) = P̂jf ∗ P̂kg is supported in supp P̂jf + supp P̂kg. So
(Pjf)(Pkg) ∈ S (Rn) has Fourier support in
{
max(2j−1 − 2k+1, 2k−1 − 2j+1) < |ξ| < 2j+1 + 2k+1}, for
all j, k ≥ 0. Note that this is still true when j = 0 or k = 0.
Note that max(2j−1 − 2k+1, 2k−1 − 2j+1) > 0 when |j − k| ≥ 3.
So Pl
(
(Pjf)(Pkg)
) 6= 0 implies {max(2j−1 − 2k+1, 2k−1 − 2j+1) < |ξ| < 2j+1 + 2k+1} ∩ (supp φl) 6= ∅,
while suppφl ⊂
{
(2l−1 < |ξ| < 2l+1) if l ≥ 1,
(|ξ| < 2) if l = 0. So either
{ |j − k| ≥ 3,
|max(j, k)− l| ≥ 3, or
{ |j − k| ≤ 2,
max(j, k) ≤ l − 3,
would gives Pl
(
(Pjf)(Pkg)
)
= 0, and we get that (2.3) holds formally.
When f, g are bounded smooth functions, the sum fg =
∑∞
j,k=0(Pjf)(Pkg) converges absolutely uni-
formly in C∞(Rn). So (2.3) holds with its right hand summations converge.
6An alternated decomposition Pl(fg) = Pl
∑l+2
j=l−2(Pjf)(Sj−3g) + Pl
∑l+2
k=l−2(Sk−3f)(Pkg) + Pl
∑
|j−k|≤2
j,k≥l−4
(Pjf)(Pkg) is
sufficient to prove Proposition 2.6. It is the proof of Theorem 1.17 that requires us to use Sj−7,Sk−7 etc., rather than
Sj−3, Sk−3.
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For paraproduct method one can read the notes [13], also see [1] Sec. 2.8.
Proof of Proposition 2.6. By (2.2) and (2.3) with the assumption α+ β > 1, for each l ∈ Z≥0,
‖Pl(fg)‖L∞ .
( l+2∑
j=l−2
j−7∑
k=0
+
l+2∑
k=l−2
k−7∑
j=0
+
∑
|j−k|≤6
j,k≥l−8
)
‖Pjf‖L∞‖Pkg‖L∞
.‖f‖C0,α‖g‖C−1,β
(
2−lα
l∑
k=0
2k(1−β) + 2l(1−β)
l∑
j=0
2−jα +
∞∑
m=l
2−(α+β−1)m
)
. ‖f‖C0,α‖g‖C−1,β2l(1−β).
(2.4)
So ‖fg‖C−1,β = sup
l∈Z≥0
2−l(1−β)‖Pl(fg)‖L∞ .α,β ‖f‖C0,α‖g‖C−1,β holds.
Corollary 2.8. Let 0 < α, β < 1 satisfy α + β > 1. If f ∈ C0,α(Rn) and g ∈ C−1,β(Rn), then the product
fg is well-defined in the following sense:
Let γ ∈ (0, α), δ ∈ (0, β) satisfy γ+δ > 0, and let sequences {fν , gν}∞ν=1 ⊂ C∞(Rn) satisfy that fν C
0,γ
−−−→ f ,
gν
C−1,δ−−−−→ g, then {fνgν}∞ν=1 converges as tempered distribution, whose limit only depends on f and g.
Then we call this limit be fg.
In particular lim
ν→∞
(Sνf)(Sνg) = fg converges in C
−1,δ(Rn) for all 0 < δ < β. Moreover fg ∈ C−1,β(Rn).
Proof. When fν
C0,γ−−−→ f and gν C
−1,δ
−−−−→ g with γ + δ > 1, then by Proposition 2.6,
‖fνgν − fµgµ‖C−1,δ ≤ Cγ,δ‖fν − fµ‖C0,γ‖gν‖C−1,δ + Cγ,δ‖fµ‖C0,γ‖gν − gµ‖C−1,δ → 0, as max(ν, µ)→∞.
So {fνgν}∞ν=1 is a Cauchy sequence in C−1,δ(Rn).
If γ′ + δ′ > 1 and f ′ν
C0,γ
′
−−−→ f , g′ν C
−1,δ′
−−−−→ g are another convergence sequences, consider f ′′2ν−1 := fν ,
f ′′2ν := f
′
ν , g
′′
2ν−1 := gν , g
′′
2ν := g
′
ν , then {f ′′ν g′′ν}∞ν=1 is a Cauchy sequence in C−1,min(δ,δ
′)(Rn). So in the sense
of tempered distribution, lim
ν→∞
f ′νg
′
ν = limν→∞
fνgν has the same limit. Then we can define this limit as fg.
Note that Sνf
C0,γ−−−→ f , Sνg C
−1,δ
−−−−→ g all 0 < γ < α, 0 < δ < β. So lim
ν→∞
‖(Sνf)(Sνg)− fg‖C−1,δ = 0.
Remain to show fg ∈ C−1,β . By ‖Sνf‖C0,α . ‖f‖C0,α and ‖Sνg‖C−1,β . ‖g‖C−1,β , we get that
‖fg‖C−1,β <∞ because ‖fg‖C−1,β ≤ lim
ν→∞
‖(Sνf)(Sνg)‖C−1,β . ‖f‖C0,α‖g‖C−1,β <∞.
Corollary 2.9. Let 0 < α, β < 1 satisfy α+ β > 1, and let Ω ⊂ Rn be an open subset. If f ∈ C0,αloc (Ω) and
g ∈ C−1,βloc (Ω), then fg ∈ C−1,βloc (Ω) is well-defined.
Proof. By Definition 1.8 (iii), it suffices to show that χfg ∈ C−1,β(Rn) is well-defined for all test function
χ ∈ C∞c (Ω) such that χ ≥ 0. Note that when χ ≥ 0, we have
√
χ ∈ C∞c (Ω) holds as well. By applying
Corollary 2.8 to
√
χf ∈ C0,α(Rn) and √χg ∈ C−1,β(Rn), we get the answer.
2.2 Proof of Theorem 1.17
In this part we use α = β ∈ (12 , 1) in Proposition 2.6 and Corollary 2.8.
Let 12 < α < 1, let f ∈ C0,α(Rn,Rm) and g ∈ C−1,α(Rn,Rm) satisfy that f · g = 0 in the sense of
distributions. From Corollary 2.8 we know that f · g = 0 holds in C−1,α(Rn), so lim
ν→∞
(Sν f) · (Sνg) = 0
already holds in C−1,β(Rn), for all 0 < β < α. The Theorem 1.17 says that this sequence even converges in
C0 with quantitative speed.
Proof of Theorem 1.17. Set ‖f‖C0,α = ‖g‖C−1,α = 1. By (2.3) in Lemma 2.7, we know for any l ∈ Z≥0,
Pl
l+2∑
j=l−2
(Pjf) · (Sj−7g) + Pl
l+2∑
k=l−2
(Sk−7f) · (Pkg) + Pl
∑
|j−k|≤6
j,k≥l−8
(Pjf) · (Pkg) = Pl(f · g) = 0. (2.5)
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The identity PlSν = Pk
∑
l−1≤µ≤ν
Pµ gives
PlSν = Pl and SlSν = Sl, ∀l ≤ ν − 2; PlSν = 0, ∀l ≥ ν + 2. (2.6)
We need to show that ‖Pl(Sνf · Sνg)‖C0 . 2−(2α−1)ν for all l, ν ∈ Z≥0. We separate the proof into three
cases: (a) l ≤ ν − 4; (b) l ≥ ν + 3; (c) ν − 3 ≤ l ≤ ν + 2.
(a) Case l ≤ ν − 4: Combine (2.5) and (2.6), we get PjSν = Pj and PkSν = Pk in the sums of (2.5), so
Pl((Sνf)·(Sνg)) = Pl
∑
|j−k|≤6
j,k≥l−8
(
(PjSνf)·(PkSνg)−(Pjf)·(Pkg)
)
= Pl
∑
|j−k|≤6
j,k≥ν−8
(
(PjSνf)·(PkSνg)−(Pjf)·(Pkg)
)
. (2.7)
So Sl((Sν f) · (Sνg)) = Sl
∑
|j−k|≤6
j,k≥ν−8
(
(PjSνf) · (PkSνg)− (Pjf) · (Pkg)
)
, and we get
‖Sl(Sν f · Sνg)‖C0 . ‖Sl‖C0→C0
∑
|j−k|≤6
j,k≥ν−8
(2−jα2k(1−α) + 2−jα2k(1−α)) . 2−(2α−1)ν .
(b) Case l ≥ ν + 3: We have Pl(Sνf · Sνg) = 0 because Sνf · Sνg has Fourier support in {|ξ| < 2ν+2} that
has empty intersection with {2l−1 < |ξ| < 2l+2}. The control holds trivially.
(c) Case ν − 3 ≤ l ≤ ν + 2: Apply (2.3) on Sν f and Sνg, we have
Pl(Sν f ·Sνg) = Pl
l+2∑
j=l−2
(PjSν f) ·(Sj−7Sνg)+Pl
l+2∑
k=l−2
(Sk−7Sν f) ·(PkSνg)+Pl
∑
|j−k|≤6
j,k≥l−8
(PjSνf) ·(PkSνg). (2.8)
For the first and the third terms on the right hand side of (2.8), we have∥∥∥Pl l+2∑
j=l−2
(PjSνf) · (Sj−7Sνg)
∥∥∥
C0
. ‖Sνf‖C0,α2−αl‖Sνg‖C−1,α
l∑
j=0
2j(1−α) . 2−(2α−1)l ≈ 2−(2α−1)ν .∥∥∥Pl ∑
|j−k|≤6
j,k≥l−8
(PjSν f) · (PkSνg)
∥∥∥
C0
.
∑
|j−k|≤6
l−8≤j,k≤ν+2
‖PjSν f‖C0 · ‖PkSνg‖C0 . 2−(2α−1)ν .
(2.9)
The key is to bounded the second term of (2.8) by 2−(2α−1)ν . And by (2.6), it can be written as:
Pl
l+2∑
k=l−2
(Sk−7Sνf) · (PkSνg) = Pl
l+2∑
k=l−2
ν∑
µ=l−3
(Sk−7f) · (PkPµg) = Pl
l+2∑
k=l−2
(Sk−7f) · (Pk(ψν,l ∗ g)) . (2.10)
Here7 ψν,l :=
ν∑
µ=l−3
φµ, where {φµ}∞µ=0 is that fixed LP-seq such that Pµ = φµ ∗ (·) as in (2.1). Our
assumption here ν − 3 ≤ l ≤ ν + 2 implies that ‖ψν,l‖L1 ≤ 7(‖φ0‖L1 + ‖φ‖L1) ≈φ 1.
Note that supp ψ̂ν,l ⊂ {2ν−4 < |ξ| < 2ν+1} when ν ≥ 1, so ‖xψν,l‖L1 . 2−l ≈ 2−ν in our assumption. By
rewriting (2.5) we have
Pl
l+2∑
k=l−2
(Sk−7f) · (Pkg) = −Pl
l+2∑
j=l−2
(Pjf) · (Sj−7g)− Pl
∑
|j−k|≤6
j,k≥l−8
(Pjf) · (Pkg),
thus
∥∥∥∥Pl l+2∑
k=l−2
(Sk−7f) · (Pkg)
∥∥∥∥
C0
≤
∥∥∥∥Pl l+2∑
j=l−2
(Pjf) · (Sj−7g)
∥∥∥∥
C0
+
∥∥∥∥Pl ∑
|j−k|≤6
j,k≥l−8
(Pjf) · (Pkg)
∥∥∥∥
C0
.‖Pl‖C0→C0
(
2−lα2l(1−α) +
∑
l′≥l−8
2−l
′α2l
′(1−α)
)
. 2−(2α−1)l ≈ 2−(2α−1)ν .
(2.11)
7We use convention φ−1 = φ−2 = φ−3 = 0.
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Note that Pk(ψν,l ∗ g) = ψν,l ∗ (Pkg), and so
Pl
l+2∑
k=l−2
(Sk−7f) · (ψν,l ∗ (Pkg)) (x) = Pl
∫
Rn
l+2∑
k=l−2
(Sk−7f)(x) · (Pkg)(y)ψν,l(x − y)dy
=ψν,l ∗ Pl
( l+2∑
k=l−2
(Sk−7f) · (Pkg)
)
(x) + Pl
∫
Rn
l+2∑
k=l−2
((Sk−7f)(x) − (Sk−7f)(y)) · (Pkg)(y)ψν,l(x− y)dy
=‖ψν,l‖L1 · O(2−(2α−1)ν) +
∫
Rn
l+2∑
k=l−2
(∫ 1
0
(x− y)ψν,l(x− y) ·
(∇(Sk−7f)(y + t(x− y))) dt) · (Pkg)(y)dy
=O(1) · O(2−(2α−1)l) +O(1) · ‖x 7→ xψν,l(x)‖L1
l+2∑
k=l−2
‖∇Sk−7f‖L∞‖Pkg‖L∞
=O(2−(2α−1)l) +O(2−l) · O(2(1−α)l) · O(2(1−α)l) = O(2−(2α−1)l) = O(2−(2α−1)ν).
Combining (2.9) and (2.10) we bound (2.8).
And combining all these three cases we get ‖(Sνf) · (Sνg)‖C0 . 2−(2α−1)ν .
Remark 2.10. From (2.7), we also know that Pl(Sν f · Sνg) = 0 when l ≤ ν − 10. Combining this fact with
the case (b), we get that Sνf · Sνg has Fourier support in {2ν−10 < |ξ| < 2ν+3}, if ν > 10.
That is to say ‖Sνf · Sνg‖C0,β . 2βν2−(2α−1)ν for any ν ∈ Z+ and 0 < β < 1. So {Sνf · Sνg}∞ν=1 is a
bounded sequence in C0,2α−1(Rn), and converges to 0 in C0,β(Rn) for any 0 < β < 2α− 1.
2.3 On rough vector fields and rough involutivity
In this part we work on the definedness of vector fields with distributional coefficients and the rough
involutivity of Ho¨lder tangential subbundles.
Let M be a n-dimensional C1,1-manifold with C1,1-atlas {xλ : Uλ ⊂ M → Rn}λ. From classical
differential geometry, we know C0,α-functions and C0,α-vector fields on M are defined. We have that
f ∈ C0,αloc (M) if and only if f ◦ x−1λ ∈ C0,αloc (xλ(Uλ)) for all chart xλ; and that X is a C0,α-vector field on M ,
if and only if the pushforward vector field (xλ)∗X := (Xxλ) ◦ x−1λ lays in C0,αloc (xλ(Uλ),Rn) for all chart xλ.
This can be generalized to the distribution case.
Definition 2.11. Let 0 < α < 1, M be a n-dim C1,1-manifold with C1,1-atlas {xλ : Uλ ⊂M → Rn}λ,
(i) A (locally) C−1,α-function f is a collection {fλ ∈ C−1,αloc (xλ(U))}λ, such that fλ ◦ (xλ ◦ x−1µ ) = fµ in
xµ(Uλ ∩ Uµ) ⊂ Rn whenever Uλ ∩ Uµ 6= ∅;
(ii) A (locally) C−1,α-vector field X is a collection {Xλ ∈ C−1,αloc (xλ(U),Rn)}λ, such that by written as
row vector Xλ = (X
1
λ, . . . , X
n
λ ), we have ((Xλ ◦ xλ) · ∂xµ∂xλ ) ◦ x−1µ = Xµ on xµ(Uλ ∩ Uµ) ⊂ Rn whenever
Uλ ∩ Uµ 6= ∅.
Denote C−1,αloc (M) as the space of all C
−1,α-functions on M .
The definition is saying that formally x∗λfλ = x
∗
µfµ and x
∗
λXλ = x
∗
µXµ in Uλ ∩ Uµ, in the sense that f
and X are viewed as the union of the “patches” {x∗λfλ}λ and {x∗λXλ}λ respectively.
The well-definedness of C−1,α-functions and vector fields is guaranteed by the following,
Lemma 2.12. Let 0 < α < 1, let Φ : U → V be a C1,1-diffeomorphism, and let ψ ∈ C0,1loc (V ) be a locally
Lipschitz function. If f ∈ C−1,αloc (V ), then ψf ∈ C−1,αloc (V ) and f ◦ Φ ∈ C−1,αloc (U).
Proof. Applying Corollary 2.8 with ψ ∈ C0,1loc ⊂
⋂
0<β<1 C
0,β
loc and f ∈ C−1,αloc , we know [f 7→ ψf ] is C−1,αloc -
bounded, since the multiplication C0,1loc × C−1,αloc → C−1,αloc is bilinearly bounded.
To show f ◦ Φ ∈ C0,αloc (U), by Proposition 1.8, we can write f = g + divG for some g ∈ C0,αloc (V ) and
G ∈ C0,αloc (V,Rn). Clearly g ◦ Φ ∈ C0,αloc (U) ⊂ C−1,αloc (U). It suffices to show (∇G) ◦Φ ∈ C−1,αloc (U,Rn×n).
By chain rule, (∇G)◦Φ = ∇(G◦Φ)·(∇Φ)−1 , where (∇Φ)−1 is the inverse matrix of ∇Φ ∈ C0,1loc (U,Rn×n).
By Cramer’s rule (∇Φ)−1 ∈ C0,1loc (U,Rn×n). By assumption G ◦ Φ ∈ C0,αloc means ∇(G ◦ Φ) ∈ C−1,αloc . So by
Proposition 2.9 again we know (∇G) ◦ Φ ∈ C−1,αloc . Take the trace of ∇G we get divG ◦ Φ ∈ C−1,αloc .
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By Lemma 2.12, if fλ ∈ C−1,αloc (xλ(Uλ)), then by fµ = fλ ◦ (xλ ◦ x−1µ ) and take φ = xλ ◦ x−1µ , we get that
fµ|xµ(Uλ∩Uµ) ∈ C−1,αloc . Similarly, if Xλ ∈ C−1,αloc (xλ(Uλ),Rn), then Xµ|xµ(Uλ∩Uµ) ∈ C−1,αloc holds as well.
So to show a function or vector field on M is C−1,α, we only need to examine it on a coordinate cover.
Remark 2.13. It is not appropriate to say that a vector field is a section of tangent bundle here: A vector
field with distributional coefficients cannot be viewed as a “distribution-type map s :M → TM”, such that
π ◦ s = idM , where π : TM ։ M is the natural projection. Because we cannot precompose a distribution
with a smooth function.
Notation 2.14. For 0 < α ≤ 1 and m ∈ Z, if the objects below are defined:
(i) We use Cm,αX(M) = Cm,αloc X(M) as the set of all C
m,α-vector fields on M .
(ii) We use Cm,αΛk(M) = C0,αloc Λ
k(M) as the set of all differential k-forms with (locally) Cm,α-coefficients.
(iii) We use Cm,αΛkc (M) as the set of all C
m,α-differential k-forms that have compact supports.
(iv) Given a tangential subbundle V ≤ TM , we use C0,αΓ(V) as the set of all C0,α-sections of V .
Notation 2.15. For 12 < α < 1, let θ ∈ C0,αΛ1(M), X ∈ C−1,αX(M). We use 〈X, θ〉X,Λ1 as a natural
pairing that gives a C−1,α-function onM . In local coordinate (x1, . . . , xn) : U ⊂M → Rn, if θ =∑nj=1 θjdxj
and X =
∑n
j=1X
j ∂
∂xj , then 〈X, θ〉X,Λ1 :=
∑n
j=1X
jθj in U .
Remark 2.16. There is an atlas-free characterization of C−1,α by using deg n-current (see [6] Chap. 7.1 for
example) ifM is orientable. That is, identifying f ∈ C−1,αloc (M) as a linear functional 〈f, ·〉M ∈ (C0,1Λnc (M))∗.
One way to construct it is through partition of unity. We sketch below:
Take partition of unity {χj}Nj=1 ⊂ C1,1c (M, [0, 1]) associated with an oriented cover {φj : Uj → Rn}Nj=1,where
N is a finite number or ∞. Let t = (t1, . . . , tn) be the standard coordinate system for Rn. So dt1∧· · ·∧dtn is
the canonical volume form for Rn. Denote ω =
∑∞
j=1 χj · (φ∗j (dt1 ∧ · · · ∧ dtn)). We know ω is a well-defined
non-vanishing Lipschitz n-form on M since χj · (φ∗j (dt1 ∧ · · · ∧ dtn)) ∈ C0,1Λnc (Uj) for each j. Any Lipschitz
top form on M can be uniquely expressed as ψ · ω for some function ψ ∈ C0,1loc (M), then
〈f, ψ · ω〉M :=
N∑
j=1
〈fj , ((χjψ) ◦ φ−1j ) · dt1 ∧ · · · ∧ dtn〉φj(Uj)⊂Rn .
One can check that it is continuous, injective, and is well-defined that does not depend on the choice of
partitions and coordinate covers. For example, see [5] Chap. 16.
In this way, a vector field X ∈ C−1,αX(M) on a C1,1-oriented manifold M can be identified as a contin-
uous bilinear functional C0,1Λ1(M)× C0,1Λnc (M)→ R, which is given by (σ, ω) 7→
〈〈X, σ〉X,Λ1 , ω〉M .
For a non-orientable manifold M , we can consider the canonical oriented double cover M˜ ։ M and
unique lift a function f ∈ C−1,αloc (M) to some f˜ ∈ C−1,αloc (M˜) canonically, which can be viewed as an linear
functional on differentiable top-forms of M˜ . For vector fields on M the lifting works in the same way.
On the other hand, a classical vector field is equivalent to be defined as a first order differential operator.
This is also true for the distributional case. For the purpose of use we only prove one direction.
Lemma 2.17. Let 12 < α < 1, let M be a C
1,1-manifold with C1,1-atlas {xλ : Uλ → Rn}λ.
A vector field X ∈ C−1,αX(M) is a first order differential operator X : C1,1loc (M)→ C−1,αloc (M) canonically.
Recall that a first order differential operator L is a continuous linear map such that L(fg) = f(Lg)+g(Lf)
for any test functions f, g in the domain.
Proof. Endow Rn with standard coordinate system t = (t1, . . . , tn). So for each chart xλ : Uλ → Rn we can
write xjλ = t
j ◦ xλ.
For f ∈ C1,1loc (M), Xf ∈ C−1,α(M) is defined to be the collection
{∑n
j=1X
j
λ ·
∂(f◦x−1λ )
∂tj
}
λ
. By Lemma 2.12,
we know for each λ, the map
[
f 7→ ∑nj=1Xjλ · ∂(f◦x−1λ )∂tj ] : C1,1loc (M) → C−1,αloc (xλ(Uλ)) is linear continuous.
So X : C1,1loc → C−1,αloc is linear continuous.
To see that X(fg) = f(Xg) + g(Xf), it suffices to notice that under each chart xλ, for each 1 ≤ j ≤ n,
Xjλ ·
∂((fg) ◦ x−1λ )
∂tj
= Xjλ ·
∂((f ◦ x−1λ )(g ◦ x−1λ ))
∂tj
= Xjλ · (f ◦x−1λ ) ·
∂(g ◦ x−1λ )
∂tj
+Xjλ · (g ◦x−1λ ) ·
∂(f ◦ x−1λ )
∂tj
.
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Now we see that the Definition 1.10 makes sense.
Next we show that for Definition 1.10, it is enough to examine one choice of local basis in a given
neighborhood. And for a C α-subbundle V , its C0,α-involutivity can be equivalently characterized using
C 0,β-involutivity, whenever 12 < β ≤ α.
More precisely, they can be stated as follows:
Proposition 2.18. Let 12 < β ≤ α be two real numbers, let M be a n-dim C1,1-manifold, and let V ≤ TM
be a C0,α-subbundle of rank r. Assume X1, . . . , Xr form a C
0,β-local basis for V on U ⊂M , and Y1, . . . , Yr
form a C0,α-local basis for V on U ⊂M .
Let Z ∈ C−1,αX(U). Suppose there are f1, . . . , f r ∈ C−1,β(U) such that Z =∑rj=1 f jXj, then there are
g1, . . . , gr ∈ C−1,αloc (U) such that Z =
∑r
j=1 g
jYj in the sense of distributions.
Proof. We can take Y ′1 , . . . , Y
′
n−r ∈ C0,αX(U) such that Y1, . . . , Yr, Y ′1 , . . . , Y ′n−r form a C0,α-local basis for
TM |U . Let (σ1, . . . , σr, θ1, . . . , θn−r) be the dual basis for (Y1, . . . , Yr, Y ′1 , . . . , Y ′n−r), so they are C0,α 1-forms
on U , and so θ1, . . . , θn−r form a C0,α-local basis for V⊥ ≤ T ∗M on U .
Denote gj := 〈Z, σj〉X,Λ1 and hk := 〈Z, θk〉X,Λ1 for 1 ≤ j ≤ r, 1 ≤ k ≤ n − r. By Corollary 2.9 that
C0,αloc · C−1,αloc ⊂ C−1,αloc , we know gj , hk ∈ C−1,αloc (U). Note that Z =
∑r
j=1 g
jYj +
∑n−r
k=1 h
kY ′k on U , so it
remains to show hk = 0 on U .
By assumption (X1, . . . , Xr) and (Y1, . . . , Yr) are two local bases for V , so they can be linearly expressed
by each other. So there are ajl ∈ C0,βloc (U) for 1 ≤ j, k ≤ r st. Xl =
∑r
j=1 a
j
lYj . So Z =
∑r
j=1
∑r
l=1 a
j
l f
lYj ,
that is hk = 0 for k = 1, . . . , n− r.
So Z =
∑r
j=1 g
jYj in the sense of distributions, with coefficients g
1, . . . , gr ∈ C−1,αloc (U).
Remark 2.19. For a C0,α-subbundle V , C0,α-involutivity is the same as C0,β-involutivity, ∀ 12 < β ≤ α.
To see this, if V is C0,β-involutive and X,Y ∈ C0,αΓ(V), then X,Y ∈ C0,βΓ(V), so [X,Y ] ∈ C−1,βΓ(V).
For a fixed point take (Z1, . . . , Zr) as a C
0,α-local basis for V near that point, then by Proposition 2.18
[X,Y ] is a C−1,α-linear combinations of Z1, . . . , Zr. So by Definition 1.10, [X,Y ] is a C
−1,α-section of V .
From Proposition 2.18, we can equivalently characterize the involutivity using structural coefficients from
a given local basis.
Corollary 2.20. Let 12 < α < 1, let V be a C0,α-tangential subbundle on a C1,1-manifold M , and let
(X1, . . . , Xr) be a C
0,α-local basis for V on U ⊂M . Then V is involutive in the sense of distributions if and
only if there are cljk ∈ C−1,αloc (U), 1 ≤ j, k, l ≤ r such that [Xj , Xk] =
∑r
l=1 c
l
jkXl.
Proof. ⇒) By assumption X1, . . . , Xr are all sections of V , so if V is involutive then by Proposition 2.18
[Xj , Xk] are C
−1,α-linear combinations of X1, . . . , Xr. That is to say such (c
l
jk)1≤j,k,l≤r exist.
⇐) Let Y, Z be C0,α-sections of V|U , we can write Y =
∑r
j=1 f
jXj , Z =
∑r
k=1 g
kXk for f
j , gk ∈ C0,αloc (U).
By assumption that coefficients cljk ⊂ C−1,αloc (U) exist, so
[Y, Z] =
[∑r
j=1 f
jXj ,
∑r
k=1 g
kXk
]
=
∑r
j,k=1
(
f j(Xjg
k)Xk − gk(Xkf j)Xj + f jgk[Xj , Xk]
)
=
∑r
l=1
(∑r
q=1
(
f q(Xqg
l)− gq(Xqf l)
)
+
∑r
j,k=1 f
jgkcljk
)
Xl,
(2.12)
is the C−1,α-linear combinations of X1, . . . , Xr.
By Proposition 2.18, (2.12) implies [Y, Z] ∈ C−1,αΓ(V|U ), so V is involutive.
For is also a characterization for sections with distributional coefficients without using local basis:
Corollary 2.21. Let 12 < α < 1, let V be a C0,α-tangential subbundle on a C1,1-manifold M and let X be
a C−1,α-vector field on M . Then X is a section of V if and only if for any dual section ω ∈ C0,αΓ(V⊥),
〈X,ω〉X,Λ1 = 0 ∈ C−1,αloc (M) in the sense of distributions.
Proof. It suffices to prove the statement locally. We fix a based point p ∈ M , and take a C0,α-local basis
(Y1, . . . , Yr) for V on a neighborhood U ⊂M of p.
Similar to the proof of Proposition 2.18, take Y ′1 , . . . , Y
′
n−r ∈ C0,αX(U) such that Y1, . . . , Yr, Y ′1 , . . . , Y ′n−r
span TM |U at every point. Denote (σ1, . . . , σr, θ1, . . . , θn−r) as the dual basis of (Y1, . . . , Yr, Y ′1 , . . . , Y ′n−r).
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So for X ∈ C−1,αX(M), we have X = ∑rj=1〈X, σj〉X,Λ1Yj +∑n−rk=1 〈X, θk〉X,Λ1Y ′k. And by Proposition
2.18, X ∈ C−1,αΓ(V|U ) if and only if 〈X, θk〉X,Λ1 = 0 ∈ C−1,αloc (U) for k = 1, . . . , n− r.
Note that (θ1, . . . , θn−r) is a local basis for V⊥ on U , so every ω ∈ C0,αΓ(V⊥|U ) is the C0,α-linear
combination of θ1, . . . , θn−r. So 〈X,ω〉X,Λ1 = 0 for all ω ∈ C0,αΓ(V⊥|U ) if and only if 〈X, θk〉X,Λ1 = 0 ∈
C−1,αloc (U) for all 1 ≤ k ≤ n− r.
So X ∈ C0,α(V|U ) if and only if 〈X, θk〉X,Λ1 = 0 for all 1 ≤ k ≤ n − r, if and only if 〈X,ω〉X,Λ1 = 0 for
all ω ∈ C0,αΓ(V|U ).
Remark 2.22. In fact C−1,αΓ(V) = C−1,αloc (M)⊗C0,αloc (M) C
0,αΓ(V) as a C0,αloc (M)-module.
Compared to the Lipscthiz case, that L∞Γ(V) = L∞(M)⊗C0,1loc (M)C
0,1Γ(V) is a C0,1loc (M)-modulus as well
as a L∞loc(M)-module, because L
∞
loc(M) is a ring. While C
−1,α
loc (M) does not have a well-defined multiplication.
Remark 2.23. In the C1-setting we have the Lie derivative formula ddt (F
t
X)∗Y |t=0 = [X,Y ]. It fails to
make sense when X,Y are Ho¨lder in general, since we may not be able to define the ODE flow for X .
3 Modulus of Continuity Estimate for ODE Flows
3.1 Preliminary for modulus of continuity
Definition 3.1. A modulus of continuity, abbreviated as modulus, is a continuous concave monotone
non-decreasing function η : R+ → R+ such that lim
r→0+
η(r) = 0.
Let f : Ω ⊂ Rn → Rm be a continuous function. We say f to have bounded modulus of continuity
η, if there is a C > 0 such that |f(x) − f(y)| ≤ Cη(|x − y|) for all x, y ∈ Ω.
f is said to have local modulus of continuity η, if for any p ∈ Ω there is a neighborhood U ⊂ Ω of p
and a C = Cf,U > 0 such that |f(x)− f(y)| ≤ Cη(|x − y|) for all x, y ∈ U .
Definition 3.2. Let Ω ⊂ Rn open, let η be a modulus of continuity, define the space of functions with
bounded modulus of continuity η, denoted as Cη(Ω), is as follows,
Cη(Ω) = {f ∈ C0(Ω¯) : ‖f‖Cη(Ω) <∞}, ‖f‖Cη(Ω) = sup
Ω
|f |+ sup
x,y∈Ω,x 6=y
η(|x− y|)−1|f(x) − f(y)|.
And denote Cηloc(Ω) = {f ∈ C0loc(Ω) : ‖f‖Cη(Ω′) <∞, ∀Ω′ ⋐ Ω precompact open}.
Remark 3.3. If η(r) = r then Cη is the Lipschitz function space C0,1. And for 0 < α < 1, if η(r) = rα,
then Cη is the Ho¨lder function space C0,α.
Remark 3.4. One can see that for modulus η itself, we have η ∈ Cη([0, 1]), with ‖η‖Cη[0,1] ≤ 1.
For log-Lipschitz objects we use the following convention.
Convention 3.5. We use ηlog : R+ → R+, ηlog(r) :=
{
r log 1r 0 < r ≤ 1e
1
e r ≥ 1e
be the fixed modulus for log-
Lipschitz functions. And we use C logloc (Ω) = C
ηlog
loc (Ω).
So by Definitions 1.12 and 3.2, C log(Ω) = Cηlog (Ω), and ‖ · ‖Clog , ‖ · ‖Cηlog are equivalent norms.
Remark 3.6. (i) We have C log ⊂ C0,1− , where C0,1− = ⋂0<β<1 C0,β .
(ii) All bounded Zygmund functions are bounded log-Lipschitz. Here a f is bounded Zygmund if
sup
x,y
|x− y|−1| f(x)+f(y)2 − f(x+y2 )| <∞. See [15] Page 44.
The Cη-functions and Cη-vector fields can be naturally defined on manifolds as the following:
Definition 3.7. Let M be a C1,1-manifold, and let η be a modulus of continuity.
We say a function f : M → R is (locally) Cη, denoted as f ∈ Cηloc(M), if for any coordinate chart
x : U ⊂M → Rn, we have f ◦ x−1 ∈ Cηloc(U).
We say a continuous vector field X on M is (locally) Cη, denoted as X ∈ CηX(M), if for any coordinate
chart x : U → Rn, we have the pushforward x∗X = (Xx) ◦ x−1 ∈ Cηloc(U,Rn).
In particular we say a function f or a vector field X is log-Lipschitz, if it is of C
ηlog
loc .
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Remark 3.8. That Cη-functions and vector fields make sense on manifold because Cηloc is preserved under:
(a) Multiplications with locally Lipschitz functions. (b) Compositions with locally C1,1-maps.
Definition 3.9. Let η be a modulus, let M be a C1,1-manifold and let V ≤ TM be a tangential subbundle
of rank r. We say V ∈ Cη, if for any p ∈ M there is a neighborhood U ⊂ M of p and Cη-vector fields
X1, . . . , Xr on U such that for any q ∈ U , X1|q, . . . , Xr|q ∈ TqM form a linear basis for Vq.
In particular we say V is a log-Lipschitz subbundle, if V ∈ Cηlog .
Definition 3.10. We say a log-Lipschitz tangential subbundle V ≤ TM is involutive, if it is involutive as
a C0,α-subbundle, for all 12 < α < 1.
That is to say, for any p ∈ M there is a neighborhood U ⊂ M of p and there are log-Lipschitz vector
fields X1, . . . , Xr on U with c
l
jk ∈ C−1,1
−
loc (U) for 1 ≤ j, k, l ≤ r, such that [Xj, Xk] =
∑r
l=1 c
l
jkXl holds in U
in the sense of distributions.
Here we use notation C−1,1
−
=
⋂
0<β<1C
−1,β from Definition 1.8.
By Definition 1.10 and Remark 2.19, we can use C0,α-involutivity, for any 12 < α < 1, to characterize V ,
since all such α give the equivalent definitions. Also by Proposition 2.18 this definition does not depend on
the choice of local basis.
Lemma 3.11. Let Ω ⊂ Rn be an open subset. Assume f ∈ clog(Ω,Rm), then there is a modulus η such that
lim
r→0
η(r)
r log 1r
= 0 and f ∈ Cη(Ω,Rm).
Proof. Take η(r) := sup
x,y∈Ω
x 6=y
|f(x)− f(y)|. It is a modulus of continuity since it is positive continuous concave
non-decreasing. Using Definition 1.14 for f ∈ clog, we get lim
r→0
(r log 1r )
−1η(r) = 0.
Remark 3.12. This is an analogy of C0(Ω¯) =
⋃{Cη(Ω) : η is a modulus of continuity}.
3.2 Flow modulus and regularity of ODE flows
In this part we are going to show the regularity of log-Lipschitz ODE flow, see Example 3.20 and Corollary
3.21. And then use Theorem 1.17 to prove Proposition 3.25, which is a main proposition in this subsection.
Definition 3.13. Let M be a C1,1-manifold. Let X be a continuous vector field on M , such that for any
p ∈M there is a ε > 0 and a unique C1-function φp : (−ε, ε)→M solving φ˙p(t) = X(φp(t)), φp(0) = p.
Then the flow map of X , denoted as FX : DX ⊂ R×M →M , is defined in the way that for any p ∈M ,
t 7→ FX(t, p) is the unique maximal solution γ to the ODE{
γ′(t) = X |γ(t) ∈ Tγ(t)M,
γ(0) = p.
And for each p, denote DX,p := DX ∩ (R× {p}) →֒ R be the maximal existence interval for this ODE.
We call DX the flow domain of X .
We denote FtX(p) := FX(t, p), and denote DtX := D ∩ ({t} × p) →֒M as the domain of map FtX .
Easy to see that DtX ⊂ DsX if t ≥ s ≥ 0 or t ≤ s ≤ 0.
And for t, s ∈ R, FtX ◦ FsX = FsX ◦ FtX = Ft+sX holds in DtX ∩ DsX ∩ Dt+sX .
In practice we take M as some open subset of Rn because the linearity of Rn is a useful auxiliary tool.
To make sure the ODE uniqueness, we need the so-called Osgood condition.
Definition 3.14. A Osgood modulus of continuity is a modulus η satisfying∫ 1
0
dr
η(r)
= +∞.
We say a function f or a vector field X is Osgood continuous, if f ∈ Cηloc or X ∈ Cηloc for some Osgood
modulus η.
We say a tangential subbundle V is a Osgood subbundle, if V ∈ Cη for some Osgood modulus η.
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Remark 3.15. TheOsgood uniqueness theorem [11] (also see [4]) says that if a vector fieldX : Rn → Rn
is locally by some bounded Osgood modulus, then for any p ∈ Rn, for a small time there exists a unique
solution φ : (−εp, εp)→ Rn to the ODE φ′(t) = X(φ(t)), φ(0) = p. So the flow FX is pointwisely defined in
its flow domain. And we will see in Proposition 3.18 that FX is also continuous.
Definition 3.16. Let η be an Osgood modulus. The flow modulus of η is a map ηF : R+ × R+ → R+
such that ηF(t, r) is the unique number satisfying∫ ηF(t,r)
r
ds
η(s)
= t, ∀t, r > 0.
Remark 3.17. One can check the following:
(i) ηF is well-defined, because
∫ 1
0
ds
η(s) = +∞ implies the bijectivity of
[
r 7→ ∫ r
1
ds
η(s)
]
: R+ → R.
(ii) ηF is monotone nondecreasing for both t and r.
(iii) ηF(t, ·) is a modulus of continuity for all t > 0. Since it is positive continuous non-decreasing concave.
(iv) ηF(t, r) = r +
∫ t
0
η(ηF(s, r))ds for any t, r > 0. This equation can be the equivalent definition for ηF.
(v) Comparison principle: η1 ≤ η2 ⇒ ηF1 (t, r) ≤ ηF2 (t, r).
(vi) Scaling property: (cη)F(t, r) = ηF(ct, r) for any constant c > 0.
Our Osgood flow regularity estimate is as follows:
Proposition 3.18. Let η be an Osgood modulus of continuity and let X : Ω ⊂ Rn → Rn be a vector field
satisfying |X(u)−X(v)| ≤ η(|u− v|), then
|FtX(u)− FtX(v)| ≤ ηF(|t|, |u− v|), ∀u, v ∈ DtX . (3.1)
The proof is based on [9]. Similar discussion can be found in [1] Sec. 3.1 & 3.3.
Proof. Without loss of generality we assume t ≥ 0, otherwise we replace X by −X . For u, v ∈ DtX , we have
FtX(u)−FtX(v) = u−v+
∫ t
0
(
X(FsX(u))−X(FsX(v))
)
ds⇒ |FtX(u)−FtX(v)| ≤ |u−v|+
∫
[0,t]
η
(|FsX(u)−FsX(v)|)ds.
Define ψu,v(t) := |u − v|+
∫ t
0
η
(|FsX(u)− FsX(v)|)ds and E(r) := ∫ r1 dsη(s) .
So ψu,v(t) ≥ |FtX(u) − FtX(v)| and ψ′u,v(t) = η
(|FsX(u) − FsX(v)|). We get ψ′u,v(t) ≤ η(ψu,v(t)) by
monotonicity of η. Therefore
d
dt
E(ψu,v(t)) =
ψ′u,v(t)
η(ψu,v(t))
≤ η(ψu,v(t))
η(ψu,v(t))
= 1.
Take integration we have E(ψu,v(t))−E(ψu,v(0)) ≤ t. So by ψu,v(0) = |u−v| and |FtX(u)−FtX(v)| ≤ ψu,v(t),∫ |FtX(u)−FtX(v)|
|u−v|
ds
η(s)
≤
∫ ψu,v(t)
|u−v|
ds
η(s)
= E(ψu,v(t)) − E(ψu,v(0)) ≤ t =
∫ ηF(t,|u−v|)
|u−v|
ds
η(s)
.
So |FtX(u)−FtX(v)| ≤ ηF(t, |u−v|) for t > 0. So |FtX(u)−FtX(v)| ≤ ηF(|t|, |u−v|) by including t < 0.
Remark 3.19. There is no dimension constant in the inequality (3.1).
Example 3.20. For ηlog given by Convention 3.5, we have
ηFlog(t, r) =

re
−t
, for r ≤ 1e , t ≤ log log 1r ,
1
e (1 + t− log log 1r ), for r ≤ 1e , t ≥ log log 1r ,
r + te , for r ≥ 1e .
(3.2)
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So ηlog(t, r) ≤ re−t for all t > 0, 0 < r ≤ 1e ; and ηFlog(t, ·) ∈ C0,e
−t
loc [0,∞) for t ≥ 0.
For another viewpoint, take X(x) := −x log |x|, then FtX(x) = |x|e
−t
sgnx. We have the following fact:
∀ε > 0, ∃δ > 0, FX ∈ C1t ([−δ, δ], C0,1−εx,loc (R)), (3.3)
That explains why we only have Φ ∈ C0,1−ε but rather Φ ∈ C0,1− in Theorem 1.13. For a more precise
statement, see Proposition 4.5. More generally we have the following:
Corollary 3.21. Let X : Ω ⊂ Rn → Rn be a log-Lipschitz vector field on Ω. Then for any p ∈ Ω and ε > 0,
there is a δ > 0 and a neighborhood U of p, such that (−δ, δ)× U ⊂ DX and FX ∈ C0,1−ε((−δ, δ)× U,Rn).
Proof. By shrinking Ω we can assume that X is bounded log-Lipschitz. For convenience we assume Ω has
diameter less than 1e .
In fact we can fix U ⋐ Ω be any precompact open subset containing p, then DX ⊃ (−δ0, δ0) × U holds
whenever 0 < δ0 ≤
(
sup
Ω
|X |)−1 dist(U, ∂Ω). Fix this δ0 as well.
Say ‖X‖Cηlog(Ω,Rn) ≤ c0, then by Proposition 3.18 and Remark 3.17, for u, v ∈ U , |t| < δ0, we have
|FtX(u)− FtX(v)| ≤ (c0ηlog)F(|t|, |u− v|) = ηFlog(c0|t|, |u− v|). By (3.2), |FtX(u)− FtX(v)| ≤ |u− v|e
−c0|t|
.
Take 0 < δ ≤ δ0 such that e−c0δ > 1− ε. Then for any u, v ∈ U and t, s ∈ (−δ, δ),
|FtX(u)−FsX(v)| ≤ |FtX(u)−FsX(u)|+ |FsX(u)−FsX(v)| ≤ c0|t−s|+ |u−v|e
−c0δ ≤ c02e
−c0δ
(|t−s|+ |u−v|)e−c0δ .
So for such δ we get FX ∈ C0,1−ε((−δ, δ)× U,Rn).
We also have the continuous dependence of Osgood vector flows. The following is not optimal but is
useful enough.
Lemma 3.22. Let η be an Osgood modulus, let δ > 0 be a number and let U ⊂ Rn open. Let X,Y be two
bounded vector fields in U satisfying ‖X‖Cη(U), ‖Y ‖Cη(U) ≤ 1 and ‖X − Y ‖Cη(U) < δ.
Then ‖FtX − FtY ‖C0(DtX∩DtY ,Rn) < (id+η)F(|t|, δ).
Remark 3.23. Note that id+η is also an Osgood modulus, so the flow modulus (id+η)F can be defined.
Proof. Say X,Y are vector fields on U satisfying the assumptions. Define a vector field Z on Ux × Rs as
Z(x, s) =

(X(x), 0), for s ≤ 0
((1 − δ−1s)X(x) + δ−1sY (x), 0), for 0 ≤ s ≤ δ
(Y (x), 0), for s ≥ δ
.
So for its flow domain we have DZ ⊃ (DX ∩DY )× R. Then for x, x′ ∈ DX ∩DY and s, s′ ∈ R,
|Z(x, s)− Z(x′, s′)| = |Z(x, s)− Z(x′, s)|+ |Z(x′, s)− Z(x′, s′)| ≤ η(|x − x′|) + δ−1|s− s′| · ‖X − Y ‖C0
≤η(|x− x′|) + |s− s′| ≤ η(|(x, s) − (x′, s′)|) + |(x, s)− (x′, s′)| = (id+η)(|(x, s) − (x′, s′)|).
So |FtZ(x, s)−FtZ(x′, s′)| ≤ (id+η)F(|t|, |(x, s)− (x′, s′)|) by Proposition 3.18. Take x′ = x, s = 0 and s′ = δ,
so |(x, s)− (x′, s′)| = δ and we get |FtX(x) − FtY (x)| ≤ (id+η)F(|t|, δ).
Corollary 3.24. Let η be a modulus, let Ω ⊂ Rn open and let {X0, Xν}∞ν=1 be Cη-vector fields on Ω. Suppose
lim
ν→∞
‖Xν −X0‖Cη(Ω) = 0, then lim
ν→∞
sup
|t|<T
‖FtXν − FtX0‖C0(⋂∞ν=1(DTXν∩D−TXν ),Rn) = 0 holds for all T > 0, if the
domain is non-empty.
Proof. Without loss of generality we can replace η(r) by c0 · η(r) where c0 = sup
ν
‖Xν‖Cη(Ω,Rn), since ‖ · ‖Cη
and ‖ · ‖Cc0η are equivalent norms. So we can assume ‖Xν‖Cη , ‖X0‖Cη ≤ 1.
Note that Xν
Cη−−→ X0 implies that DtX0 ⊂
⋂∞
ν=1DtXν , for all t ∈ R.
Also note that DtXν ⊃ {x ∈ Ω : dist(x, ∂Ω) > |t|‖Xν‖C0(Ω)} ⊃ {x ∈ Ω : dist(x, ∂Ω) > |t| supµ ‖Xµ‖C0(Ω)}
is not an empty set if |t| < dist(x, ∂Ω) · ( supµ ‖Xµ‖C0(Ω))−1.
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By Lemma 3.22, ‖FXν−FX0‖C0(⋂∞ν=1(DtXν∩D−tXν ),Rn) ≤ (id+η)F(|t|, ‖Xν−X0‖Cη(Ω)) for every t ∈ R. Note
that by monotoncity DtXν ∩D−tXν ⊃ DTXν ∩D−TXν (id+η)F(|t|, ‖Xν−X0‖Cη(Ω)) ≤ (id+η)F(T, ‖Xν−X0‖Cη(Ω))
holds for any |t| < T , so sup
|t|<T
‖FtXν−FtX0‖C0(⋂∞ν=1(DTXν∩D−TXν ),Rn) ≤ (id+η)F(T, ‖Xν−X0‖Cη(Ω)) ν→∞−−−−→ 0.
Combining Theorem 1.17 and Corollary 3.24, we get the main result in this subsection:
Proposition 3.25. Let U0 ⋐ Ω ⊂ Rn be two open sets, let η be a Osgood modulus, and let X,Y ∈ Cηloc(Ω,Rn)
be two vector fields such that [X,Y ] = 0 in the sense of distributions.
Take χ ∈ C∞c (Ω, [0, 1]) such that χ|U0+B(0,δ) ≡ 1 for some 0 < δ < dist(U0, ∂Ω). Define
Xν(x) := Sν(χX)(x), Yν := Sν(χY )(x), x ∈ Rn, ν ∈ Z+. (3.4)
Then {Xν}∞ν=1, {Yν}∞ν=1 ⊂ C∞(U0,Rn), and we have the following:
(i) There is a C > 0 such that ‖Xν‖C1(U0,Rn) + ‖Yν‖C1(U0,Rn) ≤ C2νη(2−ν) for all ν.
(ii) For any 0 < γ < 1 there is a Cγ > 0, such that the Lie bracket ‖[Xν, Yν ]‖C0(U0,Rn) ≤ Cγ2−γν for all ν.
(iii) There is a Osgood modulus ζ such that lim
ν→∞
‖Xν −X‖Cζ(U0) = limν→∞ ‖Yν − Y ‖Cζ(U0) = 0.
(iv) In particular ∀U ⋐ U0, ∃T > 0, lim
ν→∞
sup
|t|<T
‖FtXν − FtX‖C0(U,Rn) = limν→∞ sup|t|<T
‖FtYν − FtY ‖C0(U,Rn) = 0.
Proof. By construction χX,χY ∈ Cη(Rn) make sense by considering their zero extensions outside Ω. By
Definition 2.1, Sν = ψν ∗ (·) are convolution operators with real-valued Schwartz functions ψν :=
∑ν
j=0 φj .
So Xν , Yν ∈ S (Rn,Rn) are globally defined vector fields and we get Xν , Yν ∈ C∞(U0,Rn).
(i) By assumption χX,χY ∈ Cη(Rn,Rn) have bounded norms. So sup
ν
‖Xν‖C0(Rn,Rn) <∞, and for x ∈ Rn,
|∇Xν(x)| = |χX ∗ ∇ψν(x)| ≤
∣∣∣ ∫
Rn
(χX)(y)⊗∇ψν(x − y)dy
∣∣∣ = ∣∣∣ ∫
Rn
((χX)(y)− (χX)(x)) ⊗∇ψν(x− y)dy
∣∣∣
≤‖χX‖Cη(Rn,Rn)
∫
Rn
η(|y|)|∇ψν(y)|dy .χ,X 2ν
∫
Rn
η(2−ν |y|)|∇ψ0(y)|dy .ψ,N 2ν
∞∑
j=0
η(2j−ν)2−jN .
Here the last inequality holds since ∇ψ0 ∈ S . Take N large enough we get ‖Xν‖C0(U0,Rn) . 2νη(2−ν). The
same way we get ‖Yν‖C1(U0,Rn) . 2νη(2−ν) as well.
(ii) We know as distribution 0 = χ2[X,Y ] = χ2(X · ∇Y − Y · ∇X) = (χX) · χ∇Y − (χY ) · χ∇X holds in
Rn. For j = 1, . . . , n, take
f j := (χX1, . . . , χXn,−χY 1, . . . ,−χY n), gj := (χ∂Y 1∂xj , . . . , χ∂Y
n
∂xj , χ
∂X1
∂xj , . . . , χ
∂Xn
∂xj ).
So f j ∈ C0,α(Rn,R2n), gj ∈ C−1,α(Rn,R2n), ∀ 12 < α < 1, and f j ·gj = χ2[X,Y ]j = 0. By Theorem 1.17,
‖Sν(χX) · Sν(χ∇Y )− Sν(χY ) · Sν(χ∇X)‖C0(Rn,Rn) .X,Y,χ 2−(2α−1)ν . (3.5)
To prove (ii) it suffices to show ‖∇Yν − Sν(χ∇Y )‖C0(U0,Rn) + ‖∇Xν − Sν(χ∇X)‖C0(U0,Rn) . 2−(2α−1)ν .
By symmetry it is enough to show ‖∇Xν − Sν(χ∇X)‖C0(U0,Rn) . 2−(2α−1)ν .
By construction ∇Xν − Sν(χ∇X) = ψν ∗ (∇(χX)− χ∇X) = ψν ∗ (∇χ ⊗X). Note that by assumption
on χ there is a δ such that dist(U0, supp∇χ) ≥ δ > 0. So for any x ∈ U0,
|ψν ∗ (∇χ⊗X)(x)| ≤
∫
Rn
|ψν(y)||∇χ(x − y)||X(x− y)|dy ≤
∫
|y|≥δ
|ψν(y)| · ‖∇χ⊗X‖L∞dy .χ,X,ψ,N 2−νN .
Here the integrand is non-zero only when x − y ∈ supp∇χ, which means |y| ≥ dist(U0, supp∇χ) ≥ δ. We
have
∫
|y|≥δ
|ψν | .δ,N 2−νN because ψ0 ∈ S and
∫
|y|≥δ
|ψν | =
∫
|y|≥2νδ
|ψ0| by Definition 2.1.
So for 0 < γ < 1 given in the assumption, take α = γ+12 then we are done.
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(iii) Take a Osgood modulus ζ such that lim
r→∞
ζ(r)−1η(r) = 0, for example ζ(r) := 2 sup
t≤r
(
η(t)
√∫ 1
t
ds
η(s)
)
, so
1
ζ(r)
≤ 1
2η(r)
√∫ 1
r
ds
η(s)
= − d
dr
( ∫ 1
r
dt
η(t)
) 1
2 ⇒
∫ 1
r
dt
ζ(t)
≤
( ∫ 1
r
dt
η(t)
) 1
2
, ∀0 < r < 1⇒ lim
r→∞
η(r)
ζ(r)
= 0.
We will show lim
ν→∞
‖Xν −X‖Cζ(U0) = 0, then the same way limν→∞ ‖Yν − Y ‖Cζ(U0) = 0.
By construction Xν − X = ψν ∗ (χX) − χX in U0. Denote X˜ := χX , then it suffices to prove that
‖ψν ∗ X˜ − X˜‖Cζ(Rn) → 0. Indeed for x, y ∈ Rn,
(ψν ∗ X˜ − X˜)(x) − (ψν ∗ X˜ − X˜)(y) =
∫
Rn
(X˜(x+ u)− X˜(y + u)− X˜(x) + Y˜ (y))ψν(u)du.
For any fixed ε > 0, there is a r0 > 0 such that |x − y| ≤ r0 ⇒ |X˜(x) − X˜(y)| ≤ 12ε‖ψ1‖−1L1 η(|x − y|),
since by assumption lim
r→∞
ζ(r)−1η(r) = 0. So when |x− y| ≤ r0, for any ν ∈ Z+, using ‖ψν‖L1 = ‖ψ1‖L1 ,
|(ψν ∗ X˜ − X˜)(x)− (ψν ∗ X˜ − X˜)(y)| ≤
∫
Rn
(|X˜(x+ u)− X˜(y+ u)|+ |X˜(x)− X˜(y)|)|ψν(u)|du ≤ εη(|x− y|).
When |x− y| ≥ r0, it suffices to find a ν0 ∈ Z+ such that ν ≥ ν0 ⇒ sup
Rn
|(ψν ∗ X˜ − X˜)| ≤ 12εη(r0). Then
we have |(ψν ∗ X˜ − X˜)(x) − |(ψν ∗ X˜ − X˜)(y)| ≤ εη(r0) ≤ εη(|x− y|) whenever ν ≥ ν0.
But we know {ψν}∞ν=1 is an approximation of identity which can approximate C0 functions, that is
lim
ν→∞
‖ψν ∗ X˜ − X˜‖C0(Rn,Rn) = 0 holds. So such ν0 exists naturally.
(iv) By consequence (iii) and Corollary 3.24, lim
ν→∞
sup
|t|<T
‖FtXν − FtX‖C0(⋂∞ν=1(DTXν∩D−TXν ),Rn) = 0, ∀T > 0.
Take L0 = sup
ν∈Z+
‖Xν‖C0(U0,Rn) <∞. So for any U ⋐ U0 given from assumption, take a T < 1L0 dist(U, ∂U0),
then [−T, T ]×U ⊂ DXν hold for all ν, so [−T, T ]×U ⊂ DX holds as well. We get U ⊂
⋂∞
ν=1(DTXν ∩D−TXν ).
By taking T > 0 smaller we have U ⊂ ⋂∞ν=1(DTYν ∩D−TYν ) as well. So we conclude the proof.
Remark 3.26. If X,Y are log-Lipschitz, take η = ηlog. So η(2
−ν) ≈ ν2−ν and consequence (i) is
‖Xν‖C1(U0,Rn) + ‖Yν‖C1(U0,Rn) ≤ Cν.
So we have the approximation satisfies (1.3).
This is to say all log-Lipschitz involutive subbundles are strongly asymptotically involutive. By [8] Thm.
4, we have the existence of the coordinate chart Φ−1 in Theorem 1.13.
In the following subsection we will reprove these required results.
3.3 The log-Lipschitz flow commuting
In this part we will answer Problem 1.16 in the log-Lipschitz setting by proving Proposition 3.29: The
vanishing Lie bracket of log-Lipschitz vector fields implies their ODE flows commuting.
Lemma 3.27. Let V,W be two smooth vector fields in Ω ⊂ Rn. Then for any t ∈ R, the pushforward vector
field (FtV )∗W satisfies
‖(FtV )∗W‖C0(D−tV ,Rn) ≤ e
|t|‖V ‖C1(Ω,Rn)‖W‖C0(Ω,Rn). (3.6)
Proof. We have (FtV )∗W =
d
ds
∣∣
s=0
FtV ◦ FsW ◦ F−tV = (∇FtV ·W ) ◦ F−tV in D−tV if domain D−tV is non-empty.
Take η(r) := ‖V ‖C1(Ω,Rn) · r. By Proposition 3.18, |FtV (u)−FtV (v)| ≤ et‖V ‖C1 |u− v| for u, v ∈ DtV , which
gives ‖∇FtV ‖C0(DtV ,Rn) ≤ e
|t|‖V ‖C1(Ω,Rn) . Note that F−tV (D−tV ) ⊂ DtV , so
‖(FtV )∗W‖C0(D−tV ,Rn) ≤ ‖∇F
t
V ·W‖C0(DtV ,Rn) ≤ ‖∇F
t
V ‖C0(DtV ,Rn)‖W‖C0(Ω,Rn) ≤ e
|t|‖V ‖C1(Ω,Rn)‖W‖C0(Ω,Rn).
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Remark 3.28. There is no extra dimension constant in (3.6), since (3.1) in Proposition 3.18 is constant-free.
Proposition 3.29 (Log-Lipschitz flow commuting). Let U ⋐ Ω ⊂ Rn be two open sets.
Assume X,Y ∈ C log(Ω,Rn) are two vector fields satisfying [X,Y ] = 0 in the sense of distributions. Then
there is a ε0 > 0, such that for |t|, |s| < ε0, two maps FtX ◦ FsY , FsY ◦ FtX : U → Ω are both defined and equal.
Proof. Take an open set U0 ⋐ Ω such that U0 ⋑ U , take Xν , Yν ∈ C∞(U0,Rn) as (3.4) in Proposition 3.25.
Take 0 < ε˜ <
(
3 sup
ν∈Z+,x∈U0
max(|Xν(x)|, |Yν (x)|))
)−1
· dist(U, ∂U0). Then for |t|, |s| < ε˜, the composition
flows FtXνF
s
Yν
, FsYνF
t
Xν
, FtXνF
s
Yν
F−tXν , F
t
XF
s
Y , F
s
Y F
t
X , F
t
XF
s
Y F
−t
X : U → U0 are all defined.
To find a 0 < ε0 < ε˜, such that F
t
XF
s
Y = F
s
Y F
t
X : U → U0 holds for |t|, |s| < ε0 is to show that
FtXF
s
Y F
−t
X (p)− FsY (p) = 0 for all p ∈ U and |t|, |s| < ε0. By Proposition 3.25 (iv), limν→∞F
s
Yν
(p) = FsY (p) and
lim
ν→∞
FtXνF
s
Yν
F−tXν (p) = F
t
XF
s
Y F
−t
X (p), so it suffices to prove limν→∞
‖FtXνFsYνF−tXν − FsYν‖C0(U,Rn) = 0.
For smooth vector fields V,W , we know that ∂∂u (F
u
V )∗W = (F
u
V )∗[V,W ] is defined in U , for |u| < ε˜
Note that ∂∂tF
u0
V F
s0
WF
−t
V =
(
(∇Fu0V Fs0W )·V
)
F
−t
V =
(
(Fu0V F
s0
W )∗V
)◦Fu0V Fs0WF−tV andXν = (FtXν )∗Xν whenever
t, s0, u0 ∈ (−ε˜, ε˜). So for p ∈ U and |t|, |s| < ε˜,
FtXνF
s
YνF
−t
Xν
(p)− FsYν (p) =
∫ t
0
(
Xν − (FuXν )∗(FsYν )∗Xν
) ◦ FtXνFsYνF−tXν (p)du
=
∫ t
0
(
(FuXν )∗
(
Xν − (FsYν )∗Xν
)) ◦ FtXνFsYνF−tXν (p)du = ∫ t
0
(
(FuXν )∗
(∫ s
0
(FrYν )∗[Xν , Yν ]dr
))
◦ FtXνFsYνF−tXν (p)du.
(3.7)
Then by (3.6) of Lemma 3.27,
|FtXνFsYνF−tXν (p)− FsYν (p)| ≤
∫ |t|
0
eu‖Xν‖C1(U0,Rn)
∫ |s|
0
er‖Yν‖C1(U0,Rn)‖[Xν , Yν ]‖C0(U0,Rn)drdu.
By Proposition 3.25 (ii) and Remark 3.26, there is a C > 0 that does not depend on ν, such that
‖[Xν , Yν ]‖C0(U0,Rn) ≤ C2−
1
2ν and ‖Xν‖C1(U0,Rn) + ‖Yν‖C1(U0,Rn) ≤ Cν. Take ε0 = min(ε˜, log 24C ), so
‖FtXνFsYνF−tXν − FsYν‖C0(U,Rn) ≤ |ts|e
|t|‖Xν‖C1(U0,Rn)
+|s|‖Yν‖C1(U0,Rn)‖[Xν , Yν ]‖C0(U0,Rn)
≤ε20Ceε0Cν2−
ν
2 ≤ ε02− ν4 ν→∞−−−−→ 0.
Remark 3.30. In fact FtXF
s
Y = F
t
Y F
t
X is always true whenever they are defined. This can be done using
the local group property of ODE flows, which is FtX ◦ Ft
′
X = F
t+t′
X and F
s
Y ◦ Fs
′
Y = F
s+s′
Y whenever they
are defined. We do not require this result in the paper.
Corollary 3.31. If log-Lipschitz vector fields X1, . . . , Xr defined near p ∈ Rn are pairwise commutative,
then in a neighborhood of (0, p) ∈ Rr×Rn, ∂∂tj Ft
1
X1
◦ · · · ◦FtrXr and Xj ◦Ft
1
X1
◦ · · · ◦FtrXr both defined and equal.
Proof. For (t, x) closed enough to (0, p), the composition flows are defined. By Proposition 3.29 that
[Xj , Xk] = 0 for all 1 ≤ j, k ≤ r, we have
∂
∂tj
Ft
1
X1 ◦ · · · ◦ Ft
r
Xr (x) =
∂
∂tj
Ft
j
Xj ◦ Ft
1
X1 ◦ · · · ◦ Ft
j−1
Xj−1 ◦ Ft
j+1
Xj+1 ◦ · · · ◦ Ft
r
Xr (x)
=Xj ◦ Ft
j
Xj ◦ Ft
1
X1 ◦ · · · ◦ Ft
j−1
Xj−1 ◦ Ft
j+1
Xj+1 ◦ · · · ◦ Ft
r
Xr (x) = Xj ◦ Ft
1
X1 ◦ · · · ◦ Ft
r
Xr(x).
Remark 3.32. We do not require X1, . . . , Xr in Corollary 3.31 to be linearly independent in the domain. In
other words, X1, . . . , Xr do not necessarily give a local basis for some rank-r involutive tangential subbundle.
Convention 3.33. When X1, . . . , Xr are commutative, we denote F
t
X := F
t1
X1
. . .Ft
r
Xr
as the multi-flow for
collection X = (X1, . . . , Xr) and t = (t
1, . . . , tr) ∈ Rr.
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4 Proof of the log-Lipschitz Frobenius Theorem
4.1 Proof of Theorems 1.13 and 1.15
Lemma 4.1 (Canonical local basis). Let (x, y) = (x1, . . . , xr , y1, . . . , yn−r) be the standard coordinate system
for Rn, and let η be an Osgood modulus.
Let V be a Cη-involutive tangential subbundle of rank r over Rn, such that at the point 0 ∈ Rn,
∂
∂x1 |0, . . . , ∂∂xr |0 spans V0 ≤ Rn.
Then there is a neighborhood U ⊂ Rn of 0, and a Cη-local basis (X1, . . . , Xr) for V|U that has the form
Xj =
∂
∂xj
+
n−r∑
k=1
bkj
∂
∂yk
, j = 1, . . . , r, (4.1)
where bkj ∈ Cη(U,Rn) satisfies bkj (0) = 0. And moreover X1, . . . , Xr are pairwise commutative.
Proof. By assumption there is a Cη-local basis (Y1, . . . , Yr) for V on some neighborhood U˜ ⊂ Rn of 0.
Write Yj =
∑r
l=1 a
l
j
∂
∂xl
+
∑n−r
k=1 c
k
j
∂
∂yk
. Since V0 = Span(Y1|0, . . . , Yr|0) = Span( ∂∂x1 |0, . . . , ∂∂xr |0), the
matrix-valued function A = (alj)r×r ∈ Cηloc(U˜ ,Rr×r) is invertible at 0. By continuity, A is invertible near 0.
Say A : U → GLr(R) holds in a smaller neighborhood U ⊂ U˜ of 0. By Cramer’s rule and the fact that
Cη-functions are closed under multiplication, we have A−1 ∈ Cη(U,Rr×r).
Take (bkj ) := A
−1 · (ckj ) as matrix multiplication. So bkj ∈ Cη(U), and Xj := ∂∂xj +
∑n−r
k=1 b
k
j
∂
∂yk ,
j = 1, . . . , r, form a Cη-local basis for V , as we know that (X1, . . . , Xr) and (Y1, . . . , Yr) can be linearly
expressed each other. Also we have bkj (0) = 0 because c
k
j (0) = 0.
Remain to prove the commutativity of X1, . . . , Xr, that is [Xj , Xk] = 0 for 1 ≤ j, k ≤ r. By involutivity
of V there are f ljk ∈ C−1,1
−
(U) such that [Xj , Xk] =
∑r
l=1 f
l
jkXl. While by direct computation
[Xj , Xk] =
n−r∑
l=1
(∂blk
∂xj
− ∂b
l
j
∂xk
+
n−r∑
m=1
(
bmj
∂blk
∂ym
− bmk
∂blj
∂ym
)) ∂
∂yl
∈ Span
( ∂
∂y1
, . . . ,
∂
∂yn−r
)
.
So [Xj , Xk] = 0 because X1, . . . , Xr,
∂
∂y1 , . . . ,
∂
∂yn−r are linearly independent at every point in U .
For the proof of Theorem 1.13, we take η = ηlog as in Convention 3.5.
Proof of Theorem 1.13. By passing to a local coordinate chart of the manifold M , we can assume that V is
defined in a neighborhood U˜ ⊂ Rn of the base point p = 0 ∈ Rn.
Let (x, y) = (x1, . . . , xr, y1, . . . , yn−r) be the standard coordinate system for Rn. By applying an invertible
linear transform if necessary, we can assume that V0 ≤ T0Rn is spanned by ∂∂x1 |0, . . . , ∂∂xr |0.
By Lemma 4.1 there is a commutative C log-local basis (X1, . . . , Xr) for V on a smaller neighborhood
U0 ⊂ U˜ of 0, that has the form (4.1).
Define Φ(u, v) = Φ(u1, . . . , ur, v1, . . . , vn−r) : Ω0 ⊂ Rnu,v → U0 ⊂ Rnx,y as
Φ(u, v) := Fu
1
X1 ◦ · · · ◦ Fu
r
Xr (0, . . . , 0︸ ︷︷ ︸
r
, v1, . . . , vn−r) = FuX(0, v). (4.2)
Here Ω0 is a small enough neighborhood of 0 such that this composition flow is defined.
So immediately we have Φ(0, 0) = 0.
1) Φ is topological parameterization: By invariance of domain it suffices to show that Φ is injective.
Suppose Φ(u0, v0) = Φ(u1, v1). By (4.1) and (4.2), we can see that Φ(u, v) = (u, ψ(u, v)) for some map
ψ. So u0 = u1 holds. Then v0 = v1 because
(0, v0) = F
−ur0
Xr
. . .F
−u10
X1
(Φ(u0, v0)) = F
−ur1
Xr
. . .F
−u11
X1
(Φ(u1, v1)) = (0, v1). (4.3)
2) V = Span(Φ∗ ∂∂uj )rj=1 in Φ(Ω0): By Corollary 3.31, when Ω0 is small enough, ∂Φ∂uj = Xj ◦Φ are continuous
maps for j = 1, . . . , r. So Φ∗
∂
∂uj =
∂Φ
∂uj ◦ Φ−1 = Xj are defined, and together span V in the domain Φ(Ω0).
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For its regularity, fix ε > 0, we need to find a neighborhood Ω ⊂ Ω0 such that Φ ∈ C0,1−ε(Ω,Rn),
∂Φ
∂u1 , . . . ,
∂Φ
∂ur ∈ C0,1−ε(Ω,Rn) and Φ−1 ∈ C0,1−ε(Φ(Ω),Rn).
3) Φ, ∂Φ∂u1 , . . . ,
∂Φ
∂u1 ∈ C0,1−ε(Ω1,Rnx,y) for a small Ω1: By Corollary 3.21,8
∀ε˜ > 0, ∃δ > 0, ∃U1 ⊂ U0 a neighborhood of 0, such that FX1 , . . . ,FXr ∈ C0,1−ε˜((−δ, δ)× U1,Rn). (4.4)
Take Ω1 := (−δ, δ)r × Ω′′1 ⊂ Ω0 such that Φ(Ω1) ⊂ U1, where Ω′′1 ⊂ Rn−rv is a neighborhood of v = 0.
By composition Φ ∈ C0,(1−ε˜)r (Ω1,Rn) and ∂Φ∂uj ∈ C0,(1−ε˜)
r+1
(Ω1,R
n). Take ε˜ small enough such that
(1− ε˜)r+1 > 1− ε then we have the desired regularity estimate for Φ and ∂Φ∂u on Ω1.
4) Φ−1 ∈ C0,1−ε(Φ(Ω),Rnu,v) for a smaller Ω ⊂ Ω1: From part (1) we know Φ−1 is a well-defined
coordinate chart. Write Φ−1 as Φ−1 =: (µ, λ) = (µ1, . . . , µr, λ1, . . . , λn−r) in the sense that µ(Φ(u, v)) = u
and λ(Φ(u, v)) = v in the domain.
By construction (4.2) and part (1), Φ(u, v) = (u, ψ(u, v)) for some ψ, so µ(x, y) = x ∈ C∞. And for
q ∈ Φ(Ω0),
(0, λ(q)) = (0, λ(Φ(µ(q), λ(q)))) = (0, λ(Φ(0, λ(q)))) = F
−µr(q)
Xr
. . .F
−µ1(q)
X1
(q). (4.5)
So by (4.4), for the same ε˜, δ and U1,[
(t1, . . . , tr, q) 7→ F−trXr . . .F−t
1
X1
(q)
] ∈ C0,(1−ε˜)r ((−δ, δ)r × U1,Rn). (4.6)
Composed (4.6) with the map
[
q 7→ (µ1(q), . . . , µr(q), q)], we know there is a smaller neighborhood U ⊂ U1
such that q ∈ U implies (µ1(q), . . . , µr(q), q) ∈ (−δ, δ)r × U1.
Take Ω ⊂ Ω1 such that Φ(Ω) ⊂ U , we then have λ ∈ C0,1−ε(Φ(Ω),Rn−r), so Φ−1 ∈ C0,1−ε(Φ(Ω),Rn).
And so Φ, ∂Φ∂uj ∈ C0,1−ε(Ω,Rn) hold as we have Ω ⊂ Ω1.
By pulling back to the original manifold M , we conclude the proof.
For the proof of Theorem 1.15, its regularity statement relies on the following:
Lemma 4.2. Let η be a modulus such that lim
r→0
η(r)(r log 1r )
−1 = 0, then Cη
F(t,·) ⊂ C0,1− holds for all t > 0.
Here ηF(t, ·) is given by Definition 3.16.
Proof. By assumption, for any ε > 0 there is a δ > 0 such that 0 < r < δ ⇒ η(r) < εηlog(r). So for such
r < δ, by Remark 3.17 (v), (vi) and (3.2) in Example 3.20,
ηF(t, r) ≤ (εηlog)F(t, r) = ηFlog(εt, r) ≤ re
−εt
, for 0 < t < 1e .
So for any 0 < t < 1e , limr→0
r−αηF(t, r) = 0 holds for all α < e−εt, which is for all α < 1 since ε > 0 is
arbitrary. For t ≥ 1e , by Remark 3.17 (ii), ηF(t, r) ≥ ηF(1e , r), so limr→0 r
−αηF(t, r) = 0 holds for all α < 1 as
well.
Proof of Theorem 1.15. Without loss of generality we still assume that V is defined on a neighborhood
U˜ ⊂ Rn of p = 0. By shrinking U˜ we can find a clog-local basis (Y1, . . . , Yr) for V in U˜ , that have bounded
C log-norms.
Apply Lemma 3.11 on Y := (Y1, . . . , Yr) ∈ clog(U˜ ,Rn×r) we can find a modulus η such that lim
r→0
η(r)
r log 1r
= 0
and Y ∈ Cη. In particular we know that η is a Osgood modulus since ηlog is a Osgood modulus.
Now V ∈ Cη, by Lemma 4.1, we can find a Cη-local basis (X1, . . . , Xr) with the form (4.1) defined in a
smaller neighborhood U0 ⊂ U˜ of 0.
Construct Φ(u, v) := Fu
1
X1
. . .Fu
r
Xr
(0, v) be the same as (4.2). So by the same argument in the proof of
Theorem 1.13, Φ(0, 0) = 0, Φ is homeomorphism to its image, and Φ∗
∂
∂u1 = X1, . . . ,Φ∗
∂
∂ur = Xr span V .
It remains to show that Φ, ∂Φ∂u ,Φ
−1 are C0,1
−
. By Lemma 4.2, for any δ > 0, if FXj : [−δ, δ]×U → Rn is
defined, then by Proposition 3.18, FXj has modulus of continuity η
F(δ‖Xj‖Cη(U), ·) in the domain [−δ, δ]×U .
And so by compositions, along with (4.6), we get the C0,1
−
-regularity for Φ, ∂Φ∂u ,Φ
−1.
8Quantitatively we have FXj ∈ C
0,exp(−δ‖Xj‖Clog(U,Rn)
)
((−δ, δ) × U,Rn). Here we change the quantifier of neighborhood
U from the original statement.
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Remark 4.3. For a more precise estimate, if η is a modulus smoother than log-Lipschitz, and if V ∈ Cη,
then for any ε > 0 we can shrink the domain of Φ, so that Φ and Φ−1 have modulus of continuity ηF(ε, ·).
This can be done using (4.2) and taking scaling on η so that the local basis has small Cη-norm, and then
use the fact below.
Lemma 4.4. Let η be a Osgood modulus, and let δ > 0. Suppose f, g ∈ C0(R¯) satisfy that for all x 6= y,
|f(x)− f(y)| ≤ ηF(δ, |x− y|) and |g(x) − g(y)| ≤ ηF(δ, |x− y|), then f ◦ g ∈ CηF(2δ,·)(R).
Proof. It suffices to prove that ηF(δ, ηF(δ, r)) ≤ ηF(2δ, r) for all r > 0.
Indeed, from Remark 3.17 (iv), we know that ηF(t, r) = Ftη(|·|)(r) where η(| · |) ∈ C0(R) is viewed as a
1-dim vector field. So ηF(t, ηF(s, r)) = Ftη(|·|) ◦ Fsη(|·|)(r) = Ft+sη(|·|)(r). Put t = s = δ we are done.
4.2 The sharpness of C0,1−ε-regularity
The statement, that Φ is a “C0,1−ε-diffeomorphism” in Theorem 1.13, is sharp, in the sense that there
is a log-Lipschitz involutive subbundle V defined near a fixed point p, such that there is no topological
parameterization Φ near p that makes both Φ and Φ−1 to be C0,1
−
.
More precisely it is the following:
Proposition 4.5. Let X(x, y) = (1, y log |y|) be a vector field in R2x,y. Let V ≤ TR2 be the tangential
subbundle spanned by X.
Suppose that Φ(u, v) : Ω ⊂ R2u,v → R2x,y is a topological parameterization near 0 ∈ R2x,y such that ∂Φ∂u is
continuous, and ∂Φ∂u (u, v) span VΦ(u,v) for every (u, v) ∈ Ω.
Then either Φ /∈ C0,1−(Ω,R2) or Φ−1 /∈ C0,1−(Φ(Ω),R2).
Here X has Zygmund regularity, which is more regular than log-Lipschitz, see Remark 3.6. And V is
automatically involutive because it is 1-dimensional.
Proof. We write Φ(u, v) =: (φ(u, v), ψ(u, v)). Without loss of generality Φ(0, 0) = (0, 0). Suppose by contrast
that both Φ and Φ−1 are C0,1
−
near the origin.
Denote G(u, v) := (φ(u, v), v), so G ∈ C0,1−loc (Ω,R2). We first show that G has a C0,1
−
-inverse G−1 :
Φ(Ω) ⊂ R2u,v → R2u,v, and ∂G
−1
∂u ∈ C0.
By assumption Φu ∈ C0 does not vanish, so for each v, φ(·, v) has C1-inverse. Denote h(u, v) :=
φ(·, v)−1(u), so G−1(u, v) = (h(u, v), v). Reduced to showing h ∈ C0,1− and hu ∈ C0.
By shrinking Ω, we can assume that |φu| is bounded below. Denote C0 := (infΩ |φu|)−1 < ∞, then
sup
Φ(Ω)
|hu| ≤ C0. So if (u1, v1), (u2, v1), (u2, v2) ∈ Φ(Ω), by the fact that φ(h(u2, vj), vj) = u2 for j = 1, 2:
|h(u1, v1)− h(u2, v2)| ≤ |h(u1, v1)− h(u2, v1)|+ |h(u2, v1)− h(u2, v2)|
≤C0|u1 − u2|+ C0|φ(h(u2, v1), v1)− φ(h(u2, v2), v1)| = C0|u1 − u2|+ C0|u2 − φ(h(u2, v2), v1)|
=C0|u1 − u2|+ C0|φ(h(u2, v2), v2)− φ(h(u2, v2), v1)| ≤ C0|u1 − u2|+ C0‖φ‖C1−ε |v1 − v2|1−ε, ∀ε > 0.
Note that hu(u, v) =
1
φu(G−1(u,v))
, so ∂G
−1
∂u = (hu, 0) = (
1
φu
◦G−1, 0) ∈ C0,1− ◦ C0,1− ⊂ C0.
Take Φ˜ := Φ ◦G−1, then we have Φ˜ ∈ C0,1− , Φ˜−1 = G ◦ Φ−1 ∈ C0,1− , and Φ˜u ∈ C0 because,
Φ˜(u, v) = (u, ψ(G−1(u, v))) = (u, ψ(h(u, v), v)), Φ˜u(u, v) = (1, ψu(h(u, v), v) · hu(u, v)).
Now it reduces to getting contradiction using the assumption that Φ˜, Φ˜−1 ∈ C0,1− .
Denote ψ˜ := ψ◦G−1, so Φ˜(u, v) = (u, ψ˜(u, v)). By assumption VΦ˜(u,v) = SpanX(Φ˜(u, v)) = Span ∂Φ˜∂u (u, v)
for (u, v) ∈ G(Ω), so (1, ψ˜u) = (1, ψ˜ log |ψ˜|). Solving the equation we have:
ψ˜(u, v) = |ψ˜(0, v)|eu sgn ψ˜(0, v), for u, v closed to 0.
By construction Φ˜(0, 0) = 0. So for all ε > 0, there is a Cε ≈ ‖Φ˜−1‖C0,1−ε such that when (0, v) ∈ G(Ω),
|v| = |v − 0| = |Φ˜−1(Φ˜(0, v))− Φ˜−1(Φ˜(0, 0))| ≤ Cε|Φ˜(0, v)− Φ˜(0, 0)|1−ε = Cε|ψ˜(0, v)|1−ε.
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Now for any δ > 0, take u = − δ2 and take ε > 0 such that 1− ε > e−δ/2. So
|ψ˜(− δ2 , v)| = |ψ˜(0, v)|e
−δ/2 ≥ C−1ε |v|
e−δ/2
1−ε , whenever (− δ2 , v) ∈ G(Ω).
So ψ˜ /∈ C0, e
−δ/2
1−ε in the domain, for such δ and ε. Therefore Φ˜ /∈ C0,1− near (0, 0), contradiction!
Remark 4.6. Using similar arguments in Remark 4.3 and the proof of Proposition 4.5, we have the following:
• Let η be a little log-Lipschitz modulus of continuity. Let X(x, y) = (1, η(|y|) be a vector field in R2x,y
and let V = SpanX. If Φ(u, v) is a topological parameterization near 0, such that ∂Φ∂u is continuous
and spans V. Then either Φ /∈ ⋂ε>0 CηF(ε,·), or Φ−1 /∈ ⋂ε>0 CηF(ε,·).
Note that we can find a such η so that Cη
F(ε,·) ⊂ C log for all ε > 0. That is lim
r→0
ηF(ε, r)−1r log 1r = 0 for
all ε > 0. For example,
η(r) :=
{
r log2 1r , 0 < r ≤ 1e ,
1
e r ≥ 1e .
=⇒ ηF(t, r) = r(1+t log 1r )−1 , when 0 < r < 1e and 0 < t < 1− 1log 1r .
Thus lim
r→0
(
log(r log 1r )− log ηF(ε, r)
)
= lim
r→0
(
log r + log log 1r − log ηF(ε, r)
)
= lim
r→0
(
( 1
ε log 1r+1
− 1) log 1r + log log 1r
)
= lim
r→0
(
log log 1r − log 1r
)
= −∞.
So take the exponential we get lim
r→0
ηF(ε, r)−1r log 1r = 0 for all ε > 0.
In general if we want to make sure that Φ,Φ−1 ∈ C log are true, then the tangential subbundle needs to
be more regular then such Cη.
5 Further Remark
5.1 A PDE counterpart
We can interpret Theorem 1.13 in terms of the first order PDE system following from Section 5 of [12]:
Theorem 5.1. Let M be a n-dimensional C1,1-manifold. Let L1, . . . , Lr be first order differential operators
on M with log-Lipschitz coefficients, such that
LjLk − LkLj =
r∑
l=1
cljk · Ll, (5.1)
for some cljk ∈ C−1,1
−
loc (M), 1 ≤ j, k, l ≤ r, in the sense of distributions.
Let S ⊂ Rn be a (n− r)-dimensional C1-submanifold such that
Span(L1|q . . . , Lr|q)⊕ TqS = TqM, ∀q ∈ S. (5.2)
Let 0 < β ≤ 1 and let h ∈ C0,β(S). Then for any p ∈ S, and any 0 < ε < 1, there is a neighborhood
U ⊂M of p, such that there exists a unique solution f ∈ C0,β(1−ε)(U) to the PDE{
Ljf = 0, 1 ≤ j ≤ r.
f |S∩U = h.
(5.3)
Here Ljf = 0 holds in the sense of distributions.
Remark 5.2. Applying Corollary 2.9 on Lj ∈ C0,1−X(U) and f ∈ C0,β(1−ε)(U), we know that Ljf ∈
C
−1,β(1−ε)
loc (U) is a priori defined as a distribution, since β(1−ε) > 0 implies C0,1
−
loc ·C−1,β(1−ε) ⊂ C−1,β(1−ε)loc .
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Proof. By assumption dimS = n−r, and by (5.2), we know that L1, . . . , Lr are linearly independent at every
point in S. By continuity there is a neighborhood U˜ ⊂M of S such that they are still linearly independent.
We can define V ≤ TM |U˜ as a tangential subbundle spanned by L1, . . . , Lr. By construction V is a rank r
log-Lipschitz subbundle. By Proposition 2.20, (5.1) implies that V is involutive in the sense of distributions.
Applying Lemma 4.1 and shrinking U˜ if necessary, we can find a new basis (X1, . . . , Xr) with log-Lipschitz
coefficients for V on U˜ such that [Xj , Xk] = 0 for 1 ≤ j, k ≤ r.
Let Γ(v) : Ω′′0 ⊂ Rn−r → S be a C1-regular parameterization of S near p.
Define Φ : Ω′0 × Ω′′0 ⊂ Rr × Rn−r →M as
Φ(u, v) := Fu
1
X1 . . .F
ur
Xr (Γ(v)),
where Ω′0 × Ω′′0 ⊂ Rr × Rn−r is a small enough neighborhood of (0,Γ−1(p)) so that the composition flow is
defined.
By (5.2), S transverses to V , by arguments similar to (4.3), we know that Φ is locally a topological
parameterization. So by shrinking Ω′0 × Ω′′0 we can say that Φ is a topological parameterization.
By Corollary 3.31, ∂Φ∂uj = Xj ◦ Φ, j = 1, . . . , r, so Φ∗ ∂∂uj = Xj , j = 1, . . . , r are vector fields that span V
in the domain.
By Corollary 3.21, we know for any given 0 < ε < 1 there is a smaller neighborhood Ω ⊂ Ω′0 × Ω′′0 of
(0,Γ−1(v)) such that Φ−1 ∈ C0,1−ε(Φ(Ω),Rn). We fix this Ω.
Write Φ−1 =: (µ, λ) in the sense that λ(Φ(u, v)) = v, and take U := Φ(Ω). Define our f in the way that
f(Φ(u, v)) := h(Γ(v)), for all (u, v) ∈ Ω.
So f satisfies f |U∩S = h. In fact
f(q) = h ◦ Γ ◦ λ(q), ∀q ∈ U.
Note that (Xjf) ◦ Φ(u, v) = ∂(f◦Φ)∂uj (u, v) = 0 for j = 1, . . . , r, and that L1, . . . , Lr can be written as
C log-linear combinations of X1, . . . , Xr. So Ljf = 0 for j = 1, . . . , r, which means f solves (5.3).
For the regularity of f , by composition law, along with the fact that λ ∈ C0,1−ε, Γ ∈ C1 ⊂ C0,1 and
h ∈ C0,β , we get f ∈ C0,β ◦ C0,1 ◦ C0,1−ε ⊂ C0,β(1−ε).
Therefore we have the existence.
For uniqueness, if f˜ ∈ C0,β(1−ε)(U) is another solution to (5.3), then the assumption Lj f˜ = 0 for j =
1, . . . , r impliesXj f˜ = 0 for j = 1, . . . , r, which means f˜◦Fu1X1 . . .FurXr (q) = f˜(q) whenever Fu1X1 . . .FurXr (q) ∈ U .
So f˜(Φ(u, v)) = f˜(Φ(0, v)) for all (u, v) ∈ Φ−1(U). Note that f˜ |U∩S = h as well, so
f˜(Φ(u, v)) = h(Γ(v)) = f(Φ(u, v)), for all (u, v) ∈ Φ−1(U).
Therefore f˜ = f .
5.2 Problems for the general Osgood cases
We can naturally to ask whether the Frobenius theorem holds in general Osgood setting (see Definition
3.14), which is the following:
Problem 5.3. Let Vr ≤ TMn be an Osgood subbundle which is involutive in the sense of distributions. For
any p ∈M , can we find a topological parameterization Φ(u, v) : Ω ⊂ Rr × Rn−r →M , such that:
(i) Φ(0, 0) = p.
(ii) ∂Φ∂u1 , . . . ,
∂Φ
∂ur ∈ C0(Ω, TM).
(iii) For every (u, v) ∈ Ω, ∂Φ∂u1 (u, v), . . . , ∂Φ∂ur (u, v) spans VΦ(u,v).
We know if such Φ does exist, then by viewing Ω = Ω′u ×Ω′′v , and apply argument similar to Proposition
4.5, that Φ ∈ C1u(Ω′, C0v (Ω′′,M)) is the best possible regularity estimate we can get. This can be done by
Proposition 3.18.
Problem 5.3 is reduced to the Problem 1.16 when vector fields are merely Osgood. Unfortunately we do
not know how to prove the flow commuting property (the analogy of Proposition 1.16) for non log-Lipschitz
vector fields in general. Precisely speaking, it is the following,
24
Problem 5.4. Let X,Y be two Osgood vector fields in Rn satisfying [X,Y ] = 0 in the sense of distributions.
Do we must have FtX ◦ FsY = FsY ◦ FtX?
One attempt to deal with the Problem 5.4 is to show whether an Osgood subbundle is asymptotically
involutive (see Definition 1.17 in [8]). Based on this, we can ask an even weaker question:
Problem 5.5. Is there a modulus of continuity η such that lim
r→0
η(r)−1r log 1r = 0, and for any C
η-tangential
subbundle V which is involutive in the sense of distributions, then V is asymptotically involutive?
A major difficult in understanding Problem 5.4 is to verify (1.3). The exponential term in (1.3) is
somehow subtle.
References
[1] Hajer Bahouri, Jean-Yves Chemin, and Raphae¨l Danchin. Fourier analysis and nonlinear partial differential
equations, volume 343 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathe-
matical Sciences]. Springer, Heidelberg, 2011.
[2] G. Frobenius. Ueber das Pfaffsche Problem. J. Reine Angew. Math., 82:230–315, 1877.
[3] Loukas Grafakos. Modern Fourier analysis, volume 250 of Graduate Texts in Mathematics. Springer, New York,
third edition, 2014.
[4] J. LaSalle. Uniqueness theorems and successive approximations. Ann. of Math. (2), 50:722–730, 1949.
[5] John M. Lee. Introduction to smooth manifolds, volume 218 of Graduate Texts in Mathematics. Springer, New
York, second edition, 2013.
[6] Fanghua Lin and Xiaoping Yang. Geometric measure theory—an introduction, volume 1 of Advanced Mathematics
(Beijing/Boston). Science Press Beijing, Beijing; International Press, Boston, MA, 2002.
[7] Albert T. Lundell. A short proof of the Frobenius theorem. Proc. Amer. Math. Soc., 116(4):1131–1133, 1992.
[8] Stefano Luzzatto, Sina Tureli, and Khadim War. Integrability of continuous bundles. J. Reine Angew. Math.,
752:229–264, 2019.
[9] Pietro Majer. Modulus of continuity of flow for non-Lipschitz vector fields satisfying Osgood condition.
https://mathoverflow.net/questions/328007, 2019.
[10] L. Markus. A uniqueness theorem for ordinary differential equations involving smooth functions. Proc. Amer.
Math. Soc., 4:88, 1953.
[11] W. F. Osgood. Beweis der Existenz einer Lo¨sung der Differentialgleichung dy
dx
= f (x, y) ohne Hinzunahme der
Cauchy-Lipschitz’schen Bedingung. Monatsh. Math. Phys., 9(1):331–345, 1898.
[12] Franco Rampazzo. Frobenius-type theorems for Lipschitz distributions. J. Differential Equations, 243(2):270–
300, 2007.
[13] Terence Tao. Lecture notes 6 for 247b. https://www.math.ucla.edu/~tao/247b.1.07w/notes6.pdf.
[14] Hans Triebel. The structure of functions. Modern Birkha¨user Classics. Birkha¨user/Springer Basel AG, Basel,
2001.
[15] A. Zygmund. Trigonometric series. Vol. I, II. Cambridge Mathematical Library. Cambridge University Press,
Cambridge, third edition, 2002. With a foreword by Robert A. Fefferman.
University of Wisconsin-Madison, Department of Mathematics, 480 Lincoln Dr., Madison, WI, 53706
lyao26@wisc.edu
MSC 2010: 58A30 (Primary), 53C12, 34A45 and 26B35 (Secondary)
25
