I. INTRODUCTION

M
ODERN computers require continuously more intensive communication between the processing and storage units to sustain their increasing performance. However, various fundamental physical limitations of conventional electrical interconnects [1] render a bottleneck in data throughput inevitable. Optics may solve or mitigate most of these problems, but it may also create radical opportunities for new architectures that have no analog in the electrical world.
The application of well-known concepts and devices from the telecommunication industry to short distance optical interconnects is appealing. Moreover individual devices, such as vertical-cavity surface-emitting lasers (VCSELs) [2] , drive circuits, waveguides, and detectors are already available. However, significant modifications of the typical design approaches are required before efficient and cheap solutions appear on the market. The major challenge lies in the integration and optimization of hybrid systems combining these different technologies (electronics and optics), based on the properties of the individual components and their interactions.
Special attention has to be paid to the modeling of VCSELs, since they are the central part of the system, where the actual op- toelectronic conversion is performed. A variety of models were proposed for their simulation, ranging from empirical models to three-dimensional (3-D) device simulators. Usually, device models [3] , [4] require an enormous numerical effort, which makes them inappropriate for dynamic simulations. On the other hand, time-domain models [5] are often based on spatially independent rate equations (see, e.g., [6] ). They are able to reproduce the global dynamic response of a laser diode with a fair level of accuracy, and can be implemented in circuit simulation tools [7] . However, they do not consider the local interactions between optical field and carrier distributions, also referred to as spatial hole burning (SHB), which is known to control in a large part the static and dynamic distribution of the transverse modes, and consequently the coupling into the waveguide and spatial filtering. Nevertheless, rate equations can readily be extended to account for SHB. Such extended rate equations have already been extensively used for simulation of various dynamic effects in VCSEL cavities, such as transverse mode competition [8] , mode partition noise [9] , modulation response [10] , harmonic distortions [11] , external reflections [12] , or polarization dynamics [13] . Yet, solving these equations is numerically inefficient, due to the need for spatial discretization in the plane of the active layer. We applied a series of mathematical transformations based on the physical and geometrical properties of circular oxide-confined [14] VCSELs to the equations, in order to remove any explicit spatial dependency from their formulation. The modified model shows a drastic reduction of the required computational time (several orders of magnitude), without noticeable diminution of the accuracy. The modified model is introduced in Section II. Sections III and IV present the additional models for thermal effects and noise, respectively. The phase equation derived in Section V is employed to model chirping and feedback. A technique for evaluating waveguide coupling and spatial filtering based on the spatiotemporal intensity profiles is presented in Section VI, and a brief summary is given in Section VII.
II. CORE MODEL
In order to describe SHB and other effects related to the inhomogeneous lateral distribution of carriers and photons in the cavity, the injection current, carrier density, and photon density must be rewritten in the form of spatiotemporal functions in the active area:
, , and , with the normalized field amplitude of the mode . A carrier diffusion term is also introduced in The parameters in (1) and in the other equations of this paper are summarized in Table I . The local modal gain "seen" by the th mode can be approximated as a linear function of the carrier density (2) For the generic case of a cylindrical VCSEL cavity, it is judicious to describe the active layer in polar coordinates . The modification of (2) toward a less demanding system begins with the separation of the time and space variables. This is readily done for if we assume that it is given by a photon density weighted by the normalized transverse intensity distribution of the mode , as in (3) . This simply means that the dynamics of the mode profiles is neglected (i.e., refractive index is independent of time-dependent values, such as carrier density or temperature), which is a good approximation for oxide-confined structures [15] . In that case, the VCSEL is approximated by a step-index weakly guiding cylindrical waveguide, and the field distribution can be calculated as in [16] . However, any normalized mode profile , either calculated or measured, can be used as well. It may be appealing to employ profiles obtained from rigorous device simulations [17] . (3) The index indicates the mode's "global" order, and the azimuthal order is then to be understood as a function of . Proceeding similarly for the injected current density, we obtain (4) where the normalized functions and describe the profile of the injected current, including spreading effects. Although any normalized current profile may be employed, the approximate expression proposed by Dutta [18] for is very convenient due to its simplicity (5) where is the current spreading coefficient.
No such natural separation exists for the carrier distribution in the active layer. The variables are therefore separated by expansion of the carrier density. One can separate the variables in by expansion in a Bessel series [19] , [20] , and then in a Fourier series [16] , i.e., (6) with as the th root of the first-order Bessel function of the first kind. The functions in (6) form a complete family of functions with vanishing slope at and . The number of required Bessel terms is a complex function of the effective cavity radius , oxide aperture radius , number of modes, ambipolar diffusion coefficient, and current profile . Depending on the laser's complexity, 5-15 terms may be required to provide excellent match with the initial model (7) Inserting (3)- (6) into (1), and after some mathematical manipulations involving the orthogonality property of the Bessel and trigonometric functions [21] , one obtains the modified system (7), which only consists of ordinary differential equations (ODEs) and basic algebraic operations. The matrix parameters , , , , and are given in (8) and describe respectively spontaneous recombination, current spreading effects, carrier diffusion, and the influence of radial and azimuthal overlapping between carrier and photon distributions on gain. They are evaluated only once, outside of the main loop, where (7) is solved in the time domain. In order to loosen some of the above-mentioned assumptions, such as the time-invariable current profile, the parameters in (7) can be recomputed periodically to account for the evolution of the modes profiles or current spreading Any explicit spatial dependency has disappeared from the system (7). There is, therefore, no need to discretize the spatial dimensions of the active layers, and the ODE in (7) can be solved numerically using efficient algorithms, such as Runge-Kutta with adaptive time steps [22] . The price to pay for such a simplification is an increased number of equations, but the modified model still shows a massive reduction (several orders of magnitude) of the computation time required to solve a given problem, without any noticeable diminution of the accuracy. Furthermore, the formulation of the spatially dependent rate equations in the form of ODE allows the implementation of the model in an electronic circuit simulator as well as the fast and easy computation of the VCSEL's steady-state characteristic. Based on the model above, we recently proposed a quasi-analytic steady-state solution of single mode rate equations including SHB and carrier diffusion [23] .
As an illustration of the basic capabilities of the model, a simulation showing the complex modal dynamics during transients is presented in Fig. 1 . The fundamental mode is excited first (top-left inset), but the mode LP21 appears to dominate when steady-state is reached (top-right inset). After turn-off, excess carriers outside the active area diffuse toward the center of the cavity, resulting in short bumps when the carrier density briefly reaches an above-threshold value [24] , [25] . Only the fundamental mode is excited in that case (see bottom-right inset). The model is also capable of simulating small signal responses ( Fig. 13 ) and eye diagrams (Fig. 16) .
The mathematical transformation of the equations carried out above relies on the utilization of the orthogonality property of the series expansions. This implies that only linear carrier relations are allowed. This condition may be too strict for the accurate modeling of gain, which is better approximated by a logarithmic function [26] . However, this limitation can be released by computing the average carrier density in the active area (see Fig. 2 ) after (9), and fitting the linear gain coefficient at this value to the logarithmic curve, as shown in Fig. 3 (9)
Using the calculated value of , the instantaneous linear gain coefficient is simply evaluated after (10) The same technique may be employed for any gain model. When applying this method, the influence of the spatial carrier variations on gain is still computed using the linear relation for gain. However, the spatial variations being significantly smaller than the temporal variations, this can be considered as a good approximation, as illustrated in the inset of Fig. 3 , which corresponds to the carrier density of Fig. 2 (characteristic of multimode operation) within the active area.
Equations (7) and (8) are given in a very general form (i.e., they are valid for any number of modes, mode profile, current profile, and number of terms in the series expansions), and form the core of the VCSEL Integrated Spatio-Temporal Advanced Simulator (VISTAS), a free open-source simulation package for VCSELs, available in the form of Matlab m-files [27] . Additional important effects also implemented in VISTAS are described in the following sections. 
III. THERMAL EFFECTS
The small active volume of VCSELs makes them more sensitive to cavity self-heating compared to other semiconductor laser structures. Moreover, the resistive current path formed by the mirror stacks and oxide aperture enhances ohmic heating and contributes to increase the cavity temperature.
A large variety of models were proposed to simulate thermal effects in VCSELs, ranging from simple empirical descriptions [28] to complex 3-D models for individual VCSELs [29] or even VCSEL arrays [30] . An intermediate approach consists in considering the two dominant thermal effects, namely, gain detuning and thermionic emission.
Before evaluating these effects, the cavity temperature must be computed. In a first approximation, one can assume that the difference between electrical and optical power is entirely dissipated in the form of heat, yielding the differential thermal equation (11) where and are the VCSEL thermal capacitance and resistance, respectively, and and are the injected electrical power and generated optical power, respectively. represents the thermal resistance of both the active and DBR regions, and depends on the thermal conductivity. Its introduction is a convenient way to replace the divergence of the heat flux appearing in a more rigorous description [31] .
can be evaluated as a function of the cavity volume, mass density, and specific heat [11] . Fig. 4 shows the influence of temperature on material gain. This effect is amplified by the mismatch between the peak wavelength of the gain spectrum and the actual emission wavelength and is called gain detuning. The red shift of both the gain spectrum and cavity resonance wavelength (vertical lines) is obvious. However, the gain spectrum exhibits a larger shift than the cavity resonance wavelength . For that reason, VCSEL cavities are generally designed with a positive mismatch at 300 K, as illustrated by the dashed curves in Fig. 4 . This is also evident in the lower left plot of Fig. 5 , with the material gain reaching its maximum at approximately four times . Assuming parabolic gain spectra (see thick lines in Fig. 5 . Steady-state thermal modeling. SHB and correlation between thermal gain reduction and carrier leakage are evident. Fig. 4 ), the influence of temperature on gain can easily be formulated [32] (12) with the cavity temperature, the room temperature, a fitting parameter describing the temperature-induced shrinking of the gain peak value, and the characteristic width of the parabolic gain approximation. The temperature dependence of both the cavity and peak wavelength can be assumed linear [32] (13) with the parameters and given in nm/K. A more rigorous approach requires taking into account the temperature dependence of the gain linewidth [33] and transparency carrier density [34] . Carrier leakage [31] due to thermionic emission is also strongly affected by the cavity temperature. Carrier leakage is related to the temperature dependence of the bandgap and quasi-Fermi levels [35] after (14) Using the expression for the temperature and carrier dependence of the bandgap [36] and quasi-Fermi levels [35] , (14) can be reformulated as (15) At each timestep, the leakage current density is computed as a function of the average carrier density in the active layer and temperature , calculated after (9) and (11), respectively. In the next iteration, is subtracted from , and so on.
A typical steady-state simulation including thermal effects is shown in Fig. 5 . The lower left plot suggests that leakage current is the dominant factor explaining the thermal rollover appearing above 6 mA in the upper left plot. However, more detailed investigations of Fig. 5 show that the material gain reduction results in Fig. 6 . Noise-driven transient behavior. The left plot shows the deterministic steady-state response, while the two right plots depict the response to a 3-mA current step obtained by integration of the stochastic rate equations. a significantly higher carrier density, which in turn contributes exponentially to enhance thermionic emission through its influence on the quasi-Fermi levels as in (15) . Thus, both effects are related and should be considered jointly.
IV. NOISE
Noise is introduced in the model in a semiclassical way by addition of Langevin noise sources to the carrier density, photon density, and phase equations [37] , [38] (16) where , , and are Gaussian random variables with zero mean and unity variance, is the spontaneous emission rate, and is the time interval between two sampling points. Multimode devices can be modeled by defining individual photon and phase noise sources for each mode.
Addition of noise terms to the rate equations changes their nature from deterministic to stochastic. One should therefore not compute their solution using deterministic numerical methods (such as Runge-Kutta) [39] , [40] .
The two plots on the right of Fig. 6 depict the transient response of a cavity containing four modes. As expected, they converge to the same steady-state power levels, which correspond to the static values of the upper left plot. However, although computed with the exact same parameters, they show drastically different transient behavior, apparent both in the modal distribution and in the total output power. It is obvious that such variations can have a significant influence on the system's bit-error rate (BER).
The most important figure of merit describing the noise properties of semiconductor laser devices is the relative intensity noise (RIN) spectrum, which can be computed by Fourier transformation of a time-domain steady-state simulation. Fig. 7 shows such RIN spectra, averaged over 25 time-domain sam- ples. They exhibit the expected behavior, with the peak shifted to higher frequencies and overall reduced noise amplitude at higher output powers (drive currents).
V. PHASE, CHIRP, AND FEEDBACK
An additional equation describing the time evolution of the phase of the modal fields can be added to the system (1) (17) where is the linewidth enhancement factor, is the differential gain , is defined as the difference between the carrier density and threshold carrier density , and is the frequency chirp. This equation is generally computed by considering a spatially independent carrier density in the active area, and defining as . Yet, inhomogeneous carrier distributions were taken into account so far, and there is no a priori reason to neglect the influence of SHB on the phase. The overlap between carrier and field distributions is, therefore, taken into consideration by defining the effective carrier density difference "seen" by each mode (18) Performing operations similar to those described in Section II yields the modified phase equations (19) This represents a major improvement over most rate equations models that take phase into account, both in terms of numerical efficiency and accuracy, since the detailed spatial interactions between the carrier and field distributions of each mode is implicitly taken into account. This can be seen in Fig. 8 , which depicts the frequency chirp induced by large variations of the drive current. The distinct modal responses arise from the different effective modal carrier density variations that affect the differential gain of each mode.
A small portion of the emitted light is always fed back into the laser cavity because of parasitic reflections occurring outside the cavity. Such optical feedback can significantly alter the dynamic and spectral properties of edge-emitting [41] and surface-emitting [42] laser diodes. The rate equations can be extended to account for a single reflection by introducing feedback terms to the photon density and phase rate equations [6] (20)
where is the external cavity roundtrip time. Assuming attenuation, absorption, and diffraction losses in the external cavity negligible, the feedback coefficient can be written (21) where is the power coupling efficiency, is the reflectivity of the output facet, is the laser cavity roundtrip time, and is the reflectivity of the external cavity interface with air. One pair of phase and photon density equations can be defined for each mode. Their implementation in the modified model is then straightforward. The accuracy of the resulting model can even be increased by computing individual power coupling coefficients for each mode, taking into account their specific spatial distribution (see Section VI). Fig. 9 shows for example clear feedback-induced features [43] on a large signal response. The BER increase that would result from the oscillations during the ON state is particularly evident. Another typical feature of feedback appears in the form of peaks at multiples of in the RIN spectrum. This is shown in Fig. 10 for an external roundtrip time of approximately 1 ns corresponding to a 10-cm silica fiber pigtail.
Feedback may be characterized by the correlation between the reflected and cavity fields. Various regimes can be defined [44] , which basically relate the laser linewidth to the feedback strength. The worst case is the coherence collapse regime, in which reflected and cavity fields are completely uncorrelated, that is, the reflected field in the cavity is comparable to spontaneous emission. In that case, the device exhibits linewidth in excess of 10 GHz. Law [45] showed that the critical feedback at which the output becomes chaotic depends on the transverse modal distribution. This illustrates again the necessity of a model capable of computing SHB and related effects.
VI. WAVEGUIDE COUPLING AND SPATIAL FILTERING
Coupling between laser beams and optical waveguides has a dramatic influence on both performance and price of optical transmission systems. In order to achieve a given performance specification, alignment must be maintained within certain tolerances, limited by thermally induced alignment shifts [46] on the lower side. Since mechanical alignment between fiber and optical source contributes significantly to the total cost of the system, these tolerances should be set as large as possible. Due to its two-dimensional (2-D) nature, VISTAS is ideally suited to simulate the response of a system at various misalignments.
As an illustration, the influence of misalignment in a buttcoupled VCSEL/fiber (50-m core) system is investigated in this section. This involves computation of the field distribution at the fiber facet. A fast Fourier transform (FFT) implementation of the Fresnel diffraction formula [47] yields the field distribution on a plane parallel to the laser facet after a free-space propagation distance , as shown in the top right plot of Fig. 11 . Other techniques may be considered to extend far-field computation capabilities. Of particular interest is the FFT-based farfield transformation method relying on the full scalar diffraction theory proposed in [48] , which allows computation of the free-space propagation between arbitrarily oriented planes. It appears ideally suited to extend the capabilities of the coupling algorithm at little cost in terms of numerical effort.
Rigorous coupling calculations of the incoming far-field into a single-mode fiber are usually based upon the coupling coefficients method initially proposed by Wagner and Tomlinson [49] . This technique basically relies on computation of the overlap integral of the incoming modal far-fields and the fiber mode amplitude. However, it is barely applicable for multimode waveguides due to the large number of modes they support (typically 100) combined with the difficulty of computing accurate modes for actual waveguides.
We propose, therefore, another technique for the evaluation of the coupling efficiency into a waveguide, which consists in computing the 2-D cross correlation function of the waveguide core (1 in the core, 0 elsewhere) and far-field profile of each mode (see Fig. 11 ). Each component of the resulting function represents the coupling coefficients at a given misalignment ( , ). This method is actually equivalent to the rigorous coupling coefficients calculation technique described above under the uniform field distribution assumption for the waveguide. The calculation of the coupling function is performed for each laser mode and the overall power coupling efficiency is then obtained by multiplication of each power component by the corresponding coupling coefficient at a given misalignment, as illustrated in Fig. 12 . Numerical aperture (NA) losses are neglected in this model, i.e., the laser beam is assumed to "underfill" the waveguide numerical aperture NA NA . The coupling coefficients can be used to evaluate the insertion loss as function of the misalignment. Such insertion losses permit a first evaluation of the maximum allowable misalignment, based on the system's power budget. However, more advanced effects related to improper waveguide coupling, such as mode partition, influence the system even at very slight misalignments. Mode partition basically consists in fluctuations of the individual modes that leave the total power unchanged, i.e., photons switch back and forth between the laser modes. Mode partition is particularly noticeable between strongly overlapping modes, since they share essentially the same carrier reservoir. Models including the spatial distribution of carriers and field within the cavity are therefore required to simulate properly such effects. Mode partition remains hidden if the total output intensity is detected, but is revealed as soon as mode-selective losses are introduced in the system. Spatial filtering arising from obstacles on the optical path or from imperfect waveguide coupling is the most common mode-selective loss mechanism in practical transmission systems.
The presented method for coupling efficiency computations combined with the spatiotemporal model allows simulation of the influence of spatial filtering on the system performance. The computational procedure is described in the flowchart of Fig. 12 . Fig. 13 shows the influence of spatial filtering on the modulation transfer function (MTF), computed by transformation of the time derivative of a small-step response. The left plot illustrates a simple case with only two modes. The thick curve depicts the total modulation response, whereas the two thin lines represent the individual responses of the cavity modes. This simple case clearly indicates that complete filtering of the fundamental (LP01 mode) significantly reduces the 3-dB frequency . This is consistent with both the experimental and theoretical results proposed in [10] .
The evolution of the 3-dB modulation frequency of a cavity with 16 modes as a function of the misalignment ( , ) is shown in the right part of Fig. 13 . The most important fea- Spatial filtering is known to strongly affect RIN because of the contribution of mode partition noise (MPN) [50] . The BER of digital transmission systems can significantly suffer from this effect. Spatially filtered RIN spectra are simply obtained by Fourier transformation of the sum of the filtered modal power vectors. Fig. 14 reproduces the expected behavior [51] well with dramatically increased RIN levels at lower frequencies in misaligned cases. However, the RIN at 1 GHz reaches its minimum value for m. This is more evident in Fig. 15 , in which the RIN value at 1 GHz is plotted as a function of the misalignment. In addition to the already mentioned absolute minimum occurring for nonzero misalignment, several local minima are apparent in Fig. 15 . These effects were investigated in detail elsewhere [52] . Nevertheless, they illustrate the capability of the model to simulate advanced effects.
The influence of spatial filtering on a 10-Gb/s eye diagram is finally shown in Fig. 16 . Although the levels are not significantly affected (low insertion losses), the eye opening is clearly smaller in the misaligned case. This results from the increased low frequency RIN, which is revealed through a broadening of the lines.
Therefore, effects related to spatial filtering play an important role on the system's performance. This justifies the use of a VCSEL model describing the 2-D light distribution in a systemoriented simulator.
VII. SUMMARY AND CONCLUSION
A reformulated set of 2-D spatially dependent rate equations has been presented, which reduces simulation times by several orders of magnitude without noticeable loss in accuracy. Its spatiotemporal nature combined with its high numerical efficiency makes it ideally suited for system-oriented simulations.
The model can easily be extended to account for advanced effects that affect the performance of VCSEL-based links. Among them, thermal effects, noise, and feedback were presented in detail. Although they were introduced individually, special attention was paid to their self-consistent implementation. For example, the mirror loss parameter affects the dynamic laser properties through the photon lifetime , the output power through the external coupling coefficient , and the feedback rate through the top mirror reflectance . Similarly, feedback depends on the fiber coupling efficiency, noise depends on feedback, and both thermal effects are coupled to each other and depend on the electrical characteristics of the device.
It was shown that SHB strongly affects most of the described mechanisms and drastically changes the VCSEL response and system BER. This clearly confirms the necessity of using a spatiotemporal model even for system-oriented simulations. The long responses that need to be simulated for generating accurate eye diagrams, RIN spectra, or modulation responses highlighted the benefits that can be drawn from using the fast algorithms implemented in VISTAS.
Simulation tools able to optimize complete optoelectronic systems including VCSELs, waveguides, photodetectors, and electronic circuitry will facilitate the development of high-performance optical interconnects at low cost. The modified model presented in this paper represents an appropriate starting point for modeling VCSEL-based links due to its excellent ratio between accuracy and required numerical effort.
