An estimator of shrinkage based on information contained in a single sample is presented and the results of a simulation study are reported. The effects of sample size, amount, and severity of nonrepresentative data in the population, inclusion of noninformative predictors, and least (sum of ) absolute deviations and least (sum of ) squared deviations regression models are examined on the estimator. A single-sample estimator of shrinkage based on drop-one cross-validation is shown to be highly accurate under a wide variety of research conditions.
Introduction
Meteorologists have long recognized the importance of accurately quantifying statistical forecast skill. One of the primary tools of meteorological forecasting is multiple regression analysis (Murphy and Winkler 1984) where, given data on a response variable y i and associated predictor variables x ij , where j ϭ 1, . . . , p; i ϭ 1, . . . , n; p denotes the number of predictors; and n represents the number of events; the goal is to find some function of the x ij values that is an accurate and precise predictor of y i . It is generally recognized that any estimate of forecast skill grounded in a multiple regression model that is based on a sample of observations is characteristically higher than the forecast skill that would be obtained from a multiple regression model that is based on the entire population of observations (Mosteller and Tukey 1977; Picard and Cook 1984; Michaelsen 1987; Barnston and Van den Dool 1993) . It is also widely accepted that the fit of the multiple regression model to new sample data is nearly always less precise than the fit of the same multiple regression model to the original sample data on which the model was based. This is reflected in lower forecast skill levels obtained when sample-based multiple regression models are used to predict future events.
It is useful to have elementary terms to distinguish between the fit of a multiple regression model to the sample data on which the model has been determined and the fit of the same multiple regression model to an independent sample of data. The former is termed ''retrospective'' fit and the latter is termed ''validation'' fit (Copas 1983) . The term ''shrinkage'' denotes the drop in skill from retrospective fit to validation fit (Copas 1983) and indicates how useful the sample-based regression coefficients will be for prediction on other datasets. For purposes of clarification, shrinkage involves the following four-step procedure. First, a multiple regression model is fit to a sample dataset by optimizing the regression coefficients relative to a fitting criterion, for example, least squares. Second, the goodness of fit of the multiple regression model is measured by an index, such as a squared multiple correlation coefficient. Third, the obtained multiple regression model is applied to an independent sample dataset and a second goodness-of-fit index is obtained for the independent dataset.
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Fourth, a ratio of the two indices is constructed where the goodness-of-fit index from the original dataset is the denominator. This ratio is termed shrinkage since it is usually less than unity. Mielke et al. (1996) investigated the effects of sample size, type of regression model, and noise-to-signal ratio on the degree of shrinkage in five populations that differed in the amount and degree of contaminated data. Shrinkage was defined as the ratio of the validation fit of a sample regression equation to the retrospective fit of the same sample regression equation where the validation fit was assessed on five independent samples, averaged over 10 000 simulations. While this index of shrinkage is both rigorous and comprehensive, the use of six independent samples precludes its use in routine research situations. In this paper, an estimate of shrinkage is developed that is based on a single sample and can easily be employed by research meteorologists. Comparisons with the index of shrinkage given by Mielke et al. (1996) indicate that the single-sample estimate of shrinkage is very accurate under a wide variety of conditions. The single-sample estimate of shrinkage is related to cross-validation methods that have become standard for assessing the predictive validity of forecast skill.
Cross-validation
Historically, users of multiple regression procedures have developed methods to assess how accurately sample regression coefficients estimate the corresponding population regression coefficients. The usual procedure is to test the sample regression coefficients on an independent set of sample data. This practice has come to be known as ''cross-validation.'' A comprehensive historical background on cross-validation is provided by Stone (1974 Stone ( , 1978 , Geisser (1975) , Mosteller and Tukey (1977) , and Snee (1977) . Camstra and Boomsma (1992) present an extensive overview of the use of cross-validation in regression, where the emphasis is on the prediction of individual observations, and in covariance structure analysis, where the emphasis is on future values of variances and covariances. Michaelsen (1987) and Elsner and Schmertmann (1994) describe and discuss cross-validation methods as they pertain to meteorological forecasting.
It is widely recognized that to be useful, any sample regression equation must hold for data other than those on which the regression equation was developed. When sample data are used to determine the regression coefficients that best predict the response variable from the set of predictor variables, assuming that the variables to be used in the regression equation have already been selected, prediction performance is usually overestimated (Picard and Cook 1984) . Because the sample regression coefficients are determined by an optimizing process that is conditioned on the sample data, the regression equation generally provides better predictions for the sample data on which it is based than for any other dataset. This is sometimes referred to as ''testing on the training data'' (Glick 1978) . It should be noted that the use of cross-validation precludes any manipulation of the dataset prior to the development of the regression model and subsequent cross-validation.
In general, cross-validation consists of determining the regression coefficients in one sample and applying the obtained coefficients to the predictor scores of another sample. The initial sample is termed the ''calibration'' or ''training'' sample and the second sample is called the ''validation'' or ''test'' sample (Browne 1975a,b; Huberty et al. 1987; Camstra and Boomsma 1992; MacCallum et al. 1994) . The calibration sample is used to calculate the regression coefficients, and the predictive validity of the fitted equation is verified on the validation sample.
As defined, cross-validation requires two samples. Because a second sample is often not readily available, an alternative approach is often used in which a large sample is randomly split into two subsamples. One subsample is specified as the calibration sample and the second sample is designated the validation sample. The many problems associated with this approach to crossvalidation are summarized in Lachenbruch and Mickey (1968) , Picard and Cook (1984) , and Picard and Berk (1990) . Setting aside the obvious loss of information in splitting samples (Browne and Cudeck 1992) , a significant problem is the difficulty in procuring large samples, which are not available in many research situations. In addition, when calibration sample sizes are small, the regression coefficients are less precise than those that would be obtained if the entire sample had been used (Horst 1966) . Mosier (1951) suggested a double cross-validation procedure where the regression coefficients are calculated for both the calibration and validation samples and the two regression equations are cross-validated on the sample that was not used to establish the regression coefficients. Questions have been raised as to exactly what should be done when the results of the two cross-validations differ (Snee 1977) . It has been suggested that if the two sets of regression coefficients are not too different, then a new set of coefficients may be obtained from the combined calibration and validation samples (Mosier 1951) . While no estimate of predictive validity is available for the combined sample, Mosier (1951) posited that it may be approximated by the average of the predictive validities obtained for the original calibration and validation samples.
Cross-validation is certainly not limited to just two samples. The data can be divided into more than two samples and multiple cross-validations can be obtained. Multiple cross-validation involves partitioning an available sample of size n into a calibration sample of size n Ϫ k and a validation sample of size k. The crossvalidation procedure is realized by withholding each validation sample of size k, calculating a regression model from the remaining calibration sample of size n Ϫ k, and validating each of the ( ) possible regression n k models on the remaining sample of size k held in reserve. Since k ϭ 1 requires validating only n regression models on the remaining sample of size 1 held in reserve, this special case is both easily implemented and commonly used. In various literature, the case where k ϭ 1 is termed drop-one cross-validation, leave-one-out cross-validation, hold-one-out cross-validation, or the U method. Stone (1978) provides a thorough review of drop-one cross-validation. Drop-one cross-validation is an exhaustive method involving substantial redundancy in the participation of each data point (far more redundancy when k Ͼ 1). However, the exhaustive features of drop-one cross-validation may provide a comprehensive evaluation of predictive accuracy and a solid estimate of predictive skill (Barnston and Van den Dool 1993) . Drop-one cross-validation is usually credited to Lachenbruch (1967) or Lachenbruch and Mickey (1968) . However, Toussaint (1974) has traced the drop-one method to earlier sources under different names (Glick 1978) . Currently, the drop-one method is the cross-validation procedure of choice and it is not unusual to see the term cross-validation virtually equated with the drop-one method (e.g., Nicholls 1985; Livezey et al. 1990) .
For many researchers, the method of choice for crossvalidation is to create a model on one sample and test the model on a second sample drawn from the same population; alternatively, a model is created on a substantial portion of a sample and tested on the remaining portion of the sample. In either case, the selection of predictors can be based on information in the population or some other out-of-sample source, or the selection of predictors can involve subset selection based on in-sample information. In addition, the regression coefficients are nearly always based on information in the calibration sample. Much of the early work in cross-validation specifically limited analyses to fixed models where the number and variety of predictors is determined a priori and not based on subset selection (e.g., Browne 1975a Browne , 1975b Camstra and Boomsma 1992; MacCallum et al. 1994 ). Thus, cross-validation in this context implies validation of the sample regression coefficients only. In those cases where subset selection is based on the sample information, cross-validation implies validation of TABLE 2. Population 2: Contaminated population consisting of 3998 events consisting of the initial population of 3958 events and 40 moderately extreme events. Columns are (C1) true population values, (C2) average of 10 000 sample values based on regression coefficients for each sample, (C3) average of five sample values for each of 10 000 random sets of regression coefficients associated witĥ the 10 000 samples of C2, (C4) average of 10 000 drop-one values estimated for each of the 10 000 samples of C2, and correspondinĝ ratios (C3/C2), (C4/C2), (C4/C3), and (C3/C1). the subset selection process and the sample regression coefficients. The advent of double cross-validation brought additional complications. Given fixed predictors, the regression coefficients from each sample are tested on the other sample and any differences can be consolidated by some form of weighted averaging of the regression coefficients (Subrahmanyam 1972) . However, given sample-based subset selection, there is the added complication that each sample will select a different number and/or a different set of predictors. It is much more difficult to resolve discrepancies between the two sample validation results. Browne (1970) provides results of random sampling experiments demonstrating the effects of not fixing the predictors beforehand. With dropone cross-validation it is possible to conceive of up to n different but overlapping sets of predictors and up to n different values for the regression coefficients for each predictor. The satisfactory and optimal combining of these differences appears very difficult; see, for example, Browne and Cudeck (1989) and MacCallum et al. (1994) .
Cross-validation is not without its critics and there is evidence that suggests some possible drawbacks to drop-one cross-validation. Glick (1978) and Hora and Wilcox (1982) provide simulation studies of drop-one cross-validation in discriminant analysis. Both studies indicate that the estimates have relatively high variability over repeated sampling, possibly due to the repeated use of the original data. The results of both Glick (1978) and Hora and Wilcox (1982) were based on discriminant analysis, which has a binary error function. Efron (1983) notes that cross-validation performs somewhat better given a smooth residual sum of squares error function. Finally, some investigators note that a model that fits the validation sample as well as the calibration sample is not necessarily a validated model. Maltz (1994) , for example, argues that cross-validation may only show that the procedure used to split the sample did, in fact, divide the sample into two similar subgroups. If a specific sample dataset exhibits a high first-order autoregressive pattern, drop-one cross-validation may overestimate the validation fit. For example, if a single sample consists of cases selected from a time series, then the cases in a given cycle (e.g., a month, a year, or a decade) may be highly correlated. In such cases a drop-k cross-validation may be required to mitigate the cyclic pattern, where k exceeds the length of the cycle. Michaelsen (1987) has researched the effects of autoregressive effects on cross-validation in statistical climate forecast models.
Statistical measures
Let the population and sample sizes be denoted by N and n, respectively, let y i denote the response variable, and let x i1 , . . . , x ip denote the p predictor variables associated with the ith of n events. Consider the linear regression model given by with v ϭ 1 and v ϭ 2 associated with the LAD and LSD regression models, respectively. A measure of agreement is employed to determine the correspondence between the y i and ỹ i values, for i ϭ 1, . . . , n. Many researchers have utilized measures of agreement in assessing prediction accuracy, for example, Willmott (1982) , Willmott et al. (1985) , Kelly et al. (1989) , Tucker et al. (1989) , Gray et al. (1992) , McCabe and Legates (1992) , Badescu (1993) , Elsner and Schmertmann (1993) , Hess and Elsner (1994) , Cotton et al. (1994) , and Lee et al. (1995) . Watterson (1996) provides a comprehensive comparison of various measures of agreement. In this simulation study, the measure of agreement for both the LAD and LSD prediction equations is given by
and ␦ is the average value of ␦ over all n! equally likely permutations of y 1 , . . . , y n relative to ỹ 1 , . . . , ỹ n under the null hypothesis that the n pairs (y i and ỹ i for i ϭ 1, . . . , n) are merely the result of random assignment. This reduces to the simple computational form given by
Since is a chance-corrected measure of agreement, ϭ 1.0 implies that all paired values of y i and ỹ i for i ϭ 1, . . . , n fall on a line with unit slope that passes through the origin (i.e., a perfect forecast). The choice of rather than the Pearson product-moment correlation coefficient (r) or r 2 (the coefficient of determination) is that the latter are measures of linearity and not measures of agreement. Also, the choice of the mean absolute error for ␦ rather than the mean squared error is that extreme values influence the squared Euclidean differences of the MSE far more than the Euclidean differences of the MAE. These choices are elaborated by Mielke et al. (1996) .
Data and simulation procedures
The present study investigates the accuracy and utility of a single-sample estimator of shrinkage. Also considered are the effects of sample size, type of regression model (LAD and LSD), and noise-to-signal ratio in five populations that differ in amount and degree of contaminated data. Sample sizes (n) of 15, 25, 40, 65, 100, 160, 250, and 500 events are obtained from a fixed population of N ϭ 3958 events, which, for the purpose of this study, is not contaminated with extreme cases; 2.0 ϫ 10 Ϫ11 a fixed population of N ϭ 3998 events consisting of the initial population and 40 moderately extreme events (1% moderate contamination); a fixed population of N ϭ 3998 events consisting of the initial population and 40 very extreme events (1% severe contamination); a fixed population of N ϭ 4158 events consisting of the initial population and 200 moderately extreme events (5% moderate contamination); and a fixed population of N ϭ 4158 events consisting of the initial population and 200 very extreme events (5% severe contamination). The 3958 available primary events used to construct each of the five populations used in this study consist of a response variable and p ϭ 10 predictor variables. Specifics of the meteorological data used to construct these five populations are given in Mielke et al. (1996) .
Two prediction models are considered for each of the five populations. The first prediction model (case 10) consists of p ϭ 10 independent variables, and the second prediction model (case 6) consists of p ϭ 6 independent variables. In case 10, 4 of the 10 independent variables in the initial population of N ϭ 3958 events were found to contribute no information to the predictions. Case 6 is merely the prediction model with the four noninformative independent variables of case 10 deleted. Both the case 10 and case 6 prediction models were constructed from the initial fixed population of N ϭ 3958 events. The reason for the two prediction models is to examine the effect of including noninformative independent variables (i.e., noise) in a prediction model. 
Findings and discussion
The results of the study are summarized in Tables 1-5. In Tables 1-5 , each row is specified by 1) a sample size (n), 2) p ϭ 10 (case 10) and p ϭ 6 (case 6) independent samples, and 3) LAD and LSD regression analyses. In each of the five tables the first column (C1) contains the true values for the designated population and the second column (C2) contains the average of 10 000 randomly obtained sample estimates of , , where the ỹ values are based on the sample regression coefficients for each of the 10 000 independent samples, that is, a measure of retrospective fit. The third column (C3) measures the effectiveness of validating sample regression coefficients. In this column the sample regression coefficients from 10 000 random samples were first obtained from column C2, then for each of these 10 000 sets of sample regression coefficients an additional five independent random samples of the same size (n ϭ 15, . . . , 500) were drawn from the population. The sample regression coefficients from C2 were then applied to each of the five new samples, and values were computed for each of these five samples for a total of 50 000 values. The average of the 50 000 values is reported in column C3, yielding a measure of validation fit. The fourth column (C4) contains the average of 10 000 randomly obtained drop-one sample values where each of the values is based on the same sample data that yields one of the 10 000 sample values composing the averages in column C2. Thus, each value in column C4 represents the average of n times 10 000 values. The fifth column (C3/C2) contains the ratio of the average value of C3 to the corresponding value of C2, that is, the index of shrinkage. The sixth column (C4/C2) contains the ratio of the average value of C4 to the average value of C2, that is, the drop-one singlesample estimator of shrinkage, as measured by C3/C2. The seventh column (C4/C3) contains the ratio of the average value of C4/C2 to the average value of C3/C2, that is, the ratio of the drop-one single-sample estimator of shrinkage to the index of shrinkage. The eighth column (C3/C1) contains the ratio of the validation fit of C3 to the corresponding true fit, measured by the population value given in C1. The values of
TABLE 9. Population 3: Contaminated population consisting of 3998 events consisting of the initial population of 3958 events and 40 very extreme events. The SD( | C2) column contains the standard deviations of the 10 000 values composing each C2 value in Table 3 . The SD( | C4) column contains the standard deviations of the 10 000 drop-one values composing each C4 value in Table 3 columns C1, C2, C3, C3/C2, and C3/C1 are contained in Mielke et al. (1996) . It should be noted in this context that both C3 and C4 are free from any selection bias. Selection bias occurs when a subset of predictor variables is selected from the full set of predictor variables in the population based on information contained in the sample. In this study, selection bias has been controlled by selecting the two sets of predictor variables (i.e., cases 10 and 6) from information contained in the population and not from information contained in any sample. Specifically, in the case of C3, the predictor variables were selected from information in the population, the regression coefficients were based on information contained in the sample for these (10 or 6) predetermined predictor variables, then the regression coefficients were applied to five new independent samples of the same size and drawn from the same population. This process was repeated for 10 000 samples, producing 50 000 values. Each C3 value is an average of these 50 000 values. Thus, while there is an optimizing bias due to retrospective fit, there is no selection bias. In the case of C4, the predictor variables were again selected from information contained in the population and the regression coefficients were based on information contained in the sample, after dropping one observation. A value was calculated on the set of n Ϫ 1 y and ỹ values, and the procedure was repeated n times, dropping a different observation each time. The entire process was repeated for 10 000 samples, producing n times 10 000 values. Each C4 value is an average of these n times 10 000 values. Thus, there is no selection bias. The advantage to this approach is that the optimizing bias can be isolated and examined while the selection bias is controlled. In addition, this approach is more conservative as validation fit is almost always better when subset selection is included (MacCallum et al. 1994) . The drawback to this approach is that the results cannot be generalized to studies that selected both prediction variables and regression coefficients based on sample information and, in addition, shrinkage may be increased.
The ratio values in column C3/C2 in Tables 1-5 provide a comprehensive index of shrinkage that serves as a benchmark against which the accuracy of the drop- Tables  1-5 , the ratio values in column C4/C3 are close to unity for samples with n Ͼ 25. The few C4/C3 values that exceed 1.0 are probably due to sampling error. It should be noted that the C4/C3 ratios tend to be less than unity for the smaller sample sizes. When n Յ 25, reductions from unity of the C4/C3 values are 4.5%-11% for the LAD regression model and 4.5%-15% for the LSD regression model in population 1. For populations 2-5, the corresponding reductions are 4%-10% (LAD) and 4.5%-14% (LSD), 3.5%-9.5% (LAD) and 3.5%-14% (LSD), 3%-6% (LAD) and 4.5%-11% (LSD), and 0%-5.5% (LAD) and 0%-11% (LSD), respectively. Thus, the drop-one single-sample estimator (i.e., C4/C2) is an excellent estimator of shrinkage (i.e., C3/C2), although it is conservative for very small samples. This conclusion holds for all sample sizes greater than n ϭ 25, both cases (6 and 10), both regression models (LAD and LSD), and all five populations with differing degrees and amounts of data contamination.
Column C3/C1 summarizes, in ratio format, the validation fit (C3) to the true population value (C1). This is sometimes referred to as ''expected skill'' (Mielke et al. 1996) . In general, the C3/C1 values indicate the amount of skill that is expected relative to the true skill possible when an entire population is available. More specifically, the C3/C1 values indicate the expected reduction in fit of the y and ỹ values for future events (Mielke et al. 1996) . A C3/C1 value that is greater than 1.0 is cause for concern since this indicates that the sample regression coefficients provide a better validation fit, on the average, than would have been possible had the actual population been available.
Inspection of column C3/C1 in Table 1 reveals that the LSD regression model consistently performs better than the LAD regression model, case 10 has lower values than case 6, and the C3/C1 values increase with increasing sample size. Table 2 , with 1% moderate contamination, yields a few C3/C1 values greater than 1.0 and they all appear with the LSD regression model. Table 3 , with 1% severe contamination, shows the same pattern, but the C3/C1 ratio values are somewhat higher. Table 4 , with 5% moderate contamination, continues the same motif and Table 5 , with 5% severe contamination, contains C3/C1 values considerably greater than 1.0 for nearly every case. It is abundantly clear that with only a small amount of moderate or severe contamination, the LSD regression model produces inflated estimates of expected skill. The LAD regression model, based on absolute deviations about the median, is relatively unaffected by even 1% severe contamination, but the LSD regression model, based on squared deviations about the mean, systematically overestimates the validation fit and yields inflated values of expected skill (i.e., C3/C1).
Since C3 (validation fit ) values and C4 (drop-one single-sample validation fit ) values are essentially the same for all five populations, both cases, both regression models, and all sample sizes, it is readily apparent that C4/C1 ratios would be nearly identical to the C3/C1 ratios in Tables 1-5 . Consequently, caution should be exercised in using drop-one estimators with the LSD regression model as they will likely provide inflated estimates of validation fit when contaminated data are present. Because the drop-one estimate of shrinkage is equivalent to dropone cross-validation, the same caution applies to drop-one cross-validation with an LSD regression model.
While it is abundantly evident that LSD regression systematically overestimates validation fit, the reason for the optimistic C3/C1 values is not as manifest. It is obvious that the inflated estimates of expected skill for LSD regression in Tables 1-5 are systematically related to sample size with larger sample sizes associated with C3/C1 values in excess of 1.0. This is probably due to a moderately or severely contaminated population event occurring in a single sample. Very small samples (e.g., n ϭ 15) are not likely to include a contaminated event, whereas very large samples (e.g., n ϭ 500) are much more likely to include one or more contaminated events. Table 6 provides the probability values that no contaminated population event belongs to a single sample for both 1% and 5% contamination. The probability that no contaminated event belongs to a single sample with 1% moderate or severe contamination in the population is given by (3958/3998) n , and the probability that no contaminated event belongs to a single sample with 5% moderate or severe contamination in the population is given by (3958/4158) n in Table 6 . For 1% moderate or severe contamination, the probability of selecting no contaminated events from the population is greater than 0.50 for samples of size n Յ 65. For 5% moderate or severe contamination, the probability of selecting no contaminated events from the population never exceeds 0.50. Given the well-known sensitivity of LSD regression to extreme events, it is not surprising that LSD regression yields optimistic levels of expected skill for larger samples that are more likely to contain one or more moderate or severely contaminated events. It should be noted in Table 5 that neither LSD nor LAD regression is able to accommodate 5% severe contamination.
The single sample estimate of shrinkage, C4, is higher for 6 predictors than for 10 predictors in Table 1 with LAD regression and n Յ 160 and with LSD regression and n Յ 250, in Table 2 with LAD regression and n Յ 250, and with LSD regression and n Յ 40. The same relationship holds for both LAD and LSD regression in Table 3 with n Յ 40 and in Tables 4 and 5 with n Յ 25. These results are consistent with the influence of contamination since when n is small, the influence of additional noninformative predictors is mitigated because the probability of selecting a contaminated event in each sample is reduced. Clearly, regression models containing noninformative predictors should be avoided (Browne and Cudeck 1992) .
The standard deviations of the 10 000 values composing C2, SD( |C2), and the standard deviations of the 10 000 drop-one values composing C4, SD( |C4), are given for each sample size (n ϭ 15, . . . , 500), case (10 and 6 predictors), and regression model (LAD and LSD) combination in Tables 7, 8 , 9, 10, and 11, which correspond to the five contamination levels of Tables 1, 2 M ϭ 10 000 in this study, and corresponds to either C2 or C4. The standard deviations are confined to SD( |C2) and SD( |C4) since the associated estimable single sample values exist only for C2 and C4. For all five tables, SD( |C2) is smaller than SD( |C4) for small sample sizes. However, SD( |C2) and SD( |C4) become more similar to one another with increasing sample sizes. Also for all five tables, the SD( |C2) values are fairly similar for cases with 10 and 6 predictors; this also holds for the SD( |C4) values. The differences between LAD and LSD regression for both SD( |C2) and SD( |C4) are more complex. While SD( |C2) is smaller for LAD regression than for LSD regression with small sample sizes (15, 25, and 40), the SD( |C2) and SD( |C4) values are larger (perhaps slightly) for LAD regression than for LSD regression in Table 7 . In Tables 8 and 9 , SD( |C2) is smaller for LAD regression than for LSD regression whereas this observation holds for SD( |C4) only with large sample sizes (250 and 500). In Tables 10 and 11 , except for SD( |C2) with small sample sizes (15, 25, and 40), both SD( |C2) and SD( |C4) are larger for LAD regression than for LSD regression. Mielke et al. (1996) investigated the effects of sample size, type of regression model, and noise-to-signal ratio on the degree of shrinkage in five populations containing varying amounts and degrees of data contamination. Shrinkage was measured as the ratio of the validation fit of a sample-based regression model to the retrospective fit of the same regression model where the validation fit was assessed on five independent samples from the same population. While the Mielke et al. (1996) index of shrinkage is both rigorous and comprehensive, it involves an additional five independent samples and thus is not useful in routine applications. In this paper a drop-one single-sample estimator of shrinkage is developed and evaluated on the same dataset used by Mielke et al. (1996) . The drop-one single-sample estimator provides an accurate estimate of shrinkage for the five populations, both regression models, both cases, and all sample sizes, although the estimator is slightly conservative for very small sample sizes.
Summary
Finally, a caution is raised because the drop-one single-sample estimate of shrinkage is, in fact, an estimate of shrinkage. There is evidence that the drop-one method provides inflated estimates of validation fit for the LSD regression model when the population data is contaminated by extreme values, e.g., populations 1-4 in Tables 1-4. In population 5 (Table 5) with 5% severe contamination, both the LSD and LAD regression models provide estimates of validation fit that are too high.
