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一、摘要 
工程應用上關於監督式學習與非監督
學習這兩者在其出發點或執行策略上是有
所差異的；以群聚分析為主要應用的監督式
學習法則是在已有預設的資訊或知識的情
況下，利用演算法去發掘問題的核心所在，
而非監督式學習法則卻是在不預設立場的
情況下，讓系統從大量的資料中去發現其隱
含的有用信息。以影像分割為例，它常被定
位在典型非監督式法則的應用範疇，影像中
的像素通常視為色彩空間中的獨立物件；當
影像資料所處的時域或頻域空間中之資料
點具有良好的分隔特性時，此時非監督式的
群聚分析演算法在物件分類上便可以有很
好的表現；不過若是其資料群聚間發生重疊
現象時，非監督式的切割法則很難得到正確
的邊界；在這種情形下，若是可以採用監督
式的分類方法(supervised classification)將會
有效得多，但是監督式的分類方法所面臨最
大的困難卻是我們需要大量經過人工方式
加標(labeled)的資料才能進行訓練。本計畫
中我們發展以演化式群聚分析演算法為基
礎的半監督式學習法則 (Semi-supervised 
learning)，它的作法是在傳統非監督式法則
的目標函數中併入了了少量的加標訓練資
料之成本(cost)評估，以期能夠同時補強二
種演算法的一些特定缺點。 
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二、簡介 
半監督式學習法則 (Semi-supervised 
learning)試圖整合監督式與非監督式學習法
則的利處，它採用一些初始知識結合非監督
式群聚分析進行訓練，這些初始的知識包含
了切割類別數目以及每一類別中少量的加
標資料，這種方法已經成功的應用在群聚分
析[1]、SVM分類器[2]以及影像切割上[3]。
舉K-Means演算法為例，若我們欲將資料群
集 { }NxxxX ,...,, 21= 作 個合適的區隔(其中C
12 −≤≤ NC )，其目標函數可表示為 
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但當我們考慮訓練樣本配對的限制因素
時，該目標函數法則便無法直接適用。此處
我們再假設 M 為“必須連結(must-link)”集
合， Mxx ji ∈),( 代表 和 應屬於同一個群
聚；而
ix jx
K為一個“不能連結(cannot-link)”集
合， Kxx ji ∈),( 代表 和 應該分屬於不同
的群聚。此時半監督式的K-means演算法之
目標函數可修正為[4] 
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式子中 I 設定為一指示函數， 1][ =trueI
以及 0][ =falseI 。以模糊 C-means方式實現
的半監督式學習法則是屬於另類的群聚分
析型式[5]，它是模糊 C-means 演算法的擴
展。在半監督式群聚分析(Semi-supervised 
clustering)的處理工作中，我們使用“必須連
結(must-link)”以及“不能連結(cannot-link)”
這兩者樣本與類別間的限制作為成本(cost)
的最佳化評估條件之一。有名的 FCM 目標
函數如下： 
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此處 m>1，使目標函數 最小化的必要
條件之(
FCMJ
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W. Pedrycz等人[6]根據上述 Fuzzy c-means
的目標函數更新如下： 
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在這裡，α是保持監督以及非監督式資料之
間平衡的尺度因子，而 則是加標資料
ijf j和
群聚 i的歸屬度， 則是用來區分加標與未
加標資料之間的布林變數，若是布林變數
為0，則此目標函數將轉成標準型式的Fuzzy 
c-means架構。而切割矩陣變成 
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三、演化式半監督式群聚分析演算法則 
半監督式群聚分析 (Semi-Supervised 
clustering)使用少量的加標樣本以強制指定
其歸屬群聚外，它也應在目標函數中加上未
能分類的成本項，以便同時進行群聚間緊密
程度與群聚資料同質性的估測；也就是說我
們期望得到最小化的目標函數應為群聚分
佈 (Cluster_Dispersion) 與 群 聚 不 純 度
(Cluster_Impurity)的線性組合。當目標函數
中去除 Cluster_Impurity 這一項指標時，其
結果即為單純的非監督式架構；反之，當我
們僅考慮 Cluster_impurity 這一項指標時，
它便轉變成試圖最小化錯誤分類結果的監
督式架構了。 
在 PSO演算法中，族群中的每一個個體
在解空間(solution space)的移動位置是根據
自我過去最佳經驗( )與群體最佳行為
( )進行機率式的修正調整，其式子可描
述如下[7]:  
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此處 是個體的位置向量（解集合）, 是
指向族群中某一個個體的指標，d是向量維
度,
pX p
τ 用來決定迭代過程中移動速度遞減的
幅度， 意指現在狀態而 代表下一次迭
代的狀態， 和 則是控制個體受到自我過
去經驗( )與群體最佳解( )比率的參
數。當個體的移動速度 確定之後，其位置
向量 則可據以更新為 
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接下來我們將敘述所建立之演化式半監督
式架構之步驟如下： 
Step1) 隨機產生初始群中所有個體的位置
向量  以及移動速度 ，此處位置向量pX pV
{ }KjcX jpp ,...,2,1,, ==  包含K個群聚中心 ,而
且
jpc ,
),...,,( ,2,1,, jnpjpjpjp cccc = 均為 維的向量。 n
Step2) 計算每一個個體之適應函數值，此處
我們設計適應函數 如下： F
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其中 ok 、γ 是正實數， 、 是可調係數值；
其中 代表加標資料中的 分類正
確(
1s 2s
),( ji cxcorr ix
ji Cx ∈ )，而 則表示加標資料
最後的分類結果錯誤。
),( ji cxerror ix
I 為指示函數，當
1][ =trueI 而且 。 0][ =falseI
Step3) 將每一個個體目前求得之適應函數
值與其所記憶之最佳適應函數值進行比
較，若目前之適應函數值較之前最佳結果為
佳，則以目前位置取代個體記憶之最佳所在
位置，以目前適應函數值取代個體記憶之最
佳值： 
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Step4) 比較個體最佳解所求得的適應函數
是否優於群體所記憶的最佳值，若判斷條件
成立則將群體所記憶之最佳位置與最佳值
重設為目前的結果，反之群體最佳解維持原
先狀態： 
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Step5) 根據Equation 8 和Equation 9調整所
有個體移動的速度與位置。 
Step6) 重覆 Step2)-Step5) 直至達到預設的
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迭代次數為止。 
 
三、實驗結果 
為驗證上述所提架構之有效性，我們以
群聚分析領域中最具代表性的 Iris data進行
測試。Iris data共包含 150筆資料，區分為
Iris setosa, Iris versicolor以及 Iris virginica三
個類別，每一個類別中均有 50 筆資料，其
中有兩類的資料分佈區域相互重疊，因此以
單純的非監督式法則如 K-means或 FCM進
行分類時，所得到的錯誤分類結果均在 16
筆以上。本實驗中，我們預設 PSO 之參數
，而且為了達到較佳的收斂效
果，我們在每次迭代過程中令
5.121 == cc τ =0.75，以逐
漸調整個體移動的速度值。適應函數中
，50=ok γ =20， 以及 。 25.01 =s 8.12 =s
  Table 1為所提方法針對 Iris data得到的分
類結果；我們從 Iris versicolor和 Iris virginica
二個類別中分別抽取 100筆, 34筆和 25筆
進行加標，結果發現其分類錯誤率確實與加
標資料的學習有關，而且從表中我們還可看
到 所 有 150 筆 資 料 與 centroids 之
mean-square-error (MSE)隨著分類錯誤數而
升，這說明了 Iris data的不同類別群聚之間
確有混淆情況；也因此，未必 MSE 誤差較
小者代表有良好的分類效果。 
    Fig.1 和 Fig. 2 分別以 3D plot 以及
one-dimensional 的方式來呈現資料的分類
結果，在 Fig.1(a)中，真實的 Iris data分佈情
況也說明了 Iris versicolor和 Iris virginica二
個類別之間混淆的現象，圖示的分類結果可
以協助我們比較各種不同數目加標資料對
於分類結果的影響。
 
Table 1 所提方法之分類結果 
 加標資料 = 100 加標資料 = 34 加標資料 = 25 
正確 錯誤 正確 錯誤 正確 錯誤 分類結果 
146 4 140 10 136 14 
MSE 102.6592 97.9849 97.6598 
centroids  (4.9608, 3.4893, 1.4179, 0.3063; 
  6.4106, 2.8230, 5.5318, 2.1189; 
 5.9869, 2.7984, 4.0956, 1.2498) 
(5.0231, 3.4036, 1.4483, 0.2672; 
6.5922, 2.9876, 5.6266, 2.0537; 
5.9400, 2.7542, 4.2904, 1.3214) 
(5.9287, 2.7601, 4.3227, 1.3620; 
4.9930, 3.4527, 1.4531, 0.2657; 
6.7542, 2.9939, 5.6943, 2.0385) 
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(a)真實的分佈 (3D plot) 
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(b) labeled data = 100 (3D plot) 
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(c) labeled data = 34 (3D plot) 
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(d) labeled data = 25 (3D plot) 
 
Fig. 1 IRIS data的 3D plot 
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(a)真實的分佈 
0 50 100 150
4
5
6
7
8
Sample k
S
ep
al
 le
ng
th
0 50 100 150
2
2.5
3
3.5
4
4.5
Sample k
S
ep
al
 w
id
th
0 50 100 150
0
2
4
6
8
Sample k
P
et
al
 le
ng
th
0 50 100 150
0
0.5
1
1.5
2
2.5
Sample k
P
et
al
 w
id
th
(b) labeled data = 100 
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(c) labeled data = 34  
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(d) labeled data = 25  
 
Fig. 2 Iris data在各個維度的資料分佈情形 
 
 
四、結論 
本計畫中，我們建立一個以 PSO 為基
礎的演化式半監督式群聚分析架構，它可透
過自我演化的過程自動找尋超高維度最小
化目標函數的近似最佳解，並應用在資料的
分類等工作上。PSO是以模擬鳥類或魚類覓
食的群體行為來達到系統自我演化的目
的，可以自動找尋向量空間中的最佳解；然
而其搜尋過程並非是漫無目的的，而是根據
所面臨的問題轉化之適應函數來決定其搜
尋的方向。適應函數數值代表著解集合對於
外在環境的適應度，適應度愈高表示在此環
 2
境下此組解集合愈佳。在我們所建立的半監
督式學習架構中，合併加標與未加標訓練資
料的成本評估指標即將轉化成生物群體（不
同的目標函數最小化策略）行動中每一個個
體（其中一個目標函數最小化策略）移動方
向的適應函數評估值。本計畫之執行除了有
助於建立半監督式學習法則之新架構外，也
可進一步將之推廣至其他相關應用的研究
工作。 
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