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ABSTRACT 
We bring up to date the estimates on the complexity of the effective Nullstellen- 
satz and the membership problem. 
1. INTRODUCTION 
In a recent paper of ours, published in this same journal in 1988 [3], we 
described the state of the art in the field of effective methods to compute 
polynomial solutions to polynomial equations. As is well known, this field has 
a rather long and honorable history, which dates back to the early work in 
algebraic geometry, where the purpose of constructing solutions (instead of 
just claiming their existence) was mainly motivated by the need of having 
concrete examples on which to test new conjectures. In recent years, and 
with the widespread use of sophisticated computing tools, this problem has 
been brought back in fashion, thanks especially to the work of Seidenberg, 
Lazard, and Buchberger (see e.g. [21]), which introduces the concept of 
standard bases, again with the aim of solving problems in algebraic geometry. 
In our paper [3], we mainly described some new developments which 
brought complex analysis into the picture. Indeed, some results of A. Yger 
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and of the authors (see e.g. [3] for a fairly complete list of references, and the 
more recent [4-6]), coupled with advances in algebra and number theory, 
have enabled W. D. Brownawell [7] to prove some excellent results (the best 
possible in 1987) in this field. But before we proceed to tell the story of what 
happened after Brownawell’s result, let us be specific about the problems to 
be examined. 
Let us consider p,, . . . , P,~ to be polynomials in the ring R of polynomials 
in n indetenninates, with complex coefficients. The following two problems 
are of immense concrete (and theoretical) interest: 
PROBLEM 1.1 [Membership problem (MP)]. Given a polynomial p in R, 
decide whether p belongs to the ideal generated by p,, . , p, in R. 
PROBLEM 1.2 [Representation problem (RP)]. Given a polynomial p in 
R which belongs to the ideal generated by p,, . . . , P,~ in R, compute explicitly 
a representation 
s 
P= C 4jPj 
j=l 
with yj in R. 
There is, of course, a very special case of these two problems, which takes 
place when the polynomials pj have no common zeros. In this case, (MP) 
always has a positive answer (since the classical Nullstellensatz-in weak 
form-shows that every polynomial belongs to the ideal generated by the 
pj’s, i.e., the ideal generated by the pj’s is the whole ring R). The second 
problem, on the other hand, transforms into what is called the Bezout 
equation, i.e. the equation 
p,q, + p,q, + . . . + p,q, = 1, (1.1) 
which has to be solved for the unknown polynomials 9j. 
The first “explicit” solution to (1.1) can be obtained via elimination 
theory, but, unfortunately, such a solution is really explicit only in the case in 
which the number of indeterminates is one, which is of little help in most 
concrete cases. Although Hermann gave an algorithm to find the solutions of 
(l.l), and Lazard succeeded in finding them for (very) small n, the first 
practical methods for large classes of systems (1.1) used the already men- 
tioned algorithm of standard bases of Buchberger, which employs methods 
which are essentially algebraic. A totally different (and, in some respects, 
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competitive) approach has been proposed by the authors, and a comparison 
of these two methods was indeed mentioned in [3]. This second approach, as 
we already pointed out, is essentially based on techniques which arise from 
residue theory in several complex variables, and their interest consists in the 
fact that these same techniques can be used to provide an explicit solution to 
(l.l), even when the functions pj and 9j are not polynomials, but arbitrary 
entire functions, which only have to satisfy some very general growth 
conditions. 
In our paper [3], we described these analytic methods, and we explained 
how Brownawell could exploit them to prove his basic result, which we recall 
for the sake of completeness: 
THEOREM 1.1 (Brownawell). Zf the polynomials pj have no common 
zeros, then we can jiad polynomials qk which solve Equation (1.1) and such 
that 
deg qk < n”(maxdeg p,)“. 
As soon as it appeared, this result was recognized as fundamental, since it 
greatly improved on the double-exponential bounds, which were the best 
available at the time (they were due to Masser and Wustholz, but see, e.g., 
the references contained in [7]). As is often occurs, however, the very success 
of Brownawell’s techniques, the usefulness of his result, and the joint effort 
of many mathematicians from the U.S., Argentina, the U.S.S.R., and Italy (to 
mention just a few of the nationalities of the people involved in this 
problem), rapidly produced a wealth of improvements and of results, which 
rapidly superseded what we described in [3]. Theorem 1.1 has been im- 
proved in two respects by Kollar [18] and Fitchas and Galligo [14]. First, 
instead of complex coefficients we can consider coefficients in any alge- 
braically closed field. Second, the constant n2 can be replaced by the 
number 3. (See Theorem 3.6 below for a consequence of this improvement.) 
The purpose of this paper is to update our previous work, and to give a 
more recent look at this fascinating and fast-developing area of pure and 
applied mathematics. To do so, however, is not really an easy task, since the 
research has been developing in several different directions. For this reason, 
we will concentrate mostly on two important aspects of the problems: the 
algebraic work of the Argentinian school of NoHi Fitchas (actually a 
pseudonym for the working group constituted by L. Caniglia, S. Danon, 
J. Heintz, T. Krick, P. Solemb) will be described in Section 2 of this paper; 
the more analytic work of S. Ji, J. Kollar, and B. Shiffman will be described 
in Section 3. We hope this paper will provide a useful and rather complete 
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introduction to the current developments. Nevertheless, we also foresee that 
yet another update will probably be necessary in a few years. 
2. ALGORITHMIC ADVANCES: THE FITCHAS GROUP 
Let us go back to consider (MP) and (RP). Generally speaking, it is well 
known [2] that (MP), for arbitrary polynomials, is exponential-space com- 
plete, and that the polynomials which arise in the solutions of (RP) may have 
a degree which is a doubly exponential in the number of the indeterminates. 
One has therefore to restrict one’s attention to some situations in which the 
worst bomlds can be avoided. To do so, the following natural restrictions 
were required in [13]: the ideals considered are either unmixed’ ideals, or 
complete intersection’ ideals, or, finally , zero-dimensional1 ideals. Among the 
most interesting examples of unmixed ideals are the zero-dimensional ideals 
and the complete intersection ideals generated by a regular sequence.’ We 
mentioned that these conditions are quite natural, and we would like to 
justify our claim by observing that even in the classical works on this topic 
(for instance, that of Ehrenpreis, Malgrange, Andreotti, and Nacinovich) the 
condition of regularity has always played a crucial role (more importantly, 
this condition has an analytical meaning, so that it keeps creeping into any 
problem about systems of differential equations). 
Given these preliminary remarks, the main result of [13] can be stated as 
follows, with the use of the following basic parameters: d, the maximum 
degree of the given generators of the ideal I to be studied; deg p, the degree 
of the polynomial for which we need to study (RP); s, the number of 
generators of the ideal 1; and n, the number of indeterminates. 
TI~EOREM 2.1. Let I be an unmixed ideal in R, generated by a given 
finite set of generators. Then (RP) f or a polynomial p can be decided: 
in sequential time [ s4 max(deg p, dn2)] ‘x”‘) 
and 
in parallel time O( n4 log’ s max(deg p. d”“)). 
‘See appendix for definition of algebraic terms 
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In the particular case in which pi,. . . , P,~ form a regular sequence in R, 
the bounds mentioned above can be improved as follows: 
THEOREM 2.2. of the generators of the ideal I form a regulur sequence, 
then both (RP) and (MP) can be sohed 
in sequential time ( d” + deg p) “(“) 
and 
in parallel time 0( n2 log”( d” +deg p)). 
These results, whose proofs are far too complicated to be reproduced 
here, are essentially based on a careful use of the recent works on the 
effective Nullstellensatz. These works (see e.g. [l, 4-8, lo]) essentially 
provide affine counterparts to the pioneering results of Lazard [19, 201; this 
means that while Lazard’s results only work for the case of homogeneous 
ideals (in which case he actually computes the complexity of some 
Groebner-basis computations), the new results of Brownawell permit the 
study of inhomogeneous ideals of dimension at most zero (see, e.g. [lo, 131). 
Still, one verifies that computations of Groebner bases in the case of 
inhomogeneous ideals are intrinsically more complex (in the sense of com- 
plexity theory) than in the case of homogeneous ideals. To understand this 
phenomenon, the Fitchas group, in [ll], has attacked this question, and has 
tried to understand how is it possible to transfer techniques for Groebner- 
basis computation of homogeneous ideals to the inhomogeneous case. Of 
course, one cannot expect to approach these problems by simply homogeniz- 
ing the original polynomials, since all known results on complexity of 
computations for Groebner bases depend entirely on the geometry of the 
corresponding variety. To be more precise, the problem is due to the fact that 
if p,,..., P,~ are polynomials in R, and if V denotes the affine variety of their 
common zeros, then the projective closure pcl(V) of V does not have any 
necessary relation with the projective variety defined by the common zeros 
of the homogenizations of p,, , P,~. In [ll], the authors show how this 
problem can be circumvented; to be precise, they provide an efJicient, 
parallelizable, subexponential-time algorithm which, given the inhomoge- 
neous equations of an affine algebraic variety, computes a set of homoge- 
neous equations which define the projective closure pcl(V) of V. Their 
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theorem can be stated as follows: 
THEOREM 2.3. The algorithm mentioned above works 
in sequential time s’do(““) 
in parallel time 0( n4 1og”sd). 
All of these results are of great interest, and open the way to efficient 
computations which, employing parallel computers, may now significantly 
help in solving many important concrete problems. The importance of these 
advances cannot be underestimated, especially in view of the many applica- 
tions of the previous problems to robotics and to control theory. 
3. THE ANALYTICAL APPROACH: LOJASIEWICZ-TYPE 
INEQUALITIES 
The analytic core of the study of effective Nullstellens&ze, and of 
effective solutions to the Bezout equations and to related questions, lies in 
modifications and sharpenings of a famous inequality which Lojasiewicz 
proved [22] back in 1959. Let us begin this section by quoting this classical 
result in its original form (i.e. for real analytic sets): 
TIIEOREM 3.1 (Lojasiewicz inequality). Let f be a real analytic function 
on an open set R in R”, and let Z(f) be the set of zeros off in R. Denote by 
d(x, S) the euclidean distance, in R”, from a point x to a set S. Then, fw any 
compact set K in R, there exist positive constants C and a such that, for all x 
in K, 
It may be worthwhile mentioning that this type of inequality is very 
important when one is interested in studying the typical division problems 
which arise when discussing surjectivity problems for convolution equations, 
or when studying the spaces of solutions of systems of such equations (the 
work of B. A. Taylor, A. Yger, and the authors in this direction stands as proof 
of this claim). 
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Generally speaking, the exponent a which appears in the Lojasiewicz 
inequality which we have just quoted may as well be quite large (examples 
in this direction have been given by Lojasiewicz himself). It turns out, 
however, that the recent results of Brownawell [7] actually gave a more 
precise global Lojasiewicz inequality (the reason for the term global will be 
clear in a second), which can be expressed as follows: 
THEOREM 3.2. Lk?t Pl,..., P,,, be complex polynomials in n complex 
variables, and suppose that their zero locus Z is a complete intersection (i.e., 
it has dimension n - m). Then there is a positive constant C such that 
min(d(z,Z),l) (n+l)deSpl...deSP,,, 
1 + 11~112 I j=l 
for all z in @“, where llzll denotes the usual norm in the n-dimensional 
complex space : 
112112 = lz112 + * * * + lz,12 
More recently Ji and Shifhnan [17] h ave shown that this inequality can be 
sharpened in a significant way. 
THEOREM 3.3. Let p, ,..., p,, be as above, and assume that deg pj z 2 
for any j. Then there is a positive constant C such that, for all z in a=“, one 
has 
d(z,Z) 
[ 1 
deg PI ds P,. 
1 + llzl12 j=l 
A few words are in order about the proof of Theorem 3.3. The starting 
point is an effective version of Hilbert’s Nullstellensatz, obtained by Amoroso 
[l] as a consequence of the fundamental results of Kollir [18], which explains 
also the need for the strange hypothesis on the degree of the polynomials. 
Before we can state the Kollbr-Amoroso Nullstellensatz, we recall that if f is 
a polynomial, then hf denotes the homogenization’ of f, and if I is an ideal 
2 See appendix. 
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of polynomials, then hI indicates the ideal generated by the homogenizations 
of the generators of 1. One can then prove: 
THEOREM 3.4 (Kollar, Amoroso). Let pi,. . . , p,,, be a regular sequence of 
polynomials with deg pj z 2 for any j, and let I be the ideal they generate. 
Then 
Theorem 3.3 is now a consequence of the Kollar-Amoroso Nullstellensatz 
and of the following result: 
THEOREM 3.5. Let I = (pl,. .., p,,,) be an ideal such that dim Z(I) = n - 
m, and let M be a nonnegative integer such that 
z,Mhl c (hpl,. . . ,” P,,,) 
Let, moreover, A be the product of the degrees of the pj, and S their 
minimum. Then there exists a positive constant C such that, for any z in C”, 
d(z,Z(Z))A=zC(l+Ilzll)A+M-S E lpj(z)I. 
j=l 
In particular, if p is a nonconstant polynomial, then there exists a positive 
constant C such that 
It can be shown, through simple examples, that the exponents which 
appear in Theorem 3.5 are indeed sharp. 
We conclude this survey by quoting a recent result of Ji, Kollar, and 
Shiffman [16], which no longer requires the hypothesis of complete intersec- 
tion, and which is valid for any algebraically closed field. (Their method is 
still based on Brownawell and Kollar’s key result, which would give no 
information on the case of real polynomials.) 
THEOREM 3.6. Let K be an algebraically closedfield of arbitrary charac- 
teristic, and let 1.1 be an absolute value on K. Let p l,. . , pk be polynomials in 
the ring of polynomials with coeficients in K and at least two indeterminates, 
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and let dj = deg pj, d, > d, > . Assume that the zero locus Z of the ideal 
generated by these polynomials is nonempty. Then there is a positive integer 
m < B(n,d,,.. .,d,), where 
B(n,d,,“.,dk) = 
d, . . . d, if k<n, 
d 
1 
. . . d _ d 
n 1 k if k>n, 
B(n,d 1,...,dk)=(~)iB(n,d,,...,dk)+9 
for j=#{i<min(k,n)-l:di=2}, 
and 
6= 
1 if k>n and dn_-1=2, 
0 otherwise, 
and a positive constant C (both m and C depend on the polynomials, of 
course), such that 
fm all 2 in K’“. 
The reader may observe that, since d(z, Z) < C’(l+ 11~11) for some posi- 
tive constant C’, Theorem 3.6 implies, in particular, the following improve- 
ment of Brownawell’s result: 
THEOREM 3.7. With the usual notation, pj complex polynomials, and Z 
their zero locus, there is a positive constant C such that, for all z in C”, one 
has 
Two remarks should be made about these results. To begin with, one 
might expect that the restriction that deg pi z 2 would not be necessary in 
Kollar’s result; if this were true, then one could eliminate this aesthetic flaw 
also from the sharp Lojasiewicz inequality. Moreover, one would like to 
know whether the same estimates hold when the variables are real instead of 
complex (or if other fields are considered). As one may reasonably expect, the 
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situation immediately becomes more complicated if a field K which is not 
algebraically closed is considered. In particular, the approach followed by 
Brownawell (which is based on some results on functions of several complex 
variables, as we described in [3]) d oes not work for real polynomials (this 
depends, roughly speaking, on the fact that a polynomial has more complex 
zeros than real ones). One should mention that the Fitchas group has 
obtained an inequality like that of the preceding Theorem 3.7 over the real 
field, but with B of the form d ‘x~“) for some universal (but unspecified) , 
constant a * 1. 
APPENDIX 
We define here some algebraic terms which may not be familiar to the 
reader. In this appendix, R = k[ x1,. , x,,] is a finite integral domain over an 
arbitrary ground field k, and Z is an ideal of R (the xi are not necessarily 
algebraically independent over k). Th e c assical 1 reference text for these and 
related definitions is [25]. The algebraic terms which appear in the paper are 
explained in numbered definitions, while auxiliary terms are given without 
numbering them. 
We recall that an ideal I is said to be prime if whenever a product of two 
elements of R is in I, then at least one of the factors is in I; Z is said to be 
maximal if Z is properly contained in R and there is no other ideal between 
Z and R; Z is said to be primury if the conditions a, b E R, ab E I, a CZ Z 
imply that some power of b must belong to 1. The radical of a primary ideal 
Z is the ideal fi = {a : u” E Z for some n}. It is well known that fi is a prime 
ideal, which is said to be the prime ideal associated to 1. A representation 
Z = n qj of an ideal Z as an intersection of primary ideals (i.e. a primary 
representation of I) is said to be irredundant (or reduced) if it satisfies the 
following conditions: 
(i) no qj contains the intersection of the other ones; 
(ii) the yj have distinct associated prime ideals. 
The (uniquely determined) associated prime ideals of the primary ideals 
occurring in an irredundant primary representations of an ideal Z are called 
the associated prime ideals of I, or the prime ideals of Z (this terminology 
being clearly consistent with the one used for primary ideals). A minimal 
element in the family of associated prime ideals of Z (i.e., an associated prime 
ideal of Z which contains no other prime ideal of Z> is called an isohed 
prime ideal of 1. Prime ideals which are not isolated are said to be imbedded. 
If Z is a prime ideal different from R, then the dimension of Z is defined 
as the transcendence degree of R /I over k (the dimension of R itself is 
defined to be - 1). 
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DEFINITION 1. Let Z be an ideal of the finite integral domain R. The 
dimension of Z is defined as the maximum of the dimensions of the isolated 
prime ideals associated to 1. 
Note that, of course, any zero-dimensional prime ideal is maximal (the 
converse is also true, thought less evident). 
DEFINITK~N 2. An ideal Z in a finite integral domain R is said to be 
unmixed (or equidimensionaE) if all its prime ideals have the same dimen- 
sion. 
An element a of a (commutative) ring R is said to be a regular element 
if it is not a zero divisor. 
DEFINITION 3. A sequence of elements a 1,. . . , a, in a commutative ring 
R is called a regular R-sequence (or, simply, a regular sequence) if every a, 
is regular in R and, for any i = 2,. . . , n, the image of a, under the canonical 
R-morphism R -+ R /(al,. . . , a,_ I> is a regular element in the quotient ring 
itself. 
Let now Z be an ideal in a ring k[ x1,. . . , x,,] of polynomials over an 
algebraically closed field k (the indeterminates are now algebraically inde- 
pendent). The variety V(Z) of Z is defined as the set of all points x = 
(X 1,. . , II,,), x, in k, such that f(x) = 0 for every f in 1. One also says that 
the variety V = V(Z) is defined by 1. 
DEFINITION 4. An ideal Z as above, generated by q polynomials, is said 
to be a complete intersection ideal if the codimension of V(Z) equals the 
number q of its generators. 
We now turn to the consideration of homogeneous ideals and polynomi- 
als, and to the case of projective spaces and varieties. Let us therefore 
consider the polynomial rings R = k[x,,...,x,] and R = k[yo,.. ., y,], in n 
and n + 1 indeterminates, respectively, over the same field k. 
DEFINITION 5. Given a polynomial f in R, one defines its homogenizu- 
tion ‘f in R as follows: 
hf(yo>...>YI) = Yodf(Y1/Yo~...7Yn/Yo), 
where d = d(f) denotes the (total) degree of f, 
It is immediate to observe that the homogenized polynomial “f is a form 
(i.e. a homogeneous polynomial, in which all the monomials have therefore 
the same degree). This homogenizing operation extends in a natural way to 
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ideals, as the ideal generated by all the homogenizations of elements of the 
original ideal is itself homogeneous. 
The authors are grateful to J. Heintz and B. Sh@inan fw providing them 
with preprints of their works. 
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