Persistent Betti numbers are a major tool in persistent homology, a subfield of topological data analysis. Many tools in persistent homology rely on the properties of persistent Betti numbers considered as a two-dimensional stochastic In this contribution, we derive a strong stabilizing property (in the spirit of Penrose and Yukich (2001)) of persistent Betti numbers and generalize the existing results on the asymptotic normality to the multivariate case and to a broader class of underlying Poisson and binomial processes. Most importantly, we show that the multivariate asymptotic normality holds for all pairs (r, s), 0 ≤ r ≤ s < ∞, and that it is not affected by percolation effects in the underlying random geometric graph.
Introduction
In this manuscript we address an important question in topological data analysis (TDA), namely, the study of the weak convergence of persistent Betti numbers
pointwise asymptotic normality for the general case. The recent contributions Owada (2018) and Owada and Thomas (2018) also study the limiting behavior of Betti numbers. TDA is a comparably young field that has emerged from several contributions in algebraic topology and computational geometry. Milestone contributions which helped to popularize TDA in its early days are Edelsbrunner et al. (2000) , Zomorodian and Carlsson (2005) and Carlsson (2009) . TDA consists of various techniques which aim at understanding the topology of a d-dimensional manifold based on an approximating point cloud. In practice, we can think of a probability distribution, whose topological properties are of interest, and a sample from this distribution. The various methods of TDA have been successfully implemented in applied sciences such as biology (Yao et al. (2009) ), material sciences (Lee et al. (2017) ) or chemistry (Nakamura et al. (2015) ). From the mathematical statistician's point of view, a particular interest deserves the application of TDA to time series, see, e.g., the pioneering works of Seversky et al. (2016) , Umeda (2017) and the contributions of Gidea et al. to financial time series ; Gidea (2017) ; ).
This present contribution falls into the area of persistent homology which is one of the major tools in TDA. We can only give a short introduction to this topic here, a more detailed introduction which offers insights to the basic concepts, ideas and applications of persistent homology can be found in Chazal and Michel (2017) , Oudot (2015) and Wasserman (2018) .
The basic ingredient for the study of persistent Betti numbers is a realization of a point cloud in R d (a sample of a point process) and simplicial complexes built from this point cloud according to a rule which describes the neighborhood relation between points. The two most frequent simplicial complex models are the Rips-Vietoris and theČech complex. When considered as geometric structures, simplicial complexes are characterized by the number of their q-dimensional holes, most notably connected components, loops and cavities (0, 1 and 2 dimensional features). These holes are precisely defined with a tool from algebraic topology, the so-called homology. The qth homology of a simplicial complex is determined by a quotient space. Its dimension is the so-called qth Betti number. Intuitively, the qth Betti number counts the number of q-dimensional holes in the simplicial complex. For a given simplicial complex model, we can construct an increasing sequence of simplicial complexes which is indexed by one parameter that can be understood as time, a so-called filtration. Given a filtration on a finite time interval, we can consider the evolution of the qth homology groups, i.e., of the dynamical behavior of the Betti numbers. As the underlying simple point process (e.g., a Poisson process on the Euclidean space) is random, these Betti numbers are also random and we consider a stochastic process.
From the applied point of view, the mere knowledge of the evolution of the Betti numbers is often not enough, especially when considering objects obtained from persistence diagrams, such as persistent landscapes. In this context the more general concept of persistent Betti numbers is the appropriate tool.
The remainder of this manuscript is organized as follows. In Section 2 we introduce the framework and describe our results. Section 3 offers a short overview of related results which are important and needed in our present study. Section 4 contains the main results of this manuscript which are in detail derived in Section 5 and in Appendix A.
Notation and description of the results
Given a finite subset P of the Euclidean space R d theČech filtration C(P ) = (C r (P ) : r ≥ 0) and the Rips-Vietoris filtration R(P ) = (R r (P ) : r ≥ 0) are defined as C r (P ) = {finite σ ⊂ P, x∈σ B(x, r) = ∅}, R r (P ) = {finite σ ⊂ P, diam(σ) ≤ r}, here B(x, r) = {y ∈ R d : x − y ≤ r} and diam is the diameter of a measurable set. Throughout this article, we consider either theČech or the Rips-Vietoris filtration and write K(P ) for the underlying filtration. Furthermore, if we refer to a generic simplicial complex, we write K for simplicity. Consider a filtration K(P ) and a time r ≥ 0. Write H q (K r (P )) for the homology of the simplicial complex K r (P ) w.r.t. to the base field F 2 = {0, 1}. Write Z q (K r (P )) for the qth cycle group of the simplicial complex K r (P ) and B q (K r (P )) for the qth boundary group. Let 0 ≤ q ≤ d − 1. Then (r, s)-persistent Betti number (see Edelsbrunner et al. (2000) ) of a simplicial complex K(P ) is defined by β r,s q (K(P )) = dim Z q (K r (P )) Z q (K r (P )) ∩ B q (K s (P )) = dim Z q (K r (P )) − dim Z q (K r (P )) ∩ B q (K s (P )).
The persistent Betti number is closely related to the persistence diagram of the underlying point cloud P , see Hiraoka et al. (2018) for further details. Visually, β r,s q (K(P )) counts the number of generators of the persistence diagram born before time r and are still alive at time s, see Figure 1 . The Betti number β r q (K(P )) is then defined as β r,r q (K(P )), r ≥ 0; this means β r q (K(P )) = dim Z q (K r (P )) − dim B q (K r (P )). The persistent Betti numbers are translation invariant, i.e., β )) is an important tool in our analysis. Moreover, if A ⊆ R d , we write K q (P, r, A) for the q-simplices in K r (P ) with at least one edge in A and we write K q (P, r) for the entire set of q-simplices in K r (P ) κ is continuous such that 0 < inf κ. (2.1) E.g., a continuously differentiable intensity function is admissible. In the case of the Rips-Vietoris orČech filtration a continuous (continuously differentiable) intensity κ implies that also the persistence diagram of the underlying point process admits a continuous (continuously differentiable) density (w.r.t. the Lebesgue measure) by the work of Chazal and Divol (2018) . In our analysis, stabilizing properties of the persistent Betti numbers are crucial. The ideas of the stabilization of functionals defined on spatial point processes have their origins in Lee (1997 Lee ( , 1999 and are extended in Penrose and Yukich (2001) ; . The stabilization of a functional defined on subsets of a point process roughly means that a local change in the point process (e.g., adding or subtracting finitely many points) affects the value of the functional only locally. This latter phenomenon can be described with different notions. We consider two radii of stabilization for the persistent Betti function β r.s q . Their functionality is related to the weak and the strong stabilizing property in Penrose and Yukich (2001) , see also the discussion below, where we address the properties of these radii in detail. Radius of weak stabilization: Consider a point process P on R d without accumulation points and let Q be a finite subset
is centered around 0 and the set Q(z)
is centered around z for each z ∈ R d .) Write for short K r,a = K r (P ∩ B(z, a)) and K r,a = K r ((P ∪ Q) ∩ B(z, a))
Define the radius of weak stabilization of (r, s) by
If Q = {0}, we simply write ρ (r,s) (P ). One can use similar ideas as in Lemma 5.3 in Hiraoka et al. (2018) to show that ρ (r,s) (P, Q) is a.s. finite; we do this in Lemma A.2 in the Appendix. Radius of strong stabilization: Let r > 0 be an arbitrary but fixed filtration parameter. Let µ(r) be an upper bound on the diameter of simplices in the filtration at time r, clearly, µ depends on the filtration. For the Vietoris-Rips filtration, µ(r) equals r by definition. For theČech filtration µ(r) = 2r is a sharp bound. We choose a ≥ L + µ(r) sufficiently large such that no further relevant q-simplices are born after the radius a due to the additional points from Q. Write σ r q,i , i = 1, . . . , m q , for the q-simplices in K r,a \ K r,a contained in the ball B(z, a) that are created until filtration time r due to the addition of the point set Q to the point process P ; remember that Q is centered around a z ∈ R d . Also, w.l.o.g., the simplices are already ordered according to their filtration time; if several simplices have the same filtration time, then we order them at random. We call the number R, which limits the knowledge of a point process P to the ball B(z, R), the information horizon, i.e., we only consider the process P ∩ B(z, R) = P | B(z,R) and the corresponding simplicial complex restricted to P | B(z,R) .
For i = 1, . . . , m q , define
where C q,i = im(∂ q (C q,i )) is the natural image of ∂ q ; note that not necessarily C q,i = C q−1,i . Then, for a fixed filtration parameter r > 0, and for each q ∈ {0, . . . , d − 1}, define a radius of strong stabilization by
where a * (r) = L + µ(r). This definition means the following: Consider an information horizon R, i.e, we observe all points from the point process (P ∪ Q) ∩ B(z, R). If we include a q-simplex σ r q,i in the simplicial complex, we already have the information that either σ r q,i is contained in a q-cycle in K r,R or that it remains negative in K r,a for all a ≥ R. The latter means that, up to the information horizon R, each cycle candidate in C q (K r (P(λ)| B(z,a) ))⊕ σ r q,1 , . . . , σ r q,i−1 containing σ r q,i has already terminated. Thus, ρ q r (P, Q) is a stopping time w.r.t. to the natural filtration with origin z of P ∪ Q , i.e., for all R ≥ 0
Moreover, it is true that ρ (r,s) (P, Q) ≤ max{ ρ q r (P, Q), ρ q s (P, Q) : q = 0, . . . , d − 1} for each pair (r, s), see also Lemma A.3.
For the classical notion of the stabilization of a functional H defined on finite subsets of R d , Penrose and Yukich (2001) consider the add-one cost function
H is strongly stabilizing (on the homogeneous Poisson process with intensity λ, P(λ)) if there exist a.s. finite random variables S and
Let (W n : n ∈ N) denote a sequence of bounded Borel subsets of R d ("windows") and let A be the collection Penrose and Yukich (2001) The functional H is weakly stabilizing on A (for the homogeneous Poisson process with intensity λ, P(λ)) if there is an a.s. finite random variable D (∞) such that
Our definition of the radius of weak stabilization implies that for all R ≥ ρ (r,s) (P, Q)
The radius of weak stabilization ρ (r,s) (P, Q) is a.s. finite if P has no accumulation points and if Q is finite by Lemma A.2. So the weak stabilizing property for persistent Betti numbers holds in a somewhat more general setting and is not limited to homogeneous Poisson processes. A similar result was also obtained by Hiraoka et al. (2018) for the add-one cost function of persistent Betti numbers.
In this manuscript, we show in Theorem 4.2 that the radius of strong stabilization ρ q r (P, Q) is a.s. finite for each q = 0, . . . , d − 1 and r ∈ R + if P equals a homogeneous Poisson process modulo a finite set of points. In particular, this implies the strong stabilizing property of the persistent Betti number β r,s q in the sense of Penrose and Yukich. For instance, consider a homogeneous Poisson process P(λ) and {0} as the additional point.
not change the add-one cost function of the persistent Betti number, viz.,
Moreover, our results are not limited to this static case, where we only consider one Poisson process and the persistent Betti number for a one pair (r, s): We show in Theorem 4.3 that Borel probability measures induced by the radius of strong (and of weak) stabilization are tight over a variety of parameter ranges. These results allow us to overcome a major problem concerning the asymptotic normality of β r.s q : So far, possible choices for the parameters (r, s) were restricted to small intervals in many sampling schemes -even in the trivial case when building the filtration from an i.i.d. sampling scheme X 1 , . . . , X n with intensity κ = 1 on [0, 1] d , see Yogeshwaran et al. (2017) , Owada and Thomas (2018) and Trinh (2018) . We show in Theorem 4.5 that for n i.i.d. observations X n = {X 1 , . . . , X n } with marginal density κ and
for a certain covariance matrix Σ described in detail in this theorem. This means that the multivariate asymptotic normality holds without a restriction on the parameter range of (r, s) → β r,s q . In Theorem 4.4 we show a similar result for the corresponding Poisson sampling scheme.
We conclude this section with the introduction of further notation used throughout this article. For y, z ∈ Z d , we write y ≺ z (resp. y z) if y precedes (resp. succeeds) z in the lexicographic ordering on Z d and write y z (resp. y z) if either y ≺ z (resp. y z) or y = z. If f : R → R, write f (t−) (resp. f (t+)) for the limit of f from the left (resp. the right) at t if this limit exists. We let ⇒ denote convergence in distribution of a sequence of random variables.
Related results
Below we quote results which are closely related to our study. The techniques employed to obtain these results are tools from geometric probability, which studies geometric quantities deduced from simple point processes in the Euclidean space. A classical result of Steele (1988) proves the convergence of the total length of the minimum spanning tree built from an i.i.d. sample of n points in the unit cube. There are several generalizations of this work, for notable contributions see McGivney and Yukich (1999) , , Yukich (2000) and the monograph of Penrose (2003) .
A different type of contribution equally important is Penrose and Yukich (2001) which studies the asymptotic normality of functionals built on the Poisson and binomial process. We will heavily use the ideas given therein to obtain limit expressions for covariance function of the finite-dimensional distributions of the persistent Betti numbers. For completeness, we mention that the study of Gaussian limits is not limited to the total mass functional (as, e.g., in Penrose and Yukich (2001) and ) but can also be extended to random point measures obtained from the points of a marked point process, see, e.g., Baryshnikov and Yukich (2005) , Penrose (2007) and Blaszczyszyn et al. (2016) .
Recently, the limiting expression for the expectation of persistent Betti numbers was obtained.
Proposition 3.1 (Divol and Polonik (2018) , Lemma 9). Let 0 < r ≤ s < ∞. Let S n be either a Poisson or an n-binomial process with intensity nκ. Let X be independent of S n with density κ. Then
In another recent article Goel et al. (2018) give convergence results of Betti numbers addressing both a.s. convergence and convergence in the mean.
So far normality results for (persistent) Betti numbers exist only in a pointwise sense and are rather direct consequences of Theorem 2.1 and 3.1 given in Penrose and Yukich (2001) . We quote them here in a sense which makes them more in-line with our framework. For this we need the notion of the interval of co-existence I d (P) defined by the critical radius for percolation of the occupied and the critical radius of percolation of the vacant component of a Poisson process P with unit intensity on R d . We refer to Yogeshwaran et al. (2017) for the exact definition.
Proposition 3.2 (Pointwise normality of (persistent) Betti numbers).
(i) [Hiraoka et al. (2018) Theorem 5.2] Let P be a homogeneous point process with unit intensity on R d and let
(ii) [Yogeshwaran et al. (2017) Theorem 4.7] Let K(·) be theČech filtration and let 0 ≤ r < ∞ such that r / ∈ I d (P). Let X n be a binomial process of length n and intensity n on
First, we remark that the above statements in their original version are also valid for more general domains W n ⊆ R d which are not necessarily rectangular domains such as [0,
Furthermore, we remark that Hiraoka et al. (2018) prove their theorem for a general class of filtrations which contains among others theČech and the Rips-Vietoris filtration. Moreover, Theorem 4.7 of Yogeshwaran et al. (2017) also contains a version of (ii) for Betti numbers of the homogeneous Poisson process, this is however contained in the result (i). Finally, we remark that Yogeshwaran et al. (2017) point out that the condition r / ∈ I d (P) is likely to be superfluous. As already mentioned, we show that, in fact, the condition can be removed.
Main results
First, we present the two stabilization results for persistent Betti numbers. Let P and Q be two sets which satisfy Condition 4.1. P is a simple point cloud on R d without accumulation points and Q is a finite subset of
The first key result is that the stopping time from (2.3) is a.s. finite for a certain class of point processes. To this end, we first have to study objects that prevent ρ q r (P, Q) being infinite. Clearly as Q is finite, ρ q r is finite if the point process P does not percolate. If it does, ρ q r is infinite if and only if there is a simplex σ q,i which is negative until any finite information horizon R ∈ R + but we cannot exclude the possibility that it might become positive ultimately. This means there is a tube-like object τ = i∈N a i σ i , where σ i ∈ K r (P ) are q-simplices, such that the boundary of the restriction of τ to K r (P | B(z,R) ) consists of two disjoint (q − 1)-cycles. More precisely, set
Then ∂τ R = e 1 + e 2,R , for each R > 0, where e 1 = 0 = e 2,R are two disjoint (q − 1)-cycles such that e 1 is constant for all R ≥ 2µ(r) and e 2,R is located near the boundary, i.e., in B(z, R) \ B(z, R − 2µ(r)). The existence of such a tube τ in the point cloud is equivalent to ρ q r being infinite, see also Figure 2 for the special case of a 1-dimensional tube. For P a homogeneous Poisson process (modulo a finite point process), we show in the next theorem that such tubes cannot occur. The proof works with arguments from continuum percolation theory, where such arguments are used to show the uniqueness of the percolation component of a homogeneous Poisson process, e.g., Aizenman et al. (1987a,b) and Burton and Keane (1989) as well as the monograph of Meester and Roy (1996) . This strong stabilizing property enables us to obtain further uniform stabilization results which then yield the asymptotic normality of the persistent Betti numbers from (1.1). The next theorem is divided in three parts. In the first part, we consider the uniform stabilization over a variety of homogeneous Poisson processes. These stabilizing properties enable us to derive the results given second and the third part, where we consider the stabilizing properties in our binomial and Poissonian sampling scheme. Hence, these latter results are then used for the derivation of the multivariate asymptotic normality.
(1) Stabilization for the homogeneous Poisson case: For λ ∈ R + , let P(λ) be a homogeneous Poisson process on
Then, the laws of
are tight for each r ≥ r > 0.
(2) Stabilization in the Poisson sampling scheme: Let κ be a continuous probability density on [0, 1] d . For each n ∈ N + , let P n , P n be independent Poisson processes with intensities nκ. Then, for each ε > 0, for each r ≥ r > 0 and for each m ∈ N, there is an L ∈ R + such that uniformly in q = 0, . . . , d − 1 and r ∈ [r, r]
where
(3) Stabilization in the binomial sampling scheme: Let X n be a binomial process on
sequence (X k : k ∈ N + ) with common density κ. Let X be an independent random variable with density κ. Write Q m,n for the point process
Theorem 4.2 and 4.3 allow us to conclude the convergence of the finite-dimensional distributions to a normal distribution. Let P, P be independent and homogeneous Poisson processes with unit intensity on
By the stabilizing property of the persistent Betti numbers, there are random variables ∆ r,s
Then the following asymptotic normality result holds in the Poisson sampling scheme.
Theorem 4.4. Let P n be a Poisson process with intensity nκ
where the covariance matrix Σ is given by
Moreover, let P τ be a homogeneous Poisson process with intensity τ on
Theorem 4.5. Let X n be a binomial process with intensity nκ. Let ∈ N + and (r i , s i ) ∈ ∆ for i = 1, . . . , . Then
where the covariance matrix Σ is given by (r)). e 1 corresponds to the blue dots, e 2,R to the green dots.
Technical results
This section consists of three parts. First, we give the proofs of Theorems 4.2 and 4.3. In the second part, we prove the asymptotic normality of the finite-dimensional distributions of the persistent Betti numbers obtained from Poisson processes. In the third part, we repeat these considerations for an underlying binomial process. The next result is crucial for the upcoming proofs, the so-called geometric lemma enables us to obtain upper bounds on moments. The result for Betti numbers is well-known (to topologists), we quote here a generalized version due to Hiraoka et al. (2018) (Lemma 2.11).
The proofs of the stabilization results
Proof of Theorem 4.2. It is clear, that is is sufficient to consider the case where z = 0. Also, w.l.o.g. the set Q 1 is empty. Given the Poisson process P(λ), we write G(P(λ), r) for the random geometric graph with vertex set P(λ) and undirected edges connecting all those pairs (X, Y ) from P(λ) with X − Y ≤ r. So it only remains the situation where G(P(λ), r) percolates as otherwise the finiteness of each radius is immediate. We study the tube-like objects τ obtained from the q-simplices of K r (P(λ)), i.e., τ = i∈N a i σ i , where σ i ∈ K r (P(λ)) are q-simplices. For each R > 0, define τ R as the restriction of τ restricted to B(0, R), which means that we only include those σ i in the sum which are entirely contained in B(0, R). As explained in the discussion after Condition 4.1, the relevant τ for us are tubes (infinite sums) such that ∂τ R = e 1 + e 2,R , for each R > 0, where e 1 = 0 = e 2,R are two disjoint (q − 1)-cycles such that e 1 is constant for all R ≥ 2µ(r) and e 2,R is located near the boundary, i.e., in
Naturally, this tube satisfies that the diameter of e 1 is restricted to an interval [a(m, r), b(m, r)]: If the diameter of e 1 is below the threshold a(m, r), then this open end connects without the additional points Q 2 , so that e 1 is in fact 0; (note that any (q − 1)-cycle consists of at least q-many points). Also if the diameter of e 1 is above b(m, r), then all additional m points from Q 2 are not enough to close this end of the tube. So only tubes with these restrictions on e 1 are relevant. Also and this is crucial, due to the boundary restriction, the diameter within each cycle e 2,R has to be above a(m, r).
This leads us to the following important observation: The number of disjoint tubes τ that can pass through the surface B(0, R) \ B(0, R − 2µ(r)) is at most C(r, d, q)R d−1 and the constant depends on r, d, q but not on R. Indeed, there is a saturation threshold where adding another tube τ with an end of type e 1 inside the ball B(0, R − 2µ(r)) only results in q-cycles. Let Q(y, R) be the d-dimensional cube with edge length R and center y ∈ R d . Consider now the events A y = {Q(y, h) contains at least one cycle of type e 1 from a tube τ } for y ∈ R d and h > 0. Let R ∈ N and let the cube Q(0, hR) be partitioned in R d subcubes of the type Q(y j , h),
Then due to the shift invariance (which is valid in the present Poisson situation)
Thus, P(A 0 ) = 0 for any h > 0; otherwise, as the expectation on the left-hand side is also bounded above by a
, we obtain a contradiction if R is large enough. Consequently, such tubes cannot exist.
Proof of Theorem 4.3. We write µ(r) for the upper bound on the diameter of a simplex with filtration time at most r, r ∈ R + . We prove the statements for the radius of strong stabilization ρ q r . Using the relation
from Lemma A.3, for each (r, s) ∈ ∆, allows us then to conclude the results for the radius of weak stabilization also.
We proceed for each q separately; clearly this is no restriction. In the following, if Q 1 , Q 2 , r and q are fixed, we just write ρ(κ) for ρ q r (P(κ) ∪ Q 1 , Q 2 ) if the Poisson process P(κ) has intensity κ.
In the rest of the proof, we always assume w.l.o.g. that the Poisson process P(κ) with an intensity function κ on R d is given by
where P is a homogeneous Poisson process on R d+1 .
The proof of (1): Let r, ε > 0 and q ∈ {0, . . . , d − 1} be arbitrary but fix. We begin with the case, where we add exactly one additional point to the Poisson process, so Q 1 = ∅ and Q 2 = {0}. We show that there is an L > 0 such that
The generalization works then along the same lines. First, there is a κ ∈ R + such that
This means for all λ below this threshold including {0} does not create any additional q-simplicial complex with high probability for all q ≥ 1.
Also there is an intensity κ such that the effect of including {0} is limited to a deterministic neighborhood with high probability. Indeed, let δ > 0 be sufficiently small and consider a partition of
d with subcubes C i of edge length δ, here Γ d is a constant which depends on the dimension of the sample. Then there is a κ ∈ R + depending on Γ d , µ(r) and δ such that
Upon choosing δ sufficiently small and Γ d sufficiently large, the event i {|P(λ) ∩ C i | ≥ 1} ("each subcube contains at least one Poisson point") implies that -from the knowledge of all Poisson points inside the cube
-we know for each σ q,i whether it is positive or stays negative until ∞ and we have a minimum number of negative simplices only. So, there is an intensity κ such that for each
So it remains to check intensity functions λ ∈ [κ, κ]. Assume there is an ε > 0 such that
Then we can find a sequence (L n ) n and (λ n ) n such that L n → ∞ and λ n → λ * ∈ [κ, κ] with the property that
Theorem 4.2. Also due to the coupling of the Poisson processes, there are random λ < λ
And as ρ(λ * ) ≤ L * with probability 1 − ε/4, there is also a deterministic δ ∈ R + such that the event {λ
This is a contradiction. Thus, the laws of ρ(P(λ), {0})) are tight. A similar reasoning shows that also the laws of ρ(P(λ) ∪ Q 1 , Q 2 ) are tight uniformly over all sets Q 1 , Q 2 in the cube Q(0) such that #Q 1 ≤ m and #Q 2 ≤ m and uniformly in λ ∈ R + . Indeed, using the same techniques, we easily see that there are upper and lower bounds κ and κ such that intensities λ / ∈ [κ, κ] only have a local effect in the same sense as in the special case for {0}, i.e., for each ε > 0 there are κ, κ and an L > 0 such that
Also for intensities λ ∈ [κ, κ], we can repeat the argument as in the case for {0}. Indeed, assume the contrary, namely,
(considered as vectors the entries of which are elements in
We consider now the statement in (1). To this end, we establish an equality which relates the scaling of the parameter r to the intensity and to the sets Q 1 , Q 2 . Let r, α > 0 be arbitrary but fixed, then
2) using the scaling invariance for the first equation and
This yields the claim of part (1).
The proof of (2): Again, we begin with the considerations for an arbitrary but fixed r ∈ R + and q ∈ {0, . . . , d − 1}. Write ρ for ρ q r . Note that the law of n 1/d P n equals the law of
From the first part (1) of the theorem, for each ε > 0 there is an L > 0 such that for the homogeneous Poisson process
and n ∈ N. Moreover, define the set
Then for all ε > 0 and for all K ∈ R + there is an n 0 ∈ N such that P(A n (K, z) = ∅) ≤ ε for all z ∈ B n,K and for all n ≥ n 0 , this follows from the uniform continuity of the function κ. Let now ε > 0 be arbitrary but fix. Choose
uniformly over all z, n and
for all n ≥ n 0 and for all z ∈ B n,K * . This yields that for all
Consequently,
for all z ∈ B n,K * , for n ≥ n 0 . The generalization to an entire parameter range for the filtration parameter follows now from the result in (5.3) (note that λ = sup κ is an admissible choice in this equation) and a similar ansatz as in the derivation of (5.5): So, for each
This yields then the first result given in part (2). The second result is now immediate: There is an m ∈ N such that with high probability, the number of Poisson points inside Q(z) is at most m. So that we can then apply the previous result.
The proof of (3): Again for 0 ≤ q ≤ d − 1 and r arbitrary but fixed, we first study the radius ρ
First, note that for all ε > 0 and for all L > 0 there is an n 0 ∈ N such that P(
for all n ≥ n 0 . So, due to independence for each s > 0
Poisson process from (5.1) for the intensity function κ(·/n 1/d )for N n ∼ Poi(n).
Then n 1/d X m equals in distribution the process
where by convention {Z m+1,n , . . . , Z Nn,n } is empty if N n ≤ m or {V 1,n , . . . , V m−Nn,n } is empty if N n ≥ m. By the result from (5.6), for each α ≥ α > 0 and for each ε > 0, there is an L > 0 such that
Also for all ε > 0, for all z ∈ B n and for all K > 0 there is an n 0 ∈ N such that for all n ≥ n 0 , P(A n (K, z)) ≥ 1 − ε, where
Indeed, this result follows from standard calculations as
and as the probability that a single point falls in B(z, K) is bounded above by a constant times n −1 .
In the last step, we combine these observations as follows. First, let ε > 0 be arbitrary but fixed. Then there is an L * > 0 such that
Set now K * = L * + 2µ(r), then there is an n 0 ∈ N such that for z ∈ B n and n ≥ n 0 , P(A n (K * , z) c ) ≤ ε/3.
Consequently, similar to (5.4), if n ≥ n 0 and if L ≥ L * , then
uniformly in m ∈ J n and α ≤ α ≤ α. This shows (3) and completes the proof.
The Poisson case
In the first step, we consider blocked density functions κ =
Proposition 5.2. Let κ be a blocked density and let P n be a Poisson process with intensity nκ. Let X be a random variable with density κ. Then for each pair (r, s) ∈ ∆, with σ 2 (r, s) from Proposition 3.2 (i),
Proof. Define the filtration
The proof consists of two steps. First, we prove the desired convergence for the reduced filtration 
independent if i = j as we are dealing with a Poisson process. We can use the geometric properties of the filtration to obtain the following equality
is a homogeneous Poisson process with unit intensity on [0, (nm
the distribution of this persistent Betti number equals the distribution of β
and where P is a stationary Poisson process on R d with unit intensity. Set
by Theorem 5.1 in Hiraoka et al. (2018) for all (u, v) ∈ ∆. In particular, one can show that for
Proof. The distribution of P ∩ B n,i equals that of (Z 1 , . . . , Z Mn ), where Z i are uniformly i.i.d. on B n,i and M n is Poisson distributed with mean nm −d a i . Set C n,i = B n,i \ B nm −d ai . Hence, using the geometric lemma we obtain
, where we use the Cauchy-Schwarz inequality in the derivation of the last inequality. Next, use that E | j=1 1{|Z k1 − Z j | ≤ 2s} | 2q |Z k1 , Z k2 is dominated by 2 plus the expectation of a binomial random variable with parameters − 2 and a success probability proportional to n −1 . Moreover, P(Z k ∈ C n,i ) = O(n −1 ). Thus, up to a multiplicative constant the last equation is bounded above by
for some c 1 , c 2 ∈ R + and for all n ∈ N.
We obtain that
Consequently, using independence
This proves the first step. Next, we show that for each ε > 0,
which implies the claim. Let z 1 , . . . , z κn ∈ Z d be the points with the property that Q(
The z j are ordered lexicographically, i.e., z j−1 ≺ z j . We have κ n /n → 1. Let P n be another
Poisson process with intensity function nκ, independent of P n . Define, for each z j , a new Poisson process with intensity
Set G n,0 = {∅, Ω} and let G n,j be the smallest σ-field such that the number of Poisson points of
In particular,
Again, we can insert terms ±β r,s
right-hand side of the last inequality. Then, it suffices to consider
the other summand works in the same fashion. We apply the tightness results from the Appendix A to both filtrations K and • K, note that the application to
• K is possible because it is the union of disjoint complexes. We write ρ K resp. ρ • K for the radius of weak stabilization ρ (r,s) from 2.2 when computed for the filtrations K and • K. Then using Theorem 4.3, for each δ > 0, there is an L > 0 such that a given pair (r, s)
(5.10) Indeed, by Lemma 5.1 (similar considerations also apply to
So, it remains to show that
is uniformly bounded for = q, q + 1, n ∈ N and j = 1, . . . , κ n . Note that we can write P n as (X 1 , . . . , X Nn ) and P n as (Y 1 , . . . , Y Mn ) where N n and M n are independently Poisson distributed with parameter n and the X i and Y i are i.i.d. with density κ. Then the first line in (5.10) is bounded above by (times a constant)
(5.11) Again, we only consider the second term in (5.11), the first term works similarly. Using the conditional structure of the Poisson process and the Hölder inequality, this term is bounded above by
where we use that the conditional expectation of the inner summands when conditioned on Y k1 and Y k2 is dominated by 2 plus are the expectation of a binomial random variable of length − 2 and a success probability proportional to n −1 .
Moreover, the pth moment of a Poisson distribution with parameter λ is a polynomial in λ of degree p. Consequently, (5.12) is uniformly bounded in n and j. In particular, this proves that the expectation in (5.10) is uniformly bounded. Thus, (5.9) reduces to
(5.13)
First notice that the inner expectation can only be non-zero if
Hence, as κ n /n → 1, it is sufficient to show that the expectations in (5.13) are uniformly bounded. This follows however along the same lines as (5.10). Consequently, (5.8) is satisfied and the proof is complete.
Proposition 5.4. Let P n be a Poisson process with intensity nκ, where κ is a general density which satisfies: For all ε > 0 there is a blocked density κ ε such that sup |κ − κ ε | ≤ ε. Then for each ε > 0 there are a n 0 ∈ N and coupled Poisson processes Q n with intensity function nκ ε such that
Proof. Let ε > 0 be arbitrary but fixed. The proof is divided in two main steps. Some preparation is necessary first. Let M ∼ Poi(sup κ) and choose m ∈ N such that P(M ≥ m)(1 + m p ) ≤ ε, where p is as in (5.20) below. Let P, P be independent Poisson processes with unit intensity on
and (x, t) ∈ P}, P S = {x | ∃ 0 ≤ t ≤ sup κ + ε and (x, t) ∈ P},
and P S is a homogeneous Poisson process with intensity sup κ + ε on R d such that P(n) ⊆ P S for all n ∈ N + .
Let Q m (z) = {{y 1 , . . . , y k } : y i ∈ Q(z), i = 1, . . . , k, k ≤ m} be the class of sets with at most m points in Q(z), z ∈ R d . By Theorem 4.3, there is an L ∈ N such that
Since by assumption κ is continuous on 
Then Q(n) is a Poisson process with intensity κ ε (n −1/d · ) and Q(n) ⊆ P S because κ ε ≤ κ + ε.
Moreover, there is a coupling (X , Y ) -independent of P and P -such that X = (
We use a similar representation of the persistent Betti numbers as in the proof of Proposition 5.2 and consider
The z n,j are ordered lexicographically, i.e., z n,j−1 z n,j . Observe that κ n /n → 1. Define for each z n,j a new Poisson processes on [0,
the corresponding intensity functions are also κ(n −1/d · ) and κ ε (n −1/d · ). Set G n,0 = {∅, Ω} and let G n,j be the smallest σ-field such that the number of Poisson points of P(n) and Q(n) in ∪ j =1 Q(z n, ) is measurable. Then, (5.15) can be expanded in an MDS as (5.16). This reduces the problem to
Clearly, it suffices to consider the summand in (5.17) and to show that it is bounded by ε times a constant which is independent of n and the choice of ε. This then completes the preparations. We begin with the first step and show that we can replace the process n 1/d Q n ∩ Q(z n,j ) with n 1/d P n ∩ Q(z n,j ) in the third persistent Betti number in (5.17) at cost of O(ε). Observe that
Again, it suffices to consider the first summand and argue similarly as in the proof of Proposition 5.2. We can think of the Poisson process Q(n) as n 1/d (Y 1 , . . . , Y Nn ), where N n ∼ Poi(n) and (Y i : i ∈ N + ) is an i.i.d. sequence with common density κ ε . Using the independence between Q(n) and P n , Q n , an application of the last inequality then yields, for instance, for the term in the first line of (5.18
Conditional on the event {N n = m, N n = m }, 1 ≤ 1 , 2 ≤ m and p = 2(q + 1)
for a constant C ∈ R + , using the properties of the binomial distribution. Moreover,
Similar bounds are valid for the remaining terms in (5.18). Combining these arguments, we obtain that (5.17) is bounded above by ε times a constant (which is independent of n and the choice of ε). This finishes the first step. In the second step, it remains to study (5.17) after n 1/d Q n has been replaced with n 1/d P n , i.e.,
(5.19)
Choose a 1 ≤ j ≤ κ n and consider the expectation in (5.19). We model the Poisson process
as (Z n,j,1 , . . . , Z n,j,Mn ) where M n is Poi(λ) with λ ∈ [inf κ, sup κ]. First we focus on the tail of this expectation. Arguing similarly as above, we have for
for some p ∈ N. The expectation which involves Q(n) instead of P(n) admits the same upper bound. As the Poisson parameter λ of M n is uniformly bounded by sup κ, we have that sup n∈N P(M n > m)(1 + m p ) ≤ ε for the above choice m ∈ N + . Hence, we can neglect extreme values of M n and and can consider (5.19) conditional on the event M n ≤ m.
We have
( 5.21) We use the stabilizing property of the point processes to bound above the expectation in (5.21). Let ρ (r,s) be given as in (2.2), then the expectation in (5.21) is at most
(5.23) First, we consider the radii in the probability in (5.23). We have from the above choice of L > 0 in (5.14)
Consider the fourth moment in (5.23), elementary calculations show that it is uniformly bounded in j and in n. Indeed, using the geometric lemma, we obtain for k ≤ ≤ m
which is uniformly bounded in n and j for the above choice of m ∈ N + and certain C 1 , C 2 ∈ R + . In the same way,
). This shows that given m ∈ N + , (5.23) is bounded by √ ε times a constant uniformly in n and j such that z n,j ∈ B n,L . It remains to consider (5.22) given the choices of m ∈ N + and L ∈ R + . Here we can use that P(n) and Q(n) agree with a high probability on bounded sets. (5.22) is at most (times a constant)
Again the fourth moments are uniformly bounded by 1 + m 4(q+1) times a constant. Moreover, the probability is at most
This shows that given m ∈ N + , also (5.22) is bounded by √ ε times a constant uniformly in n and j and the proof is complete.
Proposition 5.5. Let P be a stationary Poisson process with unit intensity on R d and let
Then, for each two pairs (r, s),
Proof. The proof heavily makes use of the ideas given in the proof of Theorem 3.1 in Penrose and Yukich (2001) . For z ∈ Z d , denote by F z the σ-algebra generated by the Poisson points of P in the set ∪ y z Q(y). So F z is the smallest σ-algebra such that P is measurable in any bounded Borel subset of ∪ y z Q(y). Let B n = {z 1 , . . . , z κn } be the set of lattice points z j ∈ Z d which satisfy Q(z j ) ∩ B n = ∅. Note that κ n /n → 1.
is a filtration. Let P be a Poisson process with unit intensity on R d which is independent of P.
the same equality is satisfied if (r, s) is replaced with (u, v). Moreover, by the probabilistic nature of the Poisson process
First, we show that the difference ∆ r,s
Lemma 5.6. For each (r, s) ∈ ∆ and for each z ∈ Z d , there is a random variable ∆ r,s z (∞) and an
First, consider the difference in (5.25) and add the terms
with the principle from Lemma A.
and the latter becomes independent of n once Q(z) (2s) is fully contained in B n . This boundedness property combined with the fact that the rank is integer-valued and the above increasing property, show that there is a (random)
is constant for all n ≥ n 1 . Similarly, one can show the existence of an n 2 ∈ N such that
is constant for all n ≥ n 2 . Next, consider the difference in (5.26). This time we add ± dim B q (K s,n ) ∩ Z q (K r,n ) and then proceed similarly as before. With similar arguments as those following Condition 4.1 (see in particular Lemma A.2) in the appendix, one can show that there is an n 3 ∈ N such that
is constant for all n ≥ n 3 . In the same way, there is an n 4 ∈ N such that
is constant for all n ≥ n 4 . Combining these results, there is some n 0 ∈ N such that for all n ≥ n 0
Note that γ((u, v), (r, s)) = γ((r, s), (u, v) ) and that the family {(G
We show in the second step that
This is a consequence of the pointwise ergodic theorem. Indeed, let e 1 = (1, 0, .
Let ε > 0 be arbitrary, then (using the translation invariance due to stationarity) there is an integer N 1 such that for all n ≥ N 1 and all k = 1, . . . , J n
Consequently, for a certain constant c independent of n it is also true that n
This proves (5.27). Finally, we consider (5.24) and show that
, an analog relation holds for (u, v). Furthermore, as in the proof of Lemma 4.1 in Yogeshwaran et al. (2017) we find using the geometric lemma that
Moreover, by the Fatou's Lemma
and a similar result is true for E |∆
Using Lemma 5.6 and uniform integrability arguments, we obtain G
Next, we show that n
Due to the result from the last paragraph, we only need to show n
Let ε > 0 be arbitrary but fixed. Choose
Note that (5.33) is zero because we only consider the case where B(z, L) ⊆ B n ⊆ B N0 . The square-root of the probability in (5.34) is bounded by 2 √ ε because of (5.31).
Proposition 5.7. Let P n be a Poisson process with intensity nκ, where κ is a density which satisfies (2.1). Let ∈ N + . Then the finite-dimensional distributions
converge to a normal distribution. For two pairs (u, v), (r, s) ∈ ∆ the covariance function satisfies
where X is distributed with density κ and γ ((u, v) , (r, s)) is as in Lemma 5.5.
Proof. Note that once the limiting covariance expression is shown, the claim concerning the finite-dimensional distributions is an immediate consequence of Theorem 2.3 in McLeish (1974) : For any finite linear combination of persistent Betti numbers, criteria (a) and (b) in this theorem are satisfied. This follows from the one-dimensional results given in Propositions 5.2 and 5.4. The convergence in criterion (c) of this very theorem is then guaranteed if the limit of the covariance exists.
To prove the existence of this limit, we proceed as follows: In the first step, we show, similar as in the proof of Proposition 5.2, the convergence for blocked intensity functions. In the second step, we proceed as in the proof of Proposition 5.4 and demonstrate that the covariance function of a general intensity can be approximated arbitrarily closely by that of a blocked intensity function.
We begin with the first step. Consider two pairs (u, v), (r, s) ∈ ∆. Assume once more that κ = m d i=1 a i 1{A i } and consider the filtration from (5.7). Observe that due to the probabilistic structure of the Poisson process
where P is a stationary Poisson process with unit intensity and B n,i = [−2
we verify the following two properties: We have shown that
(5.37)
We complete the first step of the proof when showing that we can replace
• K with the regular filtration K in (5.37). This follows immediately from (5.8), which says that for each pair (r, s) ∈ ∆ 38) and the fact that the limit of n −1 Var β r,s q (K(n 1/d P n )) exists by Proposition 5.2 for blocked intensity functions. This finishes the first step. We come to the second step which is the approximation of a regular intensity function κ in the covariance function by a blocked intensity function κ ε . Again, this follows from a previous result. By Proposition 5.4, we find, for each ε > 0 and each pair (r, s) ∈ ∆, a blocked intensity function κ ε and a coupling of Poisson processes P n and Q n with intensities κ and κ ε such that
This implies that for two pairs
Thus, the proof is complete.
The binomial case
We apply the classical de-Poissonization trick to obtain the asymptotic normality in the binomical case. To this end, let, for each n ∈ N + , (U m,n : m ∈ N) be a sequence of binomial processes such that U m,n = (Y n,1 , . . . , Y n,m ) for i.i.d. sequences (Y n,i : i ∈ N + ) with common density κ. We study how
can be approximated by α(r, s) from (4.1) for n large and m close to n. For this we first construct some couplings:
Lemma 5.8. Let ε > 0 and K > 0. Let X be an independent random variable with density κ (possibly from an enlarged probability space). Let h be a real-valued function such that h(n) → ∞ and h(n)/n → 0 as n → ∞. There is an n 0 ∈ N such that, for all n ≥ n 0 and m ∈ [n − h(n), n + h(n)], there is a random vector W m,n which has the same law as U m,n and there is a Cox process H n with intensity measure κ(X ) on R d such that
Proof. We can proceed as in the proof of Lemma 3.1 in . Let K > 0 and ε > 0. Let P be a homogeneous Poisson process with unit intensity on R d × [0, ∞) independent of X . Suppose we are given n.
points with density κ to P(n) to obtain W m,n . Then W m,n has the same distribution as U m,n Moreover, define P n = {(x, t) ∈ P : t ≤ nκ(X )}. Given X = x, P n is a homogeneous Poisson process on
: (x, t) ∈ P n } which is a Cox process with intensity
Let x be a Lebesgue point of κ, note that almost every point (w.r.t. the Lebesgue measure) has this property as κ ∈ L 1 . Consider X = x and proceed as in the proof of Lemma 3.1 in to show that
Consequently, using dominated convergence, we find that
In particular, there is an n 1 ∈ N such that the probability in (5.41) is at most ε/2. Moreover, for all 42) where the constants C 1 , C 2 > 0 are independent of m and also independent of x as sup κ < ∞. Let n 2 be such that the left-hand side in (5.42) is at most ε/2. Set n 0 = n 1 ∨ n 2 , then (5.40) holds for all n ≥ n 0 and for all m ∈ [n − h(n), n + h(n)].
Lemma 5.9. Let (r, s) ∈ ∆. Let h be a real-valued function such that h(n) → ∞ and h(n)/n → 0 as n → ∞. Then
Proof. We use the coupled random variables from Lemma 5.8 and rewrite α(r, s) as
n → ∞. The claim then follows, using moment bounds and that the Betti numbers are integer valued. Define v m,n = ρ (r,s) (n 1/d (W m,n − X ). The family of probability measures {P vm,n : n ∈ N, m ∈ [n − h(n), n + h(n)]} is tight by Theorem 4.3. In particular, there is an 0 ∈ R + such that sup n∈N,m∈[n−h(n),n+h(n)] P(v m,n ≥ 0 ) ≤ ε/3. Moreover, using the tightness of a single probability measure on R and the fact that L(ρ n ) = L(ρ 1 ) for all n ∈ N + , there is an
Now by Lemma 5.8, there is an n 0 such that the last probability is at most ε/3 for all m ∈ [n − h(n), n + h(n)] and for all n ≥ n 0 . This shows (5.44). Moreover, as in Lemma 4.1 in Yogeshwaran et al. (2017) both
Together with (5.44) this yields that (5.43) converges to 0 uniformly in m ∈ [n − h(n), n + h(n)] and the proof is complete.
Lemma 5.10. Let (r, s) ∈ ∆. Let h(n) → ∞ and h(n)/n → 0 as n → ∞. Then for R r,s m,n from (5.39)
Proof. In the first part of the proof we construct a suitable coupling between certain random variables similar as it is used in the proof of Proposition 3.1 in . Let n ∈ N and n − h(n) ≤ m < m ≤ n + h(n). Let P, Q be independent Poisson processes on R d × [0, ∞) with unit intensity and let X , Y be i.i.d. with density κ and independent of P and Q. Define P(n) = {x | ∃t such that (x, t) ∈ P : t ≤ nκ(x)}. Let N (n) be the number of points of P(n), choose an ordering of these points at random and denote them by Z 1 , . . . , Z N (n) . Also set Z N (n)+1 = U 1 , Z N (n)+2 = U 2 and so on, where U i are i.i.d. with density κ. Set W m,n = (Z 1 , . . . , Z m ) and W m ,n = (Z 1 , . . . , Z m , X , Z m+1 , . . . , Z m −1 ). Clearly, (U m,n , U m ,n ) have the same law as (W m,n , W m ,n ).
Moreover define
n is a Cox process with intensity κ(X ). In the same way, define
Again, let ε > 0 and K > 0 be arbitrary. Then there is an n 0 ∈ N such that for all n ≥ n 0 and for all m ∈ [n − h(n), n + h(n)]
(5.45)
Here, we need that lim n→∞ P(B(X , Kn
of course is evident. We only verify the second probability because it involves the additional point X . Given Y = y such that B(y, Kn
where the constant C > 0 is independent of m and also independent of y as sup κ < ∞. Moreover, we find as in the proof of Lemma 5.8 that
we omit further details for the sake of brevity. This proves (5.45). Furthermore, define ζ
Proof. First we prove the statement concerning the asymptotic normality and we show the convergence of the covariance in the second step. We can assume throughout the proof that a Poisson process P n of intensity nκ is given by (X 1 , . . . , X Nn ), where the X i are i.i.d. on [0, 1] with density κ and N n ∼ Poi(n). The first part of the proof works similar as the proof of Theorem 2.1 in Penrose and Yukich (2001) . We show that for (r, s) ∈ ∆ and X n = (X 1 , . . . , X n )
Set h(n) = n 3/4 . We use the definitions from above to rewrite (5.47) as
Consider the first term in (5.48). Observing that sup n,m∈N E (R r,s m,n ) 2 < ∞ and using the results of Lemmas 5.9 and 5.10, it is straightforward to show that this term is vanishing as n → ∞. Indeed, let ε > 0. Then for m ∈ [n, n + h(n) ] there is a constant c > 0 such that
A similar bound holds also if m ∈ [ n − h(n) , n]. Consequently, (5.48) is at most n
which is bounded by ε times a constant for n large enough. Furthermore, one can show that also (5.49) vanishes using the moment bounds on R r,s m,n and the exponential decay of P(|N n − n| > n 3/4 ) (details are omitted). This shows (5.47) and also implies The first summand in (5.54) converges to α(r, s). This proves that lim n→∞ n −1 Cov N n , β r,s q (n 1/d P n ) = α(r, s). In particular, combining (5.52) with this result yields the desired covariance expression and the proof is complete.
Proof. We consider the first claim concerning the spaces C q . The inclusion "⊇" is clear and we only prove "⊆". This inclusion can be deduced from the fact that C q is a free module over F 2 generated by the corresponding q-simplices in the filtration. We can write c ∈ C q (K ∩ K ) as i a i σ i , where σ i ∈ K q , a i ∈ F 2 and as j b j σ j where σ j ∈ K q , b j ∈ F 2 . Hence, i a i σ i − j b j σ j = 0. If σ i ∈ K \ K , the coefficient a i is zero, as this basis element cannot occur in the filtration K . The same holds in the other direction, if σ j ∈ K \ K, b j is zero. The amendment Z q (K) ∩ Z q (K ) = Z q (K ∩ K ) follows immediately. Again the inclusion "⊇" is clear and we only prove "⊆". If c ∈ Z q (K)∩Z q (K ), then by the above c ∈ C q (K∩K ) and by assumption ∂c = 0. Thus, c ∈ Z q (K∩K ) as desired. The inclusion concerning the boundary groups is immediate.
We remark that the inclusion B q (K) ∩ B q (K ) ⊆ B q (K ∩ K ) is not true in general. For instance if the sum of all basis elements in C q+1 (K) and in C q+1 (K ) form two disjoint connected components with the same boundary ("two arcs"), then we have B q (K ∩ K ) = {0}, but B q (K) ∩ B q (K ) contains a nontrivial element.
However, we can derive some different implications given certain conditions. Moreover, use the following abbreviations K s,a = K s (P ∩ B(z, a)), K s,a = K s ((P ∪ Q) ∩ B(z, a)).
Set a * = a * (s) = µ(s) + L, where µ(s) is the upper bound on the diameter of a simplex in the filtration at time s which is guaranteed by the assumptions of Hiraoka et al. (2018) on the filtration and L is an upper bound on the diameter of the sets Q. Consider two points a * ≤ a 1 ≤ a 2 such that the difference C 0 (K s,a2 \ K s,a1 ) contains exactly one additional point from P and write C q+1 (K s,a2 \ K s,a1 ) = σ 1 , . . . , σ n .
W.l.o.g. we can assume that the simplices are already in the right order, i.e., B q (K s,a2 ) = B q (K s,a1 ) ⊕ ∂σ 1 , . . . , ∂σ i , (A.1) such that ∂σ j = 0 mod B q (K s,a1 ) ⊕ ∂σ 1 , . . . , ∂σ j−1 for j = 1, . . . , i and ∂σ j = 0 mod B q (K s,a1 ) ⊕ ∂σ 1 , . . . , ∂σ i for j = i + 1, . . . , n. As a 1 is sufficiently large, we have that each of the simplices σ j is also contained in K s,a2 . Hence, as B q (K s,a ) is a subspace of B q (K s,a ), we have that B q (K s,a2 ) = B q (K s,a1 ) ⊕ ∂σ 1 , . . . , ∂σ i ⊕ ∂σ j l : for certain indices i + 1 ≤ j l ≤ n . (A.2) This shows in particular that the map a → dim B q K s,a /B q K s,a is non increasing if a ≥ a * .
Lemma A.2. The quantity ρ (r,s) (P, Q) from (2.2) is well-defined for general sets P, Q which satisfy Condition 4.1.
Proof. It is sufficient to consider ρ (r,s) (P, Q). One can use the geometric lemma to show that the nonnegative mappings a → dim Z q (K r,a ) Z q (K r,a ) and a → dim Z q (K r,a ) ∩ B q (K s,a ) Z q (K r,a ) ∩ B q (K s,a ) (A.3) are bounded above. Moreover, the mapping Z q (K r,a1 )/Z q (K r,a1 ) → Z q (K r,a2 )/Z q (K r,a2 ) is injective for all 0 ≤ a 1 ≤ a 2 , this follows from Lemma A.1. Thus, there is an a * 1 ∈ R + such that the first mapping in (A.3), which is integervalued, is constant for all a ≥ a * 1 . Next, we show that the second mapping in (A.3) becomes also constant as a → ∞. To this end, we first show that a → dim B q (K s,a )/B q (K s,a ) is constant for all a ≥ a * 2 for a certain a * 2 ∈ R + . This follows however from the non-increasing property (see paragraph right after (A.2)) and the boundedness from below of this mapping. Now, we can return to the second mapping in (A.3), which is also integer-valued. Using the dimension formula dim(U + V ) + dim(U ∩ V ) = dim U + dim V, it only remains to consider the difference dim(Z q (K r,a ) + B q (K s,a )) − dim(Z q (K r,a ) + B q (K s,a )).
First, assume that this difference increases at an a ≥ a * 1 ∨ a * 2 . So, there is a q-simplex σ * such that σ * = 0 mod B q (K s,a− ) and σ * = 0 mod Z q (K r,a− ) but σ * = 0 mod B q (K s,a− ) or σ * = 0 mod Z q (K r,a− ). This is a contradiction.
Second, if the difference decreases at an a ≥ a * 1 ∨ a * 2 , there is a q-simplex σ * such that σ * = 0 mod B q (K s,a− ) and σ * = 0 mod Z q (K r,a− ) but σ * = 0 mod B q (K s,a− ) or σ * = 0 mod Z q (K r,a− ). Again, this is a contradiction.
Lemma A.3. For each pair (r, s) ∈ ∆ it is true that ρ (r,s) (P, Q) ≤ max{ ρ q r (P, Q), ρ q s (P, Q) : q = 0, . . . , d − 1}.
Proof. Clearly, if max{ ρ q r (P, Q), ρ q s (P, Q) : q = 0, . . . , d − 1} is ∞, there is nothing to prove. So, assume that it is finite. We show that both dim Z q (K r,a ) − dim Z q (K r,a ) = const.
and dim B q (K s,a ) − dim B q (K s,a ) = const.
for all a ≥ max{ ρ q r (P, Q), ρ q s (P, Q)}. By definition of ρ q r (P, Q) this is clearly true for difference involving the cycle groups Z q (K r,a ) and Z q (K r,a ). Moreover, assume that dim B q K s,a − dim B q K s,a decreases at some a > max{ ρ q r (P, Q), ρ q s (P, Q)}. Then there must be another cycle in Z q (K s,a ) which is not present in Z q (K s,a ) which contradicts that dim Z q (K s,a ) − dim Z q (K s,a ) is constant for all a ≥ max{ ρ q r (P, Q), ρ q s (P, Q)}. Finally, one argues as in the proof of Lemma A.2 to show that also
is constant for all a ≥ max{ ρ q r (P, Q), ρ q s (P, Q)}.
