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ABSTRACT 
The present memorandum is a further development 
of the earlier one entitled nA Theory of Self-Checking 
and Self-Correcting Codes" (MM-48-110-31). In this 
memorandum we develop systematic codes in which any single 
error in transmission can be located and consequently 
corrected. One of the codes developed will also detect 
the presence of any two errQrs, 
Single Error-Correcting Codes - Case 20878 
• 
l-iEMORANDUI'-1 FOH Ell& 
MI1-48-110-52 
September 6, 1948 
1. Introduction } 
\I 
A code is a set of symbols to which meanings or .. J 
values may be assigned. In particular, a symbol in an "n hole ~ 
code" is a sequence of n positions in which holes or blanks 0 
appear. The symbols of such codes can of course be recorded 
by the perforations in paper tape, or by n relays which may be 
up or down, n flip-flop circuits, or n timed pulses and spaces. 
A sjngle error-detecting code is a code in which suf-
ficient inform~tion is sent so that a single error in any 
symbol can be detected; a single error-correcting code sends 
enough information so that a single error in any symbol can be 
located and corrected. 
We shall examine only those codes in which the type 
of internal check or consistency is systematic and independent 
of the message received; codes in which the type of check used 
depends on the message received exist, but seem to be of less 
use than systematic codes. 
H:any different single error-correcting codes have 
been found. The ones discussed here will be sho'\l'm to be the 
best possible in the sense that they use the least number of 
checks for the message sent. 
The research in this report has been discussed with 
a number of persons ·. In particular, C. E. Shannon and R. R. 
Newton have made major contributions. 
2. A Geometric Model 
In this section we introduce a geometric model which 
provides a very useful way of looking at many of the problems 
of error-detecting and error-correcting codes. For purposes 
of notation we shall represent a symbol of an fl. hole code as 
an ordered sequence of n positions which are filled by O's and 
l's, the blanks beihg O's and the holes being l's~ Such 
seq~ences will be labeled x, y, z, ~tc. Each such sequence 
may be regarded as a point in an n-dimensional space. 
" 
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Into this space of 2n points we introduce a distance, 
or, as it is usually called, a metric, D(x, y). It is conven-
ient to define this distance between points x and y as the 
number of positions in which x differs from y. This distance 
function satisfies the three conditions 
D{x, y) = 0 
D(x, y) = D(y, x) > 0 
D(x, y) + D(y, z) ~ D{x, z) 
if and only if x = y (identity) 
if x / y (positive and reflexiye) 
(triangle inequality) 
which are the usual conditions for a metric. 
The reason for this definition of distance is that the 
distance between a point x and a point x'which is derived from 
it by d errors is exactly d. One should always keep in mind, 
however, that this distance is not the usual distance one is 
familiar with so that when we speak of a sphere of radius r about 
x, and mean all points at a distance r from x, it does not have 
all the usual properties of a sphere. In any particular case the 
distance between any two given points can be found e~sily by a 
direct application of the definition. · 
From the set of 2n points in the space we select a sub-
set to which we will eventually attach meanings or values, and 
these will .form our code. If all the points of the subset ~re 
at a distance of at least 2 from each other then it follows that 
any single error will carry any member of the subset out of the 
subset ~nd hence will make it a meaningless symbol, that is, the 
error is detectable. If the minimun~ distance between points of 
the subset is at least 3 then any single error will still leave 
the point nearer to the correct point than to any other, and 
this means that any single error is correctable, We may summarize 

















Conversely, it is evident that if we are to effect the 
detection and correction listed, then all points of the chosen 
subset must satisfy or exceed the minimum distance listed. Thus 
the problem of finding suitable codes is the same as that of 
finding subsets in our space which maintain at least the minimum 
distance condition. 
3. A Special Class of Single Error-Correcting Codes 
I• ' 
In this section we shall construct a special class of 
single error-correcting n hole codes. In a later section we 
shall discuss how good these codes are from the point of view of 
having the maximum number of meaningful symbols for a given n. 
We first assign m positions as message positions. We 
shall regard them as fixed, but which positions they are will 
be determined later. 
We next assign k positions as check positions, that is, 
the values in these positions are to be determined by those in 
the message (and possibly some of the check) positions. The 
value of k will be determined later. For each check we select 
certain positions and require that the total of the values in 
these positions plus that of the corresponding check position be 
an even numbero This con~itiop determines the value of the check 
position, provided the values in the check positions are calcu-
lated in the proper order~ 
Let us imagine for the moment that we have received a 
message symbol. ~le apply the k checks, in order, and for each 
successful chec~ we write a o, while for each unsuccessful check 
we write a 1, This sequence of O's and l's (to be distinguished 
from the check symbols themselves) may be regarded as a binary 
number~ ~e now require that this bipary number give the position 
of any single error, with the zero value meaning no error in the 
symbol. Thus the k checks must describe m+k+i different things 
so that 
is a condition on k. Writing n ~ m + k we find 
• 
Using this inequality we calculate Table 2 which gives the maxi-
mum m for a given n, or what is the same thing, the minimum n for 
a given m. 
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Table 2. 
n m corresponding k 
1 0 1 
2 0 2 
3 1 2 
4 1 3 
5 2 3 
6 3 3 
7 4 3 
8 4 4 
0 5 4 ✓ 
10 6 4 
11 7 4 
12 8 4 
13 9 4 
14 10 4 
15 11 4 
16 11 5 
etc. 
We now determine the positions involved in the various 
checks~ The checks (not the check positions) are to be regarded 
as ordered from right to ieft. Since the checks are to give the 
position of any error, any position which has a 1 on the right 
of its binary representation must cause the first check to fail; 
that is, the first check must involve positions 
1, 3, 5, 7, 9, ~-· 
since these are the numbers whose binary representation have a 1 
on the right. 
In an exactly similar fashion the second check must in-
volve positions 
the third check 
etc. 
2 , 3 , 6 , 7, 10 , 11, . . . . ' 
4, 5, 6, 7, 12, 13 , 14, 15, 20, ••• 
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In order to fix which positions are to be check 
positions and which message we arbitrarily agree to the follow-
ing table: 
Table 3. 
Check No. Check Position Positions Checked 
1 1 1, 3' 5' 7, 9, 11, 13, • • • 6, 2 2 2, 3, 7, 10, 11, 14, • • • 
6, 3 4 4, 5, 7, 12, 13, ll~, , • • 
• • • 
• • • 
• 2k-l 2k-l 2k-l+l k k 
' ' 
.. ~ 2 -1, 
All other positions are message positions. 
As an illustration of the above theory we apply it to 
the case of a 7 hole code. From Table 2 we find m = 4, k = 3. 
From Table 3 we find that the first check involves positions 1, 
3, 5, 7, and is set by the first position; the second check, 
positions 2, 3, 6, 7, set by the second position; and the third 
check, positions 4, 5, 6, 7, set by position 4. This leaves 
positions 3, 5, 6, 7, as message positions. 
In these 4 message positions we fill in all 24 = 16 
possible binary numbers. We then calculate the values of the 
check positions 1, 2, and 4. The result is Table 4. 
Table 4. 
position decimal value of message 
1 2 3 4 5 6 7 
0 0 0 0 0 0 0 0 
1 1 0 1 0 0 1 1 
0 1 0 1 0 1 0 2 
1 0 0 0 0 1 1 3 
1 0 0 1 1 0 0 4 
0 l 0 0 1 0 1 5 
1 1 0 0 1 1 0 6 
0 0 0 1 1 l 1 7 
1 1 1 0 0 0 0 8 
0 0 1 l 0 0 1 9 
1 0 1 1 0 1 0 10 
0 1 1 0 0 1 1 11 
0 1 1 1 1 0 0 12 
l 0 1 0 l 0 1 13 
0 0 1 0 1 1 0 14 
1 1 1 1 1 1 1 l5 
••• 
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Thus a 7 hole single error-correcting code admits of 16 meaning-
ful symbols. On the other hand there are 27 16 = 112 meaning-
less symbols. In practice it may be desirable to drop at least 
the first of these meaningful symbols to avoid the all zero com-
bination which might be confused with no message; this leaves 15 
useful symbols in the code. 
4. A :M~:re General Theory of Single Err;~r-Correcting Cod~. 
~ith a special class of single error-correcting c~des 
developed, we turn to examine a more general class of these codes. 
11Je first define what we mean by equivalent codes. 
Def. Two codes are saiq to be equivalent to each otner ii by 
a finite number of the following operations one can be transformed 
into the other: 
la the interchange of any two posittonp in the symbols 
2. the complementing of the values in any position in 
the symbols. 
These operations correspond to rotations and mirror images of our 
n dimensional model, and in practice to a relabeling of positions, 
and the changing of up relays to down relays, or vice versa. 
A single error-correcting code, from Table 1, requires 
a minimum distance between points of the subset of at least 3. 
This means that about each point of the subset we can draw a 
sphere of radius 1 such that no two spheres have any points in 
common. Each sphere contains n + 1 points so that in the space 
of 2n points the subset can contain at most 
points. This is the right hand side of the earlier inequality we 
found for such codes. 
If we assume - that (1) the positions checked are to be 
independent of the message received, {2) the checks are independent 
of each other, qnd (3) the checks are calculated by adding the 
values in the positions being checked and considering the oddness 
or evenness of the sum, then we can show that there are only 
2m points in the subset. !,f we fo:rm a matrix whose i-th row has 
l's in the positions checked by the i-th check and O's elsewhere, 
then the first a$sumption means that the matrix is independent of 
t I 
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the message. The second assumption means that the matrix is of 
rank k, and this in turn means that the system of checks is 
solvable 1 for some k positions in terms of the remaining m = n - k 
message positions. Them message positions can contain at most 
2m different symbois, hence 1 as before, 
211 
2m < ---- n + 1 
It is also clear that using the oddness of the sum rather 
than the evenness for one or more of the checks means that by 
complementation one is convertable into the other, Again, a re-
arrangement of the positions so that the pheck positions are the 
same as those of our special code of section 3 can be accomplished 
by equivalence operations. 
Thus the three restrictions we have piaced on the types 
of checks that may be used have limited the class of n hole codes 
to those which either have the same message and check positions as 
our special code of qection 3, or are equivalent to a code which 
has~ However, this does not mean that the checks actually check 
the same positions. Thus all n hole codes of the above type for 
a fixed n need not be equivalent, but none will have more mean-
ingful symbols than our special code. 
There are, furthermore, codes which do not use the 
systematic checks we have described; they seem, however, to be 
more difficult to use in practice. It sho~ld also be observed 
that regardless of how we have made up single error-correcting 
codes, those which have had the most mepsqge positions for a given 
n have been found to be based on systematic checks~ 
5~ Double Error-Detecting Codes 
We note first that from Table 1 the minimum distance 
condition of 4 units required by a double error-detecting code 
automatically implies a single error-correcting code .• 
Consider now a subset of N points satisfying the minimum 
distance condition Qf 4 units. Any one of the points may be 
covered by a sphere of radius 2 while the remaining N - 1 points 
-~---- ... -, 9!119 - - ~ - - -
1
rt should be noted that in the arithmetic we are using 1 + 1 O .• 
)' ' 
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are covered by spheres of radius 1 in such a fashion that no two 
spheres have any point in common. The sphere of radius 2 in-
clude$ in all 
1 + n + n(n-1) 
2 
points. The other N - 1 spheres each include 
1 + n 
points so that in all 
N(l + n) + n(n;l) < 2n 
or 
2n -n(n-1)/2 N<------ • - n + 1 
This upper bounq on the number of points in the subset is 
achieved in the simple case of a four hole code since the above 
becomes 
16 - 6 
5 
and the subset of two members 
0 0 0 0 
1 l l 1 
2 
does satisfy tne minimum distance condition of 4 units apart. 
For l~rger n, however, this upper bound is probably too high. 
For codes using systematic checks we again find that 




is what is attainable as an upper bounq rather than the eariier 
one given. This is the same as the inequality used for single 
t • • 
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error-correcting codes provided n + 1 is used in place of n. Thus 
we can use Table 2 provided we add 1 to both then and k values 
listed. 
The following method of making a double error detecting 
code from a single error-correcting code was first proposed by 
R.R. Newton. To the special single error-correcting code con-
structed in section 3 we add one more position for checking all 
the previous positions, using an evenness check. To see the 
operation of this code we have to examine a number of cases. 
1~ No errors. All checks, including the latest, 
are satisfied. 
2. Single error. The latest check fails in all 
such situations whether the error be in the 
message, the original checks or the latest 
-cnecK s. The original checks give the posi• 
tion -of the error, where now the zero val~e 
of the checks means the latest check position 
is in error. 
3. Two errors. In all such situations the latest 
check is satisfied and the other checks indi-
cate some kind of error. 
These codes give values for the number of meaningful 
symbols which are below the rigorously deriveq upper bound, but 
which do attain the second upper bound that was given. 
As an example let us construct an eight hole code from 
the previous seven hole code, To do this we add an eighth posi-
tion which is chosen so that the total number of l's in the symbol 



















7ft Some Remarks on How Not to Construct a Code 
The most obvious way of constructing a code is to start 
writing down points and choosing the next point so that it is at 
least the minimum distance from all the other points that have 
been written down so far. Such a process leads to situations 
which may be most easily il.lustrated in the case of a 5 hole 
single error-correcting code. The set of two symbols 
0 0 0 0 0 
l 1 1 1 1 
is ''saturated" in the sense that no other point can be added. 
However, there exists a set of four symbols (which may be derived 
by the methods of section 4) 
0 0 0 0 0 
1 0 0 ). 1 
1 l 1 0 0 
0 1 1 1 l 
each at least three units away from the others. 
This method of constructing codes in a random fashion 
may also lead to non-systematic codes. Here the simplest example 
is the following set for a 6 hole code: v~~ 
~ ~·.,,,,..,,...-
0 0 0 0 0 0 
0 1 0 1 0 1 
1 0 0 1 1 0 
1 1 1 0 0 0 
0 0 1 0 1 1 
111111 ----
1 
It can be shown that in this code there are not three systematic 
checks which are independent of each other. On the other hand 
Table 2 shows that ou+ systematic method of constructing a 6 hole 
code will lead to a code with 8 symbols. 
Lastly, as an illustration of non-equivalent codes we 
take the simple case of a 4 hole single error-correcting code. 
Both 
0 0 0 0 
1 1 l 1 and 
0 0 0 0 
0 1 1 1 
are "saturated" and by Table 2 contain the maximum number of 
symbols, b~t they are not equivalent codes by our definition. 
R. W .. ijAMIVIJNO 
GUJ-#~ 
