Abstract. In this note we study the Banach-Mazur distance between the n-dimensional cube and the crosspolytope. Previous work shows that the distance has order √ n, and here we will prove some explicit bounds improving on former results. Even in dimension 3 the exact distance is not known, and based on computational results it is conjectured to be . Here we will also present computerbased potential optimal results in dimension 4 to 8.
Introduction
We call K ⊂ R n an n-dimensional convex body, if K is compact, and for any x, y ∈ K and λ ∈ [0, 1], λx + (1 − λ)y ∈ K. The set of all n-dimensional convex bodies is denoted as K n . A convex polytope P is defined as the convex hull of finitely many points P = conv{u 1 , · · · , u k } and the set of all n-dimensional convex polytopes is denoted as P n . The Hausdorff distance between two convex bodies K and L is defined as: For a real number p ≥ 1, the p-norm of x ∈ R n is defined by
p . The maximum norm is the limit of the p-norm for p → ∞. It is equivalent to ||x|| ∞ = max |x 1 |, |x 2 |, · · · , |x n |.
Denote
C n = {x ∈ R n : ||x|| ∞ ≤ 1} = [−1, 1] n the n-dimensional unit cube, and
the n-dimensional unit crosspolytope. Denote B n = {x ∈ R n : ||x|| 2 ≤ 1} the n-dimensional unit ball. For examples, the Hausdorff distance between C n and C ⋆ n is n−1 √ n , and the Hausdorff distance between C n and B n is √ n − 1.
The Banach-Mazur distance between two symmetric convex bodies K and L is defined as:
d BM (K, L) = min{r > 0 : K ⊂ gL ⊂ rK, g ∈ GL(n, R)} The research was supported by a PhD scholarship of the Berlin Mathematical School. 1 where GL(n, R) is the group of linear transformations. It can be deduced that
Due to this reason, the Banach-Mazur distance is also written as log min{r : K ⊂ gL ⊂ rK, g ∈ GL(n, R)}.
In this paper we only concern about the distance, so we keep the definition to be the former one.
There are some results on the Banach-Mazur distance to some special convex bodies. John's Theorem on the maximal ellipsoid contained in a convex body gives the estimate: Theorem 1.1 (John's Theorem [5] ). The Banach-Mazur distance between an ndimensional convex body K and n-dimensional ball is at most √ n.
As a corollary, for any two convex bodies K and L,
As a matter of fact, the diameter of (K n , d BM ) is still unknown, but E.Gluskin [3] proved that the diameter is bounded below cn for some universal c > 0.
For symmetric reasons, one can easily prove that:
. The Banach-Mazur distance between B n and C n is √ n. The Banach-Mazur distance between B n and C ⋆ n is √ n.
There are also some results on the Banach-Mazur distance from any convex body to the cube [1, 2] .
We are interested in the Banach-Mazur distance between C n and C ⋆ n [10] . There are results in [7, 8] showing that the distance has order √ n: 7, 8] ). There exists constant c, C > 0 such that
To be exact, for the upper bound one can get
For the lower bound, the constant C is not explicitly stated in [7] . In this paper we discuss the upper bound and the lower bound of this distance. Our main results are:
There is a maximum absolute constant α independent of dimension n, such that for any x ∈ R n with ||x|| 2 = 1,
(2) α > 
Some results by computer
To find the Banach-Mazur distance between the cube and the crosspolytope, one need to find the optimal g ∈ GL(n, R) and minimum r > 0 for 1
Assume that g is the linear transformation T = (x ij ) n×n , then the crosspolytope
with miminum r implies that the vertices of the cube 1 r C n is contained in the crosspolytope gC ⋆ n , which is max
where T = (x ij ) n×n . Therefore the Banach-Mazur distance is
where T = (x ij ) n×n with |x ij | ≤ 1.
In principle this problem can be solved by a computer programme like Maple and Mathematica. We can use the code here on Wolfram Mathematica:
which is offered by [9] , where we can change 3 to any dimension we need. Since the computer only gives the numerical results, we made some adjustment to make them to be the probably optimal ones.
In dimension 3 the distance is 9 5 and the crosspolytope is:
(1)
In dimension 4 the distance is 2 and the crosspolytope is
In dimension 5 the distance is 2.32871 and the crosspolytope is It seems to be highly irregular.
In dimension 6 the distance is 2.4488 and the crosspolytope is
where x = 0.324842, y = −0.434446. In dimension 7 the distance is 2.6 and the crosspolytope is
In dimension 8 the distance is 2.5, smaller than in dimension 7, and the crosspolytope derives from one Hadamard matrix:
Upper bound
Recall that the Banach-Mazur distance between the cube and the crosspolytope is
where T = (x ij ) n×n with |x ij | ≤ 1. By giving a special T one can get an upper bound of the distance.
Hadamard matrix.
A Hadamard matrix is a square matrix whose entries are either +1 or −1 and whose rows are mutually orthogonal. A Hadamard matrix has maximal determinant among matrices with entries of absolute value less than or equal to 1. Sylvester [6] provided one way to construct the Hadamard matrix. Let 
In dimension n = 2 k , there exists a Hadamard matrix H 2 k . Choose the matrix
Assume that in dimension t ≤ 2 k the upper bound is not bigger than (
The distance is therefore
3.3. Extension. The Hadamard conjecture asked for the existence of Hadamard matrix in dimension n = 4k. When the Hadamard matrix exists in dimension n = 4k, denoted as H 4k , choose the vertices of the crosspolytope to be the vertors of Hadamard matrix H 4k , and the distance will be √ n. When n = 4k + j, let the vertices of the crosspolytope to be the vectors of
Then the distance is √ 4k + j. Therefore the upper bound will be √ n + 3 for all n.
Lower bound
Recall that α is an absolute constant introduced in Theorem 1.4. In this section we are going to prove that:
The Banach-Mazur distance of the cube and the octahedron is to find the minimum value of max
Without loss of generality, consider only det(T ) > 0. Write T −1 = det(T −1 ) 1/n N , where N ∈ SL(n, R), the group of special linear transformations. Let the row vectors of N be N j , i.e. N = N j n×1 , then we have
Also, since det(N ) = 1, by the definition of determinant we have:
and by the arithmetic geometric inequality
Recall that α is an absolute constant independent of dimension n, such that for any x ∈ R n with ||x|| 2 = 1,
We will discuss the existence and the value of α in the next section. Since the left hand side is linear, for any x ∈ R n , we have
Based on this result, we can infer that:
The last inequality comes from: since |x ij | ≤ 1, we have det(T ) ≤ n n/2 .
An average problem
We are looking for the maximal absolute constant α such that 1
holds for all x ∈ R n and all dimension n.
i.e., α = 1/ √ 2.
In this section, we will prove that:
||x|| 2 .
5.1.
A special class of polytope. A convex polytope may be defined as an intersection of a finite number of half-spaces. Which is to say, for any convex polytope P , there exists vectors u j (1 ≤ j ≤ k) such that
For the same reason, for any symmetric convex polytope C, there exists vectors u j (1 ≤ j ≤ k) such that
Consider the set
where u j (1 ≤ j ≤ k) are non-zero vectors such that K is bounded. As the intersection of 2 k halfspaces K is a convex polytope.
5.2.
Proof in dimension n = 2, 3, 4. For general dimension n, the problem is equivalent to find the maximal value of ||x|| 2 in the convex polytope
The maximal value is the value on some special vertices of this convex polytope. Moreover, if x is a vertex of this convex polytope, then it is the intersection of at least n facets. We assert that there are n − 1 linearly independent v i ∈ {−1, 1} n such that < x, v >= 0.
For any x, y ∈ R n and very small ǫ > 0,
Notice that if < y, v i >= 0 for all v i such that < x, v i >= 0, and if F n (x) = F n (x + ǫy) = 1, then we have F n (x − y) = 1, which means that x is not a vertex of the polytope. For a point x with F n (x) = 1, if there are at most n − 2 linearly independent v i ∈ {−1, 1} n such that < x, v >= 0, then there exists y not linear to x, such that < y, v i >= 0 whenever < x, v >= 0, meaning that
for any ǫ > 0. Now we choose ǫ to be arbitrary small, and let y = y ′ + y ′′ , where x + ǫy ′ is on some facet of the polytope containing x, while y ′′ is paralleled with x. Since < y ′′ , v i >= 0 whenever < x, v >= 0, we have
thus x − ǫy ′ is also on some facet of the polytope. Therefore x is not a vertex of the polytope.
With this observation, we can find out the vertices of the convex polytope F n (x) ≤ 1.
In dimension 2, F 2 (x) = |x1+x2|+|x1−x2| 2 ≤ 1 is the cube C 2 , and the maximal value of ||x|| 2 is √ 2. In dimension 3, without loss of generality, assume that x = (x 1 , x 2 , x 3 ) , where
When x 1 ≥ x 2 + x 3 , we have
So the convex polytope is (2)if all pairs of v i and v j have 2 coordinate in common, then x has the form (±t, ±t, ±t, ±t), with (by calculation) t = 2 3 . Therefore the convex polytope contains only one more series of vertices:
The maximal value of ||x|| 2 is still √ 2.
5.3. Some classes of vertices. The maximal value ||x|| 2 in the convex polytope
is the value on some special vertices. Moreover, if x is a vertex of this convex polytope, then there are n − 1 linearly independent v i ∈ {−1, 1} n such that < x, v >= 0.
As a bad news, for the convex polytope in dimension n, there are much more vertices than the vertices in dimension n − 1.
When n = 2k is even, the point
is a vertex of this convex polytope. Moreover,
are also vertices of this convex polytope, because the vectors (±1, · · · , ±1, −1) with k + j − 1 times 1 and k − j times −1 are (n − 1)-dimensional.
When n = 2k + 1 is odd, the points There are also other kinds of vertices and we cannot enumerate all of them.
5.4.
A bound for the value. We may assume that
Then for any x = (x 1 , · · · , x n , x n+1 ), without loss of generality, assume that
By definition we have
Recall that x 1 ≥ x 2 ≥ · · · ≥ x n+1 ≥ 0, we have
Therefore by monotonicity we have
Since we already know that α 4 = √ 2, by induction we have:
So we get:
To get a better value, for example, if we can prove α 9 = √ 2 and use this induction, we can get α n < 1.50765 · · · If we can prove α k = √ 2, we can get
So far we still believe that α n = √ 2 for all n. we can also find the minimal value of F n (x) on the hypersphere ||x|| 2 = 1. On the hypersphere ||x|| 2 = 1, the average value of | < x, v i > | is the fraction of the volume of n-dimensional half-hypersphere and the volume of (n−1)-dimensional hypersphere. Therefore one can get the average value of F n (x).
On the hypersphere ||x|| 2 = 1, the maximum value of F (x) is naturally 1. Therefore F n (x + dx) ≥ F n (x) − F n (dx) ≥ F n (x) − |dx| and by integration we have F n (y) ≥ F n (x) − arc < x, y > .
If we have a series of points that are dense enough on the hypersphere, like ǫ-net, we will get a lower bound depending on ǫ and the minimum value over the point set.
However, when n → ∞, the set of the vertices of the cube 1 √ n C n is quite discrete on the hypersphere. 6.2. Local Optimization. On the hypersphere ||x|| 2 = 1, F n (x) is a continuous function, and α n is the minimum value of F n (x). If there are not n − 1 independent vertices in {−1, 1} n vertical to x, we can always choose a tangent vector dx such that F n (x + dx) + F n (x − dx) − 2F n (x) = 0, therefore at point x it is not a local minimal value. So the local minimal value appears only when there are n − 1 independent vertices in {−1, 1} n vertical to x. It shows the same observation as the aspect of convex polytope.
