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Introduction   
The revolution of minimally invasive surgery (MIS) with respect to conventional open surgery necessitated initial 
changes in the surgical instruments: the terminal parts of traditional surgical instruments were miniaturized and placed 
at the end of a rigid stem, so that they could be introduced into the body through small ports. Commonly used 
instruments for MIS are passive and the surgeon must himself deal with all the workspace and sensory limitations (1) 
that are the inevitable adverse consequences of MIS. Consequently, the surgeon has to learn new operative skills to 
change from a traditional to a minimally invasive surgeon (2). New technological tools (3,4), based on image 
guidance (5–7), robotic (8,9) and mechatronic (10,11) principles, have been developed to assist the surgeon and 
enhance his dexterity and perception. The features integrated in these tools, such as sensors and fine positioning 
capabilities, provide a solution to the problems related to tactile perception, dexterity and precision of intervention. 
Restoration of orientation and depth perception and assistance in positioning and trajectory execution can be achieved 
with the integration of traditional and mechatronic surgical tools into augmented reality systems (also called 
‘navigation tools’). Currently there are commercial CAS systems only for orthopaedics, neurosurgery and ear, nose 
and throat (ENT) surgery (12) and for few other surgical applications (13). Several research groups are developing 
specific CAS applications and others are implementing nondedicated software platforms (14–17). The aim of the 
present work was to develop and implement a highly modular software/hardware platform suitable for CAS, and to 
produce a prototype demonstrator to document its potential for clinical application in laparoscopic surgery. By 
integrating pre-operative images, intra-operative data and information provided by the sensors mounted on the 
surgical tools (or integrated in them), the EndoCAS Navigator Platform enables: 1. Intuitive diagnosis and natural 
communication between radiologists and therapists by means of 3D visualization of medical datasets. 2. Intuitive 
planning of the surgical procedure by means of virtual navigation inside the human anatomy. 3. Computer guidance 
by augmenting reality during the intervention using traditional tools. 4. High-precision positioning of tools, manually 
or by means of robotic arms. The objective of our research was not to build a universal system that could deal with all 
the problems of any application. However, since many applications pose very similar problems, we defined a general 
CAS concept that encapsulates basic tools and provides to final users (surgeons and radiologists) real and usable 
demonstrators which, according to our experiments, simplify communications between the developing engineers and 
the clinical users and help them to appreciate how state-of-the-art technologies can be used to proficiently assist and 
enable their work. This is important, as clinicians have to be the prime movers of the development process.   
Materials and Methods   
EndoCAS navigator platform overview  
In the system design, the objective has been the realization of a generic architecture, comprehensive of all features 
necessary to a system designed for assistance in surgery. The approach adopted is based on the concepts of 
modularity, compatibility and incremental feature composition. The system architecture integrates aspects of 
augmented reality, computer-assisted intervention and medical robotics into a modular open environment. The 
architecture has been defined in terms as generic as possible, taking into account the growing needs for information 
technology in surgery. At the current stage, the platform consists of a working demonstrator incorporating generic 
functions, tools and modules commonly employed in surgical assistance. Specific applications can be constructed by 
simply assembling different components, and by developing only the functions necessary to a specific application.  
Functional description  
From a functional point of view, the specifics of the platform are illustrated in Figure 1 (left). The scheme highlights 
the communication between the main functional modules of the system and the interaction between system, surgeon 
and patient. The platform consists of three main functional modules: the surgical tools, the main processing unit, and 
the human–machine interface. The surgical tools module comprises the instruments used to perform the interventions. 
We classify these into traditional tools and programmable tools. Tools commonly used in surgical practice and 
managed by surgeon in a traditional way fall in the first category. These tools, used for imaging (laparoscopes, 
ultrasound probes, etc.) and intervention (scalpel, forceps, cauterizer, drill, biopsy needle, etc.), are passive with 
regard to movement control and work under the direct manual control of the surgeon. In contrast, the programmable 
tools category encompasses active, smart tools (such as mechatronic and robotic tools) provided with sensors and 
programmable actuation capabilities. The main processing unit (MPU) processes and integrates preoperative data 
with intra-operative data concerning the surgical environment and the internal status of the programmable tools. 
Integrated data (provided by the data fusion and registration module) are processed by the cognitive unit and returned 
to the surgeon in form of sensorial enhancement by means of the human–machine interface (HMI), which comprises 
two modules that can function independently: the visual user interface (VUI) and the haptic user interface (HUI). The 
status of both interfaces is updated in real-time. The surgeon interacts with the programmable tools through the HMI. 
The cognitive unit, integrating commands given on the HMI with the information provided by the MPU, provides for 
visual safe guidance and monitoring dangerous situations that may occur during navigation (i.e. contact, proximity, 
etc.) and acts as an intelligent and active filter to the programmable tools commands given by the surgeon, inhibiting 
or reinterpreting the most critical ones. The synergy between system and surgeon is achieved by means of the 
cognitive unit, which, by implementing a closed loop between surgeon’s commands, programmable tools and MPU, 
enhances overall performance.  
Implementation  
Based on the functional approach described, we implemented an integrated system for computer assistance with in-
built extreme versatility, enabling the selection of the appropriate components for specific applications. The system 
can be used for pre-operative visualization, diagnosis and planning, intra-operative passive and active guidance. 
Furthermore, the system integrates components such that it is capable of adaptation for a variety of application 
domains. The integrated system is illustrated in Figure 1 (right), which highlights the hardware and software 
components and their intercommunication. The availability of virtual models of all relevant elements in the surgical 
scene is a pre-requisite for the construction of the virtual environment. Medical images of the patient are acquired pre-
operatively (image acquisition). Volumetric data are treated by a modelling process in order to build realistic 
geometrical virtual models of the anatomical organs and structures (virtual anatomy) involved in the intended 
operation. Virtual models of the surgical tools (virtual tools) and of all devices that will interact with the patient are 
generated using a CAD drawing program (CAD program). During the intervention, in order to place the elements 
correctly in the surgical scene, real-time information about their spatial position are provided by the localizer. The 
different reference frames in which spatial coordinates are described need to be co-registered and aligned with the 
virtual representations of objects (registration). The geometrical description of the surgical scene is enhanced by 
information derived from intra-operative imaging devices (laparoscope, US-grapher) and data collected by different 
types of sensors. All these datasets are integrated into the virtual environment by a data fusion process. This 
augmented reality is rendered to the surgeon through the HMI. The control loop implemented in the core of the MPU 
(cognitive unit) monitors the virtual environment and is responsible for determining the feedback actions associated 
with the state of the virtual environment.  
Modelling of anatomical structures  
The first phase of the 3D model generation procedure is the process of segmentation and labelling. This process 
consists in subdividing the volume in separate elements (objects) and then unambiguously assigning each volume unit 
to an appropriate anatomical structure (object mapping). To switch from the images to the object map (Figure 2b), we 
apply a process sequence (pipeline) to each object; this pipeline can be summarized as follows: 1. The enhancement of 
image quality, using contrast operators, histogram analysis and convolution filters. 2. The isolation of interesting 
anatomical parts, using thresholding, region growing (18,19) and active contours (20,21). 3. The volume smoothing of 
the interesting anatomical components, using volume operators as erosion and dilatation. Surface-based techniques are 
used to visualize in real time a 3D virtual environment. A processing pipeline has been implemented for automatic 
generation of 3D models from segmented volumetric datasets (Figure 2c). The pipeline has three stages: 1. Surface 
extraction from object maps, based on the marching cubes (22,23). 2. Geometric features enhancement, based on 
decimation (24), smoothing and refinement algorithms. 3. Texturing, based on material and luminance properties and 
textures. Virtual environments are created by integrating in the same view both extracted surfaces and original 
volumetric datasets (orthogonal slices). The visualization module, developed using the open source framework 
OpenSG (25), allows the visualization of virtual environments, modification of the virtual scene settings 
(transparency, slice position, organs to be visualized), performance of virtual navigation inside the patient by moving 
the viewpoint by means of a 6D mouse, and perception of stereoscopic images by means of a head-mounted display 
(HMD).  
Localization  
Localization systems allow real-time tracking of the position and orientation of moving objects (such as surgical tools, 
robotic arms and patient) and to realize interactive navigation systems that augment the information for the surgeon 
(using virtual and mixed-reality techniques) and enhance his/her performance (using robotic devices for accurate 
positioning) during the intervention. Both optical (Optotrak Certus∨, Northern Digital Inc.) and electromagnetic (NDI 
Aurora∨, Northern Digital Inc.) localization devices (26) have been integrated in the platform, for external-body and 
internal-body localization, respectively. We developed a software module on the top of the application programming 
interface (API) of the localizers that provides a unique interface to configuration and management functions, and 
allows the use of both in the same application. The module also implements methods for calibration of localization 
sensors with respect to tool shapes and functionalities. Specific procedures have been implemented for automatic 
dynamic calibration of sensors mounted on the surgical tools, and for manual calibration based on the digitalization of 
reference points on the tools. Other calibration procedures concern the robot-localizer calibration, and intraoperative 
imaging devices calibration (such us laparoscopic camera and US probe).  
Robot arm  
In the platform, an industrial robot (Samsung FARA AT2) has been integrated to provide active surgical assistance 
and accurate positioning during intervention (27). The robot reference system has been calibrated with the global 
reference system (given by the optical localization system), so that the robot can be moved along planned trajectories 
in a closed loop with the surgical navigator. We implemented an automatic iterative calibration method, based on the 
Lie algebra (28), to be performed at the beginning of surgical intervention and every time the relative position 
between the robot base and the localization system changes. Since the use of the robotic arm is limited to only few 
steps of the surgical intervention, we implemented a mechanism, based on a six degrees of freedom (DOF) force 
sensor (Mini45, ATI Industrial Automation Inc.) mounted on the end-effector of the robotic arm and on an admittance 
controller, that allows the surgeon to move the robot (in and out from the surgical scenario, or to a precise position) 
just by exerting force at its distal part.  
Registration  
The 3D virtual models, generated from the medical datasets, are aligned with the real patient position in the operating 
room by a registration procedure (29). We implemented a rigid registration method based on artificial markers and 
anatomical reference points. All triples of fiducial markers were registered using the optimal registration algorithm 
(30) based on SVD that optimizes the least squares of fiducial registration error (FRE) (31). Specific application 
studies have been done for the evaluation and limitation of errors introduced by using this registration method for 
surgical interventions that involve deformable anatomical structures.  
Mixed reality  
We developed a module that provides basic functions to implement mixed-reality solutions in different scenarios. 
Mixed reality, fusing real-world elements (such as images or video) with virtual synthetic elements in a single view, 
enhances visual perception and provides a useful support in both the diagnosis and the surgical intervention phases 
(32,33). The module implements two main functions: the video acquisition and streaming function that manages the 
image capture from a generic local or remote video source, and the mixing function that synthesizes the hybrid image 
using video frames and virtual 3D models.  
Human machines interfaces (HMI)  
We developed modules to integrate 3D visualization interfaces and haptic interfaces. We integrated localization 
sensors and two cameras aligned with the user eyes on the HMD. In this way we can provide a 3D visualization of the 
virtual scenario restoring the depth perception; change the viewpoint by simply moving the head; aligning the real 
with the virtual viewpoint, implementing a 3D mixed-reality that fuses in the same view the real and virtual 
information. Specific software modules have been developed for the integration of the general purpose haptic 
interface in the platform, and the implementation of closed loops with the robotic arm and the virtual environments.  
A practical case: EndoCAS laparoscopy navigator  
We developed a navigation system for laparoscopic abdominal surgery (Figure 3) providing preoperative and 
intraoperative assistance. Figure 4 shows the graphical user interface (GUI) of the system. The system allows the 
surgeon to study the patient anatomy in a preoperative phase, by means of virtual reconstruction generated from 
medical images. During the surgical intervention, the surgeon can benefit from preoperative information aligned with 
the real patient position. The system architecture has been created by involving some modules on the top of the 
previously described platform (Figure 5). Specific methods and customizations, described in the following 
subsections, have been implemented in order to fit the requirements of the laparoscopic application.  
Results  
3D modelling module  
In collaboration with radiologists, we defined and developed an efficient segmentation protocol that allows the 
creation (in about 30 min) of 3D models of abdominal anatomies (bones, kidneys, pancreas, spleen, abdominal aorta, 
portal vein, splenic vein and cava vein) from medical datasets (34). The procedure uses ‘multiphase’ medical datasets 
consisting of several volumetric images of the same anatomical district, acquired with different delays from the 
injection of contrast medium (i.e. composed of more than one post-contrastographic phase). We adopted an ‘anatomy-
driven’ segmentation approach, consisting of several steps: the registration of the different phases (in order to 
compensate variations in patient set-up during the acquisition of the multiphase dataset); the identification of the most 
suitable phase for the segmentation of the specific organ; the definition of the segmentation order of abdominal 
organs; and the definition of a specific segmentation pipeline for each organ (consisting of applying ad hoc 
parameterized algorithms for image filtering, thresholding, region growing and morphological operators). Each 
anatomical part is segmented using a specific processing pipeline that we developed as a stand-alone module on the 
top of the open source software ITKSNAP 1.5 (35,36). The optimal segmentation sequence, defined on the basis of 
our experience and on the basis of anatomical, empirical and functional considerations concerning the timing of 
contrast distribution, is given in Table 1. Names of phases indicate where the contrast medium is mainly localized 
during the dataset acquisition. Organs, extracted from the phase where they are better visible, are segmented using 
neighbourhood connected region growing. This algorithm, which considers the intensity of the neighbourhood voxels 
on the basis of a chosen radius, allows the avoidance of erroneous growing through small vessels or channels created 
by devices artefacts that join adjacent anatomical structures. Structures easy to segment (i.e. clearly identifiable on the 
images) are extracted at early stages of the segmentation process, and then removed from the dataset. This simplifies 
the segmentation of structures more difficult to identify (Figure 6) and the tuning of parameters for the region-
growing algorithm. To compensate breathing and physiological movements, segmented objects can be dilated before 
removing them from the dataset.  
Tracking module  
We sensorized, and integrated into the system, rigid surgical tools commonly used in laparoscopic surgery (the 
laparoscope and the Harmonic Scalpel∨, Ethicon Endo-Surgery Inc.), and a cutaneous digitizer designed to allow to 
the surgeon easy and precise digitization of artificial markers on the patient skin for registration purposes (Figure 7). 
We created infrared LED (IRED) supports and the cutaneous digitizer by means of CAD–CAM technologies. Using a 
reverse-engineering process, we designed inlaid interfaces of the IRED supports with surgical tools, and manufactured 
them by means of rapid prototyping. The developed devices (IRED supports and the cutaneous digitizer) are 
sterilizable, separately from other surgical tools, with ethylene oxide, and can be mounted easily during the 
intervention. The localization module allows to track the tip of surgical tools with a precision of about 1 mm.  
Mixed-reality and camera calibration  
Mixed reality view has been integrated in the system. This view, overlapping in real time the projection of 3D 
anatomical models of the patient (extracted from the medical dataset by means of the 3D modelling module) on 
endoscopic standard images, allows occlusion problems that occur using only the real images (that can visualize just-
exposed surfaces) to be overcome and enhances the perception of the workspace during laparoscopic interventions. To 
implement mixed reality. we need to provide a virtual model of the real camera and its movements. Internal 
parameters of the real camera (the laparoscope) have been computed using the pinhole camera model and acquiring 
images of a grid (with known shape) in different positions (37). These parameters (field of view, CCD pixel 
dimensions, centre of projection and distortion, coefficient of radial distorsion) have been used to characterize the 
virtual camera and to correct the radial distortion of the laparoscopic image used as a background texture in the mixed 
reality scene. To reproduce coherently the real movements of the laparoscope in the virtual environment, a calibration 
method, that solves the geometrical problem described in Figure 8, has been implemented. The calibration matrix 
(Tc), representing the relative position of the camera viewpoint with respect to the sensorized frame, has been 
computed using a calibration grid sensorized with IRED. The transformations T1 and T2 are given by the localization 
system, while the transformation T3 is determined using a computer vision method (38) that allows objects with 
known geometry (the sensorized calibration grid) to be localized in the camera reference frame. The alignment error 
between the real image and the virtual image has been evaluated by positioning the calibration grid (160 × 160 mm) 
perpendicular to the laparoscope point of view and at a distance of 150 mm. Under this experimental condition, the 
maximum displacement between the four corners of the grid in the real image and the corresponding points on the 
superimposed virtual image has been measured at about 2 mm.  
Registration module  
To reduce the registration error due to the use of a rigid registration procedure, the patient position during the 
acquisition of the medical dataset is the same position as he/she will have during the intervention. To determine 
anatomical landmarks to be used in registration and to estimate the influence on the registration error of the patient 
repositioning and breathing, we analysed abdominal surgical interventions (34). Based on anatomical and technical 
considerations, 18 active IREDs have been posed on specific anatomical points reachable during laparoscopic 
intervention on the skin of a subject, in the positions shown on Figure 9. From the analysis of data, three points (the 
right and the left anterior superior iliac spines and the upper sternum) were quite steady during breathing and only 
marginally influenced by patient repositioning. Using these points as fiducials for marker-based registration and the 
remaining 15 as potential targets, we evaluated the maximum single-point error on the patient skin. Averaging 
breathing movements, the medium square ‘static error’ on all markers target registration error (TRE) was 2.85 mm, 
while the maximum error was 6.02 mm. Without averaging breathing movements, the maximum error was 13.3 mm 
and this can be considered an upper limit for internal organs registration error during breathing. In fact internal organs 
do not move more than the external surface, since they are passive elements enclosed between the diaphragm, which 
has a maximum excursion of about ±7 mm (39), and the abdominal surface, where experimentally we found a 
maximum excursion of ±7.5 mm. Nevertheless, it cannot be defined as the ‘expected error’ because it does not 
consider some other relevant error sources (such as organ shifting) that require intraoperative imaging for evaluation. 
To evaluate organ shifting introduced by the repositioning of the patient on the operative bed, we used an US image 
device sensorized with IRED for position tracking. Combining spatial information provided by the localization system 
and by US images, we measured the position of internal anatomical target points that are easy to identify on the US 
image (i.e. low tip of left and right kidneys, vessel bifurcations in the spleen and in the liver, iliac artery bifurcation). 
Measurements, performed by repositioning the patient 10 times on the operative bed and at the same breathing phase 
(exalation), have been done in a reference system fixed to the patient body and defined on the top of the artificial 
markers used for registration. The maximum error on target points has been about 13 mm. This value (very close to 
the registration error measured on the patient skin), representing an estimation of the ‘global expected error’, is 
compatible with the precision required by our surgeons (about 20 mm) for the navigation system.  
Discussion  
Initial clinical experience  
The system has been used for preoperative dataset visualization and surgical planning in more than 10 interventions 
and has been used inside the operating room to perform a laparoscopic distal pancreatectomy. The 3D reconstruction 
of the anatomical structures proved to be a very useful aid for preoperative surgical planning, providing to the surgeon 
a complete knowledge of the patient’s anatomy. The surgeon orientation during the intervention was enhanced by 
virtual views that allow inspection of the surgical field from various viewpoints. Mixed reality view is also very useful 
in approaching the target of the intervention, providing the same benefits as a GPS system for car drivers. The 
integration of the navigation system in the OR did not cause discomfort to the surgical staff, had no material effect on 
the duration of intervention as a result of the initial set-up time (about 2 min of overload time, due to correct 
repositioning and patient registration), and localization supports did not influence the ergonomics of the mounting 
tools. Breathing, insufflation, patient repositioning and organ shifting induced a global error that, at the target site (the 
tumour in the pancreas), was measured in about 20 mm. It is important to notice that the pancreas is a floating 
anatomical structure; thus, 20 mm can be assumed as an estimation of the worst-case error. In the opinion of the 
surgeon who used the system, the obtained precision is sufficient to improve orientation and to provide helpful visual 
assistance during surgical navigation (the surgeon mentally corrected the registration error). Further, the navigation 
system is valuable for educational purposes: trainees inside the operating room benefit from the additional views 
provided by the navigation system in the interpretation of laparoscopic images and in the understanding of the phase 
of the surgical procedure. At the current stage, the system cannot be used for ‘blind’ guidance during surgical 
intervention or to implement closed-loop control with operative robots (where high registration precision is required).  
Conclusions and Future Work  
We have developed the hardware and software architecture of the EndoCAS navigator platform for general CAS 
applications. We have also evolved a specific application for computer-assisted laparoscopic procedures based on the 
EndoCAS platform. Preliminary clinical experiences on its use in the OR have been very positive, highlighting several 
benefits for the surgeon during all phases of surgical management (pre-operative work-up, procedure planning and 
procedure execution) and also for educational purposes. Actual and future work is focused on the definition of a 
standard protocol for the acquisition and segmentation of medical datasets (in order to reduce variability in the input 
data). Deformable object registration techniques (40,41), based on intra-operative medical imaging (laparoscopic or 
US images) (42,43), constitute one of our actual research areas. The implementation of ‘on-the-fly’ rigid registration 
methods based on intra-body anatomical landmarks will be integrated in the system to correct the initial registration 
error due to the rigid registration procedure based on external fiducial markers. Clinical validation of the system with 
more fixed structures (such us retroperitoneal organs anchored to the spinal cord) is in the starting phase.  
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