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Abstract
Managing and analyzing huge amount of heterogeneous data are essential for various services in the Internet of Things (IoT).
Such analysis requires keeping track of data versions over time, and consequently detecting changes between them. However,
it is challenging to identify the diﬀerences between datasets in Resource Description Framework (RDF), which has gained
great attention as a format for the semantic annotation of sensor data. This results from the property of RDF triples as an
unordered set and the existence of blank nodes. Existing change detection techniques have limitations in terms of scalabil-
ity or utilization of structural RDF features. In this paper, we describe the implementation details of similarity-based RDF
change detection techniques on the well-known distributed processing framework, MapReduce. In addition, we present an
experimental comparison of these change detection techniques.
c© 2016 The Authors. Published by Elsevier B.V.
Selection and/or peer-review under responsibility of ITQM2016.
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1. Introduction
As the Internet of Things (IoT) has emerged as a trend, an unprecedented amount of data is produced from
diverse sources such as smart mobile devices and wireless sensors. The data should be integrated and managed
so that data scientists can mine valuable information through rich analysis. However, this is very challenging due
to data heterogeneity and volume. First, the data collected from diﬀerent sources may be highly heterogeneous.
This requires an eﬀective means of data exchange and integration in an interoperable way. Second, the data
volume is expected to be extremely large. The number of data sources will continue to increase. In addition, it is
fundamental for data scientists to analyze not only current data but also a series of historical data, so keeping track
of data versions will be needed if the data are updated over time.
How can we manage huge amount of heterogeneous data from diverse sources? Recent studies [1, 2, 3]
consider Semantic Web technologies as key to resolving such heterogeneity problems in IoT. One of the most
promising alternatives is to utilize Resource Description Framework (RDF) [4], which is recommended by the
World Wide Web Consortium (W3C) as the language to represent information on the Web. RDF represents data
as a graph, which is composed of a set of RDF triples (subject, property, and object), and it is known to be useful
for integrating information with diﬀerent data schemas such as Linked Data [5] They have proposed to encode
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sensor data as RDF triples for the semantic sensor web [2] and semantic IoT models [3]. These approaches
facilitate integrated query processing on the encoded data using SPARQL [6], which is a query language for RDF.
For the issue on the data volume, DataHub [7] was proposed to manage large-scale datasets with version
tracking. The most important key to realize this system is how to implement dataset version management system
eﬀectively. Because storing all versions requires large space regardless of the size of changes, storing deltas
between them is generally used. Computing deltas compactly can reduce redundant storage costs signiﬁcantly.
Unfortunately, it is not easy for large RDF datasets due to some RDF characteristics. First, RDF data is an
unordered set of RDF triples, so the order of the triples should not aﬀect their semantics. If we ignore this and
compute a delta as in plain text ﬁles, the moved but not changed triples will be included in deltas, and therefore
much larger deltas will be produced. Second, RDF allows anonymous nodes, called blank nodes, which have no
Uniform Resource Identiﬁer (URI) thus are used when a URI is not meaningful [8]. To the blank nodes, arbitrary
labels are given in order to treat them as named nodes, so the same blank nodes may acquire diﬀerent labels. For
example, Fig. 1 shows an RDF annotation for sensor data and its change. The blank node with the label ‘ :1’ in
the left RDF data graph may acquire a diﬀerent label like ‘ :2’ in the right one, without any change. If such blank
node is regarded as changed one, all the triples that refer the blank node will be included in delta results because
the label that they refer changes. Therefore, it is very important to identify equivalent blank nodes in change
detection for large RDF datasets.
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Fig. 1: Sample RDF graph and change
Many approaches have been proposed to eﬀectively detect changes in RDF data [9, 10, 11, 12], but existing
techniques do not scale well because they are primarily performed in a single-machine environment. Although a
few approaches [13, 14] were proposed to improve scalability in RDF change detection using MapReduce [15],
they produce large delta results because of underutilization of structural RDF features. These approaches have
mainly focused on providing the set-theoretic diﬀerence of two RDF graphs, ignoring blank nodes. This leads
us to address the issue of RDF change detection with consideration of blank nodes in MapReduce. Compared
to the existing MapReduce-based approaches, the proposed technique matches blank nodes and thus produces
smaller delta results. The contributions of this paper are as follows. First, we introduce practical alternatives to
further improve the quality of change detection using a similarity measure in the MapReduce framework, which
is supported by popular distributed processing platforms such as Hadoop and Spark. We utilize similairty values
between path labels to reduce search space for blank node matching. Next, we conduct an experimental evalua-
tion to compare the MapReduce-based change detection algorithms on our 10-node Hadoop cluster. Our results
demonstrate the beneﬁts from similarity-based change detection and the tradeoﬀs among the change detection
techniques in MapReduce.
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2. Related Work
In this section, we review previous eﬀorts in the area of RDF change detection. Approaches to computing
the diﬀerence between two RDF graphs are divided into two categories, depending on whether they deal with
structural diﬀerences or semantic-aware diﬀerences.
Structure-based change detection has focused on the structural diﬀerences between two RDF graphs. In gen-
eral, we can obtain the diﬀerences by simple arithmetic for triple sets. However, anonymous nodes (blank nodes),
which are the unnamed nodes in the RDF graph make it diﬃcult to detect changes between two RDF data. Previ-
ous work on structure-based change detection for RDF data [9, 10, 11] proposed a strategy for the comparison of
blank nodes. However, because single machine-based approaches are dependent on the size of the main memory,
they are not scalable as the volume of RDF data increases.
On the other hand, semantic-aware change detection for RDF data takes the semantics of the RDF model
into account. In the RDF model, it is possible to apply the RDF inference rules under the RDF Schema (RDFS)
speciﬁcation to form a triple set from existing sets; that is, the closure of the RDFmodel (RDF closure). Therefore,
this semantic property of the RDF data allows us to minimize the size of the RDF deltas [16, 17, 18]. Because we
focus on structural diﬀerences rather than semantic-aware diﬀerences, this inference-based approach is beyond
the scope of this paper.
Other research on RDF data using the MapReduce framework has been studied in SPARQL query process-
ing [19, 20] and inference systems [21]. However, they focus on large RDF data processing and do not consider
changes over time.
3. Background
3.1. Problem Deﬁnition
RDF is a language to represent information about web resources [4]. The RDF is modeled as a directed
acyclic graph, where each node and each arc represent a resource and a relationship between two resources,
respectively. In general, an RDF graph is represented as a set of triples that represent binary relationships between
two resources. Let U denote an inﬁnite set of RDF URI references, B denote the set of blank nodes, and L denote
the set of RDF literals. According to the deﬁnition of W3C documents, an RDF graph can be formally deﬁned as
follows [22, 23].
Deﬁnition 1. (RDF triple) A triple (S P O) ∈ (U ∪ B) ×U × (U ∪ B∪ L) is deﬁned as an RDF triple that consists
of a subject, property (or predicate), and object, respectively.
The equivalence between two RDF graphs is deﬁned in [4], [11] as follows.
Deﬁnition 2. (RDF graph equivalence) Two RDF graphs G and G’ are equivalent if there is a bijection M between
the sets of nodes of the two graphs such that
1. M maps blank nodes to blank nodes;
2. M(L) = L for all RDF literals L ∈ G;
3. M(U) = U for all RDF URI References U ∈ G;
4. The triple (S P O) is in G if and only if the triple (M(S ) P M(O)) is in G’.
Although the blank nodes between two RDF graphs may have diﬀerent identiﬁers, they are regarded as the
same if the triples, except for the blank nodes, are the same. Based on this deﬁnition, we can deﬁne an RDF delta
between two RDF graphs.
Deﬁnition 3. (RDF Delta) An RDF Delta is a set of change operations that transforms RDF graph G1 to G2.
We model change operations in the RDF data only with triple insertions and triple deletions [24]. A triple
update is modeled as a triple deletion-then-insertion. In general, these change operations are quite common in the
RDF change detection ﬁeld. Although Papavassiliou et al. proposed high-level change operations [25], they are
also based on triple-based changes.
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There are numerous deltas between two RDF graphs. In the worst case, all triples in the source graph are
deleted and all triples in the target graph are inserted. In this case, we can compute the deltas eﬃciently for large
RDF data. However, the size of an RDF delta is also crucial to communication and data update costs. Thus, high
accuracy as well as high speed change detection is a critical problem in large RDF data. In particular, we focus on
RDF data with blank nodes. This is because blank nodes matching is key to reducing RDF deltas. If RDF graphs
have no blank nodes, the RDF deltas are easily computed by the set-diﬀerence between two triple sets.
3.2. MapReduce Overview
MapReduce is a framework for implementing a distributed algorithm on a cluster [15]. MapReduce has at-
tracted many researchers because of its simplicity. A user only needs to deﬁne two functions: map and reduce. In
the map function, the input data are split by the map key and then sent to worker nodes. In the reduce function,
operations are applied to the received datasets to obtain the desired output. Although MapReduce has been utilized
in various areas, we focus on MapReduce-based change detection for RDF data.
A MapReduce cluster is composed of a master node and a number of worker nodes. The master node period-
ically communicates with every worker using a heartbeat protocol to check their status and control their actions.
When a MapReduce job is submitted, the master node splits the input data and creates map tasks for the input
as well as the reduce tasks. The master node assigns each task to idle workers. A map worker reads the input
split and executes the map function. A reduce worker reads the intermediate pairs from all the map workers and
executes the reduce function. When all tasks are complete, the entire MapReduce job is ﬁnished.
4. RDF Change Detection Techniques in MapReduce
In this section, we describe how to implement several change detection algorithms for RDF data in MapRe-
duce. As mentioned, we focus on matching RDF data with blank nodes. We use the MapReduce framework
without any modiﬁcation such as fault tolerance or load balancing. While Ahn et al. [14] proposed a key grouping
algorithm for RDF change detection using MapReduce, we focus on the change detection method itself.
4.1. Set-based RDF Change Detection
Basically, the diﬀerences between two RDF triple sets can be computed by simple set arithmetic. This method
produces an RDF delta that ignores the concept of blank nodes. Link-Diﬀ [13] proposed set-based RDF change
detection in MapReduce. Fig. 2 demonstrates the data processing ﬂow of Link-Diﬀ.	
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Fig. 2: Link-Diﬀ: set-based RDF change detection in MapReduce
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Link-Diﬀ takes the subject URI of input triples as the key for its Map function. For each triple, its original
dataset identiﬁer (e.g., source S or target T) is tagged as not for comparison with the triples from the same dataset.
Triples with the same subject URI are then sent to the same reduce worker. Each reduce worker sorts the triples
alphabetically and compares them to detect triples that have been deleted or inserted.
Link-Diﬀ is intuitive and straightforward. However, this approach cannot recognize blank nodes, so it may
produce very large delta results if many blank nodes are included in the data. That is, the unchanged triples that
refer to blank nodes can be regarded as changed. Note that the blank node :1 of Fig. 2 in the source and the blank
node :2 in the target are the same. However, all triples containing these blank nodes are computed as deltas.
4.2. Similarity-based RDF Change Detection
To overcome the disadvantage of Link-Diﬀ that does not recognize blank nodes, we employ similarity match-
ing for blank nodes. In a single-machine environment, similarity-based delta for RDF was already proposed by
Viswanathan et al. [26] We implemented change detection using similarity metrics in MapReduce and refer to this
method as MRSimDiﬀ.
Various similarity measures can be applied to change detection, including Jaccrad similarity and Cosine sim-
ilarity. In this paper, we use the well-known Dice similarity as our measure for blank node matching, which
measures the overlap between two triple sets. Then the similarity between two blank nodes BS im is deﬁned as
follows.
Deﬁnition 4. (BSim) Given two triple sets A and B, let |S (A)| and |S (B)| be the total number of triples in each
blank node, and |S (A) ∩ S (B)| be the number of common triples in both blank nodes:
BS im(A, B) =
2 × |S (A) ∩ S (B)|
|S (A)| + |S (B)|
The BSim score will be between 0 and 1. A higher BSim score indicates that the blank nodes are more similar.
We are able to decide which blank nodes are equivalent based on the score. However, it causes too much overhead
to calculate the matching result between all blank nodes in MapReduce. To reduce the similarity search space,
we consider approximate change detection using a labeling scheme. Typically, a blank node is surrounded by a
URI resource (i.e., it can be represented by nested elements). This observation leads us to propose the following
labeling scheme for blank nodes:
Deﬁnition 5. (Path Label) Suppose x is a blank node in an RDF graph, and URI(r) is the URI of the resource r.
PLabel(x) = URI(S 1).URI(P1)...URI(S n).URI(Pn)
where S n is the n-th subject URI node that references blank node x and Pn is the n-th predicate in the path from
S n to x.
The main idea of our approach is that we match blank nodes that need to be compared according to their labels,
as shown in Fig.3. Then we can only compute the similarity between the blank nodes with the same PLabel.
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Fig. 3: Blank node matching using blank node labeling
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Fig. 4: MRSimDiﬀ: similarity-based change detection in MapReduce – labeling phase
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Fig. 5: MRSimDiﬀ: similarity-based change detection in MapReduce – matching phase
The MRSimDiﬀ implementation is composed of two phases, a labeling phase and matching phase. Fig. 4 and
Fig. 5 demonstrates MapReduce jobs for the two phases, respectively. The ﬁrst MapReduce job constructs a path
label for each blank node. It takes triples as inputs and it outputs a path label for blank node matching.
The second job is a MapReduce process that takes the output from the ﬁrst job as its input and generates a
delta based on a similarity measure. First, each record is sent to reduce workers based on its path label. In the
reduce phase, the method iterates each blank node and computes the BSim similarity between two blank nodes. If
the BSim score is higher than or equal to a user-speciﬁed threshold, two blank nodes are regarded as equivalent.
The triples connected to the blank nodes are then compared and RDF delta, except for the common triples, is
produced. If the BSim score is lower than the threshold, all triples are included in RDF delta (i.e., as the triples
deleted and inserted). Note that the threshold value is critical for performance and the size of the delta. If the
threshold is too low, diﬀerent blank nodes tend to be matched. On the other hand, if the threshold is too high,
only exact blank nodes are matched and the remaining blank nodes are regarded as deltas. Thus, it is important to
determine a good threshold value.
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5. Performance Evaluation
In this section, we evaluate the change detection techniques described in Section 4. The similarity-based
technique is evaluated with several similarity threshold values.
All our experiments were performed on a 10-node cluster consisting of one jobtracker and nine tasktrackers.
Each node had a 3.1 GHz quad-core CPU with 4 GB RAM and a 2 TB SATA hard disk. Ubuntu 10.10 (32-bit)
with Linux kernel 2.6.35 was used as the operating system. All the nodes were connected by a gigabit Ethernet
network.
We used Hadoop 1.2.1 as our experimental platform and conﬁgured it based on the real-world cluster conﬁgu-
rations in the Hadoop oﬃcial documentation [27]. Each tasktracker was conﬁgured to run two map tasks and two
reduce tasks concurrently. The I/O buﬀer size was set to 128 KB, and the memory for sorting data was set to 200
MB. The HDFS block size was 128 MB, and each block was replicated three times.
5.1. Datasets
For our experiments, we use synthetic DBLP RDF data generated by SP2Bench [28], which is widely used and
covers various RDF features. It models authors as blank nodes and adds new authors (blank nodes) if the number
of authors is insuﬃcient. We slightly modiﬁed the data generator to vary the number of blank nodes included in
the data. The number of newly added authors is reduced according to the parameter value specifying the change
ratio, so the changes are made to the triples that access the corresponding blank nodes. The number of triples is
changed because a new author node is deﬁned using multiple triples, which are not required for an existing author
node. Furthermore, the process sequentially assigns blank node identiﬁers to the author nodes. Consequently, the
blank node identiﬁer for a particular author can be changed. The rest of the triples that do not refer to any author
node remain the same.
Table 1: Characteristics of Generated Data
Change ratio # of triples # of author blank nodes
# of triples that refer to
author blank nodes
10 GB 30 GB 10 GB 30 GB 10 GB 30 GB
0 99484015 301648446 9822355 33031225 42510490 136149226
0.1 99572157 297573533 9069743 29986690 41483618 130672915
0.2 97545407 290872671 8056368 26636259 39456868 123972053
0.3 95620039 284506843 7093684 23453345 37531500 117606225
0.4 93491905 277470797 6029617 19935322 35403366 110570179
Table 1 shows the characteristics of our datasets for various change ratios. The number of triples tends to
decrease with increasing change ratio, but there is a case where this is not applicable because of the data generation
algorithm of SP2Bench [28]. We used the data generated with a change ratio of zero as our base data and compared
each of the other generated data sets with this base data to compute the diﬀerences.
5.2. Experimental Results
We present our experimental results on the performance of the MapReduce change detection techniques de-
scribed in this paper. In the ﬁgures of this section, MRSimDiﬀ with a threshold value are referred to as the abbre-
viations MRSimDiﬀ-τ. We used a simple Dice similarity as the similarity measure for MRSimDiﬀ, as described
in Section 4.2.
The results of the change detection are displayed in Fig. 6. The results denote the size of deltas, that is, the
total number of triples that were detected as inserted or deleted. Note that all techniques produce an exact result.
In other words, source data can be correctly updated by applying the deltas from any technique. The larger the
delta, the more unnecessary triples are included. Thus, the size of a delta is crucial in change detection to save
communication cost as well as data update cost. As shown in Figs. 6a and 6b, MRSimDiﬀ with relatively high
threshold values ﬁnd the smallest deltas.
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Fig. 6: Delta sizes of change detection on SP2Bench data sets from 10 and 30 GB in size.
Figs. 7a and 7b show the execution times of the cases in Figs. 6a–6b. They show that MRSimDiﬀ performs
signiﬁcantly slower than Link-Diﬀ. This is natural because MRSimDiﬀ requires two MapReduce jobs while Link-
Diﬀ only needs to run one MapReduce job. The execution time of MRSimDiﬀ also is aﬀected by the similarity
measure and threshold that are used. Overall, it can be said that it takes more time to ﬁnd more compact deltas.
However, since we focus on the size of delta, the size of changes is more important and the advantage of a smaller
delta in MRSimDiﬀ far outweigh the overhead of calculation time. One thing to note is that MRSimDiﬀ is able
to apply other similarity measures, which can be more eﬀective for target data. We leave such analysis for future
work.
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Fig. 7: Execution times for change detection on SP2Bench data sets of 10 and 30 GB in size.
6. Conclusion
RDF change detection can play a key role in the resolution of interoperability and integration problems in
IoT. In this paper, we proposed a similarity-based matching technique using a path labeling scheme to make
computationally expensive approaches feasible for large data, and presented the implementation details of change
detection techniques in MapReduce. The experimental results showed that MRSimDiﬀ produces signiﬁcantly
more compact deltas at the cost of increased execution time.
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