Parametric devices based on four-wave mixing in fibers perform many signal-processing functions required by optical communication systems. In these devices, strong pumps drive weak signal and idler sidebands, which can have one or two polarization components, and one or many frequency components. The evolution of these components (modes) is governed by a system of coupled-mode equations. Schmidt decompositions of the associated transfer matrices determine the natural input and output mode vectors of such systems, and facilitate the optimization of device performance. In this paper, the basic properties of Schmidt decompositions are derived from first principles and are illustrated by two simple examples (one-and two-mode parametric amplification). In a forthcoming paper, several nontrivial examples relevant to current research (including four-mode parametric amplification) will be discussed.
Introduction
Parametric devices based on four-wave mixing (FWM) in fibers can amplify, frequency convert, phase conjugate, regenerate and sample optical signals in classical communication systems [1] [2] [3] [4] [5] [6] . They can also generate photon pairs for quantum information experiments [7] [8] [9] [10] . Three different types of FWM are illustrated in Fig. 1 . Modulation interaction (MI) is the degenerate process in which two photons from the same pump are destroyed, and signal and idler (sideband) photons are created (2π p → π s + π i , where π j represents a photon with frequency ω j ). Inverse MI is the degenerate process in which two photons from different pumps are destroyed and two signal photons are created (π p + π q → 2π s ). Phase conjugation (PC) is the nondegenerate process in which two different pump photons are destroyed and two different sideband photons are created (π p +π q → π s +π i ). The polarization properties of these processes are reviewed in [11] [12] [13] [14] . Parametric interactions of weak sidebands, driven by strong pumps, are governed by coupledmode equations (CMEs) of the form
where z is distance, d z = d/dz, X = [x j ] is the vector of sideband amplitudes (modes), A = [α jk ] and B = [β jk ] are coefficient matrices, and * denotes a complex conjugate. The entries of the amplitude vector could be the amplitudes of distinct monochromatic sidebands (continuous waves), or different frequency components of multichromatic sidebands (pulses), with one or two polarization components. For uniform fibers (media) the coupling coefficients are constants, whereas for nonuniform media they vary with distance. Because Eq. (1) is linear in the amplitude vector and its conjugate, the (explicit or implicit) solution of Eq. (1) can be written in the input-output (IO) form
where M = [μ jk ] and N = [ν jk ] are transfer (Green) matrices. For the aforementioned one-and two-mode interactions (scalar MI and PC of continuous waves), it is easy to solve the CMEs and interpret the IO relations. However, for multiplemode interactions, the CMEs and IO relations are complicated and two related questions arise: Under what conditions can one solve the CMEs explicitly and how should one interpret the IO relations physically?
Recall that every complex matrix M has the singular value (Schmidt) decomposition M = V DU † , where U and V are unitary and D is diagonal [15, 16] . The columns of U are the eigenvectors of M † M, the columns of V are the eigenvectors of MM † , and the entries of D are the (common) non-negative eigenvalues of M † M and MM † . In the context of parametric interactions, the laws of Hamiltonian mechanics impose constraints on the transfer matrices M and N, which ensure that they have the simultaneous (related) decompositions M = V D μ U † and N = V D ν U t , where D μ = diag(μ j ), D ν = diag(ν j ) and their entries (Schmidt coefficients) satisfy the auxiliary equations μ 2 j − ν 2 j = 1 [17, 18] . Hence, Eq. (2) can be rewritten in the form
where U, V , D μ and D ν depend implicitly on z. It follows from Eq. (3) that the columns of U define input (Schmidt) mode vectors, the columns of V define output vectors, and the mode amplitudesx j (0) andx j (z), which are the components of X relative to the input and output Schmidt bases, respectively, satisfy the one-mode squeezing equations
Equations (3) and (4) are remarkable. They imply that every parametric process, no matter how complicated, can be decomposed into independent squeezing processes, the properties of which are known (in-phase signal quadratures are stretched, whereas out-of-phase quadratures are squeezed) [7, 19, 20] . This decomposition is the answer to the second of the aforementioned questions. The first question is harder to answer, but in a forthcoming paper it will be shown that the (known) form of the decomposition sometimes provides guidance that facilitates the solution of the CMEs. The simultaneous Schmidt decomposition is more than an elegant mathematical result. Determining the Schmidt modes and coefficients of a parametric process, and the device based upon it, facilitates the optimization of device performance. For example, in photon pair generation by pulsed pumps, the Schmidt modes are the (temporal) wave-packets of the signal and idler photons, and the squares of the Schmidt coefficients are the probabilities with which photon pairs are produced [21, 22] . If one designs the system so that only one coefficient is nonzero, the output state is pure, as required for a variety of quantum information experiments. In photon frequency conversion by pulsed pumps, the Schmidt modes are the natural input and output wave-packets of the signal and idler photons, and the squares of the Schmidt coefficients are the conversion probabilities [23, 24] . One can optimize two-photon interference (or single-photon conversion) experiments by designing the system so that at least one squared coefficient is 0.5 (or 1.0). It is well known that one-mode squeezing and stretching processes dilate the coherent and incoherent parts of input signals by the same amounts. The former processes are of interest in quantum optics, because the out-of-phase quadratures have smaller fluctuations than vacuum quadratures [19, 20] , whereas the latter are of interest in optical communications, because they can amplify in-phase signals without degrading their signal-to-noise ratios [25, 26] . To minimize the effects of noise in a communication system, one should encode information in the Schmidt modes of the system (superpositions of frequency or polarization components), not the physical modes (individual components). Encoding information in this way also maximizes the information capacity of the system [27, 28] . This paper is organized as follows: In Sec. 2, one-and two-mode parametric amplification are analyzed in detail. The transfer matrices for these processes are determined explicitly by solving the CMEs analytically. These matrices are shown to have several interesting and useful properties, which are not accidental. In Sec. 3, the Schmidt decomposition theorem is proved constructively (from first principles) and the aforementioned properties are established. Previous derivations of these results were based on the laws of quantum optics [17, 18] , in which context they are standard [21] [22] [23] [24] . In contrast, the present derivation is based solely on the laws of classical mechanics, which are less fundamental, but sufficient. Readers who are interested in Schmidt decompositions and their applications can learn about them easily, unburdened by the complexities of quantum optics. In Sec. 4 the specific results derived in Sec. 3 are related to general properties of Hamiltonian systems. Finally, in Sec. 5 the main results of this paper are summarized.
Aspects of Schmidt decompositions were also discussed in [29, 30] . In these articles, the mathematical properties of Schmidt decompositions, and the adjoint decompositions to which they are related, were described in detail, and some simple examples (including one-and two-mode amplification) were mentioned briefly. In this paper, the physical consequences of Schmidt decompositions are emphasized, the aforementioned simple examples are discussed in detail and key results are explained in the context of Hamiltonian dynamics. In a forthcoming paper, new solutions of the CMEs are obtained and used to discuss several nontrivial examples of current interest (including four-mode parametric amplification).
Simple examples of Schmidt decompositions
In this section, two simple parametric processes are considered, for which the Schmidt decompositions are easy to determine. These examples provide useful checks and illustrations of the general results derived in the next section.
One-mode amplification
Consider a one-mode parametric process (inverse MI), which is governed by the equation
where x is the mode amplitude, δ is the (real) mismatch coefficient and γ is the (complex) coupling coefficient [31, 32] . Equation (5) depends linearly on x and x * , so its solution can be written in the input-output (IO) form
For the common case in which δ and γ are constants, the transfer (Green) functions
and the characteristic wavenumber k = (δ 2 − |γ| 2 ) 1/2 . If coupling is stronger than mismatch (|γ| > δ ), the system is unstable. The transfer functions (7) satisfy the auxiliary equation
They also have the interesting properties
Furthermore, if γ is real, then ν * (z) = −ν(z). These properties are not accidental. Because the transfer functions usually have different phases, some analysis is required to determine the consequences of Eq. (6). Let μ = |μ|e iφ μ and ν = |ν|e iφ ν , and define the sum and difference phases φ s = (φ μ + φ ν )/2 and φ d = (φ ν − φ μ )/2, respectively. Then Eq. (6) can be rewritten in the form 
where the 2 × 1 mode vector Y = [x, x * ] t and the 2 × 2 coefficient matrix
Notice that L y is specified by three real parameters (δ , γ r and γ i ). The solution of Eq. (11) can be written in the IO form
where the transfer (Green) matrix
Two important results follow from Eqs. (12) and (14). First, tr(L y ) = 0, so det(T y ) = 1, and second, T y (−z) = T −1 y (z). Because Eqs. (11) and (13) describe two copies of the same process (the original and its conjugate), the transfer matrix can be written in the form
Notice that det(T y ) = |μ| 2 − |ν| 2 = 1, so T y is defined by three real parameters (|ν|, φ μ and φ ν ), the same number that specified L y . Notice also that
Hence, μ(−z) = μ * (z) and ν(−z) = −ν(z), as stated in Eqs. (9) . It was stated in Sec. 1 that the Schmidt vectors of T y are the eigenvectors of T † y T y and T y T † y , and the Schmidt coefficients are the square roots of the (common) eigenvalues of these matrices. One can determine these eigensystems explicitly, or simply verify that
where φ s and φ d were defined before Eq. (10). All three matrices in Eq. (17) depend on z. The evolution equation (11) governs x and x * simultaneously, so it is natural that the associated transfer matrix describes stretching and squeezing simultaneously. Specifically, Eq. (17) shows that the stretching condition is 2φ x = 2φ d , whereas the squeezing condition is 2φ x = 2φ d + π, and the associated Schmidt coefficients are reciprocals. The input Schmidt vectors, which are the natural inputs for one-mode amplification, correspond to in-phase and out-of-phase signals.
These results are consistent with the discussion that follows Eq. (10).
Equations (15) and (16) show that there is a simple relation between the transfer matrix and its inverse. The replacements μ → μ * and ν → −ν (which do not affect the moduli of the transfer functions) are equivalent to φ μ → −φ μ and φ ν → φ ν + π and, ultimately, to e iφ s → ie iφ d and e iφ d → ie iφ s . By making these replacements in decomposition (17) , one obtains the inverse decomposition
(18) For reference, neither the forward decomposition (17) , nor the backward decomposition (18), is unique.
Two-mode amplification
Now consider a two-mode parametric process (MI or PC), which is governed by the CMEs
where x j is a mode amplitude and δ j is a (real) mismatch coefficient [1, 2] . We will refer to mode 1 as the signal and mode 2 as the idler. The solutions of Eqs. (19) can be written in the IO forms
If δ j and γ are constants, the two-mode transfer functions
, where the one-mode transfer functions μ(z) and ν(z) are defined by Eqs. (7), with the mismatch coefficient δ replaced by (δ 1 + δ 2 )/2, and the
The two-mode transfer functions satisfy the auxiliary equations
and have the interesting properties
Furthermore, if γ is real, then ν * 12 (z) = −ν 21 (z). One obtains additional constraints and properties by interchanging the subscripts 1 and 2. For the special case in which δ 1 = δ 2 , solutions (20) reduce to solution (6) .
In the first of Eqs. (20) , the transfer functions have the common factor e(z), which affects the output signal phase, but does not affect the interference conditions. Hence, if φ 1 + φ 2 = φ ν − φ μ = 2φ d , the terms in the first of Eqs. (20) add constructively: The sidebands are said to be in-phase and (if their input amplitudes are equal) are stretched by the factor |μ| + |ν|. Conversely, if φ 1 + φ 2 = φ ν − φ μ + π, the terms in the first of Eqs. (20) add destructively: The sidebands are said to be out-of-phase and (if their input amplitudes are equal) are squeezed by the factor |μ| + |ν| = 1/(|μ| − |ν|). The same interference conditions apply to the second of Eqs. (20) .
Equations (19) can be written in the standard matrix form
where the 2 × 1 mode vector X = [x 1 , x * 2 ] t and the 2 × 2 coefficient matrix
Notice that L x is specified by four real parameters (δ 1 , δ 2 , γ r and γ i ). Notice also that Eq. (23) 
where the transfer matrix
The properties of L x and T x [Eqs. (24) and (26)] differ only slightly from those of L y and T y [Eqs. (12) and (14)]. Because tr(
It follows from Eqs. (20) that the transfer matrix
Notice that T x is determined by four real parameters (|ν|, φ μ , φ ν and φ δ ), the same number that specified L x . Notice also that
Hence, μ 11 (−z) = μ * 11 (z) and ν 12 (−z) = −ν 21 (z), as stated in Eqs. (22) . The only difference between Eqs. (15) and (27) is the phase factor e(z) = e iφ δ , so it follows from Eq. (17) 
where φ s and φ d were defined after Eq. (9), and φ δ was defined after Eq. (20) . Suppose that the input sideband phases are measured relative to the reference phase φ d . Then decomposition (29) implies that the combination x 1 + x * 2 is stretched, whereas the combination x 1 − x * 2 is squeezed. For stretching, the optimal phase condition is φ 1 + φ 2 = 0, whereas for squeezing, the optimal phase condition is φ 1 + φ 2 = π. These results are consistent with the results stated after Eq. (22) . It follows from Eq. (18) that the backward transfer matrix has the Schmidt decomposition (27) , one finds that the transfer matrices
These matrices have the Schmidt-like decompositions
It is the difference between the last matrices in Eqs. (33) and (34) that allows M to be diagonal and N to be off-diagonal. Decompositions (33) and (34) 
For reference, decompositions (29), (30), (35) and (36) are not unique. At this point, it is instructive to introduce the superposition modes
By combining Eqs. (19) , one obtains the superposition-mode equations
where the mismatch coefficients δ s = (δ 1 + δ 2 )/2 and δ d = (δ 1 − δ 2 )/2. For the special case in which δ d = 0, the sum (+) and difference (−) modes evolve independently: Each mode undergoes a one-mode parametric process that is governed by Eq. (4) or (6) . Because the coupling coefficients in Eqs. (38) differ by a factor of −1, the input phases required for stretching differ by π/2, as do the input phases required for squeezing. This method of analysis fails for the general case in which δ d = 0. However, the concept of a superposition mode remains useful. Decompositions (35) and (36) , which are valid for arbitrary values of δ d , show that it is appropriate to measure the input sideband phases relative to the (common) reference phase φ d , as did decomposition (29) . With this convention, the real quadrature of the sum mode and the imaginary quadrature of the difference mode are stretched. It follows from Eq. (4), in which the transfer functions are non-negative by construction, that the imaginary sum quadrature and the real difference quadrature are squeezed.
In summary, the Schmidt decompositions (17), (29), (35) and (36) reveal automatically the input-phase conditions required for stretching and squeezing [26] . The decompositions of the augmented and standard transfer matrices feature stretched and squeezed modes, whereas the decompositions of the canonical matrices feature only stretched modes (from which the squeezed modes can be deduced). These decompositions also lead to the concept of superposition modes: The Schmidt modes of a system are the natural superposition modes of that system.
Basic theory of Schmidt decompositions
In the preceding section, the Schmidt decompositions of two simple parametric processes were determined explicitly, and were shown to have interesting and useful properties. In this section, the basic properties of such decompositions are established for arbitrary parametric processes. The evolution of a conservative system of m coupled modes is governed by the Hamiltonian
where X is an m × 1 mode-amplitude vector, and J and K are m × m coefficient matrices. In order for the first term on the right side of Eq. (39) to be real, J must be Hermitian. The sum of the second and third terms is real by construction, and one can always write these terms in such a way that K is symmetric. For reference, J is specified by (up to) m 2 real parameters, whereas K is specified by m(m + 1) real parameters. By applying the (complex) Hamilton equation
to Hamiltonian (39), one obtains the CME
(The complex Hamiltonian formalism is reviewed in the Appendix.) Equation (41) depends linearly on X and X * , so its solution can be written in the IO form
where M and N are m × m transfer matrices. [Equation (41) 
where the 2m × 1 mode vector and 2m × 2m coefficient matrix are
respectively. The solution of Eq. (43) can be written in the IO form
where T y is the 2m × 2m transmission matrix. If L y is a constant matrix, then
Because Eq. (43) (11)- (14) . In general, each component of X is coupled to every component of X and X * . However, there are many important systems in which a subset of the components of X (denoted by X 1 and called the signal vector) is coupled to itself and a different subset of X * (denoted by X * 2 and called the idler vector). Such systems, which include the MI-and PC-based systems described in the introduction, are governed by the Hamiltonian
where J 1 , J 2 and K are coefficient matrices. J 1 and J 2 are Hermitian, whereas K is arbitrary. For definiteness, suppose that X 1 and X 2 are n × 1 vectors, where 2n ≤ m, so J 1 , J 2 and K are n × n matrices. Then J 1 and J 2 are each specified by (up to) n 2 real parameters, whereas K is specified by 2n 2 real parameters. By applying the Hamilton equations
to Hamiltonian (47), one obtains the CMEs
The solutions of Eqs. (49) can be written in the IO forms
where M 11 , N 12 , M 22 and N 21 are n × n transfer matrices. For the special case in which n = 1, 
where the 2n × 1 mode vector and 2n × 2n coefficient matrix are
respectively. The solution of Eq. (51) can be written in the IO form
where T x is the 2n × 2n transmission matrix. If L x is a constant matrix, then
The n × n blocks of T (26) .
Although the special system described by Eq. (51) is of lower order that the general system described by Eq. (43), its mathematical structure is more complicated, because the diagonal blocks of L x are not necessarily equal and the off-diagonal blocks are not necessarily symmetric, as are the corresponding blocks of L y [Eqs. (44) and (52)]. Hence, we will derive the properties of the special system and deduce the corresponding properties of the general system.
The special system is defined by Eqs. (51) and (52). Although L x is not Hermitian, it is closely related to Hermitian matrices. Define the (spin-like) matrix
Then it is easy to show that L x = SH 1 = H 2 S, where H 1 and H 2 are different Hermitian matrices. Because S = S † = S −1 , the first of these equations implies that
Equation (56) has several important (mathematical and physical) consequences. In two-mode amplification, the Manley-Rowe-Weiss (MRW) variable c = |x 1 | 2 − |x 2 | 2 is conserved [33, 34] . The classical (quantal) interpretation of this result is that the difference between the action (photon) fluxes of the signal and idler is conserved (sideband photons are produced in pairs). In the present context, the MRW variable
By combining this definition with Eq. (51), one finds that
Thus, Eq. (56) is both a necessary and sufficient condition for the conservation of action (photon) flux. Starting from Eq. (56), one can prove by induction that
By combining Eqs. (54) and (58), one finds that
Equation (54) implies that
independent of the properties of L x . By using this result, one can show that Eq. (59) is equivalent to the equations T −1
The first equation provides a useful formula for the inverse transfer matrix (if the forward matrix is known, so also is the backward matrix), whereas the second provides a link to the theory of Hamiltonian systems (which will be described in Sec. 4).
The Schmidt decomposition theorem [16] states that the transfer matrix 
Hence, pre-and post-multiplying a matrix by S does not change its eigenvalues. (Furthermore, if E is an eigenvector of A, then SE is an eigenvector of SAS.) For any invertible matrix A and any other matrix B,
Hence, interchanging two matrices does not change the eigenvalues of their product. Equation (62) implies that T † x T x and T x T † x have the same (positive) eigenvalues, and the identity T −1
Hence, if λ is an eigenvalue of T † x T x or T x T † x , so also is λ −1 . (Furthermore, if E is the eigenvector associated with λ , then SE is the eigenvector associated with λ −1 .) Because the Schmidt coefficients of T x are the square roots of these eigenvalues, they always occur in reciprocal pairs, as they did in Eqs. (17) and (29) .
We now return to the Schmidt decomposition. Equations (59) and (60) impose several constraints on the block matrices M 11 , N 12 , N 21 and M 22 , which allow the decomposition to be determined. The former equation implies that
By equating the blocks in Eq. (65), one finds that
Notice that Eqs. (66) reduce to Eqs. (9) and (22) in the appropriate limits. The latter equation implies that
The block matrices have the Schmidt decompositions
. By substituting these decompositions in the diagonal terms in Eqs. (67) and (68), one finds that
Equation (69) 
The equations associated with the off-diagonal terms in Eqs. (67) and (68) are satisfied identically. By assembling the preceding results, one finds that [35, 36] 
Notice that Eq. (73) does not define the overall phases of the blocks uniquely. If one were to replace U j and V j by U j e iφ j and V j e iφ j , respectively, the diagonal blocks of the transfer matrix would be unaltered, whereas the off-diagonal blocks would be multiplied by e i(φ 1 +φ 2 ) and e −i(φ 1 +φ 2 ) . One can exploit this non-uniqueness to write some decompositions in particularly simple ways. For each of the n sets of Schmidt modes in decomposition (73), there are two Schmidt coefficients (|μ| and |ν|) and four phase combinations (φ v1 − φ u1 , φ v1 + φ u2 , −φ v2 − φ u1 and −φ v2 + φ u2 ). However, only one of the coefficients is independent (|ν|) and only three of the combinations are independent. If one defines the reference phase (φ v1 −φ v2 −φ u1 +φ u2 )/2, then the first and fourth combinations have the relative phases ±(φ v1 + φ v2 − φ u1 − φ u2 )/2, whereas the second and third combinations have the relative phases ±(φ v1 + φ v2 + φ u1 + φ u2 )/2. Thus, if the Schmidt modes are known, only 4n real parameters are required to specify the transfer matrix. [The other 4n(n − 1) parameters in the coefficient matrix specify the Schmidt modes.] For the special case in which J 1 = J 2 and K = K t , the signal and idler equations are identical, so U 1 = U 2 , V 1 = V 2 and the reference phase is 0. Thus, if the Schmidt modes are known, only 3n real parameters are required to specify the transfer matrix. [The other 2n(n − 1) parameters in the coefficient matrix specify the Schmidt modes.] These results are consistent with Eqs. (15) and (27) , which apply to cases in which n = 1.
According to the Schmidt decomposition theorem, the Schmidt coefficients and input Schmidt modes are determined by the eigenvalues and eigenvectors of the Hermitian matrix
Short calculations show that this matrix has the eigensystem (written in block form)
Similarly, the coefficients and output modes are determined by the eigenvalues and eigenvectors of the Hermitian matrix
Short calculations show that this matrix has the eigensystem
Notice that in both eigensystems E ∓ = SE ± , as was predicted after Eq. (64). Hence, if E ± are the eigenvectors of
It follows from Eqs. (75) and (77) that the transfer matrix (73) has the Schmidt decomposition
where
are stretched, whereas the combinationsx 1 j −x * 2 j are squeezed. Notice that Eq. (78) reduces to Eqs. (17) and (29) in the appropriate limits.
If the forward transfer matrix can be written in the form (73), the backward transfer matrix can be written in the form
One could obtain Eq. (79) from Eq. (73) by interchanging the input and output modes, and changing the sign of D ν . However, D ν is non-negative by construction, so this empirical rule is not canonical. It is instructive to consider the decomposition of the backward matrix, which can be calculated in (at least) three ways. First, T x = V DU † , so the laws of matrix algebra require that
In decomposition (80), which is consistent with Eq. (79), the input and output modes are interchanged, as are the associated stretching and squeezing factors. Second, the identity
In decomposition (81), which is also consistent with Eq. (79), the input and output modes are interchanged, as are the associated stretched and squeezed modes, but the stretching and squeezing factors are unaltered. Decompositions (80) and (81) are equivalent only because Schmidt decompositions are not unique! To explore this issue, it is useful to define the permutation matrix
When P acts to the right on a matrix, it interchanges the row blocks of that matrix, and when P acts to the left, it interchanges the column blocks. It is easy to verify that
Decomposition (80) works by permuting the Schmidt coefficients so that stretched modes are squeezed and vice versa. It is also easy to verify that
Decomposition (81) works by permuting the Schmidt vectors so that squeezed modes are stretched and vice versa. These actions are equivalent ways to obtain the same result: In the (common) inversion formula T −1 x = UPDPV † , the P matrices can act to the middle, or to the outsides.
Third, the identity T x (−z) = T −1 x (z) implies that there are simple relations between the forward and backward Schmidt coefficients and vectors. Equations (73) and (79) do not determine these relations uniquely. However, by applying the transformations 
Relative to the basis vectors contained in U 1 and U 2 , the real quadratures of the sum modes and the imaginary quadratures of the difference modes are stretched. It follows from Eq. (4), in which the transfer functions are non-negative by construction, that the imaginary sum quadratures and the real difference quadratures are squeezed. These results are valid for the general case in which J 1 = J 2 and K = K t . Notice that Eqs. (87) and (88) reduce to Eqs. (35) and (36) in the appropriate limit.
Unifying principles
In Sec. 3, the properties of Schmidt decompositions were derived from first principles, for parametric processes that involve 2n modes (n is arbitrary). The coefficient matrix that appears in the coupled-mode equation (51) (78)]. The transfer matrix involves 4n mode vectors, for the input and output signal and idler, which are equivalent to 2n input and output Schmidt vectors (combinations of the signal and idler vectors). In addition to these vectors, the transfer matrix involves (up to) 4n real parameters (n Schmidt coefficients and 3n phase factors). This number of parameters is much smaller than the number required to specify the aforementioned coefficient matrix, which is of order n 2 . If the forward matrix and decomposition are known, so also are the backward matrix and decomposition [Eqs. (79) and (80)]: One obtains the latter entities from the former by interchanging the input and output vectors, and interchanging the stretching and squeezing factors.
In Sec. 4, the specific properties established for parametric processes were shown to be general properties of Hamiltonian dynamical systems. The symplectic identity [Eq. (96)] was shown to be equivalent to the Manley-Rowe-Weiss identity [Eq. (99)]. Either identity (together with the laws of matrix algebra) is sufficient to establish the main properties of Schmidt decompositions: For every Schmidt mode that is stretched in a forward (or backward) transformation, there is another, closely related, mode that is squeezed by the same amount. Furthermore, the forward and backward transformations have the same Schmidt coefficients, and the input squeezed (stretched) modes for the backward transformation are the output stretched (squeezed) modes for the forward transformation. These relationships guarantee that the combined transformation is the identity transformation.
Not only do Schmidt decompositions provide physical insight into complicated parametric processes, they also provide the mathematical means to optimize the performance of devices based on these processes. In a forthcoming paper, several nontrivial examples relevant to current research (including four-mode parametric amplification) will be discussed in detail.
