Introduction
An old fascination of scientists, engineers and philosophers alike has to do with the possibility (and the consequences) of imitating life through the creation and analysis of mechanical agents. The mechanical automata that were developed during the eighteenth century in Europe aimed at replicating some of the features and behaviours observed in their biological counterparts [1] . The origin of these man-made artefacts has to be found in the development of sophisticated and reliable clocks and the development of gears and networks of interacting parts that could generate complicated classes of motions beyond a purely regular, predictable cycle. Long before the terms software or program were even formulated, automata builders where using ways of programming their creations in such a way that they could display a diverse range of behaviours. One of the masterpieces in the history of automata is Jaquet Droz's mechanical writer, which is still operational and that was capable of writing, using a feather, a variety of given sentences, including Descartes' famous saying 'I think, therefore I am'. The era of mechanical marvels made a long-lasting mark [2] .
Mechanical automata were one of the wonders of the enlightenment, shaping some of the crucial questions (such as the mind-body problem) that would became the subject of a very active scientific enquiry 100 years later. Some engineers extended the clock's technology, while others, like Jacques de Vaucanson, tried to imitate life itself. In both cases, the question raised over and over again (and nowadays) was obvious: could we build living systems? Is it possible to create a living machine? Could such a machine think? Without a real understanding of the nature of biology, answering these questions was impossible at the time. The first step in this direction was Darwin's theory of evolution by natural selection, which became a cornerstone of modern thought and the first theory of biological complexity. For the first time, a coherent picture of the origins of living organization was established, providing an elegant and powerful framework where many pieces fell into place.
Is the Darwinian picture enough to explain the complexity of our biosphere and its origins? It seems obvious that we do need to include natural selection theory as an essential piece of any theory of evolution. However, as pointed by several authors, the structure of Neodarwinian thinking is grounded in the dynamics of alleles, individuals and populations, thus implicitly assuming that the entities under consideration are already in place [3] . To explain the origin of novelties (or, following DeVries, the arrival of the fittest [4] ) an extended theory of biological organization is required. The pioneering work of Maynard Smith & Sztáthmary [5] provided a well-defined set of case studies associated with what they called major transitions of evolution, each one dealing with a fundamental qualitative transition towards new forms of organization involving cooperation and information processing. In this classification, some regularities are common to all transitions, including a reduced replicative potential associated with the agents composing the new entity (such as multicellular versus single cell), the emergence of division of labour and the presence of new forms of dealing with information at different scales in the hierarchy.
After more than two decades of its original formulation [5] , the concept of major evolutionary transition (MET) still needs to be formally defined in a satisfactory way. On the one hand, some authors have elaborated different lists of candidate transitions that were not included in the original list [6] [7] [8] [9] [10] [11] . Different lists have been introduced by different authors and some of them also contain transitions (such as the emergence of the nervous system, see [12] ) that are neither directly affecting DNA nor the genetic system but instead affect the computational or cognitive nature of the underlying agents. These include not only the emergence of cognitive agents but also the emergence of consciousness [7] .
The evolution of life in our planet is a single experiment. We have no alternative planets where to look at and thus some generalizations concerning the nature and probability of METs might seem rather difficult to achieve. However, we do have some alternatives and these 'synthetic' approaches provided by synthetic biology, artificial life and evolutionary robotics [13] . These alternative approaches to biological evolution involve different ways of obtaining-by artificial or 'synthetic' means-transitions between different levels of complexity in adaptive systems, if alive or not. This theme issue aims to explore the major transitions under this novel perspective. The search for an artificial cell, the conditions for achieving multicellularity out of single-celled species, the 'order for free' contained in the physics of tissue and organ formation and engineering novel cooperation ties between non-cooperating species or the spontaneous emergence of proto-grammars in evolving robots are some examples (figure 1). All these systems incorporate artificial means of crossing the boundaries between complexity levels without following a 'natural' pathway. Instead, they can actually be grounded-partially or totally-in a design framework.
A good reason to look for a list of major synthetic transitions (MSTs) is that it might be the case that they share profound commonalities with METs. If that were the case, then it would make sense to consider the possibility of building a theory of evolutionary novelty. Moreover, if both types of systems exhibit common mechanisms of transition, such convergence would indicate that how life evolves and the way in which novel forms of organization emerge might be strongly constrained [14] , thus leaving little room for contingency [15] . What kind of general theoretical context framework would be appropriate to address this? In an updated version of the major transitions, Szathmáry [16] pointed to the theory of phase transitions as a potentially useful framework to define and characterize METs. Phase transitions have been a major domain of study within statistical physics. We should not forget that it is precisely the presence of sharp qualitative changes that defines a transition point separating two qualitatively different phases. These are associated with fundamentally different types of structural and dynamical organization and not surprisingly the conceptual framework has been widely explored [17 -20] . A specially important feature of phase transitions is the existence of universal behaviour: very different systems share the same quantitative properties at the transition points. Moreover, an accurate theory of these transitions can be obtained using extremely simple models of the underlying system, thus indicating that the exact details of the components and their interactions might not play a crucial role.
The ambition of our proposal is high, because it seeks the exploration of a whole new area where a great synthesis of ideas and disciplines will be required. The contributions of this theme issue cover some of the most interesting problems related to the nature of METs and their synthetic counterparts. These contributions cover several scales and different methodological approximations, from systems chemistry and experimental evolution to artificial life and artificial intelligence. A tentative classification of these contributions would include these basic categories: (i) molecular and protocellular replicators, (ii) multicellular systems, (iii) cognitive and communicating agents, and (iv) technological transitions. In the following sections, I will briefly introduce some key problems in each of these domains. The last section will outline future challenges and potential directions towards a new synthesis regarding major evolutionary transitions as a class of phase transition phenomena.
Replicators, viruses and protocells
The origins of early replicators and the first protocellular systems are necessarily closer to physics and systems chemistry than any other MET. Evolved, autonomous entities capable of replicating or reproducing [5] and being the subject of selection must have been to some extent capable of moving beyond non-living chemistry to a novel form of out-of-equilibrium organization that is able to self-sustain itself and experience Darwinian evolution. A large literature exists involving the experimental recreation of primitive atmospheres and related geochemical scenarios [21] . Some substantial progress has taken place in relation to our understanding of the diverse range of molecular species that may have been available before life emerged and the potential reaction networks involved. In this context, computational models allow us to systematically explore the landscape of preconditions that might have predated the chemical space favourable to life in different contexts [22] .
In order to develop complex sets of replicating molecules, mechanisms of amplification are needed. Several formal approaches provide a powerful theoretical ground for autocatalytic sets of molecules as early ways of breaking the stationary rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20160175 states of prebiotic mixtures, leading to self-sustained sets of cooperating molecules [23] [24] [25] [26] . These catalytic systems define the systems' prebiotic instance of a new level of complexity resulting from the integration of simpler agents into a new entity. The theory of molecular hypercycles in particular [27] [28] [29] has been very influential in the definition of MET. As discussed in [30] by Peter Schuster, they also help us to study the role played by resources as limiting factors for METs. Interestingly, although it has been possible to create synthetic molecules displaying self-replicating properties, they are In the left column (a -d ), four instances of observable types of evolutionary novelties are shown. From top to bottom, cells, multicellular systems, a symbiotic association between photosynthetic algae and a sea slug and language, as illustrated by written texts. The two columns on the right illustrate some examples of synthetic counterparts of these examples. These include synthetic cells using a genome reduction strategy (e) or a bottom-up protocell approach (i), evolved ( f ) and designed ( j ) multicellular systems, engineered cooperation (g -k) as well as evolved communicating robots and (l ) artificial neural networks capable of pattern recognition and language processing.
rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20160175 either based on the biological template-based mechanism or involve homogeneous polymers unable to store information or allow for selection-mutation mechanisms to operate [13] . The rise of cooperative systems forming catalytic sets might have been threatened by the inevitable appearance of parasitic components [31] . The transition to a protocellular system would provide an efficient way of helping reactions to occur easily while protecting the system against parasites. There is no general theory showing the inevitability of parasites, but we can conjecture that they are one of those inevitable outcomes of evolved systems [32] . Nowadays we know that viruses, the most common class of parasite, are also the most abundant entity of ecological systems and play a crucial role, from disease spreading to global climate. But, as discussed here by Eugene Kooning [33] , they have also played a key role in the MET and are an excellent target to design experimental evolution [33] . Mathematical models as well as comparative genomic analyses support the picture that multicellularity prevented the collapse induced by parasites in a single-cell, host -parasite association. Evolutionary transitions can also be experimentally approached by taking advantage of the enormous evolutionary potential of RNA viruses, as shown by Santiago Elena [34] by means of several well-defined case studies including the origin of a new virus, the incorporation or loss of genes, the origination of segmented genomes or even the emergence of cooperative interactions among different viruses during co-infection.
In relation to synthetic cells, different attempts have been made towards the construction of either reduced genomes capable of maintaining a cell cycle or minimal macromolecular constructs involving three coupled systems, namely a compartment, a metabolic system and some (even minimal) class of information-carrying molecules [35] [36] [37] [38] [39] . The apparently simple design has been shown to be more difficult to implement than expected and the synthetic approximations to this MET have incorporated some components that are not found in the current cellular structures. An example of a minimal synthetic protocell is reviewed by Steen Rasmussen and co-workers [40] and the basic cell cycle in summarized in figure 2 . The system starts from a lipid aggregate (a) that grows by the addition of droplets of membrane precursors (b -c). Information molecules interact with metabolic units and all reactions occur on the surface (d) instead within the aggregate's bulk. Once the aggregate grows beyond a given threshold size, it is expected to replicate [41, 42] . Other synthetic mechanisms of vesicle or micelle division have been proposed [43 -45] but experimental support for this type of protocell cycle is still missing, and successful growth-division cycles rely on external driving mechanisms [13] .
Transitions to multicellularity
One of the best known METs is the transition to multicellularity, which took place independently at least 25 times [46] [47] [48] [49] . Multicellular forms of organization have successfully proven the advantages of division of labour as a way of overcoming environmental constraints. The widespread presence of multicellular organisms and their disparate evolutionary origins suggest that the selective conditions that pervade this MET must be common. Both theoretical and experimental evidence supports this view and experimental evolution of multicellular systems [50 -54] shows how stable multicellular systems capable of undergoing a growth-and-break life cycle can be obtained under artificial conditions. As shown here by Eric Libby and co-workers [55] , these synthetic multicellular systems are stabilized by 'ratchets', i.e. stabilization barriers that block the route back to individuality.
A key component for achieving functionally stable multicellular structures is a physical embodiment. Any relevant model of the evolution of multicellular organisms should actually take into account the role of generic physical mechanisms associated with cell-cell interactions and their consequences [56] . By generic, we mean mechanisms and processes not associated with complex regulatory processes, i.e. physical constraints involving gravity, adhesion or diffusion. Such fundamental constraints have been incorporated into new models of MET where some form of development is required. As discussed by Stuart Newman [57] , transitions to multicellularity might have involved the constitution of new cell-based materials with novel morphogenetic properties. Such 'biogeneric' processes and materials might have predated the rise of metazoans and include different seemingly universal steps, from the use of adhesion molecules, the emergence of cell polarization and extracellular matrices to reaction-diffusion mechanisms. The picture that emerges from these studies is the possibility of a rich, but ultimately limited repertoire of generative rules.
A crucial requirement for a fully fledged multicellular system endowed with a developmental programme is a germ-soma segregation among cell types [5] . How can this be achieved in a synthetic or artificially evolved context? This goal has not yet been achieved but once again theoretical models suggest some potential requirements that must be met. Lachmann & Libby [58] , for example, show that such a requirement is achieved in an asexual scenario starting with some class of primitive multicellular system with no germlinesoma separation. If a dual transmission involving both genetic and epigenetic changes is used, it can be shown that these two levels of information transmission lead to the next generation [58] . The general conditions used in this model are likely to be universal and useful to understand other METs.
Cognitive systems
The original list of METs did not include the emergence of cognitive agents and non-genetic forms of information transmission, with the exception of human language. Even the problem of the emergence of eusociality, where the superorganism necessarily implies a higher-order processing of information, was treated in terms of a problem of clonality and gene-based social cohesion. But, information and computation are as relevant as mass and energy when dealing with complex life. As pointed out by John Hopfield [59] , computation is what makes a difference between physics and biology. Physical systems can exhibit growth and spatiotemporal patterns of change, but they do not adapt to external signals by processing them. Computation is also a major topic within synthetic biology [60 -62] . The presence of decision-making circuits pervades all levels of organization, from microorganisms to brains, and has inspired synthetic alternatives [63] . Several types of neural structures can be identified within the long road from cells equipped with simple sensors to fully fledged brains [64] . The road to rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20160175 complex cognitive agents is paved with several transition events, including language and consciousness.
One of the most celebrated achievements of evolutionary robotics is the evolution of synthetic proto-grammars in embodied communicating agents. Artificial intelligence pioneer Luc Steels demonstrated that shared communication among embodied robots can result in the evolution of a set of grammatical rules ( [65] ; see also [66, 67] )]. As discussed in [68] , there are actually several transitions that can be described affecting different stages of synthetic language evolution. Here too, robots and Figure 2 . Artificial life simulation of a realistic protocell cycle incorporating a compartment, a minimal (single-reaction) metabolism and an information molecule (an eight-base string). Here, the initial aggregate (a) is feeded with lipid precursor droplets (yellow spheres) that coalesce with the initial micelle (b) and are then transformed into new surfactant molecules (c). Information-carrying molecules and precursors are also supplied and get attached to the droplet surface (d ), where they can also replicate through a mechanism of template replication. The coupled reactions lead to growth and division (e). Computer renderings courtesy of Rayn Norkus, Bruce Damer and Steen Rasmussen. rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 371: 20160175 other types of embodied agents capable of learning and communication are a unique opportunity to approach the likelihood of evolving a complex language and understanding, perhaps, what makes human language unique. A different but related MET is associated with the emergence of a rather unique property of complex cognitive systems: consciousness [69, 70] . The subjective nature of conscious experience makes it a special case among METs. The scientific study of consciousness became a reality after Francis Crick & Christof Koch [71] introduced the idea of neural correlates of consciousness. This and other conceptual approaches provided a much required framework to explore the nature and origins of this property that seems to be shared, at different levels, by evolved biological systems [72] . One of the key questions is the origin and potential selective advantage of consciousness, and whether or not it can be experienced by a machine. Synthetic systems, particularly within the field of robotic agents, indicate that some key preconditions, such as mirror recognition, can already be obtained under appropriate conditions [73, 74] . Achieving a synthetic consciousness is a big challenge and will require a proper combination of quantitative measures associated with brain connectomes [75, 76] , along with the development of synthetic artefacts (Edelman) . In this direction, Vershure's work on distributed adaptive control theory offers a promising avenue to integrate our current picture of the mammalian brain and embodied synthetic agents [77, 78] . The ongoing development of convolutional neural networks is also offering new avenues to understand synthetic forms of cognition and their relationship with brain complexity [79, 80] .
Technological systems
The list of synthetic transitions would not be complete unless we incorporate technological innovation as part of our synthesis. Technological change and the evolution of artefacts give an additional opportunity of testing the existence of universal laws pervading the emergence of novelties. Both remarkable similarities as well as disanalogies can be found when comparing technological change and biological evolution [81] . Sometimes, the similarities can be understood in terms of generative rules and mechanisms that are common to both natural and artificial evolution. In some cases, the similarities call for a deeper explanation beyond biology and technology. Computer viruses, for example, are man-made artefacts and have been designed to overcome security barriers also designed by engineers [82] [83] [84] . And yet, one major innovation in the story of computer viruses has to do with the 'invention' of a source of variability that we can identify with mutations in real viruses. But these are not real random mutations. They are part of the programming and only affect part of the code, with no phenotypic (or deleterious) effects. However, on an abstract level the two ways of evolving strategies to escape the code-specific recognition developed either through immune responses or anti-virus software [13] .
Although the evolution of technology has been only marginally represented in most evolutionary views, we should not forget that technology offers a rather good fossil record at different scales, and this is particularly true for information technology (IT) both within hardware and software designs. As discussed by Sergi Valverde [85] , we can study the timedependent traits developed through the history of IT since the 1950s using novel techniques from complex networks theory. These methods reveal punctuated patterns of evolution marked by bursts in diversification. These are associated with innovations (both in hardware and software) and the method used to uncover the underlying phylogenetic trees is grounded on a simple topological approximation [86] that largely ignores most of the fine-grained information contained by each invention. This result encourages us to think that a 'tree of technology' might eventually be characterized and fully compared with the tree of life.
Among the similarities found between technological and biological evolution, there are good examples of convergent designs [81] resulting from selective forces and engineering design principles. An example is given by the common organization of neutral fitness landscapes associated with Boolean computing networks [87] when compared with RNA folding landscapes. Another example is provided by the scaling laws resulting from wiring optimization of very large scale integrated (VLSI) circuits (figure 3a) as well as cortical maps (figure 3b) under strong packing constraints [88] . Convergence of designs has also been reported from the study of brain circuits in the visual cortex, which obey the same basic architecture of parallel computer vision [89] . The close relationship between integrated circuits and neural systems is provided by the so-called Rent's rule, which defines a power law in networks that exhibit hierarchical modularity. But there is more than convergence. In a paper by Melanie Moses and co-workers [90] , a theoretical framework is developed to study the outcome of optimal circuit designs where both energy dissipation and delivery times are minimized under a Pareto optimal framework. The study reveals that common scaling laws are shared by both metabolic rates in living organisms and computer chips that have been experiencing microarchitecture evolution. An implication of this work is that a major technological transition might have taken place with the emergence of distributed multi-core systems in a way that reminds us of the transition to multicellularity.
Discussion
Synthetic transitions, along with technological evolution, define a much needed set of case studies where universal patterns of innovation might be at work. The biosphere as we know it is a single evolution experiment and all major transitions have occurred in the more or less remote past to which we have no access other than indirect evidence. A potentially rich source of understanding of the tempo and mode of MET is given by our current potential of creating, designing or evolving 'synthetic' alternatives using artificial means provided by synthetic biology, evolving robotic agents and neural networks or artificial life systems. Together with powerful mathematical models, the nature of innovations resulting from these synthetic alternatives can shed light onto the nature of METs, their contingency or inevitability and how likely are they to occur.
In order to develop a true theory of evolutionary innovation, we will require novel theoretical approximations.
We do not have yet a thermodynamic theory of molecular evolution and we are just starting to make some progress in defining a thermodynamic cell cycle [91] . Similarly, despite the common use of information theory in biology and evolution, much work is needed in particular to address the presence of multiple scales of organization. A strong candidate in this direction is space state compression, which explicitly addresses the hierarchy of complexity levels displayed by both natural and engineered systems [92] .
Along with statistical physics, which has been shown to be a specially powerful framework to address phase transitions, we might need to search for extended theories incorporating the generative rules underlying most major transitions. Language, for example, can be approached by means of a phase transition and information theory formalism, but the theory falls short in considering and incorporating the existence of a syntax. As most complex evolved systems include some 'grammar' providing the source for open-ended evolution, such an extended formalism seems very necessary. A major (conceptual) transition might also be needed in order to achieve this highly ambitious goal.
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