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MODIFIED JACOBI FORMS OF INDEX ZERO
JA KYUNG KOO AND DONG HWA SHIN
Abstract. By modifying a slash operator of index zero we define modified Jacobi forms of index zero.
Such forms play a role of generating nearly holomorphic modular forms of integral weight. Furthermore, by
observing a relation between the coefficients of Fourier development of a modified Jacobi form we construct
a family of finite-dimensional subspaces.
1. Introduction
Let H denote the complex upper half-plane {τ ∈ C : Im(τ) > 0}. The letters τ and z will always stand
for variables in H and C, respectively. For fixed integers k and m (≥ 0) we define two slash operators on a
function φ : H× C→ C as(
φ|k,m
[
a b
c d
])
(τ, z) := (cτ + d)−kem
(
−cz2
cτ + d
)
φ
(
aτ + b
cτ + d
,
z
cτ + d
) ((
a b
c d
)
∈ SL2(R)
)
(φ|m
[
λ µ
]
)(τ, z) := em(λ2τ + 2λz + λµ)φ(τ, z + λτ + µ) ((λ µ) ∈ R2) (1.1)
where em(x) := exp(2πimx) (and e(x) := e1(x)). Then we have the relations
(φ|k,mM)|k,mM
′ = φ|k,m(MM
′) (M, M ′ ∈ SL2(R))
(φ|mX)|mX
′ = em
(
det
(
X
X ′
))
φ|m(X +X
′) (X, X ′ ∈ R2)
(φ|k,mM)|m(XM) = (φ|mX)|k,mM (M ∈ SL2(R), X ∈ R
2). (1.2)
([1] §1). From now on, we let Γ1 := SL2(Z) throughout this paper. A Jacobi form of weight k and index m
on a subgroup Γ ⊂ Γ1 of finite index is a holomorphic function φ : H× C→ C satisfying
(i) φ|k,mM = φ for all M ∈ Γ,
(ii) φ|mX = φ for all X ∈ Z
2,
(iii) for each M ∈ Γ1, φ|k,mM has a Fourier development of the form∑
n,r∈Z
r2≤4nm
c(n, r)qnζr (q := e(τ), ζ := e(z)).
The C-vector space of all such functions φ is denoted by Jk,m(Γ). Then, as is well-known,
∑
k,m Jk,m(Γ)
forms a bigraded ring ([1] Theorem 1.5). And, Eichler-Zagier further developed the following theorems.
Theorem 1.1 ([1] Theorem 1.3). Let φ ∈ Jk,m(Γ) and (λ µ) ∈ Q
2. Then the function
(φ|m
[
λ µ
]
)(τ, 0) = em(λ2τ)φ(τ, λτ + µ)
is a modular form of weight k on some subgroup of Γ of finite index depending only on Γ and (λ µ) (in the
sense of [3]).
Theorem 1.2 ([1] Theorem 1.1). Jk,m(Γ) is a finite-dimensional space.
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On the other hand, a Jacobi form of weight k and index 0 is independent of z by the third condition for
a Jacobi form, and hence it is simply an ordinary modular form of weight k in τ . In this paper we shall
first modify the slash operator described in (1.1) when m = 0, and define so called modified Jacobi forms of
weight k and index 0. And we shall obtain an analogue of Theorem 1.1 (Theorem 3.2). This construction of
modified Jacobi forms is in fact motivated by the Weierstrass σ-function, which will give us Klein forms as
nearly holomorphic modular forms of integral weight by virtue of Theorem 3.2 (Remark 3.5).
We shall further construct certain subspaces of modified Jacobi forms of index 0 and show that they are
indeed finite-dimensional (Theorem 4.6), which could be an analogue of Theorem 1.2.
2. Modification of a slash operator
For a lattice L = [ω1, ω2] = Zω1 + Zω2 in C the Weierstrass ℘-function is defined by
℘(z, L) :=
1
z2
+
∑
ω∈L−{0}
(
1
(z − ω)2
−
1
ω2
)
,
and the Weierstrass σ-function is defined as
σ(z, L) := z
∏
ω∈L−{0}
(
1−
z
ω
)
e(z/ω)+(z/ω)
2/2.
Taking the logarithmic derivative we come up with the Weierstrass ζ-function
ζ(z, L) :=
σ′(z, L)
σ(z, L)
=
1
z
+
∑
ω∈L−{0}
(
1
z − ω
+
1
ω
+
z
ω2
)
.
Differentiating the function ζ(z + ω,L) − ζ(z, L) for ω ∈ L results in 0 because ddz ζ(z, L) = −℘(z, L) and
the ℘-function is periodic with respect to L. Hence there is a constant η(ω,L) satisfying ζ(z + ω,L) =
ζ(z, L) + η(ω,L). So we define the Weierstrass η-function by R-linearity, namely, if z = r1ω1 + r2ω2 with
r1, r2 ∈ R, then
η(z, L) := r1η(ω1, L) + r2η(ω2, L).
We further define a function ψ(z, L) on C by
ψ(z, L) :=
{
−1 if z ∈ L− 2L
1 otherwise.
If X = (λ µ) ∈ R2 is fixed, then the value ψ(λτ + µ, [τ, 1]) does not depend on τ ∈ H. Therefore we will
simply write ψ(X) for ψ(λτ + µ, [τ, 1]).
Lemma 2.1. Let L be a lattice in C.
(i) σ(z, L), η(z, L) and ψ(z, L) are homogeneous of degree 1, −1 and 0, respectively. Namely, for any
λ ∈ C− {0} we have
σ(λz, λL) = λσ(z, L), η(λz, λL) =
1
λ
η(z, L) and ψ(λz, λL) = ψ(z, L).
(ii) If L = [ω1, ω2] and (λ µ) ∈ Z
2, then
ψ(λω1 + µω2, L) = (−1)
λµ+λ+µ.
(iii) Let X ∈ R2 and M ∈ SL2(Z). Then ψ(XM) = ψ(X).
Proof. One can obtain (i) and (ii) directly from the definitions of σ(z, L), η(z, L) and ψ(z, L).
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Now, let X = (λ µ) ∈ R2 and M =
(
a b
c d
)
∈ SL2(Z). We derive that
ψ(XM) = ψ((λa+ µc)τ + (λb + µd), [τ, 1]) for any τ ∈ H
= ψ((λa+ µc)τ + (λb + µd), [aτ + b, cτ + d]) by the fact [aτ + b, cτ + d] = [τ, 1]
= ψ(λ(aτ + b) + µ(cτ + d), [aτ + b, cτ + d])
= ψ
(
λ
aτ + b
cτ + d
+ µ,
[
aτ + b
cτ + d
, 1
])
by (i)
= ψ(λτ + µ, [τ, 1]) = ψ(X).
This proves (iii). 
Lemma 2.2 (Legendre Relation). Let L = [ω1, ω2] be a lattice in C with ω1/ω2 ∈ H. Then we have
η(ω2, L)ω1 − η(ω1, L)ω2 = 2πi.
Proof. See [5] p. 241 or [7] p. 41. 
Let k be an integer and φ : H× C→ C be a function. We define two operators |′k and |
′′
k on φ as follows.
(φ|′kM)(τ, z) := (φ|k,0M)(τ, z) (M ∈ SL2(R))
(φ|′′k
[
λ µ
]
)(τ, z) :=
(
ψ(λ µ) exp(η(λτ + µ, [τ, 1])(z + 12 (λτ + µ)))
)k
×(φ|0
[
λ µ
]
)(τ, z) ((λ µ) ∈ R2).
Proposition 2.3. (i) For any X, X ′ ∈ R2 we get
(φ|′′kX)|
′′
kX
′ =
(
ψ(X)ψ(X ′)ψ(X +X ′)e
(
1
2
det
(
X ′
X
)))k
(φ|′′k(X +X
′)).
In particular, if X, X ′ ∈ Z2, then
(φ|′′kX)|
′′
kX
′ = φ|′′k(X +X
′).
(ii) For any M ∈ SL2(Z) and X ∈ R
2 we have
(φ|′kM)|
′′
k(XM) = (φ|
′′
kX)|
′
kM.
Proof. (i) Let X = (λ µ) and X ′ = (λ′ µ′). If we set ω = λτ + µ and ω′ = λ′τ + µ′, then
(φ|′′kX)|
′′
kX
′
=
((
ψ(X) exp(η(ω, [τ, 1])(z + 12ω))
)k
φ(τ, z + ω)
)
|′′kX
′
=
(
ψ(X)ψ(X ′) exp(η(ω, [τ, 1])(z + ω′ + 12ω) + η(ω
′, [τ, 1])(z + 12ω
′))
)k
φ(τ, z + ω + ω′)
=
(
ψ(X)ψ(X ′)ψ(X +X ′) exp(12 (−η(ω
′, [τ, 1])ω + η(ω, [τ, 1])ω′))
)k
(φ|′′k(X +X
′))
=
(
ψ(X)ψ(X)ψ(X +X ′) exp(12 (λ
′µ− λµ′)(τη(1, [τ, 1]) − η(τ, [τ, 1]))
)k
(φ|′′k(X +X
′))
=
(
ψ(X)ψ(X ′)ψ(X +X ′) exp(πi(λ′µ− λµ′))
)k
(φ|′′k(X +X
′)) by Lemma 2.2.
This yields the first part of (i). Moreover, if X , X ′ ∈ Z2, then
ψ(X)ψ(X ′)ψ(X +X ′) exp(πi(λ′µ− λµ′))
= (−1)λµ+λ+µ(−1)λ
′µ′+λ′+µ′(−1)(λ+λ
′)(µ+µ′)+(λ+λ′)+(µ+µ′)(−1)λ
′µ−λµ′ = 1 by Lemma 2.1(ii),
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which proves the second part of (i).
(ii) Let M =
(
a b
c d
)
, X = (λ µ) and (λ′ µ′) = XM . Then
(φ|′kM)|
′′
k(XM)
=
(
ψ(XM) exp(η(λ′τ + µ′, [τ, 1])(z + 12 (λ
′τ + µ′))
)k
((φ|k,0M)|0(XM))
=
(
ψ(X) exp(η(λ′τ + µ′, [τ, 1])(z + 12 (λ
′τ + µ′))
)k
((φ|0X)|k,0M) by Lemma 2.1(iii) and (1.2).
On the other hand, we achieve that
(φ|′′kX)|
′
kM
=
((
ψ(X) exp(η(λτ + µ, [τ, 1])(z + 12 (λτ + µ)))
)k
φ|0X
)
|k,0M
=
(
ψ(X) exp
(
η
(
λ
aτ + b
cτ + d
+ µ,
[
aτ + b
cτ + d
, 1
])(
z
cτ + d
+
1
2
(
λ
aτ + b
cτ + d
+ µ
))))k
((φ|0X)|k,0M)
=
(
ψ(X) exp(η(λ(aτ + b) + µ(cτ + d), [aτ + b, cτ + d])(z + 12 (λ(aτ + b) + µ(cτ + d)))
)k
×(φ|0X)|k,0M by Lemma 2.1(i)
=
(
ψ(X) exp(η(λ′τ + µ′, [τ, 1])(z + 12 (λ
′τ + µ′))
)k
((φ|0X)|k,0M) by the fact [aτ + b, cτ + d] = [τ, 1].
Hence we obtain the assertion (ii). 
Define a function ρ(τ, z) by
ρ(τ, z) := exp(12η(1, [τ, 1])z
2 − πiz).
Since η(1, [τ, 1]) has the expansion
η(1, [τ, 1]) =
(2πi)2
12
(
− 1 + 24
∞∑
n=1
nqn
1− qn
)
([5] p. 249), ρ(τ, z) is a holomorphic function on H× C.
Definition 2.4. A modified Jacobi form of weight k and index 0 on a subgroup Γ ⊂ Γ1 of finite index is a
holomorphic function φ : H× C→ C satisfying
(i) φ|′kM = φ for all M ∈ Γ,
(ii) φ|′′kX = φ for all X ∈ Z
2,
(iii) for each M ∈ Γ1, the function ρ
k(φ|′kM) has a Fourier development of the form∑
n≥0
∑
|r|≤r0(n)
c(n, r)qnζr
for some increasing sequence {r0(n)}n≥0 of nonnegative integers such that
r0(n)
n
→ 0 as n→∞.
Here we allow that c(n, r) could be zero even if |r| ≤ r0(n).
In what follows, we denote the C-vector space of all such functions φ by Jk(Γ). And we let J∗(Γ) :=∑
k∈Z Jk(Γ).
Proposition 2.5. If Γ is a subgroup of Γ1 of finite index, then J∗(Γ) is a graded ring.
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Proof. Let φ ∈ Jk(Γ) and φ
′ ∈ Jk′ (Γ) for some k, k
′ ∈ Z. If M ∈ Γ and X ∈ Z2, then one can readily show
by the definitions of slash operators that (φφ′)|′k+k′M = φφ
′ and (φφ′)|′′k+k′X = φφ
′.
Now let M ∈ Γ1 and suppose that ρ
k(φ|′kM) and ρ
k′(φ′|′k′M) have Fourier developments∑
n≥0
∑
|r|≤r0(n)
c(n, r)qnζr and
∑
m≥0
∑
|s|≤s0(m)
d(m, s)qmζs,
respectively. Here {r0(n)}n≥0 and {s0(m)}m≥0 are increasing sequences of nonnegative integers such that
both r0(n)/n and s0(m)/m tend to 0 as n, m→∞. We then have
ρk+k
′
((φφ′)|′k+k′M) = ρ
k(φ|′kM)ρ
k′(φ′|′k′M) by the definition of |
′
=
∑
ℓ=n+m
n≥0, m≥0
∑
t=r+s
|r|≤r0(n), |s|≤s0(m)
c(n, r)d(m, s)qℓζt.
Note that for a given ℓ ≥ 0 there are only finitely many nonnegative integers n and m such that ℓ = n+m.
So there are only finitely many integers t which contribute terms of the form qℓζt. Furthermore, we have
|t|
ℓ
≤
r0(n) + s0(m)
n+m
≤ 2max
(
r0(n+m)
n+m
,
s0(n+m)
n+m
)
→ 0 as n+m→∞.
Hence φφ′ satisfies the third condition for a modified Jacobi form of weight k+k′. This proves the proposition.

Proposition 2.6. Let φ be a modified Jacobi form of weight k. Assume that the function z 7→ φ(τ0, z) is
not identically zero for a fixed point τ0 ∈ H. Let F be a fundamental domain for the torus C/[τ0, 1], whose
boundary does not have any zeros of φ(τ0, z)(, such F always exists). Then φ(τ0, z) has exactly −k zeros
(counting multiplicity) in F .
Proof. It follows from the second condition for a modified Jacobi form φ that
(
ψ(λ µ) exp(η(λτ + µ, [τ, 1])(z + 12 (λτ + µ)))
)k
φ(τ, z + λτ + µ) = φ(τ, z) ((λ µ) ∈ Z2). (2.1)
Differentiating the above equation with respect to z we have
(
ψ(λ µ) exp(η(λτ+µ, [τ, 1])(z+ 12 (λτ+µ)))
)k(
kη(λτ+µ, [τ, 1])φ(τ, z+λτ+µ)+φz(τ, z+λτ+µ)
)
= φz(τ, z)
(2.2)
where φz =
d
dzφ. Dividing the equation (2.2) by (2.1) we obtain
kη(λτ + µ, [τ, 1]) +
φz
φ
(τ, z + λτ + µ) =
φz
φ
(τ, z).
If we put (λ µ) = (1 0) and (0 1) in the previous equation, then we get that
kη(τ, [τ, 1]) +
φz
φ
(τ, z + τ) =
φz
φ
(τ, z) and kη(1, [τ, 1]) +
φz
φ
(τ, z + 1) =
φz
φ
(τ, z), (2.3)
respectively. Now, we set ∂F = ∂F1 + ∂F2 + ∂F3 + ∂F4 as follows:
•z0 • z0 + 1
• z0 + 1 + τ0•z0 + τ0
........................................................................................
..
∂F1
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
......
..
∂F2
...................................................................................... ....
∂F3
...............................................................
......
∂F4
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By the Residue Theorem we derive that the number of zeros of φ(τ0, z) in F is equal to
1
2πi
∮
∂F
φz
φ
(τ0, z)dz =
(
1
2πi
∮
∂F1
φz
φ
(τ0, z)dz +
1
2πi
∮
∂F3
φz
φ
(τ0, z)dz
)
+
(
1
2πi
∮
∂F2
φz
φ
(τ0, z)dz +
1
2πi
∮
∂F4
φz
φ
(τ0, z)dz
)
=
(
1
2πi
∮
∂F1
φz
φ
(τ0, z)dz −
1
2πi
∮
∂F1
φz
φ
(τ0, z + τ0)dz
)
+
(
−
1
2πi
∮
∂F4
φz
φ
(τ0, z + 1)dz +
1
2πi
∮
∂F4
φz
φ
(τ0, z)dz
)
=
1
2πi
∮
∂F1
kη(τ0, [τ0, 1])dz +
1
2πi
∮
∂F4
kη(1, [τ0, 1])dz by (2.3)
=
k
2πi
(η(τ0, [τ0, 1])− τ0η(1, [τ0, 1])) = −k by Lemma 2.2.
This completes the proof. 
Corollary 2.7. Let Γ be a subgroup of Γ1 of finite index. For all positive integers k we have Jk(Γ) = {0}.
Proof. Assume that there exists a nonzero element φ of Jk(Γ) for some k > 0. Take a point τ0 ∈ H such
that φ(τ0, z) is not identically zero. And, consider a fundamental domain F for C/[τ0, 1] whose boundary
has no zeros of φ(τ0, z). Then φ(τ0, z) has −k < 0 zeros in F by Proposition 2.6, which is impossible. Hence
Jk(Γ) = {0} for all k > 0, as desired. 
3. Construction of nearly holomorphic modular forms
In this section we shall show that through a modified Jacobi form one can generate nearly holomorphic
modular forms of integral weight.
Lemma 3.1. If (λ µ) ∈ R2, then
exp(η(λτ + µ, [τ, 1])(z + 12 (λτ + µ)))ρ(τ, z)ρ(τ, z + λτ + µ)
−1 = e(12µ(1− λ))q
λ(1−λ)/2ζ−λ.
Proof. We achieve that
exp(η(λτ + µ, [τ, 1])(z + 12 (λτ + µ)))ρ(τ, z)ρ(τ, z + λτ + µ)
−1
= exp
(
(λη(τ, [τ, 1]) + µη(1, [τ, 1]))(z + 12 (λτ + µ)) +
1
2η(1, [τ, 1])z
2 − πiz
− 12η(1, [τ, 1])(z + λτ + µ)
2 + πi(z + λτ + µ)
)
= exp
(
(τη(1, [τ, 1])− η(τ, [τ, 1]))(−λ − 12λ
2τ − 12λµ) + πiλτ + πiµ
)
= exp
(
2πi(−λ− 12λ
2τ − 12λµ) + πiλτ + πiµ
)
by Lemma 2.2
= e(12µ(1− λ))q
λ(1−λ)/2ζ−λ
as desired. 
Theorem 3.2. Let Γ be a subgroup of Γ1 of finite index. Let φ ∈ Jk(Γ) for some integer k. Then for
X ∈ Q2 the function
φX(τ) := (φ|
′′
kX)(τ, 0)
is a nearly holomorphic modular form (that is, holomorphic on H and meromorphic at every cusp) of weight
k on some subgroup of Γ of finite index depending only on Γ and X.
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Proof. Let X = (λ µ). For any X ′ ∈ 2Z2 we have
φX+X′(τ) = (φ|
′′
k(X +X
′))(τ, 0) = (φ|′′k(X
′ +X)(τ, 0)
=
(
ψ(X ′)ψ(X)ψ(X ′ +X)e
(
1
2
det
(
X
X ′
)))−k
((φ|′′kX
′)|′′kX)(τ, 0) by Proposition 2.3(i)
=
(
ψ(X)ψ(X)e
(
1
2
det
(
X
X ′
)))−k
((φ|′′kX
′)|′′kX)(τ, 0) because X
′ ∈ 2Z2
= e
(
−
k
2
det
(
X
X ′
))
φX(τ) from the second condition for φ(τ, z).
On the other hand, for any M =
(
a b
c d
)
∈ Γ we deduce that
(cτ + d)−kφX
(
aτ + b
cτ + d
)
= ((φ|′′kX)|
′
kM)(τ, 0) by the definitions of φX and slash operators
= ((φ|′kM)|
′′
k(XM))(τ, 0) by Proposition 2.3(ii)
= (φ|′′k(XM))(τ, 0) by the first condition for φ(τ, z)
= φXM (τ).
Thus the above observations indicate that φX(τ) behaves like a modular form with respect to the congruence
subgroup {
M ∈ Γ : XM ≡ X (mod 2Z2),
k
2
· det
(
X
XM −X
)
∈ Z
}
=
{(
a b
c d
)
∈ Γ : (a− 1)λ+ cµ, bλ+ (d− 1)µ, k(bλ2 + (d− a)λµ− cµ2) ∈ 2Z
}
which contains Γ ∩ Γ( 2N
2
gcd(N,k) ) if X ∈ N
−1Z2 for some integer N ≥ 1 and Γ( 2N
2
gcd(N,k)) is the principal
congruence subgroup of level 2N
2
gcd(N,k) .
Next, let M =
(
a b
c d
)
∈ Γ1 and suppose that ρ
k(φ|′kM) has a Fourier development
∑
n≥0
∑
|r|≤r0(n)
c(n, r)qnζr
such that r0(n)/n→ 0 as n→∞. Then we get that
(cτ + d)−kφX
(
aτ + b
cτ + d
)
= ((φ|′′kX)|
′
kM)(τ, 0) by the definitions of φX and slash operators
= ((φ|′kM)|
′′
k(XM))(τ, 0) by Proposition 2.3(ii)
=
(
ψ(XM) exp(12η(λ
′τ + µ′, [τ, 1])(λ′τ + µ′))
)k
(φ|′kM)(τ, λ
′τ + µ′) where (λ′ µ′) = XM
=
(
ψ(XM) exp(12η(λ
′τ + µ′, [τ, 1])(λ′τ + µ′))
)k(
ρ−k
∑
n≥0
∑
|r|≤r0(n)
c(n, r)qnζr
)
(τ, λ′τ + µ′)
=
(
ψ(XM)e(12µ
′(1− λ′))qλ
′(1−λ′)/2
)k∑
n≥0
∑
|r|≤r0(n)
c(n, r)e(µ′r)qn+λ
′r by Lemma 3.1. (3.1)
Now, we observe that
n+ λ′r ≥ n− |λ′|r0(n) = n
(
1− |λ′|
r0(n)
n
)
→∞ as n→∞,
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from which it follows that for a given rational number ℓ there are only finitely many n and r which contributes
the term qℓ in (3.1). Hence φX(τ) is meromorphic at each cusp. This completes the proof. 
We are ready to introduce well-known Klein forms in view of Weierstrass σ-function which will be a
concrete example of modified Jacobi form.
Lemma 3.3. (i) Let L be a lattice in C. If ω ∈ L, then
σ(z + ω,L)
σ(z, L)
= ψ(ω,L) exp(η(ω,L)(z + 12ω)).
(ii) The function σ(τ, z) := σ(z, [τ, 1]) has the infinite product expansion
σ(τ, z) = −
1
2πi
ρ(τ, z)(1− ζ)
∞∏
n=1
(1 − qnζ)(1 − qnζ−1)
(1− qn)2
.
Proof. See [5] p. 241, p. 247 or [7] p. 44, p. 53. 
Theorem 3.4. The function σ(τ, z) belongs to J−1(Γ1).
Proof. First, we note that σ(τ, z) is a holomorphic function by Lemma 3.3(ii).
Let M =
(
a b
c d
)
∈ Γ1. Then we derive
(σ|′−1M)(τ, z) = (cτ + d)σ
(
z
cτ + d
,
[
aτ + b
cτ + d
, 1
])
= σ(z, [aτ + b, cτ + d]) by Lemma 2.1(i)
= σ(τ, z) by the fact [aτ + b, cτ + d] = [τ, 1].
And, for X = (λ µ) ∈ Z2 we achieve that
(σ|′′−1X)(τ, z) =
(
ψ(λ µ) exp(η(λτ + µ, [τ, 1])(z + 12 (λτ + µ)))
)−1
σ(τ, z + λτ + µ)
= σ(τ, z) by Lemma 3.3(i).
Finally, let M ∈ Γ1. Then we have
ρ(τ, z)−1(σ|′−1M)(τ, z) = ρ(τ, z)
−1σ(τ, z) by the first part of the proof
= −
1
2πi
(1 − ζ)
∞∏
n=1
(1− qnζ)(1− qnζ−1)
(1− qn)2
by Lemma 3.3(ii).
Hence it is easy to check that σ(τ, z) satisfies the third condition for a modified Jacobi form by adopting the
argument in the proof of Proposition 2.5. Therefore σ(τ, z) belongs to J−1(Γ1). 
Remark 3.5. It follows that if (λ µ) ∈ N−1Z2 for some integer N ≥ 1, then the function
k
(λ µ)(τ) := (σ|
′′
−1
[
λ µ
]
)(τ, 0) = ψ(λ µ) exp(− 12η(λτ + µ, [τ, 1])(λτ + µ))σ(τ, λτ + µ)
is a nearly holomorphic modular form of weight −1 on Γ(2N2) by Theorem 3.2. This function is called a
Klein form (indexed by (λ µ)) whose infinite product expansion is
k
(λ µ)(τ) = e(µ(λ− 1)/2)q
λ(λ−1)/2(1 − e(µ)qλ)
∞∏
n=1
(1 − e(µ)qn+λ)(1− e(−µ)qn−λ)
(1− qn)2
if (λ µ) 6∈ Z2 (and identically zero otherwise). The modularity of a product of finitely many Klein forms
on Γ(N) are intensively studied by Kubert and Lang ([4]). On the other hand, in a recent paper [2] the
authors present a sufficient condition for a product of Klein forms to be a nearly holomorphic modular form
on Γ1(N).
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4. Finite-dimensional subspaces
In this section we shall consider a family of finite-dimensional subspaces of Jk(Γ1).
Definition 4.1. Let k be an integer. For each integer m > 0 we let Jmk be the subspace of Jk (:= Jk(Γ1))
consisting of φ for which ρkφ =
∑
n≥0
∑
|r|≤r0(n)
c(n, r)qnζr and
min{n− r0(n) : n ≥ 0}+
k
8
≥ −m. (4.1)
Remark 4.2. (i) Note that since
n− r0(n) = n
(
1−
r0(n)
n
)
→∞ as n→∞,
the minimum of n− r0(n) exists. Thus we have a filtration J
1
k ⊆ J
2
k ⊆ · · · and Jk = ∪
∞
m=1J
m
k .
(ii) Since ρ−1σ has the following Fourier development
−
1
2πi
(1 − ζ)
∞∏
n=1
(1− qnζ)(1 − qnζ−1)
(1− qn)2
= −
1
2πi
{
(1 − ζ) + (−ζ−1 + 3− 3ζ + ζ2)q
+(−3ζ−1 + 9− 9ζ + 3ζ2)q2
+(ζ−2 − 9ζ−1 + 22− 22ζ + 9ζ2 − ζ3)q3
+(51− 51ζ − 22ζ−1 + 22ζ2 + 3ζ2 − 3ζ3)q4
+(9ζ−2 − 51ζ−1 + 108− 108ζ + 51ζ2 − 9ζ3)q5 + · · ·
}
,
one can readily check that the Weierstrass σ-function in fact lies in J2−1.
Proposition 4.3. Let φ ∈ Jk for some integer k with ρ
kφ =
∑
n,r c(n, r)q
nζr. Then we have
c(n, r) = (−1)λkc(n− rλ − 12k(λ
2 + λ), r + λk) (4.2)
for all integers n, r and λ.
Proof. If (λ µ) ∈ Z2, then we derive that∑
n,r
c(n, r)qnζr = ρkφ(τ, z) = ρk(φ|′′k
[
λ µ
]
)
= ρ(τ, z)k
(
ψ(λ µ) exp(η(λτ + µ, [τ, 1])(z + 12 (λτ + µ)))
)k
φ(τ, z + λτ + µ)
= ρ(τ, z)k
(
ψ(λ µ) exp(η(λτ + µ, [τ, 1])(z + 12 (λτ + µ)))
)k
ρ(τ, z + λτ + µ)−k(ρkφ)(τ, z + λτ + µ)
=
(
ψ(λ µ)e(12µ(1− λ))q
λ(1−λ)/2ζ−λ
)k∑
n,r
c(n, r)qn+rλζr by Lemma 3.1
= (−1)λk
∑
n,r
c(n, r)qn+rλ+kλ(1−λ)/2ζr−λk by Lemma 2.1(ii)
= (−1)λk
∑
n′,r′
c(n′ − r′λ− 12k(λ
2 + λ), r′ + λk)qn
′
ζr
′
by letting r′ := r − λk and n′ := n+ r′λ+ 12k(λ
2 + λ).
We get the assertion by comparing the coefficients of Fourier developments. 
Remark 4.4. If we put λ = 1 in (4.2), then we have
c(n, r) = (−1)kc(n− r − k, r + k). (4.3)
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Let φ ∈ Jk for some integer k with ρ
kφ =
∑
n,r c(n, r)q
nζr. Then, for X = (u v) ∈ Q2 we defined in
Theorem 3.2
φX(τ) := (φ|
′′
kX)(τ, 0)
=
{(
ψ(u v) exp(η(uτ + v, [τ, 1])(z + 12 (uτ + v)))
)k
ρ(τ, z + uτ + v)−k(ρkφ)(τ, z + uτ + v)
}
(τ, 0)
=
{(
ψ(u v)e(12v(1 − u))q
u(1−u)/2ζ−u
)k∑
n,r
c(n, r)e(vr)qn+urζr
}
(τ, 0) by Lemma 3.1
=
(
ψ(u v)e(12v(1 − u))
)k∑
n,r
c(n, r)e(vr)qn+ur+ku(1−u)/2 . (4.4)
Proposition 4.5. Let X, Y ∈ Q2 with X ≡ Y (mod Z2). Then φX(τ) = ξφY (τ) for some root of unity ξ.
Proof. If X = (u v) and Y = (u v + 1), then one can readily get from the expression (4.4) that φX(τ) =
ξφY (τ) for some root of unity ξ.
Now, let X = (u v) and Y = (u+ 1 v). We obtain from the expression (4.4) that
φY (τ) =
(
ψ(u+ 1 v)e(− 12vu)
)k∑
n,r
c(n, r)e(vr)qn+(u+1)r−k(u+1)u/2
=
(
ψ(u+ 1 v)e(− 12vu)
)k ∑
n′,r′
c(n′ − r′ − k, r′ + k)e(vr′)e(vk)qn
′+ur′+ku(1−u)/2
by letting r′ := r − k and n′ := n+ r′ + k
=
(
ψ(u+ 1 v)e(− 12vu)
)k
e(vk)(−1)k
∑
n′,r′
c(n′, r′)e(vr′)qn
′+ur′+ku(1−u)/2 by Remark 4.4
= ξφX(τ) for some root of unity ξ.
This proves the proposition. 
Now we are ready to prove our main theorem about dimension.
Theorem 4.6. Let k < 0 and m > 0 be integers. Then Jmk is finite-dimensional.
Proof. Pick any −k + 1 distinct pairs of Xj = (uj vj) ∈ Q
2 with 0 < uj, vj < 1. Let φ ∈ J
m
k with
ρkφ =
∑
n,r c(n, r)q
nζr. Then the functions
φXj (τ) = (φ|
′′
kXj)(τ, 0) (j = 1, · · · ,−k + 1)
are nearly holomorphic modular forms on some congruence subgroups Γj depending on Xj by Theorem 3.2.
If M =
(
a b
c d
)
∈ Γ1, then we have
(cτ + d)−kφXj
(
aτ + b
cτ + d
)
= (φ|′′kXj |
′
kM)(τ, 0) by the definitions of slash operators
= (φ|′kM)|
′′
k(XjM)(τ, 0) by Proposition 2.3(ii)
= (φ|′′k(XjM))(τ, 0) by the first condition for a modified Jacobi form
= φXjM (τ). (4.5)
Set (u′j v
′
j) := XjM . We may assume that 0 ≤ u
′
j , v
′
j < 1 to estimate ordqφXjM (τ) by Proposition 4.5.
Note that from the expression (4.4) one can deduce
φXjM (τ) = ξ
∑
n≥0
∑
|r|≤r0(n)
c(n, r)e(v′jr)q
n+u′jr+ku
′
j(1−u
′
j)/2
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for some root of unity ξ. It follows that
ordqφXjM (τ) ≥ min{n+ u
′
jr + ku
′
j(1 − u
′
j)/2 : n ≥ 0, |r| ≤ r0(n)}
≥ min{n− r0(n) + k/8 : n ≥ 0} because 0 ≤ u
′
j, v
′
j < 1
≥ −m by the condition (4.1) for φ ∈ Jmk . (4.6)
On the other hand, we consider a map
g : Jmk →
−k+1⊕
j=1
Mk+12m(Γj)
φ 7→ (φXj (τ)∆(τ)
m)−k+1j=1
where Mk+12m(Γj) is the space of modular forms of weight k + 12m on Γj , and ∆(τ) := (2πi)
12q
∏∞
n=1(1−
qn)24 is the modular discriminant function. As is well-known, each Mk+12m(Γj) is of finite dimension
([6] Theorem 2.23) and ∆(τ) is a modular form of weight 12 on Γ1 which does not vanish on H and has
ordq∆(τ) = 1 ([7] Chapter I §3). Hence the identity (4.5) and the inequality (4.6) imply that g is well-defined.
If φ and φ′ are two distinct elements of Jmk , then there exists a point τ0 ∈ H such that the function
(φ−φ′)(τ0, z) is not identically zero and has no zeros on the boundary of the fundamental domain generated
by τ0 and 1 (for the torus C/[τ0, 1]). Suppose that φ and φ
′ have the same image via g. Then for every j
0 = (φXj∆
m − φ′Xj∆
m)(τ0) = (φXj − φ
′
Xj )(τ0)∆(τ0)
m.
Since ∆(τ0) 6= 0, we get
0 = (φXj − φ
′
Xj )(τ0) = (φ|
′′
kXj − φ
′|′′kXj)(τ0, 0)
=
(
ψ(uj vj) exp(η(ujτ0 + vj , [τ0, 1])
1
2 (ujτ0 + vj))
)k
(φ− φ′)(τ0, ujτ0 + vj).
This implies (φ− φ′)(τ0, ujτ0 + vj) = 0. Thus the function (φ− φ
′)(τ0, z) has at least −k + 1 distinct zeros
in the fundamental domain F generated by τ0 and 1. (When (φ− φ
′)(τ0, z) has zeros on the boundary ∂F ,
we slightly move F into a new domain F ′ so that the points ujτ0 + vj still lie inside F
′ and the boundary
∂F ′ has no zeros of (φ − φ′)(τ0, z).) But, this contradicts Proposition 2.6. Therefore, g is injective; hence
we obtain
dimCJ
m
k ≤
−k+1∑
j=1
dimCMk+12m(Γj) <∞
as desired. 
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