Rich morphology language, such as Arabic, requires more investigation and methods targeted toward improving the sentiment analysis task. An example of external knowledge that may provide some semantic relationships within the text is the word clustering technique. This article demonstrates the ongoing work that utilizes word clustering when conducting Arabic sentiment analysis. Our proposed method employs supervised sentiment classification by enriching the feature space model with word cluster information. In addition, the experiments and evaluations that were conducted in this study demonstrated that by combining the clustering feature with sentiment analysis for Arabic, this improved the performance of the classifier.
Introduction
With the growth of the Internet as a means of communication between people, many technologically advanced methods have been developed in order to facilitate the use of this form of communication. As a result of this phenomenon, an increasing number of people"s opinions and thoughts are being published over the Internet. From forums and websites, through to Twitter and Facebook, numerous opinions, thoughts and sentiments appear online on a daily basis. In addition, user reviews, which are found on many marketing or other websites, may be considered a good source with which to help grow people"s imagination on specific topical areas. Over the past decade, the extraction of sentiment from text has attracted a lot of attention, both in industry and in academia. Sentiment analysis attempts to discern an individual"s opinion based upon their writing. Many fields are included within this topical area, such as natural language processing, machine learning, and computational linguistics.
There are three main aspects within the sentiment analysis field: Lexicons, Annotated Corpora, and Tools. "Lexicons" relate to demonstrating words, phrases and patterns that can be used to express subjectivity. "Tools" include two parts. The first part is the machine learning classifiers that use text classification algorithms. The second part is the NLP tools; which includes the POS tagger, the stemmer, and the morphology tagger. These may be utilized in the pre-processing phase, prior to starting the use classification algorithm in order to obtain specific features of the text. The basic aspect of sentiment analysis is the Corpora, which contains pieces of text annotated with their polarity. These Corpora are then utilized by classification algorithms to determine the sentiment of the new text.
Much of the research on sentiment analysis has been undertaken using the English language, as English is the dominant language utilized within and by scientific researchers. However, due to its complexity and the scarcity of available resources, Arabic natural language processing has become an attractive research topic for researchers. According to Farghaly and Shaalan [1] , the field of Natural Language Processing (NLP) in Arabic is currently at an early evolutionary stage, despite concerted efforts being made to-date with the fundamental NLP tools of Arabic.
The Sentiment Analysis (SA) of Arabic is also currently in the early stages, and increased efforts and the reliability of low level tools are required in order to build upon this foundation. Many current approaches in Arabic sentiment analysis rely on the bag-of-word (BOW) model representation to build feature vector models [2] [3] [4] [5] . Other types of features are then combined with the baseline model in order to leverage the classifier"s performance. However, for a language that is rich in morphology and high flection, such as Arabic, the feature vectors are spare due to the variety of the language vocabulary. Even after utilizing the stemming or lemmatization techniques, this may not be enough to preserve the same sentiment orientation of the word [6] .
To resolve the issue of data sparsity in the sentiment analysis of Arabic text, the possibilities of using the word clustering technique to enrich the baseline model of Arabic sentiment analysis was investigated.
The remainder of this article is organised as follows: The second section displays the most important related works that have been conducted within the discipline of Arabic sentiment analysis. This section demonstrates the work has been conducted on the topic of Arabic sentiment corpus, as well as the different features and methods of sentiment analysis. The third section introduces a proposed method that is based upon how the cluster approach is utilised when conducting an Arabic sentiment analysis. This is followed by the Experiments and Results discussion in sections four and five. The Conclusion and proposed future studies are contained within the last section.
Related Works in Arabic Sentiment Analysis
As aforementioned, most of the research on sentiment analysis has been undertaken using the English language, as English is the dominant language of scientific researchers. Recently, a number of researchers have concentrated on applying sentiment analysis to other languages, one example is Arabic. This section shows the related works that has been conducted in Arabic focusing on the different aspects of analysis, including the corpora, and the features and methodologies.
Arabic Sentiment Corpora
The Opinion Corpus for Arabic (OCA) [7] (which is the only corpus that has been published) contains 500 reviews on movies. They are annotated at the document level. Half of these reviews are considered positive and the remainder are negative. Further work that was undertaken to build a multi-genre subjectivity and sentiment corpus for modern standard Arabic is called AWATIF [8] . The domain of this data was extracted from a news wire within different domains (400 documents), Wikipedia talk pages (around 5342 sentences), and web forums (around 2532 threads from seven web forums). The annotation was directed toward the sentence level, and three different conditions were used to annotate the data: (1) Gold Human with Simple Guidelines (GH-SIMP); (2) Gold Human linguistically-motivated and Genre-nuanced (GHLG); (3) Amazon Mechanical Turk with Simple Guidelines (AMT-SIMP) [8] . In addition, an attempt was made to build a labelled social media corpus based on subjectivity and sentiment in the Arabic language (in the SAMAR project) [9] . The data was collected from four different forms of social media. These included Arabic chatting, Tweets, Wikipedia Talk, and online forums. This corpus was a combination of long and short sentences, as well as MSA and a few aspects of DA. They provided stand-off annotations on top of the Arabic Tree Bank ATB a (Part 1 Version 3), which is free of charge for users who subscribe to the LDC b since 2003.
Features and Methods
In a multi-language web forum at document level, Abbasi, et al., [2] proposed a system to be utilised for sentiment analysis tasks. This proposed system depends on an Entropy-Weighted Genetic Algorithm (EWGA) to choose the most relevant features., along with the SVM with linear kernel for sentiment classification. Their method attempts to determine an overlap between language-independent features, including syntactic and stylistic features. The syntactic features include POS (only utilised for the English language, not for Arabic). In order to evaluate the validity of their method, the authors measured the accuracy of the classifier by dividing the number of correctly classified documents by the total number of documents. In this study, however, a more accurate measurement methodology was required to assist in evaluating the method used in both classes. It was found that syntactic features achieved a higher result than the stylistic ones. When the two features were employed together using EWGA, the accuracy result increased to 93.6% (in the Middle Eastern forum domain).
The work of Rushdi-Saleh, et al., [7] focused on investigating two ML classifiers, Naive Bayes and Support Vector Machine. They also used two different weighting schemes (term frequency and term frequency-inverse document frequency) and three n-gram models. The effect of using the stem of the Arabic work was also investigated with different n-gram models. These researchers built their sentiment corpus by collecting approximately 500 movie reviews in Arabic sourced from different websites. They reported an accuracy of 90.6% when using the SVM with the tri-gram model, and with no stemming for document level classification. In addition, they claimed that there was no significant impact when using the TF or TF-ID as a weighting scheme. This makes logical sense because both schemes represent the count of the term over the total document. It may prove useful to compare the presence of the term, versus the term-frequency scheme in other studies.
El-Halees [5] proposed a combined classification approach in Arabic for document level polarity classification. His method applied three different classifiers grouped in a sequential manner: a lexicon-based classifier, a maximum entropy classifier and the K-Nearest Neighbour classifier. The results obtained from one classifier was used as "training" data for the next classifier. The text was manipulated by removing the stop words, prior to using the first classifier. A few Arabic letters were normalised, and some misspelled words were corrected. A simple stemmer was utilised in this study to generate the stem of Arabic words and the TF-IDF was used as the term-weighting scheme. The F-measure was used as the evaluation metric. The F-measure measurement was between 75% and 84%, depending on the domain of the data. The average of the F-measure was also calculated; this was 82% for the positive documents and 78% for the negatives. A major issue for the purpose of this study was that there were not any more available features that could be added to the classifier that could assist in increasing the classifier"s performance and accuracy.
Other studies have attempted to investigate the linguistic features of Arabic, and to combine these with an ML classifier in order to conduct a sentiment analysis. One such study attempted to analyse the grammatical structure of Arabic [10] . This work attempts to analyse sentiment, firstly, at the sentence level, followed by using these results to analyse sentiment at the document level. At the sentence level, two different approaches were compared. The first approach was generalising an Arabic sentence into a general structure that contains both the actor and the action. The second approach utilised semantic and stylistic features. Different classifiers were used for each different approach. The SVM was used for the grammatical classifier, and obtained an accuracy of 89%, while the J48 decision tree was used with the semantic approach, and achieved an accuracy a http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogId=LDC2005T02 b http://www.ldc.upenn.edu/ of 80%, (when the semantic orientation of the words was extracted and manually assigned), and 62% when a dictionary was used.
Another study, which investigated the effect of language-independent and Arabic-specific features on the performance of the classifier, was undertaken by Abdul-Mageed, et al., [4] . The researchers conducted two kinds of sentence level sentiment analysis with two different domains: news and social media domains. The SVM was used to classify both the subjectivity and polarity of sentences with different features, including Ngram, adjective features and a unique feature. All the words occurring fewer than four times were replaced with the token "UNIQUE" (MSA morphological features (person, gender and number)). Different stemming and lemmatization settings with dissimilar types of independent language and Modern Standard Arabic morphology features were used. An F1 result of 72% was achieved for subjectivity, and 96% for the polarity. This was with the stem, the morphology setting, and ADJ features using the newswire domain as the context for study. In SAMAR [9] , the effect that the standard and the genre-specific features had on the subjectivity and sentiment classification of the Arabic social media domain was studied.
Proposed Method
"Word clustering" is a process used to distribute words that have the same semantic or syntactic relationship within the same group. After the clustering process is complete, the cluster label of the word is used as a feature. This feature achieves improved performance when undertaking different natural language processing (NLP) tasks, such as Name Entity Recognition [11] . This process may also support the classifier in capturing the similarity between words, along with the sentiment orientation of words. In addition, the process may also prove useful in the case of Dialect Arabic, when there is a lack of morphology tools that are adequate to manage this form of Arabic language.
In order to conduct the proposed method, words were grouped into different clusters. The first step is to use the suitable clustering algorithm that works well with the Arabic language. Algorithm options available are reduction dimensionality [12, 13] , distributed word embedding [14] , and the Brown clustering words algorithm. This last algorithm has been used as a standard technique in solving many NLP problems [15] . Thus, this clustering will be used in the current study due to its simplicity, and the hierarchical nature of its output, along with its easy availability and implementation.
Word Clustering Using the Brown Clustering Algorithm
This clustering algorithm is considered as a class-based bi-gram language model. It works by maximizing the mutual information of adjacent clusters [16, 15] . The main methodology of the cluster is achieved by grouping words together that have the same distribution as "neighbour" words. The Brown Clustering algorithm clusters the words depending on their context within the same data set. A word is selected and the algorithm then computes the probabilities of this word occurring within a similar context. For example, in the following cluster the probability of the distribution of neighbour words such as Jeddah, with similar words, such as Denver, for example. The "inference" of the algorithm is based upon the two words in this example being the names of two cities. Also, the clustering algorithm assumes that the context of these two words will also be similar. It could also be assumed that the sentimental words might also appear within the same context. As a result of this, the Brown Clustering Algorithm would cluster these word together in one group.
The Brown Clustering algorithm is a word cluster-based approach that takes a sequence of words (w 1 , w 2 , . . .., w n ) as an input, and then generates the cluster of these words as a binary tree. The "leaf" of the tree contains the words, and the internal nodes represents the cluster bit string. An example of an output from this clustering technique is shown in Fig 1. For example, suppose a batch of data is required to be divided into 50 cluster groups. At the end of the cluster algorithm process, 50 cluster names will be generated, with the output contained within the "leaf" of the tree. Each group may contain one or more words. Following this, the clusters are grouped into one standard upper cluster (in the binary manner). This process continues to generate outputs until reaching to the "root". In Fig 1, the words (bought and purchased) are grouped in one cluster. Their cluster tag is (100). This tag is called a bit string ID. This ID begins from the root and ends at the leaf. The sibling cluster (101) contains two words: "run" and "drive". From analysing this cluster, it may be inferred that the verbs in group (100) are synonyms with "buying". In the other cluster (1010), the meanings of the words are obviously different from those contained within the (100) cluster. In the case of the upper cluster tag (internal node), which is cluster 10, the words are those in all sub-clusters which belong to the "parent" cluster. In this case, all words in cluster 100 and cluster 101. This may also assist to preserve some of the syntactic or semantic features of these words. All of these words are verbs. More details of the specifications of this algorithm are presented in [16] . The bit string ID of a word cluster will be used to input the information from the cluster into the space vector model. The following section demonstrates how this may be applied when conducting an Arabic sentiment analysis. 
Injecting Words Clustering with a Feature Model
Fig 2 outlines the steps taken in this experiment. In the first step, the clustering algorithmc processes all data in order to group words into different clusters. Following this, there will be a database of all of the words of the sentiment corpus, along with their cluster tag. The cluster tag indicates which cluster group that a particular word is contained within. There are four different cluster groups for each data domain in our corpus. In the first step to this feature, there is a requirement to create a cluster from the given text. Each of the data domains are processed by the Brown cluster algorithm into four cluster numbers: (50, 100, 500, 1000). The typical cluster number that is used in research is the 1000 numbered cluster [11, 15, 17] . A small number of clusters are used in order to investigate the effect of that in the different types of domains.
The second step in the proposed features determines how this information may be utilized when conducting an Arabic sentiment analysis. The first approach proposed is to use the cluster tag itself as a feature to build a viable feature model. This means that the cluster label is relied upon to develop the feature model. The second method is to inject this feature with the standard BOW model that is the baseline of our experiment. A word is attached to its cluster in the feature model, based on the same methodology as utilized by the POS feature. The last method is to combine the first model with the BOW model.
Experiments Setup
This section outlines the experiments which are conducted to investigate and test the features and performance of an ML classifier in an Arabic sentiment analysis. The first part describes the data that has been used. The second part discusses the process that was performed in order to test the proposed methods.
Arabic Sentiment Corpus
A corpus was developed solely for the purpose of this study. This was required due to the scarcity of sentiment Arabic corpus available. The research corpus was structured and developed from five different genres: news, news reviews, user market reviews, restaurants reviews, and movie reviews. The news data was sourced from the Sabqd website, and from among different domains: local, sport, economics, technology, and social news. The reviews of the news have also been sourced from the same website where individuals can add their comments and feelings about news topics. The Souqe (considered as the "Amazon market place" for Arab countries) was used as the source for market reviews. The restaurant reviews have been sourced from the work of [3] , which encapsulates the personal viewpoint of the user concerning different restaurantsf. The movie reviews were taken from a movie review websiteg and is used in [10] . In total, our corpus contains 6268 documents, with more than 33000 sentences. Approximately 7674 positive sentences, 9202 negative sentences, and 3351 neutral sentences were identified.
Two individuals who have been educated in Arabic were chosen to annotate the data. Each annotator was provided with specific guidelines. Firstly, they should determine if the document is subjective or objective in nature. Secondly, they had to establish the polarity of the subjective text among three categories: whether positive, neutral, or negative. Thirdly, the annotator must analyse each sentence in the document, noting its polarity if it is subjective, otherwise the sentence should be determined as being objective. The first step was to train the two annotators, who were then requested to work on the same data-set which contained approximately c We relied on the implementation of Liang [15] for the Brown clustering algorithm d http://sabq.org e http://saudi.souq.com/sa-ar33% of the sentences. During this process, the inter-annotator agreement between them was calculated using the Kappa coefficient [18] , The result was between 0.72 and 0.84. (If you wish to obtain a copy of these datasets, please contact the corresponding author)
Classification Process
The pre-processing phase contains steps that should be undertaken prior to the text being passed on to the classifier. The first step includes the filtering of any irrelevant data that may be found within the text, including single letters or non-Arabic characters. The second step is to normalise any lengthy words that may make some letters redundant. The third step is to use the AMIRA [19] tool kit on all the data in order to develop the speech tag component of the words. The final step involves removing the "stop" word lists, and modifying them, so as to manage these while constructing the vector space model that represents these words. The stop word lists in [20] were then used. To evaluate the method, a number of experiments were undertaken using a support vector machine (SVM) classifier. This model had linear kernel with 10-fold cross-validation using the ScikitLearning Library [21] . In this experiment, the data set was divided into ten distinct parts, with equal proportions of samples within each class. Nine of these were used to train the classifier, with the remainder being used to test the model that is generated during the training process. This process will be repeated ten times, as there is ten components of the data set. In each cycle, a new component is used for the testing phase. During every cycle, the F1 metric was calculated. This measures the accuracy of the classifier after calculating his/her precision and recall scores. Default parameters were used in the SVM that comes with the ScikitLearning Tool, as it was found that these parameters were congruent with the data set in this experiment.
The goal of this experiment was to evaluate whether using the word cluster tag added any sentimental knowledge to the classifier in the context of using Arabic. The experiment was also designed to determine whether the same cluster group has the same sentimental words contained therein. The classification process was performed on different types and levels that included subjectivity, and polarity classification, as well as at the document and sentence level. The subjectivity classification aimed to determine the subjective content of the document. The second step determines the polarity of the text that exhibits whether the text has positive or negative connotations.
Results Discussion
The following section discusses the experiments performed, and the results that were obtained, in order to provide an evaluation of the effect of word cluster techniques conducted in performing an Arabic sentiment analysis. This is achieved by comparing the different approaches related to the concept. Each of the experiments are classified at the document level into two different types: subjectivity (subjective and objective), polarity (positive and negative).
Experimentation using Word Cluster only
Tables 1, and 2 display the experiment of using a cluster method during an Arabic sentiment analysis. The first table shows the results of classification at the document level , and the second at the sentence level. This experiment uses the cluster ID (the "bit string ID" that was explained in Section 2.1) of the words as a feature in order to construct a feature model. Different cluster groups were compared in order to find the best cluster group that might be congruent when conducting a sentiment analysis. The BOW: (Bag of Words) was used as a baseline model to evaluate the performance of the clustering approach. The numbers in boldface within these tables illustrate the best results that were achieved using a particular feature model setting. The SVM classifier is only used to evaluate the effect of the cluster idea. The "NA" symbol in the Table 1 shows that the classification process is not applicable, as there is no objective document within the "movie review" domain. The sentiment analysis was performed in two different classification types, which were subjectivity and polarity, as shown by the accuracy of F1 in Tables 1 and 2 . Using the cluster ID of words as a feature is not overly useful in most cases when conducting a sentiment analysis when Arabic is used. What is clear is that the BOW baseline feature achieved the best results when compared with the other cluster configurations. For example, the best results were achieved using the BOW model in subjectivity classification for all the domains of the dataset. The F1 score decreased by more than 10% when only the cluster ID was used to construct the features model. However, there are some benefits in using the cluster that gave confidence that by making improvements to the method, it may exhibit improved validity as a method.
Improvements were identified on the two sides in Table 1 . The first one relates to increasing the performance of the classifier in one domain, that is Newswire. The F1 score improved by 3% in the case of polarity classification in movie reviews. This infers that the cluster may play a role in the polarity classification process, and may also preserve the sentimental orientation across the different cluster groups. The second direction of improvement was identified with the increase of the F1 score after increasing the number of cluster groups. The F1 score of the 50 cluster group is particularly low when comparing with the BOW. However, by adding more cluster groups, the F1score improved noticeably. For example, the cluster of the 50 grouping achieved a 77% F1 score, then it increased until it reached 93% (when using 1000 clusters during the subjectivity classification process within the restaurant review domain). These two improvements encouraged further investigation by combining the cluster method with the BOW model.
The same approach that was applied when achieving the results in Table 1 was also applied to achieve the results. however, these results are at the sentence-level of classification. These results illustrate similar findings that were recorded at the document level of classification. The performance did not significantly improve in most cases, except that it improved by 2% with the subjectivity classification in the movie reviews and news domains. The trend of improvement with different cluster groups is the same that was identified at the document level of classification. Therefore, the following experiment investigates using the cluster method in a different manner. Tables 3 and 4 show the results of the document classification process using the enhancement cluster approach. For the previous experiment, it was noted that the 1000 clusters achieved the best results. Therefore, this cluster was the only one considered to improve the process of experimentation. An attempt was made to merge the cluster ID of the word with the word itself, as a method of adding the component of speech tag (POS) to the word [22] . It was then compared using this feature combined with the BOW baseline model. (The numbers in bold are the best results). Tables 3 and 4 display the results of using the newly enhanced method, in the second row for each dataset. The record is tagged "With 1000 Cluster". The 1000 numbered clusters were used to perform this method due to the positive outcomes noted in previous experiments. It was found that the newly enhanced model cluster feature achieved a similar or improved result. For example, the F1 score increased by 3% in the polarity classification with the domain of market reviews (Table 4) . It was also noted that adding the cluster of "knowledge" does not affect the performance of the classifier when compared with the baseline score, except in one case which was the polarity classification within the restaurant reviews.
Experimentation using Word Cluster combined with BOW
The only issue that was identified with the current method was noted to occur within the restaurant review domain. The result of the polarity classification process was not improved by merging the cluster ID with the word. From this it may be inferred that the domain of "restaurant review" has a greater overlap between the words than occurs in the other domains. In addition, the cluster was unable to preserve the sentimental orientation of words within the same cluster. Table 4 .25 represents examples of the words found within the restaurant reviews, and this also shows that there are a number of different sentimental words within the same cluster. Most of the words in this cluster have a negative connotation, such as (‫/سيء‬syyˆ/ bad ) h . Other, such as ‫هادئ(‬ /hAdy/ quiet) carry a positive meaning, but are actually located within a cluster that contains mostly negative words. This anomaly may affect the classifier when using the "opposed feature model", and within the restaurant review domain. 
Conclusion and Future Work
This investigation determined that by taking the external knowledge of a word cluster into account while analysing for sentiment content within an Arabic text, this may assist and improve the performance of the classifier using a machine-based learning algorithm. This article described and comes developed proposals by investigating two approaches. The results that were achieved in this study demonstrate the potential gain that might be obtained through the inclusion of word clustering as a feature. The results that were achieved during the process of classification were promising. It is intended to continue to further develop and investigate this method in the future.
There are many different directions to take in this field in order to continue the work on word clustering when conducting a sentiment classification on Arabic texts. One direction relates to the method of adding a cluster to the model. Rather than adding a cluster tag to the words, as the approach used in previous experiments (Section 5.2), we plan to use cluster ID to add to the model. This is hoped to merge the BOW model with the model that was proposed in this paper (as outlined in Section 5.1). Working with more clusters may also be another direction for future studies. For example, the words could be clustered into more than 1000 numbered cluster, then the effect of using different high cluster groups could be investigated. Merging the cluster method with other features, such as the POS, could also be an option for further study. This may add more information to the clustering method, and assist to distinguish between the type of words contained within the same cluster. Another direction would involve investigating the process of the clustering from the beginning. In this study, the word clustering algorithm was applied on the data in sequence (i.e. domain by domain). This efficiency of this method may be improved by entering all of the data at once into the word clustering algorithm, or, alternatively, to locate a large Arabic corpus. Then, by applying the word clustering to the corpus, the outputs would be used to conduct an analysis for sentiment within Arabic texts.
