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INTRODUCTION 
This paper is a following up of some of the main ideas of [La-Pf], 
on which it depends notationally, as well as philosophically. As 
we show (loc.cit. (2.6) (iv),(v)) the study of local moduli for a 
scheme X naturally leads to the study of flat families of Lie-
algebras. In fact, if ~:x+H=Spec(H) is a miniversal deformation 
of X, and if V is the kernel of the Kodaira-Spencer map associ-
ated to ~, then the prorepresenting substratum H0=spec(H0 )cH is 
the complement of the support of VcDerk(H),_ ~nd 
is an H0-Lie algebra defining a deformation of the Lie-algebra 
o I o o o o L(X)=A (k,X;Ox) A1 = H (x,ex)/A1 where A1 is the Lie-ideal of 
those infinitesimal automorphisms of X that lifts to 0 -A (H,X;9_). 
X 
If X=Spf(k[[~]]/(f)) where fEk[~] is an isolated hypersurface 
singularity, then putting L(f}=L(X) we find (see §4 loc. cit.) 
that 
L(f) = Derk(k[[~]]/(f))/Der1 
where Der1 is the Lie-ideal generated by the derivations of the 
form E .. of 0 of 0 i<j. In particular = ox. - I l.J ox. ox. oxi ]. J J 
dim L(f) = "(f) 
The family ~ defines, in a natural way a map: 
l:~ +moduli space of Lie-algebras of dim."(f), 
associating to the closed point t of H0 the class of the Lie-
algebra L(F0 (t)) where F0 is the restriction of the miniversal 
family F of f to H0 . 
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The purpose of this paper is the proof in a special case of 
a conjectural imbedding theorem, see §3, which states that for any 
isolated hypersurface singularities, ~ is a rational locally 
injective map, except for some very special cases. 
To make this statement precise we first have to recall a few 
facts from the moduli theory of Lie-algebras, some of which we 
have not been able to find in the literature. Moduli theory for 
Lie-algebras has, in one way or another, been studied by a large 
number of mathematicians, for a long time, see for example [c], 
[Mo ] , [Ri ] , [Ra] 1 [Vl ] , [Fi ] • 
Identifying a Lie-algebra, up to base change, with the set of 
structural constants {c~.}, one sees immediately that the set of 
. l.) 
isomorphism classes of n-dimensional Lie-algebras defined over a 
field k of characteristic +2 1 may be identified with the set 
of orbits 
subscheme 
constants 
L =Lie /Gl (k), where Lie 
-n-n n 2 -n ~n (n-1) 
of the space ~ 1 of 
{ k } . . . . 1 c • • I }. ( J I }. I ) I k= I • • • 1 n, l.J 
is an affine algebraic 
all systems of structural 
defined by a set of quadra-
tic equations deduced from the Jacobi identities, see §1, Ex.l. 
Since Gl (k) is reductive there exists in the category of 
n 
schemes a categorical quotient of 
(1 .1). However since the action of 
Lie by 
-n 
Gl (k) 
n 
Gl (k), see [M-F], 
n 
is not closed this 
quotient is not geometric and the set of closed points cannot, in 
general, be identified with the set of orbits L • 
-n 
The structure of L is, in fact, highly complex, and very 
-n 
little is known about it. To formulate and prove the imbedding 
theorem (3.2), we therefore have to work a little, developing the 
deformation theory and the local moduli of Lie-algebras along the 
lines of [La1] and [La-P£]. We start by taking another look at the 
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cohomology of Lie-algebras, amounting essentially to a reformula-
tion of the classical Chevalley cohomology. This is the subject of 
§1. 
With this reformulation of the cohomology at hand, we may 
carry over to the Lie-algebra case the obstruction calculus for 
the deformation functor of [Lal] and many of the results of §1-§3 
of [La-Pf]. In particular we obtain. for any flat family of Lie-
algebras a Kodaira Spencer map. Theorem (3.10) of [La-Pf] carries 
over to the Lie-algebra situation, giving useful formulas for the 
dimension of the rigidifying components of the base of a miniver-
sal family of any Lie-algebra ~-
particular1 that the component of 
sian n{n-1), and is a closure of 
ad 
If ~ is semi-simple we find 1 in 
~ containing ~ has dimen-
an orbit of Gln(k)=Gl(~) iso-
morphic to Gl(~)/exp(~ ), ·see {2.2). 
Now, the Kodaira-Spencer map associated to the family 
defined above, induces a commutative diagram for every closed 
point tEH0 
t !!o,t 
A l {H0 ,/., :fw) 
"' Al (k,L{t) ;L(:!:_) 
where is the tangent space of H0 at t, and where we 
have put L{t)=L{F0 (t)). Here A{t) is the tangent map of the, 
not yet well defined, morphism l. This done, we shall prove the 
"Imbedding theorem" (3.1) in the following form; see {3.2). 
Let f be a quasihomogenous isolated plane curve singularity 
of the form k J. x + y • Suppose the dimension of the prorepresenting 
substratum H(f) is )2. Then there is an open dense subset 0 - u 
H0 {f) such that for every closed point tEU, the map A(t) is 
injective. 
of 
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In [M-Y] and [Y], Mather and Yau consider the correspondences 
of 1 f + k(~]/(f,~) = A (f) 
~ 
1 f + Derk(A (f)) 
1 They prove that A (f), as a k-algebra, characterizes the singu-
larity f, and they may, for low dimensions, prove that 
Derk(A1 (f)) is a solvable Lie-algebra. 
Even for very simple singularities like E6 , our L(f) is 
however different from Der{A 1(f)), and we don't see any immediate 
relationship between these two invariants. 
Notice also that for general singularities A1(k,X:OX) is 
not an algebra. 
At the end of §3 we give some examples of special cases where 
(3.1) fails. In §4 we finally include a list of invariants like 
the generalized Cartan matrix for some simple singularities. The 
last list should be compared with that of [Y]. 
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§1. Cohomology of Lie-algebras 
For the purpose of studying deformations of Lie-algebras we need a 
cohomology theory and an obstruction calculus, see [Lal ]. There is 
such a cohomology theory, due to Chevalley [c] and one knows how 
to define the obstructions we need, see [Ri], [Ra]. However we 
shall, never the less, in this paragraph, define "another" coho-
mology theory, that fits more naturally into our development of 
the deformation theory, as described in [Lal]. Of course we shall 
prove that the new cohomology and the old one c.o.incide modulo a 
change of degree, and apart from the fir~t few groups. 
Let us first recall the Chevalley-Eilenberg-MacLane 
cohomology of a Lie-algebra ~ defined on a field k, see [E-ML] • 
Consider the functor: 
0 
H (t~Jl-) ='l}-~ + k-mod 
0 Ql . 
defined by H (~,M)=MO={mEM I 'VoE~, c5 (m)=O}. Let Hi(~,M) be the 
"i-th derived functor", see [E-ML], applied to 
then 
usual 
the ~ -modul M. 
Hi(~ M) i > 0 is the cohomology of ~ _,;W;.;.;l.;;.. t.;;.h;;.;;_,..;.v.;;;a.;;;l;.;u;..;e;.;s;.......;i;;.;n;;;._...;M;.;. As 
there is an exact functor of complexes 
M + 
with, in this case, 
and differential 
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defined by: 
such that: 
Now, let S be any commutative ring with unit. We may consider 
the category S-lie of Lie-algebras defined over S and the full 
. -
subcategory 
free c:: S-lie 
--- -
[J]. Given any s-Lie-algebra ~ 
and an s-module M a structure of~-module on M is, of course, 
nothing but a homomorphism of S-Lie-algebras 
of the free S-Lie-algebras, see 
p: ~ + Ends (M) • 
We shall denote by 
~-~ 
the category' of ~-modules, supressing the reference to the base 
ring s. 
In the particular case where the S-Lie algebra ~ is free as 
an s-module, we may for any ~-module M extend the definition of 
the complex c. <<[t, M) above, simply by putting 
p p 
c (~,M) = Horns (~~,M). 
As above we denote by 
the resulting chomology. 
- 7 -
Associated to any S-Lie-algebra 4a there is the category 
free/<& 
of all morphisms of S-Lie-algebras 
S-Lie algebra, a morphism ~ of 
1.1.: F -+ <a where F is a free 
free/'& being a commutative 
diagram 
Consider the contravariant functor ~-+Der5 (~,M) 
category S-Lie by: 
defined on the 
Obviously this functor induces a functor 
and we define, just like in [Lal ], chap.2, the cohomology 
i 
A (S,~:M} = 
Notice that there is an s-module homomorphism 
defined by i(m)(o)=om, mEM, oE~. Notice also that if 1t:R-+S is a 
homomorphism of commutative rings such that (ker1t) 2 =0, and if 
there is given a diagram of morphisms of Lie-algebras 
~¥, 
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such that are flat S-Lie-algebras and are flat R-Lie-
algebras, the vertical morphisms 
on R, then if (jll and <jJ2 are 
that the R-homomorphism <!J,-<!J2 
v. being tensorization by S 
l. 
both liftings of <jJ we find 
decomposes into j•D•v 1 where 
D:~ + ~2 : ker"Jt is a derivation ~nd j:~ ® ker"Jt = ~ 1 ® kern: ... a· s 2 R 2 
is the obvious injection. With this done we may copy the procedure 
of [Lal] and obtain an obstruction calculus for the deformation 
functor of any S-Lie-algebra- (see [Lal], chap. 4). Before we 
sketch the results let's prove the following 
Theorem {1.1). Given any S-Lie-algebra ~ which is free as an 
S-module, and any~-module M, then 
(i) there exists an exact sequence 
i 
0 + H 0 (~,M) + M + A0 (S,~:M) +_ a1 (~,M) + 0 
(ii) there are isomorphisms 
e i ( Ql ) - Hi+l (Ol,M) i :A S, <.J'M + (J 
1 
Proof. (i) is a simple consequence of the definiti~n of H (d,M) 
using the standard complex c·(~,M). Recall that H (~,-)=0 for 
i>2, if ~ is a free-S-Lie-algebra, and consider the functor 
C"(-,M):{free/~) 0 + Compl. of S-modules 
p 
Since for every object o:F+~ in {free5 /~) 0 , c· (o,M)=Hom5 (~F,M) 
it is easy to see that 
q 
= Hom5 (lim(p) A~,M) 
{free/~) 
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where ~:(free/~) ~ S~mod is the forgetful! functor ~(o)=F. 
Using the Leray spectral sequence for AJ., · (see [La 1 ] , chap. 2) 
knowing that for o:F~~ surjective, the complex of s-modules 
ao 
ao 
ao 
ao 
+ + a 
F + + 
* 
F X • • • X ~ F X F F +~ + 0 + ~ <a + ~ ~ an+l a + a n 02 1 
is acyclic, we prove that l!m(p) ~=0 if P>l and ~;:ee;~~ ~. q (free/~) 
Notice that the functor A~ is not additive. Never the less we 
easily generalize the above, and we get 
p>l 
** p=O 
In fact, since ~ is S-free we may find an S-linear section 
of o. Define 
h:Fx ••• xF + 
~~ 
by h(f0 ,f1 , ••• ,fn)=(f0 ,f1 ,.o.,fn'h(fn)). Since 
1\ 
Q • ( £0 1 • • o 1 f • 1 • • • f ) = ( f 0 1 o e o f , 1 e o • 1 f ) We find that 1 1 n 1 n 
ho. = o.h 
1 1 
for i<n 
q q 
Applying As to * we observe that A5h defines a homotopy, or a 
retraction, proving that 
+ 
q 
+ + 
q 
+ 
q q 
A(Fx ... xF) + A{FxF) AF +A~~ 0 + ~ ~ + + ca + 
in acyclic. Now, since ~:(free/~) ~ s-mod is the forget full 
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functor, we know, see [La 1 ], chap. 2, that there exists a 
spectral sequence given by 
q 
= Hr(l!m(s) A~) => 
(free/F.) 
q 
l~m(r+s)A~ 
(free/~) 
where Fi=F ~-~F and F. is the complex *· Since F0 
&ot~i 
we obtain in exactly the same way as in ([La1 ], (2.1.5)) 
EO, 1 
= 0 . 2 
Since moreover: 
E1,0 
q 
= H 1 (AF.) = 0 2 
we conclude 
q 
l!mp ) A~ = 0 • 
(free/~) 
From this we easily obtain **· But ** implies that 
p=O 
p) 1 • 
is free, 
Consider now the spectral sequences associated to the double 
complex 
where we have put 
•+1 C~(-,M) = C (-,M) 
and where c"((free/~) 0 ,-) is the resolving complex for the 
functor lim • Since 
(free/~) 0 
for any free S-Lie-algebra 
= { Der8 (F,M) 
o. 
• 
q=O 
F 
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we find that the first spectral sequence of the double complex is 
given by: 
q=O 
q>l 
From what we just saw above we deduce that the second spectral 
sequence is given by: 
= : (c1 ( ,M) J { 
p • 
q=O 
This ends the proof of the theorem. Q.E.D. 
Now, using the Leray-spectral sequence, see (2,1 .3) and the 
subsequent Remark 1 of ~a1 ], we may easily compute the first few 
cohomology groups of ~ , assuming of course that ~ is given in 
terms of its structural constants. In fact, let {x. }, i=l, ••• ,n l. 
be a basis of ~ and let for 
n k (x . , x . ] = I C. . x. , 
l. J k=l l.J .K 
1 <i 1 j<n, 
k C •. ES • l.J 
Consider the free Lie-algebra F generated by the symbols x. l. 
and let j :F+ Qt be the Lie-algebra morphism defined by p (x. )=x .. 0 . l. l. 
Then J=kerj is generated as ideal of F by the elements 
n k 
f 0 • = (i . I X . ] - I c . . i. I 
l.J l. J k=l l.J K 
1 <i, j<n 
with ''linear" relations I c jl F. ·1 F . . =F1 containing the 
1 <1. 1 j<n l.J :L.J 
elements.: 
r • • k = (f • • 1 i. ] + [f 'k 1 i, ] + [fk , 1 i , ] l.,J, l.J K J l. l. J 
n 1 n 1 n 1 
+ I c .. flk + I c .kfl. + I c.. . fl. • 1=1 l.J 1=1 J l. 1=1-Kl. J 
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Proposition (1.2). With the notations above we find: 
1 
A (S,~;M} = Ho~(J,M)/Der 
2 A (S,~;M) = HomF(I,M)/Der 
When S=k is a field one immediately checks that the isomorphisms 
1 
a, 
H2 (~,M) (i} -A (k,~;M) + 
e2 
(ii) 2 - H3 (~M) A (k,~;M) + 
of (1 .1) is given as follows. 
(i) Let $EH2 (~,M) be given in terms of a cocycle 
fEHo~ (~A~M), then the map 
f . , + f ( X , AX , ) 
l.J l. J 
extends to an F-linear map J+M defining an element 
1 . 
~EA (k,~;M), such that e 1 (~}=$· 
(l..l..) Let ''·c.H3 (0\,M) b ' ' t f 1 ~~ 0 e g1.ven l.n erms o a cocyc e 
rEHo~ (~"f~,M), then the map 
r. 'k + r(x.AxjAxk) l.J l. -
extends to an F-linear map I+M defining an element 
2 -
pEA (k,~;M), such that e2 (p)=<V· 
It is now easy to construct the obstructions we need for the 
"obstruction calculus". In fact if ":R+S is a surjective homo-
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morphism of commutative rings with unit, such that ker~ 2 =o and 
if ~ is an S-Lie-algebra, flat over S, given, as above, in 
u 
k terms of its structural constants {c .. }, any lifting of 01 to R 
l. J (/'" 
-k 
must necessarily have structural constants c .. ER such that 
l.J 
-k k ~{c .. )=C ..• To see whether there is such a lifting or not, we pick l.J l.J 
-k -k k C .. ER satisfying ~(C .. }=C.. and consider the map l.J l.J l.J 
It extends to an F-linear map 
I + "J ~ ker~ 
defining an element 
Proposition (1.3). With the notations above, there exists an 
obstruction 
if and only if there exists a lifting of ~ to R, in 
which case the set of isomorphism classes of liftings is a 
1 
principal homogenous space (torsor) over A (S,~~~ker~). 
Proof. This follows immediately from the definition of a(~,~) 
above, together with {1.2). Notice that we may also copy the proof 
from that of ( ( 2 • 2 • 5 ) [La 1 ] ) Q.E.D. 
Copying the definition of cup-product from ((5.1.5) (La1 ]) we find 
a map, 
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defined as follows: Let I;EAl(k,'lJ;"J) be given in terms of an 
F-linear map k:J~ OJ such that h{f .. ) l.J 
n k 
= E h .. xk' then 
k=l l.J 
v~EA2(k,~;~) is given in terms of the F-linear map vh:I~' 
defined by: 
n 1 ~ 1 - - ~ ~ 1 - -
vh ( r. 'k) = h ( L hiJ' [i1 , ~] + L. hJ.k [x1 , x. J + 1.. Ilk. [x1 , x.] l.J 1=1 1=1 J. 1=1 J. J 
1 m - 1 m -
+ I c .. h 1kx + I c.kh1 . x \ 1 m -+ L. c_- . hl . X ) 1 l.J m 1 J J. m ,m ,m 1 -k.J. J m ,m 
\ 1 m 1 m 1 m 
L. (h .. hlk+h .khl. +h-. hl . ) X 
1,m l.J J J. --~J. J · m = 
which is nothing but the map e of Rim, [Ri]. 
Example 1. If ~ is the abelian n dimensional Lie-algebra then 
n{n-1) 
1 2 
A (k,t~Ji'5) = ~ = k 
n2 (n-1) 
2 
where N=*{generators 
is the quadratic map 
= kn•N 
r .. k}. The map 
.l.J 
{ k } {' 1 m 1 m 1 m } V h. . . • k = Lh .. hlk+h 'khl. +h-. h1. . . k l.J J., J I 1 J.) ) J. -l<:J. J J., J 1 1 ID 
Notice the similarity with the quadratic forms in the defining 
n2 (n-1} 
equations of the affine subscheme Lien ~ A 2 deduced from 
the Jacobi identities. They are easily seen to be 
n \ 1 m 1 m 1 m 1.. (c .. c 1k+c .kc1 . +c..-. c 1 .) = o 1=1 l.J J l. ~J. J i,j,k,m 
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where we as usual have assumed char k * 2 and 1 1 C .. =-C .. for all ~J J~ 
i,j,l. This is, as we shall see a particular case of a general 
result (2.1) about the structure of the formal moduli of any Lie-
algebra. 
Example 2. If ~ is semisimple it follows from {1 .2) that 
Al(k,~;~)=O which is a classical result. In fact 
all i>1, and compare {1.1). 
§2. Deformations of Lie-algebras, and local moduli. 
As above we denote by k a fixed field, by R,S,etc. 
for 
commutative k-algebras. We shall also, as usual, denote by 1 the 
category of local artinian k-algebras with residue field k. Given 
any k-Lie-algebra 
DefOJ. 
is defined by 
bJ- the deformation functor 
1 -+ Sets 
is an S-Lie-algebra free 
as s-module}/-
where is the equivalence relation defined by: ~-~· if there 
exists a commutative diagram 
X 
where x is an isomorphism of S-Lie-algebras. Now, using the 
obstructions a(~,~5 ) and the Proposition {1.3) we may proceed 
exactly as in the proof of (4.2.4) of [Lal] to obtain the 
following apparently well known result, see [Ra], [Fi]. 
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Theorem ( 2. 1 ) • Suppose OJ is of finite dimension and put 
i i A =A (k,~:,). Then there exists a morphism of complete local 
k-algebras 
such that putting i i* 1\ T =Sym(A ) , 
is a prorepresenting hull for the functor Def01 • Moreoyer (J 
r:f' 
maps the maximal.ideal ~2 of T2 into the square 2 ~1 of 
the maximal ideal of Tl • The dual of the resulting map 
v : 
deduced from the quadratic map v:Al+A2 of §1. In particular 
the tangent space of the formal moduli A §pf(H ) of "J is 
isomorphic to Al (k,DJ;?). 
Example 3. It follows from Example 1 and the above theorem that 
the completion of Lie 
-n 
at the origin is isomorphic to the formal 
of the abelian Lie-algebra n k • Moreover the 
(Lien)-Lie-algebra cln with 
Lie = k [ c~ . j . < • I ct. 
n 1J .1. J 
where ~-z., is the ideal generated by the quadratic forms of Example 
1, is defined by the structural constants 
-k {c .. } 1J 
where -k c .. 
~J 
is the class of 
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k 
c .. 
~J 
in Lie • /.. 
n n 
is therefore an 
"algebraization" of the universal formal family defined on 
a"(kn). 
Given any k-Lie-algebra ~, there exists by (2.1) a formal 
1\ 1\ 
versal family, i.e. an 1\ • b H -L~e-alge ra 'lJ , flat as H -module and 
such that 1\· OJ ®k =t;j· 
- H 
Pick any basis {x;}~=l of as free 
1\ 
H -module and consider the corresponding structural constants 
{8~.}. Consider the (finitely generated) k-subalgebra H of 
~J 
1\k • "; 2 generated by the C ..• S~nce by construction H ~ , where m l.J is 
the maximal ideal, must be generated as k-algebra by the images of 
8~., it follows readily that the completion of H w.r.t. the l.J 
1\ 
ideal ,!!!nH, is H • Let t1J. be the H-Lie-algebra defined by the 
1\k -
structural constants C.,, then (H,~) is an algebraization of the 
l.J d 
1\ 1\ formal versal fandly (H , c:;>. Thus we have proved the following, 
Lemma ( 2. 2) • For every k-Lie-algebra dJ- there exists an 
algebraization of the formal versal family (H",~). 
t 
Compare (2.2) to the condition (A1 ) of §3 [La-P£]. 
We shall now apply the technique of [La-Pf] §1-3 to the study 
of Lie-algebras. 
First we have to introduce the Kodaira-Spencer map of an 
S-Lie-algebra flat as an s-module,~. Following, word for word, 
the construction of the Kodaira- Spencer map of §3, loc.cit. we 
obtain an S-linear map 
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given explicitly by: 
-k 
Let ~ be given in terms of its structural constants 
put 
C .. ES1 and ~J 
F .. 
~J 
n -k - -
= [x . I i . ] - L c . . xk E J ~ J k=l ~J 
- - ~ -
where j:F+~ is a surjective morphism of a free S-Lie-algebra F 
- -onto OJ 1 mapping the generators x. onto the basis 
J. 
and j=ker j. We know by (1.2) that A 1 (S,~;~) is a quotient of 
-and that F .. generate J. Let DEDerk(S), then g{D) 
l.J 
is the element of A 1 {s,;:~) determined by the homomorphism 
j+jgiven by D(F .. ) n -k This is, F .. ~'+ = -I D(C .. )xk. map by l.J l.J k=l l.J 
construction, such that for any closed point sES if ~ (s) is 
-the fiber of OJ at .!• the following diagram commute, 
g 
A 1 (S,~ :; ) DerkJS) + 
.j. .j. 
t + A 1 (k,;(,!) :j (,!)) s,!. g(!_) 
where g(!_) is the canonical map given by the formal family 
1\ - 1\ (S ,~®S ). If S=H is an algebraization of the formal moduli of~ 
!. tt8 .! cr 
_,... 
~ and ~ is the corresponding versa! deformation, then as in 
(3.3) and (3.5) loc.cit. we deduce that the kernel V of g is 
a sub k-Lie-algebra of Derk(H) and that 
V ~ k = Der(c:J)/Der1 
-
where Der1 is the image of DerH(~) in Der(,). If the generic 
fiber of every component of H is rigid and complete, we find 
that ad · ad Der 1 = "J . In general we may only conclude that 'fl. cOer 1 • 
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Theorem (2.3). Let ~ be any k-Lie-algebra. Then the algebraiza-
- A A 
tion (H,~) of the formal versal family (H , cg) is locally 
formally versal in the sense of (3.6) [La-P£]. 
Proof. We have to prove that there exists an open neighbourhood U 
of the base point such that for every closed point tEU, the map 
g(t) in the diagram 
g 
A1 (H,;;;) Derk(H) ~ 
"' "' 
tH,t ~ Al (k,;(t} ~~{t)) g(t) 
is surjective. 
Now, since we know there exists a map, 
a:: H ~ Lie 
-n 
such that the pull back of I., 
n 
- A A 
is ' , and since ( H , OJ ) is 
formally versal, we find using M. Artini approximation theorem, an 
etale neighbourhood E of ' ELien and a diagram of morphisms 
~ 
E ~ H 
i "' /a. 
Lie 
-n 
such that i*(~n}=~1i· Let U=im~ and let tEU be a closed 
point. Pick a point ~'EE s.t. ~(t')=t. Consider the Lie-algebra 
- A ~(t), and its formal moduli H (t). By definition, we know that 
A 2 1 - - * H (t)/~ = k$A (k,W{t);~(t)) , where m is the maximal ideal of 
A - A -H ( t) • Denote by ':J {~) 2 the "uni versa!" deformation of tg. { t) to 
A A 
H (t)/!!!2 • There is a morphism y: Spec(H (t)/!!!2 ) ~Lien such that 
i is etale there is a morphism 
such that the following diagram commutes: 
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Spec(k(!')) ~ 
* *- - 1\ But this implies that 6 ~ ~ =~(t) 2 , and in particular, the 
tangent map induced by ~oo, 
must be injective. But this map must be a section of the func-
torial map 
which is therefore surjective. QED. 
Compare the above result with condition (V) of §3 [La-Pf]. 
Applying {3.10) of [La-Pf], we now obtain the following result: 
Proposition (2.4). Let tg 0 EH be a nonsingular point correspond-
ing to a rigid Lie-algebra. Then the component of H con-
taining ~ 0 is of dimension 
dim Der(~) - dim Der<f0 > 
Proof. It is clear that there exists a non singular curve C 
mapping into ~, the image of which contains *, the point corre-
sponding to ~ , and ~ 0 • Since 'rJ 0 is a nonsingular point of H 
it £allows from (3.10) loc.cit. that the dimension of the compo-
nent containing 10 is 
dim(Der(~)/Der~,) 
where Der , is the Lie 
1& 
ideal of Der('J) consisting of those 
-derivations that lift to the pull back 1/c of 
' 
to c. But, as 
a c-module Derc<1c)=Der(~0 )fC since this holds on an open dense 
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subset of C, and since is flat on c. Now Der = 1t' 
Derc<~c)~k = Der{~0 ) and the Proposition follows. Q.E.D. 
Now consider the case ~ =kn, the abelian Lie-algebra. The family 
~ defined on Lien is miniversal. In fact, by Example 3. 
(Lie ,QC ) is an algebraization of the formal versal family of 
n n 
3o=kn and by (2.3) it is formally versal in the sence of Defini-
tion (3.6) of [La-Pf]. It is therefore tempting to try to carry 
over to this situation the treatment of §3 in [La-Pf]. Recall that 
there are the basic assumptions (V'), which are not satisfied in 
the case of Lie-algebras. In particular 
singular. 
Lie 
-n 
is far from non-
In fact the scheme Lie is highly complex. There are many 
-n 
components, some of which are non-reduced. There are examples of 
rigid Lie-algebras ~ that are not semisimple, see f.ex. [Ri], 
and there are examples of algebras with artinian formal moduli 
(unfortunately also called rigid in the literature), see [Ra] 
where one also finds an example of an algebra ~ with vanishing 
cup products, but which, never the less, has an artinian formal 
moduli. In this case the higher Massey products must therefore be 
nonzero, see [Lal] (4.3). Notice that, to every Lie-algebra 
with an artinian formal moduli, there is a component of Lie 
--n 
which is non singular if and only if A1 (k,~;~)=O, i.e. if and 
only if ~ is rigid, but otherwise generically non reduced. 
However, in this case it is clear that V=ker g is generated 
by the image of LieGl (k)=gl • Since 
n n 
exists a stratification {s } of Lie 
-"t -n 
geometric quotients 
gl is reductive there 
n 
invariant under gl , and 
n 
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M = S /gl 
-~ -~ n 
Moreover if tES 
- -~ 
is a closed point then necessarily 
• • A d1m M~ ( d1m H0 where is the prorepresenting substratum of 
-
1\ 
the formal moduli of~= ~(t). Recall that H0 has a tangent 
space, contained in that of HA, which is 
As an immediate result we therefore obtain, 
Proposition (2.5). The cqmponent of 
dimension less or equal to 
Proof. We only have to recall that 
acts on via L(~). 
M 
-~ 
containing ~ has 
L(~)=Der(~)/Der 1 , and that 
QED. 
§3. Local moduli for isolated hypersurface singularities, and the 
imbedding problem. 
The purpose of this § is the proof in a special case of the 
following conjecture, 
Conjecture (3.1) (The Imbedding Theorem). Let fEk[~] be an 
isolated hypersurface singularity, and let H0 be the pro-
representing substratum of H. Denote by ~ the flat family 
of H0 -Lie-algebras 
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where V is the kernel of the Kodaira-Spencer map of the 
versal family F of f. Then for every closed point tEH0 , 
the Kodaira-Spencer morphism of the family ~ induces a 
commutative diagram 
and, except for some special cases of low dimensional a 0 •s, 
there is an open dense subset U = a0 such that A(t) is 
injective for all tEU. 
There are exceptional cases. In fact A(t) is constant for 
f=x4+y 4 and for f=x3+y 6 • However in both cases dim H0=1. _ 
At the moment we are able to prove the following. 
Theorem (3.2): Let k ,t f=x +y be a quasi-homogenous plane curve 
singularity. Suppose the dimension of the prorepresenting 
substratum H0 = H is )2. Then there is an open dense subset 
U of a0 such that whenever t is a closed point in U 
the map A(t) is injective. 
Proof: Let I={{a 1 ,a2 )EZ~jOca 1 <k-2,0~a 2<1-2}, I 0={~EII 1~1=1 }, 
where l<a1 ,a2 )1 = a1 /k + a 2/1. Then H=k[ta]aEI' H0=k[t~]~Eio 
" 
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and F0 = f + I t x~ is the miniversal family F restricted to 
aEI ~ 
- 0 
!!o· 
Since the fibers of ae = V ® H0 are L(F0 (t)} -see (La-Pf] -it 
H 
follows from (§4,loc.cit.] that ~ is the Lie-algebra given by 
where 
nous we 
Ker 
F• 0 
Ho [[x,y J j I aF oF ~ Ho [ [x,y ]~oF oF It 0 0 0 0 
. ( ax' oy } . <ax-, oy ) 
F0 • is multiplication by F 0 • 
find ef.. ::: Ho [ [x, Y]] loP oF • 
lr~ o o 
Since F0 is quasihomoge-
If !! a., x!EJ!,, then 
'ax' oy ) 
Now there is an open neighbourhood u0 of 0 in H0 such that 
is a basis for ;£, locally on u0 , see [§4 loc.cit. ]. Then, for 
~,_fEI_ we have 
where 
unless 
c~~EH0 • Notice that, since ~ 
lrl=l~l~lll· ~n particular, if 
otherwise 
is a graded H0-module, cL =0 ~~ 
_!+fEI, then 
For tEU0 , m and m0 EQ, define Lm to be the subspace of L(F0 (t)) 
generated as a vector space by {dai~EI, l~l=m}, and put, 
L is an ideal in L (F0 ( t)). ;>mo 
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We shall consider the H0-Lie-algebra I 1L(xk+y~), the fibers of 
which are "1L(F0 {t)). We may assume k.r;~, then C:lL(F0 (t))=L)l/~. 
From now on, denote ~ 1L{F0 {t)) by ~(t). 
Notice that is generated as a vector space by 
For tEU0 we may express the Kodaira-Spencer map at t as 
An element in A 1 (k,~(t),~(t)) is represented by a homomorphism 
of F-modules TJ :j. +' ( t) , where F is the free k-Lie-algebra 
generated by {~ai~EI*=r,{o}}, ~:F+~(t) is given by ~<~a)=da 
and J. is the ideal of F generated by 
Then, if oEDerk (HoI k ( t)) its image in A 1 (k,~ ( t) I~< t)) is 
represented by th~ F-homomorphism given by 
.!.d!. E I* 
Furthermore, A(t)(o) is zero iff 
{3.3) 
for some derivation D:F+f(t). Of course, any derivation D is 
* determined by the images D ( ~ ) =v in d'f ( t) , _a: E I • Suppose D 
a a 4" -
satisfies (3.~). Substituting [~a'~A]- I c~A~~ for faA we find 
- .t:. 1. E I .:.t:.. .:.t:.. 
(3.4) 
where v =D(~ ). Now a closer examination shows: 
ex a 
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Lemma 1: If D is any derivation satisfying (3.3}, then 
* D(~~)EL)J~J v aEI 
* Proof: If ~+~EI , then f~=[~~'~!J-<1!1-1~1 )~~+!' Xa~=O. In this 
case, (3 .4) reads 
Since [L)I~I'L>I!I] = L)l~l+l!l we only need to prove that 
vaEL)l~l V ~EJ, where {daj~EJ} generate ~(t) as a Lie-algebra. 
Using the equations (3.5), this is straightforward computation, 
which we shall leave to the readerc QED. 
Recall that, on u0 , c~=O whenever lr.l*l~l+l~l· Hence 
* A~ELI~I+lfl v ~,!EI • 
Thus, we obtain the, 
Corollary: Suppose A a=D(fn~) for some derivation D. Then 
a... ~. 
there is a derivation D' such that 
Proof: if 
1 ) 
2) 
D'(f ) =A V ~,!EI ~ ~ 
D' (~ )ELl J 'V aEI a a -
- -
* 
D(~ )=v 0 +W 
a a a' v'ELI I' w ELI I' define a a a > a 
- - - -
D' (~ )=v' • 
a a 
D' by 
Q.E.D. 
Our aim is to prove that if A(t)(6) is the restriction of some 
derivation D:F~~(t), then 6=0. By the corollary, we may assume 
D(~ )=v ELl I V aEI*. We may write 
a: a a -
- - -
an bn f=x +y , where a<b, a and 
b are relatively prime. For any ~Ez2, let a =a+{a,-b), 
-+-
~-=~- (a, -b) • 
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From now on, let D be any derivation satisfying (3.3}, 
D(~a)ELI~I· Let va=D(~a>· Then, in particular, we may express the 
terms 
v(1,0) and v(0,1) as linear combinations of the genera-
1 1 
respectively. tors d of weight k' ..t' a 
Now for each weight 1 1 there only elements k' ..t are one or two 
a= (a 1,a2 ) in I, the number depending on k, ..t. In any case we 
may write 
(3.6} v(l,O} = a22d(l,O) + a21d(1,0) 
v ( 0 , 1 ) = ·a 1 1 d ( 0 , 1 ) + a 1 2 d ( 0 , 1 ) + 
where the aij•s are unknown scalars. Notice that if b>2, then 
(0,1)+ * z2+' in which case a 12 is necessarily o. If, in addi-
tion, a>2 (a(b), then a 12 
mind, we·have 
and 
Lemma 2: Let D be as prescribed, aij 
Let 
i) * 0 ~EI or o:2•a12 = 
and ii) a ei* 
-
or al •a21 = 0 
Then 
are both 0. Bearing this in 
as in ( 3 • 6 ), i, j = 1 , 2 • 
Proof: Once again, it suffices to prove the formula for ~EJ, 
where {dai~EJ} generate ~(t) as a Lie-algebra • If L = 
(y 1 ,y2 ) satis-fies the conditions i) and ii), one easily sees 
that either IEJ, or y=~+!, where 1~1*1!1, and ~~! satisfies 
i) and ii). In the latter case, by (3.5) 
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Since l~l, 1!1<121 we may argue by induction on III, obtaining 
1 . 
v2 = 1~1-1!:.1•( [a;2•a12df4+(a;2•a,1+li,•a22)da;+a,•a2ld!:_,dli_] 
+ [d.!, ~2'-ai 2d4 +( ~ 2 •a,, +~ 1 • a22·}di!. +~ 1 •a21 dL]) 
= 'Y 2 • d4 + 'Y 2 • a,_ 1 +y 1 • a22 ) dl. + 'Y 1 • a21 d.L. 
(since y.=a.+~., i=1,2~ [d ,dR. ]=(d ,dR ]=d and · [d!:._·,d~]= 
1 1 1 !4 ~ ~ ~+ 1+ ~ 
Proving the formula for aEJ is a rather straightforward matter, 
though the explicite calculations depend on k, l. A typical 
example of the calculations involved is given by the case f{x,y) 
n n 
= X +y : 
Consider, by (3.5), the equations 
[v(1,0)'d(0,2)]+(d(1,0)'v(0,2)] 
[ V ( 0 1 1 ) I d ( 1 1 1 } ]+ [ d ( 01 1 ) IV (1 1 1 } ] 
1 
= -•v n {1 ,2) 
1 
= -•v n (1,2) 
Express the V IS 
a; in terms of the generators d , then compare a; 
coefficients. The other equations are similar. 
In fact, this step is where the condition dim !:!o > 2 is needed, 
restricting the "smallness" of k, l. 
Q.E.D. 
For any _!,_[EI * and any derivation D we have 
Choose ~~! such that the formula of Lemma 2 holds. Then 
(3.8) 
- 29 -
(Notice that 
Now one easily checks· that for any * IX '~ EI 
-.r --.r. 
satisfying Ia 1*1~ 1, a+~ =y and v" ,v~ as in Lemma 2. Write 
-1. -1. 1. -1. - ~r. ..t:.l. 
a = ( cx1 , cx2 ), ~ = ( ~l , ~ 2 ), then by ( 3. 5) 
-y 1. y l. 1. l. 
(3.9) 
Combining (3.8) and (3.9) we obtain 
(3.10) 
I { [ I 
J.EI cSEI 
Recall that c.l. =0 ~ unless l~l+l~l=lrl · Hence Ill +~ l=lyl= -l_ -.I. I-_ 
1~1+1!1 for each term in the sum, and we calcu~ate 
Therefore, the second term of the right hand side of (3.10) is 
We started by assuming that D is a derivation such that 
0 
a = 1 u -EI z at !. 0 - z 
If 
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is given by 
(3.11) 
Comparing coefficients for each d~ we find, by (3.10), (3.10.1) 
and (3.11) that the equations (3.3) turn out to be nothing but a 
homogenous system of linear equations in a 12~a21 ,(a11 - ~a22 > 
and { u z I z E I 0 } • 
We shall choose suitable equations and compute the determinant of 
the resulting square matrix 
M = 
In fact, we only need compute this determinant modulo (t )2 
a 
show that the first-order term is non-zero. Choosing equations 
carefully, we find 
det(M) equals 
~11 
det 
.. 
-~sl 
-
where ~jl is the 
~. 1 (0}=0, j=l, ••• ,s, so that, modulo J -
~12(0} ••• ~ls(O} 
. 
$s2(0} • • ·~ss (O) 
first-order term of ~j 1 • 
To compute the latter matrix, observe that by (3.10), (3.10.1) 
and 
and (3.11), the coefficients ~.. are simple polynomials in the l.J 
c~~~s and their partial derivatives. Finally, notice that for 
t = 0, .L(F {0)} = L(f). Since, in L{f} 
- - o-
[d , d ] = 0 
.! ~ 
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if ~+~ f I 
we conclude that the structural constants 
modulo (t ) whenever _!+i f I. 
a 
c'~ in~ are ~ 0 
Taking advantage of this fact, we may use the fundamental rela-
tions 
in 
to read off the first-order term of any r. c~ . ." 
Since dim!!o)2 there are 3 cases to consider: 
1 ) f n + n n)5 = X y 
2) f n + an n)4, a)2 = X y 
3) f = xan + ybn n)3, 2<a<b, (a,b)=l 
In the second case, the expression (3.10} is simplified by the 
fact that the variable is necessarily 0, whereas in case 
3), a 12= a 21 = 0 (recall the discussion preceding Lemma 2). 
Hence, the explicite equations (even the number of variables in-
valved) differ slightly in each of the three cases. 
For this reason, it turns out more convenient to consider each 
case separately. 
n n Case 1): f(x,y)=x +y, n>S. 
In this case, H0=k[t2 , ••• ,tn_2 ], dimH0=n-3 
Fo = xn + n + t n-2 2 + t n-3 3 + + y 2x y 3x y ••• 
i) 
(3.12) 
ii} 
1 oFo 
-·-= n ox 
1 aF 0 n-1 
-·--= y + n ay 
2 n-2 t 2x y n-
In 
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2n-5 B, the only monomials of weight --;- are n-2 n-3 X y n-3 n-2 X y 
2n-5 Any other monomial of weight n may be expressed as an H0-
n-2 n-3 n-3 n-2 X y 1 X y : linear combination of 
l=0,1, •.. ,2n-5 
For l*n-2,n-3 Ql and xlE(t 2 , ••. ,tn_2 }. Using (3.12) i) and ii) 
we find that, modulo {t 2 , ••• ,tn_2 >2 
(3.13) Q 
n-4 
k-3 
= - ~n+3-k , k=S, ..• , n 
Q = k k=O, ••. ,n-5 
Finally, of course- on_2=xn_3=1, 
0n-3=xn-2=0. 
Using (3.13) we 
eel 
derivative -et. 
~ 
may also find the constant term of each partial 
exl 
I~· 
~ 
Next, notice that, on u0 , 
( n-3-k k n-2-l l] 1 n-2 n-3 1 n-3 n-2 
x Y ,x •y = ~2n-5-k-lx Y + iiX2n-5-k-lx y 
Hence, in the F-ideal ~ , 
(3.14) f( )( ) = [6( ,6.( )] n-3-k,k n-2-1,1 n-3-k,k) n~2-l,1 
1 1 
- nQ2n-5-k-1A(n-2,n-3) - nX2n-5-k-1~(n-3,n-2) 
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In 91t), write A=d , B=d (n-2,n-3) (n-3,n-2) 
v (n-2,n-3) 
In this case, is generated as a Lie-algebra by d( 1 ,0)' 
d ( 0 , 1 ) , d ( 2 , 0 ), d( 1 , 1 ) , d ( 01 2 ). Then ( 3. 6) reads 
where each 
v(l,O} = a22d(1 1 0) + a21d(0 1 1) 
v(O,l) = alld(O,l) + a12d(~,O) 
a .. is an undetermined scalar. l.J 
We shall examine the system of linear equations arising from the 
equations 
where 1~1 n-3 = -n, 1!1 = n-2 -n 
By (3.10) and (3.11), the structural constants in ~ involved in 
these equations are just the functions in H0 which we have 
denoted by Q..t,x..t• 
Now if ~,fEI, 1.!!1 n-3 = --n , 1!1 = n~2 then 
a= (n-3-k,k), ! = (n-2-..t,.R.) O<k<n-3 
O<.R.<n-2 
By (3.14), 
D(f ) {n-3-k,k)(n-2-..t,..t) = [d(n-3-k, k) 1 v (n-2-..t 1 .R.)] 
+[v(n-3-k 1 k) 1 d(n-2-.R.,..t)] 
1 1 
n°(2n-5-k-..l)VA - nx(2n-5-k-..l)VB 
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Obviously, v(n-3-k,k) and v(n-2-~,~) are given in terms of the 
a .. ·• s by Lemma 2. Although the formula of Lemma 2 does not apply 
~J 
for vA,vB, we may still use (3.5) to get the following 
expressions: 
vA =. [(n-3)(a11 H2n_1 a 12 )+{n-2)a22 ]•A 
+ [(n-3)xn_1 a 12+(n-2)a21 ]•B 
(3.15) 
vB = [(n~3}Qn_4a21 +{n-2)a12 ]•A 
+ [(n-3}(a22+xn_4a 21 }+(n-2)a11 ]•B 
Substituting for v v v (n-3-k,k)' {n-2-~,l)' A and vB, by another 
simple calculation we finally obtain 
{(k+l+3-n)•C2n-5-k-i•(a11-a22) 
+ [(k+..t) •Q2n-4-k-~ +( 3-n) •Qn-1 •Q2n-5-k-~ +( 2-n) x2n-5-k-~] ·a,2 
(3.l6) +[( 2n-S-k-~)·C2n-6-k-~+( 3-n)•Qn-4·x2n-5-k-1]•a21 }A 
where 
+{(k+1+2-n)•x2n-5-k-~·<a,,-a22} 
+[(k+l)•x2n-4-k-~+( 3-n)•xn-l•Q2n-5-k-~]·a,2 
+[{ 2n-S-k-l)x2n-6-k-l+( 2-n)Qn-4+( 3-n)xn-4·x2n-5-k-l]a21}•B 
A=d I B=d . (n-2,n-3) (n-3,n-2} 
At this stage, a simple sketch of I c z! might be helpful to 
illustrate what we are really doing: 
-3ttB-
Fig. 1 £(x,y) = xn + yn (n•1o) 
' "'- • • • • 
I~ ·~ • • • 
'\... 
• 
' 
• • 
' • • 
'""'" • ' 
' 
• 
In the diagram, each generator 
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d of weight w 
a 
the integer point a in I* lying on the line 
is represented by 
Furthermore, for any *" ~~~ E I , 1~1 * 1~ I, the Lie product 
is represented by the point ~+~ of weight 1~1+1!1. 
(The example shown is 10 10 f(x,y) = x +y ) 
Finally, we notice that if 
(3.17) n•A. 
n-3-k,k)(n-2-1,1) 
then 
Consider the system of linear equations in (a11 -a22 ), a 12 , a 21 , 
u 2 ,u3 , ••• un_2 arising by comparing coefficients in the equations 
n•(D(f(n-4,1){0,n-2)) A.(n-4,l)(O,n-2)) = 0 A-component 
B-component 
n•(D(f(O,n-3)(n-4,2)) - A.(O,n-3)(n-4,2)) = 0 
n•{D(f{n-3,0)(n-2-1,1)) - A.(n-3,0}(n-2-l,l)) = 0 A-component, 
.t=O, ••• ,n-4 
B-component 
If we consider the nxn coefficient matrix associated to the 
resulting system of equations, then each entry in the first column 
is 0 modulo (t 2 , ••• ,tn_2 }. Hence, if the matrix is 
M = 1~11· ··~lnj 
cj) 1 ••• 41 
n nn 
.. 
• J ~ •' •• ' 
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then the first order term of det(M} is the determinant of 
where $ .. =$ .. [::11 ~12 (O) • ··~ln (O)] M = .l.J .l.J 
~n1 ~n2(0} .•• ~nn(O) modulo (t2' ••. ,tn-2}2 
Computing M is easy, using (3.13}, (3.16} and (3.17}. We 
2(2-n)t 0 0 0 0 0 0 (n-2) 
n-2 . . . n n 
0 (n-1} 0 0 0 . . . 0 0 0 
0 0 (n-1) 0 0 . . . 0 0 0 
- 2(n-2}t (n-2) M = 0 0 0 • . . 0 0 0 n 2 n 
3(n-3)t 0 0 0 (n-3) 0 0 0 
n 3 n . . . 
• 
• 
(n-3)3 
0 3 0 t 0 0 0 0 . . . 
n n-3 n 
(n-2)2t 0 0 0 0 0 0 2 
n-2 . . . -n n 
and det(M) (n-1)2•(2-n)•(n-2)1 •t which obviously is = 
0 (n-3) n-2 
when n>S. 
n an Case 2): f(x,y)=x +y , n>4, a>2 
In this case, H0=k[t2 , ••• ,t0 _ 1 ], dim~0=n-2 
F = xn+ yan n-2 2a + t n-3 3a 0 + t2x y 3x y + ••• 
(n-1}a 
+ t 1 xy n-
find 
nonzero 
oF o n-'1 
•-= X + 
ox 
1 (n-2)t n-3 2a n-3t n-4 3a + + lt (n-l)a_0 
n 2 X y + n 3 X y • • • n n-1 y -n 
oF 1 0 an-1 2 n-2 2a-1 3 n-3 3a-1 n-1 (n-l)a-1 
an·oy =y + nt2x y + ~3x y + .•• + -n-tn_,xy =0 
are the fundamental relations in~. 
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On 
There is one monomial in B of weight 
is a local basis for 
2n-3 
--n-, the one being 
n-2 a(n-1) 
x y . Arguing as before, for k=0,1, ••• ,2n=4 
k (2n-3-k)a n-2 a(n-1) 
x y = Qk•x y 
where QkEH0 , QkE(t2 , .•• ,tn-l) for k*n-2. In fact we easily see 
that, modulo (t2 , ••• ,t0 _ 1 ) 2 : 
Q = - (.R.-2 )t , 0 3 4 2n-.R. n n+2-.R. A=' , .•. ,n 
(3.18) Q = 0 , Q = 1 
n-1 n-2 
n = - (n+2-.R.)t fi-3 n ~'n-.R. n n+2-.R.' A-, .•• , 
As noted earlier, (3.6) now reads 
v(l,O) = a22d(l,O) + a21d(O,a) 
v ( 0, 1 ) = a, 1 d ( 0, 1 ) 
that is, a 12 in the general formula is zero. Furthermore, ~(t) 
is generated by d(O,l)' d(l,O)' d(0, 2 )' d( 2 ,o)" 
Let A=d , v =v • This time, we shall {n-2,a(n-1)) A (n-2,a(n-2)) 
consider the equations 
D(f(n-k,(k-2)a(n-.R.,(.R.-l}a)) - A(n-k, (k-2)a)(n-.R.,(.R.-1}a) = 0 
for_ k,.R.=2,3, ••• ,n. 
The situation is illustrated in Fig. 2. 
The computations are similar to the calculations in case 1}, only 
simpler. By (3.5) we get 
Fig.· 2 
·316-
f(x,y) = xn + yan 
\ 
\ 
\, 
\ 
"' t \ "'-
/ " \ Y\- \ 1.-J\·""-~ \tf..\:: -~-- , .. - Y\ 
- V\, ' 
_(n=6 , a=2) 
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Using this we find, for 2~k,l~n: 
n•(D(f(n-k, (k-2)a)(n-1,(1-l}a)) - A(n-k, (k~2)a)(n-1,(1-1)a)) = 
{(l+k-2-n)a2n-k-!•(a•a11 -a22 > 
+[( 2n-k-!)C2n-k-1+( 2-n)Qn-3°2n-k-!]•a21 
• u2- ••• -
So each pair (k,!) yields a linear equation in (a•a 11 -a22 ), a 21 , 
Consider the equations 
n•(D(f }-A ) =0 (0, {n-2}a) (n-4, 3a) (0, (n-2)a) (n-4, 3a) 
n•(D(f(n-2,0)(n-!,(!+l)a)-A(n-2,0)(n-1,(!+l)a))=O, !=n-l, ••. , 3 , 2 
n• (D(f )-A ) =0 
. (O,{n-2)a)(n-3,2a) (O,{n-3)a)(n-3,2a) 
We compute the first-order term of the determinant of the 
coefficient matrix as before. We find 
(2-n)2t 0 0 0 0 (n-2) 0 . . . 
n n-2 n 
0 (n-1} 0 0 • . . 0 0 0 
M = 2(n-2)t 0 n-2 0 0 0 0 - 0 . • n 2 n 
3(n-3) 0 0 n-3 0 0 0 n l3 - . . . n 
.. 
e 
(n-2)2 0 0 0 2 0 t 
n-2 ·0 . . . n n 
( 1-n) t 0 0 0 0 0 n-1 . . . -n n-1 n 
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This time, det(M) = (2-n)•(n-1) 2 •(n-2)1t 
n-2 n-2 which is nonzero for n 
Case 3): f=xan+ybn, n)3, 2<a<b, (a,b)=l 
The third case gives H0=k[t1 , •.• ,tn_1 ], dimH0 =n-1 
a b(n-1) 
t ,x y 
n-
1 
an 
oF0 
·-·-ox 
1 oFO 
--·-= bn oy 
an-1 n-1 a(n-1)-1 b n-2 a(n-2)-1 2b 
= x + -o-t1 x y + -n-t2x y + ••• + 
' 1 a-1 b(n-1} 
+ -t ,x y 
n n-
bn-1 + lt a(n-1) b-1 + 2t a(n-2) 2b-1+ + y n lx y n 2x y ••• 
On u0 , the monomial of weight 
an-2 b(n-1) 
2 _ (2+a) 
an 
in the chosen basis is 
X y • 
Any monomial of this weight may be expressed 
ak-2 b( 2n-k-l) X y "· an-2 b(n-1) = "' •x y k 
Once again, we shall only need to know Qk modulo {t2 , ••• ,tn_1 ), 
We find 
c n-k l<k<n-1 
n+k =-~' 
(3.19) Q = 1 
n 
Notice that in this case 
v(l 10) = a22•d(l10) 
V ( 0 I 1 ) = a,, e d ( 0 1 1 ) 
( Cfr. ( 3. 6) ), so that 1 for 
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For. k,1=2 1 3, ••• 1 n consider the equations 
ak=(ak-a-l,(n-k)b) 
f 1 =(a1-a-l,(n-1+1)b) 
(A look at Fig. 3 might be more enlightening.) 
Straightforward checking shows that, in terms of 
If we choose the -equations given by 
.-. 
k = 21 1 = n-2 
k = n, .l = 3,4, ••• ,n 
k = 21 1 = ,n-1 
the resulting matrix M is 
2(2-n)t 0 0 0 0 n-2 0 
n-2 . 
. . 
n n 
1 • (1-n) n-1 0 0 0 0 0 n tl . . . n 
M 2•(2-n) 0 n-2 0 0 0 0 = n t2 . . . n 
• 
e 
(2-n)2t 0 d 0 0 2 0 
n-2 . . . n n 
(n-l)t 0 0 0 0 0 n-1 . . . -n n-1 n 
-
Since det(M) (n-1) • (2-n) • (n-1)! M obviously = •t 
n-1 n-2 
n 
rank for n)3. 
= 0 
has maximal 
Q.E.D. 
. I 
~ 
-lioS-
f(x,y) = xan + Ybn 
l~ I: I - Q. i 
-o.n 
(n=4 , a=2 , b=3) 
l- ..!_ 
a.V'\ 
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Having proved Theorem {3.2) for dim a0>2, we may ask ourselves 
what happens in dimension 1. We shall not try·to answer this 
question in general, although this might possibly well be done. 
However, for each particular quasihomogenous f such that 
dim !!a = 1, one may easily compute the deformation ,;:e and in fact 
explicitly determine the system of equations 
D(f,...R) = ;\ 
.!!.!::. .![ 
Then it is sheer labour to decide whether these equations may be 
solved or not. We have ~examined three examples: 
For t*±2 F0 (t) defines an isolated singularity, then L(t) is 
a Lie-algebra of dimension 9. For each t, {d( )IO<a.<2} 
a 1 ,a2 l. 
is 
a basis for L(t). 
Now a simple calculation shows that if Bt={x( )IO<a.<2} 
. a 1 ,a2 1 
is 
the basis for L{t) given by 
i) X = d , _!= ( 0 1 0 ) 1 ( 1 1 0 ) 1 ( 0 1 1 ) 
a a 
ii)) = d(2,0) 
t d t x{2,0) + 2d(0,2) , x(0,2) = + ¥(2,0) {0,2) 
iii) X = a: {1-(~)2)•da otherwise 
then the structural constants with respect to the basis Bt are 
independent of t. Hence the L(t)'s are all isomorphic. 
2) 
In this case we find that the equations D(f~)=;\~ may be solved, 
- 42 -
except at the origin. In fact the Lie-algebras (PL( f) and 
~1L{t), t*O, are distinguished by the central ascending series. In 
each case the center is one-dimensional, whereas the next term is 
3-dimensional for. ~1L(f), of dimension 2 for ~1 L(t), t*O· Thus 
the family is only locally constant. 
Computing this example we find that the Lie-algebra L(F 0 } is 
the semidirect product of the constant family L(x 4+y4 +tx2y2) and 
the abelian Lie-algebra k 9 • It is therefore rather surprising to 
find that this is a non-constant family of Lie-algebras {that is, 
the map A.(t) is injective for each t). 
In particular, it is not true that every 1-dimensional family of 
Lie-algebras is locally constant. 
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§4. Maximal tori and Generalized Cartan Matrices to the Lie-
algebra ~ L(f) 
In this paragraph, we shall determine a maximal torus T on the 
nilpotent Lie-algebra lL(f), where 
n, ~ .. 
f=x1 + ••• +xk. Us1ng this, 
we may also compute the Generalized Cartan Matrix {G.C.M.) 
associated to 1L(f) for certain plane curve singularities, 
applying the procedure of [San). 
Definition (4.1): A torus on a Lie-algebra ~ is an abelian sub-
algebra T of the Lie-algebra Derk~ consisting- of 
semisimple endomorphisms. T is a maximal torus if it is not 
strictly contained in any other torus. 
Whenever T is a torus on ~ , the elements of T are simulta-
neously diagonalizabl~ (k being algebraically qlosed and T 
commutative). Hence ~ decomposes into a direct sum of root 
spaces 
where ~~={xE lt(x)=~(t)•x V tET} 
Definition (4.2): The root system associated to T is 
If T, T i are any maximal tori on ~ , then by Mos tow • s theorem 
-1 
there exists 9EAut ~ such that T' =9T9 ( [Mos]). 
Definition (4.3): A Generalized Cartan Matrix (G.C.M.) is an ixi 
matrix A having integer entries A .. , such that 
1) 
• 
1 ) 
2) 
3) 
= 2 
A .. < 0 l.J 
A,. = 0 
l.J 
<=> 
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i=l 1 • • • 1 .R_ 
i,j=l, ••. ,l, i*j 
A .. = 0 
Jl. 
i,j=l, ••• ,l 
If <&· is any nilpotent Lie-algebra of finite dimension, then 
Santharoubane ([San]) provides a method for constructing a G.C.M. 
associated to ~· If T is a maximal torus on ~, define 
We may number the elements of R(T) ·in such a way that 
where {~. 1 , ••• ,~ }=Rl(T) , i=l, ••• ,q, and. s 1+ ••• +s. 1+ s 1+ ••. +s. p. l.- ]. ]. 
Let 
i=l 1 e o • S 
root vectors for 
T(4l~~Derk~('l~)~,~~~ Gl~ 
T, hence 
is generated by Notice that, since 
Moreover, since each 
We define a map f:{1, .•• 1 l}~{1, ••• ,s} by 
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We may now define the G.C.M. A(T) associated to the maximal 
torus T. 
Definition (4.4): For i,j=l, ••. ,l, i*j let 
For i=l, ••• ,l let A .. (T)=2. Let A(T) 
~~ 
be the .txl matrix 
with entries A .. (T), i,j=l, •.• ,.t. 
l.J 
Notice that the numbering of the roots in each subset Rl (T) 
pi 
may be chosen arbitrarily, hence A(T} is not uniquely determined 
by the torus T. However, the dependence of A(T) on the partie-
ular ordering chosen is unimportant, in the following sence: 
s,, ••• ,s 
Let L q=r x ••• xr be the group of permutations of 
s s 1 sq 
{l, ••• ,s} leaving each subset {1, ••• ,s 1 }, {s 1+1, ••• ,s 1+s2 }, ••• 
invariant~ Choose any map g: { 1, ••• 1 s} +{ 1 1 ••• 1 .t} such that 
s 1 1 o • o S -
fog=identity on {l, .•. ,s}. For 6El q let 6=go6of. Then 
s 
"ss1 , ••• ,sq 
there is an action of L on the set of .txl matrices 
given by 
o (A) = (A ) . . 1 o &.&. l.,J= , ••• ,A. 
l. J 
where 
If the matrices A(T),A'(T) are constructed as in Definition 4 
using two different orderings of the Rl(T) , then obviously 
pi 
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there exists 
s,, ... ,s 
6Ets q such that A' (T)=o(A(T)). Applying 
Mostow's theorem, Santharoubane proves ([San]): 
Theorem: 1) The matrix A(T) is a G.C.M. 
2) The 
Ls 1 , ••• ,sq 
s 
orbit of A(T) is an invariant of ~. 
We now return to the solvable Lie-algebras L(f). We shall 
explicitly determine a maximal torus on ~ =~1L{f), using two 
simple lemmaes: 
Lemma (4.5}: Let T1 be any torus on~, let T2 be any other 
torus containing T1 • Then every root space of T 1 is a 
direct sum of root spaces for T2 • 
Proof: Any element 13 2 of restricts to an element ~ 
' 1-' 1 of 
* . 132 13, 
T1 • Obv1.ously ~ ~~ 1 hence ·the lemma follows. 
Lemma {4.6): Let {x1 , ••. xn} be a basis for ~ 
space), T a torus on ~ such that 
t{x.) = 13. (t) •x. 'V tET, _ i=l 1 ••• ,n. 
l. l. l. 
If j3k= 13 • + 13 •• ]. J 
Proof: Every t is a derivation of <a- , hence 
Q.E.D. 
(as a vector 
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Also, 
n k n k 
t ( [x . , x . ] ) =t ( I c . . xk ) = I c . . • ~k ( t ) • x. 
1 J k=l 1 J k=l l.J K 
Subtracting, we obtain: 
n k 
0 =I c .. ·(~.+~J·-~k)(t)·~ V' tET 
k=l 1 J .l. 
implying in * T , since the x. 1 are linearly 
independent~ 
Q.E.D. 
From (La-Pf] we now recall a few simple facts about the Lie-
n, '\ 
L(f), f=x1 + ••• +~ : algebra 
Lemma ( 4. 7): Let 
for any a:EI let 
k 
1~1= r 
i=1 
a:. 
1 
-. n. 
Then 
.l. . 
L(f). The Lie product is given by 
is a basis for 
= f< 1~1-1~1 }•d{a:+~) if. 
1 0 otherwise 
Moreover, {da:I~EI'\{0}} is a basis for 'lL(f}. 
From now on, let r*=r,{o}. Notice that ~ =~L(f) is generated as 
k 
a Lie-algebra by the elements 
if n.*n. then 
l. J 
n. •n. 
d 
a 
d {e.+e.) 
-l. -J 
: l, J [d 1 d ] ( n . -n . } e . e . 
. l. J -.l. -) 
such 
, where 
that L a.<2. Furthermore, 
i=l l. 
e.=(O, .•. O,l,O, •.• O) 
-l, 
'---..,..--J 
0 
l 
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Combining these observations with {4.5) and (4.6) we may easily 
prove 
nl Ily,_ 
THEOREM (4.8): Let f{x 1 , ••• ,xk)=x1 + ••• +xk 1 3<n1 <n2< ••. <~. 
Then there exists a torus T on ~ ='1L(f), generated by 
t 1 , ••• ,~, where 
t. (d ) = a:. •d 
~ a: l. a 
* 'V a:EI I 
T is maximal, except when 
k < 4, n 1 = •• ·~=3 
k = 2, n =n =4 1 2 
k = 1 8 n ·<6 1 
i=l 1 o e o 1 k 
in which, cases T is contained in a torus of dimension k+l. 
Furthermore, the root system associated to T is 
and for each a: the root space is one-dimensional, 
generated by do:. 
Proof: For ~,fEI,{O}, we may write 
Obviously, cL *0 implies 2=a+~, or equivalently a:~ 
hence 
Y ~ = 0:, + ~ . 1 i=l 1 • ~ • 1 k 
• l. ~ 
implies· ~ (t.)=y.=a:.+~.=(~ +~A)(t.) 2 ~ l. l. ~ ~ ~ l. 
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It follows that t 1 , •.• ,tk are derivations, obviously linearly 
independent, in other words T is a k-dimensional torus 
k 
on ~· 
By definition, for each t., ~er*, ~ =.l1 a.t~ we have J a l.- l. l. 
k 
t.(d) = a.d = ( L a.t~)(t.)•d 
J ~ J ~ i=l l. l. J ~ 
Finally we must prove that if T' is any torus containing T, 
then T'=T. By (4.5), the root spaces of T 1 are exactly the root 
spaces of T. Hence let R(T')={~ai~EI,{O}} be the root system of 
T 1 • By (4.6), these roots must satisfy the system of linear 
equations 
when 
We shall prove that this implies that 
(*) 
(except for the special cases we have mentioned in the Theorem). 
* Hence the ~ , ••• ,~ generate T' , implying 
!., ek 
Thus T'=T, * 41 =t. e. l. 
-l. 
and ~ =~ • a a: 
k 
We only need to prove the formula (*) when L a.<2. If 
i=l l. 
k 
such that I y. )J, then we may find 
i=l l. 
1.=~+!· Then c~=( 1!1-1!!.1 )=FO, hence 
* r.EI is 
such that 
k 
By induction on L y., 
i=O ~ 
- so -
k 
Of course, (*) is trivial when L a.=1, so we need only consider 
. 1 1 l.= 
k (*) when L ~.=2. We may write 
i=1 ~ 
where J(v1 <v2 < ••. <vr. Also, write 
where S . = { k. . 1 + 1 , ••• , k . } ~ ~- l. 
k 
If _~EI*, L ~.=2 then ~=e.+e. for some i,jES. We want to 
i=1 ~ - - 1 -J 
prove that 
41 (e.+e.) 
-~ -J 
Recall that each nonzero structural constant c 1 gives rise to ~ 
an equation 
Furthermore, each 
elements in * I 
corresponds to a triple 
such that 
number of simple steps, the first of which is trivial: 
of 
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Step 1: If sES., tES,, i*j, then 
~ J 
For the next steps, we shall need to consider pairs of equations 
( . I*> J.n 
1. = a' + f' 
1.!1* 1!1 
1.!'1*1!'1 
then comparing the rigth-hand terms in each pair. The point is of 
course to use the results of the foregoing steps to prove the 
formula of the next step, in a recursive fashion. The (simple) 
calculations are, as usual, left to the reader. 
Step 2: If 
Step 3: If 
tES., i>2, then 
l. 
s,tES., i>2, then 
J. 
* Step 4: Suppose s 2 is non-empty, s,tES1 , (~s+et)EI·. Then 
The only case left is 
find 
n n Step 5: Let f=x 1+ .. e+xk. Suppose that either 
1) k)5, n>3 
or 2) k>3, n>4 
or 
or 
If * (~s +.!t) E I , then 
~(e +e ) = ~e + ~e 
-s -t -s -t 
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This last step finally proves the Theorem. 
Q.E.D. 
As an application of Theorem (4.8) we now construct the G.C.M. 
A{T) for the Lie-algebras associated to various families of plane 
curve singularities. We also list a few other invariants for the 
If ca. is any nilpotent Li~-algebra of finite dimension, we define 
1) the ~ of~ : d~(~,1~) = the least number of generators 
for ~ as a Lie-algebra 
2) the nilpotency of~ : N=min{nEZ-fol~n~ ={0)} 
3) the Mostow number of ~: M=di~T, where T is any maximal 
torus on ~ (by Mostow•s theorem, M is independent of the 
·particular choice of T). 
INVARIANTS FOR ~1L(f~ I fEk[x,~]: 
I. n n n:>4 f(x,y)=x + y , 
M f~ n=4 N=2n-6; type 5 = . = n:>S , 
A(T) = 
2 
0 
0 
2 
A B 
- 53 -
( 4-n) ( 3-n) ( 2-n) 
(2-n) (3-n) (4-n) 
{ 3-n) ( 3-n) 
2 
0 
0 
0 
2 
0 
0 
0 
2 B A 
m n II. f(x,y)=x +y , n>m>4 
M=2; N=m+n-5: type = 4 
a) 
n odd: 
A(T) = 
n even: 
2 
(2-n) 
A 
3-n 
,.-
2 
(2-n) 
A 
c 
III. F(x,y)=x3+yn, n>4 
M=2; N=n-2; type = 3 
n, 
Ve f(x)=x , n>4 
(2-m) (4-m) (2-m} 
2 { 2-n) ( 4-n) 
B 2 B 
3-n 3-n 
-r -r 2 
(2-m) { 4-m) D 
2 ( 2-n) (4-n) 
A= 
0 
2-n 
-2-
B 
2 
n even, 
3;n n odd 
= ·t4;n 
A 3-n 
-r 
( 
2-n 
B = 2 3-n 
-r 
= l4;m 
A 3-m 
-r 
= 12;m 
B 3-m 
-r· 
C = { 2;n 
D = f 2~m 
n even 
n odd 
n even 
n odd 
m even 
m odd 
m even 
m odd 
n=2m 
otherwise 
n=2m 
otherwise 
n:f6 
B f4;n n even 
- 3-n ~ n odd 
fo n=G C = -1 otherwise 
{Notice that we consider n x as a polynomial in k[x]. Then the 
Lie-algebra L(xn) is isomorphic to L(f), where f is the 
isolated plane curve singularity given by f(x,y)=x0 +y2.) 
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; N=n-4 ; type = 2 
t4-n 2 n even A= 3-n 2 n odd 
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