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ABSTRACT
Existing studies on social media in the context of crisis have
studied the content of items and their patterns of trans-
mission. However, social media content generated during
a crisis will generally be unstructured and only reflect the
immediate experiences of the authors, while the volumes of
data created can make rapid interpretation very challenging.
Crisis situations can be characterized with various expected
attributes. In many situations there will be large amounts of
information relevant to the situation already available. We
argue that existing natural language engineering technolo-
gies can be integrated with emerging social media content
utilization techniques for more powerful exploitation of so-
cial media content in crisis response.
Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Search and
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Human Factors
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1. INTRODUCTION
Developments in the reporting of natural and man-made
crisis situations in recent years have greatly increased their
visibility. Reports from news agencies and social media
sources often now show the developments in a crisis situ-
ation in real-time as they happen, often beginning within
minutes of the start of an emerging crisis.
Real-time reporting enables interested parties inside and
outside of the crisis to be informed of developments, but
can also provide information to those coordinating efforts
to respond to the crisis. In order to best exploit the avail-
able information it is important to understand the attributes
of disaster situations, and the current responses of affected
communities and how these may change when they are bet-
ter informed of the situation via real-time media sources [7].
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Traditional broadcast media have long played a signifi-
cant role in reporting crisis situations. The most significant
change in reporting of events in recent years has been the
emergence of Web 2.0 and social media sources which en-
able real-time publication of updates of the situation as it
develops. An important feature of this content is that it
is increasing being created on location-aware mobile devices
providing GPS location of the point of transmission (on oc-
casion location can potentially be extracted from the content
itself). Thus temporal and location context provides a po-
tentially very powerful means of tracking the development
of a crisis situation. However, as is made clear in [2], best
exploitation of social content requires careful understanding
of its nature. Important studies are currently being made
of how social media sources such as Twitter can be used in
tasks such as earthquake response [3]. However, while there
is significant research to be done in best utilizing individual
social media streams, these will often form a component of
a larger system [1].
We suggest that research in addition to focusing on the
nature of social media content and its sociological impact on
behaviour in crisis and the development of technologies to
better exploit its use, we should also look at how its utility
might be further increased by examining how it can be inte-
grated both across multiple social media streams and with
information and knowledge resources already available be-
fore the crisis arose. Established and emerging natural lan-
guage and multimedia technologies provide a range of tools
and techniques which can potentially form components of
more complex integrated information management systems
for crisis response.
The remainder of the paper considers how formal knowl-
edge description and natural language technologies might be
used within systems of this type.
2. CRISIS CLASSES AND ATTRIBUTES
The exploitation of social media sources in crisis situa-
tions has so far been rather informal. However, crises can
be largely be categorised with expected attributes [5]. A
basic classification of crisis features would include: natu-
ral and man-made situations, expected or unexpected, (e.g.
random shooting), long term or short term and geograph-
ically widespread or local. Clearly many combinations are
possible and some crises are not easily classified into one
class or the other (e.g. an earthquake expected sometime in
the coming decades). Taking this analysis further can lead
to a topology of crises as proposed in [5]. This can include
details of important attribute features of each crisis which
provides input to the requirements of search and mining in
terms of vocabulary, entity types and data attributes to look
for, leading to crisis type specific information extraction or
question answering tools [4]. Thus when a crisis occurs it can
be classified and available information mined to fill the rele-
vant attributes slots, with empty slots providing prompts for
workers to find potentially significant missing information.
3. INFORMATION SOURCES FOR CRISIS
RESPONSE
The timestamp and location data often provided with so-
cial content can be used in various ways. Most obviously
information associated with can be looked up in increas-
ingly rich gazeetters and lists of significant toponym inter-
est points. While social media sources can provide rapid
sources of information about a developing crisis, their in-
formal nature and their often short format mean that they
are unlikely, on their own, to provide sufficient information
to maximise their potential value. Taking account of this
observation, existing information sources should also be in-
corporated. Such sources could include more static social
media sources such as Wikipedia, and more formal content
describing the location of the incident including details such
as geographic or toponym features. Beyond this further use-
ful relevant information may be located on the web at large.
4. CONTENT ANALYSIS
Techniques of varying complexity could be used to pro-
cess the available content. For example, relevant vocabulary
could be identified using a combination of location data, ge-
ographic and toponym features, and crisis attributes. This
would then be available to adapt other language-based ap-
plications operating in the system. Other techniques that
could be used include methods such as multidocument sum-
marization to produce an integrated view of the available in-
formation, perhaps highlighting key facts in the information.
In order to identify missing attributes of the crisis a question
answering process could be applied over the available data.
When working effectively this would could make available
important information relating to the crisis situation and
the environment in which it is taking place. However, since
the data is from multiple very heterogeneous sources, locat-
ing this information reliably is likely to prove very challeng-
ing. In order to support search, one might look at applying
methods such as document expansion to social content to in-
crease its retrievability or alternatively to align it with more
formal content describing the topic.
A further challenge of using this content may arise since,
as observed previously, the content may be multilingual. For
example, individuals may be issuing“tweets” in different lan-
guages. Indeed the same individual may issue tweets from
their account in different languages for the attention of dif-
ferent readers. The availability of multilingual content which
may contain unique or corroborating data means that cri-
sis information processing may benefit from the introduc-
tion of cross-language search and question answering tools
or machine translation of content. Domain adaptation of
language technologies tools could potentially be supported
using crowdsourcing methods. This has the attraction of en-
abling many of those who wish to contribute to relief efforts
beyond making a financial payment, to make use of relevant
knowledge remotely.
The availability of location metadata with the very large
archives of socially contributed and manually tagged images
which are becoming available, such as Flickr , potentially en-
ables pictures taken in a crisis to be automatically matched
with existing images from similar locations and annotated
using their manual tags [6]. Information on many places
and situations appears widely on the web. A further way
of gaining useful information about places and developing
events can be realised by searching the general web. Suit-
able queries and shallow extraction rules for the current type
of crisis and the general location could be realised by extend-
ing the caption expansion methods described in [8].
5. CONCLUDING REMARKS
Crisis represents an opportunity to utilize information search
and mining technologies in socially significant ways. Some of
the required technologies have been under development for
other tasks for many years, others are developing rapidly
in parallel with the emergence of large scale social media
sources. Some can be used directly, others will require con-
siderable adaptation to the task of crisis support. Determin-
ing how to develop powerful information systems for crisis
support will depend on careful examination of opportunities
and requirements of different situations. However, all the
pieces are in place in terms of data supply and technolo-
gies to undertake focussed research efforts into better using
the available information to reduce the impact of crisis on
affected communities.
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