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No Capítulo I desta dissertação introduzimos os conceitos básicos dos corpos de funções algébricas 
a saber: anéis de valorização, lugares, valorizações discretas, divisores, adeles e os diferenciais de 
Weil, e obtemos a demonstraccão de A. Weil do Teorema de Riemann-Roch. 
No Capítulo II introduzimos o que são Códigos Lineares, algumas propriedades, Código Dual, 
a Cota de Singleton e as construções dos Códigos Geométricos de Goppa. 
No Capítulo III estudamos Extensões Algébricas de Corpos de Funções e Extensões Integrais 
de Subanéis de um Corpo de Funções a fim de poder estudar a construção de códigos Auto-Duais 
numa extensão algébrica F 1 j F de um corpo de funções racionais. Dentre os resultados a ressaltar 
estão o Teorema do Diferente de Dedekind e o Teorema das Extensões de Artin-Schreier. 
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Introdução 
Um código corretor de erros é um subespaço vetorial de F;, o espaço vetorial n-dimensional sobre 
1Fq, onde lFq é um corpo finito. Tais códigos são amplamente utilizados para transmitir informações 
com mais confiabilidade. Uma forma elementar de se determinar um código C, é considerar um 
subespaço de lF; e encontrar a sua base; isso nos permite construir uma matriz M denominada 
matriz geradora do código C; tais códigos são ditos lineares. Logo, uma forma de construir códigos 
está relacionada com a construção de matrizes. Mas, se queremos que o código tenha certas 
propriedades, essa tarefa deixa de ser tão simples. 
Em 1983 Goppa mostrou, em seu artigo fundamental [1], como construir códigos por meio de 
curvas algébricas sobre um corpo finito lF q· Os parâmetros desses códigos podem ser interpre-
tados facilmente, pois possuem um significado geométrico. Tais curvas são geradas por meio de 
polinômios irredutíveis em duas variáveis sobre um corpo algebricamente fechado K. Mudando o 
enfoque, esse mesmo polinômio define um corpo de funções sobre o corpo K. Dessa forma , sob 
um estudo puramente algébrico, podemos construir códigos. A vantagem desta abordagem é que 
para desenvolvê-la basta ter um conhecimento básico de extensões de corpos algébricas, incluindo 
Teoria de Galois, e chega-se rapidamente a alguns resultados de grande importância, tais como o 
teorema de Riemann-Roch. 
Nosso objetivo é desenvolver essa teoria e dar alguns exemplos de códigos auto-duais. Ini-
cialmente, fazemos um estudo sobre os conceitos básicos da teoria de corpos de funções. Dentre 
os vários resultados importantes, mencionamos os dois teoremas de aproximação e o teorema de 
Riemann-Roch. De posse destas ferramentas, é possível definir os códigos geométricos de Goppa 
sobre corpos de funções racionais, onde sabemos bem como são seus lugares, divisores e diferenciais. 
No entanto, um corpo racional lFq(x) possibilita a construção de códigos com comprimento 
no máximo q + 1. Mas, numa extensão algébrica F'/Fq(x) , esse número pode ser ampliado 
consideravelmente. Fazendo um estudo das extensões algébricas de corpos de funções e extensões 
integrais de subanéis de corpos de funções passamos a ter condições para estudar um código sobre 
um corpo F 1 /F q ( x). Aqui são usados vários resultados da teoria geral de extensões integrais de 
anéis, os quais são encontrados no Apêndice para maior conveniência do leitor. Finalmente, são 
apresentados os exemplos de códigos auto-duais. A idéia é encontrar divisores D e G que satisfaçam 
a condição de auto-dualidade. Como veremos mais adiante, nem sempre é possível encontrar o 
divisor G necessário, e quando ele existe, por vezes é complicado descrevê-lo explicitamente. 
Para encerrar, gostaríamos de dizer que este trabalho foi baseado nas referências [6] e [7]. 
VI 
Capítulo I 
Corpos de Funções Algébricas 
Neste capítulo iremos introduzir as definições e os conceitos básicos da Teoria dos Corpos de 
Funções Algébricas, tais como: valorizações, lugares, divisores, gênero de um corpo de funções, 
adeles e diferenciais de Weil. O principal resultado a ser ressaltado é o Teorema de Riemann-Roch. 
1.1 Lugares 
1.1.1 Definição Um corpo de funções algébricas F /K em uma variável sobre K (corpo arbitrário) 
é uma extensão de corpos F~ K tal que F é uma extensão algébrica finita de K(x) para algum 
elemento x E F o qual é transcendente sobre K. Dizemos que F é um corpo de funções mcionais 
se existe x E F transcendente sobre K tal que F= K(x). 
1.1.2 Nota Para simplificar, vamos nos referir a F I K apenas por corpo de funções. O conjunto 
k := { z E F I z é algébrico sobre K} é um subcorpo de F , uma vez que a soma, o produto e 
o inverso de elementos algébricos também são algébricos. K é chamado corpo das constantes de 
F/K. Temos que K Ç K Ç F, e é fácil verificar que FIK é corpo de funções sobre k. Dizemos 
que K é algébricamente fechado em F (ou que K é corpo completo de constantes de F) se k = K. 
Para um anel (ou espaço vetorial) A denotaremos por A o conjunto A\ {0}. 
1.1.3 Observação Os elementos de F que são transcendentes sobre K podem ser caracterizados 
como segue: z E F é transcendente sobre K se e somente se (see) [F: K(z)] < oo. 
Agora, iremos introduzir os conceitos de anel de valorização, lugar e valorização discreta; apre-
sentaremos também as suas propriedades e as relações entre os mesmos. 
1.1.4 Definição Um anel de valorização do corpo de funções FIK é um anel O Ç F com as 
seguintes propriedades: 
l.K~O~F 
2. V z EF, z E O ou z- 1 E O 
Os resultados 11.7 e 1.1.9 nos dizem que todo anel de valorização é local, i.e., tem um único 
ideal maximal e este possui elemento primo. 
1.1.5 Definição 
(a) Um lugar P de F I K é o ideal maximal de um anel de valorização O de F I K ; se t E P com 
P = t.O, então t é chamado de elemento primo de P. 
(b) IPF = {PIP é lugar de FIK}. 
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1.1.6 Definição Uma valorização discreta de F /K é uma função v F --+ 7l U { oo} com as 
seguintes propriedades: 
1. v(x)=oo<=>x=O 
2. v(x.y) = v(x) + v(y), V x, y E F 
3. v(x + y) 2: min{v(x), v(y)}, V x, y E F 
4. 3 z E F com v(z) = 1 
5. v( a)= O, V a EK 
1.1.6.1 Nota Neste contexto, o símbolo oo se refere a um elemento não pertencente a 7l. De 2 
e 4 segue que v é sobrejetiva. A propriedade 3 é chamada Desigualdade Triangular. 
Existem correspondências biunívocas entre os conjuntos dos anéis de valorização, dos lugares 
e das valorizações discretas. A seguir, veremos suas propriedades e como estes conjuntos estão 
relacionados. O primeiro resultado que apresentamos tem uma demonstração bastante simples e 
assim deixaremos de apresentá-la aqui. 
1.1.7 Proposição Seja O um anel de valorização do corpo de funções FjK. Então: 
(a) O é um anel local, isto é, O possui um único ideal maximal P =O\ 0*, onde O* = {z E 
Ol3w E O com z.w = 1} é o gr·upo das unidades de O. 
(b) Para x EF,x E P <=> x- 1 tf. O. 
(c) Para o corpo k das constantes de F/K temos k Ç O e knP = {0}. 
O lema a seguir é fundamental na prova de que um anel de valorização é principal. 
1.1.8 Lema Seja O um anel de valorização do corpo de funções algébricas F f K, P seu ideal 
maximal ex E p. Sejam X1, xz, ... , Xn E P tais que x1 = x e xi E xi+l P para 
i = 1, 2, ... , n- 1 então, temos n ::; [F: K(x)] < oo. 
Demonstração : Por 1.1.3 e 1.1.7, segue que [F : K(x)] < oo. Para que n ::; [F : K(x)] basta 
que {x1, Xz, ... , Xn} sejam linearmente independentes sobre K(x). Suponha que 'L:~=l 'Pi·Xi =O, 
com algum 'Pi -=1- O e 'Pi E K(x). Como cada 'Pi é do tipo ;;~:j e pertencente a um domínio de 
integridade, então, podemos supor que 'Pi E K[x], i= 1, 2, ... , n e que x não divide algum deles. 
Seja ai= 'Pi(O) e defina j E {1, 2, ... , n} tal que aj -=1- O e ai= O, se i> j. Logo, xfcpi, para i> j. 
Então, obtemos: 
- 'Pj·Xj =L 'Pi·Xi 
i#j 
(1.1) 
Como 'Pi = bo + b1x + ... + bm,xm' E K[x] C O, V i = 1, 2, ... , n, para i < j, xi E xjP e para 
i> j, 'Pi = x.hi, onde hi(x) E K[x]; ao dividir a equação 11 por Xj, obtemos 
Logo, 'PJ E P. Por outro lado, 'PJ = aj +x.gj com 9J E K[x] C O ex E P; logo aj = 'Pj- x.gj E P, 
mas Pnk ={O}:::;. a.j =O, contradição! Portanto, os 'Pi =O e os {x1 ,xz, ... ,xn} são l.i.'s's 
:::;. n ::; [F : K(x)] O 
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1.1.9 Teorema Seja O um anel de valorização do corpo de funções F /K e P seu único ideal 
maximal. Então: 
{a) P é ideal principal. 
{b) Se P = t. O então qualquer z EF tem representação única na forma z = tn. u para algum 
n E lZ., u E 0*. 
{c) O é um domínio de ideais principais. Mais precisamente se P = t.O e {O} -=f I c O é um 
ideal, então I= tn.o para algum n E IN. 
Demonstração : 
{a) Suponha que P não é principal e escolha x1 EP. Como P -=f x 10, 3 x 2 E P\x10. Logo, 
x2.x1 1 tf_ O ~ x2 1.x1 E P ~ x1 E x2P. Se P = x10 + x20, como X1 E x2P temos 
x1 = x2y, y E P e portanto, P = x2yO+x20 = x20. Como P não é principal::lx3 E P\x20. 
Logo, X3.x2 1 tf_ O~ x3 1.x2 E P ~ x2 E x3P. Por indução, obtêm-se uma sequência infinita 
X1, x2, x3, ... E P tal que xi E xi+lP, i ~ 1, absurdo!, pois por LL8, [F: K(xi)] < oo. 
{b) Como V z E F, z E O ou z- 1 E O; vamos supor z E O : 
• se z E O* ~ z = t0 .z 
• se z E P = O \ 0* ~ z E t.O = P 
Existe um maximal m ~ 1 com z E tm .0, uma vez que por 1.1.8 o comprimento da sequência 
X1 = z, X2 = tm- 1, ... , Xm = t é finito e z = tm. u 
r-uE o· 
u tf_ O* ~ u E P ~ u = t.w ~ z = tm+ 1w, absurdo! 
(c) Seja (O) -=f I Ç O ideal. Se I= O, temos I= t0 0 =O. Portanto podemos supor I ~O e 
neste caso, I Ç P = tO. Considere 
A= {r E IN/tr E I} e n = min(A), já que A -=f 0 . Vamos mostrar que I= tnO: 
(2) n = min(A) ~ tn E I~ tn.O Ç I 
(Ç) O -=f y E I, y = tau, u E 0*; assim ta E I e a~ n = min(A); portanto, y = tn(ta-nu) E 
tu o. 
D 
O resultado a seguir tem uma demonstração muito simples a qual será omitida. 
1.1.10 Lema {Desigualdade Triangular Estrita) Seja v uma valorização discreta de F/ K 
ex, y E F com v(x) -=f v(y). Então 
v(x + y) = min{v(x), v(y)} 
1.1.11 Definição Para qualquer lugar P E lP F podemos definir uma função v p : F -+ 7Z. U { oo} 
da seguinte forma: escolha um elemento primo t E P; então todo z E.é possui uma representação 
da forma z = tn .u, u E Oj,, n E 7l. Defina vp(z) = n e vp(O) = oo. 
Esta definição depende somente de P, não da escolha de t. De fato, se s é um outro elemento 
primo de P, então P = t.O = s.O; logo, t = s.w,w E Oj,. Portanto, tn.u = (sn.wn).u 
sn.(wn.u), wn .u E 0*. 
A partir desta definição podemos provar de maneira simples o seguinte resultado: 
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1.1.12 Teorema Seja FIK um corpo de funções: 
(a) para qualquer lugar P E 1P F, a função v p definida acima é uma valorização discreta de F /K. 
Além disso, tem-se 
Op {z E Flvp(z) 2: O} 
Oj, {z E Flvp(z) =O} 
P {z E Fjvp(z) >O} 
Um elemento x E F é primo de P se e seomente se vp(x) = 1. 
(b) Reciprocamente, suponha que v é uma valorização discreta de F I K. Então o conjunto P = 
{z E Flvp(z) >O} é um lugar de FIK, e Op = {z E Flvp(z) 2: O} é o anel de valorização 
correspondente. 
(c) Qualquer anel de valorização O de F I K é um subanel próprio maximal de F. 
1.1.13 Nota Seja P um lugar de FIK e Op seu anel de valorização. Como Pé ideal maximal, o 
anel das classes residuais Opl Pé um corpo. Para x E Op definimos x(P) E Opl P como a classe 
residual de x módulo P; para x E F\ Op definimos x(P) = oo (note que o símbolo oo tem aqui 
um significado distinto daquele na Definição 1.1.6 ). Pela Proposição 11.7 sabemos que K C Op e 
Kn P = {0}, de modo que a aplicação Op _, Opl P induz uma imersão canônica de K em Opl P. 
Assim, vamos sempre considerar K como um subcorpo de Opl P através desta imersão. Observe 
que este argumento também se aplica a K; logo, podemos considerar k subcorpo de Opl P. 
1.1.14 Definição Seja P E 1PF 
(a) Fp = OpiP é o corpo de resíduos do lugar P. A aplicação x _, x(P) de F em Fp U {oo} 
é chamada aplicação de classes residuais com relação a P. Também usaremos a notação 
x + P = x(P) para x E Op. 
{b) degP = [Fp: K] é chamado grau de P. 
1.1.15 Proposição Se P é um lugar de FIK ex EP, então 
degP::; [F: K(x)] < oo 
Demonstração : Por Ll.3, [F : K(x)] < oo. Observe que basta mostrar que se os elementos 
z1(P), z2(P), ... , Zn(P) são Li. 's sobre K então, Zt, z2, ... , Zn são Li. 's sobre K(x), onde Zi(P) = 
Zi + P, para i = 1, 2, ... , n. Supondo que existe uma combinação linear não trivial 
n 
com 'Pi E K(x), podemos supor que os 'Pi são polinômios em x (cpi E K[x]) e não todos divisíveis 
por x, i.e., 3j E {1, 2, ... , n} tal que cpj(O) = ai -=J O(i.e., 'Pi = ai+ x.gj, ai E K,g1 E K[x]). 
Usando a aplicação residual módulo P: 
O = 2:::~=1 'Pi·zi * O(P) = 2:::~= 1 'Pi(P).z.,(P) 
= 2:::~= 1 ai.Zi(P) 
Como os zi(P) são Li. 's sobre K *~=O Y i. Absurdo! Logo, os Zi são Li. 's sobre K(x). O 
1.1.16 Corolário O corpo k das constantes de FIK é uma extensão finita de K. 
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Demonstração : Usaremos o fato que lPp =/= 0 {a ser provado mais adiante). 
P E lPp. Como k está imerso em Fp através da aplicação residual Op ----> 
[K : K] :S [Fp : K] < oo . 
Considere um 
Fp, segue que 
D 
1.1.17 Observação No caso degP = 1, temos Fp = K e a aplicação das classes residuais leva F 
em K U { oo }. Em particular, se K é um corpo algebricamente fechado, qualquer lugar tem grau 
um, de modo que podemos ver um elemento z E F como uma função dada por 
z. { lPp 
. p 
----> KU{oo} 
~ z(P) {1.2) 
Por isso, F/ K é chamado corpo de funções. Os elementos de K, interpretados como funções 
no sentido de {1.2), são funções constantes. Por essa razão K é chamado corpo de constante de F. 
!.1.18 Definição Seja z E F e P E lPp. Dizemos que P é um zero de z se e seomente se 
vp(z) >O; Pé um polo dez se e seomente se vp(z) <O. Se vp(z) = m >O, Pé dito ser um zero 
dez de ordem m; se vp(z) = -m <O, Pé dito ser um polo dez de ordem m. 
!.1.19 Teorema Seja F/ K um corpo de funções e R um subanel de F com K Ç R Ç F. Suponha 
que {O}=/= I ~ R é um ideal próprio de R. Então existe um lugar P E lPp tal que I Ç PeR Ç Op. 
Demonstração : Considere o conjunto F= {SIS é subanel de F com R Ç Se I.S =/= S} e I.S o 
ideal gerado por I em S. Claramente F=/= 0, pois R E F. 
f- F é indutivamente ordenado pela inclusão 
Seja 1t Ç F um subconjunto totalmente ordenado; então, 
1. T = UsE'HS é um subanel de F com R Ç T 
2. I.T =/= T 
Suponha que IT = T; assim, temos: 
n 
1 E T => 1 E I.T => 3ai E I, si E T; L ai.si = 1 
i=1 
Como T = U S e S E ?t, existe So E 1t tal que s~, s2, ... , Sn E So e portanto, 1 = 
2:::~= 1 ai.si E I.So. Absurdo! pois, So E F. Logo, I.T =/= T. 
T é uma cota superior de ?t, cadeia totalmente ordenada de F. Logo, pelo Lema de Zorn, 
F contém um elemento maximal; isto é existe um anel O Ç F tal que R Ç O Ç F, I .O =/= O 
e O é maximal com essas propriedades: isto é se O ~ B Ç F e B é anel, então I.B = B. 
f- Queremos mostrar que O é anel de valorização de F/ K. Como I =/= {O} e I .O =/= O tem-se, 
I Ç O \ O* . Suponhamos que O não é anel de valorização; logo, existe z E F tal que z, z- 1 f/. O. 
Então, ~1~ _O[z]"'~ o_~ O[z-~]. Como O é maximal, temos O[z], O[z- 1]_ f/. F, _isto é, I.O[z] = O[z] e I.O[z J '--O[~ 1], logo existem ao, a~, ... , an, bo, b~, ... , bm E I.O tais que. 
(I.3) 
(1.4) 
Como I.O =/= O, temos que ao =/= 1 e bo =/= !.Escolhendo as expressões {1.3) e {1.4) com m, n 
minimais e supondo n ~ m ~ 1, usando (1.4), tenho 
(bo n b n-1 b n-m) an .z + 1-Z + ... + m .z 
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logo, 
e usando (1.3), temos: 
então 
O= (bo- 1)[(ao- 1) + a1z + ... + anzn]. 
Assim, subtraindo (1.5) de (16) temos: 
então 
O = (bo- 1)[(ao- 1)) + a1.z + ... + an.zn]-
-an[(bo- 1).zn + b1.Zn-l + ... + bm.Zn-m] 
(bo- 1)(ao -1) + (bo -1)(al.z + ... + an_ 1.zn- 1)-
(b n-1 b n-m) -an 1 .z + ... + m .Z 
1- (ao+ bo) + ao.bo + (bo- 1)(a1.z + ... + an-2·Zn- 2)-
-an(b2.Zn- 2 + ... + bm.Zn-m) + [(bo -1).an-1- an.b1]zn- 1 
1 - [ao.bo- (ao+ bo) + (bo- 1)(a1.Z + ... + an-2·Zn- 2)-
(b n-2 b n-m) - an 2 .z + ... + m .z + 
+ ((bo -1)an-l- an.b1).zn- 1] E O[z] 
(1.5) 
(1.6) 
Ou seja, n não é minimal; absurdo! Logo, não existe tal z, i.e., O é anel de valorização. Basta 
considerar P Ç O ideal maximal, e portanto lugar, tendo I Ç PeR Ç O, P E lPp. 
o 
1.1.20 Corolário Seja F I K um corpo de funções, z E F transcendente sobre K. Então z possui 
pelo menos um zero e um polo. Em particular, Wp i= 0 . 
Demonstração: Considere o anel R= K[z] e o ideal I= z.K[z]. Por 11.19 há um lugar P E Wp 
tal que I Ç PeR Ç Op. Logo, Pé um zero dez. Analogamente, para z- 1 , há um lugar Q Ç Wp. 
Logo, Q é um polo dez. Em particular, Wp i= 0, pois P,Q E Wp. O 
O Corolário 1.1.20 pode ser interpretado como segue: todo z E F, com z não pertencente a 
k de F I K, fornece uma função não constante no sentido de 1.1.17. 
Estudemos agora o caso específico de um corpo de funções racionais F = K(x), onde x é 
transcendente sobre K. Dado um polinômio arbitrário mônico e irredutível p(x) E K(x), considere 
o anel de valorização 
f(x) T 
Op(x) = {g(x) lf(x),g(x) E K[x],p(x) ,(g(x)} (1.7) 
de K(x)l K com ideal maximal 
f(x) 
Pp(x) = {g(x) lf(x),g(x) E K[x],p(x)lf(x),p(x) ,(g(x)} (I.8) 
No caso particular em que p(x) é linear, i.e., p(x) =x-a com a E K, abreviaremos escrevendo: 
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PC<= Px-C< E lPK(x) 
Existe um outro anel de valorizaçãode K(x)j K, a saber 
Ooo = {~i:jlf(x),g(x) E K[x],degf(x) :S deg g(x)} 
com ideal maximal 




Este é chamado o lugar infinito de K(x). Observe que estes rótulos dependem da escolha 
específica do elemento gerador x de K(x)(por exemplo, K(x) = K(1jx) e o lugar Poo com relação 
a 1/x é o lugar Po com relação a x). 
Para fundamentarmos estas definições, citamos os próximos dois resultados cujas demonstraç-Ões 
serão omitidas pois fogem um pouco do contexto desta dissertação. 
1.1.21 Proposição Seja F= K(x) o corpo das funções racionais: 
(a) Seja P = Pp(x) E lPK(x) o lugar definido por {!.8) onde p(x) E K[x] é um polinômio irredutível. 
Então p(x) é um elemento primo para P, e a valorização discreta correspondente vp pode 
ser descrita como segue: se z E K(x) \ {0}, então z = p(x)n. ~t;J com f(x), g(x) E K[x], 
n E 1N, p(x) J f(x) e p(x) J g(x), então vp(z) = n. O corpo dos resíduos K(x)p = OpjP 
é isomorfo a K[x]jp(x); um isomorfismo é dado por: 
. { K[x]jp(x) 
<P · f(x) mod p(x) 
----. K(x)p 
....... f(x).(P) 
Conseqüentemente, degP = deg p(x). 
(b) No caso especial p(x} =x-a com a E K, o grau de P =PC< é um e a aplicação de classes 
residuais é dada por 
z(P) = z(a) para z E K(x) 
onde z( a) é definido como segue: escreva z = ~i;~ com polinômios relativamente primos 
f(x),g(x) E K[x]. Então, 
z(a) = { ~f~J se g(a) =/=O 
oo se g(a) =O 
(c) Finalmente, seja P = Poo o lugar infinito de K(x)/K definido por {!.11). Então degPoo = 1. 
Um elemento primo de P00 é t = 1/x. A valorização discreta correspondente V 00 é dada 
por V 00 (f(x)jg(x)) = deg g(x)- deg f(x), onde f(x),g(x) E K[x]. A aplicação de classes 
residuais correspondente a Poo é determinada por z(Poo) = z(oo) para z E K(x), onde z(oo) 
é definida como segue· se z = aa.xn+ ... +ao com a b -L O então 
' bm.xm+ ... +bo ·n, m r ' 
{ ~ bm z(oo) = ~ ,se n = m ,se n < m 
,se n > m 
(d) K é o corpo completo das constantes de K(x)jK. 
Na verdade, devido a um resultado fundamental de Ostrowski, a proposição anterior descreve 
todos os lugares (e/ou anéis de valorização de K(x)). 
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1.1.22 Teorema Os únicos lugares no corpo de funções racionais K(x)IK são os lugares Pp(x) 
e Poo definidos em (18) e (111). 
1.2 Independência de Valorizações 
O resultado central desta seção é o Teorema de Aproximação Fraca 1.2.1 (que é conhecido como 
o Teorema de Independência). Este Teorema essencialmente estabelece que se VI, ... , Vn são val-
orizações discretas de F I K distintas duas a duas e z E F, e se conhecermos os valores VI ( z), ... , Vn-I ( z), 
nada podemos concluir sobre o valor de vn(z). 
1.2.1 Teorema (da Aproximação Fraca) Sejam F I K um corpo de funções, PI, ... , Pn E lP F 
lugares dois a dois distintos de F I K, XI, ... , Xn E F e ri, ... , r n E lL Então, existe algum x E F 
tal que 
Vp; (x- xi) =ri para i= 1, ... , n 
Demonstração: Para simplificar, seja Vi= VP;· A demonstração deste teorema é construtiva e é 
feita em vários passos: 
Passo 1: 1-- 3u E F: vi(u) >O e vi(u) <O, i= 2, ... ,n. 
Por indução: 
n = 2: como os anéis de valorização são maximais, temos que Opi ~ Op/'i i =J j. Logo, 
considere YI E Op, \Op2 e Y2 E Op2 \Op,.Então vi(yi) 2: O, v2(YI) <O e vi{Y2) <O, v2(Yz) 2: 
O. Seja u = Yl/Y2, então 
> o 
< o 
Agora suponha n > 2 e considere y tal que VI (y) >O e vi(Y) <O, i= 2, ... , n- 1. 
l--3uEF,vi(u) >O,vi(v.) <0,i=2, ... ,n. 
• se Vn(Y) <O, OK! 
• se vn(Y) 2: O, 
Considere z E F, vi(z) >O, vn(z) <O e considere u = y + zr tal que r.vi(z) =J vi(Y) para 
todo i, logo, 
Assim, para 
i = 1, vi (u) = min{ vi (y), r.vi (z)} >O 
i= 2, ... , n- 1, vi(u) = min{vi(y), r.v!(z)} <O 
i= n, vn(u) = r.vn(z) <O 
Passo 2: 1-- 3w E F tal que vi ( w - 1) > ri e vi ( w) > r i, i = 2, ... , n. 
Considere u do Passo 1 e seja w = (1 + us)-I onde sE 1N é grande o bastante para obter: 
1 
vi(w -1) vi(--- 1) 
1 + U 8 
V { 1 - {1 + u 8 )) 
I 1 + us 
vi(u8 )- vi{1 + u8 ) 
vi(u5 )- min{vi(l), VI(u 5 )} 
s.vi(u) > ri 
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-vi(1 + U 8 ) 
-mín{ vi(1), s.vi(u)} 
Passo 3: f- dados Yl> ... , Yn E F, 3 z E F com vi(z- Yi) >ri, i= 1, ... , n. 
Considere s E 7l tal que vi(wj - 1) ~ s, V i, j E {1, ... , n }. (Basta considerar s = 
mín{vi(Yj)/í,j E {1, ... ,n}}). Pelo Passo 2, para cada i fixo, existe Wi E F tal que 
vi(wi- 1) >ri-s e vi(wi) >ri- s,j =1- i. Então z = 2:;=l Yj·Wj possui as propriedades 
desejadas: 
n 
vi(z.:>j·Wj- Yi) j=l 
vi(Yi(wi -1) + LYi·wj) 
#i 
> mín{vi(Yi) + vi(wi -1), mín{vi(Yj) + vi(wj)h =1- i}} 
Passo Final: Prova do Teorema 
Dados xb ... , Xn E F, pelo Passo 3, 3 z E F tal que vi(z- Xi) >ri, para cada i= 1, ... , n. 
A seguir, escolha Z; E F tal que vi(zi) =ri (se ti E Op é elemento primo de Op, considere 
Zi = t~i).Para Z1, ..• , Zn E F, pelo Passo 3, 3 zl E F tal que vi(z1- zi) >ri, i= 1, ... , n. 
Segue que: 
Então seja x = z + zl: 
vi((zl- zi) + zi) 
min{vi(zl- zi), vi(zi)} 
Vi(z + Zl- Xi) 
vi((z- xi) + z1) 
mín{vi(z- xi), vi(zl)} 
o 
O resultado a seguir é conseqüência imediata deste Teorema, e de fato, todo z EF transcendente 
tem pelo menos um polo. 
1.2.2 Corolário Todo corpo de funções possuí infinitos lugares. 
Já demonstramos que se x E F é transcendente sobre K então ele tem zeros e polos. O 
próximo resultado, que é uma conseqüência do Teorema da Aproximação Fraca, nos fornece de 
alguma forma, uma estimativa para o número de zeros (polos) de x. 
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1.2.3 Proposição Seja F/K um corpo de funções e P1 , ... , Pn E lPF zeros de x E F. Então, 
n L vp, (x).degPi ::; [F: K(x)] 
i=l 
Demonstração ; 
Usaremos a notação seguinte: Vi = v P;, fi = deg Pi, ei = vi ( x). 
1- Para cada i= {1, ... , n}, 3 ti E F: vj(ti) = 8ij· 




k f i 
Para cada i fixo, escolha sil, ... , Sif, E Op, tais que si1 (Pi), ... , Sif, (Pi) formam uma base de 
Fp, sobre K. 
1-3 Z-ij E F tais que V i,j,vi(sij- Zij) >O e vk(Zij) ~ ek 
Fixados i, j, considere Xi = Sij exk =O, V k f i. Aplicandol.2.1: 3 Z-ij E F tal que vk(Zij-Xk) = 




o ,k =i 
,k f i 
1- {Z-ii(P,;), ... ,Zij,(P,;)} é base de Op)P,;.Op, sobre K. vi(Sij- Z-ij) = 1:::;,. Sij- Zij E Op,: 
Sij(Pi) é da base :::;,. Sij(Pi) f O(Pi):::;. Sij (/. Pi: sij- Zij E Pi:::;,. Sij(P,;) = Zij(Pi) é da base. 
Afirmamos que os elementos tf .Zij, 1 ::; i ::; r, 1 ::; j ::; fi, 1 ::; a < ei são linearmente inde-
pendentes sobre K(x). Temos um total de L~=l ei.fi = Z::~=1 degPi.vi(x) elementos. Sendo estes 
elementos linearmente independentes, o seu numero é menor ou igual ao de elementos que formam 
uma base de F sobre K(x), fornecendo o resultado. 
1- Prova da afirmação: 
Vamos supor que os elementos acima são linearmente dependentes, logo, existe uma combinação 
linear não trivial para o zero sobre K(x); sejam 'Pija E K(x) tais que 
r f; e;-1 
O= L L L 'Pija· tf. Zij (1.12) 
i=1 j=1 a=O 
Sem perda na generalidade, podemos supor que 'Pija E K[x], e nem todo 'PiJa é divisível por x. 
Logo, existem índices k E {1, ... , r} e c E {0, ... , ek - 1} tais que 
xi'Pija V a< c, V j E {1, ... , fk} e 
x A'Pkjc para algum j E {1, ... , fk} 
Multiplicando (1.12) por t/:,C obtemos: 
r f; e; -1 
o L L L 'Pijatft!;cz;,j 
i=1 j=1 a=O 
f; e;-1 f; e;-1 L L 'Pkjatft~-cZkj +L L L 'P;,jatft/;cZij 




Vamos aplicar a valorização Vk à soma (1.14) (note que 'Pija E K[x]; K C Opk, x E Pk :::;,. 
K[x] Ç Opk :::;,. vk('P- ija) ~ 0): 
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• para i# k: 
vk('Pijatft//Zij) vk('Pija + avk(ti)- cvk(tk) + vk(Zij)) 
> ek- c 
(c ::; ek - 1 =>) > O 
• para i= k 
vk('Pkjat~-cZkj) vk(ipkja) +(a- c)vk(tk) + vk(Zkj) 
> ek +(a- c)+ O 
> ek- c 
> o 
vk('Pkjatr-czki) vk('Pkia) +(a- c)vk(tk) + vk(Zkj) 
> a-c 
> o 
Reescrevendo (1.14) temos: 
!k f; e;-1 
"h L....j=l 'Pkjc Zkj ( L L 'Pkia tr-c zki + L L L 'Pija tf tJ;c Zij ) 




vk(S) >O => L 'Pkjc Zkj E Pk 
j=l 
h 
=> L 'Pkjc(Pk) Zkj(Pk) O(Pk) 
j=l 
Mas, sabemos que existe j E {1, ... , fk} tal que 
onde ao # O=> 'Pkjc(Pk) = ao(Pk) = ao. Ou seja, obtivemos uma combinação linear não trivial 
de elementos da base de Opj Pi.OPi sobre K para o O, Contradição! Logo, foi errôneo supor que 
os tf .Zij eram linearmente dependentes, seguindo o resultado. 
o 
1.2.4 Corolário Num corpo de funções F/ K, qualquer elemento x EF possui apenas um número 
finito de zeros e de polos. 
Este resultado é clara conseqüência da Proposição anterior. 
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I. 3 Divisores 
A partir de agora F I K irá denotar um corpo de funções algébricas de urna variável tal que K é 
algébricarnente fechado em F. 
1.3.1 Definição O grupo abeliano livre que é gerado pelos lugares de F I K é denotado por V F, o 
grupo divisor de F I K. Os elementos de V F são chamados divisores de F I K. Em outras palavras, 
um divisor é urna sorna formal 
D = L np.P com np E 7L., e quase todo np é nulo 
PEPF 
O suporte de D é definido por 
suppD = {P E 1PFinp #-O} 
Frequentemente será conveniente escrever 
D =L npP, onde suppD C S 
PES 
Um divisor da forma D = P com P E 1P F é chamado divisor primo. Dois divisores D = L npP 
e D 1 =L np 1 P são adicionados coeficiente a coeficiente: 
e 
D+D 1 = L (np+np 1)P 
PEPF 
O elemento zero do grupo divisor V F é o divisor 
0= L rpP , rp=O,VP 
PEPF 
Para Q E 1PF e D =L npP E VF definimos vQ(D) = nQ; logo, 
suppD = {P E 1PFivp(D) #-O} 
D= L vp(D)P 
PEsuppD 
Urna ordem parcial em VF é definida por 
D1 :S D2 ç:, vp(Dl) :S Vp(D2), V P E 1PF 
Um divisor D 2: O é chamado positivo (ou efetivo). O grau de um divisor é definido por: 
degD = L vp(D)degP 
PEPF 
e fornece um homomorfismo deg : VF ---r 7L., D ~---> degD. 
Pelo Corolário 1.2.4 qualquer x EF possui apenas um número finito de zeros e pulos em IP F· 
Logo, faz sentido a seguinte definição: 
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1.3.2 Definição Seja x EF e denote por Z (respectivamente N) o conjunto dos zeros (respecti-
vamente polos) de x em lP F. Então, definimos: 
(x)o L vp(x).P, o divisor dos zeros de x, 
PEZ 
(x)= L (-vp(x)).P, o divisor dos polos de x, 
PEN 
(x) (x)o- (x)=, o divisor principal de x. 
Claramente, (x)o 2 O, (x)= 2 O, e 
(x) = L vp(x).P 
PEPF 
Os elementos x E F, que são constantes, são caracterizados por 
x E K .ç::, (x) =O 
Isto segue imediatamente de !.1.20 e 1.1.7. 
1.3.3 Definição O conjunto 
PF = {(x)!x EF} 
(1.16) 
é chamado grupo dos divisores principais de F/ K. Este é um subgrupo de 1Jp, pois por !.16 
(x.y) = (x) + (y),V x,y E F. O grupo quociente 
é chamado grupo das classes dos divisores. Para um divisor DE 1Jp sua classe em Cp é denotada 
por [D]. Dois divisores D,D' são ditos equivalentes, denotados por D"' D', se [D] = [D'], i.e., 
D = D' + (x) para algum x EF. 
1.3.4 Definição Para um divisor A E 1Jp definimos 
.C(A) {x E F!(x) 2 -A} U {O} 
Esta definição tem a seguinte interpretação ; se 
r s 
A= LniPi- LmJQJ 
i=l j=l 
com ni, mj >O, então .C( A) é formado pelos elementos x E F tais que: 
1. x tem zeros de ordem 2 mj em Qj,j = 1, ... , se 
2. x pode ter polos somente nos lugares P1, ... , Pr onde a ordem de cada polo em Pi tem cota 
ni, para cada i= 1, ... , r. 
1.3.5 Observação Seja A E 1Jp. Então 
(a) x E .C(A) see vp(x) 2 -vp(A), V P E lPp. 
(b) .C(A) =1- {O} see existe A'"' A com A'2 O. 
A prova de (a) e (b) faz uso da definição anterior. 
O lema a seguir tem demonstração bastante simples, a qual será omitida. 
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1.3.6 Lema Seja A E Vp. Então: 
(a) .C(A) é espaço vetorial sobre K. 
{b) Se A'~ A, então, .C(A)::::::: .C(A') {isomorfos como K-espaços vetoriais). 
(c) .C(O) = K. 
(d) Se A< O, então, .C(A) = {0}. 
1.3. 7 Lema Sejam A, B divisores de F/ K com A ::::; B. Então temos 
.C(A) ç .C(B) e dim(.C(B)/.C(A)) :S degB- degA 
Demonstração : I- .C(A) Ç .C(B) 
A::::; B =>-A;:=:: -B; x E .C(A) => (x) ;:=::-A;:::: -B => x E .C(B) 
I- dim(.C(B)/.C(A) :S degB- degA 
A ::::; B => B =A+ D, D = I:PEPF Vp(D).P ;:::: o 
Vamos fazer a demonstração por indução: 
• Considere D = Q E lP F 
Escolha t E F, com vQ(t) = vQ(B) = vQ(A) + 1 (podemos fazer isso pelo Teorema de 
Independência); logo se considerarmos x E F com x E .C(B), temos: 
Considere a aplicação 
r.p: .C(B) ---. FQ = OQ/Q.OQ 
x f---' x.t(Q) 
I- r.p é K -linear 
Pois é composição de aplicações K-lineares: 
.C(B) ----> 
X f---' 
I- x.t E OQ 
F 
x.t 




x E Kerr.p 
VQ(x) + VQ(t) 
vQ(x) +vQ(B) 
> o 
.;::> x.t E Q 
.;::> VQ(X) + VQ(t) > 0 
.;::> VQ(x) > -vQ(t) 
.;::> vQ(x) > -vQ(B) 
.;::> VQ(x) > -VQ(A)- 1 
.;::> VQ(x) ;:=:: -vQ(A) 
.;::> x E .C(A) 
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pois para P -=1- Q, vp(x) 2: -vp(B) = -vp(A)). Logo, C(B)jC(A) ~ Im(cp) Ç FQ. 
[FQ :K] dimFQ 
degQ 
degB- degA 
Logo, dim(C(B)j C( A)) :::; [Fp : K] = degB- degA. 
• Suponha agora que B =A+ P1 + ... + Pn, e considere o resultado válido para todo k < n: 
dim(C(A + P1 + ... + Pk)/ C(A)) :::; deg(P1) + ... + deg(Pk) 
Lembre que seU:::; V:::; W são espaços vetoriais, então, (W/U)j(VjU) ~ WjV e dim(WjV) = 
dim(W/U)- dim(V/U). então, considere 
M C(A + P1 + ... + Pn)/C(A) 
N C( A+ P1 + ... + Pn-1)/ C(A) 
S C(A+P1+ ... +Pn)fC(A+P1+ ... +Pn-1) 
Assim, temos que dimM- dimN = dimS. Pela hipótese de indução: 
n-1 




dimM:::; L degPi = degB- degA 
1=1 
o 
A próxima proposição fornece uma cota superior para dimC(A) em termos do degA+ 
1.3.8 Proposição Para qualquer divisor A E VF, o espaço C(A) é um espaço vetorial finito sobre 
K. Mais precisamente, se A = A+ - A_ com divisores positivos A+ e A_, então: 
dimC(A) :::; degA+ + 1 
Para obter o resultado, basta usar o Lema 1.3.7. 
1.3.9 Definição Para A E 'DF, o inteiro dimA = dimC(A) é chamado dimensão do divisor A. 
O próximo teorema nos diz, essencialmente, que o número de zeros de x E F é o mesmo que o 
número de polos de x (contando com as respectivas ordens). 
1.3.10 Teorema Todo divisor principal possui grau zero. Mais precisamente, dado x E F\ K 
Demonstração : 
Chame B = (x)oo 
Seja n =[F: K(x)] 
f- degB = n 
deg(x)o = deg(x)oo = [F: K(x)] 
r 
B = L (-vp(x))P =L (-vp,(x))Pi 
i=1 
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(~) Por L2.3, L:~=l (-vp;(x)).degP;, ~[F: K(x)] 
(~ ) Seja {u.t, ... , u,.} uma base de F/K(x) e escolha C E Vp tal que C~ O e (ui)~ -C, 't/ j = 
i, ... , n; considere O~ tE 7L. e considere o conjunto A= {xi.ui/0 ~ t,j = 1, ... , n}: 
1- os elementos de A são linearmente independentes. 
Suponhamos que sejam linearmente dependentes; logo, sem perda na generalidade, existem 
elementos aij E K[x], não todos nulos, tais que: 
n t L L aij·xi.ui =O. 
j=l i=O 
Como os Uj são linearmente independentes, então é preciso que para cada j tenhamos: 
Cada aij é do tipo: 
t L aii xi =O. 
i=O 
Logo, L 17 é uma expressão do tipo: 
m L 'Yb·xb = O E K[x] 
b=l 
(1.17) 
Isso nos diz que x é solução de um polinômio sobre K, absurdo! pois x é transcendente 
sobre K. Logo, é preciso ter aij = O, para cada i,j e portanto, os xi.uj são linearmente 
independentes. Temos que #A= (t + 1).n. 
Considere agora um lugar arbitrário P e sua respectiva valorização vp: 




Vemos que xi.Uij E C(tB +C). Como os xi.uj são linearmente independentes e C(tB +C) 
é um K-subespaço vetorial, obtemos: 
#A~ dimC(tB +C). (1.18) 
Por 1.3.8, 
dimC(tB +C) < deg(tB +C)+ 1 
~ t degB + degC + 1. 
Logo, se c = degC, 
(t + 1)n < t.degB +c+ 1 
n-c-1 < t(degB- n). 
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Assim, para t > > O, 
n-c-1 degB - n > ----. O. 
- t 
Então degB 2: n. Com isso, deg(x)oo =[F: K(x)]. Como K(x) = K(x- 1) e (x) 0 = (x) 00 , 
então 
Este teorema traz as seguintes conseqüências. 
1.3.11 Corolário 
(a) Sejam A, A' divisores com A~ A'. Então, temos que dimA = dimA' e degA = degA'. 
(b) Se degA <O, então dimA =O. 
(c) Para um divisor A de grau zero, as seguintes afirmações são equivalentes: 
1. A é principal 
2. dimA 2: 1 
3. dimA = 1 
o 
A demonstração é simples e não será feita. A proposição a seguir nos diz que existe uma 
cota superior para a diferença degA- dimA que não depende de A. A existência de tal cota é 
fundamental para definirmos o gênero de um corpo de funções. 
1.3.12 Proposição Existe uma constante 'Y E 7Z.. tal que para todo divisor A E Vp, vale: 
degA - dimA :::; 'Y 
Demonstração : Observe que por 1.3.7, 
e portanto, 
degA1- dimA1:::; degA2- dimA2. 
Fixe x E F\ K e seja B = (x) 00 : como na demonstração de 1.3.10, existe C 2: O divisor 
(dependendo de x) tal que 
Por 1.3. 7 
dim(tB +C) 2: (t + 1).degB , V t 2: O 
d . ( L(tB+C)) < zm L(tB) deg(tB + C)deg(tB) 
< dimL(tB + degC) ::::::> dim(L(tB +C)) 
::::::> dim(tB +C) < dim(tB) + degC). 
Combinando as duas desigualdades, obtemos: 
(t + l)degB:::; dim(tB +C):::; dim(tB) + degC, 
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dim(tB) > (t + 1)degB- degC 
> deg(tB) +([F: K(x)]- degC). 
Assim sendo, 
deg(tB) - dim(tB) ::; degC- [F : K(x)], V t >O (I.19) 
Como C só depende de x, seja 1 = degC- [F: K(x)]. Queremos mostrar que (1.19) vale para 
todo A E 'DF ao substituir tB por A. 
Afirmação: 
Dado A E 'Dp, 3 A1, DE 'Dp e um inteiro l >O tais que A::; A1, AI~ De D::; lB. 
f- Afirmação: escolha AI = A+, então O::; AI e A::; All então, por 1.3.7 
. . . C(ZB) 
dzm(ZB)- dzm(ZB- AI) = dzm(C(ZB _AI)) < deg(lB)- deg(ZB- AI) 
~ dim(ZB - AI) > dim(ZB) - degAI 
por /.3.6 > deg(ZB) - 1- degA~, 
e para l >>O, temos dim(ZB- AI).Logo, 3 z E C(ZB- AI)\ {0}. 
Considerando D = A1 - (z), temos AI~ De D = A1- (z) ::; A1(A1- ZB) = ZB 
degA - dimA < degA1 - dimA1 
< degD-dimD 
< deglB - dimlB 
< I 
1.3.13 Definição O gênero g de F /K é definido por 
g = max{degA- dimA+ 1 I A E 'Dp} 
Esta definição foi bem estabelecida, conforme a Proposição 1.3.12. 
o 
1.3.14 Observação O gênero de F/ K é um inteiro não negativo. De fato, considerando A= (0), 
temos degA - dimA + 1 = O e então g ;:=: O. 
1.3.15 Teorema (de Riemann) Seja F/K um corpo de funções de gênero g: 
(a) Para qualquer divisor A E 'Dp, dimA ;:=: degA + 1- g. 
(b) Existe um inteiro c, dependendo de F j K, tal que di mA = deg A + 1 - g sempre que deg A ;:=: c. 
Demonstração : 
(a) Pela definição do gênero, g ;:=: degA- dimA + 1 ~ dimA ;:=: degA + 1- g. 
(b) Escolha um divisor Ao com g = degAo- dimA0 + 1 e considere c= degAo + g. Se degA;:::: c, 
então 
dim(A- Ao) > deg(A- Ao)+ 1 - g 
> degA- degAo + 1 - g 
> degA - c+ 1 ;:::: 1. 
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Logo, existe z E L:(A- Ao)\ {0}. Considere A 1 =A+ (z)(2: Ao). Então, temos: 
degA - dimA degA 1 - di mA 1 
Logo, dimA S degA + 1 - g. 
> degAo - dimAo 
> g-1 
I.4 O Teorema de Riemann-Roch 
Nesta seção, F I K denota um corpo de funções algébricas de gênero g. 
1.4.1 Definição Para A E Vp, 
i(A) = dimA - degA + g - 1 
é chamado índice de especialidade de A. 
Pelo teorema de Riemann, i(A) 2: O e i(A) =O se degA for suficientemente grande. 
I.4.2 Definição Um adele de F I K é uma aplicação: 
o 
tal que O:p E Op para quase todo P E lPp. O adele é visto como um elemento do produto direto 
rrPEFF F e assim, usamos a notação 0: = (o:P)PEFF ou ainda 0: = (o:p). o conjunto 
ÂF ={alo: é um adele de FIK} 
é chamado espaço adélico de F I K e é visto como um espaço vetorial sobre K (aliás, Âp também 
é um anel, mas sua estrutura de anel não será usada). 






A definição está bem feita, pois o número de polos de x é finito, e portanto, x E O p a menos 
de um número finito de lugares. Isso nos fornece um mergulho 
x ~---+ (x)=(x,x,x, ... ,x,x,x, ... ) 
onde (x) = (x, x, ... , x, x, .. . ) é o adele principal de x. 
A valorização Vp em FIK se estende naturalmente a ÂF considerando Vp(o:) = Vp(o:p), onde 
o:p é a P-ésima componente do adele o:. Pela definição de o:, vp(o:) 2: O para quase todo P E lPp. 
I.4.3 Definição Para A E Vp definimos: 
Ap(A) ={o: E Aplvp(o:) 2: -vp(A), V P E lPp.} 
Obviamente, este é um K-subespaço de Ap. 
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1.4.4 Teorema Para qualquer divisor A, o índice de especialidade é 
i(A) = dim(AF/(Ap(A) +F)) 
Demonstração: Este teorema diz que apesar de dimAp, dimAp(A) e dimF serem infinitas como 
K-espaços, o quociente Apj(Ap(A) +F) tem dimensão finita sobre K. A prova deste teorema 
é feita em várias etapas. Recordemos primeiro o que é uma sequência exata: Dados U, V e W 
K-espaços vetoriais, dizemos que O ----. U ~ W ~V ----.O é uma seqüência exata de trans-
formações K-lineares se: 
• 0"1 é injetiva 
• 0"2 é sobrejetora 
(Passo 1) Sejam A, B E Vp com AS B, então: 
• Ap(A) Ç Ap(B) 
• dim(Ap(B)jAp(A)) = degB- degA 
f- Ap(A) ç Ap(B) 
'Y E Ap(A) ={a: E Apjvp(a);::: -vp(A),V P E lPp} 
=> vp('Y) = vp('Yp);::: -vp(A);::: -vp(B) 
=> 'Y E Ap(B) 
f- dim(Ap(B)/AF(A)) = degB- degA 
Esta prova é feita por indução: Suponha B = A + P, P E 1P F e escolha t E F com 
vp(t) = Vp(A) + 1 = vp(B). Considere a aplicação linear 
4'={ 
f- 4' é sobrejetiva: 
Fp 
(t.ap)(P) = tap + P 
Considere x E Fp :=:;. x = x+P e considere a= (aQ) tal que ap = C 1 .x e aQ E L(B), V Q =J 
P, então a: E Ap(B) e 4'(a:) = x 
f- Ker4' = Ap(A) 
4'(c 1 .x) = t.(t- 1 .x) + P = x + P = x 
aEKer4' => t.ap+P=P 
=> t.ap E P 
:=:;. vp(t.ap) >O 
:=:;. vp(t) + vp(ap) 
:=:;. vp(a) > -vp(t) = -vp(A)- 1 
=> vp(a);::: -vp(A) 
Se a E Ap(B), então, vp(a);::: -vQ(B), V Q, em particular, V Q =/= P. Logo, a E Ap(A) e 





Suponha agora, B =A+ H+ ... + Pn, P; E lPp, i= 1, ... , n e considere o resultado válido 
para qualquer k < n. Então, 
• dim(Ap(B)/AF(B- Pn)) = Pn 
• dim(Ap(B- Pn)/AF(A)) = degP1 + ... + degPn-1 
Para U ~ V ~ W espaços vetoriais temos: 
dim(WjV) dim((WjU)j(VjU)) 
= dim(WjU)- dim(VjU) 
:=}- dim(WjU) = dim(WjV) + dim(VjU) 
Logo, para U = Ap(A), V= Ap(B- Pn), W = Ap(B) temos: 
dim(Ap(B)j Ap(A)) degP1 + ... + degPn 
= degB -degA 
(Passo 2) Sejam A, B E V F com A ~ B. Então: 
dim(Ap(B) + F/AF(A) +F)= 
(degB- dimB)- (degA- dimA) 
(!.20) 
(I.21) 
1- O---. C(B)j C(A) ~ Ap(B)/AF(A) ~ Ap(B) + FjAp(A) +F---. O é uma sequência 
exata, onde lT1 e lT2 são definidas de forma canônica: 
. { C(B)jC(A) ---. Ap(B)/AF(A) 
o-1 · x = x + C(A) f-7 x = x + Ap(A), x = (x)p 
u :f Ap(B)jAp(A) ----. Ap(B)+FjAp(A)+F 
2 l õ: =o:+ Ap(A) f-7 õ: = o:+ (AF(A) +F) 
1- lT1 é injetiva: 
u 1(x) =O:=}- x = (x) E Ap(A) :=}- vp(x) 2 -vp(A), V P E lPp :=}- x E C(A) :=}- x =O. 
1- o-2 é sobrejetiva: 
fJ E Ap(B) + Fj Ap(B) +F:=}- 3 o: E Ap(B), xo E F tais que fJ = o:+ x + Ap(A) +F= 
o:+ Ap(A) +F. Logo, u2(o:) = y. 
1- Kero-2 Ç Imo-1 
o:+ Ap(A) E Kero-2 :=}-o: E Ap(A) +F:=}- 3 xo E F: o:- xo E Ap(A) Ç Ap(B) :=}-
:=}- x0 E F n Ap(B) = C(B) e assim 
o-1(xo +C(A)) = xo +Ap(A) = o:+Ap(A) E /mo-1 
Mais ainda, temos que Imo-1 Ç Kero-2. Seja x + C(A) E C(B)/C(A), então u1(x + C(A)) = 
x+Ap(A) e u2(x+Ap(A)) = x+AF(A)+F = Ap(A)+F e portanto, x+Ap(A) E Kero-2. 
Do fato da sequência ser exata, temos: 
. Ap(B) . C(B) 
dzm Ap(A) - dzm C(A) 
(degB- degA)- (dimB- dimA) 
(degB- dimB) - (degA- dimA) 
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(Passo 3} SeBE TJF com dimB = degB + 1- g, então AF = AF(B) +F. Considere C 2 B, 
então por 1.3.7 temos 
dim(C(C)I C(B)) < degC- degB 
dimC-dimB < degC- degB 
dimC < degC- degB + dimB 
< degC- degB + degB + 1 - g 
< degC + 1- g. 
Por outro lado, pelo Teorema de Riemann 
dimC 2 degC + 1 - g 
Ddisto segue que 
dimC = degC + 1- g,V C 2 B. (1.22) 
Considere a E AF. Podemos encontrar C 2 B tal que a E AF(C). Se H, ... , Pn E lPF são 
todos os polos de a, seja D = l::~=l -vp;(a).Pi, então D 2 O. Considere C= B + D. Por 
(1.20) e (1.22): 
dim(AF(C) + FIAF(B) +F) (degC- dimC)- (degB- dimB) 
(g - 1) - (g - 1) 
o 
:=:;. AF(C) +F= AF(B) +F:=:;. Q: E AF(B) +F= AF 
(Prova do teorema) Considere A E 1J F divisor arbitrário. Pelo Teorema de Riemann, existe 
B 2 A tal que dimB = degB + 1- g. Pelo Passo 3, AF = AF(B) +F. De 1.20, temos 
dim(AF(B) + FIAF(A) +F) 
(degB- dimB)- (degA- dimA) 
g- 1 + dimA - degA 
i( A). 
O Teorema 1.4.4 pode ser reescrito como segue: 
dimA = degA + 1- g + dim(AFIAF(O) +F), V A E TJF 
1.4.5 Corolário g = dim(AFIAF(O) +F). 
Este resultado é conseqüência imediata do Teorema 1.4.5, considerando A = O. 
D 
1.4.6 Definição Um diferencial de Weil de FIK é uma aplicação K-linear w: AF--. K que se 
anula em AF(A) +F para algum divisor A E TJF. Chamamos 
nF = { w lw é diferencial de Weil de F I K} 
de módulo diferencial de Weil de F I K. Para A E TJF, seja 
QF(A) = {w E QFiw se anula em AF(A) +F} 
O espaço QF é visto como K-espaço vetorial da forma usual (aliás, se w1 se anula em AF(A1)+F 
e w2 se anula em AF(A2) +F, então w1 + w2 se anula em AF(A3) +F para qualquer A3 :5 A1, A2 
e aw1 se anula em AF(A1) +F para a E K). Claramente, QF(A) é um subespaço de nF. 
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1.4.7 Lema Para A E 'DF temos que dim f!p = i(A). 
Demonstração : O espaço f!p(A) é naturalmente isomorfo ao espaço das formas lineares em 
AF/AF(A) +F, i.e., 
f!p(A) ~ HomK(AF/AF(A) +F, K). 
De fato, dado w E f!p(A), w é um diferencial de Weil que se anula emAp(A) +F, isto é, w é uma 
aplicação K-linear de AF em K que se anula em Ap(A) +F; logo, existe w tal que: 
w: ApfAp(A)+F ___, K 
a= a+ (AF(A) +F) 
Considere u E HomK(AF/(Ap(A) + F),K)), então: 
(]'; AF/AF(A) +F 
a= a+ Ap(A) +F 
!---? w(a) = w(a) 
Seja <P: AF ---> K tal que <P(a) = u(a) E K. Então, <Pé uma aplicação K-linear e <P se anula em 
Ap(A) +F, pois se a E Ap(A) +F, então a = Õ e <P(a) = u(a) = u(õ) =O. Logo, <P E f!F(A). 
Assim, podemos definir o seguinte isomorfismo: 
Logo, 
X: f!F(A) ---> HomK(AF/AF(A) +F,K) 
w !---? w 
dim(ApfAp(A) +F,K) < oo 
dimHomK(ApfAp(A) +F, K) 
= dim(ApfAp(A) +F)= i(A) 
D 
Uma conseqüência de 1.4.7 é f!p #-O. Para ver isso, escolho A divisor com degA::::; -2. Então: 
dimf!p(A) i(A) 
dimA - degA + g - 1 
> 0+2+0-1 
> 1 
I.4.8 Definição Para x E F e w E f!p defina xw: AF---> K por 
(xw)(a) = w(xa) 
É simples verificar que xw é novamente um diferencial de Weil de F/ K. De fato, se w se anula 
em Ap(A) +F, então xw se anula em Ap(A + (x)) +F. Com isso temos que f!p é um espaço 
vetorial sobre F. 
I.4.9 Proposição f!p é um espaço vetorial unidimensional sobre F. 
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Demonstração : Por L4.7 temos que nF =1- o. Logo, existe Wl Ef!F. Devemos mostrar que 
'V w2 E f!F, 3 z E F : w2 = zw1. Se w2 =O, basta considerar z =O. Assumindo w2 =f. O, escolha 
Ai> A2 E VF tais que wl E nF(Al) e W2 E nF(A2). Para um divisor B (a ser determinado) 
considere as aplicações K-lineares injetivas: 
,i= 1, 2. 
I= <I>1(L:(A1 + B)) n </>2(L:(A2 + B)) =f. {O} 
Com esta afirmação, temos que se w EÍ, então existem Xi E C( Ai + B), i 
x1w1 = w = x2w2 e, portanto, w2 = x2 1x 1w1 = z E F. 
r prova da afirmação: 
Seja B > O um divisor com grau suficientemente grande para ter 
dim(Ai + B) = deg(Ai + B) + 1 - g, i = 1, 2. 




dim( -B)- deg(-B) + g -1 
degB + g -1 
dimU1 + dimU2- dimf!F(-B) = 
deg(A1 + B) + 1- g + deg(A2 + B) + 1-g- (degB + g -1)) 
degB + [deg(A 1 + B) + deg(A2 + B) + 3(1- g)] 
> o. 
dimU1 + dimU2 - dim(f!F - B) > O 
para B suficientemente grande. De 1.23 segue que dim(U1 n U2) >O. 
Considere o seguinte conjunto de divisores: 
M(w) ={A E DF/w se anula em AF(A) +F}. 
Então temos o seguinte resultado: 




1.4.10 Lema Seja w E f!F. Então, existe um divisor W E M(w) unicamente determinado tal 
que A:::::; W,'V A E M(w). 
Demonstração : Pelo Teorema de Riemann, existe c > O tal que se D E V F com deg D :::=: c, então 
i(D) =O e AF(D) +F= AF. Supondo queDE M(w) temos que w se anula em AF(D) = AF 
e, portanto w = O absurdo! Logo, 'V A E M(w), degA < c. Assim, podemos escolher um divisor 
maximal em M(w); seja ele W. Supondo que existe Ao E M(w) tal que Ao f, W, isto é, existe 
Q E lP F tal que vQ(A) > vQ(W): 
f--W+QEM(w) 
Considere o: = (o: p) E A F (W + Q); o: pode ser escrito como o: = o: 1 + o: 11 , onde 
o:' p 
,P=f.Q 




• vp(ap) 2: -vp(W + Q) = -vp(W), P =J Q 
• vq(aq) 2: (W + Q) 2: -vq(Ao) 
Então, 
a' E Ap(W) e a" E Ap(Ao) 
e assim, 
w(a) = w(a ') + w(a ") => w se anula em Ap(W + Q). 
Mas, deg(W +Q) = degW + 1, contradizendo a condição de maximalidade de W. Logo, Ao ~ W 
r w é único 
Suponha que existe W 1 também de grau maximal, logo: 
W ~ W', pois W' é maximal } W = W' 
W' ~ W, pois W é maximal => 
o 
1.4.11 Definição 
(a) O divisor ( w) de um diferencial de Weil w =J O é o único divisor de F f K satisfazendo: 
L w se anula em Ap((w)) +F. 
2. Se w se anula em Ap((A)) +F, então A~ (w). 
(b) Para w EQp e P E lPp definimos vp(w) = vp((w)). 
(c) Um lugar Pé dito um zero (polo) de w se vp(w) >O (vp(w) < 0). O diferencial é dito regular 
em P se vp(w) 2: O, e w é dito regular (ou holomorfo) se ele for regular em qualquer P E lPp. 
(d) Um divisor W é chamado divisor canônico de F/K se W = (w) para algum w E Qp. 
1.4.12 Observação Segue imediatamente das definições que 
Qp(A) = {w E Qplw =O ou (w) 2: A} e Qp(O) = {w E Qplw é regular} 
Como conseqüência do Lema 1.4.7 e da Definição L4.1, obtemos 
dimf!p(O) = g 
1.4.13 Proposição 
(a) Para x EF e w EQp, temos (xw) = (x) + (w). 
(b) Quaisquer dois divisores canônicos são equivalentes. 
Demonstração : 
(a) Lembre que w se anula em Ap((w)) +F see (xw) se anula em Ap((w) + x). 
w se anula em Ap((w)) +F => xw se anula em Ap((w) + x) +F 
=> (x) + (w) E M(xw) 
=> (w) + (x) ~ (xw) (L25) 
Analogamente, 
(L26) 
De (1.25) e (126) temos : 
(w) + (x) ~ (xw) ~ (w)- (x- 1) = (w) + (x) 
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{b) Sejam (w) e (v) divisores canônicos . Como dimflp = 1, existe x E F tal que w = xv. Logo, 
(w) = (xv) = (x) +(v). 
o 
Uma conseqüncia desta proposição é que os divisores canônicos de F/ K formam uma única 
classe [W] no grupo quociente C F. Esta classe de divisores é chamada a classe canônica de F/ K. 
1.4.14 Teorema Seja A um divisor arbitrário e W = (w) um divisor canônico de F/ K. Então 
a aplicação 
é um isomorfismo de K-espaços vetoriais. Em particular, i(A) = dim(W- A). 
Demonstração: Sejam W = (w) e M(w). Para todo DE M(w),D::; W 
Qp(A) ={v E f!plv se anula em Ap(A) +F} 
v E f!p(A) =*A::; (v) 
r J.L está bem definida: 
r J.L é injetiva: 
x E .C(W- A) =* (x) 2: -(W- A) 
=* (x) + (w) 2: A 
=* (xw) 2: A 
=* xw E f!p(A) 
J.L( X) = 0 :=}- XW = 0 :=}- OU { 
w = O, absurdo! 
x=O 
Logo, KerJ.L = {0}. 
r J.L é sobrejetiva: 
Seja'"'( E f!p{A); dimflp = 1 =* 3 x E Fjxw = 'Y =* J.L(x) = '"'( 
r x E .c(w- A) 
'"'( = xw E f!p(A) =* {!) = (xw) 2: (A)=* (x) + {w) =* (x) 2: -((w)- A)=* 
x E .C((w)- A)= .C(W- A). 
o 
Acabamos de provar que dimflp(A) = dim(W- A). Como dimflp(A) = i(A), então i(A) = 
dim(W -A). 
1.4.15 Teorema {Riemann-Roch) Seja W um divisor canônico de FjK. Então para qualquer 
A E Vp, 
dimA = degA + 1 - g + dim(W- A) 
Este resultado é conseqência imediata do teorema 1.4.14. 
1.4.16 Corolário Para um divisor canônico W, temos 
degW = 2g- 2 e dimW =g 
A demonstração destes resultados é simples aplicação do Teorema de Riemann-Roch. Disto 
também segue que i(w) = 1 (pois i(w) = dimW- degW + g- 1). 
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1.4.17 Teorema Se A é um divisor de F/K com grau maior ou igual que 2g -1, então 
dimA = degA + 1 - g 
Novamente, basta aplicar o Teorema 1.4.15. 
1.5 Algumas Conseqüências do Teorema de Riemann-Roch 
Como anteriormente, F/K denota um corpo de funções algébricas de gênero g. Nosso primeiro ob-
jetivo é mostrar que o Teorema de Riemann-Roch caracteriza o gênero e também a classe canônica 
de F/K. 
1.5.1 Proposição Suponha que go E 7Z. e Wo E 7Jp satisfazem 
dimA = degA + 1 - g0 + dim(Wo - A) 
pam qualquer A E 7Jp. Então g0 = g, e W 0 é um divisor canônico. 
Demonstração : 




degO + 1- go + dimWo 
O + 1 - go + dim Wo 
go 
Para A= Wo: 
dimWo degWo + 1- go + dimO 
go = deg Wo + 1 - go + 1 
degWo = 2go- 2 
(!.27) 




deg(W0 - A) 
dim(Wo- A) 
degA+ 1- g 
degWo- degA 
< 2g- 2- max{2g- 2, 2g0 - 2} :S O 
O, logo, 
dimA degA + 1- go 
De (!.28) e (!.29), temos g = go. Considere A = W em (!.27): 
dimW degW + 1- g + dim(Wo- W) 
g 2g - 2 + 1 - g + dim(Wo - W) 
1 dim(Wo- W) 
:::;, O deg(Wo - W) 
=* Wo - W é principal 
=* Wo ~ W 
=* Wo é canônico 




Demonstração: Suponha degB = 2g- 2 e dimB 2: g. Considere um divisor canônico W; então: 
g :S dimB degB + 1 - g + dim(W- B) 
g < 2g- 2 + 1 - g + dim(W- B) 
1 < dim(W -B) 
Agora por 1.5.1, 1 :S dim(W- B) see B é canônico. 
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D 
1.5.3 Proposição Para um corpo de funções, as condições a seguir são equivalentes: 
1. F/ K é racional, i. e., F= K(x) para algum x transcendente sobre K. 
2. F/K tem gênero O e existe A E Vp com degA = 1. 
Demonstração : 
1. => 2. Queremos mostrar que o corpo das funções racionais K(x)/ K têm gênero g = O. Afim 
de provar isto, seja Poo o divisor de polos de x. Considere, para r 2': O, o espaço vetorial 
L.:(rP00 ). Obviamente, os elementos 1,x, .. . ,xr estão em L.:(rP00 ). 
(x) = Po- Poo => (x) 2': -P= 2': -rPoo =>X E L.:(rPoo) 
vp(1) =O, V P E 1Pp,O 2': -rPoo => 1 E L.:(rP00 ) 
vp(xi) = i.vp(x) 2': vp(x) 2': -rP00 => xi E L.:(rP00 ), i= 2, ... , r. 
Como os elementos 1, x, ... , xr são linearmente independentes, temos: 
r+1 < dim(r.Poo) 
deg(r.P00 ) + 1- g, para r>> O 
r+1-g 
g < o 
Como g 2': O, então, g =O. Considere A= Poo E Vp; degA =L 
2. => 1. g =O e :3 A E Vp com degA = 1, então: 







dimA = degA + 1 - g = 2 
L.:(A) #{O} 
:3 O:::; A' E Vp,A'"' A com, dimA = dimA' = 2 
:3 x E L.:( A ') \ K 
(x) #O e (x) +A' 2': O 
Como A 2': O e degA 1 = degA = 1, isto só é possível se A 1 = (x)oo (pois caso contrário, x 
não teria polo). Assim, 
[F: K(x)J = deg(x) 00 = degA' = 1 =>F= K(x) 
o 
1.5.4 Teorema (da Aproximação Forte) SejaS ~ 1Pp um subconjunto próprio de 1Pp e 
P 1 , ... , Pr E S. Suponha que sejam dados X1, ... , Xr E F e n 1 , ... , nr E ?L Então, existe um 
elemento x E F tal que 
vp,(x- xi) = ni 
vp(x) 2': O 
,i= 1, ... ,r 
, V P E S \ { P1, ... , Pr} 








Escolha um lugar Q E 1P F \ S e para m E lN considere 
r 
D = mQ- L ((ni + l)Pi). 
i=l 
Para m > > O, temos que degD 2: c, então: 
Ap = Ap(D) +F. 
Logo, existe z E F tal que z- a E Ap(D). Isto significa que vp(z- a)= vp(z- ap) vale: 
vp, (z- xi) > 'Tii + 1 , P = Pi e i = 1, ... , r 
vp(z) > O , sePES\{PI, .. -,Pr}· 
Escolha Yb ... , Yr E F tais que Vp, (Yi) = ni. Considere a 1 = (aJ,)PElPF com: 
a I= , . { 
Yi ,P = Pi 
P O , caso contrano. 
Existe Q 1 E 1Pp tal que param 1 >>O em 1 E lN 
r 
Ap = Ap(m 1Q1 - L (ni + 1)Pi) +F. 
i=l 
Logo, existe y E F tal que vp(y- a')= vp(y- aJ,) e vale: 
Para i = 1, ... , r: 
Considere x = y + z 
vp,(y-yi) > ni, I= l, ... ,r 
v p (y) > O , V P f/. S. 
Vp,(y) v p, ( (y - Yi) + Yi) 
min{ V P, (y- Yi), V p, (yi)} 
Vp, (y + (z- Xi)) 
min{vp,, vp, (z- xi)} 
vp(x) vp(z + y) 
> min{vp(y), vp(z)} 
> o 







1.5.5 Proposição Seja P E 1Pp. Então, para qualquer n 2: 2g, existe um elemento x E F com 
divisor de polos (x)= = nP. 
Demonstração : Pelo Teorema 1.4.17 sabemos que se n- 1 > 2g, então 
dim((n- 1)P) = (n- 1)degP + 1- g e dim(nP) = ndegP + 1- g; 
assim, .C(nP) ~.C((n- 1)P) e portanto, (x)= = nP. 
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1.6 Componentes Locais dos Diferenciais de Weil 
1.6.1 Definição Seja P E lPp 
{a) Para x E F, seja ip(x) E Ap o adele cuja P-componente é x, e as demais são zero. 
{b) Para um diferencial de Weil w E nF definimos sua componenete local Wp : F --> K por 
wp(x) = w(ip(x)). Claramente, Wp é uma aplicação K-linear. 
1.6.2 Proposição Sejam w E Qp e a:= (a:p) E Ap. Então, wp(a:p) #O para no máximo um 
número finito de lugares P, e 
w(a:) = L wp(a:p). 
PEPF 
Em particular, L wp(l) =0. (!.35) 
PEPF 
Demonstração: Dados a:= (a:p) E Ap e w E Qp, queremos mostrar que wp(a:p) #O para no 
máximo um número finito de lugares . 
• a:= (a:p) E AFI =:;. a:p E Op para quase todo P E lPp, assim: 
Sor. = {P E lPpfa:p f/. Op} é finito 
• W = (w) E Vp =:;. vp(W) =O para quase todo P E lPp: 
Sw = suppW é finito 
Considere S = Sor. U Sw, então, V P f/. S, temos 
P f/. Sw =:;. vp(W) =O e P f/. Sor. =:;. vp(a:p) 2: O 
Seja (3 = ((3p) E Ap com 
então 






vp(f3) = { vp(a:p) 2: O= -vp(W) , P f/. S 
vp(O) = oo 2: -vp(W) , P E S; 
a= L ip(ap) e !3= L ip((Jp)=Llp(ap); 
PEPF PEPF P~S 
logo, a:= (3 + LPES ip(a:p) e 
w(a:) w(/3) +w(L ip(a:p)) 
PES 





Logo, a soma é finita. 
r Wp(o:p) =o para quase todo P. 
Se P t/. S: vp(o:p) 2: O,vp(W) =O~ ip(o:p) E AF(W) ~ wp(o:p) = w(ip(o:p)) =O. 
r 'L,PEPF Wp(1) = 0 
1 E F e w se anula em F e O= w(1) = 'L,PEPF wp(1). D 
1.6.3 Proposição 
(a) Seja w =f O um diferencial de Weil de F/K e P E IPF· Então 
vp(w) = max{r E lllwp(x) =O, V x E F, vp(x) 2: -r}. 
Em particular, wp =f O. 
{b) Se w,w' E nF e Wp = wj, para algum p E lPF, então w = w'. 
Demonstração : 
{a) Dado w E Ó.F, W = (w) e P E IPF, considere 
S ={r E lljwp(x) =O V x E F, vp(x) 2: -r} 
Considere vp(w) ex E F com vp(x) 2: -vp(w); o adele ip(x) E AF é tal que 
( . ( )) { vp(ip(x)) = vp(x) , Q = P VQ tp X = OO 'Q =f p 
logo, vQ(ip(x)) 2: -vQ(w), V Q E IPF; assim ip(x) E AF(W) e wp(x) = w(ip(x)) = O; 
portanto, vp(w) E S. Seja s = vp(w) e suponha que não é elemento máximo de S; então 
s + 1 E S ; logo, para todo x E F com vp(x) 2: -(s + 1) temos wp(x) = O. Considere 
o: = (o:QEPF E AF(w + P), então, VQ(O:Q) 2: -(vQ(W) + VQ(P)), V Q E lPF e o: = 
(o:- ip(o:p)) + (ip(o:p)). 
r o:-ip(o:p))EAF(W) 
r w(ip(o:p)) =o 
vQ(o:Q)- vQ(ip(o:p)) 
{ 
Vp(o:p)- Vp(o:p) = 0 2: -s = -vp(W) 
vQ(o:Q) 2: -(vQ(W)- vQ(P)) = -vQ(W) 
,Q=P 
,Q =f p 
Por hipótese, V x E F se vp(x) 2: -(s + 1) então wp(x) =O. Para o: E AF(W + P) temos 
vp( o:) = v p( o:p) 2: -( s + 1) e portanto, wp( ip( o:p)) = wp( o:p) = O. Logo, temos: 
w(o:) =w(o:-ip(o:p))+w(ip(o:p)) =0, 
ou seja, w se anula em AF(W + P) !Contradição. Logo, vp(w) é maximal. 
1.6.3.1 Observação Note que dados w E QF e P E IP F o conjunto 
Rpw ={r E lliwp(x), V x E F com vp(x) 2: -r}, 
só tem máximo para w =f O; pois se w =O, w(ip(x)) =O, V x E F e V x E F, wp(x) =O; 
logo, V r E 7l, vp(x) 2: -r temos wp(x) =O e Rpw = ll. 
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1.6.3.2 Observação Se s = maxRpw, então para todo t > s temos t tf. Rpw. Considere 
Rpwe Spa = {x E Fjvp(x) 2: -a}. Então, se a E Rpw, Wp(x) =O, 'V x E Sp". Considere 
b ~a, então 'V X E Spb,vp(x) 2: -b 2: -a=* X E Spa =* Spb Ç Spa e portanto, b E Rpw. 
Logo, 'V r 2: s + 1, r E Rpw temos s + 1 E Rpw; bastou provar (a) paras+ 1. 
(b) w,w' E Qp,3 P E lPp tal que Wp = wj:.. Logo, 'V x E F,wp(x) = wj:.(x) isto é, w(ip(x)) = 
w '(ip(x)) e assim (w- w ')(ip(x)) =O logo, (w- w ')ex) = O e Rp<w-w 'l = 71..; logo, pela 
Observação 1.6.3.1, w- w' =O ou seja, w = w'. 
1.6.4 Proposição Para o corpo das funções racionais F= K(x), vale: 
(a) O divisor -2P00 é canônico. 
(b) Existe um único diferencial de Weil "1 E QK(x) com (ry) = -2Poo e "lPoo(x- 1) = -1. 
(c) As componentes locais "lPoo e "1Pa do diferncial de Weil satisfazem 
e "1 Pa ( (X - a) n) = { 01 ' n # -1 
,n= -1 
Demonstração : 
(a) Lembre que em K(x)j K o gênero é 9 =O; logo, 
de9(-2P00)=-2=29-2 } 2P , ~ · 
d . (-2P ) _ 0 _ · _ 2p 0 =*- 00 e canon1co zm 00 - - 9,, pms 00 < 
(b) Escolha w E Qp com divisor canônico (w) = -2P00 
Como dim(Ap(-Poo)/Ap(-2P00 )) = 1, w não se anula totalmente em -P00 de fato, 
ip=(x- 1 ) E Ap(-Poo) \Ap(-2Poo) 
(vp
00
(ip=(x- 1)) = Vp
00




(-2P00 ) = 2 
o 
Como {ip= +Ap(-2P00 )} é base de Ap(-Poo)/Ap(-2P00 ) e w não se anula em Ap(-P00 ), 
então Wp=(x- 1 ) = w(ip=(x- 1 )) =c# O. Considere "1 = -c-1 : 
f- "1 é único 
Seja ry* E Qp, tal que (ry*) = -2Poo e 'T}p= (x- 1 ) = -1. Lembramos que 9 
degA 2: 29 -1 = -1 =* Ap = Ap(A)) +F. Note que degp= = -1: 
tais que 
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O e se 
Logo, 
(TJ- ry*){a) (ry-ry*)(aip=(x- 1) +1') 




:=;. V a E Ap, (TJ- ry*)(a) =O :=;. TJ = TJ* 
(c) Por definição, todo diferencial de Weil de F/ K se anula em F e em cada a E Ap, w( a) = 
Z.:PEPF wp(ap). Considere 1J E f!p e (x-atE F. 
vp(TJ) = max{r E llfryp(x) =O, V x E F com vp(x) 2: -r}) 
:=;. ry((x- a)n) = T]p= ((x- a)n) + 'TJPa ((x- a)n) =O {136) 
e Vp=(TJ) = -2 
n::; -2: Vp
00 
((x- a)n) = -n 2: 2 = -Vp"" (ry) :=;. TfPoo ((x- at) =O 
Por {1.36) temos TJPJ(x- at) =O. 
e Vpa (TJ) =O 
n 2: 0: Vpa ((x- a)n) = n 2: O= -Vpa ((x- a)n) :=;. TJp((x- a)n) =O 
De {136) temos 'T]p
00 
((x- a)n) =O 
• n = -1 
_1 __ x+a-a __ a_+.! 
x-a - x(x-a) - x(x-a) x 
VpooC(x"..a)) = 2 2 -Vpoo(TJ) :=;. 'TJPooC(x"-a)) =O; 'TJPoo(~) = -1 
Logo, 'T]p
00
((x- a)- 1) = 'T]p
00
(x- 1) = -1 e portanto, de {136) * 'TJP
00




Códigos Geométricos de Goppa 
Neste capítulo, descreveremos a construção de códigos corretores de erros proposta por Goppa 
usando corpos de funções algébricas. Começamos com um breve estudo dos conceitos da Teoria 
dos Códigos e em seguida definiremos os códigos geométricos de Goppa, desenvolvendo suas pro-
priedades básicas. Finalmente na seção 2.3, discutiremos os códigos construídos por meio de corpos 
de funções. 
11.1 Códigos 
Nesta seção iremos introduzir algumas noções básicas da teoria dos códigos. Seja F q um corpo 
finito com q elementos. Consideramos o espaço vetorial n-dimensional F; cujos elementos são as 
n-uplas a.= (a.1, ... , a.n) com ai E Fq. 
11.1.1 Definição Para a.= (a.1, ... , an) e b = (b1, ... , bn) em F; seja 
Esta função d é chamada distância de Hamming em F;. O peso de um elemento a E F; é 
definido por 
w(a.) = d(a., O)= l{i; ai#- O}l 
Pode ser verificado facilmente que a distância de Hamming é uma métrica em F;. Em partic-
ular, a Desigualdade Triangular d(a, c) :S d(a, b) + d(b, c) vale para todo a, b, c E F; 
11.1.2 Definição Um código linear C (sobre o alfabeto Fq) é um subespaço linear de F;; os 
elementos de C são chamados palavras-código. Chamamos n de comprimento de C e dimC (como 
F q espaço vetorial) a dimensão de C. Um [n, k]-código é um código de comprimento n e dimensão 
k. A distância mínima d(C) de um código C#- O é definida por 
d(C) = min{d(a, b)ja, b E C, a#- b} 
Como d(a, b) = d(a- b, O)= w(a- b) e C é um espaço linear, a distância mínima é igual a 
d(C) = min{w(c)lc EC} 
Vamos nos referir a um [n, k]-código com distância mínima d por [n, k, d]-código. A ditribuição 
de peso de um [n, k, d]-código é a (n + 1)-upla (Ao, ... , An) E JNn+l dada por 
Ai= I{ c E Clw(c) = i}l 
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Evidentemente, Ao = 1 e Ai = O para 1 ::; i ::; d( C) - 1. O polinômio 
n 
Wc(X) =L Aixi E ll[X] 
i=l 
é chamado o enumemdor de pesos de C. 
Para um código C com distância rrúnima d = d(C), seja t = [(d- 1)/2] (onde [x] denota a 
parte inteira do número real x). Então C é dito capaz de corrigir até t erros. A seguinte afirmação 
é evidente: se u E .IF; e d(u, c) ::; t para algum c E C, então c é a única palavra-código com 
d(u,c)::; t. 
Um modo simples de descrever um código C explicitamente é escrever uma base de C (como 
espaço espaço vetorial sobre .IF;). 
11.1.3 Definição Seja C um código sobre F;. Uma matriz geradora de C é uma matriz k x n 
cujas linhas formam uma base de C. 
11.1.4 Definição O produto interno canônico em .IF; é definido por 
n 
< a, b >= L ai bi 
i=l 
para a = ( a1, ... , an) e b = (b1 , ... , bn) em F;. Evidentemente, esta é uma forma bilinear simétrica 
não degenerada em .IF;. 
11.1.5 Definição Se C Ç F; é um código, então 
CJ.. = {u E F; I< u, c>= O, V c E C} 
é chamado o código dual de C. 
C é chamado auto-dual (respec. auto-ortogonal) se C = CJ.. (respec. C ç CJ.. ). A álgebra 
linear nos diz que o dual de um [n, k]-código é um [n, n- k]-código e (CJ.. )J.. =C. Em particular, 
a dimensão de um código auto-dual de comprimento n é n/2. 
11.1.6 Definição Uma matriz geradora H de CJ.. é dita matriz de verificação de paridade de C. 
Claramente, uma matriz de verificação de paridade de um [n, k]-código é uma matriz H, (n-
k) x n com posto n- k e tem-se 
C= {u E 1F;IH.'t/ =O} 
(onde ut denota a transposta deu). Logo, uma matriz de verificação de paridade identifica se um 
vetor u E F; é uma palavra-código ou não. 
Um dos problemas básicos na teoria de códigos algébricos é o de construir, sobre um alfabeto 
fixado IF q, códigos cuja dimensão e distância mínima sejam grandes em comparação com o seu 
comprimento. Entretanto, há algumas restrições: se a dimensão de um código é grande (com 
relação ao seu comprimento) então, sua distância mínima é pequena. A cota mais simples é a 
seguinte. 
11.1. 7 Proposição (Cota de Singleton) Para um [n, k, d]-código vale 
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Demonstração : Considere o subespaço linear W Ç JF; dado por 
W ={(ai> ... , an) E JF;Iai =O para todo i 2: d} 
Qualquer a E W tem peso w(a)::::; d- 1, logo, W n C= {0}. Como dimW = d -1, obtemos 
k+(d-1) dimC+dimW 




Códigos com k + d = n + 1 são de certa forma ótimos; tais códigos são chamados códigos MDS 
(maximum distance separable). Se n ::::; q + 1, então existem códigos MDS sobre Fq para toda 
dimensão k ::::; n. 
11.2 Códigos Geométricos de Goppa 
Para introduzirmos a noção de um código geométrico de Goppa, fixemos algumas notações para 
esta seção: 
F jJF q é corpo de funções algébricas de gênero g 
P1, ... , Pn lugares de F jJF q de grau 1, dois a dois distintos 
D= P1 + ... +Pn 
G divisor de F jJF q tal que suppG n suppD = 0 
II.2.1 Definição O código geométrico de Goppa Cc(D, G) associado aos divisores D e G é 
definido por 
Cr(D,G) = {(x(Pt), .. . ,x(Pn))lx E L:(G)} Ç F; 
II.2.2 Observação A definição está bem feita: 
• x E L:( C):::::} vp; (x) 2: O= Vp; (G), V i, pois suppD n suppG = 0 . 
• a classe residual x( F;) de x módulo Pi é um elemento do corpo de classes de resíduos de Pi 
(!.1.14); como degPi = 1, o corpo da classes de resíduos é IFq; logo, x(Pi) E lFq. 
Consideremos a aplicação de avaliação 
evv: L:(G) 
X 
Esta aplicação de avaliação é JF q-linear e C .c ( D, G) é a imagem de L:( G) por e v D. 
II.2.3 Teorema C.c(D, G) é um [n, k, d]-código com parâmetros 
k = dim(G)- dim(G- D) e d 2: n- degG 
Demonstração : Considerando ev D : L:( G) ----. F;, sabemos que 
L:(G)jKer(evv) ~ Jm(evv) = C.c(D, G). 
Logo, 
k = dimG- dimKer(evv) 
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(11.1) 
Considere x E C(G) tal que evv(x) = (0, ... , 0), i.e. x(Pi) = O, V i, o que só ocorre se 
x E Pi, V i; daí, ternos que vi(x) ?: 1, V i, i.e., vi(x) ?: vi(D) > vi(G) = O; logo,vp(x) ?: 
-vp(G- D) V P E lPp, pois se P f/. {P1 , ... , Pn}, então vp(G- D) = vp(G). Como vale a 
recíproca de cada urna das implicações, conclui-se que Ker(evv) = C(G- D), e fica provado 
que k = dimG- dim(G- D). Assumindo C.c(D, G) =f. O, escolha x E C(G), com w(evv(x)) = 
d = d(C.c(D,G)). Então, existem n-d índices jt, ... ,Jn-d E {1, ... ,n} tais que x(PjJ =O; 
logo, x E C(G- (Pj 1 + ... + Pjn_J) \ {0}, i.e., dim(G- (Pj 1 + ... + PJn-d)) ?: 1, ou seja 
deg(G-(Pj1 + .. . +Pjn_J)?: O. Portanto: degG-(n-d)?: O e assim concluímos que d?: n-degG. 
o 
11.2.4 Corolário Suponha que o grau de G é estritamente menor do que n. Então, a aplicação 
de avaliação evv : C(G)---+ C.c(D, G) é injetiva e temos: 
(a) C .c (D, G) é um [n, k, d]-código com 
d?: n- degG e k = dimG ?: degG + 1 - g 
Logo, 
k+d?:n+1-g 
(b) Se, além disso, 2g- 2 < degG < n, então k = degG + 1- g. 
(c) Se { Xt, .. . , xk} é base de C( G) então a matriz 
é uma matriz geradora de CC(D, G). 
(II.2) 
Demonstração: ComodegG < nedeg(G-D) = degG-degD < n-n =O, então, dim(G-D) =O, 
i.e., C(G- D) = Ker(evv) = {0}, e portanto, evv é urna aplicação injetiva. 
(a) Corno k = dimG, d?: n- degG e dimG?: degG + 1- g, então 
k + d > dimG + n - degG 
> n+l-g 
(b) Para 2g- 2 < degG, pelo Teorema 1.3.15 ternos: k = dimG = degG + 1- g. 
(c) Corno {xt, ... , xn} é base de C(G) e evv é injetiva, ternos que {x(Pt), ... , x(Pn)} é base de 
C.c(D, G) eM é urna matriz geradora. 
D 
Observe que a cota inferior (II.2) para a distância mínima é muito parecida com a cota superior 
de Singleton. Confrontando ambas cotas e com deg G < n, ternos 
n+l-g::;k+d::;n+1 (II.3) 
Note que se F é corpo de funções com gênero g =O, então k + d = n + 1, isto é, tem-se um 
código MDS. Assim, os códigos geométricos de Goppa construídos por meio de um corpo de funções 
racionais lF q(x) são sempre MDS. A fim de obter urna distância mínima significativa, geralmente 
considera-se degG < n. 
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II.2.5 Definição O inteiro d* = n- degG é chamado distância projetada de C c(D, G). 
O teorema II.2.3 estabelece que a distância núnima de um código geométrico de Goppa não 
pode ser menor do que sua distância projetada. 
11.2.6 Observação Suponha que dimG > O e d = n - degG > O. Então, d* = d see existe um 
divisor D 1 com O::; D 1 ::; D,degD 1 = degG e dim(G- D) >O. 
Demonstração : 
(:::;..) d* = d = n - degG 
Considere x E .C(G) tal que w(evv(x)) = d. Então, evv(x) = (x(Pl), ... , x(Pn)) possui 
degG = n- d coordenadas nulas, sejam elas x(PiJ, ... ,x(PidegG). Seja D 1 = 'L~:!1° Pii' 
então degD 1 = degG, O::; D 1 ::; De dim(G- D 1) >O, pois x E .C(G- D 1). 
( {:::::) 3 O::; D 1 ::; D, degD 1 = degG e dim(G- D 1) >O 
Se dim(G- D 1) >O, então existe x E .C(G- D 1); para P E suppD, considere vp(x) 
vp(x) > -vp(G- D 1) 
> { -0 + 1 , se P E suppD 1 
-vp(G) + vp(D 1) - -0 +O , se P f/. suppD 1 
:::;.. x(P) =O para pelo menos degD 1 lugares 
:::;.. w(evp(x))::; n- degD 1 
d ::; n - degG = d* } :::;.. d = d* 
por II.2.3 d :2: n - degG · 
o 
Dados os divisores G e D, podemos associar a eles um outro código, por meio das componentes 
locais de diferenciais de Weil. 
11.2. 7 Definição Sejam G e D = P 1 + ... + Pn divisores como anteriormente. Então, defina o 
código Cn,(D, G) Ç F; por 
II.2.8 Teorema C0 (D, G) é um [n, k 1, d 1]-código com parâmetros 
k 1 =i(G-D)-i(G) e d 1 :2: degG- (2g- 2) 
Sob a hipótese adicional degG > 2g- 2, temos k 1 = i(G- D) :2: n + g- 1- degG. Se além 
disso 2g- 2 < degG < n, então k 1 = n + g- 1 - degG. 
Demonstração : Primeiramente, provemos o seguinte: 
Afirmação(*): Se P E :Pp e w E Qp com vp(w) :2: -1 e degP = 1, então: 
wp(1) =O{::} vp(w) :2: O 
Lembre que por 1.6.3 
vp(w) = max{r E lljwp(x) =O, V x E F com vp(x) :2: -r} (#) 
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(~) Considere x E F com vp(x) 2 O. Como degP = 1, temos que x = a+ y com a E Fq e 
vp(y) 2 1. Então: wp(x) = wp(a) + wp(y), mas desde que vp(y) 2 1 e vp(w) 2 -1, tem-se 
por{#) que wp(y) =O e assim wp(x) = a.wp(1) =O, logo vp(w) 2 O por(#) 
( {::::) vp(w) 2 O f! wp(x) =O, V x E F com vp(x) 2 O~ wp(1) =O 
Agora considere a aplicação F q-linear: 
<P: Q(G- D) ---> F; 
W t-> {Wp1 {1), ... ,Wpn{l)) 
então, Cn(D,G) ~ Q(G- D)jKer(<fJ). Primeiro vamos verificar que Ker<P = Qp(G). Para 
isto, considere w E Ker<!J; logo, wp, {1) =O para i= 1, ... , n. Mas de w E Qp(G- D), temos que 
vp,(w) 2 vp,(G-D) = -vp,(D) = -1 ecomodegPi = 1,Vi, pelaafirmaçãotemosvp,(w) 2 O, Vi; 
logo, vp(w) 2 vp(G), V P E suppG, pois se P fi {P~, ... , Pn}, vp(G) = vp(G-D) e w E Q(G-D). 
Agora, se w E Qp(G) Ç Qp(G- D), então {w) 2 G e portanto, vp,(w) 2 O. De novo, usando{#) 
tem-se wp,(1) =O, V i. Sabendo que Ker<P = Qp(G), temos que k 1 = dimQp(G-D) -dimQp(G); 
como dimQp(A) =i( A), A E Vp, então conclui-se que: 
k 1 =i(G-D)-i(G) 
f- d 1 2 degG- {2g- 2) 
Considere (wp,(1), ... ,wp.(1)) = x E C0 (D,G), mo peso x; então há n- m índices i= 
ib ... , 1n-m tais que w p, {1) = O, então usando { #) de novo temos: 
Logo, 
n-m 
w E Qp(G- (D-I: PiJ), i.e., 
j=l 
n-m n-m 
(w) 2 G- (D- I: Pi;) ~ deg(G- (D- I: PiJ)::; 2g- 2 = deg((w)) 
j=l j=l 
n-m 
2g-2 > deg(G- (D-I: ~J) 
j=l 
> degG- (n- (n- m)) 
2 degG-m 
~m > degG- {2g - 2) 
Em particular, se d 1 é a distância mínima, então 
d 1 2 degG- (2g- 2) 
• degG > 2g- 2 
Porl.4.17,i(G)=0 e k 1 i(G- D) = dim(G- D)- deg(G- D)- 1 + g 
dim(G- D)- degG + n- 1 + g 
> n + g - degG - 1 
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• 2g - 2 < degG < n 
degG < n, degD = n => G- D <O=> dim(G- D) =O 
=>k' i(G-D) 
dim(G- D)- deg(G- D)- 1 + g 
-degG + n - 1 + g 
n+g -degG -1 
D 
A relação entre os códigos C c ( D, G) e C0 ( D, G) é muito estreita e será apresentada no próximo 
resultado. 
II.2.9 Teorema Os códigos Cc(D,G) e C0 (D,G) são duais entre si, i.e., 
Cn(D,G) = Cc(D,G)J... 
Demonstração : Considere Im(evv) =C c(D, G) e Im<P = C0 (D, G), onde 
evv: L(G) __......, lFn q 
X ....... (x(PI), ... , x(Pn)) 
e 
</J: fl(G- D) __......, Fn q 
w ....... (wp1 (1), ... , Wpn (1)) 
Primeiro queremos mostrar que Co ( D, G) Ç C c( D, G) J.... Para isto, considere w E f! F ( G - D) 
e x E L(G). Lembre que w anula .Ap(G- D) +F; assim, O = w(x) e por 1.6.2 O = w(x) = 
L:PEPF wp(x). Agora considere Q .;_ {P~, ... , Pn} e observe que VQ(x) 2 -vQ(G) e VQ(G- D) = 
vQ(G). Mas, como w E f!p(G- D), tem-se vQ(w) 2 vQ(G) 2 -vQ(x). Portanto, wQ(x) =O, pois 
vQ(w) = max{r E ll.jwp(x) =O, 1;;1 x E F com vQ(x) 2 -r} e assim, O= w(x) = L:~=l wpi(x). 
Mas, já que Vp,(x) 2 O, 1;;1 i e degg = 1, tem-se pela afirmação (*) do Teorema anterior que 
w pi ( x) = x( Pi) .w P; ( 1) e finalmente, conclui-se que: 
n 
0= :í:x(Pi).wp,(l) =< (x(PI), ... ,x(Pn)),(wp,(1), ... ,Wpn(1)) >. 
i=l 
Agora, é preciso mostrar que dimCn(D, G) = dimC c(D, G). Para isso, considere 
dimCo(D,G) i(G- D)- i(G) 
dim(G- D)- dim(G)- deg(G- D) + deg(G) 
dim(G- D)- dim(G) + deg(D) 
n- (dim(G)- dim(G- D)) 
n- dimCc(D, G) 
dimCc(D, G)J.... 
Na verdade podemos encontrar um divisor apropriado H para o qual temos Cc(D, G) 
Co(D, H). Mas, para isto necessitamos do seguinte lema: 
11.2.10 Lema Existe um diferencial de Weil TJ tal que 
vp,(ry)=-1 e ryp,(1)=1parai=1, ... ,n. 
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D 
Demonstração : Escolha um diferencial de Weil arbitrário wo i- O. Pelo Teorema de Aproximação 
Fraca, dados P1, ... , Pn lugares, ri= -vp; (wo)- 1, i= 1, ... , n, existe z E F tal que 
Considere w = zwo, então 
Vp; (z) = -vpi (wa)- 1, i= 1, ... , n. 
VP;(zwo) Vp; (z) + Vp, (wo) 
-vp,(wo)- 1 + Vp, (wo) 
-1 
Como Vp, (1) =O< 1 = -vp, (zw0 ), então wp, (1) i- O, V i(por I.6.3(a)). 
Pelo Passo 3 do Teorema de Aproximação Fraca, dados ai = WP; (1) E K, i= 1, ... , n, 3 y E F 
tal que vp, (y- ai) >O, V i. Segue que y(Pi) =ai e vp, (y) =O, V i. Considere ry = y- 1w, então, 
vp,(y- 1 ) +vp,(w) 




11.2.11 Proposição Seja ry um diferencial de Weil tal que VP; (x) = -1 e 'TJP; (1) 
i= 1, ... ,n. Então 
CL(D, G).L = Cn(D, G) = C.c(D, H) com H= D- G + (ry) 
o 
1 para 
Demonstração : Como v P; ( TJ) = -1, V i, então ( TJ) = - D + N, Pi rf. supp( N). Logo, supp( H) = 
supp(D- G + (ry)) = supp(D- G- D + N). Ou seja, suppH n suppD = 0 . Então o código 
C .c ( D, H) pode ser definido. Como TJ é canônico, por !.4.14 posso definir a aplicação 
J1: L:(D- G + (ry)) ---> 0.p(G- D) 
X XTJ 
a qual é um isomorfismo entre K-espaços vetoriais. Para x E L:(D- G + (ry)) 
logo, 
Cn(D,G) 
(xry)p; = TJP, (x) = x(~)TJp, (1) = x(~).1; 
{((xry)p1 (1), ... , (xry)pj1))/x E L:(D- G + (ry))} 
{(x(PI), ... ,x(Pn))/x E L:(H)} 
C.c(D, H). 
D 
Como conseqüência imediata da Proposição IL2.11, podemos fornecer condições suficientes para 
que um código C.c(D, G) seja auto-dual. Tal fato é expresso no seguinte resultado. 
11.2.12 Corolário Suponha que existe um diferencial de Weil ry tal que 
(ry) = 2G- De 'T/P, (1) = 1 para i= 1, ... , n 
Então, o código C.c(D,G) é auto-dual. 
41 
Demonstração : Assumir que (7J) = 2G- D equivale a G = D- G + (7J). Logo, por Il.2.11, 
Cn(D,G) = Cc(D,G). o 
II.2.13 Corolário Suponha que existe um diferencial de Weil7J tal que 
(7J) 2: 2G- De 7JP; (1) = 1 para i= 1, ... , n 
então, o código Cc(D, G) é auto-ortogonal. 
Demonstração: Por 112.11, se H= D- G + (7J), então, C.c(D, G).L = Cc(D, H) mas, 
2G- D < (7J) 
G < D- G + (7J) 
G < H, 
logo, C.c(D, G) Ç C.c(D, H) = C.c(D, G).L, e portanto, C.c(D, G) é auto-ortogonal. o 
II.2.14 Definição Dois códigos C1, C2 E F; são ditos equivalentes se existe um vetor a = 
(a!, ... ' an) EF q tal que c2 = aCl, i.e., 
Em direção a esta definição apresentamos o seguinte resultado. 
II.2.15 Proposição 
(a) Suponha G1 e G2 divisores, G1 "'G2 e suppGi n suppD = 0 . Então, os códigos Cn(D, G1) 
e Cn(D, G2) são equivalentes. O mesmo vale para C.c(D, G1) e Cc(D, G2). 
(b) Reciprocamente, se C Ç lF; é um código equivalente a C.c(D,G) {respec. Cn(D,G)), então, 
existe um divisor G' "'G tal que suppG 'nsuppG = 0 e C= C0 (D, G ') {respec. Cn (D, G ')). 
Demonstração : 
(a) G1 "'G2 {:} 3 y E F: G2 = G1- (y) 
Agora para j = 1, 2 suppGj n suppD = 0 ; assim, Vp;(y) = O, V i 1, ... , n e então 
.n 
a= (y(P1), ... , y(Pn)) EFq. Como 
é bijetora, então: 
• C.c(D,G2) 
• 
</>: L.:(G1) ___. L.:(G2) 
x t-t xy 
{(xy(PI), ... ,xy(Pn))jx E L.:(GI)} 
{(y(P!), ... , y(Pn)).(x(Pl), ... , x(Pn))/x E L.:( G1)} 
aC.c(D, GI) 
{((yw)p1 (1), ... , (yw)pn (1))/yw E QF(Gl- D)} 
{(y(P1), ... , y(Pn)), (Wp1 (1), ... , Wpn (1))} 
aCo(D,G2) 
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(b) Seja C= a.CL(D, G), a EFq e escolha z E F, z(Pi) =ai, i= 1, ... , n;logo, Vp; (z-ai) = 1 >O 
(isso é possível pelo Teorema de Aproximação). Se G' = G- (z), então C= Gr.(D,G'). Se 
C= aCn(D, G), considere G' = G + (z), então C= Cn(D, G') 
o 
11.2.16 Observação Se G é um divisor tal que suppG n suppD =/= 0 , ainda podemos definir 
CL(D,G) como segue: escolha G' rv G com suppG' n suppD = 0 (possível pelo teorema de 
aproximação) e considere Cr.(D, G) = Cr.(D, G'). Como a escolha de G' não é canônica, CL(D, G) 
é bem definido, a menos de equivalências, por II.2.15. 
11.3 Códigos Geométricos de Goppa Associados com o Corpo 
de Funções Racionais 
Nesta seção vamos investigar os códigos geométricos de Goppa associados a divisores do corpo de 
funções racionais. Neste caso, damos de maneira explicita, as matrizes geradora e de verificação 
de paridade. Na teoria de Códigos, esta classe é conhecida pelo nome de Códigos Generalizados 
de Reed-Solomon. 
II.3.1 Definição Um código Geométrico de Goppa C.c(D, G) associado aos divisores De G de 
um corpo de funções racionais lF q ( x) /F q é dito ser racional. 
Observe que o comprimento de C.c(D, G) é limitado por q + 1, pois F q(x) possui somente q+ 1 
lugares de grau 1, o polo de z, e para cada a: E F q o zero Pa de z- a:. 
II.3.2 Proposição Seja C= C.c(D,G) um código geométrico racional de Goppa sobre Fq, e 
sejam n, k, dos parâmetros de C. Então: 
(a) n:::; q + 1. 
(b) k =O see degG <O, e k = n see degG > n- 2. 
(c) Para O:::; degG:::; n- 2, k = 1 + degG e d = n- degG. Em particular, C é um código-MDS. 
(d) Cj_ é também um código geométrico racional de Goppa. 
Demonstração: Lembre que neste caso o gênero é zero e utilizando o Teorema II.2.3 e o Corolário 
li. 2.4, temos: 
(a) Como n = degD, D = P1 + ... + Pn, P;, lugares de grau um de Fq, distintos dois a dois, e Fq 
só possui q + 1 lugares de grau um, então n:::; q + 1. 
(b) f- k =O{::} degG <O. 
É bom lembrar que n 2: O (caso contrário, ev D não pode ser definida) e que temos g = O; logo, 
por 1.3.15 vale a igualdade de Riemann para G: dimG = degG + 1(pois, degG =O 2: 2g -1). 
({::::) Se degG <O então C(G) =O logo, Im evv ={O} e k =O. 
(:::::}) Por contradição; vamos supor que degG 2: O. Há dois casos para considerar: 
• Se degG < n; estamos nas condi~ de II.2.4; então, k = dimG = degG + 1 2: 1. 
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• Se degG ~ n; agora G - D também satisfaz a igualdade de Riemann; portanto, 
dim(G- D) = deg(G- D) + 1. Então 
k dimG + 1- dim(G- D) -1 
degG + 1 - degG + n - 1 
n~1 
Portanto, obtivemos contradiõ~s em ambos casos, e assim, concluímos que se k = O, 
então degG < O. 
r k = n <=> degG > n - 2 
Como Cc(D,G) é código racional, g =O e 2g -1 = -1, então, V A E 1Jp com degA ~ -1, 
vale dimA = degA + 1 - g = degA + 1. 
(:::;.) k = n 
Pela cota de Singleton, 
k+d:Sn+1} 
k=n '* 
( <=) degG > n - 2 
d < 1 } 
d~ n-degG 
:::;. degG ~ n - 1 > n - 2 
Como n ~ 1, temos que n- 2 ~ 1-2 = -1 = 2g -1. Então, dimG = degG + 1. Logo, 
deg(G-D) = degG-n ~ n-1+n = -1; assim, dim(G-D) = degG-n+1. Portanto: 
k dimG- dim(G- D) 
degG + 1 - [degG - n + 1] 
n 
(c) O::; degG::; n- 2 
(d) 
• k = 1 + degG 
degG ~ O :::;. dimG = degG + 1 } :::;. k = 1 + degG degG::; n- 2:::;. deg(G- D) <O:::;. dim(G- D) =O 
• d = n- degG por II.2.3. 
Cj_ C .c (D, G)j_ 
Cn(D, G) 
C.c(D, H) , H= D- G + (ry) por II.2.12. 
D 
O próximo resultado determina, de modo explícito, a matriz geradora de um código racional 
de Goppa. 
II.3.3 Proposição Seja C= C.c(D, C) um código geométrico mcional de Goppa sobre 1Fq com 
parâmetros n, k e d. 
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(a) Se n ::::; q existem elementos dois a dois distintos a:1 , ... , O:n E lF q e v1 , ... , Vn EIF q {não 
necessariamente distintos) tais que 
C= {(vd(a:l), ... , Vnf(a:n))lf E Fq[z] e degf :::S k- 1} 
A matriz 
M= (II.4) 
é uma matriz geradora de C. 
(b) Se n = q + 1, C possui a matriz geradora 
Vn-1 o 
O:n-lVn-1 o 
M= 0:~-lVn-1 o (II.5) 
k-1 
a:n-lVn-1 1 
Demonstração : Para encontrar a matriz geradora de um código é preciso encontrar uma base do 
mesmo. Como C.c(D, G) = evD(L(G)) é um código sobre Fq, não nulo, por II.3.2, temos: 
(i) O < k < n::::} O ::::; degG ::::; n- 2. 
(ü) k = n Ç} degG > n - 2. 
Como estamos num corpo de gênero O, pelo Teorema 1.3.15, temos que para todo divisor G 
com degG ~ O, dimG = degG + 1. Agora, neste caso estamos supondo k = dimC ~ 1; logo, por 
II.3.2, degG ~ O e dimG = degG + 1. 
(a) Vamos construir uma base para Cc.(D,G). Seja D = P1 + ... + Pn, Pí lugar de grau 1 com 
n::::; q; como há q+ !lugares de grau um em F/Fq, existe P fj_ suppD,degP = 1. Considere 
Q = P1, e portanto Q =J: P. Observe que: 
deg(Q- P) =O~ 2g -1::::} dim(Q- P) = 1 
Por 1.3.11, Q- Pé principal, i.e. , 3 z EF com (z) = Q- P. Logo, (z)o = Q e (z)oo = P, 
mas [F: Fq(z)] = deg(z)oo = 1, então, F= IFq(z) e P = P00 • Se supormos degG ~ n- 1, 
por II.3.2, k = n, i.e., Cc.(D,G) = IF; e daí o caso é trivial; suponha agora que degG::::; 
n- 2; assim, degG = k- 1. Considere o divisor de grau zero N = (k- l)Poo- G; como 
dimN ~ 1, N é principal; seja u EF tal que (u) = (k- l)Poo- G. Observe agora que 
{u, zu, ... , zk- 1u} Ç L(G), pois para O::::; i::::; k- 1: 
(ziu) = i(z) + (u) = i(Q- P00 ) + (k- l)Poo- G = iQ + ((k- 1)- i)Poo- G 
e portanto, (ziu) ~ -G 
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Como F= Fq(z), temos que {u, zu, ... , znu} é Li. sobre Fq e assim é base para L(G), i.e., 
L(G) = {uf(z)if E Fq[z],gr{f(x)):::; k- 1} 
Portanto, 
(*)C= Cr.(D, G) = {{v1.f(a1)), ... , (vn.f(an)))lgrau{f(x)):::; k- 1} 
Como já sabemos, k = degG + 1 e por(*): 
gera C, então (3 é uma base de C e assim M é uma matriz geradora. 
(b) A prova é essencialmente a mesma; neste caso, temos n = q + 1 e podemos escolher z tal 
que F = Fq(z) e considero Pn = P00 , onde Pb ... , Pn são todos os lugares de grau um 
de F e D = P1 + ... + Pn. Como anteriormente, seja (u) = (k- 1)Poo- G com u EF e 
{u, zu, ... , zk- 1u} é base de L(G). Para 1:::; i:::; n- 1 = q, chame ai= z(g) e Vi= u(Pi) 
e observe que sendo Pn = Poo = {z)oo, temos para todo j = 1, ... , k- 2, uzi(Pn) =O (pois 
Vpn (uz1 ) = k- 1- j 2: 1), mas para j = k- 1, Vpn (uzk-l) =O, i.e., 'Y = uzk- 1(Pk-d EFq 
e trocando u por 'Y-lu podemos concuir novamente que: 
é base de C= Cr.(D, G) eM é a matriz geradora. 
o 
Vários códigos clássicos dentro da teoria dos códigos são construídos como códigos geométricos 
de Goppa de corpos de funções racionais; para encerrar o capítulo definiremos vários deles; contudo 
não será demonstrado o fato que acabamos de citar. Gostaríamos apenas de enfatizar que todos 
estes códigos são obtidos a partir do corpo de funções racionais. 
II.3.4 Definição Seja a = ( a1, ... , an) onde os ai são elementos distintos de F q, e seja v = 
( V1, ... , Vn) onde os Vi são elementos não nulos de F q {não necessariamente distintos). Então o 
Código Reed-Solomon Genemlizado, denotado por GRSK(a, v) consiste dos vetores 
{vl.f{al), ... ,Vn.f(an)), 
com f(z) E Fq[z], degf:::; k- 1 (para k:::; n fixo). 
Uma definição equivalente de GRSK(a, v) é o código sobre Fq com matriz geradora (II.4). No 
caso em que a= ((3, (32 , ... , (Jn) {onde n = q-1 e (3 é raíz primitiva da unidade) e v= {1, 1, ... , 1), 
G RS K (a, v) é um código de Reed-Solomon. 
II.3.5 Definição Considere uma extensão de corpo F q"' de F q e um código C sobre F q"' de 
comprimento n. Então 
CIF. = CnF; 
é chamado subcorpo suhcódigo de C (ou restrição de C a Fq). 
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CF • é um código sobre lF q. Sua distâcia mínima não é menor do que a de C, e para a dimensão 
de CIF. temos a estimativa dimCIF. ::; dimC (em geral a desigualdade é estrita). 
II.3.6 Definição Seja nlqm- 1 e (3 E Fq,.. uma n-ésima raíz primitiva da unidade. Seja l E ll. e 
ó :2: 2. Defina um código C(n, l, ó) sobre lFq"" pela matriz geradora 
(l (31 !321 [3(n-1)1 ) (31+1 (32(1+1) [3(n-1)(1+1) (II.6) H (31+8-2 (32(1+8-2) fJ(n-1)(1+8-2) 
O código C = C(n, l, ó)j_IF. é chamado BCH código com distância projetada ó. Em outras 
palavras, 
(II. 7) 
onde H é dado por (II.6). 
II.3. 7 Definição Seja L= {o:~, ... , o:n} Ç F q"" com ILI = n e seja g(z) E F q"" [z] um polinômio 
de grau t tal que 1 ::; t::; n- 1 e g(o:i) i- O para todo o:i E L. 












(b) O código r(L,g(z)) = C(L,g(z))l_ é chamado o código Clássico de Goppa com polinômio de 
Goppa g(z). Ou seja 
r(L,g(z)) ={c E F;IH.ct =O}, 
onde H é dada por (II.8). 
Observe que (II.8) é um caso particular de (II.4) onde vi= g(o:i)-\ logo, C(L, g(z)) e r( L, g(z)) 
são códigos Reed-Solomon Generalizados. 
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Capítulo 111 
Extensões Algébricas de Corpos 
de Funções e Códigos Auto-Duais 
Vimos nos capítulos anteriores que a descrição dos lugares e valorizações de um corpo de funções 
racionais é relativamente simples e como conseqüência podemos descrever os códigos de Goppa 
destes corpos de maneira explícita. Observando que um corpo de funções algébricas F 1 é uma 
extensão algébrica finita de um corpo de funções racionais F, nos parece natural estudar a situação 
F 1/ F, a partir do que se sabe em F. Isto é, pretendemos descrever lugares, valorizações, divisores, 
etc. de F. Tal estudo será realizado nas Seções 3.1 e 3.2. Na Seção 3.3, a partir deste estudo, 
apresentaremos exemplos de códigos de Goppa auto-duais. 
111.1 Extensões Algébricas de Corpos de Funções 
Nesta seção vamos estudar extensões algébricas de corpos de funções F 1 j F dando mais atenção 
ao comportamento dos lugares e das valorizações. 
Fixamos a notação a seguir: 
• F/ K- corpo de funções algébricas em uma variável com corpo completo de constantes K; 
• K será perfeito; i.e., toda extensão algébrica de K é separável (e.g., K com característica 
zero, finito ou algebricamente fechado). 
• F 1/ K 1 - corpo de funções (K 1 corpo completo das constantes de F') tal que F 1 2 F é uma 
extensão algébrica e K' 2 K. 
Por conveniência fixe 4> 2 F algebricamente fechado e considere somente extensões F' j F com 
F' Ç 4>. 
III.l.l Definição 
(a) Um corpo de funções algébricas F' f K' é chamado uma extensão algébrica de F f K se F 1 2 F 
é uma extensão algébrica e K 1 2 K. 
(b) A extensão algébrica F' f K' de F f K é chamada de extensão por constantes se F' = F K ', o 
corpo gerado por F e K'. 
(c) A extensão algébrica F' f K' de F f K é chamada de extensão finita se [F' : F] = n < oo. 
III.1.2 Lema Seja F'/K' uma extensão algébrica de FjK. Então, vale o seguinte: 
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(a) K'IK é algébrica e F nK' = K; 
(b) F'IK' é extensão finita de FIK see [K': K] < oo; 
(c) Seja F1 = F.K '. Então FI/ K 1 é uma extensão por constantes de F I K, e F 1 I K 1 é uma 
extensão finita de FI/ K 1 {possuindo o mesmo corpo de constantes). 
Demonstração : 




finita \ K' 
K{x) / 
~K 
Pelo diagrama temos claramente que F' IK(x) é algébrica, e como x é transcendente sobre K, 
temos que F 1 I K tem grau de transcendência 1. Mas F 1 I K 1 é corpo de funções e F 1 I K 1 ( x) 
é algébrica, portanto x é transcendente sobre K' e como K'(x)IK(x) também é algébrica 
com K'(x) Ç F' temos que K'IK é algébrica, pois como já dissemos, F'IK tem grau de 
transcendência 1. 
Por outro lado, K 1 n F = K vem do fato de que estamos supondo K algebricamente fechado 
em F. 
(b) Considerando o mesmo x da parte (a) e olhando o diagrama temos: 
(:=:;.) Se [F': F]< oo, então [F': K(x)] < oo e assim F'IK é corpo de funç.ões. Mas então 
pelo Corolário 1.1.16, considerando K o corpo das constantes de F'IK, temos: 
[K: K] < oo e por (a) K' Ç k, i.e., [K': K] < oo. 
(.;:=) Suponha [K': K] < oo; então, pelo diagrama temos [K'(x): K(x)] < oo. Mas como 
já havíamos visto que x é transcendente sobre K 1 e F 1 I K' é corpo de funções , temos 
[F' : K'(x)] < oo. Portanto, temos [F' : K(x)] = [F': F][F: K(x)] < oo e assim, 
[F': F]< oo. 
(c) Observe que ao considerarmos F 1 = F.K' teríamos F Ç F1 Ç F', com K' Ç F1, e portanto 
FI/ K 1 é extensão algébrica de F I K com corpo de constantes K 1• Mas então F 1 I K 1 é 
extensão algébrica de Fl/K e [K': K'] = 1; assim, por (b) [F': Fd < oo. 
D 
Agora vamos iniciar o estudo da relação entre os lugares de F 1 e F. 
111.1.3 Definição Considere uma extensão algébrica F'IK' de FIK. Um lugar P' E JP} se diz 
estar sobre P E JPF se P' 2 P. Também dizemos que P' é uma extensão de P ou que P está sob 
P' e escrevemos P'IP. 
111.1.4 Proposição Seja F 1 I K 1 uma extensão algébrica de F I K. Suponha que P ( respec. P ') 
é um lugar de FIK {respec. F'IK'), e seja Op Ç F {respec. Op, Ç F') o anel de valorização 
correspondente e vp {respec. vp ') a sua valorização discreta. Então, as afirmações a seguir são 
equivalentes: 
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1. P 1IP 
2. Op ç Op, 
3. Existe um inteiro e~ 1 tal que vp,(x) = evp(x), 't:/ x E F. 
Mais ainda, se P 1 I P, então 
P=P 1 nF e 
Por isso, P é chamado a restrição de P 1 a F. 
Demonstração : 
1 ~ 2 Suponha que P 1 IP e Op ~ Op,. Logo, 3 u E F tal que u E Op eu tf. Op1, i. e., vp(u) ~O 
e Vp1(u) <O. Como P Ç P 1, então vp(u) =O. Escolha tE F com vp(t) = 1, então tE P 1 
e r = v p 1 ( t) > O. Conseqüentemente, 
então, urt E P, mas urt tf. P 1• Contradição! Logo, Op Ç Op1. 
Antes de provar 2 ~3, provemos que se 2 vale, então O p = O p 1 n F e P = P 1 n F. Observe 
que de 2 temos O p Ç O p 1 n F e lembre que um anel de valorização é um subanel maximal próprio; 
então, como Op1 nF é anel de F, há duas possibilidades: Op = Op1 nF ou F= Op1 nF. Se 
F = O p 1 n F, então, F Ç O p 1; considere z E F 1 \ O p 1. Como F 1 I F é algébrica, existe sempre 
uma equação 
zn + Cn-lZn-l + ... + clz +Co= O. 
Sabemos que Vp1(0) = oo, Vp1(z) <O e que Vp1(cj) ~O, e portanto: 
vp(cJzJ) = vp(cj) + jvp(z) > nvp(z), logo: 
Vp(O) = Vp1(zn + Cn-lZn-l + ... +Co)= nvp1(z) < 0. 
(III.1) 
Assim, tal elemento z E F não pode existir e, portanto, o p = o p n F. Como p I n F é ideal 
próprio de Op, necessariamente, temos P 1 n F Ç P; mas se x E P, temos x- 1 E F\ Op e assim 
x- 1 tf. Opl, i.e. X E P 1• Portanto, P 1 nF = P. 
2 ~ 3 Seja u tal que vp(u) =O; então, u, u- 1 E Op Ç Op 1 e assim, vp ~(u) =O. Seja tE Op tal 
que vp(t) = 1 e fixe e= Vp1(t) ~ l.Pelo que mostramos acima, considere um x E F e seja 
r= vp(x) E ll., então: 
vp(xcr) = vp(x)- rvp(t) =r- r.1 =O. 
3 ~ 1 De Vp1(x) = evp(x), 't:/ x E F, temos: 
x E P ~ vp(x) ~ 1 ~ vp,(x) = evp(x) ~ 1 ~ x E P 1 ~ P 1IP 
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Uma conseqüência desta proposição é que para P 1 f P existe uma imersão canônica do corpo 
das classes de resíduo F p = O p/ P no corpo das classes de resíduo F j, 1 = O p 1 / P 1, dada por 
x(P) ~ x(P') , para x E Op 
Assim, podemos considerar Fp um subcorpo de Fj,~. 
111.1.5 Definição Seja F 1/ K 1 uma extensão algébrica de F/ K, e seja P 1 E n> F 1 um lugar de 
F'/K' sobre P E n>F: 
(a) O inteiro e(P'/P) =e com vp~(x) = evp(x), 'i/ x E F é chamado índice de ramificação de 
P' sobre P. Dizemos que P '/ P é ramificado se e( P '/ P) > 1 e P '/ P é não-ramificado se 
e(P'/P) = 1. 
(b} f(P'/P) = [F'p~: Fp] é chamado o grau relativo de P' sobre P. 
Note que f(P 1 f P) pode ser finito ou infinito, enquanto o índice de ramificação é sempre finito. 
111.1.6 Proposição Seja F'/K' uma extensão de F/K e P' um lugar de F'/K' sobre Plugar 
de F/ K. Então 
(a) f(P'/P} < oo <=?[F': F]< oo. 
(b) Se F 11 f K 11 é uma extensão algébrica de F' f K' e P 11 E n> F" é uma extensão de P ', então 
e(P 11 /P) = e(P 11/P').e(P'/P) e f(P 11 /P) = f(P 11/P').f(P'/P) 
Demonstração : 
(a) Lembre que degP = [Fp: K] < oo e degP' = [Fj,1: K'] < oo. Como 
[Fj,~: K] = [Fj,~: K'].[K': K] = [Fj,~: Fp].[Fp: K] 
então: [Fj,~ : K] < oo <=? [Fj,~: Fp] < oo <=? [K': K] < oo, por III.1.2(b); i.e., 
[K'/K] < oo <=?[F': F]< oo 
logo, como f(P'/P) = [Fj,~: Fp], temos 
f(P'/P) < oo <=?[F': F]< oo 
(b) xEF=>vp~(x)=e(P'/P).vp(x) 
xEFÇF' => vp,(x) e(P 11 jP').vp1(x) 
e(P 11 / P ').e(P '/ P)vp(x) 
Considere Fp Ç Fj,~ Ç Fj:,. Logo, [Fj:,: Fp] = [Fj:,: Fj,~].[Fj,~: Fp]. 
111.1.7 Proposição Seja F'/K' uma extensão algébrica de F/K. 
D 
(a) Para qualquer lugar· P' E n> F 1 existe exatamente um lugar P E n> F tal que P '/ P e P = P 'nF. 
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(b) Reciprocamente, para um lugar P E 1P F existe pelo menos um lugar, P' E 1P F tal que P 'I P, 
e o número de tais lugares é finito. 
Demonstração : 
(a) Primeiro provemos que existe algum z EF tal que Vp,(z) -=1 O. Isso será feito por contradição: 
Suponha que para todo z EF, vp,(z) =O; considere tE F' e suponha que vp,(t) >O; t é 
algébrico sobre F; logo, existem e;, E F, i = O, ... , n, com eo, Cn EF tais que 
Por hipótese, Vp,(ci) =O; assim, 
vp,(eo) = min{ivp,(t)li = 1, ... , n} >O. 
Contradição! Logo, p I n F -=1 0 . 
Por III.l.4 se P'IP, então P = P' nF. Logo, se P,Q E 1PF com P'IQ e P'IP, então 
Q=P'nF=P. 
(b) Dado P E 1PF, escolha x E FIK tal que (x)o = P (ver Proposição 1.5.5). Afirmamos que 
para P' E 1PF' vale: 
(=>) Vp,(x) = evp(x) =e> O 
(.,;:.::) Vpt(X) > 0 
P'IP~vp,(x) >0 (III.2) 
Seja Q um lugar sob P', logo Q = P'nF; então Q = P, pois Pé o único zero de x em 
FIK. Por (III.2), P'IP. Agora como o conjunto dos zeros de x em F' é finito, (III.2) 
garante que temos apenas um número finito P 1 tais que P 1 I P. 
o 
A proposição anterior nos leva à definição de um K-homomorfismo entre os grupos de divisores 
VF eVF'· 
III.1.8 Definição Seja F' uma extensão algébrica de FIK. Para um lugar P E 1PF definimos a 
sua conorma (com relação a F' I F) por 
ConF'jF(P) = L e(P'IP).P', 
P'/P 
onde a soma é indexada pelos lugares em F' sobre P. A aplicação conorma se estende a um 
homomorfismo de V F em V F' da forma seguinte: 
ConF'jF( L np.P) = L np.ConF'jF(P) 
PEFF PEPF 
A conorma é uma aplicação bem comportada em relação a torres de corpos de funções F " -:;2 
F' -:;2 F; uma conseqüência imediata de III.1.6(b) é a fórmula 
para qualquer divisor A E V F. 
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Uma outra propriedade fundamental da conorma é que ela leva divisor principal de F em divisor 
principal de F'. Mais precisamente temos: 
111.1.9 Proposição Seja F'IK' extensão algébrica de FIK corpo de funções. Para x EF 
sejam (x)[, (x):;,, (x)F, respectivamente (x)[', (x):;,', (x)F' o divisor de zeros, o divisor de polos 
e o divisor principal de x em 1J F, respectivamente em 1J F '. Então: 
( F F' F F' F F' ConF"IF (x)o) = (x)0 , ConF"IF((x) 00 ) = (x)oo, e ConF"IF((x) ) = (x) 
Demonstração : Por definição, para x E F: 
LP'EIPF' Vp,(x)P' 
LPEPF vp(x)(LP'IPe(P'IP)P') 
LPEPF vp(x) ConF'IF(P) 
ConF'IF(LPEPF vp(x)P) 
ConF'IF((x)F) 
Considerando somente a parte positiva (negativa) do divisor principal, obtem-se a demonstração 
para o divisor de zeros (polos). O 
Por esta proposição, a conorma induz um homomorfismo nas classes dos divisores, novamente 
denotado conorma. 
ConF'IF: CF ---tCF' 
Geralmente, esta aplicação não é injetiva nem sobrejetiva, enquanto C on F' 1 F 1J F ---t 1J F' é 
claramente injetiva. 
111.1.10 Lema Seja K 'I K extensão finita ex transcendente sobre K. Então 
[K'(x): K(x)] = [K': K] 
Demonstração: Podemos assumir que K' = K(a) para algum a E K'. Como K'(x) = K(x)(a), 
então, 
[K'(x): K(x)]::; [K': K]. 
Para provar que [K 1 : K]::; [K '(x) : K(x)] é preciso mostrar que o polinômio minimal de a em 
K continua sendo irredutível em K(x). Seja 4>(T) E K[T] o polinômio minimal de a e suponhamos 
que é redutível em K(x), isto é, 3 g(T), h(T) E K(x)[T] polinômios mônicos com grau menor que 
deg4> tais que 4>(T) = g(T)h(T). Como 4>(a) = O, então g(a) = O ou h(a) = O; suponha que 
g(a) =O e deg(g) =r, então: 
g(T) = yr + cr-1(x)rr- 1 + ... + c1(x)T + eo(x) 
com ci(x) E K(x) e r< deg4>; então 
ar+ Cr-1(x)ar- 1 + ... + C1(x)a + Co(X) = 0 
Multiplicando por um denominador comum, obtemos: 
Yr(x)ar + 9r-1(x)ar-l + ... + 91(x)a + Yo(x) =O (III.3) 
onde Yi(x) E K[x], e podemos assumir que x Jgi(x)para algum i E {1, ... , r}. Considerando x =O 
em (III.3) obtemos um polinômio em K, que se anula em a e tem grau menor que deg4>. 
o 
No caso em que F 1 I F é finita, podemos encontrar uma relação entre o grau de um divisor A 
de F e o grau de C on F '1 F (A). Para isto, iniciamos com: 
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III.l.ll Teorema Seja F'/K' extensão finita de FjK, P um lugar de FjK e PI, ... ,Pn os 
lugares de F' j K que estão sobre P. Sejam ei = e( Pd P) e fi = f( Pi/ P). Então 
n 
"2: ei.fi = [F': F]. 
i= I 
Demonstração : Pelo Teorema de Aproximação Forte, dados S ~ W F, P~, ... , Pr E S, XI, ... , Xr E 
Fen1, ... ,nr E ll., ::3z E Ftalquevp;(z-xi) = ni,i = 1, .. . ,r, vp(z) :2: O, V P E S\{PI, ... ,Pr}. 
ConsidereS= WF\{P}, r= 1, ni = 1, XI= O e PI E S. Então, ::3 z E F tal que Vp1 (z) = 1, VQ(z) :2: 
O, V Q E S \ {PI}. Assim, vp(z) <O, i.e., Pé o único polo dez. 
Logo, considerando x = z-\ Pé o único zero de x em F. Seja vp(x) = s. Como VQ(x) = 
e(Q/P)vp(x), para todo QjP, então os Pi/P, i= 1, ... ,n são exatamente os zeros de x em F' /K'. 
Agora vamos avaliar [F': K(x)]. 
[F': K(x)] [F': K'(x)].[K'(x): K(x)] 
n 
(L vp; (x)degPi)[K': K] 
i=I 
n 
(Leivp(x)[FP,: K'])[K': K] 
i=I 
n 
vp(x)(LedFP,: K'])[K': K] 
i=I 
n 
s(L ei[F ;; : K]) 
i= I 
n 






vp(x).degP(L ei.li) =[F': K(x)]. (III.4) 
i= I 
Temos também que [F': K(x)] =[F': F].[F: K(x)]. Mas, sendo P o único zero de x em F, 
temos que 
[F: K(x)] = vp(x).degP 
De (III.4) e (III.5) obtemos que [F': F]= L~-I ei.k 
III.1.12 Corolário Seja F'/K' extensão finita de FjK e P E WF. Então: 
(a) I{P' E WF';P'/P}I::::; [F': F]. 
(b) Se P' E WF' está sobre P, então e(P'jP)::::; [F': F] e f(P'/P)::::; [F': F]. 
Demonstração : 





III.1.13 Corolário Seja F'/K' extensão finita de F/K. Então para qualquer divisor A E VF, 
[F':F] 
deg(ConF'fF(A)) = [K': KJ'degA 
Demonstração: Sabendo que ConF'/F e deg são homomorfismos de grupos, basta considerar o 
caso em que A = P, P E lP F. Assim, 




L e(P'/P).[Fj,,: K'] 
P'/P 
"" (P'/P) [Fj,,: K] 
L..J e . [K':K] 
P'/P 
[K'1: K] L e(P'/P)[Fj,,: Fp][Fp: K] 
P'/P 





O próximo resultado nos fornece um critério de irredutibilidade de polinômios para corpos de 
funções muito útil. Aliás, no caso especial em que F = K(x) é corpo de funções racionais, tal 
critério é conhecido como Critério de Eisenstein. 
III.1.14 Proposição Considere o corpo de funções F f K e o polinômio 
4>(T) = anTn + an-lrn-l + ... + a1T +ao 
com coeficientes a;, E F. Assuma que existe um lugar P E lPF tal que uma das condições a seguir 
vale: 
1. vp(an) =O, vp(ai) 2: vp(a0 ) > O, para i= 1, ... , n- 1 e mdc (n, vp(ao)) = 1. 
2. vp(an) =O, vp(ai) 2: O, para i= 1, ... , n- 1, vp(ao) <O e mdc(n, vp(ao)) = 1. 
Então 4>(T) é irredutível em F[T]. Se F'= F(y) onde y é uma raíz de lf>(T), então P possui uma 
única extensão P' E lPF', e tem-se e(P'/P) =n e f(P'/P) = 1. 
Demonstração : Considere a extensão de corpo F' = F(y) com lf>(y) = O, então [F' : F] ::; 
deg 4>(T) = n, valendo a igualdade somente se 4>(T) for irredutível em F(T). Seja P' E lPF' 
extensão de P. Como lf>(y) =O, temos: 
(III.6) 
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• se vale 1., temos: 
Vp1(-anyn) Vp1(an) +nvp~(y) 
e(P'IP)vp(an) +nvp1(y) 
:2: min{vp~(ao), {vp~(ai) + ivp~(y)li = 1, ... , n -1}} 
> min{e(P' I P)vp(ao), {e(P'I P)vp(ai) + ivp~(y)li = 1, ... , n- 1}} 
Mas então, v p 1 (y) > O; caso contrário, teríamos uma contradição e assim, n. v p 1 (y) 
e.vp(ao), e = e(P'I P). Como mdc(n, vp(a0 )) = 1, então nle; logo, n ::; e. Mas, como 
n = [F' : F] :2: e, temos que n = e, e portanto, f = 1 e <f>(T) é irredutível. 
• se vale 2., temos: 
Mas, como vp(ao) < O, temos que Vp ~(y) < O, pois para i = 1, ... , n- 1, vp(ai) :2: O, e 
daí e.vp(ao) = n.vp(y) e de novo temos nle, e como em 1. tem-se n = e, f = 1 e <f>(T) 
irredutível. 
o 
111.2 Sobre Extensões Integrais de Subanéis de um Corpo 
de Funções 
III.2.1 Definição Um subanel de FIK é um anel R tal que K Ç R Ç F, e R não é um corpo. 
111.2.2 Definição Para 0 i= S ~ lP p, seja 
Os= {z E Flvp(z) :2: O, V P E S} 
a interseção de todos os anéis de valorização Op com P E S. Qualquer anel R Ç F que é dessa 
forma é chamado anel de holomorfia de F I K. 
III.2.3 Definição Seja R um subanel de F I K 
(a) Um elemento z E F é integral sobre R se f(z) =O para algum polinômio mônico f(X) E R[X]. 
Essa equação é chamada equação integral dez em R. 
(b) O conjunto 
icp(R) = {z E Fiz é integral sobreR} 
é chamado fecho integral de R em F. 
(c) Seja Fo Ç F o corpo de frações de R. O anel R é dito integralmente fechado se icp0 (R) =R. 
III.2.4 Teorema Seja R um subanel de FIK e S(R) = {P E lPpiR Ç Op}. Então: 
(a) 0 i= S(R) ~ lPp. 
(b) O fecho integral de R em F é icp(R) = Os(R)· Em particular, icp(R) é um subanel integral-
mente fechado de F I K com corpo de frações F. 
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Demonstração : 
(a) Como R não é corpo, existe I ~R ideal próprio não nulo e por 1.1.19 existe P E n:'p tal que 
I Ç PeR Ç Op. Logo, S(R) =/= 0. Por outro lado, considere x E R transcendente sobre K. 
Todo lugar Q E n:'p que é polo de x não está em S(R), logo S(R) =/= Hlp. 
(b) r F é o corpo de frações de Os(R)· 
Considere x EF. Como 0 =/= S(R) ~ Hlp, pelo Teorema de Aproximação Forte, existe z E F 
tal que 
vp(z) 2: max{O, vp(x- 1)}, para todo P E S(R) 
já que o número de zeros de x- 1 em S(R) é finito. Claramente, z E Os(R)' e se tomarmos 
y = zx temos que vp(y) = vp(z) -vp(x-1) 2: O, para todo P E S(R) e, portanto y E Os(R); 
mas, x = y.z- 1 e assim, está no corpo de frações de Os(R)· Como Os(R) é interseção de anéis 
de valorização, ele é integralmente fechado (veja III.ll). 
r icp(R) = Os(R) 
(Ç) Como R Ç Os(R) e Os(R) é integralmente fechado, então icp(R) Ç Os(R)· 
(2) Seja z E Os(R) e suponhamos que não é integral sobre R. Considere o anel R[z- 1] e o 
ideal I= z- 1 R[z- 1]. Suponhamos que I é ideal próprio; logo, existe Q E n:'p tal que 
I Ç Q e R[z- 1] Ç OQ e portanto z- 1 E Q; assim, z ti OQ, mas R Ç OQ noz diz que 
Q E S(R) e portanto que z E OQ! Logo, I não é ideal próprio. Sendo assim, existem 
ao, . .. , a8 E R tais que 
multiplicando por zs+l, obtemos: 
8 
1 = z- 1 L aiz-i; 
i=O 
8 
zs+1 - zs L aizs-i+1 =O 
i= O 
que é uma equação integral para z sobre R; contradição! Logo, Os(R) Ç icp(R). 
Uma conseqüência imediata desta proposição é: 
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III.2.5 Corolário Dado um subanel R de F/ K tal que F é o corpo de fmções de R, então R é 
integmlmente fechado see R é um anel de holomorjia. 
A seguir apresentamos uma propriedade fundamental para certos anéis de holomorfia. 
III.2.6 Proposição Se S Ç n:'p é um conjunto finito e não-vazio de lugares de F/K, então Os 
é domínio de ideais principais {DIP). 
Demonstração : Considere S = {H, ... , Ps} e 0 =/= I~ Os. Para cada i E { 1, ... , n}, considere 
mi = min{ v p, ( u), u E I} E lN ( mi existe pois Os Ç O p, e I =/= 0 ) . Agora para cada i escolha 
Xi E I com vp, (xi) = mi. Pelo Teorema de Aproximação, para cada i, podemos encontrar Zi E F 
tal que: 
Vp, (Zi) =O e Vpi (zi) > mi se i=/= .j 
Portanto, zi E Os e considere x = 2:::=1 XiZi E I. Pela desigualdade triangular estrita, temos 
vp,(x) = mi, i= 1, ... ,s. Portanto, se mostrarmos que I Ç xOs, teremos I= xOs, pois x E I. 
Considere z E I e y = x- 1 z, então: 
V P, (y) = V P; (z) - V p, (X) = V p, ( Z) - mi 2: 0 i = 1, ... , S. 
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Conseqüentemente, y E Os e z = xy E xO s. 
o 
Dados F I K corpo de funções e F 1 I F uma extensão finita e separável, considerando a função 
traço TrF'/F: F'---+ F, temos por resultado clássico, enunciado no Apêndice III.l9, que: 
111.2. 7 Teorema Seja R anel integralmente fechado de F I K com corpo de frações F e F' I F 
extensão finita separável de grau n. Seja R'= icF'(R). Então: 
(a) Para qualquer base {x 1 , ... ,xn} de F'IF, existem ai E R tais que alXt, ... ,anXn E R'. 
Conseqüentemente existe uma base de F 1 I F contida em R'. 
{b) Se { Zt, ... , Zn} Ç R' é base de F' I F e { zi, ... , z~} é a base dual com relação ao traço 
n n 
2:Rzi Ç R' Ç 2:Rz; 
i=l i=l 
(c) Se além disso R é DIP, então existe { Ut, ... , Un} base de F' I F tal que 
n 
111.2.8 Observação Lembre que a base { zi, ... , z~} de F' I F é chamada de base dual de 
{z1, ... , Zn} em relação ao traço de F' I F. 
111.2.9 Corolário Seja F' I F extensão finita separável de F I K corpo de funções e P E lP F um 
lugar de F I K. Então o fecho integral O 1 p de O p em F ' é 
O'p = nP'/PoP'· 
Existe uma base { u 1 , ... , un} de F' I F tal que 
n 
O'p = L:Opui. 
i=l 
Tal base { u 1 , ... , Un} é chamada de base integral de O' p sobre O p (ou base integral local de 
F'IF para Op). 
Um importante suplemento para a existência de bases integrais locais é estabelecido no resultado 
a seguir: 
111.2.10 Teorema Seja F I K corpo de funções, F 1 I F extensão finita e separável. Então qual-
quer base { z1 , ... , Zn} de F' I F é base integral para quase todo lugar P E lP F. 
Demonstração : Considere { zi, ... , z~} base dual de { z1 , ... , Zn}. Os polinômos minimais de 
Zt, ... , Zn, zi, ... , z~ sobre F envolvem um número finito de coeficientes. Seja S E lP F o conjunto 
dos polos desses coeficientes. Para P f/. S temos 
onde O'p 
temos: 
zl, ... , Zn, z;, ... , z~ E O 1 p, 
icF'(Op). Logo, pelo teorema IIL2.6 e já que {(z{)*, ... , (z~)*} 
58 
(III.7) 
Logo, {z~, ... , Zn} é integral para todo P f/. S. 
o 
Agora, dadas uma extensão algébrica F'/ K 1 de F/ K e um diferencial de Weil de F/ K vamos 
associar um diferencial de Weil de F'/ K '. Para isto vamos precisar da noção de divisor Diferente 
da extensão F'/ F. No que segue, estamos sempre supondo que F'/ F é separável e finita e, 
portanto K'/K é finita e separável (lembre que K é perfeito). 
III.2.11 Definição Para P E n> p, seja 0}. = icp(Op) o fecho integral de Op em F'. Então o 
conjunto 
Cp = {z E F'/ TrF'jF(z.O}.) C Op} 
é chamado o módulo complementar sobre Op, onde TrF'/F denota a aplicação traço de F' em F. 
111.2.12 Proposição Com a notação da definição anterior vale o seguinte: 
(a) Cp é um O' p-módulo, e O 1p Ç Cp. 
(b) Se { z1, ... , Zn} é uma base integral de O 'p sobre O p, então 
n 
Cp = LOPZi* 
i=1 
onde { zi, ... , z~} é a base dual de { z1, ... , Zn} com relação ao traço. 
(c) Existe um elemento tE F' {dependendo de P) tal que Cp = t.OJ.. Mais ainda, 
vp,(t)::::; O para todo P'/P, 
e se t' E F', então 
Cp = t'.OJ. {::} Vp,(t') = vp,(t) para todo P'jP. 
(d) Cp = 0}. para quase todo P E :Pp. 
Demonstração : 
(a) Cp é um 0}.-módulo pela definição. Como o traço de um elemento y E 0}. está em Op, por 
propriedade do traço (ver III.15), temos OJ. c Cp. 
(b) Como {zi, ... , z~} é base de F'/ F se z E Cp existem x1, ... , Xn E F tais que z = 2:::~= 1 xiz;. 
Como z~, ... , Zn E O'p, segue que TrF'jF(zzj) E Op para 1 :S: j :S: n. Logo, 
n n 
TrF'jF(zzi) = TrF'jF(L xiz;zi) =L xiTrF'jF(z;zi) = Xj E Op 
i=1 i=1 
Portanto, z E 2:::~= 1 O p zi. Reciprocamente, sejam z E 2:::~= 1 O p zi, u E O' p e digamos que 
z = 2:::~= 1 xizi eu= l::j=1 YJZj com Xi, Yi E Op. Então: 
n 





LXiYi E Op 
i=1 
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Logo, z E Cp. 
(c) Sabemos por (b) que Cp = L::=l Opui para uma escolha apropriada de ufs E F. Considere 
x E F tal que vp(x) 2 O e vp(x) 2 -vp,(ui), i= 1, ... , n e para todo P' I P; então 
Vp,(xui) = e(P'IP)vp(x) +vp,(ui) 2 O, V P'IP, i= l, ... ,n 
Logo, x.Cp Ç O 1 p; ou seja, x.Cp é um ideal de O 1 p. Assim, x.Cp = y.O 1 p para algum 
y E O'p, pois O'p é DIP (por III.2.6). Considere t = x- 1 y; então Cp = t.O'p. Como 
O'p Ç Cp, temos que Vp,(t):::; O, V P'IP. Agora, considere t' E F' tal que Cp = t'.O'p; 
logo, 
tO'p=t'O'p {::> C 1t'EO'pet'- 1tE0}, 
{::> Vp,(C 1 .t 1) 2 0 e Vp,(t'- 1 .t) 2 0 
{::> Vp,(t') = Vp,(t) ,v P'IP 
( d) Considere {z11 ... , Zn} base deF 1 I F, então por III.2.10 { z1, ... , zn} e {z;, ... , z;,} são bases 
integrais para quase todo P E lPF. Por (b), 
n 
Cp = LOpz; = O'p para quase todo P E IPF 
i=l 
D 
111.2.13 Definição Considere P E lPF um lugar e o fecho integral O'p de Op em F'. Seja 
Cp = tO'p o módulo complementar sobre Op. Então para P'IP definimos o expoente diferente 
de P 1 sobre P por 
d(P'IP) = -vp,(t) 
Pela Proposição anterior d( P 1 I P) está bem definido e d( P 1 I P) 2 O . Mais ainda, d( P 'I P) = O 
para quase todo P E IP F, já que por ( d) da Proposição anterior C p = O}, para quase todo P E IP F 
e portanto podemos definir o 
Diff(F'IF) = L L d(P'IP)P' 
PEPF P'IP 
o divisor diferente de F' I F. Observe ainda que O :::; Di f f (F 1 I F) E V F. 
111.2.14 Observação Aqui cabe notar uma caracterização importante do módulo Cp: 
z E Cp {::> Vp,(z) 2 -d(P' I P) para todo P'l P. 
111.2.15 Definição Seja 
AF '1 F = {a E AF, I ap, = aQ, sempre que P' n F = Q 1 n F} 
Observe que AF '1 F é um F '-subespaço de AF'. Mais ainda, a aplicação traço Tr F' 1 F : F 1 ---> 
F pode ser estendida a uma aplicação F-linear (também denotada TrF'IF) de AF'IF em AF por: 
(TrF'IF(a))p = TrF'IF(ap') , V a E AF'IF 
onde P' E JPF,, P'IP. Note que como ap, E Op' para quase todo P' E IPF', segue que 
TrF'IF(ap') E Op para quase todo P E lPF e assim, TrF'jF(a) é realmente um adele de FIK. 
Claramente o traço de um adele principal z E F 1 é um adele principal de F. 
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O próximo resultado é o que associa um diferencial de Weil de F/ K a um diferencial de Weil 
de F '/ K '. Mas antes dele necessitamos de dois lemas: 
III.2.16 Lema Para qualquer C' E VF' tem-se AF' = AF'IF + AF'(C '). 
Demonstração: Seja o:= {o:p')PEIPF' um adele de F'. Para todo P E IPF, existe pelo teorema 
de aproximação, um elemento x p, E F 1 com 
vp,(o:p' -xp) ~ -vp,(C'), para todo P'/P 
Fixe /3 = (f3P')PEPF' com f3P' = Xp sempre que P'/P. Então /3 E AF'IF e o:- /3 E AF'(C'). 
Como o:= f3 +(o:- /3), segue o resultado. 
o 
111.2.17 Lema Seja M/ L uma extensão finita e separável de corpos, V um espaço vetorial 
sobre M e J-L : V ------> L uma aplicação M -linear. Então, existe uma única aplicação M -linear 
J-L ' : V ------> M tal que 
TrMILOJ-L 1 =J-L 
Demonstração : Considere o espaço dos L-funcionais lineares de M, i.e., M' = {À : M ------> 
L, À é L -linear}. Lembre que TrMIL EM'. Agora, dado y EM defina o L-funcional linear de 
M dado por (y.TrMIL)(w) = TrMIL(y.w), para todo w EM. 
f- Dado À EM' existe um único Z>. EM tal que À= Z>..TrMIL 
De fato, considere { z1 , ... , Zn} uma base de M/ L e { zi, ... , z~} sua base dual em relação ao 
traço. Dado À EM* defina Z>. = 2.::~= 1 À(zi)z; e agora observe que para todo j = 1, ... , n: 
n 
(zÀTrMIL)(zi) = TrMIL{z>.zj) = l:À(Zi).TrMIL{zi.zj) = À(zj) 
i=1 
Assim, À= Z>..TrMIL, pois são funcionais lineares que coincidem numa base; mais ainda, se 
z{ = 2.::~= 1 aizi e À= z{.TrMIL, teremos À(zj) =ai para todo j, i.e., z' = z. 
Agora, fixado v E V, defina Àv: M------> L por Àv(a) = J-L(av); claramente, Àv EM' e portanto, 
existe um único Z>. E M tal que Àv = Z>. Tr M 1 L { *). Defina J-L 1 : V ------> M por J-L 1 {v) = Zv e observe 
que para todo v E V: 
TrMIL o J-L 1(v) = TrMIL(zv) = (z>.TrMIL)(1) = Àv(1) = u(v) 
Que J-L' é M -linear e é única segue da igualdade (*) e do fato de que Tr M 1 L : M ------> L não é o 
funcional nulo. 
o 
III.2.18 Teorema Usando a notação da Definição Il1.2.15, para cada diferencial de Weil w de 
F/ K, existe um único diferencial de Weil w ' de F'/ K' tal que 
(III.8) 
para todo o: E AF'IF· Este diferencial de Weil é chamado cotraço de w em F'jF, e é denotado 
por CotrF'IF(w). Se w =I O e (w) E VF é o divisor de w, então 
(CotrF'IF(w)) = ConF'IF((w)) + Diff(F'/F) 
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Demonstração : Queremos provar a existência do cotraço de um diferencial de Weil. Para w = O, 
Basta tomar w 1 = O. Assim, seja então w =J O e fixe 
W' = ConF'/F((w)) + Diff(F'IF) (III.9) 
Vamos construir w' por etapas: 
Passo 1: A aplicação K-linear W1: AF'/F ~ K dada por w1 = woTrF'/F tem as seguintes 
propriedades: 
(ai) w1(a) =O para todo a E AF'/F(W') +F'. 
{bi} Se B' E V} é divisor com B' i W', então, existe f3 E AF'/F(B') com w1 ((3) =J O. 
1- (ai) É claro que w1 é linear. Como w se anula em F, então w1 se anula em F' pois 
F= TrF'/F(F'). Considere agora, a E AF'/F(W') e lembre que para P' I P com P E lPp tem-se: 
Vpt(W') = e(P'IP)vp(w) + d(P'IP) 
Logo, se x E F com vp(x) = vp(w), então 
Vpt(Xapt) Vpt(X) + Vpt(apt) 
> e(P'IP)vp(w) -vp,(W') 
> -d(P'IP) 
ou seja, xap' E Cp e, portanto, vp(TrF'/F(xap,)) ~O. Assim, vp(TrF'jF(ap,)) ~ -vp(w) e 
portanto, TrF'jF(a) E AF'/F((w)) e assim w(TrF'jF(a)) =O, i.e., w1(a) =O. 
1- (bi) Dado B' i W', existe Po E lPp tal que para algum P*IPo 
Vp•(ConF'jF((w))- B') < -d(P*IP) (III.10) 
Seja O 1 p 0 o fecho integral de O p 0 em F 1 e C p 0 o módulo complementar de O p 0 em F '. Considere 
o conjunto 
J = {z E F 'lvp ,(z) ~ Vpt(ConF'/F((w))- B '), 'V P' IPo} 
Pelo Teorema de Aproximação existe u E J tal que Vp,(u) = Vpt(ConF'jF((w))- B') para 
cada P 1 I Po. Logo, por (III.10 ), J s;;; C p 0 ; segue que 
(III.11) 
Considere t E F , com Vp0 (t) = 1 ; então, para algum r ~ O , temos tr J Ç O 1 p 0 ; logo, 
trTrF'jF(J) = TrF'/FW J) Ç Op0 • Como trTrF'jF(J) é um ideal de 0p0 que é DIP, existe 
s ~O tal que trTrF'/F(J) = t 8 0p0 e assim TrF'/F(J) = tm0p0 com mE 71.; logo, por (III.11), 
m :::; -1 e assim, 
(III.12) 
Por I.6.3(a) existe x E F com 
(III.13) 
considere y E F com Vp0 (y) = Vp0 (w); então Vp0 (xy) = -1 e portanto, xy E C 1 .0p0 • Por 
(III.12) existe z E J tal que TrF'jF(z) = xy. Considere f3 E AF'/F dado por 
{ 
O , P' )'Po 
f]p, = y- 1z , P'!Po 
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Assim para P'IPo, pela definição de J segue que 
Vp 1((3) Vp 1(y) + Vp 1(z) 
Logo, (3 E Âp1IF(B') e 
> -vp~(ConpiiF((w))) + vp~(ConFIIF((w))- B') 
> -vp~(B') 
w1 ((3) = w o Trp 11 p((3) = w(Trp 11 p(y- 1z)) 
mas TrFIIF(y- 1z) = y- 1TrFIIF(z) = x, i.e., w1((3) = w(TrFIIF(f3) = Wp0 (x)-=/= O por Ill.2.17. 
Passo 2: Defina w2 : ÂF 1 ___. K como segue: 
Sabemos pelo Lema III.2.16 que para a E Âp1 existem (3 E Âp1IF e 'Y E Âp1(W') tais que 
a = (3 + "(. Defina w2(a) = w1((3). Esta aplicação está bem definida e é K-linear. De fato, se 
a= fJ1 + 'Y1 = fJ2 + "(2, f3i E Âp1IF e ''li E Âp1IF(W'), temos fJ1- {h E ÂFIIF(W') n Âp1IF e 
como w1 anula ÂFIIF(W'), temos w((3I) = w(f32). Que ela é K-linear é óbvio. Mais ainda, por 
(ai) e (b1 ) w2 satisfaz: 
(a2) w2(a) =O, se a E Âp1(W') +F 
(b2) Se B' E T>p é divisor com B' 1:_ W', existe (3 E ÂF~(f3) com w2((3). 
Entretanto, procuramos um diferencial de Weil em F', ou seja uma aplicação K'-linear e w2 é 
somente K -linear. 
Passo 3: Por III.2.17 existe w 1 : ÂF 1 ---t K 1 aplicação K '-linear tal que TrK, 1 K o w 1 = w2. 
Das definições de w1 e w2 obtemos 
provando (III.8). 
Falta mostrar que: 
(a3) w '(a)= O para todo a E ÂFIIF(W') +F'. 
(b3) Se B' E T>p com B 1 1:_ W ',existe (3 E ÂF~(W ') com w '((3)-=/= O. 
f- (a3) Como w' é K'-linear, então a imagem de ÂF~(W') +F' por w' é O ou todo K'. Se 
w'(AF'(W') +F')= K', existe a tal que TrKIIK(w'(a))-=/= O, pois Trp1IF-=/= O. Pela construção 
de w', w2 = Trp1p ow' e portanto w2(a)-=/= O, contradizendo (U2). Logo, w'(a)-=/= O 
f- (b3) Por (b2) existe (3 E ÂF'(B') tal que TrK1K(w'((3)) = w2((3)-=/= O. Logo, (w') = W'. 
Falta mostrar que w 1 é único: seja w* diferencial satisfazendo a propriedade (III.8), considere 
'f}= w'- w* e suponha que para todo a E ÂFIIF, TrKIIK(TJ(a)) =O. Como 'f} E nF'IKI, 'f} se 
anula em AJ,.(C') para algum C' E T>p. Então, por III.2.16 TrKIIK(TJ(a)) =O para todo a E A}. 
Logo, 'f} = O e w 1 = w*. 
o 
Uma conseqüência simples do resultado anterior, mas muito importante é o seguinte teorema: 
III.2.19 Teorema (de Hurwitz) Se F/K é um corpo de funções de gênero g e F'/ F uma 
extensão finita e separável com K ' o corpo de constantes de F' e g ' o gênero de F 'f K '. Então 
temos que: 
2g'- 2 = [~:: ;]] (2g- 2) + degDiff(F'/F) 
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Demonstração: Escolha W E nF, com w #O. Segue do Teorema III.2.18 
(CotrF1 jF(w)) = ConFijF((w)) +Di f f(F 'I F) 
Lembre que o grau de um divisor canônico é 2g- 2 (respec. 2g'- 2) e pelo Corolário III.l.13 
temos que: 
2g'- 2 = [~: ~ ~]] (2g- 2) + degDiff(F'IF) 
o 
Observe que qualquer corpo de funções F I K é extensão finita de um corpo de funções racionais 
(g = 0). Se pudermos escolher x E F tal que FIK(x) seja separável, o teorema precedente é uma 
arma poderosa para se calcular o gênero g de F I K (sempre podemos escolher x tal que F I K ( x) seja 
separável, mas isso foge ao nosso objetivo). Na verdade, nesta situação o que precisamos calcular 
é deg(Diff(F'IF)), contudo, nem sempre há métodos para realizar este cálculo. Os próximos 
resultados caminham nessa direção. 
Como sempre consideramos F'IK' uma extensão algébrica finita e separável de FIK, com K 
perfeito. Dados P E F F e P' E F F 1 com P 1 I P o próximo teorema nos dá uma relação entre 
d( P 1 I P) e e( P 1 I P). Na prova desse teorema necessitamos de dois lemas bastante técnicos que não 
serão provados aqui, mas cuja prova se encontra em [4]. 
III.2.20 Lema Seja F* I F extensão de corpo de funções, P E FF e P* E F;, com P* I P. 
Considere um automorfismo u de F* I F. Então u(P*) = {u(z)lz E P*} é um lugar de F* e 
(a) Vu(P•)(Y) = Vp• (u- 1 (y)) , V y E F* 
(b) u(P*)IP 
(c) e(u(P*)I P} = e(P* I P) e f(u(P*}I P) = f(P* I P) 
III.2.21 Lema Seja P E F F e P1, ... , Pr E F F 1 todas as extensões de P em F' I F. Considere 
os corpos de resíduos k = Opl P, ki = Op) Pi 2 k e as aplicações canônicas 7f : Op ---> k e 
ni: OpjPi---> ki (i= 1, ... ,r). Então, para todo u E Oj, = icF~(Op) 
r 
n(TrFijF(u)) = L:e(PdP)Trk;jk(r.i(u)) 
i=l 
III.2.22 Teorema (do Diferente de Dedekind} Para P E FF, P'IP, e(P'IP), o índice de 
ramificação de P' sobre P e d(P 'I P) o expoente diferente de P' sobre P, então: 
(a) d(P'IP)~e(P'IP)-1 
(b) d(P'IP) = e(P'IP) -1 see charK Je(P'IP) 
Em particular, se charK =O, então d(P'IP) = e(P'IP) -1. 
Demonstração : 
(a) Seja Oj, = icF~(Op) e Cp o módulo complementar de Op em F'. Na verdade pela Observação 
III.2.14, queremos provar que para qualquer tE F' com 
Vp1(t) = 1- e(P'IP), V P'IP (III.14) 
tem-se TrFijF(tOJ,) Ç Op. Considere então uma extensão Galoisiana F* IF tal que F* 2 
F' 2 F e considere n =[F': F] F-automorfismos u 1 , ... , Un de F* I F cujas restrições a F' 
sejam duas a duas distintas. Para z E O 1 p temos: 
64 
n 
TrFijF(tz) = I:>·i(tz) (IIL15) 
i=l 
Fixe P* lugar de F* sobre P e fixe P/= u; 1 (P*) e P/= Pt nF'. Como z é integral sobre 
Optemos vp,(ui(z)) ~O. Então 
Vp• (ui(tz)) = Vp• (ui(t)) + Vp· (ui(z)) 
2: Vp•(ui(t)) = Vp•(t) por IIL2.20 
= e(P/IP/)(1- e(P/IP)) por IIL14 
> -e(P/JP/).e(P/IP) 
= -e(P/ I P) = -e(P* I P) por Ill2.20 
Usando (IIl15), concluimos que 
-e(P*IP) < vp(TrFijF(tz)) = e(P*IP)vp(TrFijF(tz)) 
Isto implica que v p (Tr F 11 F ( tz)) ~ O, seguindo o resultado. 
{b) Utilizaremos a notação usada em Ill2.21 e abreviaremos ei = e(PiiP). Seja P' = P1 e 
e= e(P'IP).Temos por objetivo mostrar que 
d(P'IP) =e -1 <::::> chaK )'e (IIL16) 
(~) Supondo que charK )'e(P'IP) e que d(P'IP) ~e. Logo, existe algum w E F' tal que 
Vp1(w) ~-e e TrFIJF(w.OJ,) Ç Op (IIL17) 
Como K é perfeito, a extensão ki/k é separável e podemos encontrar Yo E Op 1 com 
Trktfk(7r1 (yo)) #O. Pelo Teorema de Aproximação, existe um elemento y E F' tal que 
Vp 1(Y-Yo)>0 , i.e., 7r1(Y)=7r1(Yo) 
e 
vp, (y) ~ max{1, ei + vp, (w)} para 2 ~i~ r (III.18) 
em particular, 1r(Y) =O para i= 2, ... , r Então, y E OJ, e pelo Lema III.2.21, 
r 
e.Trk,;k(7ri(y)) +L ei.Trk;/k(1ri(y)) 
i=2 
eTrk,Jk(7ri(Yo)) #O 
isto é, TrFijF(Y) E OJ,. (Aqui foi usado que charK ;f e, e portanto, e# O em k.) E 
concluímos que 
vp(TrFijF(y)) = 0 
Agora escolhemos x E F com v p ( x) = 1. Então 
(TrFijF(x- 1y)) = x- 1(TrFIJF(Y)) ~ Op 
Por outro lado, x- 1yw- 1 E Oj, pois 
vp~(x- 1yw- 1 ) =-e+ vp~(y)- Vp1(w) ~O 
e 
vp,(x- 1yw- 1 ) = vp,(y)- (ei +vp,(w) 2: O 
(III.19) 
para i= 2, ... ,r por (III.17) e (III.18). Segue que x- 1 y E wO~ e TrF1jp(x- 1y) E Op 
por (III.17), contradizendo (III.19). 
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(::=;.) Agora suponha que charKie. A fim de mostrar que d(P'IP) :2: e, seja u E F' tal que 
(III.20) 
Corno antes, X E F denota um elemento P-prirno. Para qualquer z E o~ ternos 
Vp,(xuz):2:0 e Vp;(xuz)>O (i=2, ... ,r) 
Logo, xuz E Oj, e por III.2.21 
r 
7r(TrF'jF(xuz)) = e.Trkl/k(1r(xuz)) + :~:::eiTrk;fk(1r(xuz)) =O 
i=2 
Concluíndo que xTrF'jF(uz) = TrF'fF(xuz) E P = xOp, e assim, TrF'jF(uz) E Op 
para qualquer z E Oj,. Logo, u E Cp e portanto, -e= vp,(u) :2: -d(P'IP). 
o 
Em condições especiais sobre F 1 I F e P E 1P F podemos dar um limite superior para d( P 1 I P) 
ou mesmo dar urna fórmula explícita para d(P 1 I P). Os próximos resultados seguem nessa direção. 
III.2.23 Teorema Suponha que F' = F(y) é uma extensão finita e separável de um corpo de 
funções de grau [F' : F] = n. Seja P E 1P F tal que o polinômio minimal de cp(T) de y sobre F 
tem os coeficientes em Op (i.e. y é integral sobre Op), e sejam H, ... , Pr E lPF todos os lugares 
de F 1 sobre P. Então vale o seguinte: 
(a) d(PiiP):::; vp;(cp'(y)) para 1:::; i:::; r. 
(b) {1,y, ... ,yn- 1 } é uma base integral de F'IF no lugar P see d(P;)P) 
1 :::; i:::; r. 
(Aqui cp '(T) denota a derivada de cp(T) no anel de polinômios F[T].) 
vp;(cp'(y)) para 
Demonstração: Nestas condições sabemos que a= {1, y, ... , yn- 1 } é F-base de F' e mais ainda, 
por hipótese, a Ç O p. Assim, a 1, a base dual de a com relação ao traço exerce um papel importante 
no cálculo de d(Pd P), i= 1, ... , r. Um resultado de teoria de Galois (veja [4], Proposição VIII.5.1) 
nos garante que: se cp(T) = (T- y).(cn-1Tn- 1 + ... + c1T +Co) com Co, Cn-1 E F e Cn-1 = 1, 
t - '-{ co cn-'} ""n-1 0 i_"\'n-10 (l b (T) 0 [ ]) en .ao a - 'P '(y), ... , -:p;(y'j e úi=O py - úi=O PCi em re que cp E p x . 
(a) Corno sempre Cp denota o módulo complementar e Oj, o fecho integral de Op em F'. Agora 
observe que para mostrar que d(Pi/P) ::=; Vp;(cp'(y)), basta mostrarmos que (por III.2.14) 
Z E C p :::;,. V P; ( Z) :2: -v P; ( cp 1 (y)) 
Portanto, considere z E Cp; como a' é base de F' I F, ternos: z = 2:~,::01 ri"' ':(y) , ri E F. 
Desde que para O:::; l:::; n- 1, y1 E Oj, e z E Cp, ternos Tr·F'jF(zy1) E Op. Mas, 
TrF'jF(zy1) = TrF'jF(I:~;:01 ricp':fv)y1) = Tt pois a' é base dual de a e, portanto, rt E Op. 
Assim, ternos: 
1 n-1 1 n-1 . 1 
z = -,--( ) L TiCi E -,--( ) L Opy' ç -,--( )Oj, 
cp y i=O cp y i=O cp y 
Portanto, Vp; (z) :2: -Vp; (cp '(y)) para i= 1, ... , r. 
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(b) Sabemos que: 
n-1 n-1 
LOpyi = LOpci 
i=O i=O 
Agora suponha que 0: = {1, y, ... ) yn- 1} é base integral para o;, e então 0: I é base livre do 
Op-módulo Cp (por III.2.3) e assim: 
~ Ci 1 ~ C p L..J 0 p -----,---( ) = -----,---( ) L..J 0 PCi 
i=O ({) y ({) y i=O 
1 n-1 . 1 
({)'(y) t; Opy' = ({)'(y) Oj, 
Conseqüentemente d(Pd P) = -vp; (({) '(y)), pela definição III.2.13. Para a recíproca suponha 
que: 
d(Pi/P)=-vp;(({)'(y) i=1, ... ,r 
Assim pela Proposição III.2.3 (h), Cp = (cp~(y) O f,. considere z E O f, e escreva ~~~01 tiyi, ti E 
F. Para O :::::; j :::::; n - 1, temos: 
pois, cj E O p e cp ;(y) E C p. Portanto, concluímos que z E ~~~01 O pyi, ou seja, O p C 
~~~01 Opyi ç O f, e {1, y, ... , yn- 1 } é base integral de O f,. 
o 
111.2.24 Corolário Seja F'= F(y) uma extensão finita e separável de corpos de funções de grau 
n =[F': F], e seja ([)(T) E F[T) o polinômio mínimo de y sobre F. Suponha quePE lPF satisfaz 
para todo P' E lPF' com P'l P. Então P'IP é não-ramificado em F 'I F, e {1,y, ... , yn- 1 } é uma 
base integral de F 1 I F em P. 
Demonstração : Por III.2.23, 
para todo P 'I P. O corolário segue imediatamente do Teorema de Dedekind e de III. 2. 23(b). O 
111.2.25 Proposição Seja F' I F uma extensão finita separável de corpos de funções , P E lP F 
e P' E lPF' com P'IP. Suponha que e(P'IP) =[F': F]= n (P'IP é totalmente ramificado). 
Seja tE F' um elemento P'-primo e considere o polinômio minimal ([)(T) E F[T] de t sobre F. 
Então d(P'IP) = Vp,(({)'(t)), e {1,t, ... ,tn- 1 } é uma base integral de o;, sobre Op. 
Demonstração : Primeiro observamos que {1, t, ... , tn- 1 } é l.i. sobre F, pois se temos: 
n-1 L riti = O com ri E F e nem todo ri = O 
i=O 
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para r i -1- O tem-se: 
vp,hti) =i+ e(P'IP).vp(ri) =i+ n.vph) =i mod n 
Assim vp,(riti) -1- vp,(riti) sempre que O ::=; i,j ::=; n- 1, r-;, ri -1- O. Pela desigualdade 
triangular estrita segue: 
Vp,(riti)) = min{vp,(rit)lri -1- O}< oo 
o que é uma contradição e assim {1, t, ... , tn-l} é base de F 'I F. Agora, de e(P 'I P) = n = 
[F' : F], temos que P' é o único lugar acima de P e portanto, O_p = OP'· Mas t E Op'; 
portanto, L:~~o1 Opti ç Op' = o_p. Considere z E Op, e escreva z = L:~~o1 xiti, Xi E F. Como 
O:::; Vp,(z) = min{n.vp(xi) +i lO:::; i:::; n-1}, pelo argumento usado anteriormente. Assim temos 
que vp(xi) ~O para todo i e z E L:~~~ OptÍ, i.e., o_p = L:~~01 Opti como queríamos. Agora que 
d(P'IP) = vp,(cp'(t)) segue de modo imediato do Teorema III.2.23. 
o 
Os próximos dois lemas são usados na prova que utilizamos de forma fundamental para a 
construção de códigos de Goppa auto-duais. 
III.2.26 Lema Se F I K é corpo de funções {K algébricamente fechado em F) e a E <I> um fecho 
algébrico de K, então [F(a): F]= [K(a): K]. 
Demonstração : É evidente que [F(a) :F] :::; [K(a) : K]. Na verdade queremos mostrar que se 
cp(T) E K[T] é polinômio mínimo de a sobre K, então cp(T) é irredutível em F[T]. Suponha que 
não, i.e., cp(T) = h(T).g(T) com h(T),g(T) E F[T] e gr(h(T)),gr(g(T)) ~ 1. Mas, observe que 
qualquer raíz de h(T) e g(T) é raíz de cp(T) também, e portanto é algébrica sobre K, e assim os 
coeficientes de h(T) e g(T) são algébricos sobre K e estão em F, mas K é algebricamente fechado 
em F e portanto h(T),g(T) E K[T] o que é uma contradição. 
o 
III.2.27 Lema Seja F I K corpo de funções algébricas com característica p > O. Dado um ele-
mento u E F e um lugar P E lP F, vale o seguinte: 
(a) existe um elemento z E F tal que vp(u- (zP- z)) ~O, 
{b) ou para algum z E F, 
v p ( u - ( zP - z)) = -m < O , com m =f:. O mod p 
No segundo caso, o inteiro m é unicamente determinado por u e por P, a saber 
- m = max{vp(u- (wP- w))lw E F} (III.21) 
Demonstração: Considere a afirmação a seguir: Assuma que x 1, x2 EF e vp(xi) = vp(x2)· Então 
existe algum y E F com 
(III.22) 
De fato, a classe residual de (xi/x2)(P) E Opl Pé não nula; daí, (xi/x2)(P) = (y(P))P para 
algum y E Op \ P (aqui é essencial que Opl P seja perfeito). Isto implica vp(y) =O e vp(xi/x2-
yP) >O, seguindo vp(x1 -yPx2) > vp(x1 ). A seguir mostramos que: se vp(u-(zf -zi)) = -lp <O, 
então existe um elemento z2 E F com 
vp(u- (z~- z2)) > -lp (III.23) 
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A fim de provar isto, escolhemos tE F com vp(t) = -l; então vp(u- (zf- z1 )) = vp(tP). Por 
(III.22) podemos encontrar y E F com vp(y) =O 
vp(u- (zf- z1)- ((yt)P- yt)) > -lp; 
considerando z2 = z1 + yt, satisfazemos (III.23). A partir de (III.23) segue imediatamnte 
a existência de um elemento que satisfaz (a) (respec. (b)). No caso (b) ainda falta provar a 
caracterização de m dada por (III.21). Por hipótese temos vp(u- (zP- z)) = -m < O com 
m =f= O mod p. Para qualquer w E F vale p.vp(w- z) # -m; logo, podemos considerar os casos: 
Caso 1: p.vp(w- z) > -m. Então vp((w- z)P- (w- z)) > -me vp(u- (wP- w)) = 
vp(u- (zP- z)- ((w- z)P- (w- z))) = -m (utilizamos a desigualdade triangular estrita). 
Caso 2: p.vp(w- z) < -m. Neste caso, obtemos vp(u- (wP- w)) = vp(u- (zP- z)- ((w-
z)P- (w- z))) < -m 
Em ambos casos vp((w- z)P- (w- z)) 2: -m, provando (III.21). 
o 
III.2.28 Teorema (Extensões de Artin-Schreier) Seja F I K um corpo de funções algébricas 
com característica p >O. Suponha que u E F é um elemento que satisfaz a condição a seguir: 
u # wP - w para todo w E F (III.24) 
Seja 
F' = F(y) com yP - y = u (III.25) 
Tal extensão F 'I F é chamada extensão A rtin-Schreier de F. Para P E W F definimos o inteiro 
mp por 
mp= { m 
-1 
Logo, temos: 
se existe um elemento z E F satisfazendo 
vp(u- (zP- z)) = -m <O em =f= O mod p, 
se vp(u- (zP- z)) 2: O para algum z E F. 
(a) F' I F é extensão cíclica Galoisiana de grau p. Os automorfismos de F' I F são dados por 
a(y) = y +v, com v= O, 1, ... ,p -1. 
(b) P é não-ramificado em F' I F see mp = -1. 
(c) Pé totalmente ramificado em F'IF see mp >O. Denote por P' o único lugar de F' sobre 
P. Então d(P 'I P) = (p- 1)(mp + 1). 
(d) Se pelo menos um lugar Q E Wp satisfaz mQ >O, então K é algebricamente fechado em F', 
e 
g' = p.g + p; 1 (-2 + Í: (mp + 1).degP), 
PEPF 
onde g' {respec. g)é o gênero de F'IK (respec. FIK). 
Demonstração : 
(a) É um resultado clássico da Teoria de Galois (veja [5]). 
(b) Primeiro considere o caso mp = -1, i.e. vp(u- (zP- z)) 2: O para algum z E F. Seja 
Yl = y- z e u 1 = u- (zP- z); então, F'= F(y1 ) e cp1 (T) = TP- T- u 1 é o polinômio 
rninimal de Yl sobre F. Como vp(ul) 2: O, Yl é integral sobre o anel de valorização Op, e o 
expoente diferente d( P 'I P) de qualquer extensão P' de P em F satisfaz 
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0 ~ d(F'IF) ~ Vp,(cp'(y1)) = 0 
pois, cp'(T) = -1 (ver III.2.23). Logo, d(F'IF) =O e F' IF é não ramificado pelo Teorema 
do Diferente de Dedekind. 
(c) A seguir, assuma mp > O. Escolha z E F tal que vp(u- (zP - z)) = -mp. Considere 
o elemento y1 = y- z e u1 = u- (zP- z). Como anteriormente, temos F' = F(y1), e 
4?1 (T) = TP - T - u1 é o polinômio minimal de y1 sobre F. Seja F' E lP F uma extensão de 
F em F'. Como yf - y 1 = u 1 , obtemos: 
Vp,(u1) = e(F'IF).vp(ui) = -mp.e(F'IF) 
e 
Como p e mp são relativamente primos e e(F'IP) ~[F': F]= p, então 
em particular, F é totalmente ramificado em F'IF. Seja x E F um elemento F-primo. 
Escolha inteiros i, j?: O tais que 1 = ip- jmp (lembre quepe mp são relativamente primos). 
Então o elemento t = xy{ é F-primo, pois Vp,(t) = ivp,(x)+ jvp,(y1) = ip- jmp = 1. Pela 
Proposição III.2.25, o expoente diferente é dado por 
d(F'IF) = vp{1p'(t)) 
onde 1./J(T) E F[T] é o polinômio mínimo de t sobre F. Seja G = Gal(F 'I F) o grupo de 
Galois de F' I F. Claramente 
1./J(T) = II (T- o-(t)) = (T- t).h(T) 
uEG 
com 
h(T) = II (T- o-(t)) E F '[T] 
ui=íd 
Logo, 1./J '(T) = h(T) + (T- t).h(T) e 1./J '(T) = h(T). Concluímos que 
d(F'IF) = Vpl ( II (t- o-(t))) = I: Vp,(t- o-(t)) 
ui=íd ui=íd 
(IIL26) 
(a soma percorre os o- E G com o- =f. id). Qualquer o- E G \ { id} é da forma o-(y1) = Y1 + J.l 
para algum J.l E {1, ... ,p-1}; assim 
. . J 1 t j (") t- o-(t) = xYi_ - x(y1 + J.LF = -Xi-I: l Yi- J.l 
1=1 
Como vp,(y{- 1) < vp,(y{-1) para l > 2, a desigualdade triangular estrita nos diz 
vp,(x) +vp'(jJ.ly{-1) 
ip+ (j -1).(-mp) 
ip- jmp + mp = mp + 1 
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(IIL27) 
(utilizamos que j -=1- O E K; isso segue de 1 = ip- jmp ). Substituindo (IIL27) em (IIL26), 
obtemos d(P'IP) = (p-1)(mp + 1). 
(d) Considere Q E lPF tal que mq >O; por (c) Q é totalmente ramificado em F'. Chame K' o 
fecho algébrico de K em F 1 e suponha que [K 1 : K] > L Considere Q 1 o único lugar de F 1 
sobre Q; logo, e(Q'IQ) = n =[F': F](*). 
1- K é algebricamente fechado em F. 
Por contradição: seja K 1 o fecho algébrico de K em F e [K 1 : K] > 1 ; temos que F 
~F1' = F.K 1 , considere Q1 = Q 1 n F 1 . Por (*)segue que e(Q 1 IQ1 ) = 1 , pois se tomamos 
K 1 = K(a) temos F 1 = F(a) e neste caso [Ft: F]= [K': K] (por IIL2.26). Considerando 
cp(T) E K[T] e o polinômio mínimo de a sobre K, pelo teorema IIL2.23, já que cp(T) E Oq [T] 
, temos que O:::; d(QtfQ)vq(cp'(a)); mas cp(a) E K e assim d(Qt/Q) =O e pelo Teorema do 
Diferente de Dedekind temos e(QtfQ) = 1 ! Absurdo, pois e(Q 1 IQ) = e(Q 1 IQt).e(QtfQ) = 
1. A fórmula 
g 1 =pg+p;
1(-2+ 2:.:: (mp+1).degP) 
PElPF 
é conseqüência de (b) e (c) e da fórmula de Hurwitz. 
o 
O próximo teorema tem uma prova análoga ao teorema anterior e assim não faremos tal demons-
tração aqui. Mas ele será importante na obtenção de um exemplo de código de Goppa auto-dual. 
111.2.29 Teorema Considere um corpo de funções algébricas F I K com corpo de constantes 
K de característica p > O e um polinômio aditivo separável a(T) E K[T] de grau pn com todas 
as raízes em K. Seja u E F; suponha que para quaquer P E 1P F existe um elemento z E F 
(dependendo de P) tal que 
vp(u- a(z)) :2: O (III.28) 
ou 
vp(u- a(z)) = -m com m >O e m ;f:. O mod p (III.29) 
Defina mp = -1 para o caso (II/.28) e mp = m no caso (III.29 ). Então mp é um inteiro bem 
definido. Considere a extensão de corpo F'= F(y) de F onde y satisfaz a equação 
a(y) = u 
Se existe pelo menos um lugar Q E 1P F com mq > O, então vale o seguinte: 
(a) F 1 I F é Galoisiana, [F 1 : F] = pn e o grupo de Galois de F 1 I F é isomorfo ao grupo aditivo 
{a E Kla(a) = 0}, e assim é isomorfo a (lllpll)n.(tal grupo é dito ser abeliano elementar 
de expoente p; logo, F 1 I F é chamada extensão elementar abeliana de expoente p e grau pn.) 
(b) K é algebricamente fechado em F 1• 
(c) Qualquer P E lP F com m p = -1 é não-ramicado em F 1 I F. 
(d) Qualquer P E 1PF com mp > O é totalmente ramificado em F'IF, e o expoente diferente 
d(P'IP) da extensão P' de P em F' é 
d(P'IP) = (pn -1)(m-1) 
(e) Sejag' (respec. g) o gênero de F (respec. F'). Então 
g 1 = pn + pn:; 
1 (-2 + L (mp + 1).degP). 
PEIPF 
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111.3 Alguns Códigos Auto-Duais 
Nosso objetivo agora, é construir alguns exemplos de códigos auto-duais; para tal, faremos uso de 
vários dos resultados vistos anteriormente. Um código Cc(D,G) num corpo de funções F'/K é 
dito auto-dual se existe um diferencial de Weil TJ E QF' tal que 2G- D = (TJ) e ryQ(1) = 1 para 
Q E suppD. Assim, nos exemplos a seguir, estaremos à procura de tais divisores e diferencial 
apropriados. 
Dado um corpo de funções F'= F(y), começaremos por encontrar os seus lugares com grau 
um, a partir dos lugares de F= lFq(x) corpo racional e do polinômio cp(T) E F[T] que define F' 
(y é raíz de cp(T)). Assim, podemos construir D. Para encontrar um diferencial de Weil em F', 
vamos tomar o cotraço de um diferencial de Weil em F e calcular o seu divisor em F'; para isso é 
necessário calcular o expoente diferente de todos os lugares Q f P de F', com P E IP F (para calcular 
Diff(F'/F)). Nesta altura, podemos encontrar o gênero g' de F', pois se W é divisor canônico 
de F 1, então 2g 1 - 2 = deg W. Com isso, podemos encontrar um G satisfazendo 2G- D = ( TJ); mas, 
é preciso ter T/Q; (1) = 1 para cada Qi E suppD. Usando o Teorema de Aproximação, é possível 
encontrar z E F 1 tal que o diferencial z- 1ry satisfaz a propriedade desejada; se existir u E F 1 
tal que u2 = z, então considerando G' = G - ( u) obtemos um código auto-dual. Nos exemplos 
encontram-se indicados os resultados utilizados. Estaremos trabalhando com 1F q, corpo finito com 
q elementos. 
III.3.1 Exemplo Seja q = 2e e F'= Fq(x,y) com F' definido pela equação 
y2 + y = f(x) , f(x) E F q[x] , deg(f(t)) = m ;f; O mod 2 
Considere F= Fq(x), cp(T) = T 2 + T- f(x) E F[T] e P= o polo de x em F= lFq(x). Como 
v=(1) = O e v=(f(x)) = -m < O, estamos na condição (2) de III.l.14; logo, cp(T) é polinômio 
irredutível sobre F[T] e define o corpo F 1 = F(y), onde y é uma raíz de cp(T). Além disso, pela 
mesma proposição, P = tem uma única extensão em F 1, Q 00 E IP F' satisfazendo 
e assim, Q oo = 2P"""'. 
A fim de saber quem são os demais lugares de grau um em F 1, devemos estudar as extensões 
dos lugares de grau um em F; considere o conjunto a seguir: 
Para a E M, vamos estudar o divisor dos zeros de x - a em F '. Considere /3 E 1F q tal que 
/32 + /3 =f( a); então: 
y2 +y- f(x) 
y2 + y - /32 - /3 
(y- /3)2 + (y- /3) 
(y- /3)(y + /3) + (y- /3) 
(y - /3) (y + /3 + 1) 
pois (x- o:)l(f(x)- f(a)). 





Logo, se Va é a valorização correspondente ao lugar Pa, então va(f(x)- f(a)) > O. Seja 
Q E lPF' com Q/Pa, então 
VQ((y- /3)(y + /3 + 1)) = VQ(Y- /3) + VQ(Y + /3 + 1) > 0 
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Podemos escrever y + f3 + 1 = (y- (3) + 1 e y- f3 = (y + f3 + 1)- 1. Se vq(y- (3) é negativo, 
então: 
vq(y + f3 + 1) = min{vq(y- (3), vQ(1)} <O 
chegando a uma contradição . Logo, VQ (y - (3) ou VQ (y + f3 + 1) é positivo. 
• Se vq(y- (3) >O, então VQ(Y + f3 + 1) = min{vQ(Y- (3), O}= O 
• Se vQ(Y + f3 + 1) >O, temos VQ(Y- (3) = min{vq(y + f3 + 1), O}= O 
Logo, há pelo menos duas extensões de Pa em F'. Por III.l.ll, segue que há exatamente duas 
extensões Q~ e Q~ e que e(Q~)IPa) = 1 e f(Q~)IPa) = 1, pois [F': F]= 2. O Teorema II1.2.28 
nos diz de forma simples que, a menos de Q(X)I P (X), todos os lugares Q I P de F 1 são não-ramificados; 
no entanto, é interessante ver que é possível encontrar a extensão de um lugar sem ter que utilizar 
resultados mais fortes. 
A fim de construir um código auto-dual é preciso encontrar divisores D, G E 1JF' tais que 2G-D 
seja um divisor canônico, i.e., que exista um diferencial de Weil TJ E QF, tal que (TJ) = 2G- D 
e que TJQ.,.(1) = 1 (ver II.2.12). Por III.2.18 tendo um diferencial de Weil de F, sabemos como 
encontrar seu cotraço em F 1 e calcular seu divisor. Como F é corpo de funções racionais, então 
-2P (X) é divisor canônico; seja w seu diferencial de Weil e passemos ao cálculo de (w '), o divisor 
do seu cotraço: 
(w') = ConF'jF((w)) + Diff(F'IF) 
ConF'JF(-2P(X)) = -2 L e(QIP(X)).Q 
Q/Poo 
-2.2.QOC> = -4Q00 
Para o cálculo do diferente precisamos estudar o valor de d{ Q I P) para todo Q E W F'; usaremos 
o Teorema III.2.28. Como o polinômio cp(T) = T 2 + T- f(x) é irredutível, estamos nas condições 
de tal Teorema. 
e 
Para P E W F vamos calcular m p; temos p = char F q = 2 
• P = P(X) e z = 1, então vp(f(x)- (1 2 -1)) = vp(f(x)) = -m <O 
Logo, mp= =me por 111.2.28{c) POC> é totalmente ramificado e se QOC>I Poo, então 
d(QOC>IPoo) = {p-1){mp00 + 1) = m+ 1 
• P #- P00 e z = 1: vp(f(x)- {12 - 1)) = vp(f(x)) 2: O, V P #- P(X). 
Assim, mp = -1 para todo P E WF \ {Poo} e por 111.2.28{b) todo P #- POC> é não-ramificado: 
e(QI P) = 1; mas 2 AI e assim, por III.2.22 {b), para todo P #- P(X), d(QI P) = e(QI P)-1 =O. 
Assim, 
Diff(F'IF) = L L d(QIP).Q = {m+ 1).QOC> 
PEPFQ/P 
(w ') = -4QOC> + (m + 1)QOC> = (m- 3)Q(X) 
é divisor canônico em F'. Logo, já podemos calcular o gênero de F', pois sabemos que o seu grau 









Considere U Ç M, IUI = s, n = 2s e o polinômio cp(x) = fl,,,Eu(x +ai); o divisor D = 
(cp(x))o = Ql + ... + Qn onde para j = 1, 2, Q~, = Qi+(j-l)s são os lugares sobre Pow 
(1/cp(x)) = nQoo- D 
é divisor principal, e portanto se 11 = w 1 jcp(x), 
( m-3) (ry) = (w')- (cp(x)) = (n +m- 3)Qoo- D = 2 s + - 2- Qoo- D 
é divisor canônico. Considerando G = (s + m2 3 )Q00 , temos que 2G- D = (ry) é divisor canônico. 
Isso garante que ('Tl)Q,(1) =/= 0 (por 1.6.3) mas, queremos encontrar ry' E QF, tal que "1Q,(1) = 1. 
Dado ai E U, seja /3i E:iFq tal que (y- j3i)(y + /3i + 1) = f(x)- f(ai); denotaremos 
fi = (y - /3i) = fi+s e fi+s = (y + /3i + 1) = h , 1 S i S S 
temos que vk(fk) >O e vk(h) =O, onde vk = VQk· Seja 
cp(x) ~ 
lk = ( ) .fk para k = 1, ... , n = 2s, k = imods. 
x-ai 
Temos que (k =/=i, i+ s): 
vi(li) > O 
Vi(h) = 0 
vi((x- Oi)) = 1 
vi(li) =O 
Vi+s(h) >O vk(h) 2: O 
Vi+s((x- ai))= 1 vk((x- ai))= O 
Agora, considere 
e avaliando: 
e para zi- 1, 
Vi+s(zi) 
Vk (zi) 
Vi+s(li)- min{'vi+s(fi), Vi+s((x- ai)), Vi+s(li)} >O 
vk(li)- min{vk(fi), vk((x- ai)), vk(li)} >O 
Lembremos que estamos trabalhando num corpo lF q com característica dois, q = 2e; logo, para 
todo a EF q, 3 b E Fq com a= b2 . Assim, para cada ai = 'TIQ, (1) E Fq, existe bi E :iFq com ai= br. 
Além disso, 
n n n 
z
2 
= (Lbk.zk) 2 = Lb~.z~ = Lak.z~. 
k=l k=l k=l 
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n 
Vi(ai(Zf- 1) + L: ak.z;) 
i-fok=l 
n 
> min{vi(ai(zf- 1)), vi( L ak.z~))} >O. 
i-fok=l 
1JQ;(1) =1JQ;(z- 2 .1) = z- 2 (Qi)·1JQ;(1) = a; 1 .ai = 1 
Seja G' = G- (z): 2G'- D = 2G- D- 2(z) = (17) + (z- 2) = (17 ') 
O código Cc(D, G') é auto-dual. 
A questão se podemos construir desta forma códigos auto-duais de comprimento n grande é, 
portanto, de particular interesse. Usando a cota clássica de Hasse-Weil, o código que acabamos de 
descrever tem cota 
n::; q + 2gq~ = q + (m- 1)q~ 
Mas, se considerarmos o caso particular q = t2 , t = 2h e f(x) = xt+1 , i.e., estamos considerando 
F'= 1F q(x, y) com y2 + y = xt+l, tal cota é atingida. Neste caso o conjunto M = {a E Fqj:3 (3 E 
Fq : (32 + (3 = f(a)} é o próprio Fq (vamos provar o fato mais abaixo) e assim o conjunto U 
escolhido poderia ser o próprio lFq e cp(x) = xq- X. Considere a EWq; então 1 = aq- 1 = 
aCt- 1)(t+1l e, portanto, at(t+l) = at+l e assim at+l E Ft Ç Fq. Agora considere o polinômio 
g(T) = T 2 + T- at+ 1 E 1Ft. Se g(t) tem raíz (3 E Ft, já temos (3 E Fq tal que (32 + (3 = at+ 1 e 
assim a E M. Se g(t) não tem raíz em Ft, i.e., g(t) é irredutível, considerando (3 raíz de g(t) em 
fj) fecho algébrico, teremos [lFt(f3) : Ft] = 2, i.e., 1Ft{f3)1 = t 2 , e portanto, lFt(f3) = Fq e de novo 
a EM. 
Mais ainda, a diferencial 1J = X':/~ X satisfaz: para todo Qí, 1JQ; ( 1) = 1, e portanto, o código 
CL(D, G), onde D = Qb ... , Q2q e G = (s + m2 3 )Qoo = {~ + t + 1- 3)Qoo = {~ + t- 2)Qoo é 
auto-dual. 
r 1JQ; (1) = 1 para todo i= 1, ... 'n. 
Lembre que w' = Cotr(w), w E Qp e (w) = -2P00 e assim, por I.6.4(c) Wp;((x- ai)- 1 ) = 1 e 
Wp;(1) =O, para todo i= 1, ... , q. (M ={ai E lFq, 3 (Ji: (Jf + f3i = a!+l} .. 
Se'"'( E F','"'(= a(x) +yb(x), com a(x),b(x) E F= Fq(x); da definição de cotraço e da noção 
de componente local de um diferencial, temos: WP;(TrF'/Fb)) = TrK'/F.(wb,b) + wQi+.b)). 
Como K' = Fq, então TrK'/Fqb) = "f ; como char(lFq) = 2, TrF'/F(Y) = y + y + 1 = 1 
e para todo z E F, TrF'/F(z) = z + z = O. Logo, TrF'/Fh) = TrF'/F((a(x) + yb(x))) = 
a(x)TrF'/F(1) + b(x)TrF'jF(Y) = b(x). 
1. Se a(x) E F, então wQ, (a(x)) = wQi+s (a(x)) 
Prova: Trp, ;p(a(x)) =O; logo, Wp; (TrF'jF(a(x)) = WP; (O)= O ewb, (a(x) = -wb,+• {a(x)) = 
wQi+• (a(x)), e portanto, wQ, (a(x)) = wQi+• (a(x)) 
2. r wbi c.~x) = 1 = wbi+. (xq~x) 
Prova: r w (-1 ) = 1 = w (-1 ) xq-x x-ai 
chamando g(x) = (x- ai)q- 1 - 1, temos que: 
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1 1 1 + g(x) (x- o:i)q- 1 (x- o:i)q- 2 
--+ = = = EPa· ~- q (x- o:i) (x- o:i).g(x) (x- o:i).g(x) g(x) ' 
pois q = t 2 = 22h, h 2: 1 e assim, Wpa; (,/_q + (x_!cx;)) = Wpa; (O)= O, isto é, 
1 1 !.6.4 1 
Wpa (-q-) = Wpa (( )) = 
• x -q • x-o:i 
Como TrF'/FC;;;!!~) = x/-x, então 
Se "( = J;; !!~ e "( 1 = u;f~ ~ 1, então temos VQ; h) 2: O e VQ;+, h') 2: O; logo, como VQ; ( w ') = 
O, por 1.6.3 que wQ'('Y) = O = wQ'. ('Y') e assim, 1 = wp.(-f--) = wQ'. ('Y). Como 
1- 1-+.s " X -X 1-+s 
"'= u+/3;+1 + _1_ = "'' + _1_ então 
I xq-x xq-x I xq-x' 
De 1. segue que 
Como 7] = x'::~x' segue de 2. que: 
1 ( 1 ) 1=w --Q; xq -x 
111.3.2 Exemplo Dado lF q com q = ph, p um primo arbitrário, considere o corpo de funções 
F'= lFq(x,y), onde ye = f(x). Assuma que: 
(a) f(x) = q1 (x) ..... qr(x), qi(x) E lFq[x] onde os qi(x) são irredutíveis e co-primos dois a dois; 
deg(qi(x)) =miem= deg(f(x)) = m 1 + ... + mr. 
(b) mdc( e, m) = 1 e q = 1 mod e. 
Nesta condições, por III.1.14, rp( T) = T- f ( x) E f[T] é irredutível, onde F = F q ( x), e portanto 
[F': F]= e e os lugares P00 , Pi = (qi(x))o com i= 1, ... , r são totalmente ramificados. Mostra-se 
também que: 
1. Se Qoo/ Poo, então d(Qoo/ Poo) =e- 1. 
Prova: Como Qoo/Poo é totalmente ramificado, e(Qoo/Poo) = e; como char(Fq) = p e 
q = 1mode, então mdc(p,e) = 1, ou seja, char(lFq) /ie(Q00 /P00 ); logo, pelo Teorema do 
diferente de Dedekind, d(Q00 /Poo) =e -1 
2. Para cada i= 1, ... , r considere o lugar Qd Pi = (qi(x))o de F'; então como e(Qi/ Pi) = e-1, 
novamente pelo Teorema de Dedekind, d( Q d Pi) = e - 1. 
3. Se P E lPF \ {P00 , P1, ... , Pr} e Q E lPF' com Qj P, então d(Qj P) =O. 
Prova: Pé tal que vp(f(x)) =O e portanto, rp(T) =Te- f(x) E Op[T]. Logo, por III.2.23 
temos O~ d(Qj P) ~ vQ(rp'(y)). Observe que e.vQ(Y) = vQ(f(x)) = e(Qj P).vp(f(x)) =O; 
assim, VQ(rp'(y)) = VQ(e) + (e-1).vQ(y) =O, pois por (h), e E lFq. Logo, d(Q/P) =O. 
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De 1, 2 e 3 ,temos que: Diff(F'IF) =(e -1)(Qoo + Q1 + ... + Qr) 
Considerando w E Qp com (w) = -2Poo divisor canônico de F, seja w' = CotrF'jF(w). Como 
temos 
(w ') = ConF'/ p(w) + Diff(F' I F)= (e- 1)(Ql + ... + Qr)- (e+ 1)Qoo. 
Como (w ') é divisor canônico, já podemos calcular o gênero de F': 
2g'- 2 
g' 
deg((e -1)(Ql + ... + Qr)- (e+ 1)Qoo) 
(e -1)(ml + ... + mr)- (e+ 1).1 
(e- 1)m- (e+ 1) 
m(e- 1)- (e- 1) 
2 
(e -1)(m- 1) 
2 
Queremos achar os demais lugares de grau um de F 1• Para isso, considere o conjunto 
M = {a E lF q I f (a) =f. O e 3 (3 E lF q : (Je = f (a)}. 
Para a E M, se Po: = (x-a) sabemos que se Ql Po:, então e(QI Po:) = 1 (por III.2.24) e Po: 
tem e extensões distintas Qo:d Pa com f(Qo:d Po:) = 1. Agora considere o conjunto U Ç M com 
\UI = s ;:: 1 e seja 




(1lcp(x)) = e.sQoo- 2: 2: Qo:i = e.sQ=- (Q{ +. ·. + Q~_ 8 ). 
o:EU i=l 
Note que 
vQ(f(x)) = e(QIP).vp(f(x)) 
{ 
e.(-m) , Q=Q= 
e.1 , Q = Qi, i= 1, ... , r 
O , caso contrário 
Logo, 
(1lye-l) = (e- 1)mQ00 - (e- 1)(Ql + .. · + Qr ). 
Considere o divisor canônico a seguir: 
w' (ry) = (ye-lcp(x)) = (e-1)(Ql + ... +Qr)- (e+ 1)Q= 
-[(e -1)(Ql + ... + Qr)- (e -1)mQ=] 
-[(Q{ + ... + Q~.s)- es Qoo] 
[-(e+ 1) +(e- 1).m + e.s]Q=- [(Q{ + ... + Q~_ 8 )] 
[2g 1 -2 + e.s]Q=- [(Q{ + · · · + Q~.s)l 
[2g'- 2 + e.s]Qoo- D. 
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Se n = e.s é par, (basta tomar s par, ou se e for par esse cuidado é desnecessário), considerando 
r = g ' - 1 + ~ e G = rQ 00 , obtemos que 
(17) = 2G- D 
Isso nos garante que VQ;(TJ) = -1 e assim 1JQ;(1) = Oi =/= O. Pelo Teorema de aproximação 
existe x E F' tal que vQ;(z- ai) >O; logo, z(Q/) =ai e assim se 1J' = z- 1 .1] 
7Jo;(1) = TJQ;(z- 1 .1) = z- 1(Qi).1JQ;(l) = a; 1 .ai = 1 
Se existir u E F' tal que u2 = z, então considerando G' = G- ( u) obtemos o código auto-dual 
C L(D, G '); se a característica de 1F q for par esse elemento sempre existe (no exemplo anterior foi 
possível construí-lo). Caso contrário, obtemos, na melhor das hipóteses, um código auto-ortogonal, 
considerando H E VF' tal que 2H::; (ry') + D. O código CL(D, H) é auto-ortogonal. 
III.3.3 Exemplo Considere o corpo arbitrário finito F q com char(F q) = p. Defina o corpo 
F'= 1Fq(x,y) pela equação: 
h(y) = f(x) com h(y) E :Fq[y], f(x) E 1Fq[x]. 
Assuma também que: 
1. h(y) é o polinômio de grau pv dado por 
v 
h(y) = I>iyP', Ci E 1Fq, Co =/=O, Cv =/=O 
i=O 
o qual é separável e se decompõe em fatores lineares em lF q e seus zeros formam um subgrupo 
aditivo de Fq de ordem p'-'. 
2. deg(f(x)) = m ;t. O mod p. 
Usando III.l.14, com o lugar Poo E lPp e F= :Fq(x) prova-se que o polinômio 
cp(T) = h(T) - f(x) E F[T] 
é irredutível sobre F, e que Poo é totalmente ramificado em F': Qoo/ Foo com e(Qoo/ Foo) = pv 
e f(Qoo/Foo) = 1. Para encontrar as demais extensões dos lugares de grau um de F, usamos o 
conjunto 
M ={a E :Fq/3 (3 E IFq: h((J) = f(a)}. 
Para cada a EM o elemento (x-a) tem pv zeros distintos em F'. A seguir, apresentamos o 
cálculo do expoente diferente de cada lugar Q/ P, P E lPp; pela Proposição III.2.29 temos que: 
e que todo P =/= P00 é não- ramificado, i.e., e(Q/P) = 1 e por III.2.22, obte-se que 
d(Q/ P) =O, V Q/ P, P E lPp \ {Poo}· 
Considere -2P00 o divisor canônico de F, e seja 1J E Qp o seu diferencial de Weil, i.e., (TJ) = 
-2P00 • Calculemos o divisor do cotraço de ry: 
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(TJ') Con(-2Poo)+Diff(F'/F) 
-2e(QDO/ Poo)QDO + d(QDO/ PDO) 
[-2p" + (p")(m + 1)]QDO 
(p"m- p"- m- 1)QDO. 
Com isso, podemos calcular o genêro g 1 de F 1, pois, deg( ( T) ')) = 2g 1 - 2: 




1/2(p"m- p"- m + 1) 
(p"- 1)(m- 1) 
2 
Agora, prossigamos com a construção dos divisores De G; seja U Ç M, IUI = s >O, e seja: 
cp(x) = IT (x-a)= D- (p"s)QDO. 
o: EU 
Queremos encontrar G tal que 2G- D seja canônico. Para isso, considere o diferencial de Weil 
w de F 1 dado por: 
Então, 
TJ' 
w = cp(x)" 
(w) (p"m- p"- m -1)QDO + p"sQDO- D 
(2g 1 - 2 + p"s)Qoo- D. 
Desse modo, encontramos um diferencial tal vQ(w) = -1 para Q E suppD, o que garante que 
wQ(1) =ai -=J O. Pelo Teorema de Aproximação podemos encontrar z E F 1 tal que VQ(z- ai) >O 
para cada Q E suppD. O diferencial w' = z- 1 .w satifaz as condições desejadas: vQ(w') = -1 
e w;(l) = L Agora, se existir u E F' tal que u2 = z, então, se p".s for par considerando 
G = (g'-1 + ~)QDO- (u), obtemos o código auto-dual C.c(D,G). 
Se alguma dessas condições falhar, considerando H tal que 2H ::=; (2g 1 - 2 + p" .s)- ( z) obtemos 
um código auto-ortogonal Cc(D, H). 
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Apêndice 
Extensões Integrais de Anéis 
Para facilidade de referência apresentaremos neste apêndice os conceitos básicos, definições e resul-
tados mais importantes (sem demonstrações) sobre os vários pontos da teoria geral de extensões 
integrais de anéis comutativos com identidade utilizados neste trabalho. Neste texto, sempre que 
falarmos em extensões de anéis, estamos nos referindo a extensões de anéis comutativos com iden-
tidade. As principais referências para este apêndice são [4] e [5]. 
Iniciamos lembrando que se S/ K é uma extensão de anéis com K corpo, denotaremos por 
[S: K] a dimensão do K-espaço vetorial S. 
III.l Definição Sejam S/ R uma extensão de anéis e y E S. Dizemos que y é integral (ou inteiro) 
sobre R se existe um polinômio mônico f(x) E R[X] tal que f(y) =O (i.e., y é raíz de f(x)). 
Um primeiro resultado que caracteriza um elemento integral sobre um anel R é dado pela 
seguinte proposição : 
III.2 Proposição Dados uma extensão de anéis S/ R e y E S, as seguintes condições são equiv-
alentes: 
1. y é integral sobre R. 
2. O anel R[y] = {f(y); f(X) E R[X]} é um R-módulo finitamente gerado. 
3. Existe um sub-anel B de S tal que R Ç S, B é R-módulo finitamente gerado e Y E B. 
III.3 Observação Observe que quando R é um corpo o conceito de elemento integral sobre R é o 
mesmo que de elemento algébrico sobre R. Assim, todos os conceitos e resultados que descrevermos 
em termos de extensões integrais podem ser vistas no contexto de extensões algébricas de corpos. 
Como conseqüência natural da Proposição III.2 podemos obter o seguinte resultado mais geral: 
Ill.4 Proposição Sejam S/ R extensões de anéis e y11 ... , Yn E S. Então y11 ... , Yn são integrais 
sobre R see o anel R[y~, . .. , Yn] é um R-módulo finitamente gerado. 
A partir desta proposição obtem-se que: 
III.5 Corolário Seja S/ R uma extensão de anéis. Então: 
1. Se y,z E S são integrais sobre R, então x ±y e x.y também são. 
2. ics(R) = {y E S; y é integral sobre R} é subanel de S. 
O Corolário III.5 nos leva às definições: 
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III.6 Definição Seja Sj R extensão de anéis; o anel ic8 (R) é chamado fecho integral de R em 
S. Se R é domínio e S = K é o corpo de frações de R, então, icK(R) é chamado fecho integral de 
R. Se todo elemento de S é integral sobre R dizemos que S f R é uma extensão integral. 
Uma propriedade fundamental a respeito de extensões integrais é dada pela seguinte proposição: 
III.7 Proposição (transitividade) SeSjB eBjRsão extensões integrais, então, SjR tamhém 
é integral. 
Uma relação entre extensões integrais e extensões algébricas de corpos pode ser vista no seguinte 
resultado: 
III.S Proposição Se SjR é uma extensão integral de anéis sendo S um domínio, então: S é 
corpo see R é corpo e nesse caso S/ R é extensão algébrica de corpo. 
111.9 Definição Dado um domínio R, dizemos que R é integralmente fechado se icK(R) =R, 
onde K é o corpo de frações de R. 
A seguir, apresentamos alguns exemplos de domínios integralmente fechados: 
III.lO Exemplo Todo domínio fatorial é integralmente fechado. Em particular, os domínios 
principais são integralmente fechados, e portanto, os anéis de valorizações de corpos de funções 
algébricas são integralmente fechados. 
III.ll Exemplo Se S é um domínio e :F é uma família de subanéis de S que são integralmente 
fechados, então B = nAEJ' A é integralmente fechado. Em particular, os anéis de holomorfia de 
um corpo de funções (Definição III.2.2) são integralmente fechados. 
Agora, estamos interessados em introduzir a função traço de uma extensão algébrica finita de 
corpos LjK. Para isto, considere y E L e {v1 , ... , Vn} Ç L uma K-base do espaço vetorial L. 
Considere agora a aplicação K-linear determinada por y e definida por: 
my: L --> L 
x ~----+ yx 
Como a= {v1, ... , vn} é base de L, temos que para todo j, 1:::; j :S: n, yv1 = I:~=l aijVi, aij E 
K e assim determinamos a matriz a= (aij), chamada de matriz de representação de my na base 
a e denotada por [my]o:. 
III.12 Definição Dados L/K uma extensão algébrica com [L: K] = n, a= {v11 ... ,vn} Ç L 
uma K-base de L e y E L, definimos o traço de y E L em K por TrLjK(Y) = Tr[my]a = I:7=l aii, 
onde [my]o: = (aij) E Mn(K). 
III.13 Observação Pela álgebra linear, sabemos que a definição da função traço não depende 
da escolha da base a. 
As primeiras propriedades da função traço podem ser dadas no seguinte resultado: 
111.14 Proposição Seja L/ K uma extensão finita de corpo. Então a aplicação Tr : L ____, K é 
um K-funcionallinear que satisfaz: se a E K, então TrL;K(a) =na, n =[L: K]. 
Agora lembre que uma extensão algébrica de corpos L/ K é dita separável se todo elemento 
y E L é separável sobre K, i.e., se o polinômio mínimo de y sobre K, PyJ K(X), só tem raízes de 
multiplicidade um em algum fecho algébrico de K (e portanto em todo fecho algébrico k de K). 
Para extensões separáveis a aplicação traço tem propriedades fundamentais, que descrevemos em 
seguida: 
81 
III.15 Proposição Seja L/ K uma extensão de corpos separável e finita. Se y E L e x1 , ... , Xm 
são as raízes do polinômio mínimo de y sobre K num fecho algébrico de K, então temosTrL;K(Y) = 
s(x1 + ... + Xm), onde s =[L: K(y)]. 
III.16 Observação Nas condições acima, uma outra versão da Proposição IIL15 pode ser vista 
da seguinte maneira. Se consideramos o conjunto 
I so K (L, K) = { u : L ---> K, u é um K -homomorfismo de L num fecho algébrico K de K} 
sabemos que: IsoK(L, K) = {ub ... , un}, onde n =[L: K] e então TrL;K(Y) = 'L~=l ui(y). 
Na verdade pode-se provar que se L/ K é extensão finita e separável então a forma bilinear cp 
definida (a partir do traço) por cp(x,y) = TrL;K(x.y), x,y E L é não-degenerada e então tem-se o 
seguinte resultado: 
III.17 Proposição Se L/ K é uma extensão separável e finita de corpos e a: = {vt, ... , vn} é 
uma K -base de L, então existe uma outra K -base de L, (3 = {v;:, ... , v~}, tal que para quaisquer 
i, j com 1:::; i,j:::; n tem-se Tr(vi.vj) = Óij, onde Óij é o símbolo de Kronecker. Neste caso dizemos 
que (3 é a base dual de a: em relação ao traço. 
Na verdade, neste apêndice estamos especialmente interessados no estudo da seguinte situação: 
(*) Seja R um domínio integralmente fechado, K seu corpo de frações e LJK uma extensão de 
corpos finita e separável. Considerando R 1 = icL(R) = {y E L, y integral sobre R} o que 
podemos dizer de R 1 a partir de R em termos da aplicação traço e do próprio R. 
Observando que seu: L---> K é um K-isomorfismo de L em K (um fecho algébrico de K) e 
y E R', então u(y) E R' e podemos obter a partir da versão dada pela Observação III.16 para o 
traço que: 
III.18 Lema Na situação (*), se y E R', então TrL;K(Y) E R; mais ainda, Py/K(X) E R[X], 
onde PyjK(X) é o polinômio minimal de y sobre K. 
Agora usando a definição de icL{R) e os resultados III.17 e III.18 obtem-se o seguinte teorema 
geral: 
III.19 Teorema Sejam R um domínio integralmente fechado, K seu corpo de frações, L/ K uma 
extensão de corpos finita e separável e R'= icL(R). Então: 
1. L é o corpo de frações de R 1 e R' é integralmente fechado. 
2. Se a:= {vt, ... , vn} é uma K-base de L, então existem a1, ... , an ER tal que a: 1 = {a1v1, ... , anvn} Ç 
R' e a' é K-base de L. 
3. Se (3 = { u1 , ... , Un} é uma K -base de L com (3 Ç R', então R' Ç Ru; EB ... EB Ru~, onde 
{ui, ... , u~} é base dual de (3 com relação ao traço (ver JI/.17). 
III.20 Definição Se Sj R é uma extensão de anéis tal que Sé um R-módulo livre de posto n e 
a: = { v1, ... , Vn} Ç S é uma R-base livre de S, então dizemos que a: é uma base integral de S/ R. 
Para concluir, lembrando o teorema de módulos sobre domínios principais e usando a parte 3 
do teorema III.l9, obtemos o seguinte resultado fundamental: 
III.21 Corolário Se no Teorema JI/.19 supormos que R é domínio principal, então, R' é um 
R-módulo livre de posto n, onde n =[L: K] e portanto R'/R admite uma base integral. 
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