Using the Weyl commutation relations over a finite field F q we introduce a family of error-correcting quantum stabilizer codes based on a class of symmetric matrices over F q satisfying certain natural conditions. When q = 2 the existence of a rich class of such symmetric matrices is demonstrated by a simple probabilistic argument depending on the Chernoff bound for i.i.d symmetric Bernoulli trials. If, in addition, these symmetric matrices are assumed to be circulant it is possible to obtain concrete examples by a computer program. The quantum codes thus obtained admit elegant encoding circuits.
Introduction
Let A be a finite abelian group with operation denoted by + and identity 0. We identify A with the alphabet of symbols transmitted on a classical communication channel. Consider the n-fold cartesian product A n of copies of A. Elements of A n are called words of length n. A commonly used group is {0, 1} with addition modulo 2. LetÂ denote the character group of A, the multiplicative group of all homomorphisms from A into the multiplicative group of complex numbers of modulus unity. For a = (a 1 , a 2 , . . . , a n )
T ∈ A n we define its weight w(a) to be #{i | a i = 0}. We say that a subgroup C n of A n is a t-error correcting group code if for every non-zero element x = (x 1 , x 2 , . . . , x n ) T in C n , w(x) ≥ 2t + 1. In other words, if messages transmitted through a noisy channel are encoded into words from C n and during transmission of a word errors at the output occur in at most t positions, then the message can be decoded without any error. There is a vast literature on the construction of t-error correcting group codes and the reader may find an introduction to this subject and pointers to literature in [8, 7] .
A broad class of quantum error correcting codes known as stabilizer codes was introduced by Gottesman [4] and Calderbank et al [2] (also see [3, 13, 12] ). To the best of our knowledge, apart from one computer-generated example [13] , all quantum error-correcting codes are stabilizer codes. Our aim is to give a new description of the theory of error-correcting quantum stabilizer codes. First we introduce some definitions. We choose and fix an Ndimensional complex Hilbert space H and consider the unit vectors of H as pure states of a finite level quantum system. If A is a finite abelian group with N elements and {e x | x ∈ A} is an orthonormal basis of H indexed by elements of A we express it in the Dirac notation as |x = e x . If x = (x 1 , x 2 , . . . , x n )
T ∈ A n is a word of length n, we write |x = |x 1 x 2 . . . x n = e x 1 ⊗ e x 2 ⊗ . . . ⊗ e xn where the right-hand side is a product vector in the n-fold tensor product H ⊗ n of n copies of H. Thus, with the chosen orthonormal basis, every word x in A n is translated into a basis state |x of H ⊗ n . A quantum code is a subspace C n in H ⊗ n . Note that a pure state in H ⊗ n described by a unit vector |ψ in H ⊗ n has density matrix |ψ ψ|. A density matrix ρ in H ⊗ n is a nonnegative operator of unit trace. In quantum probability, a projection operator E in H ⊗ n is interpreted as an event concerning the quantum system and a density matrix ρ as a state of the quantum system. The probability of the event E in the state ρ is given by TrρE. Messages to be transmitted through a quantum channel are encoded into pure states in H ⊗ n . When a pure state |ψ , or equivalently, a density matrix |ψ ψ| is transmitted the channel output is hypothesized to be a state of the form
where the operators {L i } belong to a linear subspace A of the algebra of all operators on H ⊗ n . The operators {L i } may depend on ρ, but in order to ensure that ρ is a density matrix it is assumed that ψ| i L † i L i |ψ = 1. By the spectral theorem ρ can be expressed as
where ψ j is an orthonormal set in H ⊗ n and {p j } is a probability distribution with p j > 0 for each j. In other words, the output state ρ is not necessarily pure even though the input state is pure. The operators L i are called error operators and the linear space A from which they come is called the error space.
Suppose there is a finite family {M j } of operators in H ⊗ n satisfying the condition j M † j M j = I and for any output state ρ with ψ in the code C n ,
Then we say that the quantum code C n together with the family {M j } of 'decoding operators' corrects any error induced by {L i } from A. In this context we have the following fundamental theorem of Knill and Laflamme [5] which gives necessary and sufficient conditions for the existence of such a family of decoding operators. 
if and only if the following condition holds:
is a scalar independent of p and q and δ p,q is 1 if p = q and 0 otherwise.
Remark 1.2 The proof of the above theorem is constructive and therefore yields the decoding operators in terms of
A and the basis ψ 1 , . . . , ψ d of C n . In this case we say that C n is an A-error correcting quantum code. Now we specialize the choice of A. Consider all unitary operators in H ⊗ n of the form U = U 1 ⊗ U 2 ⊗ . . . ⊗ U n where each U i is a unitary operator on H and all but t of the U i 's are equal to I. Such a U when operating on ψ = ψ 1 ⊗ . . . ⊗ ψ n ∈ H ⊗ n produces U|ψ which is an n-fold tensor product that differs from ψ in at most t places. Denote by A t the linear span of all such unitary operators U. A quantum code C n is called a t-error correcting quantum code if C n is an A t -correcting quantum code.
Quantum codes and subgroups of the error group
Let (A, +) be a finite abelian group with N elements and identity denoted by 0. Denote byÂ the character group of A and H the N-dimensional Hilbert space L 2 (A) of all complex-valued functions on A, spanned by {|x } x∈A (where the vector |x denotes the indicator function 1 x of the singleton {x}). Define the unitary operators U a and V χ on H for every a ∈ A and χ ∈Â by
These are the Weyl commutation relations between the unitary operators representing A by translations andÂ by multiplications. The family of operators {U a V χ | a ∈ Aχ ∈Â} is irreducible. If a ∈ A n then any element χ ∈Â n can be identified with an element ofÂ n so that
where χ = (χ 1 , . . . , χ n ) and a = (a 1 , . . . , a n ). Put 
In the Hilbert space of all linear operators on H ⊗ n equipped with the scalar product
is an orthonormal basis. The weight wt(a, χ) of a pair (a, χ) ∈ A n ×Â n is defined to be #{i | 1 ≤ i ≤ n, (a i , χ i ) = (0, 1)}, where a = (a 1 , a 2 , . . . , a n ) and χ = (χ 1 , . . . , χ n ). The irreducibility of
The Knill-Laflamme theorem for A t -correcting quantum codes assumes the following form which can be readily derived from Theorem 1.1. 
Let l be the least positive integer such that la = 0 for all a ∈ A and let ω = e 2πi l . We define the error group as the following finite group of unitary operators in
The group E has a natural action on the Hilbert space L 2 (A) ⊗ n defined by:
Subspaces of L 2 (A)
⊗ n that are point-wise fixed by some subgroup of the error group E are called stabilizer codes.
Let S be a subgroup of E. Denote by C(S) the subspace of L 2 (A) ⊗ n that is point-wise stabilized by S. More precisely,
Lemma 2.2 C(S) = 0 if and only if S is an abelian subgroup of E such that ω
Proof. Suppose ω i I ∈ S for some i = 0. For any ψ ∈ C(S) we have ω i Iψ = ψ , which implies ψ = 0. Hence C(S) = 0.
It follows from the Weyl commutation relations that two elements ω i U a V α and ω j U b V β in S commute if and only if α(b) = β(a). Now, let ψ ∈ C(S). We have
Applying the commutation relations we can see that the above equation holds for a ψ = 0 if and only if α(b) = β(a). Thus, C(S) = 0 if and only if S is abelian and ω i I ∈ S for i = 0. Now, let S be an abelian subgroup of E such that ω i I ∈ S for i = 0. Define the projection operator
Since TrU a V β = 0 unless (a, β) = (0, 1) it follows that Tr(P ) = #A n /#S. It is easy to see that P is the projection onto C(S). Thus, the dimension of C(S) is Tr(P ) = #A n /#S. This completes the proof.
Next, we state Theorem 2.1 in a form that will give the criteria for constructing t-error correcting quantum stabilizer codes. Let Z(S) denote the centralizer of S in E, i.e.,
Theorem 2.3 Let S be an abelian subgroup of the error group E such that ω i I is not in
n ×Â n with the property that wt(a, χ) ≤ 2t. We check the Knill-Laflamme conditions (Theorem 2.1). There are two cases:
for each i ≥ 0 by the assumption. Let ψ ∈ C(S) and ω r U b V β be some element of S. Then we can write ψ|U a V χ |ψ as ω r U b V β ψ|U a V χ |ω r U b V β ψ , which can be simplified to get the following
Since
At this point it is useful to introduce a standard notation using which it is convenient to describe quantum stabilizer codes. Let S be an abelian subgroup of E with centralizer Z(S). The minimum distance d(S) is defined to be the minimum of
When A is the additive abelian group of the finite field Remark 2.4 Let S be an abelian subgroup of E such that ω i I ∈ S for every i = 0. This is equivalent to demanding that S is an abelian subgroup of E such that for any a ∈ A n and χ ∈Â n the operator ω i U a V χ can be in S for at most one i :
3 Quantum stabilizer codes in the finite field setting
In order to construct stabilizer quantum codes, we need to study abelian subgroups S of E such that elements in Z(S) \ S have large weight. We choose A to be a finite field F q , q = p r for some prime p. In particular, the Hilbert space in which we seek stabilizer codes is L 2 (F q ) ⊗ n . Since F q is an abelian group under its addition operation with each nonzero element of order p, it follows that every nontrivial character of F q is of order p. Choose a nontrivial characterω ∈F q . Then every other character ω ′ ∈F q is of the form ω a where ω a (x) =ω(ax) for all x ∈ F q . Likewise, every character inF q n is of the form ω a where
, where a · x is the inner product i a i x i , for a = (a 1 , . . . , a n )
T and x = (x 1 , . . . , x n ) T . If we identifyF q n with F n q , we can index the elements of the error group E as ω i U a V b , 0 ≤ i ≤ p − 1, and a, b ∈ F n q , where V b now stands for the operator V χ with χ = ω b . Thus, E is rewritten as
Notice that E is a finite group of cardinality pq 2n . The Weyl commutation relations take the following formω where a = (a 1 , . . . , a n ) and
Lemma 2.2 and the Knill-Laflamme conditions can be restated as follows.
Thus the problem is to find subgroups S of
To this end, we formulate an approach.
Let V be an m-dimensional vector space over F q for a positive integer m. Let L : V → F n q and M : V → F n q be two linear transformations. Thus, L and M can be written as n × m matrices over F q . We restrict attention to abelian subgroups of E that are of the form
andp
Equation (3) will hold if we choose (q(v) ), for some functionq : V → F q , Equation (4) assumes the form
For p = 2 we can chooseq to be the quadratic form For the purpose of this article, we look for special solutions: we demand that L T M be expressible as D + D T for some matrix D over F q , which implies that L T M is a symmetric matrix with diagonal entries as scalar multiples of 2. For example, we can choose D to be an upper diagonal matrix. Then q(v) = v T Dv is a solution to Equation (4). We summarize this below. 
From the Knill-Laflamme conditions as stated in Theorem 2.3, C(S) is a t-error correcting quantum code with S defined as above if for any (x, y) ∈ F n q ×F n q , the condition M T x = L T y implies that either x = Lv and y = Mv for some v ∈ V or wt(x, y) > 2t.
If F q has characteristic different from 2 there is a partial converse to Lemma 3.2: Suppose C(S) is some stabilizer code in for all (a, b), (c, d) ∈ S. Let #S = q r and (a 1 b 1 ), (a 2 , b 2 ) . . . , (a r b r ) be an independent generating set for S. Then S 1 = {a ∈ F n q | ∃b ∈ F 
We can derive the following proposition from Lemma 3.2. 
(
ii) C(S) is t-error correcting if for any
and D are n × n matrices over F q , and C is a subspace of F n q . As already observed S is an abelian subgroup of E. Our next goal is to give an orthonormal basis for C(S).
Since C is an additive subgroup of F n q , it suggests that an orthonormal basis for C(S) can be indexed by the cosets of C in F n q . It suffices to describe unit vectors |ψ C+x ∈ L 2 (F q ) ⊗ n that have disjoint support in F n q , and show that each |ψ C+x is fixed by S, where x runs over a set of distinct coset representatives of C in F n q . Define
for each coset C + x as x runs over a set of distinct coset representatives of C in F n q . The vectors |ψ C+x have unit norm, and as they have mutually disjoint supports, they form an orthonormal set of q n /#C vectors in L 2 (F q ) ⊗ n . It can be easily verified that S fixes each |ψ C+x . We summarize or observations below.
and D are n × n matrices over F q , and C is a subspace of F n q . Then the collection of vectors {|ψ C+x } defined as
for each coset C + x as x runs over a set of distinct coset representatives of C in F n q , is an orthonormal basis for C(S). In particular, dim C(S) = q n−dim C . [8] ) can be adapted to punctured pure quantum stabilizer codes following [2] where it is shown for q = 2. A repeated application of puncturing will give
Remark 3.6 C(S) is an
a, b) ≥ d for each ω i U a V b ∈ Z(S), (a, b) = (0, 0[[n − k ′ , k + k ′ , d − k ′ ]] q codes for different choices of k ′ .
A class of stabilizer codes
First choose and fix the following subspace C of F n q :
The subspace C is invariant under the cyclic shift permutation σ : i → (i + 1)mod n.
An n × n matrix L over F q is said to be circulant if for i = 2, . . . , n, the i th row of L is obtained by applying σ i−1 to the first row.
Let
T is an n × n matrix over F q and C is as chosen above. We further specialize our construction by choosing L to be an n × n symmetric circulant matrix with entries from {0, 1} and with all diagonal entries 0. Let
Then the orthonormal basis {|ψ C+x } for C(S) (as described in Equation (5)) can be written in the following form:
In particular, for q = 2 the above stabilizer code has a neat encoding circuit that we describe in Figure ? ? in the appendix.
As an example of stabilizer codes given by Equation (6), we now describe a [ [5, 1, 3] ]uantum code for every finite field F q . In particular, for q = 2, the [ [5, 1, 3] ] 2 code is the Laflamme code which was originally obtained by a computer search [6] . Let L 5 be the following symmetric circulant matrix in [5, 1, 3] ]uantum code for every finite field F q . The encoding circuit for the [[5, 1, 3] ] 2 can be obtained easily from the general encoding circuit already described for codes given by Equation (6) .
For a vector c ∈ F n 2 , let σc ∈ F n 2 denote the vector obtained by a cyclic shift of c. An n × n circulant matrix with first column c ∈ F n 2 can be conveiently written as c σc . . . σ n−1 c
We give two more examples of quantum codes defined using circulant matrices. First, there is a [ [13, 1, 5] ] 2 quantum code defined by a 13 × 13 circulant matrix L 13 over F 2 , whose first column is c = (0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 1, 1, 0)
T .
As defined, C = {(a 1 , . . . , a 13 ) T ∈ F If k = 1, it is interesting to note that for n = 5, 13 and 21, the best achievable minimum distance [2] is d = 3, 5, and 7 respectively.
Existence of good stabilizer codes
Using a probabilistic argument we show that there is a number α > 0 and a natural number n α such that for each n > n α there exists a [[n, 1, ⌊αn⌋]] 2 pure quantum stabilizer code. Now, as observed in Remark 3.6, given β such that 0 < β < α, by the method of punctured codes we can obtain a family of [[⌊(1 − β)n⌋, ⌊βn⌋, ⌊(α − β)n⌋]] 2 quantum codes for all n > n α . These are good quantum codes with constant rate β/(1 − β) and constant relative distance (α − β)/(1 − β).
We first recall a particular form of the Chernoff bounds for bounding the probability that a random variable deviates far from its expectation. Our existence proof for stabilizer codes will be guided by Lemma 3.2.
As before, we first choose and fix the following subspace C of F n q :
Definition 5.2 An n × n matrix R over F 2 is said to be α-good if the following conditions are true.
(i) The sum of every ⌊αn⌋ columns of R has weight at least αn.
(ii) The sum of every ⌊αn⌋ rows of R has weight at least αn.
(iii) The sum of every ⌊αn⌋ columns of R has weight at most (1 − α)n.
(iv) The sum of every ⌊αn⌋ rows of R has weight at most (1 − α)n.
As in classical coding theory [8] , given a vector a = (a 1 , a 2 , . . . , a n ) T ∈ F n q we denote #{i | a i = 0} by w(a). The next proposition describes a way of constructing stabilizer codes from good matrices. Theorem 5.3 For 0 < α < 1, suppose R is an n × n α-good matrix over F 2 . Let L be the following 2n × 2n symmetric matrix over F 2 : 2 , the condition y − Lx ∈ C ⊥ implies that either x ∈ C and y = Lx or wt(x, y) > αn. It is easy to check that the assumptions about R in Definition 5.2, in fact, guarantees a stronger property: for any nonzero vector x ∈ F n 2 such that w(x) ≤ αn, the assumptions (i) and (iii) imply that αn ≤ w(Rx) ≤ (1 − α)n. Similarly, assumptions (ii) and (iv) imply that αn ≤ w(R T x) ≤ (1 − α)n. Putting these together, it follows that αn ≤ w(Lx) We now show the existence of n × n matrices over F 2 that fulfill the conditions of Theorem 5.3.
Lemma 5.4 Let R ij , 1 ≤ i, j ≤ n be independent identically distributed random variables taking values in {0, 1} such that Pr[R ij = 1] = 1/2, 1 ≤ i, j ≤ n. Let R be the uniformly distributed n × n random matrix over F 2 whose ij th entry is the random variable R ij . There exist constants α > 0 and n α > 0 such that
Proof. Let BAD denote the event that R is not α-good. Let r 1 , r 2 , . . . , r n be the rows of R and c 1 , c 2 , . . . , c n be the columns of R. For any subset S ⊆ {1, 2, . . . , n} with 1 ≤ #S ≤ αn, we define E S , D S , A S , B S as the events w( i∈S r i ) < αn, w( i∈S r i ) > (1 − α)n, w( i∈S c i ) < αn, w( i∈S c i ) > (1 − α)n respectively. Then BAD can be written as follows BAD =
S⊂[n],1≤#S≤αn
We analyze A S for a fixed S. Let i∈S c i = (x 1 , x 2 , . . . , x n ) T . Since R ij 1 ≤ i, j ≤ n are all independent random variables taking values in F 2 , x 1 , x 2 , . . . , x n are n independent uniformly distributed random variables taking values in F 2 . We will use Chernoff bounds as given in .
Notice that under F 2 addition 1 + x 1 , 1 + x 2 , . . . , 1 + x n are also n independent uniformly distributed random variables taking values in F 2 . Thus, by Chernoff bounds we again obtain . Putting these together with the definition of BAD in Equation (7) where H(α) = −α(log α) − (1 − α) log(1 − α). To ensure that Pr[BAD] < 1, it suffices to pick α < 1/4 such that H(α) < (log e)3/8 − 2/n, which can be done by choosing n larger than some constant n α and α > 0 sufficiently small. 
