Pioneering domestic environmental regulation may foster the creation of new eco-industries. These industries could benefit from a competitive advantage in the global market place. This article examines empirical evidence of the impact of domestic renewable energy policies on the export performance of renewable energy products (wind and solar PV). We use a gravity model of international trade with a balanced dataset of 49 (for wind) and 40 (for PV) countries covering the period 1995-2013. The stringency of renewable energy policies are proxied by installed capacities.
Introduction
The concept of green growth is increasingly gaining momentum in policy and academic circles. The green growth concept can be said to turn the debate on costly environmental constraints on the economy into a narrative on potentially attractive opportunities -aligning environmental protection, particularly with respect to climate change, with new jobs, technologies, and competitiveness of domestic industries (Bowen and Fankhauser 2011) . Green industrial policies to foster green growth are advocated (e.g. Karp and Stevenson 2012; Rodrik 2014) and implemented by a growing number of countries and regions such as for example the European Union, China, and South Korea (Fankhauser et al. 2013) . Although clear definitions of green growth and green industrial policy are still lacking (Bowen and Fankhauser 2011) , and have more sceptically been labelled as oxymorons that intend to bundle different and partly contradictory interests (Brand 2012 ), a major element in green industrial policy is to speed-up the development and deployment of low-carbon alternatives to fossil fuels.
Global investment in renewable power and fuels projects are rapidly increasing and totalled USD 242bn in 2016, contributing to the recent plateau in global CO 2 emissions (REN21, 2017). These investments have benefitted from policies to promote the production and use of renewable energy that are implemented in an increasing number of countries around the world. REN21 (2017) reports that by the end of 2016 nearly all countries in the world directly supported renewable energy technology development and deployment through some mix of policies.
Renewable energy support policies come in many forms and shapes, including grants for research, development and demonstration, fiscal and financial incentives for investors and price-based and quantity based incentives such as feed-in tariffs, feed-in premiums, net metering, renewable portfolio standards, renewable energy certificates, and competitive procurement. Feed-in tariff (FIT) schemes require electric utilities to purchase the electricity produced by renewable energy producers in their service area at a pre-determined tariff for a specified period of time, usually 20 years. Feedin-premiums guarantee a fixed premium on top of the wholesale electricity market price. Renewable portfolio standards (RPS) schemes require electric utilities to produce a specified fraction of their electricity from renewable energy sources. REN21 (2017) reports that 110 FIT schemes and 100 RPS or quota systems were in place at either state, province or country level around the world in 2016.
The support schemes involve large financial incentives. The Financial Times (2017) reports that based on information from the International Energy Agency, subsidies to aid the deployment of renewable energy technologies were USD 112bn in 2014, with another USD 23bn spent on supporting biofuels, although it should be added that this total subsidy amount is still four times smaller than subsidies on fossil fuels (Financial Times, 2017 ). Renewable energy support in Germany totals an annual expense of more than EUR 20bn, largely funded by a renewable surcharge on the energy tariffs on private households and industry (Kreuz and Müsgens, 2017) . Other countries that have invested heavily in renewable energy support are the U.S, Italy, Spain, and China.
There is little debate about whether this support has been effective in terms of increasing the capacity of renewable energy sources. Over the period 2007-2016, total renewable energy capacity in the world doubled, while wind capacity quadrupled and solar PV capacity had an astonishing growth rate of more than 3000 percent (IRENA, 2017) . In total, modern renewables increased at more than twice the rate of the increase in global energy demand (RES21, 2017) . During that time, the unit costs of renewable energy also declined, to the extent that solar PV and onshore wind power are now competitive with new fossil fuel generation in an increasing number of locations in the world (RES21, 2017).
There is debate, however, about the efficiency of renewable energy support schemes , and about the additional benefits that were promised by green growth advocates, particularly the opportunities in terms of jobs, technologies and competitiveness of domestic industry (e.g. Schmalensee 2012; Helm 2014; Cullen 2016) . Recently, the tremendous investments in renewable energy capacities in China (Schmitz 2013) and at a smaller scale in Korea (Fankhauser et al. 2013) were at least as much driven by the «green race» rush than climate change mitigation concerns. However, it is not certain whether climate pioneers always enjoy competitive advantages over late movers. Domestic renewable energy support policies also induce innovation in foreign countries as it was shown by Peters et al. (2012) for the solar PV industry and Dechezleprêtre and Glachant (2014) for the wind industry.
Further, differences among countries are likely to lessen through the diffusion of knowledge and technologies (Keller 2004 , Dechezleprêtre et al. 2011 . Trade is an important channel (Copeland 2012 ), but technological transfer can also be achieved by licensing arrangements, mergers and acquisitions or joint development as shown in the Chinese and Indian wind industry by Lewis (2007 Lewis ( , 2011 . Finally, there are also advantages for late adopters (Cleff and Rennings 2012, Voituriez and Balmer 2012), such as freeriding on first-mover investments, less incumbent inertia, and leapfrogging 2 (Fudenberg et al. 1983 ) allowed by reduced market, technological and regulatory uncertainty. As Pegels and Lütkenhorst (2014) put it, the question is whether it is «the early bird that catches the worm or the second mouse that gets the cheese». Many theoretical effects have been identified, which point in opposite directions as to whether moving first is recommended, while little evidence exist. Yet empirical studies show a drastic reduction of the interval between the commercialisation of a new product and the entry by competitors. According to Agarwal and Wort (2001) , this reduction is due to easier transfer of knowledge and skills across firms.
The objective of this paper is to empirically estimate the effect of renewable energy support policies on the competitive advantage of domestic manufacturing firms that produce renewable energy technologies. Competitiveness and competitive advantage are somewhat elusive concepts (Neary 2006) , and their meanings vary with the level at which they are being considered (Ekins and Speck 2012 ). Competitiveness at the sector level can be defined as the 'ability' of firms in that sector to sell goods and services in the market and stay in business, as compared to international rivals (Adams 1997) . Ability itself is difficult to measure, what can be measured are its determinants (e.g., productivity) or consequences (e.g., stock value, volume of activity, market share, or trade flows). Algieri et al. (2012) use the relative export price of photovoltaic panels in their study on the determinants of exports of the U.S. solar industry. They find that the volume of exports is sensitive to the relative export price as well as to income (as a proxy for demand) in the importing countries.
Sawhney and Kahn (2012) study the determinants of imports of wind and solar power-generation equipment into the U.S. and find, among other things, that effective renewable support policies enacted by the national governments of exporting countries (using the volume of domestic supply of renewable energy as a proxy), is a significant explanatory variable for import into the U.S. These domestic renewable support policies might create competitive advantage through so-called 'home market effects' (Krugman 1980) . The 'home market effect' hypothesis posits that industries that may benefit from economies of scale (production at a larger scale can be achieved at a lower unit cost of production) and are sensitive to transportation costs, might want to concentrate in those markets where demand for their products is highest. Combining the results of the two studies suggests that exports of renewable energy equipment are positively related to increases in foreign demand and lower relative export prices that may be due to a 'home market effect' that is caused by domestic renewable support policies that created a large domestic market. Hence, domestic support policies 2 The idea of leapfrogging is that as long as small innovations are incremental, the dominant firm/country stay ahead, but radical innovations may allow new firms and countries to leapfrog, i.e. take the lead. The mechanism at stake is that the dominant firm/country has less incentive to innovate due to the rents earned from the old technology. Studies about leapfrogging include Cho et al. (1998) The closest studies to ours are Costantini and Crespi (2008) , Mazzanti (2012), Groba (2014) and Groba and Cao (2015) . The studies of Costantini and Crespi (2008) and Costantini and Mazzanti (2012) focus on the effect of environmental policy stringency on the export of the broad category of 'environmental goods' of a set of industrialized countries for the period 1996-2005/07.
They proxy environmental policy stringency with different indicators such as environmental protection expenditures or energy and environmental tax revenues. Using a gravity model of international trade, they find some evidence of competitive advantage in the new eco-industries markets and the related export opportunities for pioneering countries. Groba (2014) focuses on the effect of a regulatory framework supporting renewable energy (proxied by a large number of policy variables), on the export success of solar PV from OECD countries. They find evidence for a positive effect. While Groba (2014) did not include China as an important emerging solar PV exporter in his analysis, Groba and Cao (2015) specifically focus on the export performance of solar PV and wind of China. The results of our study are in line with the findings of Costantini and Crespi (2008) and Costantini and Mazzanti (2012) in that we also find some evidence of a positive effect of domestic environmental policy on the competitive advantage of the renewable energy equipment manufacturing industry. Contrary to Groba (2014) , however, we find no evidence of a robust firstmover advantage in the solar industry as we find that policy-induced competitive advantages in this industry are only short-lived.
Also using the gravity model of international trade, we expand on the results of Costantini and Crespi (2008) , Costantini and Mazzanti (2012) , Groba (2014) and Groba and Cao (2015) in several aspects. The remained of this paper is structured as follows. Section 2 presents and discusses our empirical model and the data we used. Section 3 presents the results, while section 4 discusses the results, offers conclusions and suggests policy implications.
Empirical Model

Gravity Model
The gravity model of trade is the «workhorse» of the applied international trade literature (Shepherd 2013 , Head et al. 2014 ), used in thousands of studies, mostly investigating the impact of policies like tariffs and regional agreements on trade. The importance of geography and national borders in trade (highlighted by the «missing trade» (Trefler 1995) and the McCallum (1995) puzzle) gives empirical strength to this model, which is applied not only to goods but also to trade in services (Kimura and Lee 2006) , immigration (Lewer and Van den Berg 2007) or knowledge flows through patent citations (Peri 2005 , Picci 2010 ).
It is named after an analogy to Newton's law:
The trade flow from country o (origin) to country d (destination) is positively linked to the economic sizes of the two countries (usually expressed in Gross Domestic Product (GDP)), and and negatively linked to the distance between them (which refers to geographical distance but also other trade barriers). G is a constant measured by the inverse of the value of world production. The model is then log-linearized for estimation.
First developed by Tinbergen (1962) as an intuitive explanation of bilateral trade flows, this model was dismissed for a long time for lacking theoretical foundations (Bergstrand 1985) , whereas it was providing robust empirical findings (Leamer and Levinsohn 1995) . The first attempt to give microfoundation to the gravity model can be traced back to Anderson (1979) , which was followed by successful attempts to derive the gravity equation from different structural models (Bergstrand 1985 , Helpman and Krugman 1985 , Deardorff 1998 
Model specification
The dependent variables are bilateral export flows for wind and solar PV goods, from country to country at time . We include time t in the in the model as there are a number of well-known advantages of using panel data instead of cross-sectional data to estimate a gravity model. These advantages include the efficiency of estimation and the treatment and estimation of time-invariant bilateral trade costs between any pair of countries with country-pair fixed effects (Head and Mayer, 2014) . We clearly separate wind and solar PV industries in the regression in order to reduce aggregation biases as suggested by Anderson and Yotov (2012) . We use a balanced dataset of 49 and 40 countries for wind and solar PV respectively (see Table A1 in Appendix). The choice of countries is data-driven: we kept countries which either had significant installed capacities (virtually all installed capacities are in these countries) or are big exporters (in the world top 20 of exporters, such as Malaysia for solar PV).
The subsets of countries represent at least respectively 85% and 90% of world trade for wind and solar PV goods 5 corresponding to our classification of goods. For this classification we use the socalled 6-digit Harmonized System (HS) classification that is a commonly used and globally harmonized classification system to distinguish between goods that are internationally traded. The 6-digit level of the HS classification is the most detailed level of this classification that is internationally harmonized.
The time period of the study is 1995-2013 (though because of lags estimation the time series often start in 1996 or 1997).
The estimated model is:
The variables are:  , , is the bilateral export flow of wind or solar PV goods in millions of US dollars. Section 2.3 details how data is collected and computed.
 GDP, in nominal rather than real terms (as recommended by, for example, Shepherd 2013, and Baldwin and Taglioni 2006) , are used to proxy economic sizes. They are taken from the World Development Indicator database of the World Bank.  , is the demand in the destination country. We expect that an increase in demand in the destination country will lead to more exports to that country. The demand (Dt) includes mainly new installed capacity (K t -K t-1 ), where K t stands for total capacity in year t, but also a rough estimation of maintenance and replacement of old installations (δ 1 K t-1 (Kirkegaard et al. 2010; Popp et al.2011) . While this may no longer hold presently due to the increased competitiveness of solar PV and onshore wind power, we assume that it did largely hold for the period of analysis. Renewable energy policies are however hardly comparable across countries (even a given feed-in tariff can hide different incentives because of network junction pricing for example). For lack of a better metric, we consider that installed capacities (in proportion of the size of the electric sector in the country) are the best proxy to compare them. 〖RPOLICY〗_(o,t) is then equal to the share of solar PV or wind installed capacity at year t relative to the total capacity of the electric sector (in percentage points). As for , , we use a threshold, defined as 0.01% for both Wind and PV 9 . The temporal delay used in the main regression is three years, but we try different lags of this variable to study temporal effects.
As errors are likely to be correlated by country-pair in the gravity model context (Moulton 1990 ), we provide robust standard errors clustered by geographical distance (Shepherd 2013) . We also use directional (for source and destination country) fixed effects to model multilateral resistance terms (Anderson and Van Wincoop 2003, Feenstra 2004) as common best practice, as well as time fixed effects to capture exogenous shocks common to all countries (such as the price of oil, or recessions).
A much-discussed issue of in the gravity model is the treatment of the many zeros that appear in bilateral trade flows. In its simplest form (OLS), as the logarithm of zero is undefined, zero observations are dropped from the sample, leading to potentially biased estimates. The two most used alternative estimators are the Poisson Pseudo-Maximum Likelihood (PPML) developed by Santos Silva and Tenreyro (2011) and the Heckman Sample Selection Estimator developed by 9 Changing this threshold does not significantly change the results. Helpman et al. (2008) . The differences between these two estimators are explained in Sheperd (2013) . In this study we present results for both estimation methods as common good practice. For the Heckman Sample Selection method, we use the geographical variables (except the distance) only for the sample selection equation.
Trade data in renewable energy technologies
Data from export flows in the solar and wind industries are extracted from the UNCTAD COMTRADE database. A caveat for using trade data is that the matching between 6-digit HS codes and renewable energy technologies is far from being perfect. Indeed HS codes are related to components for which the usage is unknown: the same components may be used in renewable energy or other industries.
In addition the categories may be relatively wide and correspond to several products. Following Wind Tables A2 and A3. 10 Because of multiple-use products, the aggregated trade flows of these categories are likely to be overestimated and only partially correlated to «real» trade flows corresponding to renewable energy technologies.
In this study, we focused on HS codes which are most likely to contain renewable energy supply technologies. To do so, we used the detailed methodology of Jha (2009) to sub-selected product categories (with * in the Appendix, Tables A2 and A3 ). In the wind sector, selected categories correspond to towers (730820), blades (841290) and parts of the engine (850164, 850231 and 850300). In the solar sector, the two selected categories correspond roughly to PV cells and inverters 11 representing then a good approximation of trade in the solar PV sector (hereafter we will use the term solar PV rather than solar). Total trade flows with this specification correspond to 32%
and 62% of the wide classification for respectively wind and solar.
Another common problem of trade data is the mismatch between importer and exporter data.
Because of measurement errors, reported exports from country A to country B may differ from reported imports in country B from country A. Usually data from imports are considered more reliable as countries spend more resources in measuring imports to implement tariffs. However the 10 The original categorization is made by HS 2007 codes. We used UN Stats conversion tables to extract trade data up to 1995. 11 HS 854140 also includes light-emitting diodes, unrelated to solar PV products (Kirkegaard et al. 2010) .
point is reversed in the EU because of the way VAT is collected (Baldwin and Taglioni 2006) . In our case, the mismatch was more important for the solar PV industry (reported imports around 10%
higher than reported exports) than for the wind industry (similar amounts). We took the maximum of reported flows as common practice in the field of international trade. In terms of market shares, the top 7 exporters account for around 60% of total exports of wind goods in our dataset. Japan, the US and France lost market shares during the last decade. China gained continuously market shares from a couple percent of world exports to about 10%, and three
European countries (Germany, Denmark and Spain) increased their market shares especially before 2010 (in 2008 they accounted for about 35% of exports).
In the solar PV industry, the top 7 exporters represent between 60 and 70% of world exports. showing the presence of intra-industry trade.
Results
that the values of its coefficients are easy to interpret: they correspond to elasticities as it is a log-log regression. The GDP of the country of origin, 〖GDP〗_o, is always statistically significant with an elasticity of around +1.The GDP of the country of destination, 〖GDP〗_d, is also statistically significant (except for wind with the PPML estimation), with a lower elasticity (about one third lower). The elasticity of distance is negative, with estimates in line with those of the trade literature (Kepatsoglou et al. 2010 , Head et al. 2013 , suggesting that even for these high value goods, distance is a serious impediment for trade. Further, trade in wind goods is more sensitive to distance than international trade in solar PV goods (elasticity of -1/-1.5 versus -0.7/-1.1). This is consistent with the fact that wind turbines are more costly to transport (per unit of value), because of their unusual size and lower value per tonne compared to PV panels. The variable of demand in the destination country, 〖RDEMAND〗_d , is statistically significant with the expected sign, both for wind and solar PV. The estimated value is slightly higher for PV goods In Table 2 we test the robustness of the results by removing China from the dataset, and testing two time periods, before and after 2003 (we only display estimations with the Heckman methodology).
2003 splits our dataset into two roughly equal sets and also corresponds to a turning point in renewable energy technologies trade (see Figures 1 and 2 ). Except the estimation of the elasticity of Trying different lags (see Table 3 ), results remain robust for the wind industry: competitive advantage in the global market place is maintained during seven years (it diminishes in intensity after two years for the PPML estimation but peaks at four years for the Heckman estimation). However for solar PV, estimates turn statistically non-significant after four or five years. The estimates in Table 3 therefore suggest that the effect of domestic support policies on competitive advantage in the wind industry is significant and sustained over a longer time period, while the effect on the competitive advantage in the solar industry is significant but brief. 
Discussion and conclusions
The results confirm those of previous econometric studies (Costantini and Crespi 2008; Costantini and Mazzanti 2012; Groba 2014; and Groba and Cao 2015) on the positive effect of environmental regulation on the export of the renewable energy manufacturing industry, and generalize to them to the context of a truly global industry, where both industrialized countries and emerging countries compete for market shares. The results are also in line with non-econometric studies. Lewis and Wiser (2007) , with a cross-country analysis, show that policies that support a sizable home market for wind power most likely result in the establishment of an internationally competitive wind industry. Pegels and Lütkenhorst (2014) find that in Germany the wind sector has a larger revealed competitive advantage than the solar sector. Voituriez and Balmer (2012) (Huenteler et al. 2016; Binz et al. 2017 ) that suggest that catchingup dynamics by latecomers are influenced by the underlying technology involved across different technologies. Binz et al. (2017) in this respect see a large difference between the solar PV industry that is characterised by a traditional technology life cycle model where an initial focus on product innovation is followed by process innovation once a dominant design is established, and the wind energy industry where innovations shift between different types of product innovations. The solar PV industry can, once a dominant design is established, benefit from the economies of scale in producing standardized, modular goods, while wind turbines remain design-intensive, technologically complex goods. In a very detailed analysis of the development of the solar PV and wind industries in China, Binz et al. (2017) show these differences and also show that the development of the solar PV industry in China was not the result of demand-pull policies, and not even the result of an explicit industrial strategy of the Chinese government, but rather the results of the opportunities that were offered by the accession of China to the WTO in 2001, that were grasped by local entrepreneurs and were supported by generic support from local authorities in high-tech development zones and foreign partners. Strategic policy support, including large domestic deployment programs, was only established after the decline in export demand from Europe due to the financial crisis in 2008. For design-intensive goods such as wind turbines where the emphasis is on continuous innovation in different components, Binz et al. (2017) argue that intimate user-producer interaction is crucial and therefore a strong home market is more important.
Our quantitative study has the merit of a wide geographical and temporal coverage linked by common metrics, but is limited by the quality of available data, especially on the classification of wind and solar PV components in international trade. The HS-6 classification that we used is rather broad, and a more detailed classification would be preferred. However, as yet it is not possible to find such data at the global scale. Admittedly, while we believe that our main explanatory variable, installed capacity, is for our purposes the best overall indicator for a country's commitment to promote renewable energy, it would be interesting to assess which specific policies (feed-in tariffs, R&D spending, etc.) contribute most to export success. Introducing policies as explanatory variables in the regression would be difficult since these policies can hardly be summarised by a single value.
For instance, feed-in tariffs policies often set differentiated tariffs across locations and differ by contract duration. Moreover access to the grid and authorisation procedures can be as important as the feed-in-tariff. Yet looking at wind exports by country of origin (Figure 1 ), a stylised fact seems to emerge: exports have grown in countries which have implemented a feed-in-tariff (Germany, China, Denmark, Spain). For PV, things are not that clear.
Moreover, while we captured the temporal dimension of the link between renewable energy policies and export performance to some extent, a more extensive analysis would be extremely valuable.
Finally, the picture becomes more complex when looking at the firm level than just focusing on exports at the national level. Firms may outsource production of certain components while holding a significant share of the value added 15 . Further, several European firms (mostly small wind manufacturers) have served as sources of technology for firms based in China, India or South Korea through joint development (Lewis 2011) . Suzlon, an Indian company has R&D units in Denmark, Germany and the Netherlands to benefit from local knowledge networks (Lewis 2007) . These countries have then benefited to some extent from the development of companies abroad. A study into the relationship between renewable energy policies and business performance would likely provide additional insights that would be very interesting for policy makers.
Our econometric model shows evidence of a positive effect of policies that promote the use of renewable energy on the export performance and competitive advantage of renewable energy manufacturing industries. Our main results suggest that, everything else hold constant, a country where wind power represented 10% of electric capacities three years earlier will have exports 112%
higher than a country where wind power represented 5% of electric capacities. For solar PV the exports would be 35% higher under the same configuration. Several statistical tests confirmed the robustness of these results. However, while policy-induced competitive advantage appears to remain stable over time for the wind industry, competitive advantage tapers off in the solar PV industry after four or five years.
Demand-pull policies such as feed-in-tariffs have proved extremely efficient to foster renewables development and many countries have been implemented them to replicate pioneers' success. Our results support such 'green economy' arguments to a certain extent, but may also be used to manage expectations. The temporal dynamics of competitive advantage in the solar PV industry show that competitive advantage, once gained, may not last forever. In fact it may dissipate within a few years due to competitive newcomers in the global market place that can replicate early successes and can even improve on them.
Competitive advantage based on a strong home market can best be maintained as the technology requires continuous innovations where intimate user-producer interaction is crucial. If it would be possible to distinguish between 'design-intensive' and 'process-intensive' technologies from the outset, from the 'green growth' perspective governments could best promote design-intensive technologies to support domestic manufacturing firms. A technological assessment on this aspect might be included in criteria for support.
However, either way, enhanced competition on the global market decreases the market prices of renewable energy technologies. For solar PV technologies, market price decreases have been much faster than anyone could have imagined, say, ten years ago and they are projected to continue to decrease at a fast pace (IRENA, 2016 ). This will undoubtedly contribute to easing the transition to a low-carbon economy that is high on political agendas since the successful conclusion of the Paris Agreement on climate change in December 2015.
