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We present measurements of the specific heat, magnetization, magnetocaloric effect and magnetic
neutron diffraction carried out on single crystals of antiferromagnetic Yb3Pt4, where highly localized
Yb moments order at TN = 2.4 K in zero field. The antiferromagnetic order was suppressed to
TN → 0 by applying a field of 1.85 T in the ab plane. Magnetocaloric effect measurements show that
the antiferromagnetic phase transition is always continuous for TN > 0, although a pronounced step
in the magnetization is observed at the critical field in both neutron diffraction and magnetization
measurements. These steps sharpen with decreasing temperature, but the related divergences in the
magnetic susceptibility are cut off at the lowest temperatures, where the phase line itself becomes
vertical in the field-temperature plane. As TN → 0, the antiferromagnetic transition is increasingly
influenced by a quantum critical endpoint, where TN ultimately vanishes in a first order phase
transition.
PACS numbers: 75.30.Kz, 75.50.Ee, 71.20.Eh
INTRODUCTION
Materials where magnetic order can be suppressed to
low or even vanishing temperatures have proven to be
rich sources of new physics. In different families of com-
pounds, based both on transition metal and rare earth
moments, the relative weakness or absence of competing
magnetic phases makes it possible to observe new types
of ordered states, most notably superconductivity [1, 2]
and quasi-ordered phases such as ‘spin nematics’ [3], that
would normally be obscured. The magnetic excitations
are greatly modified when the onset of magnetic order
occurs at low temperatures, due to the importance of
quantum mechanical fluctuations between the ordered
and disordered states, leading to their characteristic E/T
scaling [4, 5] and to unusual temperature divergencies in
the specific heat and magnetic susceptibility [6–11]. It
is a matter of continuing debate as to how these fluc-
tuations enable or destabilize novel orders, for instance
whether they provide a pairing mechanism for unconven-
tional superconductors [12].
Very few compounds form with magnetic order re-
stricted to zero temperature, and in most cases it is nec-
essary to use pressures, compositions, or magnetic fields
to tune the ordering temperature to T = 0 to form a
quantum critical point (QCP) if magnetic order is con-
tinuous, or a quantum critical end point (QCEP) if the
magnetic transition becomes first order. It is well appre-
ciated that quantum critical compounds are exquisitely
sensitive to disorder, and it has been established that
even modest amounts of disorder can change the order of
magnetic transitions if the transition temperature is suf-
ficiently low [13–15]. Pressure tuning of magnetic transi-
tions has an appealing simplicity, since it largely avoids
these concerns about disorder, but experimental access
is somewhat limited, due to the bulky equipment needed
for high pressure measurements. Thermodynamic mea-
surements are especially problematic at high pressures,
although they are of particular value for understanding
how cooperative phases are stabilized at the lowest tem-
peratures. For these reasons, magnetic field tuning of
magnetic transitions is increasingly attractive, although
it has been noted that the quantum criticality induced
by field and pressure within a single material may not be
identical [16–18]. Magnetic fields affect the stability of
magnetic order at two different levels. First, fields can
destabilize the magnetic structure, selected by the sys-
tem as the lowest energy configuration for T → 0 in zero
field. This is effected by the suppression of critical fluctu-
ations, hampering the establishment of long-ranged and
long lived magnetic correlations that can lead to mag-
netic order itself. Second, magnetic fields can change the
properties of individual magnetic moments as well, re-
sulting in Zeeman splitting of the states of the crystalline
electric field manifold, and in some cases by the suppres-
sion of moment compensation by the Kondo effect. Both
effects are expected to be important for heavy fermion
compounds, where two limiting behaviors can be identi-
2fied. In one case, magnetic order emerges at TN from a
paramagnetic state where the moments are highly local-
ized, having only a weak exchange coupling to the con-
duction electron states whose energy scale kBT0 ≤ kBTN.
Alternatively, the crystal field states can be extensively
broadened via hybridization, possibly to the point that
the localized character can be considered minimal or ab-
sent when magnetic order occurs at kBTN ≤ kBT0.
Field tuning experiments have been extensively pur-
sued in complex systems like CeCu6−xAux [16] and
YbRh2Si2 [19], where the antiferromagnetic phase line
remains continuous as TN → 0 at a quantum critical
field BQCP. It is evident here that not only does the
magnetic order evolve with field, but also the underly-
ing electronic structure can itself be critical at or near
BQCP [10, 20]. We present here an experimental study of
the field-temperature phase diagram of the heavy fermion
antiferromagnet Yb3Pt4. Yb3Pt4 orders antiferromag-
netically at a Ne´el temperature TN = 2.4 K [21]. While
Yb3Pt4 is metallic, magnetic order develops directly from
a paramagnetic state where the fluctuating moments cor-
respond to the ground doublet of the crystal field split
Yb3+ ion, with no indication of any Kondo effect. The
spin waves in the antiferromagnetic state are conven-
tional, resulting from the exchange field acting on the
doublet ground state [22]. The unit cell of Yb3Pt4 is very
large, and the absence of strong magnetic anisotropy sug-
gests that Fermi surface nesting will play little role here
in stabilizing magnetic order. We will argue here that
the relative simplicity of the antiferromagnetic order in
Yb3Pt4 allows us to explore the field tuning of antifer-
romagnetic order without the complexities of electronic
delocalization that are found in systems like YbRh2Si2.
We present the results of specific heat, magnetiza-
tion, and magnetic neutron diffraction measurements
that demonstrate that magnetic fields suppress antifer-
romagnetic order in Yb3Pt4, causing it to vanish at a
critical field of 1.85 T. An analysis of the magnetization,
specific heat, and the magnetocaloric effect indicates that
the magnetic order remains continuous for all nonzero
temperatures, but that the influence of a T = 0 QCEP
becomes increasingly strong as TN → 0, leading to qual-
itative modifications to the phase line when TN ≤ 1.2 K.
Divergences in the temperature dependence of the mag-
netic susceptibility are cut off at the lowest temperatures,
suggesting that antiferromagnetic order in Yb3Pt4 occurs
via a first order transition at zero temperature. The field-
temperature phase diagram found for Yb3Pt4 is of a type
that has not been previously reported for heavy fermion
compounds, although it combines features of metamag-
nets and also systems with true first order transitions.
EXPERIMENTAL DETAILS
Single crystals of Yb3Pt4 were grown from lead flux,
and powder x-ray diffraction measurements were used to
verify the rhombohedral Pu3Pd4 structure type [21, 23].
The field B and temperature T dependent dc magneti-
zation M(B, T ) was measured using a Quantum Design
Magnetic Properties Measurement System (MPMS) for
temperatures above 1.8 K, and at lower temperatures us-
ing a Hall sensor-based technique that was calibrated to
the MPMS data above 1.8 K [24–26]. The specific heat
was measured for temperatures that ranged from 0.1 K
to 4 K, and in fields as large as 3 T using a Quantum
Design Physical Property Measurement System (PPMS),
equipped with 3He and dilution refrigerator inserts. As
described elsewhere, the magnetic and electronic parts of
the specific heat CM were obtained by subtracting the
specific heat of isostructural but nonmagnetic Lu3Pt4
from the total specific heat C [23]. Measurements of
the magnetocaloric effect (MCE) were performed using
the PPMS specific heat puck, where the sample was heat
sunk to a calibrated resistive temperature sensor. These
experiments were carried out in the adiabatic limit, as
the field sweeps were significantly faster than the mea-
sured thermal relaxation time of the pucks [27]. Neutron
diffraction was carried out on a 65 mg single crystal of
Yb3Pt4 at the NIST Center for Neutron Research using
the BT- 7 double focusing triple-axis spectrometer with
the neutron wavelength λ = 2.47 A˚.
EXPERIMENTAL RESULTS
X-ray diffraction shows that Yb3Pt4 crystallizes in the
reported rhombohedral Pu3Pd4-type of structure [28],
which has 18 Yb atoms per unit cell, all with the same
site symmetry, and 24 Pt atoms per unit cell, with
three different site symmetries. Yb3Pt4 orders antifer-
romagnetically at the Ne´el temperature TN = 2.4 K [21]
and the magnetic structure was determined from neu-
tron diffraction measurements using representation anal-
ysis [23]. The fundamental building block of this q = 0
antiferromagnetic structure is a triad of Yb moments,
each rotated 120 degrees with respect to each other. Each
triad is matched by a reflected triad to form octahedra,
which are stacked in a staggered fashion along the c-
axis to form the overall magnetic structure. Magnetiza-
tion measurements indicate that the hard axis is along
the c-axis, and the easy axis lies in the ab plane. The
magnetic anisotropy is weak inside the ab plane, with
χ[110]/χ[100] ≃ 1.07. It is much bigger between the ab
plane and c axis, with χab/χc ≃ 6 at low temperatures.
There is significant evidence that the Yb moments in
Yb3Pt4 are spatially localized over much of the range
of experimental temperatures, and so their f electrons
are excluded from the metallic Fermi surface. The mag-
3netic susceptibilities for fields along both the c axis and
in the ab plane are in agreement with Curie-Weiss ex-
pressions above ≃ 150 K, giving a paramagnetic moment
about 4.24 µB/Yb, as expected for trivalent Yb [21]. A
pronounced anomaly in the zero field specific heat C is
well described by a Schottky expression involving four
crystal-field-split doublets, just as expected for Yb3+ in
a crystal symmetry that is lower than cubic. Inelastic
neutron scattering measurements confirm that there are
four magnetic doublets that are well separated in energy,
and since the first excited state is ≃ 7.5 meV (∼ 87 K)
above the ground state [23], this ground doublet domi-
nates the magnetic properties of Yb3Pt4 at low temper-
atures. Antiferromagnetic order occurs in Yb3Pt4 at 2.4
K, signalled by a mean field peak in the specific heat [21].
The entropy reaches ∼ 0.8 Rln2 at TN, confirming that
the doublet moment orders with a minimum of critical
fluctuations or with appreciable suppression of the or-
dering moment via the Kondo effect. Triple axis spec-
troscopy was used to show that the temperature evolu-
tion of the spin waves in the antiferromagnetic state [22]
is similar to that of the magnetic order parameter, sug-
gesting that the spin waves are conventional and arise
from the action of the exchange coupling on the crystal
field split single ion states.
We have measured the temperature dependencies of
the magnetic and electronic specific heat CM of Yb3Pt4
with different values of the magnetic field B in the ab
plane Fig. (1(a)). Since the magnetic anisotropy inside
the ab plane is very small, we do not specify the mag-
netic field direction inside the ab plane for all the experi-
ments showing here and below. In low fields, the specific
heat jump at TN has a triangular shape evocative of a
mean-field transition. TN decreases with increasing field,
while the magnitude of the ordering anomaly decreases
and eventually becomes undetectable for fields greater
than ≃ 1.75 T, where TN < 1.2 K. While these data may
suggest that the antiferromagnetic phase line TN(B) ter-
minates at a critical endpoint with TN = 1.2 K, B = 1.75
T, it is also possible that it simply becomes very steep as
TN → 0. To distinguish between these two possibilities,
field scans of the specific heat CM(B) were performed
at different fixed temperatures (Fig. 1(b)). Very differ-
ent behaviors were found above and below 1.2 K. For
T ≥ 1.2 K, there is a step in CM(B) as the field tran-
sits the phase line TN(B), reminiscent of the step that
is found in CM(T ) when increasing temperature is used
to suppress antiferromagnetic order in a fixed magnetic
field (Fig. 1(a)). This step evolves into a broad peak
centered at TN(B) for T ≤ 1.2 K, whose magnitude de-
creases and becomes very small at the lowest tempera-
tures (Fig. 1(c)). There is no measurable change in the
field at which the peak in CM(B) occurs for any tem-
perature below ≃ 0.9 K, indicating that within the ac-
curacy of our measurements the antiferromagnetic phase
line becomes vertical in the B − T plane as TN → 0 for
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FIG. 1: (Color online) (a) Temperature dependencies of the
magnetic and electronic specific heat CM. (b) Field depen-
dencies of CM at different fixed temperatures, as indicated.
(c) Field dependencies of CM/T at different fixed tempera-
tures, as indicated. Dashed line shows that the phase line
TN(B) becomes field independent for TN ≤ 0.9 K. The mag-
netic field in (a)-(c) is perpendicular to the c axis. Solid lines
in (a)-(c) are guides for the eye.
the magnetic field B0 = 1.85 T.
The full antiferromagnetic phase line TN(B) deter-
mined from field sweeps of the specific heat C is pre-
sented in Fig. 2. At the lowest fields, TN(B) follows a
smooth power-law from its B = 0 value TN(0) = 2.4 K,
i.e. TN(B) = TN(0)[1 − (
B
B0
)2], qualitatively consistent
with the mean-field nature of the phase transition found
in this part of the phase diagram and suggesting a con-
ventional quantum critical point at a field B0 ≃ 2.9 T
that is never actually reached. The phase line abruptly
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FIG. 2: (Color online) Antiferromagnetic order is found in
the shaded area of the field -temperature phase diagram of
Yb3Pt4, where the phase boundary TN(B) is determined from
field scans of the specific heat CM (•), from the temper-
ature dependencies of the magnetization M, carried out in
different fixed fields (), from the field dependencies of the
magnetization M, carried out at different fixed temperatures
(△), and from the magnetic intensity of the (110) Bragg
peak, measured in a neutron diffraction experiment for dif-
ferent fixed temperatures and fields (). Error bars indi-
cate the width of the moment step in the neutron diffraction
experiment. The red dashed line is a fit to the expression
TN(B) = TN(0)[1−(
B
B0
)2], where TN(0) = 2.4 K and B0 = 2.9
T. Vertical dash - dot line indicates the 1.85 T field at which
TN → 0. Solid line is a guide for the eye.
deviates from this behavior as the field approaches 1.85
T, and since its final approach to the T = 0 axis can-
not be described by any power law, quantum criticality
is ultimately avoided in field tuned Yb3Pt4.
A more detailed picture of the antiferromagnetic phase
transition is revealed by the magnetization measurements
presented in Fig. 3. The temperature dependencies of
the magnetization M/B were measured in different fixed
fields B (Fig. 3(a)), displaying distinct cusps at TN. As
we found in the specific heat measurements, TN is driven
to lower temperatures by the application of magnetic
fields B, and the values of TN(B) agree very well between
the two measurements (Fig. 2). The ordering anomaly in
M(T )/B broadens and is no longer observed above 0.5
K for B ≥ 1.85 T. Given the vertical nature of the phase
line TN(B) revealed by the specific heat measurements,
we turn to field sweeps of the magnetization M(B) to
clarify the phase behavior at the lowest temperatures.
We emphasize that no hysteresis is observed between
measurements performed with increasing and decreasing
fields, at any field or temperature. Fig. 3(b) shows that
M(B) is initially linear in field, but deviates from this
initial slope near the field-driven transition at 1.85 T be-
fore becoming linear again with a much smaller slope
at the highest fields. With decreasing temperature, this
1 2 3
0.5
0.6
0.7
1.6 1.8 2.0
0
100
200
300
0.9 K
0.8 K
0.6 K
0.2 K(c)
dM
/d
B
 (a
rb
. u
ni
ts
)
B (T)
0.2 0.4 0.6 0.8 1.0
200
240
280
320 (d)
 
 
dM
/d
B
 (a
rb
. u
ni
ts
)
T (K)
~ T  -0.5
1.6 1.8 2.0
350
375
400
425
0.4 K
(b) 0.9 K
0.8 K
0.6 K
M
 (a
rb
. u
ni
ts
)
B (T)
0.2 K
(a)
2.25 T
2.0 T
1.85 T 1.5 T
0.5 T
 
 
M
/B
 (e
m
u/
m
ol
 Y
b)
T (K)
B  c
FIG. 3: (Color online) (a) Temperature dependencies of the
magnetization M divided by different measuring fields B, as
indicated. The arrows indicate the antiferromagnetic transi-
tions in each field. (b) Field dependencies of M at indicated
temperatures. Vertical dotted lines indicate the range of fields
where M(B) deviates from linearity, as evidenced by depar-
tures from linear extrapolations of low fieldM(B) (red dashed
lines). (c) The numerical derivative χ = dM/dB of the data
in (b). (d) Temperature dependence of the maximum value of
χ = dM/dB from (c). The dashed line is the fit to χ ≃ T−0.5,
while the solid line is guide for the eye that emphasizes the
saturation of χ for T ≤ 0.35 K. In (a)-(c), the magnetic field
is perpendicular to the c axis.
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FIG. 4: (Color online) (a)Field dependencies of the (110)
magnetic Bragg peak intensity at different temperatures,
as indicated. Solid lines are guides for the eye. (b)
The magnetization(•), and differential magnetic susceptibility
(solid line) at 0.2 K plotted together with the (110) magnetic
peak intensity at 0.5 K (). Vertical dashed lines delineate
the range of fields where there are similar width steps in the
Yb moment measured both by neutrons and by dc magnetiza-
tion measurements. The magnetic field in both experiments
is perpendicular to c axis.
slope change becomes sharper, suggesting that the as-
sociated differential susceptibility χ(B) = dM/dB is be-
coming very large at TN(B). Indeed, Fig. 3(c) shows that
there is a distinct peak in χ(B) that becomes sharper and
increases strongly in magnitude as the temperature de-
creases. Figure 3(d) shows that the maximum value of
the susceptibility χ at TN(B) initially increases according
to a power law χ ∼ T−1/2, but saturates below ≃ 0.35
K. We considered the possibility that experimental fac-
tors may play a role in this saturation, for instance the
degree of thermal sinking of the sample on the Hall sen-
sor, found to be appreciable below ≃ 0.15 K, as well the
precision of the M(B) measurement itself, which limits
the degree of divergence possible in χ(B), obtained by
numerically differentiating M(B). These effects are min-
imal above 0.2 K, where the saturation of the power law
divergence of χ(T ) primarily reflects a broadening of the
antiferromagnetic transition, due either to disorder in the
sample or alternatively by thermal or quantum fluctua-
tions. It is evident from Fig. 3(b) that the width of χ(B)
decreases slightly with decreasing temperature, suggest-
ing that disorder is not the only factor determining the
breadth of the field driven transition as TN → 0, but that
quantum fluctuations are also likely to play an increasing
role.
The most direct information about the evolution of an-
tiferromagnetic order with field and temperature comes
from neutron diffraction measurements. We previously
showed that the magnitude of the magnetic part of the
(110) Bragg peak in zero magnetic field obeys a mean
field temperature dependence, consistent with the mean
field character of the specific heat near TN [23]. Fig. 4(a)
confirms that magnetic field decreases the magnitude of
the order parameter, and for temperatures larger than
≃ 1.2 K, it drops smoothly to zero along the antiferro-
magnetic phase line. We have added these critical fields
and temperatures to the phase diagram in Fig. 2, showing
that they are in good agreement with values for TN(B)
obtained from specific heat and magnetization measure-
ments. For T ≤ 1.2 K, there is a distinct broadening
of the transition, and at the lowest temperatures there
is a pronounced step in the moment ∆M ≃ 0.2µB/Yb
centered at the critical field B0 = 1.85 T. Like the step
in M(B), the breadth of the step in the ordered moment
remains considerable, even at the lowest temperatures.
Fig. 4(b) shows that the transition widths found in the
two experiments are very similar, ≃ 0.25 T.
The picture that emerges from the specific heat, mag-
netization, and neutron diffraction experiments is that
the antiferromagnetic phase transition is continuous and
mean-field like in low fields, but when magnetic fields
suppress TN to values less than ≃ 1.2 K, the broadened
steps in the moment suggest that the transition may de-
velop a first-order character. To test this hypothesis, we
have carried out measurements of the magnetocaloric ef-
fect (MCE) to determine if a latent heat is associated
with the antiferromagnetic transition along the vertical
part of the phase line, i.e. when TN ≤ 1.2 K. The MCE
is the temperature change of a material when a magnetic
field is changed adiabatically [29, 30], and it has been
established in a number of correlated electron systems to
be a practical and sensitive way to detect latent heat at
a magnetic phase transition [27, 31, 32]. The results are
shown in Fig. 5(a), where the solid line represents the
sample temperature T , measured as the magnetic field is
scanned. A clear increase in the slope dT/dB is observed
as the antiferromagnetic phase is exited at TN(B), but
there is no discontinuity or jump in T (B) anywhere along
the phase line, either for TN ≥ 1.2 K where the transi-
tion is definitively continuous, or at lower values where
the nature of the transition is more ambiguous. We note
that no differences are found along the phase line between
increasing and decreasing field sweeps. Since the MCE
measurements find that no latent heat is associated with
the antiferromagnetic phase line in Yb3Pt4, we conclude
that the transition is continuous for all nonzero values of
TN.
Since the MCE experiments approximate the adia-
batic condition, the slope differences at TN(B) found in
Fig. 5(a) imply that the antiferromagnetic and paramag-
netic states have different entropies, and that the differ-
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FIG. 5: (Color online) (a) The effect of magnetic fields per-
pendicular to the c axis on different initial sample tempera-
tures. The dashed line indicates the antiferromagnetic transi-
tion TN(B) taken from Fig. 2, where the sample temperature
increases due to the magnetocaloric effect. (b) Entropy S
calculated from specific heat CM shown in Fig. 1 at differ-
ent temperatures. Dashed line indicates that the maximum
entropy occurs along the field independent antiferromagnetic
phase line TN(B).
ence between their respective entropies ∆S becomes in-
creasingly small with reduced temperature. This conclu-
sion is supported by the field dependence of the entropy
S, extracted from specific heat measurements (Fig. 5(b)),
where we see a broad maximum in S at TN with a mag-
nitude that decreases with decreasing temperature. De-
spite the steps observed in M(B) and neutron diffrac-
tion experiments for T ≤ 1.2 K, the MCE measurements
apparently rule out a first order antiferromagnetic tran-
sition in Yb3Pt4 for nonzero TN. Does this argument
extend to TN = 0 ? The Clausius − Clapeyron equa-
tion relates the slope of the antiferromagnetic phase line
dTN/dB to the differences between the magnetizations
and entropies of the antiferromagnetic and paramagnetic
phases at T = 0: dTN/dB = −∆M/∆S. The third law
of thermodynamics requires that ∆S = 0 for T = 0, and
the vertical nature of the phase line TN at the critical
field B0 implies that dTN/dB → −∞ for TN = 0. The
Clausius − Clapeyron equation is satisfied at TN = 0
when the transition is between two states with different
magnetizations, i.e. ∆M 6= 0, as we have seen in both
the magnetization and neutron diffraction measurements.
Our conclusion is that the antiferromagnetic phase line
TN(B) in Yb3Pt4 is continuous at all nonzero tempera-
tures, but terminates in a T = 0 first order transition at
a critical field B0 = 1.85 T.
DISCUSSION AND CONCLUSION
Our current understanding is that there is no univer-
sal path by which magnetic fields suppress antiferromag-
netic order to zero temperature in heavy fermion com-
pounds, and the schematic phase diagrams presented in
Fig. 6 seek to categorize the simplest possibilities that
have been identified by experiments. They are not meant
to capture the full complexity of heavy fermion com-
pounds, which may pass through a multiplicity of dif-
ferent structures en route to the collapse of magnetic or-
der [7], but rather to focus on the final phase line that
separates magnetic order from the paramagnetic state.
To our knowledge, all heavy fermion antiferromagnets
order via a continuous transition in zero field. Fig. 6(a)
depicts the situation found in systems like YbRh2Si2 [19],
YbPtIn [33], CeCu6−xAux [16], and CeIn3−xSnx [34],
where the antiferromagnetic phase line remains contin-
uous as TN → 0 at a quantum critical field BQCP.
Bulk properties such as the magnetization scale as func-
tions of T and (B − BQCP) [19, 35], and the magnetic
Gru¨neisen parameter diverges as well for T = 0 and
B = BQCP [36, 37]. Given that all experiments have
a lower temperature limit, it is fair to say that it is not
known in any compound whether the antiferromagnetic
phase line is continuous to TN = 0. However, it is evi-
dent that the scaling associated with the quantum criti-
cal point at TN = 0 and B = BQCP dominates many of
the measured quantities over a wide range of fields and
temperatures.
A very different situation is realized when magnetic
fields are applied to conventional antiferromagnets such
as rare earth aluminum garnets and FeCl2 [38–40], which
have continuous antiferromagnetic transitions in zero
field (Fig. 6(b)). Here, the antiferromagnetic phase line
is initially second order, but terminates at a tricritical
point [41, 42]. Since magnetic order involves a broken
symmetry, the phase line must continue to TN = 0, and
it does so as a line of first order transitions that ter-
minate at a QCEP. Scaling is found in systems of this
type, both of the conventional variety in low and zero
fields, but more prominently in the vicinity of the tricrit-
ical point [40, 43]. This phase diagram is very similar to
the one that was both predicted [13] and experimentally
realized [44] in field and pressure tuned metallic ferro-
magnets where disorder is weak. To our knowledge, the
phase diagram in Fig. 6(b) has been found only in fer-
romagnetic UGe2 [45], and not in any antiferromagnetic
heavy fermion compounds.
The phase diagram of Fig. 6(c) represents a situation
that is intermediate between Figs. 6(a) and 6(b), in that
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FIG. 6: (Color online) Schematic phase diagrams for field
tuned antiferromagnets. (a) The phase line of a field tuned
antiferromagnet remains second order at all fields (solid line),
ending at a continuous transition with TN = 0, i.e. a quantum
critical point (•). (b) The phase line of a field tuned antifer-
romagnet is initially second order(solid line), but this phase
line terminates at a tricritical point(N). For smaller values
of TN, the phase line is first order (dashed line), ending at a
first order transition where TN = 0, i.e. a quantum critical
endpoint (◦). (c) An intermediate situation between (a) and
(b), where the first order transition line in (b) has shrunk to
a single point with TN = 0, a quantum critical endpoint (◦).
For all nonzero values of TN, the phase line is continuous but
strongly modified from the second order line shown in (a). (d)
A three dimensional phase diagram with no magnetic order
for T > 0 at any value of field or other non-thermal variable
Γ, such as pressure. There is a quantum critical endpoint (◦)
in the T = 0 B − Γ plane, that separates a first order line
(dashed line) from a line of continuous transitions (solid line)
that ends in a quantum critical point for B = 0 (•). The red
vertical arrow indicates the effect of lowering temperature in
a metamagnet, defined as a system that has no long-ranged
order for T 6= 0, but positioned in the B−Γ parameter space
close to a quantum critical endpoint(◦).
the line of first order transitions has now shrunk to a
single point at T = 0, and it is the influence of this
point that keeps the lowest temperature part of the phase
line from becoming the more conventional second order
phase line found in YbRh2Si2 (Fig. 6(a)). This is the
phase diagram that best describes Yb3Pt4, and perhaps
as well Yb5Pt9 [46], CeRh2Si2 [47], YbNiSi3 [48, 49] and
CeNiGe3 [50]. Here, the phase line is always continuous
for TN 6= 0, and no latent heat is found anywhere along
the phase line. The phase line superficially resembles
the first order phase line of Fig. 6(b), since it becomes
vertical as TN → 0. The initial stabilization of antifer-
romagnetic order as a second order transition at B = 0
implies the general importance of long wavelength criti-
cal fluctuations through much of the B − T plane, and
the initial divergence of the susceptibility at the critical
field where χ(T ) ∼ T−x, generally reflects these correla-
tions. Since a true quantum critical point is ultimately
avoided in systems described by the phase diagram in
Fig. 6(c), the longest wavelength fluctuations must either
be absent, as in disordered systems, or are prohibited in
some way from contributing to the physical observables.
We hypothesize that their absence is responsible for the
breakdown of scaling near the QCEP, and for the general
appearance of the phase line, which increasingly resem-
bles a first order phase line, lacking only the latent heat.
Ultimately the failure of universality as TN → 0 causes
the antiferromagnetic phase line to terminate in a first
order phase transition at zero temperature TN = 0, also
known as a quantum critical end point.
The most unimpeded view of the properties of a quan-
tum critical endpoint is found in systems in which no
magnetic order is present, at least for T 6= 0. The most
heavily studied examples of these so-called metamagnetic
systems are CeRu2Si2 and Sr3Ru2O7 [51–53]. The sig-
nature of metamagnetism is steps in the magnetization
whose breadth decreases with decreasing temperature. In
some cases, a full field-driven first order transition results
below a certain onset temperature [54], but for CeRu2Si2
and Sr3Ru2O7 there is no sign of long-ranged magnetic
order at any field or temperature. In both cases, there
is a pronounced enhancement of the magnetization and
specific heat near the critical field, and with reduced tem-
perature the associated magnetic susceptibility begins to
diverge as χ(T ) ∼ T−x [55]. Instead of a maximum in
the specific heat, a dip is found in C at the critical B.
Unlike the case of Yb3Pt4 where the termination of the
nonzero temperature part of the phase line necessitates
a true phase transition at T = 0, no fine tuning is re-
quired for the metamagnets. All that is required is that
the metamagnet is sufficiently close to a quantum criti-
cal endpoint, accessible by tuning a nonthermal variable
such as field angle in Sr3Ru2O7 [53], or pressure in either
system [56, 57] (Fig. 6(d)).
Unlike the case of clean ferromagnets, where it is theo-
retically and experimentally agreed that the phase line is
initially continuous at small fields, but ultimately must
become first order when the Curie temperature becomes
sufficiently small, there is much less theoretical guidance
for the range of behaviors that might be possible for an-
tiferromagnets when TN → 0. There is a continuing need
to identify new systems that exemplify the differing phase
diagrams that are represented in Fig. 6. There are signifi-
cant and intrinsic obstacles that make the search for such
systems inherently challenging. One complication is that
the suppression of magnetic order can enable the stabi-
lization of competing collective phases, most notably su-
perconductivity, as found in CeCoIn5 [58], CeRhIn5 [59],
and CeCu2Si2 [60]. However interesting and significant,
these new phases obscure the part of the phase diagram
where antiferromagnetic order vanishes. Similarly, ex-
8periments must be conducted at the very lowest temper-
atures to determine whether the quantum critical scaling
is robust, or alternatively if universality fails and the an-
tiferromagnetic transition becomes first order when TN
becomes sufficiently small.
Perhaps the most compelling aspect of the phase di-
agrams in Fig. 6 is their potential relationship to the
underlying electronic structure. This has been studied
extensively in the metamagnets, and in CeRu2Si2 mag-
netic fields are thought to drive a continuous evolution of
the electronic structure from the B = 0 limit where one
of the spin polarized Fermi surfaces is favored in field,
with the other vanishing at a Lifshitz transition at the
metamagnetic field [61]. In contrast to this case where
the electrons are always delocalized, a rather different
situation is realized in the heavy fermion YbRh2Si2 [19].
Here the local moment character of the Yb moments is
completely quenched near a Kondo temperature TK that
is well in excess of the Ne´el temperature. Consequently,
antiferromagnetic order must be considered to be a col-
lective instability of the fully hybridized Kondo lattice,
and magnetic fields drive a delocalization transition at
the critical field BQCP that is akin to a Mott transition,
increasing the size of the Fermi surface [62]. Much of the
B−T phase diagram is affected by this transition, which
coincides at T = 0 with the antiferromagnetic quantum
critical point in pure YbRh2Si2 [10], but remains a sepa-
rate transition under Co and Ir doping [20]. In contrast,
the antiferromagnetic order that is found at the Ne´el tem-
perature TN in Yb3Pt4 at zero field involves well local-
ized Yb moments that are essentially unaffected by the
Kondo effect, which we conclude occurs below a charac-
teristic temperature TK that is smaller than the ordering
temperature itself, i.e. TK ≤ TN [21, 23]. The antiferro-
magnetic order is conventional, with a staggered Yb mo-
ment that is consistent with a doublet ground state [23],
and with spin waves that result from the exchange split-
ting of this state of the crystal electric field manifold [22].
It is tempting indeed to speculate that the very different
natures of the Yb magnetism in YbRh2Si2 and Yb3Pt4
may be responsible for their very different antiferromag-
netic phase diagrams, represented in Figs 6a, and 6c,
respectively. Lacking a more comprehensive set of well
characterized compounds with vanishing Ne´el tempera-
tures, this association remains for now unproven.
To conclude, we have used measurements of the spe-
cific heat, magnetization, neutron diffraction, and mag-
netocaloric effect to establish the field-temperature phase
diagram of the heavy fermion antiferromagnet Yb3Pt4.
The antiferromagnetic transition is initially continuous in
zero field, but magnetic fields applied in the easy ab plane
reduce the Ne´el temperature in Yb3Pt4 to zero temper-
ature at a critical field ≃ 1.85 T. The antiferromagnetic
phase line becomes very steep at low temperatures, and
within the accuracy of our measurements becomes inde-
pendent of field as TN → 0. The appearance of the phase
line is suggestive that the antiferromagnetic transition
in Yb3Pt4 becomes first order, however magnetocaloric
effect measurements find no evidence for a latent heat
for any value of TN. We conclude that the antiferro-
magnetic transition in Yb3Pt4 is continuous, at least for
TN > 0. A step in the moment is observed at the crit-
ical field in both magnetization and magnetic neutron
diffraction measurements, and the associated suscepti-
bility χ = dM/dB at the critical B initially increases
with decreasing temperature, i.e. χ ∼ T−1/2, signifying
that the step width is decreasing. However, the incipi-
ent divergence in χ is cutoff below ≃ 0.35 K, a behavior
familiar from metamagnetic systems like CeRu2Si2 and
Sr3Ru2O7. Accordingly, we propose that the low temper-
ature properties of Yb3Pt4 are controlled by the quantum
critical endpoint that is created when the antiferromag-
netic phase line terminates at zero temperature. These
measurements position Yb3Pt4 as one of the few anti-
ferromagnets from the heavy fermion class that do not
seem to have true quantum critical points, formed when
a second order phase transition is suppressed to zero tem-
perature by magnetic field tuning. The field temperature
magnetic phase diagram of Yb3Pt4 seems to form a link
between those of most field-tuned heavy fermions, which
are dominated by a quantum critical point, and those
of conventional magnetic insulators, where the central
features are a tricritical point and a line of first order
transitions terminating in a quantum critical end point.
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