There are many redundant parameters in the actual decision-making process based on fuzzy soft sets. Kong et al. ] described the parameter reduction method with regard to four special dispensable sets based on score decision criteria. However, this method is complicated and has high computational complexity. This paper firstly gives some new calculation methods of comparison matrix, and then proposes a new improved normal parameter reduction method. The comparison results on two real-life datasets validate that the proposed algorithm reduces the complexity of the algorithm and greatly simplifies the process of parameter reduction compared with the algorithm of Kong et al.
I. INTRODUCTION
Soft set theory [21] , [23] as a new mathematical tool for dealing with uncertainty was introduced by Molodtsov in 1999, which overcomes the shortcomings of parameterization of traditional mathematical tools such as probability theory, fuzzy sets [2] , rough sets [3] , intuitionistic fuzzy sets [4] , fuzzy rough set [24] , and vague sets [5] . The development of mathematical tools for dealing with inaccuracy and fuzziness is promoted, and the combination of soft set models and other mathematical models is impelled to form many extended models of soft sets, such as fuzzy soft set, intuitionistic fuzzy soft sets [6] , interval-valued fuzzy soft set [7] and trapezoidal interval type-2 fuzzy soft sets [8] et al. Consequently, the soft set theory is more mature and widely applied in the fields of economy, biology, medicine, and computer science.
It is known to all that fuzzy soft set is one of the most successful extended models of soft set. Maji et al. [10] put forward the fuzzy soft set theory by combining fuzzy set and soft set for the first time. This theory has been further generalized in [15] . Fuzzy soft set theory as a major subfield of soft set theory has been widely applied to the field of decision making [19] , [20] and the combined forecasting [9] . Maji and Roy [11] outlined a method of object recognition The associate editor coordinating the review of this manuscript and approving it for publication was Shangce Gao . from an imprecise multi-observer data to deal with decision making based on fuzzy soft sets, which has been improved in the paper of [12] . An adjustable decision making approach for the fuzzy soft set was introduced by means of level soft set in [16] . Basu et al. employed the concept of mean potentiality approach to obtain a balanced decision making solution [17] . For the incomplete fuzzy soft set, the article of [18] gave the object-parameter approach to predict unknown data. However, there are many redundant parameters in the actual decision-making process based on fuzzy soft sets. The parameter reduction set is the smallest subset of parameters. When redundant parameters are reduced, the smallest parameter set keeps the same decision-making or description ability as the original parameter set. As a result, parameter reduction is extraordinarily important for decision making problem of fuzzy soft sets. Kong et al. [14] proposed the normal parameter reduction of fuzzy soft set theory. Ma and Qin [13] further discussed the simpler and more convenient parameter reduction algorithm named by distance-based parameter reduction. In the paper of [1] , parameter reduction problem is studied from a new angle of the score decision criteria and then the new method of normal parameter reduction in fuzzy soft set theory is illustrated. The method is called S-normal parameter reduction. However, the reduction methods have some deficiencies by Kong et al. proposed in the paper [1] . It is plain to see that the S-normal parameter reduction method has a large amount of calculation and is not easily implemented. Accordingly, in order to remedy this shortcoming, this paper proposes a new improved normal parameter reduction method. The comparison results on two real-life datasets and computational complexity validate that the proposed algorithm reduces the complexity of the algorithm and greatly simplifies the process of parameter reduction compared with the algorithm of Kong et al.
The rest of this paper is structured below. Section II reviews the basic concepts of soft set theory and fuzzy soft set theory. Section III discusses the parameter reduction method for fuzzy soft sets proposed in the paper of [1] . In Section IV, a new improved normal parameter reduction method is proposed. Section V compares the proposed algorithm with the algorithm of paper [1] based on two datasets and then illustrates our comparison of computational complexity. Finally, section VI gives the conclusion of our study.
II. THEORETICAL BACKGROUND
In this section, we recall some underlying concepts about soft set and fuzzy soft set theory.
Definition 1: (See [21] ). Let U be a non-empty initial universe of objects, E be a set of parameters in relation to objects in U, P(U) be the power set of U, and A be a subset of E. A pair (F, A) is called a soft set over U, where F is a mapping given by
Definition 2: (See [22] ). Let U be an initial universe of objects, E be a set of parameters in relation to objects in U, ξ (U ) be the set of all fuzzy subsets of U. A pair(F,E)is called a fuzzy soft set over ξ (U ), whereF is a mapping given bỹ
From the above definition, we realize that the soft set is a special subset of the fuzzy soft set. In order to understand the fuzzy soft set easily, we give the representation of the data table by example, where each element value range is between 0 and 1.
Example 1: Suppose that there is a student who wants to buy a computer. Let U = {h 1 , h 2 , h 3 , h 4 , h 5 } be a set of five computers considered. E is used to describe the characteristics of the computer. E = {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 } = { costeffective, battery life, screen, appearance, cooling, speed}. The fuzzy soft set (F,E) describes the characteristics of the computer that the students intend to purchase, which is clarified by the tabular form in Table 1 .
III. RELATED WORK
In Section III,we briefly discuss the S-normal parameter reduction method with regard of dispensable parameters for score decision criteria in fuzzy soft set, which was proposed by Kong in [1] . The specific algorithm is given in Figure 1 . Example 2: Supposing that U={p1, p2, p3, p4, p5} be the set of five objects and E = {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 , e 8 } be the set of factors that decision maker considered, the fuzzy soft set (F, E) is illustrated by a tabular representation in Table 2 .
In the S-normal parameter reduction method, firstly, calculating the comparison table and score table of the fuzzy soft set (F, E),which are shown in Table 3 , we can get the score of each scheme is {−2, −6, 4, 4, 0},and the priority of the these schemes is p 3 = p 4 > p 5 > p 1 > p 2 , so the comparison Table 2 , we can found that two special parameters in fuzzy soft set. The parameter set T = {e 1 , e 2 } is arranged in ascending order and descending order respectively, and the parameter set T = {e 5 , e 7 } is arranged in semi-ascending order and semi-descending order respectively. If the parameter set T = {e 1 , e 2 } is deleted and then W E−T and W E −W E−T are calculated, we can get the following equation: 
From the above results, we can see that W E − W E−T is a symmetric matrix. Therefore, the parameter set is put into the dispensable parameters R. Similarly, the parameter set T = {e 5 , e 7 } is put into the dispensable parameters R. Due to the parameter set of each object in e 8 is equal, it is concluded that the S-normal parameter reduction of fuzzy soft sets is E − R = {e 3 , e 4 , e 6 }. However, this method involves a great amount of computation and is not easily to implement. In order to solve these problems, we propose an improved parameter reduction method for score decision criteria of fuzzy soft set below.
IV. A NEW IMPROVED PARAMETER REDUCTION METHOD FOR SCORE DECISION CRITERIA OF FUZZY SOFT SET (I-S-NORMAL METHOD)
In this section, we propose an improved parameter reduction method for score decision criteria of fuzzy soft set, as shown in Figure 2 .
Let U = p 1 , p 2 , · · · , p n , E = {e 1 , e 2 , · · · , e m }, (F, E) be a fuzzy soft set with tabular representation. p ij belongs to a unit entity between 0 and 1 in the fuzzy soft set (F, E). We employ µ S (e j ) (p i ) and µ S (e i ) (p j ) to represent the membership value respectively.
The comparison table is computed by comparing the values of each object, that is, this table indicates the priority of an object over others. We will describe in detail the specific steps when constructing comparison tables.
Step 1: According to formula (1) and (2) to calculate the upper triangle (or lower triangle) of the comparison table and mark the number of equal membership values of between two object values.
where C ij is equal the number of parameters whose membership value of P i exceeds to the membership value of P j in a set of the comparison table. C' is the number of parameters whose membership values are equivalent for the comparison objects.
Step 2: Combining the upper triangle (or lower triangle) data set mentioned above with formula 3, another lower triangle (or upper triangle) comparison table is calculated.
In this formula, N denotes the number of parameters in a fuzzy soft set.
Step 3: Get a complete comparison table, and then get the comparison matrix.
In order to explain our proposed I-S-normal parameter reduction method, the parameter reduction process of the fuzzy soft set by the proposed method in Example 2 will be described below.
In Example 2, we found that a set of special parameters T = {e 1 , e 2 , e 5 , e 7 , e 8 }. In order to analyze whether the parameter set is dispensable set, firstly, let's calculate the upper triangle comparison table (or lower triangle) of the fuzzy soft subset (F, T ) by formulas (1) and (2) and record the equal count C'( in brackets) between comparative objects, as shown in Table 4 . Since the object itself is not very meaningful to compare, C ii = 0.
Then, since the fuzzy soft set (F, T ) contains five parameters, N value is 5 in the formula C ji = N − C ij + C . Let's take C 12 as an example, the calculated results discover that C ij = 2 and C = 1, when calculating the corresponding value of C 21 in the lower triangle, we get C 21 = N − (C 12 + C ) = 5 − (2 + 1) = 2, the corresponding lower triangle comparison table as shown in Table 5 .
Finally, we get a complete triangle comparison table and calculate the score (s i ) of each scheme, as shown in Table 6 . The comparison matrix M T of fuzzy soft sets (F, T ) is described as
From the above results, the score of each scheme is 0. According to our improved comparison table calculation method, the calculation score tables S i and S i before and after reduction are calculated in Table 7 , we can see that the corresponding scores of each scheme are equal. Therefore, the parameter set T is dispensable parameters.
Theorem 1: Let (F, E) be a fuzzy soft set on U, U = p 1 , p 2 , · · · , p n , E = {e 1 , e 2 , · · · , e m }. For any P i ∈ U , score S i and priority ranking PR i are obtained by S-normal parameter reduction while score S i and Priority ranking We obtain
If there is a special fuzzy soft subsets (F, T ) in the fuzzy soft set, these subsets have S T = r T − t T = 0. Then, T can be reduced. The detailed scoring computational process of each scheme for each special fuzzy soft subset is as follows:
. . .
are equal to 0 and described below.
Consequently, we will continue to use the formula S i = r i − t i to calculate the score of the comparison matrix as mentioned above. Here, we have
Assume that the comparison matrix M T ' is symmetrical, the comparison matrix M T ' consisting of special fuzzy soft subsets F, T is described as
Based on that, if the above assumptions are valid, then
Since it is a symmetric matrix, then we have S T 1 = 0, S T 2 = 0, ..., S T i = 0. Namely, S T 1 = S T 2 = ... = S T i = 0. So the score value before and after delete dispensable parameters is unchanged. Briefly, the decision order is unchanged. That is, PR i = PR i . This completes the proof.
V. THE COMPARISON RESULT
We first analyze and compare the computational complexity of the two algorithms. Then, two real-life cases are given to further verify the superiority of I-S-normal algorithm.
A. THE COMPARISON OF COMPUTATIONAL COMPLEXITY
We analyze the computational complexity of the two algorithms by calculating their basic operations. The basic operations may vary with the diversity of the algorithm implementation, so we only need to discuss the predominant number of access entry. Assuming a fuzzy soft set (F, E) with initial universe U, the number of parameters column of the fuzzy soft set is denoted as m, the special parameters subset is represented by T. Suppose that we only consider a set of special parameter subsets and the number of parameters columns is counted as m , the analysis of the two algorithms is as follow:
1) S-NORMAL ALGORITHM
By calculating the comparison matrix of the initial fuzzy soft set, we get the number of element accesses n 2 m. If we found a set of special parameter subsets T, then the number of parameter columns of the fuzzy soft set (F, E-T) is equal to m = m − m , and m < m, we get the number of element accesses is n 2 m by calculating the comparison matrix of the fuzzy soft set (F, E − T ). Then, we calculate the difference between the two comparison matrix of which the number of element accesses is n 2 . Therefore, the computational complexity of S-normal algorithm is n 2 m + n 2 m + n 2 (m < m). Taking big O notation, the computational complexity of this algorithm is o(n 2 m).
2) I-S-NORMAL ALGORITHM
In our algorithm, we only need to compute the number of accessing elements of comparison matrix of the fuzzy soft subset (F, T ). Assume that there is a set of M column parameters in a special subset T, we will get the complexity of our improved algorithm is [1+2+...+(n−2)+(n−1)]m , which simplifies to 1 2 n 2 m − 3 2 nm + m . From the above results, it is easy to find that if there are enough parameter sets in the fuzzy soft set (F, E) and only one or several of parameter subsets satisfying the reduction condition, then m << m. Taking big O notation, the computational complexity of our improved algorithm is o(n 2 m ). From the above analysis, we can see the improved algorithm reduces the computational complexity compared with the S-normal algorithm. Hence our algorithm is superior to the S-normal algorithm.
B. COMPARISON ON OBTAINING PARAMETER REDUCTION
Here, two real-life cases are given to further verify the superiority of I-S-normal algorithm.
Case 1 Evaluation System of Recruitment for Company: HR department of Sunshine Company which major business involves the software design released information about recruitment for one position of one programmer. After that, they received six resumes from six applicants. HR department designs ten parameters to evaluate six applicants during the interviews in order to find the most competitive candidate. We use fuzzy soft set to describe the evaluation system. Assume that U = {p 1 , p 2 , p 3 , p 4 , p 5 , p 6 } is defined as the set including six applicants. E = {e 1 , e 2 , e 3 , ...e 9 , e 10 } is defined as one parameter set including ten evaluation system parameters, where e i stand for ''Training experience'', ''computer major'', ''working experience'', ''young'', ''highly educated'', ''marital status'' and ''health'', ''calmness'', ''self-motivation'', ''Flexibility'', respectively. The fuzzy soft set is illustrated by a tabular representation in Table 8 .
S-normal algorithm
Step 1: Input the fuzzy soft set for the company job description. Step 2: It is found that there exists a special parameter subset T = {e 1 , e 4 } and T = {e 5 , e 6 } in the fuzzy soft set. According to the score decision criterion to calculate the comparison matrix W E of the fuzzy soft set with the comparison matrix W E−T and W E − W E−T of the two special parameter subsets are as follows. From the above calculation results, we can conclude that the comparison matrix W E − W E−T are symmetrical, That is, the parameters {e 1 , e 4 , e 5 , e 6 } are dispensable in the fuzzy soft set for the company job description.
The comparison matrix of parameter subset T = {e 1 , e 4 }: 
The comparison matrix of parameter subset T = {e 5 , e 6 }: Step 3: Finally, we get parameter reduction is {e 2 , e 3 , e 7 , e 8 , e 9 , e 10 }.
I-S-normal algorithm
Step 1: Input the fuzzy soft set for the company job description.
Step 2: We find two parameter subsets T = {e 1 , e 4 } and T = {e 5 , e 6 } satisfying special conditions, we use our improved comparison matrix method to compute the comparison matrix composed of all special parameter subsets From above results, we can see that the comparison matrix M e 1,4,5,6 is symmetrical. Therefore, {e 1 , e 4 , e 5 , e 6 } are deleted.
Step 3: The parameter reduction is {e 2 , e 3 , e 7 , e 8 , e 9 , e 10 }. According to the analysis of the above real-life application, we find that: (1) We can obtain the same parameter reduction result {e 2 , e 3 , e 7 , e 8 , e 9 , e 10 }, which means two methods are equivalent.
(2) We should get six comparison matrices by S-normal algorithm while one comparison matrix is needed by our proposed method. (5) The number of parameters involved in the calculation of comparison matrix is 10, that is, all of parameters should be involved by S-Normal algorithm; our method only involve 4 parameters to calculate the comparison matrix. It is obvious that our method is easier to implement and involve less computation than S-normal algorithm on this case, that is, the S-normal algorithm is redundant and cumbersome in the process of reduction. Table 9 expresses in detail the comparison results by two methods for this real-life application of Recruitment for Company.
Case 2 Evaluation of Scientific Research Achievements: Academic papers are the scientific research achievements of researchers, and academic evaluation is mainly the evaluation of academic research results. A researcher wants to read an excellent paper of scientific journals in the field of ''data mining''. There are currently five related papers and seven assessment criteria are provided in order to get the most valuable paper to this reader. We choose fuzzy soft set to depict this evaluation system. }, which are measured according to seven attributes, such as ''downloads'', ''cited frequency'', ''number of results'', ''H-index'', ''number of cited'', ''reading volume'' and ''impact factor''. All of datasets are normalized and preprocessed to get the tables as shown in Table 10 , where each entry of data set is between 0 and 1.
S-normal algorithm
Step 1: Input the fuzzy soft set (F, E) for scientific research achievements.
Step 2: Finding a set of special parameter subset T = {e 1 , e 6 } for fuzzy soft set in Table 9 , then calculating the comparison matrix W E with the comparison matrix W E−T and W E − W E−T of the fuzzy soft set according to S-normal method, the comparison matrix results are described as follows: 
I-S-normal algorithm
Step 1: Input the fuzzy soft set for scientific research achievements.
Step 2: Using our improved comparison matrix method to calculate the comparison matrix composed of a set of special parameter subsets T = {e 1 , e 6 } found for the fuzzy soft set in table 9. The result is shown below.
From the above calculation results, we can see that the comparison matrix W T is symmetrical. So T = {e 1 , e 6 } can be reduced
Step 3: We get the parameter reduction of E is T = {e 2 , e 3 , e 4 , e 5 , e 7 }. By means of making the contrast of two methods, we can discover that:
(1) Both of two methods can get the same parameter reduction as {e 2 , e 3 , e 4 , e 5 , e 7 } .
(2) Three comparison matrices need to be computed by S-normal algorithm while one comparison matrix is needed by our proposed method.
(3) The number of element accesses is up to 325 by S-normal algorithm in this case; however the number of element accesses is down to 12 by I-S-normal algorithm.
(4) In this evaluation system of scientific research achievements, using the S-Normal algorithm the whole parameters should be involved for the calculation of comparison matrix. But applying the proposed method, only two parameters are involved.
The comparison results between S-normal algorithm and I-S-normal algorithm on the application of scientific research achievement evaluation are shown in Table 11 .
Based on the above two real-life applications, we can draw the conclusion that:
(1) The two methods can get the same parameter reduction results;
(2) The improvement average of the number of comparison matrices is up to 75% by the proposed method.
(3) The improvement average of the number of element accesses is 95.25% by I-S-normal algorithm.
(4) The improvement average of the number of involved parameters for comparison matrix is 65.7% on two real-life application cases.
Hence our proposed algorithm is easier to implement and has less computation compared with the S-Normal algorithm.
VI. CONCLUSION
This paper analyzes the S-normal parameter reduction method put forward by Kong et al., and then finds that the S-normal parameter reduction method has a large amount of calculation and high redundancy in the calculation process, in order to overcome this shortcoming, the new I-S-normal reduction algorithm is proposed. Compared with S-normal algorithm, I-S-normal algorithm has less computational complexity and is easier to implement. Comparison results on two real-life application cases between two methods verify superiority of the proposed algorithm. Accordingly, our improved algorithm is an effective and efficient parameter reduction method.
