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Введение
Для решения различных задач обработки изо-
бражений широко используется их сегментация.
Под сегментацией понимается разбиение изобра-
жения на ряд областей со схожими характеристи-
ками пикселей. Результатом является множество
сегментов (областей), полностью покрывающих
исходное изображение. Предполагается, что обла-
сти соответствуют реальным объектам (или их ча-
стям).
Методы сегментации можно разделить на два
класса: автоматические – не требующие взаимо-
действия с пользователем и интерактивные – при-
меняющие пользовательский ввод непосредствен-
но в процессе работы [1, 2]. В статье рассматрива-
ется разработка метода сегментации, относящегося
к первому классу. Методы этого класса делятся
на две категории [1–3]: методы, базирующиеся
на информации либо о контурах, либо об областях.
Методы первой категории используют для сег-
ментации априорную информацию о контурах
объектов [2], которая всегда есть в задачах анализа
сцен, поиска объектов на изображении и некото-
рых других задачах. Методы этой группы узко спе-
циализированы для каждой конкретной задачи
и не являются объектом нашего интереса.
Методы второй категории делят изображение
на области в соответствии с совпадением некото-
рых характеристик пикселей изображения (интен-
сивности, цветовых каналов, текстуры и т. д.) [3, 4].
При этом априорная информация о свойствах
областей отсутствует, но на само разбиение изобра-
жения накладываются некоторые условия (напри-
мер, однородность областей по яркости или цвету).
Методы сегментации, относящиеся к этой катего-
рии, универсальны и применимы к любым изобра-
жениям. Существует большое количество методов
сегментации, использующих разные подходы к
формированию однородных областей [1]. Одним
из распространенных подходов является примене-
ние для этих целей кластеризации (различные мо-
дификации метода k-средних [2, 5]). Отметим, что
основной проблемой применения метода k-сред-
них является необходимость наличия априорной
информации для выбора числа кластеров [2, 4, 5],
что ограничивает широкое использование класте-
ризации для сегментации изображений.
Таким образом, существует потребность в раз-
работке методов сегментации изображений, осно-
ванных на кластеризации, и свободных от указан-
ного выше недостатка. Таким решением этой зада-
чи может быть использование кластеризации, осу-
ществляемой нейронной сетью. Использование
для кластеризации рекуррентной нейронной сети
[6] не требует (в отличие от k-средних) никакой
предварительной информации о числе кластеров.
Кроме того, достоинствами любой искусственной
нейронной сети является распределенная парал-
лельная обработка информации, способность к са-
монастройке и подавлению шумов.
Целью данной работы является исследование
возможности применения кластеризации, выпол-
няемой рекуррентной нейронной сетью, и разра-
ботка на основе этого исследования метода сег-
ментации полутоновых изображений.
Кластеризация значений на одном нейроне
Для кластеризации множества M-мерных дан-
ных рекуррентной нейронной сетью в состав вход-
ного слоя сети включают M нейронов. Каждый
нейрон обрабатывает все значения какого-то одно-
го из M признаков, характеризующих вектор дан-
ных из исходного множества [6]. Отдельное значе-
ние одного такого признака является входным сиг-
налом для нейрона. В рассматриваемой нами ре-
куррентной сети для каждого входного нейрона
вводится локальная обратная связь, соединяющая
выход нейрона с его входом. Эта обратная связь ре-
ализует процесс одномерного отображения вели-
чины x входного сигнала на активационной функ-
ции нейрона, которая описывается выражением
(1)
где α – коэффициент наклона; α>0, β – величина
смещения; µ – коэффициент увеличения, µ>0. Од-
номерное отображение величины x входного сиг-
нала на активационной функции описывается ите-
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рационным соотношением xn+1=f(xn), где n=1,2,3…
– номер итерации. После нескольких итераций
отображаемая величина сигнала достигает устой-
чивой неподвижной точки, значение которой x*
определяется из нелинейного уравнения f(x*)=x*.
В численных расчётах значение x* определяется
с некоторой заданной точностью ε.
Динамика работы такого нейрона проанализи-
рована в [6], и мы не будем касаться подробностей.
Отметим лишь те из деталей анализа, которые про-
ясняют механизм кластеризации для некоторого
множества M-мерных данных.
Для кластеризации параметры α и β выбирают
так, чтобы диапазон величин всех входных сигна-
лов [xmin,xmax], отображаемых на одном нейроне, рас-
полагался между значениями неустойчивой точки
отображения x1
* и одной из двух устойчивых точек
x2
*. Процесс отображения разбивает диапазон вели-
чин входных сигналов на ряд интервалов. Интерва-
лы обладают следующими свойствами: величины,
принадлежащие одному интервалу, в результате
отображения сходятся к устойчивой точке x2
* за од-
но и то же число итераций. Таким образом, величи-
ны входных сигналов группируются по степени
их близости. Мерой близости является количество
итераций, нужное для достижения устойчивой точ-
ки с заданной степенью точности ε. Точки, попав-
шие в один интервал, относятся, согласно выбран-
ной мере, к одному кластеру. Таким образом, каж-
дый из входных нейронов кластеризует множество
значений одного из M признаков исходных данных.
Вся же сеть в целом выделяет кластеры во всех
признаках, что и даёт возможность кластеризации
элементов множества M-мерных данных.
В рассматриваемой сети возможен расчёт пара-
метров активационной функции отдельного ней-
рона. Он основан на том, что при отображении лю-
бого значения на некоторой функции неподвиж-
ные (устойчивые и неустойчивые) точки лежат
на пересечении графика функции и биссектрисы
прямого угла [7]. В нашем случае такой функцией
является сигмоида, которая описывается ур. (1), и




* связаны со значениями границ ди-
апазона [xmin,xmax] соотношениями x1
*=xmin–δ1 и
x2
*=xmax+δ2, где |δ1|<<1 и |δ2|<<1. Система уравнений
(2) решается относительно α и β лишь в случае,
если коэффициент увеличения µ задан заранее.
В предположении известности µ решение системы
(2) имеет вид:
(3)
Очевидно, что любое изменение µ управляет
значениями α и β, и, следовательно, меняет форму
активационной функции, оставляя неизменными
положения неустойчивой и устойчивой точек ото-
бражения. В свою очередь, параметры α и β опре-
деляют условия сходимости отображения входных
значений, что, в конечном счете, и создаёт воз-
можность управления процессом кластеризации
данных.
Экспериментально было установлено [6], что
наилучшая кластеризация входных значений одно-
го нейрона наступает при значении µ, которое на-
ходится в окрестности max|∆H|, где ∆H – измене-
ние энтропии, соответствующее изменению µ. Эн-
тропия отображения H подсчитывается для данно-
го µ по формуле Шеннона
Здесь pi=Ni/N; Ni – количество значений вход-
ного сигнала, входящих в i-й кластер (т. е. множе-
ство значений соответствующего признака, сходя-
щихся к устойчивой точке за одно и то же число
итераций); N – общее количество всех значений
сигнала. Суммирование ведётся по количеству
кластеров, образовавшихся при отображении
на активационной функции с параметрами α и β,
соответствующими текущему значению µ. Смысл
критерия выбора µ становится понятным, если
вспомнить, что энтропия даёт нам среднее значе-
ние информации, приходящееся на один элемент
изучаемой системы (в нашем случае таким элемен-
том является любой заполненный из образовав-
шихся кластеров). Следовательно, max|∆H| показы-
вает наибольший прирост средней информации
на один кластер, получаемый за счёт изменения
значения µ. Поскольку энтропия H связана со сте-
пенью хаотичности системы, то этот прирост об-
условлен переходом системы из менее упорядочен-
ного состояния в более упорядоченное. Зная зна-
чения µ, соответствующие такому переходу, можно
выбрать то из них, которое приводит к б\льшей
упорядоченности отображения, то есть лучшему
(при данном выборе параметров α и β) набору кла-
стеров.
Многошаговая сегментация
Будем считать, что исходное изображение пред-
ставлено в полутоновой серой шкале. Выделение
однородных по яркости областей (сегментация)
в этом случае фактически сводится к кластериза-
ции значений всего одной характеристики (приз-
нака) – яркости. Это означает, что обработка всего
изображения может осуществляться в рекуррент-
ной сети с одним входным нейроном (M=1).
В то же время обычное представление изображе-
ния – двумерная матрица. Такое представление
естественным образом предполагает использова-
ние сети со многими входами (M>1) для распарал-
леливания процесса обработки. Применение такой
рекуррентной сети для кластеризации в нашем
случае возможно, если модифицировать сеть, рас-
смотренную в [6], таким образом, чтобы у всех
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тивационная функция с одинаковыми значениями
параметров. Тогда обработка всех яркостей изобра-
жения входным слоем сети математически будет
эквивалентна их обработке на одном нейроне, что
можно использовать при программном моделиро-
вании сети. Параметры α и β активационной
функции этого нейрона определяются по методи-
ке, описанной в предыдущем разделе. Границам
диапазона значений входных сигналов нейрона
[xmin, xmax] соответствует минимальная и максималь-
ная яркости пикселей изображения. На основе 
этих граничных значений по формулам (3) вычи-
сляются α и β.
Сам процесс сегментации, рассматриваемый в
этой статье, требует некоторых дополнительных
пояснений, приведённых ниже.
Пусть µ меняется дискретно от µ0 до некоторо-
го µконеч. Из ур. (3) ясно, что µ0>x2*>x1*. Каждому зна-
чению µi∈[µ0,µконеч], i=1,2,… при отображении со-
ответствует своя последовательность итераций,
разбивающая диапазон яркостей изображения на
ряд интервалов с одинаковыми свойствами (т. е.
кластеров). В зависимости от распределения зна-
чений яркостей, часть этих интервалов заполнится,
а часть останется пустыми. В целом, всей совокуп-
ности значений µi соответствует некоторое конеч-
ное множество разбиений диапазона.
Процесс кластеризации предполагает нахожде-
ние оптимального по некоторому критерию значе-
ния µопт, которое обеспечивает наилучшее выделе-
ние кластеров. Пусть таким критерием является
max|∆H| энтропии распределения, получаемого
в результате отображения, разбивающего диапазон
яркостей на ряд кластеров. Тогда полученное раз-
биение обеспечивает максимальную упорядочен-
ность распределения яркостей изображения для
данного µопт по всем выделенным кластерам. Вы-
полним теперь для каждого заполненного кластера
следующую процедуру – усредним его яркости
и полученным средним заменим все значения, вхо-
дящие в кластер. Энтропия распределения не из-
менится, а результатом будет сегментированное
изображение, поскольку в нём множество разных
исходных яркостей пикселей разделено на нес-
колько подмножеств, объединяющих в себе близ-
кие яркости пикселей.
Повторим описанный выше процесс кластери-
зации для нового распределения яркостей после
усреднения. Для этого распределения нужно ис-
кать новое µопт. Действительно, для некоторого µi
в повторном процессе разбиения может быть кла-
стер, включающий в себя, по крайней мере, два
или более значения яркости нового распределения.
Это означает, что возможно объединение яркостей
для этого кластера, т. е. дальнейшее упорядочива-
ние распределения яркостей.
На рис. 1, а, схематично представлено распре-
деление значений яркости изображения для µопт до
их усреднения в пределах кластера (верхняя часть
рис. 1, а) и после усреднения с последующей заме-
ной всех текущих значений кластера (нижняя часть
рис. 1, а). Энтропия в обоих случаях неизменна
и равна 1,89 бита. На рис. 1, б, представлено ра-
спределение для некоторого значения µi≠µопт при
повторном процессе. Энтропия, соответственно,
равна 1,24 бита. Иными словами, новое распреде-
ление более упорядочено.
Таким образом, используя последовательно
в роли исходного изображения результат предыду-
щей его сегментации, можно получить ряд сегмен-
тированных изображений с последовательно сни-
жающейся энтропией. Назовём такой процесс
многошаговой сегментацией изображения. При
этом энтропия изображения может служить крите-
рием качества сегментации.
При реализации многошагового процесса воз-
никает вопрос о его сходимости к устойчивому сег-
ментированному изображению (энтропия которо-
го не меняется). Ответ на этот вопрос дали экспе-
риментальные исследования.
Экспериментальные результаты
Для проверки возможности получения сегмен-
тации в многошаговом процессе были проведены
экспериментальные исследования на основе соз-
данной программы, реализующей описанный вы-
ше алгоритм. Исследования проводились на полу-
тоновых изображениях (серая шкала).
Яркости Xi i-го пикселя изображения приводи-
лись к диапазону [γ1, γ1+γ2] использованием линей-
ной нормировки (числа γ1 и γ2 лежат в единичном
интервале; яркости изображения Xmin и Xmax не равны):
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Рис. 1. Распределение значений яркостей по кластерам для разных mμ. Цифрами указано количество значений, попавших
в интервал [xk, xk+1], k=1,2,…,5
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Здесь xi – приведённое значение яркости пиксе-
ля. В эксперименте для нормировки использова-
лись значения γ1=0,025; γ2=0,20 в одном варианте и
γ1=0,01; γ2=0,20 – в другом. Затем в изображении
отыскивались минимальное и максимальное зна-
чения нормированных яркостей пикселей, кото-
рые использовались для определения параметров α
и β. Значения α и β определялись для заданного µ
в соответствии с (3). Значение mμ последовательно
задавалось в диапазоне xmax+h<µ≤1 с постоянным
шагом h. Для каждого µ подсчитывалась энтропия
H распределения яркостей изображения. Таким об-
разом, получалась последовательность значений
энтропии, зависящая от величины µ, в которой за-
тем определялся max|∆H|. Величина µ0, соответ-
ствующая найденному максимуму, использовалась
в дальнейшем для определения границ кластеров
в яркостях пикселей изображения.
В соответствии с описанными выше особенно-
стями процесса сегментации далее яркости пиксе-
лей изображения группировались по выделенным
кластерам, после чего близкие яркости, попавшие
в один кластер, заменялись средним значением
всех яркостей по этому кластеру. Таким образом,
уменьшалось количество градаций яркости по
сравнению с их числом в исходном изображении.
Преобразованная шкала градаций использовалась
для формирования матрицы пикселей нового изо-
бражения. Описанная последовательность дей-
ствий выполнялась до тех пор, пока энтропия для
нового изображения, полученного на очередном
текущем шаге процесса, не становилась равной эн-
тропии изображения, исходного для этого шага.
На рис. 2 и 3 приведены результаты, иллюстри-
рующие процесс многошаговой сегментации для
разных изображений и условий нормировки ярко-
стей пикселей.
Хорошо видно, что результаты отдельных шагов
сегментации дают дополнительную информацию
об объектах обрабатываемого изображения, позво-
ляя, в зависимости от задачи, изучить структуру эт-
их объектов с различной степенью детализации.
Вид сегментированного изображения определяется
тем шагом процесса, на котором оно было получе-
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Рис. 2. Многошаговая сегментация рентгенограммы сварного шва: а) исходное изображение, взятое из [1]; б) шаг 1,
H=4,31 бита; в) шаг 4, H=2,92 бита; г) шаг 6, H=2,41 бита; (γ1=0,200, γ2=0,025) д) шаг 1, H=3,76 бита; е) шаг 3,
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стей исходного изображения. В этом легко убе-
диться, сравнивая изображения с одинаковой эн-
тропией (рис. 2, в и е).
Многошаговая сегментация завершается при
условии равенства энтропий изображений пред-
ыдущего и текущего шагов процесса. Шаг завер-
шения сегментации в эксперименте был равен
8 для рентгенограммы и 6 для аэрофотоснимка.
Причём на последних шагах сегментированные
изображения в каждом из рассмотренных случаев
визуально почти не различались, несмотря на раз-
ные значения их энтропии.
Таким образом, многошаговая сегментация мо-
жет быть использована для изучения с различной
степенью детализации структуры объекта, предста-
вленного на исходном изображении.
Выводы
1. Рекуррентная нейронная сеть, основанная
на одномерных отображениях, позволяет выде-
лить в изображении кластеры близких значе-
ний яркости, что даёт возможность сегментиро-
вать изображение. Используя многошаговый
процесс сегментации, можно получить сегмен-
тированное изображение с энтропией, мини-
мально возможной для данного распределения
исходных яркостей.
2. Экспериментально показано уменьшение эн-
тропии распределения яркостей на каждом ша-
ге сегментации и сходимость многошаговой
сегментации за конечное число шагов при чет-
ко выраженном выделении сегментов изобра-
жения. Результат сегментации зависит только
от параметров линейной нормировки диапазо-
на яркостей изображения на единичный диапа-
зон.
3. Обработанные изображения одного и того
же объекта, обладающие равной энтропией при
разных параметрах одномерного отображения,
визуально слабо различаются.
4. Установлено, что параметры нейрона входного
слоя, обеспечивающие отображение входных
значений яркости и успешную их сегментацию,
можно рассчитать.
Работа выполнена в рамках государственного задания
«Наука».
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Рис. 3. Многошаговая сегментация аэрофотоснимка лесного пожара: а) исходное изображение; б) шаг 1, H=3,05 бита; в) шаг
2, H=2,10 бита; г) шаг 3, H=1,87 бита; (γ1=0,200, γ2=0,025) д) шаг 1, H=2,53 бита; е) шаг 2, H=1,87 бита; ж) шаг 3,
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Введение
Диагностика моделей баз данных на сегодняш-
ний день является одной из важнейших задач,
стоящих перед проектировщиком баз данных (БД),
от выполнения которой зависит будущее всей раз-
рабатываемой информационной системы. Процесс
проектирования модели БД представляет собой
логически сложную, трудоемкую задачу, требую-
щую от проектировщика знания семантического
моделирования БД и навыков в работе с инстру-
ментальными средствами построения моделей БД,
называемых CASE-системами (Computer Aided
Software/System Ingineering).
В настоящее время специалистов в области
проектирования БД готовят практически во всех
вузах и иных учебных заведениях нашей страны,
однако уровень знаний выпускаемых специалистов
в данной области зачастую оставляет желать луч-
шего. Низкий уровень знаний проектировщиков
БД проявляется в отсутствии навыка выделять
объекты описываемой предметной области (ПО),
формулировать законы взаимодействия объектов
ПО друг с другом, строить на их основе модели БД,
которые в конечном итоге сводятся к физическим
БД. В таких моделях БД зачастую наблюдаются
различного рода аномалии обновления данных,
их избыточность, утеря данных, либо в БД могут
иметь место данные, не несущие никакой смысло-
вой нагрузки. Перечисленные ошибки относятся к
так называемым ошибкам нормализации БД, кото-
рые можно не допускать на этапе построения мо-
дели БД, владея методологией построения моделей
БД и соблюдая применяемые к ним правила нор-
мализации. В проектировании БД принят стандарт
IDEF1X, который широко используется, начиная
с 1993 г. и по сегодняшний день [1]. В стандарте
IDEF1X четко и однозначно описаны все синтак-
сические правила построения моделей БД, на ко-
торых базируется большинство CASE-систем, од-
нако знания методологии IDEF1X для успешного
построения схем БД недостаточно, проектировщи-
ку необходимо также выявлять все функциональ-
ные зависимости (ФЗ) сущностей, вытекающие
из делового регламента описываемой ПО. Правила
нормализации БД, подробно описанные в книге
[2], могли бы помочь студентам избежать боль-
шинства ошибок еще на этапе проектирования мо-
дели БД.
Данная статья является продолжением работ [3, 4],
в которых:
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