The autocorrelation function, C(t) = (S;(0)S;(t)) - (S~(0) 
I. INTRODUCTION
The statistical fluctuations in a system that has come to thermodynamic equilibrium in a state of broken symmetry may be qualitatively different from those that occur in more symmetric systems. A deep relation between symmetry breaking and fluctuations, if it exists, would obviously be important to understand because symmetries are broken in continuous phase transitions. An even more intriguing possibility is that investigations along these lines might lead to theories of the very slow relaxation mechanisms that are characteristic of glassy systems.
The simplest example of the situation of interest here is an Ising ferromagnet below its transition temperature in zero external field. In the thermodynamic limit, "updown" symmetry of this system is broken spontaneously; it takes an infinitely long time for, say, the "up" state to transform to the "down" state via thermal fluctuations. On the other hand, large but finite regions of "down" spins do occur in the "up" state with finite probability.
Such fluctuations should be specially long lived because they are locally indistinguishable from equilibrium states and, thus, the thermodynamic driving force which causes them to dissipate is relatively weak. If these fluctuations are statistically significant, they may make observable contributions to the long-time behavior of the spin autocorrelation function. It is this possibility that we shall examine in what follows.
The bases for our discussion are three prior investigations' in which this problem has been examined from different points of view. In each of these analyses, the Ising system described above has been studied with Glauber (nonconserving) kinetics, and an attempt has been made to evaluate the autocorrelation function C(t):
for large values of the time t. Here, S, =+1 is the Ising spin at the ith site, and the angular brackets denote a thermodynamic average for one of the equilibrium states, say, the "up" state.
Our approach is most directly related to that of Huse and Fisher. ' These authors make the intuitively appealing argutnent that the dominant contributions to C(t) at large times t must come from "down" spin which happen to be at or near the centers of large, slowly decaying droplets of the "down" state. Because the deterministic lifetime of a droplet of radius R is of order &t and the probability of appearance of such a droplet is proportional to exp( -OR" '), where d is the spatial dimensionality and 0. is a factor that contains the surface energy; thus %e now make the following more specific assumptions regarding these droplets: (1) Only a single droplet centered at the given spin site is relevant. (2) Only a spherical droplet needs to be considered. (3) Translational motion of the droplet is negligible. Given these assumptions, we write the autocorrelation function in the form
where B(RO) is the probability density that a droplet of initial radius Ro is present at time t =0, and P(Ro, t) is the probability that this droplet is still present at time t.
The dynamical fluctuations of a spherical droplet may be described by the Langevin equation
where u is (apart from a constant factor) the surface tension at the droplet boundary, I is a transport coefficient, and rt(t) is a Gaussian noise with ( rt(t ) ) =0 and
Equations (2.5) and (2.6) describe a one-dimensional random walk in a potential U(x). The random walkers are subject to a drift force -dU(x)/dx towards the origin. To complete the statement of the problem, we must impose a boundary condition at x =0, in addition to requiring p(x, t)~0 (x~~). We assume that if a droplet shrinks to size zero at some time t, it will not contribute to C(t) for t ) t'. Similarly, new droplets which appear
The reduction of noise by a factor of R'" " is due to averaging over the surface of the droplet. Equation (2.2) is valid for R ) g, where g is the correlation length. For T well below T"g is of order of the lattice constant. In Fig. 2 The larger the x, the smaller the drift force is; thus large droplets may play an important role in determining C(t). (r)) -'r, r ))}).
P(rp, r)-e o. /0)' x* of p(x,~) in Fig. 3 
