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Al~'~et- -For  the differential equations of Sobolev type we prove Picard's type existence and uniqueness 
theorem. Next, we formulate Euler's method and show that it is well defined on a particular ordering of 
the grid points. The convergence of the Euler's method is also proved. 
1. INTRODUCTION 
As early as the year 1954, Sobolev [1 ] introduced an imbedding method for solving linear Fredholm 
integral equations which leads to a new class of differential equations. This imbedding technique 
to nonlinear Fredholm integral equations was extended by Kagiwada nd Kalaba [2, 3] which gives 
rise to similar class of integro-differential equations. In a series of papers Lakshmikantham and 
his co-workers [4-6] named these type of equations as differential equations of Sobolev type. For 
such equations together with initial functions they have studied Picard and Peano type of existence 
results, extension of solutions over the entire square, comparison theorems, variation of constants 
formula and Bellman--Gronwall type of inequality. These results naturally include as a special case 
the results for ordinary differential equations [7]. 
In this paper, we shall consider the following first order differential equation of Sobolev type: 
u'(t, x) = f (t, x, u(t, x), u(x, t)), 
together with the initial function 
u(0, x) = ~(x), 
,1, 
(2) 
where ~t e C[J, R], J = [0, a], f e C [J x J x R x R, R]. In Section 2, we shall provide sufficient 
conditions o that Picard's iterative scheme for the problem (1) and (2) converges uniformly on 
J x J. We note that Picard's existence uniqueness result proved in Ref. [4] does not accommodate 
the problem (1) and (2). In fact their remark "the difficulties in considering the most general 
function F appear to be notational" appears to be misleading (for Section 2, it is not apparent, 
and for Section 3 it is not true). In Section 3, we shall formulate Euler's method for the problem 
(1) and (2) and show that it is well defined on a particular ordering of the grid points in the square 
J x J. Next, we shall prove the convergence of the Euler's method. This convergence proof requires 
a comparison result for the discrete inequalities of Sobolev type. Finally, in Section 4, we use 
Euler's method to solve several problems of Sobolev type. 
2. PICARD'S METHOD 
The initial value problem (1) and (2) is equivalent to the integral equation of Sobolev type 
fo' U(t, X) = ~(x) + f ( s ,  x, u(s, X), u(x, s)) ds. (3) 
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In this section we shall provide sufficient conditions o that the sequence {urn(t, x)} generated by 
the Picard iterative scheme 
um+l(t,x)ffio~(x)+fof(S,X,U,,(s,x),u,~(x,s))ds, m =0,  1 . . . . .  (4) 
with the given initial function u0(t, x), converges to the unique solution u*(t, x) of equation (3). 
For this, we need the following Lemma. 
Lemma 2. I [8] 
Let B be a Banach space and let r > 0, r ~ R, S(uo, r) = {u ~ B: II u - u0 II ~< r}. Let T map S(uo, r) 
into B and 
(i) 
(ii) 
Then, the 
(1) 
(2) 
(3) 
(4) 
for all u, v e S(uo, r), II Tu - Tv II ~< • II u - v II, where 0 < • < 1, 
r0=(1 _=) - i  II Tuo-uoll <~r. 
following hold: 
T has a fixed point u* in S(u0, r0); 
u* is the unique fixed point of T in S(uo, r); 
the sequence {urn}, where um+l=Tum; m=O, l  . . . .  converges to u* with 
II u* -um II ~< ~'r0,  and II u* - u~ II ~< 0c(1 -- 0c) -11[ Um -- Urn_ l l[; 
for any u ~S(u0, r0), u* = lira Tmu. 
rd  -'-~ O0 
Definition Z1 
The function f ( t ,x ,u ,v )  is said to be of Lipschitz class if for 
(t, x, u2, v2) e J x J x D, D _~ R x R, the following is satisfied: 
I f (t ,  x, ul, el) - f ( t ,  x, u2, v2)l ~< Ll lul -- u21 +/-~lvl -- v21. 
all (t, x,u~, v~), 
Definition 2.2 
A function u e [J x J, R] is called an approximate solution of equation (3) if there exist 
nonnegative constants e and 6 such that 
fo sup e-U'+~)lu(t,x)-u(O,x)- f(s,x,u(s,x),u(x,s))dsl  <<.E O~t ,x~a 
and 
sup e-u'+~)lu(O,x)-~(x)l  ~<6, 
O~t ,x~a 
where L - L~ + L2. 
The approximate solution u(t, x) can be expressed as 
Io u(t,x)=u(O,x)+ f(s,x,u(s,x),u(x,s))ds +p(t,x), 
where 
sup e-U'+X)lp(t, x)l ~< E. 
O~t ,x~a 
In what follows we shall consider the Banach space B = C[J x J, R] and for all u ~ B 
(5) 
I lul[= sup e-U'+X)Ju(t,x)l= sup e-UX+°lu(x,t)l. 
O~t ,x~a O~t ,x~a 
Theorem 2.1 
Assume that there exists an approximate solution u(t, x) of equation (3) and the function 
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f (t ,  x, u, v) is of Lipschitz class on J x J x Do, where 
Do-- {(u, v): lu - u(t, x)l ~<b, Iv -u (x ,  t)l ~<b}. 
Further, we assume that 
(6. + 6) <~ be -3aL . 
Then, the following hold: 
(1) there exists a solution u*(t, x) of equation (3) in S(u, (t + 6)e°t); 
(2) u*(t, x) is the unique solution of equation (3) in S(e, be-2~L); 
(3) the Picard sequence {u.(t, x)} generated by equation (4) with u0(t, x )= u(t, x) 
converges to u*(t, x) with 
II u* - u.  II ~< (1 - e-aL)'(~ + 6)e aL 
and 
] [u*  - -  u, ll ~< (e aL - 1)II u, .  - u . _ ,  II; 
(4) for any Uo(t,x)= u(t,x), where u e S(u,(t +6)e  aL) the iterative process (4) 
converges to u*(t, x). 
(6) 
I(Tu)(t, x) - (Tg)(t, x)l ~< 
and hence 
then 
lu(t, x)" u(t, x)l <~ be u '+ x -  z~) ~< b. 
Similarly, l u(x, t) - u(x, t)[ ~< b and hence (u(t, x), u(x, t)) ~ Do. Now, let u, v e S(u, be-'~t), then 
from equation (7) and Lipsehitz continuity, we have 
;/[Lllu(s, x) - v(s, x)l + u(x, - ds L21 $) 9(X, $)[] 
I/[L~e'+X)ll u -v  II + L2e/~X+')ll u -9  II]ds ~< 
~< L eU'+x)ds I lu -v l l  
~< (e~'+x)  - e L )  II u - 9 II 
and hence 
which gives 
II Tu - Tv  II ~< (1 - e -aL )  II u - v II. 
Thus, condition (i) of Lemma 2.1 with ot = 1 - e -at < 1 is satisfied. 
Next, from equations (5) and (7), we have 
(Tu)(t ,  x )  -- u(t, x)  = ot(x) -- u(O, x)  - -p(t ,  x )  
I (Tu)(t ,  x) - u(t, x)] ~< lot(x) - o(O, x) l  + [p(t, x)[ ,  
II Tu - -  u II ~ (~ + ~). 
Proof. Consider an operator T:C[J x J, R] ~ C[J x J, R] as follows 
f0 (Tu)(t,x)=ot(x)+ f(s,x,u(s,x),u(x,s))ds. (7) 
We shall show that this operator T on S(u, be -2"L) satisfies the conditions of l.emma 2.1. For this, 
if u E S(u, be-2"t), i.e. 
sup e-U'+X)lu(t, x) - u(t, x)l ~< be -~L, 
O~t,x~a 
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Thus, condition (ii) of Lemma 2.1 is satisfied provided 
(1 - ~)-i II Tu - ull ~< (E + 6)e aL ~< be -2~L 
which is equation (6). 
Thus, conditions of Lemma 2.1 are satisfied and conclusions (1)-(4) follow. 
Remark 2.1 
If in Theorem 2.1, b = o% i.e. Do = R 2, then u*(t, x) exists in S(u, (E + 6)eaL), but it is unique 
in R 2. Thus, in particular the initial value problem 
u'(t, x) = Li u(t, x) + L2u(x, t), u(O, x) = o~(x) (8) 
has a unique solution u*(t, x). 
We assume that the solution u*(t, x) of equation (8) can be written as 
u*(t, x) = eLl(' + x) ~b (t, x). (9) 
For this, it is necessary that 
LleL'('+x)c~(t, x) + eLfft+ x)~'(t, x) = LleZ'('+x)~(t, x) + L2eZffx+ °~b (x, t) 
and hence c~(t, x) must be the solution of the problem 
q~'(t, x) = Z2~(x , t), ~b(0, x) = e-Z'X~(x). (10) 
For equation (10), the iterative scheme (4) reduces to 
;o 4J,~+l(t,x)=e-LtXe(x)+L2 dA.(x,s)ds, re=O, 1 . . . .  , 
~b0(t, x) = e-LtX~(x). (11) 
An easy induction for equations (11) gives that 
[(n+l)/2]L2i_ 1 X i-I f t ( t __S)  i - '  
dPm(t'x)=e-qX~(x)+ ,~=, (i:f)tj0 ~i:~., e-L"~(s)ds 
t~l L ei2 ti f'~ (x - sy - '  e-LIS~(s) dS. (12) 
Thus, from equations (9) and (12) it follows that 
u.(t,x)=e_i.t(,+X)[e_t.,xot(x)+~L~i_ 1 x '-I ; / ( t - s )  i-' 
?(x-,)'- 
~.Jo ( i - - -~.  e-L"~(s)ds ' (13) 
We also note that the transformation 
L 
v(t, x) = u(t, x) 
Li + L2 
reduces the initial value problem 
v'(t, x) = Liv(t, x) + Lay(x, t) + L, v(O, x) = a(x) (14) 
into equation (8) with 
L 
~(x) ffi a(x) -~ L1 + L2" 
Hence, the solution v*(t ,  x )  of equation (14) also has an explicit representation. 
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3. EULER'S  METHOD 
In Remark 2.1 we have seen that the solution of the linear differential equations of Sobolev type 
with constant coefficients have explicit representation. However, this solution is in terms of infinite 
series which cannot be summed generally, in contrast with ordinary differential equations where 
summation is straightforward. Further, our efforts failed to find the general representation f  the 
solution of linear differential equations of Sobolev type with variable coefficients. Faced with this 
difficulty we resort to numerical methods, and in Picard's method for the each iteration we need 
to evaluate integrals which is also not very clear because the argument Urn(X, S) creates problems. 
Thus, as suggested by Sobolev [1] for a particular problem, we shall formulate Euler's method for 
the initial value problem (1) and (2). This method is well defined so that it can be implemented, 
and converges with order at most O(h). 
Let N be some positive integer and h = a/N. Set tn = nh and Xm = mh; n, m = 0, 1 . . . .  , N; then 
Euler's method for solving problem (1) and (2) is given by 
u,+l,~=u~,,~+hf(tn,x,,,u~,m, Um,~); n,m =0, 1 . . . . .  N. (15) 
First we shall show that equation (15) is well 
defined. For this, we note that u0~ to be same 
as 0t(Xm); m = 0, 1 , . . . ,  N and hence u0, m are 
known. Thus, for n = m = 0, the r.h.s, of equa- 
tion (15) is well defined and this determines ul,0. 
Having computed ul,0, we see that the r.h.s, of 
equation (15) is known for n = 0, m = 1 and 
hence ul,~ is known. From these known values 
we see that U2,o, U2,1, Ul,2, l/2,2 can be computed. 
Thus, in general U~+l,m are computed in the 
following order: u~ + L 0, un + 1, ,, • • •, un + l,n, 
Ul,n+ I ,  U2 ,n+ 1 ,  • • • , Un+ I ,n+ 1 " 
X 
26 27 28 29 30 
17 18 19 20 25 
10 11 12 16 24 
5 6 9 15 23 
2 4 8 14 22 
1 3 7 13 21 
- - * ,  t 
Next, we shall establish the convergence of Euler's method (15). For this, we need the following 
lemma. 
Lemma 3.1 
Let the function F(n, m, u, v) be defined for all 0 ~< n, m ~< N, and u, v ~ R, and nondecreasing 
in u and v. Further, let the functions ~b~,m and ~kn,, be defined for all 0 ~< n, m ~< N, and satisfy the 
inequalities 
dPn+ l,m <<. F(n, rn, dP~,,, dPm,,) 
d/~+ l,~ >~ F(n, m, ~n.m, ~b,~.~) 
Cko, m <~ ~/o,m, O<<. m <~ N. 
(16) 
(17) 
(18) 
Then, for all 0 ~< n, rn ~< N the following inequality holds: 
~n,m ~< ¢'n,m. (19) 
Proof. Since ~o, o ~< ~o. o, the nondecreasing nature of F gives 
~l,o ~< F(O, O, ~o,o, ~o,o) 
~< F(0, 0, ~Po, , ~o, o) 
Thus, the inequality (17) is true at 1. 
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Next ,  using the given inequality ~bo, ~< ~o, ~ and the above inequality ~b~,o ~< ~,o, we find 
~bl, l ~< F(0, 1, 4)o,,, 4)i,o) 
~<F(0, 1, ¢0,1, ~kl,0) 
-<~Ol,1. 
This proves inequality (17) at 2. 
The rest of the proof follows by considering the above ordering and an inductive argument, 
Theorem 3. I 
Assume that the funct ionf  (t, x, u, v) is of Lipschitz class on J x J x R x R, so that the initial 
value problem (1) and (2) has a unique solution u*(t ,x) .  Further, we assume that for all 
O~n <~N-  l,O<<.m ~ N 
t. "+1 I f ( s ,  xra, u*(S, Xm),U*(Xm, S ) ) - f ( t . ,Xm,  U*(t.,Xm),U*(Xm, tn ) ) lds=O(h l+~) ,  (20) 
where 0 < ~ ~< 1. Then, 
)u*(t., x~) - u.,ml = O(h') .  (21) 
Proof. From equation (3) and (15) it is easy to verify that 
~t 
tn  + I 
u*(tn+l,Xm)--Un+l,m=U*(tn,Xm)--Un, m+ [f(s, Xm, U*(S, Xm),U*(Xm,S)) 
n 
--f(t., Xm, U . . . .  Urn,.) + f (t., Xm, u*(t., X..), U*(X.,, t.)) 
- - f  (t., x~, u*(t.,  Xm), u*(xm, t.))] ds 
and hence 
~b.+ L., ~< (1 + hL~)(a.,~. + hL2dp,., ~ + Lh ~+at, 
where (k.,m = lu*(t . ,x. , ) - -U. ,ml,  and L is some suitable constant. 
O <~ m <~ N. 
For the function ~O.,r. defined by 
~lln, m = L e(Lt + L2)(m+n)h (m + n )h TM, 
we have ~O., m = ~' . . . .  and hence 
~O.+l,m = Le(L~+L:)(m+"+l)~(m +n + 1)h l+at 
(22) 
Obviously ~bo,,. = 0 for all 
>_ L e (Lt + L2)(,. + .)h(1 + ( LI + L2)h ) (m + n )h i + at + L h 1 + 
=(1 + hLl)~O.,,. + hL2~O,.,. + Lh ~+~. 
Further, since 
~b0,,. = Le(L) + L2),.hmh 1 + at • 0 = ~0,  m 
the inequality 08) is also satisfied. 
Thus, Lemma 3.1 is applicable and we find that 
I u*(t., Xm) -- U.,,. [ <~ Le  (L~ + L2)(m +.)h(m + n)h 1 + at <~ Le(Lt + L2)2a 2a hat = O(h~). 
Remark 3. l 
Equation (20) is not only a condition on the function f, but also on the solution u*(t, x), specially 
with respect o the argument x. In particular, if the function f ( t ,  x, u, v) also satisfies Lipschitz 
condition with respect o t and u*(t, x)  with respect o x, then it is easy to verify that 0t = 1. 
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Table I 
Problem 
N (23) (24) (25) (26) 
4 0,8927 - Ol 0.7751 - OI 0.8808 + O0 0.2617 + O0 
8 0.4318 - OI 0.3736 - OI 0.4231 + O0 0.1329 + O0 
16 0.2092 -- O! 0.1839 - OI 0.2019 + O0 0.7334 -- Ol 
32 0.1031 -- OI 0.9138 -- 02 0.9836 - OI 0.3840 - OI 
64 0.5115 -- 02 0.4553 -- 02 0.4853 -- 01 0.1964 -- 01 
128 0.2547 - 02 0.2273 - 02 0.2410 - 01 0.9928 -- 02 
4. NUMERICAL  EXAMPLES 
We use Eu ler ' s  method (15) for  the  fo l lowing  in i t ia l  va lue  prob lems:  
2t 
u'(t, x)  = -- 1 + t - - - - -~ u(x, t) 
,{  l t - -  u* ( t ,  (23) u(O,X)=l+x 2' x ) - - - ( l+t2) ( l+x  2) ; 
u'(t, x )  = -- 2t[u2(t, x )  + x2u2(x, t)] 
,{  l } 
- -  u* ( t ,  (24) u(0,  X )= l+x 2' x )=( l+t2) ( l+x  2) ; 
u ' ( t ,  x )  = - -  
2tu(x, t) 
1 +x:  
F xx / (1  + t2) 2 -- u2(t, x )  
u(O, x )  = O, {u*(t ,  x )  = (1 + t 2) s in tx}; (25) 
over  [0, 1] x [0, 1]. In  each  prob lem the braces  conta in  the i r  respect ive  so lut ions .  
In  Tab le  1 we present  IIE [[ = 
d i f ferent  cho ices  o f  N. 
(26) 
max l u ( t . , xm) -  U.,m[ for  each  o f  the  prob lems (23) - (26)  for  
O<.n,m<<.N 
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