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I. INTRODUCTION
Beyond guaranteeing safety, an autonomous robot needs to be acceptable as a partner in joint tasks. Social competencies are therefore necessary in robot systems when interacting with a human partner in order to achieve confidence, comfort and social acceptance from the human side [1] . For social competencies we considered in this work especially the robot's ability to behave in such a way that a human partner does not feel aggravated or afraid by the robot's movements and can easily infer the intentions of the robot. As a framework scenario we assume that the wider context of the robot navigation is to perform joint household activities with a human, such as setting a table or helping with the dishwasher.
Moving ahead from research on static situations, we focus on a robot navigation in the proximity of moving humans ensuring maximum comfort and legibility in dynamic situations. Legibility means that a person intuitively understands the intentions of a robot. We specifically consider situations with a small number of moving agents as they can occur in household and service environments. In such situations the position of the human and the robot as well as the goals of both agents change frequently and often unpredictably.
Socially acceptable behavior can to some extent be modeled by an explicit cost function. The Human-Aware Navigation Planner (HANP) [2] 1 , which we use as a global planner in this work, includes social constraints as cost models for robot navigation to ensure personal comfort. In this way, the robot plans paths that, for instance, avoid areas outside the human field of view and keep the robot from moving closely behind the back of the person.
In this paper we show that planning using static social costs in the form of a potential field can lead to illegible 1 Original name HAMP changed to HANP in [3] robot behavior. We develop a novel strategy which breaks with potential field assumptions and produces behavior that is similar to that observed in humans in experiments.
Our goal in this work is not to find a psychological model for human behavior, but to implement robot navigation in a way that results in a similar behavior to humans. This means that humans might have very different strategies for navigation than our robot, but the demonstrated behavior should be alike. We are also not interested in the movements of the limbs. We use a wheeled robot with a differential drive and focus on the navigation paths and speed.
In the following sections we first introduce HANP and its relation to other navigation planning approaches. After that we describe the experiment on human navigation behavior. We point out related work on navigation and on psychological studies of human locomotion in the respective sections. Then we explain our new cost model and evaluate it against the observed navigation behavior of humans.
II. NAVIGATION PLANNING
Navigation planning builds a plan to move from a current pose (x 0 , y 0 , θ 0 ) to a goal pose(x g , y g , θ g ). A general overview of classical motion planning techniques is given in [4] .
A standard way to achieve both reactive behavior and global correctness is a separation of navigation frameworks into global and local planner. The local planner updates the velocity command with a high frequency towards a shortterm goal that may not be the global goal.
A global planning process updates in less frequent intervals the short-term goal as direction in which the local planner should move next. As a simple example, a robot in a dynamic maze may have a global planner planning the global route repeatedly, while the local planner only considers the next corner of the maze to move to. Local planners for dynamic worlds are not in the focus of this paper but subject to ongoing research [5] , [6] .
Global planners typically represent the space as a set of discrete grid cells, which are build from sensor data, identifying "allowed" grid cells into which the robot footprint fits as opposed to "blocked" cells where the robot cannot be, near walls and furniture. Given such a grid, a global planner returns a sequence of waypoints to follow, one neighboring the next in the grid (see Figure 1c) , such that if the robot moves through the waypoints in sequence, it will reach the goal position without collisions. 
A. Human Awareness
In human aware navigation, humans are treated differently from other obstacles. As an example in Hansen et al. [7] , a robot approaches humans differently based on the human's activity, which is categorized by motion recognition. Gockley et al. [8] found out that a robot following a human is perceived as more comfortable when matching direction rather than matching path. These existing approaches all show how navigation for robots can take humans into account differently from generalized moving obstacles.
The human-aware navigation planner HANP that we use in this paper defines cost functions representing human discomfort based on the concept of proxemics, which was introduced by the anthropologist Edward T. Hall [9] . It is the most common attempt in robotics to describe how closely agents should be approached in different contexts to avoid discomfort. Based on his work, conceptual regions or "bubbles" around humans can intersect and cause reactions such as discomfort. The same has been shown for animals and robots [10] , [11] .
HANP finds robot paths in 2-dimensional square grids. The grid represents a map of the world with obstacles and humans. The paths are found using the A* algorithm and they have the property of having a minimal weighted sum of distance and accumulated social costs.
For a single grid cell w i and each human H = (x H , y H , θ H , v H ) represented as 2d pose (x H , y H , θ H ) with velocity v H , we define a comfort cost function ς Static . Equation 1 shows how such a cost function can be based on several different specialized functions f j , such as for visibility or safety as depicted in Figure 1 .
Following the cost function given in HANP [2, page 31] we define the comfort costs σ for a set of n present humans H = {H 1 , . . . H n } as follows:
Definition 1: The costs of a path P in the presence of humans H of length l are a weighted sum of distance costs and social costs with weights ω δ and ω σ .
HANP uses the Euclidean distance as distance measure δ . The value of ω δ and ω σ depends on the ranges of the functions f j and δ , and there is currently no formal way to determine optimal values. We used a ratio of ω δ /ω σ = 10. The path with minimal costs is assumed to be the most human-aware, acceptable path.
B. Legible Navigation Behavior
With legibility we mean behavior that is intuitively understood by humans. In navigation specifically this refers to the motions of the robot indicating a goal direction (i.e. the goal pose the robot is trying to reach) and the robot visibly acknowledging the presence and status of obstacles and humans (i.e. taking into account the human presence and motion). Legibility also implies that the robot should react quickly and appropriately to new events.
Kruse et al. [12] , [13] have proposed different strategies for plan execution to make the navigation with HANP more legible. The focus of that work was navigation in confined areas and at that time there was no comparative data of human behavior available, so that the results could only be judged from an intuitive point of view.
III. STATIC COST MODEL
All global planning methods implicitly or explicitly make assumptions about the future via their cost model. If the future turns out differently than assumed by the cost model, a path that was considered optimal may not be useful anymore. The default approach is to assume in the costs that the world will not change and to replan whenever the world state changes.
Per default HANP uses a static cost model as described in Section II-A. To evaluate the legibility of this strategy, we chose a particularly challenging case, in which the intended robot path crosses that of a moving human in a right angle. We used the physical Gazebo simulator as an evaluation environment, in which one robot with a fixed strategy (called the "interferer" as in the human-human experiment described in section IV) represents the human movement and a second robot navigates autonomously to its goal pose using HANP with the replanning strategy (see Figure 4a ). The robot we used for the intereferer as well as the autonomous robot is a B21 with a differential wheel drive. The coordinates in the experiment were chosen to match the human-human experiment described in section IV.
HANP was used as the global planner with the costs defined in [2] with a grid width ε = 15 cm. As neighbor predicate N for HANP paths we allowed all pairs of cells as shown in Figure 1c . Figure 2a shows a representative path taken by a robot in the simulation. We plotted (x, y) positions of the interferer robot and the autonomous robot in regular time intervals. Figure 2b shows the average behavior over 100 trials. The variance in Figure 2b stems from natural dithering in the process starting times and the local planner.
The robot behavior seems not very goal directed in the first part of the experiment. This is explained in Figure 3 , showing some of the plans the global planner generated by replanning. In an early stage of the conflict (Figure 3a) , the global planner finds a cheapest path moving in front of the interferer in a certain distance. As the interferer moves forward, the new navigation plans take larger detours in front of the interferer (Figure 3b ). At some point the path cost is minimized by a path around the back of the interferer (Figure 3c ). But until this path was considered as more appropriate, the robot had already started to execute the previous plans passing in front of the interferer. How long the robot moves in parallel to the interferer before the global planner finds a solution that passes behind the interferer depends on the individual velocities.
With respect to legibility, an observer is able to observe that the robot perceived a change of the human position as the robot reacts to it. However the nature of the robot movement obfuscates the robot intention of moving to a specific goal, reducing the legibility. Also the behavior does not seem very efficient.
IV. EXPERIMENT ON HUMAN NAVIGATION
In order to determine a more desirable behavior for the robot, we performed an experiment, in which two people crossed each other's path. The goal was to analyze the movement characteristics, including the path taken and the velocity at each point.
We assume that a robot that moves in a (qualitatively) similar way as humans will be accepted by humans. So if a person decides to move on a curved path in a certain situation, a robot should also choose a curved path in similar situations. We use these movement characteristics as a definition of legible navigation behavior, assuming that the intentions of a robot moving in a similar manner would be clear to a human observer.
Collision avoidance among humans was analyzed in a scenario considering two persons (an interferer and a subject) with orthogonal crossing paths. The interferer was always the same person and was instructed to ignore the subject by not looking at her/him and by trying to be the first to pass. On the other hand, the subject's task was to reach a predefined goal position. In this way, we practically induced the subjects to adapt to the interferer's trajectory in order to avoid a collision. The trajectories of the subject and interferer were recorded using a motion tracking system (IS-600 Mark 2, InterSense Inc., USA) with infrared and ultrasound signals at 150 Hz for the subject and 20-50 Hz for the interferer. Both persons were wearing a helmet with a tracking sensor on it. The size of the tracked area was 4 m × 4 m in the middle of a room of 38 m 2 (see Figure 4b) .
In the experiments participated 10 subjects (6 females and 4 males) between 25 and 43 years old. The subjects were instructed to walk to a marked point at the opposite of the room, on a direct line from their starting position. Four trials were performed.
The situation was chosen in such a way that data for interpretation of human trajectory generation and decision making could be collected. This is in contrast to other studies such as by Pacchierotti [14] who performed a user study asking subjects for feedback after having passed a robot in a real world hallway, with the intention of evaluating robot performance.
A. Results
The results showed a modification of the subjects' trajectory in terms of velocity adaptation rather than of path alteration. This velocity adaptation consisted in an initial deceleration and a subsequent acceleration within a time gap of one second, before the interferer had reached the intersection of the paths, i.e. the possible collision position (see Figure 5) .
It is noticeable that the velocity profiles show two local maxima, meaning the humans did not prefer to, or were not able to, find a trajectory that has just one acceleration and deceleration phase. For robots this means that it may not be necessary to always avoid multiple local maxima in velocity for similar situations, even if avoidance would reduce jerk.
B. Discussion
For a natural trajectory, i.e. without interferences, it can be assumed that biological motion minimizes energy (the jerk) to achieve the smoothest possible trajectory [15] .
This means that if we want to reach a spot ahead of us, we perform a straight-line path avoiding curved paths that would delay the reaching of our target. However, when a static obstacle is placed on our way, we are forced to adapt and replan our approach by changing our path. We could therefore expect a similar behavior when a moving obstacle, for instance a human, is interfering with our path.
Nonetheless, the experiment demonstrates, on the contrary, only a velocity adaptation. The path remains invariant over each repetition trial and subject. Therefore, the resulting trajectory for this case does not match with the expectations of minimum jerk behavior. Hence, it seems that humans perceive moving obstacles differently than static obstacles. This distinction has to be considered in a human aware navigation planner for robots accordingly.
V. CONTEXT-DEPENDENT COST MODEL
As shown in Section III, cost model Static fails to produce legible behavior in some dynamic situations. Based on the results of the human experiment in Section IV we tried to establish an improved cost model for dynamic situations that does not have the weaknesses of cost model Static. Temporal planning was not a viable option because in order to keep the robot's behavior legible, the robot needs to remain reactive to changes. Planning with the dimension of time threatens reactivity, therefore we try to find a cost model that avoids the scaling issues of temporal planning.
This observation led us to a new cost model that does not only define a penalty on grid cells, but reduces this penalty based on the direction this grid cell is traveled to during search. This allows for social costs to exist around humans, but to reduce these social costs to zero in specific cases.
As an example, in HANP a grid cell 50 cm close to a moving human might have a numerical penalty of 42 during search regardless of the search context. With contextual costs, the same cell could have costs 42 for a path approaching the human from the front via this cell, meaning discomfort for the human, but costs 0 for moving in the same direction as the human via this cell. Similarly a whole path does not have the same costs regardless of what direction it is traveled in. Following a human on a path going in the same direction as the human has less costs than attempting to pass through the human in the opposite direction on the same path. This intuitive relation between path and direction of motions cannot be captured in HANP nor in any other cost model with fixed costs around humans.
To this end, we introduce the concept of path compatibility. We consider the paths of two agents to be compatible if they can be followed by both agents concurrently with velocities v ≥ 0 at all times such that no deadlock occurs and both agents reach the end of their paths. Any two agents on compatible paths can reduce their planning efforts to modulation of forward speeds along the path, reducing their "cognitive effort". Based on this idea we may also say that the more any agent has to deviate from the intended path, or desired velocity to resolve deadlock, the less compatible two paths are.
We only estimate compatibility, as prediction of human motion is an unsolved problem. Research approaches to predict human motion for robotics are presented in [16] , [17] , but the approaches still have too many constraints to be generally applicable. Here we use a linear projection of the human path based on his current velocity vector.
Compatibility is just one of several factors driving path quality. We also want the robot to behave efficiently, socially compliant and legibly. As such, we do not optimize solely for compatibility, but merge compatibility as a factor in the weighted sum indicating quality of paths. Search can then still generate all paths that can be generated in HANP, but incompatible paths are less likely to be found as solutions, because more compatible paths, which have higher costs with cost model Static, will now have lower costs.
To formalize compatibility, we define a function for social costs on grid cells depending on the direction it would be reached given its predecessor cell in the path. As a consequence, the costs in each cell cannot be calculated independently of the search context.
We replace the cost function ς (H, w i ) in a grid cell for one human with a function ς (H, w i , w i−1 ) taking into account the last waypoint w i−1 on the currently planned pathP = (w 1 , . . . w i−1 , w i ). The final cost function σ (H , w i ) considering the set of n humans H is replaced accordingly with a cost function σ (H , w i , w i−1 ).
As shown in Figure 6 , we use two measures to quantify path compatibility in a waypoint. Spatial compatibility is measured by the distance d P between the waypoint and the estimated path of the human. If this distance is large enough, the human can move along his intended path without the robot being in the way. The more distant the robot is to the path, the higher the probability that the human will not need to deviate from his intended path. The second measure is the difference in heading angles α, which we call directional compatibility. The angle α is determined by the heading of the person and the heading of the robot at the potential waypoint w i given by the cell of the waypoint w i and its previous waypoint w i−1 , as shown in Figure 6 and equation (4) . We use the unit vectorsĥd 
Using the angle α and distance d P , we can define the incompatibility function φ , that calculates a number ∈ [0, 1] with which we can multiply the costs of cost model Static. We define φ such that when a path segment should not conflict with a predicted human motion, social costs do not apply. φ has three parameters to tweak what motions are considered compatible.
As shown in equation (5), for distance d P , anything below d low is considered spatially incompatible, and anything above d high is considered spatially compatible. We used d low = 1 m and d high = 2 m. For the crossing experiment, using different values did not change the behavior a lot, but in other situations it might. Similarly, angles α greater than α max are considered directionally compatible. The case ofĥd undefined relates to humans for which no direction could be calculated, e.g. standing humans.
For all incompatible value sets, a linear function is used to calculate degrees of incompatibility. As we have seen in the human-human experiment, at angles around 90 • , the subject did not deviate from the shortest path. We chose α max = 80 • , and return incompatibility zero for angles greater than this.
We modify cost model Static by replacing ς Static with ς ContextCost as seen in equation (6) .
For cost model ContextCost we also changed the original HANP neighbor predicate of Figure 1c : For all search states except those neighboring the start cell, only those neighbours were expanded whose angle from the previous grid cell was no bigger than 90 • . So the planner could not plan to turn in points at angles greater than that. This means of the 16 directions given in Figure 1c , only 10 were used. This restriction resembles the motion primitives used in [18] .
A. Evaluation of Cost Models Static and ContextCost
We performed the same evaluation experiment for cost model ContextCost as for cost model Static, and compared efficiency and behavior. We think that efficiency is one aspect of legibility. Inefficient behavior implies unnecessary actions or detours. So if an approach is very inefficient, we doubt that it would be legible. We also compare the similarity of the robot to the human behavior.
In the crossing experiment the cost model ContextCost shows the same behavior as the participants in our humanhuman experiment: The angle α between the heading of the person hd and the movement direction of the robot rd is always close to 90 • , shown in Figure 7a . A collision between both agents was prevented by speed modulation of the autonomous robot as seen in Figure 7b . Figure 8 shows the durations and distances needed to reach the goal position in the crossing scenario for the two cost models. In 100 trials, cost model ContextCost performed in a stable way despite natural dithering in the simulator. The statistics also show that efficiency was improved over the straightforward cost model allowed for the experiments, the robot would cover the same distance in 17.5 seconds.
VI. DISCUSSION
Our original goal was to make human-aware navigation more legible in dynamic situations. We have shown that costs assuming a static world cannot directly be applied to the dynamic case without loss of legibility. By using contextdependent path compatibility, we could produce both socially acceptable and legible behavior.
The robot behavior in static cases remains unchanged from cost model Static. The impact of the new cost model in other dynamic situations remains to be investigated.
We observed that taking the shortest path to the goal for crossing scenarios appears to be the preferred human approach in experiments. Yet human-aware global planning with fixed social costs cannot generate such paths. We could reproduce the human behavior of our crossing experiment with cost model ContextCost.
The robot adapted to change in human location thanks to the local planner reducing velocity. Otherwise the robot maintained a straight line legibly demonstrating its navigation goal.
VII. CONCLUSION
We have presented an interdisciplinary approach to make robot navigation in dynamic situations legible and socially acceptable for humans. We have shown that constant replanning with the planner HANP can lead to inefficient and illegible behavior.
To improve the robot behavior, we conducted a humanhuman experiment to find a socially plausible strategy to behave in such situations. We found human participants did not deviate from the straight path to the goal, and modulated their velocity to prevent collision. This behavior is a surprising discovery as the motion is not optimal with respect to jerk. A path planner with fixed social costs cannot find this path as a solution, yet we assume it to have a high degree of legibility.
Execution of the behavior on real robot is a necessary next step to estimate the influence of real-world factors on the approach.
We have presented a novel cost model ContextCost of using global planners with context-dependent social costs. We could show it to perform more efficiently and more human-like than the static cost model.
