Some distributional results are derived for subset selection from Logistic populations, differing only in their location parameter. The probability of correct selection is determined. Exact and numerical results concerning the expected subset size are presented.
Introduction
An important class of problems is concerned with selection of the best of k (~2) populations Xl. X2 ••••• Xl. These populations may be among other things treatments or production processes.
Given are k random variables Xl. X2••.
•• X h which may be sample means, associated with these populations. We assume that the distributions of these random variables differ only in their location parameter. The problem considered in this paper is to select a non-empty subset, as small as possible, such that the probability of selecting the best population in the subset is at least equal to a specified value p* (k-l < p* < 1). This so called subset selection procedure has been introduced by Gupta (1965) .
In selection problems populations with large (small) values of a certain parameter are usually considered good. We define the population with the largest of the unknown values of the k location parameters to be the best. If there are more than one contenders of the best, we suppose that one of these is appropriately tagged.
In Van der Laan (1989) some results are given concerning Bechhofer's Indifference Zone selection procedure for Logistic populations. In Han (1987) and Gupta and Han (1987) the relevant distribution theory has been solved using Edgeworth expansions. Lorentzen and McDonald (1981) considered the problem of selecting the best Logistic population using sample medians. In this paper we shall study the distribution theory for subset selection procedures, starting from Logistic populations. Using the Logistic distribution it is possible to solve analytically certain distribution problems. An interesting point is the striking resemblance between the Normal and Logistic distribution for a suitable choice of the parameters. An illustration of this resemblance can be given using results from Van der Laan (1989) . Using the subset selection rule with the model assumption of Normality, whereas the distribution used is in fact Logistic, each with variance one, the actual lower bound of the probability of correct selection has been given in the next Finally, some results concerning the expected subset size and its maximum value in a specific subspace of the parameter space are provided.
Subset selection from Logistic populations
Let X b X 2 ,··· ,X t be k(~2) independent random variables with probability densities If there are more than one contenders of the best, we suppose that one of these is appropriately tagged. We choose a non-empty subset such that the probability is at least P* (with k-1 < P* < 1) that the selected subset contains the population with the largest value of 8 by following the next selection rule:
where Xi is the observed value of Xi (i =I, 2, ... , k) and X max is the observed value of Xmax = max Xi. A correct selection CS means selection of any subset which includes the best one.
lS;iS;k
The probability of CS is equal to
where X (k) is the unknown random variable which is associated with 8[k]' Now we can write (cf.
where F (.) and f (.) are the distribution function and the density, respectively, of
The smallest value of dhas to be chosen for which 
where for c > 0 and integer m the following definition holds: Seem) = In c -i~(1-1.i and 
Expected size of the subset
Consistent with the probability requirement, we would like the size of the selected subset to be as small as possible. This size S is a random variable with possible outcomes 1,2, ... ,k. A criterion for the efficiency of the selection procedure is the expected value E (S) ofS. We have
where 0 is the parameter space consisting of all configurations of 9's. In the subset O(B), defined
.. ,k -1 and B> 0, E(S) takes on its maximum value M when
and hence
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Now we can prove the following theorem.
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Theorem 1. For Logistic populations we have for all k~2
Proof: We write where 00 
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After some elementary calculations the result of theorem I follows.
Now we consider the case d*"o (thus a *" b). For k~4 we get =_b_ {a-k + 3 (a-Ir 1 -(k-2)(a-I)-k+lS (k-3)}-
From this it follows
M=--!!:!!--k-l (--!!:!!-)kS ab (k-2)+ k-l [£-(k-2)(_a-i-1S a(k-3)-
and the result of theorem I follows.
For k =2 we get and -8- 
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and /1 can be detennined as for k =4, thus
and it can easily be seen that this result is equal to the general expression of theorem 1 for k = 3. Laan, P. van der and Putten, B. van (1989) 
