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Abstract—This paper investigates delay-dependent stability for
continuous neural networks with a time-varying delay. The paper
aims at deriving a new stability criterion considering tradeoff
between conservativeness and calculation complexity. A new
Lyapunov-Krasovskii functional (LKF) with simple augmented
terms and delay-dependent terms is constructed and its derivative
is estimated by several techniques, including free-weighting
matrix and inequality estimation methods. Then the influence of
the techniques used on the conservativeness and the complexity is
analyzed one by one. Moreover, useful guidelines for improving
criterion and future work are briefly discussed. Finally, the
advantages of the proposed criterion compared with the existing
ones are verified based on three numerical examples.
Index Terms—Delayed neural networks, delay-dependent sta-
bility, Lyapunov-Krasovskii functional, conservativeness, calcu-
lation complexity
I. INTRODUCTION
NEURAL networks have been successfully applied in im-age processing, pattern recognition, associative memory,
optimization problem, etc. [1]–[3]. Since most applications
of neural networks are closely dependent on their dynamic
behaviors, especially on stability, it is an important job to
check stability of the concerned system. During the implemen-
tation of artificial neural networks, the finite switching speed
of amplifiers and the inherent communication time between
neurons inevitably introduce time delays, which might cause
oscillation, divergence, and even instability. Therefore, the sta-
bility of the delayed neural networks (DNNs) is an important
problem and has received considerable attention. The delay-
dependent stability criteria have obtained more attention since
they are less conservative and the delays encountered in neural
networks are usually not very big.
A. Brief review of related researches
Delay-dependent criteria are usually derived via the Lya-
punov theory and have a certain degree of conservativeness,
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how to reduce the conservativeness is the main research direc-
tion in recent years. The conservativeness is usually indexed
via the acceptable delay region provided by the corresponding
criteria [65]. The conservativeness-reducing has been achieved
mainly from two phases: choosing a candidate Lyapunov-
Krasovskii functional (LKF) and estimating its derivative [47].
The research of delay-dependent stability of the DNNs is
briefly reviewed at first from those two phases.
On one hand, most of the LKFs constructed to discuss the
DNNs can be summarized as the following form:
VF (t) = VNQ(t) + VIQ(t) + VAF (t) (1)
where VNQ(t), VIQ(t), and VAF (t) are the non-integral
quadratic term, the integral quadratic term, and the activation
function based term, respectively. Obviously, the more general
form of the LKF is, the less conservativeness of the criterion
is. Thus, constructing a more general LKF is an effective
way to reduce conservativeness. The following summarizes
the researches based on the different construction of LKF (1).
(1) The non-integral quadratic term VNQ(t)
 simple form only containing current state vector [4]–[10],
[13]–[15], [21]–[30], [35]–[39], [47]–[50], [69];
 augmented form including current state vector, delayed
state vector, and integral of state vectors, etc. [11], [12],
[16]–[20], [31]–[34], [40]–[46].
(2) The integral quadratic term VIQ(t)
 based on domain of integration (the upper/lower limit of
integration): simple form using whole delay interval (e.g.R t
t d(t),
R t
t h etc.) [4]–[8], [11], [17], [24]–[36], [40]–
[46], [68]; and delay-partitioning-based form using delay
subintervals (e.g.
R t  i+1m h
t  imh
[9], [15], [19]–[23], [37]–[39],
[48]–[50], [73],
R t
t  imh [12]–[14], and
R t  i+1m d(t)
t  imd(t)
[10],
[16], [18], [47], [72]).
 based on integrand: simple form [4]–[10], [26], [27], [29],
[30], [36], [37], [40], [41], and augmented form [11]–
[25], [28], [31]–[35], [38], [39], [42]–[50], [73].
 based on multiple integration: simple form containing
single and double integral terms [4]–[9], [12]–[19], [21]–
[27], [30], [36]–[40], [45], [47]–[50]; and improved form
with triple integral [10], [11], [20], [28], [29], [32]–[35],
[43] and/or quadruple integral terms [42], [44].
(3) The activation function based term VAF (t)
 simple form without the information of the slope of
activation function [4]–[9], [11], [14]–[18], [23], [24],
[30]–[32], [39];
2 improved form containing slope information, +i ; 
 
i
[10], [13], [19]–[22], [25]–[29], [33]–[38], [41]–[49].
On the other hand, to describe the final criterion in the form
of linear matrix inequalities (LMIs), the estimation operation
is necessary during the treating of the LKF’s derivative. The
original form of the derivative can be summarized as follows:
_VF (t) = VNI(t) + VI(t) (2)
where VNI(t) and VI(t) are the sum of the non-integral terms
and the integral terms, respectively. The estimation of _VF (t)
refers to the following three key steps:
(1) Using new terms to estimate the integral terms VI(t)
 recombination method: rewriting the original integral
term to obtain related non-integral terms via adding zero-
value terms, mainly including He’s free-weighting matrix
(FWM) technique based on Newton-Leibniz formula [4]–
[7], [10], [11], [14], [18], [20], [22]–[24], [30], [32], [47],
[48] and Kwon’s FWM-based zero-value equality based
on Integration-By-Part [33], [34], [42]–[45];
 bounding method: replacing the original integral terms
directly by non-integral terms via inequalities, such as,
Jensen’s inequality [8], [12]–[17], [19], [21], [23], [26]–
[29], [33]–[39], [42]–[45], [47]–[50], Wirtinger’s inequal-
ity [41], [43], [46], [67], [73], and other inequalities [10],
[25], [29], [31], [41].
(2) Dealing with d(t) and h d(t)
 enlarging both d(t) and h  d(t) to upper bound, h [4],
[5], [8], [12], [14]–[17], [21], [26], [27], [36], [40], [50];
 using the improved FWM approach [5]–[7], [10], [11],
[20], [22]–[24], [26], [39], [47], [48];
 applying convex combination technique for d(t) and
h   d(t) included in the numerator [9], [19], [25], [26],
[28], [30]–[32], [41], [43], [47] and reciprocally convex
combination technique for d(t) and h  d(t) included in
the denominator [13], [33]–[35], [37], [38], [41]–[49];
 Injecting the d(t) and h   d(t) via defining v1 =R t
t d(t)
x(s)
d(t) ds and v2 =
R t d(t)
t h
x(s)
d(t) ds [22], [43].
(3) Adding terms via the information of activation function
 simple form considering the whole interval of the slope
[ i ; 
+
i ] [4]–[32], [34]–[42], [45]–[50]:
 slope-partitioning-based form introducing subintervals of
the slope [ i ;
 i +
+
i
2 ] [ [
 i +
+
i
2 ; 
+
i ] [33], [43], [44].
Unlike most publications, in which the researches are usual-
ly surveyed from the method-applied point of view, the above
discussion firstly summaries the background based on the key
steps of criterion-deriving. The methods are commonly devel-
oped only for single step, and some useful treatments without
specific name may be ignored, thus the above summarization
can review the background more comprehensive and systemat-
ic than the method-based review does. More importantly, both
the conservativeness and the complexity of the final criterion
are dependent on all treatments, the above summarization
gives mainly optional treatments for each step, and it helps
researchers to choose suitable treatments by simultaneously
considering the target (aim at reducing conservativeness only
or both conservativeness and complexity) and the characteristic
of different treatments.
B. Problems need more investigation
Although various techniques have been developed for dis-
cussing the DNNs, there still exists problems that require
further investigation, as summarized by the following aspects.
(1) Objective: Most researches focus on reducing conserva-
tiveness, while the calculation complexity is only considered in
a few literature, in which the ones just discuss how to avoid
too many decision variables by using inequality technique,
instead of the FWM approach, to estimate derivative of the
LKFs and choosing suitable number of delay subintervals for
delay-partition method. However, there is no result on the
consideration of tradeoff between the conservativeness and the
complexity. In fact, during the application of LMI-based crite-
ria to large-scale physical systems, the calculation complexity
is also a very important issue [55]–[59]. A criterion with too
much complexity will become useful only for small scale
numerical examples [65]. The criteria considering both the
conservativeness and the complexity need more investigation.
(2) Construction of the LKF: The recent researches
tend to use LKFs with more general form to achieve the
conservativeness-reducing, while the techniques for construct-
ing such LKFs usually increase both decision variables to be
determined and the dimension of the LMI-based conditions,
which are two key factors related to calculation complexity
[60]. For delay-partitioning-based constructing method, the
opposite relationship between the conservativeness and the
complexity can be predicted, which depends on the number of
subintervals partitioned, and two subintervals are advised and
used in recent years [9], [10], [16], [20], [22], [37], [38], [47]–
[49]. For augmentation based constructing method, however,
the relationship between the conservativeness/complexity and
the information of augmentation (which state-based vector
and how many vectors are used for augmenting) is not very
obvious. Moreover, the work [47] finds that the new LKF, de-
veloped in [27] via introducing slope information and used in
[37], [38], [48], [49], has no contribution on conservativeness-
reducing (see Section III in [47]). Thus, when the complexity
becomes an issue in consideration, the analysis of contribu-
tion for different treatments should be further investigated to
achieve conservativeness-reducing with lower calculation cost.
(3) Estimation of the LKF’s derivative: Various techniques
have been applied for this problem, and five types commonly
used are compared with each other in our previous work [47].
Recently, two new techniques, including Wirtinger’s inequality
considered as the most effective way to direct estimate single
integral terms [51] and the Kwon’s FWM-based zero-value
equality used widely in recently [33], [34], [42]–[44], have
been developed to further improve the results. The previous
work usually improves the results by using a better technique,
while it may be difficult to judge which is better for some
existing techniques [47] and there may exist drawbacks for
each technique. Then a problem arises, i.e., whether one can
use several techniques together to realize respective advantages
and also to overcome their drawbacks, while few related results
have been obtained.
(4) Evaluation the contribution of techniques: The criteria
are usually obtained by using many techniques, including the
3techniques for constructing LKF and the ones for estimating its
derivative. Most publications commonly check the advantages
of the criteria compared with the existing ones from the
combined effect of all techniques. It cannot review different
levels of contributions from each technique. However, when
the complexity is in consideration, the investigation of the
contributions of each technique is necessary in order to find
which technique can reduce the conservativeness obviously but
not introduce too much complexity.
C. Contributions of the paper
This paper further investigates the stability of continuous
DNNs and aims to find possible solutions of the problems
mentioned above. The detailed contributions of the paper are
summarized as follows:
(1) Objective: In this paper, the main attention is paid to
derive a stability criterion considering the tradeoff between the
conservativeness and the calculation complexity, since it is an
important problem for the LMI-based method [65]. Moreover,
for the complexity of criterion, beside the number of decision
variables, the dimension of the LMI-based conditions is also
taken into account during the construction of LKF, since it
is a key factor for calculation complexity and is even more
important than the number of the decision variables [60].
(2) Construction of the LKF: A new augmented LKF con-
structing method is discussed in consideration of the tradeoff
between the conservativeness and the calculation complexity.
Firstly, several parts of simple form LKF (the non-integral,
single integral, and double integral terms) are augmented via
introducing additional vectors, and two new delay-dependent
non-integral terms are introduced firstly. Secondly, the reasons
of those treatments are discussed one by one theoretically and
the contributions to reduce conservativeness are verified via
numeral examples.
(3) Estimation of the LKF’s derivative: How to estimate
the LKF’s derivative considering both the conservativeness
and the complexity via the combination of several effective
techniques is investigated. Firstly, for the estimation of single
integral term with augmented integrand, Wirtinger’s inequality
and Kwon’s zero-value equality methods are used together to
avoid the drawbacks that will be caused if only the one of
them is used. Secondly, for the treatments of double integral
terms and d(t)/hd(t) information, the combination of different
techniques is used to make the enlargement procedure and the
number of decision variables as small as possible.
(4) Evaluation the contribution of techniques: The con-
tributions of the techniques used are analyzed from theo-
ry analysis and example verification. On one hand, simple
theory analysis is carried out to show how each technique
provide contributions. On the other hand, based on three
examples, three indexes which indicate the improvements of
the conservativeness- and complexity-reducing, are calculated,
and it can be found, from the results, which technique has more
contribution and is worthy of more deeply study.
The remainder of the paper is organized as follows. Sec-
tion II gives the problem formulation and preliminary. In
section III, a new stability criterion is derived by using
several new techniques; the contributions of techniques are
analyzed one by one based on theory analysis; and some
techniques that can provide further improvements and future
work are summarized. In Section IV, three numerical examples
are considered to demonstrate the benefits of the proposed
criterion. Conclusions are given in Section V.
Notations: Throughout this paper, the superscripts T and  1
mean the transpose and the inverse of a matrix, respectively;
Rn denotes the n-dimensional Euclidean space; Rnm is the
set of all n  m real matrices; k  k refers to the Euclidean
vector norm; P > 0 ( 0) means that P is a real symmetric
and positive-definite (semi-positive-definite) matrix; diagf  g
denotes a block-diagonal matrix; symmetric term in a sym-
metric matrix is denoted by ; and SymfXg = X +XT .
II. PROBLEM FORMULATION AND PRELIMINARY
This section describes the problem to be investigated and
gives related preliminary.
A. Problem formulation
Consider the following generalized DNNs [25], [47]:
_y(t) =  Ay(t)+W0g(Wy(t))+W1g(Wy(t  d(t)))+J (3)
where y(t) = [y1(t) y2(t)    yn(t)]T is the state vector
associated with the n neutrons; g() = [g1() g2()    gn()]T
represents the neutron activation function with g(0)=0; A=
diagfa1; a2;    ; ang>0; W , W0 and W1 are the connection
weight matrices; J=[J1 J2    Jn]T is a vector representing
the bias; and d(t) is a time-varying delay satisfying
0  d(t)  h; _d(t)   (4)
The neuron activation function is assumed to be bounded and
satisfies the following condition:
 i 
gi(s1)  gi(s2)
s1   s2  
+
i ; s1 6= s2; i = 1; 2;    ; n (5)
where  i and 
+
i are known real constants.
Based on the assumption on the activation function, there
exists an equilibrium point y for the neural network, i.e., 0 =
 Ay+W0g(Wy)+W1g(Wy)+ J . Using transformation
x(t) = y(t)  y [65], one can shift the equilibrium point y
of (3) to the origin and rewrite system (3) as [30]:
_x(t) =  Ax(t) +W0f(Wx(t)) +W1f(Wx(t  d(t))) (6)
where f(:) = [f1(:) f2(:)    fn(:)]T and fi(W2ix(t)) =
gi(W2ix(t) +W2iy
)   gi(W2iy) with fi(0) = 0 and W2i
denoting the i-th row vector of the matrix W . Then,
fi(s1) fi(s2)
s1 s2 =
gi(s1 +W2iy
)  gi(s2 +W2iy)
s1 +W2iy   (s2 +W2iy)
Thus, it follows from (5) and fi(0) = 0 that [33], [34]
 i 
fi(s1)  fi(s2)
s1   s2  
+
i ; s1 6= s2 (7)
 i 
fi(s)
s
 +i ; s 6= 0 (8)
This paper aims to derive a delay-dependent stability cri-
terion of DNN (3) to determine the acceptable delay region
guaranteeing the stability of the DNN. The conservativeness
and the calculation complexity will be considered simultane-
ously during the deriving of the criterion.
4B. Preliminary
The following notations and lemmas are introduced at first
for simplifying the expression of subsequent parts:
hd(t) := h  d(t); f(t) := f(Wx(t))
xd(t) := x(t d(t)); fd(t) :=f(Wx(t d(t)))
xh(t) := x(t h); fh(t) := f(Wx(t h))
v1(t) :=
R t
t d(t)
x(s)
d(t) ds ; v2(t) :=
R t d(t)
t h
x(s)
hd(t)
ds
v3(t) :=
R t
t d(t) f(s)ds ; v4(t) :=
R t d(t)
t h f(s)ds
v5(t) := d(t)v1(t); v6(t) := hd(t)v2(t)
"1(t) := [x
T (t) fT (t)]T ; "2(t) :=[x
T (t) _xT (t)]T
"3(t) := [x
T (t)
R t
t h x
T (s)ds ]T ; "4(t) := [x
T (t) vT2 (t)]
T
1(t) :=[x
T (t) xTd (t) x
T
h (t)]
T ; 2(t) :=[f
T (t) fTd (t) f
T
h (t)]
T
3(t) := xd(t)+x(t) 2v1(t); 4(t) := xh(t)+xd(t) 2v2(t)
(t) := [T1 (t) 
T
2 (t) v
T
1 (t) v
T
2 (t)]
T
es := [ A 0 0 W0 W1 0 0 0]
e0 := [0 0 0 0 0 0 0 0]
ei := [0n(i 1)n Inn 0n(8 i)n]; i = 1; 2;    ; 8
d(t) := [x
T (t) vT2 (t) "
T
1 (t  d(t))]T ; ed0 := [0 0 0 0]
edi := [0n(i 1)n Inn 0n(4 i)n]; i = 1; 2;    ; 4
1 := diagf+1 ;    ; +n g; 2 := diagf 1 ;    ;  n g
 := diag

maxfj+1 j; j 1 jg;    ;maxfj+n j; j n jg
	
Lemma 1: (Jensen’s inequality [63], [64]) For any matrix
R 2 Rnn, R = RT > 0, scalars a < b, vector ! : [a; b] 7!
Rn such that the integration concerned are well defined, then
(b a)
Z b
a
!T (s)R!(s)ds
Z b
a
!(s)ds
T
R
Z b
a
!(s)ds

(9)
(b  a)2
2
Z b
a
Z b

!T (s)R!(s)dsd (10)

Z b
a
Z b

!(s)dsd
T
R
Z b
a
Z b

!(s)dsd

Lemma 2: (Extended Wirtinger’s inequality [51]) For any
matrix R 2 Rnn, R = RT > 0, any differentiable function
! : [a; b] 7! Rn, the following inequality holdsZ b
a
_!T(s)R _!(s)ds  1
b  a

&1
&2
T 
R 0
0 3R
 
&1
&2

(11)
where &1 = !(b)  !(a) and &2 = !(b) + !(a)  2
R b
a
!(s)
b a ds.
Lemma 3: (Reciprocally convex combination lemma [61])
For any vectors 1 and 2, symmetric matrix R, any matrix
S, and real scalar 0    1 satisfying
hR S
 R
i
 0, then the
following inequality holds,
1

T1 R1 +
1
1  
T
2 R2 

1
2
T 
R S
 R
 
1
2

(12)
III. A NEW STABILITY ANALYSIS METHOD
This section presents a new method for deriving stability
criterion from two aspects, including the LKF constructing and
its derivative estimating. Then, the influence of each technique
used on the conservativeness and the complexity is discussed
in detail, guidelines of improving criteria are summarized, and
brief discussions of techniques that can further improve results
and future work are also given.
A. Derivation of stability criterion
This part will derive a criterion based on Lyapunov theory
step by step, that is, after constructing a candidate LKF, the
asymptotical stability criterion is component of the conditions
guaranteeing the positive and the decreasing of the LKF.
Step 1: Construct a candidate LKF. Firstly, a commonly
used simple LKF candidate (before augmented) is given:
V (t) = V1(t) + V2(t) + V3(t) + V4(t) + V5(t) (13)
where
V1(t) = x
T (t) Px(t)
V2(t) =
Z t
t d(t)

xT (s) Q111x(s) + f
T (s) Q122f(s)

ds
+
Z t d(t)
t h

xT (s) Q211x(s) + f
T (s) Q222f(s)

ds
V3(t) = h
Z 0
 h
Z t
t+
_xT (s) Z _x(s)dsd
V4(t) =
Z t
t h
Z t

Z t
s
_xT (u)Q3 _x(u)dudsd
V5(t) = 2
nX
i=1
Z Wix
0

1i(
+
i s fi(s))+2i(fi(s)  i s)

ds
and P , Qi11, Qi22; i = 1; 2, Z, and Q3 are the symmetric
matrices; and i = diagfi1; i2;    ; ing; i = 1; 2 are the
symmetric diagonal matrices.
Secondly, a new LKF candidate is constructed based on
V (t). On the one hand, by using the augmented idea proposed
in [62], three parts of the above LKF are augmented as:
V1(t) = "
T
3 (t)P"3(t)
V2(t) =
Z t
t d(t)
"T1 (s)Q1"1(s)ds+
Z t d(t)
t h
"T1 (s)Q2"1(s)ds
V3(t) = h
Z 0
 h
Z t
t+
"T2 (s)Z"2(s)dsd
where P , Qi; i = 1; 2, and Z are the symmetric matrices, and
Z = Za + Zb; Za =
h
Z1 0
0 Z2
i
; Zb =
h
Z3 Z12
 Z4
i
(14)
On the other hand, based on the idea of [52]–[54], two time-
varying delay dependent terms are introduced:
V6(t) = d(t)x
T (t)P1x(t) + hd(t)"
T
4 (t)P2"4(t) (15)
where P12Rnn and P22R2n2n are symmetric matrices.
Finally, the following augmented LKF will be applied:
V (t) = V1(t) + V2(t) + V3(t) + V4(t) + V5(t) + V6(t)(16)
Step 2: Summarize the conditions to guarantee the positive
of the LKF. The candidate LKF will be positive via letting
each term of the LKF be positive, i.e.,
P > 0; Pi > 0; i > 0; i = 1; 2 (17)
Qj > 0; j = 1; 2; 3; Z =
h
Z1 + Z3 Z12
 Z2 + Z4
i
> 0 (18)
5That is, for a sufficient scalar 1 > 0
(17); (18)) V (t)  1jjx(t)jj2 (19)
Step 3: Derive the conditions for the negative of the LKF
derivative. Firstly, differentiating V (t) considering (6) yields
_V (t) = _V1(t) + _V2(t) + _V3(t) + _V4(t) + _V5(t) + _V6(t)(20)
where
_V1(t) = 2"
T
3 (t)P _"3(t)
= 2
h
x(t)
d(t)v1(t) + hd(t)v2(t)
iT
P
h
_x(t)
x(t)  xh(t)
i
_V2(t) = "
T
1 (t)Q1"1(t) "T1 (t h)Q2"1(t h)
+[1  _d(t)]"T1 (t  d(t))[Q2  Q1]"1(t  d(t))
_V3(t) = "
T
2 (t)[h
2Z]"2(t)  h
Z t
t h
"T2 (s)Z"2(s)ds
= "T2 (t)[h
2Z]"2(t)  h
Z t
t h
"T2 (s)(Za + Zb)"2(s)ds
_V4(t) =
h2
2
_xT (t)Q3 _x(t) 
Z t
t h
Z t

_xT (s)Q3 _x(s)dsd
=
h2
2
_xT (t)Q3 _x(t) 
Z t
t d(t)
Z t

_xT (s)Q3 _x(s)dsd
 
Z t d(t)
t h
Z t d(t)

_xT (s)Q3 _x(s)dsd
 hd(t)
Z t
t d(t)
_xT (s)Q3 _x(s)ds
_V5(t) =2

[1Wx(t) f(t)]T1+[f(t) 2Wx(t)]T2
	
W _x(t)
_V6(t) = _d(t)x
T (t)P1x(t) + 2d(t)x
T (t)P1 _x(t)
  _d(t)"T4 (t)P2"4(t) + 2hd(t)
h x(t)
v2(t)
iT
P2
h _x(t)
_v2(t)
i
= _d(t)

xT(t)P1x(t) "T4 (t)P2"4(t)

+2d(t)xT(t)P1 _x(t)
+2hd(t)

x(t)
v2(t)
T
P2
"
_x(t)
(1  _d(t))xd(t) xh(t)+ _d(t)v2(t)
hd(t)
#
Secondly, combining similar terms and estimating them. For
estimating the _V (t), the following conditions are assumed:
Zi > 0; i = 1; 2; Q3  0; 1 =
h
Z2 S1
 Z2
i
 0 (21)
i+1 =
h
hZ3 hZ12 +Ri
 hZ4
i
> 0; i = 1; 2 (22)
4 =
h
Z2 + Z4 S2
 Z2 + Z4
i
> 0 (23)
where Si; i = 1; 2 are any n n matrices. Three methods are
applied to estimate three single integral terms in _V (t). For the
Za-dependent term, using (21) and Lemmas 1-3 yields
 h
Z t
t h
"T2 (s)Za"2(s)ds
=  h
Z t
t d(t)
xT (s)Z1x(s)ds  h
Z t d(t)
t h
xT (s)Z1x(s)ds
 h
Z t
t d(t)
_xT (s)Z2 _x(s)ds  h
Z t d(t)
t h
_xT (s)Z2 _x(s)ds
  d(t)vT1 (t)[hZ1]v1(t)  hd(t)vT2 (t)[hZ1]v2(t)
  h
d(t)

x(t) xd(t)
3(t)
T
Z2 0
0 3Z2

x(t) xd(t)
3(t)

  h
hd(t)

xd(t)  xh(t)
4(t)
T 
Z2 0
0 3Z2
 
xd(t)  xh(t)
4(t)

(24)
  d(t)vT1 (t)[hZ1]v1(t) hd(t)vT2 (t)[hZ1]v2(t)
  h
d(t)
(x(t) xd(t))TZ2(x(t) xd(t)) 3

3(t)
4(t)
T
1

3(t)
4(t)

  h
hd(t)
(xd(t)  xh(t))TZ2(xd(t)  xh(t)) (25)
For Zb-dependent term, the following FWM-based zero-value
term is defined based on Integration-By-Part [33], [34]:
0=xT (t)R1x(t) xTd (t)R1xd(t) 2
Z t
t d(t)
xT (s)R1 _x(s)ds(26)
+xTd (t)R2xd(t) xTh (t)R2xh(t) 2
Z t d(t)
t h
xT (s)R2 _x(s)ds
where Ri; i = 1; 2 are the n  n symmetric matrices. Then,
adding it into the Zb-dependent term in _V3(t) yields
 h
Z t
t h
"T2 (s)Zb"2(s)ds (27)
= xT (t)R1x(t)+x
T
d (t)(R2  R1)xd(t)  xTh (t)R2xh(t)
 
Z t
t d(t)
"T2 (s)2"2(s)ds 
Z t d(t)
t h
"T2 (s)3"2(s)ds
where i; i = 2; 3 are defined in (22). Then, based on (22),
using Lemma 1 to estimate 2- and 3-dependent terms yields
 
Z t
t d(t)
"T2 (s)2"2(s)ds 
Z t d(t)
t h
"T2 (s)3"2(s)ds
   1
d(t)

d(t)v1(t)
x(t)  xd(t)
T
2

d(t)v1(t)
x(t)  xd(t)

  1
hd(t)

hd(t)v2(t)
xd(t)  xh(t)
T
3

hd(t)v2(t)
xd(t)  xh(t)

=  d(t)vT1 (t)(hZ3)v1(t) 2vT1 (t)[hZ12+R1](x(t) xd(t))
 hd(t)vT2(t)(hZ3)v2(t) 2vT2(t)[hZ12+R2](xd(t) xh(t))
  h
d(t)
(x(t) xd(t))TZ4(x(t) xd(t))
  h
hd(t)
(xd(t) xh(t))TZ4(xd(t) xh(t)) (28)
Based on the (23) and Lemma 3, the sum of the hd(t) - and
h
hd(t)
-dependent terms in (25) and (28) can be estimated as:
 

x(t) xd(t)
xd(t) xh(t)
T
4

x(t) xd(t)
xd(t) xh(t)

(29)
For Q3-dependent single integral term, using
 hd(t)
d(t)   hd(t)h
and Lemma 2 yields
 hd(t)
Z t
t d(t)
_xT (s)Q3 _x(s)ds (30)
  hd(t)
h

x(t)  xd(t)
3(t)
T
Q3 0
0 3Q3

x(t)  xd(t)
3(t)

(31)
6Based on (21), using Lemma 1 to estimate two double integral
terms in _V4(t) yields
 
Z t
t d(t)
Z t

_xT (s)Q3 _x(s)dsd 
Z t d(t)
t h
Z t d(t)

_xT (s)Q3 _x(s)dsd
   2
d2(t)
Z t
t d(t)
Z t

_xT (s)dsd Q3
Z t
t d(t)
Z t

_x(s)dsd
  2
h2d(t)
Z t d(t)
t h
Z t d(t)

_xT (s)dsdQ3
Z t d(t)
t h
Z t d(t)

_x(s)dsd
=   [x(t) v1(t)]T (2Q3) [x(t) v1(t)]
  [xd(t) v2(t)]T (2Q3) [xd(t) v2(t)] (32)
The _d(t)-dependent terms in _V (t) can be combined and
estimated as follows:
_d(t)Td (t)5d(t)  Td (t)5d(t)
where
5 =

ed3
ed4
T
(Q1  Q2)

ed3
ed4

+ eTd1P1ed1  

ed1
ed2
T
P2

ed1
ed2

 Sym
(
ed1
ed2
T
P2

ed0
ed3   ed2
)
> 0 (33)
Thirdly, by taking into account the assumption of the
activation function, (7) and (8), the following inequalities hold:
hi(s) :=2 [3Wx(s) f(s)]T Hi [f(s) 2Wx(s)]0
ui(s1; s2) :=2 [3W (x(s1)  x(s2)) (f(s1)  f(s2))]T Ui
 [(f(s1)  f(s2)) 2W (x(s1)  x(s2))]0
where
Hi = diagfh1i; h2i;    ; hnig  0; i = 1; 2; 3 (34)
Uj = diagfu1j ; u2j ;    ; unjg  0; j = 1; 2; 3 (35)
Thus, the following inequalities hold:
h1(t)+h2(t d(t))+h3(t h)  0 (36)
u1(t; t d(t))+u2(t d(t); t h)+u3(t; t h)  0 (37)
Fourthly, using (20), (25)-(33), (36), and (37) and combin-
ing the d(t)- and hd(t)-dependent terms yield
_V (t)  T (t) (d(t))(t) (38)
where
 (d(t)) = 0 + 1 + d(t)2 + hd(t)3
0 = Sym
(
e1
e0
T
P

es
e1   e3

+

e1
e8
T
P2

e0
e2   e3
)
+

e1
e4
T
Q1

e1
e4

 

e3
e6
T
Q2

e3
e6

+

e2
e5
T
(Q2  Q1)

e2
e5

+

e1
es
T
(h2Z)

e1
es

+ eTs
h2Q3
2

es
+Sym

[(1We1 e4)T1+(e4 2We1)T2]Wes
	
 3

e1 + e2   2e7
e2 + e3   2e8
T
1

e1 + e2   2e7
e2 + e3   2e8

+eT1 R1e1 + e
T
2 (R2  R1)e2   eT3 R2e3
 

e1   e2
e2   e3
T
4

e1   e2
e2   e3

 2(e1 e7)TQ3(e1 e7)  2(e2 e8)TQ3(e2 e8)
 Sym
(
2X
i=1
eTi+6(hZ12 +Ri)(ei   ei+1)
)
+
3X
i=1
Sym

(1ei  ei+3)THi(ei+3 2ei)
	
+
2X
i=1
Sym

[1(ei   ei+1) (ei+3   ei+4)]TUi
[(ei+3   ei+4) 2(ei   ei+1)]g
+Sym

[1(e1   e3) (e4   e6)]TU3
[(e4   e6) 2(e1   e3)]g
1 =
h
e2
e5
iT
(Q1  Q2)
h
e2
e5
i
+ eT1P1e1  
h
e1
e8
iT
P2
h
e1
e8
i
 Sym
h
e1
e8
iT
P2
h
e0
e2   e8
i
2 = Sym
h e0
e7
iT
P
h es
e1 e3
i
+eT1 P1es

 heT7 (Z1 + Z3)e7
3 = Sym
h e0
e8
iT
P
h es
e1 e3
i
+
he1
e8
iT
P2
h es
e0
i
 heT8 (Z1+Z3)e8
  1
h
h
e2   e1
e1 + e2   2e7
iThQ3 0
0 3Q3
ih
e2   e1
e1 + e2   2e7
i
Finally, by using convex combination and following the
treatment in [47], the _V (t) is negative if the follows hold:
6 :=   (d(t))jd(t)=0 =   (0) > 0 (39)
7 :=   (d(t))jd(t)=h =   (h) > 0 (40)
Therefore, summarize the required conditions of Step 3 yields
(21) (23); (33) (35); (39); (40)) _V (t)< 2jjx(t)jj2; 2>0
(41)
Step 4: Summarize the stability criterion. Based on the
above discussions, the following theorem can be summarized
by combining conditions (19) and (41):
Theorem 1: For given scalars h and , if there exist nn
symmetric matrices Zi; i = 1; 2; 3; 4; Q3; P1; R1; R2; 2n 2n
symmetric matrices P , P2, Q1; Q2; n  n diagonal matrices
1;2, Uj , Hj ; j = 1; 2; 3; and n  n matrices Z12, S1; S2,
such that the following LMIs hold
P > 0;Z =

Z1 + Z3 Z12
 Z2 + Z4

> 0 (42)
Pi > 0; Zi  0; i  0; i = 1; 2; Qj  0; j = 1; 2; 3(43)
Uk  0;Hk  0; k = 1; 2; 3 (44)
l > 0; l = 1; 2;    ; 7
where 1 is given in (21), 2 and 3 are given in (22),
4 is given in (23), 5 is given in (33), i; i = 6; 7 are
given in (39) and (40), respectively, then DNN (3) with time
delay satisfying (4) and activation function satisfying (5) is
asymptotically stable.
B. Discussions on the techniques used for criterion-deriving
This subsection gives some discussions on the techniques,
whose influence on the conservativeness and the complexity
is analyzed in detail.
7(1) From the LKF-constructing point of view: Unlike the
work of [12]–[16], [18]–[23], [37]–[39], [47]–[50], this pa-
per does not follow the delay-partitioning idea to construct
LKF, since the relationship between the conservativeness and
the complexity can be easily predicted and two subintervals
are advised in recent years [9], [10], [16], [20], [22], [37],
[38], [47]–[49]. Meanwhile, the recent researches based on
augmenting LKFs [16]–[20], [31]–[34], [40]–[45] just simply
increase the complexity of the LKFs via lots of vectors,
which greatly increases the calculation time due to too many
decision matrices introduced. The main techniques of LKF-
constructing in this paper, which are concerned with both the
conservativeness and the complexity, are listed as follows:
 Technique 1.1: augmenting the original non-integral ter-
m, V1(t), in (13) by introducing new vector
R t
t h x(s)ds;
 Technique 1.2: augmenting the original double integral
term, V3(t), in (13) by adding vector x(s), especially the
introduction of the Z12-dependent cross term;
 Technique 1.3: introducing the delay-dependent terms,
V6(t), based on the idea of [52]–[54].
The advantages of techniques related are analyzed as follows:
Firstly, the advantage of Technique 1.1 is analyzed from
LMIs (39) and (40). The feasibility of those LMIs is dependent
on the cross terms existing in T (t) (d(t))(t), i.e.,
T (t)eTi Xij(d(t))ej(t); i; j 2 f1; 2;    ; 8g (45)
where Xij(d(t)) is the related matrix for cross terms, which
consists of matrices to be determined and the system matrices.
It is clear that the feasibility of the LMIs will be increased if
all possible cross terms exist, i.e.
Xij(d(t)) 6= 0; 8i; j 2 f1; 2;    ; 8g (46)
When Technique 1.1 is not used (i.e., P = diagf P ; 0g), all
existing cross terms are summarized as follows:
Xij(d(t)) 6= 0 when
8<: i = 1; 2; 3 j = 1; 2;    ; 8;i = 4; 5; 6 j = 1; 2;    ; 6;
i = 7; 8 j = 1; 2; 3; 7; 8
When Technique 1.1 is used, the connection between v1;2(t)
and _x(t) is constructed, which leads to the cross term
vTi (t)P22 _x(t), and due to _x(t) including f(t) and fd(t), thus
the following new cross terms are obtained:
T (t)eTi Xij(d(t))ej(t) 6= 0 when

i = 4;5 j = 7; 8;
i = 7; 8 j = 4;5
The new cross terms introduced by the usage of Technique 1.1
provide more freedom and help to reduce the conservativeness.
To verify its contribution clearly, the criterion for the case
without such technique is given as follows:
Corollary 1: The stability criterion obtained from Theo-
rem 1 by setting P = diagf P ; 0g.
Remark 1: In the existing literature using augmented LKF-
s [17]–[20], [32]–[34], [40]–[45], the simple non-integral term
in V1(t) is usually augmented by simply introducing lots of
state-based vectors, which greatly increases the number of
decision variables and the dimension of the obtained LMI-
based condition (The usage of x(t d(t)) and x(t h) introduces
_x(t d(t)) and _x(t h) into (t) in (38), thus the dimension of
 (d(t)) will increase). As a result, the calculation complexity
will be greatly increased. Since the complexity should be con-
sidered, this paper provides a guideline to augmented this term,
i.e., checking the status of cross terms existing in LMI-based
conditions and introducing necessary augmented vectors. In
fact, this guideline can be used to explain the contribution
of the (37), which is firstly developed in [34] and is helpful
to reduce conservativeness, which is shown from comparison
of Theorems 1 and 2 in [34]. It is easy to find that the
(37) introduces the cross terms T (t)eTi Xij(d(t))ej(t); i =
1; 2; 4; 5; j = 6; i = 2; j = 4; i = 3; j = 4; 5, which do not
appear if (37) is not used.
Secondly, the advantage of Technique 1.2 is analyzed based
on LMI (22), i.e., 2;3 > 0. If Technique 1.2 is not used, then
there is no Z12-dependent cross term, i.e., Zb = diagfZ3; Z4g.
Thus, the conditions i > 0; i = 2; 3 will reduce to
i =
hhZ3 Ri 1
 hZ4
i
> 0; i = 2; 3 (47)
The non-diagonal blocks of i and i are respectively
i : Ri 1; i = 2; 3 (48)
i : hZ12 +Ri 1; i = 2; 3 (49)
Obviously, the former is required to be strict symmetric to
guarantee the holding of (26), while the later can be non-
symmetric. That is to say, the usage of Technique 1.2 relaxes
the constraint condition. To simplify the verification of this
technique, the following corollary is given.
Corollary 2: The stability criterion obtained from Theo-
rem 1 by setting Z12 = 0.
Remark 2: In [33], [34], there are some LMI conditions
that require the non-diagonal terms be symmetrical, thus the
results are more conservativeness. In fact, the above analysis
gives another guideline to construct LKFs, namely, checking
the constraint of the each location in LMI-based conditions and
augmenting suitable quadratic terms to relax the constraint.
Thirdly, the advantage of Technique 1.3 is analyzed from
the point of view of the matrix in the non-integral terms in
the LKF. When Technique 1.3 is not applied, all non-integral
terms in LKF are given as
V1(t) = "
T
3 (t)P"3(t) =
"
x(t)
v1(t)
v2(t)
#T
P^
"
x(t)
v1(t)
v2(t)
#
(50)
where
P^ =
24P11 d(t)P12 hd(t)P12 d2(t)P22 hd(t)d(t)P22
  h2d(t)P22
35 ; P = P11 P12 P22

When the delay-dependent terms V6(t) is introduced via
Technique 1.3, all non-integral terms in LKF become as
V1(t) + V6(t) =
"
x(t)
v1(t)
v2(t)
#T
P
"
x(t)
v1(t)
v2(t)
#
(51)
where
P =P^+
24d(t)P1+hd(t)P211 0 hd(t)P212 0 0
  hd(t)P222
35; P2=P211 P212 P222

8It can be found, from the comparison of P and P^ , that P has
more general form than P^ does since the constraint of some
locations is relaxed, such as location (1,1), P11 = d(t)P11h +
hd(t)
P11
h in P^ is relaxed by d(t)
P11+hP1
h + hd(t)
P11+hP211
h
in P , which will lead to the cross terms in obtained criterion
with more general form. To simplify the verification of this
technique, the following corollary is given.
Corollary 3: The stability criterion obtained from Theo-
rem 1 by setting Pi = 0; i = 1; 2.
Remark 3: Compared with the similar quadratic terms
used in [66], V7(t) = T1 (t)(d(t)P1 + hd(t)P2)1(t), which
is developed mainly for reducing conservativeness, the V6(t)
is improved in consideration of both the complexity and the
conservativeness. Firstly, the vectors x(t  d(t)) and x(t  h)
are excluded to avoid increasing the dimension of the LMI
conditions, as mentioned in Remark 1; Secondly, the P2-
dependent term is included the v2(t), the usage of which
does not increase the dimension of the LMI conditions and
provides many new across terms, T (t)eTi Xij(d(t))ej(t); i =
1; 2;    ; 5; j = 8; In order to avoiding the difficulty in dealing
with the _d(t)-dependent terms, the P1-dependent term of V6(t)
is just chose as single form, instead of an augmented form
similar to the P2-dependent term. In addition, the V6(t) is
more general than the similar one used in [31], which can
only lead to the P1-dependent term.
(2) From the estimation of LKF’s derivative point of view:
This part analyzes the techniques used for estimating the
derivative of the LKF, including two techniques for single
integral terms, a new way for triple integral term, and four
techniques for treating d(t) and h d(t).
Firstly, the single integral term (Z-dependent term) is treat-
ed by applying two techniques, shown as follows:
 Technique 2.1: applying Jensen’s and Wirtinger’s in-
equalities to evaluate the Za-dependent term;
 Technique 2.2: introducing Kwon’s FWM-based zero
equality to treat the Zb-dependent term.
As mentioned in Section I, two types of methods have been
proposed for treating single integral terms. The one is the
inequality-based bounding technique. The other is the recom-
bination technique based on FWM, including He’s and Kwon’s
zero-value equalities, i.e.,
He0s : 0 = T1 (t)
(N)1(t) + 2
Z b
a
T2 (t)N _x(s)ds (52)
Kwon0s : 0 = T3 (t)
(R)3(t) + 2
Z b
a
xT (s)R _x(s)ds(53)
He’s zero-value equality is developed based on Newton-
Leibniz formula, and the problem is that the optimal dimension
of N is difficult to determine [47]; while the Kwon’s zero-
value equality is presented based on the Integration-By-Parts,
and its drawback is that the symmetric requirement of the
R is too strict. Theorem 1 uses both Wirtinger’s inequality
and Kwon’s zero-value equality, and such treatment avoids
their drawbacks. Specifically, Z-dependent term is divided
into two parts, Za- and Zb-dependent terms. On one hand,
due to the separating of Z12-dependent cross term from Za-
dependent term, it can be estimated via both Jensen’s and
Wirtinger’s inequalities. On the other hand, due to the existing
of Z12-dependent cross term in Zb-dependent term, the strict
constraint condition in (47) caused by symmetric requirement
of the R, is relaxed (see the analysis for Corollary 2). To verify
the contribution of those two techniques, the criteria obtained
only using the one of them are given. The criterion only using
Technique 2.1 can be obtained by letting Zb = 0; R1;2 = 0;
and the criterion only using Technique 2.2 can be obtained by
letting Za = 0; S1 = 0.
Corollary 4: The stability criterion obtained from Theo-
rem 1 by setting Z3;4 = 0; Z12 = 0; R1;2 = 0.
Corollary 5: The stability criterion obtained from Theo-
rem 1 by setting Zi = 0; i = 1; 2; S1 = 0.
Remark 4: Recently, the double integral term in the form
of V3(t)=h
R 0
 h
R t
t+
"T2 (s)Z"2(s)dsd is usually introduced
into an augmented LKF [16], [28], [31], [32], [34], and
Wirtinger’s inequality is known as the most effective technique
for estimating single integral term, h
R t
t h _x
T (s)Z22 _x(s)ds,
[51]. However, the integral term, h
R t
t h "
T
2 (s)Z"2(s)ds, in
_V3(t) is difficultly estimated directly by using Wirtinger’s
inequality due to the existing of xT (s)Z12 _x(s). In order to
overcome this problem, this paper divides Z into two parts,
Za and Zb. Then, non-diagonal matrix, Z12, can be treated
using Kwon’s FWM-based equality method, and the diagonal
matrices, Z11 =Z1+Z3 and Z22 =Z2+Z4, are respectively
treated by using inequality bounding and Kwon’s FWM-based
equality methods (The optimal separation of Z11; Z22 can be
achieved since the optimal values of Zi; i = 1; 2; 3; 4 can be
found via LMI).
Secondly, for the double integral term (Q3-dependent term),
two types of methods have been used in the recent researches:
 Non-partition/one-step-enlargement method [10], [20],
[29], [32]–[34], [44], non-partition means the domain
of integration is [t   h; t], and one-step enlargement
means only one time enlargement is carried out, i.e., Q3-
dependent term is treated by
 
Z t
t h
Z t

_xT (s)Q3 _x(s)dsd (54)
   2
h2
Z t
t h
Z t

_xT (s)dsd Q3
Z t
t h
Z t

_x(s)dsd
 One-partition/two-step-enlargement method [28], [35],
one partition means the domain of integration is
[ h; d(t)][[ d(t); 0], and two-step enlargement means
just two times enlargement are carried out, i.e., Q3-
dependent term is treated by
 
Z t
t h
Z t

_xT (s)Q3 _x(s)dsd
= 
Z 0
 d(t)
Z t
t+u
_xT (s)Q3 _x(s)dsdu 
Z  d(t)
 h
Z t
t+u
_xT (s)Q3 _x(s)dsdu
   2
d2(t)
Z 0
 d(t)
Z t
t+u
_xT (s)dsdu Q3
Z 0
 d(t)
Z t
t+u
_x(s)dsdu
  2
h2 d2(t)
Z  d(t)
 h
Z t
t+u
_xT (s)dsdu Q3
Z  d(t)
 h
Z t
t+u
_x(s)dsdu
  2
h2
" R 0
 d(t)
R t
t+
_x(s)dsdR  d(t)
 h
R t
t+
_x(s)dsd
#T
Q3 S0
 Q3
" R 0
 d(t)
R t
t+
_x(s)dsdR  d(t)
 h
R t
t+
_x(s)dsd
#
:
9where S0 is any n  n matrix. Obviously, the for-
mer does not consider the information of d(t), and the
later requires multi-step enlargement. Moreover, both of
them lead to d2(t)-dependent terms due to existing ofR 0
 d(t)
R t
t+
_xT (s)dsdQ3
R 0
 d(t)
R t
t+
_x(s)dsd. In this paper,
Q3-dependent term is divided into three parts via considering
the d(t), each of which needs one step enlargement (see
(30) and (32)), i.e., it is a one-partition/one-step-enlargement
method.
Thirdly, four techniques are used to treat the d(t) and hd(t)
in the deriving procedure, summarized as follows:
 In (25) and (29): Lemma 3 is used to deal with the d(t)-
and hd(t)-dependent terms, which only introduces two
n n matrices S1 and S2, less than the FWM approach
does [6], [7], [11], [24];
 In (30),  hd(t)d(t) is enlarged into  hd(t)h ;
 In (32): The d(t) and h   d(t) are separated from the
matrix to be determined (Q3) and injected into vi(t); i =
1; 2, and this technique is simpler and more effective than
methods requiring enlargement;
 In (39) and (40): The related terms are treated by the
convex combination technique to avoid the enlargement
and the introducing of the extra matrix.
C. Some guidelines for criterion-deriving
This subsection summarizes simple guidelines to derive
more effective criterion from different considerations. Assume
the derivative of the simple LKF, V (t), can be estimated as
_V (t) < #T0 (t)0(d(t))#0(t) (55)
where #0(t) is state-based vector, for DNN (3), vectors 1(t)
and 2(t), which must appear in _V 2(t), are basic components
of #0(t), and the usage of the Wirtinger’s inequality, currently
the most effective bounding technique, must lead to v1(t) and
v2(t). Therefore, the #0(t) with the lowest dimension should
be (t) as used in this paper. Clearly, the final stability criterion
requires 0(d(t)) < 0, and the conservativeness-reducing is
mainly achieved by making it more relaxable.
1) Only considering the conservativeness: based on the
existing literature and the discussion in this paper, the possible
ways that can reduce conservativeness are summarized as
follows:
 Ways well-studied: Constructing LKFs with more general
forms, and estimating the LKF’s derivative with less
enlargement.
 ways summarized in this paper: Introducing absent cross
terms into LMI conditions (Technique 1.1), and weaken-
ing the constraint of matrices in LMI conditions (Tech-
nique 1.2).
By applying those treatments, the (55) will be replaced by
_Vd=a(t)

#0(t)
#1(t)
T
0(d(t)) 0
0 0

+1(d(t))

#0(t)
#1(t)

(56)
where #1(t) is caused by the delay-partition terms (for exam-
ple x(t   h=2) etc.) and the augmented terms (for example,
x(t d(t)) and x(t h) etc.) By adding 1(d(t)), the original
condition 0(d(t)) < 0 may be relaxed so as to achieve the
conservativeness-reducing.
2) Considering both the conservativeness and the complex-
ity: in this paper, a useful guideline to derive criterion for this
case is summarized as follows:
 Avoiding the extending of the #0(t) as much as possible
during LKF-constructing and its derivative estimating;
 Introducing new cross terms that are less constraint and/or
that are absent in original condition, 0(d(t)) < 0.
Then the (55) will be replaced by
_Vp(t)  #T0 (t) [0(d(t)) + 2(d(t))]#0(t) (57)
where 2(d(t)) is added to relax condition 0(d(t)) < 0 and
reduce the conservativeness.
D. Techniques for further improvement and future work
This paper has further investigated some problems men-
tioned in our previous publication [47], including investigation
of an effective augmented LKF and discussion the combination
effect of different methods during estimating the derivative of
LKF, and has given a new stability criterion (Theorem 1).
By considering the tradeoff between the conservativeness
and the complexity, many techniques, which are reviewed in
Section I and benefit to conservativeness-reducing, have not
been applied during the deriving of the criterion. When the
researchers pay more attention to the conservativeness than to
the complexity, many techniques can be applied to achieve this
aim and some of them are listed as follows:
1) From the LKF point of view: Constructing more general
LKFs, such as augmented LKFs, delay-partition-based LKFs,
and LKFs with more multiple integral terms and/or activation
function information.
2) From the LKF estimation point of view: Relaxing the
positive conditions of the LKF by requiring the sum of all or
some terms, instead of each term, together be positive [71].
3) From the LKF’s derivative estimation point of view: Di-
viding the activation function into several subintervals similar
to the delay-partition method [33], [34] (Note that the usage
of this technique in some existing literature is unsuitable, see
Remark 5 for detail). Choosing different 1 and 2 during
the usage of Lemma 3, for example, the hd(t) - and
h
hd(t)
-
dependent terms in (24) can be estimated directly via setting
1 =
h
x(t) xd(t)
3(t)
i
and 2 =
h
xd(t) xh(t)
4(t)
i
, but not
estimated after being divided.
4) From the requirement of LMI-based conditions point
of view: Introducing cross terms with less constraint to
provide more free connections among different state-based
vectors, for example, it can be found, from the discussion
of Technique 1.1, that there still does not exist connection
between fh(t) and vi(t); i = 1; 2, and it also can be found,
from the deriving of Theorem 1, that the cross terms among
f(t), fd(t), and fh(t) are only introduced in (37), where the
related matrices Ui; i = 1; 2; 3 are required to be diagonal
and symmetric. Thus, introducing new cross terms with more
freedom on those connections may be helpful.
Remark 5: A new treatment that activation function parti-
tion is assumed to belong to two parts has been developed in
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[33], [34]. Specifically, the activation function is divided into
two subintervals, i.e.,  i  fi(s)s 
+i +
 
i
2 and
+i +
 
i
2 
fi(s)
s  +i , then two cases are respectively discussed during
the estimation of the derivative of LKF. However, it seems that
such treatment is unsuitable. Since different elements of the
activation function may belong to different subintervals, name-
ly, when the one of element, fi(s), belongs to

 i ;
+i +
 
i
2

,
the other n   1 elements, fj(s); j 6= i, may be bounded by
 j ;
+j +
 
j
2

or
+j + j
2 ; 
+
j

, thus it is n2 cases, but not two
cases, that should be discussed.
Beside the above technique improvement that can be fur-
ther investigated, there are other issues related to application
extension that can be further studied, for example,
 This paper only considers the cast that the time-varying
delay satisfies (4), how to derive the further results for the
case that lower and upper bounds of _d(t) are all available
and the case that the lower bound of d(t) is non-zero will
be investigated.
 Other problems, such as robust stability, exponential
stability, synchronization, etc., can be investigated by
using the techniques proposed.
IV. NUMERICAL EXAMPLES
In this section, the advantages of the proposed criterion
are discussed based on three typical numerical examples from
the conservativeness and the complexity points of view. The
stability criteria published in recent years, especially the ones
obtained by augmented LKF, are used for the comparison.
A. Parameters of the DNNs
Consider DNN (3) with three different sets of parameters:
 Example 1:
A=diagf1:5; 0:7g; W =diagf1; 1g
W0=

0:0503 0:0454
0:0987 0:2075

; W1=

0:2381 0:9320
0:0388 0:5062

g(y) =

0:3 tanh(y1)
0:8 tanh(y2)

; J=

0:4
0:2

It can be found that +1 =0:3; 
+
2 =0:8; 
 
1 =
 
2 =0.
 Example 2:
A = diagf7:3458; 6:9987; 5:5949g
W =
"
13:6014  2:9616  0:6936
7:4736 21:6810 3:2100
0:7290  2:6334  20:1300
#
W0=diagf0; 0; 0g;W1=diagf1; 1; 1g
g(y)=
240:3680 tanh(y1)0:1795 tanh(y2)
0:2876 tanh(y3)
35 J=
24 0:10:6
0:3
35
It can be found that +1 = 0:3680; 
+
2 = 0:1795; 
+
2 =
0:2876;  1 =
 
2 =
 
3 =0.
 Example 3:
A = diagf1:2769; 0:6231; 0:9230; 0:4480g
W0 =
2664
 0:0373 0:4852  0:3351 0:2336
 1:6033 0:5988  0:3224 1:2352
0:3394  0:0860  0:3824  0:5785
 0:1311 0:3253  0:9534  0:5015
3775
W = diagf1; 1; 1; 1g
W1 =
2664
0:8674  1:2405  0:5325 0:0220
0:0474  0:9164 0:0360 0:9816
1:8495 2:6117  0:3788 0:8428
 2:0413 0:5179 1:1734  0:2775
3775
g(y) = [0:1137 tanh(y1); 0:1279 tanh(y2);
0:7994 tanh(y3); 0:2368 tanh(y4)]
T
J = [0:4; 0:2; 0:3; 0:1]T
It can be found that +1 = 0:1137; 
+
2 = 0:1279; 
+
3 =
0:7994; +4 =0:2368; 
 
1 = 
 
2 = 
 
3 = 
 
4 = 0.
B. Calculation results
The results of calculation complexities and delay upper
bounds for different criteria are given in this subsection.
1) The calculation complexity: Since the calculation time of
LMIs is dependent on the maximal order of the LMIs (MOL)
and the total number of the scalar decision variables (NDV),
those factors are considered as the indexes of calculation
complexity [60]. Table I lists the calculation complexities of
the related criteria for the general DNN and the DNNs with
given parameters, respectively, where ‘n’ is the dimension
of the system; and ‘Ex.’, ‘Th.’, and ‘Co.’ indicate Example,
Theorem, and Corollary, respectively.
2) The delay upper bound: The acceptable maximal upper
bounds (AMUBs) of delay for different  obtained by different
methods are listed in Table II, where ‘—’ indicates that the
AMUBs for the corresponding cases are not given in literature.
Note that the calculated results given in [33], [34] have not
been given in the tables, since an unsuitable treatment has been
applied to derive the criteria in those literature, as mentioned
in Remark 5.
C. Discussions
This subsection gives some discussions and summarizations
based on the above calculated results.
1) The indexes indicating the improvements: In order to
easily estimate the improvements of the proposed method, the
follow three indexes are defined at first.
 The percentage of the conservativeness-reducing (PCR):
the percentage of the increasing of the value calculated by
Theorem 1 compared with the ones calculated by other
criteria, i.e.,
PCR=
AMUBTheorem 1 AMUBother criteria
AMUBother criteria
100%
 The percentage of the NDV-decreasing (PND): the per-
centage of the decreasing of the NDV of Theorem 1
compared with that of other criteria, i.e.,
PND =
NDVTheorem 1  NDVother criteria
NDVother criteria
 100%
 The percentage of the MOL-decreasing (PMD): the per-
centage of the decreasing of the MOL of Theorem 1
compared with that of other criteria, i.e.,
PMD =
MOLTheorem 1  MOLother criteria
MOLother criteria
 100%
Based on Tables I and II, the PCRs, PNDs, and PMDs are
calculated and parts of results are listed in Table III.
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TABLE I
THE CALCULATION COMPLEXITIES OF DIFFERENT CRITERIA
Criteria DNN (3) Ex. 1 (n = 2) Ex. 2 (n = 3) Ex. 3 (n = 4)
NDV MOL NDV MOL NDV MOL NDV MoL
[47] (Th.4) 12:5n2 + 23:5n 8n 97 16 183 24 294 32
[28] (Th.1) 63:5n2 + 11:5n 13n 277 26 606 39 1062 52
[31] (Th.1) 30:5n2 + 8:5n 11n 139 22 300 33 522 44
[45] (Co.1) 26n2 + 17n 12n 138 24 285 36 484 48
[43] (Co.1) 38n2 + 19n 11n 190 22 399 33 684 44
Corollary 1 13:5n2 + 14:5n 8n 83 16 165 24 274 32
Corollary 2 14n2 + 16n 8n 88 16 174 24 288 32
Corollary 3 11:5n2 + 13:5n 8n 73 16 144 24 238 32
Corollary 4 12n2 + 14n 8n 76 16 150 24 248 32
Corollary 5 13n2 + 15n 8n 82 16 162 24 268 32
Theorem 1 15n2 + 16n 8n 92 16 183 24 304 32
TABLE II
THE AMUBS h FOR VARIOUS 
Criteria  (Ex. 1)  (Ex. 2)  (Ex. 3)
0.40 0.45 0.50 0.55 0.0 0.10 0.50 0.10 0.50 0.90
[5], [11], [20], [22] <5.3 <4.5 <4.2 <4.0 — — — — — —
[8], [24], [32] — — — — <1.6 <1.0 <0.43 — — —
[5], [6], [16], [17], [26] — — — — — — — <3.5 <2.6 <2.2
[15], [23], [25], [38] — — — — — — — <4.0 <2.9 <2.5
[11], [34], [48], [49] — — — — — — — <4.2 <3.2 <2.7
[47] (Th.4,  = 0:5) 4.5023 3.7588 3.5472 3.4885 1.7683 1.0426 0.4313 3.8739 2.7415 2.3011
[28] (Th.1) 4.5543 3.8364 3.5583 3.4110 — — — 3.623 2.965 2.352
[31] (Th.1) 5.1029 4.1100 3.6855 3.4434 — — — 3.4984 2.7243 2.2029
[45] (Co.1) — — — — 1.8764 1.1127 0.4464 — — —
[43] (Co.1) — — — — 1.5575 0.9430 0.4417 — — —
Corollary 1 5.6504 4.7596 4.4276 4.2450 1.3327 0.8417 0.4327 3.9055 3.0997 2.6944
Corollary 2 7.5919 6.6339 6.2829 6.0999 1.8874 1.1023 0.4500 4.2729 3.0666 2.7687
Corollary 3 7.4203 6.6190 6.3428 6.2095 1.5857 0.9567 0.4432 4.1838 3.1510 2.8347
Corollary 4 7.5049 6.5563 6.2069 6.0237 1.8835 1.1001 0.4489 4.2732 3.0666 2.7648
Corollary 5 5.4065 4.6401 4.3715 4.2224 1.4877 0.8994 0.4330 3.8554 3.0278 2.6526
Theorem 1 7.6697 6.7287 6.4126 6.2569 1.8886 1.1163 0.4506 4.2993 3.1577 2.8371
TABLE III
THE PCRS, PNDS AND PMDS FOR VARIOUS CASES
Criteria Ex. 1 (%) Ex. 2 (%) Ex. 3 (%)
PCR2f0:4;0:45;0:5g PND PMD PCR2f0:0;0:1;0:5g PND PMD PCR2f0:1;0:5;0:9g PND PMD
[47] (Th.4) 70.35 79.01 80.77 -5.15 0 6.80 7.06 4.47 0.00 0 10.98 15.18 23.29 3.40 0
[28] (Th.1) 68.40 75.39 80.21 -66.78 -38.46 — — — — — 18.66 6.49 20.62 -71.37 -38.46
[31] (Th.1) 50.30 63.71 73.99 -33.81 -27.27 — — — — — 22.89 15.90 28.78 -41.76 -27.27
[45] (Co.1) — — — — — 0.65 0.32 0.94 -35.78 -33.33 — — — — —
[43] (Co.1) — — — — — 21.25 18.37 2.01 -54.13 -27.27 — — — — —
Corollary 1 35.73 41.37 44.83 10.84 0 41.71 32.62 4.13 10.90 0 10.08 1.87 5.29 10.94 0
Corollary 2 1.02 1.42 2.06 4.54 0 0.06 1.27 0.13 5.17 0 0.61 2.97 2.47 5.55 0
Corollary 3 3.36 1.65 1.10 26.02 0 19.10 16.68 1.66 27.08 0 2.76 0.21 0.08 27.73 0
Corollary 4 2.19 2.62 3.31 21.05 0 0.27 1.47 0.37 22.00 0 0.61 2.97 2.61 22.58 0
Corollary 5 41.86 45.01 46.69 12.19 0 26.94 24.11 4.06 12.96 0 11.51 4.29 6.95 13.43 0
2) Comparison and analysis: This part observes the com-
parisons from the above three tables and gives some analysis.
On one hand, the comparisons of the results obtained by
Theorem 1 and the existing criteria show the improvements
of the proposed method.
 The AMUBs calculated by Theorem 1 are bigger than the
ones provided by other criteria for all cases, and the PCRs
are over 5% for most cases, which show that Theorem 1
has less conservativeness.
 The NDVs and MOLs of Theorem 1 are smaller than the
ones of other criteria for most cases (except for two cases
of Th.4 in [47]), and PNDs and PMDs are all bigger than
25% for those cases, which shows that Theorem 1 will
spend less time on the calculation and is more suitable
for high-dimension systems.
 Although the NDV of Th.4 in [47] for EX. 3 is smaller
than that of Theorem 1 (294 < 304), the usage of Th.4
in [47] requires to tune a parameter, , which is a time-
consuming procedure.
On the other hand, the comparisons of the results obtained
by theorem and corollaries verify the benefits of the techniques
discussed in Section III.B.
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Fig. 1. State trajectories of the DNN of Example 1.
 The AMUBs by Theorem 1 are bigger than the ones
by corollaries, which show that techniques mentioned in
Section III.B indeed reduces the conservativeness. The
results obtained by Theorem 1 are obviously bigger than
the ones of Corollaries 1, 3, and 5, that is to say, the
contribution of Techniques 1.1, 1.3, and 2.1 are more
obvious.
 The MOLs for corollaries and theorem are same. From
five corollaries, it is found that Technique 1.3 intro-
duces the most additional decisions, the related PND
for any dimension, n, must be small than 30:5% due to
15n2+16n (11:5n2+13:5n)
11:5n2+19:5n <
3:5n2
11:5n2 <30:5%.
 By considering the PCRs and the PNDs, it can be found
that Techniques 1.1 and 2.1 are more effective and worthy
of further investigation.
D. Simulation verification
From the parameters of the DNNs, the
equilibrium points of them can be obtained as
y = [0:6760; 0:9077]T , y = [0:0071; 0:1110; 0:0216]T ,
and y = [0:1501; 0:3471; 0:3037; 0:2401]T , respectively.
From Table II, the DNNs are stable for the cases: Example
1,  = 0:4, and h = 7:6697; Example 2,  = 0:1, and
h = 1:1163; and Example 3,  = 0:1, and h = 4:2993. Thus,
simulation studies for the following three cases are given:
 Example 1: y(t) = [0:8; 0:5]T , t 2 [ 7:6697; 0]; d(t) =
7:2697 + 0:4 sin(t);
 Example 2: y(t) = [0:2; 0:5; 0:1]T , t 2 [ 1:1163; 0];
d(t) = 1:0163 + 0:8 sin(t);
 Example 3: y(t) = [0:3; 0:1; 0:2; 0:4]T , t 2 [ 4:2993; 0];
d(t) = 4:1993 + 0:1 sin(t);
The responses of the DNNs are shown in Figs. 1-3, and the re-
sults show that the DNNs are stable at their equilibrium points,
which verifies the effectiveness of the proposed methods.
V. CONCLUSIONS
This paper has further investigated the delay-dependent
stability of continuous DNNs, and a new criterion has been
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Fig. 2. State trajectories of the DNN of Example 2.
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Fig. 3. State trajectories of the DNN of Example 3.
obtained via considering the tradeoff between the conservative-
ness and the calculation complexity. A new augmented LKF
with delay-dependent terms has been developed from the point
of view of the constraint of LMI-based conditions. An effective
method to estimate the LKF’s derivative has been investigated
based on the combination of several techniques. The influence
of techniques used has been analyzed in theory, and some
useful guidelines for criterion-deriving has been summarized.
The advantages of the proposed criterion have been verified
via three numerical examples.
REFERENCES
[1] L. O. Chua and L. Yang, “Cellular neural networks: Applications,” IEEE
Trans. Circuits Syst., vol. 35, no. 10, pp. 1273-1290, Oct. 1998.
[2] Y.H. Chen and S.C. Fang, “Neurocomputing with time delay analysis for
solving convex quadratic programming problems,” IEEE Trans. Neural
Netw., vol. 11, no. 1, pp. 230-240, Jan. 2000.
[3] L. Zhang and Y. Zhang, “Selectable and unselectable sets of neurons
in recurrent neural networks with saturated piecewise linear transfer
function,” IEEE Trans. Neural Netw., vol. 22, no. 7, pp. 1021-1031,
Jul. 2011.
[4] Y. He, M. Wu, and J.H. She, “Delay-dependent exponential stability of
delayed neural networks with time-varying delay,” IEEE Trans. Circuits
Syst. II, Exp. papers, vol. 53, no. 7, pp. 553-557, Jan. 2006.
[5] Y. He, G.P. Liu, and D. Rees, “New delay-dependent stability criteria
for neural networks with time-varying delay,” IEEE Trans. Neural Netw.,
vol. 18, no. 1, pp. 310-314, Jan. 2007.
13
[6] Y. He, G.P. Liu, D. Rees, and M. Wu, “Stability analysis for neural
networks with time-varying interval delay,” IEEE Trans. Neural Netw.,
vol. 18, no. 6, pp. 1850-1854, Nov. 2007.
[7] M. Wu, F. Liu, P. Shi, Y. He, and R. Yokoyama, “Exponential stability
analysis for neural networks with time-varying delay,” IEEE Trans. Syst.,
Man, Cybern. B, Cybern., vol. 38, no. 4, pp. 1152-1156, Aug. 2008.
[8] H. Shao, “Delay-dependent stability for recurrent neural networks with
time-varying delays,” IEEE Trans. Neural Netw., vol. 19, no. 9, pp.
1647-1651, 2008.
[9] S.P. Xiao and X.M. Zhang, “New globally asymptotic stability criteria
for delayed cellular neural networks,” IEEE Trans. Circuits Syst. II, Exp.
papers, vol. 56, pp. 659-663, 2009.
[10] Q. Yang, Q. Ren, and X. Xie, “New delay dependent stability criteria
for recurrent neural networks with interval time-varying delay,” ISA
Transactions, DOI. http://dx.doi.org/10.1016/j.isatra.2014.05.009i
[11] J. Sun, G.P. Liu, J. Chen, and D. Rees, “Improved stability criteria for
neural networks with time-varying delay,” Phys. Lett. A, vol. 373, no.
3, pp. 342-348, Jan. 2009.
[12] L. Wu, Z. Feng, and W. Zheng, “Exponential stability analysis for
delayed neural networks with switching parameters: Average dwell time
approach,” IEEE Trans. Neural Netw., vol. 21, no. 9, pp. 1396-1407, Sep.
2010.
[13] Z.G. Wu, J. Lam, H. Su, and J. Chu, “Stability and dissipativity analysis
of static neural networks with time delay,” IEEE Trans. Neural Netw.
Learning Syst., vol. 23, no. 2, pp. 199-210, Feb. 2012.
[14] R. Yang, Z. Zhang, and P. Shi, “Exponential stability on stochastic neural
networks with discrete interval and distributed delays,” IEEE Trans.
Neural Netw., vol. 21, no. 1, pp. 169-175, Jan. 2010.
[15] X.M. Zhang and Q.L. Han, “New Lyapunov-Krasovskii functionals for
global asymptotic stability of delayed neural networks,” IEEE Trans.
Neural Netw., vol. 20, no. 3, pp. 533-539, Mar. 2009.
[16] H. Zhang, Z. Liu, G.B. Huang, and Z. Wang, “Novel weighting-delay-
based stability criteria for recurrent neural networks with time-varying
delay,” IEEE Trans. Neural Netw., vol. 21, no. 1, pp. 91-106, Jan. 2010.
[17] T. Li, L. Guo, C. Sun, and C. Lin, “Further results on delay-dependent
stability criteria of neural networks with time-varying delays,” IEEE
Trans. Neural Netw., vol. 19, no. 4, pp. 726-730, Apr. 2008.
[18] C.H. Hua, X. Yang, J. Yan, and X.P. Guan, “New exponential stability
criteria for neural networks with time-varying delay,” IEEE Trans.
Circuits Syst. II, Exp. papers, vol. 58, no. 12, pp. 931-935, Dec. 2011.
[19] C. Zheng, H. Zhang, and Z. Wang, “An augmented LKF approach
involving derivative information of both state and delay,” IEEE Trans.
Neural Netw., vol. 21, no. 7, pp. 1100-1109, Jul. 2010.
[20] J. Tian and S. Zhong, “Improved delay-dependent stability criterion for
neural networks with time-varying delay,” Appl. Math. Comput., vol.
217, pp. 10278-10288, Aug. 2011.
[21] T. Li, A. Song, S. Fei, and T. Wang, “Delay-derivative-dependent
stability for delayed neural networks with unbound distributed delay,”
IEEE Trans. Neural Netw., vol. 21, no. 8, pp. 1365-1371, Aug. 2010.
[22] J. Tian and X. xie, “New asymptotic stability criteria for neural networks
with time-varying delay,” Phys. Lett. A, vol. 374, no. 1, pp. 938-943,
Feb. 2010.
[23] H.B. Zeng, Y. He, M. Wu, and C.F. Zhang, “Complete delay-
decomposing approach to asymptotic stability for neural networks with
time-varying delays,” IEEE Trans. Neural Netw., vol. 22, no. 5, pp. 806-
812, May 2011.
[24] Z. Zuo, C. Yang, and Y. Wang, “A new method for stability analysis of
recurrent neural networks with interval time-varying delay,” IEEE Trans.
Neural Netw., vol. 21, no. 2, pp. 339-344, Feb. 2010.
[25] X.M. Zhang and Q.L. Han, “Global asymptotic stability for a class of
generalized neural networks with interval time-varying delays,” IEEE
Trans. Neural Netw., vol. 22, no. 8, pp. 1180-1192, Aug. 2011.
[26] X.L. Zhu and G.H. Yang, “New delay-dependent stability results for
neural networks with time-varying delay,” IEEE Trans. Neural Netw.,
vol. 19, no. 10, pp. 1783-1791, Oct. 2008.
[27] T. Li, W.X. Zheng, and C. Lin, “Delay-slope-dependent stability results
of recurrent neural networks,” IEEE Trans. Neural Netw., vol. 22, no.
12, pp. 2138-2143, Feb. 2011.
[28] T. Li, T. Wang, A. Song, and S. Fei, “Combined convex technique
on delay-dependent stability for delayed neural networks,” IEEE Trans.
Neural Netw., Learning Syst., vol. 24, no. 9, pp. 1459-1466, Sep. 2013.
[29] Z. Liu, J. Yu, D. Xu, and D. Peng, “Triple-integral method for the
stability analysis of delayed neural networks,” Neurocomputing, vol. 99,
pp. 283-289, Jan. 2013.
[30] H. Shao and Q.L. Han, “New delay-dependent stability criteria for
neural networks with two additive time-varying delay components,”
IEEE Trans. Neural Netw., vol. 22, no. 5, pp. 812-818, May 2011.
[31] H. Zhang, F. Yang, X. Liu, and Q. Zhang, “Stability analysis for
neural networks with time-varying delay based on quadratic convex
combination,” IEEE Transactions on Neural Netw., Learning Syst. vol.
24, no. 4, pp. 513-521, Apr. 2013.
[32] Y.Q. Bai and J. Chen, “New stability criteria for recurrent neural
networks with interval time-varying delay,” Neurocomputing, vol. 121,
pp. 179-184, Dec. 2013.
[33] O.M. Kwon, M.J. Park, S.M. Lee, J.H. Park, and E.J. Cha, “Stability
for neural networks with time-varying delays via some new approaches,”
IEEE Transactions on Neural Netw., Learning Syst. vol. 24, no. 2, pp.
181-193, Feb. 2013.
[34] O.M. Kwon, J.H. Park, S.M. Lee, and E.J. Cha “Analysis on delay-
dependent stability for neural networks with time-varying delays,”
Neurocomputing, vol. 103, no. 1, pp. 114-120, Mar. 2013.
[35] T. Li, X. Yang, P. Yang, and S. Fei, “New delay-variation-dependent
stability for neural networks with time-varying delay,” Neurocomputing,
vol. 101, pp. 361-369, Feb. 2013.
[36] Y. Chen and W.X. Zheng, “Stability analysis of time-delay neural
networks subject to stochastic perturbations,” IEEE Trans. Cybernetics,
vol. 43, no. 6, pp. 2122-2134, Dec. 2013.
[37] C. Ge, C. Hua, and X. Guan, “New delay-dependent stability criteria
for neural networks with time-varying delay using delay-decomposition
approach”, IEEE Trans. Neural Netw., vol. 25, no. 7, pp. 1378-1383,
Jul. 2014.
[38] X. Xie and Z. Ren, “Improved delay-dependent stability analysis for
neural networks with time-varying delays,” ISA Transactions, 2014,
http://dx.doi.org/10.1016/j.isatra.2014.05.010i
[39] K. Mathiyalagan, J.H. Park, R. Sakthivel, and S. Marshal Anthoni,
“Delay fractioning approach to robust exponential stability of fuzzy
Cohen-Grossberg neural networks,” Appl. Math. Comput., vol. 230, pp.
451-463, Mar. 2014.
[40] H. Zhang, Z. Liu, and G. B. Huang, “Novel delay-dependent robust
stability analysis for switched neutral-type neural networks with time-
varying delays via SC technique,” IEEE Trans. Syst., Man, Cybern. B,
Cybern., vol. 40, no. 6, pp. 1480-1491, Dec. 2010.
[41] X.M. Zhang and Q.L. Han, “Global asymptotic stability analysis for de-
layed neural networks using a matrix-based quadratic convex approach”,
Neural Networks, vol. 54, pp. 57-69, Jun. 2014.
[42] O.M. Kwon, Ju H. Park, S.M. Lee, and E.J. Cha, “New augmented
Lyapunov.Krasovskii functional approach to stability analysis of neural
networks with time-varying delays,” Nonlinear Dyn., vol.76, no. 1, pp.
221-236, Apr. 2014.
[43] M.D. Ji, Y. He, C.K. Zhang, and M. Wu, “Novel stability criteria for
recurrent neural networks with time-varying delay,” Neurocomputing,
vol. 138, pp. 383-391, Aug. 2014.
[44] O.M. Kwon, M.J. Park, J.H. Park, S.M. Lee, and E.J. Cha, “On stability
analysis for neural networks with interval time-varying delays via some
new augmented Lyapunov-Krasovskii functional,” Commun. Nonlinear
Sci. Numer. Simulat., vol. 19, no. 9, 3184-3201, Sep. 2014.
[45] O.M. Kwon, M.J. Park, and J.H. Park, “New and improved results on
stability of static neural networks with interval time-varying delays”,
Appl. Math. Comput., vol. 239, pp. 346-357, Jul. 2014.
[46] H.B. Zeng, J.H. Park, and H. Shen “Robust passivity analysis of neural
networks with discrete and distributed delays,” Neurocompting, 2014,
DOI: http://dx.doi.org/10.1016/j.neucom.2014.07.024.
[47] C.K. Zhang, Y. He, L. Jiang, Q.H. Wu, and M. Wu, “Delay-dependent
stability criteria for generalized neural networks with two delay com-
ponents,” IEEE Trans. Neural Netw., Learning Syst., vol. 25, no. 7, pp.
1263-1276, Jul. 2014.
[48] X. Zhou, J. Tian, H. Ma, and S. Zhong, “Improved delay-dependent
stability criteria for recurrent neural networks with time-varying delays”,
Neurocomputing, vol. 129, pp. 401-408, Apr. 2014.
[49] J. Tian, W. Xiong, and F. Xu, “Improved delay-partitioning method to
stability analysis for neural networks with discrete-and distributed time-
varying delays”, Appl. Math. Comput., vol. 233, pp. 152-164, May 2014.
[50] J. Xiao, Z. Zeng, and A. Wu, “New criteria for exponential stability
of delayed recurrent neural networks,” Neurocomputing, vol. 134, pp.
182-188, Jun. 2014.
[51] A. Seuret and F. Gouaisbaut, “Wirtinger-based integral inequality: appli-
cation to time-delay systems”, Automatica, vol. 49, no. 9, pp. 2860-866,
Sep. 2013.
[52] E. Fridman, “A refined input delay approach to sampled-data control,”
Automatica, vol. 46, no. 2, pp. 421-427, Feb. 2010.
[53] C.K. Zhang, L. Jiang, Y. He, Q.H. Wu, and M. Wu, “Stability analysis
for control systems with aperiodically sampled data using an augmented
Lyapunov functional method,” IET Control Theory and Applications,
vol. 7, no. 9, pp. 1219-1226, Jun. 2013.
14
[54] C.K. Zhang, Y. He, L. Jiang, M. Wu, and Q.H. Wu, “Stability analysis
of sampled-data systems considering time delays and its application to
electric power markets”, J. Franklin Inst., vol. 351, no. 9, pp. 4457-4478,
Sep. 2014.
[55] W. Yao, L. Jiang, J. Wen, Q.H. Wu, and S. Cheng, “Wide-area damping
controller of FACTS devices for inter-area oscillations considering
communication time delays,” IEEE Trans. Power Syst., vol. 29, no. 1,
pp. 318-329, Jan. 2014.
[56] C.K. Zhang, L. Jiang, Q.H. Wu, Y. He, and M. Wu, “Delay-dependent
robust load frequency control for time delay power systems,” IEEE
Trans. Power Syst., vol. 28, no. 3, pp. 2192-2201, Aug. 2013.
[57] C.K. Zhang, L. Jiang, Q.H. Wu, Y. He, and M. Wu, “Further results on
delay-dependent stability of multi-area load frequency control,” IEEE
Trans. Power Syst., vol. 28, no. 4, pp. 4465-4474, Nov. 2013.
[58] L. Jiang, W. Yao, Q.H. Wu, J.Y. Wen, and S.J. Cheng, “Delay-dependent
stability for load frequency control with constant and time-varying
delays”, IEEE Trans. Power Syst., vol. 27, no. 2, pp. 932-941, May
2012.
[59] W. Yao, L. Jiang, Q.H. Wu , J.Y. Wen, and S.J. Cheng, “Delay-dependent
stability analysis of the power system witha wide-area damping con-
troller embedded,” IEEE Trans. Power Syst., vol. 26, no. 1, pp. 233-240,
Feb. 2011.
[60] Y. Li, K. Gu, J. Zhou, S. Xu, “Estimating stable delay intervals with
a discretized Lyapunov-Krasovskii functional formulation,” Automatica,
vol. 50, no. 6, pp. 1691-1697, Jun. 2014.
[61] P. Park, J.W. Ko, and C. Jeong, “Reciprocally convex approach to
stability of systems with time-varying delays,” Automatica, vol. 47, no.
1, pp. 235-238, Jan. 2011.
[62] Y. He, Q.G. Wang, L. Xie, and C. Lin, “Further improvement of free-
weighting matrices technique for systems with time-varying delay,”
IEEE Trans. Autom. Control, vol. 52, no. 2, pp. 293-299, Feb. 2007.
[63] K. Gu, V. L. Kharitonov, and J. Chen, Stability of Time-Delay Systems,
Boston: Birkha¨user, 2003.
[64] J. Sun, G.P. Liu, J. Chen, and D. Reesb, “Improved delay-range-
dependent stability criteria for linear systems with time-varying delays,”
Automatica, vol. 46, no. 2, pp. 157-166, Feb. 2010.
[65] H. Zhang, Z. Wang, and D. Liu, “A comprehensive review of stability
analysis of continuous-time recurrent neural networks,” IEEE Trans.
Neural Netw., Learning Syst., vol. 25, no. 7, pp. 1229-1261, Jul. 2014.
[66] O.M. Kwon, J.W. Kwon, and S.H. Kim, “New results on stability criteria
for neural networks with time-varying delays,” Chin. Phys. B, vol. 20,
no. 5, pp. 1-11, May 2011.
[67] O.M. Kwon, M.J. Park, J.H. Park, S.M. Lee, and E.J. Cha, “On less con-
servative stability criteria for neural networks with time-varying delays
utilizing wirtinger-based integral inequality,” Mathematical Problems in
Engineering, vol. 2014, no. 2014, Article ID 859736, pp. 1-13, 2014.
[68] Z. Liu, H. Zhang, and Q. Zhang, “Novel stability analysis for recurrent
neural networks with multiple delays via line integral-type L-K func-
tional,” IEEE Trans. Neural Netw., Learning Syst., vol. 21, no. 11, pp.
1710-1718, Nov. 2010.
[69] H. Zhang, T. Ma, G. Huang, and Z. Wang. “Robust global exponential
synchronization of uncertain chaotic delayed neural networks via dual-
stage impulsive control,” IEEE Trans. Syst., Man, Cybern. B, Cybern.,
vol. 40, no. 3, pp. 831-844, Jun. 2010.
[70] H.B. Zeng, Y. He, M. Wu, and H.Q. Xiao, “Improved conditions for
passivity of neural networks with a time-varying delay,” IEEE Trans.
Cybern., vol. 44, no. 6, pp. 785-792, Jun. 2014.
[71] B. Zhang, J. Lam, and S. Xu, “Stability analysis of distributed delay
neural networks based on relaxed LyapunovCKrasovskii functionals,”
IEEE Trans. Neural Netw., Learning Syst., In press, 2015.
[72] Z. Wang, L. Liu, Q.H. Shan, and H. Zhang, “Stability criteria for
recurrent neural networks with time-varying delay based on secondary
delay partitioning method,” IEEE Trans. Neural Netw., Learning Syst.,
In press, 2015.
[73] H.B Zeng, J.H. Park, C.F. Zhang, and W. Wang, “Stability and dis-
sipativity analysis of static neural networks with interval time-varying
delay,” J. Franklin Inst., vol. 352, no. 3, pp. 1284-1295, Mar. 2015.
Chuan-Ke Zhang (S’12-M’14) received the B.Sc.
degree in automation and the Ph.D. degree in con-
trol science and engineering from Central South
University, Changsha, China, in 2007 and 2013,
respectively.
He was a Research Assistant with the Department
of Electrical Engineering and Electronics, The U-
niversity of Liverpool, Liverpool, U.K., from 2011
to 2013. He is currently a Post-Doctoral Research
Associate with the Department of Electrical Engi-
neering and Electronics, The University of Liver-
pool. He joined China University of Geosciences, Wuhan, China, in 2014.
He is currently an Associate Professor with the School of Automation, China
University of Geosciences. His current research interests include time-delay
systems, chaos synchronization, and power system stability and control.
Yong He (SM’06) received the B.S. and M.S.
degrees in applied mathematics from Central South
University (CSU), Changsha, China, and the Ph.D.
degree in control theory and control engineering
from CSU, Changsha, China, in 1991, 1994, 2004,
respectively.
He was a Lecturer with School of Mathematics
and Statistics, CSU, Changsha, China, and later a
Professor with the School of Information Science
and Engineering, CSU, Changsha, China, from 1994
to 2014. He was a research fellow with the De-
partment of Electrical and Computer Engineering, National University of
Singapore, Singapore, from 2005 to 2006, and a research fellow with the
Faculty of Advanced Technology, University of Glamorgan, Glamorgan, U.K,
from 2006 to 2007. He joined China University of Geosciences, Wuhan,
China, in 2014. He is currently a Professor with the School of Automation,
China University of Geosciences. His current research interests include time-
delay systems and networked control systems.
L. Jiang (M’00) received the B.Sc. and M.Sc.
degrees in electrical engineering from the Huazhong
University of Science and Technology, Wuhan, Chi-
na, and the Ph.D. degree in electrical engineering
from the University of Liverpool, Liverpool, U.K.,
in 1992, 1996, and 2001, respectively.
He was a Post-Doctoral Research Assistant with
the Department of Electrical Engineering and Elec-
tronics, The University of Liverpool, Liverpool,
U.K., from 2001 to 2003 and a Post-Doctoral Re-
search Associate with the Department of Automatic
Control and Systems Engineering, University of Sheffield, Sheffield, U.K.,
from 2003 to 2005. He was a Senior Lecturer with the University of
Glamorgan, Glamorgan, U.K., from 2005 to 2007, and joined the University
of Liverpool, Liverpool, U.K., in 2007. He is currently a Senior Lecturer
with the Department of Electrical Engineering and Electronics, University of
Liverpool. His current research interests include nonlinear control, control and
analysis of power system, smart grid, and renewable energy.
Min Wu (SM’08) received the B.Sc. and M.Sc. de-
grees in engineering from Central South University
(CSU), China, and the PhD degree in engineering
from the Tokyo Institute of Technology, Japan, in
1983, 1986, and 1999, respectively.
He was a Lecturer and later a Professor with
the School of Information Science and Engineering,
CSU, Changsha, China, from 1986 to 2014. He was
a Visiting Scholar with the Department of Electrical
Engineering, Tohoku University, Sendai, Japan, from
1989 to 1990, a Visiting Research Scholar with
the Department of Control and Systems Engineering, Tokyo Institute of
Technology, from 1996 to 1999, and a Visiting Professor with the School
of Mechanical, Materials, Manufacturing Engineering and Management, Uni-
versity of Nottingham, Nottingham, U.K., from 2001 to 2002. He joined China
University of Geosciences, Wuhan, China, in 2014. He is currently a Professor
with the School of Automation, China University of Geosciences. His current
research interests include robust control and its application, process control,
and intelligent control.
