Summary. An algorithm which is part analytical and part numerical is suggested for the computation of complete synthetic seismograms for complex three-dimensional geological structures with radial symmetry. A partial separation of variables based on the combination o f a finite Fourier integral transform with respect to the spatial coordinate z together with the finite difference method is the essence of the algorithm. Upon application of the finite transform the problem reduces to solving a system of equations containing only partial derivatives with respect t o one spatial coordinate (Y) and time. As radial symmetry is assumed, there is no functional dependence on qj in the cylindrical system of coordinates ( r , qj, z). The coefficients of the transformed equations may contain finite Fourier integrals of the z dependence of the elastic parameters. Several examples of synthetic seismograms computed for both SH-and P-SV-waves propagating in complex subsurface geometries are presented and their interpretation discussed.
Introduction
There are two main approaches at present for the computation of theoretical seismograms for elastic waves in media where the elastic parameters are the functions of two coordinates.
The first method is based on the direct numerical solution of the elastodynamic equations by means of finite difference or finite elements techniques. The second approach employs approximate methods such as asymptotic ray theory and its various modifications and combination with other methods. The exact solution for elastic wave propagation in a twodimensionally inhomogeneous medium exists only for special simple geometries.
In recent years several different problems in mathematical physics and seismology have been solved using an orthogonal set of trignometric functions in lieu of a finite difference expression to approximate a spatial derivative (see, e.g. Kreiss & Oliger 1972 , Gazdag 1973 , 1981 , Fornberg 1975 , Merilees & Orzag 1979 and Kosloff & Baysal 1982 . This approach allows for a high precision calculation of spatial derivatives, but requires substantially more CPU time per degree of freedom. This difficulty is somewhat reduced with the use of the fast Fourier transform (FFT) and array processes which are ideal for this task of calculating spatial derivatives.
In this paper we will discuss an algorithm for the computation of complete synthetic seismograms for complex 3-D geological structures with radial symmetry. Cylindrical coordinates (Y, @, z ) will be used.
Two versions of this algorithm for plane geometries (x-z plane) were suggested by Mikhailenko (1978 Mikhailenko ( , 1979 and then further developed in a series of papers which were published inside the USSR. For the solution of the elastodynamic equations, see, for example, Mikhailanko & Korneev (1983 , 1984 . In the last mentioned paper a series of results is presented.
The first version of the algorithm implements a combination of a finite Fourier integral transform with respect to one of the spatial coordinates and a finite difference scheme in the other spatial coordinate and time. In this case the problem reduces to solving a system of equations with partial derivatives with respect to one spatial coordinate and time. The coefficients of this system are the finite Fourier integrals of the variance of the elastic parameters along the other spatial coordinate.
As we use finite integral transforms and integrate these by parts it is possible to remove t h e second-order space derivative with respect to the transformed variable. At most, the first spatial derivative need be approximated.
For the calculation of the Fourier integrals at fixed spatial wavenumbers, the elastic parameters of the medium are given along one coordinate (in our case this is thez-coordinate) and approximated on non-uniform intervals by a linear function. The Fourier integrals of these linear functions are analytically calculated within each non-uniform interval.
The number of the non-uniform intervals depends on the complexity of the medium along the vertical coordinate. The calculation of the Fourier integrals of the elastic parameters is performed with the help of a special subroutine, therefore the complexity of the medium along the vertical coordinate does not practically increase the computation time and memory of the basic program. The order of decrease of the Fourier coefficients niagnitude can be changed by using splines of a different order t o approximate the medium. The system o f equations obtained with partial derivatives with respect t o one spatial coordinate (in our case coordinate r ) is solved b y the finite difference method.
If the parameters of the medium are varying along the coordinate z according t o a special law (for example, the sine o r cosine laws), the system of equations degenerates. In that part o f the medium where the Lam6 parameters are independent of the coordinate z (parameters o f the medium are varying along the epicentral coordinate), we arrive at the classical separation of variables in a combination with the finite difference method. This algorithm was developed in a series of papers (see, e g . Mikhailenko 1973; Alekseev & Mikhailenko 1976 , 1978 , 1980 . The second version of the algorithm is based on the utilization of finite Fourier transforms with respect to two spatial coordinates. In addition, the Cauchy problem is obtained for the system o f ordinary differential equations where the coefficients are double integrals o f the parameters o f the medium. This method was used for plane geometries only. For the calculation of the double finite Fourier integrals of the elastic parameters, at fixed spatial wavenumbers, all the domain is partitioned into non-uniform segments, the number of which, their size and shape depend on the complexity of subsurface geometries. At each of these segments the parameters of the medium are approximated by the linear o r bilinear functions. In this case the double finite Fourier integral at each segment is calculated analytically. The second version of the algorithm can be related to the so-called spectral methods. We will not discuss this version here as it is treated in Mikhailenko (1978 Mikhailenko ( , 1979 and Mikhailenko 8t Korneev (1983 Korneev ( , 1984 .
2 The method of solution
P R O P A G A T I O N O F S H -W A V E S IN COMPLEX S U B S U R F A C E S T R U C T U R E S WITH R A D I A L S Y M M E T R Y
Let us consider the propagation of an SH-wave in a cylindrically symmetric system of coordinates (r, $, z ) due t o a point source located at a point zo along the vertical ( z ) axis at r = 0. The velocity of the SH-wave V, = V,(r, z ) is assumed t o be an arbitrary precursive continuous function of the two coordinates r and z . The density p of the medium is taken to be constant and is set equal t o 1.0. SH-wave propagation in a generally inhomogeneous media with radial symmetry may be described by the following equation where b is the depth to a boundary which defines the limit of the medium in question. The functions F,(r) and Fz(z-zo) describe the spatial dependence of the source pulse while f ( t ) gives the time dependence of the source pulse. Geometry of the media considered. The media are assumed to be radially symmetric in the cylindrical system of coordinates (r, 9, z ) indicated in the figure. The source is located in medium 1 which is isotropic and homogeneous. The source may lie at any point or points along the z-axis between 0 and h . Medium 2 is a generally inhomogeneous medium and it is in this medium where the receivers are located. Let us consider the problem described by equations (1)-(3) in region 2 of the media shown in Fig. 1 . Medium 2 is located at some distance from r = 0. We choose the line of receivers t o be located in this region. It is assumed that the medium in region 1 is an isotropic homogeneous medium, i.e. the shear-wave velocity V, and density p are constant. If the receivers are located in region 2 far removed from the source we may neglect the effect of the 3-D curvilinear boundaries. The problem is in effect a 3-D one but can be formulated in terms of one or two dimensions because the medium varies only in two coordinates (Y and z ) . As the medium in region 1 is isotropic and homogeneous, an analytic solution for the wave equation may be obtained here and connected across the boundary 2 , to medium 2 where a numerical solution must be formulated. This problem will be discussed later in the paper.
Let us now consider an algorithm for the solution of the problem posed by equations (1)-(3) in the generally inhomogeneous region 2. We will consider the case when the velocity is a function of two coordinate variables and also when the velocity is a function o f only one coordinate variable. 
Multiplying all terms in equation (1) 
The effect of the source has not been included in this analysis as we have assumed that the source lies in medium 1, which is isotropic and homogeneous. The object of applying the cosine transform is t o obtain a problem of less dimensionality and after some intermediate steps this is accomplished. There can be no separation o f variables in equation (6) as the velocity V, was assumed to be a function of two spatial variables r and z .
Consider the second term on the left side o f equation (6) 
2 -n rrz
The first term on the right side of (7) 
where the unknown is now S(r, m, t). It should be noted f o r m = 0, the factor I/b replaces 2/b in the above equation. Because we use a finite integral transform and because of the integrability of (7) and (8) we need not approximate the second derivative of Uwith respect to z. The highest derivative which must be approximated is of order 1, and if equation (8) is used no derivative need be approximated.
As we have used equation (3) in deriving equation (7) the boundary condition defined by (3) at z = 0 and b is automatically contained in equation (9). Because the source is located in medium 1, the isotropic homogeneous medium, the initial conditions are contained in the analytic solution, which may be easily obtained for a wave propagating in a medium of this type.
We now have an equation in S(r, n, t ) with infinite sums which we will solve using finite difference methods. The explicit finite difference analogue of equation (9) correct to the second order with r = kAr and t = jAt is ( a i ( m ) [Dk+l(m + n ) 
where the coefficients present in this equation are defined by
The summations over an infinite number of terms must, for obvious reasons, be truncated to some finite value M , in equation (1 3 ) . This approximation will be discussed later.
If equation (1) is a function of only one spatial variable, say r , equation (9) degenerates to Equation (12) is a partial differential equation in one space variable ( r ) and time, and may be solved using finite difference methods like those developed by Mikhailenko (1973) and Alekseev & Mikhailenko (1976 , 1978 , 1980 .
When it is necessary to use equation (lo), that is, when the velocity is a function of two variables, the coefficient Dk is an integral that is computed in a separate routine in the computer program in which a series of coefficients are obtained. At the fixed points k of the finite difference scheme the function V,(z) which varies arbitrarily from 0 to b is approximated at each of the k points on non-uniform intervals by the linear function Vsr = VQ( 1 + fllz).
Here VOl is the initial velocity of each interval 1, and PI is the coefficient of velocity variation, i.e. the velocity gradient. In each interval the integral in equation (1 1) for Dk is analytically computed. The coefficients Dk of this system are, as before, computed with the help of a special subroutine.
The complexity of subsurface geometries in the direction of the coordinate z does not cause additional computational difficulties in solving system (10) and (1 l), so long as the interval of integration between 0 and b in (1 1) is partitioned into a sufficiently large number of segments in which the function V,(z) is well approximated by the linear function defined earlier.
It should be noted that the dimension of the finite system (10) is slightly dependent on the partitioning of the interval 0 to b. Later we will show that the dimension of the system, that is, the number of terms that are needed properly to approximate the infinite sum in equation (10) is dependent on the Fourier spectrum width of the signal's time dependence f ( t ) as well as on the spatial dimensions of the source. This does not preclude the use of a point source, and a finite source size in the three spatial dimensions may also be used. Also, the convergence of the series and hence the number of terms which must be used in the series is dependent on the smoothness of the velocity used in integral (1 1).
The number of nodes are the points along the z-direction at point k where the velocity is defined and between these nodes a linear interpolation is used. In the papers by Mikhailenko & Korneev (1983 , 1984 , it was shown that the number of nodes should coincide with the number of terms M, which is the number of terms in the series. Also, they presented a technique whereby the integrals for the coefficients D k could be expressed in terms of convolution type sums.
In the numerical solution of systems (10) and (1 1) with the explicit ,finite difference scheme, most of the computing time is required for the computation of the convolution type sums
These sums may be evaluated using the fast Fourier transform (FFT). It is highly desirable t o use an array processor which allows one substantially t o decrease the main frame time requirements for computing synthetic seismograms for complex subsurface geometries. Let us consider some models of complex subsurface geometries for which the system In the case of this degeneration see Korneev (1983 and 1984, equation 26) . Fig. 2 presents the velocity variations given by equation (14) with fixed values Vo and AV. In the figure this velocity model is shown for 1 = 1 , 2, 3 and 10.
By changing the values of the coefficients Vo and A V along the coordinates z and by fixing 1 one may obtain sufficiently complex media models. Substituting the velocity given by equation (14) into equation (10) and subsequently equation (11) we obtain a much simpler system because the orthogonality of the sine and cosine functions on the interval (0, b ) can be used to reduce the system considerably (see equation 26 in Mikhalenko & Korneev 1984). The above mentioned paper considered a similar problem to the one described here but in two dimensions only. Systems (10) and (1 1) (0,b) .
B, G. Mikhailenko

P -S V W A V E P R O P A G A T I O N IN COMPLEX S U B S U R F A C E S T R U C T U R E S WITH R A D I A L S Y M M E T R Y
The propagation of P-and SV-waves in a medium which is radially symmetric and has complex subsurface geometry where the velocities Vp and V, are arbitrary piecewise continuous functions of the two space variables and the density is chosen constant for simplicity can be described b y the equations As before the source is located at r = 0 and z = z o in the isotropic homogeneous medium 1
The boundary conditions necessary to specify the problem given in equations (17) and (Fig. 1) and the receivers are situated in medium 2 which is generally inhomogeneous.
( 1 8 where b is the pseudoboundary, below which we do not consider wave propagation. As the source is located in an isotropic homogeneous medium an analytic solution for an explosive type point source may be written down subject to the initial conditions
The initial conditions in medium 2 are obtained by matching the analytic solution in medium 1 to the numerical solution across the interface X I .
We will now introduce finite sine and cosine transforms and their inverses which we will use in reducing the dimensionality of equations (1 7) and (1 8). 
In a manner similar to Section 2.1 we will employ these finite transforms so that the unknown quantities become R ( z , n , t ) and S ( z , n, t ) instead of U,. (r, z , t ) and Uz(r, z , t ) . 
If the velocity depends only on the spatial coordinate equations (17) and (18) 
If the velocities Vp and V, vary in a form as that defined in equation (14) it is easy to obtain a simplified version of the partial differential equations in R and S. For plane geometries this problem is considered in Mikhailenko & Korneev (1983 , 1984 ) (see equations (63) and (64) in the 1984 paper). We will not consider the case here as its derivation is quite lengthy and follows the same steps used by Mikhailenko & Korneev (1984) . If the velocity variation is smooth in the z-direction we may simplify the system of equations (25) and (26) as the velocity variation may be expressed in terms of Fourier series which when introduced into the coefficient equations (27a, d and I) produces results as derived in Section 2.1 for the same type of situation.
I N T R O D U C T I O N O F A N A B S O R B I N G B O U N D A R Y
In order to eliminate spurious reflections from the pseudoboundary C, we must introduce a form of an absorbing boundary condition here. Let us assume that in the vicinity of this pseudoboundary all velocities are constant.
Following the method of Clayton & Enquist (1977) where a parabolic approximation to the hyperbolic wave equation is introduced, the sine and cosine transformed quantities defined by equations (4) and (5) and equations (21)- (24) (v,-v,) nn aR (vp-2v,) nn
The finite difference analogues of these partial differential equations are:
SH case X ( s ; : ,
When investigating seismological problems, where the solution is required at a free surface, other boundary conditions must be introduced t o describe the behaviour of the wave equation in this region. Also, it should be noted that the boundaries at z = 0 and h in both the S f f and P-SVcases are, by virtue o f the boundary conditions defined by equations (3) and (19), perfectly reflecting. This must be taken into account when devising the geometry o f a numerical model to produce synthetic seismograms so as to minimize spurious arrivals.
E X A C T S O L U T I O N F O R A N I S O T R O P I C H O M O G E N E O U S M E D I U M
Here we will consider the analytic solution t o the wave equation in medium 1, treating both the SH and P-SV cases. These solutions will be usPd to prepare the initial data which will be passed across the boundary, C1, to initiate the numerical computation o f the wavefield in medium 2.
Analytic solution for the SH-wave
Equation ( 1 ) in an isotropic homogeneous medium, for the far field approximation, may be written as This equation must be solved subject t o the initial conditions given by equation (2) and the new boundary condition This is a perfectly reflecting condition and to avoid the introduction of spurious arrivals due t o its implementation, the fictitious boundary at r = a is chosen so that the point a lies sufficiently t o the right of medium 2.
After applying a finite cosine transform (equations 4 , 5 ) subject t o the boundary condition (3) The choice of F2(z-zo) will be discussed in a later section.
It is necessary t o obtain the solution of the system (38)-(41) at a fixed point y o . This point is the first point of the finite difference scheme in medium 2, where the numerical solution is used. In effect this operation provides the initizl data to medium 2 for each harmonic n .
We
will now apply the finite Hankel transform t o the system (38)-(41). This transform is defined as
S(r, n, t ) Jo(kir)dr with its inverse being
The quantities ki are the roots of the equation Jo(kia) = 0. To aid in simplifying the problem it will be assumed that F,(r) = 
( l / 2~r ) & ( r ) .
The Cauchy problem results after the application of this transform and the problem now [(t--7) . v1 d7 V Let us assume that f ( t ) has the following form:
where f o is the predominant frequency, y is a damping factor and to is chosen such that f ( t o ) = 0 or equivalently to is the half-width of the pulse.
In this case the system (38)- (41) has the analytic solution given by m
S(ro, n , t ) = a(n, z o ) .
where
From equation (49d), with the selection of the spatial variation of the source pulse with respect t o z , the coefficients a(n, z o ) have the form given by (49e). If mo is equal to infinity, F2(z-zo) is a delta function. In this paper we will consider only a point source which is in effect a horizontal force in the direction 4 = n/2, that is, perpendicular t o the plane of incidence. Alternate sources may be used by redefining F,(r) and F2(z-zo).
Analytic solution for the P-SV case
For a homogeneous isotropic medium the problem of P-SV-wave propagation due to an explosive type source generating compressional waves may be written in terms of potentials as a2@ I a@ a2@ 1 a2@ 6 ( r )
--t--+-=----6(z-z0)
.
f ( t )
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where the components of displacement are given by
The system (50) and (5 1) will be solved subject to the following boundary conditions and initial data:
As the source produces only compressional waves, the initial values pertaining to @ need be specified. Let us as in the previous section apply a finite cosine transform to (50) where the transform and its inverse are defined by
-
"
nnz R(r, n, t ) cos-
This results in the following system of equations I a2R 6(r) nnzO
but one may easily recognize that this is identical to the problem solved in Section 2.4.1 and the solution is obtained in the same manner. But now we must establish a relationship between R and R and R and S which specify P-SV-wave propagation as in equations (28) and (29).
Let us apply equations (21)- (24) to the definition of the vertical and horizontal components of the P-SV displacement equations (52) and (53). which yields with the help of (56) nrrb R(r, n, r ) = --R ( r , n, t ) aR(r, n, t ) ar S(r, n, t ) = These are the sought after relations between R and R and R and S . However, from the previous section we know how to obtain the analytic solution for R so that the analytic solutions for R and S are 
C O M M E N T S O N T H E C O N V E R G E N C E A N D A C C U R A C Y O F T H E M E T H O D
Let us now consider some factors which influence the convergence of our algorithm. First we wish to analyse the convergence of the analytic solution, that is, how it behaves in the preparation of the initial data for the laterally inhomogeneous medium. For simplicity we will examine only the SH case as the P-SVcase is similar.
From equations (46) and (49e) we see two factors which influence convergence.
(a) The smoothness of the function f ( t ) describing the time dependence of the source. From (46) we see that the analytic solution is an integral whose convergence is dependent as v + m on f ( t ) being n times differentiable, and all of the derivatives being continuous. From equation (48) it can be seen that if we select this smooth impulse, we have exponential convergence. In practice then, the number of harmonics which must be considered has a direct dependence o n the width of the Fourier spectrum of f(t).
(b) If we select the spatial dependence of the source function as in (49d) convergence is again exponential as n tends t o infinity as seen in (49e), so that equation (48) converges rapidly as n increases. The convergence due to the spatial dependence of the source pulse is due to mo, which characterizes the spatial distribution of the source.
Plane waves are very popular when investigating problems in seismic exploration. If we want to incorporate a plane wave source into equation (49a) the spatial dependence of the source distribution takes on a special form, i.e. Fz(z-zo) = 1 for 0 c z G b. This produces the desired plane wave result. The non-zero integral in (49a) exists only for n = 0 implying that we need consider only one harmonic for the analytic solution. However, for the numerical solution in medium 2 we must use the same number of harmonics as if a point source were the initial disturbance. This can be seen from equation (10) as in this case the solution is not equal 0 at all harmonics n = 1, . . . M . Physically this means that the secondary sources, i.e. the points in the laterally homogeneous medium, produce spherical waves which may be approximated only by a summation over a number of plane waves which implies that many harmonics must be used. For numerical calculation we will use both plane wave and point sources.
An additional factor in the convergence of the solution is the convergence of the coefficients defined by equation (1 Id). The convergence of these coefficients is directly related t o the smoothness of the velocity structure as describedin(1 l d ) , w h e n p = m f n+m. In our program we approximate V,(z) by a linear function on a uniform interval. In this case we have convergence as l/(m f n)' in equation (10) We see that the coefficients D ( p ) asymptotically decrease asp-6. The first term in equation (66) is identically zero because ZL = b and z 1 = 0. In the numerical solution of our systems o f equations and medium 2, the time step At is determined approximately by the following relations: for the SH case At V,
where the velocities in (68) and (69) are the maximum velocities encountered in medium 2.
The total error of the method consists of the truncation error resulting from finite difference schemes and the error from the cut of spatial frequencies in the Fourier series. The method was tested against several problems for particular models of inhomogeneous media (Alford, Kelly & Boore 1974) . The results obtained using the algorithms described here are in satisfactory agreement.
3 Examples of synthetic seismograms computed for some media with complex geometries In this section some models with complex geometries are considered. To facilitate matters and t o increase the range o f applicability of our results, distance and time are expressed in terms of wavelengths (WL) and periods (T) respectively. The time dependence of the source pulse used is given by
where fo is the predominant frequency, y is a damping factor (y = 4) and t o is chosen such that f ( t o ) 2 0 or equivalently to is the half-width o f the pulse.
First we will give an example of synthetic seismograms computed for model 1 with a simple geometry. Fig. 3 depicts this model. A point source is located at the origin (r = 0 , z = 0). The depth ro t o the line of receivers is 25.0 WL. Other dimensions are H = 6.0 WL, h = 1.5 WL and ab = 9.0 WL. The velocity below the interface abcdef is twice that of the medium above it. Please note that our rather unorthodox choice of z -and y-axes resulted in a considerable simplification of the input, in which the detailed description of the velocity structure along the z-direction is required in the laterally inhomogeneous part of medium 2. Fig. 4 contains the synthetic seismograms for an SH incident wave for model 1. The identification o f arrivals is as follows: S1 -direct arrival, SISl -reflected arrival, S1S2SI -head wave arrival, SISk diffracted arrival from corner b (see Fig. 3 ) ,
SISd -diffracted arrival from corner e. Due to the complexity of the seismic traces for even this very simple geometry, we have interpreted only those arrivals which we were absolutely sure of and verified using travel times.
Unfortunately a more detailed interpretation of strong arrivals seen in most of the traces at ranges beyond 13 WL would require the computation o f kinematic and dynamic proper- Figure 5 . Vertical component of the synthetic seismogram due to P-wave incidence from a point source for a modified model 1. in this caSe H = 7.0 W L and ah = 6.0 WL. The identification of arrivals is: P, -direct P arrival, P,P, -reflected arrival, P,Pk -diffracted wave from corner b, P I P h -diffracted wave from corner e . ties of diffracted waves using a ray approach. This will be done in our t'uture work after the necessary computer software, currently under development, is completed. The wave picture becomes more complex in the case when a P-wave is incident from a point source for model 1. (In this case H = 7.0 WL and ab = 6.0 WL.) Figs 5 and 6 contain vertical Ur and horizontal Uz components of the synthetic seismogram for this model. The velocities UP2 and Us* below the interface abcdefare twice that of the medium above it and we have used the relation (V, = 0.6 V,). The identification of arrivals in this case is: P1 -direct P arrival, PIP1, PISl -reflected arrivals, PIPh -diffracted wave from corner b and PIPh -diffracted wave from corner e.
Next, we shall consider a few models of subsurface geometries which are of interest from the viewpoint of seismic prospecting. In Fig. 7 , model 2 (ii) _I it Figure 8 . Model 2. A plane wave is incident on three similar structures located in the same position relative to the receivers (see Fig. 7 ). We will denote them as (i) box, (ii) smooth box and (iii) salt dome. Fig. 8 shows three similar structures located in the same position relative to the receivers (see Fig. 7 ). We will denote them as (i) box, (ii) smooth box, and (iii) salt dome. Fig. 9 contains the synthetic seismograms for an SH plane wave incident on these structures. In all cases the direct S1 arrival is removed. The reflected arrival is denoted as SISl while the diffracted arrivals SISh and SIS$ are due t o the corners at e and d respectively. The arrivals denoted as D, and Dh are a little more complicated. The plane wave impinging on the corner d in all these models produces a diffracted wavefront which is spherical. The disturbance D, is the reflection of this diffracted wavefront from the plane boundary between medium 1 and medium 2 while Dh is an associated head wave as VS, > VS,. In the notation we have been using D, and Dh could be written SISDSl and SISDSzSl respectively .
Conclusions
An analytical-numerical algorithm for the calculation of synthetic seismograms for complex 3-D geometries has been presented. This version of the algorithm is most effective for thinlayer models involving heterogeneities whose elastic parameter variations along the r-coordinate are much less than along the z-coordinate. These are models of typical petroleum traps (anticlines, reefs, thrust faults, etc.) whose size in the vertical direction is not greater than eight to ten dominant wavelengths. This approach may be used to compute the amplitude of Rayleigh waves in 2-D heterogeneous media in Cartesian coordinates. Our algorithm is best suited for independent testing of other less accurate methods, such as current asymptotic ray techniques. This is due to the rather large amount of CPU time required for the production o f synthetic seismograms using this algorithm. For example, on average, 4-7 hr were needed on the University of Alberta AMDAHLV8 computer t o produce each of the sets o f results shown in this paper. 
