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Abstract
This paper focuses on designing a unified approach for computing the projection
onto the intersection of an `1 ball/sphere and an `2 ball/sphere. We show that the
major computational efforts of solving these problems all rely on finding the root of
the same piecewisely quadratic function, and then propose a unified numerical method
to compute the root. In particular, we design breakpoint search methods with/without
sorting incorporated with bisection, secant and Newton methods to find the interval
containing the root, on which the root has a closed form. It can be shown that our
proposed algorithms without sorting possess O(n log n) worst-case complexity and O(n)
in practice. The efficiency of our proposed algorithms are demonstrated in numerical
experiments.
Keywords: projection , intersection , `1 ball, breakpoint search, principle compo-
nent analysis
1 Introduction
In this paper, we consider designing a unified numerical method for computing the solution
of the following three types of problems: projection onto the intersection of an `1 ball and
an `2 ball:
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minimize
x∈Rn
1
2
‖x− v‖22 subject to x ∈ Bt1 ∩ B2, (1.1)
projection onto the intersection of an `1 ball and an `2 sphere:
minimize
x∈Rn
1
2
‖x− v‖22 subject to x ∈ Bt1 ∩ S2, (1.2)
and projection onto the intersection of an `1 sphere and an `2 sphere:
minimize
x∈Rn
1
2
‖x− v‖22 subject to x ∈ St1 ∩ S2. (1.3)
Here the `2 (i.e., Euclidean) norm on Rn is indicated as ‖ · ‖2 with the unit `2 ball (sphere)
defined as B2 := {x ∈ Rn : ‖x‖2 ≤ 1} (S2 = {x ∈ Rn : ‖x‖2 = 1}), and the `1 norm is
indicated as ‖·‖1 with the `1 ball (sphere) with radius t denoted as Bt1 := {x ∈ Rn : ‖x‖1 ≤ t}
(St1 = {x ∈ Rn : ‖x‖1 = t}). Notice that ‖x‖2 ≤ ‖x‖1 ≤
√
n‖x‖2. Trivial cases for the
problems of interests are: (a) t ≤ 1, in this case ‖x‖1 ≤ t implies ‖x‖2 < 1, meaning Bt1 ⊂ B2,
St1 ∩ B2 = ∅ and St1 ∩ S2 = ∅. (b) t ≥
√
n, in this case ‖x‖2 ≤ 1 implies ‖x‖1 < t, meaning
B2 ⊂ Bt1, St1 ∩ B2 = ∅ and St1 ∩ S2 = ∅. Without loss of generality, we assume 1 ≤ t ≤
√
n in
the remainder of this paper.
Problems (1.1) (1.2) and (1.3) arise widely in modern science, engineering and business.
For example, the gradient projection methods for Sparse Principal Component Analysis
(sPCA)[1, 2, 3, 4] often involve problems of (1.1) or (1.3), and (1.3) is also an integral part
in efficient sparse non-negative matrix factorization [6, 7], supervised online autoencoder
intended for classification using neural networks that features sparse activity and sparse
connectivity [8], and dictionary learning with sparseness-enforcing projections [8]. Problem
(1.2) often arises in Sparse Generalized Canonical Correlation Analysis (SGCCA)[5], and
Witten et al. [4] use (1.2) for computing the rank-1 approximation for a given matrix along
with a block coordinate decent method, which can be applied to sparse principal components
and canonical correlation.
Our contribution in this paper can be summarized as follows:
• We propose a unified analysis for solving these problems. Specifically, we show that
their solutions can all be determined by the root of a piecewisely quadratic auxiliary
function.
• A series of properties of the proposed auxiliary function are provided, which provide
detailed characterization of the solutions of these problems.
• A unified method with/without sorting is designed for finding the root of the auxiliary
function, which accounts for the major computational efforts of solving these problems.
2
1.1 Organization
In the remainder of this section, we outline our notation and introduce various concepts that
will be employed throughout the paper. In §2, we discuss the most related existing problems
and algorithms. In §3, we introduce our proposed auxiliary function and provide a series of
properties of the auxiliary function. We use the proposed auxiliary function to characterize
the optimal solutions in §4. A unified algorithm is proposed in §5 for finding the root of the
auxiliary function. The results of numerical results are shown in §6. Concluding remarks
are provided in §7.
1.2 Notation
For any x ∈ Rn, let xi be the i-th element of x and Rn+ be the nonnegative orthant of Rn,
i.e., Rn+ := {x ∈ Rn : xi ≥ 0, i = 1, . . . , n}. Denote the soft thresholding operator in Rn
with threshold λ > 0 by Sλ(·), i.e., for any x ∈ Rn, (Sλ(x))i = sign(xi) max(|xi| − λ) for
i = 1, . . . , n. Given v ∈ Rn, denote v+ as the projection of v onto the nonnegative orthant
Rn+, i.e. v+ = max(v, 0). The `p,q norm of x is defined as ‖x‖p,q =
(∑G
i=1 ‖xi‖pq
)1/p
with
xi ∈ Rni and
∑G
i=1 ni = n, where G is the number of groups. For a compact set Ω ⊂ Rn and
v ∈ Rn, denote projΩ(v) = arg minx∈Rn ‖v−x‖22. The function φ : Rn → R¯ := R∪{+∞} is
convex, then the subdifferential of φ at x¯ is given by ∂φ(x¯) := {z ∈ Rn | φ(x¯)+zT (x− x¯) ≤
φ(x), ∀x ∈ Rn}.
Denote 1 ∈ Rn be the vector of all ones. The largest and the second-largest of v are denoted
as vmax = max(v1, ..., vn) and v2nd-max, respectively. To simplify the analysis, we assume
λj, j = 1, . . . , k are the k distinct components of v such that λ1 > . . . > λk with λ1 = vmax
and λk+1 = −∞.
2 Related methods
We discuss the most related works in this section.
Projection onto `1 ball. As for projection onto a single `1 ball, many algorithms have
emerged. It can be shown [9, 10, 11] that the projection of v onto Bt1 can be characterized
by the root of the auxiliary function
ψ(λ) :=
n∑
i=1
max(vi − λ, 0)− t = ‖(v − λ1)+‖1 − t.
The properties of ψ are summarized in the proposition below.
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Proposition 2.1. Function ψ is continuous, strictly decreasing and piecewisely linear on
(−∞, vmax] with breakpoints λ1, . . . , λk, and ψ ≡ −t < 0 for any λ ≥ vmax.
By Proposition 2.1, ψ(λ) = 0 has a unique root on (−∞, vmax) since ψ(λ) → +∞ as
λ → −∞ and ψ(vmax) = −t < 0. The algorithms for computing the `1 ball projection
are summarized and compared in [12], in which an efficient algorithm is also proposed with
worst-case complexity O(n2) and observed complexity O(n).
Group ball projection. The first related work is the Euclidean projection onto the inter-
section of `1 and `1,q norm balls (q = 2 or q =∞) proposed by Su et al. [13]. With q = 2 and
one group, this problem reverts to (1.1). They proved that the projection can be reduced to
finding the root of an auxiliary function
φ1(λ) := ‖Sλ(v)‖1/‖Sλ(v)‖2 − t, λ ∈ [0, vmax).
Su et al. [13] studied the properties of this auxiliary function, which are summarized in the
following Lemma 2.2. Based on this lemma, a bisection algorithm is proposed to find the
root of φ1.
Lemma 2.2 ([13] Theorem 1). The following statements hold true: (i) φ1 is continuous
piece-wise smooth on (0, vmax); (ii) φ1 is monotonically decreasing and has a unique root in
(0, vmax).
Remark: However, part (ii) of this lemma may not hold in general. We show this by the
following two counterexamples.
Example 1. Consider n = 2, t = 1.2 and v = (1, 0). Then for λ ∈ (0, 1)
φ1(λ) =
max(1− λ, 0) + max(−λ, 0)√
(max(1− λ, 0))2 + (max(−λ, 0))2 − 1.2 = −0.2.
Obviously, for this instance, φ1 has no root on (0, 1). Therefore, Lemma 2.2 does not hold.
Example 2. Consider n = 3, t =
√
2 and v = (1, 1, 0). Then for λ ∈ (0, 1)
φ1(λ) =
2 max(1− λ, 0) + max(−λ, 0)√
2(max(1− λ, 0))2 + (max(−λ, 0))2 −
√
2 ≡ 0.
Clearly, any point in (0, 1) is the root of φ1, so that Lemma 2.2 does not hold.
Sparseness-enforcing projection operator. Another related work is the “sparseness-
enforcing projection operator” proposed by Hoyer [6], which requires the solution to satisfy
a normalized smooth “sparseness measure” defined by
σ : Rn \ {0} → [0, 1], v 7→ (√n− ‖v‖1/‖v‖2)/(
√
n− 1).
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This leads to solving the problem of (1.3).
Theis et al. [14] shown that the projection is almost surely unique for v drawn from a
continuous distribution, and if it is unique, the projection is shown to be determined by the
root of φ1. We summarized the results in Lemma 2.3. Algorithms for solving (1.3) mainly
include the alternating projection method in [6, 14], the method of Lagrange multipliers
based on sorted v in [7], and the method in [8] based on computing the root of the auxiliary
function φ1(λ).
Lemma 2.3. ([8, Lemma 3 in Appendix]) Let v ∈ Rn+ \ Rn+ ∩ St1 ∩ S2 be a point such that
projRn+∩St1∩S2(v) is unique and σ(v) < σ
∗. Then φ1 is well defined and the following hold:
(i) φ1 is continuous on (0, vmax);
(ii) φ1 is differentiable on (0, vmax) \ {v1, . . . , vn}.
(iii) φ1 is strictly decreasing on (0, v2nd−max), and is constant on [v2nd−max, vmax).
(iv) φ1 has a unique root α
∗ ∈ (0, v2nd−max), and projRn+∩St1∩S2(v) =
Sα∗ (v)
‖Sα∗ (v)‖2 .
Remark: Here the condition σ(v) < σ∗ holds if and only ‖v+‖1 > t‖v+‖2. Compared with
Theorem 4.3, Lemma 2.3 may not include the situation where the projection is not unique
or the projection is unique but σ(v) ≥ σ∗.
Projection onto intersection of an `1 ball and an `2 sphere. Tenenhaus et al. [5]
provided a close form of the solution (1.2). The algorithms for solving (1.2) mainly include
the root finding with bisection proposed by [5] and the root finding method with sorting v
by [15]. Let v˜ = |v| and suppose the elements are sorted in descent order. They analyzed
the properties of φ1(λ) in the following lemma.
Lemma 2.4. ([15, Proposition 1]) The following statements hold true.
(i) φ1 is continuous and decreasing.
(ii) Let nmax be the number of elements of v equal to vmax. For t ∈ [√nmax,
√
n], there
exists i ∈ {1, . . . , n} and δ ∈ [0, v˜i − v˜i+1) such that φ1(v˜i − δ) = 0.
(iii) δ is a solution of a second degree polynomial equation.
Remark. Part (ii) of Lemma 2.4 shown that nmax ≤ t2 is the sufficient condition that
φ1(λ) = 0 have a root on (0, v˜max). However, Example 1 is a counterexample indicating that
nmax ≤ t2 is not sufficient to guarantee φ1(λ) has a root on (0, vmax).
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3 Proposed auxiliary function
Based on the discussion in §2, most existing projection algorithms onto the intersection of
`1 and `2 balls/spheres are constructed by using the auxiliary function φ1(λ). Our proposed
methods are based on different auxiliary functions for characterizing the properties of the
projections, which is the main focus of this section.
We first show that the solutions of (1.1)/(1.2)/(1.3), have the same sign as the given v,
which is a generalized result of the `1 ball projection in [9, 16].
Proposition 3.1. Let x be the first-order optimal to (1.1)/ (1.2)/ (1.3), then vixi ≥ 0 for
i = 1, . . . , n.
Proof. Assume by contradiction that there exists i0 such that vi0xi0 < 0. Define xˆ such that
xˆi0 = −xi0 and xˆi = xi for all i 6= i0, implying ‖xˆ‖p = ‖x‖p, p = 1, 2. Therefore, xˆ is feasible
for (1.1)/(1.2)/(1.3). However,
1
2
(‖x− v‖22 − ‖xˆ− v‖22) = 12((xi0 − vi0)2 − (−xi0 − vi0)2) = −2vi0xi0 > 0,
contradicting that x is optimal for (1.1)/(1.2)/(1.3). This completes the proof.
Using the symmetry of the feasible region stated in Proposition 3.1, we can transform the
original problems (1.1), (1.2) and (1.3) to their corresponding problems restricted in Rn+, so
that from now on we can focus on the following problems
minimize
x
1
2
‖x− v‖22 subject to x ∈ Bt1 ∩ B2 ∩ Rn+, (3.1)
minimize
x
1
2
‖x− v‖22 subject to x ∈ Bt1 ∩ S2 ∩ Rn+, (3.2)
minimize
x
1
2
‖x− v‖22 subject to x ∈ St1 ∩ S2 ∩ Rn+, (3.3)
corresponding to (1.1), (1.2) and (1.3), respectively.
We define the following univariate function for given v ∈ Rn and t > 0:
φ(λ) := ‖(v − λ1)+‖21 − t2‖(v − λ1)+‖22.
Denote the index set of components greater than or equal to a given λ:
Iλ = {i : vi ≥ λ, i = 1, . . . , n} and Iλ = |Iλ|.
The summations of those components and the squared components are denoted as sλ =
∑
i∈Iλ
vi
and wλ =
∑
i∈Iλ
v2i , respectively. For simplicity, for the k distinct values in v, we write
Ij = Iλj , Ij = Iλj , sj = sλj , wj = wλj , for j = 1, . . . k.
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Notice that since λj > λj+1,
Ij ⊂ Ij+1, Ij < Ij+1, sj < sj+1, wj < wj+1, for j = 1, . . . , k − 1.
In particular, it is obvious thatIλ = Ij, Iλ = Ij, sλ = sj, wλ = wj, ∀λ ∈ (λj+1, λj], j = 1, ..., k,Ik = n, sk = n∑
i=1
vi, wk =
n∑
i=1
v2i .
(3.4)
Therefore, we can rewrite φ(λ) as
φ(λ) = (Iλ − t2)(Iλλ− 2sλ)λ+ s2λ − t2wλ. (3.5)
For Ij, sj, wj, j = 1, . . . , k, define
ϕj(λ) := (Ij − t2) (Ijλ− 2sj)λ+ s2j − t2wj, j = 1, . . . , k. (3.6)
For brevity, let jt = min{j : Ij ≥ t2, j = 1, . . . , k} which must exist by the fact that
Ik = |Iλk | = n and n ≥ t2.
The properties of ϕj dependent on jt are analyzed below.
Lemma 3.2. (i) For j < jt, ϕj is concave on R and strictly increasing on (−∞, λj].
(ii) If j ≥ jt and Ijt > t2, ϕj is convex and strictly decreasing on (−∞, λj]. If j > jt and
Ijt = t
2, ϕj is convex on R and strictly decreasing on (−∞, λj] and
ϕjt(λ) ≡ s2jt − t2wjt ≤ 0, ∀λ ∈ R, (3.7)
where the equality holds only if I1 = t
2.
(iii) For j > jt, ϕj(λj) = ϕj−1(λj) and ϕj(λ) > ϕj−1(λ), for any λ < λj.
(iv) For j ≥ jt, the smaller root for ϕj(λ) = 0 is
λϕj =
1
Ij
sj − t
√
Ijwj − s2j
Ij − t2
 . (3.8)
There is no root for ϕj(λ) = 0 if 2 ≤ j < jt.
Proof. (i) It follows from (3.6) that the first and second derivative of ϕj is
ϕ′j(λ) = 2(Ij − t2) (Ijλ− sj) and ϕ′′j (λ) = 2Ij(Ij − t2). (3.9)
7
Note that Ijλ − sj < Ijλj − sj ≤ 0 for any λ < λj. Therefore, both the sign of ϕ′j and ϕ′′j
are determined by the sign of Ij − t2. For j < jt, ϕ′′j < 0 on R and ϕ′j(λ) > 0 on (−∞, λj)
since Ij < t
2 by the definition of jt.
(ii) For j ≥ jt and Ij ≥ Ijt > t2, we have ϕ′′j > 0 on R and ϕ′j(λ) < 0 on (−∞, λj). For
j > jt and Ij > Ijt = t
2, we have ϕ′′j > 0 on R and ϕ′j(λ) < 0 on (−∞, λj); in particular,
ϕ′jt(λ) = ϕ
′′
jt(λ) = 0 and ϕjt takes constant (3.7) on R by the definition (3.6).
(iii) It holds naturally that
Ij = Ij−1 + (Ij − Ij−1), sj = sj−1 + (Ij − Ij−1)λj, wj = wj−1 + (Ij − Ij−1)λ2j .
Plugging this into ϕj(λj) yields that ϕj(λj) = ϕj−1(λj). Moreover, it can be easily verified
that for j = 2, . . . , k,
ϕ′j(λ)− ϕ′j−1(λ) = 2(Ij − Ij−1)
[
(Ij − t2)(λ− λj) + Ij−1λ− sj−1
]
.
If j ≥ jt, then Ij − t2 ≥ 0, meaning (Ij − t2)(λ− λj) ≤ 0 for λ < λj. In addition,
Ij−1λ− sj−1 = λ|Ij−1| −
∑
i∈Ij−1
vi < λj|Ij−1| −
∑
i∈Ij−1
vi < 0
for any λ < λj. Therefore, for j ≥ jt, it holds that ϕ′j(λ)−ϕ′j−1(λ) < 0, for any λ < λj. It
then follows that ϕj(λ) > ϕj−1(λ) for any λ < λj, completing the proof of (iii).
(iv) The discriminant of ϕj(λ) = 0 is ∆ = 4t
2(Ij − t2)(Ijwj − s2j). Now we discuss the sign
of ∆. By the Cauchy-Schwarz inequality
Ijwj − s2j = |Ij|
∑
i∈Ij
v2i −
(∑
i∈Ij
vi
)2 ≥ 0,
where the inequality holds strictly for j ≥ 2 since there are at least two distinct values in the
summation. Therefore, if j ≥ jt ≥ 1, then ∆ ≥ 0 and the smaller root of ϕj(λ) = 0 is given
by (3.8). In particular, if j = 1, then ∆ = 0 and ϕ1(λ) has a unique root λ1. Moreover, if
jt > j ≥ 2, then ∆ < 0 since Ij − t2 < 0 and Ijwj − s2j > 0, implying ϕj(λ) = 0 has no root.
This completes the proof of (iv).
Proposition 3.3. The following statements hold true.
(i) φ is continuous on R.
(ii) Suppose I1 > t
2, φ is decreasing, piecewisely convex and quadratic on (−∞, vmax).
(iii) Suppose I1 = t
2, φ is decreasing, piecewisely convex and quadratic on (−∞, λ2] and
φ ≡ 0 on (λ2, vmax).
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(iv) Suppose I1 < t
2. φ is increasing and piecewisely concave and quadratic on [λjt , vmax).
Furthermore, if Ijt > t
2, then φ(λ) is decreasing and piecewisely convex and quadratic
on (−∞, λjt); if Ijt = t2, then φ(λ) is decreasing and piecewise quadratic convex on
(−∞, λjt+1), and on (λjt+1, λjt ]
ϕjt(λ) ≡ s2jt − t2wjt .
(v) For any λ ≤ λjt,
φ(λ) = max{qjt(λ), . . . , qk(λ)}, (3.10)
and φ(λ) is convex on (−∞, λjt ]. Furthermore, for j ≥ jt φ′(λ) = ϕ′j(λ) for λ ∈
(λj+1, λj) and ϕ
′
j(λj) ∈ ∂φ(λj).
Proof. Part (i) is trivial.
For part (ii), it can easily verified that
φ(λ) = ϕj(λ),∀λ ∈ (λj+1, λj], j = 1, ..., k (3.11)
since (3.4) and (3.5). Moreover, φ(λ) ≡ 0 for λ ∈ (λ1,+∞).
Part (iii) follows naturally from Part (ii) and Lemma 3.2(ii).
For part (iv), Lemma 3.2(ii) shows ϕj is convex for j ≥ jt. Since Lemma 3.2(iii), φ takes
form (3.10). Therefore, φ is convex on (−∞, λjt ] with ϕ′j(λj) ∈ ∂φ(λj).
Using Proposition 3.3, we can summarize the behavior of φ as follows.
Proposition 3.4. For φ, the following statements hold true:
(i) If I1 > t
2, then φ(λ) > 0 for any λ ∈ (−∞, vmax).
(ii) If I1 = t
2, then φ(λ) > 0 for any λ ∈ (−∞, λ2) and φ(λ) ≡ 0 for any λ ∈ [λ2, vmax).
(iii) If I1 < t
2, φ(λ) = 0 possesses a unique root on (−∞, vmax) and this root lies in
(−∞, λjt). Furthermore, φ(λ) = 0 possesses a unique root on (0, vmax) if and only if
φ(0) > 0.
Proof. (i) If I1 − t2 > 0, then jt = 1. By Proposition 3.3(ii), φ is strictly decreasing on
(−∞, vmax). Therefore, part (i) is true.
(ii) If I1 − t2 = 0, then jt = 1 and k > 1 since I1 = t2 < n. By Proposition 3.3(iii), φ is
decreasing on (−∞, λ2). Hence part (ii) is true.
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(iii) If I1− t2 < 0, then jt ≥ 2 and φ is strictly increasing on [λjt , λ1) by Proposition 3.3 (iv).
Now we consider two cases. If Ijt > t
2, φ is decreasing on (−∞, λjt) by Proposition 3.3 (iv);
this together with the fact φ is continuous and φ(λ1) = 0, implies part (iii) is true. If Ijt = t
2,
φ is strictly decreasing on (−∞, λjt+1) and keeps a negative constant by Proposition 3.3 (iv)
because jt ≥ 2 and njt = t2. This implies that φ(λ) attains 0 only once on (−∞, vmax), and
more precisely we know the root lies in (−∞, λjt+1). Overall, we know part (iii) is true.
4 Characterizing the solution
In this section, we use φ to characterize the solution of (3.1), (3.2) and (3.3). Notice that
(3.1) is convex; (3.2) and (3.3) are nonconvex. We develop a unified framework using the
partial Lagrangian duality, which takes form
L(x, λ, µ) = 1
2
‖x− v‖22 + λ
( n∑
i=1
xi − t
)
+ µ
2
( n∑
i=1
x2i − 1
)
.
Here for each problem the dual variables λ is associated with the `1 ball/sphere constraint
and µ is associated with the `2 ball/sphere constraint, respectively. The dual function is
given by
g(λ, µ) = inf
x∈Rn+
L(x, λ, µ). (P)
The properties of g are analyzed in the following lemma.
Lemma 4.1. For given λ, µ ∈ R, the following hold.
(i) Suppose µ = −1. If λ > vmax, then the optimal solution of (P) is x = 0; if λ = vmax,
then any x satisfying
xi ≥ 0, i ∈ I1, and xi = 0, i /∈ I1; (4.1)
is optimal. In both cases, we have
g(λ, µ) =
1
2
‖v‖22 − λt+
1
2
.
(ii) Suppose µ > −1. The solution of (P) is
x(λ, µ) =
1
1 + µ
(v − λ1)+. (4.2)
with dual function being
g(λ, µ) =
1
2
‖v‖22 − λt−
µ
2
− 1
2(1 + µ)
‖(v − λ1)+‖22
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and partial derivative
∂g
∂λ
=
1
1 + µ
‖(v − λ1)+‖1 − t, (4.3)
∂g
∂µ
=
1
(1 + µ)2
‖(v − λ1)+‖22 − 1. (4.4)
Moreover, ∇g(λ∗, µ∗) = 0 if and only if φ(λ∗) = 0 with λ∗ ∈ (−∞, vmax) and µ∗ =
‖(v − λ∗1)+‖2 − 1. In addition, x(λ∗, µ∗) reduces to x∗ = (v − λ∗1)+/‖(v − λ∗1)‖2.
(iii) If µ < −1 or µ = −1 and λ < vmax, then g(λ, µ) = −∞.
Proof. (i) Suppose µ = −1. We have L(x, λ, µ) = (λ1− v)Tx− λt− µ
2
+ 1
2
‖v‖22. Clearly, if
λ > vmax, the optimal solution of (P) is x = 0; if λ = vmax, the solution must satisfy (4.1).
The rest of (i) is trivial.
(ii) Suppose µ > −1. Let ζ ∈ Rn be the multipliers for x ∈ Rn+. The optimal (x, ζ) must
satisfy
x− v + λ1 + µx− ζ = 0, xTζ = 0, x ≥ 0, ζ ≥ 0.
If xi > 0, meaning ζi = 0, it follows that xi =
1
1+µ
(vi − λ). If xi = 0, it follows that
vi − λ = −ζi ≤ 0. Therefore, (4.2) is true, and (4.1), (4.3) and (4.4) can be computed
accordingly.
Now, suppose (λ∗, µ∗) is stationary for g. It holds that ∇g(λ∗, µ∗) = 0, implying λ∗ ∈
(−∞, vmax) and
φ(λ∗) = (1 + µ∗)2[
∂
∂λ
g(λ∗, µ∗) + t]2 − (1 + µ∗)2t2[ ∂
∂µ
g(λ∗, µ∗) + 1]2 = 0.
Conversely, if φ(λ∗) = 0 with λ∗ ∈ (−∞, vmax), letting
µ∗ =
√
‖(v − λ∗1)+‖2 − 1,
we can see ∂
∂λ
g(λ∗, µ∗) = 0 and ∂
∂µ
g(λ∗, µ∗) = 0. Hence (λ∗, µ∗) is stationary for g. This
completes the proof of part (ii).
(iii) It can be verified trivially.
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4.1 Projection onto Bt1 ∩ B2 ∩ Rn+
We first use the dual to analyze the properties of the solution of (3.1). Consider the La-
grangian dual problem of (3.1)
maximize g(λ, µ)
subject to λ ≥ 0, µ ≥ 0. (D1)
Let (λ∗, µ∗) solve dual (D1). If the solution x∗ of (P) for given (λ∗, µ∗) is feasible for (3.1)
and satisfies the complementary condition
λ∗(1Tx∗ − t) = 0and µ∗(‖x∗‖22 − 1) = 0, (4.5)
then g(λ∗, µ∗) = 1
2
‖x∗−v‖22. We know x∗ solves (3.1). By the first-order optimality condition,
(λ∗, µ∗) solves (D1) if and only if
∂g(λ∗, µ∗)
∂λ
(λ− λ∗) + ∂g(λ
∗, µ∗)
∂µ
(µ− µ∗) ≤ 0, for any λ ≥ 0, µ ≥ 0. (4.6)
Theorem 4.2. Let x be the optimal solution of (3.1). Then one of the following statements
must be true:
(i) ‖v+‖2 ≤ 1 and ‖v+‖1 ≤ t. In this case, x = v+.
(ii) ‖v+‖2 > 1 and ‖v+‖1 ≤ t‖v+‖2. In this case, x = v+/‖v+‖2.
(iii) ‖v+‖1 > t and ‖v+‖1 > t‖v+‖2. In this case, ψ(λ) = 0 has a unique root λˆ in (0, vmax).
Furthermore, if ‖(v − λˆ1)+‖2 ≤ 1, then x = (v − λˆ1)+; Otherwise, φ(λ) = 0 has a
unique root λ∗ in (0, λˆ), and
x = (v − λ∗1)+/‖(v − λ∗1)‖2. (4.7)
Proof. Case (i). If ‖v+‖2 ≤ 1 and ‖v+‖1 ≤ t, we can see λ∗ = 0, µ∗ = 0 satisfies the
optimality condition (4.6) by (4.3) and (4.4). In this case, by (4.2), the solution of (P) is
x∗ = v+. Obviously v+ is feasible for (3.1), and (λ∗, µ∗,x∗) satisfies (4.5).
Case (ii). If ‖v+‖2 > 1 and ‖v+‖1 ≤ t‖v+‖2, we can see that λ∗ = 0, µ∗ = ‖v+‖2−1 satisfies
the optimality condition (4.6) by (4.3) and (4.4). In this case, by (4.2), the solution of (P)
is x∗ = v+/‖v+‖2. Obviously x∗ is feasible for (3.1), and (λ∗, µ∗,x∗) satisfies (4.5).
Case (iii). Now consider the case that neither (i) nor (ii) happens. Since case (i) is not
satisfied, we know v must satisfy
‖v+‖2 > 1 or ‖v+‖1 > t.
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On the other hand, case (ii) is not satisfied, so that we know v must satisfy
‖v+‖2 ≤ 1 or ‖v+‖1 > t‖v+‖2.
There are four subcases to consider. (a) ‖v+‖2 > 1 and ‖v+‖2 ≤ 1, which can never happen.
(b) ‖v+‖2 > 1 and ‖v+‖1 > t‖v+‖2, implying ‖v+‖1 > t. (c) ‖v+‖1 > t and ‖v+‖2 ≤ 1,
indicating ‖v+‖1 > t ≥ t‖v+‖2. (d) ‖v+‖1 > t and ‖v+‖1 > t‖v+‖2.
Overall, we have shown that if v does not satisfy Case (i) nor (ii), then it must be true
that ‖v+‖1 > t and ‖v+‖1 > t‖v+‖2. It follows that ψ(0) = ‖v+‖1 − t > 0 and φ(0) =
‖v+‖21 − t2‖v+‖22 > 0. From Proposition 2.1, ψ = 0 has a unique root λˆ on (0, λ1). We
consider two situations.
First, if ‖(v − λˆ1)+‖2 ≤ 1, we can see that (λ, µ) = (λˆ, 0) satisfies the optimality condition
(4.6) by (4.3) and (4.4). Therefore, by (4.2), the solution of (P) is x = (v−λˆ1)+. Obviously,
(x∗, λ∗, µ∗) = ((v−λˆ1)+, λˆ, 0) satisfy the complementary slackness and is primal-dual feasible
for (3.1).
Second, if ‖(v − λˆ1)+‖2 > 1, then
φ(λˆ) = ‖(v − λˆ1)+‖21 − t2‖(v − λˆ1)+‖22 = t2(1− ‖(v − λˆ1)+‖22) < 0,
where the second equality follows ψ(λˆ) = 0, i.e. ‖(v−λˆ1)+‖1 = t. It follows from Proposition
3.4 that φ(λ) = 0 has a unique root λ∗ on (0, λˆ), meaning λ∗ < λˆ. This implies ‖(v −
λ∗1)+‖2 ≥ ‖(v− λˆ1)+‖2 > 1. We can see that (λ∗, µ∗), with µ∗ = ‖(v−λ∗1)+‖2− 1 satisfies
the optimality condition (4.6) by (4.3) and (4.4), and it follows from (4.2) that the solution
of (P) is (4.7). Therefore, ‖x∗‖2 = 1 and
1Tx∗ = ‖(v − λ∗1)+‖1/‖(v − λ∗1)+‖2 = t
from φ(λ∗) = 0. Obviously, (x∗, λ∗, µ∗) = ((v − λ∗1)+/‖(v − λ∗1)‖2, λ∗, ‖(v − λ∗1)+‖2 − 1)
satisfies (4.5) and is primal-dual feasible for (3.1). This completes the proof.
Table 1 summarizes the four cases (Case (iii) is further split into two subcases) described in
Theorem 4.2, which are represented by the four regions illustrated in R2 in Figure 1.
Region Co: If v
+‖1 ≤ t and ‖v+‖2 ≤ 1, this indicates that v is in the feasible region. The
projection of v is simply v. This corresponds to Case (i).
Region CI: If ‖v‖1 ≤ t2‖v‖2, in R2, this condition is equivalent to
(t2 − 1)v2 ≤ (1− t
√
2− t2)v1 or (t2 − 1)v2 ≥ (1 + t
√
2− t2)v1
(note that it is assumed t <
√
2). If v lies in region CI, then the projection of v reverts to
the projection onto the `2 ball, which is simply v/‖v‖2. This corresponds to Case (ii).
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Now suppose v does not lie in region Co nor CI. This corresponds to the situation of Theorem
4.2(iii), i.e., ‖v‖1 > t and ‖v‖1 > t‖v‖2. It follows that ψ(λ) = 0 has a positive root λˆ.
Region CII: if v1 −
√
2− t2 ≤ v2 ≤ v1 +
√
2− t2, then v1 ≥ v1+v2−t2 and v2 ≥ v1+v2−t2 . It is
easy to see that λˆ satisfies ψ(λˆ) = t and ‖(v − λˆ1)+‖2 ≤ 1. This corresponds to the region
CII in Figure 1, and the projection of v is simply the projection onto the `1 ball, which is
(v − λˆ1)+. This corresponds to Case (iii)-a.
Region CIII: if (v2 − v1)2 > 2 − t2 and ‖v‖21 > t2‖v‖22, the projection of v onto `1 ball is
outside the `2 ball, i.e., ‖(v − λˆ1)+‖2 > 1. This corresponds to Case (iii)-b.
Table 1: Four cases of (λ∗, µ∗,x∗) where λˆ is the root of ψ.
Case x∗ λ∗ µ∗ Region
(i) ‖v+‖1 ≤ t, ‖v+‖2 ≤ 1 v+ 0 0 Co
(ii) ‖v+‖2 > 1, ‖v+‖1 ≤ t‖v+‖2 v+/‖v+‖2 0 ‖v+‖2 − 1 CI
(iii)-a ‖(v − λˆ1)+‖2 ≤ 1 (v − λˆ1)+ λˆ 0 CII
(iii)-b ‖(v − λˆ1)+‖2 > 1 (v−λ∗1)+‖(v−λ∗1)+‖2 λ∗ ‖(v − λ∗1)+‖2 − 1 CIII
Figure 1: The projection of v in R2.
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4.2 Projection onto St1 ∩ S2 ∩ Rn+
We characterize the projections onto St1 ∩ S2 ∩ Rn+, i.e., the optimal solution of (3.3). By
Theorem 4.1, we can consider the Lagrangian dual problem of (3.3),
maximize g(λ, µ)
subject to µ ≥ −1. (D2)
and let (λ∗, µ∗) solve the dual (D2). If the solution x∗ of (P) for given dual feasible (λ∗, µ∗)
is primal feasible for (3.3), then g(λ∗, µ∗) = 1
2
‖x∗ − v‖22. We get x∗ solves (3.3). Therefore,
for such x∗, we only have to verify its satisfaction of the constraints of (3.3).
Theorem 4.3. For any v ∈ Rn, one of the following statements must be true:
(i) If I1 > t
2, the solution of (3.3) is not unique. Any solution of the system∑
i∈I1
xi = t,
∑
i∈I1
x2i = 1, xi ≥ 0, i ∈ I1, xi = 0, i /∈ I1 (4.8)
solves (3.3).
(ii) If I1 = t
2, then (3.3) has the unique solution
xi = 1/
√
I1, i ∈ I1 and xi = 0, i /∈ I1,
which is also the unique solution of (4.8).
(iii) If I1 < t
2, then (3.3) has the unique solution x = (v− λ∗1)+/‖(v− λ∗1)+‖2, where λ∗
is the unique root of φ(λ) = 0 on (−∞, vmax).
Proof. (i) If I1 > t
2, by Proposition 3.4(i), φ(λ) has no root on (0, vmax). By Lemma 4.1(ii),
g(λ, µ) has no stationary point in the region R× (−1,∞). Therefore, the optimal solution of
(D2) is λ∗ = λ1, µ∗ = −1. By Lemma 4.1(i), any point x satisfying (4.8) must be a solution
of (P), since it satisfies (4.1). Moreover, it satisfies the constraints of (3.3), so that it is
optimal. This completes the proof of (i).
(ii) If I1 = t
2, φ(λ) ≡ 0 on [λ2, vmax) by Proposition 3.4(ii), we can see that any (λ, µ) with
λ ∈ [λ2, λ1) and µ = ‖(v − λ1)+‖2 − 1 is stationary for the dual (D2). For those (λ, µ), by
Lemma 4.1(ii), the solution of (P) satisfies xi(λ, µ) > 0, i ∈ I1 and xi(λ, µ) = 0, i /∈ I1.
If we further require the satisfaction of the constraints of (3.3), then there is only a unique
point x∗i =
1√
I1
for i ∈ I1 and x∗i = 0 for i /∈ I1 since I1 = t2. This completes the proof of
(ii).
(iii) If I1 < t
2, φ(λ) = 0 has a unique root λ∗ in (−∞, vmax) by Proposition 3.4(iii). Therefore,
by (4.4) the optimal solution (λ∗, µ∗) of (D2) satisfies µ∗ = ‖(v−λ∗1)+‖2−1. Given (λ∗, µ∗),
by (4.2), the solution of (P) is given in (4.7). It can be easily verified that x∗ is feasible for
(3.3). Therefore, x∗ solves (3.3), completing the proof of (iii).
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4.3 Projection onto Bt1 ∩ S2 ∩ Rn+
We consider the Lagrangian dual problem of (3.2)
maximize g(λ, µ)
subject to λ ≥ 0, µ ≥ −1. (D3)
and let (λ∗, µ∗) be optimal for the dual (D3). If the optimal solution x∗ of (P) for given dual
feasible (λ∗, µ∗) is also primal feasible for (3.2) and (λ∗, µ∗) and x∗ satisfy complementarity
λ∗(1Tx∗ − t) = 0, (4.9)
then g(λ∗, µ∗) = 1
2
‖x∗ − v‖22. So x∗ is optimal for (3.2).
We characterize the projections onto Bt1 ∩ S2 ∩ Rn+ below.
Theorem 4.4. For any v ∈ Rn, one of the following statements must be true:
(i) Suppose vmax > 0, I1 ≤ t2 and ‖v+‖1 > t‖v+‖2. Then (3.2) has a unique solution
(v − λ∗1)+/‖(v − λ∗1)‖2, where λ∗ is the unique root of φ(λ) = 0 on (0, vmax).
(ii) Suppose vmax > 0, I1 ≤ t2 and ‖v+‖1 ≤ t‖v+‖2. Then (3.2) has a unique solution
v+/‖v+‖2.
(iii) Suppose vmax > 0 and I1 > t
2. Then the solution of (3.2) is not unique. Any point
satisfying (4.8) is the optimal solution of (3.2).
(iv) Suppose vmax = 0. The solution of (3.2) is not unique. Any x satisfying∑
i∈I1
xi ≤ t,
∑
i∈I1
x2i = 1, xi ≥ 0, i ∈ I1, xi = 0, i /∈ I1 (4.10)
is optimal for (3.2).
(v) Suppose vmax < 0. Any x satisfying xi = 1 for some i ∈ I1 and xj = 0 for j 6= i is
optimal for (3.2).
Proof. (i) If I1 = t
2, by Proposition 3.4(ii), φ(λ) = 0 for any λ ∈ [λ2, vmax). If I1 > t2, notice
that ‖v+‖1 > t‖v+‖2 is equivalent to φ(0) > 0; by Proposition 3.4(iii), φ(λ) = 0 has a unique
solution λ∗ on (0, vmax). In both cases, we let µ∗ = ‖(v − λ∗1)+‖2 − 1. Then by Lemma
4.1(ii), we have ∇g(λ∗, µ∗) = 0. So (λ∗, µ∗) is the optimal solution of (D3). In this case,
x∗ = (v − λ∗1)+/‖(v − λ∗1)‖2 is the solution of (3.2) and is feasible for (3.2). In addition,
(λ∗, µ∗,x∗) satisfies (4.9). This proves (i).
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(ii) Same argument as for (i) implies that µ∗ > −1. Since ‖v+‖1 ≤ t‖v+‖2, letting (λ∗, µ∗)
with λ∗ = 0 and µ∗ = ‖v+‖2 − 1, we have
∂g(λ∗, µ∗)
∂λ
(λ− λ∗) + ∂g(λ
∗, µ∗)
∂µ
(µ− µ∗)
= (‖v+‖1/‖v+‖2 − t)λ+ 0(µ− µ∗)
≤ 0
(4.11)
for any λ ≥ 0, µ ≥ 0. Therefore, (λ∗, µ∗) is the optimal solution of (D3). For given (λ∗, µ∗),
by (4.2) the solution of (P) is x∗ = v+/‖v+‖2. We can see that x∗ is feasible for (3.2).
(λ∗, µ∗,x∗) obviously satisfies (4.9). This proves (ii).
(iii) Let vmax > 0 and I1 > t
2. By Proposition 3.4(i), φ(λ) = 0 does not have root on
(−∞, vmax). By Lemma 4.1(ii), g(λ, µ) has no stationary point in the region R × (−1,∞).
Therefore, the optimal solution of (D2) is λ∗ = λ1, µ∗ = −1. By Lemma 4.1(i), any point
x satisfying (4.8) must be a solution of (P), since it satisfies (4.1). Moreover, it satisfies
the constraints of (3.3). In addition, any x satisfying (4.8) with λ∗ = 0 and µ∗ = −1 also
satisfies (4.9). This completes the proof of (iii).
(iv) Let v+ = 0 and λ1 = 0. It must be true that µ
∗ = −1 since otherwise ∇g(λ, µ) 6= 0 for
any λ ≥ 0 and µ > −1 by (4.3) and (4.4). This indicates by Lemma 4.1(i) that λ∗ = vmax = 0.
For (λ∗, µ∗) = (0,−1), by (4.1) the solution of (4.10) solves (P) and those x are feasible for
(3.2). Therefore, any x satisfying (4.10) must be optimal for (3.2). This proves (iv).
(v) Let v+ = 0 and λ1 < 0. Same argument applied to the proof of (iv) implies that the
optimal solution of the dual (D3) is (λ∗, µ∗) = (0,−1). However, by (4.1) the solution of (P)
is x = 0 which is infeasible for (3.2). Therefore, we further investigate the primal optimal
solution and rewrite (3.2) as
minimize−vTx subject to x ∈ Rn+ ∩ Bt1 ∩ S2. (4.12)
Since −vTx ≥ (−λ1)1Tx for all x ∈ Rn+ and equality holds if and only if xi = 0 for i /∈ I1
since −λ1 > 0. Hence, we can instead consider minimize 1Tx and obtain
minimize 1Tx subject to x ∈ Rn+ ∩ S2. (4.13)
Notice the constraint
∑n
i=1 xi ≤ t is eliminated since
∑n
i=1 xi is minimized in the objective;
this constraint must be satisfied at the optimal solution of (4.13) since otherwise (4.12)
is infeasible. The optimal solution of (4.13) is obviously any x with exactly one nonzero
component, i.e., xi = 1 for some i ∈ {1, . . . , n}, and such points are naturally feasible for∑n
i=1 xi ≤ t due to the assumption t > 1. On the other hand, if we further require i ∈ I1,
then −vTx = −λ11Tx, meaning −vTx attains the minimum of −λ11Tx on the same feasible
region. Therefore, any x with only one nonzero component xi = 1 and i ∈ I1 is optimal for
(3.2). Case (iv) is also true.
17
5 Proposed Algorithms for Solving φ = 0
Based on Theorems 4.2, 4.3 and 4.4, the projections onto Bt1 ∩ B2, St1 ∩ S2 and Bt1 ∩ S2, as
well as the problem of maximizing a linear function over the Bt1∩B2 can all revert to solving
the equation of φ(λ) = 0. If we can design an algorithm to quickly find the root, then all the
problems above can be solved efficiently. Instead of presenting algorithms for solving each
of the projection problems, in this section, we focus on designing algorithms for computing
the root of φ(λ) = 0. Once we have the root of φ(λ) = 0, we can easily obtain the optimal
solution.
5.1 Breakpoint Search with Sorting
In this subsection, we focus on designing algorithms for solving the nonsmooth equation
φ(λ) = 0 by assuming v is already sorted in descending order. From Proposition 3.3, we
know φ is piecewisely quadratic with breakpoints λ1, ..., λk. Therefore, φ is quadratic on each
interval [λj−1, λj], j = 2, . . . , k. If we know the index j∗ with φ(vj∗+1) ≥ 0 and φ(vj∗) < 0,
then solving φ = 0 on (a, b) reverts to solving a quadratic equation with λ on [vj∗+1, vj∗),
which possesses a close form of the root. This motivates us to find such breakpoints vj∗+1
and vj∗ , or equivalently, the index j
∗. Once this interval is determined, from (3.8), we know
φ(λ) has a root λ∗ on (vj∗+1, vj∗):
λ∗ =
1
j∗
(
s− t
√
j∗w−s2
j∗−t2
)
. (5.1)
Notice that the projection is often sparse in the applications of interests. We propose a
Forward Searching (FS) method to search for j∗, which checks the function value at each
breakpoint in the order of v1, . . . , vn to determine the first index j satisfying φ(vj+1) ≥ 0.
One may also consider other searching strategies, e.g., backward searching in the order of
vn, . . . , v1.
The major computational cost besides sorting in this method is spent on the function eval-
uations of φ, which takes O(n) operations per each evaluation. Therefore, it can further
reduce the computational cost by updating the function values in the recursive way in our
FS method. A complete statement of this method is provided in Algorithm 1.
5.2 Improved Bisection Methods
The FS method should be witnessed complexity of O(n log n) at best due to the presence of
sorting. In this subsection, we design a breakpoint search method without sorting, so that
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Algorithm 1 Forward searching (FS) method for solving φ(λ) = 0.
1: Input a vector v ∈ Rn and t ∈ (1,√n)
2: Sort v in decending order.
3: Let jt = dt2e and compute s =
∑jt
i=1 vi, w =
∑jt
i=1 v
2
i .
4: for j = jt, ..., n− 1 do
5: s = s+ vj+1, w = w + v
2
j+1;
6: if vj+1 < vj then
7: φ = ((j + 1)− t2)((j + 1)vj+1 − 2svj+1)vj+1 + s2 − t2w;
8: if φ ≥ 0 then
9: j∗ = j; s = s− vj+1, w = w − v2j+1;
10: return
11: end if
12: end if
13: end for
14: Output λ∗ = 1
j∗
(
s− t
√
j∗w−s2
jˆ−t2
)
.
in practice faster speed could be witnessed.
The efficiency of the our iterative root-finding algorithms mainly depends on two factors:
the computational cost of the function evaluation, and the total number of iterations. Next
we discuss techniques to reduce the computational efforts caused by these two factors.
For efficiently evaluating φ, (3.5) and (3.9) imply that the calculation of φ(λ) and the first-
order derivative information depends on the calculation of Iλ, sλ and qλ. Notice that the
first-order derivative of φ at λ could be the gradient if φ is differentiable at λ or a subgradient
of φ at λ if φ is nondifferentiable, since φ is convex on (−∞, λjt ] by Proposition 3.3 (v).
Let the interval that we are working on be [l, r] with φ(l) > 0 and φ(r) < 0, and φ(r)
and φ′(r) have been computed. The set Ir and the respective scales mr, sr, qr have been
recorded. We now show how to evaluate the set Iλ and Iλ, sλ, qλ for any λ ∈ [l, r). Denote
Uλ = {i : λ ≤ vi ≤ r, i = 1, . . . , n}. Then we have Iλ = Ir ∪ Uλ, so that
Iλ = mr + |Uλ|, sλ = sr +
∑
i∈Uλ
vi, wλ = wr +
∑
i∈Uλ
v2i , (5.2)
implying that we can simply focus on those elements of v on [λ, r] for evaluation φ and the
first-order derivative of φ. Note that the number of elements in v in the interval [λ, r] de-
creases as the algorithm proceeds, thus the computational cost needed per iteration decreases
as well.
Bounding the Root. While solving an equation, it could be extremely helpful if one can
find a relatively accurate estimate of the range (interval) containing the root. This can
significantly reduce the number of iterations for many algorithms such as bisection method,
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secant method or even (nonsmooth) Newton method. It has been shown that φ(λ) = 0 must
have a unique root in (0, vmax) if φ(0) > 0. The next proposition further narrows down the
interval containing λ∗.
Proposition 5.1. For v ∈ Rn+, suppose ‖v‖1 > t, ‖v‖1 > t‖v‖2 and ‖(v − λˆ1)+‖2 > 1,
with λˆ being the root of ψ(λ) = 0 on R, λ∗ be the root φ(λ) = 0 on (0, vmax), and λ˜ :=
(‖v‖1 − t‖v‖2)/n > 0. Then φ(λ˜) > 0 and φ(λˆ) < 0.
Proof. First of all, by Theorem 4.2, we have φ(λˆ) < 0 and λˆ ∈ (0, vmax).
Since φ is strictly decreasing on (0, λ∗] by Proposition 3.3 (iv), we only have to prove that
λ˜ < λ∗ since φ(λ∗) = 0. By the definition of ψ it holds true that
ψ(λ˜) ≥
n∑
i=1
(vi − λ˜)− t = t(‖v‖2 − 1) (5.3)
where the equality comes from the definition of λ˜. Moreover, by λˆ > 0 and the definition of
λ∗, ψ and φ,
ψ(λ∗) =
√
φ(λ∗) + t2‖(v − λˆ1)+‖22 − t = t
(
‖(v − λˆ1)+‖2 − 1
)
< t(‖v‖2 − 1),
which, combined with (5.3), yields ψ(λ˜) > ψ(λ∗). It follows that λ˜ < λ∗ since ψ is decreasing
on (0, λˆ) by Proposition 2.1, completing the proof.
Proposition 5.1 can be used to initialize Algorithm 2 and 3. In Algorithm 2 and 3 where v
is not sorted, we can set l = λ˜ and r = λˆ to further alleviate the computational effort.
Reducing the number of iterations. Suppose we are currently working on two endpoints
l and r with φ(l) > 0 and φ(r) < 0. We first derive a tighter upper bound for the root than
r. Consider the line passing through points (l, φ(l)) and (r, φ(r)):
S(λ) = φ(r) +
φ(l)− φ(r)
l − r (λ− r) with root λS = r − φ(r)
l − r
φ(l)− φ(r) .
Notice that S(l) = φ(l) > 0 and S(r) = φ(r) < 0, implying l < λS < r. Therefore, if we can
show φ(λS) < 0, then λS is a tighter upper bound for the root than r.
If r ≤ λjt , by Proposition 3.3 (iv), φ is convex on (l, r). Since S(l) = φ(l) and S(r) = φ(r),
the line S(λ) is above the figure of φ on [l, r], then it holds that φ(λS) < S(λS) = 0.
If r > λjt , consider the line S¯(λ) passing through points (l, φ(l)) and (λjt , φ(λjt))
S¯(λ) = φ(λjt) +
φ(λl)− φ(jt)
l − λjt
(λ− λjt)
20
and denote the root of this line as λ¯. Notice that φ(λjt) < 0 by the definition of jt. Following
the same argument for S(λ), it holds that φ(λ¯) < 0. On the other hand, l − r < l − λjt and
φ(l)− φ(r) < φ(l)− φ(λjt) since φ is monotonically increasing on [λjt , vmax) by Proposition
3.3 (iv). Therefore, S¯ ′(λ) < S ′(λ) < 0, combined with S(l) = S¯(l) > 0, implying λS > λ¯.
Hence, φ(λS) < 0 by Proposition 3.3 (iv).
Next, we derive a tighter lower bound for the root than l. Consider the line passing through
(l, φ(l)) with derivative ϕ′j(l), which by Proposition 3.3 (v) can be written as
T (λ) = φ(l) + φ′(l)(λ− l).
Based on the definition of ϕ′j in (3.9) and j ≥ jt by φ(l) > 0, we have φ′(l) = ϕ′j(l) < 0.
Therefore the unique root of T is
λT = l − φ(l)/φ′(l) > l. (5.4)
We only have to show that φ(λT ) > 0. To see this, notice that φ is convex on (−∞, λjt)
and ϕ′j(l) ∈ ∂φ(l) by Proposition 3.3 (v), the line T (λ) always underestimate φ, implying
φ(λT ) > T (λT ) = 0.
We finally consider φ(·) on the interval (λj+1, λj) containing l. It follows that on this interval
φ is equal to the quadratic function
ϕj(λ) = (ml − t2)mlλ2 − 2(ml − t2)slλ+ s2l − t2wl.
Here j ≥ jt since φ(l) > 0. Denote the smaller root of ϕj as λQ, then by (3.8),
λQ =
1
ml
sl − t
√
mlwl − s2l
ml − t2
 , (5.5)
which is shown φ(λQ) ≥ 0 in the following lemma.
Proposition 5.2. If no vi ∈ (l, λQ), then φ(λQ) = 0; otherwise φ(λQ) > 0.
Proof. If there no vi ∈ (l, λQ), then λQ ∈ (λj+1, λj). So φ(λQ) = ϕj(λQ) = 0. Otherwise,
Since j ≥ jt, so by Proposition 3.3 (v), it holds that φ(λQ) > ϕj(λQ) = 0.
Based on the discussion above, we design two methods. One is named as the Semi-Smooth
Newton Secant Bisection method (SSNSB). The other is Quadratic Approximation Secant
Bisection method (QASB). They are stated in Algorithm 2 and 3 respectivly.
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Algorithm 2 Semi-Smooth Newton Secant Bisection (SSNSB) Method for φ(λ) = 0.
1: Input a vector v ∈ Rn and t ∈ (1,√n) and tolerance δ.
2: Given r and l satisfying φ(l) > 0 and φ(r) < 0.
3: while r − l > δ and |φ(λ)| > δ do
4: Compute λS, φ(λS), λT , φ(λT ), λ = (λS + λT )/2, φ(λ).
5: if φ(λ) > 0 then
6: r = λS, l = λT .
7: else
8: l = λ, r = λT .
9: end if
10: end while
11: Output λ.
6 Numerical experiments
In this section, we test the performance of our proposed methods. The experiments consist
of two parts. The first part is testing SSNSB and QASB with contemporary methods for
computing the projection of a given v onto Bt1 ∩ B2. The main computational efforts focus
on solving φ(λ) = 0, corresponding to the case where v lies in region CIII in Table 1 (the
hard case). The second part is to test SSNSB and QASB on solving φ(λ) = 0 for computing
the projection onto St1 ∩ S2.
In all experiments, the tolerance is set as δ = 10−9. The codes are implemented in C code,
and runs on an HP laptop with a 1.80GHz Intel Core, i7-8565U CPU and 16.0GB RAM for
Windows 10. In the table of results, each number is the average of 100 runs with fastest
being the numbers in bold and the standard deviation in the parenthesis.
6.1 Projection onto Bt1 ∩ B2
For fixed dimension n, we randomly generate the input vector v ∈ Rn, and keep those that
fall in CIII and discard those that are not in CIII. We only compare the efficiency of FS, BM
(the traditional Bisection method), SSNSB and QASB. Let σ = (
√
n− t)/(√n− 1), where σ
measures sparseness as suggested by Hoyer [6]. We set σ for 0.9 as used by [8], and setting t
according to the values of σ and n. We consider the following three types of approaches to
generate the data, which is motivated in the test of [17] and represent the components in v
have different mean values.
• Type I: v1, · · · , vn are i.i.d random Guassian numbers with mean 0 and standard de-
viation 1.
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Algorithm 3 Quadratic Approximation Secant Bisection (QASB) Method for φ(λ) = 0.
1: Input a vector v ∈ Rn and t ∈ (1,√n) and tolerance δ.
2: Given r and l satisfying φ(l) > 0 and φ(r) < 0.
3: while r − l > δ and |φ(λ)| > δ do
4: Compute λS, φ(λS), λQ, φ(λQ), λ = (λS + λQ)/2, φ(λ).
5: if there is no vi in (l, λQ) then
6: λ = λQ.
7: return
8: end if
9: if φ(λ) > 0 then
10: r = λS, l = λQ.
11: else
12: l = λ, r = λQ.
13: end if
14: end while
15: Output λ.
• Type II: 7/8 components of v are i.i.d random Guassian numbers of mean 0 and
standard deviation 0.2, the rest are i.i.d random Guassian numbers of mean 0.9 and
standard deviation 0.2.
• Type III: Components of v are randomly equally partitioned with i.i.d random Guas-
sian numbers of mean 0.1, 0.4, 0.7, 1.0 respectively and standard deviation 0.2.
The initial interval for SSNSB and QASB are chosen as (λ˜, λˆ). As for BM, we test initial
interval with (0, vmax)and (λ˜, λˆ) to show the benefits brought by our proposed initial interval.
An Illustrative Example We generate v of Type I with n = 100 to illustrate the behavior
of QASB. Table 2 shows the iteration information of BM, SSNSB and QASB over k. We
also record |U| of those algorithms during the iteration in Table 3, where Iter. denotes the
total number of iterations.
From Table 3, we can see that QASB converges faster than others. Once
∣∣Uk∣∣ = 0, QASB
terminates, while other methods still need many iterations to terminate. Overall, SSNSB
and QASB outperform BM in number of iterations. We can also see that our proposed initial
interval is significantly narrowed.
Number of Iterations We also test the total number of iterations needed by each algorithm
for v with increasing dimension n = 103, 105, 107. The initial interval for all algorithms are
set as [λ˜, λˆ]. The results are summarized in Table 4.
We can see from Table 4 that for three types of data, the total number of iterations needed
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Table 2: The iteration information of QASB terminating in 3 iterations.
k |Uk| lk λkQ λk+1 λkS rk
0 50 0 0.5747 1.4858 1.9600 1.9610
1 6 1.4858 1.8180 1.8846 1.9512 1.9600
2 1 1.8846 1.9271 1.9300 1.9329 1.9512
3 0 1.9271 - 1.9292 - 1.9300
Table 3: |U| of three algorithms on an example of Type I with n = 100. We use our proposed
initial interval [λ˜, λˆ] for BM, SSNSB and QASB. We also test BM using this interval versus
using [0, vmax].
k BM [0, vmax] BM [λ˜, λˆ] SSNSB QASB
0 100 50 50 50
1 15 10 8 6
2 12 6 1 1
3 7 2 0 0
4 5 2 0
5 5 1 0
6 1 0 0
7 0 0
...
...
...
31 0 0
32 0
Iter. 32 31 6 3
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Table 4: Iteration steps for solving zero point of φ.
Type I Type II Type III
n BM SSNSB QASB BM SSNSB QASB BM SSNSB QASB
103 31.0 6.1 4.0 30.0 6.4 3.8 30.0 6.6 4.0
105 32.0 6.9 4.6 30.0 6.2 5.4 30.0 3.6 5.3
107 32.0 7.0 6.0 31.0 6.4 6.5 30.0 6.3 6.1
Table 5: Computation time for for solving zero point of φ.
n 103 105 107
Nz 3.0e+1 1.9e+3 1.8e+5
Type I
FS 1.7e−4(8e−6) 1.4e−2(2e−3) 1.7e+0(2e−1)
BM 6.2e−5(4e−6) 3.6e−3(6e−4) 3.9e−1(4e−2)
SSNSB 2.9e−5(1e−6) 1.3e−3(3e−4) 1.9e−1(2e−2)
QASB 2.8e−5(1e−6) 1.3e−3(2e−4) 1.9e−1(2e−2)
Type II
FS 1.8e−4(2e−5) 1.7e−2(4e−3) 1.6e+0(1e−1)
BM 6.7e−5(1e−5) 4.0e−3(1e−3) 3.8e−1(2e−2)
SSNSB 3.0e−5(4e−6) 1.5e−3(4e−4) 1.5e−1(1e−2)
QASB 2.7e−5(4e−6) 1.5e−3(4e−4) 1.4e−1(1e−2)
Type III
FS 1.2e−4(4e−5) 1.5e−2(3e−3) 1.6e+0(6e−2)
SSNSB 2.2e−5(8e−6) 1.4e−3(3e−4) 1.6e−1(2e−2)
QASB 2.1e−5(9e−6) 1.4e−3(2e−4) 1.3e−1(2e−2)
by SSNSB and QASB are all significantly less than BM, and QASB needs usually two or
three steps less than SSNSB. Another aspect to notice is that the numbers of iterations
needed by SSNSB and QASB remain stable for different sizes of problems.
Computation Efficiency The CPU time (s) for each method is shown in Table 5, where we
only record computational time for φ = 0 and Nz denotes the number of non-zero elements
of the obtained solution.
Table 5 indicates that FS always takes the longest computational time, which is mainly
due the sorting procedure in this method. Therefore, it cannot achieved faster observed
complexity than O(n log n). In particular, for large-scale cases (n = 107), QASB is substan-
tially outperforms FS and BM. Compared with SSNSB, QASB has obvious advantage in the
number of iterations, yet the computational time may not be always superior. The reason
behind this observation may be the computational cost per iteration needed by SSNSB is
low (simply the evaluation of a univariate quadratic function) when |Uλ| = 0.
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6.2 Projection onto St1 ∩ S2
We also apply our methods on computing the projection of v onto St1 ∩ S2. In particular,
we only consider the situation ‖v‖1 > t‖v‖2 for a given t, in which case the computational
effort is spent on solving φ(λ) = 0 on (0, |v|max). We compare QASB with existing algorithms
under the situation with initial interval (0, |v|max) in the experiment, since it is the fastest
method from our previous experiments.
The contemporary algorithms we compare with include:
• Alternating Projection method (AP)[6].
• Newton method (NM1)[8]: NM1 uses Newton method to iterate to find the zero point
of φ1(λ). (If the Newton step yields an iterate outside of [l, r], then it proceeds with a
bisection iterate l+r
2
.)
• Newton method (NM2)[8]: it solves φ2(λ) = 0, a similar method to NM1.
• Forward Search method, (FS)[15]: A forward search method for solving φ1(λ) = 0 with
a sorting procedure.
We use the same data types as used in § 6.1 and compare the CPU time of these four
algorithms in Table 6 for n = 103, 105, 107.
From Table 6, we can see that NM1 is the fastest for Type I data, and QASB is the fastest
for Type II and Type III data.
7 Conclusions
In this paper, we have proposed, analyzed, and tested a unified approach for computing the
projections onto the intersections of `1 and `2 balls or spheres. Novelties of our work is the
proposed auxiliary function along with its properties for characterizing the optimal solutions
and a unified approach for computing the solutions. The proposed approach has bisection
and Newton method implementations that can work with/without sorting. The worst-case
complexity of the proposed methods without sorting are O(n log n) and the complexity in
practice is observed to be O(n). Our numerical experiments have demonstrated the efficiency
of the proposed methods.
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Table 6: Comparison of computation times. Each result is the average of 100 realizations
with the standard deviations in the parenthesis.
n = 103 n = 105 n = 107
Type I
FS 7.4e−5(3e−5) 1.2e−2(4e−4) 5.2e+1(5e+0)
AP 5.7e−5(3e−5) 6.0e−3(3e−4) 1.5e+0(6e−1)
NM1 1.5e−5(4e−5) 1.0e−3(1e−4) 2.6e−1(6e−2)
NM2 2.0e−5(4e−5) 1.5e−3(1e−4) 3.4e−1(4e−2)
QASB 1.8e−5(4e−5) 1.8e−3(1e−4) 3.5e−1(9e−2)
Type II
FS 1.7e−4(2e−5) 1.9e−2(3e−3) 4.5e+1(2e+0)
AP 1.2e−4(2e−5) 8.5e−3(1e−3) 1.2e+0(3e−1)
NM1 3.5e−5(6e−6) 1.8e−3(2e−4) 2.6e−1(4e−2)
NM2 4.3e−5(7e−6) 2.3e−3(4e−4) 3.1e−1(4e−2)
QASB 3.5e−5(5e−6) 1.7e−3(3e−4) 2.3e−1(1e−2)
Type III
FS 7.2e−5(2e−5) 1.2e−2(4e−3) 3.0e+1(1e+0)
AP 6.0e−5(2e−5) 6.1e−3(2e−3) 8.5e−1(1e−1)
NM1 1.8e−5(6e−6) 1.3e−3(5e−4) 1.8e−1(2e−2)
NM2 1.8e−5(5e−6) 1.3e−3(5e−4) 1.8e−1(2e−2)
QASB 1.8e−5(4e−6) 1.1e−3(5e−4) 1.3e−1(5e−3)
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