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ABSTRACT

TOWARDS THE UNDERSTANDING OF THE EFFECT OF FUNCTIONAL MONOMERS
ON LATEX PARTICLE MORPHOLOGY FORMED BY EMULSION POLYMERIZATION
By
Amit K. Tripathi
University of New Hampshire, December 2014

Emulsion polymerization is a multiphase reaction process and the overall kinetics depend on
the reaction rates in both the aqueous and particle phases. The morphology development within
composite latex particles is controlled by both kinetic and thermodynamic factors. Functional
monomers like acrylic acid and 2-hydroxyethyl methacrylate are widely used in emulsion
polymerization at low concentrations (usually < 10% to total monomers) to improve various
properties like shear and freeze thaw stability of the latex, adhesion of the polymer to metal and
paper, and to create the possibility for post-polymerization chemical modifications. These
monomers are highly water soluble and very much more polar than the commonly used acrylate
and styrene monomers. This dissertation deals with the effect of such functional monomers on
the reaction kinetics during the emulsion polymerization and on the resulting morphology of the
composite latex particles.
A detailed examination of the distribution behavior of vinyl acid and hydroxy (meth)acrylate
functional monomers between the nonfunctional monomer phase and the aqueous phase is

xxxvii

reported here. Due to the dimerization and multimer formation capabilities of vinyl acid and
hydroxy (meth)acrylate monomer via hydrogen bonding, the distribution of these monomers
between aqueous and organic phases can be highly concentration dependent. In addition, the
distribution of vinyl acids is a strong function of pH. Common emulsion polymerization with
functional monomers uses more than one nonfunctional monomer. We found that the distribution
of functional monomers can be effectively predicted for multicomponent nonfunctional
monomer mixtures using appropriate ‘mixing rules’. The distribution of a monomer between the
aqueous phase and the polymer particle phase is normally estimated using monomer-polymer
Flory-Huggins interaction parameters and we have carefully determined such parameters for the
functional monomers and various polymers examined in this work.
From the experimental and simulation studies for seeded emulsion copolymerizations with
functional monomers, we found that both the aqueous phase and the particle phase kinetics are
affected by these monomers. The functional monomers produced longer oligoradicals (Z-mers)
in the water phase which then entered the particles to promote polymerization. Moreover, the
distribution studies revealed an increase in the water phase monomer concentrations when these
functional monomers were present. Both of these phenomena combined to result in an increase
in the radical entry rate into the particles as compared to reactions without functional monomers
under similar conditions.
The particle morphologies obtained from seeded emulsion polymerizations with functional
monomers were characterized and compared to those without the functional monomers. In these
studies the levels of the functional monomers were varied between 0% and 10% and the polarity
differences between the seed and second stage polymers changed in different directions
depending on the particular system. For all of the systems studied, it was found that for the cases
xxxviii

where the final particle morphology was either at or close to equilibrium (in terms of the
minimization of free energy), the incorporation of the functional monomers did not impact the
morphology significantly. However for the cases where the final morphologies were kinetically
controlled, increases in the amount of functional monomer in a nonpolar second stage monomer
increased the amount of phase mixing with a polar seed polymer.

xxxix

CHAPTER 1

INTRODUCTION

1.1 Introduction and Objectives

Emulsion polymerization is a multiphase reaction process in which water forms the
continuous phase and polymer particles and/or monomer droplets form dispersed phases. In
seeded emulsion polymerization, the polymerization reaction is done in the presence of preexisting latex particles. The final latex particles contain two, chemically distinct polymers that
coexist within the particles in specific domains. This domain structure is referred to as the
particle morphology. Such a term refers not only to the overall shape of the particle but also the
location of the seed and newly polymerized (second stage) polymers within the same particle.
Another term used to classify these composite polymer latices is “structured particles”. Some
particles are produced with simple structures (e.g. core-shell) while others may be produced with
more complex structures (e.g. partially mixed phases). The morphology development in the
emulsion polymerization is a complex function of diffusional and thermodynamic factors. The
thermodynamics factors are mainly governed by polymer-polymer and polymer-water interfacial
energies. On the other hand, the diffusional factor depends on the polymer chain length, the glass
transition temperature of both polymers, the amount of monomer within the particle during the
reaction, and the reaction temperature. The monomers used to create these types of structured
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latices are quite varied and lead to the ability to make structured particles with a wide variety of
properties.
The main objective of this work is to understand the effects of “functional monomers” on the
structure of latex particles produced by emulsion polymerization reactions. The term functional
monomer here refers to vinyl compounds containing carboxylic acid or hydroxy functional
groups, for example methacrylic acid and hydroxyethyl methacrylate. These types of functional
monomers are utilized in small portions (generally less than 10%) of all the comonomers in
emulsion copolymerization. Incorporation of these functional monomers can improve various
properties like shear and freeze thaw stability of the latex, adhesion of the polymers to metal and
paper, and to create the possibility of post-polymerization chemical modifications. These types
of functionalized latices have been heavily utilized in industries like paints, paper coatings and
adhesives [1].
The reaction kinetics are important for morphology development as they determine the
amount of monomer within the particle, the rate at which the radicals enter the particle, and the
average lifetime before a radical is terminated.

In a multiphase reaction like emulsion

polymerization, the overall rate of polymerization depends on both the reaction rate in the
aqueous phase and that in the particle phase. The rate of polymerization in each phase will then
depend on the concentration of the monomers within each phase. Thus the understanding of the
distribution behavior of a reacting monomer is very important. There are very few reports in the
literature that deal with the distribution of the functional monomers studied here, despite their
importance.
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One of the first objectives of this work was to understand and identify the complexities in the
distribution behavior of these functional monomers. We have studied the distribution of both
vinyl acid and hydroxy (meth)acrylate monomers between water and many of the nonfunctional
monomers used in emulsion polymerization. These studies included conditions like ionic
strength and temperature which are inherent parameters in the emulsion polymerization process.
It is quite common to use more than one nonfunctional monomer with the functional monomer
for polymerization. Thus the distribution studies are extended to include systems containing
mixtures of nonfunctional monomers as the organic phase. In seeded emulsion polymerization
reactions the monomer droplet phase generally does not exist and the monomer distribution
occurs mainly between the polymer particle and water phase. Thus we have also studied the
distribution of functional monomers between water and various homopolymers and copolymers.
From the experimental data we have derived the monomer-polymer interaction parameters that
are necessary to determine the monomer concentrations in both the water and particle phases.
The results and discussion of these studies are described in Chapters 2-5.
In order to understand the effect of functional monomers on particle morphology, seeded
emulsion polymerizations were done with different levels of these functional monomers for
systems with different seed and second stage polymer properties (e.g. polarity and glass
transition temperatures). The results and discussion for these important studies are documented
in Chapter 8. The need for measuring the degree of mixing of the composite polymers within the
latex particles required us to develop a quantitative, thermal analysis method using differential
scanning calorimetry. This is reported in Chapter 7.
Simulation and prediction of morphology during seeded emulsion polymerization is a key
interest in our research group. In the past UNHLATEXTM KMORPH has been developed and
3
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modified to predict the kinetically controlled morphology in such systems. The current version of
UNHLATEXTM KMORPH uses the Monte Carlo method for the simulation of emulsion
polymerization reactions. Monte Carlo simulation methods are powerful, but time consuming. In
the current work we demonstrate a hybrid Monte Carlo method as an alternate approach to
standard Monte Carlo methods. In our simulations we find that the hybrid Monte Carlo method
can result in a nearly 2 orders of magnitude computational time reduction compared to the
standard Monte Carlo method, without the loss of simulation accuracy. This approach is shown
in Chapter 9.
The use of crosslinking monomers like ethylene glycol dimethacrylate (EGDMA) in free
radical polymerization reactions is quite common. We have utilized the hybrid Monte Carlo
methods to simulate the free radical bulk polymerization of methyl methacrylate-EGDMA.
These simulations are in good agreement with experimental data for reaction kinetics, gel points,
and sol-gel fractions created during the pre- and post-gel periods of the reaction. These
simulations are discussed in Chapter 10. It is anticipated that these results and simulation
methods will be used to develop new versions of Kmorph software that can deal with
crosslinking polymerization in latex particles.
1.2 Organization of This Dissertation

This dissertation is divided into three main sections which are discussed below.
In Chapters 2 and 4 the distribution behavior of vinyl acids and hydroxy (meth)acrylate
functional monomers between various non-functional monomers and water phases is discussed.
These studies are extended in Chapter 3 and 4 where the organic phase consists of mixtures of
two or more non-functional monomers. These chapters also include discussion of few
4
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quantitative models to predict such distribution of multicomponent, nonfunctional monomer
mixtures. Chapter 5 discusses the distribution behavior of these functional monomers between
water and polymer phases. The Flory-Huggins interaction parameters are obtained from the
experimental data in this chapter; these are important to obtain the concentration of functional
monomers in both the particle and aqueous phases during an emulsion polymerization.
In Chapter 6 various experimental and analytical methods are discussed. This discussion is
continued in Chapter 7 where a method is developed to obtain quantitative information on
polymer-polymer mixing (extent of phase separation) from differential scanning calorimetry
measurements. In Chapter 8, the experimental and simulation results related to the effect of
functional monomers on latex particle morphology are discussed.
Chapters 9 and 10 are special topics in this dissertation. The morphology simulation software
UNHLATEXTM KMORPH utilizes the Monte Carlo simulation approach. In Chapter 9, a hybrid
Monte Carlo method is demonstrated which has shown significant reduction in simulation time
for free radical polymerizations without the loss of simulation accuracy. In Chapter 10, the
hybrid Monte Carlo simulation approach is used for the simulation of pre- and post-gel
crosslinking reactions in bulk and solution polymerizations and comparisons between
simulations and experimental data are shown.
In this dissertation, each chapter is somewhat to nearly independent of the other chapters. All
the nomenclatures used in a chapter are defined therein, and their scope is limited to that chapter.
Commonly used abbreviations for monomers and a few compounds are also included at the
beginning of each chapter.
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A final note is to say that the materials in Chapters 2-5, 7, and 9 have been submitted as
manuscripts to respected research journals and have been published. Furthermore, the material in
Chapter 10 has been submitted to the leading journal in polymer science and is under review as
of this writing.
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PARTITIONING OF FUNCTIONAL MONOMERS IN EMULSION
POLYMERIZATION: DISTRIBUTION OF CARBOXYLIC ACID MONOMERS
BETWEEN WATER AND MONOMER PHASES

2.1 Introduction

Emulsion polymerization is a multiphase reaction where at any time at least two phases exist.
In emulsion polymerization, water acts as the continuous phase while monomer droplet and
polymer particle phases exist depending on the type of polymerization (like seeded or unseeded).
The complexity further increases in a multistep emulsion polymerization where due to phase
separation multiple polymer phases can coexist within the polymer particle. The reaction kinetics
during emulsion polymerization is a governing factor for the particle morphology obtained by
emulsion polymerization. During polymerization, the reacting (co)monomers distribute between
various phases depending on the polarity of the (co)monomers. As the rate of polymerization in a
phase is directly related to the concentration of the monomers in the respective phase, it is
important to understand the distribution behavior of reacting monomers between all phases in the
emulsion polymerization.
Functional comonomers like acrylic acid (AA) and 2-hydroxy methyl methacrylate (2HEMA)
are widely used in emulsion polymerization at low concentrations (usually < 10%). These are
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quite water soluble as compared to nonfunctional monomers like Styrene (Sty) and methyl
acrylate (MA). One of the biggest challenges in understanding their effect on latex particle
morphology is the complex distribution behavior of these functional monomers during emulsion
polymerization. There are very few reports in the literature that deals with the distribution of
these functional monomers between organic and aqueous phases. In this chapter, the distribution
of AA and methacrylic acid (MAA) between aqueous phases typically encountered in emulsion
polymerization and organic phases comprised of Sty, acrylate or methacrylate monomers is
discussed. Although the overall goal of this thesis work is to understand the effect of functional
monomers on particle morphology in seeded emulsion polymerization where monomer droplet
phase commonly does not exist, the current study will allow a fundamental understanding of the
complexities and interactions of the vinyl acids (AA and MAA) between water and
nonfunctional monomers phases. These will be helpful to interpret results in case of more
challenging polymer-water systems. This work has been published as a peer-reviewed article as
'Tripathi, A. K.; Sundberg, D. C. Partitioning of Functional Monomers in Emulsion
Polymerization: Distribution of Carboxylic Acid Monomers between Water and Monomer
Phases. Ind. Eng. Chem. Res. 2013, 52, 3306–3314' and is reprinted from this article, Copyright
(2013), with permission from American Chemical Society.
Shoaf and Poehlein [2] studied the partitioning of MAA and acrylic acid (AA) between
styrene and water and also between polystyrene particles and water. They found a strong
dependence of the partition coefficient on acid concentration in the water phase which they
claimed was due to the possibility of the acid forming dimer or possibly oligomer structures in
the organic phase. In their experiments for partitioning between a pure styrene and water, the
effects of monomer to water ratio, acid content with respect to total monomer, pH and ionic
8
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strength were tested. The results obtained from these experiments showed the complexity of acid
monomer partitioning and were inconclusive, especially for AA. Santos et al [3] investigated the
partitioning of MAA between water and styrene/butyl acrylate comonomer in a similar way as
Shoaf and Poehlein [2]. They concluded that the partition coefficient of MAA was a weak
function of monomer to water ratio and temperature but a very strong function of pH.
Carboxylic acid monomers have both hydrogen bonding acceptor and donor groups. They are
reported to form cyclic dimers in which two carboxyl groups are linked into a ring by hydrogen
bonds [4-8]. These hydrogen bonds are reportedly stronger than those in alcohols and water [4].
The potential for dimerization of non-reactive carboxylic acids has been successfully applied to
describe the distribution of such compounds between water and organic phases like cyclohexane
and also benzene [8-11]. In addition, carboxylic acids are weak acids and, depending on the pH,
can ionize in the aqueous phase. Together, the dimerization and ionization characteristics of
vinyl acids in emulsion polymerization present a potentially complex situation to those carrying
out such reactions.
2.2 Theoretical Aspects

The equilibria involved in the distribution of carboxylic acids between water and an organic
phase are shown in Figure 2.1.
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Figure 2.1: Scheme depicting various equilibria involved in the distribution of carboxylic acid
between water and an organic phase.

The distribution of carboxylic acids (Figure 2.1) between water and an organic phase can be
described as follows:
1. The transfer of carboxylic acid monomer from the aqueous phase to the organic phase is
described by an equilibrium coefficient Kd;
Kd = [HAO]/[HAW]

(2.1)

where [HAO] and [HAW] are the concentrations of the monomeric form of the carboxylic acid in
the organic phase and the undissociated form of carboxylic acid in the aqueous phase,
respectively.
2. In the organic phase, the acid can dimerize (HA)2,O with a dimerization coefficient Kdim,o;
Kdim,o = [(HA)2,O]/[HAO]2

(2.2)

3. The acid can ionize in the aqueous phase with an acid dissociation constant Ka;
Ka = [H+][A-]/[HAW] = 10 -pKa

(2.3)

where [H+] and [A-] are concentrations of hydrogen ion and conjugate base of carboxylic acid
in the aqueous phase, respectively, and pKa is the pH at 50% ionization.
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Considering the equilibria described above, the distribution coefficient for the carboxylic acid
between water and an organic phase can expressed as [10]

D=

Corg,tot
Caqu,tot

d

2
1 (

2
d

dim,o [HA
a

]

[H ] )

(2.4)

where D is the partition coefficient for the acid (total measurable concentration of acid in the
organic phase (Corg,tot)/ total measurable concentration of acid in the aqueous phase (Caqu,tot)).
[HAW] can be obtained from the total concentration of acid (dissociated + undissociated; Caqu,tot)
in the aqueous phase using eq (2.5).
[HAW] = Caqu,tot / (1+(Ka/[H+]))

(2.5)

Equations (2.4) and (2.5) can be rearranged as;
Corg,tot = Kd[HAW] + 2Kd2Kdim,o[HAW]2

(2.6)

Both eqs (2.4) and (2.6) can be used to describe the distribution of carboxylic acids between
water and an organic phase for the appropriate pH conditions. At low pH, for weak acids,
Ka/[H+] << 1 and eqs (2.4) and (2.5) reduce to Corg,tot/Caqu,tot = Kd + 2Kd2Kdim,oCaqu,tot, which was
given by Prausnitz [9] for the distribution of benzoic acid between benzene and water.
2.3 Experimental Details

The monomers used in this study were acrylic acid (AA), methacrylic acid (MAA), styrene
(Sty), methyl acrylate (MA), methyl methacrylate (MMA), n-butyl acrylate (nBA), n-butyl
methacrylate (nBMA), vinyl acetate (VAc) (all from Acros Organics), tert-butyl methacrylate
(tBMA), hexyl methacrylate (HMA) and 2-ethylhexyl acrylate (2-EHA) (all from Aldrich). 1octanol (Aldrich), sodium hydroxide (NaOH; Acros Organic), hydrochloric acid (HCl; VWR),
sodium chloride (NaCl; Aldrich), sodium dodecyl sulfate (SDS; Alfa Aesar), hydroquinone (JT
11
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Baker), HPLC grade Water (Pharmco), acetonitrile (JT Baker) and phosphoric acid 85% soln. in
water (Acros Organic) were used as received.
To find the effect of the type of non-functional monomer on the partitioning of AA and MAA,
experiments were done in 14 or 30 ml glass vials. Various amounts of vinyl acid (dissolved in
water) and non-functional monomer were added to the vials and capped. The amounts of all
components were randomized while keeping in mind that in common emulsion polymerization
recipes the monomer to water ratio is less than 60% and the vinyl acid level is less than 20% of
the total monomer. The vials were shaken vigorously and kept in a water bath maintained at the
desired temperature for at least 6 hours. Approximately 1 ml. of the aqueous phase was carefully
removed for analysis.
The experiments at higher temperatures were done with ~600 ppm hydroquinone solution in
the water to avoid polymerization. In order to avoid evaporation during sampling, the vials were
capped with PTFE/silicone septa and a needle was used to remove aqueous phase for analysis.
For the experiments designed to study the effect of ionic strength and pH, aqueous solutions
of NaCl, SDS or NaOH were used. For studies on the effect of surfactant, the SDS level was kept
below CMC (2.486 g/L at 30 °C and no added salt) to avoid micelles.

For pH studies

approximately 3 ml of the aqueous phase was drawn out for sampling and a portion of this was
used to determine the pH (Orion 8172BNWP Ross Sure-Flow pH Electrode or Vernier TrisCompatible Flat pH Sensor using Vernier Logger Pro software). The other portion was analyzed
after addition of HCl solution to bring pH below 3.0 (to unionize the dissociated vinyl acids).
The experimental method for MAA distribution between Sty and water at high pH is fully
described in Appendix A.1.
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The aqueous phase was analyzed using an HPLC (Agilent 1100) equipped with a Thermo
Hypersil ODS-2 column (150 x 4.6 mm, 5µm particle size) and a UV detector (Hewlett Packard
series 1100, model G1314A). The column was maintained at 30 °C and the UV detector was set
at wavelength of 254 nm. The mobile phase was a mixture of acetonitrile and an aqueous
solution of H3PO4 [0.1% (v/v)] (varied from 40:60 (v/v) to 20:80 (v/v), depending on the
component of interest to obtain good separation) with a flow rate of 1 ml/min. The mobile phase
used has been adapted from Kossen [12]. The calibration curve was obtained from the areas of
the peaks corresponding to the particular acid for known concentrations of the acid monomer in
the water. The amount of acid monomer in the organic phase was calculated by a mass balance.
The densities used in this work for monomer and water at the experimental temperatures are
shown in Appendix A.3.
The pKa values for AA and MAA measured in this work are reported in Table 2.1. These
values were determined by using the half-neutralization point. The acid was titrated with NaOH
solution in a jacketed reactor maintained at desired temperature. The pH was recorded using
Orion 8172BNWP Ross Sure-Flow pH Electrode.

Table 2.1: pKa values for AA and MAA.
Acid monomer

pKa at T = 30 °C (this work)

pKa (reported in other literature)

AA

4.23

4.2, 4.25 (as cited in Rintoul and Wandrey [13])

MAA

4.45

4.36 [14], 4.65 [15]

In the experiments conducted without addition of NaOH, the natural pH of the aqueous phase
was determined by using the above measured pKa values and the concentration of the acid in the
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aqueous phase (eq (2.7), Appendix A.4). This approach was verified by a few experiments in
which pH was directly measured after sampling as well as by measuring the pH of various
known concentrations of acid in water. Both eq (2.7) and experiments are in good agreement. It
should be noted that without addition of buffer or base, the ionized portion of AA or MAA is less
than 3% when the acid level is >0.05 mol/L.
pH = -log(0.5(-Ka + (Ka2 + 4KaC)1/2))

(2.7)

where, C is the total concentration of acid compound.
In order to validate the method we used to determine the distribution of carboxylic acid
monomers between water and styrene/acrylic monomers, a few experiments were done for the
distributions of these vinyl acid monomers in the 1-octanol/water system. Experimental data
from these experiments for both AA and MAA are shown in Figure 2.2. From these experiments
we obtained log(D) values for AA and MAA at 30 °C of 0.31 ± 0.02 and 0.96 ± 0.01,
respectively. These values are in excellent agreement with reported values of 0.31-0.46 [16] and
0.93 [16] for AA and MAA, respectively. As a further test of our experimental method we
compared our results for the distribution of MAA between Sty and water with values reported
some time ago by Shoaf [2]. The agreement in both data sets as seen in Figure 2.3 also suggests
that the method used in this work can effectively determine the distribution of MAA and AA
between non-functional monomers and water.
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Figure 2.2: Distribution coefficient (D) versus concentration of (●) AA and (○) MAA in aqueous
phase for carboxylic acid distributing between 1-Octanol and Water at 30o C. The dashed lines
are linear curve fits.

Figure 2.3: Concentration of MAA in the Sty phase (Corg,tot) versus the aqueous phase (Caqu,tot) at
equilibrium: (●) at 30o C, this work; (◊) at 25o C from Shoaf and Poehlein [2].
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2.4 Results and Discussion

In this section we discuss the results obtained for the distribution of both MAA and AA
(independently) between water and individual phases of a variety of styrene, acrylate and
methacrylate monomers. While most of our data were obtained at low pH and ionic strength and
at 30º C, the effects of these variables were determined for a limited set of monomers. The data
yielded values for the distribution coefficients and, more interestingly, the dimerization
coefficients within the organic phases. Such values were used to understand the parameters
controlling the vinyl acid distribution, particularly in terms of the influence of the styrene/acrylic
monomers to affect the tendency for the vinyl acids to dimerize in the organic phases.
2.4.1 Effect of the Type of Monomer
We first treat the data obtained for styrene monomer. In Figure 2.4 we have plotted the
concentration of MAA in the Sty phase (Corg,tot) versus its undissociated form in the aqueous
phase ([HAW]) at equilibrium at 30 °C; in Figure 2.5 the same data are plotted as D(1 +
(Ka/[H+])) versus [HAW]. The dotted lines in these figures represent eqs (2.6) and (2.4) with
appropriate values of Kd and Kdim,o, respectively. As can be seen the fits are excellent for this
MAA-Sty-water system. As described in the experimental details section, the distribution
coefficient (D) is calculated from the measured (Caqu,tot) values and the (Corg,tot) values
determined from the mass balance. It is clear that the propagation of experimental errors will
lead to more variability in the values of D than for those of Corg,tot, especially in the low [HAW]
range. The size of the error bars in Figure 2.4 and Figure 2.5 show this. For this reason we used
eq (2.6) (utilizing Corg,tot versus [HAW]) for obtaining the equilibrium coefficients in this work.
This is detailed in Appendix A.5.
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In Figure 2.4 and Figure 2.5 it is clear that the distribution coefficient for the MAA -StyWater system is highly dependent on the equilibrium concentration of the undissociated MAA in
the aqueous phase (~ Caqu,tot for uncontrolled [low] pH). This is caused by the tendency of MAA
to strongly dimerize in the Sty phase (Figure 2.1).

Figure 2.4: Concentration of MAA in Sty phase (Corg,tot) versus its undissociated form in the
aqueous phase ([HAW]) at equilibrium at 30 ° C. The dashed line is fit from eq (2.6).
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Figure 2.5: Modified distribution coefficient (D(1+Ka/[H+])) versus ([HAW]) at equilibrium at
30 °C for the MAA-Sty-Water system. The dashed line is fit to eq (2.4) (y = (9.85 ± 0.317)x +
(0.529 ± 0.070)).

In contrast to MAA, the distribution of AA between Sty and water is much lower. This is of
course because of the very much more polar nature of the AA. The data for AA plotted in Figure
2.6 and Figure 2.7, in comparison to those MAA in Figure 2.4 and Figure 2.5, show this very
clearly. In fact the values of D are so low that there is a large amount of scatter in the data at low
AA concentrations in the water ([HAW]). Thus we increased the number of experiments for AA
as compared to MAA in order to compensate somewhat for the high experimental error at low
concentrations. These D values for AA are an order of magnitude lower than those for MAA.
But like MAA, the distribution coefficients for AA also show a marked dependency on water
phase concentration. This is an indication of the strong tendency of the AA to dimerize in the
Sty phase – here we calculate Kdim,o = 19 ± 6, L/mol as compared to 8 ± 2 for MAA in Sty. This
helps us to understand that AA and MAA behave similarly but differ in their inherent water
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solubility. An earlier report [2] on the distribution characteristics of AA suggested that AA is
inherently more complex than MAA, but we find that not to be the case.

Figure 2.6: Concentration of AA in the Sty phase (Corg,tot) versus the undissociated form in the
aqueous phase ([HAW]) at equilibrium at 30 °C. The dashed line is fit from eq (2.6). Data points
for which the possible error in determination of Corg,tot exceeded more than 50% are excluded
from this figure.
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Figure 2.7: Modified distribution coefficient (D(1+Ka/[H+])) for AA in Sty-Water system versus
the concentration of undissociated AA in aqueous phase ([HAW]) at equilibrium at 30 °C (all
data points). The dashed line is fit from eq (2.4).

Similar to the Sty system, eq (2.6) effectively describes the distribution of MAA between
water and acrylate or methacrylate monomer phases (details can be seen in Figures A.5.1 and
A.5.2 of the Supporting Information). From Figure 2.8 and Figure 2.9 below we see that MAA
distributes much more strongly to the organic phase in the case of more polar monomers than for
Sty. In addition the dependency of D on the water phase concentration of the vinyl acid is not
nearly as strong as that in the Sty. This is a result of the presence of the carbonyl groups in the
(meth)acrylic monomers disrupting the tendency of the MAA to dimerize, instead finding
molecular interactions with the >C=O groups in the monomers.
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Figure 2.8: Modified distribution coefficient (D(1+(Ka/[H+])) versus the undissociated form of
MAA ([HAW]) at equilibrium at 30 °C for acrylate monomers ((●) MA; (◊) nBA; (■) 2-EHA). The
dashed line is fit with eq (2.4).

Figure 2.9: Modified distribution coefficient (D(1+(Ka/[H+])) versus the undissociated form of
MAA ([HAW]) at equilibrium at 30 °C for methacrylate monomers ((●) MMA; (◊) nBMA; ()
HMA). The dashed line is fit to eq (2.4).
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The coefficients Kd and Kdim,o fit from eq (2.6) for MAA distributions between water and a
wide variety of individual monomer phases are presented in Table 2.2. As the polarity of
monomers decrease, the values of Kd decrease and the values of Kdim,o markedly increase. Given
the polarity of MAA, the Kd dependency on monomer polarity is readily understood. The much
stronger variation in the dimerization coefficient, Kdim,o, with monomer polarity is a reflection of
the hydrogen bond acceptor characteristics of the >C=O group present in the (meth)acrylates.
These groups can hydrogen bond with the MAA and lessen the tendency of MAA dimerization.
With an increase in the carbon number of the (meth)acrylic monomer, the concentration of
>C=O groups in the organic phase will decrease leading to more MAA dimerization and the
observed increase in Kdim,o values for the higher molecular weight (meth)acrylates. Note that the
dimerization coefficient for Sty is an order of magnitude greater than any of the (meth)acrylates.
Distribution experiments were done for AA with a similar, but more restricted, set of
(meth)acrylate monomers than for MAA. AA being much polar than MAA, distributes more
strongly towards the aqueous phase than MAA, resulting in much smaller values of D and K d.
Data for AA distributions between water and (meth)acrylate monomers are shown in Figure 2.10
and Figure 2.11.
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Table 2.2: Obtained values of Kd, 2Kd2Kdim,o and Kdim,o for MAA distributing between water and
non-functional monomers.
Kd

2Kd2Kdim,o (L/mol)

Kdim,o (L/mol)

MA

7.89 ± 0.310

3.23 ± 1.00

0.026 ± 0.004

MMA

7.04 ± 0.159

6.80 ± 0.822

0.069 ± 0.004

nBA

4.33 ± 0.165

8.43 ± 0.680

0.225 ± 0.013

nBMA

3.28 ± 0.124

9.21 ± 0.580

0.428 ± 0.021

HMA

2.26 ± 0.043

7.99 ± 0.266

0.782 ± 0.020

2-EHA

2.10 ± 0.044

8.25 ± 0.279

0.935 ± 0.025

Sty

0.755 ± 0.162

9.03 ± 0.542

7.92 ± 1.72

VAc

4.59 ± 0.245

7.59 ± 1.02

0.180 ± 0.016

tBMA

2.79 ± 0.122

6.36 ± 0.404

0.409 ± 0.022

Organic Phase
Monomer

Figure 2.10: Modified distribution coefficient (D(1+(Ka/[H+])) versus the undissociated form of
AA ([HAW]) at equilibrium at 30 °C for acrylate monomers ((●) MA; (◊) nBA; () 2-EHA). The
dashed line is fit to eq (2.4).
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Figure 2.11: Modified distribution coefficient (D(1+(Ka/[H+])) versus the undissociated form of
AA ([HAW]) at equilibrium at 30 °C for methacrylate monomers ((●) MMA; (◊) nBMA). The
dashed line is fit to eq (2.4).

The Kd and Kdim,o values derived from Figure 2.10 and Figure 2.11 are reported in Table 2.3.
The negative value for Kdim,o for MA is, of course, not realistic. Upon comparing the vinyl acid
Kd values from Table 2.2 and Table 2.3 and the way they change with monomer polarity, we see
the same behavior, again indicating that AA and MAA behave normally. However Kd is much
lower for AA than for MAA. The variations in Kdim,o, as in the MAA case, indicate just how
strongly the vinyl acid dimerizes in Sty as compared to any of the (meth)acrylates.
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Table 2.3: Obtained values of Kd, 2Kd2Kdim,o and Kdim,o for AA distributing between water and
non-functional monomer.
Kd

2Kd2Kdim,o (L/mol)

Kdim,o (L/mol)

MA

2.41 ± 0.066

-0.298 ± 0.146

(-2.57 ± 1.18)×10-2

MMA

1.38 ± 0.046

0.864 ± 0.091

0.227 ± 0.014

nBA

0.888 ± 0.007

0.457 ± 0.019

0.289 ± 0.007

nBMA

0.580 ± 0.052

0.230 ± 0.076

0.342 ± 0.064

2-EHA

0.402 ± 0.007

0.132 ± 0.013

0.408 ± 0.021

Sty

0.073 ± 0.022

0.205 ± 0.038

19.2 ± 6.04

Organic Phase
Monomer

With the above data in hand it becomes useful to understand how these results correlate to the
nature of the non-functional monomer, especially its polarity. Collander [17] proposed that
partitioning of organic compounds in different monohydric alcohol/water systems are correlated
as log(Ki) = ailog(Ko) + bi, where Ki and Ko are distribution coefficients in the partitioning
system of interest and of the system chosen as the reference, respectively, and ai and bi are
constants. More usefully to us, Zaslavsky et al [18] suggested that the distribution coefficient for
a homologous series of solutes in a given system can be treated as ln(Ki) = Ai + Ein, where Ki is
the distribution coefficient of a given solute, n is the number of -CH2- and -CH3 groups in the
solute alkyl chain and Ai and Ei are constants specific to the homologous series and solvent
system. Yamada et al [11] showed a linear relationship for log(Kd) versus the molar volume of
various carboxylic acids distributing between 1-octanol/Water and between benzene/water
systems.
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Using these ideas we have plotted our log(Kd) values for MAA and AA versus the molar
volume of the non-functional monomer (instead of the molar volume of the distributing solute)
as the organic phase. These date appear in Figure 2.12. The top line and set of data are for the
MAA system with a variety of (meth)acrylate monomers. The linear fit is excellent and shows
that the plotting guidelines from Zaslavsky [18] and Yamada [11] can be useful here. These data
span the polarity range from MA to 2-EHA and thus we should be able to interpolate for
monomers such as ethyl acrylate with some confidence. The singular point for the Sty/water
system is far from the (meth)acrylate curve and this is because the Sty has little or no hydrogen
bonding capacity with the MAA. The (meth)acrylates all have >C=O groups with which the
MAA can form hydrogen bonds and thus the Kd values are much higher. The reason for the
negative slope of the fitted curve is due to the “diluting” of the >C=O concentrations in the
(meth)acrylate monomers as the molar volume increases. This is to be expected.
We tested two systems with isomers of the monomers we used in the experiments represented
by the top line in Figure 2.12. First we compared t-BMA with n-BMA at the same molar
volume. As noted in the figure there was a measurable and reproducible decrease in the
distribution coefficient for the tertiary isomer as compared to the normal isomer. This we
believe is attributable to the bulkiness of the t-butyl group and the possible shielding of >C=O
group from the MAA, thus lowering the probability of hydrogen bond formation. On the more
polar side, we tested vinyl acetate (VAc) as an isomer of methyl acrylate (MA). The VAc data
point falls significantly below that for MA. For MA the >C=O group is in vicinity of CH 2=CHand the vinyl group can be in resonance with the carbonyl group [19]. This phenomena will not
occur in case of VAc Thus MA is slightly more polar than VAc and the electron density on the
oxygen of carbonyl group in MA will be higher that of VAc This will make MA better hydrogen
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bond acceptor than VAc Overall, these differences in electronic structure will result in a higher
Kd and a lower Kdim,o for MAA distributing between MA and water as compared to that of VAc
The data for acrylic acid distributions are also seen in Figure 2.12. While these data are
expectedly lower on the plot than those for MAA, they also correlate linearly with the molar
volume of the organic phase; the point for the Sty system is again well below the curve for the
(meth)acrylate monomers. In our opinion, all of the same reasoning used for the MAA system
data correlations apply to the AA data as well.

Figure 2.12: Log(Kd) versus monomer molar volume for distributions of (●) MAA and (◊) AA
between water and (meth)acrylic monomers at 30 °C. Values for some isomers and Sty are
indicated by (). The dashed lines are linear fits to the data.

The data for the dimerization coefficients, Kdim,o, are plotted against the molar volumes of the
organic phase monomers in Figure 2.13. As compared to the distribution coefficients in Figure
2.12, those for dimerization in Figure 2.13 follow in an inverse fashion. Again the Sty system
data are well removed from the (meth)acrylic system data, and the t-BMA and VAc isomers are
off the correlation lines. These all attest to the fact that when the organic phases contain
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hydrogen bond acceptors, there are significant decreases in the extent of dimerization of the
vinyl acids in those phases.

Figure 2.13: Log(Kdim,o) versus monomer molar volume for distributions of (●) MAA and (◊) AA
between water and (meth)acrylic monomers at 30 °C. Values for some isomers and Sty are
indicated by (). The dashed lines are linear fits to the data.

2.4.2 Effect of Ionic Strength
In emulsion polymerization recipes, use of ionic salts in the form of surfactants, initiators, and
buffers is commonplace. These salts increase the ionic strength of aqueous phase; we studied this
effect with the MAA-Sty-water system at 30 °C. Here we used water containing 0.0, 0.1 and 1.0
molar NaCl. In Figure 2.14 one can see that with increases in ionic strength, the distribution of
MAA increases towards the Sty phase. This kind of 'salting out' effect was anticipated and also
reported by Al-Modhaf et al. [10] for the distribution of propionic and butyric acids between
cyclohexane and aqueous NaCl solutions. However, the 'salting out' effect is not significant for
the case of 0.1 molar NaCl. In most emulsion polymerizations the ionic strength is kept below
0.1 molar for colloidal stability purposes. Thus it can be concluded that in emulsion
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polymerization systems the presence of the usual ionic salts will not have a significant effect on
distribution of carboxylic acid functional monomers.

Figure 2.14: Concentration of MAA in Sty (Corg,tot) versus concentration of MAA in NaCl
solution (Caqu,tot) at equilibrium at 30 °C; (●) No NaCl (◊) 0.1 M NaCl (■) 1.0 M NaCl.

Similarly, experiments were done in presence of SDS to confirm that this ionic surfactant,
commonly used in emulsion polymerization, will also behave like a simple salt in terms of
carboxylic acid distribution (if no micelles are present). For MAA distributed between methyl
methacrylate (MMA) and water at 30 °C, the concentration of SDS was kept below its critical
micelle concentration (CMC; 2.4 g/L at 30 °C in the presence of no other salt, as measured in our
lab). From Figure 2.15 we can conclude that when SDS is below its CMC, it behaves as a simple
salt and has no special effect on the distribution of carboxylic acid. It should be pointed out that
distribution studies in the presence of SDS for higher concentrations of MAA than reported here
could not be completed as they resulted in turbid aqueous phases, possibly due to decrease in the
CMC of SDS in presence of partially ionized MAA. This could lead to SDS micellization.
Together with the data for NaCl, these results for SDS allow us to conclude that for common
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emulsion polymerization conditions, ionic strength will not have a significant effect on the
distribution of carboxylic acid functional monomers between water and non-functional
monomers.

Figure 2.15: Concentration of MAA in MMA (Corg,tot) versus concentration of MAA in water
(Caqu,tot) at equilibrium at 30 °C in presence of SDS. (●) with SDS (◊) without SDS.

2.4.3 Effect of pH
From eqs (2.4)-(2.6) we can see that [H+] and thus pH can significantly influence the
distribution of carboxylic acid functional monomers. Figure 2.16 shows that raw data for MAA
distributing between water and either Sty or MA collected over a variety of pH levels are widely
scattered. If we account for the [H+] variations among the data, the same data are replotted
according to eq (2.6) in Figure 2.17. It is especially significant to consider the pH levels of these
various data relative to the pKa for MAA (4.45), as noted in Table 2.1. We can see that eq (2.6)
very nicely describes the distribution of MAA over a pH range broad enough to go from the
completely protonated to the completely deprotonated forms of the vinyl acid. Some of the
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slight deviations in the MA data points at high pH (low [H+]) in Figure 2.17 are likely explained
by the minor effect of the ionic strength at these levels of NaOH.

Figure 2.16: Concentration of MAA in Sty or MA (Corg,tot) versus total concentration of MAA in
water (Caqu,tot) at equilibrium at 30 °C.

Figure 2.17: Plot of concentration of MAA in Sty or MA (Corg,tot) versus undissociated form of
MAA in water ([HAW]) at equilibrium at 30 °C.
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We have also developed one data set for the effect of pH on the distribution of AA and report
the results for the MMA-water system in Figure 2.18. These data appear scattered when we do
not differentiate between Caqu,tot and [H+], but correlate nicely when we do, as in Figure 2.19.

Figure 2.18: Plot of concentration of AA in MMA (Corg,tot) versus total concentration of AA in
water (Caqu,tot) at equilibrium at 30 °C.

Figure 2.19: Concentration of AA in MMA (Corg,tot) versus the undissociated form of AA in water
([HAW]) at equilibrium at 30 °C.
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The combined effects of vinyl acid concentration and water phase pH on the distribution
coefficient, D, can be seen in 3-dimensional plots. Figure 2.20 shows the response surface for
MAA distributions between water and Sty, while Figure 2.21 shows that surface when methyl
acrylate is the monomer. As we pointed out earlier, the dependence of D on the concentration in
aqueous phase is much more pronounced in case of Sty than for MA due to substantial acid
dimerization in the Sty phase. Thus the response surfaces in these two figures are quite different.
Some individual data points depicting the pH variations are superimposed on the surfaces in
Figure 2.20 and Figure 2.21 in order to dramatize the difference between the two monomer
systems. Especially from pH values of (pKa -1) to (pKa + 1), one can see that the distribution
coefficient (D) dramatically changes in both cases. At pH = pKa + 1, approximately 90% of the
vinyl acid molecules are ionized and those are not likely to distribute in meaningful ways to the
organic phase.

Figure 2.20: Distribution coefficient as a function of pH and total concentration of MAA (Caqu,tot)
in the aqueous phase for Sty at 30 °C. (●) Experimental data. The response surface was plotted
using eqs (2.4) and (2.5) and the Kd and Kdim,o values reported in Table 2.2. The dotted lines
mark the D values at pKa ± 1.
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Figure 2.21: Distribution coefficient as a function of pH and total concentration of MAA (Caqu,tot)
in the aqueous phase for MA at 30 °C. (●) Experimental data. The response surface was plotted
using eqs (2.4) and (2.5) and the Kd and Kdim,o values reported in Table 2.2. The dotted lines
mark the D values at pKa ± 1.

2.4.4 Effect of Temperature
Emulsion polymerization reactions are usually conducted in the range of 55 to 85 °C. In this
work we studied the effect of temperature on the distribution of AA and MAA between water
and several non-functional monomers over the 30-70 °C range.

For experiments done at

temperatures other than 30 °C, the pKa values used for calculations of [HAW] according to eq
(2.5) were the same as those for 30 °C. This assumption will not be far from reality as, first, the
degree of ionization of the acid without addition of buffer or NaOH is less than 3%
(Experimental Details section 2.3) and second, the change in pKa values for weak acids with
temperature is relatively small [20, 21]. The values obtained for Kd and Kdim,o from curve fitting
our temperature dependent data according to eq (2.6) are reported in Table 2.4.
From Table 2.4 it is apparent that neither the values of Kd nor Kdim,o change dramatically over
the 30-70 °C range. Leo et al [8] suggested that the effect of temperature on distribution
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coefficients is not great if the two phases are not very miscible with each other. While we do not
observe any consistent decrease in the Kdim,o with increase in temperature, there are some reports
that carboxylic acid dimerization does decrease slightly with increasing temperature [5, 22].

Table 2.4: Kd, 2Kd2Kdim,o and Kdim,o values for AA and MAA distributing between water and nonfunctional monomers at various temperatures.
Acid Type

AA

MAA

MAA

MAA

Organic

Temperature

Phase

(°C)

MMA

MMA

Kd

2Kd2Kdim,o

Kdim,o (L/mol)

(L/mol)

30

1.38 ± 0.046

0.864 ± 0.091

0.227 ± 0.042

50

1.11 ± 0.098

0.298 ± 0.240

0.121 ± 0.142

70

0.997 ± 0.104

0.479 ± 0.252

0.241 ± 0.217

30

7.04 ± 0.159

6.8 ± 0.822

0.069 ± 0.012

50

5.65 ± 0.392

6.01 ± 3.03

0.094 ± 0.069

70

5.60 ± 0.452

-2.41 ± 2.58

-0.04 ± 0.04

30

4.33 ± 0.165

8.43 ± 0.68

0.225 ± 0.038

40

4.08 ± 0.357

7.42 ± 2.25

0.223 ± 0.126

50

4.63 ± 0.234

4.52 ± 1.42

0.105 ± 0.048

70

3.94 ± 0.125

5.08 ± 0.794

0.164 ± 0.038

30

0.755 ± 0.162

9.03 ± 0.542

7.92 ± 1.72

50

1.53 ± 0.108

6.96 ± 0.513

1.49 ± 0.361

70

0.686 ± 0.033

6.31 ± 0.135

6.70 ± 0.853

BA

Sty
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2.5 Conclusions

It is clear from the results presented above that one needs to consider the tendency of vinyl
acids to both dimerize in the organic phase and ionize in the aqueous phase in order to
understand the acid distribution behavior between individual styrene/acrylate monomers and
water. The extent of dimerization strongly depends on the presence of hydrogen bond (HB)
acceptors in the monomer phase. Styrene is at one end of the spectrum (strong dimerization) and
methyl acrylate is at the other end (extremely low dimerization). Ionization effects in the water
strongly affect the distribution coefficient over the pH range from pKa – 1 to pKa + 1.
The distribution coefficients for both MAA and AA, when plotted as log Kd, are linearly
correlated with the molar volume of the styrene/acrylic monomer. Among the (meth)acrylate
monomers, this allows interpolation and prediction for similar monomers not yet studied; this is
due to the variation of the concentration of carboxyl groups serving as HB acceptors.
Distribution coefficients of isomers of various (meth)acrylate monomers may fall outside of the
correlation but the deviations can be understood in terms of the strength of the carbonyl groups
to act as HB acceptors. Styrene represents an extreme case and is well off the correlation.
Since we are concerned about the application of the distribution coefficients to emulsion
polymerization systems, we can conclude that the effects of both ionic strength and temperature
are minimal under normal reaction recipe and temperature conditions. Thus the distribution
coefficient data presented here can be directly utilized in emulsion polymerization studies.
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PARTITIONING OF FUNCTIONAL MONOMERS IN EMULSION
POLYMERIZATION: DISTRIBUTION OF CARBOXYLIC ACID MONOMERS
BETWEEN WATER AND MULTI-MONOMER SYSTEMS

3.1 Introduction

Commonly the emulsion copolymerization with functional monomers incorporates more than
one non-functional monomer to control final product properties. To understand the effect of
functional monomers on morphology of latex particles produced for industrial application, it is
important to understand the distribution behavior of these functional monomers in case of multimonomer systems. In the case where the organic phase is comprised of two or more
nonfunctional monomers, the number of possible combinations becomes very large. In other
words, the experimental study of the distribution behavior of functional monomer for all the
possible combinations of monomers in a mixed organic phase is not feasible. The purpose of
work discussed in current chapter is a) studying the distribution of vinyl acids (AA and MAA)
between water phase and multi-monomer organic phase for carefully selected systems, and b)
utilize the experimental data to verify/develop predictive method for the case where the organic
phase is a mixture of nonfunctional monomers. This work has been previously published as
'Tripathi, A. K.; Sundberg, D. C. Partitioning of Functional Monomers in Emulsion
Polymerization: Distribution of Carboxylic Acid Monomers between Water and Multimonomer
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Systems. Ind. Eng. Chem. Res. 2013, 52, 9763–9769' and is reprinted from this article, Copyright
(2013), with permission from American Chemical Society.
3.2 Theoretical Aspects

The equilibria involved in the distribution of carboxylic acids between water and an organic
phase are shown in Figure 3.1.

Figure 3.1: Scheme depicting various equilibria involved in the distribution of carboxylic acid
between water and an organic phase.

Considering the equilibria between the aqueous and organic phases, the distribution
coefficient for the carboxylic acid between water and an organic phase can be expressed as [10,
23]
Corg,tot
D=
Caqu,tot

d

2

2
d

1 (

dim,o [HA
a

[H ] )

]

(3.1)

where D the partition coefficient for the acid (total measurable concentration of acid in the
organic phase (Corg,tot) / total measurable concentration of acid in the aqueous phase (Caqu,tot)), Kd
an equilibrium distribution coefficient describing the transfer of carboxylic acid monomer from
the aqueous phase to the organic phase, Kdim,o the dimerization coefficient of the acid in the
organic phase, Ka acid dissociation constant in the aqueous phase and [H+] is the concentration of
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hydrogen ions in the aqueous phase. The value of [HAW] can be obtained from the total
concentration of acid (dissociated + undissociated; Caqu,tot) in the aqueous phase using eq (3.2).
[HAW] = Caqu,tot / (1+(Ka/[H+]))

(3.2)

Equations (3.1) and (3.2) can be rearranged as:
Corg,tot = Kd[HAW] + 2Kd2Kdim,o[HAW]2

(3.3)

Both eqs (3.1) and (3.3) have been used successfully to describe the distribution of AA and
MAA between the water and organic phases comprised singularly of styrene, acrylate, or
methacrylate monomers [23]. These same equations are used here to demonstrate the distribution
of carboxylic acids monomers between water and multicomponent mixtures of nonfunctional
monomers as the organic phase.
3.3 Experimental Details

The monomers used in this study were acrylic acid (AA), methacrylic acid (MAA), styrene
(Sty), methyl acrylate (MA), methyl methacrylate (MMA), n-butyl acrylate (nBA), n-butyl
methacrylate (nBMA) (all from Acros Organics) and 2-ethylhexyl acrylate (2-EHA; Aldrich).
Sodium hydroxide (NaOH; Acros Organic), hydrochloric acid (HCl; VWR), HPLC grade water
(Pharmco), acetonitrile (JTBaker), and phosphoric acid 85% soln in water (Acros Organic) were
used as received.
Various amounts of the vinyl acids (dissolved in water) and mixtures of nonfunctional
monomers (in the desired ratio) were added to 14 mL vials and capped. The amounts of all
components were randomized while keeping in mind that in common emulsion polymerization
recipes the monomer to water ratio is less than 60% and the vinyl acid level is less than 20% of
the total nonfunctional monomers. The vials were shaken vigorously and kept in a water bath
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maintained at 30 °C for at least 6 h. Approximately 1 mL of the aqueous phase was carefully
removed for analysis.
For the experiments designed to study the effect of pH, aqueous solutions of NaOH were
used. Approximately 3 mL of the aqueous phase was drawn out for sampling and a portion of
this was used to determine the pH (Vernier Tris-Compatible Flat pH Sensor using Vernier
Logger Pro software). The other portion was analyzed after addition of HCl solution to bring pH
below 3.0 (to unionize the dissociated vinyl acids).
The aqueous phase was analyzed using an HPLC (Agilent 1100) equipped with a UV detector
(Hewlett-Packard series 1100, model G1314A). The column, Thermo Hypersil ODS-2 (150 ⨯
4.6 mm, 5 μm particle size) or Agilent ZORBAX Eclipse XDB-C8 (150 ⨯ 4.6 mm, 5 μm particle
size), was maintained at 30 °C, and the UV detector was set at a wavelength of 254 nm. The
mobile phase was a mixture of acetonitrile and an aqueous solution of phosphoric acid [0.1%
(v/v)] (varied from 40:60 (v/v) to 20:80 (v/v), depending on the component of interest to obtain
good separation) with a flow rate of 1 mL/min. The mobile phase used has been adapted from
Kossen [12]. The calibration curve was obtained from the areas of the peaks corresponding to the
particular acid for known concentrations of the acid monomer in the water. The amount of acid
monomer in the organic phase was calculated by a mass balance. The densities used in this work
for monomer and water at the experimental temperatures are shown in Appendix B.1.
The natural pH of the aqueous phase was determined by using eq (3.4) (Appendix B.2).
pH = -log(0.5(-Ka + (Ka2 + 4KaC)1/2))

(3.4)

where C is the total concentration of acid compound in the aqueous phase in mol/L. The pKa
values of AA and MAA at 30 °C are taken at 4.23 and 4.45, respectively [23]. It should be noted
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that without addition of buffer or base, the ionized portion of AA or MAA is less than 3% when
the acid level is > 0.05 mol/L.
3.4 Results and Discussion

In a multi-monomer system, the organic phase can be selected with numerous possibilities by
varying the monomer types and their ratios. In a study of the distribution of AA and MAA
between the aqueous phase and a single non-functional monomer phase, Tripathi and Sundberg
[23] reported an increase in Kd and a decrease in Kdim,o with increases in the organic phase
polarity for acrylate and methacrylate monomers. On the other hand, in the case of Sty as the
organic phase, the observed partitioning of the carboxylic acids was mostly due to its
dimerization in the Sty (dramatically higher Kdim,o and lower Kd values than for (meth)acrylates).
These differences are due to the presence of hydrogen bond donor carbonyl groups in
(meth)acrylate monomers which disrupt the tendency of the carboxylic acid monomers to
dimerize. Considering the complexity of H-bonding in Sty containing systems [23], in the present
study we worked with a number of Sty-acrylate co- and ter-monomers systems. We also used
organic phases consisting of mixtures of only (meth)acrylate monomers, and studied the
distribution of both AA and MAA.
3.4.1 Experimental Results
Figure 3.2 shows the concentration of MAA in organic phases (Corg,tot) consisting different
ratios of Sty to MA versus the concentration of its undissociated form in the aqueous phase
([HAW]). Similarly, Figure 3.3 shows the distribution of MAA between the aqueous phase and
several all-acrylic phases (mixtures of MA and 2-EHA). The experimental data curves were
fitted with eq (3.3) using the Nelder-Mead simplex algorithm in SciDAVis v0.2.4
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(http://scidavis.sourceforge.net/). This is two parameter (here Kd and Kdim,o) fitting algorithm.
From Figure 3.2 and Figure 3.3 it can be clearly seen that eq (3.3) nicely represents these multicomponent organic phase systems. Additional results (plot of [HAW] versus Corg,tot) obtained for
the distribution of MAA between the aqueous phase and mixtures of other non-functional
monomers, including cases where the organic phase consists of 3 non-functional monomers, are
shown in Appendix B.3. The values for Kd and Kdim,o (obtained by fitting the data with eq (3.3))
for all of these systems are reported in Table 3.1.
From Table 3.1 we find that the value of Kd increases with increasing concentrations of the
polar monomer, as expected. The values for Kd obtained for MAA distributing between organic
phases consisting of mixtures of 2 or more monomers are in the same range as the values of the
binary Kd's for single component systems [23]. For the dimerization coefficient, Kdim,o ,with few
exceptions, the values decrease with increases in the concentrations of the polar monomer.

Figure 3.2: Concentration of MAA in Sty-MA phases (Corg,tot) versus its undissociated form in the
aqueous phase ([HAW]) at equilibrium at 30 °C. The dashed line is fit from eq (3.3). (○) 100%
MA, (◊) 22.8 wt% Sty, (▲) 47.1 wt% Sty, (⧫) 87.0 wt% Sty and (●) 100% Sty.
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Figure 3.3: Concentration of MAA in 2-EHA-MA phases (Corg,tot) versus its undissociated form
in the aqueous phase ([HAW]) at equilibrium at 30 °C. The dashed line is fit from eq (3.3). (○)
100% MA, (▲) 52.2 wt% 2-EHA and (●) 100% 2-EHA.
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The multi-component dimerization coefficients for the Sty-(meth)acrylate systems shown in
Error! Reference source not found. display a non-linear decrease in Kdim,o with an increase in
the (meth)acrylate component in the organic phase. Tripathi [23] also observed a dramatic
difference between the binary Kdim,o values of MAA for Sty as compared to (meth)acrylate
monomers. These differences were attributed to the presence of carbonyl groups in
(meth)acrylate monomers, which can form H-bonds with the MAA and disrupt the dimer
formation of MAA in the organic phase. In a pure Sty phase the MAA (or AA) will mostly form
dimers. When the Sty is mixed with (meth)acrylate monomers, MAA can form H-bonds with the
available carbonyl groups in these monomers, in addition to forming some dimers. This will
result in a decrease in the measured Kdim,o.
Turning to the distribution of AA between water and Sty-MMA and, separately, 2-EHAMMA phases, Figure 3.4 and Figure 3.5 show the experimental results. Again, eq (3.3)
effectively describes these distributions. The values obtained for the multi-component Kd and
Kdim,o for AA are shown in Table 3.1. Similar conclusions as for the case of MAA can be drawn
for AA.
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Figure 3.4: Concentration of AA in Sty-MMA phases (Corg,tot) versus its undissociated form in the
aqueous phase ([HAW]) at equilibrium at 30 °C. The dashed line is fit from eq (3.3). (●) 100%
MMA, (◊) 49.1 wt% Sty, (⧫) 76.7 wt% Sty and (○) 100% Sty.

Figure 3.5: Concentration of AA in 2-EHA-MMA phases (Corg,tot) versus its undissociated form
in the aqueous phase ([HAW]) at equilibrium at 30 °C. The dashed line is fit from eq (3.3). (●)
100 wt% MMA, (◊) 31.0 wt% 2-EHA, (⧫) 67.8 wt% 2-EHA and (○) 100 wt% 2-EHA.
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Table 3.1: Kd, 2Kd2Kdim,o and Kdim,o Values for AA distributing between water and mixture of
nonfunctional monomers at 30 °C.
Monomers

Wt %

Kd

2Kd2Kdim,o
(L/mol)

Kdim,o (L/mol)

M1

M2

M1

M2

Sty

MMA

0%

100%

1.38 ± 0.046

0.864 ± 0.091

0.227 ± 0.014

49.1%

50.9%

0.535 ± 0.006

0.433 ± 0.013

0.755 ± 0.039

76.7%

23.3%

0.242 ± 0.010

0.305 ± 0.017

2.60 ± 0.359

100%

0%

0.073 ± 0.022

0.205 ± 0.038

19.2 ± 6.04

0%

100%

0.580 ± 0.052

0.230 ± 0.076

0.342 ± 0.064

49.9%

50.1%

0.867 ± 0.030

0.407 ± 0.075

0.271 ± 0.068

100%

0%

2.41 ± 0.066

-0.298 ± 0.146

0.214a

0%

100%

0.402 ± 0.007

0.132 ± 0.013

0.408 ± 0.021

32.2%

67.8%

0.531 ± 0.023

0.359 ± 0.048

0.636 ± 0.138

69.0%

31.0%

0.941 ± 0.017

0.401 ± 0.049

0.227 ± 0.035

MA

MMA

nBMA

2-EHA

a

Obtained from extrapolation of log(Kdim,o) versus molar volume of the non-functional monomers reported by
Tripathi [23]

3.4.2 Prediction of Vinyl Acid Distribution for Multi-monomer System
In most emulsion polymerizations, the use of multiple vinyl monomers, beside the functional
monomer, is common. The amount of each monomer varies from application to application. In
order to understand and simulate the reaction kinetics (and for us, latex particle morphology)
during emulsion polymerization with carboxylic functional monomers, it is necessary to
effectively predict the distribution of these functional monomers between water and multicomponent organic phases. Endo and Schmidt [24] introduced "mixing rules" (eqs (3.5) and
(3.6)) for the prediction of the distribution coefficient of a single solute between multicomponent fuel mixtures and water.
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log

m=

j

mj

m=

j

log

(3.5)

mj

(3.6)

where, Km is the predicted multi-component distribution coefficient, Φj the volume fraction of
component 'j' in the mixture and Kmj the binary partitioning coefficients of the solute between
component 'j' and water. They suggested that eq (3.5) is applicable to systems with and without
the capability of formation of a solute-solvent hydrogen bonded complex, while eq (3.6) is
effective for systems without strong H-bond donor-acceptor interactions [24].
For our multi-component monomer systems the predicted values of Kd obtained by eq (3.5)
(linear model) and eq (3.6) (log model) versus the experimental Kd values are shown in Figure
3.6 and Figure 3.7, respectively, for the distributions of both MAA and AA. The individual Kdj
values for AA and MAA between the water and pure, non-functional monomers were taken from
Tripathi [23]. In Table 3.2 we show the R2 fitting values obtained for the linear and log models
for prediction of Kd. From Figure 3.6 and Figure 3.7 and Table 3.2 it appears that both the linear
and the log models reasonably predict the values of Kd in a multi-component organic phase.
However the log model is overall better than the linear model for prediction of Kd. Also, from
Table 3.2, we can see that log model nicely predicts the values for Kd in systems without Sty as
one of the components of the organic phase; when Sty is added to the (meth)acrylate systems, we
obtain poorer but adequate correlations.
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Figure 3.6: Experimental Kd values versus predicted Kd values for carboxylic acids distributing
between the aqueous phase and the multicomponent organic phase using the linear mixing
model. MAA case: (●) systems containing Sty and for (○) systems containing only
(meth)acrylates. AA case: (⧫) systems containing Sty and for (◊) systems containing only
(meth)acrylates. The dashed line is y=x and is for visual guidance for the quality of fit.

Figure 3.7: Experimental Kd values versus predicted Kd values for carboxylic acids distributing
between the aqueous phase and the multicomponent organic phase using the log mixing model.
MAA case: (●) systems containing Sty and for (○) systems containing only (meth)acrylates. AA
case: (⧫) systems containing Sty and for (◊) systems containing only (meth)acrylates. The dashed
line is y=x and is for visual guidance for the quality of fit.
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Similar to Kd, linear and log mixing models were used in attempts to predict the Kdim,o values
for carboxylic acids distributing between the aqueous and mixed monomer phases. The results
are shown in Figure 3.8 and Figure 3.9, respectively. The individual Kdim,o values for AA and
MAA with single, non-functional monomers were taken from Tripathi [23]. The Kdim,o value for
AA in MA was obtained from extrapolation of log (Kdim,o) versus molar volume of the nonfunctional monomers reported by Tripathi [23]. It is apparent from Figure 3.8 and Table 3.2 that
the linear model results in very poor fits. However, the log model (Figure 3.9 and Table 3.2)
satisfactorily predicts the Kdim,o values for the carboxylic acid distributions. The log model works
better for Sty-(meth)acrylate systems (except one outlier data point) than for systems without
Sty. However, Kdim,o for AA and MAA in pure (meth)acrylate systems is small [23] (<1 L/mol)
and the values for non-linear extrapolation due to dimerization in the organic phase in systems
containing only (meth)acrylates would not be expected to be very high. Overall, we find that the
log model (eq (3.6)) reasonably predicts the values for both Kd and Kdim,o. Thus we contend that
it can be used to predict the distribution of AA or MAA between water and the monomer droplet
phase during a multi-monomer emulsion polymerization reaction.
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Figure 3.8: Experimental Kdim,o values versus predicted Kdim,o values for carboxylic acids
distributing between the aqueous phase and the multicomponent organic phase using linear
model. MAA case: (●) systems containing Sty and for (○) systems containing only
(meth)acrylates. AA case: (⧫) systems containing Sty and for (◊) systems containing only
(meth)acrylates. The dashed line is y=x and is for visual guidance for the quality of fit.

Figure 3.9: Experimental Kdim,o values versus predicted Kdim,o values for carboxylic acids
distributing between the aqueous phase and the multicomponent organic phase using log model.
MAA case: (●) systems containing Sty and for (○) systems containing only (meth)acrylates. AA
case: (⧫) systems containing Sty and for (◊) systems containing only (meth)acrylates. The inset
image is zoomed for clarification for Kdim,o values less than 1 L/mol. The dashed line is y=x and
is for visual guidance for the quality of fit.
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Table 3.2: Goodness of fit (R2) values for the linear and the log prediction models for Kd and
Kdim,o values.
Kd

MAA

Linear
Model

Log
Model

Linear
Model

Log
Model

Sty-(meth)acrylate Systems

0.520

0.623

-0.430

0.823

Only (meth)acrylate Systems

0.893

0.968

0.676

0.699

All MAA Systems

0.752

0.817

-0.202

0.849

0.838

0.884

-2.875

0.604
(0.833a)

All Systems including AA
a

Kdim,o

After removing one data point

In order to further demonstrate the usefulness of applying the log based mixing rule (eq (3.6))
to multi-component systems, we have used our binary Kd values obtained previously [23] to
predict the Corg,tot values for all of the data we obtained in the present study. These predictions
are plotted against the measured values in Figure 3.10 where the solid line represents the perfect
agreement condition. The R2 fit value is 0.835 over this wide range of experimental conditions
that include both AA and MAA functional monomers. Thus we can reasonably conclude that the
log based mixing rule does a good job of predicting multi-component distribution coefficients
from the properly weighted binary coefficients.
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Figure 3.10: Predicted Corg,tot versus experimental Corg,tot using the log mixing model for all
multi-monomer data sets in this study. The solid line represents a "perfect fit" and is for visual
guidance for the quality of fit.

We turn now to the application of our multi-component modeling to determine how well it
works for acid monomer distribution data reported by others. Santos et al [3] studied the
distribution of MAA between water and a 50:50 (wt. %) ratio of Sty and BA monomers at 25 °C.
Their experiments varied the concentration of MAA and the relative amounts of water and total
monomers. We used the binary Kd and Kdim,o values for MAA with Sty, and separately with BA,
that we reported from our earlier study [23] to predict the Corg,tot and the corresponding Caqu,tot
for the Santos experiments. These predictions are plotted as the solid line in Figure 3.11 while
the data points are taken directly from the Santos publication. It is clear that the agreement is
quite good except for the data at very low MAA concentrations. This suggests to us that our
experimental methods are consistent in quality with those of Santos et al [3] and that the log
based mixing rule is reliable.
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Figure 3.11: Concentration of MAA in the Sty-nBA (50:50 wt%) phase (Corg,tot) versus the
aqueous phase concentration (Caqu,tot) at equilibrium: (●) at 25 °C from Santos et al [3]; (–––––
––) predicted values, this work.

3.4.3 Effect of pH, Ionic Strength and Temperature
In our previous report [23] we demonstrated that for the usual emulsion polymerization
conditions the effects of ionic strength and temperature are not strong. We anticipated the same
to be true for multi-component monomer systems and did not perform experiments for these two
variables. On the other hand the pH of the aqueous phase has a very strong affect on the
distribution behavior of carboxylic acid functional monomers for single monomer systems [23].
In order to verify if the same is true for multi-monomer systems, we studied the distribution of
MAA between water and MMA-nBA (53%:47% by wt.) at various pH levels (2.8-7.6). Figure
3.12 shows that the concentrations of MAA in the water and MAA-nBA phases at various pH
levels are widely scattered when we use Caqu,tot as the abscissa. The ionized acid monomer is
very polar and remains in the water phase at high pH. When the same data are replotted in Figure
3.13 as Corg,tot versus [HAW] (using eq (3.2)), the experimental data appear well correlated. The
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Corg,tot for the pH value of 7.6 obtained by mass balance is a negative value, which is not feasible.
At pH of 7.6, all of the MAA (pKa = 4.45) in the aqueous phase will be ionized and total
concentration of MAA in the organic phase will be negligible. The negative value for C org,tot can
be attributed to small differences between large experimentally derived numbers.
Using the log mixing model, we estimate the Kd and Kdim,o values for the MMA-nBA
(53%:47% by wt.) system to be 5.56 and 0.122 L/mol, respectively, for MAA. In Figure 3.12 and
Figure 3.13, the experimental data are compared with the predicted values for the distribution of
MAA using eqs (3.2) and (3.3) at the various pH levels. These figures show very good
agreement between the experimental and the predicted values. Overall we can conclude that by
using the log mixing model and eqs (3.1)-(3.3), the distribution of carboxylic acid functional
monomers between water and a multi-component monomer phase at any pH level can be
effectively predicted.
It should be noted here that while the pKa's of these vinyl acid monomers are fixed values, the
pKa's of copolymers containing these acids are not [25]. This is because such copolymers act as
polyelectrolytes and the enegry required to ionize succeeding acid units along the chain increases
with the overall degree of ionization. This leads to a fairly complex situation in terms of acid
monomer distribution and reaction kinetics for emulsion polymerizations carried out at pH levels
higher than about 6 where degree of ionization of the functional monomers and acid containing
oligomers and polymers will differ. We will address this situation in a future communication.
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Figure 3.12: Concentration of MAA in MMA-nBA (53%:47% by wt.) (Corg,tot) versus total
concentration of MAA in water (Caqu,tot) at equilibrium at 30 °C. (●) Experimental values and (○)
predicted values. The measured pH value of the aqueous phase is reported with the
corresponding data point.

Figure 3.13: Concentration of MAA in MMA-nBA (53%:47% by wt.) (Corg,tot) versus
undissociated form of MAA in water ([HAW]) at equilibrium. The dashed curve is predicted
values using the log model for this system.
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3.5 Conclusions

Distributions of AA and MAA between water and multi-component, vinyl monomer mixtures
can be understood on the basis of the tendency of the acid to dimerize in the organic phase and to
ionize in the aqueous phase.

The extension of the knowledge gained for the distribution

coefficients and the dimerization coefficients from single, vinyl monomer systems (binary
systems) to multi-component monomer systems requires a “mixing rule” to properly weight the
binary values. We have found that the log based mixing rule, eq (3.6), provides good to
excellent predictions of the distributions of both AA and MAA between water and co- and termonomer phases over a broad range of styrene – (meth)acrylate monomer mixtures. In addition,
the predictions can straightforwardly be extended to conditions in which the pH of the water
phase is varied over the entire range in which the acid monomers change from non-ionized to
fully ionized species.
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PARTITIONING OF FUNCTIONAL MONOMERS IN EMULSION
POLYMERIZATION: DISTRIBUTION OF HYDROXY (METH)ACRYLATE
MONOMERS BETWEEN WATER AND SINGLE AND MULTI-MONOMER SYSTEMS

4.1 Introduction

In Chapter 2 and Chapter 3, the distribution of vinyl acids (acrylic acid and methacrylic acids)
between water and nonfunctional monomer droplet has been discussed. Similar to vinyl acid,
hydroxy functional monomers like 2-hydroxy ethyl acrylate (2HEA) represent an important class
of functional monomers used in emulsion polymerization. Similar to vinyl acids, these functional
monomers are incorporated to latex particles to provide features like improved adhesion to metal,
paper, and provide functional groups for chemical modification.

In emulsion polymerization,

the overall rate of reaction depends on the rate in the particle phase and also in the aqueous
phase; they both depend on the local concentration of monomers. Thus, to understand the
kinetics, it is important to know how monomer partitions between all of the phases present in
system. Despite widespread usage of hydroxy acrylate monomers, to the best of our knowledge
there are no reports in the literature that deal with their distribution between organic and aqueous
phases. The goal of this work is to develop a fundamental understanding of the distribution of a
variety of hydroxy (meth)acrylate monomers between aqueous phases typically encountered in
emulsion polymerization and a organic phase comprised of one or more of styrene, acrylate and
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methacrylate monomers. This work has been previously published as a peer-reviewed article as
'Tripathi, A. K.; Sundberg, D. C. Partitioning of Functional Monomers in Emulsion
Polymerization: Distribution of Hydroxy (Meth)acrylate Monomers between Water and Single
and Multimonomer Systems. Ind. Eng. Chem. Res. 2013, 52, 17047–17056' and is reprinted from
this article, Copyright (2013), with permission from American Chemical Society.
4.2 Theoretical Aspects

In earlier reports [23, 26] the complexity in the partitioning behavior of vinyl acids between
water and an organic phase due to dimerization and ionization potentials were discussed. Similar
to vinyl acids, hydroxy (meth)acrylates contain both hydrogen bond acceptor and donor groups.
While carboxylic acid groups are reported to form dimers [4,23,26], hydroxy groups can form
multimers via hydrogen bonding [27-31]. The multimer formation can be represented in a form
of consecutive equilibrium steps (eq 4.1);

(4.1)

for n ≥ 2
where

ROHO,n

(n=1,

2,

3

....)

is

the

concentration

of

the

n-mer

and

Kn

(=ROHO,n/(ROHO,1⨯ROHO,n-1)) is the equilibrium coefficient for formation of that n-mer.
Kempter and Mecke (as cited by Coggeshall [27], Painter [28] and Apelblat [29]) showed
good agreement in the thermodynamic and spectroscopic properties of phenol-carbon
tetrachloride mixtures by using a degree of association-independent, equilibrium coefficient
(K2=K3= ... =Kn=K). Coggeshall and Saier [27] suggested that better agreement between theory
and experiment can be obtained by using two different equilibrium coefficients to describe
hydrogen bonding in hydroxy compounds; one for dimer formation (K2) and other for higher
order multimer formation (Kn = Kb for n>2). Theoretically, the two equilibrium coefficients
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should be different [30], however this complexity requires knowledge (or experimental
determination) of an extra parameter.
The -OH group in the hydroxy (meth)acrylate compounds studied here is not highly sterically
hindered (for strongly hindered alcohols, Kb≈0 [29]), and the expected difference between K2
and Kb will not be very large. For a few of the systems studied here, we tested both the MeckeKempter and the Coggeshall models and found little or no difference. We will discuss this later
in the paper. Overall, for the current framework, we will use the Mecke-Kempter model to
describe the association behavior of hydroxy (meth)acrylate compounds and ignore any
differences between Kn's.
The equilibria involved in the distribution of a hydroxy (meth)acrylate monomer between
water and an organic phase are shown in Figure 4.1.

Figure 4.1: Scheme depicting various equilibria involved in the distribution of hydroxy
(meth)acrylate monomers between water and an organic phase.

Here the distribution of hydroxy (meth)acrylate monomers between water and an organic
phase can be described as follows:
1. The transfer of hydroxy (meth)acrylate monomer from the aqueous phase to the organic phase
is described by the equilibrium coefficient Kd;
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Kd = ROHO,1/ROHW

(4.2)

where ROHO,1 and ROHW are the concentrations of the monomeric form of the hydroxy
(meth)acrylate monomer in the organic phase and the aqueous phase, respectively.
2. In the organic phase, the hydroxy compound forms multimers with consecutive equilibria (eq
(4.1)) with an equilibrium coefficient K.
Considering the equilibria described above, the distribution of the hydroxy (meth)acrylate
monomer can be expressed as (Appendix C.1)

(4.3)
where ROHorg,tot is the total measurable concentration of the hydroxy monomer in the organic
phase. From eq (4.3) the partition coefficient (D) for this system can be simply described as

(4.4)
In eq (4.3) we can see the complexity in the distribution of hydroxy monomer due to its
multimer formation tendency. From the denominator in eq (4.3) we can see that as the
concentration of the hydroxy monomer in the water goes to 1/KKd, ROHorg,tot goes to infinity. In
other words, its concentration in the water phase is limited to 1/KKd. It should be noted that the
concentration limit obtained from eq (4.3) would be valid in the case of a constant value of K.
Further, with an increase in the polar, hydroxy monomer concentration in the organic phase, the
solubility of water in the organic phase will likely increase. This can potentially decrease the
value of K. However, within the range of concentrations of interest for emulsion polymerization,
this issue can be ignored. The equation describing the equilibrium distribution of hydroxy
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(meth)acrylate monomer using the Coggeshall model and a special case of Coggeshall model
(dimer only, Kb≈0) are discussed in Appendix C.1.
Also we can see that when KKdROHW << 1, eq (4.3) simplifies to ROHorg,tot = KdROHW. This
condition occurs in the case of very small values of K, Kd and/or ROHW. This suggests that at
very low levels of the hydroxy (meth)acrylate monomers, the effect of multimer formation on the
distribution behavior is negligible.
4.3 Experimental Details

The monomers used in this study were 2HEA, 2-hydroxyethyl methacrylate (2HEMA), 2hydroxypropyl methacrylate (2HPMA), AA, methacrylic acid (MAA), styrene (Sty), methyl
acrylate (MA), methyl methacrylate (MMA), n-butyl acrylate (nBA), n-butyl methacrylate
(nBMA), vinyl acetate (VAc) (all from Acros Organics) and 2-ethylhexyl acrylate (2EHA) (from
Aldrich). Sodium chloride (NaCl; Aldrich), citric acid (Fisher), trisodium citrate (Aldrich),
disodium

phosphate

(Na2HPO4;

Fluka),

monosodium

phosphate

(NaH2PO4;

Sigma),

hydroquinone (JT Baker), HPLC grade Water (Pharmco), acetonitrile (JT Baker) and phosphoric
acid 85% soln. in water (Acros Organic) were used as received.
It should be pointed out that the term 2HPMA is a misnomer as it represents a mixture of
isomers. The commercially available 2HPMA is an isomeric mixture of 2-hydroxypropyl
methacrylate and 1-methyl-2-hydroxyethyl methacrylate (about 2-to-1 ratio) [32]. In our current
studies, the 2HPMA monomer was used as it is, without further attempts to isolate individual
isomers. In emulsion polymerization systems that we know about, this monomer is used as the
isomeric mixture. Moreover, from previous experience with the distribution of vinyl acids [23],
and from later discussions here, we realize that the distribution behavior in the case of sterically
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and electronically similar isomers is not likely to differ. We tested the area ratio for the 2 peaks
in 2HPMA obtained from the distribution experiments (2 phase system) and compared this with
the area ratios in calibration samples (1 phase system) and found essentially no difference. This
is discussed further in Appendix C.2. Thus the distribution of 2HPMA is studied here as a single
component.
The experiments were done in 14 ml glass vials. Various amounts of hydroxy monomer along
with water and non-functional monomer(s) (and vinyl acid monomers in a few experiments)
were added to the vials and capped. The amounts of all components were randomized while
keeping in mind that in common emulsion polymerization recipes the monomer to water ratio is
less than 0.6. In general we studied functional monomer levels less than 20% of the total
monomer. In a few instances the functional monomer level exceeded this limit to obtain better
insights to the distribution characteristics. The vials were shaken vigorously and kept in a water
bath maintained at the desired temperature for at least 6 h. In all the experiments a number of
precautionary steps were taken during the extraction of the ~1 ml of the water phase (by a glass
pipette or a syringe needle) to avoid contamination with the organic phase. For example the
glass pipettes were wiped thoroughly after extraction and some of the sample fluid was wasted
prior to transferring into sample vials. The experiments at temperatures higher than ambient were
done with ~300 ppm hydroquinone solution in the water to avoid polymerization. To avoid
evaporation during sampling, the vials were capped with PTFE/silicone septa, and a needle was
used to remove aqueous phase for analysis. For the experiments designed to study the effect of
ionic strength and pH, aqueous solutions of NaCl or buffer were used. For a pH of 3.0, citric
acid-trisodium citrate buffer was used, while for pH of 7.0, Na2HPO4-NaH2PO4 buffer was used
[33].
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The extracted aqueous phase was analyzed using an HPLC (Agilent 1100) equipped with a
UV detector (Hewlett-Packard series 1100, model G1314A). The column, Thermo Hypersil
ODS-2 (150 ⨯ 4.6 mm, 5 μm particle size) or Agilent ZORBAX Eclipse XDB-C8 (150 ⨯ 4.6
mm, 5 μm particle size), was maintained at 30 °C, and the UV detector was set at a wavelength
of 254 nm. The mobile phase was a mixture of acetonitrile and an aqueous solution of
phosphoric acid [0.1% (v/v)] (varied from 40:60 (v/v) to 20:80 (v/v), depending on the
component of interest to obtain good separation) with a flow rate of 1 mL/min. The mobile phase
used has been adapted from Kossen [12]. The calibration curve was obtained from the areas of
the peaks corresponding to the particular hydroxy monomer for known concentrations of the
hydroxy monomer in the water. Due to the presence of isomers, the HPLC analysis of 2HPMA
contains two peaks with the Agilent ZORBAX Eclipse XDB-C8 column (with the Thermo
Hypersil ODS-2 column only one peak was obtained, probably due to peak overlapping). In
order to be consistent in our analyses, the sum of both peak areas was used. The amount of
hydroxy monomer in the organic phase was calculated by a mass balance. The densities used in
this work for monomer and water at the experimental temperatures are shown in Appendix C.3.
4.4 Results and Discussion

In this section, we begin with the discussion of the distribution data for the hydroxy
(meth)acrylate monomers between water and a single, non-functional monomer phase. In
addition we discuss the effects of temperature and both the pH and ionic strength of the aqueous
phase. Later we will discuss the distribution of the hydroxy monomer between water and
multicomponent nonfunctional monomers phases, including the prediction of the distribution
using results from water-single monomer cases. Lastly we discuss the simultaneous distribution
of both vinyl acid and hydroxy monomers between water and an organic phase.
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4.4.1 Distribution Between Water and a Single Monomer System
4.4.1.1 Effect of the Type of Monomer - We first treat the data obtained for 2HPMA distributing
between Sty and water. In Figure 4.2 we have plotted the concentration of 2HPMA in the Sty
phase (ROHorg,tot) versus the same in the aqueous phase (ROHW) at equilibrium at 30 °C. The
dotted line in Figure 4.2 represents the curve fit of the experimental data with eq (4.3), which
was

done

using

the

Nelder-Mead

simplex

algorithm

in

SciDAVis

v0.2.4

(http://scidavis.sourceforge.net/). We obtained the values of Kd and K as (1.34 ± 0.026) and (1.21
± 0.037), respectively, from the curve fit. These parameters (Kd and K) were used to plot the D
versus ROHW curve (dashed line) in Figure 4.3. From Figure 4.2, we can see that eq (4.3)
provides an excellent fit for 2HPMA-Sty-water system. We also attempted to curve fit the
experimental data shown in Figure 4.2 with Coggeshall model and a special case of Coggeshall
model (dimer only, b≈0) along with linear distribution model (no hydrogen bond case) which is
discussed in Appendix C.4. This suggested that the dimer alone and the no hydrogen bonding
models do not effectively describe the distribution of 2HPMA between water and Sty phases.
However, the Coggeshall Model, similar to the Mecke-Kempter Model (eq (4.3)), can effectively
describe the distribution behavior of 2HPMA.
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Figure 4.2: Concentration of 2HPMA in the Sty phase (ROHorg,tot) versus its concentration in the
aqueous phase (ROHW) at equilibrium at 30 °C. The dashed line is the fit from eq (4.3).

Figure 4.3: Distribution coefficient (D) versus concentration of 2HPMA in the aqueous phase
(ROHW) for 2HPMA distributing between Sty and water at equilibrium at 30 °C. The dashed line
is plotted using eq (4.4).

From Figure 4.2 and Figure 4.3 it is clear that the distribution of 2HPMA in Sty-water system
is highly nonlinear and dependent on the equilibrium concentration of 2HPMA in the aqueous
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phase (ROHW). We have previously shown a linear behavior for the plots D versus Corg,tot (total
concentration in the aqueous phase) for vinyl acids due to dimerization in the organic phase [23].
From Figure 4.3 here, we can see that this relationship is non-linear for 2HPMA. This
demonstrates the existence of higher than dimeric structures in the organic phase for hydroxy
monomers via hydrogen bonding (Figure 4.1, eq (4.3)).
We also studied the distribution of 2HEMA and 2HEA (individually) between water and Sty
phases and the results obtained from these experiments are shown in Figure 4.4and Figure 4.5,
respectively. The parameters Kd and K obtained by curve fitting using eq (4.3) are (0.429 ±
0.015) and (1.16 ± 0.083), respectively, for 2HEMA; and (0.116 ± 0.004) and (0.0056 ± 0.117),
respectively, for 2HEA. Comparing the Kd values of all 3 hydroxy monomers between Sty and
water (Figure 4.2, Figure 4.4 and Figure 4.5) indicates that the distribution is 2HPMA > 2HEMA
> 2HEA; this is as expected considering that the polarity of the hydroxy monomers is as 2HEA >
2HEMA > 2HPMA. With an increase in hydroxy monomer polarity (or perhaps more
quantitatively, its dielectric constant), its affinity towards the water phase increases and results in
the observed decrease in the value of Kd. The observations regarding the value of K obtained
from analysis will be discussed later in this section.
The distribution of 2HEA towards the Sty phase is very small, and this leads to possible errors
in the estimation of the ROHorg,tot values by mass balance, as can be seen by the error bars in
Figure 4.5. In order to minimize the effect of experimental errors in parameter estimation, we
increased the number of experiments for the distribution of 2HEA between water and Sty, and
removed the data points for parameter analysis where possible error in ROHorg,tot exceeded more
than 50%. The complete data set for the 2HEA-Sty-water system is shown in Appendix C.5.
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Figure 4.4: Concentration of 2HEMA in the Sty phase (ROHorg,tot) versus its concentration in the
aqueous phase (ROHW) at equilibrium at 30 °C. The dashed line is the fit from eq (4.3).

Figure 4.5: Concentration of 2HEA in the Sty phase (ROHorg,tot) versus its concentration in the
aqueous phase (ROHW) at equilibrium at 30 °C. The dashed line is the fit from eq (4.3). A few
data points for which the possible error in determination of ROHorg,tot exceeded more than 50%
are excluded from this figure.
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Similar to the Sty system, we studied the distribution of the hydroxy monomers between
water and acrylate or methacrylate monomer phases. The plots for ROHorg,tot versus ROHw for
2HPMA distributing between water and (meth)acrylate phases at 30 °C are shown in Figure 4.6
and Figure 4.7 and the same for 2HEMA and 2HEA are reported in Appendix C.6. From these
experiments, we find that eq (4.3) effectively describes the distribution of the hydroxy monomers
studied here between water and all of the (meth)acrylate phases. The values obtained for Kd and
K by curve fitting using eq (4.3) are reported in Appendix C.7. On comparison of these data to
those for the Sty-water system, we see that the hydroxy monomers distribute much more strongly
to the organic phase in the case of (meth)acrylate monomers than for Sty. Also, for the
(meth)acrylate monomers, the nonlinearity in the plots of ROHorg,tot versus ROHW (or
dependency of D on ROHW) is not as strong as that in the Sty case (compare Figure 4.6 and
Figure 4.7 to Figure 4.2 for 2HPMA). This is attributed to the presence of the carbonyl groups in
the (meth)acrylate monomers, which can disrupt the self-association tendency of the hydroxy
monomers. Similar behavior was observed for the dimerization tendency of the vinyl acids in our
earlier work [23, 26].
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Figure 4.6: Concentration of 2HPMA in organic phase (ROHorg,tot) versus its concentration in
the aqueous phase (ROHW) at equilibrium at 30 °C. (●) MA, (□) nBA and (○) 2EHA. The dashed
line is fit from eq (4.3).

Figure 4.7: Concentration of 2HPMA in organic phase (ROHorg,tot) versus its concentration in
the aqueous phase (ROHW) at equilibrium at 30 °C. (●) MMA and (○) nBMA. The dashed line is
fit from eq (4.3).
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From Figure 4.6 and Figure 4.7 it can be seen that with an increase in the polarity of the
(meth)acrylate monomer, the distribution of the 2HPMA increases towards the organic phase.
Also we can see that the nonlinearity in the ROHorg,tot versus ROHW plots, which reflects the K
value (eq (4.3)), increases with an increase in the carbon number of the non-functional monomer.
This is because the higher concentration of >C=O groups in the (meth)acrylate monomer
decreases the multimer formation tendency of the hydroxy monomer. A similar observation was
reported for the dimerization behavior of vinyl acids [23]. Analogous conclusions can be drawn
for the distribution of 2HEMA or 2HEA between water and (meth)acrylate monomer phases
(Appendix C.6).
For vinyl acid monomers, Tripathi and Sundberg [23] obtained a linear correlation between
log(Kd) and the molar volume of the nonfunctional (meth)acrylate monomer for both AA and
MAA. Similar results were found for log(Kdim,o) (where Kdim,o is equilibrium coefficient
describing the dimerization of vinyl acids in the organic phase). We attempted a similar
treatment for the Kd and K for the hydroxy monomers and those are shown in Figure 4.8 and
Figure 4.9. In Figure 4.8 the linear fits for the 2HEA and 2HPMA data are excellent. The data
span a wide polarity range and provide us with the capability to interpolate the values of Kd for
untested monomers such as ethyl acrylate with some confidence. Although it is not advised to
extrapolate these fits too far, within some limitations this linear fit also allows us to obtain
information regarding Kd values for a difficult experiment system like 2HEA-2EHA-water,
where Kd would be quite small and its accurate determination might be quite challenging.
Commenting on the linear curve fit quality for 2HEMA data would be a bit unfair due to only
limited data points; however the conclusions from 2HPMA and 2HEA can be fairly applied to
2HEMA. Overall from Figure 4.8, we can predict the values of Kd for 2HEA, 2HEMA or
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2HPMA for their distributions between water and common (meth)acrylate monomers used in
emulsion polymerization.

Figure 4.8: Log(Kd) versus the molar volume (MV) of the organic phase (meth)acrylate
monomer for distributions of (○) 2HEA, (◊) 2HEMA and (●) 2HPMA. The dashed lines are
simple linear fits to the data.

Figure 4.9: Log(K) versus the molar volume (MV) of the organic phase (meth)acrylate monomer
for distribution of (○) 2HEA, (◊) 2HEMA and (●) 2HPMA. The dashed line is the linear fit to
2HPMA data.
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From Figure 4.9, it can be seen that the values of log(K) for different hydroxy monomers
distributing between (meth)acrylate monomers and water are very close. This suggests that
equilibrium coefficients describing the association of the hydroxy monomers studied here are
similar in magnitude for a given organic phase. Coggeshall and Saier [27] reported a similar
observation for linear alkyl alcohols. In Figure 4.9 the linear curve fitting for log(K) versus the
molar volume of the non-functional monomer was only done for the 2HPMA data and provides a
satisfactory fit. This linear fit can likely be used to predict the value for K for all 3 hydroxy
monomers studied here in a (meth)acrylate monomer with some confidence. It should be pointed
out that the K value for 2HEA-nBMA-water system is not included in Figure 4.9 because the
curve fitting for the experimental data provided a negative value for K which is unrealistic
(Appendix C.7). Also, the value of Kd for 2HEA between nBMA and water phase is small, and
due to possible experimental errors, the nonlinearity (and thus term related to nonlinearity i.e.
KKdROHW in eq (4.3)) cannot be confidently estimated. A similar issue appears in case of the
Sty-water system where the estimated values for K for 2HPMA and 2HEMA (1.21 ± 0.037 and
1.16 ± 0.083, respectively) are very close, while the same for 2HEA (0.0056 ± 0.117) is much
lower. Insights from Figure 4.9 allow the estimation of the K value for experimentally
challenging systems like 2HEA-Sty-water.
In a previous study [23] we reported a small difference between the distribution of MAA for
the MA-water system and, its isomer, the VAc-water system. Here we tested the distribution
behavior of 2HEA for the same two systems. From Figure 4.10 it is clear that distribution of
2HEA between MA and water is significantly higher than that for VAc and water. For MA the
carbonyl group is in the vicinity of vinyl group and the vinyl group can be in resonance with the
carbonyl group [19]. These do not occur in the case of VAc. Thus the electron density on the
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oxygen of the carbonyl group in MA will be higher than VAc. This will make MA a better
hydrogen bond acceptor and slightly more polar than VAc. Overall, these differences in
electronic structure will result in a higher distribution for 2HEA between MA and water as
compared to that of VAc.

Figure 4.10: Concentration of 2HEA in organic phase (ROHorg,tot) versus its concentration in the
aqueous phase (ROHW) at equilibrium at 30 °C. (○) MA and (●) VAc. The dashed line is fit from
eq (4.3).

4.4.1.2 Effect of Ionic Strength - In emulsion polymerization recipes the use of ionic salts in the
form of surfactants, initiators, and buffers is commonplace. Since these salts increase the ionic
strength of aqueous phase, we studied this effect with the 2HPMA-MMA-water system at 30 °C.
Here we used water containing 0.0, 0.1 and 1.0 M NaCl. In Figure 4.11 we can see that with
increases in ionic strength, the distribution of 2HPMA increases towards the MMA phase. This
kind of 'salting out' effect has been reported for other systems [10,23]. However, the 'salting out'
effect is not significant for the case 0.1 M NaCl, which in general is the upper limit of ionic
strength used in emulsion polymerization for colloidal stability purposes. Thus it can be
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concluded that in emulsion polymerization systems the presence of the usual ionic salts will not
have a significant effect on distribution of hydroxy acrylate monomers. We reported the same to
be true for the distribution of AA and MAA [23].

Figure 4.11: Concentration of 2HPMA in MMA (ROHorg,tot) versus its concentration in the NaCl
solution (ROHW) at equilibrium at 30 °C. (●) no NaCl, (○) 0.1 M NaCl and (⧫) 1.0 M NaCl.

4.4.1.3 Effect of pH - For distribution of carboxylic acid functional monomers, pH can be a
significant influence [23]. Carboxylic acids are weak acids and can be easily deprotonated by
acid-base reactions. However this is not the case for hydroxy functional monomers, and we
would expect very minimal effects, if any, of pH on the distribution of hydroxy acrylate
monomers. Experiments were performed for the effect of pH on the distribution of 2HPMA
between MMA and water at pH levels of 3.0 and 7.0; the results are shown in Figure 4.12. It can
be clearly seen that pH does not affect the distribution of these hydroxy monomers, as expected.
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Figure 4.12:Concentration of 2HPMA in MMA (ROHorg,tot) versus its concentration in the
aqueous phase (ROHW) at equilibrium at 30 °C. (●) Uncontrolled pH, (○) pH Buffer: 3 and (⧫)
pH Buffer: 7.

4.4.1.4 Effect of Temperature - Emulsion polymerization reactions are usually conducted in the
range of 55 to 85 °C. In this work we studied the effect of temperature on the distribution of
2HPMA between water and BA and (separately) Sty over the 30-70 °C range. The data for these
experiments can be found in Appendix C.8. The values obtained for Kd and K at different
temperatures are reported in Table 1. Here we can see that with an increase in temperature, the
values for Kd show a moderate increase. This is consistent with Leo et al [8] who suggested that
the effect of temperature on Kd should not be great if the two phases are not very miscible with
each other. In our case we have water and vinyl monomer phases whose dielectric constants do
not change very much with temperature, perhaps ~ 0.25%/ºC. We do not observe any consistent
decrease in K with an increase in temperature, but note that Coleman and Painter [28] reported a
slight decrease in equilibrium coefficients (2 coefficients model) with increase in temperature for
2-propanol in cyclohexane.
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Table 4.1: Kd and K values for 2HPMA distributing between water and non-functional
monomers at various temperatures.
Organic Phase Monomer

Temperature

Kd

K (L/mol)

BA

30 °C

1.34 ± 0.026

1.21 ± 0.037

50 °C

2.37 ± 0.093

0.377 ± 0.100

70 °C

3.05 ± 0.133

0.419 ± 0.111

30 °C

4.21 ± 0.121

0.266 ± 0.026

50 °C

7.01 ± 0.223

-0.131 ± 0.057

70 °C

7.05 ± 0.387

0.112 ± 0.085

Sty

4.4.2 Distribution Between Water and Multimonomer Systems
In common emulsion polymerization systems functional monomers are copolymerized with 2
or more other monomers and it becomes important to understand the distribution behavior of
these hydroxy monomers in multi-component monomer systems. Here we have studied the
distribution behavior of 2HEA and 2HPMA between water and various combinations of MA,
MMA, nBMA and Sty. All 4 nonfunctional monomer systems studied here significantly differ in
polarity and availability of possible hydrogen-bonding sites (carbonyl groups). Figure 4.13
shows the concentration of 2HPMA in organic phases (ROHorg,tot) consisting of different ratios of
Sty to MMA versus its concentration in the aqueous phase (ROHW) at equilibrium at 30 °C. It
can be clearly seen that the distribution of 2HPMA lies between the limits of the single
component monomer phases. Also eq (4.3) nicely represents the distribution of 2HPMA in these
multimonomer mixtures. Additional plots for ROHorg,tot versus ROHW obtained for the
distribution of 2HPMA and separately 2HEA between the aqueous phase and mixtures of other
nonfunctional monomers, including cases where the organic phase consists of 3 nonfunctional
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monomers, are shown in Appendix C.9. The values for Kd and K obtained by curve fitting the
data with eq (4.3) are shown in Table 4.2.

Figure 4.13: Concentration of 2HPMA in MMA-Sty phases (ROHorg,tot) versus its concentration
in the aqueous phase (ROHW) at equilibrium at 30 °C. The dashed line is fit from eq (4.3). (●)
100% MMA, (⧫) 34.6% Sty, (◊) 66.2% Sty and (○) 100% Sty.
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For multicomponent organic phase systems there can be a large variety of monomer
combinations and experimental determination of every combination is not feasible. Thus it is
necessary to effectively predict the distribution of these hydroxy functional monomers between
water and multicomponent organic phases. Tripathi et al [26] tested a linear mixing model (eq
(4.5)) and a log mixing model (eq (4.6)) (after Endo and Schmidt [24]) for the prediction of vinyl
acid distributions between multicomponent organic phases and water.

log

m=

j

mj

m=

j

log

(4.5)

mj

(4.6)

where, Km is the predicted multi-component distribution coefficient, Φj the volume fraction of
component 'j' in the mixture and Kmj are the binary partitioning coefficients of the solute between
component 'j' and water. For all the multicomponent monomer systems studied here, the
predicted values of Kd obtained by the linear mixing model (eq (4.5)) and the log mixing model
(eq (4.6)) versus the experimental Kd values are shown in Figure 4.14 for both 2HEA and
2HPMA. From this figure it appears that both the linear and log models can reasonably predict
the values of Kd in a multicomponent organic phase, however the linear model is slightly better
(Goodness of Fit: R2 = 0.998) than the log model (R2 = 0.942).
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Figure 4.14: Experimental Kd values versus predicted Kd values for hydroxy monomer
distributing between the aqueous phase and multicomponent organic phase using (●) linear
model (eq (4.5)) and (○) log model (eq (4.6)). The inset image is zoomed for clarification for Kd
values less than 1. The dashed line is y = x and is for visual guidance for the quality of fit.

A similar analysis was done for the prediction of K values for 2HPMA distributing between
water and multi-monomer systems and this is shown in Figure 4.15. From the limited data shown
in this figure, we can see that the linear model results in poorer predictions of K values than the
log model, however even that prediction is disappointing. The prediction of the K value for the
case of 2HEA was not tested as some of the K values obtained by curve fitting of those
experimental data resulted in negative values.
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Figure 4.15: Experimental K values versus predicted K values for 2HPMA monomer distributing
between the aqueous phase and the multicomponent organic phase using (●) linear model (eq
(4.5)) and (○) log model (eq (4.6)). The dashed line is y = x and is for visual guidance for the
quality of fit.

In order to test our overall prediction capability for the distribution of the hydroxy monomers,
Figure 4.16 compares the experimental ROHorg,tot with the predicted ROHorg,tot obtained using
predicted values for Kd and K from the linear and the log mixing models, respectively. While the
Kd and K values for 2HPMA and the Kd value for 2HEA were taken as obtained from curve
fitting with eq (4.3) (reported in Appendix C.7), the K values for 2HEA were derived from
Figure 4.9. The R2 value is 0.961 for all the experimental data. From this figure we can see that
the overall prediction of ROHorg,tot is reasonable, however the predicted values appears to be
slightly overestimated. This can be attributed to the possible overestimation of the K using the
log model (Figure 4.15).
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Figure 4.16: Predicted ROHorg,tot versus experimental ROHorg,tot using the linear model (eq (4.5))
for Kd and log model (eq (4.6)) for K for all multi-monomer data sets in this study. For (○) 2HEA
and (●) 2HPMA. The (– – –) represents a "perfect prediction" and is for visual guidance for the
quality of prediction. The (––––) represents the best fit curve.

4.4.3 Simultaneous Distribution of Vinyl Acid and Hydroxy Monomers
In emulsion polymerization the simultaneous use of hydroxy and vinyl acid functional
monomers is common. Here we have studied the simultaneous distribution of a few hydroxy
monomer and vinyl acid monomer pairs between water and Sty or MMA monomer as the
organic phase. It should be pointed out that in our simultaneous distribution experiments, the
ratio of the amount of hydroxy monomer to that of the vinyl acids in the system was not fixed
but completely randomized. In Figure 4.17 and Figure 4.18 the simultaneous distributions of
MAA and 2HPMA for monomer phases of pure Sty and MMA, respectively, are shown. From
these figures it can be seen that there is an increase in distribution towards the organic phase as
compared to their distributions when only one functional monomer is present. The presence of
one very polar, functional monomer in the organic phase increases the organic phase polarity for
the other functional monomer and increases that functional monomer's affinity towards the
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organic phase. This cooperative behavior results in an increase in the distribution coefficient of
both of the functional monomers. This effect will be more pronounced in the case of highly nonpolar, non-functional monomers as can be seen from the comparison of Figure 4.17 with Figure
4.18 for Sty and MMA, respectively.

Figure 4.17: Simultaneous distribution of 2HPMA and MAA between water and Sty at 30 °C. (a)
Concentration of 2HPMA (●) in the presence of MAA and (---) without MAA. (b) Concentration
of MAA (●) in the presence of 2HPMA and (---) without 2HPMA [23].
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Figure 4.18: Simultaneous distribution of 2HPMA and MAA between water and MMA at 30 °C.
(a) Concentration of 2HPMA (●) in the presence of MAA and (---) without MAA. (b)
Concentration of MAA (●) in the presence of 2HPMA and (---) without 2HPMA [23].

Figure 4.19 shows the simultaneous distribution of 2HPMA and AA between Sty and water at
30 °C. Here it can be seen that the in the presence of AA (Figure 4.19a), the increase in the
distribution of 2HPMA is very small; however the reverse (Figure 4.19b) is not true. AA, being
much more polar than MAA, should effect the distribution of 2HPMA more significantly.
However due to its high polarity, most of the AA resides in the aqueous phase (compare Figure
4.17 and Figure 4.19). This results in a relatively small amount of AA in the organic phase and
thus its affect on the distribution of 2HPMA becomes minimal. The simultaneous distribution of
AA and 2HPMA between water and MMA phase at 30 °C was also studied and the experimental
results are shown in Appendix C.10.
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Figure 4.19: Simultaneous distribution of 2HPMA and AA between water and Sty phase at 30
°C. (a) Concentration of 2HPMA (●) in presence of AA and (---) without AA. (b) Concentration
of AA (●) in presence of 2HPMA and (---) with 2HPMA [23].

4.5 Conclusions

While vinyl acid monomers have a tendency to form dimers in organic phases, hydroxy
acrylate monomers are able to form multimers; both result from hydrogen bonding (HB). The
extent of multimer formation depends upon the presence of hydrogen bond acceptors in the
organic phase. The distribution coefficients (Kd) that partially characterize the partitioning of the
hydroxy acrylates between water and non-functional, styrene/(meth)acrylate monomer phases are
quite sensitive to the polarity of the non-functional monomer. The log Kd values are linearly
correlated with the molar volume of the non-functional, (meth)acrylate monomer phase and this
allows prediction for monomers not yet studied. The tendency of the hydroxy acrylate to form
multi-mers in the monomer phase, expressed here as K, is also very sensitive to concentration of
HB acceptors in the non-functional monomer phase. The log K values also correlate linearly
with the molar volume of the (meth)acrylate monomer and these values are roughly equal for the
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2HEA, 2HEMA and 2HPMA functional additives studied here.

For multi-component

styrene/(meth)acrylate monomer phases the distribution coefficient, D, can be predicted from the
Kd and K values for single component vinyl monomer systems (binary values) using linear and
log mixing rules, respectively.
For common emulsion polymerization recipes and process conditions, the effects of ionic
strength, pH and temperature are minimal. When vinyl acids and hydroxy acrylate monomers
are used simultaneously, the distribution coefficients for both monomers increase. These effects
depend upon the polarity of the organic phase, the polarities of both functional monomers, and
the amount of the functional monomers used in the system.
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PARTITIONING OF FUNCTIONAL MONOMERS IN EMULSION
POLYMERIZATION: DISTRIBUTION OF CARBOXYLIC ACID AND HYDROXY
(METH)ACRYLATE MONOMERS BETWEEN WATER AND POLYMERS

5.1 Introduction

In CHAPTER 2 CHAPTER 3 and CHAPTER 4 , the distribution of functional monomers
between water and monomer droplets phase is discussed. It was found that the distribution of
these functional monomers can be complex and depends upon the hydrogen bond acceptor
characteristics of the organic phase. For vinyl acids, this complexity increases due to possible
ionization in the aqueous phase depending upon its pH. The effects of ionic strength and
temperature were found to be minimal for typical emulsion polymerization reaction conditions.
In seeded semi-batch emulsion polymerization, commonly the monomer droplet phase does
not exist. Most of the emulsion polymerization recipes used to study the effect of functional
monomers on polymer particle morphology in current thesis falls in this category. The
distribution of the reacting monomers occurs between the water and polymer particle phase. In
this chapter, the distribution behavior of vinyl acid and hydroxy (meth)acrylate functional
monomers between water and polymer particle phase is discussed. This work has been
previously published as a peer-reviewed article as 'Tripathi, A. K.; Tsavalas, J. G.; Sundberg, D.
C. Partitioning of Functional Monomers in Emulsion Polymerization: Distribution of Carboxylic
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Acid and Hydroxy (Meth)acrylate Monomers between Water and Polymers. Ind. Eng. Chem.
Res. 2014, 53, 6600–6612' and is reprinted from this article, Copyright (2014), with permission
from American Chemical Society.
The distribution of low to moderately water soluble monomers like styrene and methyl
methacrylate have been routinely studied [37,38]. These studies demonstrated the effectiveness
of the Vanzo equation to describe the complete distribution of these monomers [37, 38]. Two of
the critically important parameters in the Vanzo equation are the saturation concentration of the
monomer in the aqueous phase and Flory-Huggins monomer-polymer interaction parameters.
These parameters are reasonably well known from the literature. However this is not the case for
monomers that are significantly water soluble, as in the case of functional acid and hydroxy
(meth)acrylates.
Despite wide usage, there are very few reports in the literature that deal with the distribution
of common functional monomers between the aqueous and polymer particle phases. To the best
of our knowledge, we find only one study for acrylic acid and methacrylic acid distribution
between water and polystyrene (PSty) particles by Shoaf and Poehlein [2]. There are no reports
for the hydroxy acrylates as far as we know. In the Shoaf's study, the authors limited their
experiments to a single homopolymer, but determined interaction parameters for the two vinyl
acids with the non-polar PSty.
5.2 Theoretical Aspects

In the literature related to the modeling of emulsion polymerization, the distribution of
monomers between water and particle phases has been treated in two different ways. The first
approach uses the partition coefficients (D) defined as the ratio of total concentration of the
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monomer in the particle phase (Corg,tot) to the same in the aqueous phase (Caqu,tot) (eq (5.1)) [34,
35, 36].
D = Corg,tot/Caqu,tot

(5.1)

This treatment is simple. However it fails for high amounts of the monomer where the particle
saturation is limited by the interfacial energies. Also this treatment is not readily adaptable to
polymer particles that contain two or more different polymer phases (resulting from multistep
emulsion polymerization producing composite polymer particles).
The second approach uses the partial molar free energies of the monomer in all phases, which
at equilibrium will be equal in all phases (eq (5.2)) [2,37-40].
(5.2)
where

is the partial molar free energy of monomer 'i' in phase 'J' (subscripts P,W represent

polymer and water respectively). The partial molar free energy of monomer 'i' in the particle
phase (

) can be represented by the Flory-Huggins equation with an extra term relating to the

monomer 'i' contribution to the interfacial free energy of the particle [2,37-40]. The generalized
form of the partial molar free energy of monomer 'i' in a multicomponent polymer particle phase
is shown in eq (5.3) [39].

(5.3)
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where

is the volume fraction of component 'i',

component 'i' and 'j',

the ratio of the number of segments in

the interaction parameter per mole of compound 'i' with compound 'j',

the interfacial tension between water and the particle with radius r,

the partial molar volume of

component 'i', R the gas constant and T the absolute temperature. The number of segments in a
component is defined as the ratio of the molar volume of that component to a chosen reference
volume. It should be pointed out that the contribution to the interfacial free energy term (last
term in eq (5.3)) is very small and has a negligible contribution to

unless the monomer

concentration in the particle phase is close to the saturation limit due to interfacial energy. A
brief discussion of this is presented in Appendix D.1. Thus for low amounts of monomer in the
polymer phase, the particle size effect on

, and thus on monomer distribution, is negligible.

This will be discussed further in later sections.
For estimation of the partial molar free energy of monomer 'i' in the aqueous phase (

),

two approaches have been used in emulsion polymerization literature. The first approach uses the
Flory-Huggins equation (similar to eq (5.3) but without the interfacial free energy term), utilizing
the monomer-water interaction parameter to estimate

. This approach was used by Shoaf

and Poehlein [2] to describe the distribution of methacrylic acid (MAA) and, separately, acrylic
acid (AA) between poly(Styrene) (PSty) and the water phase. In the absence of the available
monomer interaction parameter with both the polymer and water, the experimental distribution
data were fitted to the equilibrium expression to obtain the two interaction parameters. However,
as we will discuss later, this approach can result in non-unique solutions and the estimated
interaction parameters can be physically unrealistic.
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The other approach requires the activity of the monomer (
estimate the

) in the water (eq (5.4)) to

[37, 38, 40].

(5.4)
where

and

are the concentration and molar activity coefficient at

,

respectively, of component 'i' in the aqueous phase. At the water solubility point,
where

is the saturation concentration of component 'i'

in water [41]. For low to moderately soluble compounds,

for

. Thus, eq (5.4) can be rewritten as
(5.5)
For common, non-functional monomers, eq (5.5) is commonly used [37, 38, 40], and together
eqs (5.2), (5.3) and (5.5) result in the Vanzo equation [37, 38] which is widely used in emulsion
polymerization literature.
However, a distinct challenge is presented in the case of the functional monomers of interest
here. Such monomers are highly (or completely) soluble in the aqueous phase. Thus finding
values for these functional monomers will be very challenging at best. In this case,
the activity coefficient of these monomers in the water phase has to be used to obtain its partial
molar free energy in the water phase. Unfortunately the activity coefficients of these monomers
are not available in the literature as far as we know. We have carefully determined the activity
coefficients of the functional monomers in the water phase using predictive and pseudopredictive methods, which are discussed in detail in the Results and Discussion section of this
paper.
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To summarize, equilibrium distribution of a single monomer between the aqueous and the
polymer phase can be represented in terms of its partial molar free energy in both phases by
using eqs (5.2)-(5.4) as follows,
(5.6)
At low concentration of the monomers in the particle phase, the term related to the monomer
contribution to interfacial free energy is negligible (Appendix D.1). Also the polymers formed
during the emulsion polymerization are high molecular weight (~100,000 g/mol) and thus m1p
will be very small and can be neglected. In addition, for a single monomer,

.

Using these simplifications and rearranging eq (5.6), we obtain
(5.7)
Equation (5.7) can be used to obtain
as long as

by curve fitting the experimental data of

versus

is known. As the ionized form of a vinyl acid does not participate in the

distribution between the water and polymer phases, it is necessary to use [HAW] (unionized
concentration of the vinyl acid monomer) instead of

in eq (5.7).

5.3 Experimental Details

The monomers used in this study were 2-hydroxyethyl acrylate (2HEA), 2-hydroxyethyl
methacrylate (2HEMA), 2-hydroxypropyl methacrylate (2HPMA), AA, MAA, styrene (Sty),
methyl acrylate (MA), methyl methacrylate (MMA), n-butyl acrylate (nBA) and n-butyl
methacrylate (nBMA) (all from Acros Organics). Potassium persulfate (KPS; Fisher), sodium
dodecyl sulfate (SDS; Acros Organic), HPLC grade water (Pharmco), acetonitrile (JT Baker),
propionic acid (Alfa Aesar; PrA), n-butyric acid (Acros Organic; BuAcid) and phosphoric acid
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85% soln. in water (Acros Organic) were used as received. Commercial 2HPMA monomer is a
mixture of isomers which has been considered here as a single component. This has been
discussed previously by Tripathi et al [42].
The distribution of functional monomers between polymer and water was studied using either
polymer latices or polymer films. For the latex case, the polymer was prepared by common free
radical emulsion polymerization. A sample polymerization recipe and polymer latex properties
are reported in Appendix D.2. Various amounts of the functional monomer (and/or nonfunctional monomer in a few experiments) along with water and polymer latex were added to a
polypropylene centrifuge tube (15 mL; Fisher) and capped. The amounts of all components were
randomized. The tubes were kept on a shaker at 250 rpm for sufficient time, which varied with
polymer type and particle size. In all cases, this time was more than 12 hours. After this the
samples were centrifuged at 9661 rpm (12,000 G rcf) using an Eppendorf 5810R centrifuge with
temperature controlled at 30 °C for sufficient time to allow latex particles to sediment. The
amount of time varied from 5 hours to 12 hours depending on the density difference between the
polymer and water. Approximately 1 mL of the aqueous phase was removed and analyzed after
filtering through a 0.2 m PTFE syringe filters (Fisher).
In the case of polymer films, different amounts of the functional monomer, water and the
polymer were added in a 14 mL glass vial and capped. The vials were vigorously shaken and
kept in a water bath maintained at 30 °C for ~ 3 days. Approximately 1 mL of the aqueous phase
was removed, filtered through 0.2 m PTFE syringe filter and analyzed.
The aqueous phase was analyzed using an HPLC (Agilent 1100) equipped with a UV detector
(Hewlett-Packard series 1100, model G1314A). The column, Thermo Hypersil ODS-2 (150 ⨯
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4.6 mm, 5 μm particle size) or Agilent ZORBAX Eclipse XDB-C8 (150 ⨯ 4.6 mm, 5 μm particle
size), was maintained at 30 °C, and the UV detector was set at a wavelength of 254 nm. The
mobile phase was a mixture of acetonitrile and an aqueous solution of phosphoric acid [0.1%
(v/v)] (varied from 40:60 (v/v) to 20:80 (v/v), depending on the component of interest to obtain
good separation) with a flow rate of 1 mL/min. The mobile phase was adapted from Kossen [12].
The calibration curve was obtained from the areas of the peaks corresponding to the particular
monomer for known concentrations of the monomer in the water. In case of limited solubility in
the water phase (for example as in case of 2HPMA), the calibration standards were made in
acetonitrile. The amount of the monomer in the particle phase was calculated by a mass balance.
The densities for monomers, polymers and water used in this work are shown in Appendix D.3.
In order to obtain the 2HPMA solubility in water, different amounts of the water and the
2HPMA were added in a 14 mL vial and capped. After vigorously shaking the vial, it was kept in
the water bath at 30 °C for at least 12 hours. Approximately 1 mL of the aqueous phase was
carefully removed and analyzed using HPLC as discussed above.
In case of carboxylic acid functional monomers, the natural pH of the aqueous phase was
determined by using eq (5.8) [23, 26].
pH = -log(0.5(-Ka + (Ka2 + 4KaCaqu,tot)1/2))

(5.8)

where Caqu,tot is the total concentration of acid compound in the aqueous phase in mol/L and Ka
the acid dissociation constant. The pKa values of AA and MAA at 30 °C are taken at 4.23 and
4.45 [23], respectively. The pKa values for PrA and BuAcid are taken as 4.8723 [43] and 4.82
[44], respectively. It should be noted that without addition of buffer or base, the ionized portion
of AA or MAA is less than 3% when the acid level is > 0.05 mol/L.
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5.4 Results and Discussion

There are a significant number of topics to discuss in this section of the paper. There is a
distinct difference between the analysis of the experimental data in terms of the simple waterpolymer phase distribution coefficients, D, and the more detailed, but more useful, treatment in
terms of the monomer-polymer interaction parameters, χ. The latter allows us to extend the
experimental analysis from homo- to copolymers and from single to multiple monomer systems.
We begin with a discussion of the distribution coefficients.
5.4.1 Functional Monomer Distribution Between Water and Homopolymer
5.4.1.1 Effect of Particle Size - Earlier in this paper we commented that the effect of the latex
particle size on the distribution behavior of monomers is negligible, except near saturation
swelling conditions. In order to verify this for functional monomers, we studied the distribution
of 2HEMA between water and different particle sized PMA latices. From Figure 5.1 we can see
that the effect of the particle size in this common size range is indeed negligible for the monomer
concentration ranges studied here. A similar study was done for MAA distributing between water
and PnBMA (different particles sizes including polymer films i.e. infinite particle size) and a
similar conclusion was made (Appendix D.1). In short, functional monomer distribution studies
done far from saturation using a latex polymer (any particle size) or a polymer film will achieve
the same results at equilibrium conditions.
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Figure 5.1: Concentration of 2HEMA in PMA phase (Corg,tot) versus the concentration of
2HEMA in the aqueous phase (Caqu,tot) at equilibrium at 30 °C. The PMA latex particle diameter
(●) 115 nm and (○) 165 nm.

5.4.1.2 Effect of the type of monomer and polymer - We first treat the data obtained for MAA
and AA distributing between water and poly(meth)acrylates. We have plotted the concentration
of MAA and AA in the (meth)acrylate polymer phase (Corg,tot) versus its undissociated form in
the aqueous phase ([HAW]) for the distribution of these vinyl acid monomers between water and
poly(methyl acrylate) (PMA), poly(n-butyl acrylate) (PnBA) and poly(n-butyl methacrylate)
(PnBMA) in Figure 5.2, Figure 5.3 and Figure 5.4, respectively, at equilibrium at 30 °C.
Additional data for the distribution of MAA between PMMA and water are shown in Appendix
D.4.
Carboxylic acid functional monomer, depending on the pH of the aqueous phase, resides in
the aqueous phase as a mixture of its ionized and unionized form. Its ionized form is, of course,
highly polar and does not participate in the distribution between the water and the organic phase.
Thus the true distribution nature of the carboxylic acid must be obtained from plotting Corg,tot
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versus [HAW]. [HAW] can be obtained from the total concentration of acid (dissociated +
undissociated; Caqu,tot) in the aqueous phase using eq (5.9) [23, 26]
[HAW] = Caqu,tot / (1+(Ka/[H+]))

(5.9)

For the case of the carboxylic acid monomers, eq (5.1) can be modified to eq (5.10) to
appropriately include the effect of pH.
DHA = Corg,tot/[HAW]

(5.10)

where DHA is the pH insensitive partition coefficient and correlates to D as (using eqs (5.1), (5.9),
(5.10))
DHA = Corg,tot/[HAW]

(5.11)

Equations (5.9)-(5.11) incorporate the effect of pH on the distribution of vinyl acids between the
aqueous and the polymer phases. With increase in the pH or degree of neutralization of the vinyl
acids, the amount of unionized form of the vinyl acid in the water phase will decrease. Clearly at
high pH, the acids will be affected and will not partition to the organic phase. This will result in a
decrease in the distribution coefficient, D. The effect of pH and the validity of Equations (5.9)(5.11) have been previously discussed for the distribution of vinyl acids distributing between the
aqueous and the non-functional monomer phases and thus will also be true for polymer phases
[23].
From Figure 5.2, Figure 5.3 and Figure 5.4, we can see that the distributions of MAA and AA
between water and (meth) acrylate polymers can be represented as linear functions. Also it is
clear that MAA distributes much more strongly to the polymer phase for the more polar
polymers (PMA > PMMA > PnBA > PnBMA). The affinity of the polar MAA monomer will
naturally be expected to increase towards relatively polar polymers which will result in an
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increase in the distribution coefficient as observed here. A similar behavior for MAA distributing
between a (meth)acrylate monomer phase and water has been reported recently [23]. In Figure
5.2, Figure 5.3 and Figure 5.4, one notices varying sizes of the error bars associated with the
concentration of the functional monomers in the polymer phase. This is due to the fact that the
amount of polymer in each experiment was randomized and the error in calculation of Corg,tot by
mass balance (see Experimental Details section) will be higher for samples of smaller polymer
mass.
AA is much more polar than MAA and this should result in an increased affinity of the AA
towards the aqueous phase. Thus the distribution of AA between a polymer and the aqueous
phase should be lower than that for MAA. From the data in Figure 5.2, Figure 5.3 and Figure 5.4,
we can see that AA results in smaller DHA values than MAA for the same polymer system.

Figure 5.2: Concentration of vinyl acids in the PMA phase (Corg,tot) versus its undissociated form
in the aqueous phase ([HAW]) at equilibrium at 30 °C. (○) For AA and (●) for MAA. The dashed
lines are linear fit of experimental data. For AA: Corg,tot = (1.28 ± 0.101)[HAW] and for MAA:
Corg,tot = (4.10 ± 0.131)[HAW].
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Figure 5.3: Concentration of vinyl acids in the PnBA phase (Corg,tot) versus its undissociated
form in the aqueous phase ([HAW]) at equilibrium at 30 °C. (○) For AA and (●) for MAA. The
dashed lines are linear fit of experimental data. For AA: Corg,tot = (0.719 ± 0.014)[HAW] and for
MAA: Corg,tot = (3.27 ± 0.128)[HAW].

Figure 5.4: Concentration of vinyl acids in the PnBMA phase (Corg,tot) versus its undissociated
form in the aqueous phase ([HAW]) at equilibrium at 30 °C. (○) For AA and (●) for MAA. The
dashed lines are linear fit of experimental data. For AA: Corg,tot = (0.511 ± 0.0219)[HAW] and for
MAA: Corg,tot = (2.74 ± 0.0504)[HAW].

102

CHAPTER 5
Similar to carboxylic acid functional monomers, we also studied the distribution of hydroxy
(meth)acrylate monomers between water and (meth)acrylate polymers. In Figure 5.5 we plot the
concentration of hydroxy (meth)acrylate monomers in the polymer phase (Corg,tot) versus their
concentrations in the aqueous phase (Caqu,tot) for PMA latex. Additional experimental results for
these monomers distributing between water and PnBA and PnBMA are reported in Appendix
D.4 along with the obtained values of D. For a particular polymer system, the distribution of the
hydroxy (meth)acrylate monomer towards the polymer phase is lower for the monomer with
higher polarity, which is expected. On the other hand, for a particular hydroxy (meth)acrylate
monomer, we see an increase in the distribution coefficients for the more polar polymers.

Figure 5.5: Concentration of hydroxy (meth)acrylate monomers in the PMA phase (Corg,tot)
versus its concentration in the aqueous phase (Caqu,tot) at equilibrium at 30 °C. (●) For 2HEA,
(♦) for 2HEMA and (○) for 2HPMA. The dashed lines are linear fit of experimental data. For
2HEA: Corg,tot = (0.596 ± 0.0142)Caqu,tot; for 2HEMA: Corg,tot = (1.78 ± 0.0225)Caqu,tot and for
2HPMA: Corg,tot = (3.77 ± 0.107)Caqu,tot.

In our previous reports related to the distribution of functional monomers between water and
nonfunctional monomer phases [23, 42], we found a linear correlation between the log of the
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distribution coefficient (monomeric form) and the molar volume of the nonfunctional
(meth)acrylate monomer for both vinyl acids and hydroxy (meth)acrylate functional monomers.
We attempted a similar treatment for the DHA or D for the distribution of these functional
monomers between water and polymer phases, and this is shown in Figure 5.6. Here we have
used the molar segment volume of the polymer (= molecular weight of the monomer unit/density
of the polymer) for the correlation. In Figure 5.6 the linear fits for the functional monomer
distribution data are apparent. Such a plot provides us with the capability to interpolate (and
cautiously extrapolate) the values of distribution coefficients for untested and/or challenging
polymer systems like poly(ethyl acrylate) and poly(2-ethylhexyl acrylate) (PEHA).

Figure 5.6: Log(DHA) (for vinyl acids) or log(D) (for hydroxy (meth)acrylates) versus the molar
segment volume of the (meth)acrylate polymer for the distribution of (■) AA, (◊) MAA, (○)
2HEA, (♦) 2HEMA and (●) 2HPMA. The solid lines and dashed lines are simple linear fits for
vinyl acids and hydroxy (meth)acrylate monomer data, respectively.

Along with (meth)acrylate polymers, we also studied the distribution of MAA and 2HEMA
between water and polystyrene (PSty) phases. PSty, as compared to the (meth)acrylate polymers
discussed earlier, does not have carbonyl (>C=O) groups and thus the functional monomer H104
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bonding with the PSty phase would be expected to be minimal. In Figure 5.7 we have plotted our
data for the concentration of MAA in the PSty phase (Corg,tot) versus its undissociated form in the
aqueous phase ([HAW]) at equilibrium at 30 °C. In that figure we also compare the results
obtained here with those reported by Shoaf and Poehlein [2]. To create the solid curve that
represents their experiments, we calculated the concentration in the aqueous phase (Caqu,tot) and
its corresponding concentration in the PSty phase (Corg,tot) using eq (5.3) for both the water and
PSty phases with the

= 7.85 and

= 3.00 values reported by Shoaf et al [2].

For the most part both data sets show good agreement which suggests that the methods used in
both works result in consistent experimental results. At high concentrations of MAA (last 2 data
points in Figure 5.7), we can see some deviations between both data sets. A possible explanation
for this might be the small concentration range (not specified) in the previous study [2] which
was used to determine the interaction parameters.

Figure 5.7: Concentration of MAA in the PSty phase (Corg,tot) versus its undissociated form in the
aqueous phase ([HAW]) at equilibrium at 30 °C. The solid line is the distribution profile created
by using parameters reported by Shoaf [2]. The dashed line is a linear fit (Corg,tot = (0.956 ±
0.0307)[HAW]) of our experimental data.
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We also studied 2HEMA distribution between water and PSty and these data are reported in
Figure 5.8. The distribution coefficients of both MAA and, separately, 2HEMA between water
and PSty are lower than those for the case of poly(meth)acrylates. The ester group in
poly(meth)acrylates, in addition to being polar, can also participate in H-bonding with the
functional monomers and thus functional monomers can have higher affinity towards the
poly(meth)acrylates as compared to PSty. This will lead to higher distribution coefficients for the
case of poly(meth)acrylates than PSty.

Figure 5.8: Concentration of 2HEMA in the PSty phase (Corg,tot) versus its concentration in the
aqueous phase (Caqu,tot) at equilibrium at 30 °C. The dashed lines are linear fit of experimental
data Corg,tot = (0.485 ± 0.0416)Caqu,tot.

In our previous reports [23, 26, 42] on functional monomer distribution between
nonfunctional monomers and water, plots such as those in Figure 5.2-Figure 5.8 here were found
to be nonlinear in nature due to dimerization and multimer formation of the monomers in the
organic phase. In contrast to this, we find that the for the polymers studied here, the Corg,tot versus
Caqu,tot (or [HAW] for vinyl acids) plots are quite linear, even for the PSty system. This does not
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necessarily mean that dimers or multimers of vinyl acids or hydroxy (meth)acrylates, do not exist
in the polymer phase. The nonlinearity in the Corg,tot versus Caqu,tot plots for the water/monomer
systems depends on various factors like the magnitude of D (or DHA) and the equilibrium
coefficient related to dimerization or multimer formation [23, 26, 42]. Also for smaller ranges of
experimental Caqu,tot, a nonlinear function can seemingly be approximated as a linear function.
The distribution coefficient for a solute between water and an organic phase provides
information regarding the relative affinity of the solute in the organic phase relative to that in the
aqueous phase. On the other hand, the partial molar free energy approach (in terms of

and

) provides information about the nature of the distributing solute in both phases in terms of
intrinsic compatibility. In the next few sections, we will discuss on how to determine

and

for the functional monomer distributing between the aqueous phase and polymer phase and
comment of the differences in the estimated

values for different functional monomer-

polymer pairs.
5.4.1.3 Estimation of Functional Monomer Activity Coefficient in Water - In case of functional
monomers whose

values cannot be determined due to very high water solubility, we

are forced to use eq (5.7) which uses 2 parameters (

and

) to describe the distribution of

the monomer between water and polymer phase. For the case where both of these parameters are
unknown, one straightforward approach would be curve fitting the experimental data to obtain
both parameters simultaneously. Before such attempt, we wanted to make sure that this approach
can provide accurate information regarding both parameters. In a parametric study shown in
Appendix D.5, we find that such an approach can result in many solutions for an experimental
data with experimental errors which will provide a mathematical solution for both parameters,
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however the physical relevance of these obtained parameters cannot be guaranteed. This issue
can be solved by separately estimating the water phase activity of the monomer and then curve
fitting the experimental data to obtain just the

value for the functional monomer-polymer

pair.
The

values for the functional monomers studied here are not readily available in

literature. The

values for a compound in water can be predicted using group contribution

predictive methods like UNIFAC [45] and AQUAFAC [41, 46]. Among all the functional
monomers we have studied here, only 2HPMA is partially soluble in water. We have
experimentally obtained the solubility of 2HPMA in water as 0.865 ± 0.011 mol/L at 30 °C.
From this we obtain

for HPMA as 0.063 at 30 °C. We tested this experimental

for 2HPMA against UNIFAC [45] and AQUAFAC [41, 46], and found significant
disagreement. We also compared the predicted

values using UNIFAC [45] and AQUAFAC

[41, 46] for other functional monomers studied here and found disagreements between both
predictive methods. These comparisons are shown in Appendix D.6. This suggests that a
completely predictive approach to obtain the water phase activity coefficients is likely to be
challenging. We thought to use a compound with a higher confidence in the activity coefficient
as a reference compound and then use a semi-predictive approach to estimate the activity
coefficient for other compounds in a homologous series of the reference compound. For example
utilizing the experimentally determined value

for 2HPMA, we use it to estimate those for

2HEMA and 2HEA. The idea behind the semi-predictive approach was that in general group
contribution approaches, the training set used to obtain the group contribution parameter contains
relatively higher occurrence frequencies of groups like -CH3 and -CH2-. Thus the reliability of
group contribution parameters for these groups will likely be high. With this in mind, using the
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experimental value for one compound as a reference and only using the group contribution
parameters of CHX groups (by addition or subtraction) to obtain the

in a homologous

series might result in more reliable predictions.
AQUAFAC [41, 46] (AQUeous Functional group Activity Coefficient) is a group
contribution approach to predict the activity coefficient of a compound in the aqueous phase and
is a simple method to convert to a semi-predictive approach. According to AQUAFAC the molar
aqueous activity coefficient (

) of an organic compound can be estimated as

(5.12)
where nj is the number of times group 'j' appears in the compound and qj is the corresponding
parameter for that group. Using eq 5.12, we obtain the activity coefficient (
using a reference compound's activity coefficient (

) of a compound

) as

(5.13)
where qj,+ and qj,- are the parameters for the groups needed to be added and removed,
respectively, from the reference compound to obtain the compound 'i'. The group contribution
parameters (

and

) we used were obtained from Myrdal et al [41, 46]. Importantly, we

verified this semi-prediction approach for a few alcohols and organic acids and found close
agreements between experimental and predicted values. This is discussed in detail in Appendix
D.6.
Unlike 2HPMA, both vinyl acids, AA and MAA, studied here are highly water soluble and
experimental solubility of either of them cannot be determined. Attia et al [47] studied the waterAA system and found good agreement between the vapor-liquid composition experimental data
109

CHAPTER 5
and those predicted using activity coefficients predicted using the NRTL (Non-Random TwoLiquid) [48] parameters. We have chosen to use the dilute solution activity coefficient for AA in
water obtained from the NRTL parameters reported by Attia et al [47]. This results in a value of
0.147 L/mol (

-0.832). It should be emphasized that activity coefficient is

concentration dependent; however for dilute solutions (< 1 mol/L), the activity coefficient can be
taken as constant. This assumption has been successfully used for low to moderately soluble
monomers in emulsion polymerization literature [37, 38, 40].
Using AA and 2HPMA as the reference compounds, the

for other functional

monomers studied here can be approximated using the pseudo-AQUAFAC approach discussed
above and in Appendix D.6. In Table 5.1, the estimated values for
reported. Coincidentally the

and

are

values for AA and 2HEA, and MAA and 2HEMA are close and

suggest that the behavior of AA and MAA in the water phase is very similar to 2HEA and
2HEMA, respectively.

Table 5.1: Estimated
monomers

and

values for carboxylic acid and hydroxy (meth)acrylate

Compound

a
b

(L/mol)

AA

-0.832

0.147

MAAa

-0.423

0.377

2HEAb

-0.811

0.155

2HEMAb

-0.403

0.396

2HPMA

0.063

1.156

Derived from AA values
Derived from 2HPMA Values
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5.4.1.4 Estimation of the functional monomer-polymer interaction parameter - In Figure 5.9 we
have plotted [HAW] versus

for AA and MAA distributing between PnBA and water. The

data are fitted with eq (5.7) using the parameters reported in Table 5.1 for AA and MAA. The
curve fitting was done using the Nelder-Mead simplex algorithm in SciDAVis v0.2.4
(http://scidavis.sourceforge.net/). It can be seen that eq (5.7) nicely describes the distribution
behavior of both AA and MAA. Similarly in Figure 5.10 we show the effectiveness of eq (5.7) to
describe the distribution of the three hydroxy (meth)acrylate monomers between PnBA and
water. We have done a similar treatment for the rest of the functional monomer-polymer-water
systems and plots are reported in Appendix D.7. In Figure 5.11, we plot the estimated
parameters versus molar segment volume of the polymer. The figure allows a visual comparison
between the obtained
the

for the functional monomer-polymer pairs. The numerical values of

parameters obtained from the curve fitting with eq (5.7) are reported in Table 2.

Figure 5.9: Concentration of vinyl acid monomers undissociated form in the aqueous phase
([HAW]) versus PnBA volume fraction in the particle phase (
) at equilibrium at 30 °C. (○)
For AA and (●) for MAA. The dashed lines are curve fit of experimental data with eq (5.7).
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Figure 5.10: Concentration of hydroxy (meth)acrylate monomers in the aqueous phase (Caqu,tot)
versus PnBA volume fraction in the particle phase (
) at equilibrium at 30 °C. (●) For 2HEA,
(♦) for 2HEMA and (○) for 2HPMA. The dashed lines are curve fit of experimental data with eq
(5.7).

Figure 5.11: Estimated
value (a) for vinyl acids) and (b) for hydroxy (meth)acrylates versus
the molar segment volume of the polymer for the functional monomer-polymer pair. The dashed
lines are linear best fits for the (meth)acrylate polymers case and is for visual guidance. The
region with positive
is shaded for emphasis.
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Table 5.2: Flory-Huggins interaction parameter
obtained from distribution experiments.

for functional monomer-polymer pairs

Polymer
AA

MAA

2HEA

2HEMA

2HPMA

-0.561 ± 0.083

-1.08 ± 0.048

-0.182 ± 0.025

-0.380 ± 0.015

-0.148 ± 0.029

-

-0.784 ± 0.030

-

-0.114 ± 0.053

-

PnBA

0.124 ± 0.017

-0.763 ± 0.052

0.516 ± 0.044

0.238 ± 0.028

0.274 ± 0.073

PnBMA

0.469 ± 0.038

-0.539 ± 0.022

0.877 ± 0.037

0.506 ± 0.040

0.644 ± 0.019

-

0.641 ± 0.037

-

0.877 ± 0.094

-

PMA
PMMA

PSty

First we compare the

value for the MAA-PSty pair obtained here (

same reported by Shoaf et al [2] (
obtained both

= 0.641) to the

= 3.00) and we find significant difference. Shoaf et al [2]

and

simultaneously by curve fitting the experimental

distribution data for the MAA-PSty-water system. As discussed in Appendix D.5, this treatment
can lead to non-unique solutions. In other words, their procedure to obtain the interaction
parameter will provide one of potentially several mathematical solutions; however the physical
relevance of each solution must be questioned. This argument can be further supported by the
value they obtained for

(= 7.85) which is intuitively much too high for a highly water

soluble compound like MAA. This suggests that both

and

values estimated by

Shoaf et al [2] might be significantly higher than actual values. We consider the
determined here for MAA-PSty by using the appropriate
From Figure 5.11, comparison of the
can see that the

value

for MAA in water to be correct.

for MAA-poly(meth)acrylates with MAA-PSty, we

for the PSty case is significantly higher than those of the
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poly(meth)acrylates. This suggests that MAA is much less compatible with PSty than with
poly(meth)acrylates; the latter are relatively more polar in nature than PSty. Also,
poly(meth)acrylates have hydrogen bond (H-bond) acceptor carbonyl groups. The carboxylic
acid monomers contain both H-bond acceptor and donor groups. This allows the possibility for
these functional monomers to form H-bonds with poly(meth)acrylates. The H-bonding in the
system can result in favorable interactions and can decrease the overall Gibbs free energy of the
system. This possibility for PSty is minimal at best.
Also from Figure 5.11, we find that

for many functional monomer-poly(meth)acrylate

pairs are negative in value. In the literature negative interaction parameters have been reported
for many systems with specific interactions like H-bonding. For example, experimentally
determined

for water-cellulose [49], dichloromethane-PMA [50] and 1,2-dichloroethane-

PMMA [50] systems have been reported to have negative values. In order to increase confidence
in the interaction parameters obtained here, we also studied the distribution of propionic acid
(PrA) and separately n-butyric acid (BuAcid) between PMA and water and experimental data
from these studied are shown in Appendix D.8. PrA and BuAcid are saturated acids and show
close resemblance with AA and MAA, respectively. Moreover, the water activity coefficients of
these acids have been experimentally determined [51]. Both these factors make PrA and BuAcid
good compounds for comparison with AA and MAA, respectively. Using the experimental
activity coefficients for PrA and BuAcid, we obtain

for these acids with PMA as 0.0895 ±

0.0211 and -0.624 ± 0.0259, respectively. From this we find that

for PrA and BuAcid with

PMA is small or even negative, however these values are higher than those for AA and MAA,
respectively. We comment further on this below.
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The interaction parameter,

, includes both the effects of non-specific and specific

interactions, the latter associated with H-bonding. Thus

can be broken into contributing parts
(5.14)

where

and

are the interaction parameters corresponding to non-specific and specific

interaction like H-bondings in the system, respectively. This approach was used by Espi et al
[52] to describe the mixing of polymer blends. The

term is a free energy parameter (classic

Flory interaction parameter) which includes both non-specific enthalpy and residual entropy
contributions [39, 53]. The term

is always non-negative while the

can be either

positive or negative depending on the system. Thus in the case of specific interactions, the
resulting values of

can be positive or negative, depending on the strength and type of the

specific interactions.
Both AA and MAA, as compared to PrA and BuA, are stronger H-bond donors due to
possible resonance as the vinyl group is in close proximity to the -COOH group. This argument
can be further solidified by comparing the pKa values of AA and MAA (4.23 [23] and 4.45 [23],
respectively) with the same for PrA and BuA (4.87 [43] and 4.82 [44], respectively). The lower
pKa values for AA and MAA also suggest stronger H-bonding than the same for PrA and BuA
[54]. This can lead to a lower
resulting in lower

for the case of AA and MAA as compared to PrA and BuA,

. Thus we can conclude that the

we obtained for AA or MAA with

PMA follows the expected trend.
When comparing

for AA to that of MAA with any particular polymer in Figure 5.11, the

interaction parameters for AA are always significantly higher. AA is significantly more polar
than MAA and hence for a given polymer,

for AA would be expected to be higher than for
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MAA.. Thus despite the H-bonding capability of both AA and MAA, the resulting

for AA

should be higher than MAA.
Turning to hydroxy (meth)acrylate monomers, we find that

for these monomers with the

polymers in Figure 5.11 are relatively higher than for the vinyl acids. Although direct
comparison of

for the hydroxy (meth)acrylate monomers compared to the vinyl acids is

not straightforward, the difference in H-bonding strength, and thus on

, between these

functional monomers can be commented on. The H-bond donor capability of a carboxylic acid
group is higher than that of an hydroxy group [54]. Thus

for vinyl acids will be expected

to be lower than hydroxy (meth)acrylates which probably explains the observed differences in
between these two types of functional monomers.
As discussed earlier for AA and MAA, the

for a more polar hydroxy (meth)acrylate

will be higher i.e. 2HEA > 2HEMA > 2HPMA. Thus we would expect the resulting

for

these functional monomers with a polymer would to follow a similar trend. From Figure 5.11b,
we find that this is true for 2HEA and 2HEMA. Also from Figure 5.11b, we see that the

for

2HPMA falls between that for 2HEA and 2HEMA which was surprising at first. Both 2HEA and
2HEMA are primary alcohols while 2HPMA is mainly a secondary alcohol (the typical isomer
ratio in commercially available 2HPMA is discussed in Tripathi et al [42]). Since the H-bond
formation tendency with an acrylic ester for a primary alcohol is higher than the same for a
secondary alcohol [55], this will result in a relatively higher

for 2HPMA as compared to

its primary alcohol isomer. This might explain the unexpected pattern observed for hydroxy
(meth)acrylate

values in the current study.
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From the measured
are compatible (i.e.

values in Figure 5.11, we see that most of the functional monomers
< 0.5) with these polymers, especially with poly(meth)acrylates. This is

again likely due to H-bonding. This may appear to be at odds with the observed lower
distribution coefficients reported above for these functional monomers as compared to
nonfunctional, partially water soluble monomers. The distribution of a compound between two
phases depends on the relative affinity of the compound with one phase versus the other. In the
case of functional monomers, the observed lower distributions towards the polymer phase as
compared to the water phase are not due to incompatibility with the polymer phase, but instead
are a result of their higher compatibility with the water phase.
The distribution of functional monomers between water and a polymer phase has been studied
here at 30 °C, however emulsion polymerization reaction are commonly performed above 50 °C.
In our previous study related to distribution of functional monomers between the aqueous and
monomer phase, we found the effect of temperature within the range of common emulsion
polymerization conditions to be minimal for the distribution coefficients [23, 42]. A similar
effect of temperature will be expected for the distribution of functional monomers studied here
between the aqueous and polymer phase. This also suggests that the estimated

parameters

for the functional monomer-polymer pairs can be confidently used to estimate distribution of
functional monomers during typical emulsion polymerization conditions.
5.4.2 Distribution of Functional Monomer between Water and Copolymers
In common emulsion polymerization systems, functional monomers are copolymerized with
two or more other monomers. Also the first stage polymer is generally a co- or ter-polymer. Thus
it becomes important to understand the distribution behavior of these functional monomers in
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multicomponent polymer systems. Here we have studied the distribution behavior of MAA and
2HEMA between water and two different copolymers; P(25.0% nBA-co-Sty) and separately
P(70.2% MA-co-MMA) (by wt%). These two copolymers vary greatly in their polarity.
For copolymer systems there can be a large variety of co-monomer combinations and
experiments for each one is not feasible. Thus it is necessary to effectively predict the
distribution of these functional monomers using parameters obtained from binary monomerhomopolymer-water systems. In previous reports, we have tested the validity of a linear mixing
model (eq (5.15)) (after Endo and Schmidt [24]) for the prediction of the distribution coefficient
of vinyl acid and hydroxy (meth)acrylate monomers between multicomponent monomer phases
and water [26, 42].

Dm =

j

Dmj

where Dm is the predicted multicomponent distribution coefficient,

(5.15)

is the volume fraction of

component j in the mixture and Dmj are the binary distribution coefficients of the solute between
component j and water. In the present work we tested the predictive capability of eq (5.15) for
functional monomer distribution between water and the copolymers noted above. Figure 5.12
offers a comparison between the experimental Caqu,tot (or [HAW] for MAA) and the predicted
values obtained using eq (5.15). The binary distribution coefficients (Dmj) used in eq (5.15) have
been estimated here earlier and are reported in Appendix D.4. The R2 value is 0.864 for all the
experimental data. From Figure 5.12 we can see that the overall prediction (except for a few
outliers) is reasonable using the linear mixing model.
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Figure 5.12: Predicted Caqu,tot (or [HAW] for the case of MAA) versus experimental Caqu,tot (or
[HAW] for the case of MAA) using the linear model (eq (5.15)) for D (or DHA). For MAA: (●)
P(25.0% nBA-co-Sty); (♦) P(70.2% MA-co-MMA) and for 2HEMA: (○)P(25.0% nBA-co-Sty);
(◊) P(70.2% MA-co-MMA). The dashed line represents a "perfect prediction" and is for visual
guidance for the quality of prediction. The R2 values for prediction of P(25.0% nBA-co-Sty) and
(70.2% MA-co-MMA) are 0.782 and 0.946, respectively.

When we utilize the partial molar free energy approach, we need to obtain

for a

monomer-copolymer pair. Krause and coworkers [56, 57] derived an expression to predict the
for a solvent-copolymer system in terms of the volume fraction of the individual monomer
units in the polymer and interaction parameters related to individual solvent-homopolymer and
homopolymer-homopolymer pairs. Their generalized expression reduces to eq (5.16) for solventcopolymer composed of monomers type A and B.

A

where

,

and

B

A B

(5.16)

are interaction parameters for a functional monomer with copolymer,

homopolymer A and homopolymer B, respectively.
monomers A and B in the copolymer.

and

are volume fractions of

is the interaction parameter between polymer A and
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polymer B.

and

are the molar volume of the functional monomer and the reference

volume used in the estimation of

parameter, respectively. The factor

is simply to

adjust the polymer-polymer interaction parameter to a chosen reference volume which here is the
molar volume of the functional monomer.
The polymer-polymer interaction parameters (
polymer-polymer interfacial tension is related to

are not readily available in literature. The
and thus the value of

can be estimated

from it [58]. We have estimated the interfacial tension values between common polymerpolymer pairs via the harmonic mean equation from Wu [59]. From these interfacial tensions for
PMA-PMMA and PnBA-PSty, we back out the

for these pairs to be 0.025 and 0.082,

respectively. A sample calculation for obtaining

from the interfacial tensions is shown in

Appendix D.9.
In Figure 5.13 we compare the experimental Caqu,tot for the four monomer-copolymer systems
with the predicted values obtained using the values for

predicted from eq (5.16), and then

using eq (5.7). The R2 value obtained for all the experimental data is 0.814. Similar to the
distribution coefficient approach, this approach can also reasonably predict the distribution of a
functional monomer between water and a copolymer phase. We also compared the experimental
Caqu,tot with the predicted values using simple volume fraction weighted average (eq (5.16)
without the last term on the right hand side) and found that a reasonable prediction (R2 = 0.808)
can be obtained for the distribution of a functional monomer without using

.
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Figure 5.13: Predicted Caqu,tot (or [HAW] for the case of MAA) versus experimental Caqu,tot (or
[HAW] for the case of MAA) using the predicted
(eq (5.16)) for the copolymer. For MAA: (●)
P(25.0% nBA-co-Sty); (♦) P(70.2% MA-co-MMA) and for 2HEMA: (○) P(25.0% nBA-co-Sty);
(◊)P(70.2% MA-co-MMA). The dashed line represents a "perfect prediction" and is for visual
guidance for the quality of prediction. The R2 values for prediction of P(25.0% nBA-co-Sty) and
(70.2% MA-co-MMA) are 0.689 and 0.940, respectively.

5.4.3 Simultaneous Distribution of Functional and Non-functional Monomers between
Water and Polymer
There is always at least one non-functional monomer present in emulsion polymerizations that
also use a functional monomer. In order to test the effect of the presence of a nonfunctional
monomer on the distribution of a functional monomer between water and a polymer phase, we
have done experiments with MAA and 2HEMA with MA or Sty and studied their simultaneous
distribution between water and PMA or PnBMA. The simultaneous distribution of a functional
and nonfunctional monomer can be described (using eqs (5.3) and (5.4)) as
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(5.17)

where subscripts 1, 2 and p represent functional monomer, nonfunctional monomer and polymer,
respectively. Equation (5.17) is for the functional monomer; that for the non-functional monomer
can be written by analogy.
Prior to conducting the experiments, a parametric study was done to understand the influence
of the factors

,

,

,

and

on the distribution of the functional monomer within

the range of interest. This was done to understand two effects; firstly the influence of each
parameter in eq (5.17) on the resulting distribution of the functional monomer and secondly,
comparison of results from eq (5.17) to the case where a simple distribution coefficient was used
to describe the distribution of the functional monomer. These studies are discussed in more detail
in Appendix D.10. From the parametric studies we find that in eq (5.17) the parameter

has

by far the most influence on the distribution behavior of the functional monomer. The parameters
and

have relatively less influence in eq (5.17) and the distribution behavior of the

monomer 1 is a very weak function of parameters

and

. In other words, in order to

adequately describe the distribution of monomer 1, accurate information regarding
is required, while the values for
derived earlier,

and

can be less accurate. Here,

,

and
has been

can be obtained from the ratios of the molar volume of the functional

monomer to that of the nonfunctional monomers. and

can be calculated from the HPLC

analysis.
In Figure 5.14 and Figure 5.15 we compare the experimentally determined concentrations of
MAA and 2HEMA with the predicted values obtained using eq (5.17). In eq (5.17) the estimated
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values for

for MA-PMA, MA-PnBMA, Sty-PMA and Sty-PnBMA were taken as 0.4, 0.6,

0.7 and 0.2, respectively from our previous work [40, 60]. From the parametric analysis
described above, we know that

has minimal effect on the distribution behavior of the

functional monomer and thus the accuracy of these parameters were not further verified. The
for the functional-nonfunctional monomer pair were estimated using the distribution coefficients
obtained for the functional monomer distribution between water and nonfunctional monomer
phases [23, 42] and those values for MAA-MA, MAA-Sty, 2HEMA-MA and 2HEMA-Sty are 0.75, 1.53, 0.15 and 2.10, respectively. In these experiments, the concentration of the nonfunctional monomer in the aqueous phase was obtained by HPLC analysis and from mass
balance, the volume fraction of the non-functional monomer (
estimated. The

) in the particle phase was

values for binary functional monomer-polymer pairs used eq (5.17) were

same as estimated earlier and reported in Table 5.2. From both figures, it can be seen that the
experimental and predicted values are in good agreement. The R2 values of all data points in the
MAA and 2HEMA cases were obtained as 0.89 and 0.95, respectively. This indicates that the use
of eq (5.17) and the

values for the functional monomer-polymer pairs in Table 5.2 appear to

be reliable for applications in typical emulsion polymerizations.
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Figure 5.14: Predicted [HAW] versus experimental [HAW] for the case of MAA distributing
between polymer and water phase in presence of a nonfunctional monomer. The predicted
concentration is using eq (5.17). (●) MAA-MA-PMA; (♦) MAA-MA-PnBMA; (○) MAA-Sty-PMA
and (◊)MAA-Sty-PnBMA. The dashed line represents a "perfect prediction" and is for visual
guidance for the quality of prediction.

Figure 5.15: Predicted Caqu,tot versus experimental Caqu,tot for the case of 2HEMA distributing
between polymer and water phase in presence of a nonfunctional monomer. The predicted
concentration is using eq (5.17). (●) 2HEMA-MA-PMA; (♦) 2HEMA-MA-PnBMA; (○) 2HEMASty-PMA and (◊) 2HEMA-Sty-PnBMA. The dashed line represents a "perfect prediction" and is
for visual guidance for the quality of prediction.
124

CHAPTER 5
5.5 Conclusions

The greater effort required to extract Flory-Huggins, monomer-polymer interaction
parameters (χ) from equilibrium distribution data shows its benefits in being able to determine
intrinsic parameters relating to the manner in which monomers and polymers interact within
latex particles. This is far more beneficial than limiting the analysis to distribution coefficients.
For the functional monomers studied here, their χ values with (meth)acrylic polymers are all
below 0.5 and are often negative. Those with PSty are greater than 0.5. This comparison
reflects the influence of hydrogen bonding on the water-polymer phase distribution in latex
systems. Further, it is clear that the separation of the overall χ value into non-specific and
specific interactions (dominated by hydrogen bonding) is quite effective in comparing and
contrasting overall χ values for a wide range of functional monomers and styrene/(meth)acrylic
polymers.
The

monomer-polymer interaction

parameters

for

both

carboxylic

acid

and

hydroxy (meth)acrylates between water and (meth)acrylic polymers are well represented by
linear functions with respect to the molar volume of the polymer. This provides us with the
capability to interpolate (and cautiously extrapolate) the values of interaction parameters, and
similarly distribution coefficients, for untested and/or challenging polymer systems.
The functional monomer-polymer χ values we have determined, especially for acrylic acid,
clearly explain that the reason AA poorly distributes to the latex particle phase is not because AA
is a poor solvent for the polymer (its χ values are most often less than 0.5), but that its affinity for
the water is so much stronger than that with the polymer. In fact AA is a good solvent for
(meth)acrylic polymers.
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It is possible to use simple mixing rules to incorporate binary χ values to treat
multi-component monomer systems and to extend the analysis from homopolymers to
copolymers. Then the complete distribution of a functional monomer between water and polymer
particles can be reasonably determined by using appropriate χ and γ (water phase activity
coefficient) values reported here.
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EXPERIMENTAL AND ANALYTICAL METHODS

6.1 Polymerization Reactions

In this work the effect of functional monomer on latex particle morphology is studied for two
step emulsion polymerization. In such types of emulsion polymerization, the desired
(co)monomers are polymerized in the presence of existing latex particles. The (co)monomers and
the polymer produced by such are referred as second stage monomer and second stage polymer,
respectively. The existing latex polymer is referred as seed polymer. Generally during second
stage polymerization, the generation of new particles is undesired. This type of polymerization
reaction is done to reduce cost, improve properties and control particle size.
In all of the second stage polymerizations, the seed latex was prepared separately. The seed
latex polymer was produced in large enough quantities so that the same seed could be used in a
series of second stage experiments. The particle size of the seed latex particles was controlled
between 170 to 200 nm. This particle size is big enough to be successfully microtomed for TEM
analysis of the particle morphology. In order to produce seed particles in this particle size range,
pre-seed polymer (small particle size ~70 nm latex polymer) was utilized. The pre-seed polymer
was grown with semi-batch polymerization, in which the (co)monomers are fed over time, under
starve-fed conditions. Stave-fed conditions refer to the scenario where the (co)monomer mixture

CHAPTER 6
is fed slowly to the reactor and the instantaneous conversion is high (> 80-85%). This avoids
compositional drift in the copolymerization reaction [61].
The actual second stage emulsion polymerizations procedure is as follows. Before adding
components to the reactor, the reactor was brought to the reaction temperature (usually 70 °C)
using a water bath. The reactor was purged thoroughly with nitrogen (N2). In polymerization
reactions oxygen (O2) acts as an inhibitor. Replacing the air in the reactor with N2 avoids any
side reactions with O2. Similarly the De-Ionized (DI) water used in these reactions was boiled
and then cooled before use to remove dissolved oxygen as much as possible. After flushing the
reactor with N2, the seed latex (or pre-seed latex, if any) and any DI water were added to the
reactor. The necessary amount of sodium dodecyl sulfate (SDS), dissolved in relatively small
amount of DI water (as compared to the reactor content), was added in order to stabilize the latex
particle against coagulation. The amount of SDS used was calculated in order to ensure that the
amount of SDS on the particle surfaces was lower than saturation coverage [62], and is thus
below the critical micelle concentration (CMC) in the water phase during the polymerization.
This calculation ensures that there will not be any micelles existing in the water phase and thus
helps to prevent any secondary nucleation, which can provide competing loci for radical entry.
After ensuring that the reactor and components in the reactor are at the reaction temperature
(usually 5 mins after adding the ingredients), the initiator (Potassium persulfate; KPS) solution in
water was added and quickly the monomer feed was started.
A typical reactor setup used in current work is shown in Figure 6.1. A 250 mL jacketed glass
reaction flask with three open necks (Chemglass) was used for all second stage polymerization
reactions. A water bath was used to maintain the reactor at the desired reaction temperature. One
of the reactor necks was connected to a condenser which was maintained at lower than reactor
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temperature using cold water. This was done to condense any vapor (monomer or water)
escaping from the reactor. Another reactor neck was connected to a N2 supply at all time during
the reaction. The N2 flow was maintained at very low flow rates (1-2 bubbles per sec). It made
sure the N2 flow rate during the reaction was not excessive which may sweep monomer and
water vapor out of the condenser. Monomers were fed to the reactor using a syringe pump where
the syringe was connected to the third available reactor neck. For sampling, the N2 feed neck was
opened for short periods (less than 30 sec) and samples were withdrawn from the reactor. For the
250 mL reactor setup, a magnetic stirrer was used to provide adequate mixing. The reactions
done in the 250 mL reactor were at low solids (20 wt% or less) and a magnetic stirrer could be
used without any issues. During the reaction the reactor was checked frequently for any
monomer pooling on the top of the latex. For reactors larger than 250 mL (500 mL, 1L and 2L
reactors, which were used to produce seed latex), mechanical stirring was used to provide
adequate agition.
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Figure 6.1: Schematic diagram of the reactor setup used for all second stage polymerizations.

6.2 Conversion Measurements

In polymerization reactions, conversion of monomers provides information about the reaction
kinetics. For copolymerization reactions, the term conversion can be defined as overall
conversion or individual monomer conversion. The overall conversion signifies the consumption
or polymerization of all the monomers combined while the individual monomer conversion
describes the polymerization of each individual monomer being polymerized.
In the current work, the conversion is reported as instantaneous conversion or fractional
conversion. While both type of conversions describe the polymerization of the reacting
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monomers, the normalizing factor for both conversion types differ. The instantaneous conversion
represents the fraction of monomer fed until the sampling time that converted to polymer, while
the fractional conversion represents the fraction of total monomer from the recipe (some of
which might have been already fed) that converted to polymer. The fractional conversion is
generally reported along with monomer feed line (fraction of total monomer fed versus reaction
time). Comparison of the fractional conversion and the monomer feed line provides a visual,
qualitative evaluation of the polymerization reaction rate. Closeness between the fractional
conversion and monomer feed line suggests “starve-fed” conditions. Examples of instantaneous
and fractional conversion plots are shown in Figure 6.2 and Figure 6.3, respectively.

Figure 6.2: Example of instantaneous conversion plot for polymerization of MA-co-MMA at 70
°C. The seed was P(75% Sty-co-nBA)
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Figure 6.3: Example of monomer feed line and fractional conversion plot for polymerization of
MA-co-MMA at 70 °C. The seed was P(75% Sty-co-nBA).

In the current work, the overall conversion was determined using gravimetric analysis
method. For some reactions, individual monomer conversions were determined using an HPLC
analysis method. Both of the experimental techniques are described in the following sections.
6.2.1 Gravimetric Analysis
In gravimetric analysis the volatile components are evaporated in a drying oven. In emulsion
polymerization reactions, the monomers and water are volatile components while the polymer
and other salts are the nonvolatile components. Using a mass balance and the solid contents of
the sample (mass of the dried solid/total mass), the overall conversion for the polymerization
reaction at the sampling time can be calculated.
Approximately 2 mL of the sample was drawn from the reactor during the reaction at regular
time intervals. The sample was quickly transferred to a glass vial containing 1-2 flakes for
hydroquinone (inhibitor). Such a small amount will not influence the overall solids in the sample.
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This sample was put in a refrigerator. Both these steps are done to stop the polymerization
reaction quickly after the sampling. Each sample was separated into two portions and solid
content was determined for each portion separately. The average value obtained for the two
portions was taken as the solid content for the sample. For obtaining the solid content, an
aluminum pan was weighed before (Malm) and after adding the sample (Malm+samp). A small
amount of acetone was added to the pan after adding the sample to spread the latex sample in the
aluminum pan. This step ensures that any volatile component will not be trapped under the film,
in the case of a film forming latex. The sample was dried overnight in a drying oven set at 70 °C.
The sample was weighed again after drying (Malm+dried). The solid content at a sampling time t
(

) can be calculated as

(6.1)
From the solid content measurements, the instantaneous conversion of the monomer into
polymer,

, can be calculated as

(6.2)
where

is the solid content before the monomer is fed and can be calculated from recipe or

experimentally, and

is the theoretical solid content if all of the monomer added up to time

t had been converted to polymer. The fractional conversion,

, which is based on the total

amount of monomer that will be fed during the reaction can be calculated from

as
(6.3)

where

is the fraction of the total monomer fed upto time t.
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6.2.2 HPLC Analysis
The gravimetric analysis provides information regarding the combined conversion of all
monomers in the copolymerization reactions. The individual conversion of each monomer in
such a reaction can be different than the combined conversion due to difference in reactivity
ratios and distribution behavior (in emulsion copolymerization) of the two monomers. Here high
performance liquid chromatography (HPLC) was used to obtain the individual monomer
conversion during the copolymerization reaction. As the latex sample cannot be used directly in
HPLC, the residual monomer in the sample is extracted in a liquid phase and analyzed using
HPLC.
In this procedure, the sample is added to a good solvent for the polymer. This step will either
dissolve or at least swell the polymer which will increase the diffusion of the monomers within
the polymer. After this step, an anti-solvent is added to the sample which will phase separate the
polymer. The liquid phase is separated and analyzed using HPLC. The HPLC (Agilent 1100) was
equipped with an Agilent ZORBAX Eclipse XDB-C8 column (150 ⨯ 4.6 mm, 5 μm particle
size) maintained at 30 °C, and a UV detector (Hewlett-Packard series 1100, model G1314A) set
at a wavelength of 220 nm. The mobile phase was a mixture of acetonitrile and an aqueous
solution of phosphoric acid [0.1% (v/v)] (40%:60% (v/v)) with a flow rate of 1 mL/min. This
mobile phase provides good separation between all monomers of studied here. In Figure 6.4 a
sample UV detector response for HPLC of sample consisting methacrylic acid, n-butyl acrylate
and styrene is shown.
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Figure 6.4: Sample HPLC output from UV detector for a sample consisting methacrylic acid, nbutyl acrylate and styrene (peaks left to right in this order).

The sample injection volume was either 5 µL or 10 µL, depending on the concentration of the
compound in the sample. For calibration, standard samples with known monomer concentrations
were prepared in acetonitrile. The calibration curve was obtained from the areas of the peaks
corresponding to the particular monomer in the standard sample. The calibration curve for the 5
µL injection volume was obtained as a 2nd order polynomial function while the same for 10 µL
injection volume was obtained as a linear function (eq 6.4). For the 10 µL injection, the intercept
was forced to be zero to estimate very low concentrations below the minimum standard
concentration.

(6.4)
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in the concentration in mg/mL of the monomer ‘i’ in sample ‘N’,

where

under the peak corresponding to monomer ‘i’.
µL injection volume and

,

, and

is the area

are polynomial coefficient for 5

is the determined coefficient for calibration curve for 10 µL injection

volume. From the calibration curve, the concentration (

; in mg monomer/g of latex) of

the monomer ‘i’ in sample ‘N’ can be obtained as

(6.5)
where

is the total volume of liquid in sample in mL (solvent + anti-solvent + water from

latex sample),

the latex sample amount (in g) and

the extraction efficiency for the

monomer. The extraction efficiency ( ) is estimated from few latex containing known amount of
monomers of interest.
As a first attempt we used tetrahydrofuran (THF) as the solvent and methanol (MeOH) as the
anti-solvent. This system has been previously used successfully for monomers like methyl
methacrylate and dendritic methacrylate [63-65]. Approximately 3 mL of THF was added to a 14
mL glass vial. In this vial latex sample was added such that the polymer solids amount in the
added sample was less than 0.2 g. This mixture was kept on a shaker table for more than 20
minutes to allow mixing. After this, roughly 5 mL MeOH was added to the vial and put back on
the shaker table for another >20 minutes. The sample was removed from the shaker table and let
stand on a table until the polymer phase settle down. The liquid clear phase was extracted and
filtered using a 0.2 µm syringe filter (Thermo Scientific, Target2 PTFE syringe filter 0.2 µm,
diameter 17 mm) in the HPLC vial for analysis.
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In order to verify this approach and obtain the extraction efficiency, this method was used to
analyze latex samples with known amounts of n-butyl acrylate (nBA) and styrene (Sty). A
known amount of nBA amd Sty was added to P(nBMA) latex and was allowed to equilibrate by
putting the monomer-latex mixture on the shaker at 225 rpm for approximately 2 hours. This
standard was diluted with the P(nBMA) latex to create lower concentration nBA and Sty
containing latex standard. These monomer containing latices were analyzed using the THFMeOH method. The estimated monomer concentration using eq 6.5 (with using extraction
efficiency = 1) and actual monomer concentration of nBA and Sty for the analyzed latex samples
are shown in Figure 6.5. From this we find the extraction efficiency for nBA and Sty as 0.846
and 0.819, respectively. Also from Figure 6.5, we can see that the THF-MeOH method can
effectively estimate the monomer amount in the latex sample with appropriate extraction
efficiency.

Figure 6.5: Estimated and actual monomer concentration (mg monomer/g latex) for nBA and Sty
using THF-MeOH method from HPLC analysis. The (˗ ˗ ˗) and (˗˗ ˗˗) are linear fits (with
intercept force to 0) for nBA and Sty, respectively.
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Although THF-MeOH method was able to successfully determine the amount of monomer in
the latex sample, utilizing this approach can be challenging. Both THF and MeOH have UV
cutoff close to 220 nm (the analysis wavelength) [66] which interferes with UV signals from
polar monomers such as methacrylic acid (MAA). Also in some cases clean separation of the
polymer from the liquid phase was difficult. In another attempt, the solvent and anti-solvent was
changed from THF and MeOH, respectively, to acetonitrile (MeCN) and water, respectively, to
remove some of the challenges faced in the THF-MeOH approach. Both MeCN and water are
used in the mobile phase and have sufficiently lower UV cutoffs [66] as compared to the analysis
wavelength of 220 nm. Also MeCN and water are relatively better rated than THF for chemical
resistance against polypropylene [67] which allows the sample to be prepared in polypropylene
centrifuge tubes. The density difference between polymer and MeCN + water combined allows
guaranteed separation of polymer and liquid phase by centrifugation.
In the MeCN-water approach, 7 mL MeCN is added to a 15 mL polypropylene centrifuge
tube (Fisherbrand). The latex sample was added to the tube such that the polymer solid amount
in the added sample was less than 0.2 g. This centrifuge tube was kept on a shaker table at
roughly 250 rpm for more than 60 mins to allow mixing. This step will either completely
dissolve the polymer or at least swell it to increase the monomer diffusion. After removing it
from the shaker table, 2 mL of HPLC grade water was added to the centrifuge tube and this
mixture was put back on the shaker table for more than 20 mins. After this the samples were
centrifuged at 12000 rcf (= relative centrifugal force) for 30 mins. This step separates the
polymer and liquid phases. The clear liquid phase was extracted and filtered using a 0.2 µm
syringe filter (Thermo Scientific, Target2 PTFE syringe filter 0.2 µm, diameter 17 mm) in the
HPLC vial for analysis. In Figure 6.6 different steps of MeCN-water residual monomer analysis
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methods are shown for poly(methyl acrylate-co-methyl methacrylate) (P(MA-co-MMA)) and
P(nBA-co-Sty) latex polymer with wet Tg of 60 °C and particle size ~170 nm. From Figure
6.6(c) we can see that sample containing P(MA-co-MMA) completely dissolves in MeCN while
the sample containing P(nBA-co-Sty) remains as suspension. After addition of 2 mL water, even
the dissolved P(MA-co-MMA) polymer phase separates (Figure 6.6(d-e)). After centrifuging, the
liquid phase is well separated from the polymer phase and can be extracted for analysis (Figure
6.6(f)).

139

CHAPTER 6

Figure 6.6: MeCN-water method method for residual monomer analysis using HPLC. (a)
addition of 7 mL MeCN to the centrifuge tube (b) right after addition of P(MA-co-MMA) and
P(nBA-co-Sty) latex (c) after putting the centrifuge tubes on shaker table (d) right after adding 2
mL water (e) after putting centrifuge tubes on shaker table and (f) after centrifuging.

In order to obtain the extraction efficiency and verify this approach, the MeCN-water method
was used to analyze latex samples containing known amounts of methacrylic acid (MAA), nBA
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and Sty monomers. A known amount of the MAA, nBA and Sty monomers were added to a
known amount of P(MA-co-MMA) latex (wet Tg = 60 °C, diameter = 118 nm) and poly(n-butyl
methacrylate) (PnBMA, diameter = 110 nm), separately, to make high concentration monomer
containing latex samples. These samples were kept on a shaker table for approximately 1 day to
achieve equilibrium. The samples were further diluted with the respective latex to create lower
concentration samples, which were again kept on shaker for ~1 day to achieve equilibrium.
These monomer containing latices were analyzed using MeCN-water method. The estimated
monomer concentration using eq 6.5 (with using extraction efficiency = 1) and actual monomer
concentration of nBA and Sty for the analyzed latex samples are shown in Figure 6.7. From this
figure, we find the extraction efficiency for MAA, nBA and Sty as 0.976, 0.929 and 0.885,
respectively. Figure 6.7 also suggests that the MeCN-water method can effectively obtain the
monomer levels in a latex sample. From the extraction efficiencies obtained, we can see that the
extraction efficiency increases with an increase in the polarity of the monomer (Sty < nBA <
MAA). All the monomers used in this study have polarity higher or similar to Sty, thus it can be
concluded that the extraction efficiency for the monomers used in this study will be no less than
0.885. This approach was further tested for 2-hydroxypropyl methacrylate (HPMA), MA and
MMA along with nBA and Sty in P(MA-co-MMA) (wet Tg = 60 °C, diameter = 174 nm) and
P(nBA-co-Sty) (wet Tg = 60 °C, diameter = 172 nm) which are shown in Figure 6.8. From this
figure, we can see that within the experimental errors, the efficiency factor lies between 0.885
and 1, and the MeCN-water method can successfully determine the monomer concentration in
the latex sample.
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Figure 6.7: Estimated and actual monomer concentration (mg monomer/g latex) for MAA, nBA
and Sty using MeCN-water method from HPLC analysis. The (˗˗˗˗˗˗), (˗ ˗ ˗) and (˗˗ ˗˗) are linear
fits (with intercept force to 0) for MAA, nBA and Sty, respectively. The filled and empty symbols
are for P(MA-co-MMA) and PnBMA latex, respectively.

Figure 6.8: Estimated and actual monomer concentration (mg monomer/g latex) for HPMA, MA,
MMA, nBA and Sty using MeCN-water method from HPLC analysis. The (˗˗ ˗˗) and (˗ ˗ ˗) are
theoretical plots using efficiency factors 0.885 and 1, respectively.
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6.3 Particle Size Measurements

In particles produced by emulsion polymerization, particle size distribution is important
information. For particle growth reactions, the particle size and particle size distribution
information allows the calculation of particle surface area which is needed to perform the
surfactant coverage calculation. Also the particle size distribution validates the absence of small
particles due to secondary nucleation during growth reactions which are undesirable in current
work. With the particle size information regarding the seed latex polymer, the expected particle
size after the second stage polymerization can be calculated as

(6.6)
where

and

are seed and expected second stage polymer diameters, respectively,

the

stage ratio (ratio of mass of second stage monomer to the total amount of seed polymer) and
and

density of the seed and second stage polymer. Equation 6.6 can be used in designing the recipe to

obtain a target particle size or as a check for reaction quality. The particle sizes were measured using
NanotracTM 250 (Microtrac) and CHDF 2000 (Matec Applied Sciences).

6.3.1 CHDF
The CHDF 2000 instrument uses capillary hydrodynamic fractionation to measure particle
size distribution. The CHDF 2000 instrument uses a UV detector and fractionates particles based
on their particles sizes by taking advantage of fluid flow velocity gradients in a capillary tube
(Figure 6.9) [68]. The larger particles are more exposed to the larger velocity vectors and
therefore exit the capillary sooner than smaller particles [68]. The CHDF instrument compares
the elution time for the latex sample with the elution time taken for a small molecule (in current
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case sodium benzoate) and the particle size is estimated using the time difference between both
elution times and calibration curve obtained by particle size standards.

Figure 6.9: Laminar flow in a capillary and exposed velocity vectors on particles with different
diameters.

For CHDF measurements, 1-3 drops of latex, depending on the latex solids and latex polymer
type, was added to 8 mL DI water. These samples were run using 2 mL sample vials in an
autosampler. A 0.03 wt% sodium benzoate solution in DI water was used for the marker
solution.
6.3.2 Nanotrac
The NanotracTM 250 instrument obtains the particle size distribution based on dynamic light
scattering. The samples were prepared by an addition of 2-10 drops of latex samples (depending
on the latex solids) in approximately 15 mL DI water in a 20 mL glass vial. The polymer
particles were considered as transparent and spherical for particle size analysis. Nanotrac
requires the particle refractive index for particle size analysis. The particle refractive index for
acrylate (or methacrylate) polymer and PSty polymers are 1.49 and 1.59, respectively (from
Nanotrac software database). For a particle containing mixtures of both types of polymers, the
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particle refractive index was selected as that for the highest weight fraction component (acrylate
or PSty). The analysis result was taken as the average of 3 runs; each having a data collection
time of 2 mins.
Both CHDF and Nanotrac are calibrated to provide particle size information. In order to
improve the accuracy, PSty particle size standards (Thermo Scientific, 3000 series NanosphereTM
size standards) were run along with the latex sample. The obtained particle size for the sample of
interest was corrected using the results obtained from the PSty standards.
6.4 Acid Titration of Carboxylated Latex Particles

In emulsion polymerization, functional monomers like AA and MAA are used to improve
physical properties or for post-polymerization modifications. Commonly in the final particle, the
location of the used functional monomer is desired to be close to the surface which can be
accessible for the reagent or the surface, for example in the post-polymerization neutralization of
the carboxylated latex particle, only the acid units close to the surface will be accesible to the
neutralizing base. Thus it is important to experimentally characterize the distribution of
functional monomers in the latex system. For carboxylated latices, techniques like potentiometric
and conductometric titrations [69-72], neutron activation analysis of oxygen and sodium [73,74],
turbidimetric titration [73,74] and X-ray photoelectron spectroscopy (XPS) [75] have been
utilized to obtain the distribution of vinyl acid monomer in the latex polymer. The techniques
based on a dried polymer like XPS are limited to high Tg polymers (and sample preparation
method). Among all the techniques, conductivity titration is more widely used for the
determination of the vinyl acid distribution within the carboxylate latex due to the its simplicity.
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6.4.1 Conductometric titration of carboxylated latices
Figure 6.10 shows a typical conductometric tiration curve of carboxylated latex for forward
titration with sodium hydroxide (NaOH) solution. From this figure we can see that the titration
curve shows 3 breakpoints (change in slope of the curve) and can be seen consisting 4 regions. In
‘region 1’, the highly mobile H+ (or H3O+) ions are replaced with less mobile sodium ions (Na+)
which results in a decrease in measured conductivity. Similarly in ‘region 4’ after all of the
tiratratable components are titrated, the conductivity increases due to an increase in the ion
concentration caused by excess NaOH. Between regions 1 and 4, the serum and ‘surface’ phase
carboxylic acids are titrated. ‘Region 2’ represents the serum phase acid which is titrated earlier
due to lower pKa values while ‘region 3’ represents the titratable ‘surface’ acid in the particle
phase. This interpretation is similar to that suggested by Hen [71] for the back titration (using
sulfuric acid) of carboxylated latex system.

Figure 6.10: Typical conductometric forward titration curve of carboxylated latex.
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The term ‘surface’ acid obtained from these analyses is a misnomer. The ‘surface’ acid
amount obtained from conductometric analysis represents the amount that is accessible to the
titrant (NaOH in current case) within the experimental conditions and titration time. The scheme
in Figure 6.11 demonstrates the serum, ‘surface’ and buried acid obtained from cunductometric
titration. As the titrated acid in the particle might not be actually on the particle surface but in a
region within the particle, ‘surface region’ acid would be more appropriate than ‘surface’ and
will be used here after.

Figure 6.11: Scheme describing the distribution of vinyl acid (polymerized) in latex.

6.4.1.1 Conductometric titration experimental setup – The titration experiments were done in a
three-neck jacketed reactor (125 or 250 mL). The reactor was maintained at the titration
temperature using a waterbath. When the titration was done below room temperature, the
waterbath was cooled using ice and the titration was done in a temperature range (for example 5
°C – 10 °C) instead of a single temperature. The temperature range was maintained through out

147

CHAPTER 6
the titration by replacing the water with iced water. In the reactor DI water was added so that the
conductivity probe would completely submerge (roughly 80 mL and 140 mL for 125 mL and
250 mL reactors). The sample latex was added so that the total amount of polymer in the reactor
would be more than 2 g. The pH of the reactor was adjusted to 2.60 ± 0.10 by adding few drops
of 0.15 M hydrochloric acid (HCl). The pH was measured using PH-BTA pH sensor (Vernier
Software and Technology). The conductivity was measured using CON-BTA condutivity probe
(Vernier Software and Technology) and Logger Pro software (Vernier Software and
Technology). The titrant NaOH solution (0.15-0.25 M, commonly 0.2 M) was fed with a feed
rate of 5 mL/h or 7.5 mL/h. The conductivity sampling was 4 s/data point.
The breakpoints (transition from one region to next) were obtained from the intersection of
the linear fits of the conductivity data versus time using Logger Pro (an example shown in Figure
6.12). From the breakpoints, the amount of acid in the serum or surface region can be calculated
as

(6.7)
where
and

is the calculated acid content (in meq/g of latex) in the serum or surface region phase,
(in s) the start and the end points of the region (serum or surface region),

feed rate (in mL/h),

the molarity of the NaOH solution and

the NaOH

the amount the latex sample

used for titration (in g). When the recipe for the carboxylated latex is known, the acid amount in
the buried phase can be estimated from a mass balance using the total acid content in the latex.
However when this information is not available, the total acid content (and thus the acid content
in the buried phase) can be estimated from organic potentiometric titration which will be
discussed in the next section.
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Figure 6.12: Conductometric titration of carboxylated composite latex (seed P(28.9% MA-coMMA)/second stage P(10% MAA-co-Sty-co-nBA)) with 0.2 M NaOH solution (feed rate 7.5
mL/h) at 30 °C.

6.4.1.2 Organic potentiometric titration – The potentiometric titration of carboxylated latex in an
organic solvent provides information regarding the total amount of acid in the sample. The
method used here is a modified procedure from Emelie et al [76]. For the organic potentiometric
titration, tetrahydrofuran (THF) was used as the organic solvent. The pH data were collected
using

an

OrionTM

8172BNWP

ROSSTM

Sure-FlowTM

glass

body

pH

electrode

(ThermoScientific) and Logger Pro software (Vernier Software and Technology). This pH
electrode can be used in an organic solvent-water mixture enviornment where the amount of
water in the mixture is more than 20 % (by weight). In the case of an organic solvent-water
mixture enviornment, the reference solution used in the pH electrode is saturated potassium
chloride (KCl) solution in methanol-water (80%:20% by weight respectively).
The titration experiments were done in a four-neck 250 mL glass reactor. In this reactor, latex
sample was added so that the total polymer in the sample is between 0.5 to 1.0 g. Roughly 150
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mL of HPLC grade THF was added to the reactor under stirring. This step will dissolve the
polymer sample or at least swell the latex particle allowing improved accesibility of titrant
molecules towards the acid units within the polymer. After 10 mins of stirring, approximately 35
mL of DI water was added to the reactor. Water acts as an anti-solvent and after addition of
water, the reactor may appear cloudy. After another 10 mins of stirring to allow mixing, the pH
electrode was carefully submerged in the reactor. The pH electrode response was recoded in mV
units (instead of pH units) which is linearly correlated with pH units. The pH electrode response
was adjusted to 230.0 ± 5.0 mV by adding few drops of HCl. This step was done to ensure that
all carboxylic acid units were protonated prior to titration. The titrant NaOH solution (~0.15 M)
was fed at a rate of 5 mL/h or 7.5 mL/h. The electrode response was sampled at 4 s/data point.
A typical pH electrode signal for potentiometric titration of a carboxylated latex sample in an
organic solvent is shown in Figure 6.13. From this figure the pH electrode response shows two
inflection points which corresponds to the titration of the carboxylic acid units in the latex
sample. Derivatization of the pH electrode signal with time provides the values at the inflection.
The times at inflection point and Equation 6.7 provides the total acid (serum + surface region +
buried) within the latex sample.
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Figure 6.13: Organic potentiometric titration of composite latex polymer (seed P(5% MAA-coMMA)/second stage P(MMA)) using 0.14 M NaOH solution with feed rate 5 mL/h.

6.4.1.3 Issues with one-step conductometric titration for acid distribution – The one-step titration
procedure suggested by Hen [71] or similar method demonstrated here for determination of acid
distribution in carboxylated latex sample is a simple and widely used procedure. However this
method will not produce accurate results under all conditions which will be discussed below.
6.4.1.3.1 Effect of ionic strength – Egusa et al [77] studied the effect of ionic strength (by adding
sodium chloride (NaCl) to the latex) on the conductometric titration of P(2% AA-co-10%
HEMA-co-nBMA) latex produced by 60Cobalt γ ray initiation at 40 °C as shown in Figure 6.14.
From this figure we can see that 1) with increase in the additional NaCl concentration, the
breakpoint differentiating the serum phase and surface region shift and even vanishes at higher
NaCl concentrations and 2) the total titratable acid (serum phase + surface region) is nearly
unaffected by the additional NaCl concentrations. These experiments suggest that one-step
titration is not valid in every case to accurately determine the complete distribution of
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carboxylated acid polymer in the latex sample. However the conductometric titration can
effectively provide total titratable acid in a latex sample.

Figure 6.14: Conductometric titration of P(2% AA-co-10% HEMA-co-nBMA) latex produced by
60
Cobalt γ ray initiation at 40 °C with 0.1 M NaOH, before (bottom curve) and after addition of
NaCl to concentrations indicated (upper curves). Reprinted from Egusa et al [77], Copyright
(1981), with permission from Elsevier.

The existing ionic strength (before adding NaCl) was not mentioned by Egusa et al [77]. We
tested the validity of the one-step titration method to obtain the complete distribution of
carboxylated acid polymer for a latex sample containing the ionic strength in the polymerization
recipes used in current work (0.01 M potassium persulfate (KPS) and below CMC sodium
dodecyl sulfate (SDS)) by comparing the surface region acid estimated by a different approach
(using cleaned latex, which will be described here later). The comparison suggested that one-step
titration method will provide the complete distribution for the latices produced in the current
work within the experimental errors. The results from Egusa et al [77] suggest cautiousness in
accepting the results fron one-step titration.
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6.4.1.3.2 Effect of buffer in latex samples – The use of weak acids as buffers or for redox
initiation is common in emulsion polymerization. These weak acids have pKa similar to vinyl
acids and their copolymers produced in emulsion polymerization. In Figure 6.15, conductomteric
titration curve of a buffer mixture contain 0.1 M citric acid and 0.2 M sodium phosphate dibasic
solutions (0.9957 g and 0.2541 g, respectively) with 0.24 M NaOH solution is shown. The
titration procedure was similar to that described earlier for the titration of carboxylated latex
samples. From Figure 6.15 we can see three different regions in the coductivity curve. The first
and last regions represent the titration of added strong acid and excess NaOH solution,
respectively. The second region represents the titration of the weak acids in the buffer mixture.
The second region in Figure 6.15 appears similar to the second region in Figure 6.12 where it
represented the serum phase polymerized acid. On conductometric titration of a latex sample
containing these additional weak acids, the region representing the serum phase will include the
neutralization of such weak acids. The conductometric titration of a latex sample containing such
weak acids can provide inaccurate polymerized acid distribution.
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Figure 6.15: Cunductometric titration of citric acid and sodium phosphate dibasic using 0.24 M
NaOH.

6.4.1.4 Cleaning of latex samples – The ‘cleaning of latex samples’ here describes the removal
of all ionizable components from the latex sample. After successful cleaning, the resulting
sample will not contain any serum phase acid. In other words, the conductomtric titration of the
cleaned latex will only contain 3 regions (as compared to 4 suggested earlier). Similarly the
organic titraiton of a cleaned latex sample will provide information regarding the total acid
content excluding the serum phase acid. These results can be utilized to obtain complete acid
distribution in a challenging carboxylated latex sample.
In the literature various techniques like dialysis [78-81], serum replacement using centrifuge
[82-84] and ion-exchange resin [85,86] are discussed. Here we will discuss centrifugation and
ion-exchange approaches for cleaning of the carboxylated latex samples.
6.4.1.4.1 Centrifugation Method – In this approach the serum phase and the particle phase are
seperated by centrifugation. After removal of the seperated serum phase, the particles are
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redispersed in water. This procedure is repeated a few times to ensure complete removal of the
original serum phase contents. In Figure 6.16, the calculated serum phase polymer left in the
sample versus the number of centrifugation cycles is shown. The latex solid content in the
calculation was taken as 20% and the packing density was selected as 0.6 which is reported for
loose random packing of the spheres [87]. From this figure we can see that after 3 centrifugationredispersion cycles, nearly all the serum phase components are removed.

Figure 6.16: Serum amount left in the sample versus the number of centrifuge cycles. The solid
content used is 20%.

For cleaning of the latex using centrifugation, the samples were centrifuged at 11,500 rpm
using Eppendorf 5810R centrifuge for a few hours (generally 4-6 hours). After the seperation of
the polymer particles and the serum phase, the serum phase was poured out. After this, DI water
(or SDS solution to improve stability) was added in an amount so that the final solid content will
be similar as in the original sample. The sample was left overnight on the bench. This loosens the
particles “paste” and allows easy redispersion of the particles. The samples were shaken
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(sometimes using a spatula to stir the sedimented particles) to redisperse the particles. This
procedure was repreated for the desired number of centrifugation cycles to ensure near complete
removal of the serum phase from the original sample. In Figure 6.17, the conductometric titration
curve for P(2.0% MAA-co-28.1% nBA-co-Sty) latex before and after centrfiguation-redispersion
is compared. The latex was cleaned by 3 centrifugation cycles. From Figure 6.17(b), we can see
that after the centrifugation-redispersion of the latex, the conductometric titration curve only
contains 3 regions as compared to the uncleaned latex (Figure 6.17(a)), which verifies that this
approach can effectively remove the serum phase titratable acids.

Figure 6.17: Conductometric titration curve for titration of P(2.0% MAA-co-28.1% nBA-co-Sty)
latex at 30 °C. (a) uncleaned latex and (b) cleaned latex using centrifugation-redispersion
method (3 cycles).

6.4.1.4.2 Ion-exchange method – Another approach for cleaning the latex sample is by using ionexchange resins. In this work, we used Dowex® Marathon™ MR-3 mixed bed resin (Dow
chemicals). This resin is effective against both anionic and cationic components in the aqueous
phase. The latex sample was diluted to approximately 10% solid content by adding DI water.
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Roughly 20-25% (by weight of the diluted latex sample) ion-exchange resin was added to the
latex sample. This mixture was kept on a shaker at around 225 RPM for at least 12 hours. After
this, the sample was filtered through four layers of cheesecloth to remove the ion-exchange resin.
The conductivity of the filtered latex was measured. If the conductivity was higher than 150
µS/cm, the procedure was repeated. The filtered latex was utilized within a day. For a longer
shelf life, additional stabilizer like SDS needs to be added to the cleaned sample. In Figure 6.18,
conductomteric titration curve for a composite latex ((seed P(28.9% MA-co-MMA)/second stage
P(10%MAA-co-Sty-co-nBA)) latex before and after the use of ion-exchange resin is shown.
From this figure we can see that the use of ion-exchange resin can effectively remove the
titratable serum phase acid.

Figure 6.18: Conductometric titration curve for titration of a composite latex ((seed P(28.9%
MA-co-MMA)/second stage P(10%MAA-co-Sty-co-nBA)) latex at 30 °C. (a) uncleaned latex and
(b) cleaned latex using ion-exchange resin.

As demonstrated here, both the centrifugation-redispersion and mixed-bed ion-exchange resin
methods can effectively ‘clean’ the latex sample. The centrifugation-redispersion is limited to
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samples where the particles do not form film (i.e. the wet glass transition temeprature of the
polymer particles is sufficiently higher than the centrifugation temperature). Also the
centrifugation-redispersion method is more tedious and time-consuming as compared to the ionexchange method. Thus the ion-exchange method was the preffered approach for cleaning the
latex samples.
6.4.1.5 Decision chart to obtain complete acid distribution in latex samples – In Figure 6.19, the
discussion in this section for obtaining the complete acid distribution in carboxylated latex
sample is summarized as a decision flow chart. For the titration analysis, the procedure depends
on the type of sample and the one-step titration procedure can not be utilized universally.

Figure 6.19: Decision flow chart for obtaining the complete acid ditribution in carboxylated
latex sample.
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6.4.1.6 Titration of latex samples: A diffusional process – The titration of the carboxylated latex
particles is a diffusional process where the amount of titratable surface region acid will depend
on the diffusion capabilities of the small hydroxide ion (OH-) from the titrant within the titration
duration. Thus the amount of acid determined for the surface region will depend on various
factors such as the titration temperature, the glass transition temperature of the carboxylated latex
particles and the duration of the titration experiment.
Egusa et al [77] studies the conductometric titration of cleaned P(2% AA-co-10% HEMA-conBMA) latex produced by

60

Cobalt γ ray initiation at 40 °C. First a forward titration was

perfromed using 0.1 M NaOH solution. After the completion of the titration, the resulting sample
was back titrated using 0.1 M HCl solution after 1 day. The resulting sample was again forward
titrated using 0.1 M NaOH solution after 1 day. The results from this experiment are shown in
Figure 6.20. Interestingly both forward titrations resulted in similar amounts of surface region
acid, while the value from the back titration was relatively higher. A possible explaination for
this observed difference could be that during the holding period after the first forward titration,
the available OH- ions in the aqueous phase can titrate more acid groups in the particle than
observed during the titration period, which will result in higher surface region acid during backtitration. At this point the acid groups will be deionized, or in their original state. The forward
titration of this sample will be similar to the first forward titration, resulting in similar titratable
surface region acid. In fact the wet Tg of the polymer particle estimated using the
hydroplasticization model [88] is 15 °C, which suggests easier diffusion of small molecules [89]
at a titration temperature of 30 °C. Egusa et al [77] suggested a similar explaination which was
based on volume expansion due to charged surface for the difference in estimated surface region
acid.
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Figure 6.20: Conductometric titration of cleaned P(2% AA-co-10% HEMA-co-nBMA) latex
produced by 60Cobalt γ ray initiation at 40 °C. First the forward titration (left) was done using
0.1 M NaOH solution. After 1 day, this sample was back titrated using 0.1 M HCl solution
(middle). The next day, the sample was forward titrated again using 0.1 M NaOH solution.
(Egusa et al [77])

In order to test the effect of diffusion on the estimated distribution of acid polymer from
conductometric titration, titrations were perfomed at different temperatures for a single
carboxylated composite latex (seed: P(28.9% MA-co-MMA)/second stage P(10% MAA-co-Styco-nBA)). The seed and second stage wet Tg for this composite latex were 60 ° C and 20 °C,
respectively. In Figure 6.21 the estimated acid distributions for this latex at titration temperatures
5-10 °C, 30 °C, 50 °C and 70 °C are shown. From this figure we can see that with an increase in
the temperature, the estimated surface region acid increases while the serum phase acid is nearly
the same at all titration temperatures. With an increase in the temeprature, the diffusion
coefficient of the OH- ion will increase, especially if the titration temperature is above the wet Tg
of the surface polymer. Due to this the accessible acid within the polymer for the titration will
increase, as seen here.
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Figure 6.21: Effect of titration temperature on the estimated acid distribution from
conductometric titration. The latex was a composite particle (seed: P(28.9% MA-coMMA)/second stage P(10% MAA-co-Sty-co-nBA)). The titrant was 0.2 M NaOH with feed rate of
7.5 mL/h.

In order to estimate the acid groups on the true surface (or very thin surface region thickness),
the diffusion of the titrant within the carboxylated particle should be restricted. This can be done
by performing the titration at significiantly lower temperatures than the Tg of the surface polymer
(to avoid penetration) or by very fast titrant feeding (which will complete the titration before the
titrant can penetrate the particle). Either of these options is not applicable under all conditions as
the titration cannot be done below freezing point of water and very fast feed can possibly
destabilize the polymer particles. The discussion here suggests that the results from this simple
technique for determination of the acid distribution for carboxylated latex should be interpreted
cautiously.
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6.4.2 Potentiometric titration of carboxylated polymers
Polyacids as a homopolymer or as a copolymer acts like a polyelectrolyte. The potentiometric
titration can provide values of the apparent pKa (negative logarithmic of acid disscociation
constant) for the polyacid which are related to the extra work associated to overcome the
electroscatic attraction between the H+ and ~COO- when transferring the proton from a
polyanion to the bulk [25]. For carboxylated latex, the potentiometric titration can provide
information regarding the elasticity of the copolymer within the particle.
6.4.2.1 Potentiometric titration experimental setup – The experimental setup for potentiometric
titration is very similar to that described for conductometric titrations. For the pH electrode,
OrionTM 8172BNWP ROSSTM Sure-FlowTM glass body pH electrode (ThermoScientific) was
used with 3.0 M potassium chloride (KCl) solution as the reference solution. The data were
collected using Logger Pro software (Vernier Software and Technology) with sampling rate of 4
seconds/sample. The response from the pH electrode is in mV units. In order to obtain the pH
values corresponding to the the mV response from the electrode, the pH electrode response was
obtained for pH buffers of 4.0, 7.0 and 10.0 (Fisher Scientific). The pH electrode response and
corrsponding pH buffer values were linearly fitted to obtain a calibration plot. The coefficient of
determination (R2) for the linear fit was always >99%. A typical calibration plot is shown in
Figure 6.22.
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Figure 6.22: Typical calibration plot for pH electrode used in potentiometric titrations.

In potentiometric titrations, the start and the end points of the titration for the vinyl acid
(monomer or polymer form) were obtained by the minima in the derivative of the pH electrode
response, as had been discussed in Section 6.4.1.2 and Figure 6.13. In case of a carboxylated
latex polymer titration, the end point could not be determined with certainty using the derivative.
In such cases, the end point was determined by using the titratable acid obtained from
cunductometric titrations under similar experimental conditions.
6.4.2.2 Degree of neutralization and pKa calculations – From the potentiometric titrations, the
degree of neutralization (α) and apparent dissociation constant (Ka) can be estimated from
titration curve. At any time during the titration of the weak vinyl acid with strong base (NaOH),
due to charge neutrality of the system
(6.8)
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where

,

and

represent the concentrations of

hydrogen ion (or hydronium ion), sodium ion from titrant used in neutralization of strong acids,
sodium ion from titrant used in neutralization of carboxylic acid, hydroxide ion, ionized
(monomeric or polymeric) carboxylic acid and cumulative anion from the strong acids,
respectively. As the start point in the potentiometric titration of vinyl acids represents the
neutralization of any strong acid within the system, any time after the start point, the
and

will be equal. Thus for time after the start point, eq (6.8) can be written as
(6.9)

From eq (6.9), the degree of neutralization ( ) can be defined as

(6.10)
where

is the concentration of the total titratable carboxylic acid in the system. The
at a time Δt (= t – tstart, where tstart denotes time when the carboxylic acid titration begins)

can be calculated as

(6.11)
where

and

are the titrant feed rate (mL/h), titrant molarity (mol/L) and the system

volume at time Δt (mL). The hydrogen ion (or hydronium ion) concentration (

) can be

directly estimated using the recorded pH value as
(6.12)
The

concentration can be calculated using the recorded pH and self-ionization constant of

water as [90]
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(6.13)
where

is the negative logarithmic of the self-ionization constant for water at titration

temperature. This value at the experiments temperature done here (30 °C) is 13.833 [90].
Once the degree of neutralizaiton ( ) is calculated, the negative logarithmic of apparent
dissociation constant (

) can be calculated as eq (6.14) using the Henderson-Hasselbalch

equation as described by Wang et al [25]

(6.14)
The
to

is a function of

and may not be constant. The

versus

curve can be extrapolated

= 0 to obtain the negative logarithm of the intrinsic dissociation constant (

) [25]. The

intrinsic dissociation constant describes the standard change of free energy for the dissociation of
H+ from an isolated acid group, while the apparent dissociation constant (
an additional contribution,

, which is related to the extra work to overcome the electrostatic

attraction between the H+ and -COO- during the neutralization [25]. The
term of

and

) is associated with

can be expressed in

as [25]

(6.15)
where R and T are the gas constant and the absolute temperature, respectively. Equation (6.15)
can be rearranged as [25]

Δ
Equation (6.16) can be used to numerically calculate Δ

(6.16)
from potentiometric titration results.
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6.4.2.3 Potentiometric titration of AA and MAA (monomeric and polymeric form) – At first the
monomeric AA and MAA were titrated at 30 °C using NaOH as titrant. The pH versus
calculated

versus

using eq (6.14) from potentiometric titration of AA and MAA are

shown in Figure 6.23. From Figure 6.23(b), we can see that for the whole
calculated

and

range, the value for

is nearly constant for both monomers which will be expected for monobasic acid

compounds. MAA is slightly weaker acid than AA and the

for AA is lower than MAA.

From Figure 6.23(b) and eq (6.16), we find (qualitatively) that essentially no extra work (Δ

) is

required for the ionization of the carboxylic acid units in AA or MAA during the neutralization.
During neutralization in dilute solution, as the AA or MAA monomer are not covalently bound,
the electrostatic repulsion due to neighboring ionized units can be overcome by simply
displacement which is why extra work is needed for the ionization of the other AA or MAA
monomer molecules.

Figure 6.23: (a) pH versus
titrant.

and (b)

versus

for AA and MAA at 30 °C using NaOH as
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In Figure 6.24, the pH versus

and calculated

versus

using eq (6.14) from

potentiometric titration of P(AA) (Mw~2000 and 90,000) and P(MAA) (Mw ~9500) at 30 °C are
shown. From Figure 6.24(b), we see that the estiamted

for polycarboxylic acids varies

depending on the degree of neutralization. The acid units in a polycarboxylic acid are covalently
bound and during the neutralization, the electrostatic repulsion due to already ionized acid units,
the ionization of the next acid unit requires extra work (eq (6.15)) resulting in increase in
with

. This effect will be more pronounced in case of high molecular weight polycarboxylic

acid due to increased number of acid unit per chain as can be seen in Figure 6.24 for P(AA) with
Mw ~2000 and 90,000. The
change with

versus

for P(MAA) behaves irregularly where the

shows different rates of changes. This abnormal behavior for P(MAA) has been

suggested due to conformational changes of the P(MAA) polymer chains during the
neutralization [91, 92, 93].

Figure 6.24: (a) pH versus and (b)
versus for P(AA) (Mw ~2000 and ~90,000) and
P(MAA) (Mw ~9500)) at 30 °C using NaOH as titrant.
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The potentiometric titration method was investigated for three latices: LA1 (seed P(nBA-conBMA)/ second stage P(2% AA-co-nBA-co-nBMA)), LA2 (seed P(nBA-co-nBMA)/ second
stage P(2.5% AA-co-nBA)) and LA3 (P(7.5%MAA-co-MA)). The pH versus
versus

and calculated

obtained from potentiometric titration are shown in Figure 6.25. The

obtained for LA1 and LA2 varies with

versus

between the values of 5 and 7. The titratable acid in

carboxylated latices is covalently bound to the polymer chains and also part of the latex particle.
The ionization of the next acid unit in presence of eletrostatic repulsion due to already ionized
acid units in vicinity will require additional work, resulting in increase in

with degree of

neutralization. During the neutralization process, the system attempts to minimize the
electrostatic repulsion by swelling as has been reported by Lei et al [94]. Unlike for LA1 and
LA2, the

versus

curve for LA3 latex results in nearly constant (except for early times)

values throughout the neutralization. The latex was cleaned using ion-exchange resin and
titrated again. The difference in

values for cleaned and uncleaned latex is observed only for

earlier times which can be attributed to the oligomeric serum phase acid titration in the
uncleaned latex. The LA3 latex was polymerized using mainly methyl acrylate monomer.
Acrylate monomers via α-hydrogen abstraction can lead to formation of crosslinked particles
[95]. In a crosslinked system, upon neutralization the particle will swell minimally, if at all. Due
to this the ionization of each consecutive acid unit will experience similar electrostactic repulsion
and the extra work required in this process will be nearly independent of the degree of
neutralization, resulting in nearly contant

with . Although the gel content (or the degree of

crosslinking) for this latex was not measured, the similar results obtained for crosslinked
P(MAA-co-ethyl acrylate) [25] system support the assumption.

168

CHAPTER 6

Figure 6.25: (a) pH versus and (b)
versus for LA1 (seed P(nBA-co-nBMA)/ second
stage P(2% AA-co-nBA-co-nBMA)), LA2 (seed P(nBA-co-nBMA)/ second stage P(2.5% AA-conBA)) and LA3 (P(7.5% MAA-co-MA)) (uncleaned and cleaned) at 30 °C using NaOH as titrant.

The potentiometric titration along with the conductometric titration for carboxylated latices
can provide information related to the state and conformational changes in the titratratable acid
before and during the neutralization process. This information can provide better understanding
of the morphology of the carboxylated latex particles.
6.5 Transmission Electron Microscopy

Transmission electron microscopy (TEM) of microtomed latex particles provides information
regarding the location of different polymers within a latex particle. In the current work we used a
Zeiss/LEO 922 Omega TEM with an accelerating voltage of 120-200 kV. This instrument has a
magnification capacity of 80x to 1,000,000x with a line resolution of 0.12 nm. For the latex
particles of interest for the current work 8,000x to 25,000x magnification was commonly used.
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The samples were prepared using a film forming embedding latex. This embedding latex is a
copolymer of hydroxy propyl methacrylate and hexyl methacrylate. The dried embedding latex is
hard enough to not deform under the high energy electron beam during TEM analysis, but soft
enough to be microtomed without breaking. 1-2 parts (by mass) of the latex sample of interest (~
20 % solids) is added to 5 parts (by mass) of the embedding latex (40 % solids). This allows a
good dispersion of the particles with minimum clustering of the latex particles. After thoroughly
mixing, four drops of the mixture were placed in a BEEM® capsule (SPI Supplies) and was
allowed to dry at room temperature for about 2 days. Z-poxy® (Pacer Technology) was then
poured into the capsule over the dried polymer mixture (carefully to avoid air bubbles) and was
cured for 1 day at room temperature. The cured samples were microtomed at room temperature
with a 30° Diatome diamond knife with a RMC/Boeckeler MT XL ultramicrotome. The obtained
section thicknesses were between 60 and 90 nm. The microtomed sections were placed on
uncoated, 300 mesh, copper grids (SPI Supplies).
In the TEM the image produced is due to the electrons from the electron beam passing
through the sample. The locations in the sample where the electron cannot pass through appear
as dark in the image. The polymers used in the current study have low electron densities and do
not provide enough resistance to the electrons. In other words, the polymers used in the current
study are nearly ‘transparent’ under TEM and do not provide adequate contrast between different
polymer phases. In order to increase the contrast between different polymer phases, the
microtomed sections were stained using heavy metal atoms. In this work, the samples were
stained using ruthenium (Ru) which stains the styrenic portion in the polymer samples. The
staining was done using Ru vapors for 3 mins which was produced by mixing 0.02 g of
ruthenium (III) chloride hydrate (Acros, 30-40% Ru) with 5 mL of Clorox® bleach.
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The results from a microtomed TEM image should be considered cautiously. During
microtoming, the knife produces sections of the particles representing different locations in the
particle for example the center or the top. Also, a 60-90 nm section represents a significant
portion of the particle. For example, a 60 nm section in a 180 nm particle will represent one-third
of the particle along the diameter while the same section for a 60 nm particle will represent the
whole particle. In Figure 6.26 a simulated microtomed TEM (using UNHLATEX KMORPH) of
a core-shell particle is shown with the shell stained as the dark phase. The particle size was 240
nm while the section size was selected as 60 nm. From this figure, we can see that the TEM of
the microtomed section for the same particle can produce morphologies from core-shell with
varying thicknesses to complete phase mixed system. For the same particle, the sections close to
the top or bottom will contain mainly the shell polymer material while that for the center or close
to the center will contain both the core and the shell polymer. Thus the section close to the top or
bottom will appear completely dark while the ones close to the center will show the core-shell
type morphology (actual simulation particle morphology). For the analysis of the microtomed
TEM, the conclusions should be based on largest particles within the TEM image which will
represent the sections close to the center of the particle. Also the results should be based on more
than one particle to improve the accuracy.
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Figure 6.26: Simulated microtomed TEM for core-shell particles. The microtomed sections are
60 nm. The final particle size is ~240 nm. The shell appears dark.

Although the morphology of the microtomed particle can be estimated from a TEM image
visually, in order to select the large particles (representing the sections from the center of the
particle) more confidently and for semi-quantitative analysis, ImageJ v1.45s software [96] was
used. ImageJ [96] is a powerful image analysis software with many available plugins. In Figure
6.27, a microtomed TEM of a composite latex sample with seed P(MA-co-MMA) and second
stage P(10% AA-co-Sty) is shown. The particle size using Nanotrac was estimated as 205 nm.
Using this particle size, the average perimeter of the largest circle (center of the spherical
particle) will be 644 nm (= π × diameter of the circle). In Figure 6.27(a), few particles are shown
enclosed in ellipse and the estimated perimeter using ImageJ is shown in Figure 6.27(b). All
these selected particles have perimeters ≥ 644 nm which suggests that these are most likely the
sections from the center. It should be pointed out that during microtoming, due to the stress from
the knife, the particles can elongate in the direction of the knife. Due to this, the spherical
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particles can appear as ellipses as in Figure 6.27. In Figure 6.27(c), a profile plot across one of
the particles is shown. The profile plot simply shows the intensity of darkness in the TEM image
where gray scale value 0 and 255 represent pure black and pure white while any other value
between 0 and 255 shows shades of gray (lower value suggest higher intensity of black in the
gray). The profile plot in Figure 6.27(c) suggests that the Sty containing phase (stained with Ru
which appears dark in TEM) is throughout the particle, however the relative concentration of the
Sty phase is higher close to the particle surface as compared to the center. It should be pointed
out that this method is only used to improve the qualitative analysis of the TEM result and
should not be used as a quantitative measurement of phase structure.

Figure 6.27:Microtomed TEM of seed P(MA-co-MMA)/second stage P(10% AA-co-Sty)
composite latex particle stained with Ru. a) TEM image (16,000x) with few selected particle
marked using yellow ellipse b) imageJ analysis of the selected 5 particles showing the perimeter
(Perim.) c) Profile plot across a line drawn through one particle (gray value 0 and 255 refer to
black and white, respectively).
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6.6 Differential Scanning Calorimetry

Differential scanning calorimetry (DSC) is an important tool for studying the morphology of
composite polymers. DSC, as compared to TEM, is a relatively inexpensive analytical technique.
However DSC is highly sensitive to degree of phase mixing within the sample and can be used
for both qualitative and quantitative analysis of degree of phase separation in a composite latex
particle. DSC does not provide the shape or the location of different polymer phases within the
particle.
In the current work DSC analysis was performed with a DSC Q2000 (TA Instruments). In
order to obtain good DSC signals, both the sample preparation and DSC operation procedure are
important. For the DSC sample preparation, a good contact between the sample and the bottom
of DSC pan is necessary [97]. Commonly the polymer samples for DSC can be powders or films,
depending on the drying conditions (commonly room temperature) and glass transition
temperature (Tg) of the polymer sample. For powders, samples were prepared by using a mortar
and pestle to produce a fine powder. Roughly 10 mg of this sample was packed in the DSC pan
for analysis. For film forming samples, a cork-borer tool was used to create a polymer sample
disk with surface area matching the DSC pan. Jiang [97] has demonstrated the issues in DSC
signal associated with inappropriate sized or layered polymer sample in case of film forming
polymer.
For the DSC operation procedure, we followed the protocol set out by Stubbs and Sundberg
[98]. Before collecting data, the sample was heated to the pre-heat temperature for 1 min. The
pre-heat temperature is either the reaction temperature or highest Tg (co)polymer in the sample,
whichever is higher. The pre-heat step improves the contact between the sample and the DSC
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pan. In general, 2 cycles were recorded for the DSC sample. The analysis was done at a heating
rate of 3 °C/min (modulation amplitude of ±2 °C and a period of 60 s). At the end of 1st cycle,
the sample was held at the annealing temperature for a set time (commonly 60 mins for a
composite sample and 2 mins for a single-phase sample) before starting the 2nd cycle.
In Figure 6.28 a typical DSC signal from a modulated DSC for a single phase polymer
(P(75% Sty-co-nBA)) is shown. On the left Y-axis, the reversing heat capacity (Cp) versus
temperature is shown while on the right Y-axis dCp/dT versus temperature is plotted. Although
both of the signals represent same sample and similar information, the dCp/dT plot provides clear
visual information about the thermal transitions in the sample. The glass transition temperature
(Tg) is the temperature at which dCp/dT is maximum (or inflection point in Cp versus T plot). It
should be pointed out that to reduce the noise in dCp/dT versus T plot, the curves were smoothed
3 °C.

Figure 6.28: Reversing Cp and dCp/dT versus temperature for P(75% Sty-co-nBA) polymer.
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For a composite latex polymer, the dCp/dT versus T signal will depend on the degree of phase
separation between the (co)polymer phases. Stubbs and Sundberg [98] demonstrated the
utilization of dCp/dT versus T trace for a composite latex particle to obtain information regarding
the degree of phase separation within the latex particle. In Figure 6.29 a few example
morphologies with different degrees of phase separation is shown along with their corresponding
dCp/dT versus temperature signals. Case 1 (Figure 6.29) consists well phase separated polymer
phases with low interfacial material. In this case the dCp/dT versus T trace contains well
separated peaks representing pure polymer signals. In Case 2 (Figure 6.29), the polymers are
well phase separated, however they contains small domains. Due to this there is a significantly
larger amount interfacial material as compared to Case 1. In this case, the DSC signals
representing pure polymers decreases while the signal between the two peaks increases. The
signal between the pure polymers peaks represent mixed polymer phases. Case 3 and 4 (Figure
6.29) represent phase mixed polymers. In Case 3 the fraction of one polymer to the other changes
radially. The dCp/dT signal for this sample contains small (if any) distinct peaks while the area
between Tg’s of both polymer is significantly higher than Case 1 and 2, representing higher
degree of phase mixing. In Case 4 both the polymers are homogeneously mixed throughout the
particle and the DSC signal contains a single peak representing the mixed phase polymer.
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Figure 6.29: Examples showing the state of phase separation within latex particle and their
corresponding dCp/dT versus temperature DSC traces. Reprinted from Stubbs et al [98],
Copyright (2005), with permission from John Wiley & Sons, Inc.

The procedure described by Stubbs and Sundberg [98] was extended to provide complete
quantification of the degree of phase separation in polymer composites [99]. In order to
completely quantify the degree of phase separation, we developed UNH QuantDSC (Quantitative
DSC) software which deconvolutes dCp/dT trace for a composite polymer into peaks
corresponding to different pure and mixed polymer phases. In Figure 6.30, a snapshot of the
UNH QuantDSC software is shown for the analysis of a composite latex polymer with seed
P(MA-co-MMA) and second stage as P(5% AA-co-Sty). The dCp/dT plot versus T plot for seed
separate and for the composite polymer is shown in Figure 6.31. A comparison between
experimental and simulated (using UNH QuantDSC) dCp/dT versus T signal is shown in Figure
6.32. From this figure, we can see that QuantDSC can effectively simulate and deconvolve the
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DSC signal for a composite polymer. The procedure for peak deconvolution of the DSC signal of
a composite particle will be discussed in CHAPTER 7 .

Figure 6.30: Snapshot of UNH QuantDSC for the analysis of seed P(MA-co-MMA) /second stage
P(5% AA-co-Sty) composite latex polymer.
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Figure 6.31:dCp/dT versus temperature signal for P(MA-co-MMA) polymer and seed P(MA-coMMA) /second stage P(5% AA-co-Sty) composite latex polymer. The seed signal is scaled and
adjusted for the stage ratio.

Figure 6.32: Comparison of experimental and simulated (using UNH QuantDSC) dCp/dT versus
T signal for seed P(MA-co-MMA) /second stage P(5% AA-co-Sty) composite latex polymer.
Simulated DSC signal for the completely phase separated blend of seed and second stage
polymer is shown as a reference (green curve).
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QUANTITATIVE MEASUREMENTS OF THE EXTENTS OF PHASE SEPARATION
DURING AND AFTER POLYMERIZATION IN POLYMER COMPOSITES USING
DSC

7.1 Introduction

Composite polymers are an increasingly important class of materials and they can be
produced as simple blends of individual polymers (as in melt blending and latex blends), by
solvent evaporation from solutions of polymers, or from reactive processing. In the latter case
one polymer is usually created in the presence of another (first stage, or seed) polymer. In all
cases there is the potential for portions of the composite material to be mixed, whether it be in
natural interfaces between phase separated polymers or in zones of kinetically frozen (nonequilibrium) polymer mixtures. The former are inherent to the polymers involved while the
latter are largely due to processing conditions and restraints on the phase separation process
during and after reaction. The production of composite latex particles via starve-fed seed latex
polymerization is particularly prone to producing significant amounts of kinetically frozen
mixtures and has been the subject of much of our research.
The state of mixing in polymer composites can have a large impact on the physical properties
of the material, especially in affecting the glass transition characteristics of the composite. Such
transitions can be rather sharp and identified with the individual polymer components or, in the
extreme, they can be very broad with no clearly defined feature of the pure components of the
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material. Differential scanning calorimetry (DSC) has always been used to develop thermal
property data for single component polymers and very often used, along with dynamic
mechanical analysis (DMA), to characterize polymer composites.

Due to the potential

complexities of having a combination of pure polymer phases and mixed phases in the same
material, the analysis of the data emerging from thermal analysis instruments can be challenging.
Over the past decade or so substantial progress has been made to address this issue. Hourston
and Song [100-106] have provided the early papers and have proposed a quantitative approach to
calculating the amount of mixed state polymers in a composite sample. Importantly, they have
demonstrated how useful it can be to treat DSC data in the form of the temperature differential of
the heat capacity as it changes with temperature. When doing so, one must deal with baseline
issues and peak analyses. Stubbs and Sundberg [98] followed these works by offering some
guidance on proper DSC operating procedures that do not alter the state of mixing in the sample
prior to measuring it. Both sets of authors provided experimental data for a variety of polymer
composite samples to describe the utility of their data analyses. As we have worked with the
recommendations of these authors to study polymer-polymer phase separation within ~ 100 nm
composite latex particles, we have come to realize that proper baseline and peak shape
assessments have not been treated correctly in the previous works.

Here we describe the

development of an algorithm that properly treats these parameters and uses DSC data in a form
that leads to the quantitative assessment of mass distribution of the individual components in a
polymer composite sample. We demonstrate how such results can be used to evaluate the degree
of phase separation achieved during polymerization in styrene/acrylate composite latex particles.
This work has been previously published as 'Tripathi, A. K.; Tsavalas, J. G.; Sundberg, D. C.
Quantitative measurements of the extent of phase separation during and after polymerization in
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polymer composites using DSC. Thermochim. Acta 2013, 568, 20–30’ and is reprinted from this
article, Copyright (2013), with permission from Elsevier.
7.2 Theory/Calculation

This section of the paper presents the essential details of our approach to quantifing the state
of mixing (or phase separation) in polymer composites. We have followed the lead of Hourston
& Song [100-106] and Stubbs [98] in using the differential of the heat capacity signal as the key
information with which to work for quantifying the degree of mixing in composite polymer
samples. As these data generally appear as “peaks” when plotted against the temperature of the
test, peak profiles, shape factors and baseline issues need to be dealt with. We have found that
while these are critically important issues for polymer mixtures, they are also as important for
single component polymers as well. The development of our quantitative approach to dealing
with mixtures begins with the details for single polymers.
7.2.1 DSC Signal Shape of a Single Polymer
For quantification of the extent of polymer phase separation in a multistep polymerization, the
first requirement is to effectively simulate the shape of the thermal transitions of the pure
polymers. In the literature, curve fitting of the derivative of the heat capacity versus temperature
data has been attempted with a Gaussian peak [102-106, 98] or a sum of Gaussian peaks [107]
with baseline corrections. In Figure 1, typical DSC data (reversing Cp versus temperature (T)) for
a single phase polymer from a modulated DSC are shown. The derivative of reversing heat
capacity (dCp/dT) is also shown. The temperature at which the dCp/dT value is at its maximum is
commonly defined as the glass transition temperature (Tg). This corresponds to the inflection
point in the Cp versus temperature plot. From Figure 7.1, the dCp/dT values before (glassy
182

CHAPTER 7
region) and after (rubbery region) the Tg appears nearly constant, but they are different. This
reflects the difference in the temperature sensitivity of the heat capacity of the polymer as a glass
and as a melt, and in our experience always shows a lower value in the melt. The prior methods
used in literature [102-106, 98, 107] to treat the non-zero dCp/dT before and after Tg subtract a
baseline from the DSC signal and under-estimate the heat capacity for the total glass transition
for the polymer. This method can become significantly erroneous for highly mixed samples
(Appendix E.1). Here we use the constant values s1 and s2 for describing non-transition dCp/dT
signal for the polymer before and after Tg, respectively. This constant value assumption might
not hold over a long (> 100 °C) temperature range as can be seen from heat capacity data for
poly(styrene) [108], however for shorter ranges this assumption will not have significant error.

Figure 7.1: dCp/dT versus T and reversing heat capacity (Cp) versus T for poly(45% methyl
methacrylate-co-55% methyl acrylate). The data are smoothed by 3 °C. (––) are guide lines
showing the differences in baseline before and after Tg.

Also, it can be noticed that the shape of the dCp/dT signal is not symmetrical around Tg. From
our many observations, the dCp/dT signal is broader in the glassy region and relatively narrow in
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the rubbery region. Considering the asymmetry of dCp/dT around Tg, we find that the heat
capacity change over the glass transition can be appropriately treated using a narrow distribution
function (Gaussian function [109]) in the rubbery region and broader distribution function
(Cauchy function [109]) in the glassy region. Thus we can describe the dCp/dT = fi(T) for a
polymer 'i' with Tgi as;

(7.1)

where, ki & σi and ai & γi are parameters describing the shape of Gaussian and Cauchy curves,
respectively. Here σi is not meant to be the standard deviation but a simple parameter in the
distribution function, with appropriate units. From eq (7.1) it appears that to describe the full
dCp/dT versus T profile for a polymer, we need 7 parameters (Tgi, ki, σi, ai, γi, s1i and s2i). The Tg
of a single polymer is readily available from the DSC experiment. Assuming the Cauchy and
Gaussian sides contribute F1i and F2i (=1-F1i) fractions towards the total heat capacity change
through the glass transition (ΔCpi),

Δ

Δ

(7.2)

Δ

Δ

(7.3)

Also, due to the continuity of the signal at Tg, the height of both the Cauchy and the Gaussian
sides at T = Tg must be same, resulting in;

(7.4)
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In order to completely fit the DSC signal using the proposed model, eqs (7.1)-(7.4) require 5
independent variables, ΔCpi, s1i, s2i, σi and F1i. These variables can be obtained by fitting dCp/dT
versus T data for a polymer with eqs (7.1)-(7.4). These parameters must have values that are
bounded by well known results from extensive experience with polymers; 0.2 ≤ ΔC pi ≤1.0 J/g°C, 0.0015 ≤ s1i ≤ 0.0010 J/g-°C2, s2i ≤ s1i, σi ≤ 15 °C and 0.50 ≤ F1i < 0.75. Also, with a large
set of experiments, a database can be created for variables like ΔCpi, s1i and s2i making these
known parameters instead of variables. Some ΔCpi values for homopolymers are available in the
literature [110].
For example, the parameters ΔCpi, s1i, s2i, σi and F1i estimated for the sample shown in Figure
7.1 (via minimization of error between experimental data and eq (7.1) using MATLAB®
R2012b) are reported in Table 7.1. The comparison of experimental and simulated dCp/dT curves
using these parameters is shown in Figure 7.2. This shows that this procedure can very
effectively fit the DSC curve through the entire glass transition temperature.

Table 7.1: Estimated parameters for poly(methyl methacrylate-co-methyl acrylate) sample
shown in Figure 7.1.
Parameter

Value

Unit

Tgi

48.1

°C

ΔCpi

0.348

J/g-°C

s1i

3.73 × 10-3

J/g-°C2

s2i

1.92 × 10-3

J/g-°C2

σi

3.09

°C

F1i

0.60

-
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Figure 7.2: Experimental and simulated dCp/dT versus T for poly(methyl methacrylate-co-methyl
acrylate). The experimental data are smoothed by 3 °C. The simulated curve is generated using
parameters reported in Table 7.1 and eqs (7.1)-(7.4).

7.2.2 DSC Signal for a Mixed Phase Polymer
In order to quantify the degree of phase separation/mixing in a multistep polymerization, we
need information regarding the shape of the DSC signal for a single phase, mixed polymer
system. As discussed in the previous section, we can define the DSC signal of a polymer using
Gaussian and Cauchy functions (5 parameters) and the Tg of that sample. For a single polymer
sample, this information can be readily extracted from the DSC data. However, the same
procedure is very challenging for most composite polymers in which the two polymers are phase
incompatible with each other. One procedure might be to use peak fitting software which will
attempt to simply fit the DSC signal data with a defined number of peaks using defined peak
types. This procedure will not require any information regarding the shape of the mixed phase
polymer signal. Along with reproducibility issues (number of peaks, shape of various peaks etc.),
this brute force fitting method can be less than satisfying and subject to criticism. We believe
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that the DSC signal shape of a mixed phase polymer will have characteristics specific to the
individual polymers comprising the mixture. This means that all 6 parameters (including Tg) for
defining the shape of mixed phase polymer will be a function of the amount of individual
polymers involved. With the information regarding pure polymers and functions defining mixed
phase polymer characteristics, we can, with good confidence, create the DSC signal for a mixed
phase polymer.
7.2.2.1 Tgi of mixed phase polymers - In the literature, several relationships can be found
regarding the Tgi and weight fractions of polymers involved for a mixed polymer blends [111,
112]. One of the simplest relationships for predicting Tg is the Flory-Fox equation (eq (7.5))
(7.5)
where, Tg1 and Tg2 are glass transition temperatures of the first and second polymers
respectively, and w1 is the weight fraction of the first polymer in mixed blend. This equation
allows the prediction of a mixed polymer blend Tg based solely upon the Tg's of the pure
polymers. This is widely popular for quick estimations, however the equation is valid only if the
specific heat capacity values of the glass transition (ΔCp) of both polymers are approximately
equal, and the system contains only weak intermolecular interactions [112]. This equation can
both underestimate and overestimate the experimental values.
Another equation commonly used is the Gordon-Taylor equation (eq (7.6)) which is a single
parameter relationship, described by the parameter KGT.

(7.6)
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The use of a single free-parameter (KGT) allows this equation to be more flexible in estimating Tg
for many systems. The KGT parameter cannot be less than 0. Most commonly, the values for KGT
will be between 0.1 and 3 [112]. KGT values less than unity represent negative deviations from
the linear rule while values higher than unity represent positive deviations.
There are some other equations available in the literature but they require a higher number of
parameters. A discussion of various Tg prediction models and interpretation of their parameters
in terms of component interactions and excess mixing volume can be found in Kalogeras &
Brostow [111] and Kalogeras [112]. In the scope of this paper, we will focus only on the FloryFox and Gordon-Taylor equations.
7.2.2.2 ΔCpi, s1i, s2i and F1i - For the purpose of the current paper, the parameters ΔCpi, s1i, s2i and
F1i for the phase-mixed polymers are considered to be simple linear weighted averages of the
respective parameters for the pure polymers. Previous reports on attempts to quantify the amount
of phase mixing have used similar assumptions for the ΔCpi for physical blends of polymers
[100, 113, 114]. However, Song et al [113, 115] have reported non-linear behavior in the case of
the miscible blends.
Similar arguments can be used to justify our assumptions for s1i and s2i. Moreover, in our
experience with many different (meth)acrylate and styrene co-polymer systems, the values for s1i
and s2i are not greatly different and variations with temperature, if there are any, will impact
minimally on the s1i and s2i for a mixed phase polymer.
For current purposes, we have assumed the validity of linear weighted average behavior for
F1i for mixed phase polymers.
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7.2.2.3 σi (Gaussian side parameter) - In order to obtain the relationship between σi and the
Gaussian side parameters for pure (non-mixed) polymers, information regarding DSC data for
molecularly mixed blends of poly(vinyl chloride) (PVC)/poly(n-butyl methacrylate) (PBMA)
obtained by Dlubek et al [107] was used. We reconstructed the Gaussian side (T > Tgi) of the
reported transitions and fitted it with eq (7.1) and using s2i = 0 (as a baseline was subtracted from
DSC data prior to curve fitting by Dlubek et al [107]) to obtain σi. The σi values obtained versus
weight fraction of PVC in the mixed blend are plotted in Figure 7.3.

Figure 7.3: σi values obtained for PVC/PBMA mixed blends versus wt. fraction of PVC (•) in the
blend. The data are taken from Dlubek et al [107] and T > Tgi values were fitted using eq (7.1)
and s2i = 0. The data are compared with (---) weight average linear fit, (—) Fox-type equation
fit, and (– • –) eq (7.7) fit.

As an initial attempt, the σi versus weight fraction of pVC in the mixed blend was fitted with a
weight averaged linear fit. This did not provide a good fit to the data and showed a negative
deviation from linearity. Intuitively, we next attempted to fit the data with a Fox-type equation
(1/σi = w1/σ1 + w2/σ2) which shows a better fit than weighted average linear fit. Finally, we fit

189

CHAPTER 7
data with eq (7.7) which shows very nice agreement with data. For the purposes of the current
paper, we use eq (7.7) to predict the σi for phase mixed, two component polymeric materials.

(7.7)

7.2.3 Simulation of the dCp/dT versus T Data
Our initial approach for the quantification of the extent of phase separation in multistep
polymerization was similar to previous works [102-106, 98, 107]. As discussed earlier here, we
can simulate the transition shape of a pure polymer and a phase mixed system. We consider that
the composite polymer sample is divided in N sub-systems with equal mass fractions, wN. The ith
sub-system is phase mixed and the weight fraction of polymer type 1 in this sub-system is w1i.
The dCp/dT versus T signal for this system will be the sum of the contributions of each
subsystem (fi(T)) and can be represented as;

(7.8)

where, fi(T) is a function of w1i and with characteristics of pure polymer types 1 and 2. By
minimizing the difference between eq (8.8) and the experimental data for the polymer sample,
the values for the w1i for each ith sub-system can be obtained. The values for w1i provide
information regarding the degree of phase separation (or mixing) in sample.
This procedure undoubtedly is an appropriate procedure, yet it suffers several implementation
issues. First, it is not obvious how to specify a value for N (number of sub-systems in the
sample). Second, as we increase the value for N, the overall computation time to optimize w1i at
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all N points increases drastically. Moreover, data from any DSC instrument are not perfect and
errors can propagate. Smoothing the original data by a few °C may not remove these errors.
The composite polymers created by multistep polymerization will have smooth transitions of
composition across any interface and within any mixed phase. Even the systems which show
some pure polymer phases (like core-shell latex particles) have interfacial material where the
mass fraction of one polymer with respect to the other changes gradually through the interface.
Only artificially created, non-equilibrium polymer blends will have discontinuous mass fraction
profiles.
In Figure 7.4, we show an alternative way of looking at the polymer distribution in a sample.
On the X-axis the normalized mass of the sample is represented, while on the Y-axis the weight
fraction of one of the polymers is shown. This kind of profile representation can be seen as
sampling various sub-systems in the sample and arranging them in the order of average weight
fraction of one polymer in each sub-system. The motivation behind such a representation is the
classic equilibrium, interfacial profiles between 2 polymers. By using a generalized equation we
can 1) decrease the number of parameters needed to optimize the phase distribution profile, 2)
create a smooth and differentiable function representing the sample, and 3) minimize the effect
of instrumental and numerical treatment errors in the DSC signal.
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Figure 7.4: A scheme for plotting the polymer distribution in a sample.

We found the Richard's function [116] (eq (7.9)) a very suitable function for this purpose.
This generalized logistic expression is a 5 parameter function.

(7.9)

In the Richard's function, A and K are two asymptotes; B the parameter which controls the
slope, ν the parameter which controls curve asymmetry and is always greater than 0, and M the
parameter which defines the center of the profile. Here, w1i(c) is the weight fraction of the first
polymer at normalized sample mass c.
In Figure 7.5 a few theoretical examples of mass distribution profiles in a composite polymer
sample are fitted with eq (7.9). In these examples, the Richard's curve nicely represents the mass
distribution profiles. Here, Case 1 and Case 5 are two extremes representing complete mixing
and complete phase separation, respectively. In Cases 2-4, the mass distribution profile is
obtained only due to interfacial material. With a higher number of occlusions (Case 2), the total
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interfacial material is increased, which results in a higher amount of mixed material. On the other
hand, in a core-shell profile (Case 4), interfacial material still exists, however the amount of
mixed material is lower than Cases 3 and 4. The detailed procedure for the generation of a
theoretical plot for mass distribution due to the interfacial region is presented in the Appendix
E.3.

Figure 7.5: Comparison of theoretical profiles (—) to Richard's Curve (eq (7.9)) (○) for Case 1:
homogeneously mixed polymer; Case 2: small occlusions, well phase separated; Case 3: large
occlusions, well phase separated; Case 4: core-shell particle; and Case 5: complete phase
separated system. The dark phase is the first polymer (seed) and the light phase is the second
stage polymer.

A flexible function like eq (7.9) can increase the efficiency of the algorithm and minimize the
errors associated with real data in order to quantify the DSC signal for phase separation analysis.
We recommend the use of the Richard's curve (eq (7.9)) for analysis as it has shown promising
results for describing the mass distribution profile in the multi-step polymerizations we have
performed. However, the universality of this equation for this purpose in not claimed here.

193

CHAPTER 7
7.2.4 The Usefulness of Sample Annealing
In a multistep (emulsion) polymerization, the first stage polymer (seed) polymer is readily
available. Even in a one-pot multistep polymerization, this polymer can be obtained by
withdrawing a sample just before feeding the second stage monomer. DSC analysis of this
sample can easily provide information regarding the Tg and shape of its DSC signal, as discussed
earlier. To obtain the parameters for the second stage polymer, one can synthesize the second
stage polymer separately and perform a DSC analysis. However, this approach is risky, as the
exact DSC shape of the separately created polymer and the actual second stage polymer
produced during the second stage polymerization may be different due to copolymer
compositional drift, potential chain branching and other side reactions. A way around this is to
perform a thermal annealing experiment in the DSC. This can result in a strong and clear signal
for the second stage polymer. Figure 7.6 shows the difference between the thermal signal of the
"as polymerized" composite material (Cycle 1) and the thermally annealed signal. Here the
signal from the second stage, higher Tg polymer is clear and its shape characteristics can be
determined. Then simultaneous analysis of both the as polymerized sample of interest (SOI) and
the annealed sample can provide information regarding the polymer distribution profile and
second stage polymer parameters.
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Figure 7.6: dCp/dT versus T for poly(methyl acrylate-co-methyl methacrylate)/poly(10% acrylic
acid-co-styrene). Cycle 1 (—) is the first pass. After cycle 1, the sample was annealed at 150 °C
for 60 mins prior to cycle 2 (– –). The data are smoothed by 3 °C.

It should be pointed out that sample annealing does not necessarily provide complete phase
separation. Colombini et al [117] annealed polymer films at different times and temperatures and
observed the separate polymer domains using Transmission Electron Microscopy (TEM). With
increased annealing, the domain sizes of polymer phases increased, however complete phase
separation was not achieved. This was partially due to there being a "natural" interfacial region
between the two polymers, and also some residual kinetically frozen polymer mixture in the
sample.
7.2.5 Complete Algorithm
In order to quantify the degree of phase separation or phase mixing using DSC data, we
require DSC data for the first stage polymer along with DSC data for either pure second stage
polymer and the SOI, or data for the SOI and a sufficiently annealed sample. Our complete
algorithm for DSC data quantification is shown in Figure 7.7. Here the subscripts exp, sim, seed,
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secSt, samp and anneal represent experimental data, simulated data, pure seed polymer, pure
second stage polymer, sample of interest, and annealed sample, respectively.

Figure 7.7: Flow chart describing the algorithm for analyzing DSC signal to quantify the extent
of phase separation in multistep polymerization.

In the minimization process, the error between experimental and simulated data using eq (7.9)
for the composite sample, values for w1i(c) must be between 0 and 1 for all values of c
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(normalized sample mass), as any value higher than 1 and lower than 0 are physically
impossible. Thus one of the system constraints for optimization process is given as eqs (7.10)
and (7.11).
0 ≤ w1i(c = 0), w1i(c = 1) ≤ 1

(7.10)

w1i(c = 0) ≥ w1i(c = 1)

(7.11)

Also, in the minimization process a mass balance must be satisfied. The stage ratio (SR),
defined as the weight ratio of second stage polymer to the first stage polymer, can be calculated
from the polymerization recipe. From this, the total weight fraction of the seed polymer can be
calculated as 1/(1+SR). The system constraint for the mass balance is applied as eqs (7.12) and
(7.13).

(7.12)

(7.13)

where, δ is the allowed tolerance in the SR. The value of δ allows us to incorporate possible
deviations in the experimental SR value due to factors like achieving less than 100% conversion,
monomer evaporative loss during the polymerization, and possible error in charging the correct
amount of second stage monomer to the reactor.

e have often used the value of δ to be 0.01.

In order to analyze DSC data for the extent of phase mixing using the algorithm presented in
Figure 7.7, we have written a software utility in MATLAB® R2012b. This utility is capable of
accepting DSC data files and creates an analysis report of the results in text format. The data
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analysis output includes the calculated KGT parameter, seed polymer mass distribution profile for
the annealed and the SOI polymers, the discretized profile in increments of 5% seed polymer,
along with the percent of pure seed and second stage polymers in the annealed and the SOI
obtained after analysis.
7.3 Experimental

7.3.1 Materials
Styrene (Sty), acrylic acid (AA), methyl acrylate (MA) and methyl methacrylate (MMA) were
obtained from Acros Organics and were purified by passing them through a column packed with
alumina adsorption powder (Fisher Scientific) and then stored at -8 °C prior to use. Sodium
dodecyl sulfate (SDS; 99+%, Alfa Aesar), potassium persulfate (KPS; Alfa Aesar),
hydroquinone (JT Baker), sodium biocarbonate (NaHCO3; EM Science), citric acid (Fisher),
disodium hydrogen phosphate (Na2HPO4; Fluka) were used as received.
7.3.2 Latex Preparation
A 250 ml, jacketed, 3-neck glass reactor with magnetic stirrer and nitrogen purge was used to
create a "pre-seed latex". DI water was boiled before use to remove oxygen. All components in
Table 2 to prepare the pre-seed except KPS were added to the reactor and brought to 70 °C. The
KPS solution was added 15 minutes after the temperature reached 70 °C. A 1 liter, jacketed, 4neck glass reactor with mechanical stirrer and nitrogen purge was used to create the subsequent
seed latex. The pre-seed latex was placed in the reactor together with the KPS and DI water. 0.1
M citric acid and 0.2 M Na2HPO4 solutions were mixed and used as buffer to maintain pH at 3.
The monomer mixture shown in Table 7.2 was fed evenly over a period of 5 hours and then the
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reactor was left for another 1 hour at 70 °C to drive the reaction to completion. The reactor
temperature was maintained at 70 °C throughout. The seed latex particle diameter was measured
to be 190 nm using a Nanotrac Particle Size Analyzer (Microtrac).

Table 7.2: Recipes for pre-seed latex and seed latex preparation.
Pre-Seed

Seed

Pre-Seed

-

90.56 g

DI Water

168.67 g

543.37 g

SDS

0.9120 g

0.4764 g

NaHCO3

0.2277 g

-

0.1M Citric Acid

-

25.90 g

0.2M Na2HPO4

-

6.69 g

KPS

0.2949 g

0.5235 g

Total Monomer

40.74 g

360.45 g

55 % (wt)

55 % (wt)

MMA 45 % (wt)

45 % (wt)

MA

SDS – Water in Shot

-

0.2655 g/10.0921 g

SDS Shot Time

-

80, 160, 240 mins.

Reaction Type

Batch

Semi-Batch

Monomer Feed Time

-

5 hrs.

Reaction Time

2.5 hrs.

6 hrs.

Reaction Temp.

70 °C

70 °C

Solid Content

20%

36.44 %
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For the second stage composite polymerization using the acrylic seed latex as a base, the
emulsion polymerization of styrene with different amounts of acrylic acid was carried out in a
250 ml, jacketed, 3-neck reactor with magnetic stirrer and nitrogen purge (recipe in Table 7.3).
This procedure produced composite latex particles of phase incompatible, random copolymers
that vaeried in the states of phase separation achieved during the polymerization.

Table 7.3: Recipe for the second stage emulsion polymerization of Sty/AA monomer.
Seed (Table 7.2)

55.44 g

DI Water

109.54 g

0.1M Citric Acid soln.

4.85 g

0.2M Na2HPO4 soln.

1.25 g

SDS

0.1229 g

KPS

0.1197 g

Monomer (Sty/AA)

20.00 g

AA % (based on total monomer)

0%, 2.5%, 5%, 10% (wt)

Monomer Feed Time

2 hours

Total Reaction Time

3 hours

Reaction Temperature

70 °C

7.3.3 Characterization
7.3.3.1 Differential Scanning Calorimetry (DSC) - Dried (at room temperature) polymer samples
were analyzed via modulated temperature DSC (TA Instruments Q2000 modulated DSC). We
followed the protocol set out by Stubbs [98]. After the appropriate pre-heat step, a heating rate of
3 °C/min (modulation amplitude of ±2 °C and a period of 60 sec.) from -20 °C to 150 °C was
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used for each sample and recorded as cycle 1. At the end of cycle 1, the sample was held at 150
°C for 60 minutes , quickly cooled to -20 °C and then data were recorded as cycle 2 while the
second heating step took place from -20 °C to 150 °C.
7.3.3.2 Transmission Electron Microscopy (TEM) - The experimental latex sample was blended
with a film forming, single-phase latex and that blend was dried for 2 days at room temperature
in a BEEM® capsule. After this step, the capsule was filled with Z-poxy (PT-39, Pacer
Technology) and cured for 1 day at room temperature. The resulting film was microtomed to a
thickness of ~60 nm. After collecting microtomed sections on TEM grids (300 mesh copper
grids), the samples were stained in ruthenium tetroxide (RuO4) vapor for approximately 3 min at
room temperature prior to observation in the TEM (LEO 922 Omega).
7.4 Results and Discussion

In order to describe the application and importance of DSC as a powerful tool for studying
phase separation in multistep polymerization, we show the results of a study of the effect of AA
as a functional monomer in emulsion polymerization. A polar, random P(55% MA-co-MMA)
copolymer (Tg = 48.1 °C) was used as the first stage (seed) polymer while a relatively non-polar
monomer, Sty, was used as the major component for the second stage reaction. We studied the
effects of the amounts of highly polar functional monomer, AA, in the second stage
copolymerization with Sty while keeping all the other process variables the same as in Table 7.3.
The ratio of the second stage monomer to seed polymer was 1.0 in all cases.
In Figure 7.8, we plot cycle 1 data from the DSC results for the final samples withdrawn from
the second stage polymerization. The analogous thermal transition for the seed polymer alone is
shown for reference. For the case of pure Sty, the peak representing second stage PSty is not well
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defined. The peak for the seed polymer is shifted towards higher temperature and with a
significantly decreased height as compared to pure seed polymer. Interpreting these results as
suggested by Stubbs [98], we can roughly conclude that most, if not all of the second stage PSty
is in a mixed state while a significant portion of acrylic seed polymer is also in a mixed state.
Again in Figure 7.8, as we move to higher acid levels, we notice that more and more of the
P(Sty-co-AA) is in a mixed state. Also, the height of seed polymer signal decreases significantly
with increasing acid level, signifying that more and more seed polymer is also mixed as the AA
level increased. Thus for all of these experiments we concluded that most of the polymers,
especially the second stage styrene copolymer, resides in a mixed state in the latex particles. This
kind of qualitative interpretation of DSC data already demonstrates the power of DSC as a tool
for appreciating the degree of phase separation in composite polymer systems but a quantitative
assessment is not possible without further numerical analysis.

Figure 7.8: Derivative of reversing heat capacity (cycle 1) vs. temperature for second stage
polymerization of Sty with different %'s of AA. Seed polymer signal is rescaled for stage ratio =
1 and shifted to match the other baseline in the glassy region; data smoothed by 3 °C.
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In Figure 7.9 we plot the DSC results for the annealed (in DSC for 60 mins at 150 °C)
samples shown in Figure 7.8. In comparing Figure 7.8 and Figure 7.9, we can see that the peak
representing pure seed polymer has increased substantially in the annealed samples. Similarly the
peak for second stage polymer, which did not appear in cycle 1 (Figure 7.8), now becomes clear.
In addition, comparison of the seed polymer in the annealed samples for different amounts of
AA, shows that their peak heights differ. This suggests that upon annealing the samples, phase
separation occurred; the amount of phase separation was not complete and differed from sample
to sample. The differences are due to combined effects of the degree of phase mixing in the
samples prior to annealing and the remaining driving force for phase separation after annealing.
Increasing the amount of AA in the second stage increases the polarity of the second stage
polymer which increases its compatibility with the polar seed polymer. Also, carboxylic acids
(like AA) in the second stage polymer can form hydrogen bonds with the acrylic seed polymer
that can also decrease the driving force for phase separation [118].

Figure 7.9: Derivative of reversing heat capacity (cycle 2, annealed at 150 °C for 60 mins) vs.
temperature for second stage polymerization of Sty with different amounts of AA. Seed polymer
signal is rescaled for stage ratio = 1 and shifted to match baseline; data smoothed by 3 °C.
203

CHAPTER 7
First we analyze the composite latex particle with no AA using the DSC Data Analysis
software described earlier. This simultaneously fits both the annealed and the cycle 1 DSC
signals to obtain the phase separation profile in the sample along with second stage polymer
signal parameters. In Figure 7.10 and Figure 7.11 experimental and simulated dCp/dT curves
using both the Flory-Fox and Gordon-Taylor options are compared. The simulation and
optimization were done by dividing the system in 100 sub-systems. Both Flory-Fox and GordonTaylor options provide excellent fits for the annealed data, while good fits were achieved for
Cycle 1 data. Also we see that both the Flory-Fox and Gordon-Taylor options provide very
similar results. The profiles for the mass distribution of the seed polymer using both options are
shown in Figure 7.12. The profile obtained for annealed and sample of interest (SOI) using either
Flory-Fox equation or Gordon-Taylor equation are nearly same in this case. The KGT parameter
for the Gordon-Taylor equation obtained by minimization of error between simulated and
experimental data is 0.42. Careful observation of Figure 7.10, Figure 7.11 and Figure 7.12
suggests that this specific polymer system is not very sensitive to K GT parameter values, as the
Flory-Fox equation provides very similar results. This might not be true for all composite
polymer systems and we use both options for confidence.
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Figure 7.10: Comparison of experimental dCp/dT (──) for annealed P(55% MA-co-MMA)/PSty
composite latex particle with optimized dCp/dT using Gordon-Taylor option (─ - -) and Flory-Fox
option (- - - -) in our DSC Data Analysis software. The sample was annealed at 150 °C for 60
mins.

Figure 7.11: Comparison of experimental dCp/dT (──) for cycle 1 for P(55% MA-coMMA)/PSty composite latex particle with optimized dCp/dT using Gordon-Taylor option (─ - -)
and Flory-Fox option (- - - -) in our DSC Data Analysis software.
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Figure 7.12: Seed polymer distribution profile in P(55% MA-co-MMA)/PSty composite latex
particle in polymerized (Sample of interest; SOI) and annealed system. Results obtained using
Flory-Fox (filled symbols) and Gordon-Taylor (open symbols) options are compared as well.

In order to critically assess the determination of the shape parameters for the second stage
polymer from the annealed DSC signal, we analyzed a few separately prepared pure PSty
samples. These polymers were created by emulsion polymerization under different process
conditions. Interestingly, the experimental DSC signals for these pure pSty samples were not
absolutely identical. However, the

Cpi values obtained for all the pSty samples were very

similar (0.23-0.28 J/g-°C). The value obtained for Cpi for the PSty from our analysis of the
P(55% MA-co-MMA)/PSty composite system, both with the Flory-Fox and the Gordon-Taylor
options, lies in the same range. This suggests that obtaining the second stage polymer parameters
by simultaneous analysis of SOI and its annealed analog is a valid procedure. The comparison of
the DSC signals for the several different pSty samples, along with the simulated signal, is shown
in the Appendix E.4.
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In Figure 7.12, Figure 7.13, Figure 7.14 and Figure 7.15 we show the seed polymer weight
fraction distribution profiles obtained by our DSC analysis algorithm for experiments with
different amounts of AA in the P(MA-co-MMA)/P(AA-co-Sty) composite polymer. The
comparisons of experimental and simulated DSC signals are reported in the Appendix E.5. We
find that with increasing amounts of AA in the second stage polymer, the P(AA-co-Sty) becomes
increasingly mixed with the polar P(MA-co-MMA) seed. In order to obtain the amount of pure
seed or second stage material in the system after analysis, we discretized the calculated profiles
in increments of 5% seed polymer. In other words, we report the total sample fraction that
contains 95%-100% seed weight fraction as a fraction of sample containing 'pure' seed material.
The results are reported in Error! Reference source not found. where the effect of AA in
second stage on the amount of phase separation becomes clearer.

Figure 7.13: Seed polymer distribution profile in P(55% MA-co-MMA)/P(2.5% AA-co-Sty)
composite latex particle in as polymerized (Sample of interest; SOI) and annealed system.
Results obtained using Flory-Fox (filled symbols) and Gordon-Taylor (open symbols) options
are compared as well.
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Figure 7.14: Seed polymer distribution profile in P(55% MA-co-MMA)/P(5% AA-co-Sty)
composite latex particle in as polymerized (Sample of interest; SOI) and annealed system.
Results obtained using Flory-Fox (filled symbols) and Gordon-Taylor (open symbols) options
are compared as well.

Figure 7.15: Seed polymer distribution profile in P(55% MA-co-MMA)/P(10% AA-co-Sty)
composite latex particle in as polymerized (Sample of interest; SOI) and annealed system.
Results obtained using Flory-Fox (filled symbols) and Gordon-Taylor (open symbols) options
are compared as well.
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Even in the annealed samples (Figures 7.12-7.15, Error! Reference source not found.), we
do not observe complete phase separation. Annealing the samples above the Tg of all the
components will increase the diffusion coefficient [89] making the phase separation feasible.
Even the dry powdered samples we used, upon annealing above the T g, formed a film. The phase
separation of the polymer components will result in some sort of domain formation in the
sample. As a result of this process polymer-polymer interfaces will be formed. The total amount
of phase-mixed material in this case will depend on the thickness of that interface, the number
and size of the polymer domains, etc. The interfacial width between two polymers increases with
an increase in polymer compatibility (decrease in Flory-Huggins χ parameter or interfacial
tension) [58]. Thus at complete phase separation, more compatible polymer systems will
naturally have higher amounts of mixed polymer than less compatible systems. For incomplete
phase separation, both polymer systems will display a combination of kinetically frozen mixed
polymer, and mixed polymer within the natural interfaces. This explains the higher amount of
mixing obtained in the annealed samples with increases in the amounts of AA in our P(MA-coMMA)/P(AA-co-Sty) composite systems.
In Figure 7.16, the experimental TEM image for P(55% MA-co-MMA)/P(10% AA-co-Sty)
latex particles is compared with a simulated TEM for the same sample using the mass
distribution profile obtained from our DSC analysis. The experimental samples were stained with
RuO4 causing the styrene phase to appear dark. For simulation of the composite particle profile,
it was assumed that the highest concentration of seed polymer (light color) will be at the center
of the particle while that for the second stage (dark) material will be on the outside. This nonequilibrium structure is expected from the starved second-stage monomer feed and the relatively
glassy nature of the more polar seed at the conditions used [119, 120]. The simulated and
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experimental comparison shows a reasonable degree of agreement. Importantly the results from
TEM and quantitative DSC analysis allow for a nearly full determination of the composite latex
particle morphology. By itself, the DSC analysis yields a complete, quantitative assessment of
the degree of mixing in such a polymer.

Figure 7.16: TEM micrograph of P(55% MA-co-MMA)/P(10% AA-co-Sty) latex particles at
8000x magnification. The microtomed samples were stained with RuO4 which causes the PSty in
the particle to appear dark. Inset: Simulated image using the profile obtained by DSC analysis.

7.5 Conclusions

It is now possible to determine the details of phase mixing (or phase separation) for composite
polymers in a highly quantitative manner by analyzing properly obtained DSC signals for the
polymer of interest. While we have tested the algorithm presented here on many polymer
composite samples, the experimental emulsion polymerization systems described in this paper
demonstrate the utility of our approach. We conclude the following:
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1. proper baseline analysis is required to obtain reliable values of the state of mixing within
composite polymers created via reactive processing,
2. the full thermal transitions (as viewed through dCp/dT vs. T curves) are not symmetrical
about the Tg and can be very closely represented by Gaussian and Cauchy distribution functions
in the rubbery and the glassy regions, respectively,
3. defining the characteristics of the thermal transitions of mixed state polymers (truly
miscible blends, kinetically frozen mixtures, and/or well phase separated polymers with natural,
equilibrium interfaces) requires the assessment of mixing rules to derive the shape factors for the
mixture from those of the pure component polymers,
4. thermally annealing the composite sample within the DSC pan is a simple and valid method
to determine the thermal features of the second stage polymer produced by reactive processing
though it may not be completely phase separated, and
5. a relatively straightforward algorithm has been developed to quantify the mass distributions
of the pure and mixed state polymers within the composite polymer sample.
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EFFECT OF FUNCTIONAL MONOMERS ON PARTICLE MORPHOLOGY:
EXPERIMENTS AND SIMULATIONS

8.1 Seeded Emulsion Polymerization

In the current work the latex particle morphology was investigated for seeded emulsion
polymerization reactions with functional comonomers. The term functional monomers here refer
to vinyl acids like acrylic acid and hydroxy (meth)acrylate monomers like 2-hydroxyethyl
methacrylate. The term morphology in this case refers not only to the particle shape but also the
location of both polymers (seed and second stage) within the particle. In seeded emulsion
polymerization, the second stage monomer is polymerized in presence of already existing seed
polymer particles. Commonly these reactions are done using surfactant levels such that no
micelles are present in the system during the polymerization. This avoids any secondary
nucleation sites and thus the number of particles throughout the seeded emulsion polymerization
is constant.
In Figure 8.1 a scheme describing the seeded emulsion polymerization reaction is shown. The
reaction starts from the aqueous phase via dissociation of a water soluble initiator. The freeradicals produced by initiator fragments are commonly polar and water soluble, which
diminishes their capability to enter the monomer containing particles to propagate. The polar
initiator fragment continues to propagate with the available monomers in the aqueous phase. The
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commonly used monomers for emulsion polymerization are relatively hydrophobic in nature.
Incoporation of such monomers with initiator fragments produce oligoradicals which will have
lower polarity as compared to the initiator fragment alone. Once such oligoradical contains few
monomeric units, these oligoradicals becomes surface active. The number of monomeric units
required to be added to the initiator fragment for it to become surface active is called the ‘Z-mer
length’ which will depend on the types of monomer(s) and initiator fragment. For example the
estimated Z-mer length for Sty and MA monomers with a sulfate ion radical is estimated to be 2
and 8, respectively [121]. The Z-mer continues to propagate at the particle surface and after
adding few more monomer units (named Z-mature length); it then becomes completely insoluble
in the aqueous phase [68]. After this point the loci of the reaction for this radical becomes the
particle phase and the final particle morphology is obtained by the diffusional and
thermodynamic factors involved in the particle phase. It should be pointed out that every initiator
fragment produced during the polymerization does not necessarily reach the particle phase. This
is due to initiator efficiency and water phase termination reactions. The water termination
reactions produce water-soluble oligomers.
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Figure 8.1: Scheme describing seeded emulsion polymerization reactions with few examples of
morphology development. The dashed arrows to the highlighted particle show a few possible
diffusion paths for the growing radical.

The latex particle morphology is a complex function of diffusional and thermodynamic
factors [120, 122]. The polymers within the particle attempt to obtain a morphology which has
the minimum free energy under the given conditions (thermodynamics controlled), however the
diffusional restrictions may hinder this process. In the case of complete thermodynamic control,
the morphology is driven by the minimization of the interfacial free energy of the particles [122,
123]. The dyamics of morphology development in seeded emulsion polymerization can be seen
as a three step process 1) The penetration and mixing of entering oligoradical during
polymerization in the seed polymer, 2) phase separation of seed and second stage polymer chains
and 3) consolidation of the phase domains after phase separation [120]. All three steps in this
process rely on polymer chain diffusion. The diffusional restrictions can produce particle
morphologies resulting from any of the incomplete steps mentioned here. Considering the kinetic
process and thermodynamic factors for particle morphology development, Stubbs and Sundberg
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[120] developed a decision flow chart for predicting the particle morphology in seeded emulsion
polymerization. This is shown here in Figure 8.2.

Figure 8.2: Decision flow chart for morphology development in seeded emulsion polymerization.
Reprinted from Stubbs et al [120], Copyright (2008), with permission from Elsevier.

In order to understand the effect of functional monomers on particle morphology and
constrast this with particle morphology obtained by emulsion polymerization without the
functional monomers, it is necessary to identify the differences between functional monomers
and nonfunctional monomers and their possible effects. In Figure 8.3 a few differences between
functional and nonfunctional monomers are shown along with possible effects on diffusional and
thermodynamic factors controlling the final morphology. Due to their high polarity and water
solubility, their relative monomer concentrations in the water phase are much higher than the
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normal styrene/acrylate monomers. Also due to their very polar nature, the effective Z-mer
length when copolymerization with other monomers will be larger than normal for the other
monomers alone. This can reduce the radical entry efficiency due to possible increases in the
aqueous phase termination because of longer lifetime in the aqueous phase. This can actually
decrease the overall reaction rate which in turn can increase the amount of monomer within the
particle phase during polymerization. Consequently there might be an increase in the diffusion
rates within the particle [89]. On the other hand, the increase in Z-mer length can decrease the
diffusivity of the entering oligoradicals as compared to those without the functional monomers
[89]. The high polarity of the functional monomers can also increase or decrease (as compared to
the case without functional monomers) the polymer compatibility, depending on the type of seed
and second stage polymer. This effect becomes more complicated due to potential inter- and
intra-hydrogen bonding with the functional monomer units within the copolymer [28]. The
results of all this is that morphology development in seeded emulsion polymerization is a highly
complex process and the factors affecting the resulting morphology are highly inter-related. In
other words changes in one parameter (for example copolymerization with functional monomers)
can dramatically influence other parameters in controlling the final particle morphology. The
purpose of the current work is to obtain a fundamental understanding of the role of functional
monomers in affecting the particle morphology in emulsion copolymerization. Both experiments
and dynamic simulations related to these issues will be discussed in next few sections.
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Figure 8.3: Possible effects of functional monomers on particle morphology for seeded emulsion
copolymerization.

8.2 Parameters for Functional Monomers Incorporation in UNHLATEX KMORPH
The simulation of kinetic controlled particle morphology has been done using UNHLATEXTM
KMORPH v7 (herein after referred to simply as KMORPH) [40,60]. This software package uses
the Monte Carlo approach for simulation of both the aqueous and the particle phase kinetics and
diffusion of polymer radicals within the polymer particles. In the following section the various
parameters necessary to simulate emulsion copolymerization reactions with functional
monomers using KMORPH will be developed and discussed.
8.2.1 χmp and Csat values
To estimate the distribution of monomers between water and polymer particle phases,
KMORPH uses the multicomponent form of the well known Vanzo equation [39]
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(8.1)

where

is the volume fraction of component 'i',

component 'i' and 'j',

the ratio of the number of segments in

the interaction parameter per mole of compound 'i' with compound 'j',

the interfacial tension between water and the particle with radius r,
component 'i', R the gas constant, T the absolute temperature,
component 'i' in the aqueous phase and

the partial molar volume of
the concentration of

the saturation concentration of component 'i'

in the aqueous phase. In CHAPTER 5 we estimated the interaction parameters of functional
monomers with various polymers (
parameter is

) which are used in KMORPH. The other required

. The functional monomers studied here have significant water

solubility and most of them are completely soluble in water. In order to use KMORPH without
any modification in the simulation model, apparent

was determined for functional

monomers using the value estimated from

where

the functional monomer. The values for

for all the functional monomers have been

estimated in CHAPTER 5 and the derived apparent

is the molar activity coefficient for

are reported in Table 8.1.
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Table 8.1: Estimated apparent

for functional monomers.
Compound
AA

Apparent
(mol/L)
6.803

MAA

2.653

2HEA

6.452

2HEMA

2.525

2HPMA

0.865

We again note the similarities of AA and 2HEA, as well as MAA and 2HEMA.
8.2.2 Homopolymerization Propagation Rate Coefficients (Kp11)
The propagation of a radical with a chain end of monomer type ‘i' with a monomer type ‘j’ is
represented by a propagation rate coefficient Kpij. KMORPH requires the activation energy (Ea)
and a pre-exponential factor (A) to calculate the temperature dependent homopolymerization
propagation rate coefficient using Arrhenius equation as
(8.2)
where R and T are gas constant and reaction temperature in °K, respectively. In last two decades,
a combination of pulsed-laser polymerization and size exclusion chromatography (PLP-SEC) has
been utilized to obtain accurate propagation rate coefficients for various monomers (a few
examples are reported in the following references [124-128]).
8.2.2.1 Kp11 for AA and MAA monomers - Beuermann and coworkers determined the value for
at different concentrations and temperatures for AA [126] and MAA [129] in water using

220

CHAPTER 8
PLP-SEC. They found strong concentration dependences of the values for

for both vinyl

acid monomers as can be seen in Figure 8.4 for MAA.

Figure 8.4: Kp/Kp,max versus the concentration of MAA (cMAA) in water at 25 and 80 °C. Kp,max
referes to extrapolated value of Kp for cMAA = 0. Reprinted from Beuermann et al [129],
Copyright (2006), with permission from American Chemical Society.

For the case of MAA in water (and bulk), the changes in the value of

with concentration

were attributed mainly to the pre-exponential factor [129]. The estimated activation energy for
the whole concentration range was roughly constant and the mean value for Ea was reported to
be 15.6 ± 1.1 kJ/mol [129]. In the current work with functional monomers, the maximum
functional monomer used was 10% (wt % of the total monomer). From this we obtain the upper
limit of the functional monomer level in the water phase as 1.1 wt% or 0.15 mol/L (based on
water) with the assumption of 0% conversion and all of the functional monomer being in the
water phase. The lowest MAA level in water for which the pre-exponential factor was
determined by Beuermann et al [129] was 5 wt%. Considering the nearly constant value for Ea,
the value for pre-exponential factor (A) for the current work was estimated using the reported
221

CHAPTER 8
value of A for 5 wt% MAA case (= 4.62 × 106 L/mol-s). Using Kp/Kp,max value for 5 wt% (as
shown in Figure 8.4), the estimated value for A to be used in KMORPH is calculated to be 5.91 ×
106 L/mol-s.
For AA monomer, the values needed for

were determined using the reported values of

Ea and A for 1 wt% AA in water. These turned out to be 21.0 kJ/mol and 7.2 × 108 L/mol-s,
respectively [126]. These values were obtained for the temperature range of 2.5-20.0 °C. The
values for

at the reaction temperature of 70 °C (the polymerization temperature in the

current work) were obtained by extrapolation. Although extrapolations over such temperature
ranges are not generally advised, in absence of data in the range of interest, these values were
used as indicated.
From PLP-SEC experiments, it was found that the

values for both MAA and AA are

significantly different than in other solvents (as compared to water) [130,131]. KMORPH v7
allows for different parameters for water phase and particle phase kinetics. For the particle phase
propagation rate coefficients for MAA, we compared the reported value for

(and Ea and A)

in different solvents and these are shown in Table 8.2. Here we can see that the values for
are reasonably the same in the different organic solvents but are much lower than that in water.
Buback et al [131] also pointed out that the activation energy of MAA in solvents like methanol
and dimethyl sulfoxide is similar to the estimated activation energy of methacrylate monomers
(Ea = 22 kJ/mol). From this discussion, we have selected the values for Ea and A for MAA in the
particle phase as 20.5 kJ/mol and 1.63 × 106 L/mol-s, which is the value estimated for methanol
as solvent [130].
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Table 8.2: MAA propagation rate coefficient and associated parameters in different solvents
[131].
Solvent

A × 106
(L/mol-s)

Ea
(kJ/mol)

(60 °C)
(L/mol-s)

Watera

5.91

15.6

21162

Methanolb

1.63

20.5

995

Methanolc

0.603

17.7

1012

Dimethyl sulfoxideb

3.4

21.4

1500

Tetrahydrofuranc

-

-

862

Toluenec

-

-

1226

Bulk

-

-

1179

a

Extrapolated to 0 wt% MAA
30 wt% MAA
c
33 wt% MAA
b

For AA monomer, the data for Ea and A in solvents other than water is not available. Kuchta
et al [130] have estimated

for AA in methanol and acetic acid at 25 °C for concentrations

ranging 1.24-1.98 mol/L to be 14943 ± 3307 L/mol-s. Assuming that AA will behave similarly to
MAA in organic solvents, we would expect the activation energy for AA in solvent to be similar
to that of acrylate monomers. The Ea for acrylate monomers is roughly 17.4 kJ/mol (averaged for
MA, BA, EHA and dodecyl acrylate) [131]. For the AA monomer in the particle phase, the preexponential factor A was determined as 1.67 × 107 L/mol-s using the values of Ea and

at 25

°C as 17.4 kJ/mol and 14943 L/mol-s and eq (8.2).
8.2.2.2 Kp11 for hydroxy (meth)acrylate monomers – Using PLP-SEC, the values for Ea and A
have been obtained for 2HEA [132], 2HEMA [133] and 2HPMA [134,135] in bulk
polymerization. The reaction kinetics for a few of these monomers have also been investigated in
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solution polymerization within solvents like toluene, benzyl alcohol, 1-butanol and
tetrahydrofuran [133,135]. The results from these studies are summarized below:
1.

The activation energy (Ea) for hydroxy (meth)acrylate monomers in bulk and in most

solvent studied are similar to that for alkyl (meth)acrylate monomers. These are 17.4 kJ/mol
and 22.4 kJ/mol for acrylate and methacrylate monomers (average from the values reported in
Beuermann et al [131]), respectively. The only deviation from these was found for 2HPMA in
tetrahydrofuran among all the solvents studied [135].
2.

The pre-exponential factor (A) for hydroxy (meth)acrylate monomers was relatively

higher than nonfunctional acrylate and methacrylate monomers, which also suggests higher
propagation rate coefficients for hydroxy (meth)acrylate monomers as compared to the
corresponding (meth)acrylate monomers.
To our knowledge no data are available from PLP-SEC studies of hydroxy (meth)acrylate
monomers in water as the solvent. In order to simulate the emulsion copolymerization reaction
using KMORPH with hydroxy functional monomers, values of Ea and A were taken for both
particle and water phase as those reported for bulk polymerization. The values of Ea and A used
in KMORPH for functional monomers are summarized in Table 8.3.
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Table 8.3:Parameters used in KMORPH v7 for determination of propagation rate coefficient for
functional monomers
Particle Phase
Monomer

Water Phase

A × 106
(L/mol-s)

Ea
(kJ/mol)

A × 106
(L/mol-s)

Ea
(kJ/mol)

AA

16.7

17.4

720

21.0

MAA

1.63

20.5

5.91

15.6

2HEA

17.2

16.78

Same as particle phase

2HEMA

8.89

21.90

Same as particle phase

2HPMA

3.51

20.83

Same as particle phase

8.2.3 Reactivity Ratios
In copolymerization reactions, the reactivity ratio (

) is described for a radical with

monomer type ‘i' as the ratio of the homopolymerization propagation rate coefficient to the
propagation rate coefficient for addition of monomer type ‘j’ [136] as shown in eq (8.3).

(8.3)
The reactivity ratios are important parameters as they determine the polymer composition,
compositional drift and, in emulsion polymerization, the Z-mer length along with the overall
reaction kinetics.
KMORPH v7 contains a wide range of monomers as options for copolymerization reaction
which creates a challenge to provide the values of reactivity ratios for each possible monomer
pair. Also the reactivity ratios for monomer pairs available in the literature show a wide scatter in
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the values. In order to be consistent throughout the KMORPH database, the reactivity ratios have
been populated using following approach:
1.

Monomers belonging to the same class (for example MA, EA and nBA as acrylates) were

grouped together and were assigned the same reactivity ratio with a given monomer.
Functional monomers were excluded from this process (for example AA will not be grouped
as an acrylate). Although within the same class of monomers, the reactivity ratios might
differ, such differences will not be expected to be large.
2.

The available literature data for reactivity ratios for one monomer class to another

monomer class were averaged after excluding the extreme outliers. These average values were
used for in the KMORPH database.
In order to populate the reactivity ratios information in KMORPH database, a similar
procedure was used. All the available literature values of reactivity ratios for functional
monomer-non-functional monomers (of interest here) were grouped in three nonfunctional
monomer categories – styrene, acrylates (MA, EA and nBA) and methacrylates (MMA and
nBMA). Also the values for 2HEMA and 2HPMA were combined due to the similarity of both
monomers. The values averaged to obtain reactivity ratios for KMORPH are shown in Table 8.4.
All of the literature values for reactivity ratios and the averages are reported in Appendix F.1.
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Table 8.4: Functional monomer reactivity ratios used in KMORPH.
Monomer 2

Monomer 1

Styrene

Acrylate

Methacrylate

AA

0.06

0.25

1.10

0.95

0.24

1.86

MAA

0.57

0.23

1.28

0.31

1.59

0.45

2HEA

0.18

0.44

0.91

0.55

0.94*

1.01*

2HEMA

0.49

0.27

7.86

0.19

1.27

0.323

2HPMA

0.49

0.27

7.86

0.19

1.27

0.323

* No literature value found; used Q-e scheme (Appendix F.1)
Although the solvent (in emulsion polymerization and polymer particle phase) can influence
the reactivity ratios [137], due to unavailability of reliable values for reactivity ratios in the
aqueous phase, the values reported in Table 8.4 were used for both the particle and the water
phase kinetics.
8.2.4 Z-mer length
For predicting the Z-mer length in emulsion copolymerization, there are a few theoretical and
empirical models reported in literature. The Dong and Sundberg [121] model calculates the Z-mer length using the free-energy change upon oligomer radical adsorption on the latex particle
surface as compared to aqueous phase. This model has been successfully demonstrated for
verious homo- and copolymerization systems including the AA-styrene system. One of the
challenges in utlizing this model is obtaining the necessary parameters for various oligomeric
segments as they are not readily available. Zubitur et al [138] suggested another approach for
calculating the Z-mer length using estimated solubility of an oligoradical using group
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contributions. In this approach the aqueous molar solubility (

) is calculated using the

empirical equation [138]
log
where

and

(8.4)

are the octanol-water distribution coefficient and the Rekker coefficient

for various groups, respectively, in the oligoradical. The oligoradical is considered surface active
(or a Z-mer) if the estimated value of

for that oligoradical lies between 7 × 10-4 and 10-12

mol/L. While the model is completely empirical, the parameters to calculate the solubility using
group-contribution approach are available for wider range of monomers. A detailed discussion of
these models and a few other approaches to obtain the Z-mer length can be found at Daswani et
al [139].
In KMORPH v7, the Z-mer length is calculated using an empirical expression proposed by
Charmot [140] which is shown in eq (8.5)

(8.5)

where

is the weight fraction of the monomer ‘i' in the oligoradical and

length of homopolymer of monomer ‘i'. The

the Z-mer

function, which rounds the value of the

function towards positive infinity, is used because the Z-mer length can only be a positive
integer. An oligoradical qualifies as a Z-mer once the condition in eq (8.6) is satisfied.

(8.6)
where

is the number of monomer units in the oligomer for which

is calculated

using eq (8.5). In Figure 8.5 predictions from eq (8.5) and Dong and Sundberg‘s method [121]
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for the Sty-MA system are compared. The Z-mer length for pure Sty and MA were taken as 2
and 8 [121]. From Figure 8.5 we can see that both methods provide similar predictions for Z-mer
length.

Figure 8.5: Comparison of eq (8.5) and predictions from the Dong and Sundberg method [121]
to predict the Z-mer length for Sty-MA system as a function of MA wt fraction.

In order to utilize Charmot’s equation [140] (eqs (8.5) and (8.6)), the Z-mer lengths for the
homopolymers are needed. Most of the functional monomers and their polymer studied here are
soluble in water (i.e. Z-mer length is infinity for the homopolymer). In such case, a hypothetical
Z-mer length for these functional monomers was determined which is described below.
Wang et al [141] characterized the water soluble oligomer in AA-Sty emulsion
polymerization and obtained information regarding the Z-mer length in these reactions as shown
in Figure 8.6. These data were fitted with Charmot’s equation [140] (eqs (8.5) and (8.6)) and
from this a value for Z-mer length of AA was approximated as 50 units. This is utilized in
KMORPH for AA.
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Figure 8.6: Z-mer length versus AA weight fraction for AA-Sty copolymerization. (●)
Experimental data; Wang et al [141] and (˗˗˗˗˗) predicted using eqs (8.5) and (8.6) and Z-mer
length for AA as 50.

In absence of literature data on Z-mer lengths for other functional monomers, hypothetical Zmers for these functional monomers were derived from the AA value. Equation (8.4) (Z-mer
prediciton model from Zubitur et al [138]) can be written for the homopolymerization case as

(8.7)
where

is the Z-mer length,

the Z-mer radical and
etc.. If a solubility limit,

is the group contribution from the monomer unit building

is a simple constant to take in account the values of initiator fragment
, defines the difference between water-soluble polymer and a Z-mer

(as suggested by Zubitur et al [138]), then for a given initiator fragment, the right-hand side of eq
(8.7) will be a constant. On comparison of two different types of Z-mer radicals using eq (8.7)

(8.8)
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From eq (8.8), comparing the

values between the functional monomers studied here

and the AA value, we can estimate a Z-mer length for other functional monomers. Theoretically
should be for the saturated (no double bonds) form of the monomer which is part of the
oligomer. For simplicity we have used the
compared the

for the monomeric form. Also here we have

value for a functional monomer with that of the AA monomer, so any

group contribution differences due to the vinyl group and its saturated form will be expected to
be minimal. Table 8.5 displays the values for

and estimated Z-mer lengths to be used in

KMORH for functional monomers studied here. Equation (8.8) could not be used for 2HEA due
to its negative

and for 2HEA Z-mer length was used as 100 as an estimated value. This

number was selected higher than 50 (value for AA) to reflect higher polarity of 2HEA as
compared to AA. The values for

reported in Table 8.5 are predicted values gathered

from ref [142] and [143]. The values for AA and MAA in Table 8.5 are quite close to
experimentally estimated values of 0.31 and 0.96, respectively [23]. However those values for
hydroxy (meth)acrylate monomers seem underestimated (lower

would suggest higher

polarity). In Table 8.1 the estimated apparent solubility of both vinyl acid and hydroxy
(meth)acrylate are compared, and from this table we can see that the apparent solubility of MAA
and 2HEMA, and AA and 2HEA are similar while that for 2HPMA is significantly lower. This
suggests that the polarity of 2HPMA is lower than both AA and MAA and the estimated Z-mer
lengths for hydroxy (meth)acrylate monomers (Table 8.5) are most likely overestimated. These
value needs to be verified and/or corrected in future work.
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Table 8.5:

and estimated Z-mer length for functional monomers studied here
Compound

Estimated Z-mer length

AA

0.35a

50

MAA

0.93a

19

2HEA

-0.21a

100*ǂ

2HEMA

0.47a

37ǂ

2HPMA

0.85b

21ǂ

* Not estimated using eq (8.8)
a
b

From ref [142]
From ref [143]

ǂ Most likely overestimation of value

All other parameters for the simulation of copolymerization reactions with the functional
monomers in KMORPH were taken from MA and MMA for acrylate and methacrylate
functional monomers, respectively.
8.3 Experiments and Discussions

In this section we will compare the differences between the particle morphology and reaction
kinetics during the emulsion copolymerization with and without the functional monomers. This
section is divided into three subsections where each discusses the different seed polymers and/or
functional monomers used in copolymerizations. In all the experiments, the selected seed
polymer was soft (i.e. the wet Tg of the seed polymer was lower than the reaction temperature).
This will allow some, if not complete penetration of the entering, second stage polymer radical
within the particle. In Case 1 the seed polymer was nonpolar with respect to the second stage
polymer. Also in this case the wet Tg of the second stage polymer was slightly lower than the
reaction temperature. In Case 2 the polarities of the nonfunctional monomers were switched from
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Case 1 while keeping the diffusion factors (or wet Tg’s of the seed and second stage polymers)
the same. This case will also allow us to access the extent to which the polar functional
monomers will impact the overall polarity of the copolymer with nonpolar, nonfunctional
monomer components. Case 3 was similar to Case 2 and had a much softer, polar seed and
nonpolar second stage polymer system. However in Case 3, the wet Tg of the second stage
polymer was higher than reaction temperature, making the second stage polymer by itself a hard
polymer. The characteristics of seed and second stage polymers for all the cases studied here are
summarized in Table 8.6.

Table 8.6: Seed and second stage polymer characteristics for different cases studied here.
Case

Functional
Monomers
Studied

Seed polymer characteristics

Second stage polymer
characteristics

(T - Tg)a,
°C/Hard or
Softb

Polarity

(T - Tg)a,
°C/Hard or
Softb

Polarity

Case 1

MAA, 2HEMA

10/Soft

Nonpolar

50/Soft

Polar

Case 2

MAA, 2HEMA

10/Soft

Polar

50/Soft

Nonpolar

Case 3

MAA, AA

36/Soft

Polar

< -10/Hard

Nonpolar

a
b

(T-Tg): (reaction temperature – wet Tg of the polymer)
With respect to the reaction temperature

For each case the effect of functional monomers on the reaction kinetics and the morphology
development will be discussed separately. However the key differences from case-to-case will be
contrasted as well. Due to that remain unclear at this point in time, the KMORPH simulations
produce unrealistically highly starved conditions for reaction involving seed latex particles with
a Tg close to the reaction temperature. In those cases the discussion of reaction kinetics and
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morphology development will be semi-qualitative. The complete experimental data sets and
KMORPH simulations (where applicable) are shown in Appendix F and a few selected results
will be shown here for discussion.
8.3.1 Case 1: Seed P(Sty-co-nBA) (wet Tg = 60 °C)/2nd Stage P(x% FA-co-MA-co-MMA)
(wet Tg = 20 °C)
In this case, the reaction system was designed so that the wet Tg of both the seed and the
second stage polymers are below the reaction temperature. The seed polymer was P(75% Sty-conBA) with particle size 179 nm and the wet Tg 60 °C (10 °C below reaction temperature). The
semi-batch second stage polymerizations (2 hours monomer feed and 1 hour hold, initial KPS
concentration 0.01 mol/L) were done using different levels of MAA or 2HEMA functional
monomers added to MA and MMA nonfunctional monomers at a stage ratio (SR) of 1.0. The
monomer ratios in the copolymerization reaction were adjusted with different levels of functional
monomers such that the target second stage copolymer wet T g was 20 °C using the
hydroplasticization model [88]. This system can be defined as nonpolar seed and polar second
stage polymer.
8.3.1.1 Effect of Functional Monomers on Reaction Kinetics – In emulsion polymerization the
rate of polymerization (

) can be described as [144]
(8.9)

where

is the monomer concentration in the particle phase,

coefficient in the particle phase (L/mol-s),

is the propagation rate

is the average number of radicals per particle (#),

is latex particle concentration (#/L of latex) and

is Avagadro’s number (6.023 × 1023). The
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average propagation rate coefficient in the particle phase in this system will not be expected to
vary with introduction of functional monomers as the overall functional monomer levels are
rather small (maximum amount of 10% ot total monomer). At steady state, the rate of
polymerization will be nearly constant. Thus from eq (8.9), we can see that the
inversely related i.e. with increase in , the value of

and

are

will decrease for all the different levels

of functional monomers in current system. At steady state the average number of radicals per
particle ( ) will be nearly constant as well. This suggests that for such a reaction system, the rate
of radical entry from the aqueous phase would be equal to the rate of termination of radicals
(which is proportional to <Kt> 2; <Kt> the average termination rate coefficient in the particle
phase) in the particle phase. The rate of radical entry ( ) in the particle phase can be determined
as
(8.10)
where

is the radical entry efficiency,

is the initiator dissociation rate coefficient and

is

the initiator concentration in the water phase. The radical entry efficiency ( ) is defined as the
fraction of generated radicals that propagate successfully to be a Z-mer and enter the particle
phase. The radical entry efficiency can then be determined as [144]

(8.11)

where
and

is the termination rate coefficient,

is the average propagation rate coefficient

is the monomer concentration (all in the aqueous phase). From eq (8.11), we find that the

entry rate efficiency increases with increases in the aqueous phase propagation rate or monomer
concentration, both of which will allow shorter time for an oligoradical to become Z-mer (which
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will reduce their chance of terminating prior to entry). Also from this equation, we see that an
increase in the Z-mer length decreases the radical entry efficiency due to the fact that with longer
Z-mer length, the oligoradical will require longer time (as compared to short Z-mer length) in the
aqueous phase, increasing its chance of termination prior to entry.
Figure 8.7 shows the fractional conversion and monomer concentration in the particle phase
(Cp) during the polymerization for the seeded (seed P(75% Sty-co-nBA)) semi-batch emulsion
polymerizations of 10% MAA and, separately, 10% 2HEMA with MA and MMA. These results
are compared with that for the no functional monomer system under similar conditions. The
results for other MAA and 2HEMA levels are shown in Appendix F. As seen there, except for
the case 2.5 % MAA, all the other cases show similar kinetics and Cp levels during the
polymerization reaction. The Cp levels (between 0.4-0.2 mol/L during feeding) for the 2.5 %
MAA case are lower than other cases and are most likely due to experimental errors.

Figure 8.7: (a) Fractional conversion and (b) Cp (mol/L) versus reaction time for seeded
emulsion copolymerization of MA and MMA with 0% functional monomer (FA), 10% MAA and
10% 2HEMA at 70 °C. The seed was P(75% Sty-co-nBA).
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From the results in Figure 8.7, we can conclude that the kinetics in Case 1 under the same
reaction conditions (for example initiator level and reaction temperature) is not influenced by the
introduction of either MAA or 2HEMA. Both MA and MMA monomers are quite polar in nature
and have moderate solubility in the aqueous phase. The Z-mer length of MA-MMA
copolymerization would be between 4 and 8 (the Z-mer lengths of MMA and MA, respectively
[121]). This value for Case 1 (without any functional monomer) will be closer to 8 (due to high
MA concentration in the feed for wet Tg of 20 °C). Despite this higher Z-mer length, the higher
monomer concentration in the aqueous phase and high propagation rate for acrylate and
methacrylate monomers, the entry rate efficiency for this system will be closer to 1. With
inclusion of MAA or 2HEMA, the Z-mer length would increase, however this increase will not
be too far from 0% functional monomer case due to comparable amounts of MA and MMA
monomers in the aqueous phase (MA and MMA has moderate water solubility). This suggests
that with functional monomers in current case, the entry rate efficiency will be minimally
impacted as compared to 0% functional monomer case, which can explain the similar kinetics
and Cp values with different levels of functional monomers.
From the HPLC analysis we can obtain the instantaneous monomer weight fraction within the
sample during the reaction time. The HPLC results for the no functional monomer, 10% MAA
and 10% 2HEMA case are shown in Figure 8.8 and the results for other MAA and 2HEMA
levels are shown in Appendix F. From this figure, we can see that the instantaneous monomer
weight fraction in the reactor differs from that in the monomer feed. It should be pointed out that
these results do not reflect the instantaneous polymer composition. In a copolymerization
reaction (only two monomers), the rate of monomer ‘1’ consumption can be described as

237

CHAPTER 8

(8.12)
where

is the concentration of monomer ‘1’ in the particle phase,

radical with monomer ‘1’ and ‘2’, respectively,
monomer feed and

and

are the

is the mole fraction of monomer ‘1’ in the

is the concentration representing monomer feed. In eq (8.12) only the

particle phase is considered for simplicity. A similar expression for monomer ‘2’ can be
obtained. At steady state, the rate of change in either monomer concentration in the particle
phase will be zero. Thus from eq (8.12) and it’s analogous form for monomer ‘2’, we will get eq
(8.13).

(8.13)

Another condition for steady state copolymerization will be that the rate of the loss of a specific
type of radical (let’s say with monomer ‘1’) will be equal to the rate at which that radical is
produced. This can be written as;

(8.14)
From eqs (8.13) and (8.14),

(8.15)
where
and

represents

. The reactivity ratio for acrylate (1)-methacrylate(2) are

= 0.45

= 2 (from KMORPH database). Using these values in eq (8.15) and the reaction

conditions for MA-MMA (no functional monomer) copolymerization reaction we obtain the
instantaneous weight fraction of MA and MMA in the system as 0.83 and 0.17, respectively,
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which are close to the values obtained from HPLC analysis (Figure 8.8(a)). For the
terpolymerization case (as with functional monomers here) the situation becomes more complex
and we have not attempted to solve the steady state instantaneous weight fraction for
terpolymerization.
In multicomponent semi-batch (feeded) copolymerization reactions during the feed,
depending on the reactivity ratio of all monomer pairs and their monomer weight fraction in the
feed, the steady state instantaneous monomer weight fraction can differ from their weight
fraction in the feed. However after steady state is achieved, the rate of individual monomer
consumption becomes equal to the rate at which those individual monomer are fed to the reactor.
This suggests that the incorporation of each monomer in the polymer is nearly the same as their
relative levels in the monomer feed. This results in no compositional drift. This is another
advantage of semi-batch polymerization reaction. In Case 1, we find that the near steady state is
obtained at roughly 30 mins into the polymerization which represents one-fourth of the feeding
time. Thus we would expect some off ratio polymer to be formed during this portion of the
reaction. Also from Figure 8.8 we find that the instantaneous weight fraction of both MAA and
2HEMA are lower than their weight fractions in the monomer feed (similar to MMA).
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Figure 8.8: Instantaneous monomer weight fraction for semi-batch seeded emulsion
polymerization using P(75% Sty-co-nBA) seed for (a) MA-MMA system (no functional
monomer), (b) 10% MAA-MA-MMA system and (c) 10% 2HEMA-MA-MMA system. The dashed
lines represent the monomer weight fraction in the feed.

8.3.1.2 Latex Particle Morphology – Prior to discussing the experimentally obtained
morphologies from seeded emulsion polymerization for Case 1, it is important to consider the
equilibrium morphology that would be expected for this case. The equilibrium morphology
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provides a reference state and comparing that with the experimentally obtained morphology
allows us to understand how far away the experimental morphology is from the equilibrium
condition. In Case 1, without the functional monomer, the seed is very nonpolar while the second
stage is a polar polymer phase. From EQMORPH, the predicted equilibrium morphology for this
case is core-shell where the shell is made of the polar second stage polymer. We will not expect
any difference in equilibrium morphology when adding MAA or 2HEMA as after incorporation
of the highly polar functional monomer into the polar polymer, the polarity of the second stage
polymer will increase even more, supporting the core-shell (with second stage polymer as shell)
equilibrium morphology.
Figure 8.9 shows the microtomed TEM of particles produced by the semi-batch, seeded (seed
P(75% Sty-co-nBA), wet Tg = 60 °C) emulsion copolymerization of MA and MMA with no
functional monomer, 10% MAA and 10% 2HEMA systems. The samples were stained with
ruthenium which makes the PSty containing phase (here the seed polymer) appear dark. The
microtomed section thicknesses were roughly 90 nm which suggests that the microtomed section
from center of the particle will represent roughly half of the particle. From the TEM images for
all three systems, we find that the center regions of the particles are considerably dark suggesting
seed enriched areas. The location of pure seed polymer, which would be the lighter phase, cannot
clearly be seen from these images. Similar observations can be made from the TEM images
(shown in Appendix F) for other levels of MAA and 2HEMA studied here. To access the actual
morphology (or location of second stage polymer within the particle) in these particles, other
complementary techniques like DSC will be utilized.
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Figure 8.9: TEM image of microtomed ruthenium stained latex samples produced by seeded
semi-batchemulsion copolymerization using seed P(75% Sty-co-nBA) and second stage
monomers as MA, MMA and (a) no functional monomer; (b) 10 wt% MAA; and (c) 10 wt%
2HEMA.The scale bars in the images are 200 nm.

For composite latex polymers containing two distinct wet Tg’s with one of the components
having a wet Tg lower than room temperature, simple room temperature drying of the latex
polymer can reveal some information regarding the polymer(s) at the particle surface. If the
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particle surface is enriched with the lower Tg polymer, the dried sample will most likely be a
film. On the other hand if the dried sample does not form a film and can be pulvarized into fine
powder using a mortar-pestle, we expect that the particle surface contains a polymer or mixed
polymer phase with a wet Tg higher than room temperature. All the samples in Case 1 (with and
without MAA or 2HEMA) formed good, but brittle films (room temperature 20-25 °C). This
suggests that the particle surface contains mainly the second stage polymer (wet Tg = 20 °C).
While the wet Tg’s of the second stage polymer are lower than room temperature, the dry Tg of
both seed and second stage polymers are higher than room temperature which is why the formed
film is brittle at room temperature.
Figure 8.10 shows the results for the vinyl acid distributions between the serum, particle
surface region and “buried” phases obtained from conductometric titrations at 30 °C (for
uncleaned carboxylated latices produced by copolymerization of MAA with MA and MMA
using P(75% Sty-co-nBA) seed). For the 2.5% and 10% MAA cases, nearly all the MAA units in
the latex were titrated. As the acid titration procedure is a diffusion controlled process (as has
been discussed in detail in Section 6.4.1.6 ), these titration results suggest that in the polymer
particle all the MAA units contained in the second stage polymer are close to the particle surface.
This is consistent with the results from the film formation test discussed above. In the serum
phase the acid content (based on total acid content) increases with decrease in the MAA amount
in copolymerization. Interestingly this corresponds to similar acid content (11.6 ± 1.8 µmol/g
latex) in all three acid levels. Strangely for the 5% MAA case, nearly 25% of total MAA is
estimated as buried acid which cannot be explained.
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Figure 8.10: Acid distribution between serum, surface region and buried phase in carboxylated
latices produced by seeded emulsion polymerization using seed P(75% Sty-co-nBA). The
titration temperature was 30 °C and titration was done using 0.2 M NaOH solution.

From all the analytical techniques discussed so far, we can conclude that in all the composite
latices produced in Case 1 (with and without the functional monomers), the soft, polar second
stage polymer is close to the particle surface. However the state of the second stage polymer
(mixed or pure) has not been determined. This information can be obtained from DSC analysis
(and QuantDSC analysis). During the time of the analysis of these composite samples, the
baselines achieved in the DSC instrument were abnormal. However the overall results were
highly reproducible. As discussed in CHAPTER 7 for quantitiatve analysis of DSC signals using
QuantDSC software, the DSC signal including the baseline needs to be of good quality. In order
to utilize the QuantDSC software the DSC signal baseline was adjusted using the results of few
single phase polymers which were analyzed before and after the issue in DSC signal appeared.
Details on this procedure are discussed in Appendix F.3.
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Figure 8.11 shows the seed polymer composition distribution profile calculated from
QuantDSC analysis for the seed P(75% Sty-co-nBA)/second stage P(69.6% MA-co-MMA) (no
functional monomer version of Case 1) at different stages during the reaction. From this figure,
we can see that there is significant phase separation in the final sample. Combining these results
with the results from other analytical techniques, we can conclude that the final particle
morphology for this latex system is a core-shell with core enriched with nonpolar seed polymer
(~89% of total seed is pure) and the shell containing pure second stage polymer (~79% of total
second stage as pure). It should be pointed out that this is also the equilibrium morphology for
this system as predicted by EQMORPH.

Figure 8.11: Seed polymer distribution profile calculated from QuantDSC in seed P(75% Sty-conBA)/second stage P(69.6% MA-co-MMA) composite latex particle at stage ratio of 0.25, 0.5,
0.75 and at the end of reaction.

From Figure 8.11 we can also see that the second stage polymer is not well phase separated in
the early portions of the reaction. In fact the sample with 25% conversion (equivalent to a
SR=0.25 in Figure 8.11, 30 mins in the reaction) shows that the second stage polymer is
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somewhat mixed within the seed polymer. As the seed and second stage wet Tg’s are below
reaction temperature, during polymerization the fractional penetration of the entering radical will
be significant if not complete. The fractional penetration is defined as the fraction of particle
radius that an entering oligoradical can diffuse before terminating. In seeded emulsion
polymerization where the seed and second stage polymers and have the tendency to phase
separate (in case of no diffusion restrictions), the second stage polymer radical (upto a fraction of
its final molecular weight) is soluble in both the seed and second stage polymers [68]. As the
radical grows by propagation, its solubility in the seed polymer quickly diminishes. At this point
the growing radical will have the tendency to phase separate. However this will require the high
molecular weight polymeric species to diffuse towards the equilibrium morphology and will
need other chains to create a stable domain. This would be a slow process. At the 25%
conversion (or one-fourth of the monomer feed time) in seed P(75% Sty-co-nBA)/second stage
P(69.6% MA-co-MMA) case, the second stage polymer may not have diffused far enough to
create second stage polymer shell, however the phase separation process many have already
started.
From the QuantDSC analysis for samples at 50% and 75% conversion, we can see that there
is pure second stage polymer within the sample. Once the second stage polymer starts forming
the shell, the enviornment for the entering radicals will be second stage rich phase. The radicals
will have two choices – diffuse through the second stage polymer to the seed polymer and then
diffuse back towards the particle surface, or propagate within the pure second stage polymer
close to the particle surface. While both mechanisms are possible (as entering oligoradical will
be soluble in both seed and second stage polymer), as the reaction continues, the later
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mechanism will be expected to be significant which may explain the increase in the pure second
stage polymer as the conversion increases.
The QuantDSC analysis could not be done for latex samples with functional monomers in
current system. The wet Tg of the second stage polymer was 20 °C, however the dry T g of that
polymer is higher than that and depends on the overall composition in the polymer. In these
samples the pure seed and second stage polymer signals are close and QuantDSC analysis could
not be done with confidence. In the case where QuantDSC could not be used, the pure seed
within the composite latex samples was compared qualitatively with scaled DSC signal of the
pure seed polymer. This suggested significant amounts of pure seed polymer in all the samples
containing the functional monomers. This also suggests that the final morphology in the latices
produced with functional monomer (in current case) have a similar morphology to the no
functional monomer case i.e. core-shell type morphology with seed polymer as core, as discussed
earlier.
The biggest difference in the Case 1 system between the no functional monomer and
functional monomer experiments is that the polarity difference between the seed and the second
stage polymers will be higher with increases in the MAA or 2HEMA levels. This would increase
the driving force for phase separation (i.e. the Gibbs free energy of mixing) with increases in the
functional monomer amount. The final morphology in all the systems studied here should be
core-shell (with second stage being the shell) which was obtained in all cases.

247

CHAPTER 8
8.3.2 Case 2: Seed P(MA-co-MMA) (wet Tg = 60 °C)/2nd Stage P(x% FA-co-Sty-co-nBA)
(wet Tg = 20 °C)
In Case 2 of the morphology experiments, the seed and second stage polymers were selected
so that the diffusion characteristics of the system are similar to that of Case 1 (wet Tg seed and
second stage polymers are same as Case 1) while the polarity of non-functional monomers in the
seed and second stage polymers are reversed as compared to Case 1. In contrast to Case 1 where
incorporation of the functional monomer was to an already polar phase, in Case 2 the functional
monomer was copolymerized with relatively nonpolar, nonfunctional monomers. This increases
the polarity of the second stage, polymer and the incompatibility of second stage polymer with
the polar seed polymer is expected to decrease. Also we expect the equilibrium morphology to
differ with different amounts of functional monomers for these Case 2 experiments.
In Case 2 the seed polymer was P(28.9% MA-co-MMA) with particle size 175 nm and wet Tg
60 °C. The semi-batch, second stage polymerization (4 hours feed and 2 hour hold, initial KPS
concentration 0.01 mol/L) was done using different levels of MAA or 2HEMA functional
monomers added to Sty and nBA nonfunctional monomers. The stage ratio was again equal to 1.
The Sty and nBA ratios in the copolymerization reaction were adjusted with different levels of
functional monomers such that the target second stage copolymer wet T g remained at 20 °C. The
experimental dry Tg of Sty-nBA copolymer is higher than those predicted by Flory-Fox equation
(eq (7.5)), however a single-parameter Gordon-Taylor equation (eq (7.6)) has been shown to
successfully estimate the dry Tg of P(Sty-co-nBA) copolymer over wide range of copolymer
composition [145]. In order to estimate the monomer composition in second stage monomer
feed, the Gordon-Taylor equation (eq (7.6)) was used with a Gordon-Taylor parameter of 0.86
[145] to estimate the dry Tg of P(Sty-co-nBA) at a given composition. The dry Tg of a copolymer
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containing this P(Sty-co-nBA) copolymer (with estimated dry Tg via the Gordon-Taylor
equation) and the functional monomer was then estimated using the Flory-Fox equation (eq
(7.5)). The water content and wet Tg in this copolymer was estimated using the
hydroplasticization model [88]. Further details on this procedure can be found in Appendix F.4.
8.3.2.1 Effect of Functional Monomers on Reaction Kinetics – In the case of polymerization only
with Sty and nBA (without any functional monomer), the Z-mer length would be 2 as the Z-mer
length for both Sty and nBA are 2 [121]. On addition of either MAA or 2HEMA, the following
differences would be expected as compared to no functional monomer case (using eq (8.11)):
1. Compared to Sty and nBA monomers, both MAA and 2HEMA are highly water soluble
monomers. The distribution of Sty, nBA and the functional monomers between water and
polymer phase may vary during the polymerization, and the amount of functional monomers in
the aqueous phase will be significantly different than their monomer fraction in the monomer
feed. This will lead to increased incorporation of the functional monomers in the water phase
oligoradical. From eq (8.5) and Table 8.5, we can expect the Z-mer length in copolymerization
with MAA or 2HEMA to be higher than 2 (no functional monomer case). From eq (8.11), this
increase in Z-mer length would generally be expected to decrease the radical entry efficiency.
2. The copolymerization of MAA or 2HEMA with Sty and nBA would also increase the
concentration of total available monomers in the aqueous phase. From eq (8.11), this will
increase the radical entry efficiency.
3. Although in copolymerization reactions the average propagation rate coefficient generally
reflects the propagation rate coefficient of the slowest monomer (except when the slow monomer
is in significantly small amount), in the aqueous phase here the amount of MAA or 2HEMA
would be much higher than Sty or nBA and the average propagation rate coefficient might be
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higher than in the no functional monomer case. Again from eq (8.11), this will increase the
radical entry efficiency.
The above discussion suggests that the differences in the radical entry efficiency (and thus
radical entry rate) in the case of copolymerization of polar and highly water soluble functional
monomer with hydrophobic monomer(s) as compared to no functional monomer case is not
straightforward. For the Case 2, we will try to identify these differences from the experimental
kinetics data.
Figure 8.12 shows the fractional conversion and monomer concentration in the particle phase
(Cp) during the polymerization for seeded (seed P(28.9% MA-co-MMA)) semi-batch emulsion
polymerization of 10% MAA and, separately, 10% 2HEMA with Sty and nBA. These results are
compared with that for the no functional monomer system under similar reaction conditions. The
results for other MAA and 2HEMA levels are shown in Appendix F. For all the MAA levels, the
polymerization kinetics and Cp levels were similar during the polymerization. For 2HEMA case,
the calculated Cp values were lower for 2.5% 2HEMA case and higher for 5% 2HEMA case than
0% and 10% 2HEMA levels. Without an observable trend with changing 2HEMA levels and
from discussion below, these differences can be attributed to experimental errors. Considering
only the trends in the experimental data with changes in the functional monomer levels, we find
the kinetics are relatively unaffected by the introduction of the functional monomer. This
suggests that the radical entry efficiency is relatively unchanged in Case 2 with increases in the
functional monomer levels. However the amount of influence of factors as such Cw, Z-mer length
and average propagation rate coefficient (as discussed earlier) on the radical entry efficiency is
still unclear.
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Figure 8.12: (a) Fractional conversion and (b) Cp (mol/L) versus reaction time for seeded
emulsion copolymerization of Sty and nBA with 0% functional monomer (FA), 10% MAA and
10% 2HEMA at 70 °C. The seed was P(28.9% MA-co-MMA).

The instantaneous monomer weight fraction in the reactor determined by HPLC analysis for
the no functional monomer, 10% MAA and 10% 2HEMA cases are shown in Figure 8.13. The
results for other MAA and 2HEMA levels are shown in Appendix F. The estimated reactivity
ratios for Sty (1)- nBA (2) monomer pair from KMORPH database are

= 0.8 and

= 0.18.

Using these values and eq (8.15), we find that the steady state nBA weight fraction for the no
functional monomer case should be 0.34 which is quite close to the measured value from HPLC
as can be seen in Figure 8.13(a). Also from Figure 8.13 we find that unlike the results for Case 1
(Figure 8.8), the instantaneous weight fraction of MAA and 2HEMA are higher than their weight
fraction in the monomer feed. Also unlike Case 1 (Figure 8.8), in Case 2 the instantaneous
weight fraction of all the reacting monomers varies somewhat throughout the polymerization
reaction. However these changes are rather small after 60 mins (one-fourth of the total monomer
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feed time) and the systems approached near steady-state values during most of the monomer feed
times until the monomer feed ends.

Figure 8.13: Instantaneous monomer weight fraction for semi-batch seeded emulsion
polymerization using P(28.9% MA-co-MMA) seed for (a) Sty-nBA system (no functional
monomer), (b) 10% MAA-Sty-nBA system and (c) 10% 2HEMA-Sty-nBA system. The lighter
dashed lines represent the monomer weight fraction in the feed.
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8.3.2.2 Latex Particle Morphology – In Case 2, the seed polymer P(MA-co-MMA) is much more
polar than the second stage P(Sty-co-nBA) (without functional monomer). The expected
morphology (via EQMORPH) for this system will be core-shell where the shell will be made of
seed polymer (herein after referred as ‘inverted core-shell’) (Figure 8.14). With incorporation of
a highly polar functional monomer, the second stage polarity will increase. Figure 8.14 shows
the predicted equilibrium morphology for different levels of MAA as studied in Case 2. Even at
2.5% MAA levels, the predicted morphology contains a significant portion of the second stage
polymer (P(MAA-co-Sty-co-nBA)) at the particle surface. At higher levels of MAA (5% and
10% MAA), the predicted morphologies become core-shell with the shell containing the second
stage polymer. Recall that in Case 1 the equilibrium morphologies were core-shell, and we
showed that at the end of the reaction that system attained the equilibrium morphology. From
those results and the fact that the seed and second stage Tg for Case 2 are equivalent to those of
Case 1, the predicted equilibrium morphology is actually core-shell. This will also allow us to
comment on the influence of the polarity of MAA in the EQMORPH software. Although the
current version of EQMORPH does not include hydroxy functional monomers, a similar
behavior to the acid system would be expected.
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Figure 8.14: Predicted equilibrium morphology from UNHLATEX EQMORPH for semi-batch
seeded emulsion copolymerization of MAA, Sty and nBA. The seed is P(28.9% MA-co-MMA).
The dark phase represents the seed polymer.

Figure 8.15 shows the microtomed TEM of particles produced by semi-batch seeded (seed
P(28.9% MA-co-MMA), wet Tg = 60 °C) emulsion copolymerizations of Sty and nBA with no
functional monomer, 10% MAA and 10% 2HEMA. The TEM results for other levels are shown
in Appendix F. The samples were stained with ruthenium which will make the PSty containing
phase (in current case, the second stage polymer) appear dark. The microtomed sections
thickness was roughly 90 nm. From these images we can see that in all the systems, the second
stage polymer forms discontinuous domains (or occlusions) mainly close to the particle surface.
Similar results were obtained by Jiang [97] for a system similar to Case 2 with no functional
monomer for the semi-batch emulsion polymerization using a polar P(MA-co-MMA) (wet Tg =
60 °C) seed and a nonpolar second stage polymer of P(Sty-co-hexyl methacrylate) (wet Tg = 20
°C). Also from Figure 8.15(b) we can see that even at 10% MAA level in the Sty-BA second
stage polymer, the obtained morphology is, unlike that predicted by EQMORPH, is not a coreshell (or at least not an continuous shell) as was obtained for Case 1. This suggests that the
current parameters associated with vinyl acids in EQMORPH probably overcompensate the
interfacial tension (or polarity) changes.
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Figure 8.15: TEM image of microtomed ruthenium stained latex samples produced by seeded
semi-batch emulsion copolymerization using seed P(28.9% MA-co-MMA) and second stage
monomers as Sty, nBA and (a) no functional monomer; (b) 10 wt% MAA; and (c) 10 wt%
2HEMA.The scale bars in the images are 200 nm.

From the discussion so far, we find that the second stage polymer (with or without the
functional monomers) forms domains or occlusions which are close to the particle surface.
However the determination of the location of such domains within the particle requires
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additional measurements. In Case 1 we pointed out that the room temperature drying of
composite latex samples can provide some information regarding the composition of the particle
surface. Upon room temperature (20-25 °C) drying of the latices produced in Case 2
experiments, all the latices (except 5% 2HEMA system) produced non-film forming samples.
This was quite different than the latices in Case 1 where after room temperature drying, the
latices formed good films. A comparison between the dried sample of 10% MAA system for
Case 1 and Case 2 is shown in Figure 8.16. Also unlike Case 1 samples, the dried samples in
Case 2 (except 5% 2HEMA) can be pulverized to fine powder using mortar-pestle. This suggests
that the particle surface does not contains pure (or very much) second stage polymer (which has
low wet Tg) and may contain either pure seed polymer (wet T g = 60 °C) or a mixed (seed and
second stage) phase polymer which will also have a wet Tg higher than room temperature. The
different drying behavior of 5% 2HEMA (which has nearly similar TEM results) case cannot yet
be explained.

Figure 8.16: (a) Second stage P(10% MAA-co-Sty-co-nBA)/seed P(28.9% MA-co-MMA) (Case
2) and (b) Second stage P(10% MAA-co-MA-co-MMA)/seed P(75% Sty-co-nBA) (Case 1) after
drying at room temperature.
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Figure 8.17 shows the results for acid distribution between serum, surface region and buried
phases obtained from conductometric titration of uncleaned carboxylated latices at 30 °C for the
latices produced the Case 2 experiments. From this figure we can see that a significant amount of
acid in the particle cannot be titrated under titration conditions (buried acid). If the MAA
containing second stage polymer was on the outside of the particle, this would not have been the
case and all (or most) the acid would have been accessible to the titrant (as was seen in Case 1
where the MAA containing second stage polymer was in the particle shell). This suggests that in
the particles produced in Case 2, the second stage polymer is not on the surface. The reasoning
for this will be discussed later in this section.

Figure 8.17: Acid distribution between serum, surface region and buried phase in carboxylated
latices produced by seeded emulsion polymerization using seed P(28.9% MA-co-MMA). The
titration temperature was 30 °C and titration was done using 0.2 M NaOH solution.

From the discussion above, we find that the morphologies of all the latices produced (with or
without the functional monomer) in Case 2 contain occlusions close to the particle surface,
however the actual particle surface is the seed polymer. First we will attempt to understand the
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reason behind this morphology for the no functional monomer system and later the discussion
will be extended for the polymerization with functional monomers. The predicted and expected
morphology for the no functional monomer system in Case 2 is an inverted core-shell which will
require phase consolidation of the second stage polymer towards the center of the particle.
Surprisingly the morphology obtained for this system is occlusions being formed close to the
particle surface, which suggests that any diffusion of the second stage polymer for phase
consolidation occurs in the opposite direction of the minimum free energy morphology. Figure
8.18 shows the free energy differences as compared to a core-shell morphology for various
occlusions for P(28.9% MA-co-MMA)/second stage (49% Sty-co-nBA) system. This was
generated using EQMORPH. In this figure the minimum energy morphology ‘inverted coreshell’ is also shown. Here we can see that while the minimum free energy is for ‘inverted coreshell’ morphology, various other occluded morphologies also have free energies which are not
too far from ‘inverted core-shell’ morphology. Also from Figure 8.18 we see that as soon as the
second stage polymer is thought to form at the polymer-water interface (thus a core-shell
particle), the free energy is much higher than other morphologies where the particle surface
contains the seed polymer. During the second stage polymerization, along with new polymer
being formed, the phase separation process may also occur. Phase separation requires at least a
few polymer chains to form phase separated domains. In the current system (with seed wet Tg as
60 °C), the fractional penetration of the oligomers is not be expected to complete. Thus it would
be relatively easy for the system to locally minimize its free energy by forming occlusions as
compared to the formation of an inverted core-shell structure. In order to form an inverted coreshell (or for phase consolidation of the second stage polymer towards the center), all of the
second stage polymer will first have to mix with the seed polymer and diffuse towards the center
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before phase separating. The process will require the second stage polymer to overcome a larger
free energy difference before minimizing it.

Figure 8.18: The occlusion plot from EQMORPH for seed P(28.9% MA-co-MMA)/second stage
(49% Sty-co-nBA) system. The dashed line respresents equilibrium morphology (inverted coreshell). The seed polymer is represented as dark.

From the discussion so far, we have found that for all the functional monomer levels in the
second stage polymer with the nonpolar Sty-nBA second stage system, core-shell (shell being the
second stage polymer phase) is not the equilibrium morphology. Also the earlier discussion for
the no functional monomer Case 2 system suggests that the obtained morphology with functional
monomers here (occlusions just beneath the particle surface while the particle surface mainly
consisting the seed polymer) may represent a structure with local free energy near the global
minimization. However none of the arguments or results so far either confirm or deny the
inverted core-shell morphology (as for no functional monomer case) as the equilibrium
morphology. The extent to which incorporation of functional monomers affect the polarity of a
nonpolar polymer requires further investigation.
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Figure 8.19 shows the seed polymer composition distribution profile calculated from
QuantDSC analysis for the semi-batch copolymerizations of Sty, nBA and no functional
monomer, 10% MAA and 10% 2HEMA case using P(28.9% MA-co-MMA) as seed at stage
ratios of 0.25, 0.5, 0.75 and 1 (equivalently 25, 50, 75 and full monomer feed times). First,
comparing the no functional monomer system here (Figure 8.19(a)) with that for Case 1 (Figure
8.11), we can see that the even at stage ratio of 0.25 (25% of total feed time), in Case 2 there is
some small amount of pure second stage component in the system. Considering the similar seed
wet Tg’s, the radical fractional penetration would be expected to be similar in both Case 1 and
Case 2 (for the no functional monomer system). In Case 2 the total monomer feed time was 4
hours instead of 2 hours in Case 1, which suggests that the SR 0.25 sample Case 2 relates to a
sample at 1 hour during the feed as compared to 30 mins in Case 1. Also the stage ratio samples
in Case 2 were kept at reaction temperature for 2 hours (the reaction hold time in Case 2) as
compared to 1 hour for Case 1. Overall the SR 0.25 sample in Case 2 is at the reaction
temperature nearly 1.5 hours more than that in Case 1. This also suggests that the sample in Case
2 had more diffusion time than in Case 1 which might explain the observed phase separation in
the stage ratio sample here as compared to Case 1.
From Figure 8.11 for Case 1, comparison of the seed distribution profile as a function of stage
ratio (or conversion) for samples containing 10% MAA or 10% 2HEMA with that for the no
functional monomer case, we find nearly similar profile in all three compared system at a given
stage ratio. Furthermore comparing the seed distribution profiles at different levels of MAA or
2HEMA (Figure 8.20) in Case 2 experiments, we find that in the final sample at all levels of
functional monomers studied, the seed and second stage polymer distributions are nearly
identical. These results are unexpected. With an increase in the functional monomer level in the
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nonpolar second stage polymer system, we would have expected that the compatibility between
the polar seed and second stage would improve. This would result in lower driving forces for
phase separation with higher functional monomer levels. From this thought we expected higher
levels of polymer phase mixing at the higher levels of functional monomers. A possible
explanation for the observed results can be that during the total polymerization time (4 hour feed
and 2 hour hold at reaction temperature), both seed and second stage polymers had sufficient
time for phase separation and any differences in driving force for phase separation were
minimized.
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Figure 8.19: Seed polymer distribution profile calculated from QuantDSC in composite particle
produced by seed P(28.9% MA-co-MMA) and second stage polymer with Sty, nBA and (a) no
functional monomer, (b) 10% MAA or (c) 10% 2HEMA at stage ratio of 0.25, 0.5, 0.75 and at
the end of the reaction.
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Figure 8.20: Seed polymer distribution profile calculated from QuantDSC at the end of the
reaction in composite particle produced by seed P(28.9% MA-co-MMA) and second stage
polymer with Sty, nBA and (a) various levels of MAA and (b) various levels of 2HEMA.

From these experimental results and discussion, we find that during polymerization the phase
separation can occur, however the phase separation may not necessarily proceed towards the
equilibrium morphology, but results in a kinetic limited morphology. For the Case 2
experiments, the inclusion of functional monomers leads to a similar morphology obtained by no
functional monomers.
8.3.3 Case 3: Seed P(MA-co-MMA) (wet Tg = 34 °C)/2nd Stage P(x% vinyl acid-co-Sty)
In Case 2 we discussed the second stage copolymerization of MAA or 2HEMA with nonpolar
Sty and nBA monomers in which a polar seed polymer P(28.9% MA-co-MMA) (wet Tg = 60 °C)
was used. In Case 3 we have again utilized a polar seed P(55% MA-co-MMA) (diameter 190
nm) and second stage polymerization used nonpolar Sty monomer with AA. The results are
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contrasted with those for MAA monomer, which was previously studied by Crosbie [146]. The
key differences between Case 2 and Case 3 systems were:
1.

Although the seed polymer in both cases were copolymers of MA and MMA, the wet Tg

of the seed polymer in Case 3 was 34 °C (estimated using hydroplasticization model [88]) as
compared to the wet Tg in Case 2 which was 60 °C. The wet Tg in Case 3 is 36 °C below the
reaction temperature and the fractional radical penetration of oligomeric radicals in Case 3
should be essentially complete (considering only seed).
2.

The second stage polymers in Case 3 were made with different levels of AA and MAA

copolymerized with the very nonpolar Sty monomer. The wet Tg of the second stage polymer
at all levels of AA or MAA monomers were higher than reaction temperature (70 °C). For
Case 2 the nonfunctional, second stage copolymer was composed of Sty and nBA. At all
levels of AA or MAA, its wet Tg was well below the reaction temperature.
3.

The initial initiator concentration in Case 3 was 0.0035 mol/L as compared to 0.01 mol/L

in Case 2. This concentration level was selected based on the reaction conditions used by
Crosbie [146]. Even though it is different than in Case 1 and 2, we are still able to usefully
compare the results obtained for the AA case here to those obtained by Crosbie [146] for the
MAA.
For the second stage polymerizations, the comonomers (Sty with desired level of vinyl acid)
were fed uniformly over 2 hours at a stage ratio (SR) 1.0. At the end of the monomer feed period,
the reactor was held at 70 °C for another hour. To maintain the aqueous phase pH at 3, citric
acid-disodium hydrogen phosphate buffer [33] was used.

264

CHAPTER 8
8.3.3.1 Effect of Functional Monomers on Reaction Kinetics - Figure 8.21 and 8.22 show the
fractional monomer conversion and the calculated monomer concentration in the polymer
particle (Cp; mol/L) for seeded emulsion polymerizations of Sty with different levels (0%, 2.5%,
5% and 10% by weight) of AA and MAA, respectively. From these figures, we find that among
all studied levels of acid monomer (both AA and MAA), the reaction is most starved (low value
of Cp) in case of pure Sty. The effect of copolymerization of AA or MAA monomer with Sty on
the radical entry efficiency can be considered as following (similar to discussion in Case 2):
1. Compared to Sty monomer, both MAA and AA are highly water soluble monomers. At any
time during the polymerization we can expect a higher monomer fraction of MAA in the water
phase compared to the MAA weight fraction in the monomer feed. From eq (8.5) and Table 8.5,
we can expect the Z-mer length in copolymerization with MAA or AA to be higher than 2 (the
0% vinyl acid case). From eq (8.11), this should increase in Z-mer length would be expected to
decrease the radical entry efficiency.
2. Again, due to higher solubility of AA or MAA in the aqueous phase, we can expect an
increase in the concentration of total available monomers in the aqueous phase during
copolymerization with Sty as compared to pure Sty polymerization. From eq (8.11), this should
increase the radical entry efficiency.
3. Due to uneven distributions of hydrophobic Sty monomer and hydrophilic functional
monomers between water and particle phases, the average propagation rate coefficient in the
aqueous phase may be higher than that for pure Sty monomer. Again from From eq (8.11), this
should increase the radical entry efficiency.
Figure 8.23 shows the estimated Z-mer lengths calculated from KMORPH for 10% AA and
10% MAA copolymerization with Sty for Case 3. From this figure we can see that for both the
265

CHAPTER 8
AA and MAA cases, the Z-mer has increased as compared to pure Sty case (Z-mer length = 2).
From this figure, we also see that the Z-mer length for AA varies between 4 and 8 during the
polymerization as compared to MAA case where the Z-mer length was around 11 throughout
polymerization. These results are rather surprising at first considering that AA is more polar than
MAA and also has a significantly higher distribution towards the aqueous phase (as had been
discussed in Chapter 5). However these results reflect the significant differences in the reactivity
ratios of AA and MAA radical towards Sty monomer (as shown in Table 8.4). For the case of
AA, similar Z-mer lengths were estimated from KMORPH for all levels of AA in
copolymerization with Sty. On the other hand, for MAA copolymerization with Sty, the
estimated Z-mer length for 2.5% and 5% MAA levels were 6 and 8, respectively.
Despite the increase in the Z-mer length with AA or MAA as compared to pure Sty
polymerization, KMORPH simulation of different levels of AA and MAA (including 0% vinyl
acid system) for Case 3 experiments suggest an increase in the radical entry efficiency with
increase in the AA or MAA levels. This is mainly due to the increase in the aqueous phase
monomer concentration. The simulation results for the 10% AA and 10% MAA along with 0%
vinyl acid systems are shown in Figure 8.24 and 8.25, respectively. From Figure 8.24 we find
that despite the increase in the radical entry efficiency (and thus the radical entry rate), the
average number of radicals per particle ( ) decreases with increase in the AA levels in the
copolymerization reaction. This is due to increase in the radical concentration in the particle and
the resulting increase in radical termination rate within the particle. Decreases in

with increases

in the AA levels would explain the increase in the monomer concentration (eq (8.9)) as observed
from experimental results. While the KMORPH simulation results for MAA copolymerization
with Sty (Figure 8.25) also show increase in radical entry efficiency, the simulated results for
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increase with increases in the MAA levels. Also this increase in

would suggest completely

different experimental results than what were observed for the MAA case. The reasons behind
these differences in simulation of

for AA or MAA remain rather unclear.

Figure 8.21: (a) Fractional conversion and (b) Cp (mol/L) versus reaction time for seeded
emulsion polymerization of Sty with 0%, 2.5%, 5% and 10% AA at 70 °C. The seed was P(55%
MA-co-MMA) (wet Tg=34 °C).

267

CHAPTER 8

Figure 8.22: (a) Fractional conversion and (b) Cp (mol/L) versus reaction time for seeded
emulsion polymerization of Sty with 0%, 2.5%, 5% and 10% MAA at 70 °C. The seed was P(55%
MA-co-MMA) (wet Tg=34 °C) [146].

Figure 8.23: Z-mer length estimated from KMORPH simulation of (a) 10% AA-Sty and (b) 10%
MAA – Sty case. The seed was P(55% MA-co-MMA).
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Figure 8.24: Radical entry efficiency and average radicals in the particle versus time from
KMORPH simulation of (a) 0% AA-Sty and (b) 10% AA – Sty case. The seed was P(55% MA-coMMA).

Figure 8.25: Radical entry efficiency and average radicals in the particle versus time from
KMORPH simulation of (a) 0% MAA-Sty and (b) 10% MAA – Sty case. The seed was P(55%
MA-co-MMA).

The observed kinetics and mechanistic considerations for the MAA copolymerization with
Sty in Case 3 experiments are significantly different than what we found in Case 2 for MAA
copolymerization with Sty and nBA. Comparing the polymerization systems in both Case 2 and
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Case 3, a few key differences between these experiments are discussed below and can shed some
light on the differences in observed kinetics.
1.

The initial initiator levels in Case 2 and Case 3 were 0.01 mol/L and 0.0035 mol/L,

respectively. At a given radical entry efficiency, the radical entry rate in Case 2 would higher
(roughly 3 times) than in Case 3 (eq (8.10)). This difference in initiator levels in both cases
also suggest that changes in radical entry efficiency would have more significant impact in
Case 3 as compared to Case 2.
2.

In Case 2, the copolymerizations with or without the MAA monomer were done with Sty

and nBA monomers as compared to Case 2 where only Sty monomer was used. The
propagation rate coefficients for Sty and nBA are significantly different and are estimated to
be 451 L/mol-s and 40856 L/mol-s, respectively, at 70 °C (KMORPH database). The average
propagation rate coefficient for copolymerization reaction is a weak function of the amount of
the more reactive monomer, however at nearly 50:50 Sty-nBA levels in Case 2, the average
propagation rate coefficient would be expected to only slightly higher than that for pure Sty
(Case 3). This would suggest a slightly higher radical entry efficiency in Case 2 (without any
functional monomer) as compared to Case 3 (again without any functional monomer) (eq
(8.11)). If the radical entry efficiency is higher even without any functional monomer, any
increase in that with inclusion of functional monomers would have lower impact on kinetics
(note that the maximum radical efficiency can be 1).
8.3.3.2 Latex Particle Morphology – For polymerization with pure Sty, the second stage polymer
will be highly nonpolar compared to the P(MA-co-MMA) seed. The expected morphology (as
predicted by EQMORPH) for this system is an inverted core-shell where the shell is the polar
seed polymer.
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Figure 8.26 shows the microtomed TEM images of polymer particles produced by the semibatch emulsion polymerization with pure Sty, 10% MAA-Sty and 10% AA-Sty monomers in
Case 3 experiments. The microtomed sections were stained with ruthenium which will make the
PSty phase (second stage polymer) appear dark. At first look, the morphology for all of the
images in Figure 8.26 appears to be core-shell where the shell contains the second stage polymer.
However further analysis using DSC (discussed below) suggests that the actual morphology is
not a core-shell but contains significant amounts of mixed phase polymers. This points out once
again that the conclusions from TEM results need to be verified with other analytical methods.
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Figure 8.26: TEM image of microtomed ruthenium stained latex samples produced by seeded
emulsion polymerization using seed P(55% MA-co-MMA). (a) Pure Sty, semi-batch [146]; (b) 10
wt% MAA-Sty system, semi-batch [146]; and (c) 10 wt% AA-Sty system, semi-batch. The scale
bars in the images are 200 nm.

In Figure 8.27 we compare the DSC signals for composite particles made with different levels
of AA in the second stage polymer. From this figure we can see that the signal associated with
the pure seed (dry Tg ~ 48 °C) decreases with increases in the amount of AA in the Sty
copolymer. At 10% AA, the DSC signal suggests a highly mixed (poor phase separation)
morphology. For quantitative evaluation, these DSC signals were analyzed using QuantDSC and
the estimated seed polymer distribution profiles are shown in Figure 8.28. From this figure and
the values reported in Error! Reference source not found. we find;
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1.

At all AA monomer levels (including 0% AA), there is essentially no pure second stage

polymer in the final latex particles. Referring to Error! Reference source not found. in
Chapter 7, it is to be remembered that any amount less than 5% mixed phase is considered
pure (simply for discretization). This is why there are some traces of pure second stage
polymer reported there. However from Figure 8.28 we can clearly see that there is no trace of
pure Sty containing second stage polymer in the sample.
2.

In the case of pure Sty (no AA monomer) we do find some amount of pure seed P(MA-

co-MMA) in the composite latex. However the amount of pure seed polymer decreases
quickly with increases in the amount of AA.
Comparing the DSC signals from composite latices with the AA system (Figure 8.27) to those
produce by MAA copolymerization with Sty under similar conditions (Figure 8.29), we find
great similarities between them. Similar to the AA system, the amount of pure seed polymer
signal decreases quickly with increases in the MAA level. This suggests a similar distribution
profile for the MAA copolymerization as had been determined by QuantDSC analysis for the AA
system.
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Figure 8.27: Reversing dCp/dT versus temperature for 2nd stage P(AA-co-Sty)/seed P(55% MAco-MMA) latex polymer produced by semi-batch polymerization. The AA levels were 0%, 2.5%,
5% and 10% (by weight). The seed polymer signal is scaled and shifted to match the baseline of
composite polymer.

Figure 8.28: Seed polymer distribution profile calculated from QuantDSC in seed P(55% MAco-MMA)/second stage P(AA-co-Sty) composite latex particle for 0%, 2.5%, 5% and 10% (by
wt%) AA levels.
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Figure 8.29: Reversing dCp/dT versus temperature for 2nd stage P(MAA-co-Sty)/seed P(55%
MA-co-MMA) latex polymer produced by semi-batch polymerization. The MAA levels were 0%,
2.5%, 5% and 10% (by weight). The seed polymer signal is scaled and shifted to match the
baseline of composite polymer [146].

The DSC analyses of both AA and MAA containing latices studied in Case 3 suggest that
with increases in either acid level, the amount of phase separation between the seed and the
second stage polymer decreases. This phase separation process depends on two factors; first, the
diffusive capabilities of the polymer chains and second, the driving force for the phase
separation. The diffusion capabilities of the polymers are dependent on the wet Tg’s of these
diffusing polymers as compared to the reaction temperature. The amount of monomer in the
particle will also plasticize the polymers, increasing their diffusion coefficients further. While the
seed polymer in all of these studies was the same, the wet Tg of the second stage polymer in all
cases was higher than the reaction temperature, suggesting similar diffusion capabilities of the
second stage polymer. From the reaction kinetics data (Figure 8.21 and Figure 8.22), we have
shown higher monomer concentrations in the particle phase in the case of AA or MAA
copolymerization as compared to pure Sty polymerization. This would suggest increased
diffusion possibilities in the case of AA and MAA copolymerizations with Sty. This should lead
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to higher rates of phase separation. However from the DSC results we find completely opposite
behavior. The driving force for phase separation is related to the phase compatibility of the two
polymers. This driving force will be lower as compatibility (as judged by the free energy of
mixing) between the two polymers increases. Both AA and MAA are highly polar and their
incorporation into the PSty will improve the compatibility of the second stage copolymer with
the polar P(MA-co-MMA) seed. This will decrease the driving force for phase separation. Thus
we see two competing factors influencing the rate of phase separation during reaction: 1)
increased mobility of the polymer chains due to increased monomer levels, Cp, in the particles as
the AA levels increases, and 2) decreased free energy driving forces for phase separation as the
AA level increases. Clearly the latter overwhelms the former, leading to increased mixing (or
decreased phase separation) as the functional monomer levels increases.
Both Case 2 and Case 3 experiments have similar equilibrium morphologies (at least for the
systems without any functional monomers) and the seed Tg in Case 3 is even lower (wet Tg = 34
°C) than that in Case 2 (wet Tg = 60 °C). However in Case 2, we obtained well phase separated
morphologies (but not the equilibrium morphology) while in Case 3 the morphologies were
relatively well mixed. The free energy driving force for phase separation would be expected to
be similar in both Cases 2 and 3, considering the similar polarity of nBA monomer to that of Sty.
One of the differences between Case 2 and Case 3 is the wet Tg of the second stage polymer. In
Case 2 (wet Tg = 20 °C) it was well below reaction temperature and in Case 3 it was well above
reaction temperature at all levels of AA or MAA. This would suggest a higher diffusion
capability of the second stage polymer in Case 2 as compared to Case 3. Moreover the total
reaction times in the Case 2 experiments were longer (4 hour feed and 2 hours hold) than those in
Case 3 (2 hour feed and 1 hour hold). The increase in time for diffusion will further improve any
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phase separation in Case 2 experiments. But it appears that the most important difference
between the morphology results achieved in Case 2 and Case 3 experiments is that the effective
Tg of the second stage polymer chains in Case 2 experiments was well below the reaction
temperature. This allowed for significant phase separation in those experiments. The conditions
in Case 3 experiments results in very restricted diffusion of the second stage polymer chains
leading to highly mixed morphologies.
The results from Case 3 suggest differences in both kinetics and the final morphology with
variations on the levels of AA or MAA functional monomers which are different than the results
from Case 1 and Case 2. This suggests that while the functional monomers affect reaction
kinetics, the polarities and driving forces for phase separation, those effects may or may not be
observable, depending on the system.
8.4 Conclusions and Suggested Future Works

The conclusions from this chapter can be summarized as follows.
1. In emulsion copolymerization with functional monomers the Z-mer length increases. This
increase is a reflection of the functional and nonfunctional monomer polarities and their
reactivity ratios in the aqueous phase. For example the estimated Z-mer lengths for 10% AA-Sty
and 10% MAA-Sty polymerization systems studied here were ~6 and 11, respectively as
compared to a value of 2 for Sty alone.
2. Along with the increase in Z-mer length, the total monomer concentration in the aqueous
phase increases with addition of functional monomers as compared to similar systems without
the functional monomers. While the increases in Z-mer length and aqueous phase monomer
concentrations have opposite effects on the radical entry efficiency, the experiments and
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simulations for the system studied here suggest that the radical entry efficiency does not decrease
with AA, MAA or 2HEMA functional monomers as compared to the reactions without the
functional monomers.
3. We found that in some cases the changes in water phase kinetics due to functional monomers
can result in increases in the monomer concentrations in the particle phase.
4. In seeded emulsion copolymerization of functional monomers with a nonpolar, glassy second
stage monomer and a non-glassy, polar seed, the final particle morphology was highly mixed and
kinetic controlled., With an increase in the amount of functional monomer, the degree of phase
separation decreased due to an increase in phase compatibility between both phases. On the other
hand, when the second stage nonpolar polymer was soft at reaction temperature the final
morphology was quite well phase separated and close to equilibrium morphology. In the latter
case the morphologies obtained from copolymerization with and without functional monomer
were similar.
5. In seeded emulsion copolymerizations where the functional monomer was polymerized with
polar monomers, in the presence of a nonpolar seed the final morphologies were close to
thermodynamic equilibrium and similar to those obtained without the functional monomer.
Functional monomers made little to no effect on the final morphology in such cases.
6. The effect of hydroxy (meth)acrylate functional monomers was similar to that obtained for
the vinyl acid monomers.
From the experiments described in this chapter, the following topics are recommended for
further investigation.
1. The effect of acid monomers on equilibrium morphology predictions in EQMORPH appears
to be overstated. These effects have always been felt through the surface free energies at the
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polymer-polymer and polymer-water interfaces. Along with the inclusion of hydroxy functional
monomers, these interfacial tensions require further investigation.
2. The parameters used to estimate the Z-mer lengths for hydroxy (meth)acrylate copolymers
require reevaluation as the values reported in this work appear to be overestimations.
3. The work reported here has focused on vinyl acid and hydroxy (meth)acrylate functional
monomers. An entire class of amine based functional monomers has not been studied. These are
frequently used in the emulsion polymerization industry. Very few reports are available in the
literature discussing their distribution behavior and their effect on particle morphology. It should
be an interesting study to compare such functional monomers with vinyl acid and hydroxy
(meth)acrylate monomers in terms of their distribution behavior and morphology effects. Indeed,
it would appear that the pursuit of a unifying theory of the distribution behavior of all 3 classes
of functional monomers is well worth while.
4. Considering the challenges for the quantitative DSC analysis of some of the samples studied
here (e.g. overlapping peaks in the dry polymer samples) and the fact that the latices are formed
in the aqueous phase, there ought to be a quantitative analysis technique developed using the wet
Tg of the polymer instead of dry Tg.
5. Simulation software packages like KMORPH and EQMORPH allow us to understand and
appreciate the complexities involved in the morphology development during emulsion
polymerization. The actual morphologies obtained are a result of a rather complex balance
between polymer chain diffusion and thermodynamic factors. The prediction capabilities
achieved by combining both of these factors in a quantitative manner will greatly enhance the
software used to make predictions and develop insight.
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A HYBRID ALGORITHM FOR ACCURATE AND EFFICIENT MONTE CARLO
SIMULATIONS OF FREE-RADICAL POLYMERIZATION REACTIONS

9.1 Introduction

Simulation of polymerization reactions can provide insight and reduce the number of
experiments required to produce polymers with desired properties. Trial and error based
experiments face time and financial challenges. Consequently polymerization simulations have
both academic and industrial interest. The most common approach for the simulation of
polymerization reactions is to utilize ordinary differential equations (ODEs) [147,148].
Macromolecular reactions are generally diffusion-controlled and are thus a function of polymer
chain-length. For this reason the reaction rate parameters associated with polymer-polymer
termination reactions are highly chain length dependent. Also these parameters will be different
for every polymer pair. In order to solve the ODEs, these complexities have been treated
empirically [147,148] or using special techniques like Galerkin h-p-method [149].
Another approach for simulating polymerization reactions is using a stochastic simulation
approach (SSA) or Monte Carlo methods [60,150,151]. One of the advantages of using Monte
Carlo methods is that information regarding every polymer chain in the selected system is
available. This simplifies the identification and treatment of chain-length dependent reactions.
The Monte Carlo methods are relatively easy to implement [152]. In Monte Carlo simulations,
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the reaction pathways are determined by generating random numbers and assessing probabilities
associated with different reaction possibilities. Despite the effectiveness of this approach, the
requirement of computing probabilities and then selecting the appropriate reaction at each
simulation step, Monte Carlo simulations can require long simulation times.
In Monte Carlo (MC) simulations an extremely small fraction of the reaction system is taken
as a representative sample and it is considered that the simulation results in this sub-system
would be the same for the complete system. The appropriate size of the sub-system is one in
which all the associated reacting species are in significant quantities so the stochastic
assumptions remain valid. Thus the simulation volume taken for MC methods should be
cautiously selected and will be discussed in detail later in this paper. In MC simulations of free
radical polymerizations most of the computation time is spent following the addition of
monomers to the polymer radicals (propagation step). This is why an increase in simulation
volume results in a significant decrease in simulation performance in terms of computation time.
The propagation step occurs hundreds of times more frequently than transfer or termination steps
and can reasonably be seen as a continuous process. This can be simulated using continuous
computational approaches like Euler's method that are significantly faster than MC calculations.
The other reaction steps can be simulated using MC approach. When implemented carefully, this
hybrid approach can outperform the complete Monte Carlo approach in terms of computation
time without the loss of simulation accuracy. Similar approaches have recently been successfully
implemented in the fields of bioinformatics [153].
The purpose of our current work relates to 1) evaluation of the appropriate simulation volume
for stochastic simulations for free radical polymerization reactions, and 2) describing a hybrid
simulation approach to simulate polymerization reactions accurately and efficiently, that can be
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applicable for rapid simulations on common personal computers. The results from this approach
are compared with complete MC simulations and compared to experimental results for bulk
polymerization (including the gel effect) of methyl methacrylate. This article has been previously
published as ‘Tripathi, A. K.; Sundberg, D. C. A Hybrid Algorithm for Accurate and Efficient
Monte Carlo Simulations of Free-Radical Polymerization Reactions. Macromol. Theory
Simulations [Online early access]. DOI: 10.1002/mats.201400062. Published online: Oct 28,
2014.’ and is reprinted from this article, Copyright (2014), with permission from John

iley &

Sons, Inc.
9.2 Description of Free-Radical Polymerization

The proposed model relates to any free-radical polymerization reaction. However to
demonstrate its effectiveness, we will treat the bulk polymerization of methyl methacrylate
(MMA). The reason for selecting this polymerization reaction is because the reaction rate
parameters and experimental data for this polymerization reaction are widely available
[147,148]. For the free-radical bulk polymerization of MMA only initiation, propagation and
termination reactions were considered. Chain-transfer reactions were neglected for simplicity.
The detailed scheme is as follows:
Initiation
(9.1)
(9.2)
Propagation
(9.3)
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Termination
(9.4)
where I is the initiator, Ir the initiator radical, M the monomer, Ri growing polymer radical with i
monomer units and Pn dead polymer with n monomer units. The termination reaction of MMA
radicals occurs by both, combination and disproportionation mechanism [154]. For the present
discussion, the termination was considered only by disproportionation following previous
modeling work by Chiu et al [147].
The propagation and termination rate coefficients in eqs (9.3) and (9.4) are a combination of
diffusion controlled and chemically controlled contributions [40,147,148,155-160]. The overall
propagation rate coefficient is given by [40]:

(9.5)
(9.6)
Similarly, the overall termination rate coefficient for termination of a radical having i monomer
units with a radical having j repeat units is given by [40]:

(9.7)

In eq (9.7), the diffusion controlled termination (

) and residual termination (

)

coefficients are given by [40]:
(9.8)
(9.9)
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The radius of interaction for termination ( ) is given as [159,40]

(9.10)
The diffusion coefficient for radicals with monomer units i ( ) can be correlated with the
monomer diffusion coefficient (Dmon) as [40]

(9.11)
where

is the weight fraction of the polymer in the system. All the appropriate parameters and

coefficients used here are reported in Table 9.1. The procedure to obtain the diffusion coefficient
of the monomer (

) is discussed in a later section. During MMA bulk polymerization the

volume shrinkage is roughly 10-15% due to density differences between the MMA monomer and
PMMA polymer however volume change during polymerization is ignored here for simplicity.

Table 9.1: All the Parameters used in the simulation for bulk polymerization of MMA

a

Parameter

Value

Reference

kd (s-1) (AIBNa)

1.05 × 1015exp(-15430/T (K))

[147]

f

0.58

[147]

(L mol-1s-1)

2.673 × 106exp(-22.3 KJ mol-1/RT)

[161]

(L mol-1s-1)

1.984 × 108exp(-5.89 KJ mol-1/RT)

[161]

(nm)

0.6

[40]

(nm)

0.585

[159]

(nm)

0.69

[159]

47

[159]

AIBN: Azobisisobutyronitrile initiator
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For the bulk polymerization of MMA, reactions in eqs (9.1)-(9.4) can be expressed as a set of
ordinary differential equations (ODEs) as

(9.12)

(9.13)

(9.14)

(9.15)

(9.16)

(9.17)
The ODEs in eqs (9.12)-(9.17) require large number of variables to be solved mostly due to
chain-length dependent termination rate coefficients (

). These type of ODEs have previously

been solved successfully using some simplifications [148] and special techniques like method of
moments [147] and Galerkin h-p-method [149].
Another approach for solving eqs (9.1)-(9.4) is to use Monte Carlo methods [162,163]. In this
approach the information regarding the chain-length dependent termination rate for each of the
radical pairs can be obtained and utilized without any simplifications. The Monte Carlo methods
has been successfully applied for free-radical polymerization reactions [60,150,151]. This
approach is discussed in the next section.
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9.3 Complete Monte Carlo Simulation Approach

In Monte Carlo simulations (stochastic simulations), a simulation volume (V) is used to
represent the complete system. The simulations are based on the reaction propensity

for

reaction i which can be written as
(9.18)
where

are the stochastic reaction coefficients and

the total number of possible combinations

of reacting molecules for each reaction i possible in the system. The bulk reaction rate
coefficients for these reactions can be utilized to obtain these

[162,163]. Gillespie [162,163]

proposed two simple stochastic simulation algorithms (SSA), the Direct Method and the First
Reaction Method. Since this publication, these approaches and their variants have been heavily
used in simulation of complex reactions in various fields including free-radical polymerization
[60,150,151]. Here we briefly discuss the Direct Method for Monte Carlo simulations.
The Direct Method utilizes 2 uniform random numbers (r1, r2) between 0 and 1 at every
simulation step to calculate the simulation time step ( ) and the reaction

(e.g. propagation,

termination) that will occur in this time step. The simulation time step ( ) is calculated as

(9.19)

where

is total number of reactions occurring in the system. The reaction

is selected such that

a criterion in eq (9.20) is satisfied.

(9.20)
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Once the reaction

is selected, the participating molecules in reaction

are updated according

to the stoichiometry and mass balance. For example in case of a propagation reaction, 1
monomer molecule is removed from the population and the chain length of a radical is increased
by 1. This process is run in a loop until the desired conditions, (e.g. conversion and total reaction
time) are satisfied. The Direct Method and other SSA approaches have been reviewed by Pahle
[164] and Lecca [165].
9.4 Effect of Simulation Volume

9.4.1 Effect of Simulation Volume on Free-Radical Polymerization Simulations
In Monte Carlo simulations, the simulation volume V should be big enough such that all the
reacting species are in sufficient numbers. The obvious solution to having inaccurate results is to
increase the simulation volume. However this may dramatically increase the time required to
complete the simulation. A common practice is to do the simulation at 2 or more different V's
and continue until there is no significant effect of the simulation volume on the results.
Here we have studied the effect of the simulation volume on free-radical polymerization of
bulk polymerization of MMA. These simulations were performed considering complete kinetic
control of both the propagation and termination reactions. This allows for an easy comparison
with the exact solution obtained by solving ordinary differential equations (ODE) for the
reactions shown in eqs (9.1)-(9.4). These simulations were done for 3 different conditions where
the reaction temperature and initial initiator concentrations were varied. The reaction conditions
were taken from Chiu et al [147]. All the simulations were performed using MATLAB 2013a on
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a computer equipped with an Intel Xeon 3.2 GHz with 16 GB RAM running CentOS 5 linux
operating system.
In Figure 9.1 we compare the reaction kinetics simulated using a complete Monte Carlo
approach for bulk MMA polymerization at different simulation volumes, V. From this figure we
can see that the results are highly dependent on the simulation volume up to V < 2.4 × 10-17 L.
Also, we find that the simulation results significantly differ from the exact solution obtained by
ODE solution for that volume. The initial initiator concentration and reaction temperature were
also varied and the effect of selected simulation volume on the reaction kinetics was tested and
the results are shown in Figure 9.2 and Figure 9.3. From these figures we find that the minimum
simulation volume at which the stochastic simulation results are accurate is not constant and
depends on the reaction conditions. In the next section, we will develop an approach to predict
the appropriate simulation volume for stochastic simulations depending on the reaction
conditions.
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Figure 9.1: Effect of simulation volume on complete Monte Carlo simulations (SSA) of bulk
polymerization of MMA at 70 °C with initial initiator concentration of 0.0258 mol-L-1.
Simulation volume (○) 1.0 × 10-18 L, (□) 1.0 × 10-17 L, (+) 2.4 × 10-17 L and (◇) 4.9 × 10-17 L.
The solid line is ODE solution.

Figure 9.2: Effect of simulation volume on complete Monte Carlo simulations (SSA) of bulk
polymerization of MMA at 70 °C with initial initiator concentration of 0.01584 mol-L-1.
Simulation volume (○) 1.0 × 10-18 L, (□) 1.0 × 10-17 L, (+) 3.1 × 10-17 L and (◇) 6.2 × 10-17 L.
The solid line is ODE solution.
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Figure 9.3: Effect of simulation volume on complete Monte Carlo simulations (SSA) of bulk
polymerization of MMA at 50 °C with initial initiator concentration of 0.0584 mol-L-1.
Simulation volume (○) 1.0 × 10-18 L, (□) 1.0 × 10-17 L, (+) 9.2 × 10-17 L and (◇) 1.8 × 10-16 L.
The solid line is ODE solution.

9.4.2 Appropriate Simulation Volume for Bulk and Solution Polymerization
In free radical polymerizations there are no radicals in the system at the beginning of reaction.
Within a very short time the system attains pseudo-steady state in which the rate of radical
generation and rate of termination become approximately equal. At this point the number of
radicals becomes approximately constant on average for that time duration.
In free radical polymerization the total number of radicals in the system is very small
compared to total number of monomer molecules. Thus an appropriate simulation volume must
be large enough so that the average number of radicals in that volume is greater than 2, the
minimum for a termination reaction. Using the steady state approximation,
(9.21)
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(9.22)
(9.23)
where RI and RT are rate of initiation and rate of termination, respectively. From Eqs (9.21)(9.23),

(9.24)
where R is the total number of radicals in the volume V. For appropriate stochastic simulation of
free radical polymerization if the minimum number of radicals in the simulation volume V is n,
then from eq (9.24)
(9.25)
Since termination reactions require at least 2 radicals, the appropriate value of n should be
greater than 2 for determination of the appropriate simulation volume using eq (9.25). For
example, using the parameters in Table 9.1 and eq (9.25), the minimum suggested simulation
volume (for n = 2) for MMA polymerization at 50 °C and 70 °C will be 1.19 × 10-16 L and 3.15 ×
10-17 L, respectively, for initial initiator concentration of 0.01584 mol-L-1. Recently Parsa et al
[166] also derived eq (9.25) for Monte Carlo simulation and compared the obtained results from
those simulations with the results from deterministic methods. In Figure 9.1, Figure 9.2 and
Figure 9.3, the volumes represented by V3 and V4 represent volume corresponding to n = 2 and
4, respectively in eq (9.25) while the volumes represented by V1 and V2 correspond to values of
n < 2 in eq (9.25). From these figures we can see that the simulation volume for n ≥ 2 (eq (9.25))
can effectively simulate the reaction kinetics while that for n < 2 is not true. Equation (9.25)
(here and Parsa et al [166]) sets criteria for minimum simulation volume for effective Monte
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Carlo simulations of free radical polymerization which will be dependent on reaction conditions
(see Figure 9.1, Figure 9.2 and Figure 9.3 for example).
It should be pointed out that in development of eq (9.25) only the chemical contribution to
termination rate coefficient is considered. In bulk or solution polymerization, the reaction
proceeds from a dilute polymer solution where the termination rate coefficient will be at its
highest. During the polymerization reactionthe overall termination rate coefficient will be
smaller than

(see eq (9.7)). Thus for a selected value of n, the equality in eq (9.25) sets the

upper limit of the simulation volume for the polymerization reaction. This also suggests that
using eq (9.25) to set the simulation volume at the beginning of the simulation will create a value
of V that is valid throughout the polymerization reaction.
Equation (9.25) provides a method to estimate the minimum appropriate simulation volume to
obtain accurate simulation results from stochastic simulations for free radical polymerization.
This equation can be modified for copolymerization reactions. It can also be utilized in complex
polymerization reactions like crosslinking and branching reactions.
9.4.3 Effect of Simulation Volume on Simulation Time
In stochastic simulations increasing the simulation volume increases the simulation accuracy.
However this also means that the total number of reacting species followed in the simulation
correspondingly increases. As a result the total number of calculation loops required to obtain
proper answers increases, and increases the amount of computation time required to complete the
simulation. In Figure 9.4 we have plotted the CPU time required to complete Monte Carlo
simulations (upper 3 curves) against the simulation volume used. The arrows in Figure 9.4 point
to simulation volumes corresponding to n ≥ 2 in eq (9.25). From this log-log plot we see that
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with an increase in the simulation volume, the simulation time required increases dramatically. It
should be pointed out that these simulations were done using only chemically controlled rate
parameters. Inclusion of diffusion controlled reactions (which will be discussed later) and other
complications increase the computation requirements and further increase the simulation time.

Figure 9.4: Simulation time (CPU time) versus simulation volume (V) for complete and hybrid
Monte Carlo simulations of bulk polymerization of MMA. (solid and empty ○) 70 °C; I01, (solid
and empty □) 70 °C; I02 and (solid and empty ◇) 50 °C; I01. Empty and solid symbols represent
complete Monte Carlo simulations and hybrid simulation approach, respectively. I01 and I02
represent initial initiator concentrations of 0.0258 mol-L-1 and 0.01584 mol-L-1, respectively.
The arrows point to simulation volumes corresponding to ≥ 2 in eq (9.25).

9.5 Hybrid Simulation Approach

One of the challenges in Monte Carlo methods is that these methods are highly processor
intensive and require long simulation times. In the last decade, various approximate approaches
like tau-leap method [167] and hybrid methods (for example ref [153,168,169]) had been
suggested to reduce the simulation time. The tau-leap method [167] selects many reaction events
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in a given time step while the complete Monte Carlo method treats a single reaction event in
each step. This allows reduction in simulation time. The hybrid approaches combine the
stochastic method with fast solvers like an ODE solver. A good review of both of these
approaches can be found at Pahle [164]. All these approaches aim towards an accurate
simulation with reduced simulation time and ultimately the selection of the proper approach
depends on system that is being simulated and the modeler’s choice.
For the simulation of free radical polymerization reactions using Monte Carlo methods, there
are very few reports addressing the simulation time. Chaffey-Millar et al [170] and Van
Steenberge et al [171] identified the selection of reaction choice and updating the probability in
every step during Monte Carlo simulation as one of the time consuming steps. They suggested a
‘probability tree’ approach to reduce the computation time. Schütte et al [152] introduced a
hybrid Galerkin-Monte Carlo method for simulation of polymerization reactions. In this
approach the both the deterministic Galerkin h-p method and the stochastic Monte Carlo method
are done in parallel. The reaction rates and concentrations at the beginning of the Monte Carlo
method is taken from the deterministic approach at the given time which allows for a small
number of chains for the Monte Carlo method. Parsa et al [166] compared this approach with the
complete Monte Carlo method and found comparable results with reduced simulation time. Here
we demonstrate a different hybrid approach based on Griffith et al [153]. This approach targets
the propagation reaction in free-radical polymerization as a bottleneck for the slow simulation
times in complete Monte Carlo methods. In such hybrid approach both the deterministic and the
stochastic methods occur in series. This method can be easily integrated to an already existing
Monte Carlo simulation code. However, the same simulation volume restrictions, as in the
complete Monte Carlo method, will be applicable to this approach. As the hybrid method
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demonstrated here is still a Monte Carlo method, the ‘probability tree’ approach [170,171] can be
implemented to further improve this approach.
In complete Monte Carlo simulations of free-radical polymerization most of the computation
time (~99%) is spent following the propagation step. This is why Monte Carlo simulations
require long times to complete the simulations. One approach to reduce the required time for
such simulations is to carefully treat the propagation step separately, as a continuous reaction.
Here we utilize such an algorithm which uses both the Monte Carlo method and a continuous
method. This results in faster computations, and the results are comparable to the complete
Monte Carlo simulations for a given system. This hybrid algorithm has been adopted from the
bioinformatics arena as described by Griffith et al [153].
In the hybrid simulation approach described here, the system is divided into separate
propagation reactions and non-propagation reactions. In every calculation loop cycle, it is
verified that the propagation reaction is significantly faster than all the other non-propagation
reactions by using the condition eq (9.26).
(9.26)
where

is non-negative constant larger than 1 and

the reaction propensity of the ith non-

propagation reaction. When eq (9.26) is satisfied, the simulation proceeds using the hybrid
approach; otherwise the simulation is continued using the complete Monte Carlo simulation
method. For the hybrid approach, the continuous and discrete reactions are simulated as
discussed in the following sections.
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9.5.1 Continuous Propagation Reaction
The continuous propagation reactions are simulated until the time when a discrete reaction
(e.g. termination) will occur. The continuous reactions can be solved using common numerical
methods like the Forward Euler method or Runge-Kutta methods [172]. Another approach to
solve the continuous reactions would be by using stochastic differential equation like the
chemical Langevin equation [153,173].
Here we have used the simple Forward Euler method to solve the propagation reaction for the
cases when eq (9.26) is satisfied. Using this method, the monomer level at time t+h,
can be calculated using the monomer level at time t,

,

, and propagation reaction propensity

as
(9.27)
where, h is the time step selected for the solver.
9.5.2 Discrete Non-Propagation Reactions
Let’s assume that at time t the condition for hybrid approach (eq (9.26)) is satisfied. At this
point the continuous propagation reaction will be solved for time (t + ) until the equality in eq
(9.28) satifies (Griffith et al [153]). At time (t + ) the next discrete non-propagation reaction
will occur.

(9.28)
where

is sum of all non-propagation reaction propensities (=

), at time t' and

is a random number from the unity mean exponential distribution [174].The determination of
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time from eq (9.28) is less straightforward. The main challenge in eq (9.28) is the integration of
the left-hand side term which includes an unknown time
term. If

along with a time dependent

is constant during the propagation steps, the time

can be simply

obtained as
(9.29)
It should be pointed out that eq (9.29) is similar to the one obtained for the complete Monte
Carlo method (eq (9.19)).
However, for diffusion controlled polymerization with increase in polymer chain length due
to propagation, the

will not be constant. In such cases, eq (9.28) needs to be

integrated numerically. This equation can be re-written as

(9.30)
where

is time between t and

. For the numerical integration of eq (9.28), the time t to

is broken into smaller time steps to ensure accuracy. The intermediate times,
be selected cautiously as

, need to

is unknown and requires solving it simultaneously along with the

integration. In order to deal with this issue, two steps are taken. First, we guess the time step for
the ODE solver (eq (9.27)) and obtain the new value for

and second, we check to see

if the equality (eqs (9.28) and (9.30)) is satisfied.
At a time
and

(t <

<

) during the continuous propagation reaction, the quantities
(=

;t<

< ) have already been estimated. Using these quantities, we can guess the largest possible time
step (

) for the ODE solver for the next period assuming

as constant (eq (9.29)) as
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(9.31)
To ensure accuracy a maximum time step (

) for the ODE solver (here the Forward Euler) is

selected. The next ODE solver time step (Δt) is taken as the minimum of
ODE solver (here the Forward Euler) provides the new value for
+ Δt). The value of

and

. The

at the new time, ti+1 (= ti

(ti+1) is used to calculate the value for

by numerical

integration using the Trapezoidal rule [172]. This procedure is repeated until
is less than a pre-selected tolerance (tol) i.e. satisfies eq (9.28). For further
clarification, the algorithm for finding when

is not constant is given below.

1. Generate a random number from the unity mean exponential distribution
2. Set
3. Set t = current time
4. Set tol
5. Initialize current time step for ODE solver h
6. Calculate possible time step dt =
7. if dt >
h=
else
h = dt
8. Solve ODE for time step h
9. Calculate
10. New =Old - (h/2)(
11. New t = Old t + h
12. Repeat from Step 6 until
Once the continuous propagation reactions are calculated from time

to

(as described

above), the next discrete non-propagation reaction is determined using an uniformly distributed
random number

between 0 and 1 and eq (9.32) below. It should be pointed out that all the

non-propagation reaction propensities

in eq (9.32) are for the time

.

298

CHAPTER 9

(9.32)

Similar to the complete Monte Carlo method, once the reaction
the participating molecules in reaction

(as in eq (9.32)) is selected,

are updated according to the stoichiometery. A

complete algorithm for the Hybrid simulation approach is given in Figure 9.5.
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Figure 9.5: Hybrid Monte Carlo simulation algorithm.
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9.5.3 Comparison of SSA and Hybrid Simulation Approaches
The reaction kinetics simulated using the hybrid approach are now compared to those
simulated using the complete Monte Carlo method for the bulk polymerization (chemically
controlled reactions only) in Figure 9.6. The appropriate simulation volume V selected for these
simulations was from eq (9.25) for the value of n = 4. In these simulations, the parameter

(eq

(9.26)) was selected to be 10. This suggests that if the probability of the propagation reaction
occurring is 10 times higher than any other reaction; the reaction will proceed using the Hybrid
algorithm. We also tested a few simulations for
compared to those with

= 100 and found no difference in the results

= 10. The maximum step size for the continuous propagation reaction

was taken as 0.01 s. The appropriateness of this value was tested by comparing the results from a
few simulations done using the maximum step size on 0.001 s. Due to relatively simple ODE for
propagation reaction in the case of homopolymerization of MMA (eq (9.27)), the maximum step
size (which is only utilized when the maximum possible time before a non-propagation reaction
occurs is large (see algorithm mentioned in Section 9.5.2)) will not have significant influence on
the solution. However for more complex systems, like copolymerization, the maximum step size
should be selected cautiously. The criterion of the selection of the maximum step size should be
1) the ODE solver should be numerically stable and 2) the changes in

should be small in

selected maximum time step to reduce errors in numerical integration (see Section 9.5.2).
In Figure 9.6 we compare our hybrid approach and the complete Monte Carlo method with
the exact solution obtained from ODE solution. We can see that the hybrid approach and the
complete Monte Carlo method provide identical results for the monomer conversion histories.
On the other hand, the simulation time required (Figure 9.4) using the hybrid approach is nearly
2 orders of magnitude lower than that for the complete Monte Carlo method. Overall the hybrid
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approach utilized here provides simulation capabilities and features of the complete Monte Carlo
methods while allowing the simulations to be completed within manageable times on personal
computers.

Figure 9.6: Conversion versus reaction time for complete and hybrid Monte Carlo simulations of
bulk polymerization of MMA. (solid and empty ○) 70 °C, I01, V= 5 ×10-17 L; (solid and empty □)
70 °C, I02, V= 1 × 10-16 L and (solid and empty ◇) 50 °C, I01, V=5 × 10-16 L. Empty and solid
symbols represent complete Monte Carlo simulations and hybrid simulation approach,
respectively. I01 and I02 represent initial initiator concentrations of 0.0258 mol-L-1 and 0.01584
mol-L-1, respectively. The solid line shows the ODE solution.

9.6 Complete Simulation of MMA Polymerization

In Figure 9.1-Figure 9.4 and Figure 9.6, the bulk polymerization of MMA was simulated
using chemically controlled reaction parameters and was done to compare the results obtained by
the complete Monte Carlo method and the Hybrid method with deterministic solutions. However
in reality, the polymerization reaction parameters are a combination of both diffusion and kinetic
controlled parameters (eqs (9.5) to (9.11)). This requires a more complex treatment for the
simulations of polymerization reactions. In this section, we compare the simulation results
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obtained from both stochastic approaches with the incorporation of diffusion controlled
parameters with experimental data.
The MMA bulk polymerization reactions have been widely studied and simulated in the
literature [147,148]. In such simulations, to simplify the termination rate coefficient it is usually
(empirically or mathematically) treated as a function of polymer weight fraction. However from
eq (9.8) we see that the termination rate coefficient for each radical pair is different and the
termination probability of a small radical with another smaller radical is higher compared to
larger radical pairs due to the higher diffusion coefficients for the former pair. In Monte Carlo
simulations information regarding every radical in the simulation volume is available and thus
the accurate termination rate coefficients or the termination probabilities for each radical pair can
be easily obtained. It needs to be pointed out that this is a very computation intensive process.
For example in the case of 1,000 radicals, the termination rate coefficients for 999,000 pairs need
to be calculated.
In Figure 9.7 we compare the simulation results for bulk polymerization of MMA at 70 °C
with initiator concentration of 0.0258 mol L-1 using the complete Monte Carlo method and the
Hybrid method with the experimental results reported in Chiu et al [147]. The simulation
volumes used in these computations applied to n = 3 in Equation 30. This produced a simulation
volume of 3.66 × 10-17 L. For the Hybrid simulation approach, the parameters ,

and

were taken as 10, 0.01 s and 10-6, respectively. The reaction rate parameters for this reaction
were obtained using eqs (9.1) to (9.11) and Table 9.1. The monomer diffusion coefficients were
obtained using the procedure reported by Karlsson et al [89] with some modifications. The plots
of monomer diffusion coefficient used here versus polymer weight fraction are shown in the
Figure 9.8 and are compared with the estimated diffusion coefficient obtained using the method
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suggested by Karlsson et al [89]. This modification was justified by the fact that the polymer
weight fraction in a polymer-monomer system at which the monomer diffusion starts changing
from the rubbery state to the glassy state is still unclear [89]. Also, the main scope of this work is
to demonstrate the efficiency and effectiveness of the Hybrid algorithm rather than make formal
arguments about the onset of diffusion controlled polymerization.

Figure 9.7: Conversion versus reaction time for bulk polymerization of MMA at 70 °C with
initial initiator concentration of 0.0258 mol L-1. (•) Experimental data from Chiu et al [147]; (—
— —) simulation result using complete Monte Carlo method; (———) simulation result using
Hybrid method.
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Figure 9.8: Monomer diffusion coefficient as a function of polymer weight fraction. (——)
Estimated from Karlsson et al [89] and (- - -) this work.

From Figure 9.7, we can see that the kinetics simulated from both the complete Monte Carlo
method and the Hybrid method provide very similar results. The time to complete this simulation
using the Hybrid method was 7 minutes. On the other hand, the same simulation using the
complete Monte Carlo method took more than 32 hours. The simulation using the complete
Monte Carlo method was so slow at higher conversion that we forcibly stopped the simulation.
In Figure 9.9 we have plotted the total CPU time versus conversion for the simulation done by
the complete Monte Carlo method and the Hybrid approach. From this figure it is clear that
throughout the entire simulation, the Hybrid approach was more than 2 orders of magnitude
faster than the complete Monte Carlo method. This efficiency is enhanced at higher conversions
where the number of active radicals increases dramatically (Figure 9.10). This is due to the fact
that in the complete Monte Carlo method, the termination rate coefficients for every radical pair
possible are calculated in every simulation step while the same is done selectively in the Hybrid
approach (Section 9.5.2). With an increase in number of radicals, the accurate termination rate
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coefficients considering every radical pair becomes a very significant processor time consuming
step. The Hybrid approach significantly reduces this overhead by utilizing the fact that the
termination step becomes a rare event during the highly diffusion controlled kinetics at higher
conversions.

Figure 9.9: CPU time (s) versus conversion for bulk polymerization of MMA at 70 °C with initial
initiator concentration of 0.0258 mol L-1. Empty and solid symbols represent complete Monte
Carlo simulations and hybrid simulation approach, respectively.
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Figure 9.10: Number of radicals in the simulation volume versus conversion for bulk
polymerization of MMA at 70 °C with initial initiator concentration of 0.0258 mol L-1. Empty
and solid symbols represent complete Monte Carlo simulations and hybrid simulation approach,
respectively.

We also compare the PMMA polymer molecular weight obtained from simulation done using
complete Monte Carlo method and Hybrid approach in Figure 9.11. From this figure, we can
clearly see an increase in the weight average molecular at high conversion due to reduced
termination. On comparing the number and weight average molecular weights (MN and MW,
respectively) from the complete Monte Carlo method and the Hybrid approach, we find that both
simulation methods produce similar results.
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Figure 9.11: Number and weight average molecular weights (MN amd MW, respectively) versus
conversion for bulk polymerization of MMA at 70 °C with initial initiator concentration of
0.0258 mol L-1. (◊) and (♦): Experimental MN and MW, respectively, from Chiu et al [147]; (○)
and (□): MN and MW, respectively, from complete Monte Carlo simulation; and (●) and (■): MN
and MW, respectively, from hybrid simulation approach.

Overall the free-radical polymerization simulation using the Hybrid algorithm produces
comparable results to the complete Monte Carlo simulation method. However the simulation
times required using the Hybrid algorithm is extremely lower. In contrasting the approach
described here with the ODE approach, the former does not require any simplification of the rate
coefficients. This is due to the fact that complete information regarding every active polymer
radical is available in the stochastic approaches.
9.7 Concluding Remarks

The stochastic simulation approach is well suited for free radical polymerization reactions. In
the stochastic approaches, complete information regarding every active polymer radical is
available which simplifies the incorporation of chain-length dependent events like termination.
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The stochastic simulations are done for a small representative control volume with the
assumption that this volume represents the whole system. In free-radical polymerization, the
number of radicals as compared to other reacting species like monomers is significantly small.
This suggests that the simulation volume should be chosen cautiously by considering the number
of radicals in that simulation volume. Inappropriately selected simulation volumes can result in
inaccurate and misleading results. The appropriate simulation volume can be estimated using the
steady state assumption and considering the fact that there needs to be at least 2 radicals for
termination reactions.
The Monte Carlo approach is a computer processor intensive method and usually requires
long simulation times. For the free-radical polymerization reaction, this is due to the fact that this
approach spends most of the simulation time in performing propagation reactions. Here we have
demonstrated a new hybrid approach where the propagation step is simulated as a continuous
reaction with some restrictions while the other reactions like termination are simulated as
discrete reactions. This approach provides features identical to the complete Monte Carlo
approach while the simulation time required by this hybrid approach is dramatically lower than
that from the complete Monte Carlo approach. This hybrid simulation approach allows
utilization of stochastic methods for free-radical polymerizations within manageable times on
personal computers. In this paper this hybrid approach is demonstrated for relatively simple bulk
homopolymerization of MMA monomer, however the true value of Monte Carlo method and this
hybrid approach will be for complex free-radical polymerization reactions like branching and
crosslinking polymerizations which will be demonstrated in future works.
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MONTE CARLO SIMULATIONS OF FREE RADICAL POLYMERIZATIONS WITH
DIVINYL CROSSLINKER: PRE- AND POST-GEL SIMULATIONS OF REACTION
KINETICS AND MOLECULAR STRUCTURE

10.1 Introduction

The incorporation of multifunctional monomers in polymerization reactions is of both
industrial and academic interest. These copolymerization reactions can produce infinite network
gels of macroscopic dimensions [175]. The crosslinked polymers produced from these
copolymerization reactions are used in a variety of elastomeric applications and other areas such
as fiber optics coatings, photolithography, dental restorative materials, contact lenses, and other
biomaterials [176]. Various polymer properties like viscosity, swelling with a solvent, and
elasticity are dependent on the crosslinking density of the gel polymer.
In free-radical polymerization reactions divinyl monomers like ethylene glycol dimethacrylate
(EGDMA) and divinyl benzene (DVB) are widely used. Over the last two decades various
deterministic simulation approaches like differential equations and numerical fractionation have
been utilized to simulate the free-radical copolymerization with such divinyl monomers [177182]. By nature, free radical polymerization reactions involving long chain-long chain
interactions are chain-length dependent. The most well known of such reactions in diffusion
controlled free radical termination, often referred to as the ‘Trommsdorff gel effect’ [183-185].
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The creation of high molecular weight polymers produced during crosslinking reactions
increases the importance of diffusional restrictions even more. In deterministic simulation
approaches to crosslinking reactions the diffusional element in the polymerization reaction has
been either ignored or utilized using special techniques like numerical fractionation [186].
In a stochastic kinetic simulation approach like Monte Carlo [162,163], information regarding
every reactive species in the simulation volume is easily accessible. By utilizing this technique
reaction rates that include chain-length dependent terms can easily be calculated for every
possible reaction. This makes the Monte Carlo method well suited for simulating free-radical
polymerization reactions with minimal assumptions. Recently Hamzehlou et al [187] attempted
to simulate DVB copolymerization reactions with styrene using Monte Carlo methods. Their
simulations only considered chemical kinetics, ignoring the ‘gel effect’. Li et al [188] reported an
early onset of the ‘Trommsdorff gel effect’ in the bulk copolymerization of EGDMA with
methyl methacrylate due to a reduced mobility of radicals that are part of crosslinks. Also the
crosslinking reactions will be highly diffusion controlled due to the involvement of pendent
groups as part of polymer chains. Complete information of the crosslinking reactions cannot be
obtained without the inclusion of the diffusion controlled reactions.
One of the possible challenges in utilizing Monte Carlo methods for crosslinking reactions
will be the simulation of an infinite network (after gel formation) in a finite reaction space
(simulation volume). For example the gel point is considered to be the conversion at which the
weight average degree of polymerization approaches infinity [177,189,190], however in a finite
volume implementation of this definition will be an issue. Arzamendi et al [191] selected a
molecular weight cutoff to define the gel molecule in emulsion polymerization. This procedure
might not be appropriate for every crosslinking simulation condition; this will be discussed later.
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Along with the simulation of crosslinking reactions, it also becomes necessary to estimate
various properties of the gel that are commonly measured experimentally.
In this work a complete Monte Carlo simulation of the copolymerization of EGDMA with
methyl methacrylate is presented. The objective of this contribution is to 1. develop a kinetic
model with the inclusion of diffusion controlled termination for copolymerization with a
crosslinker in pre- and post-gel regime, 2. implement the model using a Monte Carlo simulation
approach, 3. verify the simulation results with available experimental data and 4. present an
approach to obtain various polymer properties like the conversion at the gel point, the sol-gel
content, and the crosslinking density.
10.2 Simulation Details

In the copolymerization reaction of a vinyl monomer like methyl methacrylate (MMA) with a
divinyl crosslinker monomer like EGDMA, along with monomeric reactive vinyl groups,
pendent vinyl groups which are already incorporated in a polymer chain exist as shown in Figure
10.1. Thus the copolymerization reaction can be thought of as a ter-polymerization reaction.
Also, in such reactions in addition to the propagating radical at the chain-end (linear or
branched), there would also be free-radicals on the polymer backbone (mid-chain radicals). Due
to higher rotational and conformational restrictions these radicals may have very different
reactivities as compared to the chain end radicals.
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Figure 10.1: Available reactive vinyl groups in copolymerization of MMA with EGDMA
crosslinker.

10.2.1 Kinetic Scheme
A polymer chain (with or without radicals; linear or crosslinked) can be represented as
Pi,A,C,P,X,Y,M where subscripts i, A, C, P, X, Y and M represents a polymer index, total number of
noncrosslinker units (like MMA), total number of crosslinker units, available pendent groups,
chain end radical from noncrosslinker, chain end radicals from crosslinker (not from the pendent
group) and mid-chain radicals, respectively. It should be pointed out that for obvious reasons the
values for subscripts i, A, C, P, X, Y and M are non-negative. Using this nomenclature, the
kinetic scheme for copolymerization of MMA with the crosslinker EGDMA monomer can be
described as
Initiation
(10.1)
(10.2)
(10.3)
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(10.4)

Propagation
(10.5)
(10.6)
(10.7)
(10.8)
(10.9)
(10.10)

Crosslinking/Branching Reactions
(10.11)
(10.12)
(10.13)
(10.14)

Chain Transfer to Monomer Reactions
(10.15)
(10.16)
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Termination Reactions
(10.17)
(10.18)
(10.19)
(10.20)
(10.21)
(10.22)
(10.23)
(10.24)

In eqs (10.1)-(10.24), I is the initiator, Ir the initiator radical,

the initiator efficiency factor,

A the MMA monomer, C the EGDMA monomer and Kx the respective rate coefficients where
the subscript x = p, tr and t denoting propagation, transfer and termination reactions,
respectively. The notations Ir, A and C for initiator radical, MMA monomer and EGDMA
monomer, respectively, will be followed throughout in this chapter.
Except for initiator dissociation (eq (10.1)), all the other reactions (eqs (10.2)-(10.24)) are a
combination of diffusion controlled and chemically controlled contributions. In the case where a
small molecule like Ir, A or C is involved (as in eqs (10.2)-(10.10), (10.15)-(10.16), (10.23)(10.24)), the corresponding reaction rate coefficient (

; x:p,tr and t) is given by [40]
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(10.25)

(10.26)
where,

is the chemically controlled rate coefficient,

coefficient,

is Avagadro’s number,

A or C), and

is the radius of interaction for the reaction to take place. For simplicity, the

and

the diffusion controlled rate

is the diffusion coefficient for a small molecule (Ir,

in all cases were taken equal to the value for MMA. In the current work the possibility of

an initiator radical reacting with a pendent group is considered (eq (10.4)). In the early stages of
the reaction the number of pendent groups will be low compared to MMA and EGDMA
monomers and thus the possibility of an initiator radical reaction with a pendent group would be
quite low. However in the later stages of the reaction, where significant portions of the MMA
and EGDMA monomers are incorporated in the polymer chains, the amount of pendent groups
can be comparable to the available MMA and EGDMA monomers. In such cases the possibility
of eq (10.4) being meaningful will be comparable to eqs (10.2)-(10.3). A similar argument can
be made for the chain end radical termination with an initiator radical considered in eq (10.23)(10.24).
In a reaction where 2 polymer chains are involved (as in intermolecular termination
reactions), diffusion of the chains will be highly chain-length dependent and will be different for
every possible pair. For intermolecular polymer-polymer reactions considered in eqs (10.11)(10.12) (crosslinking/branching reactions) and eqs (10.17)-(10.19) (termination reactions), the
overall respective rate coefficient (

) for polymer chains ‘i' and ‘j’ is given by [40]
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(10.27)

where,

is the chemically controlled rate coefficient,

coefficient and

the diffusion controlled rate

the residual rate coefficient due to chain propagation. The term

is

given by [40]
(10.28)
where,
and

and

are the diffusion coefficients for polymer chain ‘i' and ‘j’ ,respectively, and

radius of interaction for the reaction for polymer chain ‘i' and ‘j’ ,respectively. It should

be pointed out that eq (10.28) is expanded from Karlsson et al [40] to incorporate the difference
in radius of interaction between polymer chains ‘i’ and ‘j’. The radius of interaction for a
reaction is given in terms of the average number of repeat units between entanglements ( ) as
[40,159]
(10.29)
where

is the root mean squared end-to-end distance per square root of the number of monomer

units in a chain. The value for

can be obtained for a chain end radical as [159]

(10.30)
where

is the entanglement spacing in monomer units of pure polymer,

the polymer and

volume fraction of

degree of polymerization of polymer ‘i‘. The pendent vinyl group is

chemically bound to the polymer backbone. In the case of polymer-polymer reactions involving
a pendent group, the value for

is taken as 4 for the case of EGDMA. This was done by simply

counting the number of monomer-like units along the EGDMA backbone. For a crosslinker
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molecule like EGDMA, the effect of the treatment of the radius of intereaction for the pendent
vinyl group will be small and will not be expected to be significant. However in case of
simulations using a longer crosslinker (for example poly(ethylene glycol) dimethacrylate,
C3H5C(O)(OCH2CH2)nOC(O)C3H5, n > 10), this value might affect the simulation results.
The residual term (

can be estimated as
α

where
value for

is the concentration of MMA,

(10.31)
the Lennard Jones diameter of MMA, and where the

in the case where two radicals are involved (eqs 10.17-10.19) is 4 while for the case

where only one radical is involved (eqs 10.11-10.12)

is 2 due to the fact that only one species

can propagate. Since our current simulations limit the amount of EGDMA to less than 10 wt%
(described later), for the estimation of

only propagation of MMA is considered. Equation

10.31 can be evaluated considering the propagation of all chain end radicals.
For intramolecular polymer-polymer reactions (eqs 10.13-10.14, 10.20-10.22), the overall
respective rate coefficient (

) is calculated as

(10.32)
Equation 10.32 is similar to eq 10.27 but without inclusion of the diffusion term. For an
intramolecular reaction, translational diffusion is not significant but other modes of polymer
movements such as rotation and bending will affect the possibility of these reactions occurring.
This is not considered here. However such reactions would mainly occur in the crosslinked
polymer chains which are highly constrained, and any diffusion term will be expected to be less
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significant compared to other terms in eq 10.32. The inclusion of the diffusion term in eq 10.27
is necessary to include reactions with linear and branched (not crosslinked) chains.
The diffusion coefficient ( ) of a polymer chain ‘i’ with degree of polymerization
calculated from the monomer diffusion coefficient (

can be

) as [40]

(10.33)
where

is the weight fraction of the polymer. Equation 10.33 was used for linear, branched

and crosslinked polymer chains. We recognize that this treatment for obtaining

for branched

and crosslinked polymer chains might not be completely accurate, however utilization of eq
10.33 can be justified by the fact that the

for a crosslinked polymer chain will be dramatically

larger than that for a linear chains and thus the

for a crosslinked chain will be negligible as

compared to a linear or lightly branched polymer. In the simulations, eq 10.33 or any similar
treatment is required especially before chain entanglement begins. The values for

can be

modified to account for branched and crosslinked polymer when better diffusion models become
available for such systems. The procedure to obtain the diffusion coefficient of the monomer
(

) is discussed in a later section.

10.2.1.1 Chain Transfer to Monomer Reactions - Here we have considered chain transfer to
monomer reactions (eqs 10.15-10.16) only for MMA monomers. This was done for simplicity.
As the simulations were done for low amounts of EGDMA, the transfer reactions to EGDMA
monomer will be insignificant as compared to those with MMA monomer. As usual, the rate
coefficient for chain transfer to a monomer is obtained in terms of the propagation rate
coefficient and a monomer chain transfer constant (

) as
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(10.34)
10.2.1.2 Chemical Propagation Rate Coefficient of Chain End Radicals - Due to similarity in the
vinyl groups in both MMA and EGDMA, the chemical propagation rate coefficients

and

are assumed to be equal. This assumption can be modified in the future with better data
for homo-polymerization of EGDMA. Using similar arguments, the reactivity ratios

and

are assumed to be 1.

10.2.1.3 Chemical Propagation Rate Coefficient of Mid-Chain Radicals - To the best of our
knowledge, there are no available experimental data on the chemical propagation rate coefficient
of mid-chain radicals (

or

) such as those produced during crosslinking reactions.

However, these mid-chain radicals are on the polymer backbone and mimic the radicals
produced by α-hydrogen abstraction in free-radical polymerization of acrylates (Figure 10.2).
These systems are relatively well studied [192]. The values for
from

and

, respectively, using a factor (

or

were estimated

) as
(10.35)

The value for

in simulations done here is taken as for n-butyl acrylate free-radical

polymerization which is 1.455 × 10-3 at 70 °C [192].
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Figure 10.2: Mid-chain radical produced by a radical propagation to the pendent vinyl group.

10.2.1.4 Chemical Reaction Rate Coefficient for Branching/Crosslinking Reactions - As
suggested earlier, due to rotational and conformational restrictions for the pendent vinyl group in
a polymer chain, the reactivity of a chain-end radical towards such a pendent group will be
expected to be lower than that towards a simple monomer. Here the chemical propagation rate
coefficients for a chain end radical (or initiator radical) towards a pendent group (
) is taken as a factor ( ) of the

). This parameter will be

estimated in a later section. All the appropriate parameters and coefficients used here are
reported in Table 10.1.
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Table 10.1: the parameters used in the simulation for bulk polymerization of EGDMA-MMA
using Azobisisobutyronitrile (AIBN) as initiator.
Parameter

Value

Reference

Kd (s-1) (AIBN)

1.05 × 1015exp(-15430/T (K))

[147]

f

0.51

This work, Appendix G.1

(L mol-1s-1)

2.673 × 106exp(-22.3 KJ mol-1/RT)

[161]

(L mol-1s-1)

1.984 × 108exp(-5.89 KJ mol-1/RT)

[161]
This work
This work

1

This work

(nm)

0.6

[40]

(nm)

0.585

[159]

(nm)

0.69

[159]

47

[159]

5.15 × 10-5

[193]

1.455 × 10-3

[192]

0.5

This work

10.2.2 Hybrid Kinetic Monte Carlo Simulation
Monte Carlo (MC) simulation is a stochastic method and has been successfully applied to
various free-radical polymerization reactions [60,150,151]. In MC simulations, a simulation
volume (V) is used to represent the complete system. In this simulation volume every reactive
species can be tracked and this allows highly chain-length dependent reactions to be simulated
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without any simplifications or assumptions. The simulations are based on the reaction propensity
for reaction ‘r’ which can be written as
(10.36)
where

are the stochastic reaction coefficients and

the total number of possible

combinations of reacting molecules for each reaction ‘r’ possible in the system. The bulk
reaction rate coefficients for these reactions can be utilized to obtain these

[162,163]. Here we

briefly discuss the kinetic MC simulation approach. A detailed discussion of this stochastic
simulation approach can be found from Gillespie [162,163] and Lecca [165].
The kinetic Monte Carlo method utilizes two uniform random numbers (z1, z2) between 0 and
1 at every simulation step to calculate the simulation time step ( ) and the reaction

(e.g.

propagation, termination) that will occur in that time step. The simulation time step ( ) is
calculated as

(10.37)
where

is the total number of reactions occurring in the system. The reaction

is selected such

that a criterion in eq (10.38) is satisfied.

(10.38)

Once the reaction

is selected, the participating molecules in reaction

are updated

according to the stoichiometry and a mass balance. For example in the case of a propagation
reaction, one monomer molecule is removed from the population and the chain length of a
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radical is increased by 1. This process is run in a loop until the desired conditions, (e.g.
conversion and total reaction time) are satisfied.
Monte Carlo methods are highly processor intensive and require long times to complete the
simulations. Recently Tripathi et al [194] demonstrated a hybrid MC simulation approach for the
free radical polymerization of MMA which was shown to require more than 100 times less CPU
time (compared to complete MC method). This approach utilizes a differential equation solver
for fast propagation reactions (when certain conditions apply) while other reactions are treated
stochastically. This dramatically reduces the simulation time spent by complete MC methods for
simple addition of monomers in propagation reactions without compromising the overall
solution. In the hybrid simulation approach the fast propagation reactions are identified. In every
calculation loop cycle, it is verified that the chosen propagation reactions are significantly faster
than all the other reactions by using the condition
(10.39)
where

is non-negative constant larger than 1, and

and

are the propensities of

selected fast propagation reactions and other reactions. When eq (10.39) is satisfied, the
simulation proceeds using the hybrid approach; otherwise the simulation is continued using the
complete MC simulation method. In the current simulation, the value of

was selected as 10,

which has previously been used by Tripathi et al [194]. A complete description of the hybrid
simulation approach is beyond the scope of this paper. Details of this approach can be found in
the paper by Tripathi and Sundberg [194]. Overall, both the complete and the hybrid Monte
Carlo methods produce similar results (simulations shown later), however the latter was selected
to reduce simulation time.
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For the fast propagation reactions, propagation of MMA and EGDMA (eqs (10.5)-(10.8)) or
propagation of just MMA (eqs (10.5), (10.7)) were selected, depending on the amount of
EGDMA. These fast propagation reactions were solved using a 4th order Runge-Kutta method
[172] using a maximum time step of 0.0001 seconds which was determined by few a test runs for
the stability of the solver. This step can be further improved by using adaptive Runge-Kutta
methods [172].
The simulation volume for the kinetic Monte Carlo simulations was selected using the
condition in eq (10.40) [166,194]

(10.40)
where

is the initial initiator concentration and

is a parameter related to number of free-

radicals in the simulation volume at steady state. Tripathi et al [194] demonstrated that for
accurate Monte Carlo simulation of free-radical polymerization, the appropriate simulation
volume (V) should be such that eq (10.40) is satisfied for

= 2. In the present work most of the

simulations were done using a simulation volume corresponding to
the effect of simulation volume was tested using the value of

= 3, however in some cases

> 3. All the simulations were

performed using MATLAB 2013a on a computer equipped with an Intel Xeon 3.2 GHz with 16
GB RAM running a CentOS 5 linux operating system.
10.2.2.1 Primary and Secondary Cyclization - The intramolecular crosslinking reactions (eqs
(10.13)-(10.14)) are called cyclization reaction as they produce closed loops or cycles in the
polymer chain. The cyclization reactions can be grouped as either – primary cyclization or
secondary cyclization [187,195] (Figure 10.3). A primary cyclization occurs when a chain end

325

CHAPTER 10
radical reacts with a pendent group along the same branch. Secondary cyclization occurs when
the chain end radical reacts with any other pendent group on the same polymer molecule. This is
demonstrated in Figure 10.3.

Figure 10.3: Primary and secondary cyclization in an intermolecular crosslinking reaction

In the current model the rate coefficients for intramolecular cyclization (primary and
secondary) reactions are considered to be the same (eqs (10.13)-(10.14)). When a polymer chain
‘i' (Pi,A,C,P,X,Y,M) is selected for an intermolecular cyclization reaction, the probability of a
primary cyclization reaction (

) is determined simply by noting the availability of pendent

groups on the branch as eq (10.41)

(10.41)
where

is the average chain length of the branches in polymer chain ‘i'. The term

is tracked throughout the simulation for every polymer chain.
10.3 Results and Discussion

We have arranged this section so as to compare our simulation results with experimental data
for the bulk, free radical polymerization of methyl methacrylate that are available in open
literature. These reports [148,188] provide detailed data for consistent sets of polymerizations in
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which the level of crosslinking monomer was varied from 0 – 5%, thereby generating dramatic
differences reaction kinetics and gel points. In addition, they present periodic data for each
experiment over the full course of the reaction. We begin by discussing our simulations and the
reported experimental data for the case of no crosslinking monomer.
10.3.1 Simulation without Crosslinking Monomer
Before including the complexities due to crosslinking reactions, simulations were done with
0% EGDMA (i.e. pure MMA) bulk polymerization reactions. This allows us to evaluate
important parameters like initiator efficiency (f) and monomer diffusion coefficient (Dmon). Also
it should be pointed out that the only chance of estimating such parameters and comparing
experimental data with simulations treating crosslinking monomer will be if the simulation
produces results comparable to experimental data without the crosslinking monomer. Marten et
al [148] and Li et al [188], independently, studied the bulk polymerization of MMA at 70 °C
using azobisisobutyronitrile (AIBN) initiator with similar initial initiator concentrations ([I]0)
(~1.55 × 10-2 mol/L). Their data are shown in Figure 10.4. This combined data set was used to
obtain necessary simulation parameters.
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Figure 10.4: Bulk polymerization of MMA at 70 °C using AIBN initiator with [I] 0 = 0.01548
mol/L. (●) Experimental data; Li et al [188, (○)Experimental data; Marten et al [148], (— –)
Simulation using
from Karlsson et al [89], and (——)Simulation using
modified.

In the literature the initiator efficiency (f) for AIBN varies between 0.4-0.8 [196]. For this
work, the initiator efficiency for AIBN was estimated using the combined experimental data
from Marten et al [148] and Li et al [188] and chemical rate coefficients reported in Table 10.1.
A complete description of the method to obtain the initiator efficiency is reported in Appendix
G.1. The estimated f for AIBN is 0.51 which will be used in all of the simulations reported here.
Another important parameter required for simulations of highly diffusion controlled reactions
like free-radical polymerization is

. Karlsson et al [89] suggested an approach to predict the

of a monomer in a monomer-polymer mixture. This approach predicts the value of
as a function of polymer weight fraction in the sample for a given ΔT, where ΔT is the difference
between the reaction temperature (T) and the glass transition temperature (Tg) of the polymer.
Using the Tg for PMMA as 119 °C [89], the estimated

for MMA monomer at reaction

temperature of 70 °C is shown in Figure 10.5. As a first attempt, this predicted

was used to
328

CHAPTER 10
simulate the MMA bulk polymerization kinetics as shown in Figure 10.4. From Figure 10.4, we
can see that the simulation results describe the experimental data nicely for conversion less than
40%, however the accelerated kinetics due to Transdorff gel effect is delayed using that
predicted

. As another attempt, the predicted

modified as shown in Figure 10.5. Using this modified

from Karlsson et al [89] was slightly
, the experimental data for the

kinetics of MMA bulk polymerization can be effectively simulated (Figure 10.4). It is worth
pointing out that the onset of the Transdorff gel effect phenomenon is highly sensitive to the
changes in

with respect to weight fraction of polymer in the monomer-polymer mixture.

Figure 10.5: log(
) for MMA monomer versus weight fraction of PMMA polymer at reaction
temperature of 70 °C. (— –) Estimated from Karlsson et al [89], and (——) modified
(this
work).

10.3.2 Simulation Parameters for Copolymerization with EGDMA
10.3.2.1 Dmon for copolymerization with EGDMA - As Karlsson et al [89] has suggested,
is a function of ΔT (=T-Tg), where Tg is the effective Tg of the environment that the monomer
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diffuses through. While the copolymerization effect of introducing EGDMA into PMMA will
generally lower the Tg [197], the crosslinking network effect compensates with an increase in Tg
[198]. At high crosslinking densitites, the effective Tg of the crosslinked polymer will be
expected to increase [199], however for the lower levels of EGDMA treated in this work the
impact on the effective Tg of the copolymer is minor and can be ignored. Thus, we can safely use
the modified

(Figure 10.5) described earlier for the simulation of the crosslinking reactions

reported here.
10.3.2.2 Determination of

– From the model described in the Simulation Details section for

crosslinking reactions, the only unknown parameter is

which describes the ratio of the

chemical rate coefficient of a radical reacting with a pendent group to that of the radical reacting
with a free crosslinker monomer. Here we determine the value of

for the MMA-EGDMA

copolymerization reaction using the 1.0 wt% EGDMA-MMA copolymerization kinetics data
from Li et al [188].
In Figure 10.6 the simulated kinetic results with

values of 1.0, 0.5 and 0.1 for 1%

EGDMA-MMA polymerization at 70 °C using an initial AIBN concentration 0.01548 mol/L are
compared with the experimental data from Li et al [188]. The computations were done using a
simulation volume 4.98×10-17 L which corresponds to

= 3 in eq (10.40). This simulation

volume is used throughout this paper unless specified otherwise. From Figure 10.6 we find that
with increases in

, the kinetics becomes faster. Increasing

increases the chances of a radical

reacting with a pendent vinyl group. This increases the number of radicals in the system due to a
lower termination rate coefficient of the chain-end radicals which are part of crosslinked chains
(this will be discussed in more detail in later sections), resulting in a higher rate of
polymerization. From Figure 10.6 we find that the value of

= 0.5 represents the experimental
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data for 1 wt% EGDMA-MMA bulk polymerization very well. If the suggested model is valid,
this

= 0.5 parameter will be able to predict the properties of the copolymerization of MMA

with EGDMA at other levels of EGDMA. This will be verified in the next few sections.

Figure 10.6: Effect of : Conversion versus time for bulk polymerization of
1 wt% EGDMA-MMA at 70 °C using AIBN initiator with [I] 0 = 0.01548 mol/L. (●) Experimental
data; Li et al [188]. Simulated using (— –) = 1.0, (——) = 0.5, and (– –) = 0.1.
Simulation volume = 4.98×10-17 L ( = 3 in eq (10.40).

10.3.2.3 Gel Point Determination - The gel point, or the conversion at which gel first appears, is
important information for crosslinking or grafting reactions. By definition a gel molecule is an
indefinitely large three-dimensional molecule [200]. All other polymer chains in the system are
considered soluble, or the sol portion. The implementation of such a definition in simulation of
crosslinking reactions is challenging, especially in small simulation volumes inherent to Monte
Carlo simulations (due to finite number of monomers reacting in the system). Arzamendi et al
[191] selected a molecular weight cutoff to differentiate between the gel and sol portions in
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crosslinking reactions using Monte Carlo simulation. The implementation of this approach has a
few important issues;
1. By definition, the gel portion will be a large molecular weight species that would be
created by multiple branching and crosslinking reactions. The molecular weight of such
species will be limited by the MC simulation volume selected. Thus pre-selecting a
molecular weight might produce different gel points depending on the simulation volume
selected.
2. Before the gel point, the system will contain many branched or loosely crosslinked species,
which will have high molecular weight but are not part of an infinite network.
Experimental techniques like GPC used to determine a molecular weight cut-off might not
reflect these high molecular weight sol species due to possible trapping in the pre-column
filters (the large molecular weight species will have large radius of gyrations).
3. The largest molecular weight appearing from GPC will also depend on when the GPC is
performed (at what conversion point). As will be shown later, the largest possible
molecular weight polymer in the sol fraction will occur right before the gel point. Thus
employing a molecular weight cutoff might lead to inconsistent results.
Flory [200] and Stockmayer [189] have developed theories for the gel point that have been
widely accepted. These state that at the gel point the crosslinking density ( ) is given as
(10.42)
where

is weight average degree of polymerization of the primary chains which form the

crosslinks. Unfortunately values for

are not readily available. In the literature

sometimes

has been obtained from reaction done without the presence of crosslinker, however obtaining the
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value for

is not convenient for all scenarios. Another property at and beyond gel point will be

[177,189,190]
(10.43)
where

is the weight average degree of polymerization of the polymer due to the fact that in a

gel, one molecule is infinitely large. Equation (10.43) does not require any additional values like
, however implementation of eq (10.43) in MC simulations is still challenging due to the finite
number of monomers within the simulation volume. In Figure 10.7 we plot the log of

versus

conversion for a simulation of 1 wt% EGDMA-MMA polymerization at 70 °C. From this figure
we can see that between 5% and 10% conversion the

dramatically increases. Considering the

finite size of the simulation volume and number of monomers in that volume, eq (10.43) will be
satisfied somewhere between the limits of the sharp changes in log(
point is selected as the inflection point in log(
d(log(

). In this work the gel

) versus conversion which is where

))/d(conversion) is maximum, and more clearly when the derivative is plotted.
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Figure 10.7: Simulated log( ) and d(log( ))/d(conversion) versus conversion for 1 wt%
EGDMA-MMA bulk polymerization at 70 °C with AIBN
=0.01548 mol/L.

Intuitively this approach to obtain the gel point appears sound. This was further verified by
simulating a polycondensation reaction system which has been studied extensively [175]. The
system selected was M-N type reaction which contains M3 type trifunctional component along
with M2 and N2 type components. Monte Carlo simulations were done using the same
assumptions as previously made by Flory [175] for the theoretical prediction of gel point in
polycondensation reactions; specifically, equal reactivity of all available reacting groups. One
simulation was done using initial mole fractions of M2, M3 and N2 as 0.143, 0.286 and 0.571,
respectively, for which theoretical conversion at gel point is calculated as 0.756. In Figure 10.8
the log of weight average degree of polymerization for the crosslinked system versus conversion
is shown along with the theoretical conversion at gel point. Here we find an excellent agreement
between theoretical prediction versus the value at the inflection point (peak of
d(log(

))/d(conversion)) from the simulation. Similar results were obtained for simulations
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done for different conditions for the polycondensation reactions and these are discussed in
Appendix G.2.

Figure 10.8: Simulated log( ) and d(log( ))/d(conversion) versus conversion for the
crosslinked system versus conversion for simulation of M-N type polycondensation reactions
with initial mole fractions of M2, M3 and N2 as 0.143, 0.286 and 0.571, respectively. The dashed
line represents the conversion at gel point from theoretical prediction from Flory [175].

At the gel point one of the polymeric species will be infinitely large. In a Monte Carlo
simulation information about every polymer chain in the simulation volume is readily accessible.
Thus one can monitor the changes in other system properties related to gelation like the degree of
polymerization of the highest molecular weight species or difference between the degree of
polymerization of the highest and the second highest molecular weight species. We have also
tested the variations in these values as they change during reaction and found similar results as
for

. These alternative approaches are discussed in Appendix G.2.
It should be pointed out that in the derivation of eq (10.42) intramolecular crosslinking

reactions are not considered. Thus even if the value of

is known, the accuracy of prediction of
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the gel point by eq (10.42) can be in doubt. On the other hand, eq (10.43) (or

) is a

fundamental definition of gel point which will remain unchanged even in the cases where
intramolecular crosslinking reactions occur (as in free-radical polymerization with a crosslinker)
and the approach based on eq (10.43) will be valid in all cases. This being said and despite the
very close agreement between the approach suggested here and theoretical predictions, the onset
of the gel point (or the point where

) can not be described as a single point with complete

confidence. Thus we have selected the full width at half maximum (FWHM) in the
d(log(

))/d(conversion) versus conversion plot as giving the possible error in the prediction of

the gel point.
10.3.2.4 Effect of Simulation Volume - The simulation volume for all simulations in this work
was selected as 4.98×10-17 L which corresponds to

= 3 in eq (10.40). This condition was

developed for accurate MC simulations of free-radical polymerization [166,194]. This equation
was derived for non-crosslinking homopolymerization reactions considering the number of free
radicals in the simulation volume to satisfy the stochastic abundance assumption [166,194].
Equation (10.40) is expected to be valid in case of crosslinking reaction, however we have tested
the effect of simulation volume for the case 0.3 wt% EGDMA-MMA bulk polymerization at 70
°C with AIBN

=0.01548 mol/L for assurance.

In Figure 10.9 conversion versus time for the bulk polymerization of 0.3 wt% EGDMA-MMA
at 70 °C using AIBN initiator with [I]0 = 0.01548 mol/L is compared with experimental data
from Li et al [188] with predictions using simulation volumes, V, of 4.98×10-17 L, 6.64×10-17 L
and 8.30×10-17 L. These volumes correspond to

= 3, 4 and 5, respectively, in eq (10.40). From

Figure 10.9 we can see that for all 3 simulation volumes, the computed results are nearly
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identical which suggests that eq (10.40) is valid for crosslinking reactions as well. This also
validates the selected simulation volume of 4.98×10-17 L for the reaction conditions.
In Figure 10.10 we show log(

) versus conversion simulations for the bulk polymerization

of 0.3 wt% EGDMA-MMA simulated using Vs of 4.98×10-17 L, 6.64×10-17 L and 8.30×10-17 L.
In the early stages of the reaction, the

values are very similar for all three simulated volumes,

however during the later stages of conversion (~after 20% conversion) the values of

obtained

are slightly higher for the larger simulation volumes. After the gel point (estimated ~23%
conversion), there exists a gel molecule with ‘infinite’ molecular weight (or degree of
polymerization). The molecular weight of this gel molecule will be dependent on the simulation
volume (this must be true for any simulation or experimental condition with finite volume). After
the formation of gel, the weight average degree of polymerization (

) will be dominated by the

degree of polymerization of the gel molecule which will result in an increase in

with an

increase in V, as observed here. The true test for the validity and effect of simulation volume
would be for the molecular weight or degree of polymerization for the polymer which is not part
of the gel (sol portion). In Figure 10.11, the log(
conditions as Figure 10.10. Here

) versus conversion is shown for the same

is the weight average degree of polymerization of the sol

portion. From Figure 10.11 we can see that the simulated

is essentially the same for all

three simulation volumes. This verifies that the simulation condition selected for current
simulations is appropriate. This also solidifies the gel point determination approach suggested
earlier in this paper.

337

CHAPTER 10

Figure 10.9: Effect of simulation volume: Conversion versus time for bulk polymerization of
0.3 wt% EGDMA-MMA at 70 °C using AIBN initiator with [I] 0 = 0.01548 mol/L. (●)
Experimental data; Li et al16. Simulated using (——) V = 4.98×10-17 L, (– – –) V = 6.64×10-17 L,
and (— • –) V = 8.30×10-17 L.

Figure 10.10: Effect of simulation volume: log( ) versus conversion for bulk polymerization of
0.3 wt% EGDMA-MMA at 70 °C using AIBN initiator with [I] 0 = 0.01548 mol/L. Simulated
using (——) V = 4.98×10-17 L, (– – –) V = 6.64×10-17 L, and (– • –) V = 8.30×10-17 L.
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Figure 10.11: Effect of simulation volume: log(
) versus conversion for bulk polymerization
of 0.3 wt% EGDMA-MMA at 70 °C using AIBN initiator with [I] 0 = 0.01548 mol/L. Simulated
using (——) V = 4.98×10-17 L, (– – –) V = 6.64×10-17 L, and (– • –) V = 8.30×10-17 L.

10.3.3 Effect of EGDMA Amount
10.3.3.1 Effect on Reaction Kinetics - In Figure 10.12 we show the simulated conversion versus
time results for 0.0 %, 0.3 %, 1.0 %, 3.0 % and 5 % (by wt%) EGDMA amounts in EGDMAMMA bulk copolymerization at 70 °C using AIBN initiator with [I]0 = 0.01548 mol/L. The
simulated data are compared with the experimental data for different EGDMA levels as reported
by Li et al [188]. We can see that the simulated and experimental data are in very good
agreement. It is quite clear that with increases in EGDMA the reaction occurs more rapidly than
the MMA bulk polymerization. The effective termination rate coefficient (thus termination
frequency) of radicals in a crosslinked molecule will be lower than that for linear molecules. This
will result in an increased number of radicals to propagate in a system with EGDMA. In Figure
10.13 the total number of radicals in the simulation volume (V = 4.98×10-17 L) is plotted as a
function of conversion for different EGDMA levels (including 0 wt%) in the bulk
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polymerization. For the 0 wt% EGDMA level, early in the reaction the average number of
radicals is around 3 which is what the selected simulation volume corresponds to from eq 40 (
= 3). From Figure 10.13 we can see that with increases in EGDMA levels, the number of radicals
in the simulation volume increases. The number of radicals in this figure includes the mid-chain
radicals along with chain-end radicals. The mid-chain radicals are relatively inactive as
compared to the chain end radicals (Table 10.1). Thus a better understanding of the reaction
kinetics with EGDMA crosslinker will be gained by comparing the number of chain-end radicals
in the simulation volume; this is shown in Figure 10.14. For low levels of EGDMA (< 1 wt%), at
early times the number of radicals is similar to that for the 0 wt% EGDMA case, however the
deviation from that case starts earlier as the EGDMA level increases. For the higher EGDMA
levels (3 and 5 wt%), the deviation from the number of radicals for the bulk MMA case occurs at
very early conversions, which is also reflected in significantly faster reaction kinetics as shown
in Figure 10.12. It should be pointed out that number of radicals in the simulation volume shows
scatter especially at low radical amounts. The number of radicals in the simulation volume was
smoothed using the LOWESS [201] function in MATLAB 2013a, and the results are shown in
Figure 10.13 and Figure 10.14. A comparison of the number of radicals as obtained from raw
simulation and smoothed simulation results for the 0.3 wt% EGDMA case is shown in Appendix
G.3.
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Figure 10.12: Conversion versus time for EGDMA-MMA bulk copolymerization at 70 °C using
AIBN initiator with [I] 0 = 0.01548 mol/L. The EGDMA amounts were 0.0 %, 0.3 %, 1.0 %, 3.0
% and 5 % (by wt%). The experimental data for EGDMA-MMA is from Li et al [188]. The
experimental data for MMA bulk polymerization is a combined data set from Marten et al [148]
and Li et al [188].

Figure 10.13: Total number of radicals versus conversion for EGDMA-MMA bulk
copolymerization at 70 °C using AIBN initiator with [I] 0 = 0.01548 mol/L. The EGDMA
amounts were 0.0 %, 0.3 %, 1.0 %, 3.0 % and 5 % (by wt%).
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Figure 10.14: Total number of chain-end radicals versus conversion for EGDMA-MMA bulk
copolymerization at 70 °C using AIBN initiator with [I] 0 = 0.01548 mol/L. The EGDMA
amounts were 0.0 %, 0.3 %, 1.0 %, 3.0 % and 5 % (by wt%).

10.3.3.2 Effect on EGDMA Level on the Gel Point - In Figure 10.15 the predicted gel points
(conversion at which the gel molecule first appears) are compared with those experimentally
determined by Li et al [188] for different amounts of EGDMA. Here we find an excellent
agreement between the simulated and experimental data. It is clear that the gel point is a highly
nonlinear function of the amount of EGDMA, and even for very low levels of EGDMA (for
example 0.1 wt%), gel molecules are formed during the reaction. For higher amounts of
EGDMA (> 3 wt%), the gel formation occurs earlier than 5% conversion.
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Figure 10.15: Comparison of experimental and estimated gel point as a function of EGDMA
wt% for EGDMA-MMA bulk copolymerization at 70 °C using AIBN initiator with [I] 0 = 0.01548
mol/L. The experimental data are from Li et al [188].

Even after the gel point other polymer chains (linear, branched and/or lightly crosslinked) can
exist in the system and these are not part of the gel. These polymers are referred as the sol
portion. This fraction is defined as the ratio of the amount of the sol portion (by weight) to total
amount of polymer (sol + gel) in the system. In Figure 10.16, the sol fraction is plotted versus
conversion for 0.3 %, 1.0 %, 3.0 % and 5 % (wt%) EGDMA bulk copolymerization with MMA.
The predicted values for 0.3 wt% and 1.0 wt% EGDMA are compared with experimental data
reported by Li et al [188] and Tobita et al [178], respectively. Here we find good agreement
between simulated and experimental results. Once the gel point is reached, the sol fraction
decreases rapidly. This suggests that the polymer chains which were not part of the gel at the gel
point are incorporated in the gel molecule along with any new polymer chains formed as the
reaction proceeds. This happens more quickly for higher EGDMA levels (Figure 10.16).
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Figure 10.16: Sol fraction (polymer basis) versus conversion for EGDMA-MMA bulk
copolymerization at 70 °C using AIBN initiator with [I] 0 = 0.01548 mol/L. The EGDMA
amounts were 0.0 %, 0.3 %, 1.0 %, 3.0 % and 5 % (by wt%). The experimental data for 0.3 wt%
and 1.0 wt% EGDMA is taken from Li et al [188] and Tobita et al [178].

10.3.3.3 Molecular Weight Development during Copolymerization of MMA with EGDMA - In
Figure 10.17 and Figure 10.18 we present simulated gel permeation chromatography (GPC)
results for 0.3 wt% and 1.0 wt% EGDMA-MMA copolymerizations, respectively, at different
conversion levels. Here simulations are for V = 4.98×10-17 L. Since the simulated gel molecular
weight will be dependent on the simulation volume, the x-axis span will be different for different
simulation volumes. Moreover these are theoretical plots as the molecular weight analysis cannot
be performed for gel molecule, however the plotted GPC simulations for the sol portion can
possibly be verified by experimental GPC. These theoretical GPC plots can describe the
molecular weight development due to crosslinking reaction.
In both Figure 10.17 and Figure 10.18, we have plotted the GPC simulation at the gel point
along with that at conversion values of (gel point ± 1%) (the plots containing only these 3
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conversion values are also included in the Appendix G.4 for clarity). In the same plots, GPC
simulations of few other selected conversion value above and below the gel point are also
included. From Figure 10.17 and Figure 10.18 we can see that just before the gel point
(conversion value 1% less than the gel point) there are few high molecular species in the system.
The amount of these high molecular weight species decreases at and after the gel point and a
very high molecular weight peak appears. This suggests that at gel point, many large moleculeto-large molecule type reactions (crosslinking and/or termination) occur leading to an ‘infinite’
high molecular weight species. This high molecular weight polymeric species will contain large
numbers (as compared to any other species in the system) of pendent vinyl groups and radicals.
In other words this molecule will start acting as the loci of the propagation, termination and
crosslinking reactions and will result in a continuous growth of this gel polymer as the reaction
proceeds (as can be seen from the large peaks at higher conversions in Figure 10.17 and Figure
10.18).
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Figure 10.17: GPC simulation of 0.3 wt% EGDMA-MMA bulk copolymerization at 70 °C using
AIBN initiator with [I] 0 = 0.01548 mol/L for conversion values of 1%, 5%, 10%, 23%, 24%,
25%, 30% and 50%. The dashed lines are for conversion at and after the gel point. The gel point
is 24.0%.

Figure 10.18: GPC simulation of 1.0 wt% EGDMA-MMA bulk copolymerization at 70 °C using
AIBN initiator with [I] 0 = 0.01548 mol/L for conversion values of 1%, 2%, 5%, 6.9%, 7.9%,
8.9%, 10% and 20%. The dashed lines are for conversion at and after the gel point. The gel
point is 6.9%
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10.3.3.4 Primary Cyclization - In crosslinking reactions, the secondary cyclization improves the
network while the primary cyclization forms smaller loops. In Figure 10.19, the primary
cyclization fraction (=number of primary cycles/total number of primary + secondary cycles) is
plotted against conversion for the 5 wt% EGDMA-MMA polymerization reaction. The primary
cyclization fraction is extremely small; even at early times it is less than 1%. At early
conversions there are many linear polymer radicals which will have higher probabilities for
reacting with an available pendent group on the same chain. At later conversions (particularly
after the gel point) the chain-end radicals will find a large number of pendent groups available
for reaction in the gel as compared to these on the chain-end radical branchs (which will form
primary cycles). For lower than 5 wt% EGDMA, there were no significant primary cycles
formed. As the amount of EGDMA is decreased, the availability of a pendent group on a chain
decreases. This will decrease the probability of a radical forming a primary cycle. Thus it
appears that primary cyclization reactions can be ignored in simulating crosslinking reactions
with low levels of EGDMA.
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Figure 10.19: Primary cyclization fraction versus conversion for 5 wt% EGDMA-MMA bulk
copolymerization at 70 °C using AIBN initiator with [I] 0 = 0.01548 mol/L.

10.3.3.5 Utilization of Pendent Vinyl Groups - Due to diffusional restrictions and lower
reactivity (as compared to the monomeric vinyl groups) the consumption of pendent vinyl groups
is expected to be much lower than that of the first of the double bonds in the crosslinking
monomer. The converted pendent group leads to crosslinking. Moreover, the unreacted vinyl
groups can be used in post-polymerization processes (for example grafting) to further modify the
polymer properties. In Figure 10.20 the pendent vinyl group conversion is plotted as a function
of the overall monomer conversion for 0.3%, 1%, 3% and 5% (wt%) EGDMA-MMA bulk
copolymerization. We find that the pendent group conversion profile is quite similar for different
EGDMA levels and that at the end of the polymerization nearly 60% of the pendent groups
remain unreacted.
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Figure 10.20: Pendent vinyl group conversion as a function of monomer conversion for 0.3%,
1%, 3% and 5% (wt%) EGDMA-MMA bulk copolymerization at 70 °C using AIBN initiator with
[I] 0 = 0.01548 mol/L.

10.3.3.6 Crosslink Density - The average number of monomer units between crosslink points is
an important property and represents the tightness of the crosslinks. This is represented as M C/M
where MC is the average molecular weight between crosslink points (or chain-ends) and M the
average molecular weight of the monomers. In Figure 10.21 the effect of EGDMA on the
average MC/M is plotted against monomer conversion and is compared with that for bulk MMA
polymerization. Here we can see how quickly MC/M decreases with an increase in the EGDMA
level. The general trend is as expected. Another feature we can see in this figure is that due to
incomplete pendent vinyl group conversion (see Figure 10.21) MC/M does not reach the
minimum possible value for the given EGDMA level. The final MC/M for all EGDMA levels is
roughly 2.5 times greater than the minimum possible value.
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Figure 10.21: Average MC/M versus conversion for 0.0%, 0.3%, 1%, 3% and 5% (wt%)
EGDMA-MMA bulk copolymerization at 70 °C using AIBN initiator with [I] 0 = 0.01548 mol/L.
The dashed, horizontal lines are minimum possible MC/M for each respective EGDMA level.

Another measure of the crosslink density is the degree to which a good solvent can swell the
gel. The swelling ratio,

, is defined as the ratio of the volume of swollen and unswollen

polymer gel. This will depend on the type of solvent and the crosslinking density. At equilibrium
swelling, the entropic, enthalpic and elastic contributions to the free energy of mixing can be
written as [178,202]

(10.43)
where

is the Flory interaction parameter for the solvent-polymer,

solvent,

an empirical constant to account for the effect of physical chain entanglements [178],

and

the molar volume of the

the number of elastically active chains per unit volume. Chain-ends within the gel are not

elastically active. In Monte Carlo simulations where every event can be effectively monitored,
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the value of

can be calculated while excluding the elastically inactive chain ends. The

term

in eq (10.43) accounts for physical crosslinks due to chain entanglements.
Tobita [178] reported the experimental swelling ratio for gel produced by 1 wt% EGDMAMMA bulk polymerization at 70 °C using chloroform and (seperately) acetone as the solvent. In
Figure 10.22 we compare the estimated

from our simulation with the experimental data as a

function of conversion [178]. The molar volumes ( ) of chloroform and acetone are 80.65 [203]
and 73.88 [203] cm3/mol, respectively at 25 °C. The density for PMMA was used as 1.17 g/cm 3
[204] The

for chloroform-PMMA and acetone-PMMA pairs were taken as 0.365 [178] and

0.48 [205], respectively. As a first attempt, the

value was taken as 1 for prediction of

either chloroform or acetone. In Figure 10.22 we see that the
follows the trend in change in

values predicted using

in
=1

with conversion as obtained by the experiments. However the

experimental values are lower than the predicted values. Upon changing the

value to 2, much

better agreement between experimental results and predicted values was obtained.
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Figure 10.22: Swelling ratio ( ) in acetone and chloroform for the gel produced by 1 wt%
EGDMA-MMA bulk copolymerization at 70 °C using AIBN initiator with [I] 0 = 0.01548 mol/L.
The experimental data are from Tobita [178].

In this work we have simulated EGDMA-MMA bulk copolymerization using a single
adjustable kinetic parameter

. This is the ratio of the chemical rate coefficient for a radical to

pendent double bond propagation step to that for a radical to either double bond in EGDMA
monomer propagations value of 0.5 effectively predicted a wide variety of kinetic and molecular
properties produced during the crosslinking at various levels on EGDMA. It is necessary to
comment here that this value of
value of

might not be applicable for every polymer backbone. The

represents the reduced reactivity of the pendent group due to rotational and

conformational restrictions (not translational which is accounted for by translational diffusion
terms). These restrictions might not be completely independent of the surrounding environment
along the polymer backbone. For example the value of

might be different for EGDMA-

styrene polymerization than that for EGDMA-MMA as the styrene molecule contains bulky and
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stiff benzene rings. The effect of polymer backbone on

will be investigated in our future

studies.
10.4 Conclusions

The pendant double bonds associated with the divinyl monomer are not as chemically reactive
as the first double bonds that become incorporated within the polymer backbone. For the
EGDMA/MMA system, the reduction in reactivity is judged to be about 50%. In addition, less
than half of the eventual pendant double bonds provided by the total crosslinking monomer are
typically consumed during the polymerization – this is due to polymer chain diffusion
limitations.
MW development progresses from linear to branched to x-linked structures. The gel, or
‘infinite’ molecular weight polymer structure, is formed by crosslinking reactions between
different, previously x-linked structures at the gel point. This molecule becomes the primary
locus of reactions and all chains eventually become part of this massive x-linked polymer
network. The computationally efficient Monte Carlo algorithm used in this study correctly
predicts the gel points for various levels of crosslinking monomer, and effectively predicts the
evolution of the sol and gel content beyond the gel point. In addition, the experimental swelling
index (yielding the crosslink density) of the gels are gauged correctly by the simulations.
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Appendix A.1
For the experiments to study the effect of pH on the distribution of MAA between Sty and
water, 0.05 M NaOH solution was used instead of water. The amount of sample taken from the
aqueous phase was less 2.0 ml which was not sufficient for direct pH measurements with a pH
probe. To estimate the pH of the aqueous phase in these experiments, solutions of different
concentrations (0.07 to 0.7 mol/L) of MAA in 0.05 M NaOH solution were prepared and the pH
of these samples were recorded using an Orion 8172BNWP Ross Sure-Flow pH Electrode. These
data points were fitted with eq (A.1.1) and were used to obtain the pH of aqueous phase (Figure
A.1).
pH = -log(ACMAA - Ka)

(A.1.1)

where, CMAA and Ka are the concentration of MAA in mol/L and acid dissociation constant of
MAA, respectively. The working of eq (A.1.1) is shown in Appendix A.2. The value of Ka (= 10pK
a)

for MAA is taken 4.45.
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Figure A.1.1: Plot of pH versus concentration of MAA (mol/L) in 0.05 M NaOH solution. (●)
Experimental data point. Solid line is obtained by fitting experimental data with eq (A.1) (R2 =
0.997). Variable A was obtained to be (6.82±0.10) × 10-4.

Similarly for these experiments, HPLC calibration curve was obtained using the areas of the
peaks corresponding to the different concentration of MAA in 0.05 M NaOH solution. Few
independent experiments were also conducted for this system using the method described in
'Experiment Details' section in CHAPTER 2 .

Appendix A.2
In chemistry, Henderson-Hasselbalch equation (eq A.2.1 [A.1]) is widely used for estimating
the pH of a buffer solution and equilibrium pH in a acid-base reaction.
pH = pKa + log([salt]/[acid])
where, [acid] and [salt] are added concentrations of acid and salt of

(A.2.1)
its conjugate base,

respectively, to create the buffer solution. In case neutralization, [salt] and [acid] will be
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concentration of added strong base and remaining acid (assuming the acid-base reaction occurs
completely), respectively. A detailed discussion and limitation of this equation can be found in
Po and Senozan [A.1].
In a solution containing CNaOH mol/L NaOH and CMAA mol/L MAA, the pH according to eq
(A.2.1) will be
pH = pKa + log(CNaOH/(CMAA-CNaOH))

(A.2.2)

Equation (A.2.2) can be re-arranged as

pH = log

a

CNa

H

CMAA

a

(A.2.3)

Equation (A.2.3) can be used as eq (A.1.1) with variable A (Ka/CNaOH) to fit pH data with known
concentration of MAA in NaOH solution.

Appendix A.3
In order to calculate concentrations of acid monomers in both phases, temperature-dependent
density values for monomers and water were obtained by fitting literature values with eq (A.3.1)
(Concept from Elbro et. al. [A.2]).
1/ = A + BT + CT2
where,

(A.3.1)

is the density in gm/cm3 and T is the temperature in K. The value of the coefficients A,

B and C are reported in Table A.3.1. The densities for t-BMA, HMA and 1-octanol were taken
from suppliers' website as 0.875, 0.863 and 0.827 gm/cm3, respectively at 25 °C.
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Table A.3.1: Coefficients A, B and C for density by eq (A.3.1).
Component

A (cm3/gm)

B × 103 (cm3/gm-K)

C × 106 (cm3/gm-K2)

MAAiii

0.3875

3.013

-3.320

AAiii

0.8232

-0.1269

1.924

MAii

0.7095

1.019

0.4521

MMAiv

0.9125

-0.2762

2.658

BAii,vi

0.9724

-0.2566

2.514

n-BMAi

0.8906

0.3550

1.423

VAi

0.9827

-0.7818

3.712

Styvi

0.8842

0.4031

1.180

2-EHAvi

0.8956

0.4490

1.195

Waterv

1.237

-1.849

3.572

Density data taken from iWisniak et. al. [A.3] iiAli et. al. [A.4] iiiKuchta et. al. [A.5] ivFan et. al.
[A.6] vGe et. al. [A.7] viCAMEO database [A.8]

Appendix A.4
For acid monomer dissolved in water, the ionic equilibrium can be described as eq (2.3). If the
self-ionization of water (pKw = 13.83 [A.9] at 30 °C) is ignored, the concentration of both [H+]
and [A-] will be Cα, mol/L, where C is the total concentration of acid and α is the degree of
dissociation of acid. With this, eq (2.3) can be re-written as eqs (A.4.1) and (A.4.2).
Ka = Cα2/(1-α)

(A.4.1)

Cα2 + Kaα - Ka = 0

(A.4.2)

The positive solution of eq (A.4.2) is
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α = (-Ka + (Ka2 + 4KaC)1/2)/2C

(A.4.3)

From eq (A.4.3), we can obtain [H+] (= Cα) and the pH values of the solution, as shown in eq
(2.7) in Chapter 2.

Appendix A.5

Figure A.5.1: Plot of concentration of MAA in acrylate monomer phase (Corg,tot) versus
undissociated form in aqueous phase ([HAW]) at equilibrium at 30 °C. The dashed line is fitted
curve with eq (2.6). (●) MA (y = (7.89 ± 0.310)x + (3.23 ± 1.00)x2); (◊) nBA (y = (4.33 ± 0.165)x
+ (8.43 ± 0.680)x2); (■) 2-EHA (y = (2.10 ± 0.044)x + (8.25 ± 0.279)x2).
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Figure A.5.2: Plot of concentration of MAA in methacrylate monomer phase (Corg,tot) versus
undissociated form in aqueous phase ([HAW]) at equilibrium at 30 °C. The dashed line is fitted
curve with eq (2.6). (●) MMA (y = (7.04 ± 0.159)x + (6.80 ± 0.822)x2); (◊) nBMA (y = (3.28 ±
0.124)x + (9.21 ± 0.580)x2); (■) HMA (y = (2.26 ± 0.043)x + (7.99 ± 0.266)x2).

Figure A.5.3: Plot of concentration of AA in methacrylate monomer phase (Corg,tot) versus
undissociated form in aqueous phase ([HAW]) at equilibrium at 30 °C. The dashed line is fitted
curve with eq (2.6). (●) MA (y = (2.41 ± 0.066)x + (-0.298 ± 0.146)x2); (◊) nBA (y = (0.888 ±
0.007)x + (0.457 ± 0.019)x2); () 2-EHA (y = (0.402 ± 0.007)x + (0.132 ± 0.013)x2).
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Figure A.5.4: Plot of concentration of AA in methacrylate monomer phase (Corg,tot) versus
undissociated form in aqueous phase ([HAW]) at equilibrium at 30 °C. The dashed line is fitted
curve with eq (2.6). (●) MMA (y = (1.38 ± 0.046)x + (0.864 ± 0.091)x2); (◊) nBMA (y = (0.580 ±
0.052)x + (0.230 ± 0.076)x2).

Figure A.5.5: Plot of concentration of AA in MMA (Corg,tot) versus undissociated form of MAA in
water ([HAW]) at equilibrium at (●) 30 °C (◊) 50 °C and () 70 °C. The dashed lines are fitted
curve with eq (2.6).
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Figure A.5.6: Plot of concentration of MAA in MMA (Corg,tot) versus undissociated form of MAA
in water ([HAW]) at equilibrium at (●) 30 °C, (◊) 50 °C and () 70 °C. The dashed lines are
curve fits as eq (2.6).

Figure A.5.7: Plot of concentration of MAA in nBA (Corg,tot) versus undissociated form of MAA in
water ([HAW]) at equilibrium at (●) 30 °C, (○) 40 °C, (♦) 50 °C and (◊) 70 °C. The dashed lines
are curve fits as eq (2.6).
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Figure A.5.8: Plot of concentration of MAA in Sty (Corg,tot) versus undissociated form of MAA in
water ([HAW]) at equilibrium at (●) 30 °C, (◊) 50 °C and () 70 °C. The dashed lines are curve
fits as eq (2.6).

Appendix A.6

Figure A.6.1: Plot of concentration of MAA in monomer phase (Corg,tot) versus undissociated
form in aqueous phase ([HAW]) at equilibrium at 30 °C. The dashed line is fitted curve with eq
(2.6). (●) VAc (y = (4.59 ± 0.245)x + (7.59 ± 1.02)x2); (◊) tBMA (y = (2.79 ± 0.122)x + (6.36 ±
0.404)x2).
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Appendix B.1
In order to calculate concentrations of acid monomers in both phases, temperature-dependent
density values for monomers and water were obtained by fitting literature values with eq (B.1.1)
(Concept from Elbro et. al. [B.1]).
1/ = A + BT + CT2

(B.1.1)

where, ρ is the density in gm/cm3 and T is the temperature in K. The value of the coefficients A,
B and C are reported in Table B.1.1.

Table B.1.1: Coefficients A, B and C for density by eq (B.1.1).
Component

A (cm3/gm)

B × 103 (cm3/gm-K)

C × 106 (cm3/gm-K2)

MAAiii

0.3875

3.013

-3.320

AAiii

0.8232

-0.1269

1.924

MAii

0.7095

1.019

0.4521

MMAiv

0.9125

-0.2762

2.658

BAii,vi

0.9724

-0.2566

2.514

n-BMAi

0.8906

0.3550

1.423

Styvi

0.8842

0.4031

1.180

2-EHAvi

0.8956

0.4490

1.195

Waterv

1.237

-1.849

3.572

Density data taken from iWisniak et. al. [B.2] iiAli et. al. [B.3] iiiKuchta et. al. [B.4] ivFan et. al.
[B.5] vGe et. al. [B.6] viCAMEO database [B.7]
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For acid monomer dissolved in water, the ionic equilibrium can be described as
Ka = [H+][A-]/[HAW] = 10 -pKa

(B.2.1)

where [H+] and [A-] are concentrations of hydrogen ion and conjugate base of carboxylic acid
in the aqueous phase, respectively, and pKa is the pH at 50% ionization. If the self-ionization of
water (pKw = 13.83 [B.8] at 30 °C) is ignored, the concentration of both [H+] and [A-] will be
Cα, mol/L, where C is the total concentration of acid and α is the degree of dissociation of acid.
With this, eq (B.2.1) can be re-written as eqs (B.2.2) and (B.2.3).
Ka = Cα2/(1-α)

(B.2.2)

Cα2 + Kaα - Ka = 0

(B.2.3)

The positive solution of eq (B.2.3) is
α = (-Ka + (Ka2 + 4KaC)1/2)/2C

(B.2.4)

From eq (B.2.4), we can obtain [H+] (= Cα) and the pH values of the solution, as shown in eq
(3.4) in text.
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Figure B.3.1: Concentration of MAA in Sty-MA phases (Corg,tot) versus its undissociated form in
the aqueous phase ([HAW]) at equilibrium at 30 °C. The dashed line is fit from eq (3.3). (●)
72.8% Sty and (○) 95.1% Sty.

Figure B.3.2: Concentration of MAA in Sty-MMA phases (Corg,tot) versus its undissociated form
in the aqueous phase ([HAW]) at equilibrium at 30 °C. The dashed line is fit from eq (3.3). (●)
41.7% Sty and (○) 88.8% Sty.
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Figure B.3.3: Concentration of MAA in Sty (49.7% wt%)-nBMA phases (Corg,tot) versus its
undissociated form in the aqueous phase ([HAW]) at equilibrium at 30 °C. The dashed line is fit
from eq (3.3).

Figure B.3.4: Concentration of MAA in Sty-nBMA-MA phases (Corg,tot) versus its undissociated
form in the aqueous phase ([HAW]) at equilibrium at 30 °C. The dashed line is fit from eq (3.3).
(●) 50.0%:10.7%:39.3% (by wt.) Sty-nBMA-MA and (○) 46.2%:40.3%:13.5% (by wt.) StynBMA-MA.
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Figure B.3.5: Concentration of MAA in 2-EHA (52.3% wt%)-nBMA phases (Corg,tot) versus its
undissociated form in the aqueous phase ([HAW]) at equilibrium at 30 °C. The dashed line is fit
from eq (3.3).

Figure B.3.6: Concentration of MAA in MMA (25.9% wt%)-nBMA phases (Corg,tot) versus its
undissociated form in the aqueous phase ([HAW]) at equilibrium at 30 °C. The dashed line is fit
from eq (3.3).
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Figure B.3.7: Concentration of MAA in MA (48.2% wt%)-nBA phases (Corg,tot) versus its
undissociated form in the aqueous phase ([HAW]) at equilibrium at 30 °C. The dashed line is fit
from eq (3.3).

Figure B.3.8: Concentration of MAA in MA (23.2% wt%)-nBMA (54.7% wt%)-nBA phases
(Corg,tot) versus its undissociated form in the aqueous phase ([HAW]) at equilibrium at 30 °C. The
dashed line is fit from eq (3.3).
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Figure B.3.9: Concentration of MAA in MA (29.3% wt%)-nBMA (23.8% wt%)-MMA phases
(Corg,tot) versus its undissociated form in the aqueous phase ([HAW]) at equilibrium at 30 °C. The
dashed line is fit from eq (3.3).

Appendix B.4

Figure B.4.1: Concentration of AA in MA (49.9% wt%)-nBMA phases (Corg,tot) versus its
undissociated form in the aqueous phase ([HAW]) at equilibrium at 30 °C. The dashed line is fit
from eq (3.3).
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Appendix C
Appendix C.1
For hydroxy compounds, the multimer formation in the organic phase can be represented in a
form of consecutive equilibriums (eq (4.1), CHAPTER 4)

for n ≥ 2

(4.1)

where ROHO,n (n=1, 2, 3 ...) is the concentration of n-mer and Kn the equilibrium coefficient for
formation of n-mer (eq (C.1.1)).

(C.1.1)
Using the Mecke-Kempter model, K2= K3=...=Kn=K.
From eq (C.1.1),
ROHO,n = K⨯ROHO,1⨯ROHO,n-1

(C.1.2)

and thus,
ROHO,n =

⨯

(for n ≥ 2)

(C.1.3)

The total measurable concentration of hydroxy compound in the organic phase (ROHorg,tot)
would be

(C.1.4)
Using eq (C.1.3) in eq (C.1.4),

(C.1.5)
On multiplying eq (C.1.5) with K⨯ROHO,1 and subtracting from eq (C.1.5),
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(C.1.6)
Equation (C.1.6) is an infinite geometric progression. For K⨯ROHO,1 < 1, eq (C.1.6) can be
written as eq (C.1.7) or eq (C.1.8) [C.1].

(C.1.7)

(C.1.8)
From eq (4.2) (CHAPTER 4) and eq (C.1.8),

(C.1.9)
Equation (C.1.9) describes the distribution of hydroxy monomer between water and organic
phases. It should be noted that eq (C.1.9) is valid only if KKdROHW < 1. However, in the case of
KKdROHW > 1, the limit of eq (C.1.5) will be infinite which is not feasible.
Similarly treatment for Coggeshall model (K2≠

3=K4

... Kn=Kb) provides eq (C.1.10) to

describe the distribution of hydroxy monomer between water and organic phase.

(C.1.10)
For systems, where only dimerization is possible (i.e. Kb=0), eq (C.1.10) simplifies as
(C.1.11)
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Appendix C.2
In order to test our assumption to treat the isomeric mixture of 2HPMA as a single compound,
we plotted the area fraction of 1st peak versus total calculated concentration of 2HPMA
(ROHaqu,tot) (Figure C.2.1) in the water phase from all the samples from the distribution studies
for the case where analysis was done using Agilent ZORBAX Eclipse XDB-C8 column where 2
peaks appear. These were tested against the results obtain from analysis of calibration standards
(Figure C.2.1), where ROHaqu,tot is known and the samples are prepared as a single phase.

Figure C.2.1. Ratio of area of first peak to total 2HPMA peak area (area peak 1 + area peak 2)
versus total concentration of 2HPMA in the water phase (calculated from total peak area) in
calibration standards and distribution experiment sample analysis.

In calibration standards, only one phase exists which guarantees that the ratio of both isomers
in the sample is same as the container received from vendor. In the distribution studies done
here, two phases simultaneously exist. In case of the isomers have different distribution
characteristics between the water and the organic phases, the area fraction of 1st peak in a sample
obtained from distribution studies will differ from the same obtained from the calibration
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standard. From Figure C.2.1, we can see that there is nearly no difference between the results for
calibration standards and samples from partitioning experiments which suggests that our
treatment of 2HPMA isomeric mixture as a single component is valid.

Appendix C.3
In order to calculate concentrations of acid monomers in both phases, temperature-dependent
density values for monomers and water were obtained by fitting literature values with eq C.3.1
(Concept from Elbro et. al. [C.2]).
1/ = A + BT + CT2
where,

(C.3.1)

is the density in gm/cm3 and T is the temperature in K. The value of the coefficients A,

B and C are reported in Table C.3.1. The densities used for 2HEA and 2HPMA are 1.011 and
1.066 gm/cm3, respectively (reported at 25

o

C) and were taken from Sigma-Aldrich

(www.sigmaaldrich.com).

Table C.3.1: Coefficients A, B and C for density by eq (C.3.1).
Component

A (cm3/gm)

B × 103 (cm3/gm-K)

C × 106 (cm3/gm-K2)

MAAiii

0.3875

3.013

-3.320

AAiii

0.8232

-0.1269

1.924

MAii

0.7095

1.019

0.4521

MMAiv

0.9125

-0.2762

2.658

BAii,vi

0.9724

-0.2566

2.514

n-BMAi

0.8906

0.3550

1.423
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Table C.3.1: Continued
Component

A (cm3/gm)

B × 103 (cm3/gm-K)

C × 106 (cm3/gm-K2)

VAci

0.9827

-0.7818

3.712

Styvi

0.8842

0.4031

1.180

2-EHAvi

0.8956

0.4490

1.195

Waterv

1.237

-1.849

3.572

2HEMAvii

0.6907

0.8267

-

Density data taken from iWisniak et. al.[C.3] iiAli et. al. [C.4] iiiKuchta et. al. [C.5] ivFan et. al.
[C.6] vGe et. al. [C.7] viCAMEO database [C.8] viiChen and Chang [C.9]

Appendix C.4
In Figure C.4.1, experimental data for the concentration of 2HPMA in the Sty phase
(ROHorg,tot) versus its concentration in the aqueous phase (ROHW) are shown. The experimental
data were curve fitted with the Mecke-Kemter Model (eq (C.1.9)), the Coggeshall Model (eq
(C.1.10)), the dimer model (eq (C.1.11)) and the no H-bond model (linear curve). From the
figure it can be seen that both dimer model and no H-bond model result in poor fits to the data.
Both the Mecke-Kemter Model and the Coggeshall Model show excellent agreement with the
experimental data and produce nearly identical curves. From curve fitting with eq (C.1.9), the
parameters obtained for the Mecke-Kemter Model were Kd = 1.34 ± 0.026 and K = 1.21 ± 0.037
while those obtained for the Coggeshall Model with eq A-10 were Kd = 1.54 ± 0.084, K2 = 0.745
± 0.142 and Kb = 1.15 ± 0.035. The values for K2 and Kb are not exactly the same but are of
similar order. Given this, we have chosen to use the simpler 2 parameter Mecke-Kemter Model.
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Figure C.4.1. Concentration of 2HPMA in Sty phase (ROHorg,tot) versus its concentration in the
aqueous phase (ROHW) at equilibrium at 30 °C. Mecke-Kempter Model: eq (4.3) (CHAPTER 4);
Coggeshall Model: eq (C.1.10); Dimer Model: eq (C.1.11) and No H-Bond Model: ROHorg,tot =
M⨯ROHW.

Appendix C.5

Figure C.5.1: Concentration of 2HEA in Sty phase (ROHorg,tot) versus its concentration in the
aqueous phase (ROHW) at equilibrium at 30 °C (all data points).
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Plots for 2HEMA

Figure C.6.1: Concentration of 2HEMA in organic phase (ROHorg,tot) versus its concentration in
the aqueous phase (ROHW) at equilibrium at 30 °C. (●) MMA and (○) nBMA. The dashed line is
fit from eq (4.3) (CHAPTER 4).

Plots for 2HEA

Figure C.6.2: Concentration of 2HEA in organic phase (ROHorg,tot) versus its concentration in
the aqueous phase (ROHW) at equilibrium at 30 °C. (●) MA and (○) nBA. The dashed line is fit
from eq (4.3) (CHAPTER 4).
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Figure C.6.3: Concentration of 2HEA in organic phase (ROHorg,tot) versus its concentration in
the aqueous phase (ROHW) at equilibrium at 30 °C. (●) MMA and (○) nBMA. The dashed line is
fit from eq (4.3) (CHAPTER 4).

Appendix C.7
Table C.7.1: Obtained values of Kd and K for 2HPMA distributing between water and nonfunctional monomers.
Organic Phase Monomer

Kd

K (L/mol)

MA

8.33 ± 0.388

0.057 ± 0.025

MMA

7.21 ± 0.084

0.136 ± 0.009

nBA

4.21 ± 0.121

0.266 ± 0.026

nBMA

3.38 ± 0.084

0.244 ± 0.022

2EHA

1.99 ± 0.063

0.364 ± 0.029

Sty

1.34 ± 0.026

1.21 ± 0.037
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Table C.7.2. Obtained values of Kd and K for 2HEMA distributing between water and nonfunctional monomers.
Organic Phase Monomer

Kd

K (L/mol)

MMA

2.96 ± 0.057

0.105 ± 0.023

nBMA

1.18 ± 0.028

0.193 ± 0.026

Sty

0.429 ± 0.015

1.16 ± 0.083

Table C.7.3. Obtained values of Kd and K for 2HEA distributing between water and nonfunctional monomers.
Organic Phase Monomer

Kd

K (L/mol)

MA

1.23 ± 0.016

0.062 ± 0.010

MMA

0.790 ± 0.016

0.115 ± 0.019

nBA

0.385 ± 0.009

0.244 ± 0.032

nBMA

0.287 ± 0.009

-0.110 ± 0.061

VAc

0.696 ± 0.025

0.067 ± 0.061

Sty

0.116 ± 0.004

0.006 ± 0.117
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Figure C.8.1: Concentration of 2HPMA in Sty phase (ROHorg,tot) versus its concentration in the
aqueous phase (ROHW) at equilibrium at (●) 30 °C, (◊) 50 °C and (○) 70 °C. The dashed line is
fit from eq (4.3) (CHAPTER 4).

Figure C.8.2: Concentration of 2HPMA in nBA phase (ROHorg,tot) versus its concentration in the
aqueous phase (ROHW) at equilibrium at (●) 30 °C, (◊) 50 °C and (○) 70 °C. The dashed line is
fit from eq (4.3) (CHAPTER 4).
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Figure C.9.1: Concentration of 2HPMA in MMA-nBMA phases (ROHorg,tot) versus its
concentration in the aqueous phase (ROHW) at equilibrium at 30 °C. The dashed line is fit from
eq (4.3) (CHAPTER 4). (●) 100% MMA, (⧫) 67.0% nBMA and (○) 100% nBMA.

Figure C.9.2: Concentration of 2HEA in MA-Sty phases (ROHorg,tot) versus its concentration in
the aqueous phase (ROHW) at equilibrium at 30 °C. The dashed line is fit from eq (4.3)
(CHAPTER 4). (●) 100% MA, (◊) 70.5% Sty and (○) 100% Sty.
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Figure C.9.3: Concentration of 2HEA in MMA-Sty phases (ROHorg,tot) versus its concentration in
the aqueous phase (ROHW) at equilibrium at 30 °C. The dashed line is fit from eq (4.3)
(CHAPTER 4). (●) 100% MMA, (⧫) 33.1% Sty, (◊) 50.2% Sty, (□) 65.6% Sty and (○) 100% Sty.

Figure C.9.4: Concentration of 2HEA in MMA-nBMA phases (ROHorg,tot) versus its
concentration in the aqueous phase (ROHW) at equilibrium at 30 °C. The dashed line is fit from
eq (4.3) (CHAPTER 4). (●) 100% MMA, (⧫) 34.5% nBMA, (□) 49.1% nBMA, (◊) 66.0% nBMA
and (○) 100% nBMA.
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Figure C.9.5: Concentration of 2HEA in 32.7% MA/34.0% MMA/Sty phases (ROHorg,tot) versus
its concentration in the aqueous phase (ROHW) at equilibrium at 30 °C. The dashed line is fit
from eq (4.3) (CHAPTER 4).

Figure C.9.6: Concentration of 2HEA in 32.8% MA/33.5% MMA/Sty phases (ROHorg,tot) versus
its concentration in the aqueous phase (ROHW) at equilibrium at 30 °C. The dashed line is fit
from eq (4.3) (CHAPTER 4).
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Figure C.10.1: Simultaneous distribution of 2HPMA and AA between water and MMA phase at
30 °C. (a) Concentration of 2HPMA (●) in presence of AA and (---) without AA. (b)
Concentration of MAA (●) in presence of 2HPMA and (---) with 2HPMA [C.10].
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The partial molar free energy (

) of a monomer 'm' in a polymer 'p' particle can be

calculated as (derived from generalized equation (eq (5.3)) in CHAPTER 5)
(D.1.1)
In Figure D.1.1, we compare different terms of eq S1 as a function of polymer volume fraction in
the particle (
the term

). From this figure, it can be clearly seen that at low monomer concentrations,
is very small relative to the other terms in eq (D.1.1). A similar parametric

study using very small particles (unswollen radius 12.5 nm) results in a similar situation. Thus
we can conclude that that effect of polymer particle size will have minimum effect of distribution
behavior of functional monomers between water and the particle phase. This is an important
point when considering experimental measurements in latex systems. Also, the last term can be
ignored for simplification when using eq (D.1.1).

Appendix D

(a)

(b)

Figure D.1.1: (a) Comparison of different terms in eq (D.1.1) to describe the partial molar free
energy (
) of a monomer in the polymer particle phase along with
as a function
of polymer volume fraction in the particle (b) Zoomed y-axis to clarify.
= 0.5; = 20 mN/m;
3
V1 = 86 cm /mol; unswollen radius= 50 nm and T = 303.15 K.

In the text, we have shown experimentally that the effect of particle size on the distribution of
2HEMA between PMA and water is negligible. Similarly in Figure D.1.2 we find a similar
conclusion on the effect of particle size on the distribution of MAA between PnBMA and water
phases. Overall the effect of particle size can be neglected in cases where the monomer
concentration in the polymer phase is small.
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Figure D.1.2: Concentration of MAA in the PnBMA phase (Corg,tot) versus concentration of MAA
in the aqueous phase (Caqu,tot) at 30 °C. The PnBMA particle diameter (●) 105 nm; (♦) 170 nm;
(○) 175 nm and (◊) (polymer film).

Appendix D.2
In Table D.2.1 a sample recipe for producing PMA latex polymer by emulsion polymerization
is shown. Similar recipes were followed to produce other latex polymers.
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Table D.2.1: Recipes for creating seed and growth for PMA latex preparation.

a

Seed

Growth 1

Growth 2

Pre-seed

–

123.71 g

243.10 g

DI Water

148.22 g

242.60 g

450.16 g

SDS

0.3732 g

0.3009 g

0.3967 g

KPS

0.4083 g

0.7778 g

1.4137 g

MA

57.73 ga

147.15 g

205.83 g

SDS/water in shot

–

0.3010 g/10.0522 g

0.2042 g/15.1647 g

SDS shot time

–

90 mins

90 mins

Reaction type

Ab-initio

Semi-batch

Semi-batch

Monomer feed time

3 hrs

3 hrs

2 hrs

Total reaction time

4.5 hrs

5 hrs

4.5 hrs

Reaction temp.

70 °C

70 °C

70 °C

Solid content

27.08 %

34.56 %

31.85 %

Final Diameter (nm)

63.1

113.0

163.3

2.52 g at t = 0

In Table D.2.2, the polymer sizes of the polymer latices used in the distribution studies are
reported. The particles size was measured using NanotracTM 250 (Microtrac).
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Table D.2.2: Diameter of polymer latices used in the distribution studies

a

Polymer

Particle Diameter

PMA

70 nma, 113 nm, 120 nm, 165 nm

PMMA

120 nm

PnBA

70 nma, 125 nm, 155 nm

PnBMA

105 nm, 160 nm, 170 nm, 175 nm

PSty

175 nm

P(nBA-co-Sty)

180 nm

P(MA-co-MMA)

175 nm

Estimated values not experimental values.

Appendix D.3
In order to calculate concentrations of acid monomers in both phases, temperature-dependent
density values for monomers and water were obtained by fitting literature values with eq (D.3.1)
(Concept from Elbro et. al. [D.1]).
1/ = A + BT + CT2
where,

(D.3.1)

is the density in gm/cm3 and T is the temperature in K. The value of the coefficients A,

B and C are reported in Table D.3.1. The densities used for 2HEA and 2HPMA are 1.011 and
1.066 gm/cm3, respectively (reported at 25

o

C) and were taken from Sigma-Aldrich

(www.sigmaaldrich.com).

410

Appendix D
Table D.3.1: Coefficients A, B and C for density by eq (D.3.1).
Component

A (cm3/gm)

B × 103 (cm3/gm-K)

C × 106 (cm3/gm-K2)

MAAii

0.3875

3.013

-3.320

AAii

0.8232

-0.1269

1.924

MAi

0.7095

1.019

0.4521

Styiv

0.8842

0.4031

1.180

Wateriii

1.237

-1.849

3.572

2HEMAv

0.6907

0.8267

–

Density data taken from iAli et. al. [D.2] iiKuchta et. al. [D.3]
database [D.5] vChen and Chang [D.6]

iii

Ge et. al. [D.4] ivCAMEO

For the density of the polymer, we used data from van Krevelen [D.7] as shown in
Table D.3.2.

Table D.3.2: Densities of polymers at 30 °C calculated using group contribution approach [D.7]
Polymer

Density (g/cm3)

PMA

1.22

PMMA

1.17

PnBA

1.06

PnBMA

1.053

PSty

1.05
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MAA monomer distribution between PMMA and water

Figure D.4.1: Concentration of MAA in the PMMA phase (Corg,tot) versus its undissociated form
in the aqueous phase ([HAW]) at equilibrium at 30 °C. The dashed lines are linear fit of
experimental data Corg,tot = (3.31 ± 0.0802)[HAW].
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Hydroxy (meth)acrylate monomers distribution between (meth)acrylate/Sty polymer and water

Figure D.4.1: Concentration of hydroxy (meth)acrylate monomers in the PnBA phase (Corg,tot)
versus its concentration in the aqueous phase (Caqu,tot) at equilibrium at 30 °C. (●) For 2HEA,
(♦) for 2HEMA and (○) for 2HPMA. The dashed lines are linear fit of experimental data. For
2HEA Corg,tot = (0.30 ± 0.0125)Caqu,tot; for 2HEMA Corg,tot = (1.00 ± 0.017)Caqu,tot and for
2HPMA Corg,tot = (2.88 ± 0.208)Caqu,tot.

Figure D.4.2: Concentration of hydroxy (meth)acrylate monomers in the PnBMA phase (Corg,tot)
versus its concentration in the aqueous phase (Caqu,tot) at equilibrium at 30 °C. (●) For 2HEA,
(♦) for 2HEMA and (○) for 2HPMA. The dashed lines are linear fit of experimental data. For
2HEA Corg,tot = (0.21 ± 0.00729)Caqu,tot; for 2HEMA Corg,tot = (0.769 ± 0.0221)Caqu,tot and for
2HPMA Corg,tot = (1.79 ± 0.0187)Caqu,tot.
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Figure D.4.3: Concentration of 2HEMA in the PSty phase (Corg,tot) versus its concentration in the
aqueous phase (Caqu,tot) at equilibrium at 30 °C. The dashed lines are linear fit of experimental
data Corg,tot = (0.485 ± 0.0416)Caqu,tot.

Figure D.4.4: Concentration of 2HEMA in the PMMA phase (Corg,tot) versus its concentration in
the aqueous phase (Caqu,tot) at equilibrium at 30 °C. The dashed lines are linear fit of
experimental data Corg,tot = (1.33 ± 0.0554)Caqu,tot.
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Table D.4.1: pH insensitive distribution coefficient (DHA) for AA and MAA and distribution
coefficient (D) for 2HEA, 2HEMA and 2HPMA between water and different polymers
Polymer

DHA

D

AA

MAA

2HEA

2HEMA

2HPMA

1.28 ± 0.101

4.1 ± 0.131

0.596 ± 0.014

1.78 ± 0.023

3.77 ± 0.107

-

3.31 ± 0.080

-

1.33 ± 0.055

-

PnBA

0.719 ± 0.014

3.27 ± 0.128

0.30 ± 0.013

1.00 ± 0.017

2.88 ± 0.208

PnBMA

0.511 ± 0.022

2.74 ± 0.050

0.21 ± 0.007

0.769 ± 0.022

1.79 ± 0.019

-

0.956 ± 0.031

-

0.485 ± 0.042

-

PMA
PMMA

PSty

Appendix D.5
In Figure D.5.1, we compare a few

and

parameter pair to describe the distribution of

2HEMA between water and PMA using eq (D.5.1). Equation (D.5.1) is derived from eq (5.6) in
CHAPTER 5 for a single monomer-polymer-water system.
(D.5.1)
From Figure D.5.1, we can see that the same experimental data set can be closely represented by
very different parameter (
obtained

and

) pairs. We can also see that using a given

value, the

parameter describes very different molecular interactions between the monomer

and the polymer pair. This suggests that simple curve fitting the experimental data using eq
(D.5.1) can result in physically incorrect parameter estimations. It is necessary to independently
fix one of the 2 parameters (most likely

) in order to estimate the other.
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Figure D.5.1: (●) Concentration of 2HEMA in the aqueous phase (
) versus volume
fraction of PMA in the particle phase (
). Curve using eq E-1 using (▬▬)
:1.000
:0.753 (▬▬)
:0.395
:-0.339 (▬▬)
:0.100
:-1.98.

Appendix D.6

Table D.6.1: Comparison of experimental and predicted
using AQUAFAC [D.2,D.3]
approach and pseudo-AQUAFAC approach for a few 1-alkanol and alkanoic acids.
Predicted (AQUAFAC)
Compound

Predicted
(Pseudo-AQUAFAC)

Experiment
Value

Error %b

Value

Error %b

Ethanol

-1.123i

-1.034

-7.9 %

-1.097

-2.24 %

1-Propanol

-0.563i

-0.489

-13.1 %

-0.552

-1.86 %

1-Butanola

-0.007i

0.056

-861.5 %

-

-

Propionic Acid

-0.715ii

-0.725

1.5 %

-0.698

-2.31 %

1-Butyric Acida

-0.153ii

-0.180

17.7 %

-

-

a

Reference Compound
Error % = (Predicted - Experiment) x 100/Experiment
Experimental Data taken from iDohnal et al [D.10] iiHansen et al [D.11]
b
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In Table D.6.1, the literature experimental values of

for ethanol, 1-propanol, 1-

butanol, propionic acid and 1-butyric acid are compared with these predicted using AQUAFAC
[D.8,D.9] and pseudo-AQUAFAC approaches. In this example, 1-butanol and 1-butyric acid
were taken as reference for pseudo-AQUAFAC approach in the homologous series. For example,
for 1-propanol (CH3CH2CH2OH) can be estimated from experimental
values for 1-butanol (CH3CH2CH2CH2OH) using pseudo-AQUAFAC approach as
(D.6.1)
where

is group contribution parameter for group CH2.

From Table D.6.1, we can see that the molar activity coefficient, experimental and predicted
by AQUAFAC approach, are in good agreement, however the prediction is significantly
improved using the pseudo-AQUAFAC approach.
In Table D.6.2, we have compared the estimated

values for the functional monomers

studied here using UNIFAC [D.12], AQUAFAC [D.8,D.9] and pseudo-AQUAFAC methods.
From this, we can see that both UNIFAC and AQUAFAC methods provide different values for
.
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Table D.6.2: Comparison of estimated
values for carboxylic acid and hydroxy
(meth)acrylate monomers using UNIFAC [D.12], AQUAFAC [D.8,D.9] and pseudo-AQUAFAC
methods.
(L/mol)
Compound

a
b

UNIFAC

AQUAFAC

Pseudo-AQUAFAC

AA

0.044

0.303

0.147

MAA

0.159

0.774

0.377a

2HEA

1.341

0.081

0.155b

2HEMA

5.056

0.207

0.396b

2HPMA

11.061

0.607

1.156

Derived from AA values
Derived from 2HPMA Values

Appendix D.7
Carboxylic Acid Monomer-Polymer Distributions

Figure D.7.1: Concentration of vinyl acid monomers (undissociated form) in the aqueous phase
([HAW]) versus PMA volume fraction in the particle phase (
) at equilibrium at 30 °C. (○)
For AA and (●) for MAA. The dashed lines are curve fit of experimental data with eq (5.7)
(CHAPTER 5).
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Figure D.7.2: Concentration of vinyl acid monomers (undissociated form) in the aqueous phase
([HAW]) versus PnBMA volume fraction in the particle phase (
) at equilibrium at 30 °C. (○)
For AA and (●) for MAA. The dashed lines are curve fit of experimental data with eq (5.7)
(CHAPTER 5).

Figure D.7.3: Concentration of the undissociated form of MAA in the aqueous phase ([HAW])
versus PSty volume fraction in the particle phase (
) at equilibrium at 30 °C. The dashed
lines are curve fit of experimental data with eq (5.7) (CHAPTER 5).
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Figure D.7.4: Concentration of the undissociated form of MAA in the aqueous phase ([HAW])
versus PMMA volume fraction in the particle phase (
) at equilibrium at 30 °C. The dashed
lines are curve fit of experimental data with eq (5.7) (CHAPTER 5).

Hydroxy (Meth)acrylate Monomer-Polymer Distributions

Figure D.7.5: Concentration of hydroxy (meth)acrylate monomers in the aqueous phase (Caqu,tot)
versus PMA volume fraction in the particle phase (
) at equilibrium at 30 °C. (●) For 2HEA,
(♦) for 2HEMA and (○) for 2HPMA. The dashed lines are curve fit of experimental data with eq
(5.7) (CHAPTER 5).
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Figure D.7.6: Concentration of hydroxy (meth)acrylate monomers in the aqueous phase (Caqu,tot)
versus PnBMA volume fraction in the particle phase (
) at equilibrium at 30 °C. (●) For
2HEA, (♦) for 2HEMA and (○) for 2HPMA. The dashed lines are curve fit of experimental data
with eq (5.7) (CHAPTER 5).

Figure D.7.6: Concentration of 2HEMA in the aqueous phase (Caqu,tot) versus polymer volume
fraction in the particle phase (
) at equilibrium at 30 °C. For (●) PSty and (○) for PMMA.
The dashed lines are curve fit of experimental data with eq (5.7) (CHAPTER 5).
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Appendix D.8

Figure D.8.1: Concentration of the undissociated form of propionic acid in the aqueous phase
([HAW]) versus PMA volume fraction in the particle phase (
) at equilibrium at 30 °C. The
dashed lines are curve fit of experimental data with eq (5.7) (CHAPTER 5).

Figure D.8.2: Concentration of the undissociated form of n-butyric acid in the aqueous phase
([HAW]) versus PMA volume fraction in the particle phase (
) at equilibrium at 30 °C. The
dashed lines are curve fit of experimental data with eq (5.7) (CHAPTER 5).
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Appendix D.9
For a high molecular weight immiscible polymers, Helfand and Tagami [D.13] derived a
correlation (eq (D.9.1)) between polymer A-polymer B interfacial tension F and interaction
parameters

.

(D.9.1)
where, b is the effective length per monomer unit (typically between 6 to 7 Å),

average molar

density of both polymers (moles of monomer units/m3), R gas constant and T temperature in
absolute scale.
As a sample calculation, we will take the case of PMA-PMMA. The estimated interfacial
tension for this polymer pair is 1.362 mN/m. The average molar density for the polymer pairs is
calculated as 0.0128 mol/cm3.The value for b for simplification can be taken as 6.5 Å. From this
at 30 °C (= 303.15 K) using eq (D.9.1), we obtain

(D.9.2)

Appendix D.10
For the case of a functional (component 1) and a non-functional (component 2) monomer
simultaneously distributing between water and polymer, the partial molar free energy of the
functional monomer in the particle phase can be written as (eq (5.17) in CHAPTER 5).

(D.10.1)
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where

is the interaction parameter between component 'i' and 'j',

the volume fraction of

component 'i' in the polymer, mij ratio of molar volumes for component 'i' to 'j',
activity coefficient of component 'i' in water and

molar

the concentration of component 'i' in

the aqueous phase.
In eq (D.10.1), the partial molar free energy of a functional monomer in the particle phase is
described by 5 parameters (

,

,

,

and

). These parameters can be obtained

either experimentally or from literature values. We tested, parametrically, the effect of different
parameters (

,

,

,

and

) in eq (D.10.1) on the distribution of the functional

monomer to find the sensitivity of these parameters on the distribution behavior. For the base
case, the parameters were taken for 2HEMA and MA monomer distributing between PMA and
water phase i.e.

,

,

,

respectively. The volume fraction (
except for the case where effect of

and

were taken as -0.38, 0.4, 0.15, 1.34 and 0.396,

) of MA in the PMA phase was kept constant as 0.1,
was studied.

We plot the concentration of component 1 in the polymer phase (Corg,tot) versus its
concentration in the water phase (Caqu,tot) showing the effect of parameters
and

,

,

,

in Figure D.10.1 to Figure D.10.5, respectively. From these figures, we find that

parameter
parameters
the parameters

(Figure D.10.1) has the most influence on the distribution of component 1. The
and

(Figure D.10.4 and Figure D.10.5, respectively) have relatively less and
and

(Figure D.10.2 and Figure D.10.3, respectively) have very weak

influence on the distribution behavior of the component 1.
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Figure D.10.1: Effect of
: Concentration of component '1' in the polymer phase (Corg,tot)
versus its concentration in the water phase (Caqu,tot) as a function of
.

Figure D.10.2: Effect of
: Concentration of component '1' in the polymer phase (Corg,tot)
versus its concentration in the water phase (Caqu,tot) as a function of
.
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Figure D.10.3: Effect of
: Concentration of component '1' in the polymer phase (Corg,tot)
versus its concentration in the water phase (Caqu,tot) as a function of
.

Figure D.10.4: Effect of
: Concentration of component '1' in the polymer phase (Corg,tot)
versus its concentration in the water phase (Caqu,tot) as a function of
.
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Figure D.10.5: Effect of
: Concentration of component '1' in the polymer phase (Corg,tot)
versus its concentration in the water phase (Caqu,tot) as a function of
.

In emulsion polymerization literature (see CHAPTER 5), frequently the distribution
coefficients are used instead of

to describe the concentrations of the monomers in both the

aqueous and the polymer phases. We also tested the differences in prediction of the
concentration of monomers by using eq (D.10.1) (

approach) versus simple distribution

coefficients and the results are shown in Figure D.10.6. From this we find that distribution
coefficient approach for the case of multimonomer distribution will be less accurate. This
inaccuracy decreases with decrease in the amount of other monomers. This suggests that under
starved conditions, the results from the distribution coefficient approach will not be far from
reality.
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Figure D.10.6: Ratio of the concentration of component 1 calculated using eq (D.10.1)
(
) to the same calculation using distribution coefficient (
) versus its
concentration in the polymer phase (Corg,tot) for different component 2 volume fractions.
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Appendix E.1
Baseline Assessment through the Glass Transition
In Figure E.1.1 the difference in 'tilted' and step baselines for a single polymer system is
compared. Using the tilted baseline approach, the heat capacity change through the glass
transition ( Cpi) is calculated as 0.298 J/g-°C, while the same using the step baseline approach
(which is used in the current paper) is calculated to be 0.348 J/g-°C. The latter value is correct
and the comparative values demonstrate the importance of treating the baseline transition
correctly.

Figure E.1.1: Plot of dCp/dT versus T for poly(methyl methacrylate(MMA)-co-methyl
acrylate(MA)) along with Tilted (Blue curve) and Step (Red curve) baselines.
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Appendix E.2
Baselines For Different Composite Systems
The non-transition dCp/dT (i.e. s1 and s2) for a composite polymer DSC signal is not
independent of the mass distribution profile. This suggests that subtracting a single baseline as
the non-transition dCp/dT from a physical blend of both the seed and the second stage polymer
will not be accurate in all cases. In order to understand the effect of the amount of phase mixing
on the non-transition dCp/dT, we created 4 hypothetical phase mixing profiles as shown in Figure
E.2.1 (a). From Cases 1 to 4, the amount of phase mixing in the simulated profile increases.
Cases 1 and 4 represents a complete phase separation and complete phase mixing conditions,
respectively. In order to simulate the non-transition dCp/dT for Cases 1-4, the s1i and s2i
parameters for the seed polymer (p(MA-co-MMA) and the second stage polymer (pSty) were
obtained using DSC Data Analysis v1.0 as described in the paper. The baseline (non-transition
dCp/dT) created by this method for all 4 cases are shown in Figure E.2.1 (b). The baselines
shown here vary with the degree of phase mixing. This suggests that data treatment by removing
a single baseline (obtained generally from DSC signal of physical blends) for different amounts
of phase mixed systems can be erroneous for DSC quantification. In our approach the
requirement of baseline subtraction is removed by adding the parameters s1i and s2i. These
parameters represent the non-transition dCp/DT for glassy and rubbery state of the polymer,
respectively. These parameters are calculated for the DSC signal for mixed polymers in terms of
s1i and s2i values for the pure seed and the second stage polymer.
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Figure E.2.1: (a) Plot of seed weight fraction profile for few systems. (b) Baseline using current
method for analysis for DSC signal profile for system shown in (a). The values for s1i and s2i are
taken from analysis of p(MA-co-MMA)/pSty composite system as discussed Chapter 7.

Appendix E.3
Theoretical Calculation of Mass Distribution Profile in Occluded Particles

Figure E.3.1: Scheme depicting an occluded particle. The dark phase is polymer 'A' and the
lighter phase is polymer 'B'.
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An occluded particle consists of domains of pure, one phase (polymer 'B') dispersed in the
continuous second phase (polymer 'A'). The concentration changes of polymer 'A' and 'B' from
the continuous phase to the domain phase is not sudden, but is gradual. The region where the
change in concentration from 'A' to 'B' occurs is defined as an interface which is an equilibrium
property. A reasonable approximation for the concentration of polymer 'A' in the interface is
[E.1]
(E.3.1)
where, CA(x) is the fraction of polymer A in the interface a distance x (x = 0 is the center of
interface), χ is the interaction parameter and b is the effective length of a monomer unit.
In Figure E.3.1 we assume all N occlusions are spherical and equal in size. N=1 would a
special case for core-shell particles. Also, R is the radius of the overall particle. Assuming the
density of both polymer A and B as 1 g/cm3 and ratio of polymer A to polymer B in the particle
as 1, we can obtain the approximate radius of the occlusions, r, as

(E.3.2)
This radius includes some portion of the interface. For simplicity, we assume that r is the
distance from the center of the occlusion to the center of its interface.
If l is sufficient length away from the center of the interface, then calculating the fraction of
polymer A from center of occlusion to r+l distance for all occlusions will give us the mass
distribution profile. We distribute length r+l in m equidistant segments with width d. The radius
of segment i will be ri = i*d. Thus, total mass fraction associated (Fi) with shell segment i in all
occlusions will be
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(E.3.3)
Also, the mass fraction of polymer A in shell segment i (CA,i where i=2 .. m) can be calculated
using eq C-1 with x = ri-r-(d/2). CA,1 is taken as 0.
This treatment takes in account of all the material in both the occlusions and the interfaces.
The unaccounted mass represents pure B. Thus by mass balance,

(E.3.4)
and CA,m+1 = 1.
Using the calculated values of Fi and CA,i, we obtain Figure E.3.2 where X-axis is ΣFi (from
m+1 to 1) and Y-axis is CA,i (from m+1 to 1).

Figure E.3.2: Theoretical profile for the mass distribution in system containing 100 occlusions.
The occlusions are considered second stage polymer (polymer B) rich phase.

In all our simulations, we have taken χ = 0.05 and b = 7 ; the latter is an arbitrary choice but
not far from reality [E.1].
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Appendix E.4
Comparison of DSC Signal for Different polyStyrene Samples

Figure E.4.1: Comparison of experimental and simulated DSC signals for three separately
produced polyStyrene (pSty) samples. Samples 1-3 are different dried pSty latex samples which
differ in the details of the latex polymerization process. Simulated signals were produced by
obtaining parameters after analyzing the p(MA-co-MMA)/pSty composite particles using the
UNH QuantDSC v1.0 software.
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Curve Fitting for p(MA-co-MMA)/p(AA-co-Sty) for AA weight fractions 2.5%, 5% and 10% in
Second Stage

Figure E.5.1: Comparison of experimental dCp/dT (⎼⎼⎼⎼) for annealed p(MA-co-MMA)/p(2.5%
AA-co-Sty) composite latex particle with optimized dCp/dT using Gordon-Taylor option (⎼⎼ ⎼ ⎼)
and Fox option (⎼ ⎼ ⎼ ⎼) in UNH QuantDSC software. The sample was annealed at 150 °C at for
60 mins.

Figure E.5.2: Comparison of experimental dCp/dT (⎼⎼⎼⎼) for cycle 1 for p(MA-co-MMA)/p(2.5%
AA-co-Sty) composite latex particle with optimized dCp/dT using Gordon-Taylor option (⎼⎼ ⎼ ⎼)
and Fox option (⎼ ⎼ ⎼ ⎼) in UNH QuantDSC software.
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Figure E.5.3: Comparison of experimental dCp/dT (⎼⎼⎼⎼) for annealed p(MA-co-MMA)/p(5%
AA-co-Sty) composite latex particle with optimized dCp/dT using Gordon-Taylor option (⎼⎼ ⎼ ⎼)
and Fox option (⎼ ⎼ ⎼ ⎼) in UNH QuantDSC software. The sample was annealed at 150 °C at for
60 mins.

Figure E.5.4: Comparison of experimental dCp/dT (⎼⎼⎼⎼) for cycle 1 for p(MA-co-MMA)/p(5%
AA-co-Sty) composite latex particle with optimized dCp/dT using Gordon-Taylor option (⎼⎼ ⎼ ⎼)
and Fox option (⎼ ⎼ ⎼ ⎼) in UNH QuantDSC software.
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Figure E.5.5: Comparison of experimental dCp/dT (⎼⎼⎼⎼) for annealed p(MA-co-MMA)/p(10%
AA-co-Sty) composite latex particle with optimized dCp/dT using Gordon-Taylor option (⎼⎼ ⎼ ⎼)
and Fox option (⎼ ⎼ ⎼ ⎼) in UNH QuantDSC software. The sample was annealed at 150 °C at for
60 mins.

Figure E.5.6: Comparison of experimental dCp/dT (⎼⎼⎼⎼) for cycle 1 for p(MA-co-MMA)/p(10%
AA-co-Sty) composite latex particle with optimized dCp/dT using Gordon-Taylor option (⎼⎼ ⎼ ⎼)
and Fox option (⎼ ⎼ ⎼ ⎼) in UNH QuantDSC software.
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Appendix F.1
Reactivity Ratio Determination for KMORPH database
Table F.1.1: Literature reactivity ratios of functional monomers with non-functional monomers
Monomer 1

Monomer 2

r12

r12

Temperature
(°C)

Solvent (ref)

MAA

Sty

0.7

0.15

60

Bulk (a)

0.66

0.2

60

Bulk (a)

0.64

0.22

40

Bulk (a)

0.4065

0.2911

100

Bulk (a)

0.4432

0.2975

130

Bulk (a)

Average 0.57 ± 0.14
MAA

MMA

1.63

0.35

-

Bulk (b)

1.55

0.55

45

Bulk (b)

Average 1.59 ± 0.06
MAA

MA

Sty

0.45 ± 0.06

1.25

0.31

-

- (c)

1.3

0.3

45

- (d)

Average 1.28 ± 0.04
AA

0.23 ± 0.06

0.31 ± 0.01

0.05

0.25

50

Bulk (b)

0.07

0.25

50

Bulk (b)

Average 0.06 ± 0.01

0.25 ± 0.01

AA

MMA

0.24

1.86

50

Bulk (b)

AA

MA

1.1

0.95

25-75

Bulk (b)

2HEA

Sty

0.18

0.44

50

Bulk (e)

2HEA

MMA

0.94

1.01

*
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Table F.1.1: (Continued)
Monomer 1

Monomer 2

r12

r12

Temperature
(°C)

Solvent (ref)

2HEA

MA

0.9

0.94

-

- (c)

2HEA

EA

0.9

0.5

0.88

0.50

60

Bulk (f)

0.958

0.505

50

Bulk (f)

0.9

0.3

-

- (c)

2HEA

nBA

Average 0.91 ± 0.03

- (c)

0.55 ± 0.24

2HEMA

Sty

0.49

0.27

50-120

Bulk (e)

2HEMA

nBMA

1.054

0.296

-

Bulk (f)

1.49

0.35

90-100

Bulk (e)

Average 1.27 ± 0.31

0.32 ± 0.04

2HEMA

MA

7.141

0.012

60

Bulk (f)

2HEMA

EA

13.526

0.358

60

Bulk (f)

11.21

0.189

- (c)

4.75

0.09

- (c)

5.54

0.18

50

Bulk (e)

5.414

0.168

60

Bulk (f)

13.32

0.273

- (c)

9.08

0.207

- (c)

5.35

0.171

- (c)

3.3

0.24

- (c)

2HEMA

2HPMA

2HPMA

nBA

EA

nBA

Average 7.86 ± 3.70
a

b

c

0.19 ± 0.10
d

e

f

Sahloul et al [F.1] Plochocka [F.2] Polymer Handbook [F.3] Kulikov et al [F.4] Liang [F.5] Varma et al [F.6]

442

Appendix F
No literature values for the reactivity ratio of 2HEA and methacrylate monomers were found.
We used Q-e scheme [F.7] to obtain the value for the 2HEA-methacrylate pair. In Q-e scheme,
the reactivity ratios for monomers ‘1’ and ‘2’ pair can be obtain as
(F.1.1)
(F.1.2)
where

and

are Q and e values for the monomer ‘i'. The Q and e values used for 2HEA were

0.85 and 0.64, respectively [F.8]. The values for Q and e used for MMA (takes as a
representative for methacrylate monomers) were 0.78 and 0.40, respectively [F.3].
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TEM Images: AT10-21: Second stage P(69.6% MA-co-MMA)/Seed P(75% Sty-co-nBA)

Appendix F
TEM Images: AT11-43: Second stage P(2.5% MAA-co-MA-co-MMA)/Seed P(75% Sty-conBA)
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TEM Images: AT10-32: Second stage P(5% MAA-co-MA-co-MMA)/Seed P(75% Sty-co-nBA)
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TEM Images: AT10-34: Second stage P(10% MAA-co-MA-co-MMA)/Seed P(75% Sty-conBA)
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TEM Images: AT11-41: Second stage P(2.5% 2HEMA-co-MA-co-MMA)/Seed P(75% Sty-conBA)
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TEM Images: AT11-36: Second stage P(5% 2HEMA-co-MA-co-MMA)/Seed P(75% Sty-conBA)
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TEM Images: AT11-39: Second stage P(10% 2HEMA-co-MA-co-MMA)/Seed P(75% Sty-conBA)
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TEM Images: AT11-13: Second stage P(49% Sty-co-nBA)/Seed P(28.9% MA-co-MMA)
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TEM Images: AT11-21: Second stage P(2.5% MAA-co-Sty-co-nBA)/Seed P(28.9% MA-coMMA)

484

Appendix F
TEM Images: AT11-15: Second stage P(5% MAA-co-Sty-co-nBA)/Seed P(28.9% MA-coMMA)
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TEM Images: AT11-18: Second stage P(10% MAA-co-Sty-co-nBA)/Seed P(28.9% MA-coMMA)
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TEM Images: AT11-54: Second stage P(2.5% 2HEMA-co-Sty-co-nBA)/Seed P(28.9% MA-coMMA)
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TEM Images: AT11-50: Second stage P(5% 2HEMA-co-Sty-co-nBA)/Seed P(28.9% MA-coMMA)
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TEM Images: AT11-52: Second stage P(10% 2HEMA-co-Sty-co-nBA)/Seed P(28.9% MA-coMMA)

489

Appendix F
Appendix F.3 DSC Baseline Correction
Figure F.3.1 and F.3.2 show the DSC signal before and after the DSC baseline issue for
polymers for P(28.9% MA-co-MMA) and P(75% Sty-co-nBA), respectively. From these figures
we see that the differences between signals before and after the DSC baseline issues are not
constant. The differences between signals before and after for both polymers were estimated
(excluding the peak areas). These differences were averaged and these values are plotted as a
function of temperature in Figure F.3.3. This data was fitted with a linear function which was
used to correct the DSC baseline for quantitative analysis. Figure F.3.4 compares the DSC
signals before and after the baseline issue along with the corrected DSC signal. From this we can
see that the DSC baseline after correction using this method is similar to that obtained prior to
the baseline issue.

Figure F.3.1: Reversing dCp/dT versus temperature for P(28.9% MA-co-MMA) before (good
baseline) and after (bad baseline) DSC baseline issue.
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Figure F.3.2: Reversing dCp/dT versus temperature for P(75% Sty-co-nBA) before (good
baseline) and after (bad baseline) DSC baseline issue.

Figure F.3.3: Average difference between good DSC and bad DSC (shown in Figures F.3.1 and
F.3.2) baseline versus temperature.
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Figure F.3.4: Comparison of reversing dCp/dT versus temperature for P(75% Sty-co-nBA)
before (good baseline) and after (bad baseline) DSC baseline issue along with corrected DSC
signal.

Appendix F.4 Monomer Composition Determination for a wet Tg for functional monomer-StynBA case
Let’s assume that for a desired wet Tg and a functional monomer weight fraction (WtFA), the
nBA weight fraction is WtBA. Thus the weight fraction of Sty (WtSty) would be
WtSty = 1 - WtBA - WtFA

(F.4.1)

We define Wtco,Sty (=WtSty/(WtSty+WtBA)) and Wtco,BA as the weight fraction of Sty and nBA
(assuming no functional monomer). Now the dry Tg (

) of this copolymer (without

functional monomer) can be obtained using the Gordon-Taylor equation as (eq (7.6) in main
text)

(F.4.2)
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where

and

are dry Tg of nBA and Sty in °K and

The reported value for

is the Gordon-Taylor parameter.

for Sty-nBA system is 0.86 [F.9]. For determination of the dry Tg of

the copolymer with functional monomer, the Sty-nBA copolymer is assumed as one component.
Using the estimated

for the Sty-nBA copolymer and known dry Tg of the functional

monomers, the dry Tg (

) of the terpolymer can be estimated using Flory-Fox equation

[F.10].
As the next step, we calculate the saturated water content for the Sty-nBA-functional monomer
terpolymer using eq (F.4.3)

(F.4.3)
where

and

are the weight fractions (WtFA,WtFA,WtFA) and saturated water content

reported in Tsavalas et al [F.10] for each individual polymer. The wet Tg (

) of the

copolymer is estimated using Flory-Fox equation as

(F.4.4)
The value 137.15 refers to the estimated Tg of water [F.10]. In excel all the formulas are written
and using ‘Goal Seek’ function with

as target value and WtBA as the variable, the

composition for desired wet Tg with a given functional monomer amount is estimated.
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Appendix G.1
Using a complete chemical kinetics and steady state assumption, the rate of polymerization
(

) can be approximated as [G.1]

(G.1.1)
where

is the MMA concentration and

the initiator concentration. The monomer

conversion can be defined as

(G.1.2)
where

is the initial concentration of of MMA monomer. From eq (G.1.2), eq (G.1.1) can be

written in terms of conversion as

(G.1.3)
For short reactions times the initiator concentration can be assumed constant. Using this
assumption, eq (G.1.3) can be integrated from =0 to

as

(G.1.4)
From eq (G.1.4), plot of

versus t will provide the slope which can be utilized to

obtain the initiator efficiency ( ). In Figure G.1.1, the plot of experimental

versus

time (from Li et al [G.2] and Marten et al [G.3]) for bulk polymerization of MMA at 70 °C with
initial AIBN concentration as 0.01548 mol/L is shown. In Figure G.1.2, the section from Figure
G.1.1 which was selected for linear fit using eq (G.1.4) is shown along with the linear fit curve.
From this we can obtain
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(G.1.5)

Using the values for

,

,

at 70 °C from Table 10.1 (main text) and

mol/L in eq (G.1.5), we obtain the value of

= 0.01548

as 0.51.

Figure G.1.1:
versus time plots for bulk polymerization of MMA at 70 °C with initial
AIBN concentration as 0.01548 mol/L. (●) Experimental data; Li et al [G.2], and
(○)Experimental data; Marten et al [G.3].
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Figure G.1.2: Zoomed section of Figure G.1.1 which was selected for linear fit.
(●) Experimental data; Li et al [G.2], and (○) Experimental data; Marten et al [G.3].
Appendix G.2
We verified the approach to obtain the gel point by simulating polycondensation reaction
(M-N type reaction). The selected system contains M3 type trifunctional component along with
M2 and N2 type components. This kind of system has been studied by Flory [G.1]. In the Mote
Carlo simulations done for such polycondensation reactions, we assumed similar assumptions as
previously used by Flory [G.1] like equal reactivity of all available reacting groups. In
polycondensation reaction with a trifunctional crosslinker (M3 component), at gel point [G.1]

(G.2.1)
where

is the fraction of all N-groups which have reacted at gel point,

the fraction of M-

groups belonging to the crosslinker component (in this case M3 type component) and

the ratio

of total M to total N groups initially present in the system. For simplicity we have selected a case
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where M and N groups were in equal amount in the beginning (i.e.

). Using

, from

eq (G.2.1), we get

(G.2.2)
It should be pointed out that with
where

and equal reactivity of all available groups,

is the the fraction of all M and N groups which have reacted at gel point i.e.

the conversion. We tested 3 different cases here which are summarised in Table G.2.1. Case 1
and 2 are simply to test the effect of volume which Case 3 has a different predicted gel point. In
Figures G.2.1, G.2.2 and G.2.3, the log of weight average degree of polymerization for the
crosslinked system versus conversion for this simulation is shown along with the theoretical
conversion at gel point for Case 1, 2 and 3, respectively. From these figures, we find excellent
agreement between theoretical prediction versus the value at the inflection point (peak of
d(log(

))/d(conversion)) from the simulation for all 3 conditions.

Table G.2.1: Conditions for polycondensation simulations for Case 1, 2 and 3.
CASE 1

CASE 2

CASE 3

M2 (Initial)

200000

400000

0

M3 (Initial)

400000

800000

533333

N2 (Initial)

800000

1600000

800000

0.756

0.756

0.707

(Predicted, Flory [G.1])
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Figure G.2.1: Simulated log( ) and d(log( ))/d(conversion) versus conversion for Case 1
(Table G.2.1) the crosslinked system versus conversion for simulation of M-N type
polycondensation reactions with initial mole fractions of M2, M3 and N2 as 0.143, 0.286 and
0.571, respectively. The dashed line represents the conversion at gel point from theoretical
prediction from Flory [G.1].

Figure G.2.2: Simulated log( ) and d(log( ))/d(conversion) versus conversion for Case 2
(Table G.2.1) the crosslinked system versus conversion for simulation of M-N type
polycondensation reactions with initial mole fractions of M2, M3 and N2 as 0.143, 0.286 and
0.571, respectively. The dashed line represents the conversion at gel point from theoretical
prediction from Flory [G.1].
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Figure G.2.3: Simulated log( ) and d(log( ))/d(conversion) versus conversion for Case 3
(Table G.2.1) the crosslinked system versus conversion for simulation of M-N type
polycondensation reactions with initial mole fractions of M2, M3 and N2 as 0, 0.4 and 0.6,
respectively. The dashed line represents the conversion at gel point from theoretical prediction
from Flory [G.1].

Appendix G.3

Figure G.3.1: Comparison of number of chain-end radicals as obtained from raw and smoothed
simulation results for 0.3 wt% EGDMA-MMA bulk polymerization at 70 °C with initial AIBN
concentration as 0.01548 mol/L.
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Appendix G.4

Figure G.4.1: GPC simulation of 0.3 wt% EGDMA-MMA bulk copolymerization at 70 °C using
AIBN initiator with [I] 0 = 0.01548 mol/L for conversion values of 23.0%, 24.0% and 25.0%. The
estimated gel point is 24.0% conversion.

Figure G.4.2: GPC simulation of 1.0 wt% EGDMA-MMA bulk copolymerization at 70 °C using
AIBN initiator with [I] 0 = 0.01548 mol/L for conversion values of 5.9%, 6.9% and 7.9%. The
estimated gel point is 7.9% conversion.
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