The intersection cut paradigm is a powerful framework that facilitates the generation of valid linear inequalities, or cutting planes, for a potentially complex set S. The key ingredients in this construction are a simplicial conic relaxation of S and an S-free set: a convex zone whose interior does not intersect S. Ideally, such S-free set would be maximal inclusion-wise, as it would generate a deeper cutting plane. However, maximality can be a challenging goal in general. In this work, we show how to construct maximal S-free sets when S is defined as a general quadratic inequality. Our maximal S-free sets are such that efficient separation of a vertex in LP-based approaches to quadratically constrained problems is guaranteed. To the best of our knowledge, this work is the first to provide maximal quadratic-free sets.
Introduction
Cutting planes have been at the core of the development of tractable computational techniques for integer-programming for decades. Their rich theory and remarkable empirical performance have constantly caught the attention of the optimization community, and has recently seen renewed efforts on their extensions to the non-linear setting.
Consider a generic optimization problem, which we assume to have linear objective without loss of generality:
A common framework for finding strong approximations to this problem is to first findx, an extreme point optimal solution of an LP relaxation of (1), and check ifx ∈ S. If so, then (1) is solved. Otherwise, we try to find a cutting
Literature review
The history of intersection cuts and S-free sets dates back to the 60's. The most basic form of an intersection cut is given by the unique hyperplane that goes through the intersection points between the rays of the simplicial cone and the boundary of the S-free set. They were originally introduced in the nonlinear setting by Tuy [Tuy64] for the problem of minimizing a concave function over a polytope. Later on, they were introduced in integer programming by Balas [Bal71] and have been largely studied since. The more modern form of intersection cuts deduced from an arbitrary convex S-free set is due to Glover [Glo73] , although the term S-free was coined by Dey and Wolsey [DW10] .
Even though the origin of intersection cuts was in nonlinear optimization, most of the developments have been in the mixed-integer linear programming literature. See e.g. [CCD + 15, CWY15, BCCZ10b] for in-depth analyses of the relation of intersection cuts using maximal Z n -free sets and the generation of facets of conv(S). We also refer the reader to [ALWW07, BCCZ10a, ALW10, BC09, DW08, GJ72] and references therein. For extensions of this approach to the mixed-integer conic case, we refer the reader to [AJ13, KK15, MKV15, MKV16] .
Recently, Towle and Luedtke [TL19] proposed a method for constructing valid cutting planes with a similar approach to intersection cuts, but allowingx to not be in the S-free set.
Lately, there has been several developments of intersection cuts in a non-linear setting. Fischetti et al. [FLMS16] applied intersection cuts to bilevel optimization. Bienstock et al. [BCM16, BCM19] studied outer-product-free sets; these can be used for generating intersection cuts for polynomial optimization when using an extended formulation. Serrano [Ser19] showed how to construct a concave underestimator of any factorable function and from them one can build intersection cuts for factorable mixed integer non-linear programs. Fischetti and Monaci [FM19] constructed bilinear-free sets through a bound disjunction and, in each term of the disjunction, underestimating the bilinear term with McCormick inequalities [McC76] . The complement of this disjunction is the bilinear-free set.
Of all these approaches for constructing intersection cuts in a non-linear setting, the only one that ensures maximality of the corresponding S-free sets is the work of Bienstock et al. [BCM16, BCM19] . While their approach can also be used to generate cutting planes in our setting (general quadratic inequalities), the definition of S differs: Bienstock et al. use a moment-based extended formulation of polynomial optimization problems [Sho87, Las01, Lau09] and from there define S as the set of matrices which are positive semi-definite and of rank 1, which the authors refer to as outer-products. Maximality is computed with respect to this notion. It is unclear if a maximal outer-product-free set can be converted into a maximal quadratic-free set, or vice-versa. There is an even more fundamental difference that makes these approaches incomparable at this point: in a quadratic setting, the approach of Bienstock et al. would compute a cutting plane in extended space of dimension proportional to n 2 , whereas our approach can construct a maximal S-free set in the original space. The quadratic dimension increase can be a drawback in some applications, however stronger cuts can be derived from extended formulations in some cases [BDG17] . A thorough comparison of these approaches is subject of future work.
We refer to the survey [BLL11] and the references therein for other efforts of extending cutting planes to the nonlinear setting.
Contribution
The main contribution of this paper is an explicit construction of maximal Sfree sets, when S is defined using a non-convex quadratic inequality (Theorem 8 and Theorem 10). We achieve this by relying on the fact that any quadratic inequality can be represented using a homogeneous quadratic inequality intersected with a linear equality. While these maximal S-free sets are constructed using semi-infinite representations, we show equivalent and simple representations of them.
In order to construct these sets, we also derive maximal S-free sets for sets S defined as the intersection of a homogeneous quadratic inequality intersected with a linear homogeneous inequality. These are an important intermediate step in our construction, but they are of independent interest as well.
For our proofs, we show a criterion for proving maximality of S-free sets which generalizes a criterion proven by Dey and Wolsey (the 'only if' of [DW10, Proposition A.4]) in the case of maximal lattice-free sets (Definition 2 and Theorem 2). We also develop a new criterion that can handle a special phenomenon that arises in our setting and also in non-linear integer programming: the boundary of a maximal S-free set may not even intersect S. Instead, the intersection might be "at infinity". We formalize this in Definition 3 and show the criterion in Theorem 5.
Notation
We mostly follow standard notation. We denote R n the space of n-dimensional vectors with real entries. · is the euclidean norm in R n and given a positive definite matrix A, we denote · A the norm defined by √ x T Ax. B r (x) and D r (x) denote the euclidean ball centered at x of radius r and its boundary, respectively, i.e., B r (x) = {y ∈ R n : y − x ≤ r} and D r (x) = {y ∈ R n : y − x = r}. Given a vector v and a set C, we denote the distance between v and C as dist(v, C) = inf x∈C v − x . We denote the set {v + x : x ∈ C} as v + C. We denote the transpose operator as (·) T . For a set of vectors {v 1 , . . . , v k } ⊆ R n , we denote v 1 , . . . , v k the subspace generated by them.
Given a set C ⊆ R n and a subspace H of R n , we denote proj H C the projection of C onto H. (·) c , conv(·), int(·), ri(·) and rec(·) denotes the complement, convex hull, interior, relative interior and recession cone of a set, respectively. Perhaps the least standard notation we use is denoting an inequality α T x ≤ β by (α, β). If β = 0 we denote it as well as α. This is based on the fact that in the polar of a convex set -roughly, the set of all valid inequalities-the inequalities are points and, although we do not use any polarity results, many of the ideas in this work were originally developed from looking at the polar.
Outline
The rest of the paper is organized as follows. In Section 2 we introduce some definitions and criteria to prove maximality of S-free sets. In particular, we define exposing points and exposing point at infinity and show that if C is an S-free set whose defining inequalities are exposed or exposed at infinity, then C is maximal. In Section 3 we show how to construct maximal S-free sets when S is defined by a homogeneous quadratic function. Section 4 presents the construction of maximal S-free sets when S is defined by a homogeneous quadratic function and a homogeneous linear inequality constraints. The construction of a maximal S-free set when S is the sublevel set of any quadratic function is presented in Section 5. Our constructions depend on a "canonical" representation of the set S. The effects of this representation are discussed in Section 6. Finally, some conclusions and directions for future work can be found in Section 7. Some proofs of technical results, or results that would negatively affect the flow of the document can be found in an appendix.
Preliminaries
In this section we collect definitions and results that are going to be useful later on the paper. As we mentioned above, our main object of study is the set
where q is a quadratic function. To make the analysis easier, we can work on R p+1 and consider the cone generated by
To recover the original S, however, we must intersect the cone with z = 1. Since we are interested in maximal S-free sets, this motivates the following definition, see also [BCCZ10a] .
Definition 1. Given S, C, H ⊆ R n where S is closed, C is closed and convex and H is an affine hyperplane, we say that C is S-free with respect to H if C ∩ H is S ∩ H-free w.r.t the induced topology in H. We say C is maximal S-free with respect to H, if for any C ⊇ C that is S-free with respect to H it holds that C ∩ H ⊆ C ∩ H.
Techniques for proving maximality
In this section we describe some sufficient conditions to prove that a convex set C is maximal S-free which will be used in the paper.
A sufficient (and necessary) condition for a full dimensional convex C latticefree (that is, S = Z n ) set to be maximal is that C is a polyhedron and there is a point of Z n in the relative interior of each of its facets [MC14, Theorem 6.18]. More generally, if C is a full dimensional S-free polyhedron such that there is a point of S in the relative interior of each facet, then C is maximal. The problem with extending this property to non-polyhedral maximal S-free sets is that they might not even have facets, e.g., if S is the complement of int B 1 (0) and C is B 1 (0) in dimension 3 or higher. The motivation of the next definition is to capture the property of a facet that is key for proving maximality.
Definition 2. Given a convex set C ⊆ R n and a valid inequality α T x ≤ β, we say that a point x 0 ∈ R n exposes (α, β) with respect to C or that (α, β) is exposed by
• if γ T x ≤ δ is any other non-trivial valid inequality for C such that γ T x 0 = δ, then there exists a µ > 0 such that γ = µα and β = µδ.
In some cases we omit saying "with respect to C" if it is clear from context.
To get some intuition, if C is a polyhedron and x ∈ C exposes an inequality, then that inequality is a facet and x is in the relative interior of the facet. Remark 1. It is very important to note that if there exists a point exposing a valid inequality of C, then C is full dimensional. The reader should keep this in mind throughout the whole paper. Remark 2. For some convex C, a point x / ∈ C can expose a valid inequality of C. For instance, consider C = {x ∈ R 2 : x 1 + x 2 ≥ 1}. Then (0, 0) / ∈ C and exposes x 1 + x 2 ≥ 0.
The name "exposing" comes from the concept of exposed point. To simplify ideas, let us assume that 0 ∈ int(C). A point x 0 ∈ C is exposed if there exists a valid inequality of C, α T x ≤ 1, such that {x ∈ C : α T x = 1} = {x 0 }. If α 0 is an exposed point of the polar of C,
In other words, if α T x ≤ 1 is valid for C (i.e. α ∈ C • ) and α T x 0 = 1, then α = α 0 . We see that x 0 is a point (direction) that shows that α 0 is an exposed inequality, or, that x 0 exposes α 0 .
We now show that our definition is indeed helpful to show maximality.
• not valid for K , and
• exposed by x 0 ∈ K with respect to K, then x 0 ∈ int(K ).
Proof. As x 0 ∈ K exposes α T x ≤ β, it holds that α T x 0 = β and, thus, x 0 is in the boundary of K. Suppose x 0 is not in the interior of K . Then it must be in the boundary of K and there is a valid inequality for K , γ T x ≤ δ, such that γ T x 0 = δ.
As K K , γ T x ≤ δ is also valid for K. Given that (γ, δ) is tight at x 0 and x 0 exposes (α, β), we conclude that there is a µ > 0 such that γ = µα and β = µδ. However, since α T x ≤ β is not valid for K , it follows that γ T x ≤ δ cannot be valid for K . This contradiction proves the claim.
Theorem 2. Let S ⊆ R n be a closed set and C ⊆ R n a convex S-free set. Assume that C = {x ∈ R n : α T x ≤ β, ∀(α, β) ∈ Γ} and that for every (α, β) there is an x ∈ S ∩ C that exposes (α, β). Then, C is maximal S-free.
Proof. To show that C is maximal we are going to show that for everyx / ∈ C, S ∩ int(conv(C ∪ {x})) is nonempty.
Letx / ∈ C and let (α, β) ∈ Γ be a separating inequality, i.e., α Tx > β. Let C = conv(C ∪ {x}).
By hypothesis, there is an x 0 ∈ S ∩ C that exposes (α, β). Since (α, β) is valid for C and not for C , Theorem 1 implies that x 0 ∈ int(C ).
With minor modifications one can also get the following sufficient condition for maximality with respect to a hyperplane.
Theorem 3. Let S ⊆ R n be a closed set, H be an affine hyperplane, and C ⊆ R n be a convex S-free set. Assume that C = {x ∈ R n : α T x ≤ β, ∀(α, β) ∈ Γ} and that for every (α, β) there is an x ∈ S ∩ C ∩ H that exposes (α, β). Then, C is maximal S-free with respect to H.
Remark 3. Points that expose inequalities are also called smooth points. A smooth point of C is a point for which there exists a unique supporting hyperplane to C at it [GGMLT10] . Therefore, if x 0 ∈ C, then x 0 exposes some valid inequality of C, if and only if, x 0 is a smooth point of C.
A related concept is that of blocking points [BDP19] . However, blocking points need not to be smooth points in general, that is, they do not need to expose any inequality. As seen in Theorem 2 we use exposing points to determine maximality of a convex S-free set. Similarly, in the context of lifting [CCZ11b] , blocking points are used to determine maximality of a translated convex cone S × Z + -free set.
There is another phenomenon that does not occur when S = Z n . If S is a quadratic set, the inequalities of a maximal S-free set might not be exposed by any point of S. For instance, consider S = {(x, y) ∈ R 2 : x 2 + 1 ≤ y 2 }. The boundary of S is a hyperbola with asymptotes x = ±y. Thus, C = {(x, y) ∈ R 2 : x ≥ |y|} is a maximal S-free set, because its inequalities are asymptotes of S, but they are not exposed by points of S. This phenomenon also occurs when S = Z n ∩ K, with K convex [MD11] . However, in that case, it also turns out that maximal S-free sets are polyhedral and their constructions rely on the concept of a facet (see for instance [MD11, Theorem 3.2]) which we do not have access to in the general case. In our case, we extend the definition of what it means for an inequality to be exposed in order to handle a situation like the one above. We do this by interpreting that asymptotes are exposed "at infinity".
Definition 3. Given a convex set C ⊆ R n with non-empty recession cone and a valid inequality α T x ≤ β, we say that a sequence (x n ) n ⊆ R n exposes (α, β) at infinity with respect to C if
• d exposes α T x ≤ 0 with respect to rec(C), and
• there exists y such that α T y = β such that dist(x n , y + d ) → 0.
As before, we omit saying "with respect to C" if it is clear from context.
Using this definition, we can prove an analogous result to Theorem 1 for inequalities exposed at infinity.
• exposed at infinity by (x n ) n with respect to K, then there exists a k such that x k ∈ int(K ).
Proof. Suppose that for all k, x k is not in the interior of K . Then, for each k there exists a non-trivial valid inequality for K , γ T k x ≤ δ k , such that γ T k x k ≥ δ k . We can assume without loss of generality that (γ k , δ k ) = 1. Hence, going through a subsequence if necessary, there exist γ ∈ R n and δ ∈ R such that γ k → γ and δ k → δ when k → ∞ and (γ, δ) = 1. Note that the inequality (γ, δ) is valid for K . The idea is to show that (γ, δ) defines the same inequality as (α, β).
As d = lim k→∞
x k x k ∈ rec(K) (see Definition 3) and (γ, δ) is valid for K ⊇ K, then γ T x ≤ 0 is valid for rec(K). In particular, γ T d ≤ 0. On the other hand,
We conclude that γ T d = 0. As d exposes α T x ≤ 0 with respect to rec(K) , there exists a µ ≥ 0 such that γ = µα. Note that we cannot conclude that µ > 0 since, at this point, we do not know that (γ, δ) is a non-trivial inequality (e.g. it could be 0 T x ≤ 1).
Let y be such that α T y = β and dist(x k , y + d ) → 0, which exists by Defini-
Computing the limit when k → ∞ we get,
If µ = 0, then γ = 0 and δ ≤ 0. As (γ, δ) = 1, it follows that δ = −1, which cannot be since (γ, δ) is a valid inequality for K and K is, by hypothesis, non-empty. We conclude that µ > 0 and that µα T x ≤ µβ is valid for K , which implies that α T x ≤ β is valid for K , contradicting the hypothesis of the theorem.
With the previous results it is straightforward to prove the following generalization of Theorem 3.
Theorem 5. Let S ⊆ R n be a closed set, H be an affine hyperplane, and C ⊆ R n be a convex S-free set. Assume that C = {x ∈ R n : α T x ≤ β, ∀(α, β) ∈ Γ} and that for every (α, β) there is, either, an x ∈ S ∩ C ∩ H that exposes (α, β), or sequence (x n ) n ⊆ S ∩ H that exposes (α, β) at infinity. Then, C is maximal S-free with respect to H.
Another useful result for studying maximal S-free sets is the following (see also [MC14, Lemma 6.17]). It states that in some cases we can project S into a lower dimensional space and find maximal sets that are free for the projection. This result is also useful for visualizing higher dimensional S-free sets.
Theorem 6. Let C be a full dimensional closed convex cone with lineality space
Corollary 6.6.2]). That is, x = k + with k ∈ int(K) and ∈ L. Thus, x − ∈ K ⊆ L ⊥ which implies that x − ∈ proj L ⊥ S and contradicts the fact that K is cl(proj L ⊥ S)-free.
(⇐) By contradiction, suppose that C is not maximal S-free and let K C be a closed convex S-free set. Then K ∩ L ⊥ C ∩ L ⊥ , which implies that K ∩ L ⊥ is not cl(proj L ⊥ S)-free. This implies that ∃s ∈ cl(proj L ⊥ S) ∩ int(K ∩ L ⊥ ). Moreover, we can further assumes ∈ proj L ⊥ S ∩ int(K ∩ L ⊥ ), as any sequence contained in proj L ⊥ S converging to an element of cl(proj L ⊥ S) ∩ int(K ∩ L ⊥ ) must have an element in proj L ⊥ S ∩ int(K ∩ L ⊥ ).
By the definition of orthogonal projection, there must exist s ∈ S and ∈ L such thats = s − . Thus, we obtain s − ∈ int(K ∩ L ⊥ ), i.e.
Since the lineality space of K must contain L, we conclude s ∈ int(K); a contradiction with K being S-free. in the general case. After a change of variable, we can assume that
Thus, we will only focus on
Remark 4. The transformation used to bring S h to the last "diagonal" form is, in general, not unique. Nonetheless, maximality of the S h -free sets is preserved, as there always is such transformation that is one-to-one. In Section 6 we discuss the effect different choices of this transformation have.
Removing strict convexity matters
A simple way of obtaining an S h -free set is via a concave underestimator of
It is not hard to see that such an underestimator, tight at (x,ȳ), is given by
In Figure 1 we can see that the set is not maximal S h -free.
The problem seems to be that x 2 is a strictly convex function. Indeed, suppose
It is not hard to see that the strict convexity of f implies that C is not maximal S-free. The reason is that the linearization of f atx / ∈ S will not support the region S. On the other hand, if f is instead sublinear, then any linearization of f will support S.
The previous observation motivates the following. The set S h can be equivalently be described by
x − y has the following concave underestimator atx = 0,
where λ =x x . This set turns out to be maximal, even if we consider any other λ ∈ D 1 (0).
Maximal S h -free sets
We now prove that C λ is maximal S h -free. The main idea is to exploit that every inequality describing C λ has a point in S h ∩ C λ exposing it and use Theorem 2. We begin with a Lemma whose technical proof we leave in the appendix. We recall that a function is sublinear if and only if it is convex and positive homogeneous.
Let (x,ȳ) ∈ C be such that φ is differentiable atȳ and φ(ȳ) = λ Tx . Then (x,ȳ) exposes the valid inequality −λ T x + ∇φ(ȳ) T y ≤ 0.
Proof. The S h -freeness follows by construction. To show that C λ is maximal, we first notice that
We just need to show that every inequality (−λ, β) is exposed by a point (
Since the norm function · is sublinear, differentiable everywhere but in the origin, and
The fact that (x,ȳ) ∈ int(C λ ) when λ =x x , can be verified directly.
4 Homogeneous quadratics with a single homogeneous linear constraint
Finding maximal S-free sets for S defined using a non-homogeneous quadratic function is much more challenging than the previous case. In general, using a homogenization and diagonalization, any such S can be described as
Remark 5. Similarly to our discussion in Remark 4, the choice of transformation to bring a non-homogenous quadratic to the form (3) is not unique. Different choices can produce different vectors a, d, h. Nonetheless, maximality of S-free sets is preserved through these transformations if they are one-toone. We discuss the effect of the different choices of such transformations in Section 6.
First of all, we note that the case h = 0 can be tackled directly using Section 3. Indeed, if this is the case it is not hard to see that C ×R l is maximal S-free (with respect to the corresponding hyperplane), where C is any maximal S h -free. This follows from Theorem 6. Thus, in what follows we consider
Also note that using transformations that yield the latter form of S allow us to assume that the given point (x,ȳ) ∈ S satisfies
x > ȳ , a Tx + d Tȳ = −1.
We elaborate on this point in Section 6.
The set S above is our final goal. However, at this point, a simpler set to study is
In this section we construct maximal S ≤0 -free sets that contain (x,ȳ) satisfying
While this set is interesting on its own, it provides an important intermediate step into our construction of maximal S-free sets.
As it turns out, the construction of maximal S ≤0 -free sets depends on whether a < d or a ≥ d and on the value of m. Unfortunately, each case requires different ideas. The following remark dismisses a simple case: Remark 6. If m = 1 and a < d then S ≤0 is convex. To see this, assume that d > 0 and let (x, y) ∈ S ≤0 with y = 0. Then, dy ≤ −a T x ≤ a x ≤ a |y| < d|y|. This can only happen if y < 0. Therefore, S ≤0 is the second order cone {(x, y) : x ≤ −y}. The case d < 0 is analogous. We remark that the assumption a < |d| is fundamental for the argument. As we show in Example 4, S ≤0 is not necessarily convex if a = |d|.
We divide the remaining cases in the following:
Note that both our strategies allow us to handle the overlapping case a = d ∧ m > 1. We start with the more natural idea that follows from our previous discussions. This yields the proof of Case 1 and motivates our case distinction.
Case 1: a ≤ d ∧ m > 1
The strategy for proving maximality of C λ was to write C λ as
and to find an exposing point in S h ∩ C λ for each of the inequalities defining C λ . As S ≤0 ⊆ S h , C λ is clearly S ≤0 -free. However, if we try to prove it is maximal following the same technique, we find that it is not clear that some inequalities have exposing points in S ≤0 ∩ C λ . The exposing point of the inequality (−λ, β),
It is natural to ask, then, if
is obtained from C λ by removing from its description all inequalities that do not have an exposing point in a T λ + d T β ≤ 0. It is reasonable to expect maximality, as, by construction, every inequality has a point exposing it. Indeed,
As we saw in Theorem 7, (λ,
This result shows that C G(λ) is the largest (inclusion-wise) set that one can aspire to obtain from C λ . However, it is unclear if C G(λ) is S ≤0 -free. Even more, it is unclear whether G(λ) is non-empty or not. In the following we study when C G(λ) is S ≤0 -free
We start by showing that when λ =x x , G(λ) is non-empty.
Regarding the second statement of the proposition, if d = 0 then clearly either
Since we are in the case G(λ) = ∅, this immediately implies C G(λ) = C λ . Thus, Proposition 1 implies its maximality.
In light of Proposition 1, we just need for C G(λ) to be S ≤0 -free for it to be maximal. Note that
and so to prove S ≤0 -freeness, it is enough to show that for every (
In trying to prove this inequality is where the conditions of this case naturally arise.
Proof. As discussed above, it is enough to show that max β∈G(λ)
Informally, the strategy is to find a dual of max β∈G(λ) y T β so that the inequality we have to prove is of the form "minimum of something greater or equal than λ T x", which often times is easier to reason about. As the objective function of max β∈G(λ) y T β is linear and m > 1, we can replace the β = 1 constraint with an inequality and obtain max β∈G(λ)
As G(λ) is constructed from an infeasible point (x,ȳ) / ∈ S ≤0 such that a Tx + d Tȳ ≤ 0, i.e., ȳ < x , we have ȳ/ x < 1. Moreover, perturbing the latter we can argue that the rightmost optimization problem in (6) has a strictly feasible point. Thus, Slater's condition holds and we have that
Using (7), (5) is equivalent to
We now prove that if (x, y) ∈ S ≤0 , then λ T (x + aθ) ≤ y − dθ , which implies the result.
By Cauchy-Schwarz and λ = 1, we have that
Together with x 2 ≤ y 2 they imply
where the last inequality follows since d ≥ a .
We have shown that
Remark 7. Note that from the proof above we can derive a simple representation for C G(λ) . Indeed, in the setting of Proposition 3, we can combine (4), (6) and (7) to show
The last proposition provides certain guarantees of when a simple modification of C λ yields maximal S ≤0 -free sets. Our proof heavily relies on our assumptions a ≤ d (to show (8)) and m > 1 (to show (6)), so the natural question is whether these conditions are actually necessary for our statement to be true. Thus, before moving on to the next case, we argue why these conditions are indeed necessary in our statements.
The following examples motivate our case distinction and illustrate all cases we have covered. Example 2. Consider the following set of the type S ≤0 , which we denote S 1 ≤0 :
with a = 1 and d = (1, −1) T . Let us consider the point (x,ȳ) = (−1, 0, 0) T , clearly satisfying the linear inequality, but not in S 1 ≤0 . In Figure 2 we show S 1 ≤0 , the S 1 ≤0 -free set given by C λ and the set C G(λ) for λ =x x . Since in this case
with a = (−1/ √ 2, 1/ √ 2) T and d = 1/ √ 2 (the 1/ √ 2 terms are not really important now as we can scale the inequality, but we reuse this example in subsequent sections where they do matter), and (x,ȳ) = (−1, −1, 0) T . This point satisfies the linear inequality in S 2 ≤0 , but it is not in S 2 ≤0 . Let λ =x x .
(a) S 1 ≤0 in Example 2 (orange) and the corresponding C λ set (green). The latter is S 1 ≤0 -free but not maximal.
in Example 2 (orange) and the corresponding C G(λ) set (green). The latter is maximal S 1 ≤0 -free. In this case a T λ = 0, and as a consequence the corresponding set G(λ) is given by the singleton {−1}. In Figure 3 we show S 2 ≤0 , the S 2 ≤0 -free set given by C λ and the set C G(λ) . In this case a = 1 > 1/ √ 2 = |d|, so we have no guarantee on the S 2 ≤0 -freeness of C G(λ) . Even more, it is not S 2 ≤0 -free. Even more, S should be convex. We will see that this is the case in the Section 5.1.
(a) S 2 ≤0 in Example 3 (orange) and the corresponding C λ set (green). The latter is S 2 ≤0 -free but not maximal.
(b) S 2 ≤0 in Example 3 (orange) and the corresponding C G(λ) set (green). The latter is not S 2 ≤0 -free. 
Case 2: a ≥ d
As we have seen in Example 3, when a ≤ d does not hold, C G(λ) is not necessarily S ≤0 -free. On the other hand, C λ is S ≤0 -free but not necessarily maximal. As before, we are looking for a convex set C that is maximal S ≤0 -free set that contains C λ . We point out that in not all statements of this section we require λ =x x .
Projecting-out the lineality space
The lineality space of C λ is L = {(x, y) : λ T x = 0, y = 0} and as C λ ⊆ C, it must be that L is contained in the lineality space of C. By Theorem 6, proj L ⊥ C is maximal proj L ⊥ S ≤0 -free, thus, it might be possible (and we show it is) to find C by studying maximal proj L ⊥ S ≤0 -free sets. We note that
After analyzing low dimensional instances of proj L ⊥ S ≤0 we conjecture that (proj L ⊥ S ≤0 ) c is formed by the union of two disjoint convex sets. If this is true, it would directly provide maximal proj L ⊥ S ≤0 -free sets.
In order to show that this is actually true, we follow the following strategy. For each point y ∈ R m , the points (λ T x, y) ∈ proj L ⊥ S ≤0 lie on an interval, namely,
If the first function is convex and the second is concave, then the closure of (proj L ⊥ S ≤0 ) c is the union of the epigraph of the first one and the hypograph of the second one. Thus, it suffices to show that
is convex for every λ ∈ D 1 (0), as the second function is −φ −λ .
We first show that φ λ is defined over all R m . Proof. Note that x = −d T y a a 2 belongs to the set. Indeed,
We now show that φ λ is convex. Furthermore, we prove that φ λ is sublinear, that is, convex and positive homogeneous. The proof is basically to find φ λ explicitly and then verify its properties. Note that in this case a = 0 implies that the linear inequality in S ≤0 is trivial. Thus,we assume without loss of generality, that a = 1.
(11) Furthermore, φ λ is sublinear and
Proof. The fact that φ λ is positive homogeneous can be easily checked, thus convexity remains.
First, note that if λ = a, then φ λ (λ) = −d T y (an optimal solution to (10) is given by the feasible solution constructed in Proposition 4 in this case). This function is clearly sublinear and differentiable and coincides with (11). On the other hand, if λ = −a, then φ λ (λ) = y (an optimal solution to (10) is x = −a y in this case). This function is clearly sublinear and differentiable everywhere but the origin, and coincides with (11).
We now consider λ = ±a. We leave the proof that φ λ is of the form (11) in this case in the appendix (Proposition A.1). Thus only convexity remains. Let
and let φ 1 λ and φ 2 λ be the restriction of φ λ to A 1 and A 2 , respectively.
To show that φ λ is convex we are going to use [Sol83, Theorem 3]. In our particular case, since φ λ is positively homogeneous, this theorem implies that we just need to check that φ λ is convex on each convex subset of A 1 and A 2 ,
Here, φ λ (y; ρ) is the directional derivative of φ λ at y in the direction of ρ.
Let us verify (13) for y = 0. For this, first notice that φ 1 λ (y) is differentiable whenever
It remains to verify (13) for y = 0. Let ρ be such that ρ ∈ A 1 and −ρ ∈ A 2 . As φ λ is positively homogeneous, φ λ (0; ·) = φ λ (·). Hence,
We need to prove that
By Cauchy-Schwarz, |d T ρλ T a| ≤ d ρ < ρ . Thus, d T ρλ T a + ρ > 0.
Since 1 − (λ T a) 2 ρ 2 − (d T ρ) 2 ≥ 0, the inequality follows. Therefore, φ λ is convex.
We have proved that φ λ is convex and differentiable in R m \ {0} if d < 1 and in R m \ dR + if d = 1. It remains to show that if m = 1 and d = 1, then φ λ is differentiable in R m \ {0}. This follows from (11) since φ 2 λ (y) = −dyλ T a in this case. This concludes the proof.
With this, we have completed the proof of sublinearity of φ λ . Moreover, we have explicitly described the function. As a corollary:
Corollary 1. The epigraph of φ λ and the hypograph of −φ −λ are maximal proj L ⊥ S ≤0 -free sets.
While this result provides two convex sets, it is not clear which one to chose. This means, which of these two constructed proj L ⊥ S ≤0 -free sets will yield an S ≤0 -free containing the given solution (x,ȳ). We answer this next. Lemma 1. Consider (x,ȳ) such that x > ȳ and a Tx +d Tȳ ≤ 0 and λ =x x . Then, the projection of (x,ȳ) onto L ⊥ is in the interior of the epigraph of φ λ .
Proof. The projection of (x,ȳ) onto L ⊥ is given by (λ Tx ,ȳ).
Back to the original space
Finally, we use the above to construct S ≤0 -free sets, i.e., in the original space.
As a summary we prove that C φ λ is maximal S ≤0 -free without going through the projection.
Proof. We will prove that C φ λ is convex, free and maximal.
The convexity of C φ λ follows directly from P roposition 5. Also, C φ λ is S ≤0 -free since if (x, y) ∈ S ≤0 , then φ λ (y) ≥ λ T x. Therefore, (x, y) is not in the interior of C φ λ .
We now focus on proving maximality. In the cases where φ λ is differentiable in R m \ {0} we can directly write
Let β ∈ D 1 (0) and let x β be the optimal solution of the problem (10) which defines φ λ (β). That is, λ T x β = φ λ (β). By Lemma A.2, the inequality −λ T x + ∇φ λ (β) T y ≤ 0 is exposed by (x β , β).
The only remaining case is
Since in this case m > 1 we can safely remove a single inequality from the outer-description of C φ λ without affecting it, i.e.,
Using the same argument as above we can find an exposing point of each inequality −λ T x + ∇φ λ (β) T y ≤ 0 for β ∈ D 1 (0) \ {d}. The fact that (
Example 5. Let us recall the set S 2 ≤0 in Example 3.
and (x,ȳ) = (−1, −1, 0) T . In Figure 3 we showed that the set C λ is S 2 ≤0 -free but not maximal, and C G(λ) is not S 2 ≤0 -free. In Figure 4 we show the set C φ λ , which is maximal S 2 ≤0 -free. For this example, we know λ T a = 0, thus λ T a y + d T y ≤ 0 ⇐⇒ y ≤ 0.
A simple calculation using (11) yields
Remark 9. As we saw in the proof of Proposition 5 if λ = a, then φ λ (y) = −d T y. This implies that C φ λ = {(x, y) : a T x + d T y ≥ 0}. By definition, this set does not contain any point from a T x + d T y ≤ 0 in its interior, thus, it is a very uninteresting maximal S ≤0 -free set. One is usually interested in constructing a maximal S ≤0 -free set that contain a point (x,ȳ) that satisfies a T x + d T y ≤ 0. Hence, by Lemma 1, whenever we assume that λ =x x where a Tx + d Tȳ ≤ 0 and x > ȳ , it will automatically hold that λ = a. Remark 10. At this point we would like to show some relations between C λ , C φ λ and C G(λ) . The inequalities defining C λ are (−λ, β) for β ∈ D 1 (0). Equivalently, the polar of
The inequalities defining C φ λ are (−λ, ∇φ λ (β)) for β ∈ D 1 (0). When β ∈ G(λ), then φ λ (y) = y and so the inequalities are (−λ, β). In other words, some inequalities defining C φ λ coincide with the inequalities defining C G(λ) and C λ . Thus, when C φ λ is convex (i.e., when a ≥ d ), there is a region where all three convex sets look the same. In terms of the polars, when a ≥ d , the polar of C φ λ is between the polars of C G(λ) and C λ . This is depicted in Figure 5 .
Non-homogeneous quadratics
As discussed at the beginning of the previous section, we now study a general non-homogeneous quadratic which can be written as
We assume we are given (x,ȳ) such that x > ȳ , a Tx + d Tȳ = −1.
Much like in Section 4, we begin by dismissing a simple case. Remark 11. The case a ≤ d ∧ m = 1 can be treated separately. Note that, as opposed to the analogous analysis at the beginning of Section 4, here we include the case where the norms are equal. As already noted in Remark 8, we should expect S to be convex in this case. Indeed, as d = 0 (if not, then a = 0 and S = ∅) we can write y = 1 d (−1 − a T x) and consequently
Since I − 1 d 2 aa T is positive semi-definite whenever |d| ≥ a , the set S is convex. Thus, a maximal S-free set, or even directly a cutting plane, can be obtained using a supporting hyperplane.
Similarly to Section 4, we distinguish the following cases:
Case 2 a > d .
Since S S ≤0 , then C G(λ) (C φ λ ) is S-free in Case 1 (Case 2) as per Section 4. It is natural to wonder whether these sets are maximal already.
Case 1: a ≤ d ∧ m > 1
The technique we used to prove maximality of C G(λ) with respect to S ≤0 is to exploit that C G(λ) is defined by the inequalities of C λ exposed by elements in S ≤0 . Following this approach, we study which inequalities of C G(λ) are exposed by a point of S. Recall that
Consider an inequality in the definition of C G(λ) given by (−λ, β) such that a T λ + d T β < 0. Then, the point (λ, β) ∈ S ≤0 can be scaled by µ = −1 a T λ+d T β to the exposing point µ(λ, β) ∈ S. Thus, almost every inequality describing C G(λ) is exposed by points of S. Furthermore, we can simply remove the inequalities that are not exposed by points of S from C G(λ) without changing the set C G(λ) . We specify this next.
where a ≤ d ∧ m > 1. Then, C G(λ) is maximal S ≤0 -free with respect to H and contains (x,ȳ) in its interior.
Proof. By Proposition 3, we know that C G(λ) is maximal S ≤0 -free. Thus, C G(λ) is S ≤0 -free with respect to H. To prove maximality, we note that thanks to m > 1:
is the relative interior of G(λ). Consider β 0 ∈ ri(G(λ)). As we saw in Proposition 1, (λ, β 0 ) ∈ C G(λ) ∩ S ≤0 exposes the inequality (−λ, β 0 ). As C G(λ) ∩ S ≤0 is a (non-convex) cone, we have that for any µ > 0, µ(λ, β 0 ) ∈ C G(λ) ∩S ≤0 exposes the inequality (−λ, β 0 ). Since
exposes the inequality (−λ, β 0 ). The claim now follows from Theorem 3.
The above theorem states that obtaining a maximal S-free set in this case amounts to simply using the maximal S ≤0 -free set C G(λ) , and then intersecting with H. Recall that S = S ≤0 ∩ H. The next case is considerably different.
Case 2: a > d
We begin with an important remark regarding an assumption made in the analogous case of the previous section. Remark 12. Since in this case a > 0, we can, again, assume that a = 1. Indeed, we can always rescale the variables (x, y) by a to obtain such requirement.
Also note that since d < a = 1, then φ λ is differentiable in D 1 (0). See Proposition 5.
Unfortunately, in this case the maximality of C φ λ with respect to S ≤0 does not carry over to S, as the following example shows. Example 6. We continue with S 2 ≤0 defined in Example 3. In Figure 4 we showed how C φ λ gives us a maximal S 2 ≤0 -free set. If we now consider
with a = (−1/ √ 2, 1/ √ 2) T and d = 1/ √ 2, we do not necessarily obtain that C φ λ ∩ H is maximal S 2 ≤0 ∩ H-free. In Figure 6 we illustrate this issue. Figure 6 of the previous example displays an interesting feature though: the inequalities defining C φ λ seem to have the correct "slope" and just need to be translated. We conjecture, then, that in order to find a maximal S-free set, we only need to adequately relax the inequalities of C φ λ .
Set-up
Recall that
(a) S 2 ≤0 (orange), H (green) and C φ λ (blue). We denote by r(β) the amount by which we need to relax each inequality of C φ λ such that
is S-free. Note that when β satisfies λ T a + d T β < 0, the inequalities of C φ λ are the same as the ones of C G(λ) (see also Remark 10) and, just like in Section 5.1, they have exposing points in S. An inequality of this type can be seen in Figure 6b : it is the inequality of C φ λ tangent to S at one of its exposing points. Thus, we expect that r(β) = 0 when λ T a + d T β < 0. In the following we find r(β) when λ T a + d T β ≥ 0 and show maximality of the resulting set.
Following the spirit of Section 4.2, not all statement in this section require λ = x x . However, we assume λ = ±a. This assumption, however, is not restrictive when constructing maximal S-free sets, as the following remark shows. Remark 13. If λ = −a, then for every β ∈ D 1 (0) it holds that λ T a + d T β < 0. In this case r(β) will be simply defined as 0 everywhere and C = C φ λ . This means all inequalities defining C have an exposing point in S and maximality follows directly.
On the other hand, if we take λ =x x with (x,ȳ) ∈ H and x > ȳ , we have that if additionally λ = a
The latter cannot be, as d < 1. Remark 14. The assumption λ = ±a has an unexpected consequence: as λ = ±a and a = λ = 1, it must hold that n ≥ 2. This implicit assumption, however, does not present an issue: whenever n = 1 either λ = a or λ = −a. By Remark 13, if we use λ =x x , then λ = −a. Thus, C = C φ λ and maximality holds.
Construction of r(β)
Let β ∈ D 1 (0) be such that λ T a+d T β ≥ 0. Then, the face of C φ λ defined by the valid inequality −λ T x + ∇φ λ (β) T y ≤ 0 does not intersect S. See Lemma A.3 for a proof of this statement.
In particular, the inequality is not exposed by any point in S ∩ C φ λ . However, it is exposed by (x β , β) ∈ S ≤0 , where x β is given by (25) (see the proof of Proposition 6). Note that (x β , β) ∈ H 0 = {(x, y) : a T x+d T y = 0}, as otherwise we can scale it so that it belongs to S.
The quantity r(β) is the amount we need to relax the inequality in order to be an "asymptote", and we compute it as follows. We first find a sequence of points, (x n , y n ) n∈N , in S ≤0 that converge to (x β , β), enforcing that no element of the sequence belongs to H 0 . If we find such sequence, then every (x n , y n ) ∈ S ≤0 can be scaled to be in S:
This last scaled sequence diverges, as the denominator goes to 0 due to (x n , y n ) → (x β , β) ∈ H 0 . The idea is that the violation (−λ, ∇φ λ (β)) T z n given by this sequence will give us, in the limit, the maximum relaxation that will ensure S-freeness (see Figure 7) . Then, we would define
We remark that this limit is what we intuitively aim for, but it might not even be well defined in general. In what follows, we construct a sequence that yields a closed form expression for the above limit. Additionally, we show that such definition of r(β) yields the desired maximal S-free set.
The sequence. Our goal is to find a sequence (x n , y n ) n such that (x n , y n ) ∈ S ≤0 , a T x n + d T y n < 0 and (x n , y n ) → (x β , β). We take y n = β and x n such that x n = β = 1, a T x n + d T β < 0 and x n → x β . Note that these always exists as a = 1 and d < 1. We illustrate such a sequence with our running example. Example 7. We continue with Example 6. As we mentioned in Example 5, in this case
if y > 0 and since λ = 1 √ 2 (−1, −1) T , we see that 
It is not hard to check that
. This is the tangent point in Figure 6b we discussed above.
On the other hand, (17b), which is obtained from β = 1, does not have an exposing point in S 2 ≤0 ∩ H ∩ C φ λ , and corresponds to an inequality we should relax as per our discussion. This inequality, however, is exposed by (x β , β) = (0, −1, 1) ∈ S 2 ≤0 ∩ C φ λ . Consider now the sequence defined as
Clearly the limit of this sequence is (0, −1, 1) and
As we mention above, this sequence diverges. Continuing with Figure 6 , in Figure 7 , we plot the first two components of the sequence (z n ) n∈N along with S 2 ≤0 ∩ H and C φ λ ∩ H. From this figure we can anticipate where our argument is going: the sequence (z n ) n∈N moves along the boundary of S 2 ≤0 ∩ H towards an "asymptote" from where we can deduce r(β). The latter is given by the gap between inequality (17b) and the asymptote.
Computing the limit. Here we compute
We proceed to rewrite the limit.
Since y n = β and x β is the optimal solution of (10), we have:
Thus,
Notice that x β belongs to the 2 dimensional space generated by λ and a, which we denote by Λ. Note that it is indeed 2 dimensional, since λ = ±a, see Remark 13. Furthermore, we can assume that x n also belongs to Λ as any other component of x n is irrelevant for the value of the limit. Indeed, as R n = Λ⊕Λ ⊥ , then x n = x n + x ⊥ n , where x n ∈ Λ and x ⊥ n ∈ Λ ⊥ , and
.
To compute the limit observe that
Notice that
xn−x β xn−x β converges, as x n ∈ Λ, x n = 1, and x n → x β . Letx be the limit and note thatx is orthogonal to x β . Indeed,
Hence,
Since we are interested in the quotient of λ Tx and a Tx , any multiple ofx can be used, that is, any vector orthogonal to x β in Λ. Using λ and a as basis for Λ, we have that for x ∈ Λ with coordinates x λ and x a , the vector y with coordinates y λ = −(x a + x λ λ T a) and y a = x λ + x a λ T a is orthogonal to x. Indeed, 28 Thus, letx = −(x β a + x β λ λ T a)λ + (x β λ + x β a λ T a)a. Given that λ T a + d T β ≥ 0, from (25) (appendix) we have
Note that while this last explicit formula for x β is the one stated for the case λ T a + d T β > 0, it also holds when λ T a + d T β = 0. Therefore,
All together, we obtain
Note that if λ T a + d T β = 0, then r(β) = 0. We summarize the above discussion in the following result.
Lemma 2. Let a, λ, β ∈ D 1 (0), d ∈ B 1 (0), and λ = ±a be such that d < a and λ T a + d T β ≥ 0. Then, every sequence (x n ) n∈N ⊆ λ, a converging to x β such that x n = 1 and a T x n + d T β < 0, satisfies
Such sequences are always guaranteed to exist.
Therefore, for β ∈ D 1 (0), we define
We extend r to y ∈ R m \ {0} by r(y) = r( y y ) and leave it undefined at 0. Example 8. We continue with our running example in Example 7. In this case r(−1) = 0, and since φ λ (β) = 1/ √ 2, λ T a = 0 and d = 1/ √ 2 it can be checked that r(1) = 1. Figure 8 shows the same plots as Figure 6 with C 1 instead of C φ λ .
Now, let
(a) S 2 ≤0 (orange), H (green) and C1 (blue). In this case C1 is no longer S 2 ≤0 -free. As we see below, the characterization of r as a limit is going to be useful to prove maximality of C. However, to show that C is free, we need a different interpretation of r.
Lemma 3. For every β ∈ D 1 (0), r(β) = θ(β), where θ(β) is defined in (26) and corresponds to the optimal dual solution of the optimization problem defining φ λ (β).
Proof. If λ T a + d T β ≤ 0, r(β) = 0 = θ(β). Let β ∈ D 1 (0) be such that λ T a + d T β > 0. Then,
S-freeness and maximality proofs
We now show that C is S-free and then that it is maximal. Proof. Let (x 0 , y 0 ) ∈ S and let β 0 = y0 y0 . The claim will follow if we are able to show that −λ T x 0 + ∇φ λ (β 0 ) T y 0 ≥ r(β 0 ). Since x 0 satisfies x 0 ≤ y 0 and a T x 0 + d T y 0 = −1, it follows that
By weak duality we have
Recall that θ(y 0 ) is the optimal dual solution to the optimization problem defining φ λ (y 0 ). Thus, it holds that θ(y 0 ) ∈ R + and θ(y 0 ) < +∞ because d < 1.
where the last equality follows from the strong duality between the optimization problem that defines φ λ and its dual. See Proposition A.1. All the inequalities together show that
From (26) and Lemma 3 it follow θ(y 0 ) = θ(β 0 ) = r(β 0 ). Thus,
as we wanted to establish. where d < a = 1. Then, C is maximal S ≤0 -free with respect to H.
Additionally, if λ =x x with (x,ȳ) ∈ H and x > ȳ , then (x,ȳ) ∈ int(C).
Proof. Let S = S ≤0 ∩ H. By Theorem 9, C is S-free.
To show maximality we will use Theorem 5, that is, we will show that every inequality of C is either exposed by a point in S ∩ C or exposed at infinity by a sequence in S.
Let β 0 ∈ D 1 (0) and consider the valid inequality −λ T x + ∇φ λ (β 0 ) T y ≤ r(β 0 ). Assume, first, that a T λ + d T β 0 < 0 As a T λ + d T β 0 < 0, we have that r(β 0 ) = 0, φ λ (β 0 ) = β 0 = 1, and ∇φ λ (β 0 ) = β 0 . Hence, the inequality is −λ T x + β T 0 y ≤ 0. It is exposed by
Now, let us assume that a T λ + d T β 0 ≥ 0. We will show that there is a sequence in S that exposes −λ T x + ∇φ λ (β 0 ) T y ≤ r(β 0 ) at infinity. Let (x n ) n ⊆ λ, a be a sequence converging to x β0 such that x n = 1, a T x n + d T β 0 < 0 (Lemma 2).
Consider the sequence conformed by
where the equality above follows from a T x β0 + d T β 0 = 0. We proceed to verify that z n exposes −λ T x + ∇φ λ (β 0 ) T y ≤ r(β 0 ) at infinity.
Finally, we have to show that there exists a w such that (−λ, ∇φ λ (β 0 )) T w = r(β 0 ) and dist(z n , w + v ) → 0. Letx = lim n→∞ xn−x β 0 xn−x β 0 and let w = (−x a Tx , 0). We have that (−λ, ∇φ λ (β 0 )) T w = r(β 0 ). Also,
Thus, dist(z n , w + v ) → 0.
A closed-form formula for C
Since the construction of C involves translating some of the inequalities of C φ λ of its outer-description, it is natural to ask if this translation yields a translation of the whole function φ λ . This would yield a closed-form formula for C which is much more appealing from a computational standpoint.
In what follows, we ask whether there exists an (x 0 , y 0 ) such that for every β such that
In order to reach this equality it would suffice to satisfy
Note that since λ T a + d T β ≥ 0
From the last expression, we see that if we are able to find (x 0 , y 0 ) such that
then (19) would hold. Note that d is an eigenvector of W = I − dd T with eigenvalue 1 − d 2 . Thus, with y 0 = d 1− d 2 we can easily check that (21b) holds. With y 0 defined, in order to satisfy (21a) it suffices to set
In summary, we arrive to the following representation for C,
6 On the diagonalization and homogenization of quadratics
Consider an arbitrary quadratic set
Given a points / ∈ Q we can construct a maximal Q-free set that containss using the techniques developed in the previous sections. The idea to do this is first to find a one-to-one map T such that
for some hyperplane H, that is, for some a, d and h.
Then, we construct a maximal Q-free set using the following fact which can be easily verified: if C is a maximal S ≤0 -free set with respect to H that contains T (s), then T −1 (C) is a maximal Q-free set containings.
Here we show a surprising fact: which maximal Q-free set is obtained heavily depends on the choice of T . We illustrate this interesting feature with our running example.
The following map
is one-to-one and satisfies
where S 2 ≤0 ∩ H 1 is defined in Example 6 and is given by
Computing a maximal S 2 ≤0 -free set with respect to H 1 containing τ 1 (s) = (−2, −2, √ 2) yields the same maximal S 2 ∩H 1 -free set we compute in Example 8, that is
As τ −1 1 is simply the projection onto the first two coordinates, we have that
is our maximal Q-free set. This is exactly the set we show in Figure 8b . Now we consider a different transformation for Q. Let
T 2 (s 1 , s 2 ) = (−1, s 1 , s 2 ), and
For the curious reader, T 1 is obtained from an eigen-decomposition of the quadratic form. After some algebraic manipulation we can see that
Thus, τ 2 is one-to-one and
Letting S 3 ≤0 = {(x 1 , x 2 , y)R 3 : x 1 , x 2 ≤ |y|, x 1 ≤ 0} and H 2 = {(x 1 , x 2 , y)R 3 : x 1 = −1}, we have that τ 2 (Q) = S 3 ≤0 ∩ H 2 . We can now construct a maximal S 3 ≤0 -free set with respect to H 2 . For this, note that in this case a = (1, 0) and d = 0. Also, τ 2 (s) = (−1, −2, √ 2) and so λ = 1 √ 5 (−1, −2). As a T λ|y| + dy < 0 for every y ∈ R, we have that r(y) = 0 and φ λ (y) = |y|. By Theorem 10,
≤0 -free set with respect to H 2 . Therefore, τ −1 2 (C 2 ) is maximal Q-free. In Figure 9 we show the sets Q and both maximal Q-free sets given by τ −1 1 (C 1 ) and τ −1 2 (C 2 ). Note that in this case, the set τ −1 2 (C 2 ) does not have an asymptote, and both its facets have an exposing point.
This example shows the important role of the transformation used to bring the quadratic set to the form S. The resulting maximal S-free set can significantly change. This opens an array of interesting questions regarding the role of transformations in our approach: Can we distinguish the transformations that generate S-free sets with asymptotes? Is there a benefit/downside from using the latter sets? These an other questions are left for future work.
Summary and future work
In this work we have shown how to construct maximal quadratic-free sets, i.e., convex sets whose interior does not intersect the sublevel set of a quadratic function. Using the long-studied intersection cut framework, these sets can be used in order to generate deep cutting planes for quadratically constrained problems. We strongly believe that, by carefully laying a theoretical framework for quadratic-free sets, this work provides an important contribution to the understanding and future computational development of non-convex quadratically constrained optimization problems.
The maximal quadratic-free sets we construct in this work allow for an efficient computation of the corresponding intersection cuts. Computing such cutting planes amount to solving a simple one-dimensional convex optimization problem using the quadratic-free sets we show here. Moreover, even if in our constructions and maximality proofs we use semi-infinite outer-descriptions of S-free sets such as (16), all of them have simple representations that are more adequate for computational purposes: see (2), (9), (14), (22) for these representation of sets C λ , C G(λ) , C φ λ and C, respectively, and (11) for the explicit description of the φ λ function. This ensures efficient separation in LP-based methods for quadratically constrained optimization problems.
The empirical performance of these intersection cuts remains to be seen, and it is part of future work. On these lines, the development of a cut strengthening procedure is likely to be important for obtaining good empirical performance. Other important open questions involve the better understanding of the role different transformations of quadratic inequalities have (Section 6), a theoretical and empirical comparison with the method proposed by Bienstock et al. [BCM16, BCM19] , and devising new methods for producing other families of quadratic-free sets. On this last point, we conjecture our method produces all maximal quadratic-free sets in 3 dimensions, and have evidence showing this is not the case for dimension 4. This is also subject of ongoing work.
A Appendix
Lemma A.1. Let φ : R m → R be a sublinear function, λ ∈ D 1 (0), and let
Let α T x + γ T y ≤ δ be a nontrivial valid inequality for C. Then α = 0 and if α = 1, then α = −λ and γ ∈ ∂φ(0).
Proof. As φ is defined over R m , if α = 0, then γ = 0. Given that the inequality is nontrivial, it must be that α = 0.
Assume that α ∈ D 1 (0). Since {(x, 0) : λ T x = 0} is contained in the lineality space of C, it follows that α is either λ or −λ. As µ(λ, 0) ∈ C for every µ ≥ 0, we conclude that α = −λ.
Let µ > 0 and (x, y) be such that λ T x = φ(y). From the sublinearity of φ follows that µ(x, y) ∈ C. The inequality evaluated at µ(x, y) reads γ T µy ≤ δ + µφ(y). Dividing by µ and letting µ → ∞, we conclude that γ T y ≤ φ(y), i.e., γ ∈ ∂φ(0).
Proof. We need to verify both conditions of Definition 2. As φ is positively homogeneous and differentiable atȳ, then φ(ȳ) = ∇φ(ȳ)ȳ. Thus, evaluating −λ T x + ∇φ(ȳ) T y at (x,ȳ) yields −λ Tx + φ(ȳ), which is 0 by hypothesis. This shows that the inequality is tight at (x,ȳ). Now, let α T x + γ T y ≤ δ be a non-trivial valid inequality tight at (x,ȳ). Then, δ = α Tx + γ Tȳ and we can rewrite the inequality as α T (x −x) + γ T (y −ȳ) ≤ 0. Notice that (φ(y)λ, y) ∈ C, thus, α T λ(φ(y) − φ(ȳ)) + γ T (y −ȳ) ≤ 0 for every y ∈ R m . Subtracting α T λ∇φ(ȳ) T (y −ȳ) and dividing by y −ȳ we obtain the equivalent expression
Since φ is differentiable atȳ, the limit when y approachesȳ of the left hand side of the above expression is 0. However, one can make the expression y−ȳ y−ȳ converge to any point of D 1 (0). Therefore, 0 ≤ (−γ − α T λ∇φ(ȳ)) T β for every β ∈ D 1 (0). This implies that γ = −α T λ∇φ(ȳ). From here we see that α = 0 as otherwise α = γ = 0 and the inequality would be trivial.
Given that any (x, 0) such that λ T x = 0 belongs to C, it follows that α is parallel to λ, i.e., there exists ν ∈ R such that α = νλ. Furthermore, (µλ, 0) ∈ C for every µ ≥ 0, implies that 0 > α T λ = ν. Therefore, γ = −ν∇φ(ȳ) and the inequality reads νλ T (x −x) − ν∇φ(ȳ) T (y −ȳ) ≤ 0. Dividing by |ν| and using that −λ T x + ∇φ(ȳ) T y ≤ 0 is tight at (x,ȳ), we conclude that the inequality can be written as −λ T x + ∇φ(ȳ) T y ≤ 0. 
Here, 1 0 = +∞ and r + (+∞) = +∞ for every r ∈ R. Finally, strong duality holds, that is, (23) = (24), and (23) = y , if λ T a y + d T y ≤ 0 ( y 2 − (d T y) 2 )(1 − (λ T a) 2 ) − d T yλ T a, otherwise.
(27)
Proof. First, note that since λ = ±a and d ≤ 1, x(y) and θ(y) are defined for every y ∈ R m . Second, to make some of the calculations that follow more amenable, let S(y) =
The Lagrangian of (23) is L : R n × R 2 + → R,
Thus, the dual function is d(µ, θ) = max x L(x, µ, θ).
We have that d(µ, θ) is infinity whenever µ < λ − aθ , and µ y − θd T y otherwise. Hence, the dual problem, min θ,µ≥0 d(µ, θ), is min{µ y − θd T yθ : θ ≥ 0, µ ≥ λ − aθ } which is (24).
Let us assume that λ T a y + d T y ≤ 0. Clearly, x(y) = λ y is feasible for (23). Its objective value is y . On the other hand, θ(y) = 0 is always feasible for (23). Its objective value is also y , therefore, x(y) is the primal optimal solution and θ(y) the dual optimal solution. Now let us consider the case λ T a y + d T y > 0. Let us check that θ(y) is dual feasible, that is, θ(y) ≥ 0. Note that, due to the positive homogeneity of θ(y) and the condition λ T a y + d T y > 0 with respect to y, we can assume without loss of generality that y = 1.
Let α = λ T a and β = d T y. Since θ(d) = +∞ ≥ 0 when d = 1, we can assume that y = d when d = 1. Note that the same does not occur when y = −d since we are assuming λ T a y + d T y > 0. Thus, α, β ∈ (−1, 1).
We will prove that θ(y) 1 − β 2 = α 1 − β 2 + β √ 1 − α 2 ≥ 0, which implies that θ(y) ≥ 0. If α, β ≥ 0, then we are done. As α + β > 0, at least one of them must be positive. Let us assume α > 0 and β < 0, the other case is analogous. Then, α > −β ≥ 0. This implies that α 2 > β 2 . Subtracting α 2 β 2 , factorizing and taking square roots we obtain the desired inequality.
Let us compute the value of the dual solution θ(y). First, y = d and d = 1, θ(y) = +∞, which means that the optimal value is lim θ→+∞ λ − θa − θ = −λ T a.
One way of computing this limit is to multiply and divide the expression by Let us now check the feasibility of x(y). Let us first check that x(y) 2 ≤ y 2 .
We have x(y) 2 = S 2 (y) − 2S(y)(d T y + S(y)λ T a)λ T a + (d T y + λ T aS(y)) 2 . Expanding and removing common terms yields x(y) 2 = S 2 (y)(1 − (λ T a) 2 ) + (d T y) 2 = y 2 . Thus, the first constraint is satisfied.
To check the second constraint just notice that, as a = 1, a T x(y) = −d T y.
The primal value of x(y) is λ T x(y) = S(y)(1−(λ T a) 2 )−d T yλ T a = ( y 2 − (d T y) 2 )(1 − (λ T a) 2 )−d T yλ T a.
As it coincides with the value of the dual solution, even when y = d and d = 1, we conclude that both are optimal. Then, the face of C φ λ defined by the valid inequality −λ T x + ∇φ λ (β) T y ≤ 0 does not intersect S.
Proof. By contradiction, suppose that (x,ȳ) ∈ C φ λ is such that (x,ȳ) ∈ S ∧ −λ Tx + ∇φ λ (β) Tȳ = 0.
The latter equality and the fact that φ λ is sublinear implies φ λ (ȳ) = λ Tx . Moreover,x is a feasible solution of the optimization problem φ λ (ȳ), which implies it is an optimal solution.
By Lemma A.2 we know (x,ȳ) exposes the valid inequality of C φ λ given by −λ T x + ∇φ λ (ȳ) T y ≤ 0. By definition of exposing point this means ∇φ λ (ȳ) = ∇φ λ (β).
From (20), since W is invertible, we can see that this implies β =ȳ ȳ . However, as λ T a + d T β ≥ 0, the optimal solution of in the definition of φ λ (ȳ), x 0 , must satisfy a T x 0 + d Tȳ = 0. This contradicts φ λ (ȳ) = λ Tx , sincex is an optimal solution but a Tx + d Tȳ = −1.
