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RESUMEN  
La valoración de la calidad vocal mediante el 
análisis audio-perceptual es parte de la rutina 
clínica de evaluación de pacientes con 
trastornos de la voz. La debilidad de este 
método reside en la subjetividad y en la 
necesidad de que sea realizada por oyentes 
experimentados. Este proyecto tiene como 
objetivo la realización de una clasificación 
automática de la calidad vocal, valuada en la 
escala GRBAS, a través de características 
extraídas del análisis acústico de la señal y 
técnicas de aprendizaje automático. 
Particularmente, en este trabajo se muestran 
los resultados del cálculo de shimmer con un 
modelo de deep learning. 
Palabras clave: machine learning, deep 
learning, acoustic analysis 
CONTEXTO 
Este trabajo de investigación se desarrolla en 
el marco del proyecto “Análisis acústico de la 
voz con técnicas de aprendizaje automático” 
(UTN3947) de la Universidad Tecnológica 
Nacional, Facultad Regional Córdoba y 
cuenta con la colaboración del Departamento 
de Investigación Científica, Extensión y 
Capacitación "Raquel Maurette", Escuela de 
Fonoaudiología, Facultad de Ciencias 
Médicas, Universidad Nacional de Córdoba. 
 
 
1. INTRODUCCIÓN 
Se intenta reconocer, de forma automática, 
características del análisis acústico de la voz 
que permitan clasificar muestras de audio. El 
estudio se enfoca en la medición de la calidad 
vocal según la escala GRBAS. La 
clasificación se realiza aplicando 
principalmente modelos de deep learning, un 
subgrupo de técnicas del campo de 
aprendizaje automático (machine learning). 
Las grabaciones de la voz, la clasificación de 
los ejemplos y la validación de los resultados 
se realizan por especialistas en análisis de la 
voz de la Escuela de Fonoaudiología de la 
Universidad Nacional de Córdoba. El análisis 
acústico se lleva a cabo en conjunto 
(especialistas vocales e integrantes de UTN) y 
el modelado y desarrollo de los clasificadores 
por los integrantes de UTN.  
GRBAS: La escala GRBAS es un método de 
valoración perceptivo‐auditivo de la voz. 
Surge de la necesidad de estandarizar la 
valoración subjetiva y de interrelacionar los 
aspectos auditivos y fisiológicos de la 
producción vocal. Está basada en estudios del 
año 1966 de la Japan Society of Logopedics 
and Phoniatrics [1] y posteriormente 
divulgada y descripta por Minoru Hirano en el 
año 1981 [2]. Consiste en la valoración de la 
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fuente glótica a través de 5 parámetros que 
forman el acrónimo GRBAS: 
G: (Grade) Grado general de disfonía.  
R: (Roughness) Rugosidad, irregularidad de la 
onda glótica.  
B: (Breathiness) Soplosidad, sensación de 
escape de aire en la voz.  
A: (Asteny) Astenia, pérdida de potencia.  
S: (Strain) Tensión, sensación de 
hiperfunción vocal.  
Puede valorarse de dos maneras: a través de 4 
grados, desde el 0 al 3 o mediante un valor en 
un rango continuo de 0 a 100. En ambas el 0 
es ausencia de disfonía y el 3 o 100 implican 
disfonía severa. La escala fue mundialmente 
adoptada y validada en numerosos países [3-
6]. Actualmente se utiliza en la investigación 
y de manera rutinaria en los consultorios de 
los profesionales que hacen clínica vocal. 
Sirve como metodología simple y al alcance 
de la mano para valorar la evolución pre‐post 
tratamiento. La debilidad de este método 
reside en la subjetividad de la valoración de la 
voz y en la necesidad de que sea realizada por 
oyentes experimentados en la escucha y la 
disociación de los parámetros [7,8].  
Análisis acústico: Existen otras formas de 
analizar la voz de manera más objetiva a 
través del análisis acústico. Éste consiste en la 
digitalización de la señal vocal y su análisis 
mediante gráficos como el Espectrograma, el 
espectro FFT (Fast Fourier Transform) o 
LPC (Linear Predictive Coding) y medidas 
numéricas de perturbación de la señal, como 
Jitter, Shimmer y HNR (Harmonics to Noise 
Ratio).  
Para lograr una integración de la valoración 
subjetiva (GRBAS u otras escalas) con el 
análisis acústico, se han realizado numerosos 
trabajos de correlación [9,10], algunos 
relacionados a la voz normal y otros a 
diferentes patologías. Por ejemplo, el trabajo 
de Nuñez Batalla, F. et al [11] es un referente 
y establece una relación entre el parámetro de 
Astenia del GRBAS y el Espectrograma de 
banda angosta.  
Aprendizaje automático: El aprendizaje 
automático o machine learning es un campo 
de las ciencias de la computación que abarca 
el estudio y la construcción de algoritmos 
capaces de aprender y hacer predicciones. 
Estas predicciones se pueden tomar como una 
clasificación de los datos de entrada a partir 
del reconocimiento de patrones existentes en 
los mismos 
Estado del arte: La aplicación de técnicas de 
deep learning es el estado del arte en el 
análisis automático de audio, con la detección 
de los fonemas pronunciados y la 
identificación de la persona que habla como 
objetivos principales [12-18], pero también 
utilizadas en detección de emociones, edad, 
género, etc. 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
La línea de investigación que se presenta en 
este trabajo tiene como objetivo predecir con 
técnicas de aprendizaje automático la medida 
acústica shimmer, asociada a la calidad vocal. 
Shimmer: 
Shimmer es una medida acústica relativa a las 
perturbaciones de amplitud de una señal. Las 
variaciones de este tipo en la voz humana son 
perceptibles al oído y permiten caracterizar 
ciertas propiedades, tanto de la voz, como de 
las personas que la emiten [19]. El valor de 
shimmer está asociado a la calidad vocal, 
estado de ánimo, edad  y género de las 
personas. Existen numerosos trabajos de 
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investigación que utilizan, entre otras, la 
medida shimmer con objetivos que van desde 
la detección de patologías [19-21] hasta la 
mejora de interfaces humano máquina a través 
de la estimación de la intensionalidad de una 
frase hablada [22]. Con respecto a las voces 
sintetizadas, en [23] se determina que cierto 
nivel se shimmer aumenta el grado de 
naturalidad. 
Hay variantes en el cálculo de shimmer . La 
versión elegida para este trabajo es la de 
Klingholz y Martin [23], también conocida 
como Relative Shimmer. 
Metodología: 
Los datos de entrada para el modelo de 
predicción son espectrogramas calculados 
sobre archivos de audio sintetizado. 
Se generan datos de audio sin armónicos. Al 
igual que en [19] la modulación en amplitud 
de la voz se aproxima con una onda senoidal. 
La expresión para generar cada señal de audio 
𝑦(𝑡) es: 
 
𝑦(𝑡) =  
1
1+𝑘
sin(𝛼 + 2𝑡𝜋𝑓0) (1 + 𝑘 sin(𝛽 + 2𝑡𝜋𝑓𝑚𝑜𝑑)) 
 
donde 𝑡 es tiempo [seg], 𝑓0 es la frecuencia de 
vibración glótica [Hz], 𝑓𝑚𝑜𝑑 es la frecuencia 
de modulación [Hz], 𝑘 es la constante de 
sensibilidad en amplitud del modulador, 𝛼 y 𝛽 
son constantes para manejar la fase de la señal 
a modular y de la señal moduladora 
respectivamente. 
Para la generación de los datos de 
entrenamiento y test, se toman valores 
aleatorios con distribución uniforme. 𝑓0 toma 
valores en el intervalo [200; 1000]Hz, 𝑓𝑚𝑜𝑑 en 
[5; 10]Hz, 𝑘 en [0; 0,4], 𝛼 y 𝛽 en [0; 2𝜋]. 
El espectrograma se calcula sobre 2 segundos 
de audio generado con 44100 muestras/seg. 
Para el cálculo se utiliza una ventana tipo 
Tukey(0.25) de ancho = 256, lo que determina 
una estructura de forma 129 x 393 
(frecuencia/tiempo) que contiene la densidad 
espectral de la señal. 
El modelo de predicción es una deep neural 
network. Esta red se diseña en un proceso que 
genera modelos de complejidad ascendente, 
aproximando en primer lugar el valor de 𝑓0, k 
y 𝑓𝑚𝑜𝑑 individualmente a partir de los datos 
espectrales, luego shimmer en función de 𝑓0, k 
y 𝑓𝑚𝑜𝑑, y por último, shimmer en función de 
los datos espectrales. 
Se utilizan juegos de datos de 3000 muestras 
para entrenamiento, 500 para test y 500 para 
validación.  
3. RESULTADOS OBTENIDOS 
Se obtuvo un modelo neuronal con una capa 
de convolución y tres capas densamente 
conectadas (figura 1) capaz de aproximar 
shimmer con datos espectrales como entrada. 
El error cuadrático medio obtenido sobre los 
datos de test fue 𝑀𝑆𝐸 = 5.8 × 10−5 [25]. 
 
Figura 1. Modelo de deep learning para 
predicción de shimmer. 
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Se logró comprobar que para datos simples de 
audio modulados en amplitud por una onda 
senoidal, con parámetros de frecuencia 
fundamental, frecuencia moduladora y 
sensibilidad de modulación variables, es 
posible obtener un modelo neuronal capaz de 
aproximar el valor de shimmer. La 
importancia de este resultado radica en que, 
bajo las condiciones planteadas en el trabajo, 
se puede afirmar que un modelo de deep 
learning que respete la estructura del modelo 
presentado en sus primeras capas es capaz de 
utilizar el valor de shimmer, internamente 
calculado, para realizar clasificaciones de otro 
tipo, como la calidad vocal. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo del proyecto está formado por un 
docente/investigador de la UTN FRC, dos 
docentes/investigadores de la UNC y cuatro 
alumnos de la carrera de grado de la UTN 
FRC. 
Además de formación de los alumnos 
participantes, el conocimiento generado por el 
proyecto se incorporará a las cátedras de los 
docentes de la UTN y UNC.  
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