Abstract
Introduction
Non-verbal communication in social contexts takes the form of social signals including phenomena like synchronisation, empathy, attention, and leadership [1] . The study of such non-verbal social behavior has been shown to be highly relevant for future generations of computer systems and applications. In many cases, researchers rely on intensive observation sessions of videos, manual annotations, and questionnaire responses. One direction of the research in this field is toward automated measures of social signals. In this direction, our research is based on the development of algorithms for the measure in real-time of cues explaining empathy in non-verbal communication. To this aim, we adopt joint music performance as our tesbed. Music is one of the most closely synchronized activities that human beings engage in, even in amateur performance. In addition, music is widely regarded as the medium of emotional expression par excellence. Even very subtle nuances in the sound (e.g., small variations in the attack of notes or sound events) are recognized as having emotional significance. Of particular importance to social interaction, unlike speech, musical performance is one of the few expressive activities allowing simultaneous participation. The potential of music to enable the communication and synchronization of emotion is unparalleled. Psychologists already pointed out how the scientific research into emotion and social interaction can be aided by focusing on joint music performance (e.g. [2] ). Feelings of intense social connectedness are frequently reported by both groups of musicians and listeners.
During the last three years, we focused on the analysis of famous string quartets and on duos of violin players. The famous ensembles Cuarteto Casal, the Quartetto di Cremona, the Quartetto Prometeo had been involved initially in feasibility studies (e.g. to study and understand which multimodal cues can explain their expressive social behavior) and in experiments at our Centre and in occasion of their concerts at the Opera House of Genoa. In addition, in collaboration with Ben Knapp (SARC, University of Belfast) and Carol Krumhansl we did measurements of duos of violinists participating in the International Violin Competition Premio Paganini [3] . More recently, again in collaboration with the SARC collegues, we did multimodal synchronized recordings of the Quartetto di Cremona (see Figure 1) .
Our research aims at novel automated analysis techniques to measure in real-time multimodal cues related to social signals. The focus on such famous ensembles is motivated by the fact that research can benefit by such highest skills in joint musical activity, and by having such expert subjects fully aware, sensible, and fully capable to explain such phenomena related to empathy. In the direction toward the study of empathy, our current work is based on Phase Synchronisation (PS) and Recurrence Quantification Analysis. We start from the hypothesis that PS is one of the low-level social signals explaining empathy and dominance in small groups of users. Real time implementation of the algorithms we developed is available in the EyesWeb XMI Social Signal Processing Library. Applications of the approach is in user-centric media and in particular in active music listening (EU ICT FP7 Project SAME).
The approach
Our approach considers each single subject involved in the interaction as a component of a complex system, and describes his/her dynamical behavior by means of the time evolution of a n-dimensional state vector of features in his/her phase space. The state vector components of Figure 1) , we did multimodal recordings at our centre in May 2009: they included audio (both the single signals directly available from the instruments, and the audio in the concert room), movement, and biometric data. In a preliminary work we only focused on the movements of the heads of the musicians: in Figure 1 the green markers are observed by multiple videocameras (JVC, 60fps, 720p), as well as the movements of the trunks and the acceleration of the heads (by wireless accelerometers on the hat, see Figure 1 ). The single interacting components (the musicians in our case) of a complex system exhibit global properties that are not obvious from their individual dynamics. Phase Synchronisation (PS) is one of these emerging properties and it can be generally defined as an "adjustment of rhythms of oscillating objects due to their weak interaction" [4] . PS is chosen as one of the baseline low-level social signals to indirectly measure more complex phenomena like empathy and dominance in small groups of subjects. Many definitions of empathy and dominance can be found in the literature. Our work refers to empathy as emotional reaction of an observer perceiving that another one is experiencing or is about to experience an emotion [5] . Dominance is referred as "expressive, relationally based communicative acts by which power is exerted and influence achieved" [6] . Changes in the number of occurrences and strength of PS among users are considered cues toward the evaluation of empathy. These changes in PS are ascribed to changes in the motor expression of the users due to emotion, according to the Scherer's Component Process Model of Emotion [7] . Dominance is computed from the detection of the direction of Phase Synchronisation.
Measuring entrainment in small groups of musicians
The description of the computational model and mathematical background is available in [8] and its real-time implementation is described in [9] .
Application: social active music listening
Music making and listening are a clear example of interactive and social activity. However, nowadays mediated music making and listening is usually still a passive, non-interactive, and non-context sensitive experience. The current electronic technologies, with all their potential for interactivity and communication,
have not yet been able to support and promote this essential aspect of music making and listening. This can be considered a degradation of traditional listening experience, in which the public can interact in many ways with performers to modify the expressive features of a piece.
The need of recovering such active attitude with respect to music is strongly emerging, and novel paradigms of active experience are going to be developed. With active experience and active listening we mean that listeners are enabled to interactively operate on music content, by modifying and molding it in real-time while listening. Active listening is the basic concept for a novel generation of interactive music systems, which are particularly addressed to a public of beginners, naïve and inexperienced users, rather than to professional musicians and composers.
Active listening is also a major focus for the EU-ICT Project SAME (Sound and Music for Everyone, Everyday, Everywhere, Every Way, www.sameproject.eu). SAME aims at: (i) defining and developing an innovative networked end-to-end research platform for novel mobile music applications, allowing new forms of participative, experiencecentric, context-aware, social, shared, active listening of music; (ii) investigating and implementing novel paradigms for natural, expressive/emotional multimodal interfaces, empowering the user to influence, interact, mould, and shape the music content, by intervening actively and physically into the experience; and (iii) developing new mobile contextaware music applications, starting from the active listening paradigm, which will bring back the social and interactive aspects of music to our information technology age. Examples of demos and implementations of active listening paradigms are available in [10] . In particular, Sync'n'Move is a demo application, based on EyesWeb XMI and Nokia S60 mobile phones, which enables users to experience novel form of social interaction based on music and gesture. Users move rhythmically (e.g., dance) wearing their mobiles. Their Phase Synchronisation extracted from their gesture (using the accelerometers data on the mobiles) is measured and used to modify in real-time the performance of a pre-recorded music. This is a first example of shared collaborative active music listening experience. Every time the users are successful in the synchronization task, the music orchestration and rendering is enhanced; while in cases of low synchronization, i.e. poor collaborative interaction, the music gradually corrupts, looses sections and rendering features, until it becomes a very poor audio signal.
Preliminary results and discussion
Phase Synchronisation seems to be one of the features contributing to explain empathy and dominance in non-verbal social communication in small groups of humans.
Using an offline PS approach, several results emerged: for example, in the case of a music duo performance, it was possible to evaluate how the visual and acoustic channels affect the exchange of expressive information during the performance [8] , and lay foundations to define a criterion to distinguish between parallel and reactive empathic outcomes. Furthermore, by measuring the direction of PS a confirmation of the hypothesis on egalitarian distribution of dominance in a duo performance was provided. From the research on violin duos, based on measures of audio and movement, we found, for example, that the induction of a positive emotion in one of the musicians resulted in an increased synchronization among musicians, while the induction of a negative emotion seemed to weaken the synchronization. The exact form this synchronization takes is a function of the induced emotional state. This strongly affects both intra-and inter-personal synchronization. This effect of emotion on synchronization (emotional synchronization) is another direction of ongoing work.
We recently developed a real-time implementation of these techniques, resulting in the EyesWeb XMI Social Signal Processing Library [9] , [11] , which has been utilized for the Sync'n'move demo shortly outlined in the paper.
PS alone may not be sufficient to explain such social signals, being common, in some cases, also to imitation. Ongoing work is facing further features in a multimodal perspective, to enrich the understanding of these phenomena, integrating biometric data. In this direction we did the experimental sessions involving multimodal recordings of famous string quartets (see Figure 1 ), in collaboration with Ben Knapp and his staff from SARC-University of Belfast. The obtained multimodal data, consisting of audio, motoric, and biometric data (including heart rate, respiration, ocular movement, facial muscles activity), are subject of joint current investigation.
The application of the real-time implementation of the algorithms based on PS, in the framework of the EU FP7 ICT Project SAME (www.sameproject.org) are promising: during the Agora Festival in Paris last June [10], we tested an application based on EyesWeb XMI and mobile phones, where two users can move and their mutual synchronization (measured by the accelerometers embedded in the mobiles) influence the joint music listening experience of prerecorded music.
This example bears witness of the importance of non-verbal expressive social signals in the evolution of future internet applications, user-centric media, including entertainment and artistic applications, as well as in healthcare application, independent living, ambient assisted living.
