






















ON THE DEEPLY NEGATIVE RANGE p ≤ −n − 1 FOR
Lp-MINKOWSKI PROBLEM
SHI-ZHONG DU
Abstract. In this paper, we study the Lp-Minkowski problem
(0.1) det(∇2u + uI) = f up−1, on Sn
in the deeply negative range p ∈ (−∞,−n − 1]. Two long standing
problems concerning solvability and uniqueness were considered. At
first, we will show that for p = −n − 1, there exists a positive function
f ∈ Cα(Sn), α ∈ (0, 1) such that (0.1) admits no solution. In the case of
p < −n − 1, a same result was shown for some Hölder function f which
is positive outside two polar of Sn. Turning to the uniqueness, we have
obtained the existence of non-constant positive smooth solution of (0.1)
for f ≡ 1, in the deeply negative case p < −n − 1.
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2 Pohozaev type identity
1. Introduction
The Minkowski problem is to determine a convex body with prescribed
curvature or other similar geometric data. It plays a central role in the theory
of convex bodies. Various Minkowski problems [1, 7, 10, 16, 17, 20, 30]
have been studied especially after Lutwak [24, 25], who proposes two vari-
ants of the Brunn-Minkowski theory including the dual Brunn-Minkowski
theory and the Lp Brunn-Minkowski theory. Besides, there are singular
cases such as the logarithmic Minkowski problem and the centro-affine
Minkowski problem [4, 8].
The support function h(x) of a convex body {0} ∈ Ω ∈ Rn+1 is given by
h(x) ≡ r(x) · x, ∀x ∈ Sn
for each x ∈ Sn, where r(x) is a point on ∂Ωwhose outer unit normal is x. Its
assigned matrix [∇2
i j
h + hδi j] is positive definite if Ω is uniformly convex,
where [∇2i jh] stands for the Hessian tensor of h acting on an orthonormal
frame of Sn. Conversely, any C2 function h satisfying [∇2i jh + hδi j] > 0
determines a uniformly convex C2 body Ωh. Direct calculation shows the
standard surface measure of ∂Ω is given by
dS ≡ 1
n + 1
det(∇2i jh + hδi j)dHn|Sn
for n-dimensional Hausdorff measure dHn. It’s well known that classical
Minkowski problem looks for a convex body such that its standard surface
measure matches a given Radon measure on Sn. In [25], Lutwak intro-
duces the Lp−surface measure dS p ≡ h1−pdS on ∂Ω, and the corresponding
Lp-Minkowski problem which looks for a convex body whose Lp−surface
measure equaling to a prescribed function.
Parallel to the classical Minkowski problem, the Lp-Minkowski problem
boils down to solve the fully nonlinear equation
(1.1) det(∇2i jh + hδi j) = f hp−1, ∀x ∈ Sn
in the smooth category. In their corner stone paper [8], Chou and Wang
study the Lp-Minkowski problem and obtain various existence results for
different exponents p. The existence theorem of Chou-Wang analyzes only
the range p ≥ −n − 1. The deeply negative case p < −n − 1 has been left
open yet. The first purpose of this paper is to discuss the solvability of (1.1)
in the case of p ≤ −n − 1. In fact, we will prove the following result.
Theorem 1.1. For any dimension n, if p = −n − 1, there exists a positive
function f ∈ Cα(Sn), α ∈ (0, 1) such that (1.1) admits no solution. If p <
−n − 1, a same result holds for some Hölder function f which is positive
outside two polar of Sn.
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The case of dimension n = 1 of non-existence Theorem 1.1 has already
been shown in [11] using the technics of ordinary differential equations.
The higher dimensional case is much more complicated to be explored.
A personal conversation with Professor Chou draws the attention of the
author to an individual necessary condition proven in [8] for p = −n − 1.
For technical reason, we generalize the condition to a full version for all
p ≤ −n − 1, which plays a central role in proving of our main theorem 1.1.
Theorem 1.2. (Pohozaev-Chou-Wang type identity) For p ≤ −n − 1 and





pdσSn = 0, K f ≡ ∇ξ f + β f ,
where
(1.3) ξ = T ∗
[
(CT x)x + (Ax − Dx) − B
]
is the projective vector field for constant D, vectors C, B and trace free
matrix A, and
















is a Lipschitz function on Sn.
Next we discuss the uniqueness of positive solutions to (1.1). Using the
maximum principle, Chou-Wang have shown uniqueness result for p > n+1
in [8] for all dimension. The uniqueness result certainly can not be expected
for p = n + 1 due to the homogeneity of equation. When p < n + 1, the
uniqueness problem is much more subtle since lack of the maximum prin-
ciple. There are only some partial results are known on the past. Chow has
shown in [5] for all n ≥ 1 and p = 1 − n, the uniqueness holds true for
constant function f ≡ 1. Using the invertible result for linearized equation,
Lutwak showed in [25] for n ≥ 1, p > 1, uniqueness holds for some special
symmetric f . When p ∈ (−n − 1,−n − 1 + σ), 0 < σ ≪ 1, a counter exam-
ple of uniqueness have also obtained by Chou-Wang in [8]. More recently,
Jian-Lu-Wang [22] have proven that for p ∈ (−n − 1, 0), there exists at least
a smooth positive function f such that (1.1) admits two different solutions.
While a partial uniqueness result was established by Chen-Huang-Li-Liu
[6] on origin symmetric convex bodies for p ∈ (p0, 1), p0 ∈ (0, 1), using
the Lp-Brunn-Minkowski inequality. For the lower dimensional cases, An-
drews showed uniqueness for n = 2, p = 0 and arbitrary positive func-
tion f . Subsequently, Dohmen-Giga [12] and Gage [15] have extended the
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result to n = 1, p = 0 for some symmetric function f . Contrary to the
results in [12, 15], Yagisita [32] showed a surprising non-uniqueness re-
sult for n = 1, p = 0 and non-symmetric function f . The deeply negative
cases p ≤ −n − 1 are much more complicated. As it is known that for
n ≥ 1, p = −n−1, all ellipsoids with the volume of the unit ball are all solu-
tions of (1.1) with f ≡ 1, the uniqueness fails in this case. When p < −n−1,
Andrews classifies all planer curves in [2]. Turning to higher dimensional
case, He-Li-Wang showed in [18] that for p < −n and N ∈ N, there exists at
least a smooth positive function f on Sn such that the equation (1.1) admits
at least N different smooth solutions.
For its importance and difficulty, the issue of uniqueness of solutions
has attracted much attentions. The problems have been conjectured for a
number of special cases. This is the main purpose for us to discuss the
problem. We will consider the deeply negative range p < −n − 1 to
(1.5) det(∇2h + hI) = hp−1, ∀x ∈ Sn
and prove the following result.
Theorem 1.3. When p < −n − 1, there exists at least one positive smooth
solution of (1.5) which is not constant.
Our contents of this paper are organized as follows. After projecting Sn
into {xn+1 = ±1}, we will show a Pohozaev-Chou-Wang type identity Theo-
rem 1.2 in Section 2 and Section 3. A resolution of a first order differential
equation on Sn gives the proof of Theorem 1.1 in Section 4. Finally, we uti-
lize a new variational scheme in the deeply negative range to show a desired
non-uniqueness result of (1.5) in Sections 5-8.
2. Projection of a Lp-Minkowski equation onto {xn+1 = ±1}






(x, xn+1) ∈ Sn+1
∣∣∣∣ xn+1 < 0
}
.
to the hyperplane xn+1 = −1 by mapping










, x ∈ Rn
Lp-Minkowski problem 5
and sets u(x) =
√
1 + |x|2h(X), there holds
(2.1) det(D2u) = (1 + |x|2)− n+22 det(∇2h + hI).
So, the equation satisfied by u is given by
(2.2) det(D2u) = gup−1, ∀x ∈ Rn
for













Moreover, the relation between volume elements of Sn and Rn is given by
(2.3) dσSn = (1 + |x|2)−
n+1
2 dxRn .
To proceed further, one may also need the following inverse projection map-
ping T ∗ : Rn → Sn defined by

















− (x · ξ)x
(1 + |x|2) 32
,
x · ξ
(1 + |x|2) 32
)
for each vector field ξ of Rn. In this paper, if no special indication, we may
not distinguish ξ with T ∗(ξ).
3. Pohozaev-Chou-Wang type identity on Sn
In this section, we will perform calculations in spirit of Pohozaev-Chou-
Wang to give a simplified proof to Theorem 1.2. Let us first take a vector
field ξk and a function σ on Rn. Multiplying (2.2) by ξkuk, integrating over
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by the divergence free property DiU




















































Subtracting (n + 1)
∫
BR






















where Q ≡ ξkuk − σu. So, if one chooses
(3.2) ξk = Clxlxk + (Ak j − Dδk j)x j − Bk
and
(n + 1)σ = div(ξ) = Dkξ
k
⇔ (n + 1)σ = nClxl + Akk − nD(3.3)
⇔ σ = n
n + 1
(Clxl − D),




















































































Complete the proof of Theorem 1.2. At first, we need to handle the bound-













1 + |x|2D2u(x) ≤ CI, ∀x ∈ Rn,
together with
(3.9) C−1dσS θ ≤ (1 + R2)−
n−1




(x, xn+1) ∈ Sn−


















u2U i j(νiC j + ν jCi) =
∫
∂Sn−






i ju j =
∫
∂Sn−
(Cl pl)pk(hk + hpk)νiU















where ν is the unit normal of ∂Sn− pointing to north polar, and
∂Sn− ≡
{
(p, xn+1) ∈ Sn
∣∣∣∣ xn+1 = 0
}
, p ≡ x√
1 + |x|2
.
Next, one can construct a mirror vector field ξ on north hemisphere and
argue as above to deduce a similar formula like (3.6), except the normal ν
of ∂Sn+ is now pointing to the south polar. Adding two analogue formulas,
and then writing back to sphere, one finally arrives at















as the boundary terms are canceled each other. This is exactly the desired
identity (1.2) by rearrangement. The proof of Theorem 1.2 was done. 
Let us reformulate the critical part p = −n − 1 for Theorem 1.1 in the
following corollary and then give its proof.
Corollary 3.1. Considering (1.1) for p = −n− 1, there exists some positive
function f ∈ Cα(Sn), α ∈ (0, 1), such that the equation admits no classical
solution.




(1 + |x|2) D2 +1
, ∀x ∈ Rn
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is given by
(3.11) f (x) = (1 + |x|2)−D2 +C
for some positive constant C. When D is chosen large, the pull back func-
tion T ∗ f of f is Lipschitz continuous on closure of south hemisphere. Argu-
ing similarly in north hemisphere or by mirror symmetrization, one finally
gets a Lipschitz function f on the whole sphere Sn such that
∇ξ f = T ∗
(
|ξ|2
(1 + |x|2) D2 +1
)
, ∀x ∈ Sn.






(1 + |x|2) D2 +1
]
u−n−1dσSn = 0,
which gives a contradiction. The conclusion was drawn. 
4. Special solutions of (1.2) for p < −n − 1
In this section, we will give the proof of the following result.
Theorem 4.1. For each p < −n − 1,




the first order differential equation (1.2) on Sn admits a Hölder solution f
which is positive outside two polar, such that K f is positive almost every-
where.
When ξ, σ is given by (4.1) and −T∗(K f ) is given by a positive function
ϕ = ϕ(|x|) ∈ C(Rn) satisfying
(4.2) lim
r→∞
ϕ(r) = ϕ∞ ∈ (0,∞), ϕ(r) decays to zero rapidly as r → 0,
the first order differential equation (1.2) has been projected to an equation
(4.3) ξkDk f + (p + n + 1)̃β f = −ϕ, ∀x ∈ Rn,
where
(4.4) β̃ ≡ −n + |x|
2
(n + 1)(1 + |x|2) .
Along the characterization lines
x = (r, ω), r ∈ (0,∞), ω ∈ Sn−1,
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(4.3) changes to
(4.5) − rd f
dr
+
(p + n + 1)(−n + r2)
(n + 1)(1 + r2)
f = −ϕ(r).
A resolution of this ordinary differential equation (4.5) yields that


















, ∀r ∈ (0,∞),
where β > 0 will be chosen later and
(4.7) γ ≡ p + n + 1
n + 1
< 0.
Lemma 4.1. Under the assumptions of Theorem 4.1, the C1-function f



















Until now, we have constructed a C|γ|-function f which is positive out-
side south polar. By an inversion transformation, one can extend f to be a
C|γ|-function on the whole sphere Sn, which is positive outside two polar.
The proof of Theorem 4.1 was completed. 
Corollary 4.1. For any dimension n, if p < −n − 1, there exists a Hölder
function f which is positive outside two polar of Sn, such that (1.1) admits
no solution.
Proof. By our construction of f , there holds
K f = ∇ξ f + β f = −T ∗(ϕ), ∀x ∈ Sn
for some nonnegative function ϕwhich is positive almost everywhere. Com-
bining with Theorem 1.2, we conclude the insolvability of (1.1) for this f .
The proof of Theorem 1.1 was done. 
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5. Weighted Poincaré inequality and variational scheme in the deeply
negative range
In this section, we consider (1.1) with f ≡ 1 by
(5.1) det(∇2u + uI) = up−1, ∀x ∈ Sn
and look for the rotational symmetric solution in form of
u(x) = u(θ), x = (ω cos θ, sin θ) ∈ Sn−1 × [−π/2, π/2].








= up−1, θ ∈ (−π/2, π/2)
uθ(π/2) = uθ(π/2) = 0.
Now, let us consider the variational problem
inf
u∈A
I(u), I(u) ≡ −
∫ π/2
−π/2
(cos θu − sin θuθ)n−1(uuθθ + u2)
in classical category, where
A ≡
{




n−1 θup = αn, uθ(±π) = 0





n−1 θ. It is not hard to see that the Euler-Lagrange equation
of the functional I is exactly given by (5.2) up to a constant. Integrating by
parts and handling the singular terms carefully, if one sets
v = cos θ(u − u0) − sin θuθ






(v + u0 cos θ)















(v + u0 cos θ)



























(v + u0 cos θ)
















































We reach the following equivalent formula of I(·) for classical function u.
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Proposition 5.1. Letting u0 > 0 and u ∈ A, there holds











































































































Substituting (5.5)-(5.6) into (5.3), we achieve the desired identity (5.4). The
proof of Proposition 5.1 was completed. 
Using the expression formula (5.4) for functional I, one can restate the
variational problem in an unified way by








n−1 θup = αn,
u−u0
sin θ
∈ W1, jρ j ([−π/2, π/2]), ρ j ≡ sin2 j−2 θ cosn+1− j θ, j = 2, · · · , n + 1
u ≥ 0, uθθ + u ≥ 0, cos θu − sin θuθ ≥ 0, ∀θ ∈ [−π/2, π/2]
}
where uθθ + u ≥ 0 is understood in sense of distribution, and Lqρ(·) is the
Lq−space with weight ρ. As applications of (5.5) and (5.6), we also have
the following two consequences.
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Proposition 5.2. (Weighted Poincaré inequality with best constant) For any









where the equality holds if and only if u = C sin θ.












Noting that v ≡ 0 as long as u = C sin θ, the conclusion of the proposition
was drawn. 
Another version of Poincaré inequality with general weight will also be
used under below in the following form.
Proposition 5.3. (Evans [13]) Given a weight ρ which is positive almost









holds for any function u ∈ H1ρ([−π/2, π/2]) vanishing somewhere in [−π/2, π/2].
The proof of this inequality can be found in the Evans’s book [13] by
a blowing-up argument. A second consequence of (5.5) and (5.6) is the
following coercive result for functional I.































sin2 θ(u0 cos θ)
n−1(5.9)
holds for any u ∈ B, u0 > 0.
At the end of this section, let us prove an embedding property of B.
Proposition 5.5. For any function u ∈ B, we have
(5.10) u ∈ Cn/(n+1)
loc

























sin2 θ cosn−1 θ.(5.11)





















































































sin2 θ cosn−1 θ.
Therefore, (5.10) is yielded from the Sobolev’s embedding theorem, (5.11)
and u−u0
sin θ
∈ W1, jρ j (−π/2, π/2) for j = 2, n + 1. 
6. A-priori sup-inf bound of minimizing sequence
Our proof of Theorem 1.3 is divided into two stages. In the first stage,
we will show that the minimizing problem infu∈B I(u) admits a minimizer
for p ≤ −n − 1 in this and next sections. At the second stage, we shall
show that u ≡ 1 is not a minimizer by calculating the second variation of
the functional I in the last section. Now, let us first sum the first stage into
the following theorem.
Theorem 6.1. When p < −n−1, the minimizing problem infu∈B I(u) admits
a positive smooth minimizer satisfying the compatible condition
u(2k−1)(±π/2) = 0, ∀k ∈ N.
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The proof of Theorem 6.1 is consisted of several crucial lemmas. A first
lemma estimates u0,k ≡ uk(0) from above.
Lemma 6.1. Let uk ∈ B be a minimizing sequence of I. If p < −1 there
exists a positive constant Cn,p such that
(6.1) u0,k ≤ Cn,p, ∀k.





n−1 θ ≤ C, ∀k
holds for some positive constant C depending only on n, p but not on k.
From now on, we use C to denote positive constants which do not depend







cosn−1 θ = αn, ∀k,





















The proof of (6.1) was done. 
The second one is a consequence of Sobolev’s embedding theorem and













Lemma 6.2. Letting uk ∈ B be a minimizing sequence of I, we have uk is
uniformly bounded in C
n/(n+1)
loc
([−π/2, π/2] \ {0}).
In the third step, we estimate u0,k from below.
Lemma 6.3. Let uk ∈ B be a minimizing sequence of I. If p < −n− 1, there
exists a positive constant Cn,p such that
(6.4) u0,k ≥ C−1n,p, ∀k.
Proof. In the general weighted Poincaré inequality (5.8), we take ρ =











sin2 θ(u0,k cos θ)
n−1 ≤ Cn,p, ∀k.
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n−1 θ ≤ Cn,p, ∀k.
Because of














, ∀θ ∈ [0, 1],∀k,












































in case u0,k small and p < −n − 1. So, we reach the desired inequality (6.4).

Once upper-lower bounds for u0,k are derived, one can prove that the
minimizing sequence {uk}k is also uniformly bounded in C1/2([−π/2, π/2])
by (6.2) and Sobolev’s embedding theorem. Combining with (6.3), we get
the following sup-inf estimates of uk.
Lemma 6.4. Let uk ∈ B be a minimizing sequence of I. If p < −n− 1, there
exists a positive constant Cn,p such that
(6.8) C−1n,p ≤ uk(θ) ≤ Cn,p, ∀k,∀θ ∈ [−π/2, π/2].
Proof. The proof of Lemma 6.4 is similar to that of Lemma 6.3. Actu-
ally, one can establish an a-priori positive lower bound of uk on each given
compact subset K ⊂ (−π/2, π/2) by






cosn−1 θ ≤ αn, ∀k.
To show that uk are uniformly bounded from below near end points ±π/2,
we use (6.3) and
[uk]Cn/(n+1)(K0) ≤ Cn,p,K0 , ∀k
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for p < −n − 1. It yields the desired positive lower bound of uk for p is
negative. 
With the help of these four lemmas, we leave the proof of Theorem 6.1
to be presented at the end of next section.
7. Regularity and compatible boundary condition of a minimizer
We are now in a position to pass to the limits of minimizing sequence
{uk}k to produce a desired minimizer of the variational problem.
Lemma 7.1. Let uk ∈ B be a minimizing sequence of I. If p < −n− 1, there
exist a subsequence k = k j and a limiting positive function u∞, such that
(7.1)
uk j → u∞, uniformly in C
n/(n+1)
loc






, weakly in W
1, j
ρ j ([−π/2, π/2]), j = 2, · · · , n + 1.
Moreover, the limiting function u∞ is a minimizer of I satisfying that
(7.2)
(u∞ − tan θu∞,θ)n−1(u∞,θθ + u∞) = λup−1∞ , in the sense of distribution







∈ W1, jρ j ([−π/2, π/2]), ∀ j = 2, · · · , n + 1
for some positive constant λ.
Remark. In the lemma 7.1, we call the function u = u∞ to be a distribution




(cos θu − sin θuθ)nϕθ = nλ
∫ π/2
−π/2
sin θ cosn−1 θup−1ϕ
for any ϕ ∈ C∞([−π/2, π/2]) satisfying
(7.4) ϕθ(π/2) = ϕθ(−π/2) = 0.
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Proof. To show that u∞ satisfies the equation in distribution sense, one
needs only to prove that it is a minimizer of I in the family B. In fact, by
lower-semi continuity of weak convergence, one has
(7.5) I(u∞) ≤ lim
j→∞
I(uk j ) = inf
u∈B
I(u).
Another hand, using the a-priori positive lower and upper bounds of uk j and




cosn−1 up−1∞ = αn,
which thus implies that u∞ ∈ B. A combination of (7.5) with (7.6) shows
that u∞ is the desired minimizer of I. The proof of Lemma 7.1 was done. 
Now, let us go to prove the following higher regularity and boundary
condition
(7.7) u(2k−1)∞ (±π/2) = 0, ∀k ∈ N
of u∞.
Proposition 7.1. If p < −n − 1, the limiting function u∞ derived in Lemma
7.1 is smooth and satisfies the compatible boundary condition (7.7).
Proof. For simplicity, we replace u∞ by u and rewrite the equation in (7.2)
by [
(cos θu − sin θuθ)n
]
θ
= −nλ sin θ cosn−1 θup−1,
or equivalently






sinϑ cosn−1 ϑup−1dϑ + γn
1




n−1 ϑup−1dϑ + γn
2
, ∀θ ∈ [−π/2, 0]
(7.8)
for some nonnegative constants γ1, γ2. We will establish the proof of Propo-
sition 7.1 by several lemmas.
Lemma 7.2. If γ1 > 0, then u ∈ C∞(0, π/2]. Similarly, if γ1 = 0, then
u ∈ C∞(0, π/2).
Proof. In the case γ1 > 0, noting that u ∈ C1/2([−π/2, π/2]) and ψ is positive
everywhere in [0, π/2],
(7.9) cos θu − sin θuθ = ψ1/n ∈ C1,1/2([0, π/2]).
Taking derivative on (7.9), one gets




θ ∈ C1/2([0, π/2]),
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which implies that u ∈ C2,1/2((0, π/2]) in turn. Thus, we conclude that




> 0, ∀θ ∈ (0, π/2)
γ1 > 0, for θ = π/2.
Regarding (7.2) as a nonlinear differential equation
(7.12) uθθ + u =
λ cosn−1 θup−1
(cos θu − sin θuθ)n−1
, ∀θ ∈ (0, π/2]
and iterating on regularity of u, one concludes that u is smooth on (0, π/2].
If γ1 = 0, one still has ψ is positive everywhere in [0, π/2). A similar ar-
gument as above shows that u ∈ C∞(0, π/2). The proof of Lemma 7.2 was
done. 












1/n − ψ1/n(0) cos θ
sin2 θ
, ∀θ ∈ (0, π/2].
Noting that φ ∈ C1,1/2([0, π/2)), φ(0) = 0, φ′(0) = 0 and








n (0) − λψ 1n−1(0)up−1(0).
As a result, − φ
sin2 θ
is a continuous function on [0, π/2], which implies that
u ∈ C1([0, π/2)). Now, we shall iterate on formula (7.13) to show that u











































is a C1-function on [0, π/2] by mean value theorem. And so, it
follows from (7.13) that u ∈ C2([0, π/2]). Continuing to take higher deriva-
tives on right hand side of (7.13) and iterating on regularity of u, we can
conclude that u is infinitely differentiable near θ = 0. 
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Next, we shall consider the case γ1 = 0 and prove the smoothness of u
near θ = π/2.
Lemma 7.4. If γ1 = 0, then u is infinitely differentiable near θ = π/2.


















= −n− 1n u(π/2)
(n−1)(p−1)
n .(7.16)
Hence ψ1/n ∈ C1([0, π/2]) by mean value theorem. As a result, u ∈ C2([0, π/2])
by (7.10), which in turn implies that ψ1/n ∈ C3([0, π/2]) and so u ∈ C4([0, π/2]).
A bootstrap argument give the conclusion of Lemma 7.4. 
Summing Lemma 7.2-7.4, we can complete the proof of Proposition 7.1
as following.
Complete the proof of Proposition 7.1. It is clear that Lemma 7.2-7.4 also
hold for γ2 and end point θ = −π/2. Now, we shall show that γ1 and γ2
must be both vanishing. If not, then
(7.17) uθ(π/2) = −γ1, uθ(−π/2) = γ2, γ21 + γ22 , 0.
Noting that u = u∞ is a distribution solution to (7.2) in the sense of (7.3)













(cos θu − sin θuθ)n
]
θ







, 0, right hand side of (7.18) is bounded linear function on
L1([−π/2, π/2]), but the left hand side of (7.18) is a singular Dirichlet Radon
measure. We achieve a contradiction and the desired Neumann boundary
condition (7.17) with γ1 = γ2 = 0. Finally, assuming that (7.7) holds for
k = 1, 2, · · · , k0 ≥ 1, we shall prove by mathematical induction that it is
also true for k = k0 + 1. In fact, taking (n + 2k0 − 2)−derivative at equation





























, at θ = ±π/2,
or equivalently
µu(2k0+1)(±π/2) = 0
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holds for some constant µ , 0, where the induction assumption has been
used. The proof of Proposition 7.1 was done. 
A combination of Lemma 7.1 and Proposition 7.1 complete the proof of
Theorem 6.1. 
8. Instability of constant function for p < 1
In this section, we discuss the stability of constant function u ≡ 1. A
critical point u of I(·) is called to be stable, if the second variation of the
functional at u is non-positive. Otherwise, we will call it to be instable. We
have the following theorem.
Theorem 8.1. When p < 1, u ≡ 1 is a critical point of the functional I
which is instable. As a result, u ≡ 1 is not a minimizer of I in the family B.
To show the conclusion, let us calculate the second variation of I. At
beginning, we need to construct a normalized variation by
(8.1) ϕε ≡ ϕ(ε, θ) ≡
α
1/p
n (1 + εξ)
( ∫ π/2
−π/2 cos
n−1 θ(1 + εξ)p
)1/p
for a smooth function ξ satisfying the boundary condition
(8.2) ξθ(−π/2) = ξθ(π/2) = 0.















































I(ϕε) = (n − 1)
∫ π/2
−π/2
cosn−2 θ(ϕ′′ε cos θ − ϕ′′εθ sin θ)
+(n − 1)(n − 2)
∫ π/2
−π/2













































Now, Theorem 8.1 is a consequence of the following proposition.








where ϕε is given by (8.1).
Proof. By Proposition 5.2, for any λ > n, there exists at least one odd










For any p < 1, we take
λ ≡ (n + 1)(1 − p)α
2
n + n(n + 1)
n + 1
> n
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The conclusion of the proposition holds true. 
Complete the proof of Theorem 1.3. By Theorem 6.1, if p < −n−1, there
exists a positive smooth solution of (7.2) for some λ. The solution is not
the constant solution u ≡ 1 thanks to the instability Theorem 8.1. Rewriting
back to
u(x) = u(θ), x = (ω cos θ, sin θ) ∈ Sn−1 × [−π/2, π/2]
and using the compatible boundary condition (7.15), the recovered solution
u(x) is a positive smooth non-constant solution of
det(∇2u + uI) = λup−1, ∀x ∈ Sn
on Sn. After divided by a positive constant, we get a desired non-constant
solution of (1.5) and complete the proof of Theorem 1.3. 
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