This study shows how the performance of a parallel simulation may be affected by the structure of the system being simulated. We consider a wide class of "linearly synchronous" simulations consisting of asynchronous and synchronous parallel simulations (or other distributed-processing systems), with conservative or optimistic protocols, in which the differences in the virtual times of the logical processes being simulated in real time t are of the order o(t) as t tends to infinity. Using a random time transformation idea, we show how a simulation's processing rate in real time is related to the throughput rates in virtual time of the system being simulated. This relation is the basis for establishing upper bounds on simulation processing rates. The bounds for the rates are tight and are close to the actual rates as numerical experiments indicate. We use the bounds to determine the maximum number of processors that a simulation can effectively use. The bounds also give insight into efficient assignment of processors to the logical processes in a simulation.
Introduction
Analysts rely on discrete-event simulations to evaluate the performance of large-scale, complex systems, such as telecommunications networks and computer systems. Existing simulation packages based on serial processing of events, however, are often inadequate for large, realistic systems. The alternative is to use simulations based on parallel processing. Several protocols for parallel simulations have been developed for general systems as well as for special purpose applications. For a survey of these protocol, see Fujimoto [5] . Each protocol has its strengths and weaknesses depending on the application at hand and the mechanisms and techniques used for synchronizing the parallel processors. There have been several studies of the speedup of parallel simulations for particular protocols and applications; see for instance [1, 6, 8, 10 ].
The approach in these studies is to model both simulator and simulated system as a single Markovian stochastic system at a detailed level. Another approach is to capture the major characteristics of a parallel simulation protocol by using coarser performance measures based on macro-level assumptions that are not too sensitive to detailed properties of the simulation protocol and the simulated system.
The present paper is such a macro-level study of parallel simulations. The aim is to give insights into the following issues" What is the maximum number of processors that can be usefully employed in a parallel simulation?
Does the structure of the system being simulated limit the maximum potential processing rate of the simulation? How do non-homogeneous processors differ from homogeneous ones in affecting a simulation 's execution rate? How is the maximum potential processing rate of a simulation affected by processor scheduling: the way in which processors are assigned to execute events of the processes?
How is the processing rate (in real time) of a simulation related to the throughput rates (in virtual time) of the system being simulated?
In this paper, we study the potential performance of a parallel simulation of a general discrete-event system consisting of several interacting logical processes. Events associated with the logical processes are executed by a set of processors over an infinite time horizon. The simulation may be synchronous or asynchronous, and conservative or optimistic. Although we present our results in the setting of discreteevent simulations, they also apply to other types of discrete-event systems using distributed computations.
The evolution of a logical process in the simulation is presented by its virtual time (simulated time) Ti(t). This is a random function of the events it processes in the real time (simulation time) t. In a synchronous parallel simulation, the virtual times of all processes are equal (Ti(t) Tj(t) for all i,j and t For the class of simulations that are linearly synchronous, we show that their simulation processing rates have a natural, simple representation in terms of the throughput rates of the simulated systems. The proof of this is based on the fundamental property that the number of events the simulation executes at real time is a random time transformation of the number of events in the simulated system (see expression (2) ). This time transformation idea relating the simulation to the system being simulated is implicit in studies of parallel simulations, but it has not been exploited explicitly as we do here. The analysis also uses sample-path properties of stochastic processes and strong laws of large numbers.
After characterizing linearly synchronous processes, we study their maximum potential processing rates under the following processor scheduling strategies.
Autonomous processor assignments. Each processor is assigned to a subset of processes, and the subsets are disjoint.
Group processor assignments. Disjoint groups of processors are assigned to disjoint subsets of processes (a special case is global scheduling all processors are assigned to all processes).
Using the relation between the processing rate of the simulation and the system throughputs, we derive upper bounds on the simulation's processing rate under these processor scheduling strategies. The bounds are tight and our numerical examples indicate that they tend to be close to the actual processing rates. We describe how the bounds can be used to obtain efficient processor scheduling strategies.
The The relevant parameters of the simulation are as follows. We shall view the parallel simulation of the system S also as a discrete-event system and denote it by S. The two systems S and S have the same network structures and routing probabilities for the true events, but the systems run on different time scales. Another difference is that S may contain synchronizing events while S does not. Let Ni(t denote the number of true events simulated at process in the real time interval (0, t]. (The bar over a parameter denotes that it is associated with the simulation S). This quantity is related to the variables of the system S by (2) In other words, the simulation's cumulative work stochastic process N is a random time transformation of the system's throughput process N i. This is a fundamental relation for parallel simulations that allows one to express performance parameters of the simulation in terms of parameters of the system being simulated. Although this time transformation is implicit in some studies, we have not seen it exploited as explicitly as we do here. The rate of the stochastic process N is called the simulation processing rate or execution rate of process i. This rate exists and is given by
This expression follows since, from the existence of v and "i, we have lim T-li(t) lim t-1Ti(t)Ti(t 1Ni(Ti(t)) =t--,lim t-1Ti(t tli_,rnTi(t)-1Ni(Ti(t))
The last limit uses the facts that Ti(t)c as t-cxz since v > 0 exists.
The following is a rather natural conservation principle for the simulation described above.
Definition Using these limits in (4), it follows that (d) is equivalent to v -minjvj, for each process i, which in turn is equivalent to (a).
Statement (c) in Theorem 3 relates the processing rates of a linearly synchronous simulation to the throughputs of the system. The equivalence of (b) and (c) says that the equality in (b) for any pair of processes also applies to any pair of subsets of S. We will use these relations in the next section to derive performance bounds for simulations.
If the simulated system S is a closed system, it may be easier to express the simulation's processing rate in terms of visit ratios. Assume that there are a fixed number of true events that circulate in the closed system S. The visit ratio Pi of a process E S is the average number of visits a true event makes to the process between successive visits to process 1 (an arbitrary fixed process). For a large class of systems with Markovian routing of events, the visit ratios satisfy the equations
where Pl-1 and Pij is the routing probability that a (true) event in the system S moves from process to process j. For these systems, the throughputs are related to visit ratios by li/Pi-j/Pj" The following immediate consequence of Theorem 3 is a relation between the processing rates of the simulation and the visit ratios. 
In particular, S < min{#G, AscG min Aj-1}.
Theorem 5 clearly reduces to the following when all K processors used in the simulation are homogeneous (here a a #). (b) In the bounds on A S in (6), (7) and (9), the first term just states the obvious property that this rate is limited by the maximal processing rate #a of K processors. The second terms in these bounds, however, are more interesting. They reveal how the processing rate may be limited by the system parameters.
(c) Be mindful that the bounds do not consider idleness of processors that may be The major interest in the upper bounds of the simulation processing rate is that they give insight into the maximum number of processors that can be usefully employed in the simulation. To describe this, we say that K* is the maximum effective number of processors for the simulation if its processing rate A s may be constrained by the system as the number of processors K exceeds K*. For convenience, one might want to assume that the processors are ordered such that #1-> #2 >-It follows that the K* is the smallest value of K for which the "processor constraint" #G, for all larger K, exceeds the "system constraint" as represented by the second terms in the bounds above. The following is a formal statement of this.
Corollary 7: Under autonomous processor assignments We now prove the main result.
Proof of Theorem 5: First, suppose the simulation uses autonomous processor assignments in which processor k is assigned to the set of processes S k. The simulation's processing rate on any set of processes cannot exceed the maximum execution rate for that set; otherwise, the simulation would be unstable. Consequently, As k -< #k and AS -< #a" (12) Next, note that the linearly synchronous property of the simulation implies by Theorem 3 that A S ASAsk/Ask for any k. This equality and the first inequality in (12) yield A S Asn<,nKISk/ASk <_ Asn<,nK#k/,\Sk. (13) Combining this and the last inequality in (12), we obtain the assertion (6).
Next, suppose the simulation uses group processor assignments with processor set G m assigned to the set of processes Sm. By Theorem 3, we have, similarly to the equality part of (13) 
Combining this with A S _< #a yields the assertion (7). Finally, note that the inequality (9) for global processor assignments is the special case of (7) We considered the parallel simulation of a closed queueing network with eight single-server stations as shown in Figure 1 . Each station has a general service time distribution with a common service rate and the service discipline is first-in-first-out. The customers moving along the stations are homogeneous and they move independently according to the probabilities shown on the arcs. We ran several simulations of the queueing network for which the number of customers was set at 8, 32, 64, 256, 512 Finally, to optimize the M, one would solve the preceding problem successively for M-1,...,min{ K, n }.
Although the processor assignment optimization problem we just discussed is rather narrow, it may be useful for gleaning a little more speed from a simulation. Other ways to substantially increase the speed might involve varying the processing rates, assigning processors dynamically depending on the state of the simulation and using more efficient time and space divisions techniques. These approaches would lead to interesting optimization problems, but they would require more intricate details of the simulation structure than we have been discussing.
