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Introduction
Comme la re´fe´rence [I], dont nous reprenons les notations, cet article contient des
re´sultats pre´paratoires a` la stabilisation de la formule des traces tordue. Il concerne
exclusivement les groupes re´els. La premie`re section e´nonce un the´ore`me de Paley-Wiener
pour les fonctions C∞ a` support compact. Ce the´ore`me est duˆ a` Renard mais on en
modifie quelque peu la formulation pour y faire apparaˆıtre les repre´sentations elliptiques
qui, depuis le travail qu’Arthur leur a consacre´, sont devenus les blocs de base de ce
type d’analyse harmonique. Dans les sections 2 et 3, on prouve les analogues dans le cas
tordu, et sur le corps de base R, des re´sultats contenus dans l’article [A] d’Arthur. A
savoir les deux re´sultats suivants, exprime´s ici de fac¸on lapidaire. On conside`re un triplet
(G, G˜, a), ou` G est un groupe re´ductif connexe de´fini sur R, G˜ est un espace tordu sur G
et a est un e´le´ment de H1(WR;Z(Gˆ)) Supposons d’abord G quasi-de´ploye´, G˜ a` torsion
inte´rieure et a = 1. Alors une combinaison line´aire finie de caracte`res de repre´sentations
elliptiques de G˜(R) qui est stable sur les e´le´ments re´guliers elliptiques est stable partout.
Dans le cas ge´ne´ral, soitG′ une donne´e endoscopique elliptique de (G, G˜, a). Conside´rons
une combinaison line´aire finie Σ de caracte`res de repre´sentations elliptiques de G˜′(R) et
une combinaison line´aire finie Π de caracte`res de ω-repre´sentations elliptiques de G˜(R).
Supposons que Σ est stable et que la restriction de Π aux e´le´ments re´guliers elliptiques
de G˜(R) est e´gale a` la meˆme restriction du transfert de Σ. Alors Π est le transfert de
Σ. On a ne´glige´ ici comme dans la suite de cette introduction le fait qu’en ge´ne´ral, il
faut remplacer G˜′(R) par un espace auxiliaire G˜′1(R). Une premie`re conse´quence de ces
re´sultats est une version ”stable” du the´ore`me de Paley-Wiener (the´ore`me 2.3(ii)). Une
deuxie`me est la de´finition du transfert spectral (corollaire 3.3). Une troisie`me conse´quence
est l’existence du transfert ge´ome´trique K-fini : si f ∈ C∞c (G˜(R)) est K-finie, il existe
une fonction f ′ ∈ C∞c (G˜
′(R)) qui est K ′-finie et qui est un transfert de f , cf. corollaire
3.4. Tout cela est certainement conse´quence des re´sultats beaucoup plus fins obtenus
par Mezo dans son article re´cent [M]. Nos preuves sont tre`s diffe´rentes. Elles s’appuient
sur le the´ore`me de Renard repris dans la premie`re section, sur le re´sultat de Shelstad
affirmant l’existence du transfert entre fonctions C∞ a` support compact et sur le re´sultat
suivant : une combinaison line´aire finie de caracte`res de repre´sentations tempe´re´es de
G˜(R) est supertempe´re´e si et seulement si toutes les repre´sentations qui interviennent
sont elliptiques. Dans le cas non tordu, ce re´sultat est duˆ a` Harish-Chandra. Il vaut aussi
d’apre`s Herb sur un corps de base non-archime´dien. Il a e´te´ re´cemment ge´ne´ralise´ au cas
tordu par Moeglin dans [Moe], que le corps de base soit re´el ou non-archime´dien.
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1 Le the´ore`me de Paley-Wiener pour les fonctions
C∞ a` support compact
1.1 La situation
Dans cet article, le corps de base est R. On conside`re un triplet (G, G˜, a), ou` G est
un groupe re´ductif connexe de´fini sur R, G˜ est un espace tordu sur G et a est un e´le´ment
de H1(WR;Z(Gˆ)), cf. [I] 1.1 et 1.5. Le terme a de´termine un caracte`re ω de G(R). On
suppose
• G˜(R) 6= ∅ ;
• l’automorphisme θ de Z(G) est d’ordre fini.
On fixe un espace de Levi minimal M˜0 de G˜ et un sous-groupe compact maximal K de
G(R). On suppose que les alge`bres de Lie k de K et aM0 de AM0 sont orthogonales pour la
forme de Killing. Introduisons la paire de Borel (B∗, T ∗) de G. On pose hR = X∗(T
∗)⊗R
et h = hR⊗C. Soit S˜ un sous-tore tordu maximal de G de´fini sur R. Le groupe ΓR ≃ {±1}
agit sur X∗(S) et sur X∗,Q(S) = X∗(S)⊗ZQ. De cette action se de´duit une de´composition
X∗,Q(S) = X∗,Q(S)
+ ⊕X∗,Q(S)
−
ou` ΓR agit trivialement sur le premier sous-espace et par le caracte`re non trivial sur le
second. On en de´duit une de´composition de l’alge`bre de Lie s(R) = (X∗(S)⊗Z C)ΓR en
somme directe
s(R) = X∗,Q(S)
+ ⊗Q R⊕X∗,Q(S)
− ⊗Q iR.
Modulo le choix d’un groupe de Borel contenant S et stable par S˜, on peut identifier s a`
h. Le premier facteur ci-dessus s’identifie a` un sous-espace de hR et le second s’identifie a`
un sous-espace de ihR. Si on prend pour S˜ un sous-tore tordu maximal de M˜0, le premier
facteur n’est autre que aM˜0(R), qui s’identifie ainsi a` un sous-espace de hR.
Le groupe ΓR agit sur T
∗ donc aussi sur hR. On fixe sur hR une forme quadratique
de´finie positive invariante par l’action du groupe de Weyl de G relatif a` T ∗, par celle
de ΓR et par l’automorphisme θ de T
∗. Par dualite´, on en de´duit une telle forme sur le
dual h∗R. Il se de´duit aussi de θ un automorphisme dual de h
∗
R que l’on note encore θ.
Remarquons que aM0(R) s’identifie a` AM0. Pour tout LeviM de G contenantM0, AM est
un sous-espace de AM0 et on munit cet espace de la restriction de la forme quadratique.
Plus ge´ne´ralement, pour tout Levi M , on peut choisir g ∈ G(R) tel que g−1Mg contienne
M0 et on munit AM de la forme quadratique sur Ag−1Mg transporte´e par l’isomorphisme
adg. Cela ne de´pend pas du choix de g. On munit tout sous-espace de AM de la mesure
de Haar associe´e a` la restriction a` ce sous-espace de cette forme quadratique.
On e´tend toutes ces formes quadratiques en des formes hermitiennes sur les com-
plexifie´s de nos espaces. Pour tout espace vectoriel V sur R, on note VC = V ⊗R C
son complexifie´. On fait une exception pour l’espace hR dont on note simplement h le
complexifie´.
On note AG, resp. AG˜, la composante neutre pour la topologie re´elle de AG(R),
resp. AG˜(R). On sait que la restriction a` AG de l’application HG : G(R) → AG est un
isomorphisme. On munit AG, resp AG˜, de la mesure de Haar de´duite par cet isomorphisme
de celle fixe´e sur AG, resp. AG˜.
L’homomorphisme HG˜ : G(R) → AG˜ est le compose´ de HG et de la projection
AG → AG˜ sur les invariants par θ. On fixe arbitrairement une application encore note´e
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HG˜ : G˜(R)→ AG˜ telle que HG˜(gγ) = HG˜(g) +HG˜(γ) pour tous g ∈ G(R) et γ ∈ G˜(R).
Notons G˜(R)1 l’ensemble des γ ∈ G˜(R) tels que HG˜(γ) = 0. On a des isomorphismes
inverses l’un de l’autre
G˜(R) → AG˜ × G˜(R)
1 AG˜ × G˜(R)
1 → G˜(R)
γ 7→ (HG˜(γ), exp(−HG˜(γ))γ) (H, γ
1) 7→ eHγ1
Posons W (M˜0) = NormG(R)(M˜0)/M0(R). On a
(1) il existe une unique application HM˜0 : M˜0(R)→ AM˜0 telle que
(i) HM˜0(mγ) = HM˜0(m) +HM˜0(γ) pour tous m ∈M0(R) et γ ∈ M˜0(R) ;
(ii) HM˜0(adn(γ)) = w(HM˜0(γ)), pour tous γ ∈ M˜0(R), n ∈ NormG(R)(M˜0), ou` w est
l’image de n dans W (M˜0) ;
(iii) la compose´e de HM˜0 et de la projection AM˜0 → AG˜ est la restriction de HG˜ a`
M˜0(R).
Preuve. Fixons γ0 ∈ M˜0(R). La fonction H
′
M˜0
de´finie par H ′
M˜0
(mγ0) = HM˜0(m) +
HG˜(γ0) pour tout m ∈M0(R) ve´rifie (i) et (iii). Posons
HM˜0(γ) = |W (M˜0)|
−1
∑
w∈W (M˜0)
w−1H ′
M˜0
(adnw(γ)),
ou` nw est un rele`vement de w dans NormG(R)(M˜0). Cette fonction re´pond a` la question.
Si H ′′
M˜0
ve´rifie les meˆmes conditions, la condition (i) entraˆıne qu’il existe H ∈ AM˜0 tel
que H ′′
M˜0
(γ) = H +HM˜0(γ) pour tout γ ∈ M˜0(R). La condition (ii) entraˆıne que H est
invariant par W (M˜0), donc appartient a` AG˜. La condition (iii) entraˆıne alors que H = 0.

On de´finit HM˜0 par la condition (1). Plus ge´ne´ralement, pour tout M˜ ∈ L(M˜0), on
de´finit HM˜ : M˜(R)→ AM˜ comme l’unique application telle que
- HM˜(mγ) = HM˜(m) +HM˜(γ) pour tous m ∈M(R) et γ ∈ M˜(R) ;
- la restriction deHM˜ a` M˜0(R) est la compose´e deHM˜0 et de la projectionAM˜0 → AM˜ .
La the´orie est vide si ω n’est pas trivial sur Z(G)θ(R). Nous ne supposons toutefois
pas que ω est trivial sur ce groupe car l’inconve´nient de cette hypothe`se est qu’elle ne se
conserve pas si l’on remplace G˜ par un espace de Levi M˜ . Par contre, nous supposerons
que ω est trivial sur la composante neutre de Z(G)θ(R) pour la topologie re´elle. Cette
hypothe`se se conserve si l’on remplace G˜ par un espace de Levi M˜ .
1.2 Rappels sur les ω-repre´sentations
Rappelons qu’une ω-repre´sentation (admissible) de G˜(R) est un couple (π, π˜), ou`
π est une repre´sentation admissible de G(R) dans un espace complexe V et π˜ est une
application de G˜(R) dans le groupe des automorphismes de V qui ve´rifie la condition
π˜(gγg′) = π(g)π˜(γ)π(g′)ω(g′) pour tous g, g′ ∈ G(R) et γ ∈ G˜(R). On supposera tou-
jours π de longueur finie. En pratique, on notera simplement π˜ la ω-repre´sentation, la
repre´sentation π de G(R) e´tant sous-entendue.
A une telle ω-repre´sentation est associe´ son caracte`re, qui est une forme line´aire sur
C∞c (G˜(R))⊗Mes(G(R)), que l’on note
f 7→ IG˜(π˜, f).
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Pre´cise´ment, pour une fonction f ∈ C∞c (G˜(R)) et une mesure de Haar dg sur G(R),
on de´finit l’ope´rateur π˜(f ⊗ dg) =
∫
G˜(R)
π˜(γ)f(γ) dγ (la mesure dγ e´tant naturellement
associe´e a` dg) ; alors
IG˜(π˜, f ⊗ dg) = trace(π˜(f ⊗ dg)).
Cette distribution est continue quand on munit C∞c (G˜(R)) de sa topologie usuelle. Elle
se factorise en une forme line´aire continue sur I(G˜(R), ω)⊗Mes(G(R)). Ici, I(G˜(R), ω)
de´signe l’espace des ω-inte´grales orbitales sur G˜(R). Il est muni d’apre`s Bouaziz d’une
topologie (cf. [I] 5.2) pour laquelle l’application naturelle C∞c (G˜(R)) → I(G˜(R), ω) est
continue et ouverte ([R] the´ore`me 9.4). On note Dspec(G˜(R), ω) l’espace engendre´ par les
distributions IG˜(π˜, .), quand π˜ de´crit les ω-repre´sentations de longueur finie, tensorise´
par Mes(G(R)). Ainsi, ces distributions appartiennent a` Dspec(G˜(R), ω)⊗Mes(G(R))∗.
On note Dtemp(G˜(R), ω) le sous-espace de Dspec(G˜(R), ω) qui, apre`s tensorisation par
Mes(G(R))∗, est engendre´ par les caracte`res de repre´sentations tempe´re´es.
Pour λ ∈ A∗
G˜,C
et pour une ω-repre´sentation (π, π˜), on de´finit (πλ, π˜λ) par πλ(g) =
e<λ,HG˜(g)>π(g) et π˜λ(γ) = e
<λ,H
G˜
(γ)>π˜(γ). L’action ainsi obtenue de A∗
G˜,C
sur l’ensemble
des ω-repre´sentations (a` isomorphisme pre`s) est libre.
Notons Z(G) le centre de l’alge`bre enveloppante de l’alge`bre de Lie de G(R). On
conside`re qu’il agit sur les espaces de fonctions sur G(R) via l’action par translations
a` gauche de G(R), et qu’il agit sur les espaces de distributions par dualite´, c’est-a`-
dire par la formule (ZD)(f) = D(Zf) pour une distribution D, une fonction f et un
e´le´ment Z ∈ Z(G). Comme on sait, Z(G) est isomorphe a` Sym(h)W , ou encore a` l’alge`bre
des polynoˆmes invariants par W sur h∗. Notons hZ la partie centrale de h, c’est-a`-dire
hZ = X∗(Z(G)
0) ⊗Z C. On a dualement un sous-espace h∗Z ⊂ h
∗. Au caracte`re ω est
associe´ un caracte`re infinite´simal de Z(G), qui est l’e´valuation en un point µ(ω) ∈ h∗Z .
L’hypothe`se que ω est trivial sur la composante neutre de Z(G;R)θ pour la topologie
re´elle implique que µ(ω) appartient au sous-espace (1− θ)(h∗Z). Il existe un unique point
µ˜(ω) dans ce sous-espace tel que µ(ω) = (θ−1 − 1)(µ˜(ω)). Conside´rons l’espace affine
µ˜(ω) + hθ,∗. Il est invariant par l’action de W θ. Notons Pol(µ˜(ω) + hθ,∗) l’alge`bre des
polynoˆmes sur cet espace affine. Par restriction, tout e´le´ment de Z(G) de´finit un e´le´ment
de Pol(µ˜(ω) + hθ,∗)W
θ
. On a
(1) l’application Z(G) → Pol(µ˜(ω) + hθ,∗)W
θ
est un homomorphisme d’alge`bres sur-
jectif.
Preuve. Parce que µ˜(ω) est central, il existe un unique automorphisme ι′ de Z(G)
qui, a` un e´le´ment X ∈ h ⊂ Z(G), associe l’e´le´ment X+ < X, µ˜(ω) >. Pour des e´le´ments
Z ∈ Z(G) et λ ∈ hθ,∗, e´valuer Z en µ˜ + λ revient a` e´valuer ι′(Z) en λ. Cela rame`ne
l’assertion au cas ou` µ˜(ω) = 0. C’est alors le the´ore`me 5 de [DM]. 
Soit (π, π˜) une ω-repre´sentation, supposons π irre´ductible. A π est associe´ son ca-
racte`re infinite´simal, qui est parame´tre´ par une orbite dans h∗ pour l’action de W . On
note µ(π) ou µ(π˜) cette orbite. Parce que π se prolonge en une ω-repre´sentation, on a
l’e´galite´ µ(π)+µ(ω) = θ−1(µ(π)). L’ensemble µ(π)− µ˜(ω) est alors une W -orbite qui est
invariante par θ. On ve´rifie que l’intersection d’une telle orbite avec hθ,∗ est non vide et
est une seule orbite sous l’action de W θ. Autrement dit, l’ensemble
(µ˜(ω) + hθ,∗) ∩ µ(π˜).
est une unique orbite sous l’action de W θ dans l’espace affine µ˜(ω) + hθ,∗.
Si (π, π˜) est une ω-repre´sentation de longueur finie et si toutes les composantes
irre´ductibles de π ont un meˆme parame`tre µ, on pose µ(π˜) = µ. Plus ge´ne´ralement, on
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dira qu’un e´le´ment de Dspec(G˜(R), ω) est de parame`tre µ si, modulo le choix d’une mesure
de Haar, c’est une combinaison line´aire de caracte`res de repre´sentations irre´ductibles π˜
dont le parame`tre est µ. On note Dspec,µ(G˜(R), ω) le sous-espace des e´le´ments de pa-
rame`tre µ.
On a de´fini en [W] 6.2 l’ensemble Eell(G˜, ω). Il est forme´ de triplets τ = (M,σ, r˜),
ou` M est un Levi de G contenant M0, σ est une repre´sentation irre´ductible de la se´rie
discre`te deM(R) et r˜ est un e´le´ment de l’ensemble RG˜(σ) de´fini en [W] 2.8. Ces e´le´ments
sont soumis a` des conditions telles qu’a` τ est associe´e une repre´sentation ”elliptique”
π˜τ de G˜(R). Deux triplets peuvent eˆtre conjugue´s par G(R) et donnent dans ce cas
la meˆme repre´sentation de G˜(R). D’autre part, le groupe U = {z ∈ C; |z| = 1} agit
naturellement sur l’ensemble RG˜(σ), donc sur Eell(G˜, ω) par z(M,σ, r˜) = (M,σ, zr˜). On
a π˜zτ = zπ˜τ (on rappelle que, dans notre situation tordue, les ”repre´sentations” peuvent
eˆtre multiplie´es par un nombre complexe). Pour un couple (M,σ) comme ci-dessus et
pour λ ∈ A∗
G˜,C
, on de´finit la repre´sentation σλ. La restriction a` iA∗G˜ de cette action de
A∗
G˜,C
s’e´tend en une action τ 7→ τ λ de iA
∗
G˜
sur Eell(G˜, ω). On a π˜τλ = (π˜τ )λ.
Pour M et σ comme ci-dessus, σ posse`de un caracte`re central χσ et un caracte`re
central infinite´simal qui est parame´tre´ par une orbite µ(σ) du groupe de Weyl WM
dans h∗, plus pre´cise´ment dans hM,∗R ⊕ ia
∗
M (R). Pour τ = (M,σ, r˜) ∈ Eell(G˜, ω), on
note µ(τ ) la W -orbite engendre´e par µ(σ). On note Eell,0(G˜, ω) le sous-ensemble des
τ = (M,σ, r˜) ∈ Eell(G˜, ω) tels que χσ soit trivial sur AG˜. Tout e´le´ment de Eell(G˜, ω) s’e´crit
de fac¸on unique τ λ pour un couple (τ , λ) ∈ Eell,0(G˜, ω) × iA∗G˜. On note Dell(G˜(R), ω),
resp. Dell,0(G˜(R), ω), le sous-espace de Dtemp(G˜(R), ω) engendre´ par les caracte`res des
repre´sentations π˜τ pour τ ∈ Eell(G˜, ω), resp. Eell,0(G˜, ω). Pour toute W -orbite µ dans h∗,
on de´finit les espaces Dell,µ(G˜(R), ω), resp. Dell,0,µ(G˜(R), ω), en se limitant aux τ tels
que µ(τ ) = µ. On a Dell,0,µ(G˜(R), ω) = Dell,µ(G˜(R), ω) si la projection de µ dans a
∗
G˜
(C)
est nulle. Sinon, Dell,0,µ(G˜(R), ω) = 0.
On note Dell,C(G˜(R), ω) le sous-espace de Dspec(G˜(R), ω) engendre´ par les caracte`res
de repre´sentations (π˜τ )λ pour τ ∈ Eell(G˜, ω) et λ ∈ A∗G˜,C. On a l’e´galite´
(2) Dspec(G˜(R), ω) =
(
⊕L˜∈L(M˜0)Ind
G˜
L˜
(Dell,C(L˜(R), ω))
)W (M˜0)
.
1.3 Espaces de Paley-Wiener
On conside`re les donne´es suivantes :
- E est un ensemble ;
- D est un entier positif ou nul ;
- d : E → R≥0 est une fonction ;
- pour tout e ∈ E, Ve est un espace vectoriel re´el de dimension infe´rieure ou e´gale a`
D muni d’une forme quadratique de´finie positive.
L’espace dual V ∗e est donc lui-aussi muni d’une telle forme. On prolonge ces formes
en des formes hermitiennes sur Ve,C et V
∗
e,C.
Pour tout re´el r > 0, notons PW r l’espace des familles f = (fe)e∈E, ou`, pour tout
e ∈ E, fe est une fonction entie`re sur V ∗e,C, qui ve´rifient la condition
(1) pour tout N ∈ N, il existe CN > 0 tel que, pour tout e ∈ E et tout λ ∈ V ∗e,C, on
ait l’ine´galite´
|fe(λ)| ≤ CN(1 + d(e) + |λ|)
−Ner|Re(λ)|.
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On munit cet espace de la famille de semi-normes
N rN(f) = supe∈E,λ∈V ∗e,C(1 + d(e) + |λ|)
Ne−r|Re(λ)||fe(λ)|
pour N ∈ N. C’est un espace de Fre´chet. Pour r < r′, l’injection PW r → PW r
′
est conti-
nue et on note PW la limite inductive des PW r, muni de la topologie limite inductive.
Pour tout re´el r > 0, notons PW r l’espace des familles f = (fe)e∈E, ou`, pour tout
e ∈ E, fe est une fonction entie`re sur V
∗
e,C, qui ve´rifient les conditions
(2) pour tout N et tout e ∈ E, il existe CN(e) > 0 tel que, pour tout λ ∈ V ∗e,C, on ait
l’ine´galite´
|fe(λ)| ≤ CN(e)(1 + |λ|)
−Ner|Re(λ)|;
(3) pour tout N , il existe CN > 0 tel que, pour tout e ∈ E et tout λ ∈ iV
∗
e , on ait
l’ine´galite´
|fe(λ)| ≤ CN(1 + d(e) + |λ|)
−N .
On munit PW r de la famille de semi-normes
NN(f) = supe∈E,λ∈iV ∗e (1 + d(e) + |λ|)
N |fe(λ)|
pour N ∈ N. De nouveau, on note PW la limite inductive des PW r munie de la topologie
limite inductive.
Il est clair que, pour tout r, PW r est inclus dans PW r et que cette injection est
continue. D’ou` une injection continue PW ⊂ PW .
Lemme. Cette application est bijective et c’est un home´omorphisme.
Remarque. Ce lemme est e´le´mentaire. On n’en donne une preuve que pour la com-
modite´ du re´dacteur.
Preuve. On peut de´composer E en union finie disjointe de sous-ensembles sur les-
quels la fonction e 7→ dim(Ve) est constante. On voit qu’il suffit de de´montrer le lemme
analogue obtenu en remplac¸ant E par un tel sous-ensemble. En oubliant cela, on peut
supposer que l’espace Ve, muni de sa forme quadratique, est constant et on l’identifie
a` un espace fixe V . Pour simplifier, on identifie V a` son dual V ∗ a` l’aide de la forme
quadratique. On conside`re donc que fe est de´finie sur VC pour tout e.
Fixons ǫ > 0. On va montrer que, pour tout r > 0, PW r est inclus dans PW r+ǫ et
que cette injection est continue. Pour cela, fixons r > 0 et N ∈ N. On va prouver plus
pre´cise´ment qu’il existe c > 0 (de´pendant de N , r et ǫ) tel que, pour tout f ∈ PW r, on
a l’ine´galite´
(4) N r+ǫN (f) ≤ cN 4N+4D(f).
Soit f = (fe)e∈E ∈ PW
r. Pour tout e ∈ E, on de´finit une fonction ϕe sur V par
(5) ϕe(x) =
∫
iV
fe(λ)e
−2π(x,λ) dλ.
La condition (2) entraˆıne que la fonction ϕe est C
∞ et, par un proce´de´ usuel de de´placement
de contour, que cette fonction est a` support dans l’ensemble des x ∈ V tels que |x| ≤
r/2π. Par inversion de Fourier, on a
(6) fe(λ) =
∫
V
ϕe(x)e
2π(x,λ) dx
6
pour λ ∈ iV et cette e´galite´ persiste pour tout λ ∈ VC par continuation holomorphe. On
veut majorer l’expression
(1 + d(e) + |λ|)Ne−(r+ǫ)|Re(λ)||fe(λ)|
pour tout e ∈ E et tout λ ∈ VC. On a tout d’abord
(1 + d(e) + |λ|)N ≤ (1 + d(e))N(1 + |λ|)N
car 1 + x+ y ≤ (1 + x)(1 + y) pour tous x, y ≥ 0. On a
(1 + |λ|)N ≤ 2N(1 + |λ|2)N = 2N(1 + |Im(λ)|2 + |Re(λ)|2)N
car 1 + x ≤ 2(1 + x2) pour tout x ≥ 0. Introduisons des coordonne´es sur V relatives a`
une base orthogonale. On a
1+ |Im(λ)|2+ |Re(λ)|2 = 1+
∑
j=1,...,D
(Im(λj)
2+Re(λj)
2) = 1+
∑
j=1,...,D
(−λ2j +2λjRe(λj)).
Ainsi (1+ |Im(λ)|2+ |Re(λ)|2)N s’exprime comme combinaison line´aire finie de produits
de monoˆmes de degre´ au plus 2N en les λj et de monoˆmes de degre´ au plus N en les
Re(λj). On peut aussi bien fixer deux tels monoˆmes P (λ) et Q(Re(λ)) et majorer
(1 + d(e))N |P (λ)||Q(Re(λ))|e−(r+ǫ)|Re(λ)||fe(λ)|.
Il existe des constantes c1, c2 > 0 telles que
|Q(Re(λ))| ≤ c1(1 + |Re(λ)|)
N
et (1 + x)Ne−ǫx ≤ c2 pour tout x ≥ 0. Ainsi l’expression pre´ce´dente est majore´e par le
produit d’une constante et de
(7) (1 + d(e))N |P (λ)|e−r|Re(λ)||fe(λ)|.
Par les re`gles usuelles de de´rivation, on de´duit de (6) l’existence d’un ope´rateur diffe´rentiel
a` coefficients constants ∂P sur V , d’ordre au plus 2N , tel que
(8) P (λ)fe(λ) =
∫
V
∂Pϕe(x)e
2π(x,λ) dx.
Par les meˆmes re`gles de de´rivation, applique´es cette fois a` l’expression (5), on a
(9) ∂Pϕe(x) =
∫
iV
P (λ)fe(λ)e
−2π(x,λ) dλ.
Il existe une constante c3 > 0 telle que
|P (λ)| ≤ c3(1 + |λ|)
2N .
Alors, pour λ ∈ iV ,
|P (λ)fe(λ)| ≤ c3N 4N+4D(f)(1 + |λ|)
2N(1 + d(e) + |λ|)−4N−4D.
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On utilise que (1 + x+ y) ≥ (1 + x)1/2(1 + y)1/2 pour tous x, y ≥ 0 et on obtient
|P (λ)fe(λ)| ≤ c3N 4N+4(f)(1 + |λ|)
−2D(1 + d(e))−2N−2D.
La fonction λ 7→ (1 + |λ|)−2D est inte´grable sur iV . Graˆce a` (9), on en de´duit l’existence
de c4 > 0 tel que
∂Pϕe(x) ≤ c4N 4N+4D(f)(1 + d(e))
−2N−2D
pour tout x ∈ V . Graˆce a` (8) et a` la proprie´te´ du support de ϕe, on obtient une constante
c5 > 0 telle que
|P (λ)fe(λ)| ≤ c5N 4N+4D(f)(1 + d(e))
−2N−2Der|Re(λ)|
pour tout λ ∈ VC. Alors, l’expression (7) est borne´e par le produit d’une constante et de
N 4N+4D(f). Cela prouve la majoration (4) et le lemme. 
Ce lemme e´tant de´montre´, on n’aura plus besoin de distinguer PW de PW et on ne
conservera que la notation PW .
1.4 Enonce´ du the´ore`me
On de´finit une fonction d : Eell,0(G˜, ω)→ R≥0 par d(τ ) = |µ(τ )|, ou` l’on de´signe ainsi
la norme pour la forme hermitienne fixe´e sur h d’un e´le´ment quelconque de µ(τ ). On
de´finit l’espace PW∞ell(G˜, ω) comme celui des fonctions ϕ : Eell(G˜, ω) → C qui ve´rifient
les conditions suivantes :
(1) si deux e´le´ments τ et τ ′ de Eell(G˜, ω) sont conjugue´s parG(R), alors ϕ(τ ) = ϕ(τ ′) ;
(2) pour τ ∈ Eell(G˜, ω) et z ∈ U, on a ϕ(zτ ) = zϕ(τ ) ;
(3) pour τ ∈ Eell(G˜, ω), la fonction λ 7→ ϕ(τ λ) sur iA∗G˜ s’e´tend en une fonction entie`re
ϕτ sur A∗G˜,C ;
(4) fixons un ensemble de repre´sentants Eell,0(G˜, ω) de repre´sentants des classes d’e´quivalence
dans Eell,0(G˜, ω) pour l’e´quivalence engendre´e par la conjugaison par G(R) et par l’action
de U ; alors la famille (ϕτ )τ∈Eell,0(G˜,ω) appartient a` l’espace de Paley-Wiener de´fini en 1.3
relatif a` l’ensemble Eell,0(G˜, ω) muni de la fonction d.
Le groupe W (M˜0) agit naturellement dans
⊕L˜∈L(M˜0)PW
∞
ell (L˜, ω).
On note PW∞(G˜, ω) le sous-espace des invariants.
Remarque. On peut se limiter aux L˜ tels que la restriction de ω a` Z(L;R)θ est
triviale. Pour les autres, les espaces correspondants sont nuls pour la simple raison que
les ensembles Eell(L˜, ω) sont vides : il n’y a pas de ω-repre´sentations de L˜(R).
Soit f ∈ C∞c (G˜(R))⊗Mes(G(R)). Pour L˜ ∈ L(M˜0) et τ ∈ Eell(L˜, ω), posons ϕf (τ ) =
I L˜(π˜τ , fL˜,ω) = trace(π˜τ (fL˜,ω)). On peut aussi dire que ϕf (τ ) = I
G˜(IndG˜
Q˜
(π˜τ ), f) =
trace(IndG˜
Q˜
(π˜τ )(f)), ou` Q˜ est un espace parabolique quelconque de composante de Levi
L˜. On a ainsi de´fini une application line´aire qui, a` f ∈ C∞c (G˜(R)) ⊗Mes(G(R)), asso-
cie une famille de fonctions sur ⊔L˜∈L(M˜0)Eell(L˜, ω). Elle se quotiente en une application
line´aire sur I(G˜(R), ω)⊗Mes(G(R)).
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The´ore`me. Cette application est un home´omorphisme de I(G˜(R), ω)⊗Mes(G(R)) sur
PW∞(G˜, ω).
Ce the´ore`me est prouve´ par Renard ([R] the´ore`me 17.5). La formulation de Renard
e´tant largement diffe´rente de la noˆtre, nous montrerons dans les deux paragraphes sui-
vants pourquoi l’e´nonce´ de Renard implique l’e´nonce´ ci-dessus.
Rappelons pour me´moire le re´sultat de Delorme et Mezo. On note C∞c (G˜(R), K)
l’espace des e´le´ments de C∞c (G˜(R)) qui sont K-finis a` droite et a` gauche. On note
I(G˜(R), ω,K) son image dans I(G˜(R), ω). Notons PWell(G˜, ω) le sous-espace des familles
(ϕτ )τ∈Eell,0(G˜,ω) ∈ PW
∞
ell (G˜, ω) telles que ϕτ = 0 pour presque tout τ . En supprimant
les exposants ∞, on de´finit comme ci-dessus l’espace PW (G˜, ω), qui est un sous-espace
de PW∞(G˜, ω). Alors l’application du the´ore`me se restreint en un isomorphisme de
I(G˜(R), ω,K) sur PW (G˜, ω).
1.5 La transition entre le the´ore`me de Renard et le the´ore`me
1.4
On suppose ω = 1. On oublie les questions de mesures en fixant des mesures de
Haar sur tous les groupes intervenant. Conside´rons un sous-ensemble Ω de G˜(R) qui
est re´union de composantes connexes pour la topologie re´elle et qui est engendre´ par
conjugaison sous G(R) par une seule telle composante. Il peut n’exister aucun sous-tore
tordu maximal elliptique T˜ de G˜ tel que T˜ (R) ∩ Ω soit non vide. Supposons qu’il en
existe un. Alors il n’en existe qu’un, a` conjugaison pre`s par G(R) ([R] lemme 12.12).
Fixons un tel tore tordu T˜ . Notons tθ,G˜ l’orthogonal de aG˜ dans t
θ. Renard introduit un
certain sous-ensemble de itθ,G˜(R), notons-le H∗(Ω).
Remarque. Plus pre´cise´ment, Renard introduit un tel sous-ensemble sur lequel agit
un certain groupe de Weyl. Les constructions de Renard pour deux e´le´ments conjugue´s
par ce groupe sont essentiellement les meˆmes. Aussi, nous prendrons pour H∗(Ω) un
ensemble de repre´sentants des orbites dans l’ensemble de Renard pour l’action de ce
groupe.
Pour h∗ ∈ H∗(Ω), il de´finit une distribution ΘΩ,h∗ sur Ω qui ve´rifie de nombreuses
proprie´te´s. C’est une distribution propre pour l’action de Z(G), donc il lui est associe´e
une W -orbite µ(h∗) dans h∗. D’apre`s [R] paragraphe 18, c’est la restriction a` Ω d’un
e´le´ment de Dtemp(G˜(R)). On peut donc tensoriser la distribution ΘΩ,h∗ par un e´le´ment
λ ∈ A∗
G˜
: on note ΘΩ,h∗,λ la distribution obtenue. Notons E
G˜
ell l’ensemble des paires
(Ω, h∗), ou` Ω parcourt les sous-ensembles de G˜(R) ve´rifiant les conditions ci-dessus et h∗
parcourt H∗(Ω). Remarquons qu’il n’y a qu’un nombre fini de Ω puisqu’il n’y a qu’un
nombre fini de composantes connexes pour la topologie re´elle. On de´finit une fonction d
sur EG˜ell : pour (Ω, h
∗) ∈ EG˜ell, d(Ω, h
∗) = |µ(h∗)|. On introduit l’espace de Paley-Wiener
associe´ a` cet ensemble EG˜ell et a` cette fonction d. Notons-le PW
′
ell(G˜). De nouveau, le
groupe W (M˜0) agit naturellement sur
⊕L˜∈L(M˜0)PW
′
ell(L˜).
On note PW ′(G˜) le sous-espace des invariants. On pose E = ∪L˜∈L(M˜0)E
L˜
ell.
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Pour f ∈ C∞c (G˜(R)) pour L˜ ∈ L(M˜0) et pour (Ω, h
∗) ∈ EL˜, on de´finit une fonction
ϕΩ,h∗ sur A∗L˜,C par ϕΩ,h∗(λ) = ΘΩ,h∗,λ(fL˜). Renard de´montre que l’application qui, a` f ,
associe la famille de fonctions (ϕΩ,h∗)(Ω,h∗)∈E se quotiente en un home´omorphisme de
I(G˜(R)) sur PW ′(G˜).
D’apre`s [BT] corollaire 14.5, le groupe Π des composantes connexes de G(R) pour la
topologie re´elle est un groupe abe´lien fini, en fait une puissance de Z/2Z. Il est muni d’un
automorphisme θ, e´gal a` l’automorphisme de´duit de adγ pour n’importe quel γ ∈ G˜(R).
Notons ΩG la re´union des composantes appartenant au sous-groupe (1 − θ)(Π). Alors
tout ensemble Ω intervenant ci-dessus est une unique classe modulo ΩG, a` droite ou a`
gauche. Notons Ξ le groupe des caracte`res de G(R) triviaux sur ΩG. Pour Ω intervenant
ci-dessus et pour ξ ∈ Ξ, notons ξ˜Ω l’unique fonction sur G˜(R) telle que ξ˜Ω(gγ) = ξ(g)
pour tous g ∈ G(R) et γ ∈ Ω. La fonction caracte´ristique de Ω est e´gale a`
|Ξ|−1
∑
ξ∈Ξ
ξ˜Ω.
Soit (Ω, h∗) ∈ EG˜ell. Comme on l’a dit, la distribution ΘΩ,h∗ est la restriction a` Ω d’un
e´le´ment deDtemp(G˜(R)), que l’on peut e´crire
∑
i∈I ciπ˜i, ou` I est un ensemble fini d’indices
et, pour tout i ∈ I, ci est un coefficient complexe et π˜i est une repre´sentation irre´ductible
et tempe´re´e. On a alors l’e´galite´
ΘΩ,h∗ = |Ξ|
−1
∑
ξ∈Ξ
∑
i∈I
ciξ˜Ωπ˜i,
ou` le produit ξ˜Ωπ˜i se de´finit de fac¸on e´vidente. Il est clair que ξ˜Ωπ˜i est encore une
repre´sentation tempe´re´e et irre´ductible. Cela nous de´barrasse du passage par la restriction
a` Ω : la distribution ΘΩ,h∗ s’identifie a` un e´le´ment de Dtemp(G˜(R)). On la note de´sormais
f 7→ IG˜(π˜Ω,h∗, f) pour un certain e´le´ment π˜Ω,h∗ de Dtemp(G˜(R)).
Soit (Ω, h∗) ∈ EG˜ell et soit comme ci-dessus T˜ un tore tordu maximal elliptique tel
que T˜ (R) coupe Ω. Alors Renard calcule le caracte`re de π˜Ω,h∗ sur T˜ (R) ([R] 15.17).
Fixons γ ∈ T˜ (R) ∩ Ω. Tout e´le´ment de cette intersection est conjugue´ a` un e´le´ment de
exp(tθ(R))γ. En un point exp(X)γ, avec X ∈ tθ(R), c’est le produit d’un module explicite
avec une combinaison line´aire finie explicite de e<w(h
∗),X>, pour certains w ∈ W . Il en
re´sulte d’abord que
(1) π˜Ω,h∗ admet un caracte`re central pour l’action de AG˜ et que celui-ci est trivial.
Rappelons que l’on peut de´finir le produit scalaire elliptique (π˜1, π˜2)ell de deux repre´sentations
π˜1 et π˜2 se tranformant trivialement sous l’action de AG˜, cf. [W] 7.3. Montrons que
(2) pour deux e´le´ments distincts (Ω1, h
∗
1) et (Ω2, h
∗
2) ∈ E
G˜
ell, on a l’e´galite´ (π˜Ω1,h∗1 , π˜Ω2,h∗2)ell =
0 ;
(3) quand (Ω, h∗) parcourt EG˜ell, les produits (π˜Ω,h∗, π˜Ω,h∗) ne prennent qu’un nombre
fini de valeurs re´elles strictement positives.
Preuve de (2). Si Ω1 est distinct de Ω2, les caracte`res sont de supports disjoints.
Si Ω1 = Ω2, le produit elliptique est, a` une constante pre`s, l’inte´grale sur un unique
T˜ (R)/(1−θ)(T (R)) du produit d’un certain module, du caracte`re de π˜Ω2,h∗2 et du conjugue´
du caracte`re de π˜Ω1,h∗1 . D’apre`s le re´sultat e´voque´ ci-dessus, c’est une combinaison line´aire
finie d’inte´grales sur exp(tθ(R)) de fonctions du type exp(X) 7→ e<w2(h
∗
2
)−w1(h∗1),X>.
L’inte´grale d’une telle fonction n’est non nulle que si w2(h
∗
2) = w1(h
∗
1). Une telle e´galite´
(ou` ne peuvent intervenir que certains e´le´ments du groupe de Weyl) entraˆıne que h∗1 = h
∗
2
(pour h∗1 et h
∗
2 dans notre ensemble H
∗(Ω1), cf. remarque ci-dessus).
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Preuve de (3). Le meˆme raisonnement montre que, si le caracte`re de π˜Ω,h∗ en un point
exp(X)γ s’e´crit comme produit d’un module explicite et de
∑
w cwe
<w(h∗),X>, alors
(π˜Ω,h∗ , π˜Ω,h∗) = m
∑
w
|cw|
2,
ou`m est une constante ne de´pendant que des mesures. Or les constantes cw intervenant en
[R] 15.17 sont de modules 1. La somme ci-dessus est donc m fois le nombre d’e´le´ments de
l’ensemble de sommation. Ce dernier e´tant un sous-ensemble de W , l’assertion s’ensuit.
Renard de´montre une proprie´te´ supple´mentaire de ses distributions. Le the´ore`me [R]
15.18 signifie que
(4) pour tout (Ω, h∗) ∈ EG˜ell, π˜Ω,h∗ est supertempe´re´e.
On renvoie a` [Moe] pour cette notion. Or, dans [Moe], Moeglin de´montre qu’un
e´le´ment de Dtemp(G˜(R)) qui est supertempe´re´ est combinaison line´aire de caracte`res
de repre´sentations elliptiques. En joignant ce dernier re´sultat a` (1), on obtient que
π˜Ω,h∗ ∈ Dell,0(G˜(R)) pour tout (Ω, h
∗) ∈ EG˜ell.
Pour tout (Ω, h∗) ∈ EG˜ell, on peut donc exprimer π˜Ω,h∗ comme combinaison line´aire
des π˜τ pour τ ∈ Eell,0(G˜) (rappelons que Eell,0(G˜) est un ensemble de repre´sentants fixe´
en 1.4). Plus pre´cise´ment, pour toute W -orbite dans h∗, notons EG˜ell,µ, resp. Eell,0,µ(G˜), le
sous-ensemble des (Ω, h∗) ∈ EG˜ell, resp. des τ ∈ Eell,0(G˜), tels que le caracte`re infinite´simal
de π˜Ω,h∗ , resp. π˜τ , soit de parame`tre µ. Comme on l’a dit, E
G˜
ell est re´union des E
G˜
ell,µ et,
de meˆme, Eell,0(G˜) est re´union des Eell,0,µ(G˜). L’e´criture d’un e´le´ment de Dell,0(G˜(R))
dans la base Eell,0(G˜) est compatible avec l’action de Z(G). Donc, pour tout µ et tout
(Ω, h∗) ∈ EG˜ell,µ, π˜Ω,h∗ est combinaison line´aire des π˜τ pour τ ∈ Eell,0,µ(G˜). Notons que,
d’apre`s sa construction, l’ensemble Eell,0,µ(G˜) est fini et son nombre d’e´le´ments est borne´
inde´pendamment de µ. Montrons que
(5) la famille (π˜Ω,h∗)(Ω,h∗)∈EG˜ell
est une base de Dell,0(G˜(R)).
Il est clair par (2) et (3) qu’elle est libre. On peut fixer µ et prouver que l’espace
engendre´ par (π˜Ω,h∗)(Ω,h∗)∈EG˜
ell,µ
contient Eell,0,µ(G˜). Notons PW
∞
ell,µ(G˜) le sous-espace
de PW∞ell (G˜) forme´ des familles (ϕτ )τ∈Eell,0(G˜) telles que ϕτ = 0 si µ(τ ) 6= µ. Notons
PW ′ell,µ(G˜) le sous-espace de PW
′
ell(G˜) forme´ des familles (ϕΩ,h∗)(Ω,h∗)∈EG˜ell
telles que
ϕΩ,h∗ = 0 si (Ω, h
∗) 6∈ EG˜ell,µ. Il est clair que l’inclusion de l’espace engendre´ par les π˜Ω,h∗
pour (Ω, h∗) ∈ EG˜ell,µ dans celui engendre´ par les π˜τ pour τ ∈ Eell,0,µ(G˜) induit une pro-
jection PW∞ell,µ(G˜)→ PW
′
ell,µ(G˜). L’inclusion pre´ce´dente est surjective si et seulement si
cette projection est injective. Supposons que ce ne soit pas le cas. En utilisant le the´ore`me
de Paley-Wiener pour les fonctions K-finies ([DM] repris en [W] 6.2), on peut construire
une fonction K-finie f ∈ C∞c (G˜(R)) dont l’image dans PW
∞(G˜) est non nulle mais
appartient au noyau de la projection. La premie`re proprie´te´ implique que l’image de f
dans I(G˜(R)) est non nulle. La seconde entraˆıne que son image dans PW ′(G˜) est nulle.
D’apre`s le the´ore`me de Renard, l’image de f dans I(G˜(R)) est nulle. Cette contradiction
prouve (5). .
On a donc deux matrices de changement de base (a(Ω,h∗),τ )(Ω,h∗)∈EG˜
ell
,τ∈Eell,0(G˜)
et
(bτ ,(Ω,h∗))
τ∈Eell,0(G˜),(Ω,h
∗)∈EG˜ell
, inverses l’une de l’autre, qui font passer de la base (π˜Ω,h∗)(Ω,h∗)∈EG˜ell
deDell,0(G˜(R)) a` la base (π˜τ )τ∈Eell,0(G˜). Comme on l’a dit ci-dessus, ces matrices induisent
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pour tout µ un isomorphisme de PW∞ell,µ(G˜) sur PW
′
ell,µ(G˜). Pour prouver que ces iso-
morphismes se globalisent en un isomorphisme de PW∞ell (G˜) sur PW
′
ell(G˜), on voit qu’il
suffit de prouver que les matrices de changement de base ve´rifient les deux proprie´te´s
suivantes :
(6) il existe un entier N tel que, pour tout (Ω, h∗) ∈ EG˜ell, l’ensemble des τ ∈ Eell,0(G˜)
tels que a(Ω,h∗),τ 6= 0 a au plus N e´le´ments et, pour tout τ ∈ Eell,0(G˜), l’ensemble des
(Ω, h∗) ∈ EG˜ell tels que bτ ,(Ω,h∗) 6= 0 a au plus N e´le´ments ;
(7) il existe une constante C > 0 telle que, pour tous (Ω, h∗) ∈ EG˜ell et τ ∈ Eell,0(G˜),
on a |a(Ω,h∗),τ | ≤ C et |bτ ,(Ω,h∗)| ≤ C.
Les matrices se de´composent en blocs selon les parame`tres µ. L’assertion (6) re´sulte
alors de ce que l’on a de´ja` dit : le nombre d’e´le´ments de Eell,0,µ(G˜) est borne´ inde´pendamment
de µ. La base (π˜τ )τ∈Eell,0(G˜) ve´rifie des proprie´te´s analogues a` (2) et (3), a` savoir :
(8) pour deux e´le´ments distincts τ 1, τ 2, on a (π˜τ 1 , π˜τ2)ell = 0 ;
(9) quand τ parcourt Eell,0(G˜), les produits (π˜τ , π˜τ )ell ne prennent qu’un nombre fini
de valeurs re´elles strictement positives.
Cela re´sulte de [W] the´ore`me 7.3. Il re´sulte de (2) et (8) que les coefficients de nos
matrices sont des rapports
(π˜τ , π˜Ω,h∗)ell
(π˜τ , π˜τ )ell
ou
(π˜Ω,h∗ , π˜τ )ell
(π˜Ω,h∗, π˜Ω,h∗)ell
.
Ils sont borne´s par
(π˜Ω,h∗, π˜Ω,h∗)
1/2
ell
(π˜τ , π˜τ )
1/2
ell
ou par l’inverse de ce rapport. Ces deux rapports sont borne´s d’apre`s (3) et (9).
En conclusion, le changement de base identifie PW ′ell(G˜) et PW
∞
ell (G˜). Il en re´sulte
une identification de PW ′(G˜) avec PW∞(G˜). Il est clair que l’application du the´ore`me
1.4 est la compose´e de l’application de Renard de C∞c (G˜(R)) dans PW
′(G˜) avec cet
isomorphisme entre les deux espaces de Paley-Wiener. Le the´ore`me 1.4 re´sulte ainsi de
celui de Renard.
1.6 Extension au cas ω 6= 1
La me´thode est la meˆme qu’en [W] 6.3. On suppose d’abord qu’il existe un caracte`re
µ de G(R) tel que ω = µ ◦ (1 − θ). Notons 1 le caracte`re trivial de G(R). A toute
ω-repre´sentation π˜ de G˜(R), on associe la 1-repre´sentation π˜1 de´finie par π˜1(gγ0) =
µ(g)π˜(gγ0) pour tout g ∈ G(R). C’est une bijection. Construisons un espace F(G˜, ω)
comme on a construit PW∞(G˜, ω), en oubliant les conditions de convergence. La bijec-
tion pre´ce´dente induit un isomorphisme de F(G˜, ω) sur F(G˜, 1), qui se restreint en un
home´omorphisme de PW∞(G˜, ω) → PW∞(G˜, 1). On de´finit d’autre part une applica-
tion
C∞c (G˜(R)) → C
∞
c (G˜(R))
f 7→ f1
par f1(gγ0) = µ(g)
−1f(gγ0). Notons pwG˜,ω : C
∞
c (G˜(R)) → F(G˜, ω) l’application du
the´ore`me 1.4 pour le caracte`re ω. Le the´ore`me affirme que son image est PW∞(G˜, ω)
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et que pwG˜,ω se factorise en un home´omorphisme de I(G˜(R), ω) sur cette image. On
ve´rifie que pwG˜,ω est la compose´e de l’application pre´ce´dente, de pwG˜,1 et de l’isomor-
phisme inverse F(G˜, 1) → F(G˜, ω). Il est alors facile de de´duire les proprie´te´s requises
de l’application pwG˜,ω de celles de´ja` connues de l’application pwG˜,1.
Dans le cas ge´ne´ral, on peut e´videmment supposer ω trivial sur Z(G)θ(R) (sinon
le the´ore`me affirme que {0} est home´omorphe a` {0}). On introduit un couple (G′, G˜′)
comme en [W] 2.4. On a une suite exacte
1→ C → G′
p
→ G→ 1
ou` C est un tore central. On a une application p˜ : G˜′ → G˜ compatible avec p. L’ap-
plication G′(R) → G(R) est surjective. Enfin, il existe un caracte`re µ′ de G′(R) tel que
ω◦p = µ′◦(1−θ′) (ou` θ′ est l’analogue de θ pour (G′, G˜′)). Notons que θ′ n’est pas trivial
sur C en ge´ne´ral. Une ω-repre´sentation de G˜(R) s’identifie a` une ω ◦ p-repre´sentation π˜′
de G˜′(R) telle que la repre´sentation sous-jacente π′ ait un caracte`re central trivial sur
C(R). Cette identification induit une application F(G˜′, ω ◦ p) → F(G˜, ω). On voit que
cette application se restreint en une application continue PW∞(G˜′, ω◦p)→ PW∞(G˜, ω).
On peut construire une section de ces applications de la fac¸on suivante. Fixons une fonc-
tion ϕC sur A
θ′,∗
C,C qui est de Paley-Wiener et telle que ϕC(0) = 1. Soit ϕ un e´le´ment de
F(G˜, ω). C’est donc une collection de fonctions ϕL˜,τ , ou` L˜ parcourt L(M˜0) et τ parcourt
Eell,0(L˜, ω), cette collection e´tant soumise a` une condition d’invariance par W (M˜0). Soit
L˜ ∈ L(M˜0). Soit L˜′ son image re´ciproque dans G˜′. On peut supposer que Eell,0(L˜, ω)
s’identifie a` un sous-ensemble de Eell,0(L˜
′, ω ◦ p). On peut identifier A∗
L˜′
a` A∗
L˜
⊕ Aθ
′,∗
C .
Pour τ ′ ∈ Eell,0(L˜
′, ω ◦ p) − Eell,0(L˜, ω), on pose ϕ
′
L˜′,τ ′
= 0. Pour τ ∈ Eell,0(L˜, ω), on
de´finit une fonction ϕ′
L˜′,τ
sur A∗
L˜′,C
par
ϕ′
L˜′,τ
(λC + λL˜) = ϕC(λC)ϕL˜,τ (λL˜)
pour tous λC ∈ A
θ′,∗
C,C et λL˜ ∈ A
∗
L˜,C
. La collection ϕ′ de ces fonctions ϕ′
L˜′,τ ′
appartient a`
F(G˜′, ω◦p). Il est clair que l’application ϕ 7→ ϕ′ est une section de l’application F(G˜′, ω◦
p)→ F(G˜, ω) ci-dessus et qu’elle envoie continuement PW∞(G˜, ω) dans PW∞(G˜′, ω◦p).
D’autre part, on de´finit une application
C∞c (G˜
′(R)) → C∞c (G˜(R))
f ′ 7→ f
par
f(γ) =
∫
C(R)
f(cγ′) dc,
ou` γ′ est un rele`vement quelconque de γ dans G˜′(R). Cette application est continue et
admet clairement une section continue.
Le diagramme suivant est commutatif
C∞c (G˜
′(R))
f ′ 7→f
→ C∞c (G˜(R))
↓ pwG˜′,ω◦p ↓ pwG˜,ω
F(G˜′, ω ◦ p) → F(G˜, ω)
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On connaˆıt de´ja` le the´ore`me pour (G′, G˜′) et pour le caracte`re ω◦p, puisque celui-ci est de
la forme µ′◦(1−θ′). Parce que l’application horizontale du haut est surjective, que l’appli-
cation pwG˜′,ω◦p a pour image PW
∞(G˜′, ω◦p) et que l’application horizontale du bas envoie
ce dernier espace sur PW∞(G˜, ω), on voit que pwG˜,ω envoie surjectivement C
∞
c (G˜(R))
sur PW∞(G˜, ω). Parce que l’application horizontale du haut admet une section continue,
la continuite´ de l’application pwG˜,ω : C
∞
c (G˜(R))→ PW
∞(G˜, ω) re´sulte de celle de l’ap-
plication similaire pwG˜′,ω◦p et de celle de l’application PW
∞(G˜′, ω ◦ p) → PW∞(G˜, ω).
Comme on l’a de´ja` dit, l’application pwG˜,ω se factorise par I(G˜(R), ω). Parce que l’appli-
cation C∞c (G˜(R))→ I(G˜(R), ω) est ouverte, notre application continue pwG˜,ω se factorise
en une application continue
(1) I(G˜(R), ω)→ PW∞(G˜, ω)
qui est encore surjective. On sait par ailleurs qu’elle est injective ([W] the´ore`me 5.5), donc
bijective. Il reste a` prouver que l’application re´ciproque est continue. On voit aise´ment
que le diagramme ci-dessus se factorise en un diagramme commutatif
C∞c (G˜
′(R))
f ′ 7→f
→ C∞c (G˜(R))
↓ ↓
I(G˜′(R), ω ◦ p) → I(G˜(R), ω)
↓ ↓
PW∞(G˜′, ω ◦ p) → PW∞(G˜, ω)
L’application horizontale du milieu est continue car l’application du haut l’est, l’appli-
cation verticale du haut a` droite est continue et l’application verticale du haut a` gauche
est ouverte. L’application verticale du bas a` gauche est un home´omorphisme. Puisque
l’application horizontale du bas admet une section continue, il en est de meˆme de l’appli-
cation verticale du bas a` droite. C’est-a`-dire que l’inverse de l’application (1) est continue.
Cela ache`ve la preuve.
2 Stabilite´
2.1 Quelques conside´rations formelles
SoitG′ = (G′,G ′, s˜) une donne´e endoscopique relevante de (G, G˜, a). On doit fixer une
application HG˜′ : G˜
′(R) → AG˜′ = AG′ comme en 1.1. Supposons que G
′ est elliptique.
On a alors un isomorphisme ξ : AG˜ ≃ AG˜′ et
(1) il existe une unique application HG˜′ : G˜
′(R)→ AG˜′ telle que
(i) HG˜′(yδ) = HG′(y) +HG˜′(δ) pour tous y ∈ G
′(R) et δ ∈ G˜′(R) ;
(ii) on a HG˜′(δ) = ξ(HG˜(γ)) pour tout couple (δ, γ) ∈ G˜
′(R) × G˜(R) d’e´le´ments
semi-simples qui se correspondent.
Preuve. Fixons des e´le´ments semi-simples δ♮ ∈ G˜′(R) et γ♮ ∈ G˜(R) qui se corres-
pondent. On de´finit HG˜′ comme l’unique application ve´rifiant (i) et telle que HG˜′(δ
♮) =
ξ(HG˜(γ
♮)). On doit montrer que cette application ve´rifie (ii). Fixons un diagramme
(δ♮, B′ ♮, T ′♮, B♮, T ♮, γ♮). Notons ξ♮ : T ♮ → T ′♮ l’homomorphisme qui s’en de´duit. Comple´tons
nos paires de Borel en des paires de Borel e´pingle´es E ♮ et E ′♮. Ecrivons γ♮ = t♮e♮,
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avec t♮ ∈ T ♮ et e♮ ∈ Z(G˜, E ♮), notons e′ ♮ l’image naturelle de e♮ dans Z(G˜′, E ′♮),
e´crivons δ♮ = t′ ♮e′♮ avec t′ ♮ ∈ T ′♮. On a alors ξ(t♮) = t′ ♮. Conside´rons un autre dia-
gramme quelconque (δ, B′, T ′, B, T, γ). Fixons des e´le´ments x ∈ G et y ∈ G′ tels que
adx(B
♮, T ♮) = (B, T ) et ady(B′
♮, T ′♮) = (B′, T ′). Posons e = adx(e
♮) et e′ = ady(e′
♮).
On e´crit γ = te et δ = t′e′, avec t ∈ T et t′ ∈ T ′. On a ξ(t) = t′, ou` ξ : T → T ′
est de´duit du diagramme. On a γ = adx(ue
♮) et δ = ady(u
′e′ ♮), ou` u = adx−1(t) et
u′ = ady−1(t
′). Puisque ady−1 ◦ ξ ◦ adx = ξ
♮, on a ξ♮(u) = u′. Ecrivons γ = gγ♮ et δ = g′δ♮
avec g ∈ G(R) et g′ ∈ G′(R). Pour prouver (ii), on doit prouver que ξ(HG˜(g)) = HG˜′(g
′).
Pour cela, il suffit de prouver que tout caracte`re χ′ ∈ X∗(G′)ΓR prend la meˆme valeur sur
les deux termes. Rappelons que X∗(G′)ΓR ≃ X∗(G)ΓR,θ. Pre´cise´ment, cet isomorphisme
associe a` χ′ ∈ X∗(G′)ΓR l’unique e´le´ment χ ∈ X∗(G)ΓR,θˆ tel que χ′ ◦ ξ♮ = χ sur T ♮. Soit
χ′ ∈ X∗(G′)ΓR et χ l’e´le´ment associe´. On calcule g = xuθ(x)−1(t♮)−1 (ou` θ = ade♮) et
g′ = yu′y−1(t′ ♮)−1. D’ou`
χ′(HG˜′(g
′)) = log(|χ′(g′)|R) = log(|χ
′(u′(t′♮)−1)|R),
χ′ ◦ ξ(HG˜(g)) = χ(HG˜(g)) = log(|χ(u(t
♮)−1)|R).
Puisque ξ♮(u(t♮)−1) = u′(t′ ♮)−1, ces deux expressions sont e´gales, ce qui prouve (1). 
Dans le cas ou` G′ est elliptique, on identifie AG˜′ a` AG˜ par ξ et on choisit pour HG˜′
l’application de´finie par (1).
On a explique´ en [I] 2.5 comment de´finir des espaces C∞c (G
′), I(G′), SI(G′). Cette
construction s’adapte aux espaces de distributions de´finis en 1.2. Pre´cise´ment, on a de´fini
en [I] 2.1 et 2.5 la notion de donne´es auxiliaires G′1, G˜
′
1, C1, ξˆ1, ∆1. Il est facile de voir que
l’on peut trouver de telles donne´es telles que le caracte`re associe´ λ1 soit unitaire. On sup-
posera toujours qu’il en est ainsi. Conside´rons de telles donne´es. Notons Dspec,λ1(G˜
′
1(R))
le sous-espace de Dspec(G˜
′
1(R)) engendre´ par les caracte`res de repre´sentations (π1, π˜1) de
G˜′1(R) (pour le caracte`re trivial de G
′
1(R)) telles que le caracte`re central de π1 co¨ıncide
avec λ1 sur C1(R). Conside´rons une telle repre´sentation (π1, π˜1) et d’autres donne´es auxi-
liaires G′2,..., ∆2. On de´finit une repre´sentation (π2, π˜2) de G˜
′
2(R), agissant dans le meˆme
espace que (π1, π˜1), par les formules
π2(x2) = λ12(x1, x2)
−1π1(x1), π˜2(δ2) = λ˜12(δ1, δ2)
−1π˜1(δ1)
pour x2 ∈ G′2(R) et δ2 ∈ G˜
′
2(R), ou` x1 est un e´le´ment quelconque de G
′
1(R) qui a
meˆme projection que x2 dans G
′(R), ou` δ1 est un e´le´ment quelconque de G˜
′
1(R) qui
a meˆme projection que δ2 dans G˜
′(R) et ou` λ12 et λ˜12 sont les fonctions de´finies en
[I] 2.5. Alors le caracte`re central de π2 co¨ıncide avec λ2 sur C2(R). L’application qui,
au caracte`re de (π1, π˜1), associe celui de (π2, π˜2), se prolonge en un isomorphisme de
Dspec,λ1(G˜
′
1(R)) sur Dspec,λ2(G˜
′
2(R)). En recollant par ces isomorphismes canoniques les
espaces Dspec,λ1(G˜
′
1(R)) associe´s a` toutes les donne´es auxiliaires possibles, on obtient
un espace que l’on notera Dspec(G
′). On de´finit de meˆme le sous-espace Dtemp(G
′). On
ve´rifie que l’application ci-dessus qui, a` (π1, π˜1), associe (π2, π˜2), envoie une repre´sentation
elliptique sur une repre´sentation elliptique. Il lui est associe´ une bijection de Eell,λ1(G˜
′
1)
sur Eell,λ2(G˜
′
2), les indices λ1 et λ2 signifiant que l’on se restreint aux e´le´ments dont le
caracte`re central se restreint a` C1(R), resp. C2(R), en le caracte`re λ1, resp. λ2. On en
de´duit comme ci-dessus par recollement un ensemble Eell(G′) et un espace Dell(G′).
Remarque. Le corps de base est ici R, mais les constructions ci-dessus valent aussi
sur un corps de base local non-archime´dien.
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Conside´rons de nouveau des donne´es auxiliaires G′1, ..., ∆1. Introduisons les espaces
h′, h′1 et hC1 analogues de h pour les groupes G
′, G′1 et C1. On a une suite exacte
0→ h′∗ → h′
∗
1 → h
∗
C1
→ 0
Au caracte`re λ1 est associe´ un parame`tre µ(λ1) ∈ h∗C1 . Soit (π1, π˜1) une repre´sentation
irre´ductible de G˜′1(R) dont le caracte`re central co¨ıncide avec λ1 sur C1(R). Alors son
parame`tre µ(π˜1) appartient a` l’ensemble h
′∗
1,λ1
des e´le´ments de h′
∗
1 qui se projettent sur
µ(λ1). Cet ensemble est un espace affine sous h′
∗. Quand on change de donne´es auxiliaires,
ces espaces affines se recollent. En effet, avec les notations ci-dessus, λ12 est un caracte`re
du produit fibre´ de G′1 et G
′
2 au-dessus de G
′. Il lui est associe´ un parame`tre
µ(λ12) ∈ h
′∗
12 = (h
′∗
1 × h
′∗
2 )/diag−(h
′∗)
(on note diag− le plongement antidiagonal). La projection de µ(λ12) dans hC1 × hC2
est (µ(λ1),−µ(λ2)). Soit alors µ1 ∈ h
′∗
1,λ1
. Il existe un unique e´le´ment µ2 ∈ h
′∗
2,λ2
tel que
(µ1,−µ2) se projette sur µ(λ12) dans h
′∗
12. Le recollement associe µ2 a` µ1. Par recollement,
on obtient un espace affine sous h′∗ que nous noterons hG
′,∗. On ne peut pas recoller les
alge`bres Z(G′1), mais on peut recoller leurs quotients Z(G
′
1)/I(λ1), ou` I(λ1) est l’ide´al
bilate`re engendre´ par les X− < X, µ(λ1) > pour X ∈ hC1 . On obtient une alge`bre
note´e Z(G′), qui s’identifie a` l’alge`bre des polynoˆmes sur hG
′,∗ invariants par WG
′
. Cette
alge`bre agit naturellement sur C∞c (G
′).
On a de´fini en 1.2 l’espace affine µ˜(ω) + hθ,∗. Il s’identifie a` hG
′,∗ par la construction
suivante. Notons que h′ s’identifie naturellement a` hθ (l’identification de´pend de choix de
paires de Borel mais changer ces choix ne modifie l’identification que par l’action d’un
e´le´ment de W θ, ce qui nous importe peu). Fixons des donne´es auxiliaires G′1,...,∆1. On
a de´fini en [I] 2.8 un e´le´ment b que l’on peut conside´rer comme un e´le´ment de
(1) (h′
∗
1 × h
∗)/diag−(h
′∗).
On ve´rifie que sa projection dans h∗C1×(1−θ)(h
∗) n’est autre que (−µ(λ1), µ˜(ω)). Pour µ ∈
µ˜(ω) + hθ,∗, il existe un unique µ1 ∈ h
′∗
1,λ1
tel que (−µ1, µ) se projette sur b dans l’espace
(1). L’application µ 7→ µ1 fournit l’isomorphisme cherche´. Modulo cet isomorphisme, on
a un homomorphisme
Z(G) → Z(G′)
z 7→ zG
′
Un e´le´ment z de Z(G) de´finit par restriction un polynoˆme invariant parW θ sur µ˜(ω)+hθ,∗,
qui s’identifie a` un polynoˆme zG
′
invariant par WG
′
⊂ W θ sur hG
′,∗. Le corollaire [I] 2.8
se reformule de la fac¸on suivante.
Lemme. Soient f ∈ C∞c (G˜(R))⊗Mes(G(R)), f
′ ∈ C∞c (G
′)⊗Mes(G′(R)) et z ∈ Z(G).
Supposons que f ′ soit un transfert de f . Alors zG
′
f ′ est un transfert de zf .
Fixons des donne´es auxiliaires G′1,...,∆1. On a introduit ci-dessus un e´le´ment b de
l’espace (1). Son oppose´ −b se projette sur un e´le´ment de (a∗G′
1
× a∗
G˜
)/diag−(a
∗
G˜
) ≃ a∗G′
1
.
Cet e´le´ment de´finit un caracte`re λAG′
1
de AG′
1
, qui a meˆme restriction a` AC1 que λ1. Pour
simplifier, fixons des mesures de Haar sur G(R) et G′1(R). Soit a ∈ AG˜ et a1 ∈ AG′1 ayant
meˆme projection dans AG′ . Soient f ∈ C∞c (G˜(R)) et f1 ∈ C
∞
c,λ1
(G˜′1(R)). Notons f
a1
1 , resp.
fa, les fonctions de´finies par fa11 (δ1) = f1(a1δ1), resp. f
a(γ) = f(aγ). On a
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(2) si f1 est un transfert de f , alors λAG′
1
(a1)f
a1
1 est un transfert de f
a.
Notons Eell,λA
G′
1
,λ1(G˜
′
1) le sous-ensemble des τ ∈ Eell,λ1(G˜
′
1) tels que la restriction a`
AG′
1
du caracte`re central de τ soit e´gale a` λAG′
1
. On note de meˆme Dell,λA
G′
1
,λ1(G˜
′
1) le
sous-espace de Dell,λ1(G˜
′
1) engendre´ par les caracte`res des π˜τ pour τ ∈ Eell,λA
G′
1
,λ1(G˜
′
1).
Quand on fait varier les donne´es auxiliaires, on ve´rifie que ces objets se recollent en
des objets que l’on note Eell,0(G′) et Dell,0(G′). Il est utile de remarquer que l’on peut
choisir des donne´es auxiliaires de sorte que λAG′
1
soit trivial. En effet, via la projection
naturelle G′1(R)→ AG′1 , ce caracte`re s’e´tend en un caracte`re de G
′
1(R). Celui-ci de´termine
un cocycle ζ : WR → Z(Gˆ′1). On de´finit un nouveau plongement ξˆ
′
1 : G
′ → LG
′
1 par
ξˆ′1(g, w) = ζ(w)
−1ξˆ1(g, w) pour tout (g, w) ∈ G ′. On voit que, si l’on remplace ξˆ1 par ce
nouveau plongement, λAG′
1
devient trivial.
2.2 Les espaces Icusp(G˜(R)) et SIcusp(G˜(R))
Pour simplifier les notations, on fixe dore´navant des mesures de Haar
sur tous les groupes rencontre´s. Le the´ore`me 1.4 entraˆıne que Icusp(G˜(R), ω) est
isomorphe a` l’espace PW∞ell (G˜, ω). Rappelons que l’on note C
∞
c (G˜(R), K) l’espace des
e´le´ments de C∞c (G˜(R)) qui sont K-finis a` droite et a` gauche. Notons C
∞
cusp(G˜(R), K) le
sous-espace des fonctions cuspidales et Icusp(G˜(R), ω,K) son image dans Icusp(G˜(R), ω).
Le the´ore`me de Delorme et Mezo (repris en [W] 6.2) entraˆıne que Icusp(G˜(R), ω,K)
s’identifie au sous-espace PWell(G˜, ω) des familles (ϕτ )τ∈Eell,0(G˜,ω) telles que ϕτ = 0 pour
presque tout τ ∈ Eell,0(G˜, ω).
On peut modifier les de´finitions des espaces de Paley-Wiener de la fac¸on suivante.
On a de´fini l’espace Dell,0(G˜(R), ω) engendre´ par les caracte`res des repre´sentations π˜τ
pour τ ∈ Eell,0(G˜, ω). Il est muni du produit elliptique, qui est hermitien et de´fini positif.
Pour uneW -orbite µ dans h∗, on a de´fini le sous-espace Dell,0,µ(G˜(R), ω) engendre´ par les
caracte`res des π˜τ comme ci-dessus telles que µ(τ ) = µ. Ce sont des espaces de dimension
finie uniforme´ment borne´e. Conside´rons une base B de Dell,0(G˜(R), ω) qui est re´union de
bases Bµ des sous-espaces Dell,0,µ(G˜(R), ω), qui est orthogonale pour le produit hermitien
et qui ve´rifie la condition
(1) quand π˜ de´crit B, les produits (π˜, π˜)ell ne prennent qu’un nombre fini de valeurs.
On construit un espace de Paley-Wiener comme en 1.3, associe´ a` l’ensemble B muni
de la fonction d qui vaut |µ| sur chaque Bµ, les espaces V e´tant tous e´gaux a` AG˜. La
meˆme preuve qu’en 1.5 montre que cet espace s’identifie a` PW∞ell (G˜, ω). On peut donc
conside´rer un e´le´ment de cet espace comme une collection de fonctions (ϕπ˜)π˜∈B.
Tout ceci s’adapte si l’on remplace les espaces de fonctions sur G˜(R) par des espaces
de fonctions invariantes par AG˜. Par exemple, l’espace Icusp(G˜(R)/AG˜, ω) s’identifie a`
l’espace PW∞ell,0(G˜, ω) des familles (fπ˜)π˜∈B ∈ C
B tels que, pour tout entier N , il existe
CN > 0 de sorte que
|fπ˜| ≤ CN(1 + |µ(π˜)|)
−N
pour tout π˜ ∈ B. Le sous-espace Icusp(G˜(R)/AG˜, ω,K) s’identifie au sous-espace PWell,0(G˜, ω)
des familles presque toutes nulles. Notons que Z(G) agit naturellement sur ces espaces.
En particulier, pour (fπ˜)π˜∈B comme ci-dessus et pour z ∈ Z(G), on a
z(fπ˜)π˜∈B = (z(µ(π˜))fπ˜)π˜∈B.
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On voit que le sous-espace PWell,0(G˜, ω) co¨ıncide avec celui des e´le´ments Z(G)-finis de
PW∞ell,0(G˜, ω).
La formule des traces locale munit Icusp(G˜(R)/AG˜, ω) d’un produit hermitien de´fini
positif. Pour f, f ′ ∈ Icusp(G˜(R)/AG˜, ω), on a simplement
(f, f ′) =
∑
T˜
∫
T˜ (R)/A
G˜
(1−θ)(T (R))
IG˜(γ, ω, f)IG˜(γ, ω, f ′) dγ,
ou` l’on somme sur les classes de conjugaison par G(R) de tores tordus maximaux el-
liptiques et ou` les mesures sont convenablement normalise´es. La the´orie des pseudo-
coefficients nous dit qu’il existe un isomorphisme antiline´aire
Dell,0(G˜, ω) → Icusp(G˜(R)/AG˜, ω,K)
π˜ 7→ f [π˜]
tel que, pour tout f ∈ Icusp(G˜(R)/AG˜, ω) et tout π˜ ∈ Dell,0(G˜, ω), on ait l’e´galite´
IG˜(π˜, ω, f) = (f¯ [π˜], f). C’est une isome´trie en ce sens que (π˜1, π˜2)ell = (f [π˜2], f [π˜1]).
Notons ι l’antiautomorphisme antiline´aire de l’alge`bre enveloppante de G(R) qui pro-
longe antiline´airement l’application X 7→ −X de l’alge`bre de Lie. Il se restreint en
un automorphisme antiline´aire de Z(G). En conside´rant Z(G) comme l’alge`bre des po-
lynoˆmes sur h∗ invariants par W , on a (ι(z))(λ) = z(−λ¯) pour tout z ∈ Z(G) et tout
λ ∈ h∗. L’isome´trie ci-dessus ve´rifie la relation f [zπ˜] = ι(z)(f [π˜]). Pour toute W -orbite µ
dans h∗, elle identifie Dell,0,µ(G˜, ω) avec le sous-espace Icusp,−µ¯(G˜(R)/AG˜, ω) des e´le´ments
f ∈ Icusp(G˜(R)/AG˜, ω) tels que zf = z(−µ¯)f pour tout z ∈ Z(G).
On suppose pour la suite de la section que (G, G˜, ω) est quasi-de´ploye´ et a`
torsion inte´rieure.
On note I instcusp(G˜(R)) le noyau de l’application naturelle Icusp(G˜(R))→ SIcusp(G˜(R)).
On a introduit en [I] 4.14 le sous-espace Istcusp(G˜(R)) des e´le´ments dont les inte´grales orbi-
tales sont constantes sur toute classe de conjugaison stable forme´e d’e´le´ments elliptiques
fortement re´guliers. On a montre´ que, par l’application naturelle ci-dessus, il s’envoyait
bijectivement sur SIcusp(G˜(R)). Il en re´sulte que l’on a la de´composition
Icusp(G˜(R)) = I
st
cusp(G˜(R))⊕ I
inst
cusp(G˜(R)).
Il est clair que chacun des sous-espaces est invariant par l’action de Z(G). Des de´finitions
et proprie´te´s analogues valent pour les fonctions invariantes par AG˜ : on a
Icusp(G˜(R)/AG˜) = I
st
cusp(G˜(R)/AG˜)⊕ I
inst
cusp(G˜(R)/AG˜).
Il re´sulte de la de´finition du produit hermitien ci-dessus que la de´composition est ortho-
gonale. La projection sur chacun des sous-espaces d’un e´le´ment Z(G)-fini l’est aussi. On
a donc une de´composition similaire
Icusp(G˜(R)/AG˜, K) = I
st
cusp(G˜(R)/AG˜, K)⊕ I
inst
cusp(G˜(R)/AG˜, K)
ou` les sous-espaces sont les intersections des pre´ce´dents avec Icusp(G˜(R)/AG˜, K). Via
l’isomorphisme π˜ 7→ f [π˜], on obtient une de´composition
Dell,0(G˜) = D
st
ell,0(G˜)⊕D
inst
ell,0(G˜).
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Pour chaque W -orbite µ dans h∗, elle se raffine en une de´composition
Dell,0,µ(G˜) = D
st
ell,0,µ(G˜)⊕D
inst
ell,0,µ(G˜).
Pour chaque µ, fixons des bases orthonorme´es Bstµ et B
inst
µ de chacun des sous-espaces ci-
dessus. Notons Bst la re´union des Bstµ et B
inst celle des Binstµ . Notons enfin B = B
st∪Binst.
Re´alisons comme plus haut notre espace PW∞ell(G˜) a` l’aide de cette base B. Notons
PW∞,stell (G˜), resp. PW
∞,inst
ell (G˜) le sous-espace des (ϕπ˜)π˜∈B tels que ϕπ˜ = 0 si π˜ ∈ B
inst,
resp. π˜ ∈ Bst. Rappelons enfin que les espaces Icusp(G˜(R)) et SIcusp(G˜(R)) sont munis
de topologies ([I] 5.3, qui reprenait Bouaziz et Renard).
Lemme. Via l’isomorphisme de Icusp(G˜(R)) sur PW
∞
ell (G˜), les espaces I
st
cusp(G˜(R)) et
I instcusp(G˜(R)) s’identifient respectivement a` PW
∞,st
ell (G˜) et PW
∞,inst
ell (G˜). La projection de
Icusp(G˜(R)) sur PW
∞,st
ell (G˜) se quotiente en un home´omorphisme de SIcusp(G˜(R)) sur
PW∞,stell (G˜).
Preuve. Notons pw : Icusp(G˜(R)) → PW∞ell(G˜) notre isomorphisme. Soit π˜ ∈ B,
conside´rons un e´le´ment f ∈ Icusp(G˜(R)) tel que pw(f) = (ϕπ˜′)π˜′∈B ve´rifie ϕπ˜′ = 0 pour
π˜′ 6= π˜. On va prouver que
(2) si π˜ ∈ Bst, resp. π˜ ∈ Binst, alors f ∈ Istcusp(G˜(R)), resp. f ∈ I
inst
cusp(G˜(R)).
Soit φ la fonction sur AG˜ (que l’on identifie a` AG˜ via l’exponentielle) dont la trans-
forme´e de Fourier est la restriction de ϕπ˜ a` iA∗G˜. Elle est C
∞ et a` support compact. On
de´finit une fonction f ′ sur G˜(R) par f ′(γ) = (π˜, π˜)−1ell φ(HG˜(γ))f [π˜](γ). C’est un e´le´ment
de C∞c (G˜(R)). Pour tout γ ∈ G˜(R) fortement re´gulier, on a l’e´galite´
IG˜(γ, f ′) = (π˜, π˜)−1ell φ(HG˜(γ))I
G˜(γ, f [π˜]).
Il en re´sulte que ces inte´grales orbitales sont nulles si γ n’est pas elliptique et qu’elles
ont les meˆmes proprie´te´s de stabilite´ que celles de f [π˜]. Donc l’image de f ′ dans I(G˜(R))
appartient a` Istcusp(G˜(R)) si π˜ ∈ B
st, a` I instcusp(G˜(R)) si π˜ ∈ B
inst.
Pour π˜′ ∈ B et λ ∈ A∗
G˜,C
, on a
π˜′λ(f
′) =
∫
G˜(R)
π˜′λ(γ)f
′(γ) dγ
= (π˜, π˜)−1ell
∫
G˜(R)1
∫
A
G˜
π˜′(γ1)e<H,λ>f [π˜](γ1)φ(H) dH dγ1
= (π˜, π˜)−1ellϕπ˜(λ)π˜
′(f [π˜]).
Il en re´sulte que
IG˜(π˜′λ, f
′) =
{
0, si π˜′ 6= π˜,
ϕπ˜(λ), si π˜
′ = π˜.
Autrement dit, l’image de f ′ dans PW∞ell(G˜) co¨ıncide avec celle de f . Donc f est l’image
de f ′ dans Icusp(G˜(R)). L’assertion (2) en re´sulte.
Soit maintenant f ∈ Icusp(G˜(R)) telle que pw(f) ∈ PW
∞,st
ell (G˜). Ecrivons B
st comme
re´union croissante de sous-ensembles finis Bi, pour i ∈ N. Ecrivons pw(f) = (ϕπ˜)π˜∈B.
Pour tout i, soit fi ∈ Icusp(G˜(R)) l’e´le´ment tel que, en posant pw(fi) = (ϕi,π˜)π˜∈B, on ait
ϕi,π˜ = ϕπ˜ si π˜ ∈ Bi, ϕi,π˜ = 0 sinon. D’apre`s (2), fi appartient a` I
st
cusp(G˜(R)). Parce que pw
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est un home´omorphisme, f est la limite des fi. Il est clair par de´finition que I
st
cusp(G˜(R)
est un sous-espace ferme´. Il en re´sulte que f ∈ Istcusp(G˜(R)). Donc pw
−1(PW∞,stell (G˜)) ⊂
Istcusp(G˜(R)). On prouve de meˆme que pw
−1(PW∞,instell (G˜)) ⊂ I
inst
cusp(G˜(R)). Puisque la
somme de PW∞,stell (G˜) et de PW
∞,inst
ell (G˜) est l’espace PW
∞
ell(G˜) tout entier et que l’inter-
section de Istcusp(G˜(R)) et I
inst
cusp(G˜(R)) est clairement re´duite a` 0, les inclusions pre´ce´dentes
sont des e´galite´s. Cela prouve les premie`res assertions du lemme. La dernie`re en re´sulte
imme´diatement. 
2.3 Un the´ore`me de Paley-Wiener de´crivant l’espace SI(G˜(R))
Conside´rons l’espace
⊕L˜∈L(M˜0)PW
∞
ell (L˜).
Par les constructions du paragraphe pre´ce´dent, on peut le de´composer en somme directe
(
⊕L˜∈L(M˜0)PW
∞,st
ell (L˜)
)
⊕
(
⊕L˜∈L(M˜0)PW
∞,inst
ell (L˜)
)
.
Le groupe W (M˜0) agit sur l’espace total. On ve´rifie que cette action conserve les deux
composantes ci-dessus. On peut donc de´finir PW∞,st(G˜) et PW∞,inst(G˜) comme les sous-
espaces des invariants parW (M˜0) dans chacune des composantes. Notons pw
st le compose´
de l’isomorphisme pw : I(G˜(R)) → PW∞(G˜) et de la projection sur PW∞,st(G˜). Sup-
posons prouve´ que, pour tout L˜ ∈ L(M˜0), tout π˜ ∈ Dstell,0(L˜(R)) et tout λ ∈ A
∗
L˜,C
, la
distribution f 7→ I L˜(π˜λ, fL˜) soit stable. Alors pw
st se quotiente en un homomorphisme
continu pwst : SI(G˜(R)) → PW∞,st(G˜). Remarquons que l’hypothe`se que l’on vient de
faire re´sulte de l’hypothe`se plus simple que, pour tout π˜ ∈ Dstell,0(G˜(R)), la distribution
f 7→ IG˜(π˜, f) est stable. En effet, la tensorisation par un e´le´ment λ ∈ A∗
G˜,C
respecte
la stabilite´. Comme toujours, on suppose par re´currence que les proprie´te´s vraies pour
G˜ le sont aussi pour les groupes tordus plus petits, donc pour les espaces de Levi.
Donc, pour tout L˜ ∈ L(M˜0), tout π˜ ∈ Dstell,0(L˜(R)) et tout λ ∈ A
∗
L˜,C
, la distribution
f 7→ I L˜(π˜λ, f) sur I(L˜(R)) est stable. Mais l’induction conserve la stabilite´. Donc la
distribution f 7→ I L˜(π˜λ, fL˜) est stable.
The´ore`me. (i) Pour tout π˜ ∈ Dstell,0(G˜(R)), la distribution f 7→ I
G˜(π˜, f) est stable.
(ii) L’application line´aire pwst : SI(G˜(R))→ PW∞,st(G˜) est un home´omorphisme.
Dans le paragraphe suivant, on rame`nera le the´ore`me a` une autre assertion qui sera
prouve´e en 2.7.
2.4 Un re´sultat d’instabilite´
Notons
symW : ⊕L˜∈L(M˜0)PW
∞
ell (L˜)→ PW
∞(G˜)
l’application de syme´trisation symW (ϕ) =
∑
w∈W (M˜0)
w(ϕ). Soit L˜ ∈ L(M˜0). On mu-
nit Dell,0(L˜(R)) d’une base B(L˜) ayant les meˆmes proprie´te´s que la base B de 2.2.
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En particulier, B(L˜) est re´union de Bst(L˜) et Binst(L˜). On re´alise l’espace PW∞ell (L˜)
en utilisant cette base B(L˜). Fixons π˜ ∈ B(L˜). On note PWπ˜(L˜) le sous-espace des
(ϕπ˜′)π˜′∈B(L˜) ∈ PW
∞
ell(L˜) tels que ϕπ˜′ = 0 si π˜
′ 6= π˜. C’est un unique espace de fonctions
de Paley-Wiener sur A∗
L˜,C
.
Proposition. Pour tout L˜ ∈ L(M˜0) et tout π˜ ∈ Binst(L˜), l’espace pw−1◦symW (PWπ˜(L˜))
est inclus dans I inst(G˜(R)).
Montrons que cette proposition entraˆıne le the´ore`me. Elle entraˆıne
(1) l’espace pw−1(PW∞,inst(G˜)) est inclus dans I inst(G˜(R)).
En effet, le meˆme raisonnement que dans la preuve du lemme 2.2 montre que tout
e´le´ment f ∈ pw−1(PW∞,inst(G˜)) est limite d’une suite d’e´le´ments fi qui sont combinai-
sons line´aires finies d’e´le´ments de pw−1◦symW (PWπ˜(L˜), pour des couples (L˜, π˜) ve´rifiant
les hypothe`ses de la proposition. Puisque I inst(G˜(R)) est ferme´, cette proposition entraˆıne
qu’un tel f appartient a` cet espace.
On a mieux :
(2) pw−1(PW∞,inst(G˜)) est e´gal a` I inst(G˜(R)).
Preuve. Soit f ∈ I inst(G˜(R)). On peut la de´composer en f = f ′ + f ′′, ou` pw(f ′) ∈
PW∞,st(G˜) et pw(f ′′) ∈ PW∞,inst(G˜). L’assertion (1) entraˆıne que f ′′ appartient a`
I inst(G˜(R)), donc f ′ aussi. Il suffit de prouver que f ′ = 0. En oubliant cela, on conside`re
f ∈ I inst(G˜(R)) tel que pw(f) ∈ PW∞,st(G˜(R)) et on veut prouver que f = 0. Par
re´currence, on peut admettre l’assertion (i) du the´ore`me pour tout espace de Levi propre
L˜ de G˜. Soit L˜ un tel espace de Levi, soit π˜ ∈ Dstell,0(L˜(R)) et soit λ ∈ A
∗
L˜,C
. Comme on l’a
explique´ dans le paragraphe pre´ce´dent, la distribution f ′ 7→ I L˜(π˜λ, f ′L˜) est stable. Elle an-
nule donc f . Il en re´sulte que pw(f) n’a de composantes non nulles que dans les PWπ˜(G˜)
pour π˜ ∈ Bst(G˜). Autrement dit, pw(f) appartient au sous-espace PW∞,stell (G˜(R)). A
fortiori, f est cuspidale. Mais alors, le lemme 2.2 entraˆıne que f = 0. 
Soit π˜ ∈ Dstell,0(G˜(R)). Par de´finition de l’application pw, la distribution f 7→ I
G˜(π˜, f)
annule l’espace pw−1(PW∞,inst(G˜)). D’apre`s (2), elle annule I inst(G˜(R)), ce qui signifie
qu’elle est stable. Cela prouve l’assertion (i) du the´ore`me. L’assertion (2) entraˆıne aussi
que l’application pwst a pour noyau I inst(G˜(R)), donc que pwst est injective. Elle est
surjective puisque pw l’est. Enfin, pwst admet une section continue, a` savoir l’application
compose´e
PW∞,st(G˜(R))→ PW∞(G˜(R))
pw−1
→ I(G˜(R))→ SI(G˜(R)).
Donc pwst est un home´omorphisme. Cela prouve le the´ore`me.
Commenc¸ons la preuve de la proposition. Si L˜ = G˜, l’assertion re´sulte du lemme 2.2.
On suppose donc L˜ propre et on raisonne par re´currence sur aL˜ = dim(AL˜) en supposant
la proposition de´montre´e pour tout couple (L˜′, π˜′) analogue a` (L˜, π˜) tel que aL˜′ < aL˜.
On note simplement F l’espace des fonctions de Paley-Wiener sur A∗
L˜,C
et on identifie
PWπ˜(L˜) a` F . Pour ϕ ∈ F , on pose fϕ = pw−1◦symW (ϕ). Soit M˜ ∈ L(M˜0) un espace de
Levi propre de G˜. En notant pwM˜ l’analogue de pw pour l’espace M˜ , le terme pwM˜(fϕ,M˜)
se de´duit aise´ment de pw(fϕ). On voit qu’il n’a de composantes non nulles que dans les
sous-espaces PW∞,instell,0 (L˜
′) pour des L˜′ ⊂ M˜ conjugue´s a` L˜. En appliquant le the´ore`me
par re´currence a` M˜ , on voit que fϕ,M˜ appartient a` I
inst(M˜(R)). Cela e´tant vrai pour
tout M˜ propre, les inte´grales orbitales stables de fϕ sont donc nulles sur tout e´le´ment
fortement re´gulier non elliptique de G˜(R). Donc l’image de fϕ dans SI(G˜(R)) appartient
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au sous-espace SIcusp(G˜(R)). D’apre`s le lemme 2.2, il existe un unique f
st
ϕ ∈ I
st
cusp(G˜(R))
qui a meˆme image que fϕ dans SI(G˜(R)). Il s’agit de prouver que f
st
ϕ est nul. Toujours
d’apre`s le lemme 2.2, on peut fixer σ˜0 ∈ Bst(G˜), λ0 ∈ iA∗G˜, poser σ˜ = ˜σ0,λ0 et prouver
que IG˜(σ˜, f stϕ ) = 0. Pour ϕ ∈ F , posons ℓ(ϕ) = I
G˜(σ˜, f stϕ ). Etudions l’application line´aire
ℓ sur F . Rappelons que Z(G) agit naturellement sur F : pour z ∈ Z(G), ϕ ∈ F et
λ ∈ A∗
L˜,C
, on a (zϕ)(λ) = z(µ(π˜) + λ)ϕ(λ). Parce que f stϕ est uniquement de´termine´,
l’application ϕ 7→ f stϕ est e´quivariante pour les actions de Z(G). Pour z ∈ Z(G), on a
donc
ℓ(zϕ) = IG˜(σ˜, z(f stϕ )) = I
G˜(zσ˜, f stϕ ) = z(µ(σ˜))I
G˜(σ˜, f stϕ ) = z(µ(σ˜))ℓ(ϕ).
Notons J l’ide´al des e´le´ments z ∈ Z(G) tels que z(µ(σ˜)) = 0. Alors ℓ annule JF . Les
lemmes des deux paragraphes suivants nous permettrons de pre´ciser cet ensemble JF .
2.5 Un lemme sur les fonctions de Paley-Wiener
On conserve les notations pre´ce´dentes. Rappelons que µ(π˜) est une WL-orbite dans
hL˜,∗ et que µ(σ˜) est une W -orbite dans h∗. Si l’intersection (µ(π˜) +A∗
L˜,C
)∩ µ(σ˜) est non
vide, on note (λi)i=1,...,m la famille finie d’e´le´ments de A∗L˜,C tels que cette intersection
soit la re´union des µ(π˜) + λi pour i = 1, ..., m.
Lemme. (i) Si (µ(π˜) +A∗
L˜,C
) ∩ µ(σ˜) = ∅, on a l’e´galite´ JF = F .
(ii) Si cette intersection est non vide, il existe un entier N ≥ 1 tel que JF contienne
toute fonction ϕ ∈ F qui s’annule a` l’ordre au moins N en chaque point λi pour i =
1, ..., m.
Preuve de (i). On va montrer qu’il existe z ∈ J tel que sa restriction a` µ(π˜) + A∗
L˜,C
soit constante de valeur 1. L’assertion en re´sulte puisqu’alors ϕ = zϕ pour tout ϕ ∈ F .
Notons Y la projection de µ(σ˜) sur hL˜,∗ L’hypothe`se signifie que µ(π˜)∩Y = ∅. Pour tout
x ∈ µ(π˜), on peut alors trouver un polynoˆme qx de degre´ 1 sur hL˜,∗ tel que qx(x) = 0 et
qx(y) 6= 0 pour tout y ∈ Y . Posons q =
∏
x∈µ(π˜) qx. Conside´rons q comme un polynoˆme
sur h∗ via la projection h∗ → hL˜,∗. De´finissons un polynoˆme z0 par z0(ν) =
∏
w∈W q(wν).
Il est invariant parW donc appartient a` Z(G). Il s’annule sur µ(π˜)+A∗
L˜,C
car le polynoˆme
q lui-meˆme s’annule sur cet ensemble. Pour ν ∈ µ(σ˜) et w ∈ W , wν appartient aussi
a` µ(σ˜) et se projette sur hL˜,∗ en un point y ∈ Y . On a alors q(wν) = q(y) 6= 0. Donc
z0(ν) 6= 0, ce que l’on peut noter z0(µ(σ˜)) 6= 0 puisque z0 est invariant par W . Posons
z = 1− z0(µ(σ˜))−1z0. Cet e´le´ment re´pond a` la question.
Preuve de (ii). Notons P l’espace des polynoˆmes sur h∗. On montre d’abord
(1) il existe un entier N ≥ 1 tel que tout e´le´ment de P qui s’annule a` l’ordre au moins
N en tout point de µ(σ˜) appartient a` JP.
Rappelons que Z(G) est le sous-espace des invariants par W dans P. Comme on sait,
on peut fixer un sous-ensemble (hw)w∈W de P tel que tout e´le´ment Q ∈ P s’e´crive de
fac¸on unique Q =
∑
w∈W hwQw, avec Qw ∈ Z(G). On peut de plus fixer un e´le´ment non
nul D ∈ P et une matrice (Dw,w′)w,w′∈W d’e´le´ments de P de sorte que, pour tout w ∈ W
et tout λ ∈ h∗, on ait l’e´galite´
D(λ)Qw(λ) =
∑
w′∈W
Dw,w′(λ)Q(w
′λ).
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On renvoie pour cela a` [BR] preuve de la proposition 3.3. Notons N −1 le maximum des
ordres d’annulation de D aux diffe´rents points de µ(σ˜). Il re´sulte de la formule ci-dessus
que, si Q s’annule a` l’ordre N en tout point de µ(σ˜), alors chaque Qw s’annule sur µ(σ˜).
Puisque Qw ∈ Z(G), cela signifie que Qw ∈ J . Mais alors Q =
∑
w∈W hwQw appartient a`
JP. Cela prouve (1).
Notons H l’espace des fonctions de Paley-Wiener sur h∗. Soit Y un ensemble fini
d’e´le´ments de h∗ et soit n = (ny)y∈Y une famille d’entiers naturels. Notons Hn, resp.
Pn, l’espace des e´le´ments de H, resp. P, qui s’annulent en tout point y ∈ Y a` l’ordre au
moins ny. On va montrer
(2) on a l’e´galite´ Hn = PnH.
C’est trivial si tous les ny sont nuls. Supposons qu’il existe un y pour lequel ny > 0,
fixons-en un que l’on note y0. Notons n
′ = (n′y)y∈Y , ou` n
′
y = ny si y 6= y0 et n
′
y0 =
ny0 − 1. Notons Py0 l’espace des polynoˆmes qui s’annulent en y0. L’assertion (2) re´sulte
par re´currence de l’assertion
(3) on a l’e´galite´ Hn = Py0Hn′ .
On ne perd rien a` supposer y0 = 0. On peut fixer un syste`me de coordonne´es sur h
∗
R
de sorte que les coordonne´es y1, ..., yn de y soient toutes non nulles pour y ∈ Y , y 6= 0.
On e´crit tout e´le´ment de h∗ sous la forme ν = (ν1, ..., νn). Fixons une fonction de Paley-
Wiener h sur C telle que h(0) = 1 et h s’annule a` l’ordre au moins ny en tout yi, pour
y ∈ Y −{0} et i = 1, ..., n. Soit ϕ ∈ Hn. Pour i = 1, ..., n, introduisons la fonction φi sur
h∗ de´finie par
φi(ν) = ϕ(0, ..., 0, νi, ..., νn)
∏
j=1,...,i−1
h(νj).
Elle est de Paley-Wiener. Elle s’annule a` l’ordre au moins n0 en 0 car il en est ainsi du
premier facteur. Le deuxie`me facteur s’annule a` l’ordre au moins (i− 1)ny en tout point
y ∈ Y −{0}. Si i ≥ 2, φi s’annule donc a` l’ordre au moins ny en un tel point. Si i = 1, on
a simplement φ1 = ϕ et cette proprie´te´ est encore ve´rifie´e par hypothe`se. Donc φi ∈ Hn.
Par construction, pour i = 1, ..., n − 1, la fonction φi − φi+1 s’annule sur l’hyperplan
νi = 0. En posant φn+1 = 0, il en est de meˆme de la fonction φn−φn+1 car ϕ s’annule en
0. On sait qu’une fonction de Paley-Wiener qui s’annule sur un tel hyperplan νi = 0 est
divisible dans H par νi. Il existe donc pour tout i = 1, ..., n un e´le´ment ϕi ∈ H tel que
νiϕi(ν) = φi(ν)−φi+1(ν). Il est clair que ϕi appartient a` Hn′. On a d’autre part l’e´galite´
∑
i=1,...,n
νiϕi(ν) = φ1(ν)− φn+1(ν) = ϕ(ν),
ce qui re´alise ϕ comme un e´le´ment de P0Hn′ . Cela prouve (3) et (2).
En appliquant (2) a` l’ensemble Y = µ(σ˜) et a` la famille n = (ny)y∈Y telle que ny soit
pour tout y un entier ve´rifiant la relation (1), on obtient
(4) il existe un entier N tel que toute fonction ϕ ∈ H qui s’annule a` l’ordre au moins
N en tout point de µ(σ˜) appartienne a` JH.
Fixons un tel entier N . Notons maintenant Y l’ensemble des projections dans hL˜,∗ des
e´le´ments de µ(σ˜). Il contient µ(π˜) par hypothe`se. Fixons une fonction de Paley-Wiener
h sur hL˜,∗ qui vaut 1 en tout point de µ(π˜) et qui s’annule a` l’ordre au moins N en tout
point de Y − µ(π˜). Soit ϕ ∈ F s’annulant a` l’ordre au moins N en tout λi, i = 1, ..., m.
De´finissons une fonction ϕ′ sur h∗ par ϕ′(λL˜ + λL˜) = h(λ
L˜)ϕ(λL˜), pour λ
L˜ ∈ hL˜,∗ et
λL˜ ∈ A
∗
L˜,C
. C’est un e´le´ment de H qui s’annule a` l’ordre au moins N en tout point de
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µ(σ˜). Appliquant (4), on peut l’e´crire
ϕ′ =
∑
j=1,...,k
zjϕ
′
j ,
ou` les zj appartiennent a` J et les ϕ
′
j appartiennent a` H. On fixe un e´le´ment x0 ∈ µ(π˜) et
on de´finit pour tout j une fonction ϕj sur A
∗
L˜,C
par ϕj(λ) = ϕ
′
j(x0+λ). C’est un e´le´ment
de F . Pour λ ∈ A∗
L˜,C
, on a l’e´galite´
ϕ(λ) = ϕ′(x0 + λ) =
∑
j=1,...,k
zj(µ(π˜) + λ)ϕj(λ).
Autrement dit, ϕ =
∑
j=1,...,k zjϕj et ϕ appartient a` JF . Cela ache`ve la preuve. 
Puisque notre forme line´aire ℓ annule JF , il s’ensuit du (i) du lemme que ℓ = 0 si
(µ(π˜)+A∗
L˜,C
)∩µ(σ˜) = ∅. Puisqu’on veut justement prouver que ℓ est nulle, on a termine´
dans ce cas. On suppose dans la suite que (µ(π˜) +A∗
L˜,C
)∩ µ(σ˜) 6= ∅. En conse´quence du
(ii) du lemme, on a
(5) pour i = 1, ..., m, il existe un ope´rateur diffe´rentiel Di sur A∗L˜,C tel que
ℓ(ϕ) =
∑
i=1,...,m
(Diϕ)(λi)
pour tout ϕ ∈ F .
2.6 Fonctions fϕ a` support assez re´gulier
Soit ϕ ∈ F . Introduisons la fonction φ sur AL˜ dont la transforme´e de Fourier est
la restriction de ϕ a` iA∗
L˜
. On introduit la fonction f L˜ϕ sur L˜(R) de´finie par f
L˜
ϕ (γ) =
φ(HL˜(γ))f [π˜](γ) pour tout γ ∈ L˜(R). On a vu dans la preuve du lemme 2.2 que cette
fonction appartient a` C∞cusp(L˜(R)) et que, en notant encore f
L˜
ϕ son image dans I(L˜(R)),
pwL˜(f L˜ϕ ) est l’e´le´ment de PW
∞
ell (L˜) dont les composantes sont nulles pour π˜
′ ∈ B(L˜)−{π˜}
et dont la composante sur π˜ est ϕ. Introduisons l’espace
(1) ⊕M˜∈L(M˜0);aM˜=aL˜ Icusp(M˜(R)).
Le groupeW (M˜0) y agit naturellement et on a montre´ en [I] 4.2 que le sous-espace des in-
variants e´tait le gradue´GraL˜I(G˜(R)) d’ordre aL˜ d’une certaine filtration (F
nI(G˜(R)))n=a
M˜0
,...,a
G˜
de I(G˜(R)) (la notation F pour cette filtration n’a rien a` voir avec notre espace de Paley-
Wiener). On peut conside´rer f L˜ϕ comme un e´le´ment de l’espace (1). Posons
f
a
L˜
ϕ =
∑
w∈W (M˜0)
w(f L˜ϕ ).
On voit alors que fϕ est un e´le´ment du terme FaL˜I(G˜(R)) de notre filtration et que son
image dans GraL˜I(G˜(R)) est f
a
L˜
ϕ . Donc, pour un espace de Levi M˜ ∈ L(M˜0) et pour
un e´le´ment γ ∈ M˜(R) elliptique dans M˜(R) et fortement re´gulier dans G˜(R), on a les
e´galite´s suivantes
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(2) si aM˜ > aL˜ ou si aM˜ = aL˜ et M˜ n’est pas conjugue´ a` L˜, I
G˜(γ, fϕ) = 0 ;
(3) si M˜ = L˜,
IG˜(γ, fϕ) =
∑
w∈W (L˜)
I L˜(w(γ), f L˜ϕ ) =
∑
w∈W (L˜)
φ(w(HL˜(γ)))I
L˜(wγ, f [π˜]),
ou` W (L˜) = NormG˜(R)(L˜)/L(R).
Supposons que
(4) le support de f L˜ϕ soit forme´ d’e´le´ments γ ∈ L˜(R) qui sont G˜-e´quisinguliers, c’est-
a`-dire tels que Lγ = Gγ .
Dans ce cas, on peut trouver un voisinage compact U1 dans G˜(R) de ce support et
un voisinage compact U2 de U1 tels que tout e´le´ment de U2 soit conjugue´ par G(R) a`
un e´le´ment de L˜(R). On peut trouver une fonction h sur G˜(R) qui est invariante par
conjugaison par G(R), qui vaut 1 sur U1 et qui vaut 0 sur tout e´le´ment γ ∈ G˜(R) qui n’est
pas conjugue´ a` un e´le´ment de U2. Posons gϕ = hfϕ. Cette fonction ve´rifie des proprie´te´s
analogues a` (2) et (3). La proprie´te´ de h entraˆıne que l’on a aussi IG˜(γ, gϕ) = 0 pour M˜
et γ comme plus haut, si aM˜ < aL˜. En de´finitive, pour un espace de Levi M˜ ∈ L(M˜0) et
pour un e´le´ment γ ∈ M˜(R) elliptique dans M˜(R) et fortement re´gulier dans G˜(R), on a
les e´galite´s suivantes
(5) si M˜ n’est pas conjugue´ a` L˜, IG˜(γ, gϕ) = 0 ;
(6) si M˜ = L˜,
IG˜(γ, gϕ) =
∑
w∈W (L˜)
φ(w(HL˜(γ)))I
L˜(wγ, f [π˜]).
De ces formules et de l’instabilite´ de π˜ re´sulte que gϕ ∈ I
inst(G˜(R)). De la comparaison
de (2) et (3) d’une part, de (5) et (6) d’autre part, re´sulte que, pour tout n ≥ aL˜, les
composantes dans
(7) (⊕M˜∈L(M˜0);aM˜=nPW
∞
ell (M˜))
W (M˜0)
de pw(gϕ) et de pw(fϕ) sont e´gales. Elles sont donc nulles si n > aL˜ et e´gales a` sym
W (ϕ) si
n = aL˜. Supposons aG˜ < n < aL˜. On peut admettre le the´ore`me 2.3 par re´currence pour
les M˜ tels que aM˜ = n. C’est-a`-dire que π˜
′ est stable pour tout π˜′ ∈ Bst(M˜). L’instabilite´
de gϕ implique alors que la composante de pw(gϕ) dans l’espace (7) appartient au sous-
espace
(⊕M˜∈L(M˜0);aM˜=nPW
∞,inst
ell (M˜))
W (M˜0).
On a pose´ une hypothe`se de re´currence au de´but de la preuve de la proposition 2.4.
Elle nous dit que l’image par pw−1 de l’espace ci-dessus est inclus dans I inst(G˜(R).
Reste le cas ou` n = aG˜. L’espace (7) se re´duit a` PW
∞
ell(G˜), que l’on peut de´composer en
PW∞,stell (G˜)⊕PW
∞,inst
ell (G˜). On note pw
st
ell(gϕ) et pw
inst
ell (gϕ) les projections de pw(gϕ) dans
chacun de ces sous-espaces. Le lemme 2.2 nous dit que pwstell(gϕ) appartient a` I
st
cusp(G˜(R))
tandis que pwinstell (gϕ) appartient a` I
inst
cusp(G˜(R). Posons g
st
ϕ = pw
−1(pwstell(gϕ)). Cela prouve
que
gϕ ∈ fϕ + g
st
ϕ + I
inst(G˜(R)).
Puisque gϕ appartient elle-meˆme a` I
inst(G˜(R)), on obtient
fϕ + g
st
ϕ ∈ I
inst(G˜(R)).
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En se rappelant la de´finition de f stϕ , on obtient f
st
ϕ = −g
st
ϕ . Alors
ℓ(ϕ) = IG˜(σ˜, f stϕ ) = −I
G˜(σ˜, gstϕ ) = −I
G˜(σ˜, gϕ),
la dernie`re e´galite´ re´sultant de la de´finition de gstϕ . Comme on sait, le caracte`re de σ˜
est donne´ par une fonction localement inte´grable Θσ˜ sur G˜(R). Notons T˜ un tore tordu
maximal elliptique de L˜ (l’existence de π˜ ∈ Dell,0(L˜(R)) implique l’existence d’un tel
tore). Parce que l’on est dans une situation a` torsion inte´rieure, on sait qu’il n’y en
a qu’un, a` conjugaison pre`s par L(R) et on peut supposer que tout e´le´ment de W (L˜)
conserve ce tore tordu. L’e´galite´ pre´ce´dente et les relations (5) et (6) entraˆınent l’e´galite´
ℓ(ϕ) = −c
∑
w∈W (L˜)
∫
T˜ (R)
DG˜(γ)1/2Θσ˜(γ)φ(w(HL˜(γ)))I
L˜(wγ, f [π˜]) dγ,
la constante c > 0 ne de´pendant que des mesures. Puisque Θσ˜ est invariant par W (M˜0),
cette expression se simplifie d’ailleurs en
ℓ(ϕ) = −c|W (L˜)|
∫
T˜ (R)
DG˜(γ)1/2Θσ˜(γ)φ(HL˜(γ))I
L˜(γ, f [π˜]) dγ.
En se rappelant la de´composition L˜(R) = AL˜×L˜(R)
1 et en posant T˜ (R)1 = T˜ (R)∩L˜(R)1,
on obtient
(8) ℓ(ϕ) = −c|W (L˜)|
∫
T˜ (R)1
∫
A
L˜
DG˜(exp(H)γ1)1/2
Θσ˜(exp(H)γ
1)φ(H)I L˜(γ1, f [π˜]) dH dγ1.
2.7 Utilisation de la proprie´te´ : une repre´sentation elliptique
est supertempe´re´e
Fixons ϕ ∈ F . Pour X ∈ AL˜, de´finissons la fonction ϕX ∈ F par ϕX(λ) = e
<X,λ>ϕ(λ)
pour tout λ ∈ A∗
L˜,C
. Si φ, resp. φX , est la fonction sur AL˜ dont la transforme´e de Fourier
est la restriction de ϕ, resp. ϕX , a` iA
∗
L˜
, on a φX(H) = φ(H −X). Donc, ϕ e´tant fixe´, la
fonction fϕX ve´rifie l’hypothe`se (4) du paragraphe pre´ce´dent pour tout X assez grand.
Fixons un re´el ǫ > 0 assez petit et un re´el C > 0. Conside´rons le domaine D des X ∈ AL˜
qui ve´rifient les deux conditions
(1) |X| > C ;
(2) pour tout α ∈ Σ(AL˜), |α(X)| > ǫ|X|.
On fixe C assez grand pour que fϕX ve´rifie l’hypothe`se (4) du paragraphe pre´ce´dent
pour tout X ∈ D. Soit P˜ ∈ P(L˜), notons ∆P˜ la base de Σ(AL˜) associe´e a` P˜ et CP˜ ⊂ AL˜
la chambre positive associe´e a` P˜ . Supposons X ∈ D ∩ CP˜ . On peut appliquer la formule
(8) du paragraphe pre´ce´dent, qui, par changement de variable H 7→ H +X , nous donne
(3) ℓ(ϕX) = −c|W (L˜)|
∫
T˜ (R)1
∫
A
L˜
DG˜(exp(H +X)γ1)1/2
Θσ˜(exp(H +X)γ
1)φ(H)I L˜(γ1, f [π˜]) dH dγ1.
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Puisque φ est a` support compact, on a H+X ∈ CP˜ si φ(H) 6= 0, pourvu que C soit choisi
assez grand. On sait que l’on peut alors de´velopper DG˜(exp(H + X)γ1)1/2Θσ˜(exp(H +
X)γ1) comme somme finie
∑
j=1,...,k
qj(H +X)e
<H+X,νj>Θj(γ
1),
ou` les qj sont des polynoˆmes, les νj sont des e´le´ments de A∗L˜,C et les Θj sont des fonctions
borne´es sur T˜ (R)1, C∞ sur le sous-ensemble des e´le´ments re´guliers. On se rappelle que
σ˜ = σ˜0,λ0 , ou` λ˜0 ∈ iA
∗
G˜
et σ˜0 est une repre´sentation elliptique. Moeglin a prouve´ que σ˜0
e´tait supertempe´re´e ([Moe]). Il en re´sulte que les Re(νj) sont des combinaisons line´aires
a` coefficients ne´gatifs ou nuls des e´le´ments de ∆P˜ , l’un au moins des coefficients e´tant
strictement ne´gatif. Il re´sulte alors de la formule (3) que limX∈D∩C
P˜
,|X|→∞ℓ(ϕX) = 0.
Cela e´tant vrai pour tout P˜ , on a plus simplement limX∈D,|X|→∞ℓ(ϕX) = 0. Mais il
re´sulte de 2.5(5) et de la de´finition de ϕX que ℓ(ϕX) est un polynoˆme exponentiel en X ,
c’est-a`-dire que
ℓ(ϕX) =
∑
i=1,...,m
qi(X)e
<X,λi>,
pour des e´le´ments λi de A∗L˜,C et des polynoˆmes qi. Notons que cette e´galite´ est cette fois
vraie pour tout X . Le lemme ci-dessous (applique´ a` l’ouvert U des e´le´ments de AL˜ qui
ve´rifient (2)) entraˆıne que ce polynoˆme exponentiel est identiquement nul. En particulier,
pour X = 0, ℓ(ϕ) = 0. Cela ache`ve la preuve de la proposition 2.4 et du the´ore`me 2.3.
Lemme. Soit V un espace euclidien (de dimension finie), soit U un ouvert de V in-
variant par multiplication par R× et soit f un polynoˆme exponentiel sur V . Supposons
limX∈U,|X|→∞f(X) = 0. Alors f = 0.
Preuve. On e´crit comme ci-dessus
f(X) =
∑
i=1,...,m
qi(X)e
<X,λi>
ou` les λi sont distincts et les qi sont non nuls. Si f n’est pas nul (i.e. m ≥ 1), on
peut trouver un e´le´ment X0 6= 0 de U tel que les produits < X0, λi > soient deux-a`-
deux distincts et qi(X0) 6= 0 pour tout i. La restriction fD de f a` la droite D passant
par X0 est alors un polynoˆme exponentiel non nul qui ve´rifie lim|X|→∞fD(X) = 0. Cette
construction nous rame`ne au cas ou` V est une droite, auquel cas l’assertion est un simple
exercice que l’on laisse au lecteur. 
2.8 L’espace Dstspec(G˜(R))
On note Dstspec(G˜(R)) le sous-espace des e´le´ments de Dspec(G˜(R)) qui sont des dis-
tributions stables, c’est-a`-dire qui annulent I inst(G˜(R)). Le corollaire suivant re´sulte
imme´diatement du the´ore`me 2.3 et des relations 1.2(2) et 2.4(2).
Corollaire. On a l’e´galite´
Dstspec(G˜(R)) =
(
⊕L˜∈L(M˜0)Ind
G˜
L˜
(Dstell,C(L˜(R)))
)W (M˜0)
.
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2.9 L’espace SI(G˜(R), K)
On note SI(G˜(R), K) l’image de C∞c (G˜(R), K) dans SI(G˜(R), K). On fixe des bases
B(L˜) comme en 2.4. On note PW st(G˜) le sous-espace de PW∞,st(G˜) forme´ des familles
(ϕL˜,π˜)L˜∈L(M˜0),π˜∈B(L˜) telles que l’ensemble des (L˜, π˜) pour lesquels ϕL˜,π˜ 6= 0 est fini.
Corollaire. L’application pwst se restreint en un isomorphisme de SI(G˜(R), K) sur
PW st(G˜).
Preuve. D’apre`s le the´ore`me de Delorme et Mezo, C∞c (G˜(R), K) s’envoie par pw
sur PW (G˜). La projection dans PW∞,st(G˜) de cet espace est e´gale a` PW st(G˜). Donc
pwst se restreint en une surjection de SI(G˜(R), K) sur PW st(G˜). Cette restriction est
e´videmment injective puisque pwst l’est. 
3 Transfert
3.1 De´finition d’un transfert spectral elliptique
On revient au cas ou` (G, G˜, ω) est quelconque. Comme on l’a dit en 2.2, on fixe
des mesures de Haar sur tous les groupes qui apparaissent. Soit G′ = (G′,G ′, s˜) une
donne´e endoscopique elliptique et relevante de (G, G˜, ω). Shelstad a prouve´ l’existence
du transfert
I(G˜(R), ω) → SI(G′)
f 7→ fG
′
cf. [S]. Il envoie Icusp(G˜(R), ω) dans SIcusp(G
′). Soit σ˜ ∈ Dstell,0(G
′), cf. 2.1. Conside´rons
l’application line´aire sur Icusp(G˜(R), ω) de´finie par f 7→ SG
′
(σ˜, fG
′
). Le lemme 2.1 et
le fait que σ˜ est Z(G′)-finie implique que cette forme line´aire est elle-meˆme Z(G)-finie.
On a de´fini l’espace Dstell,0(G
′) de sorte que cette forme line´aire se factorise en une forme
line´aire sur Icusp(G˜(R)/AG˜, ω), cf. 2.1(2). Il existe donc un e´le´ment τ˜ ∈ Dell,0(G˜(R), ω),
ne´cessairement unique, tel que
IG˜(τ˜ , f) = SG
′
(σ˜, fG
′
)
pour tout f ∈ Icusp(G˜(R), ω). Plus ge´ne´ralement, pour σ˜ comme ci-dessus et pour λ ∈
A∗
G˜′,C
≃ A∗
G˜,C
, on a
IG˜(τ˜λ, f) = S
G
′
(σ˜λ, f
G
′
)
pour tout f ∈ Icusp(G˜(R), ω). En pre´cisant le raisonnement ci-dessus, on voit qu’avec les
de´finitions de 2.1, on a l’e´galite´ µ˜(τ˜λ) = µ˜(σ˜λ).
On appelle transfert spectral elliptique l’application line´aire
Dstell(G
′) → Dell(G˜(R), ω)
σ˜λ 7→ τ˜λ
ou` ici, λ appartient a` iA∗
G˜
.
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3.2 Le the´ore`me
Les donne´es sont les meˆmes que dans le paragraphe pre´ce´dent.
The´ore`me. Soit σ˜ ∈ Dstell(G
′), notons τ˜ ∈ Dell(G˜(R), ω) son transfert spectral elliptique.
Alors τ˜ est le transfert de σ˜, c’est-a`-dire que l’on a l’e´galite´
IG˜(τ˜ , f) = SG
′
(σ˜, fG
′
)
pour tout f ∈ I(G˜(R), ω).
Preuve. Pour tout L˜ ∈ L(M˜0), on fixe une base orthonorme´e B(L˜) de Dell,0(L˜, ω)
et on re´alise l’espace PW∞ell(L˜, ω) a` l’aide de cette base. Les deux membres de l’e´galite´
de l’e´nonce´ sont continus en f . Graˆce au the´ore`me de Paley-Wiener, il suffit de fixer
L˜ ∈ L(M˜0) et π˜ ∈ B(L˜) et de prouver que cette e´galite´ est ve´rifie´e pour f ∈ pw
−1 ◦
symW (PWπ˜(L˜, ω)), ou` on utilise les meˆmes notations qu’en 2.4. C’est vrai par de´finition
du transfert spectral elliptique si L˜ = G˜. On suppose donc L˜ 6= G˜ et on raisonne par
re´currence sur aL˜. Puisque τ˜ est elliptique et L˜ 6= G˜, on a I
G˜(τ˜ , f) = 0 pour tout
f ∈ pw−1 ◦ symW (PWπ˜(L˜, ω)). Il s’agit de prouver que l’on a aussi SG
′
(σ˜, fG
′
) = 0. On
utilise les meˆmes notations qu’en 2.4 : on note F = PWπ˜(L˜, ω) et fϕ = pw−1 ◦ symW (ϕ)
pour ϕ ∈ F . On de´finit l’application line´aire ℓ sur F par ℓ(ϕ) = SG
′
(σ˜, (fϕ)
G
′
). On a
de´fini la WG
′
-orbite µ˜(σ˜) dans µ˜(ω) + hθ,∗. On note simplement µσ˜ la W -orbite qu’elle
engendre dans h∗. Le lemme 2.1 entraˆıne que l’on a l’e´galite´
ℓ(zϕ) = z(µσ˜)ℓ(ϕ)
pour tout ϕ ∈ F et z ∈ Z(G). Le lemme 2.5 a de nouveau les conse´quences suivantes :
(1) si (µ(π˜) +A∗
L˜,C
) ∩ µσ˜ = ∅, alors ℓ = 0.
Dans ce cas, on a fini. Supposons au contraire que (µ(π˜) +A∗
L˜,C
) ∩ µσ˜ 6= ∅. Alors
(2) il y a un nombre fini de points λi ∈ A∗L˜,C, pour i = 1, ..., m, et, pour tout i, un
ope´rateur diffe´rentiel Di de sorte que
ℓ(ϕ) =
∑
i=1,...,m
(Diϕ)(λi).
Soit ϕ ∈ F . On introduit comme en 2.6 une fonction f L˜ϕ ∈ Icusp(L˜(R), ω). Supposons
que le support de cette fonction ve´rifie la condition 2.6(4). On construit alors l’e´le´ment
gϕ ∈ I(G˜(R), ω) qui ve´rifie des e´galite´s analogues a` 2.6(5) et (6). Pre´cise´ment, pour un
espace de Levi M˜ ∈ L(M˜0) et un e´le´ment γ ∈ M˜(R) elliptique dans M˜(R) et fortement
re´gulier dans G˜(R), on a
(3) si M˜ n’est pas conjugue´ a` L˜, IG˜(γ, ω, gϕ) = 0 ;
(4) si M˜ = L˜,
IG˜(γ, ω, gϕ) =
∑
w∈W (L˜)
φ(w(HL˜(γ)))I
L˜(γ, ω, w−1(f [π˜])).
L’image gϕ est somme de fϕ et de termes gϕ,n, pour n = aG˜, ...aL˜ − 1, ou` pw(gϕ,n)
appartient a`
(⊕M˜∈L(M˜0);aM˜=nPW
∞
ell (M˜, ω))
W (M˜0)
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Parce que l’application f 7→ SG
′
(σ˜, f) est continue, l’hypothe`se de re´currence nous dit
que SG
′
(σ˜, gG
′
ϕ,n) = 0 pour tout n = aG˜+1, ..., aL˜−1. En posant simplement gϕ,ell = gϕ,aG˜ ,
on obtient
(5) ℓ(ϕ) = SG
′
(σ˜, fG
′
ϕ ) = S
G
′
(σ˜, gG
′
ϕ )− S
G
′
(σ˜, gG
′
ϕ,ell).
Puisque gϕ,ell est cuspidale, la de´finition du transfert spectral elliptique nous permet de
re´crire
ℓ(ϕ) = SG
′
(σ˜, gG
′
ϕ )− I
G˜(τ˜ , gϕ,ell) = S
G′(σ˜, gG
′
ϕ )− I
G˜(τ˜ , gϕ).
On fixe ϕ ∈ F . Soit X ∈ AL˜. On de´finit la fonction ϕX comme en 2.7. Pour un domaine
D comme dans ce paragraphe, la fonction ϕX ve´rifie la condition 2.6(4) pour X ∈ D.
Parce que τ˜ est elliptique, donc supertempe´re´e, le meˆme raisonnement qu’en 2.7 montre
que
(6) limX∈D;|X|→∞I
G˜(τ˜ , gϕX) = 0.
A l’aide des formules (3) et (4), on calcule aise´ment les inte´grales orbitales stables de
la fonction gG
′
ϕX
. On fixe des donne´es auxiliaires G′1,...,∆1 pour G
′, en supposant pour
simplifier que le caracte`re λAG′
1
de 2.1 est trivial. Soit L˜′ un espace de Levi de G˜′. Notons
L˜′1 son image re´ciproque dans G˜
′
1. Soit δ1 ∈ L˜
′
1(R) un e´le´ment G˜-re´gulier et elliptique
dans L˜′1(R). Il lui correspond un sous-ensemble de G˜(R) qui est soit vide, soit une classe
de conjugaison stable d’e´le´ments fortement re´guliers. Si cet ensemble ne contient aucun
e´le´ment elliptique de L˜(R), il re´sulte de (3) que
S
G′
1
λ1
(δ1, g
G˜′
1
ϕX
) = 0.
Supposons qu’il corresponde a` δ1 un e´le´ment γ ∈ L˜(R) qui est elliptique. Cela entraˆıne
que les espaces AL˜′ et AL˜ sont isomorphes et que HL˜(γ) = HL˜′(δ) (cf. 2.1). Fixons
un ensemble de repre´sentants (γj)j=1,...,k des classes de conjugaison par L(R) dans la
classe de conjugaison stable de γ dans L˜(R). On sait que c’est aussi un ensemble de
repre´sentants des classes de conjugaison par G(R) dans la classe de conjugaison stable
de γ dans G˜(R). De plus, HL˜(γj) = HL˜(γ) pour tout j. On a alors
S
G′
1
λ1
(δ1, g
G˜′
1
ϕX
) =
∑
j=1,...,k
[ZG(γj;R) : Gγj (R)]
−1∆1(δ1, γj)
∑
w∈W (L˜)
φ(w(HL˜(γj))−X)I
L˜(γj, ω, w
−1(f [π˜])).
Pour tout w ∈ W (L˜), notons gw le transfert dans SIλ1(L˜
′
1(R)/AL˜′
1
) de la fonction
w−1(f [π˜]). On obtient l’e´galite´
S
G′
1
λ1
(δ1, g
G˜′
1
ϕX
) =
∑
w∈W (L˜)
φ(w(HL˜′(δ))−X)S
G˜′
1
λ1
(δ1, gw).
A l’aide de ces formules, on peut adapter la preuve de 2.7 : le fait que σ˜ soit supertempe´re´
entraˆıne que
limX∈D;|X|→∞S
G′(σ˜, gG
′
ϕX
) = 0.
Graˆce a` (5) et (6), cela entraˆıne
limX∈D;|X|→∞ℓ(ϕX) = 0.
De nouveau, le lemme 2.7 montre que cette relation est contradictoire avec (2), sauf si
ℓ = 0. Cela de´montre cette nullite´ et le the´ore`me.
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3.3 Le transfert spectral
Fixons des donne´es auxiliaires G′1,...,∆1 pour notre donne´e endoscopique G
′. On a la
variante du corollaire 2.8, avec des notations e´videntes :
Dstspec,λ1(G˜
′
1(R)) =
(
⊕L˜′∈L(M˜ ′
0
)Ind
G˜′
1
L˜′
1
(Dstell,λ1,C(L˜
′
1(R)))
)WG′(M˜ ′
0
)
.
Quand on fait varier les donne´es auxiliaires, on a une petite difficulte´. Soit L˜′ ∈ L(M˜ ′0).
Deux cas se pre´sentent. Si L˜′ est relevant pour G˜, les espaces Dstell,λ1,C(L˜
′
1(R)) se recollent
naturellement en un espace que l’on peut noter Dstell,C(L
′). Si L˜′ n’est pas relevant, il n’y
a pas de recollement intrinse`que (c’est-a`-dire ne de´pendant que de L˜′ et pas du groupe
ambiant G˜′) entre ces espaces. Par contre, les espaces induits Ind
G˜′
1
L˜′
1
(Dstell,λ1,C(L˜
′
1(R))) se
recollent. Cela ne nous geˆne pas trop car il est clair que les transferts a` G˜(R) des e´le´ments
de ces espaces sont nuls. Notons LG˜(M˜ ′0) le sous-ensemble des e´le´ments de L(M˜
′
0) qui
sont relevants pour G˜. Notons Dst,G˜−nulspec (G
′) la somme des images dans Dstspec(G
′) des
espaces Ind
G˜′
1
L˜′
1
(Dstell,λ1,C(L˜
′
1(R))) pour les L˜
′ ∈ L(M˜ ′0)− L
G˜(M˜ ′0). On a alors
Dstspec(G
′) =
(
⊕L˜′∈LG˜(M˜ ′
0
)Ind
G
′
L′
(Dstell,C(L
′))
)WG′(M˜ ′
0
)
⊕Dst,G˜−nulspec (G
′).
On de´finit une application line´aire, que par anticipation, on note
transfert : Dstspec(G
′)→ Dspec(G˜(R), ω)
de la fac¸on suivante. Elle est nulle surDst,G˜−nulspec (G
′). Soit L˜′ ∈ LG˜(M˜ ′0). On peut identifier
L′ a` une donne´e endoscopique de (L, L˜, a), ou` L˜ est un e´le´ment de L(M˜0). On a le
transfert spectral elliptique, qui se prolonge en une application line´aire Dstell,C(L
′) →
Dell,C(L˜(R), ω). Par induction, on en de´duit une application line´aire
IndG
′
L′
(Dstell,C(L
′))→ IndG˜
L˜
(Dell,C(L˜(R), ω)).
Le dernier espace s’envoie naturellement dansDspec(G˜(R), ω). Alors l’application transfert
co¨ıncide sur IndG
′
L′
(Dstell,C(L
′)) avec le compose´ des deux applications pre´ce´dentes. Puisque
le transfert commute a` l’induction, le corollaire suivant re´sulte imme´diatement du the´ore`me
3.2.
Corollaire. L’application transfert est bien le transfert endoscopique, c’est-a`-dire que,
pour tout σ˜ ∈ Dstspec(G
′) et tout f ∈ I(G˜(R), ω), on a l’e´galite´
IG˜(transfert(σ˜), f) = SG
′
(σ˜, fG
′
).
Remarque. Si l’on re´tablit plus canoniquement les espaces de mesures, l’application
transfert devient une application line´aire
transfert : Dstspec(G
′)⊗Mes(G′(R))∗ → Dspec(G˜(R), ω)⊗Mes(G(R))
∗.
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3.4 Transfert K-fini
Soit Ω un ensemble fini de K-types, c’est-a`-dire de repre´sentations irre´ductibles de
K. Pour une fonction f sur G˜(R) et pour k ∈ K, notons λk(f), resp. ρk(f), la fonction
γ 7→ f(k−1γ), resp. γ 7→ f(γk). On dit que f se transforme a` gauche, resp. a` droite
selon Ω si la repre´sentation de K dans l’ensemble de fonctions {λk(f); k ∈ K}, resp.
{ρk(f); k ∈ K}, se de´compose en repre´sentations irre´ductibles appartenant a` Ω. On note
C∞c (G˜(R),Ω) l’espace des fonctions qui se transforment a` droite et a` gauche selon Ω. On
note I(G˜(R), ω,Ω) son image dans I(G˜(R), ω). L’espace C∞c (G˜(R), K) est la re´union des
C∞c (G˜(R),Ω) quand Ω parcourt tous les ensembles finis de K-types.
Soit (π, π˜) une ω-repre´sentation telle que π soit irre´ductible ou, plus ge´ne´ralement
telle que π soit de longueur finie et que toutes ses composantes irre´ductibles aient un
meˆme parame`tre infinite´simal. Notons µ ce parame`tre, qui est une orbite dans h∗ pour
l’action de W . On a vu en 1.2 que l’intersection (µ˜(ω)+ hθ,∗)∩ µ e´tait une unique orbite
sous l’action deW θ. Notons-la µ˜(π˜). Soient L˜ ∈ L(M˜0) et π˜ ∈ Eell,0(L˜, ω). A π˜ est associe´
une orbite µ˜(π˜) ⊂ µ˜(ω) + hθ,∗ pour l’action de WL,θ. Notons µ˜(π˜)G l’orbite pour l’action
de W θ engendre´e par µ˜(π˜). Appelons ”type spectral” une orbite dans µ˜(ω) + hθ,∗ pour
l’action de W θ. Re´alisons l’espace PW∞(G˜, ω) en fixant des bases comme en 2.2. Pour
L˜ ∈ L(M˜0), on note B(L˜) la base fixe´e de Dell,0(L˜(R), ω). Pour un type spectral µ˜,
de´finissons le sous-espace PW (G˜, ω, µ˜) des familles (ϕL˜,π˜)L˜∈L(M˜0),π˜∈B(L˜) appartenant a`
PW∞(G˜, ω) ve´rifiant la condition suivante :
- pour L˜ ∈ L(M˜0) et π˜ ∈ B(L˜), on a ϕL˜,π˜ = 0 si µ˜(π˜)
G 6= µ˜.
Il est clair que PW (G˜, ω) est la somme directe des PW (G˜, ω, µ˜) sur tous les types
spectraux µ˜ (et PW∞(G˜, ω) est le comple´te´ de cette somme). Plus ge´ne´ralement, pour un
ensemble fini Ωpw de types spectraux, notons PW (G˜, ω,Ωpw) la somme des PW (G˜, ω, µ˜)
pour µ˜ ∈ Ωpw. Le the´ore`me de Delorme et Mezo affirme pre´cise´ment que
(1) pour tout ensemble fini Ω de K-types, il existe un ensemble fini Ωpw de types
spectraux tel que pwG˜,ω(I(G˜(R), ω,Ω)) ⊂ PW (G˜, ω,Ω
pw) ;
(2) pour tout ensemble fini Ωpw de types spectraux, il existe un ensemble fini Ω de
K-types tel que PW (G˜, ω,Ωpw) ⊂ pwG˜,ω(I(G˜(R), ω,Ω).
Dans le cas ou` (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure, on a les variantes
stables SI(G˜(R),Ω) et PW st(G˜,Ωpw). En reprenant la preuve du corollaire 2.9, on obtient
des variantes de (1) et (2) pour ces variantes stables.
Fixons des donne´es auxiliaires G′1,...,∆1 pour notre donne´e endoscopique G
′. On fixe
un sous-groupe compact maximal K ′1 de G
′
1(R). Les constructions ci-dessus s’adaptent
a` ces donne´es auxiliaires, en conside´rant alors des fonctions et des repre´sentations qui
se transforment selon le caracte`re λ1 de C1(R). Il convient peut-eˆtre de parler alors de
λ1-type spectral
Corollaire. (i) Pour toute fonction f ∈ C∞c (G˜(R)) qui est K-finie, le transfert f
G′ est
l’image dans SI(G′) d’une fonction K ′1-finie dans C
∞
c,λ1
(G˜′1(R)).
(ii) Soit Ω un ensemble fini de K-types. Alors il existe un ensemble fini Ω′1 de K
′
1-
types tel que, pour tout f ∈ C∞c (G˜(R),Ω), le transfert f
G′ est l’image dans SI(G′) d’un
e´le´ment de C∞c,λ1(G˜
′
1(R),Ω
′
1).
(iii) Soit Ω′1 un ensemble fini de K
′
1-types. Alors il existe un ensemble fini Ω de K-
types de sorte que la condition suivante soit ve´rifie´e. Soit f0 ∈ C∞c (G˜(R)), supposons
que son transfert fG
′
0 soit l’image dans SI(G
′) d’un e´le´ment de C∞c,λ1(G˜
′
1(R),Ω
′
1). Alors
il existe f ∈ C∞c (G˜(R),Ω) tel que f
G′ = fG
′
0 .
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Preuve. Evidemment, (i) re´sulte de (ii). Le transfert s’identifie a` une application
line´aire
transfert : PW∞(G˜, ω)→ PW∞,stλ1 (G˜
′
1).
Notons Im son image. Graˆce aux proprie´te´s (1) et (2) ci-dessus et a` leurs analogues
stables, les assertions (ii) et (iii) re´sultent des proprie´te´s suivantes
(3) soit Ωpw un ensemble fini de types spectraux pour G˜ ; alors il existe un ensemble
fini Ω′pw de λ1-types spectraux pour G˜
′
1 de sorte que
transfert(PW (G˜, ω,Ωpw)) ⊂ PW stλ1(G˜
′
1,Ω
′pw);
(4) soit Ω′pw un ensemble fini de λ1-types spectraux pour G˜
′
1 ; alors il existe un
ensemble fini Ωpw de types spectraux pour G˜ de sorte que
Im ∩ PW stλ1(G˜
′
1,Ω
′pw) ⊂ transfert(PW (G˜, ω,Ωpw)).
Un λ1-type spectral µ˜
′ pour G˜′1 est une orbite pour l’action de W
G′ dans hG
′,∗. Cet
ensemble est isomorphe a` µ˜(ω) + hθ,∗, l’isomorphisme e´tant compatible avec les actions
de WG
′
et W θ et le plongement de WG
′
dans W θ. On peut donc de´finir l’orbite pour
W θ engendre´e par µ˜′, que l’on note (µ˜′)G. On obtient une application q : µ˜′ 7→ (µ˜′)G de
l’ensemble des λ1-types spectraux pour G˜
′
1 dans l’ensemble des types spectraux pour G˜.
Cette application est a` fibres finies. Montrons que
(5) pour tout type spectral µ˜ pour G˜, on a l’inclusion
transfert(PW (G˜, ω, µ˜) ⊂ PW stλ1(G˜
′
1, q
−1(µ˜)).
Soit (ϕL˜,π˜)L˜∈L(M˜0),π˜∈B(L˜) un e´le´ment de PW
∞(G˜, ω), notons (ϕL˜′
1
,σ˜1
)L˜′∈L(M˜ ′
0
),σ˜1∈Bst(L˜′1)
son transfert (avec une notation e´vidente). D’apre`s le corollaire 3.3, on a la description
suivante. Soit L˜′ ∈ L(M˜ ′0). Si L˜
′ ne correspond pas a` un espace de Levi de G˜, alors
ϕL˜′
1
,σ˜1
= 0 pour tout σ˜1. Supposons que L˜
′ soit associe´ a` un espace de Levi L˜ ∈ L(M˜0).
Pour σ˜1 ∈ Bst(L˜′1), on peut e´crire transfert(σ˜1) comme une combinaison line´aire finie
d’e´le´ments de la base B(L˜) :
transfert(σ˜1) =
∑
π˜∈B(L˜)
cπ˜π˜.
On a alors
ϕL˜′
1
,σ˜1
=
∑
π˜∈B(L˜)
cπ˜ϕL˜,π˜.
Par compatibilite´ du transfert avec les actions des centres de l’alge`bre enveloppante,
on sait que les e´le´ments π˜ qui apparaissent ont un caracte`re central parame´tre´ par la
WL-orbite dans h∗ engendre´e par la WL
′
-orbite µ(σ˜1) dans h
G′,∗ ≃ µ˜(ω) + hθ,∗. Il en
re´sulte que µ˜(π˜) = (µ˜(σ˜1))
G. Supposons que la famille (ϕL˜,π˜)L˜∈L(M˜0),π˜∈B(L˜) appartienne a`
PW (G˜, ω, µ˜). Si µ˜(σ˜1) 6∈ q−1(µ˜), le coefficient cπ˜ est nul ou ϕL˜,π˜ est nul. Donc ϕL˜′
1
,σ˜1
= 0.
Cela prouve que la famille (ϕL˜′
1
,σ˜1
)L˜′∈L(M˜ ′
0
),σ˜1∈Bst(L˜′1)
appartient a` PW stλ1(G˜
′
1, q
−1(µ˜)). Cela
prouve (5).
L’assertion (3) en re´sulte imme´diatement : il suffit de prendre pour Ω′pw la re´union
des q−1(µ˜) pour µ ∈ Ωpw.
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Pour tout type spectral µ˜ pour G˜, on a de´fini PW (G˜, ω, µ˜) comme un sous-espace
de PW∞(G˜, ω). On a un projecteur pµ˜ : PW
∞(G˜, ω) → PW (G˜, ω, µ˜). Il associe a` une
famille (ϕL˜,π˜)L˜∈L(M˜0),π˜∈B(L˜) la famille (ϕ
′
L˜,π˜
)L˜∈L(M˜0),π˜∈B(L˜), ou`
ϕ′
L˜,π˜
=
{
ϕL˜,π˜, si µ˜(π˜) = µ˜;
0, sinon.
Plus ge´ne´ralement, on a un projecteur pΩpw : PW
∞(G˜, ω) → PW (G˜, ω,Ωpw) pour tout
ensemble fini Ωpw de types spectraux. La preuve de (5) prouve plus ge´ne´ralement que,
pour tout tel ensemble, on a
transfert ◦ pΩpw = pq−1(Ωpw) ◦ transfert.
Soit Ω′pw un ensemble fini de λ1-types spectraux pour G˜
′
1 , posons Ω
pw = q(Ω′pw).
Soit ϕ′ ∈ Im ∩ PW stλ1(G˜
′
1,Ω
′pw). Introduisons un e´le´ment ϕ ∈ PW∞(G˜, ω) tel que
transfert(ϕ) = ϕ′. Parce que ϕ′ ∈ PW stλ1(G˜
′
1,Ω
′pw), on a pq−1(Ωpw)(ϕ
′) = ϕ′. Donc
ϕ
′ = pq−1(Ωpw)(ϕ
′) = pq−1(Ωpw) ◦ transfert(ϕ) = transfert ◦ pΩpw(ϕ).
Donc ϕ′ est le transfert de l’e´le´ment pΩpw(ϕ) ∈ PW (G˜, ω,Ωpw). Cela prouve (4) et le
corollaire. 
3.5 Transfert K-fini, version ge´ne´rale
Conside´rons dans ce paragraphe un K-espace KG˜, cf. [I] 1.11. On fixe pour chaque
composante connexe KG˜p un espace de Levi minimal M˜p,0 et un sous-groupe compact
maximal Kp de Gp(R) en bonne position relativement a` M˜p,0. Les de´finitions du pa-
ragraphe pre´ce´dent se ge´ne´ralisent imme´diatement. Un ensemble fini de K-types est la
re´union disjointe d’ensembles finis de Kp-types. On a une application de transfert
I(KG˜(R), ω)→ ⊕
G′∈E(G˜,a)SI(G
′).
On renvoie a` [I] 4.11 pour les notations (on a supprime´ les espaces de mesures, les mesures
e´tant fixe´es depuis 2.2). Pour tout G′ ∈ E(G˜, a), fixons des donne´es auxiliaires G′1,...,∆1
et un sous-groupe compact maximal KG
′
1 de G′1(R).
Corollaire. (i) Soit Ω un ensemble fini deK-types. Alors il existe pour toutG′ ∈ E(G˜, a)
un ensemble fini de KG
′
1-types ΩG
′
1 de sorte que, pour tout f ∈ C∞c (KG˜(R), ω,Ω) et tout
G′ ∈ E(G˜, a), le transfert fG
′
soit l’image dans SI(G′) d’un e´le´ment de C∞c,λ1(G˜
′
1(R),Ω
G′
1).
(ii) Pour tout G′ ∈ E(G˜, a), soit ΩG
′
1 un ensemble fini de KG
′
1-types. Alors il existe
un ensemble fini Ω de K-types de sorte que la condition suivante soit ve´rifie´e. Soit f0 ∈
C∞c (KG˜(R)), supposons que, pour tout G
′ ∈ E(G˜, a), le transfert fG
′
soit l’image dans
SI(G′) d’un e´le´ment de C∞c,λ1(G˜
′
1(R),Ω
G′
1). Alors il existe un e´le´ment f ∈ C∞c (KG˜(R),Ω)
tel que fG
′
= fG
′
0 pour tout G
′ ∈ E(G˜, a).
Preuve. Le (i) se de´duit imme´diatement du (ii) du corollaire pre´ce´dent. Le (ii) se
prouve de la meˆme fac¸on que le (iii) de ce corollaire. On laisse les de´tails au lecteur. 
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3.6 Le cas du corps de base C
Dans tout l’article, le corps de base e´tait R. Remplac¸ons-le maintenant par C. Les
meˆmes de´finitions et the´ore`mes restent valables. En effet, conside´rons un triplet (G, G˜, a)
de´fini sur C. Par restriction des scalaires, on en de´duit un triplet (GR, G˜R, aR) sur R. Il
suffit alors d’appliquer les the´ore`mes a` ce triplet. En fait, le cas complexe est beaucoup
plus simple. Il n’y a de fonctions cuspidales sur G˜(C) que si G est un tore. Le groupe
G est force´ment de´ploye´. Dans le cas ou` (G, G˜, a) est a` torsion inte´rieure, on a l’e´galite´
SI(G˜(C)) = I(G˜(C)).
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