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The existence of random solutions of operator equations involving operators of 
type (M) is studied. The random analog of a deterministic result obtained by 
Petryshyn and Fitzpatrick (Trans. Amer. ,%iath. Sot. 160 (1971). 39-63) for such 
operators is the main theorem. It is then followed by existence results for random 
Hammerstein operator equations. 
1. INTRODUCTION 
The study of random operator equations was first initiated by Spacek I17 1 
and Hans [4] with a systematic development of the theory of random fixed 
points. Subsequently these results were extended and applied to various 
problems by Hans [S, 61 and Bharucha Reid [ 1.21. Now there is a wide 
range of literature in this field with contributions by Himmelberg 18 I. 
Kuratowski and Ryll-Nardzewski [ 141, Tsokos and Padgett [ 18). and 
others. 
Recently, the author 1 I1 1 has made use of the theory of measurable 
selectors of multivalued mappings to obtain random solutions of P-compact 
operators. The random analogs of the fixed point theorems of Schauder, 
Rothe. and Altman were obtained as corollaries. In this paper we extend this 
theory to obtain random solutions of operator equations involving operators 
of type (M). Our primary objective is to get the random analog of the main 
deterministic result of Petryshyn and Fitzpatrick [ 16). This is then subse- 
quently used to get a random solution of Hammerstein operator equations. 
As a corollary we derive an existence theorem of Kannan and Salehi [ 13 1 for 
such equations. 
In Section 2 we introduce the necessary and basic concepts of the theory 
of nonlinear functional analysis and the theory of random operators. 
Section 3 deals with existence results. We conclude the paper in Section 4 by 
giving a concrete example in support of our theory. 
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2. PRELIMINARIES 
Throughout this paper (52, j?,,u) denotes a complete probability measure 
space and X a separable real Banach space with dual X*, (. . .) denotes the 
duality pairing between X and X*. If X is a Hilbert space, then (. . .) 
indicates the inner product in X. For any subset D of X. 2” denotes the 
family of all subsets of D and WK(D) the family of nonempty weakly 
compact subsets of D. 
A mapping T: f2 -+ 2’ is said to be (w-)measurable if for any (weakly) 
closed subset C of X, T-‘(C) = {o E R: T(o)n C# 0} is inP. A 
(+)measurable mapping g: R -+ X is said to be a measurable selector of a 
(w-)measurable mapping T if for any w E 0, g(w) E T(w). Any X-valued 
measurable mapping is called a random variable. Then T: 0 x D + X is 
called a random operator if for any .Y E D, T(.)x is a random variable. An 
equation of the type T(.) x(.) = ~(a). where .r is a given random variable, is 
called a random operator equation. A X-valued random variable .x(w) which 
satisfies the equation ,u{w: T(o)x(w) = J(W)} is said to be a random 
solution of the random operator equation. 
An operator T: X+ X* is said to be bounded if it maps bounded subsets 
of X into bounded subsets of X*. T is called compact if it maps bounded 
subsets into precompacts sets. Then T is demicontinuous if -Y, 4 ,K implies 
that Ts, converges to TX in the weak* topology of X*. T is hemicontinuous 
if x n + s along a line implies that T.y,, converges to Ts in the weak” 
topology. Mapping T: X -+ X* is called monotone if (Tx - TV, x - y) > 0 for 
all s. .r* E D(T). For every monotone operator with open domain, hemicon- 
tinuity is equivalent to demicontinuity. A bounded linear monotone operator 
A : X + Xx is said to be angle-bounded if there exists constant C > 0 such 
that l(A.u, J,) - (AJ, .u)l < 2C[ (As, .u)(A!, J) 1’ ‘. It is clear that every 
symmetric monotone operator is angle-bounded with C = 0. Mapping T: 
X-r X” is called coercive if there exists a function C: R, --t R such that 
(T.u.s)> C(l~xl/)ll.ul~ and C(r)+ co as r+ co. 
A random operator T: f2 x X+ X* is called hemicontinuous (demicon- 
tinuous, monotone, etc.) if for each LL) E J2, T(w) is hemicontinuous 
(demicontinuous. monotone, etc.). 
With these definitions we have 
THEOREM 2. I [ 15 1. Let X be a separable metric space and Y be a metric 
space. Let T: R X X-+ Y be a continuous random operator such that almost 
surely T(o) is invertible and its inverse T-‘(w) is continuous. Then T- ’ is 
also a random operator from a x Y onto X. 
THEOREM 2.2. 1131. Let X and Y be separable Banach spaces and let 
T: a X X-, Y be a demicontinuous random operator. Then for any X-valued 
random variable x, the function T(w, x(w)) is a Y-valued random variable, 
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THEOREM 2.3 [8]. Let X be a separable metricizable space and let G,: 
R -+ 2x be a sequence of wmeasurable functions with closed values. Also 
assume that for each o E Q, G,(o) is compact for some n. Then G = n G, is 
measurable. 
In the following if CJ is a family of functions from Q to X. then U(W) 
denotes the set = (u(w): u E U) for each w E f2. 
THEOREM 2.4 [8]. Let X be a separable metric space and let F: R -+ 2,’ 
be a function with complete values. Then F is w-measurable tf there exists a 
countable family U of measurable selectors for F such that F(w) = U(w) for 
all co E 0. 
THEOREM 2.5 [ 141. Let X be a separable metric space and let T: R + 2’ 
be a closed valued measurable function. Then there exists at least one 
random selector for T. 
THEOREM 2.6 19, 111. Let X be a finite-dimensional Banach space and 
let T: R x X + X* be a continuous random operator such that for all w E R 
(T(u)x, x) Z 0 for (I?cIJ = r. 
Then there exists a random solution x(w)E B,(=(x: /1x(1 <r)) of the 
operator equation T(w) x(o) = 0. 
3. EXISTENCE THEOREMS 
In this section we obtain existence results for random equations involving 
operators of type (M). Following Petryshyn and Fitzpatrick [ 16 1. we define 
the operators of type (M). 
DEFINITION 3.1. Let X be a reflexive Banach space and T: X + X”. 
Then T is said to be of type (M) provided the following two conditions hold: 
(i) If -Y, - .Y in X. T(x,) - g in X* and. lim supn (TX,, x,) < (g. x), 
then TX = g. 
(ii) T is continuous from finite-dimensional subspaces of X into X* 
equipped with weak * topology. 
As before we say that a random operator T: R x X--t X* is of type (M) if 
T(w) is of type (M) for all u E R. 
It can be shown that every hemicontinuous monotone operator is of type 
(M). The sum of two operators of type (M) need not be of type (M) and also 
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a compact operator need not be of type (M). For a more detailed discussion 
on such operators refer to Petryshyn and Fitzpatrick [ 161. 
We now state and prove our main theorem which is the random analog of 
[ 16, Proposition 1.21. 
THEOREM 3.1. Let X be a separable rejlexit>e Banach space and T: B x 
X + X* be a demicontinuous random operator of type (IV). Further, let 
condition (C) be satisfied: 
(C ) If {xn } is a bounded sequence in X such that for every w E J2, 
((T(o)-G, x,)} is also bounded; then (T(w) x, 1 is bounded for almost all 
w E i-2. 
If there exists an r > 0 such that (T(w)x, x) > 0 for lIxy/I = r and for all 
w E R, then there exists a random solution x(w) of the operator equation 
T(w) x(w) = 0. (3.1) 
Proof Let (un}EE, be a linearly independent subset of X such that its 
linear span W is dense in X. Let X, = [u,, u2 ,.... u,] and j,,: X,, + X be the 
injection mapping with dual j,*. Define T,,(w) =X,, +X* by T,,(tu)x = 
j,*T(to)j,,x. 
Since j,, j,” are continuous and T(m) is a demicontinuous random 
operator it follows by Theorem 2.2 that T,,(o) is a demicontinuous random 
from X, to X,*. Further for each x E B, nX, we have (T,,(w)s, s) = 
(T(o)x, *Y) > 0 for all w E Q. Hence it follows by Theorem 2.6 that there 
exists x,(w) E B(B, X.,u) with lI-u,(o)ll < r such that T,(o) x,(w) = 0 for all 
cc) E n. 
We now use the theory of measurable selector to extract a measurable 
convergence subsequence out of (x,,(o)t. For each n, define G,: R + WK(Br) 
by G,(cu) = wcZ{xi(o): i > n} for each cc) E R. Then by Theorem 2.4 the 
mappings G, are w-measurable and so is the mapping G: R + WK(Br) 
defined by G(w) = n;;, G,(o) (by Theorem 2.3). It now follows by 
Theorem 2.5 that there exists a w-measurable selector -u(w): f2 + B, of G. 
Because the space is separable, it follows that x(w) is also measurable. 
We claim that this random variable -Y(Q) is the solution of the operator 
equation (3.1). If this is not so, then there exists a measurable subset M of R 
with p(M) > 0 and C&(W) E X such that (T(U) s(w), r,(w)) < 0 for each 
w E M. Since W is dense in X and &,(w) E X. it follows that there exists 
r(w) E X,. for some N such that 
(T(w) -K(W), 5(w)) < 0 for each w E M. (3.2) 
We now proceed to get a contradiction to (3.2). Fix o E M and consider 
.x(w) E G(w). By the definition of G(w) it implies that there exists a subse- 
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quence X,(O) of x,(o) which converges weakly to X(W) and so we have 0 = 
(T,,,(w) X,(W), x,(w)) = (T(w) .Y,~(w). X,(W)). Therefore condition (C I of the 
hypothesis implies that (T(w)x,(w)} is bounded and in view of reflexivity of 
X we may assume that T(u)x,(w) - g(tu) for some g(w) E X4’. Again, 
since w is dense in X and s(w) E X. there exists a sequence <,,,(CU) E S,,, 
such that &,(w)+.Y(w). So we get 
lim sup (T(0)) S,(U ). s,,(w)) < lim sup (T,,(cc,) s,(w). s,(w) - <,,(w)) 
m 111 
+ lim;up (T(o).u,~(w). l*(w) ~ S(U)) 
+ lim sup (T(w) s,,(w), s(w)). 
m (3.3) 
Since T,(o) x,,,(w) = 0, r,,,(w) ---) X(O) and T(to) x,(c~) - g(tu); we claim 
from (3.3) that lim sup,(ir(w) X,(W), s,(w)) Q (g(w). X(W)). In view of the 
fact that T(o) is of the type (M) and X,,,(W) - X(OJ). it follows that 
7-(u) x(u) = g(u). 
Now, for m > N, (T(w)s,(u), r(u)) = 0 and therefore 
0 = lim (T(u) .x,(u). t(u 1) 
m - 7 
= (g(u), t(O)) 
= (nu) -quc,, quo). 
a contradiction to (3.2). This proves the theorem. 
We now discuss existence theorems for the abstract random Hammerstein 
oerator equation 
s(u) + K(u) N(u) x(u) = 0. (3.4) 
where N(u): X* + X is a bounded, demicontinuous random operator of type 
(M) and K(u): X-r X* is a suitable continuous linear random operator. The 
class of such an operator equation includes random nonlinear integral 
equation of the type 
.K(s:u) + I' K(s. t;u)f(t,s(f: w))df = 0. 
-L 
In the deterministic setting, this type of equation has been studied by many 
authors. In the random setting its study is limited to few-Kannan [ 12 1, 
Kannan and Salehi I13 1, Itoh 19 I. and Joshi [ 101. We give the random 
analogs of the results of Petryshyn and Fitzpatrick [ 16 1 for such an 
equation. These results are new and generalize the known results available in 
the literature. 
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Since X is reflexive, we shall alternatively consider the operator equation 
K*(o)x(o) + K(u) N(w) K*(o) x(u) = 0. (3.5) 
THEOREM 3.2. Let X be a separable reflexme Banach space and K: R x 
X+X* a continuous linear random operator such that the functional f (w): 
X + R defined by f (w)x = (K(w)x, x). s E X is weakly lower semicontinuous 
for all o E f2. Suppose N: B x X * +X is a bounded, demicontinuous 
random operator of type (M). If there exists a number r > 0 such that 
(K*(tr,)x. x) + (N(w) K*(w)x, K*(w)x) > 0 for Il,Y(I = r (3.6) 
and for all w E Q, then there exists a random solution x(o) E X* of (3.4). 
ProoJ: As mentioned before, solvability of (3.4) is equivalent to the 
solvability of (3.5). Let T(w) = K*(w) + K(w) N(w) K*(w). Since K(w) is a 
bounded linear random operator so is K*(w). The randomness of 
K(o) N(w) K*(w) follows from Theorem 2.2 and hence the sum T(w) = 
K*(o) + K(w) N(w) K*( w is a demicontinuous random operator. By [ 16, ) 
Proposition 1.41. T(w) is of type (M) and bounded for all w E R. Thus T(w) 
satisfies all the conditions of Theorem 3.1 and hence there exists a random 
solution of (3.5) and hence of (3.4). 
We have the following random analog of [ 16, Corollary I]: 
COROLLARY 1. Let X and N be as defined in Theorem 3.2 and suppose 
K: R x X+X* is a continuous linear random operator such that 
lIK*(~)-~11 > a II-~/I for all x E X (3.7) 
and for all o E Q (u > 0). Suppose that N is coercive. then (3.4) has a 
random solution x(w). 
Inequalities (3.6) and (3.7) are somewhat strong and hard to verify. One 
can weaken these by assuming further that the linear mapping K(o) is angle- 
bounded. We first state this proposition of Browder [ 31 with slight refor- 
mulation. 
PROPOSITION 3.1. Let X be a separable reflexive Banach space. Let 
K: R x X + X* be a continuous, monotone, linear angle-bounded random 
operator with 11 K(w)\1 < K, and with afixed constant C of angle-boundedness 
for all w E R. Then there exists a separable Hilbert space H (independent 
of w), a bounded linear random operator S(o): X + H and a skewsymmetric 
linear random operator B(o): H + H such that for each w E R 
K(w) = S*(w)(Z + B(oJ)) S(w) 
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and 
This gives us 
PROPOSITION 3.2. Let B(~J) and H be as in Proposition 3.1. Then 
II+B(w)] is a bounded linear random operator on R(I + B(W)) and it 
satisfies the inequalitjl 
I[I+B(w)j-‘h,hl,>(I +C’)-‘Ilhll;,. (3.8) 
Proof: By hypothesis B*(o) = -B(w) and hence [I + B(o)h, h 1 = I/h II;,. 
By the open-mapping theorem it now follows that ]I + B(w) 1~ ’ is a bounded 
linear operator for all w E R. By Theorem 2.1 we get the remaining part of 
the theorem. Inequality (3.8) is the same as in Browder 13 1. 
THEOREM 3.3. Let X and K be as in Proposition 3.1. Let N: R x X” + X 
be a bounded demicontinuous random operator of type (M) satisjjing the ine- 
qua&J 
(N(u)s. x) 3 -k(OJ) + (N(w)O. .r) (3.9) 
for all .uE X* and for all w E R (k(w) > 0 for all w). If 
k(w)( I + C’) K, < 1, then (3.4) has a random solution x(w). 
Proof. The solvability of (3.4) is equivalent to the solvability of the 
operator equation 
where 
T(W) x(o) = 0. 
T(w) = [I + B(o)1 -’ + S*(w) N(w) S(w). 
As before T(w) is a demicontinuous random. Also by [ 16, Proposition 1.7 I. 
T(o) is of type (M) and bounded for all w E R. In view of (3.9), one can 
show that T(w) satisfies the boundary condition 
(T(w)x. x) > 0 for I/.x/I = r for some r > 0. 
The result now follows by Theorem 3.1. 
Since every hemicontinuous monotone mapping is a demicontinuous 
mapping of type (M) satisfying inequality (3.9) for k(w) = 0, we get 
Theorem 2 of Kannan and Salehi [ 13 ] as a corollary. 
COROLLARY 2. Let X be a separable rejlexitle Banach space. Let K: B X 
X + X* be a continuous, linear symmetric monotone random operator and N: 
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R x X* + X be a bounded hemicontinuous monotone random operator. Then 
(3.4) has a unique random solution. 
4. EXAMPLE 
Let us consider the random analog of the integrodifferential equation 
discussed by the author in [ lo] 
x(s; u) - 1’ qs, c u) 
-r 
x [L(u) x(t; u) + B(t, x(t; w), x,(t; u), x2(t: cc)); u)] dt, (4.1) 
where CC R’. t = (t,, tJ, and 
xi(t) = g . i= 1,2, 
I 
+dx(t)=$ (b,(u)%) +& (b,(w)g). 
We assume that the kernel K is random and for a fixed w E R, K is in 
Wi*‘(C x C) and is symmetric and monotone. Likewise B is a random 
function and is such that 
where b(o), b,(u), b,(w) are random functions such that b,(w) > 0. 
b,(t; o) > r, b,(t; w) 2 r; r > 0, b,(o), b,(w) E L’(Z). 
Using the notations of [lo] we can write (4.1) as 
x(s;u)+ (_ K(x,t;u) ,: \- (-1)‘“’ D”B,(t, ~(x(w)); w) dt = 0, (4.2) 
where 
409:94,2- I2 
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By a weak random solution of (4.2) we mean a random variable s(o): 
0 + WA-’ such that 
x(s;w)+ I_ 1’ D”K(s, t; w) B,(f, <(x(w)); w) dt = 0. (4.3) 
-1 InlXl 
As in ] lo], we define operators K(o), F(o): Wiu2 + Wiq2 as 
IK(o)u](s) = .i, K(s, t; 0) u(t) df 
and 
(0, F(w)u) = I_ \’ 
-1 IaCl 
Da(@)) B,(t, ((u(t)); o) dt. 
Following Joshi [lo], we can now show that solvability of (4.3) is equivalent 
to the solvability of the operator equation 
x(w) + K(w) F(o) x(0) = 0. (4.4) 
We assume that the kernel K and the nonlinear function B are such that the 
corresponding operator K(w) and F(o) are random. One can verify that the 
operators K(w) and F(w) satisfy all the conditions of Theorem 3.3 and hence 
if b,,, ]] KII < 1 there exists a weak random solution of (4.1) (here II,,, = 
max(h lib, II1 II b, II)). 
Remark. Examples 1 and 2 of Kannan and Salehi ] 131 (when reduced to 
integral equation form) can be considered as special cases of our example. 
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