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Let X1, X, ,..., X, be p random variables with joint distribution function 
F&I I..., x,). Let Z = min(X, , Xa ,..., X,,) and I = i if Z = Xi . In this paper 
the problem of identifying the distribution function F(x, ,..., x,), given the distri- 
bution Z or that of the identified minimum (Z, I), has been considered when F 
is a multivariate normal distribution. For the case p = 2, the problem is 
completely solved. If p = 3 and the distribution of (Z, I) is given, we get a 
partial solution allowing us to identify the independent case. These results 
seem to be highly nontrivial and depend upon Liouville’s result that the (uni- 
variate) normal distribution function is a nonelementary function. Some other 
examples are given including the bivariate exponential distribution of Marshall 
and Olkin, Gumbel, and the absolutely continuous bivariate exponential 
extension of Block and Basu. 
1. SUMMARY AND INTRODUCTION 
Let Xr , Xs ,..., X, be p random variables with joint distribution function 
F(x, ,..., x,). Let 2 = min(X, , Xs ,..., X,). In many physical situations one 
would be required to draw inference about the joint distribution F(x, ,..., x,) 
based on sample observations of 2. Thus in problems of competing risks, or in 
studying reliability of complex systems, an individual or a system of components 
may be exposed to p different causes of death where Xi is the time to death 
from cause Ci (i = 1,2,..., p). Although one would like to know about the 
distribution of the Xi’s, only observations on Z’s will be available. 
If the Xi’s are independent and identically distributed with a common cdf F(x), 
then obviously F(x) is uniquely determined from the distribution of 2. If the 
X,‘s are independent, but not identically distributed, Fi(x) could be uniquely 
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determined if it is also known that Z is equal to a given Xi , that is, along with Z 
we observe an integer valued random variable I (I = 1,2,..., p) where we define 
I = i if Z = Xi . The pair (Z, I) will be referred to as the identified minimum. 
For a bibliography of the literature in this area see David and Moeschberger 
(1977). 
There are many physical situations where it is desirable to test the assumption 
so frequently made that the Xi’s are independent. It is therefore natural to study 
theextent to which (Z, 1) or Z determines the joint distribution of X’s and whether 
independence of the X’s can be identified. The following construction illustrates 
the difficulties. Let F(x, , x2) be the joint distribution of (X, , X,), F(x, , x2) = 
P(X, > x1 , X, > xs), and pg(zl , x2) = @(x, , xz)/axi , (i = I, 2). We assume 
the densityf(x, , x2) > 0 V(x, , x2) to avoid some minor technical problems. Let 
G6(x) = exp 1-S” - ffi(z, z)(Q, z))-l da/ 
--a 
and assume lz- -FJz, z)@(z, z)}-l dz diverges for i = 1,2. Then Gi(x) = 
1 - c&c) is a distribution function and (Z, I) has the same distribution whether 
(X, , X,) is distributed according to F(x, , x2) or F/(x, , x2) = G,(x,) G,(+). 
Thus our problem can have a satisfactory solution only if F is known to be in a 
given parametric family 9. For example, independence can be identified iff 
FE 9 and F(x, , x2) # F(x, , 00) . F(co, xJ for some x1 , xs imply F’ 4 9. 
However for a given parametric family it is very difficult to check this condition 
and it is even more difficult to isolate the identifiable parameters. Results for 
some special cases are presented below. It seems reasonable to hope that similar 
results hold for much more general cases but at present even the formulation of 
such a result, not to speak of a proof, seems quite beyond our reach. 
We now summarize the results for the special cases. Ngdas (1971) has observed 
that the distribution of the identified minimum of a normal pair determines the 
distribution of the pair. Nbdas’ proof is not complete, however. In Section 3 we 
complete Ngdas’ proof. In Section 4 we prove Z nearly determines the distribu- 
tion of (X1 , X,) in the case of bivariate normal in the sense that if (X, , X,) and 
(X, , X,) have a bivariate normal distribution and Z = Min(X, , X,) has the 
same distribution as Z’ = Min(X, , X,) then either (X1 , X,) has the same distri- 
bution as (X, , X,) or (X1 , X,) has the same distribution as (X, , Xs). The 
proof of this result makes use of a famous result of Liouville to the effect that the 
(univariate) normal distribution is not an elementary function. Nhdas’ result is 
partly extended to the case of a trivariate normal distribution in Section 5. Here 
we show, under certain conditions, that the distribution of the identified 
minimum of three normal variables determines their joint distribution. In 
Section 6 we use these results to show how the parameters of the joint distribution 
of Xi’s can be estimated. A few other examples are given in the final section. 
Extension of our results to higher dimensional multivariate normals seems to be 
extremely difficult. 
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2. NOTATIONS AND PRELIMINARIES 
Let X, - WPI 9 ui), that is, Xi is normal with mean pj and variance ~~2. Let 
4ti(.) and @ii(.) denote the pdf and cdf of the normal distribution with mean pi 
and variance ui2. Similarly &i(e) and Giti,( .) denote the pdf and cdf of the normal 
distribution with mean pi and variance u;“. Let (X, , Xa) follow the bivariate 
normal distribution with E(X,) = pr , II = pa , V(X,) = u12, V(X,) = ~~3, 
and px,r, E pra . We shall denote this by 
(-5 , -5) - BVW, 9 ~2 3 =I 9 u2 9 rd. 
To avoid trivialities we shall assume throughout that pra < 1. The following 
lemmas prove a number of useful properties of the normal distribution. 
LEMMA 2.1. At least one of (1 - ~rau,~u,) and (1 - pIau,/u,) is positiwe. 
Proof. Since (plaua/uJ(pIauI/ua) = &a < 1, at least one of praua/q and 
plzul/uz is less than one. 
LEMMA 2.2. 
(a) 1 - oii(t) - 5 & ew(1/2)((t4~ot)* aa t--tco, (2-l) I 
tb) 
-w2)wP‘)/ol)z 
@idt) - , t ipi , j=j$ e as t--f -co. (2.2) 
Proof. (a) follows from Feller (1967, p. 175). (b) follows from (a) and 
symmetry of the normal pdf. 
LEMMA 2.3. For i # j, 
lim (+ii(t)}-‘{kj(t)} = 1, if pi = /Jdj , Oi = Uj , 
t-s-m 
(t++m) = 0, if ui < ai or if oj = ui and pj > ~4 (pj < pi), 
= co, if U$ > pi or if oj = oi and /-lj < pi (pj > pi). 
Proof. The lemma follows by direct computation. (2.3) 
LEMMA 2.4. 
(a) lb-, {+ii(t>>-’ &j(t) @j’j’(t) $I 1. 
(b) limt,, ~+ii(t)l%~(t>~l - @fAtI) f l- 
Proof. This follows by Lemma 2.2 and direct computation. 
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Let (4 , X2> - BWpc, ,112 ,q , g2 , p12) and (X3 , X4) - BVNb3 , CL~ 1 u3, 
ug , paa). Define ai (i = 1, 2, 3,4) by 
El = 1 - Pl24J2, 012 = 1 - P12~2h , 
a3 = 1 - p34u,iu, 7 ffh = 1 - p3*u‘Ju3 . 
(2.4) 
Also, define (& , CT;) (i = 1,2,3,4) by 
I (Pl - Pl2ultL2/~2)/% I4 = (l-9 - IL21 6% f Oh (011 = 01, 
u ; I 
41 - Pf2Y2/l % I 6% z Oh 
= a,(1 - pf2y2 (CL1 = 0). 
(2.5) 
& , U; are defined similarly interchanging the suffixes 1 and 2. (& , 0;) and 
(CL; , ui) are the analogous quantities defined in terms of (p3 , p4 , u3 , u, , pa). 
We have the following: 
LEMMA 2.5. If zi # 0, 
and 
(y)’ + (y)” z (Ff + (yr. (2.7) 
Proof. By straightforward algebra, each side of (2.6) is equal to 
(11 P”) 
[(+)’ - 2p (F)(y) + (-)“I. (2.8) 
(2.7) is proved similarly. 
For the next lemma we need the notion of elementary functions as defined in 
Hardy (1966, p. 3). If P(x) is the integral jz f (x) dx where f (x) is an elementary 
function, then P(x) will be called an elementary function if there exists an 
elementary function #(LX) such that P(X) = #(CC) at all but a countable number of 
isolated points, vide Hardy (1966, p. 3, lines 5-10). 
LEMMA 2.6. Let 
44 Pl(4 + a264 P2@) = 4(x), 
u4 p&4 + b2(4 p2w = A,@) 
(2.9) 
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be two equations where, a,(x), hi(x), and A$( x are elementary functions, q(x) and ) 
hi(x) are continuous everywhere, and P,(x) are integrals of elementary functions but 
are not themselves elementary functions. 
Then 
I 
44 b&4 = o 
44 b&4 ’ 
for all x. (2.10) 
Suppose, if possible, (2.10) fails at x = x0 . Then by continuity of 
b,(x) there exists a neighborhood G of x0 where (2.10) fails. This 
Proof. 
ai and 
implies that Vx in this neighborhood (2.9) can be solved to express PI(x) and 
P2(x) as elementary functions in the form 
(2.11) 
Since PI(x) and P2(x) are integrals of elementary functions, this implies by 
analytic continuation that (2.11) is actually true at all but a countable number of 
isolated points, thus contradicting our hypothesis about PI(x) and P2(x). This 
proves the lemma. 
LEMMA 2.7. Let u1 = o3 , o2 = o, . If 
then 
12 r2 
0, = 03 and oi2 = ‘2 =4 9 (2.12) 
Proof. Let 
P12 = P24 * 
k = u2/uI = ~,/a, . 
From (2.4), (2.5), and (2.12), we have 
and 
022(1 - P?2> u42(1 - P324) 
(1 - P12a21d2 = (1 - P24~4/U212 
=12u - Pt2) =22(1 - Pi4) 
(1 - P12%/‘T2J2 = (1 - P24%lu4)2 . 
If k = 1, a, = u2 = us = u, , then (2.12) reduces to 
(2.13) 
(2.14) 
1 + P12 1+ P24 
1 - Pl2 = 1 - p34 ’ 
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or, 
Pl2 = P34 . 
If k # 1, dividing (2.13) by (2:14), we obtain 
(1 - P121f92 
(1 - P12N2 
= (1 - P34/Y2 
(1 - /42 
or (p12 - p&(k - l/k) = 0. Hence plz = p34 .
3. BIVARIATE NORMAL WITH IDENTIFIED MINIMUM 
Let (XI, X2) -BVN&, p2, a,, u2 ,prz). Let 2 = min(Xr , X2) and 
define .Z = i if 2 = Xi (i = 1,2). Similarly, let (X3 , XJ N BVN& , clp , ua , 
a, , pM), and let 2’ = min(X, , X4). As before, let I’ = i’ if 2’ = Xi, (i’ = 3, 4). 
Then Nadas proved the following proposition, tacitly assuming that CQ > 0, 
i = 1,2, 3,4 where oli’s are defined in (2.4). 
THEOREM 1. If (2, I’) and (27, I’) have the same distribution, then 
(Pl 3 l.L2 9 Ul > 02 , PI21 = (Is 9 /J4 9 03 > a4 9 P34)’ 
To prove the above theorem we need a few results. As in NBdas, denoting by 
ft(-) the conditional pdf of Z given Z = Xi , we have 
(3.1) 
Here 
p, = P(I = l), 
N(. 1 0, 1) = @a,r(.) is the standard normal distribution and 
(3.2) 
mz(t> = E(X2 I Xl = t) = tJ2 + PlncJ2/~lxt - tL3. (3.3) 
Similarly, we define p, , f2 , and m, . 
Note 
t - ml(t) = (1 - Pl2+2)t - (CL1 - P12bJlb2)~2) 
Ul(l - P,2,Y2 $1 - P,2y2 
(3.4) 
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If g ;> 0, we have 
P2f2(0 = $22(W - @IYWl~ 
where (A , u3 are defined in (2.5). 
If CL~ < 0, we have 
Paf20) = d22W @lY(Q (3.6) 
And for cyr = 0, 
419 
(3.5) 
P2f2W = d22W - @lYW 
= 422WP2 9 (3.7) 
where pi and u; are as given in (2.5). Similarly, we can handle the cases for 
cxa , 0~s , and 01~. 
We now prove Theorem 1. By Lemma 2.1 at least one of (cyr , 0~s) and one of 
(a3 > 4 01 ) are positive. We shall consider a number of cases. 
Casel. or,>O(i=1,2,3,4). 
Proof. Same as in Nadas (1971). 
Case 2. One of (011, u.J and one of (q, , a4> is positive. 
Proof. Without any loss of generality, assume 011 > 0, 012 < 0. Now, either 
(u, > 0, CL, < 0 or 01s < 0, ~11~ > 0. First assume 01s > 0, cxa < 0. Since the 
distribution of the identified minimums are the same, we have, from (3.1) 
Or, 
@2’2’W = Gbl1(wh3(t) @d4@), for all t. (3.9) 
Taking the limit as t -+ co in the above identity and using Lemma 2.3, we get 
p1 = ps and ur = us. Also, as in Case 1, 11s = p4 and us = u4, since pr = 
P(X, < X2) = P(X, < X4), we have 
Similarly, if possible, let o13 < 0, 0~~ > 0. We obtain, as before, 
Af,@) = M) @2*2’(t) = &Ml - @4414M (3.10) 
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Taking limits on both sides as t -+ -co, the right-hand side goes to 1; however, 
by Lemma 2.4 the left-hand side does not go to I, which is a contradiction. Hence 
the possibility (‘or > 0,01a < 0,01s < 0, and 01~ > 0) cannot arise. 
Case 3. One of (01~ , 01s , 01s) 014) is negative. Without any loss of generality, 
assume a1 > 0, 01s > 0, 01s > 0, and CQ < 0. As in Case 2 we shall obtain an 
equation similar to (3.11) and hence a contradiction. 
Other cases. Similarly, we can consider cases when one (or more) of the CQ’S 
is zero. We omit the details. 
4. BIVARIATE NORMAL WITH NONIDENTIFIED MINIMUM 
In this section we extend the results of the previous section to the case when 
only the distribution of Z is given. We follow the same notations as in Section 3. 
THEOREM 2. If Z and 2’ have the same distribution, then either 
Pl = P3 > 01 = 4, P2 = P4 9 02 = =4 > and P12 = P34 
OY (4.1) 
Pl = P4 9 Cl - "4 > P2 =p3L3, a2 = 03, and Pl2 = P34 * 
Remark 1. In many situations there might be some prior knowledge about 
the relative magnitude of p”l and p2 . Thus in the case of two competing diseases, 
say heart disease and cancer, one can from past knowledge, say, if tar > t~s . 
In this and similar cases where relative magnitudes of pLi’s are known, the 
distribution is completely identified. In the case of identical marginals the 
distributions are obviously completely identified. In all cases, the correlation 
coefficient p is uniquely determined. 
If CL~ > 0 (i = 1,2,3,4), we can write the density of the minimum as 
and 
f(t) = 4llW - @2,2'(O) + +22@)u - @llW (4.2) 
where (& ,G:) are as defined in (2.5). We can obtain similar expressions for f(t) 
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and f’(t) for other values of cxi (; = 1,2,3,4). To prove Theorem 2, we shall 
consider a number of cases. 
Case 1. Let old > 0 (i = 1,2, 3,4). 
Since f(t) = f’(t) for all t, we have from (4.2) and (4.3), after dividing both 
sides by GhlW, 
(1 - @z’&)) + d;;(t) ~z&)U - @lYW 
= 5G@> MO{1 - @ddW~ + 4;llw MW - @33’3~(~N. (4.4) 
Taking limits as t + ---co we have by Lemma 2.3, if a, < 4 (or if o1 = ua and 
p2 > pi), then either 
The case when us > ui , or when ur = us and pa < TV% is handled similarly. 
In each case, without any loss of generality, let us assume that 
so that 
Let 
(PI > 4 = (CL3 9 4, 
+I&) = &3(t) for all t. 
(4.5) 
Yw) = d&/hY(~). 
From (4.4) we can obtain, after some rearrangement, 
(4.6) 
say, where AdO, hdt>, and A,(t) are elementary functions and @%si(t) 
(; = 1,2, 3,4) are nonelementary functions as defined in Section 2, Lemma 2.6. 
Differentiating (4.7) successively with respect to t, and transferring elementary 
functions to the right-hand side, we obtain 
say, and 
+w) @flW - $1(t) @3&) = M)* (4.9) 
Here A,(t) and As(t) are some elementary functions. Thus (4.8) and (4.9) are two 
equations involving the two elementary functions P1 = @rpl, , l’s = @s*s* . By 
Lemma 2.6, we have 
(4.10) 
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Solving (4.10), we have 
$w> = 4m (4.11) 
where c is a finite constant. Equation (4.11) implies that if ur > ua , then 
ua > a4 and conversely. Similarly, if or = ua , then us = a, . Also, &r(t)/#;r(t) = 
const which implies 
and 
-2 -2 u2 -u, = 0 
That is 
p21g2 - p4u;2 = 0. (4.12) 
(P2 = Id and (u2 = ohI* (4.13) 
Note that if we assumed aI = u2 , then (4.13) readily follows. 
Finally, if 111 = pa and ur = ua , the left side of (4.4) + 1 + 1 = 2 as t -+ - ~0. 
So, the right side of (4.4) must +2 as t -+ -co. Hence we must have 
(Pl Y 5) = (P2 2 u2) = (CL3 , us> = (p4 , U‘J. 
To prove p12 = 13~ , equate the limits of the right sides of (4.2) and (4.3) as 
t + co. Using Lemma 2.2, we obtain 
and 
r-2 ui2 + u2 r-2 = uy2 + a‘$ (4.14) 
-2 
u2 + q = ui2 + CT;-“. 
From (4.5), (4.13), and Lemma 2.7 we have 
PI2 = P34 . (4.15) 
Thus the proposition is proved in this case. 
Case 2. Assume only one of (~yr ,012) and one of (%, cyq) is less than 0. 
We omit the proof as it is similar to Case 1 except in various details. 
Case 3. Let only one of (% , 01~ ,01a , ~14) be negative. Without any loss of 
generality, let 9 < 0. That is, a2 < u, . As before,f(t) = f’(t) implies 
(4.16) 
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Dividing both sides of (4.26) and taking limits as t + -co, note in view of 
Lemma 2.3, the left side -+l. However, because of Lemma 2.4, the right-hand 
side +l, a contradiction. Thus Case 3 cannot arise. 
Case 4. 0~~ = 0, as = 0 (and hence 01~ > 0, ‘y4 > 0). Clearly, 
*3 < =1 and *4 < 03 I (4.17) 
and as before, we have 
4lMl - %z’a’W + 422Ml - @lYKo) 
= MW - @4,4W + d44W - @3dW (4.18) 
Since us < ui , dividing (4.28) by &r(t) and taking the limit as t -+ -03, the 
left-hand side tends to 1 + 0 = 1. Similarly, the right-hand side +l + 0, 
which implies &(t) = &(t). Similarly, dividing (4.28) by &s(t), taking the limit 
as t -+ -co, and comparing limits term by term we obtain 
Now from (4.18), 
W) = A4P)l for all t. 
Equating dominating terms of both sides as t -+ -co, we can, as in other cases, 
show that p12 = pw . 
Case 5. Assume a1 = 0, C+ > 0, 05 > 0, and ab > 0. By comparing limits, 
we can show as before that this case cannot occur. 
Similarly, the case or, = 0, C+ > 0, % > 0, and CQ < 0 cannot occur. 
Thus Proposition 2 is proved. 
5. TRIVARIATE NORMAL WITH IDENTIFIED MINIMUM 
In this section we consider the case of trivariate normal distribution with 
identified minimum. Let X(a) (a = 1, 2) be normally distributed with mean 
vector ~(5) and positive definite covariance matrix @), where we denote the jth 
coordinate of X(O) and p (0) by Xj”) and py). The (j, R)th entry of W) is a$). 
Define 
Zta) = min(XF), Xt’, XF’) 
and (5.1) 
p = j’“’ if Zta) = x$4 (P = 1 2 3) ,, - 
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Assume 
a!?) = 1 - /$f)&!l) > 0 23 21 L J (i, j = 1, 2, 3; i # j). 
Then we have the following. 
THEOREM 3. I f  (Z(l), I(l)) and (Zt2), 1c2)) have the same distribution and (5.2) 
holds, then 
p’l’ = p(2) and yp = C(2)* 
Remark 2. The important case when the X~“‘s are independently distributed 
is covered under assumption (5.2). 
We first remark that since Z(l) and Zt2) have the same distribution, it can be 
shown as in the proof of Theorem 2 that (5.2) holds for Zt2) also. This can be 






be normal with mean vector 
and covariance matrix C = (uij) (i, j = 1, 2, 3). Now conditional distribution 
of (2) given X. = xs is 
where 
4%) = Pi + Pi3(+33)(% - A), 
(5.3) 
CT;., = Ui2(1 - p:,>, 
and przs is the partial correlation coefficient of X, and Xs where the effect of Xa 
has been eliminated. Similarly we can obtain conditional distribution of any 
other pair given the third variable. 
Let @G 6 I t~1 , p2 , ul , us , p) denote the tail probability 
Q$, 6 I p1 > /42 , 01 , 02 , P) = P(X > 4 y > b). (5.4) 
Without any loss of generality, assume 
P(P = a) = P(P) = a) = p, (a = 1,2,3). (5.5) 
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Let fa(.) be the conditional density of Z(Q) given I@) = 01. Let I@, j) = 
P{Z(@ < z, W = j}. Then 
Differentiating (5.6) with respect to 2 and omitting the superscript, we have 
P3f3(4 = +33k) @k> ' 1 &.3(47 ~2.3('4 u1.3 ) u2.3 7 Pl2.3) 
= +39@) @by z 1 m1.3 ? m2.3 ) h.3 ? s2.3 , Pl2.3h (5.7) 
where md.3 = (Pi - Pi3W3/~3)1%3 9 
si.3 = ui.31ai3 (i= 1,2) (5.8) 
and clii is given by (5.2). 
To prove the proposition, note since (z(l), Z(l)) and (zf2), P2)) have the same 
distribution, from (5.7), 
&(z) @)(z, z I m$ , mk4 , sl’:! , $l , ~i2~) 
= &‘(z) St2)(z, z I & , m$ , s1$ , sf! , pE3) (5.9) 
or 
(5.10) 
Hence, by Lemma 2.3, 
(& up) = (/A!), uf’) and &b, = A%). (5.11) 
By repeating the same argument, we thus show 
&‘(z) = &‘(z) for all x i= 1,2,3. (5.12) 
From (5.9), we thus have 
@)(z, z I 4% , . rn$i , s,“; , ~2: , p:ij3 . . .> 
= S2)(z, z 1 mlT;k , . rn$ , s,‘“: , SF! , pi‘f3 . . . )- (5.13) 
But each side of (5.13) gives the distribution of the minimum of XI and X, 
given X3. Hence by Theorem 2 we have 
PO.3 = Pit.3 . (5.14) 
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By similar arguments we can show that 
(5.15) 
Now by a result of Yule [see, e.g., Kendall and Stuart (1961, exercise 27.1, 
p. 34311 we have 
P$ = Plaz) , Pk' = P2, and pg = p$. (5.16) 
Thus the proposition is proved when the C$“S are positive. 
By considering each case separately, as in the case of bivariate distribution with 
nonidentified minimum, it is anticipated that the proposition can be proved for 
other cases not satisfying (5.2). 
6. ESTIMATION OF PARAMETERS 
In this section we briefly indicate how the parameters of a bivariate normal 
distribution can be estimated given that only the minimum is observable. Let 
(4 3 X2) -BWPI 3 PZ 7 01 9 02, ~,a>, (6.1) 
and let us assume, without any loss of generality, that either h < pa (or a, < u2). 
Remark 3. As proved in Theorem 2, the assumption pi < p2 (ur < 02) 
is needed so that all the parameters are identifiable. If we did not make that 
assumption, we could still estimate p12 .
Remark 4. David (1957) has considered the case when observations on the 
minimum are available and it is known which coordinate is the minimum 
Let f(z) be the density function of 2 = min(X, Y). For simplicity consider 
the case when 1 - ~&~/4 > 0 and 1 - PROWL > 0. 
Then, as in Section 4, 
f(4 = Mm - @2*2441 + d22cm - @1d41* (6.2) 
Let (X, , YJ (i = 1, 2 ,..., n) be a random sample from (6.1) and let Zi = 
min(X, , YJ. Then the likelihood function is given by 
L = Cl GMal - @2*2kll + MW - @IY(41~ (6.3) 
from which the maximum likelihood estimators can be found. 
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For large n, the method of moments might be simpler to work out. To this 
end note that the moment generating function m(t) of z is given by 
tul+(l\2h% 2 m(t) = e 1 @lx1 ( 
P2 - (1 - fl2~2hY 
(U12 + u22 - 2pqu2)1’2 ) 
+-e tup+d2h%4jo 1 
( 
t-9 - (1 - f712du2)t 
’ (q2 + uz - 2pu,u2)1’2 1 * 64) 
Remark 5. Most of the identification problems considered so far are also 
valid when sample maximum, instead of the sample minimum, is observable 
For if 
is p variate normal, so is -X and 
max(x, ,..., 4 = --mh(-x, , -x2 ,..., -x9), 
and thus the identification problem for sample maximum can be restated in 
terms of the identification problem for the sample minimum. 
7. IDENTIFIABILITY OF OTHER DISTRIBUTIONS 
In this section we consider the identifiability of a number of bivariate distribu- 
tions useful in life testing. 
Let (U, V) follow a bivariate log normal distribution. Since 
min(log U, log V) = log min( U, V), 
identifiability of bivariate log normal follows from that of the bivariate normal 
distribution. In fact, any distribution obtained through strict monotone trans- 
formation (both increasing or both decreasing) will also be identifiable. 
The tail probability of the bivariate exponential distribution of Marshall and 
Olkin (1967) is given by 
qx1 ,x2> = fvl > Xl 9 -37, > x2) = exp[+x, - h2x2 - 4,=4x1, x2)1, 
x1,x2 5 4 ,A, > Q&2 > 0, 
= 0, otherwise. (7-l) 
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Here joint density of (2, 1) is given by 
pJ+) = h12c+, i = 0, z > 0, 
= xp, i = 1, x > 0, (7.2) 
= h2P, i = 2, z > 0, 
whereh=hl+X,+A,,andi=OifX,==X,,i=1if2=X,,andi=2if 
2 = Xa . From (7.2) it is clear that all parameters are identifiable. However, if 
only 2 is observable, the parameters are not identificable since the density of 2 is 
given byf(z) = AP”, z > 0. 
Block and Basu (1974) considered the following absolutely continuous bivariate 
extension of the exponential distribution with density function, using notations of 
previous sections, 
.0x1 9 x2) = WW2 + h2)/(4 + A211 exp{--hlxl - (A2 + 42)x2h 
= W201 + 42Y@, + A211 expi-(h + Al21 x1 - k2h 
Xl -=c x2 
xl > x2 
(7.3) 
In this case the joint density of (2, I) is given by 
MM = NW1 + A,)) exp(--‘W, A > 0 (i = 1,2). (7.4) 
From (7.4) it is clear that the parameters are not identifiable. In fact the iden- 
tifiable parameters are A, A,/(& + A,), and A,#, + A,). Similarly if only 2 is 
observable only h is identifiable. Note that the model proposed by Freund (1961) 
is also not identifiable, since it is related to the Block-Basu model. 
The distribution function of one of the distributions proposed by Gumbel 
(1960) is given by 
F(x, , x2) = 1 - exp(-&xi) - exp(---h2x2) + exp(--hlxl - 4x2 - f&2xlx2), 
Xl > x2 ,A1 , A2 > 0, A12 3 0. (7.5) 
The joint density of the identified minimum (2,1) can be shown to be 
p&(z) = (Ai + Al,) exp[(--& - h2z - 42~2>1, z>O (i=1,2). (7.6) 
Using (7.6) identifiability of the parameters can be shown as before. If only 2 is 
observable, however, only A,, and A, + A, are identifiable. 
Gumbel (1960) has also considered the following bivariate exponential 
distribution 
F(Xl Y x2) = [l - exp(-+JJ[l - exp(--h,x,)l(l + AI2 exp(--hIx, - fbx2)l. 
(7.7) 
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We can again show that if (2, I) is observable, the parameters are identifiable. 
However, if only 2 is observable h,, is identifiable and (hr , X,) is identifiable up to 
a permutation. 
Additional results involving the identifiability of distributions when XI and X2 
are independent have been obtained. The details will be given elsewhere. 
Note in all the examples considered the identifiability of parameters follows 
from fairly straightforward study of the behavior of the distribution function 
and/or density function of the min(X, Y), whether identified of not, near 
the two end points of its range of variation . 
The difficulty in case of the normal seems due to the fact that the distribution 
function of the minimum cannot be written in explicit form. 
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