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Si les outils organisationnels de la gestion de la qualité se sont caillé une pIace 
importante dans les praaques de gestion des operations, les statistiques industrielles, quant 
à eues, s'imposent pIus difficilement au Canada comme outil d'intervention dans ifanalyse 
et l'optimisation de procédés. Dans ce contexte, il devient important de f d i a r i s e r  les 
gestionnaires de procédés à un mode d'utilisaaon accessible, et tout de même efficace, des 
statistiques. Ce texte présente donc mis utilisations distinctes des statistiques comme outil 
d'analyse et de conception de produits ou de procédés. 
Le premier cas présente l'analyse d'un procédé métdlurgique: la réduction 
électrique d'ilmknite. L'étude sert à déterminer l'ensemble de variables à inclure dans les 
campagnes d'analyse de la stabilité du processus. L'étude conduit à une distinction 
importante entre deux types de facteurs: les paramètres d'opération, sur lesquels les 
opérateurs interviennent directement, et les variables de contrôle, permettant le suivi du 
procédé et Muen&s par les premières. Le banc d'essais devrait donc n'inclure que Les 
paramètres d'opération comme variables explicatives des fluctuations de la variabilité du 
pmcessus . 
La seconde étude de cas présente l'application des statistiques indusfrieiies dans 
une usine de pâte et papier. L1e@rience vise i mesurer l'effet de la variation des 
proportions d'un mélange de matières fibreuses et de leur capacité de rétention d'eau sur 
les qualités optiques et mécaniques du produit fini. Les modèles de régression construits 
ont donné des résultats satisfaisants dans I'étude de l'opacite et de la résistance en 
cisaillement (R2 de 0,83 et 0,80, respectivement). II n'a pas été possible d'évaluer un 
modèIe fiable de l'énergie absorbée en tension.(R2 de 0,541. il semble nécessaire de revoir 
les plages de variation de ses facteurs explicatifs ou de considérer l'effet de nouveaux 
facteurs. 
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La troisième étude de cas présente la méthodologie suivie lors de la conception sur 
simulateur d'un outil servant à caractériser l'erreur interne d'un robot. D'après les 
résultats obtenus. la posture, exprimée comme sa valeur de conditionnement de la mamce 
de propagation, a un effet déterminant sur la justesse de l'identification de la dispersion 
angulaire. De plus, le montage conçu localement s'est révélé plus flexible quant au choix 
de postures minimisant l'erreur d ' identification. 
La réalisation des trois études illustre l'effet important des conditions 
enviro~antes sur la qualité de l'information obtenue: il s'est avéré plus facile d'obtenir 
un modèle fiable dans la dernière étude de cas, réalisée sur un simulateur. L'information 
contenue dans les essais sur les mélanges de pâtes a quant à eue souligné l'importance que 
l'on doit accorder à une planification de la prise de mesures basée sur l'objectif d'analyse. 
Sinon, ainsi qu'observé dans la première étude de cas, l'information qu'on peut en 
extraire est incomplète et imprécise. 
viii 
Quality management principles have widely been recognized as powerful means to 
help industries reach their cornpetitive goais. Nonetheless, the use of industriai statistics, 
which shouid be an integrated part of total quaiity management, has not been deployed as 
much as the other techniques of Qualiiy improvement. Since better lmowledge on the 
process usually ailows operating cost reductions, it is important to make managers 
statistically aware: that is to provide hem with any easy but efficient way to use statistics. 
The following are three case snidies showing the use of industrial statistics in design and 
process improvement projects . 
The first case study presents the anaiysis of an ore reduction process (ilmenite). 
This study is the starting point of a series of on-line experiments and serves to identify the 
set of parameters to include in the experiments. Results show the importance of 
differentiating two kinds of variables: o p e d g  parameters, which are used to modify 
operating conditions, and control parameters, which allow controlling the operating 
conditions. Once it is done, it is essential to avoid the inclusion of control variables into 
the set of independent variables during the experiment. 
The second case study shows an application of industriai statistics in the 
paperlpulp industry. We used an experimental design to evaiuate the effects of variation 
in the pulp mixture on its quaiity characteristics (optical and mechanical). The method 
has proven to provide poor results for the tende energy mode1 (R2 = 0,541). Although al1 
factors shouid be signifiant, the testeci vaïues did not allow strong conclusions. Maybe 
other variables, iike coarseness and average length of fiber should be considered in 
further analysis. Nonetheless, the estimated models for opacity and tearness showed good 
results (R2 of 0,83 and 0,80, respectively). 
The third case study presents the design of a tooI that will measure the internai 
error of a robot manipuiator. The experiment is designed on a simuiator. We have 
observed the effects of the encoders' precision, the measuring instrument's precision, the 
configuration of the measuring instruments and the configuration of the robot on the 
identification error of the anguiar variability. According to our resuits, the robot 
configuration has a dominant efféct on the identification error. Furthermore, the proposed 
measuring setup aüows for more flexiiiiity, or a wider range of robot configurations that 
m i n h k  the error of identification. 
The resuits of the case studies pointed out the important contribution of the 
environmental conditions to the analysis: the study performed on a simulator has given 
much more accurate resuits than the on-line andysis. We also realized the importance of 
planning the data gathering. By not doing so, maiysis results, like the ones from the first 
case study, are partial and rarely accurate. 
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INTRODUCTION 
M A  partir de 1997, les entreprises désirant soumettre leur candidature pour remplir 
des mandats du gouvemement québécois devront être enregistrées à un des programmes 
ISO 9000.~ Cette décision du gouvemement provincial, ainsi que les nombreux 
programmes de subvention mis sur pieds, illustrent I'importance qu'accordent les 
dirigeants politiques aux programmes d'amélioration continue et à la gestion de la qualité 
au Québec. La "vague @té'' balaye d'ailleurs tous les pays industrialisés. Devant les 
bonds fulgurants de productivité réalisés par les entreprises nipponnes grâce à ces outils, 
les entreprises occidentales ont dû emboîter le pas pour faire face à la très forte 
compétition. 
La nouvelle approche face à la qualité met désormais les clients en relation avec le 
produit et le processus de production. L'avis du client prend une importance marquée: ses 
exigences servent maintenant de barème pour définir les caractéristiques de conception 
des produits. De surcroît. les programmes d'assurance de la qualité, comme ISO 90, 
permettent d'assainir la gestion des entreprises. Bien qu'elle semble à prime abord une 
charge administrative excessive, l'implantation d'ISO 9000 permet généralement 
d'identifier les points critiques de l'activité de production (par conséquent, elle oriente les 
actions de réduction des coûts). 
La pratique actuelle, notamment au Québec, est dominée par l'usage de stratégies 
réactives orientées vers la détection et la correction des problèmes (ou défauts) existantsl. 
Les stratégies pro-actives de la qual~té sont quant à elles orientées vers la prévention des 
problèmes en vue de parer les coûts de la nonguaiité. Cette stratégie requiert non 
' A ce jour, environ 5 à 10 % des entreprises locaüsees au Québec utilisent des stratégies d'intervention 
en qualité. Cene donnée fut présentée par la h e  de codtants en gestion RDS lors d'un congrès 
organisé par l'Ordre des Ingénieurs du Qu&bec, en mars 1994. 
seulement la connaissance physique des liens de cause à effet entre les divers paramètres 
du processus et les caractéristiques décrivant la @té, mais aussi une analyse de risques, 
la réalisation d'expériences sur le procédé de production ainsi que du jugement pour 
justifier les actions entreprises (Kolarik, 1995) 
Dans ses écritures comptables, un administrateur présente aisément les économies 
réahées suite à la correction des défauts. Les stratégies réactives se justifient facilement à 
l'aide de tels montants, précis et indiscutables, justifiés a posteriori. Au contraire, la 
justification d'une stratégie pro-active, dont les montants restent a dépenser et dont les 
bénéfices demeurent incertains, s'avère plus délicate. Cependant, l'usage des méthodes 
pro-actives peut mener à des cycles de développement rapides des produits ou procédés. 
Ces méthodes cherchent à éviter les coûts de la non-qualité alors que les méthodes 
réactives tendent à les réduire. 
Les perspectives d'amélioration de la qualité sont proportionnelles à la pertinence 
de nos connaissances des éléments analysés, et à l'énergie et l'enthousiasme dont nous 
faisons preuve dans nos interventions (KoIarik, 1995). Ainsi, la réussite de l'implantation 
d'un programme de gestion de la qualité ne dépend pas seulement des outils, si puissants 
soient-ils, mais aussi de la volonté et de la foi des gestionnaires et empIoyés. 
D'autre part, le succès d'une démarche d'amélioration de la qualité repose sur 
l'acquisition et l'application judicieuse (économiquement) de nos connaissances sur les 
produits et procédks. Les statistiques indusaieiles, dont les plans d'expériences, servent à 
ces fins. Eues forment une gamme d'outils puissants, tant pour la conception de nouveaux 
produits (prototypes) que pour l'analyse de la production (modélisation, contrôle et 
optimisation de procédés et de produits). 
L'expérimentation sert à identifier et à quantifier les relations de cause à effet pour 
fournir des informations fiables aux décideurs qui dirigent les activités de production. Un 
plan d'expériences est une étude systématique basée sur des principes statistiques. La 
soIidité de la démarche permet d'appuyer les conclusions obtenues et de justifier les 
interventions sur le processus. 
L'objectif de ce mémoire est de présenter l'application de certains outils 
statistiques fréquemment utilisés dans des programmes d'amélioration continue. La 
démarche suivie comprend la résolution de trois études de cas où les statistiques 
industrieUes servent d'alternative aux méthodes ch iques  de modélisation physico- 
chimiques. 
Définir un projet touchant à toutes les facettes d'une analyse statistique pose un 
problème important: les interventions en entreprise n'ont jamais été -sarnrnent 
prolongées pour couvrir un si large problème. Par ailleurs, I'immensite de la tâche que 
représente un projet touchant à la fois à la conception d'un produit, à la stabilisation d'un 
procédé, et à la définition des relations de cause a effet entre les facteurs d'influence et les 
caractéristiques du produit nous a contraint à ne toucher qu'à certains aspects dans chaque 
étude de cas. Ainsi, le premier cas présente la phase de préparation, les analyses 
préliminaires et les recommanrlations sur la planification des essais en usine visant à 
stabiliser un procédé. La seconde étude de cas présente l'analyse d'une série d'essais 
réalisés daas le cadre d'une étude de l'influence des recettes et des facteurs d'influence 
sur la qualité d'un produit. Finalement, la troisième étude de cas illustre l'utilisation de 
plans d'expériences dans la conception d'un prototype. 
La première étude de cas présente l'analyse exploratoire d'un procédé 
métallurgique. Le projet vise à restreindre le nombre de caractéristiques du procédé a 
inclure dans une série d'essais réalisée ultérieurement sur un four à réduction. À 
l'origine, 300 variables décrivent l'état de fonctionnement de la machine. Cetfe étude sert 
de préparation à une campagne d'essais sur le procédé visant l'amélioration des conditions 
et du niveau de production. L'btude préliminaire comprend l'échantillonnage et l'analyse 
de données déjà recueillies sur bases de données. Nous avons appliqué principalement 
deux outils: I'aoalyse de corrélation et l'étude de modèle de régression. 
La seconde étude de cas présente la démarche suivie dans l'analyse de 
caractéristiques d'un m6lange de pâtes de papier, et de l'effet de variations dans le 
mélange. Le double objectif consiste à foumir à I'entreprise un modèle de prévision des 
caractéristiques de qualité, et de l'utiliser éventuellement comme outil dans la formation 
d'employés. Les modèles de régression avec inclusion de composantes non-linéaires et les 
méthodes avancées de sélection de variables ont servi à la synthèse d'une expérience 
réalisée en usine, selon une matrice de 60 essais. Les mêmes outils ont permis de réaliser 
la troisième étude de cas, la caractérisation de l'erreur machine d'un manipulateur 
robo W. 
La dernière étude de cas illustre l'application de l'analyse statistique dans la 
conception d'un instrument de mesure servant à caractériser l'erreur interne d'un robot. 
L'analyse, réalisée sur un simulateur, mènera à la conception et à la fabrication de l'outil 
de mesures performant le mieux selon les critères établis. Ce cas présente l'application 
des plans hiérarchiques (hierarchical designs) ou plans factoriels mixtes. Ces travaux sont 
réalisés dans le cadre de travaux de recherches au département de mathématiques et de 
génie industriel. 
Les chapitres 2, 3 et 4 présentent la démarche suivie lors de la résolution de ces 
trois études de cas. Le chapitre 1 expose les principes régissant la prise de données et 
l'estimation des modèles des chapitres suivants ainsi que la terminologie employée tout au 
long de l'étude. Les conclusions étant particulières à chacune des analyses, nous 
présentons à la fin du texte un retour sur les résultats et sur les perspectives à envisager 
pour d'autres applications des statistiques industrieiles. 
Ce chapitre de conclusion soulèvera les principaux points de comparaison des 
études de cas. Cette comparaison permettra d'établir une série de mises en garde et une 
procédure générale d'analyse. 
CHAPITRE 1 
MÉTHODOLOGIE SUIVIE LORS DES ANALYSES DE CAS 
1.1 Les outils de statistiques industrielles 
La reconstruction industrielle du Japon a permis aux méthodes statistiqnes 
développées entre le 18" et le 20' siècle de jouer un rôle essentiel dans l'étude et 
l'optimisation de produits ou de procédés. Les briiiants succès des Japoaais ont incité les 
entreprises européennes et américaines à considérer l'application des statistiques dans 
leurs activités de production. Ces outils polyvalents permettent des interventions rapides 
et structurées sur les processus. On peut désormais améliorer produits et procédés sans 
connaître toutes les lois physiques et chimiques du phénomène étudié. Ce chapitre 
présente les outils statistiques et les bases de la méthodologie qui ont permis la réalisation 
des trois études de cas présentées dans les chapitres qui suivent. 
1.2 Terminologie utilisée 
La revue bibliographique nous a permis de constater le manque d'uniformité dans 
la définition des termes couramment utilisés en statistiques industrielles. Le tableau 1.1 
présente les mots et définitions que nous avons considérés les plus justes. 
Tableau 1.1 : Terminologie en vigueur 
1 Termes Définitions 
bruit blanc 1 variation purement aléatoire 
bruit, erreur partie non expliquée du modèle 
déterministe 
bruit coloré partie non expliquée du modèle comportant une composante 








variable dépendante ou objectif 
ensemble des variables, contrôlées ou non, exclues du modèle 
estimé 
combinaison des modalités prévues pour l'ensemble du plan 
d'expérience 
niveau, valeur imposée à un paramètre du plan d'expérience 
- 
variable explicative dans un modèle de régression 
1.3 La cueillette de données 
Les observations analysées à l'aide des outils statistiques sont idéalement 
recueillies dans un environnement contrôlé. Dans le cas contraire, la contribution du bruit 
à la variation (perturbations aléatoires, figure 1.1) est artificiellement amplifiée. 
Par conséquent. I'analyse de données historiques pose un problème important. En 
générai, les mesures des paramètres n'ont pas été effectuées en fonction de l'étude et ont 
fluctué suivant les variations de l'environnement. Dans ce cas, on peut convenir de 
conditions environnementales qui définissent les plages de variation des paramètres à 
l'intérieur desquelles on considère un fonctiomement normal. Ces plages servent de 
filtres lors de la cueillette d'information sur la banque de données. 
En revanche, lors de prise d'une domées par expérimentation, nous maintenons 
constantes les conditions environnementaies et imposons des variations contrôlées aux 
sujets de l'expérience. L'objectif de la planification d'expériences est d'évaluer l'effet sur 
une caractéristique attribuée à des perturbations imposées par des variations contrôlées de 
paramètres (figure 1.1). L'amiyse vise à quantifier la contribution des paramètres à la 
variation de la caractéristique mesurée. Les plans d'expériences peuvent servir à l'étude et 
l'amélioration de procédés, de produits existants ou encore à la conception de produits 
(développement de prototypes). 
Perturbations 
imposées 
Produit ou prooédé CID 
Perturbations aléatoires \{ 
Figure 1.1 : Schéma d'une expérimentation 
Mesure 
En outre, la qualité de l'information recueiilie dépend du pl oisi Barreau, 
1995). Le choix d'un plan d'expériences implique l'étude des contraintes physiques, 
technologiques et économiques. II faut prendre en compte le choix de la caractéristique à 
optimiser et le nombre de paramètres susceptibles de l'influencer, et déterminer le 
nombre de modalit& à exploiter. Le choix du plan dépend aussi du niveau de 
connaissance que nous avons du produit ou du procédé à analyser. La combinaison 
d'essais changera selon la réaikation d'une analyse exploratoire ou d'une optimisation. 
Une bonne connaissance du procédé permet aussi d'anticiper les effets croisés importants 
(interactions enm les facteurs) et de les inclure dans Ie modèle de régression. Finalement, 
le coût de l'expérimentation et la capacité des intervenants à maintenir la qualité des 
produits limitent l'importance des bancs d'essais. 
La documentation à ce sujet regorge de matrices d'expériences déjà préparées. 
Box, Hunter & Hunter (1978) présente les schémas factoriels complets et fractionnaires 
ainsi que l'analyse de h c e  de réponse. Les auteurs proposent de plus l'utilisation de 
1' *opération évolutive, une application particulière des plans factoriels. John (197 1) 
explore la problématique particulière de l'analyse de mélanges2 et expose la méthodologie 
à suivre lors de ce type d'expériences. 
Dans les étude de cas des chapitres 2 à 4, on utilise deux types de matrices 
d'expériences: les plans factoriels et les plans de Box-Behnken (Draper, 1981). Dans un 
plan factoriel, un expérimentateur choisit un nombre fke de niveaux ou de valeurs cibles 
pour différents paramètres. Ensuite, il réalise des mesures su. la variable de réponse en 
incluant les combinaisons des niveaux fixés. L'appellation  plans factoriels, sert souvent à 
décrire les plans à deux niveaux pour toutes les variables (2k, pour k variables). 
L'utilisation de ce type de plans d'essais et de ses variantes est répandue car elle permet 
de recueillir une information précise en peu d'essais. Particulièrement, les plans factoriels 
fractionnaires se révèlent efficaces lors d'analyses exploratoires. ils permettent d'inclure 
un grand nombre de paramètres en négligeant les effets de corrélation potentiels. Ce type 
de plans permet d'opter pour une smtégie d'analyse superficielle mais globale, plutôt que 
précise, sur un nombre restreint de paramètres qui peut ne pas inclure ceux qui ont une 
influence sur la mesure. Le nombre d'essais requis croît très rapidement lorsque nous 
considérons plus de deux niveaux par paramètre. Par exemple, un plan construit sur 
seulement Quatre variables où les nombres de modalités respectives sont trois, trois, cinq 
et sept exigera 3 15 essais. 
*: L'intervalle de variation des facteurs est limité: les fractions massiques ou volumiques des elthena du 
mélange ii varier sont situées entre O et 100 % et la somme des fractions doit être égale B 100 %. 
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Les plans fractionnaires, comme les matrices de Box-Behnken ou de Box-Wilson (Draper, 
198 l), deviennent dès lors très intéressants. 
Figure 1.2: Schéma factoriel complet a trois modalités 
Par exemple, un plan complet à trois paramètres et trois niveaux pour chacun des facteurs 
représente 27 essais. La matrice Box-Behnken à trois paramètres ne comprend que 13 
essais. Si on se représente dans l'espace les smctures des essais, le plan complet est celui 
où tous les coins et arêtes du cube ainsi que les centres de surface (figure 1.2) sont 
explorés. Le plan Box-Behnken ne comprend que les centres des arêtes du cube et son 
centre (figure 1.3). Par ailleurs, un plan factoriel 2' n'exigerait que la réalisation de 8 
essais (figure 1.4). 
Figure 1.3: Schéma bctionnaire selon Box-Benhken 
D'autres matrices ont été proposées pour permettre l'emploi de cinq modaiités 
(Box-Wilson), de structure mixte et d'analyse de la variabilité (Taguchi), ainsi que les 
modèles à deux modaIités non-orthogonaux (Plackett-Burman). L'application des plans de 
Taguchi (Lorenzen, 1993) est largement répandue en Europe et aux États-unis grâce à sa 
simplicité. 
1.4 L'analyse des données 
Face à un problème inconnu, il est préférable de réaiiser d'abord une analyse 
exploratoire, afin de se familiariser avec le problème et d'identifier les éléments 
pertinents. L'anaiyse de corréIation permet de discriminer les facteurs corréIés à la 
caractéristique kiudiée de ceux ayant une incidence marginale (Draper, 1981). 
Figure 1.4: Schéma factoriel complet à deux modalités 
Cette information peut servir à un premier élagage dans les facteurs explicatifs. La 
corrélation de deux variables, X et Y, se calcule selon l'équation 1.1,  où px, pY 
représentent les moyennes des observations. 
Cette analyse permet d'identifier les variables très corrélées pour les retirer du modèle. 
Cette quasicolinéarité rend la matrice de covariance des observations singulière ou quasi- 
singulière. Dans ce cas, l'estimation par moindres carrés est sujette à des erreurs 
numériques ou tout simplement impossible. 
La techniqge d'estimation de modèle utilisée est la régression linéaire rnulti-variée 
(Multivariate Least Square Modelling). Les modèles prennent la forme présentée à 
l'équation 1.2 (X contient les observations des paramètres explicatifs, Y est le vecteur des 
observations de la variable de réponse et B le vecteur des coefficients du modèle). 
On estime les coefficients B selon I'équation 2.3 oii dB correspond à la variance (erreur) 
de l'estimation des coefficients estimés et MSe est la variance résiduelle (Mean Square 
error). 
Ce type de modèle peut: soit présenter un ensemble de paramètres X indépendants, soit 
inclure des combinaisons non-linéaires de ces derniers. Par exemple, X = [XI X2 X; I ]  
(I est une matrice-colonne identité) serait la composition d'une mamce de paramètres 
servant à estimer un modèle quadratique (y = B,x, + B,xt + B,,x,~ + cte). Lorsque nous 
estimons les modèles associés aux plans d'expériences, on retrouve souvent des 
compositions de deux variables modélisant l'effet croisé des paramètres. Par exemple, 
X = [XI X, XrY, I ]  servirait à estimer un modèle de premier ordre avec l'interaction de 
deuxième niveau X&. Cene transformation des composants non linéaires permet de les 
analyser comme un système linéaire. 
L'estimation des modèles par des méthodes idratives permet d'obtenir des 
modèles simples, modélisant au mieux la variable de réponse, en évaluant a priori la 
signification des éléments considérés (Draper, 198 1). L'algorithme de régression pas à 
pas et la fonction de sélection vers l'avant intègrent un à un les facteurs selon leurs 
niveaux de signification estimés. L'algorithme sélectionne la variable la plus significative 
à partir d'un test de Fisher sur les contributions marginales, calculées à l'équation 1.4. 
Dans cette formule, X, représente l'ensemble des observations des variables ajoutées au 
modèle, X les observations des paramètres pas encore inclus dans le modèle alors que X, 
est un résultat intermédiaire calculé à partir des variables incluses dans le modèle 
(équation 1.5). 
La variable Y exprime les observations de la variable dépendante. Si la contribution 
marginaie maximale est supérieure au niveau minimal fixé, elle est ajoutée dans 
l'ensemble Xe La fonction de sélection vers l'avant construit d'abord l'ensemble des 
variables significatives puis estime un modèle sur l'ensemble résultant. 
L'algorithme de régression pas à pas estime quant à lui un modèle sur l'ensemble 
des variables du modèle à chaque itération. Lorsqu'un des coefficients est non sigrrrficatif, 
l'algorithme rejette le paramètre associé de l'ensemble Xd. Un paramètre inclus à la 
première itération peut, selon cet algorithme, être exclu à la deuxième passe ou plus tard. 
Si par exemple, au terme de trois itérations, le modèle correspond à celui décrit à 
l'équation 1.6 (partie gauche), l'ajout de la variable & à la quatrième étape peut rendre ia 
variable XI non significative (partie droite). L'algorithme rejette la variable X, et ne la 
considère plus lors des prochaines étapes de modélisation. 
0.003 
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Figure 1.5: Distribution des résidus sur une échelle gaussienne 
Suivent alors différents tests visant à valider les estimations obtenues. L'analyse 
des résidus (comportement non expliqué et distribution), l'analyse de la variance du 
modèle (niveau d'explication, maque d'ajustement, etc.) et le coefficient d'ajustement du 
modèle servent d'indices de la qualité du modèle évalué (Box, 1978). 
Par ailleurs, on rejette un modèle si les résidus (la partie non expliquée par le 
modèle) ne correspondent pas à un bruit blanc. De plus, les modèles de régression sont 
estimés en supposant une distribution des résidus suivant une loi normale de moyenne O. 
Ce comportement s'illustre facilement sur des graphiques à coordonnées gausso- 
arithmétiques (Nomial Probability Plots). Dans ce système d'axe, une distribution 
normale est représentée par une Ligne droite (figure 1.5). Il existe par ailleurs des indices 
numériques (i'aplatissement et la symétrie) qui permettent de caractériser la ressemblance 
entre la dismbuton des résidus et celle d'une loi nomiale (John, 1971). Cependant, nous 
jugeons satisfaisante pour les fins de l'étude l'appréciation visuelle. D'autre part, 
l'observation d'un comportement non-aléatoire dans un graphique présentant les résidus 
comme une fonction des valeurs estimées (figure 1.6) indiquerait qu'un effort de 
modélisation supplémentaire est nécessaire. 
Figure 1.6: Résidus en fonction des valeurs estimées 
Finalement, l'analyse de la variance permet de comparer la variance résiduelle à la 
variation captée par le modèle. Une table d'analyse de variance présente habituellement le 
nombre de degrés de liberté associé à chaque élément et le carré moyen des erreurs 
(variance). 
On compare les variances à l'aide du test de Fisher. Lorsque plusieurs mesures de 
la variable dépendante pour une même combinaison des paramètres indépendants sont 
disponibles, nous pouvons évaluer I'erreur d'ajustement du modèle. L'erreur de mesure 
s'évalue à partir de ces répétitions selon l'équation 1.7, où 4 est le nombre de répétition 
pour le j-Erne ensemble de répétition et p est le nombre d'ensembles. 
L'erreur due au manque d'ajustement correspond à la différence entre l'erreur résiduelle 
du modèle et l'erreur de mesure. Le tableau 1.2 présente un exemple de table d'analyse 
de la variance. On évalue le niveau de sipniIication des constantes de Fisher (F) calculées 
à l'aide de la fonction cumulative de la distribution de Fisher. Les analyses des chapitres 
suivants ne présentent en général que la dernière colonne (les valeurs de F calculées, 
partie ombrée du tableau). 
Tableau 1.2: Matrice d'analyse de la variance 
MSe deg. liberté Test F 
Modèle 
Erreur d'ajustement 1 32000 941 34 1-88 
Erreur de mesure 500 6 - 
Totai 115 000 - 50 - 
CHAPITRE II 
ÉTUDE DU LIEN OBSERVÉ ENTRE LES PA~UMÈTRES D'OPÉRATION D'UN 
FOUR DE FONDERIE ET LE NIVEAU D'OUVERTURE DE SES CONDUITS 
D~ÉVACUATIONS 
2.1 Mise en situation 
Les industries métallurgiques et minières représentent une part importante de 
l'activité manufacturière québécoise. Le volume de production de ces entreprises et leur 
position sur le marché international exigent un suivi et une amélioration continuelle du 
procédé et de la qualité des produits offerts. L'entreprise où se déroule l'étude comporte à 
ces fins un département de recherche et développement. Ce département utiIise des analyses 
statistiques pour le suivi du procédé, afin d'en prévoir les irrégularités, et pour les analyses 
chimiques. 
L'entreprise exploite des fours de réduction qui extraient de la fonte et de l'oxyde de 
titane d'un minerai provenant du Québec et de l'Inde. Le minerai est d'abord nettoyé et 
enrichi, puis envoyé aux fours de réduction. Les produits extraits par coulée sont Mement  
concassés - dans le cas du titane- ou transformés et moulés - en ce qui concerne la fonte. 
Les interventions sur le procédé demeurent très rares et généralement limitées aux 
opérations précédant ou suivant les opérations de réduction. Les seules analyses statistiques 
réalisées à l'usine de réduction ont été jusqu'à maintenant limitées à l'étude de données 
historiques. 
Ce projet sert de point de départ à une large étude menée sur les fours de réduction. 
L'ensemble des travaux comprend une série d'essais visant à identifier Ies mécanismes 
permettant de contrôler les conditions de fonctionnement. Ce chapitre présente la 
méthodologie et les principaux résultats de l'étape préliminaire. Cette analyse exploratoire 
est réalisée sur un ensemble de données recueillies sur trois ans. Elle vise à limiter les étapes 
subséquentes aux éléments ayant statistiquement le plus d'influence sur le fonctionnement 
des fours. 
Aux sections 2.2 et 2.3, nous décrivons le procédé et ies variables sur lesquelles 
nous nous penchons lors de l'étude. Les sections 2.4 et 2.5 présentent les outils statistiques 
utilisés et les résultats de la modélisation réalisée. La section 2.6 revient sur les principaux 
points et expose les lignes directrices de la phase d'analyse suivante, 
2 2  Description du procédé de réduction 
La réduction électrique permet de séparer le minerai en deux produits, la fonte (C 1 
sur la figure 2.1) et l'oxyde de titane (C2). Le minerai enrichi est mélangé à du charbon et 
envoyé dans le plasma créé entre les trois paires d'électrodes. Le carbone (charbon) capte 
l'oxygène de i'oxyde de fer, à potentiel de réduction supérieur à celui du titane, puis sort par 
les conduits d'évacuation sous forme de monoxyde de carbone (A sur la figure 2.1). Le 
composé CI devient dors plus dense que C2 et forme une couche sous l'oxyde de titane. 
On pratique des trous de coulée dans la paroi du four pour extraire les produits. L'opérateur 
peut modifier le chargement et le niveau de fonctionnement du four (voltage, puissance, 
biian d'énergie et de masse). 
En fonctionnement normal, il se forme sur les parois une couche pIus ou moins 
épaisse d'oxyde de titane solide (Fartie hachurée). L'épaisseur de cette couche dépend des 
conditions d'opération. Une couche légère isoIe et protège le réhctaire du mur. Trop 
épaisse, elle obstrue les conduits d'évacuation et ralentit la transformation du minerai. Le 
monoxyde de carbone émis est récupéré pour servir de carburant, nécessaire au traitement 
(enrichissement) du minerai. L'obstruction fieine la cadence, favorise les débordements et 
parfois même i'explosion du four. Ces anomalies occasionnent des pertes de plusieurs 
mülions de dollars par année. L'objectif consiste à identifier, dans un premier temps, les 
paramètres des fours qui ont un lien significatif avec i'obstruction des conduits d'évacuation 
ei, un second temps, de proposer une stratégie d'essais sur les fours. 
Figure 2.1 : Four à réduction 
23 Choix des variables à analyser 
Nous analysons I'ouvemire des conduits d'évacuation, caractéristique exprimée en 
pourcentage de ltouverture maximale. Cependant, la mesure de l'ouverture reste 
approximative: l'opérateur effectue une évaluation visuelle deux fois par jour (voir figure 
2.2; a) représente un blocage à 50 %, b à 70 %, c a 100 % et d a O %). Les valeurs 
conservées sont le résultat de la moyenne arithmétique des deux évaluations. Au moment de 
l'étude, aucune mesure plus fiable n'existait. Le type de mesure de la variable de réponse 
fixe ainsi la période de mesure: les données sont des moyennes quotidiennes des 
caractéristiques et paramètres considérés. 
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Figure 2.2: Niveaux d'ouverture des conduits d'évacuation 
Puisque le nombre de paramètres zpparaissant dans la base de données est très élevé 
@lus de 300), l'analyse statistique a été précédée d'une séance de concertation générale 
(brainstorming) à laqueue des opérateurs, techniciens, ingénieurs et chercheurs de 
l'entreprise ont participé. Le résultat de cette séance sert de point de départ à l'analyse. 
Après consultation, nous avons limité l'étude aux paramètres inclus dans le tableau 2.1. 
Toutes les variables sont centrées et réduites selon leurs moyennes et écart types respectifs 
pour éviter le biais sur l'évaluation de l'influence des variables et pour respecter la 
confidentialité des informations. Nous présentons tout de même la nature des variables au 
tableau, afh de faciliter la compréhension. L'analyse ne couvre que l'effet des paramètres 
d'opération des fours. Elle exclue l'information concernant le traitement du minerai. 
Tableau 2.1 : Paramètres étudiés 
Variables Unités 
~ ~ ~ 
Puissance d'opération 
C 1 non réduit restant dans C2 YO 
Fureté de C2 
Excès d'énergie 
YO 
Utilisation du four (100 % = 24 h) 
Réajustement du mélange (minerai ajouté) 
Rapport chart>on/minerai 




Hauteur totale de la phase liquide 
Température de C2 a la sortie du four 
pouces 
Température de C 1 a la sortie du four 
Rendement massique 
F 
On calcule l'excès d'énergie à partir de i'énergie théorique requise pour réduire la quantité 
de minerai introduite dans le four. Le réajustement du mélange permet de contrebalancer les 
déséquilibres thermiques ou chimiques dans le four. Le rendement massique résulte du 
rapport entre les matières brutes introduites dans le four (chbon et minerai) et les produits 
extraits du fou.. 
2.4 Plan de travail 
L'analyse est réalisée sur les mesures compilées par le s e ~ c e  informatique. La 
compilation des données par l'entreprise inclut toutes les mesures réalisées sur le procédé, 
peu importe le niveau de production. Pour compenser i'absence de contrôle sur les 
paramètres, nous ne considérons dans les cdcds que les données correspondant à des 
lectures réalisées en fonctionnement nomal, soit lorsque : 
- le four est utilisé à au moins 80 % de sa disponibilité maximale (24 heures); 
- l'épaisseur de la couche solide sur i'oxyde de titane est de moins de 15"; 
- le niveau d'énergie foumi correspond au niveau nécessaire, considérant la 
quantité de minerai chargée dans le four (l'excès d'énergie, est infërieur, en 
valeur absolue, a 0,02 KWMb de minerai); 
- le four est arrêté pour moussage moins de 4 % de la journée. Le moussage 
est l'épaississement de la scorie survenant Lorsque Ie monoxyde de carbone 
ne réussit pas à s'en échapper (le titane est trop visqueux); 
- la température de Cl à la sortie est située entre 2 400" F et 2 900' F. 
Certaines des variabIes servant à décrire le fonctionnement stable figurent aussi dans la liste 
des paramètres à analyser. Les plages permises pour ces pararnètres dkfmissent le domaine 
de vaiidité des conditions expérimentales 
Nous réaliserons tout d'abord une analyse de la corrélation entre les paramètres 
d'entrée. Les résuItats de cette anaiyse nous permettrons ensuite de choisir adéquatement le 
modèle de régression à tester. Il sera finalement validé par une analyse des résidus et par 
l'examen de sa justification physico-chimique. 
2.5 Estimation et diagnostic 
La matrice des corrélations estimées figure à l'annexe B. En observant les résultats, 
on constate que les températures de Cl et C2 sont très corrélées avec la puissance 
d'opération et le pourcentage d'utilisation. Ces corrélations élevées (entre 0,80 et 0,92) 
indiquent qu'une baisse de la température des mélanges se synchronise à une baisse de la 
puissance ou du taux d'utilisation. Ce résultat statistique s'accorde à la compréhension 
intuitive du système: à basse puissance ou arrêté, la température interne du four baisse. La 
baisse des températures à la sortie du four (celles mesurées) coïncide, par conservation 
d'énergie, à celle de la température interne. 
Finalement, nous observons un lien très fort entre la puissance d'opération et le taux 
d'utilisation. En interrogeant le personnel du département d'informatique, nous avons appris 
que la valeur de la puissance d'opération figurant dans la base de données résulte du calcul 
d'une moyenne quotidienne. Ainsi, la moyenne obtenue s'abaissera durant une période 
d'arrêt prolongé (la puissance est nulle pendant les périodes d'arrêt). 
Par conséquent, ces résdtats nous suggèrent la suppression des tempérames comme 
variables explicatives. L'effet sur l'ouverture des conduits qu'auraient ces facteurs s'explique 
entièrement par celui de la puissance et de l'utilisation. À prime abord, nous aurions 
tendance à négliger aussi le taux d'utilisation. Cependant, on considère un four qui 
fonctionne à puissance réduite comme étant utilisé à 100 %. Nous tiendrons donc compte 
du haut niveau de corrélation entre ces variables lors de Testimation du modèle, en incluant 
un paramètre d'interaction. Bien que certains paramètres ne semblent pas avoir de lien 
significatif avec Touverture des conduits d'évacuation, nous conservons tout de même dans 
l'ensemble de facteurs les éléments restants. 
Ces variables servent à l'élaboration d'un modèle qui sera estimé selon la méthode 
présentée au chapitre 1. Nous estimons un modèle de premier ordre avec interaction (sans 
composante quadratique). Nous considérons les variables du tableau 2.1 en excluant les 
températures des liquides Cl et C2. Le modèle résultant est présenté à l'équation 2.1 
(l'astérisque en exposant rappelle que les variables sont normalisées). 
Le coefficient de ce modèle est très faible (038). il est impossible d'évaluer un coefficient 
de manque d'ajustement parce que nous ne possédons aucune série d'essais répétés. 
L'analyse graphique des résidus montre cependant une tendance bien identifiée qui est non 
expliquée par le modèle. Le graphique présenté a la figure 2.3 illustre une tendance linéaire 
entre les résidus et les valeurs estimées. 
2.6. Conclusions et projections 
L'analyse des données conservées dans la base de l'entreprise par un modèle de 
régression n'a pas conduit à l'élaboration d'un modèle de prédiction fiable. Le coefficient de 
régression du modèle prisentant le niveau d'ouverture des tours en fonction du réajustement 
du mélange et de la puissance d'opération est faible (0,28). De plus, l'analyse des résidus 
expose une tendance marquée que le modèle n'arrive pas à expliquer. 
Tel que prévu, l'absence de contrÔIe sur l'environnement a amplifié la perturbation 
aléatoire. L'imprécision des données passées pose aussi un problème important: les entrées 
«oubliées» par le personnel sont estimées par le service inforniatique. De plus, une grande 
partie de l'information recueillie est diluée dans le calcul des moyennes quotidiennes (or, 
toutes les données étudiées sont des moyennes journalières). En conclusion, il faudra lors de 
Ia prochaine étape utiliser des mesures et une méthode d'échantillonnage permettant d'éviter 
le traitement réalise par le système informatique. La variable de réponse devrait être une 
mesure que l'on peut prendre dans les minutes suivant les modincations imposées au four. 
Figure 2.3: Résidus selon l'ouverture estimée 
Nous remarquons de plus que les analystes de l'entreprise ne distinguent pas les 
éléments servant au contrôle du procédé de ceux par lesquels ils interviennent. Ils incluent 
dans les facteurs causaux des variables qui, pour les ingénieurs de production, servent de 
variable de réponse. L'étude aurait pu par exemple inclure les températures des phases 
liquides. Cependant, l'opérateur du four n'a pas de contrôle sur cette donnée; c'est en fait par 





Figure 2.4: Paramètre d'opération et variable de contrôle 
11 convient donc, lors de la prochaine étape, de distinguer deux classes de variables: les 
paramètres d'opération et les variables de contrôle. La figure 2.4 présente la distinction entre 
ces deux types d'information. Cet exemple illustre que la viscosité d'un liquide est fonction 
de sa température. Cependant, un opérateur ne modifie pas la température; il fixe le niveau 
de puissance en fonction des températures observée et souhaitée. 
Les éléments sur lesquels l'opérateur intervient directement pour modifier les 
conditions de fonctionnement sont appelés les paramètres d'opération. Les variables de 
contrôle senrent quant a eues de sondes transmettant des informations sur les conditions de 
fonctionnement. Nous agissons sur le procédé par l'entremise de variables comme la 
quantité de minerai, de charbon, le niveau de puissance et le voltage alors que nous 
obsexvons le résultat de nos actions sur la température, l'épaisseur des accumulations solides 
sur les parois, la pureté de C2, etc. 
Le plan d'essais réalisé sur le four (prochaine étape du projet) devrait donc inclure 
tous les paramètres d'opération pour déterminer ceux qui servent a contrôler le niveau 
bouvemire des conduits d'évacuation. La figure 2.5 présente une ébauche des paramètres à 
considérer. Étant donné le nombre imposant de variables à traiter, il serait préférable de 
limiter l'analyse à un plan factoriel hctioMaUe a deux niveaux (Box, 1978). 
Minerai Électricité 
Provenance \ Grosseur Puissance \ voltage \ Pureté \ Stabilité ' 
Chargement Recette 
Figure 2.5: Facteurs de la deuxième phase 
CHAPITRE rn 
MODÉLISATION DU COMPORTEMENT D'UN MÉLANGE DE MATIÈRES 
FIBREUSES 
3.1 Mise en situation 
Dans 1' industrie papetière, les outils classiques d'analyse statistique dans le 
domaine de la qualité se butent à la quantité et la variété de l'information. On décrit la 
qualité d'une pâte par une quinzaine de caractéristiques généralement corrélées entre 
elles. Cependant, ces outils ont été développés pour l'étude de processus uni-variés ou 
d'ensembles de variables indépendantes. Par contre, les méthodes multi-variées comme la 
planification et l'analyse d'expériences s'adaptent bien à l'analyse de processus 
complexes. Ce chapitre présente une analyse réalisée sur un méIange de pites produit par 
une usine située en Abitibi. L'étude vise à quantifier la relation entre les caractéristiques 
mesurées sur Ie papier produit et la variation de la proportion, et de la qudité des 
composants du mélange. 
Les modèles obtenus serviront à l'entreprise comme outils de ptanification des 
mélanges à partk des exigences des clients. Les modèles développés pourront également 
servir à la formation des opérateurs de l'usine et à leur montrer I'effet d'une variation des 
paramètres d'opération sur le papier. 
Dans un premier temps, nous définissons les variables de réponses étudiées ainsi 
que les paramètres que nous inclurons dans le modèle. Par la suite, nous exposerons le 
type de plan d'expérience choisi et les résultats de la modéIisation. Le choix du plan et les 
essais ayant déjà été réalisés Iors du début du projet, nous supposerons que les éléments 
n'ayant pas été mesurés étaient contrôlés lors des essais. 
3.2 Choix des variables réponses à analyser 
L'expérience permet de mesurer seize caractéristiques du mélange de pâtes 
produit. Ces mesures caractérisent l'aspect de la feuille produite ainsi que ses propriétés 
mécaniques. Nous limitons l'analyse à trois caractéristiques: l'énergie absorbée en 
tension, la déchirure et l'opacité du papier. La définition de ces variables est présentée au 
tableau 3.1. 
3.3 Choix des paramètres à indure dans le modèle 
Le mélange se compose de quatre types de pâte: mécanique de meule, de fibres 
recyclées, à très haut rendement et kraft blanchie. A cause de contraintes expérimentales 
(exposées à la section 3.4), l'analyse est limitée aux effets que pourraient avoir les trois 
dernières. Nous étudions aussi l'effet que pourrait avoir l'indice d'égouttage (ou de la 
capacité de rétention d'eau) des pâtes de fibres recyclée et de celles à très haut rendement. 
Nous mesurons de plus la variation dans les longueurs de fibres et autres caractéristiques 
des pâtes. Le graphique de la figure 3.1 illustre les liens de cause à effet que nous 
considérons lors de la planification et de la réalisation des essais. Dans les catégories 
décrivant les caractéristiques, les deux premières lettres indiquent le nom de la catégorie 
(AV pour globale, HR pour pâte à très haut rendement et FR pour la fibre recyclée). Les 
lettres suivantes indiquent le nom de Ia caractéristique mesurée; LM? pour Ies longueurs 
moyennes de fibres (? remplace le caractère indiquant le type de pondération utilisé lors 
du caicd), COR décrit la grosseur de Ia fibre, FUC, la flexibilité de la fibre et SPS, sa 
surface spécifique. Nous retrouvons I'indice d'égouttage dans les catégories +amct. HR* 
et acaract. FR, (HRCSF, FRCSF). 
Tableau 3.1 : Description des variables de réponse étudiées 
Variables* 1 
-- 
Énergie absorbée en 
tension (TEA) 
Opacité (OP) 
- ... - 
Définition 
Aire sous la courbe de la fonction Tension/ailongement, 
exprimée en gramme par centimètres &/cm). Calculée à partir 
de l'allongement à la rupture et de la résistance en tension. 
- -  - - - - 
Résistance en cisaillement de la feuille (mN x m2/g). 
Portion de lumière bloquée par la feuille (%). Calculée à partir 
des valeurs mesurées de diffusion et d'absorption. 
Figure 3.1 : Diagramme cause à effet des variables considérées lors de l'analyse 






3.4 Modaütés choisies et modeles considérés 
Nous desirons observer l'effet de la variation des proportions de pâtes (fractions 
de mélange). Selon les commentaires émis sur les effets de ces variables, il est légitime de 
les croire non-linéah. Ii faut au moins trois niveaux différents dans les variations 
imposées aux proportions de pâtes pour le vérifier. De plus, nous cherchons à savoir si 
une variation du degré d'égouttage aurait aussi un effet significatif sur les caractéristiques 
étudiées. Nous considérons deux niveaux pour le vérifier. Ces essais étant coûteux, nous 
utilisons une matrice d'expérience qui minimise le nombre d'essais tout en permettant 
d'étudier les composantes non-linéaires des fractions de mélange. 
Ce type d'analyse est habituellement classé dans la catégorie de plans 
d'expériences pour méIanges. Ces plans sont construits en respectant la contrainte sur le 
domaine de la fonction. On ne peut avoir plus de 100 % d'un des éléments du mélange et 
le total des proportions doit être égal à 100 %. Nous contournons ce problème en 
n'incluant dans le modèle que les proportions de pâtes de fibres recyclées, kraft blanchie 
et à très haut rendement. La proportion de pâte mécanique de meule a la fonction 
d'excipient et sert à compléter Ie mélange (amener le total des propomons à 100 %). Les 
résultats de la modélisation ne demeureront vaiides que pour un sousespace contraint, 
mais ce détour nous offie plus de flexibiiité dans le choix de plans. 
Les travaux antérieurs ont permis aux chercheurs d'identifier des relations non- 
linéaires entre les fractions de mélcmge et les caractéristiques de la feuille. Cette 
conclusion pousse à considérer plus de deux modaiités pour ces paramètres. Nous avons 
donc opté pour une stnichire d'essai de type Box-Behnken qui comprend trois modalités 
par variable. Les modalités choisies sont présentées au tableau 3.2. 
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Figure 3.2: Matrice Box-Behnken 
La figure 3.2 représente graphiquement la structure d'essais (ïa matrice résultante est 
présentée à l'annexe C). Nous remarquons qu'au moins une des variables se situe à la 
modalité médiane lors d'un essai. Les trois points superposés indiquent à queues 
modalités nous réalisons Ies trois réplications servant au calcul de l'erreur d'ajustement. 
Dans le plan proposé, nous combinons cette structure est associée à une matrice de deux 
variables (factoriel complet, quatre essais) pour inclure les indices d'égouttage. La figure 
3.3. illustre la strucme globale du plan. La matrice complète comprend 60 essais dont 
quatre séries de trois réplications. La prise en considération de toutes les combinaisons 










Figure 3.3: Structure du plan d'expériences 
3.5 Estimation et diagnostic 
On utilise trois méthodes d'estimation de modèles. Tout d'abord, nous évaluons 
un modèle selon la méthode de régression linéaire et calculons le niveau de signification 
des coefficients obtenus. On rejette les paramètres du modèle Iorsque leur coefficient est 
jugé non-significatif. Par la suite, nous appliquons les algorithmes de sélection vers 
l'avant et de régression pas à pas. 
À la lumière des premières estimations, nous constatons que les résultats des trois 
méthodes d'estimation s'équivalent. Les différences obsenées au tableau 3.3 s'expliquent 
par le fait que la méthode pas à pas construit des modèles en général plus simples (moins 
de coefficients). 
Tableau 3 -3 : Comparaison des trois méthodes d ' estimation' 
1 probabilité de manque d'ajustement 
1 Sélection vers l'avant 11 0.843 
Régression héaire 
1 Régression pas à pas 11 0.827 1 0.958 
0.956 
* : Modèle quadratique avec interactions de premier niveau, mesure de I'opacité 
La suite de l'analyse ne présente que les résultats obtenus par régression pas à pas. 
A niveau d'explication équivalent, les modèles comportant moins de coefficients sont plus 
intéressants. La simplicité des modèles facilite leur intégration comme outil de 
planification; Les utilisateurs rejettent généralement les solutions trop complexes. 
L'observation des mesures révèle que la durée d'entreposage a eu un effet 
important sur l'indice d'égouttage des pâtes de fibres recyclées et à très haut rendement. 
Les valeurs mesurées dwerent de façon importante des valeurs visées (437, 575 ml pour 
la variable HRCSF et 95, 115 ml pour FRCSF, voir figure 3.4). La lecture des autre 
mesures réalisées sur ces deux pâtes (la grosseur des fibres, la flexibilité et la longueur 
moyenne des fibres) nous permettent de supposer que seule la mesure de l'indice 
d'égouttage a été perturbée. C'est sous cette hypothèse que nous continuons l'étude. Les 
prochaines campagnes d'essais devront cependant être organisées de façon à éviter de tels 
décalages. 
ables EKI 
Figure 3.4: Déviation des indices d'égouttage 




1. Les produits croisés (XJj) servent à modéliser les interactions de premier 
les facteurs étudiés. Les calculs sont réalisés à l'aide d'outils statistiques 
sous MatLab (Voir description des outils, Annexe A). 
L'estimation de modèles de l'énergie absorbée en tension (TEA) a donné de 
piètres résultats. Cependant, cette variable a fait l'objet dans le passé de différentes 
aaalyses qui ont mené à l'élaboration de modèles fiables. Compte tenu du faible 
coefficient de manque d'ajustement (environ 27 %), nous considérons donc un manque 
d'adéquation dans les conditions environnementales ou dans le choix des modalités. Bien 
que les résultats sur la signification des paramètres identifiés soient probants, il serait 
préférable de reprendre les essais pour cette mesure. Durant cette campagne, il faudrait 
accorder une attention particulière à l'environnement et reconsidérer la nature et la plage 
de variation des facteurs explicatifs. 
L'observation des valeurs de l'indice de déchirure (DE) révèle que la mesure prise 
au Sh essai du quatrième bloc est aberrante. L'ordre de grandeur de cette valeur ne 
respecte pas celui de l'ensemble des observations (au moins le triple de la moyenne des 59 
autres observations). Cette valeur a été interpolée à l'aide d'un modèle linéaire construit 
avec les valeurs correctes avant de procéder à l'estimation du modèle W. Cette 
interpolation n'a toutefois pas altéré la qualité du modèle obtenu. 
Tableau 3.4: Estimation des modèles des caractéristiques modélisées 
C.M.A. Caractéristiques Modèles R" 
C.M.A.: probabilitt de maque d'ajustement. 
Nous acceptons le modèle de l'opacité, bien que le coefficient de manque 
d'ajustement atteigne le seuil de signification (95 9%). Cette décision est appuyée par 
l'analyse des résidus; leur distribution et leur comportement face à l'augmentation des 
valeurs estimées nous indiquent que la caractéristique est bien modélisée. Le manque 
d'ajustement peut être amplifié par une ou plusieius valeurs anormales dans Ia série 
d'essais. Le tableau 3.4 expose le sommaire des résultats de l'estimation finale des trois 
modèles associés aux caractéristiques étudiées. Les résultats exacts et les graphiques 
d'analyse des résidus des variables DE et OP figurent à I'annexe D. 
Le graphique des résidus en fonction des valeurs estimées de la figure 3.5 ne 
présente pas de tendance réfutant la justesse du modèle. L'étendue des variations ne 
progresse pas selon la valeur de TEA estimée et les résidus sont distribués autour de zéro, 
sans tendance marquée. Étant donné le comportement aléatoire des résidus. nous n'avons 
aucune indication de la nécessité d'enrichir le modèle. D'après les données étudiées, il est 
superflu d'effectuer une transformation (ln, f ,  etc.) de la variable de réponse. Le modèle 
est jugé acceptable au point de vue du comportement des résidus. 
L'évaluation visuelle de la dismbution des résidus n'indique pas d'écart important 
par rapport à un comportement gaussien. Le graphique de la figure 3.6 nous permet 
d'admettre que les &idus de la variable TEA fluctuent selon une loi de distribution 
normale (ïa ligne droite sur le graphique) dans 80 % des cas. Les observations sont 
similaires dans les graphiques présentés en annexe. De plus, aucune observation 
inhabituelle n'est remarquée sur les vecteurs de résidus: en fait, les résidus sur cette 
échelle suivent à peu près un droite, ce qui correspond au comportement d'une 
distribution selon une loi normaie (figure 3.6). 
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Figure 3.5: Distribution des résidus selon TEA estimé 
3.6. Conciusion 
Les résultats obtenus lors de la modélisation de l'indice de déchirement ne nous 
permettent pas d'établir un modèle fiable expliquant cette variable. Le coefficient de 
régression faible (3Z2=0,54) indique une grande variabilité inexpliquée non reliée au 
manque d'ajustement (C.M. A. =27 %). La difficulté rencontrée lors de l'estimation peut 
être due à des perturbations importantes de l'environnement. Cependant, les analyses des 
autres caractéristiques ne semblent pas ou peu affectées par l'environnement. Il faudrait, 
lors de prochaines études, reconsidérer les modalités des facteurs. Ii est possible que la 
plage de variation ne soit pas assez importante pour permettre de distinguer les 
fluctuations aléatoires de celles commandées par les facteurs. Nous pourrions également 
envisager, lors de campagnes d'essais ultérieures, d'autres facteurs comme par exemple la 
grosseur et la longueur des fibres. 
Figure 3.6: Distribution des résidus du modèle de TEA 
L'estimation du modèle exprimant le niveau de déchirure (DE) comme une 
fonction des proportions du mélange a donné des résultats fiables (RZ=0,80, 
C.M.A. =74 %). Ce modèle linéaire présente la déchinue (rksistance en cisaillement) 
comme une fonction de la proportion de pâte à très haut rendement, de pâte Kraft 
blanchie et des indices d'égouttage étudiés (HRCSF, FRCSF). Cependant, Ia valeur 
observée à l'essai 50 (no. 5, bloc 4) a été remplacée par une interpolation, étant donné 
l'amplitude de l'écart avec les autres valeurs. Cette erreur serait imputable a un manque 
d'attention du technicien Iors de la transcription des mesures. Selon ce modèle, nous 
devons utiliser les valeurs du tableau 3.5 pour atteindre la déchirure maximale. 
La méthode suivie a permis d'estimer un modèle explicatif adéquat pour L'opacité 
(R2 =O, 83, C .M. A. = 95 %). Cette caractéristique apparaît affectée par les mêmes facteurs 
que la résistance en cisaillement (tous les facteurs initiaux, sauf la proportion de fibres 
recyclées). Nous observons toutefois un indice de manque d'ajustement élevé : 95 %, le 
niveau limite de signification acceptable. Devant un cas Iimite, iI faut se pencher sur le 
comportement des résidus avant de décider de Ia validité du modèle. Selon Ies graphiques 
présentés à l'annexe D, aucune tendance marquée n'a été négligée par le modèle. Une 
série supplémentaire d'essais pourrait préciser ces résultats en étudiant l'effet des 
variables qui ont été maintenues sous contrôle durant cette analyse. Les modalités sur 
lesquelles fixer les paramètres sont présentées au tableau 3.5 (de même que les niveaux 
nécessaires pour maximiser la résistance en tension, bien que ce modèle ne soit pas 
satisfaisant). 
I I 1 I 
* : Bien que le modèle soit insatisfaisant, la signification des paramètres nous permet quand mème de 
concl& sur le niveau à atteindre pour m a h r  l'énergie-absorbée en tension. 
**: Non significatifs. 
Les niveaux auxquels fixer les facteurs sont différents pour la résistance en 
cisaillement et pour l'opacité. Pour maximiser DE, il faut fixer les facteurs à leurs 
modalités maximales alors que l'opacité exige que les proportions de fibres et l'indice 
d'égoutrage de la fibre à haut rendement soient à leur niveau minimal. Devant des 
objectifs de production conflictueIs (maximiser l'opacité et la résistance en cisaillement), 
les responsables devront choisir le meilleur compromis. 
Le grand nombre de caractéristiques servant à la description de la qualité du 
papier demeure un problème important. Si l'évaluation des relations cause à effet des 
facteurs et des caractéristiques physiques permet la préparation de stratégies 
d' intervention, elle laisse le problème du suivi du procédé sans réponse. L'humain normal 
ne peut généralement pas suivre plus de quatre ou cinq sources d'information visuelle. 
Dans Ie cas de proçédés complexes, comme celui faisant l'objet de cette étude, il faut 
présenter une information synthétisée. 
Dans cette optique, nous prévoyons étudier l'application de l'analyse par 
composantes principales. Cette méthode est utilisée pour modéliser la variation d'un 
grand nombre de caractéristiques à partir d'un nombre limité de variables. ï i  serait 
intéressant d'évaluer le même type de modèles que ceux présentés dans cette étude, mais 
en considérant comme variable réponse le résultat de Ia modélisation par composante 
principale. 
CHAPITRE IV 
CONCEPTION D'UN INSTRUMENT DE MESURES SERVANT A 
CARACTÉRISER L'ERREUR DE RÉPÉTABILITÉ DIUN ROBOT 
4.1 Mise en situation 
La caractérisation de la précision d'une machine est une opération essentielle 
réalisée entre le moment de l'acquisition et de la mise en fonction dans l'usine. Les 
méthodes systématiques d'évaluation des machines par le fournisseur lui permettent de 
différencier les produits qu'il offre. Cette évaluation de la performance de la machine ne 
correspond toutefois pas à celle réalisée dans le contexte des activités de l'acheteur. Les 
mesures du fabricant ne sont généralement pas établies sous les mêmes conditions que 
celles imposées par I'entreprise cliente, ce qui oblige les acheteurs à ausculter leur 
nouvelle acquisition avant de la mettre en fonction. La connaissance des capacités réelles 
de la machine permet aussi de p l m e r  son utilisation à moyen terme. La connaissance 
réelle de la capacité permet donc de déterminer si les équipements achetés répondent aux 
besoins de précision actuels et d'envisager d'autres applications dans L'avenir. 
Cette étape prend de l'importance lors de l'achat d'un manipulateur robotisé. 
L'erreur machine cumulée n'est pas linéaire et change selon la posture dans laquelle le 
robot se trouve (Fbmli, 1991). 11 faut donc établir un protocole qui permette de 
quantifier l'erreur du robot dans le sous-espace dans lequel il réalisera sa tâche. Nous 
choisissons donc d'évaluer la dispersion anNaire des articulations plutôt que l'erreur en 
position et en orientation de la tâche. Cette mesure ne varie pas selon les conditions 
d'utilisation et permet d'évaluer la répétabilité sur la tâche. Cette étude vise donc à 
déterminer les conditions sous lesquelles l'estimation de la répétabilité des articulations 
est la plus facilement réalisée. L'étude mènera à la fabrication de l'outil répondant le 
mieux à cet objectif. 
L'étude est réalisée en deux phases. Tout d'abord, nous réalisons l'analyse 
statistique sur un simulateur programmé sous MatLab. Ensuite, nous concevons, à la 
lumière des résultats obtenus, l'outil de mesure qui présente les meilleures performances 
sur le simulateur et l'utilisons pour estimer en laboratoire la contribution de chaque 
articulation à l'erreur de répétabilité du robot. 
4.2 Variable de réponse analysée 
La répétabilité est définie selon la nome ISO 9283 comme étant la dispersion en 
position (dans l'espace cartésien) et en orientation (rotations autour des axes X, Y et 2). 
Cependant, on montre, tant théoriquement qu'expérimentalement, que la répétabilité 
dépend en grande partie de la posture du robot (Ramsii, 1991). il est donc préférable de 
se définir une mesure caractérisant la répétabilité du robot qui ne soit pas affectée par la 
posture de celui-ci: les erreurs angulaires des aaiculations. L'erreur mgul;iire suit une 
distribution uniforme caractérisée par la précision des encodeus. Étant donné que cette 
valeur est constante, c'est sur son identification que les efforts d'analyse seront 
concentrés. 
Le torseur des petits déplacements permet d'exprimer la répétabilité selon la 
nome ISO 9283. Le torseur est lié à l'erreur angulaire Bq par la mamce jacobienne 
(équation 4.1). En considérant 1 ' infiuence d'autres facteurs internes, la réciproque de 
l'équation 4.1 permet I'extraction et I'estimation de 5q à partir de l'erreur de répétabilité 
mesurée et exprimée sous la forme du torseut. Il est important de se rappeler que nous ne 
mesurons pas directement le torseur de petits déplacements. On le calcule à partir des 
donnés mesurés d(q). reliks au torseur par la mamce Tm. qui explique l'organisation 
spatiaie des capteurs regroupés en instrument de mesures. 
En incluant la matrice de configuration TV) et la matrice de l'effet des réducteurs R(q) 
ainsi qu'en tenaot compte de la précision des instruments de mesures (erreur d'arrondi), 








Figure 4.1: Montage de comparateurs proposé par Langmoen 
Nous appelons le produit T(BJ(@R(q) la mamce de propagation des variations p(q,J. En 
multipliant les deux côtés de l'équation par leurs transposées respectives, nous obtenons 
l'expression de la matrice de covariance des mesures telle que: 
où v est la matrice de covariance des encodeurs. 
En admettant l'indépendance physique des encodeun, v devient une rnamce 
diagonale. En trouvant l'expression numérique de v,  nous pouvons, à partir de l'équation 
4.3, estimer l'erreur de répétabilité sur la tâche, quelque soit la posture du robot. v se 
calcule à partir de l'équation 4.4. 





Figure 4.2: Montage de comparateun proposé par Mooring 
Nous considérons, Ion de la simuIation, une structure robotisée dont nous 
co~aissons déjà la précision des encodeurs. L'objectif de la première étape est de 
déterminer les meilleures conditions d'estimation: celles minimisant l'écart entre ia valeur 
connue et I'estimation de notre montage. La variable de réponse du modèle est donc 
l'erreur d'estimation de cette dispersion, exprimée en pourcentage. Comme cette réponse 
s'exprime sous forme d'un vecteur-colonne (six erreurs pour six articulations), nous 
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Figure 4.3: Montage de comparateurs proposé par Riley 
4.3 Choix des paramètres du modèle 
Le simulateur nous fournit un environnement expérimental exempt de 
perturbations extérieures à la résolution machine près, en double précision. Ainsi, seules 
les variations des paramètres produiront une variation de la réponse. Nous avons limité 
l'étude à I'infiuence de quatre facteurs: 
- la précision des comparateurs (itnunents de mesure); 
- la configuration des comparateurs (disposition dans l'espace); 
- la résolution des encodeurs des articulations (l'erreur interne du robot); 
- laposturedurobot. 
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Figure 4.4: Montage de cornparateurs proposé par Acquaviva 
Les instruments de mesure modélisés sont des comparateurs à tige rentrante 
(Mitsutoyo M275436). Les comparatem du laboratoire sont précis au centième de 
millimètre près. A priori, un instrument de mesure plus précis devrait nous permettre de 
meilleures estimations de la position du poignet du robot. Nous avons donc considéré 
trois modalités de précision: au dixième (1/10), au centième (11100) et au millième 
(111 000) de millimètre. 
Plusieurs auteurs ont utilisé ce type de compteu r s  dans l'analyse de répétabilité 
de manipulateurs robotisés. Nous avons identifié quatre montages: 
- la structure de Langmoen (1984), à six comparateurs (figure 4.1); 
- la structure de Mooring (19861, à six comparateus (figure 4.2); 
- la structure de Riley (1987), à neuf comparateurs (figure 4.3); 
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Figure 4.5: Montage de comparateurs conçu à l'interne 
La configuration proposée par Mooring est une application du repère isostatique de 
Kelvin (un appui plan, un appui droite et un appui point). Riiey y ajoute trois 
comparakm de façon à avoir un montage hyperstatique, ce qui permet d'évaluer la 
position et l'orientation d'un objet par une régression (méthode des moindres carrés). 
F i e m e n t ,  Acquaviva a suggéré une configuration de neuf comparateurs agencés sur un 
seul plan. Le système est composé de trois groupes de trois comparateurs organisés selon 
un triangIe equilatéral. Les comparateurs sont stimulés par trois sphères fixées au poignet 
du robot. Inspiré de cette dernière suggestion, nous proposons un système de 9 
comparakm organisés selon des ensembles de tétraèdres réguIiers. Les points de contact 
de trois comparateurs sur une sphère ont une relation tétraédrique avec le centre de la 
sphère et ces centres respectent le même type de relation avec le poignet du robot. (figure 
4.5). 
Nous cherchons en sommes à identifier la dispersion des articulations ou leurs 
erreurs angulaires. Nous voulons donc étudier la sensibilité de notre modèIe à diverses 
précisions d'encodeurs (ordre de grandeur des erreurs angulaires). Le robot du 
laboratoire a en réalité des encodeurs de 16 bits aux trois premières articulations et 14 
aux trois dernières (on simule le comportement du robot en utilisant les dimensions et 
niveaux de précisions inçcrits dans le manuel d'utilisation du robot afin de nous assurer 
des résdtats s'approchant de la réalité). Nous considérons trois niveaux: un robot à six 
encodeurs de 14 bits, le robot réel et un robot à six encodeurs de 16 bits. 
Compte tenu qu'il existe un nombre infini de positions possibles, on décrira la 
posture du robot par le conditionnement de la matrice de propagation des variations. Le 
conditionnement se définit comme le rapport entre Ia plus grande et la plus petite valeur 
singulière d'une matrice (max(valeurs singuiières)/min(vaIeurs singulières)). Cette valeur 
est un indice du miveau de singularité, de la matrice. Un conditionnement très élevé nous 
indique que la matrice est quasi-singuiière, ce qui cause des erreurs dans l'évaluation 
numérique de son inverse (le plus petit conditionnement possible - 1 - correspond à celui 
d'une maaice orthogonale). 
4.4 Modalités choisies et modèles considérés 
On estime le modèle à partir des valeurs standardisées des paramètres du modèle. 
Par exemple, la précision des comparateun varie du centième au dix millième de 
Figure 4.6: Valeur de conditiomement selon la séquence d'essais 
millimètre mais nous utilisons uniqyement les valeurs -1, O et 1 pour la modélisation (ceci 
afin d'éviter de masquer la contribution d'une variable importante par un facteur fluctuant 
entre des valeurs très élevées). 
Le tableau 4.1 présente les paramètres et leurs modalités associées. Nous considérons 
sept postures différentes, auxquelies sont associées des niveaux de conditionnements 
croissants. Cependant, le conditionnement est recaicuié pour chaque outil et chaque 
niveau de précision des instniments de mesure et du robot. La figure 4.6 présente le 
graphique des valeurs de conditio~ement utilisées lors des essais sur sirnuiateur. 
L'organisation des paramètres et le fait que l'analyse soit réalisée sur un support 
informatique nous permet d'inclure toutes les combinaisons possibles des différents 
niveaux. Nous réalisons donc un pIan hiérarchisé (hierachicai design) comprenant 315 
combinaisons de modalités (7 x 3 x 3 x 5). La figure 4.7 illustre la structure du plan. 
Étant donné que les modalités de chaque paramètre demeurent les mêmes pour 
toutes les combinaisons, cette smcture de pians nous permet de considérer les effets 
croisés des paramètres d'entrée sur l'erreur d'identification. On réalise les essais sous 
MatLab et l'erreur d'identification de chaque combinaison est estimée par la moyenne de 
1 000 répétitions. 
Tableau 4.1: Modalité standardisées des paramètres du modèle 
Variables 
Montage 












6 joints 14 bits 
3 joints 14 bits, 3 joints 16 bits 
6 joints 16 bits 
associés à sept configurations, 
r d c u i é  pour les différents 
montages et précisions. 
- - - 
Valeurs standardisées 
/ 1 2 3 Précision du robot 
1 
Figure 4.7: Structure du plan hiérarchisé 
Montages 
2 
4.5 Estimation et diagnostic 
m 
La figure 4.8 présente Le signal émis par la variable de réponse, selon les essais 
réalisés. On estime les modèles de régression à l'aide d'un Toolbox d'analyse multi- 
variée développé sous MatLab. Nous cherchons à évaluer l'effet linéaire et quadratique 
des paramètres testés. Nous observerons de plus les effets croisés de premier niveau 
(interaction 2 à 2) des variables principales. L'équation générale du modèle est la 
suivante (K représente I'ordomée à l'origine): 
5 3 
Posture du robot 4 
Nous réalisons deux estimations: une première évaluation générale, suivie d'une 
élimination des paramètres non significatifs et une réévaluation finale du modèle. Les 
résultats de la modélisation figurent au tableau 4.2. 
4 
1 5 2 6 3 7 
La progression des valeurs de conditionnement s'approche plus d'une fonction 
exponentielle que d'une fonction quadratique. Nous évaluons un second modèle dans 
lequel nous remanions les niveaux des modaiités afin d'utiliser la transformation 
logarithmique du conditionnement (voir le résultat, tableau 4.2). 
Les deux modèles estimés présentent un excellent niveau d'explication de la 
variable de réponse (coefficients de régression de 0,92 et 0,95). Cependant, Le modèle 2 
est plus parcimonieux que le modèIe 1 et obtient un meilleur coefficient de régression. 
Deux variables apparaissent dominantes à Ia lumière des résultats. Les deux 
modèles accordent de l'importance aux valeurs de conditionnement associées aux postures 
du robot (x2). L'erreur d'identification est aussi Ii& à la précision des instruments de 
mesure (x4). Le modèle 1 se distingue du modèle 2 par la présence dans la 
facteurs à effets principaux du type de montage (xl), LR modèle 2 ne présente 
type de montage qu'en interaction avec la valeur de conditionnement. 
liste des 
1 'effet du 
La distribution statistique des résidus du modèle 2 s'apparente (visuellement) bien 
a une dimibution normale. L'hypothèse implicite de muhi-normalité du modèle est 
respectée. 
Le graphique de la figure 4.9 (résidus en fonction de la valeur estimée) présente un 
comportement qui apparaît non aléatoire. Cependant, aucune transformation ou ajout au 
modèle n'a permis d'atténuer cette tendance. Compte tenu de la valeur élevée du 
coefficient de régression, de la dismbution des résidus et considérant que les décisions 
basées sur le modèle n'impiiqueront que des données situées à l'intérieur du domaine de 
la fonction, nous préférons la structure du modèle 2 pour expliquer la variation de 
l'erreur d' identification. 
Tableau 4.2: Modèles de l'erreur d'identification estimés 
--- ~~~ - 1 Test de Fisher sur le modèle 
4.6 Conclusion 
Modèle 1 Modèle 2 
En observant les valeurs d'erreur d'identification obtenues lors des essais, nous 
remarquons une progression similaire à cele des vdeurs de conditionnement (figure 
4.10). Les modèles estimés ont confïrrné ce phénomène. L'usage de facteurs standardisés 
(ramenés à une même échelle) nous permet d'utiliser la valeur numérique des coefficients 
pour comparer les facteurs. Or, les valeurs de conditionnement dominent en importance 
face aux autres domées. Les décisions concernant la conception de l'outil de mesure (ici, 
on parlera plutôt de conditions d'utilisation) seront donc grandement influencée par les 
valeurs de Conditio~emeIIt. 
L'analyse des modèles de régression vise à identifier la structure et Ies conditions 
idéales à l'identification de l'erreur interne du robot. L'expérience a permis de vérifier 
l'effet de la posture du robot, de la précision de ses encodeurs, du type de configuration 
Figure 4.8: Distribution des résidus sur une échelle gaussieme 
et de la précision des instruments de mesures (comparateurs). Cependant, deux de ces 
variables, soient les précisions du robot et des instruments de mesure, ne peuvent être 
physiquement changées. Le laboratoire est actuellement équipé de comparateurs précis au 
centième de millimètre et d'un robot CRS-PLUS, ayant des encodeurs de 16 bits zux trois 
premières articulations et de 14 bits aux trois dernières. 
Le modèIe final devient donc (Er est l'erreur d'identification, XI et X, le type de 
montage et ia valeur de conditionnement): 
Er = 8.0664 + 7.9371 X2 + 3.4867 ~ 2 %  û.4224 XI X_I 
Figure 4.9: Progression de l'erreur selon la valeur estimée 
Ce modèle exprime surtout l'erreur d'identification en fonction de la valeur de 
conditionnement. Cependant, ii semble que les montages aient un rôle déterminant dans 
l'identification de la répétabilité angulaire. L'erreur d'identification est invariante pour 
In(Ermur man en %) 
150 200 
t essai 
Figure 4.10: Séquence des erreurs a' identification calculées 
une plage dom& de valeurs de conditionnement (de la valeur minimale 1 à un certain 
pallier, voir figure 4.1 1). C'est l'étendue de cene plage qui distingue les montages. Selon 
ce résultat, la configuration que nous proposons est plus performante que les autres 
étudiées. Nous suggérons par conséquent de fabriquer ce montage (modalité 2 dans 
l'expérience). 
Figure 4.1 1 : Erreur d'identification selon la valeur de conditionnements 
CONCLUSION 
Les statistiques utilisées à l'analyse et l'optimisation de processus donnent en 
général de bons résultats. L'analyse statistique doit cependant être appuyée sur des bases 
solides. On doit commencer par se documenter sur les activités de façon à cibler les 
problèmes prioritaires. L'analyse statistique restera inefficace, voire inutile, tant et aussi 
longtemps que subsisteront des problèmes de circulation d'information ou de retard dans 
les de prises de décisions. C'est à ce niveau que l'implantation d'un programme 
d'assurance de la pa l i té  (ISO 9000) est la plus utile. 
Une fois les problèmes techniques prioritaire ciblés, l'information recueillie guide 
le choix des outils mathématiques à utiliser. L'étape suivant la documentation des 
activités en est une de préparation des essais (donc définition de l'environnement 
expérimental, choix des facteurs à étudier et de la méthode à suivre). Il est essentiel de 
considérer les effets à court terme de I'analyse sur la production autant que les bénéfices 
que peuvent apporter les essais. Pour assurer l'efficacité de 1'émde et la justesse des 
résultats, l'analyste devra avoir le maximum de contrôle sur les conditions d'opération. 
Ce n'est qu'une fois ces phases préparatoires complétées que les outiis sratistiques 
peuvent servir efficacement. 
Le chapitre III présentait une application des statistiques non pas comme outil 
d'optimisation mais bien comme méthodologie d'analyse exploratoire. La faiblesse des 
résultats obtenus s'explique principalement par le peu de contrôle imposé au procédé 
durant la prise de memes. Les données ont été mesurées sans but précis. Bien que Iton 
considère le niveau de fonctiomement normal des appareils, rien n'a été fait en réalité 
pour assurer une constance dans les conditions d'opération d'une journée à l'autre. 
Nous avons, dans ce cas, relevé deux sources d'erreurs importantes: bon nombre 
des domées entrées dans le système informatique sont consewées sous une fome 
synthétisée (moyenne, maximum, etc.), ce qui en rend l'analyse limitée, et plusieurs 
idonnations fournies par les opérateurs sont Eragmentaires ou erronées. 
Cette d y s e  a tout de même eu deux conséquences: elle a illustré à la direction 
de la société les Iirnites de l'analyse sur des dom& passées, alors que cette forme 
d'étude était la seule permise, et elle a permis de définir les classes de variables à inclure 
dans la suite de l'étude. 
Il y avait, sur ce dernier point, une importante confusion chez les utilisateurs en 
ce qui concerne les paramètres ayant un effet sur la caractéristique mesurée. On ne 
distinguait pas, dans l'entreprise, les paramètres d'opération (éléments servant à modifier 
ou mainteair les conditions d'opération) des variables de contrôle (relevés permettant 
d'effectuer le suivi du procédé). Ce malentendu a compliqué les analyses de procédé 
parce qu'on y incluait des facteurs et des variables affectées par ces derniers. En fait, sur 
les 300 variables de la base de donnée, moins d'une vingtaine décrivent les paramètres 
d'opération. Les campagnes d'essais sur le processus gagneront en efficacité si ies 
analystes se concentrent sur ces facteurs indépendants. 
La seconde étude présente une application des plans d'expériences visant à 
modéliser et évenaiellement optimiser un procédé. Contrairement aux dirigeants de 
l'entreprise métallurgique, ceux de l'usine de papier sont plus familiers avec les 
statistiques indusnieiies. L'analyse des procédés chimiques par des méthodes statistiques 
est d'ailleurs à un niveau de maturation plus avancé que dans I'industrie lourde. 
Cette étude a permis d'établir des modèles fiables pour deux des variables 
(opacité, résistance en cisaillement). Les modèles obtenus des autres variables (RZ de 0,80 
et 0,83 pour DE et OP, respectivement) sont des modèles linéaires, sans interaction. Les 
caractéristiques modélisées le sont à partir de la même série de facteurs (les proportion de 
pâte à haut rendement, Kraft blanchie et les indices d'égouttage de la fibre recyclée et à 
haut rendement). Seule la modélisation de I'énergie absorbée en tension n'a pas donné de 
bons résultats. 11 est possible que la plage de variation des facteurs n'ait pas été assez 
importante pour affecter cette mesure ou que des erreurs de mesures ait eu plus 
d'influence sur cette caractéristique. 
Cette analyse en usine avait fait l'objet d'une rigoureuse préparation et la base de 
données analysée a été constituée en imposant des variations contrôlées aux paramètres. 
Ce contexte se prête donc mieux à des analyses poussées que celui de l'étude de cas 
précédente. Néanmoins, l'intervention humaine qu'est la prise de mesure ne fut pas 
infaillible. L'entreposage prolongé des échantillons a perturbé les valeurs d'égouttage, ce 
qui laisse présager que d'autres caractéristiques auraient pu être affectées. La 
manipuIation en usine devra, dans ce cas faire l'objet de contrôles plus rigoureux. 
Dans la dernière étude de cas, les plans d'expériences ont servi d'outil de 
conception d'un instrument de mesures. Le développement du prototype sur a été réalisé 
sur simulateur, ce qui a permis une étude plus large dans un environnement expérimentai 
"parfait". En effet, les modèles étudiés peuvent être beaucoup plus flexibles que ne Le 
seraient Ies constmctions physiques. Par ailleurs, les conditions enviromementales sont 
exemptes de variation non expliquées. La simulation nous garantie que Ies seules 
variations non aléatoires sont celles que nous imposons. Dans un tel environnement, il 
devient aisé d'isoler les perturbations aléatoires et d'identifier un modèle fiable. 
La performance de modélisation du chapitre V l'illustre bien. Les deux modèles 
testés explique une très grande parrie de la variation de l'erreur d'identification (R2 0,92 
et 0,95). Cependant, il aurait été intéressant de réaliser une série d'essais suivant les 
même modalités afin de quantifier l'erreur résiduelle et ainsi mesurer le manque 
d'ajustement tel que calculé au chapitre W. Les prochaines modélisations sur simulateur 
devraient inclure cette procédure, d'autant plus que le coût des essais ne se chiffre qu'en 
temps d'utilisation de l'outil informatique. Étant donnés les résultats atteints à la suite de 
la transformation logarithmique des valeurs de conditionnement, l'information sur le 
manque d'ajustement nous aurait peut-être montré l'inadéquation du modèle initial et nous 
aurait alors forcé à envisager l'utilisation du logarithme des valeurs de conditiomement. 
La capacité d'obtenir des modèles représentatifs dans les études des chapitres N 
et V illustre bien l'influence de l'enviromement sur les résultats. Au chapitre V, seules 
les variations imposées à chaque essai avaient une influence sur la variable de réponse, 
alors qu'à la précédente étude de cas les effets conjugués du temps, de l'environnement et 
des paramètres négligés ont affecté les résultats. S'il fut possible dans les deux cas 
d'établir certaines conclusions, il faut tout de même éviter de commettre l'impair de 
généraliser les résultats sans vérification. En sommes, la prudence est de mise quant à la 
précision des informations fournies par les modèles statistiques et aux conclusions qui en 
découlent. Cependant, ce type d'outil permet, et permit dans les deux cas, d'extraire puis 
d'utiliser une information difficilement accessible autrement. 
La conception de systèmes "juste à temps", l'utilisation de logiciels de gestion de 
fabrication et, plus récemment, l'entretien productif (total productive maintenance) ont 
connu une popularité presque instantanée dans les milieux industriels. Ces méthodes sont 
attrayantes parce qu'elles permettent d'améliorer la productivité des activités de 
production. Malheureusement, la popularité de ces méthodes pourtant intéressantes s'est 
estompée rapidement. La plupart des utiiisatews qui avaient perçu cette série d'outils 
comme la panacée réglant tous leurs problèmes ont été déçus des résultats. 
L'application des statistiques industrielles s'ajoute à cette liste de méthodes 
d'amélioration de la productivité. Ces outils sont polyvalents et, avec l'avancement des 
connaissances et le développement d'applications informatiques, ont un avenir 
prometteur. Cependant, l'analyse statistique seule, réalisée d m  un environnement 
instable est inutile. Les utilisateurs devront f&e preuve de prudence dans l'application et 
prendre bien soins de préparer le sujet avant l'analyse. Comme mentionné au début de ce 
chapitre, l'analyse doit être p r W é e  d'une phase préparatoire, afin d'identifier les 
éléments à inclure dans l'étude et la description de l'environnement expérimental. 
Par ailieun, il est important de rappeler que la non qualité dans une entreprise est 
trop souvent la conséquence de problèmes organisationnels. Un manque de 
communication entre l'administration et les opérateurs, une circulation inefficace de 
l'information, des structures hiérarchiques lourdes associées à des décisions centralisées, 
entre autres, causent des problèmes plus importants que la mise au point des machines et 
l'optimisation des produits. M i s e r  une analyse dans un contexte d'organisation 
inefficace permet rarement des bénéfices significatifs, 
Dans l'implantation d'un programme de gestion de la quaiité, l'utilisation des 
outils techniques, incluant les statistiques industrielles, ne vient qu'après l'assainissement 
des systèmes d'information (décisions) et des politiques d'entreprises (rôle et participation 
de chacun). C'est cet équilibre entre les gens et les équipements qui permet une réelle 
augmentation de la productivité dans un contexte de gestion de la qualité. 
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Ridgereg : 




Cr rn std: - - 
Fonction générale d'estimation et d'analyse: 
Fonction d'estimation de modèles selon la méthode pas à pas: 
Fonction de sélection de paramètres selon la procédure de sélection vers 
1 'avant; 
Fonction d'estimation de modèles selon la méthode Ridge m; 
Fonction de modélisation des composantes principales: 
Fonction d'analyse des résidus - distribution. détecrion de rendances 
inexpliquées; 
Fonction d'analyse de variance, incluant le test de manque d'ajustement; 
Fonction d'estimation du paramètre de transformation Box-Cox: 
Fonction de smdardisarion des données. selon moyenne et écart-type 
échantillonnaux (ou imposés); 
Fonction de centrage des données selon leur moyenne 
Fonction de test d'hypothèse sur les paramètres du modèle (sunout appelée 
par la fonction Stepwise) ; 






Estimation de la valeur p pour des valeurs de F et des degrés de liberté 
COMUS; 
Estimation de la valeur F pour des valeurs de p er des degrés de liberté 
connus; 
Estimation de la valeur t pour des valeurs de p et de degré de libené 
COMUS; 
Estimation de la vaieur z prise sur une distribution nonnale: N(O.l) pour 
une valeur de p donnée; 
Présentation du graphique gaussearirhmétique (Nomal probability plot): 
Estimation d'un modèle selon la méthode des moindres carrés; 

h e x e  B: Analyse de corrélation, étude de cas 1 
C) Uiilisai~on 1 0.4 1 0.74 0.87 0.65 0.59 0.63 -- 0.79 0.42 
O Hauteur. pharc I I ~  
g) Epaisseur. C2 solide 1 0.30 0.67 0.79 0.39 0.38 0.41 
0.34 0.39 0.39 0.81 0,67 
11 Rcndcmcni massique 0.29 0.38 0.36 0.83 
a) Rappon CIM 
b) Exce> d'tncrglc 
C)  Rbjuslcrncn~ (rntlangc) 














































AMVEXE D: ANALYSE DE RÉGRESSION, ÉTUDE DE CAS 2 
Variable : OP 
ModèIe Linéaire 
Note ModèIe final 









Variable : OP 
Modèle : Quadratique 
Note 









Variable : DE 
Modèle : Linéaire 
Note ModèIe final 








Variable : TEA 
Modèle : Linéaire 
Note Modèle fina1 
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