This paper characterizes general optimization problems into four categories based on the solution representation schemes, as they have been the key to the design of various evolutionary algorithms (EAs). Four EAs have been designed for different formulations with the aim of utilizing similar and generalized strategies for all of them. Several modifications to the existing EAs have been proposed and studied. First, a new tradeoff function-based mutation has been proposed that takes advantages of Cauchy, Gaussian, random as well as chaotic mutations. In addition, a generalized learning rule has also been proposed to ensure more thorough and explorative search. A theoretical analysis has been performed to establish the convergence of the learning rule. A theoretical study has also been performed in order to investigate the various aspects of the search strategy employed by the new tradeoff-based mutations. A more logical parameter tuning has been done by introducing the concept of orthogonal arrays in the EA experimentation. The use of noise-based tuning ensures the robust parameter tuning that enables the EAs to perform remarkably well in the further experimentations. The performance of the proposed EAs has been analyzed for different problems of varying complexities. The results prove the supremacy of the proposed EAs over other well-established strategies given in the literature. r
Introduction
Since its advent, evolutionary optimization has gone through various stages of evolution that have made it more robust and fast; robust enough to be applied to all spheres of optimization problems and fast enough to take decisions in micro-seconds (Dimopoulos and Zalzala, 2000; Nissen and Propach, 1998; Yao et al., 1999) . In the present scenario, evolutionary algorithms (EAs) are not limited to the applications in artificial intelligence, and have been increasingly used in various dimensions to solve real world problems (Dimopoulos and Zalzala, 2000; Sinha et al., 2003) . Although, a plethora of literature pertaining to the search strategies adopted by various EAs is available (Nissen and Propach, 1998; Rana et al., 1996; Kazarlis et al., 2001; Yao et al., 1999; Salomon, 1998; Choi and Oh, 2000; Yoon and Moon, 2002; Kim and Myung, 1997; Storn, 1999) , most of them restrict themselves to solving a particular class of optimization problem and thus, fail to provide generalized strategies that can be robustly used for wide spectrum of optimization problems in science, business and engineering applications. In general, optimization problems can be classified into two groupsnumerical optimization and combinatorial optimization (Tsai et al., 2004; Gen and Cheng, 1999 ). Yet another classification exists that is based on the representation schemes-binary string, floating point string and integer bit string representation (Rana et al., 1996; Kazarlis et al., 2001; Yao et al., 1999; Salomon, 1998; Choi and Oh, 2000;  Yoon and Moon, 2002; Kim and Myung, 1997; Storn, 1999; Zhang and Leung, 1999; Burke and Newall, 1999) . In general, the first two representations are more suited and easy to implement on numerical optimization problems; whereas, the third representation enjoys solving the combinatorial optimization problems with a greater ease and efficiency (Nijssen and Ba¨ck, 2003; Goldberg, 1989) . Thus, to propose effective algorithms that would efficiently work in all the representations is a convoluted task. The schematic representation of various optimization problems along with their most suited representation classes are shown in Fig. 1 .
All of the above-mentioned factors motivated the authors to propose robust and fast EAs with improved learning strategies to achieve the global optimization in all of these cases. Before introducing the proposed algorithms, the general formulation of a numerical optimization problem can be mathematically described as minimize gðtÞ; t ¼ ðt 1 ; t 2 ; . . . ; t n Þ 2 K n ,
where tAC\X,C represents the 'feasible region' defined as C ¼ ft 2 K n jc j ðtÞp0 8j 2 f1; 2; . . . ; Jgg,
where c j ðtÞ; j 2 f1; 2; . . . ; Jg are the 'constraints' on the problem; the n-dimensional 'search space' is defined by XDK n and is constrained by the 'parametric constraints' given below: t i pt i pt i ; i 2 f1; 2; . . . ; ng
where t i andt i represent the lower and upper limits of the variable t i . Here, it is evident that the solution is represented as floating point string of type A (Fig. 1) ; however, it can also be represented in the binary string (type B of Fig. 1 ) by considering the representation of floating numbers into binary numbers. For the second class of optimization problems, i.e. combinatorial optimization problems, the general formulation can be given as minimize hðsÞ s ¼ ðs 1 ; s 2 . . . s n Þ 2 S,
where S is the set of integers; s 2 J \ <; J denotes the 'feasible range' of variables and is given by J ¼ fs 2 Sjc 0 j ðsÞp0 8j 2 f1; 2; . . . ; J 0 gg,
where c 0 j (s) represents the 'constraints' of the problem; the 'search range' < is defined by < S, which is constrained by the 'individual range' defined by 
subject to the constraints c j 00 , j ¼ {1, 2, y, n}, where N is the number of nodes; dist ij is the distance between nodes i and j; Here, only minimization cases are considered as the problems pertaining to maximization of objective can also be mapped into minimization problem by making suitable changes in the formulation.
Owing to the existence of all these formulations, authors intend to present some improved learning rules suited to each formulation in order to eliminate the difficulty and dilemma of the practitioners and users of EAs while searching the best strategy for their problem. In addition to this, various testing phases based on design of experiments are introduced in order to achieve robust parameter control and tuning.
In the earlier studies, various modifications to the initial versions of EAs have been proposed to suit the varying complexity of the optimization problems. Some of the vital factors that affect the search strategy of the EAs are: (1) population representation, (2) information sharing among members of the population, (3) mutation of the current population, (4) generation scheme for new population, (5) learning from previous generations (Kazarlis et al., 2001; Yao et al., 1999; Salomon, 1998; Choi and Oh, 2000; Yoon and Moon, 2002; Kim and Myung, 1997; Storn, 1999; Zhang and Leung, 1999; Burke and Newall, 1999; Eiben et al., 1999; Harik et al., 1999; Michalewicz et al., 2000; Runarsson and Yao, 2000; Franc -ois and Lavergne, 2001 ; Kazarlis et al., 2001; Ong and Keane, 2004) . Even a small variation in any of these factors has a considerable effect on the EA performance.
The following discussion provides an insight to some of the recent developments in the field of evolutionary computation. In order to do away the slow convergence
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Integer String Floating point String of the classical evolutionary programming (CEP), Yao et al. (1999) introduced fast evolutionary programming (FEP) that utilized the mutation based on Cauchy function because of its higher probability of making longer jumps Runarsson and Yao (2000) introduced a novel approach to balance objective and penalty functions stochastically, i.e. 'stochastic ranking' and presented a fresh view on penalty function methods in terms of dominance of penalty and objective functions. Salomon (1998) presented a new hybrid approach, the evolutionary-gradient-search method for the problems pertaining to numerical optimization. A much broader collection of developments in evolutionary computation for manufacturing optimization can be found in Dimopoulos and Zalzala (2000) . Zhang and Leung (1999) proposed an orthogonal genetic algorithm for multimedia cast routing that incorporated orthogonal design to crossover operation. Francois (1998) presented a mutation or selection evolutionary strategy (MOSES) to solve complex discrete optimization problems. It theoretically studied the relationship between convergence, parameters of the method, and the geometry of the optimization problem. An extensive empirical study on the synergy among multiple crossover operators has been provided in Yoon and Moon (2002) . Choi and Oh (2000) presented a new mutation rule for evolutionary programming (EP) that has been motivated from the back-propagation learning rule of the neural networks. A method of decomposing larger problems into smaller components, each of which is of a size that the EA can effectively handle, was proposed by Burke and Newall (1999) to solve timetabling problem. Eiben et al. (1999) provided a broader classification for parameter control mechanisms of EAs. They also provided a survey of various types of control that have been used by evolutionary computation community. A statistical method was described by Franc -ois and Lavergne (2001), which was able to find good parameter settings for EAs. The method utilized a functional relationship between the algorithms performance and its parameter values. Yet another statistical approach can be found in Czarn et al. (2004) . Ahn and Ramakrishna (2003) described two elitismbased compact genetic algorithms in order to design efficient compact type GAs by treating them as the estimation of distributed algorithms (EDAs) to efficiently solve complex optimization problems. The compact GAs utilized the concept of successive learning in generations utilizing the probability strings for the solution representation. Various other learning approaches also persist in the literature. In general, learning algorithms are termed as learning automata approaches (Najim and Poznyak, 1994) . In Agache and Oommen (2002) , two new generalized pursuit algorithms were presented that falls in the category of fastest learning automata algorithms. Howell et al. (2002) proposed a hybrid genetic and learning automata approach that enjoys the merits of both the strategies. Various other relevant work like Papadimitriou (1994), Najim and Poznyak (1994) in the context of learning algorithms need to be mentioned here.
Many works have been reported in literature in order to map the system chaos and noise within the working dimensions of EAs (Nissen and Propach, 1998; Rana et al., 1996; Caponetto et al., 2003) . Caponetto et al. (2003) introduced chaotic sequences instead of random sequences during all the phases of random evolution process. The approach was based on the spread spectrum characteristic of chaotic sequences. In Nissen and Propach (1998) , noise function was introduced to the deterministic objective function values in order to map the practical scenario of the existence of noise while experimentation, stochastic simulation, sampling and even interaction with users.
As it can easily be manifested from the above literature review that though a wide range of modifications have been carried out to enhance the performance of EAs, a robust strategy is mandatory that can work in general for various formulations of objective functions found in the real world scenario. Also, an all purpose strategy for robust parameter control and tuning in the presence of noise is essential to help the practitioners of EAs to come out of the dilemma of choosing the control and tuning methods in changing situations.
The aims of this paper are manifold. First, it introduces the concept of developing general-purpose fast EAs that equivalently achieve better results in all the previously mentioned formulations (i.e. A, B, C, and D). Second, it utilizes the enhanced learning mechanisms for all these formulations in order to achieve better tradeoff between exploration and exploitation of the search space; and to achieve time gain over prevailing strategies. This has also been theoretically validated. Third, it introduces a new tradeoff function to decide the mutation step size. This function makes a tradeoff between the fast convergence of Cauchy function and the explorative search of Gauss function to achieve better solutions. Fourth, the chaotic sequences to map the random dynamics have also been utilized to mutate the solutions. Thus, the evolutionary strategies utilized in the paper, the mutation at each step is performed both by the tradeoff function and the chaotic sequence generator and the better offspring is evolved further. Fifth, the paper proposes a design of experiments model to conduct various experiments sequentially utilizing the orthogonal array that symbolizes the variation in various parameter values. This approach reduces the tedious task of parameter control and tuning that were earlier carried out by exhaustive experiments. Comparisons with the existing EAs are also carried out that utilize the well-designed experiments, and thus the efficacy of the strategies has been established. Finally, the noise factor has been incorporated in the deterministic objective function value, and designed experiments are conducted to establish the robustness of the algorithm.
The rest of the paper is organized in the following sequence: The next section introduces the main intricacies in defining the general-purpose EAs. Section 3 introduces new generalized learning strategies and presents the new guided mutation rule. It also provides the general-purpose algorithms for all the four problem types. Section 4 deals with the mathematical aspects of the proposed algorithms and establishes their convergence. Section 5 provides the classification of the test functions utilized to evaluate the effectiveness of the proposed algorithm for numerical optimization problems on the basis of their dimensional complexity and degree of entrapment. It also presents the test problems of combinatorial optimization utilized for the comparative study. Section 6 formulates the design of experiments for the parameter tuning and the analytical study of the proposed algorithm. The results of the extensive computational experiments, inferences drawn from it and related discussions are presented in Section 7. Section 8 concludes the paper.
An insight to intricacies in defining general-purpose algorithms
As discussed in the previous section, a general optimization problem can be conveniently framed into one of the formulations depicted in Fig. 1 , though, with slight changes. The major obstacle in the presentation of robust algorithms that can equivalently work in any of the varying environment or formulation is the peculiar data type handling method used in it.
Due to varying representation schemes, the general rules for mutation cannot be implemented in all the cases. Hence, the following proposition, though obvious, needs to be stated. Proposition 1. No single mutation strategy can equivalently work for all the four problem formulations.
Validation: Let there be two formulations considered, namely-'A' and 'C'. The formulation of type 'A' requires the representation of solution as the floating point number, while, the problem type 'C', which is characterized by the integer vector representation of the solution. In the first case, the new perturbed vector is obtained by adding or subtracting a calculated step (floating point form) into the variable, whereas for the second case the perturbed vector is obtained by the random replacements within allowable range in the existing solution vector. Thus, the two schemes are entirely different; one is based on algebraic addition and other on random combinations. Similar logic can be established for other formulations also. Thus, it can be established that a single strategy for mutation cannot equivalently work in all the cases; however, here it is imperative to be mentioned that the different strategies used may be guided by similar principles with adaptive formulations for all the representations. This fact has motivated the authors to present the generalized adaptive mutation principle for all types of problems considered. & When learning rules are advocated, the first thing characterizing them is the dynamic learning of the optimal actions for the environment, through interaction with stochastic and unknown environment. Their ability to find out best actions amidst the persisting noise makes them hot case for the EA practitioners. However, in this case also a proposition similar to Proposition 1, can be made for the learning rules utilized in the EAs.
Proposition 2. No same learning strategies can be used for all the four problem formulations.
Validation: Let again the cases 'A' and 'C' be considered. The formulation type 'C' utilizes the probability strings to obtain the probability to choose a set of actions among the available ones. However, for a typical formulation type 'A', the learning can be performed utilizing the environmental (neighborhood) effects on the current solution (detailed in Section 3). Here, the probability strings are of no use, as the set of actions at a particular bit position are very large to handle through probability strings. Thus, the learning rules are defined in the form of solution perturbation rules utilizing the learning schemes. Thus, the two cases are entirely different, that establishes the proposition. & Although, the above proposition holds, the learning rules can be guided by similar strategies, and the fact has been the prime motivation to devise the general-purpose learning rules that can be utilized in all categories of the problems.
The generalized dynamically fast EAs
This paper utilizes the following adaptations and modifications in the existing strategies Learning strategy utilizing the neighborhood information and improved updating rule.
Guided adaptive mutation rule based on the better of the step obtained from tradeoff function between Cauchy and Gaussian distributions, and from the random chaotic distributions.
Based on the aforementioned aspects, the general rules for all the formulations are given in the following discussion.
The generalized EA exemplification
In general, an EA can be represented by six basic components namely-(1) encoding scheme of chromosomes; (2) fitness evaluation scheme; (3) initial population; (4) set of rules for the offspring generation; (5) set of operators to have comparative evaluation; and (6) working parameters utilized. Earlier, Hung and Adeli (1994) presented GA as a nine tuple entity to represent their parallel genetic/neural network learning algorithm. Utilizing the idea, this paper presents the proposed generalized EAs with a ten tuple entity ), Ch i 0 is the ith chromosome of initial population; E s represents the encoding scheme of chromosomes; Ĺ chr denotes the length of a chromosome depending on representation scheme; F is the fitness function for the parents and generated offsprings; L s represents the learning scheme utilized for the chromosomes; M r is the mutation rule to obtain new solutions; S s symbolize the selection scheme utilized to select the chromosomes; P is a set representing the parameter values utilized; G corresponds to the termination criteria used. The sections to follow will utilize this representation scheme to detail an EA.
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Improved general-purpose learning strategies
Taking cue from the genetic learning automata and Stype learning automata (Howell et al., 2002) , the generalized pursuit learning schemes (Agache and Oommen, 2002) , the neighborhood learning of swarm intelligence (Clerc and Kennedy, 2002; van den Bergh and Engelbrecht, 2004) , and the generalization theory of learning (Butz et al., 2004) improved and dynamic learning rules have been formulated to guide the search procedure. The learning rule has different updating schemes based on the problem formulation but utilizes the similar updating functions, therefore, is defined as general-purpose learning rule. The proposed general-purpose rule is based on the updating in the form of adaptive self-learning and neighborhood learning. The learning can be in the form of probability updating rule or as trajectory guide rule; however, both are guided by the same rule as described above.
In general, a probability update learning rule utilizes some well-acclaimed terminologies like the action probability vector 'Prob' and a learning update scheme 'L s ', from the learning automata literature, and are defined as
where p i (g) is the probability that at generation g, the learning strategy will select the action a i . a i AÂ , Â is the set of available actions such that
, rǐ s the number of actions. Here, p i (g) satisfies the following condition related to probability definition i.e.:
In the above discussion, the learning update scheme L s : 
In the case of probability update rules, the populations of bit strings are replaced by corresponding population of probability strings. At each generation, the probability string is first converted into the action string by the probability distribution, thereafter, the probability strings are again updated utilizing the update rules and responses from the environment; and the process continues. The key factor that guides the search procedure is the probability update rule U. Many different rules for updating persists in the literature (Agache and Oommen, 2002; Papadimitriou, 1994; Najim and Poznyak, 1994) . In the sequel, this paper presents improved and dynamic probability update rule in order to achieve better tradeoff between exploration and exploitation of the search space, and to achieve time gain over prevailing strategies. The proposed learning update rule can be defined as L s :
where p j (g) is the probability at the generation g; p 0 j is the probability of neighbors at generation g; B: 0oB1, is the speed of learning parameter with respect to previous probability; u:0ouo1, is the speed of learning parameter with respect to probability of neighbors; X(g) represents number of actions with higher estimates than the chosen action at generation g; d j (g) is the reward estimate of action j, defined as
where C i ðgÞ represents the number of times the ith action has been chosen; @ i ðgÞ denotes the number of times ith action has been rewarded. This type of rule is adopted for the formulations B, C, D. In the above formulation the parameters B and u are adaptively changed as the number of iterations increase. Their adaptive formulation and its impact are detailed in Section 6. For the trajectory guide rule, i.e. for formulation A, the learning scheme is not based on the probability string as it is not feasible for this formulation. Here also the learning rule is guided by self-learning and neighborhood learning. In this case, the solution is a point-based representation; hence, the learning rule can be formulated for each solution as L s :
where B and u are the speed of learning parameters depending on self experience and on the neighborhood
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experience, respectively; w i (g) is the ith variable position at generation g; w is and w in are the respective previous best and neighborhood best positions; k i is the update factor and o is its corresponding dependency on previous iterations. In the trajectory learning rule, each solution acquires its new position based on the learning rules (17) and (18).
Guided adaptive mutation rule
As indicated from Proposition 1, a general guide rule should be first devised for the adaptive mutation and thereafter, the mutation rules for various encoding schemes should be defined. In this paper, the mutation rule is based on a new tradeoff function to decide the mutation step size to generate a new offspring. This function can be generalized as a tradeoff between the fast convergence of Cauchy function and the explorative search of Gauss function. Since the Cauchy functions are very good at search in a large neighborhood and Gaussian function performs better in small neighborhood (Yao et al., 1999) , the adaptive scheme gives more emphasis to Cauchy mutations in the initial phases of the search procedure and the preference of Gaussian mutations is increased as the search proceeds. The Gaussian and Cauchy functions with mean zero are given below:
where s is the standard deviation of Gaussian distribution and t40 is the scale parameter for Cauchy distributions. Fig. 2 presents the comparative plot of both the functions drawn on the same scale. Also Caponetto et al. (2003) indicated that by substituting the random mutation sequences by some chaotic operators always enhance the performance of EAs; hence, the proposed generalized mutation scheme generates another offspring along with the one using tradeoff function, and the better one is considered for further operations. The following discussion formally introduces the mathematical aspects to get the offspring: 
where O c (g) is the offspring generated from the c chromosome at generation g; O tcg c is the offspring generated from the tradeoff function; O chaos c represents the offspring generated utilizing the chaotic sequences; B denotes the operator that randomly selects any of the two quantities on its either sides; and f( Á ) is the fitness function.
The generation of two parallel offsprings is based on the following mutation rule:
where O i c is ith part of offspring generated from chromosome c at generation g; Ch i c (g) represents the ith part of chromosome c at generation g; m i (g) is known as the standard deviation for the mutation; D i c (g) is the mutation step size obtained either from the tradeoff function or from chaotic sequences at generation g. The case pertaining to the tradeoff function is described below:
where
G s and C s are random steps generated utilizing Gaussian and Cauchy distribution functions. Mathematically, step size generation can be described as
where rand(+, À) randomly assigns sign to the expression; z is a random number in the range ]0, f Gaussian (0) or f Cauchy (0) (as the case may be)]. Eqs. (25) and (26) can easily be obtained from (19) and (20), respectively. However, for the offspring generation from chaotic sequences, many chaotic generators are defined in the literature (Caponetto et al., 2003) . This paper utilizes the tradeoff function of the sinusoidal iterator and logistic map due to their better performance and fast convergence. For the offspring generation, the following formulation of
ARTICLE IN PRESS where s is the step parameter; _ is a random number in range (0, 1); d and Sˇare the random numbers obtained from the logistic map and sinusoidal iterator defined as Logistic map: xc
Sinusoidal iterator:
where a 0 and a 00 are equation parameters. The step sizes obtained from Eq. (27) are shown in Fig. 3. 
The generalized EAs for various formulations
This subsection formally presents the generalized EAs for all the four formulations. The basics of all these EAs are guided by similar principles, though, varying somewhat in implementation. The EAs represented as abstract ten tuple entities are presented in Table 1 . In the interest of brevity, detailed algorithms for all the four problem types are given in Table 2 . Without the loss of generality, this paper tries to put encoding schemes, learning strategies, mutation rules, and similar other tuples of all the four EAs on the same platform. This means that though the general encoding schemes for the problem types may be as shown in Fig. 1 , they are somewhat modified to suit the broader objective of generalization. Also, it has been shown in the sections to follow that the proposed encoding schemes work equivalently or sometimes better than the existing strategies.
Type A problems
The problem type A is generally concerned with the function optimization problems that require variable values as floating point numbers. The algorithm for type A utilizes the encoding of variables as floating point numbers. The learning scheme utilizes the information shared by the neighbors (other chromosomes) and the previous experience of the chromosome. The mutation step is straightforward and requires the algebraic summation of mutation step obtained from (21). This algorithm is characterized by the dynamic updating and fast convergence, authenticity for which has been theoretically established in Section 4, and experimentally revealed in Section 7.
Type B problems
The type B problems are also generalized case of function optimization problems. The difference lies in the encoding scheme, where the binary encoding is utilized to map the decision variables. Here also, the mutation rule is straightforward and requires the binary addition of the mutation step size obtained. However, the learning scheme utilizes the probabilistic strings to get the probability of being '1' or '0' at any particular bit position. This algorithm is also marked by the fast convergence to nearoptimal solutions, as validated by the Sections 4 and 7.
Type C problems
In the same fashion, type C problems are generalized cases of TSP problem or their modified versions. Here, the proposed algorithms utilize different type of coding schemes than what has been generally established in the literature. The type C problems are intended to find best sequence of nodes or objects among the given. In the interest of generality of the proposed algorithms, the encoding scheme utilizes partial binary coding, where a bit position can be acquired by either 0 or 1 but they are restricted by the following conditions and characteristics:
The chromosome has length P nÀ1 i¼1 n À i, where n is the number of nodes and i represents the ith node of the sequence.
There can be only a single '1' in each subsequent nÀi bits, iA1, 2, y, nÀ1.
To decode the solution, a lookup variable string is utilized whose initial length is n and the ith position contains the integer i.
The decoding steps are detailed in the algorithm presented in Table 2 .
In this case also the learning rule is similar to the type B case. Here, due to the use of different encoding scheme, the mutation scheme utilized in both previously mentioned type of problems is not applicable. First, 'nÀ1' mutation step sizes are calculated with the similar rules as previously detailed. The step sizes obtained in the range of D min and D max are then scaled on the range of (0, nÀi) for each subsequent i bits, iA1, 2,y, nÀ1. Now, based on the step size obtained, the position of single '1' is jumped and the new solution is obtained. This feature of the algorithm has also detailed in Table 2 . 
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Type D problems
These types of problems are modified versions of TSPs. In these types of problems, each problem variable has a finite set of alternatives and the problem is to choose the best out of them. The chromosome length is the sum of the total number of alternatives available. The encoding is similar to type C problems. The presence of '1' in a bit position ensures the selection of that alternative. The mutation and learning schemes are similar to the type C case (Table 2) .
Further, an elite population has been maintained in each class of problem that contains e pop best individuals found till the generation.
Mathematical aspects of the proposed strategies
Can the learning rule converge?
To show the convergence, the learning strategies are split into two parts-first, the learning strategies which utilize Eq. (13) and second, those utilizing Eq. (17). Let the case of first type be taken. The convergence of the strategy can be proved in two steps. First, the following theorem is established. Proof. This theorem is parallel to that for TSE learning rule (Tathachar and Sastry, 1986) . Let P i g represent a random variable as the number of times the ith action was chosen upto generation g in any specific algorithmic run. If the action a i is chosen at generation g, then from (13), 
Now, the two cases arise-(1) the probability of the chosen action, p i (g) is either ð1 À ZÞ Â p i , when ( other actions j for which estimates d are better than those for a i , or, (2) p i (g) is ð1 À ZÞ Â p i þ B when the action chosen has maximal reward estimate d max . However, in both of the cases, the following inequality holds: I f ith variable is encoded as a n i digit binary number, the total length of chromosome ¼ P n i¼1 n i
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If number of alternatives for ith variable are n ai , the total length of chromosome ¼ P n i¼1 n ai
EEqs (17) and (18) Number of generations/ convergence of probability strings is approximately to 1.
Number of generations/ convergence of probability strings approximately to 1.
Again from (13) it can be concluded that a similar inequality is valid 8j 2 ½1; r. Thus, it can be concluded that for any g initial generations of the algorithm, r ða i is chosenÞXð1 À ZÞ g Â p i ðoÞ for any i 2 ½1; r.
With the Eq. (33) established, the remaining proof is similar to that for TSE learning rule (Tathachar and Sastry, 1986) , and hence is not presented for the sake of conciseness. & Now, in order to establish the convergence of the proposed learning rule, it is to be proved that if ith action is rewarded more number of times from g initial onwards, as compared to any other action, then the probability vector of actions converges with a probability one.
Proof:. The convergence of the theorem is proved using the Submartingle's convergence theorem (Narendra and Tathachar, 1989) . For this purpose, it is first proved that the sequence of random variables fp i ðgÞg gXg initial is a submartingle.
To start with, the following equation is considered:
where St(g) is the state vector for the estimator algorithms that contains Prob(g) and d(g): dðgÞ ¼ fd i ðgÞ; 8i 2 ½1; rg. From the proposed learning rule and the theorem assumptions, the probability for g+1th generation can be represented as
if a j is chosen and jai,
Thus, it can be inferred that 8gXg initial ; Dp i ðgÞ can be calculated as 
Thus, it can be concluded that p i (g) is a submartingle. Hence, by submartingle convergence theorem fp i ðgÞg gXg initial converges as g-N and
E½p i ðg þ 1Þ À p i ðgÞjStðgÞ ! 0 with a probability 1. (38) Thus, p i (g)-1 with probability one that proves the theorem. & Now, the result of e-optimal convergence condition can be given as Theorem 3. In every static random scenario, ( a number B*40, u*40 and g initial 40, such that 8B 2 ð0; B Ã Þû 2 ð0; u Ã Þ, for any 2(0,1) and any eA(0,1):
Proof:. Trivial from Theorems 1 and 2 (as a logical consequence). & Thus, the proposed learning rule is converging that theoretically authenticates its formulation. With the similar strategies, the theoretical convergence of second type of learning rule can be established.
Why new tradeoff function?
This paper proposes a new tradeoff function that is utilized to carry out mutations. In general, an efficient search strategy should be characterized by more exploratory 
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Thus, the Gaussian mutations can be regarded as more localized than Cauchy mutations. It is to be noted that the generation of infinite variation is practically not feasible; however, (41) indicates that it is possible to get large deviations even at first generation-thus, avoiding possibility of entrapment in local optima. In order to establish the relevance of the proposed tradeoff function, first the effect of mutation step size over the search is analyzed mathematically.
Let the probability of generating a solution in the neighborhood of x * (optimal point) using any distribution D be P D (|xÀx * |pe), where, e is the neighborhood size. The following theorem is stated Theorem 4. For any number a such that 0oao2e, larger the value of s implies larger P Gaussian (|xÀx * |pe), if so|xÀe+a|; and larger value of s corresponds to smaller P Gaussian (|xÀx * |pe), if s4|xÀe+a|U
Proof. Fig. 4 demonstrates the various variables and their assumed positions over the arbitrary probability distribution curve. For the Gaussian distribution function (19), the probability that the a point is generated in the neighborhood of x * can be given as
It has the step size equal to sU To assess the impact of s, the derivative of (42) is to be evaluated with respect to s. The mean value theorem of definite integrals (Hunt, 1986) , states that ( a number a such that
Thus,
Following the logical consequences to obtain derivative, (44) can easily be written as (Yao et al., 1999) 
Hence, from (46) and (47), it can be concluded that larger the value of s implies larger P Gaussian (|xÀx * |pe), if so|xÀe+a|; and larger value of s corresponds to smaller P Gaussian (|xÀx * |pe), if s4|xÀe+a|; that in turn validates the theorem. & A similar theorem can be stated for the Cauchy distribution function (Eq. (20)).
Theorem 5. For any number a such that 0oao2e, larger the value of 't' implies larger P Gaussian (|xÀx * |pe), if to|xÀe+a|; whereas larger value of 't' corresponds to smaller P Gaussian (|xÀx * |pe), if t4|xÀe+a|U
Proof:. The proof can easily be followed from that of Theorem 4. & Since, s and t can be directly linked with mutation step size, it can be concluded that larger step size is disadvantageous if the distance between current search point and neighborhood of optimal point is less than the step size; however ,in the opposite case the larger step sizes are advantageous in order to reach the optimal/near-optimal point. Thus, using any one particular type of probability distribution for mutation may deteriorate the efficiency of the search procedure. This may be attributed to the fact that in the initial stages, the population is formed in a perfectly random manner, which requires explorative and thorough search with large mutation steps, whereas, in the ARTICLE IN PRESS   Fig. 4 . Plot to demonstrate neighborhood search. The curve is of probability distribution function. later stages more thorough neighborhood search is required, though giving some chances to large steps. The proposed tradeoff function (Eq. (24)) takes care of such requirements efficiently due to the generation-dependent adaptive parameter '|'. The following discussion is dedicated to mathematical analysis of the attributes and efficacy of the proposed tradeoff function.
Are the mean-square displacements promising?
The displacement f(g) at any generation g can be attributed to the cumulative steps during g generations. The proposed tradeoff function exhibits the following expectation property of root mean-square displacements: ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
This is due to the fact that the expected root meansquare displacement for Cauchy mutations is infinity, thus influencing the expectancy for tradeoff function, thanks to the chances given to Cauchy mutations in tradeoff function even at later generations. To empirically evaluate the effect of displacements, Fig. 5 has been plotted that compares the effect of mutations due to the three distribution functions. Here, it is evident that the tradeoff mutations initially explore the region thoroughly and at later generations, the search is more explorative in neighborhood regions. This fact is visualized by the diamond patches. The existence of some patches far away can be interpreted as the effect of Cauchy mutations at later generations. Thus, the mutations of the proposed distribution are more likely to reach at better solutions without entrapping into local optimas.
Generation of distinct values from mutation
Any offspring at a generation g can be considered as an outcome of g-step random walk following a particular random distribution. The number of distinct values N d (g) obtained upto generation g is an important criterion to decide the effectiveness of mutation operation. To have a better appraisal, the expectation hN d ðgÞi is calculated. Let p g 0 be the probability that the value obtained at generation g 0 is new. Since obtaining a new value or not is a Bernoulli trial, hence the expected number of distinct values can be given as
Now, the value of hN d ðgÞi is analyzed for Gaussian, Cauchy (Yao et al., 1999 ) and tradeoff distributions:
Thus, from the above equations, it can be seen that the proposed tradeoff function yields more distinct values than Gaussian distribution, while equivalent to Cauchy distribution. Thus, the tradeoff function has more explorative and distinct search.
Although all the aforementioned proofs shown keeping in mind the type A and B problems, similar arguments can be established for the remaining cases also. Therefore, it can be said that the new learning and mutation rules are theoretically promising. Further sections would provide the empirical study of these attributes.
Classification of the test problems
Test functions pertaining to type A and type B
To evaluate the performance of the proposed EAs and carry out the designed experiments for the numerical optimization problems (A and B) , various benchmark test functions available in the literature have been utilized (Yao et al., 1999) . Broadly the following classification of test functions has been utilized:
(1) Unimodal functions, f 1 -f 3 (i.e. with no local minima). The functions and their characteristic curves for the two variables have been shown in Fig. 6 and Table 3 . Each category has two/three functions with increasing complexity. Several plots in Fig. 6 have been shown to visualize the general trend followed by the functions in the case of two variables. 
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Test problem pertaining to type C formulations
To evaluate the performance EA pertaining to type C problems, two real world TSPs (http://www.iwr. uni-heidelberg.de/iwr/comopt/soft/TSPLIB95/TSPLIB) have been utilized along with five simulated small size academic problems. The objective has been to minimize the total distance covered (Eq. (7)). The related data set has been provided in Appendix A.
Test problem related to type D formulation
Further, to assess the applicability and performance of the proposed EA for type D problems, a real-time reliability optimization problem has been considered from the literature (Gen and Cheng, 1999) . This problem had been a benchmark problem for various researchers (Gen, 1975; Gen et al., 1989) . The problem is to maximize the system reliability that is subjected to three nonlinear constraints with parallel redundant units in the subsystem. These subsystems are subject to type A failures that occur when entire subsystem is subjected to failure condition. Its mathematical formulation can be given as
Subject to
C 00 2 ðmÞ ¼ 20
C 00 3 ðmÞ ¼ 20
1pm 1 p4; m 2 p1; m 2 p7,
where m:m ¼ {m i , 8i} and m i denotes redundant units in the system; q iu represents failure probability for ith failure mode. The data regarding the failure modes and probability q iu in each system are presented in Appendix B.
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Experimental design for parameter tuning
It has been an issue of challenge in the EA optimization field to determine the parameter setting that yield efficient performance on the problems at hand. Recently, no free lunch theorem (Wolpert and Macready, 1997) has revealed that the average performance of about all pairs of algorithms is approximately same. This means that if any algorithm performs better in some particular set of problems, it is bound to perform worse in other problems. Also, if an algorithm works well on a particular problem or a class of problems, with a particular parameter setting, it does not guarantee that it would work similarly for other type of problems. Thus, each time, before attempting a new class of problems, parameter tuning is required. The previous sections throw light on the parameter control policies in the form of adaptive mutation schemes. Very often, it is not time efficient and also cumbersome to test all possible combinations of parameters to gain best out of them. Thus, a small but representative sample of combinations is utilized, thanks to the introduction and development of orthogonal design and orthogonal arrays (Phadke, 1989) .
In this paper also, the parameter tuning has been performed using various orthogonal arrays. Before getting into the details of the arrays used, let the tuning parameters be detailed first. The basic tuning parameters for various algorithms described in the paper are speed of learning parameters B and u; the standard deviation coefficient for adaptive mutations 'm i ' and population size PopS. Apart from the aforementioned tuning parameters, a noise factor has also been considered as tuning parameter, the formulation of which is described in the following subsection.
In general, real-time optimization problems require the solution evaluation through experimentation, stochastic simulation, sampling, etc. (Nissen and Propach, 1998) . Hence, most of the problems involve noise in one way or the other.
Earlier, the effects of additive Gaussian noise have been demonstrated on a set of five test functions (Rana et al., 1996) . The conclusions of the study were that after adding noise, some cases exhibited soft annealing effect while most 
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0.398 of the cases represented extra optima added to the function. Yet another paper on the similar theme exists (Hammel and Ba¨ck, 1994) , which concluded that increasing the amount of noise generally deteriorates the algorithmic performance, whereas, in general, increasing the sample size per individual solution improves performance, as it reduces the amount of uncertainty in the evaluation process.
In the present paper, various parameters discussed above have been robustly tuned by taking into account the noise factors also. The experimental model concerning the impact of noise level has been adopted from Nissen and Propach (1998) and has been briefly stated here. The noisy objective function used in the experimentations is given as 
m ¼ 1 100
where N(0,1) represents the normally distributed random variable with mean '0'and standard deviation s; # is noise constant; x * is the best known solution for the actual test function; andm is the average of the 100 random function values of the test functions (i.e. objective functions). The following discussion presents the actual orthogonal arrays utilized for the robust parameter tuning and provides the description of actual experimental setup.
Since all the four EAs described previously deal with generalized strategies, they encounter similar tuning parameters. All in all, five parameters have been recognized the variation in values those significantly affect the algorithm performance: (a) population size (PopS), (b) elite population (e pop ) as the fraction of main population, (c) step size (s´), (d) self-learning rate (B), and (e) neighborhood learning rate (u). For the computational study, four levels of all these parameters have been considered and L 16 0 (4 5 ) orthogonal array (Phadke, 1989) has been utilized. The range of parameters considered for the experimentation according to the L 16 0 (4 5 ) array are detailed in Table 4 . In order to obtain the best set of parameter values, separate experiments have been conducted for all the four problem types. The experiments have been performed for one problem of each kind in the presence of noise as well as in the absence of noise, and the obtained sets of parameters were used for further experiments on similar problems. The results were reported for an average of 10,000 function evaluations in terms of deviation from the optimal value.
After the parameter tuning, the experiments have been performed in order to assess the performance of the proposed generalized strategies over the established strategies used so far in the literature. For the later experiments, two main criteria have been considered: (1) number of generations and (2) average deviation for the whole class of problems. Here, the second criterion gives a glimpse to the average performance of these algorithms for the concerned problem types for which they have been defined. Next section is devoted to the results obtained as per the experimental setup described and a critical analysis of the obtained results is being presented. All the experiments have been done on a 1.8 GHz Pentium 4 Processor and the algorithms have been coded in MATLAB 6.1.
Computational results and inferences
In order to start the computational analysis, first the best performing set of parameters has been obtained according to the previously mentioned procedure. The following Table 5 . In this case, one function from each of the three categories has been used and the experimental runs have been performed in the presence of noise as well as in the absence of noise (Eq. (59)). Noise attribute has been utilized in the experiments as the presence of noise simulates the real-time application and thus contributes to establishing the robustness of the algorithm. Here, the value of # was set to 0.002 for each experimental run as it is found to provide a better estimate of noise (Nissen and Propach, 1998) . The results are presented in the form of deviation from optimal value of objective function and is subsequently calculated as
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Similar experiments have also been conducted for the algorithms concerned to the problem types B, C and D. Tables 6 and 7 summarizes the respective results of tuning experiments on these problems. The test conditions have been kept similar to the previous case.
A closer look over the Tables 5-7 suggests that in the first and second case, due to the presence of high dimensional instabilities, the tuning results vary largely, whereas the impact of tuning, although high, is comparatively less visible in the third and fourth case. In these tables, the experiments in bold provide the best parameter settings obtained, for both noisy and deterministic cases, which have been used for the further experiments in the following subsections.
Comparative performance evaluation
In order to have a comparative evaluation of the proposed generalized strategies with the existing EA strategies found in literature, various set of experiments have been conducted. The results have been presented in three categories:
(i) comparative convergence with the EAs utilizing simple Gaussian mutations, simple Cauchy mutations and those with tradeoff mutations; (ii) comparative convergence with the EAs using random mutations, Logistic mutations, sinusoidal mutations, and tradeoff function-based mutations; (iii) best objective functions obtained and the respective deviations from the best known value all the test cases. Here, it is important to mention that while any of the experimental run was performed by varying a particular strategy, all other steps and parameters related to other strategies were kept similar.
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First the seven functions, characterized as problem type A on the basis of their coding strategy, have been targeted by algorithm A. The parameters have been set according to the values suggested in Table 5 . Fig. 7 presents the comparative convergence of the proposed tradeoff mutations with Gaussian and Cauchy mutations. It is evident from the figure that, in general, the tradeoff mutations with the modified learning strategies are able to give better convergence trends. Although in some cases (pertaining to f 1 and f 3 ) Cauchy mutation-based strategies have converged earlier, but in terms of solution quality, tradeoff strategy is found to overrule other strategies. In the same vein, Fig. 8 presents the comparative convergence of the tradeoff mutations with random mutations, logistic mutations and sinusoidal mutations. It can be easily assessed from the figure that the tradeoff mutations perform outstandingly better than the other three strategies, their relative convergence being generally affirmative. In order to have a comparison of simple GA with the proposed generalized EAs a comparative analysis for the best objective value obtained along with the concerned deviations has been presented in Table 8 . From the table it is quite clear that the proposed strategies are outperforming in almost all the cases. The results of the problems related other types, although presented in the table, have been analyzed later for the sake of maintaining the discussion flow.
Having investigated the supremacy of the generalized rules for problem type A, the task remains to investigate the performance over other problem types. Thus, the problem type B has been considered next. The problem functions taken in this case are same as those used for type A, the difference being the encoding schema utilized by algorithm B (Table 2 ). In this case also the experiments have been performed on the similar line as discussed for type A. The results for the comparative performance over simple GA have already been presented in Table 8 , whereas, the comparative convergence analysis has been portrayed in Figs. 9. In this case also, the results and trends obtained confirm the claim of faster convergence and improved solution quality as has been theoretically established.
Similar experiments were performed for the type C and D problems. while outperforming the results obtained by simple GA for the larger problems. Also the fast convergence is visualized in almost all the cases studied. Fig. 10 portrays the relative convergence trend of the proposed EA with various established strategies. It can easily be concluded from the figure that the tradeoff function provide better results as compared to other strategies, although in order to tackle larger problem of this type, some further investigations are needed.
In the case of problem type D, the benchmark problem from Gen and Cheng (1999) has been studied for the convergence analysis. Fig. 11 shows the relative convergence trend for the problem with various strategies. The figure reconfirms the supremacy of the proposed EA. Further applications and performance of the algorithm over different real-time problems coming under type D are under the testing phase and the supremacy of the algorithm for much larger sized problems of this type are yet to be proved and should be the focus of upcoming research.
Concluding remarks and future scope
This paper targets the real-time optimization from a distinctive perspective. The generalized optimization problems have been first characterized as four basic type problems on the basis of varying solution representations utilized. Further, some generalized and enhanced learning rules have been defined for the EAs. In addition, a new tradeoff function-based mutation has been introduced that ensures more explorative and thorough search. Based on these modifications in the general EAs, four new algorithms, one for each problem type, have been proposed. Although these algorithms are different, yet they are marked by the similarity in the use of same tradeoff-based mutations and generalized learning rules. In addition to this, the proposed learning rule has been theoretically investigated for convergence and has been proved to have better convergence. A theoretical analysis over the need and explorative strategy of tradeoff function has also been performed. It validates the use and advantages of new tradeoff function instead of single Gaussian or Cauchy functions.
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Talking about the experimentations, an intensive study has been done. To start the experiments, first parameter tuning has been performed. Five parameters have been recognized to be of importance. Four levels of values of each parameter have been considered and the tuning has been done using the concept of orthogonal arrays. This significantly eases the tedious tack of tuning and can be relied upon for the considerably good results. The utilization of noise-based parameter tuning ensures the emergence of robust set of performing parameters. In the later sections of the experiments, the algorithms have been tested for their relative convergence with various strategies along with the simple GA. To have a better appraisal, seven functions for type A and type B problems have been tested. For type B problems, five simulated TSPs of varying dimensions and two real-time TSPs have been utilized. A realistic benchmark reliability problem has been considered to investigate the performance for the type D problems. All the results have shown the comparative supremacy of the proposed EAs.
However, the only limitation that lies in the paper is concerned with the problems of type D as not much problems have been considered under this type. Although, the performance of the proposed strategies has been established over a benchmark problem of type D, it is yet to be proved over other problems of the same class. The authors are under the testing phase of the application of these generalized EAs over a wide range of such problems, most of which comprise of real-time manufacturing applications.
Having completed the preliminary tests of the proposed strategies, a clear and more exhaustive future research is ahead. These algorithms have to be tested and suitably modified for the applications that are real challenges to the optimization. More thorough research is needed to study the various other critical aspects of the proposed strategies. Presently authors are working over the extensive study of algorithm applications over various problems of type D. A parallel work concerning the application of algorithms for type C problems related to controllers in FMS is under research. Preliminary results over the mixed class problems, like those in Tiwari et al. (2005) , have also been encouraging.
In nutshell, the present paper is a small step towards the bigger aim of generalization of the diverse field of optimization. Though this paper presents the preliminary results, the performance of the proposed strategies is encouraging and supporting the notion of optimizing the most crucial real-time problems.
Appendix A
See Tables A1-A3 .
Appendix B
See Table B1 . Table B1 Failure modes and probabilities in each subsystem (Gen and Cheng, 1999) 
ARTICLE IN PRESS
