INTRODUCTION
A Toeplitz matrix is one of the form (P)~-~) where i and j run through some index set and the vj are complex numbers. A block Toeplitz matrix is similar except that the vj are themselves square matrices of a fixed order r. This paper is concerned with asymptotic properties of the finite block Toeplitz matrices (This notation will be used consistently throughout the paper; if y is a scalar-or matrix-valued function then yj denotes its jth Fourier, or Laurent, coefficient which is either a number or a matrix.) The corresponding block Toeplitz matrix (1.1) will be denoted by TN [v] and its determinant by Q,, [F] ; the semi-infinite block Toeplitz matrix (yiPi), 0 < i, j < co will be denoted by T [q] . The earliest asymptotic result for block Toeplitz determinants seems to have been that of Gyires [S] who showed that if y(z) is continuous and positive definite for 1 x j = 1 then Here log denotes any continuous logarithm, whose existence is guaranteed by (1.2).
If we define C+(Z) = ~(z-') then Hirschman's assumptions (aside from smoothness conditions) were equivalent to T [v] and T[q] being invertible as operators (acting on the left) on an appropriate sequence space. The conditions (1.2) are necessary, but in the matrix case not sufficient, for this.
In the present paper it will be shown that (again aside from smoothness assumptions) the conditions (1.2) imply the existence of the limit &PI = lim,+, G,+PI/GC~I~+~ and that this limit is nonzero if and only is sometimes correct (it is if 9 is a scalar function times a matrix function extending analytically to an invertible matrix function inside or outside the unit circle), but is unfortunately usually wrong. In some applications [12] block Toeplitz determinants arise where only finitely many of the coefficients v* are nonzero, and here E [v] can be evaluated explicitly. In fact it will be shown that if all the 'pi vanish for j < --a (or for j > oz) then E[?] = 0,-r [q-l] G[#.
Although we have not been able to find a general expression for E[rp], we have evaluated the FrCchet derivative of log E [y] . In the scalar case this is easily integrated to give (1.3). Even in the matrix case log E [F] can be expressed as an integral, but this is not entirely satisfactory.
Note that in the scalar case log E[p?] is a bilinear function of the two sequences (log P>i l<j<cO (1% F,>L l<j<co.
Such bilinearity, plus computation of simple special cases, is enough to deduce (1.3). Certain analogous bilinearity relation will be established in the matrix. These are used to establish (1.4) in the cases described and may perhaps give someone an idea of what E[y] is in general.
The last part of the paper is concerned with the limiting behavior of the eigenvalues of TN[y] when all but finitely many of the 'pi vanish. In the scalar case Schmidt and Spitzer [14] found the set of limit points of the eigenvalues as N---t co and Hirschman
[lo] refined this by describing the limiting distribution of the eigenvalues. We extend these results here. As will be seen the introduction of a modicum of potential theory permits a considerable simplification, even in the scalar case.
Added in proof.
A general expression for E[y] will be derived in a forthcoming paper.
FACTORIZATION OF MATRIX FUNCTIONS
The theory of semi-infinite block Toeplitz matrices was developed by Gohberg and that its index (dimension of its null space minus codimension of its range) is equal to -,G&ag arg det F(e*@)-
Crucial to the investigation of invertibility was a certain factorization of matrix functions analogous to the Wiener-Hopf factorization for scalar functions.
It was shown that any v belonging to e, and satisfying (2. are generally different from the right exponents. Indeed one set of exponents may vanish but not the other.
Once one has these factorizations it is easy to see that T[v] is invertible if and only if 9) satisfies (2.1) and all the right exponents of v vanish. Since the right exponents of q(x) = g)(z-') equal the negatives of the left exponents of 9) the simultaneous invertibility of T It is not hard to see that in the right standard factorization y = u-u+, which is not unique, one may take U+(Z) to be the inverse of the matrix function whose Fourier coefficients with negative values of the index vanish and whose sequence of Fourier coefficients with nonnegative values of the index is given by 7'[~]-' (1, 0, O,...} where I denotes the r x Y identity matrix. This implies that u*, and similarly the other functions of (2.2), may be chosen so that they vary continuously with v, a fact which will be useful later. If we apply the immediately preceding argument to the matrix function d4' (t = transpose) we deduce that it has all right exponents zero. Thus v(z) has all left exponents zero. Hence there is a curve joining t = 0 to t = 1 at no point of which (except possibly t = 1 itself) the determinant is zero. The entire curve p)(t) then belongs to A, .
The next lemma shows that almost all sufficiently small punctured discs centered at a point of A,, lie entirely in A, . where each 7~~ is a polynomial of degree less than -Ki
Then with f equal to the sequence of Fourier coefficients of (2.6), (Note that left resp. right multiplication by U-resp. U+ is a homeomorphism of A.)
Similarly y + + has left exponents zero for all sufficiently small nonzero E as long as # does not belong to some other nowhere dense set, and the lemma is established.
INVERSION 0~ T&J]
In this section we show that if y E A, then T,,, All this may be found in [6, Chapter II], for example.
If F belongs to A, then so does v-l. Therefore it has left and right standard factorizations
This notation will be retained for the rest of the section. We define U, [v] to be the block matrix whose i, j entry is
The motivation for this definition is that for i or j fairly far from N (3.2)
is close to the i, j entry of the inverse of the semi-infinite block Toeplitz matrix (vi+) 0 <j, j < CO while for i or j fairly large (3.2) is close to the i, j entry of the inverse of the semi-infinite matrix (vi+) -co < i, j < N. for 'p belonging to any compact subset of A, .
Proof.
We shall see that the block matrix T&p] UN[p)] -I (where I is the identity matrix) has i, j entry gl 9%-n-N Fl U~+n+7n"Ln + !l W+n il v~N-n-mV+N5+m * (3.3)
Granting this for the moment let us deduce the assertions of the theorem. Look at the first term of (3.3). It is the i, j entry of the product of three Hilbert-Schmidt matrices having respective
Hilbert-Schmidt norms
The trace norm of the matrix whose i, j entry is given by the first term of (3.3) is therefore at most [I q~ 11 11 IL-I[ {ckm_N K II uk+ (12}1/2 which tends to zero as N -+ co.
Similarly the trace norm of the matrix whose i, j entry is given by the second term of (the r x r zero matrix for i # j, the identity matrix for i = j) the first term of (3.4) is equal to 
EXISTENCE AND FIRST PROPERTIES OF E[q]
We retain the notation of the last section.
THEOREM 4.1. Ifq EAT the limit exists, is nonzero, and is a continuous function of y. If t --f q(t) is a darerentiable function from a real closed interval to A, then is a dzjfeerentiable function oft with derivative equal to (The dependence on t of the last expression is not displayed. The prime denotes differentiation with respect to t.)
We begin with the well known fact [7] that for any matrix T depending differentiably on a real parameter t g log det T = tr TIT-I. 
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The first term on the right is exactly (recall that v' denotes the derivative of F = ~(t, z) with respect to the parameter t) which equals d 1 2n Pf l&g s log det (p(e*") d0 o by (4.1) once again. The second term on the right has absolute value at most (using (4.2) again and recalling that we have been using the HilbertSchmidt norm on the r x r matrices) which tends to zero as N + co uniformly in t, by Dini's theorem. Similarly the last term tends to zero.
We 
what it is claimed to be follows from (4.6).
To prove that E, or log E, is continuous at each point y,, of A, ) let qpl be a nearby point. Write cp(t) = (1 -t)~,, + tcpi (0 < t f 1) and apply the mean value theorem to log E[q(t)] whose derivative we know. Since v'(t) = vi -'p,, we find that Il%mhl -log~boll G MllnPoll for some constant M if y1 is sufficiently close to v. . This completes the proof of the theorem.
Carrying the immediately preceding argument a little further shows that log E is a FrCchet differentiable function on A, and that its derivative at 'p is the linear functional on A given by on A,, . This has FrCchet derivative # ---f ((log p))+, ((d/dp) (log p))-}#) + ({(d/dv) (log y)+}#, (log v)-). Since ($1, #"> = 0 whenever z&r = 0 for all j > 0 or zJj2 = 0 for all j < 0 the derivative may also be written By (4.7) and (4.8) this is just $ + -(a+, U-#) -(u+#, U-) which, as we have seen, is the FrCchet derivative of log E. Thus the function (4.9) has the same derivative as log E. 
FURTHER PROPERTIES OF E[v]
We begin this section with a simple observation about block determinants. Observe that if 9 belongs to A,+ resp. A,-then the determinant of q~ belongs to scalar valued (r = 1) A,+ resp. A,-, so the same is true of the inverse of this determinant.
Consequently, the inverse of cp, which is computed using the determinant and cofactors, also belongs to A,+ resp. A,-. Thus A,+ u A,-C A, .
In our applications of (5.6) the polynomials P(x), Q(z) will belong to A,+ resp. A,-. The formal series are then just the Fourier series for P(z)-', Q(z)-l respectively. Since uJ+m vanishes for m > v, and so certainly for m 3 (31, we may write Therefore the last determinant is equal to the product of the two 01 x (y. block determinants
The first of these is just II,-r[Q- 'u+] while the second is a triangular determinant equal to (det u,,-)a = G[u-Ia. We shave shown that as N --+ CO the right side of (5.9) converges to
S ince G[Q] = 1 left side converges to (E[vQ]/E[v]) G[v]-" and we obtain &pQ]/E[v] = D,[Q-lu+] G[yu-]= = D,-,[Q-L+]/G[u+]'.
This is equivalent to (5.8) since G[Q] = 1. To remove the assumption on Q. observe that it is in any case invertible and that for any # both I&[#] and G[$]"+' are multiplied by the same factor (det Qo) JV+~ if z/ is multiplied, on either side, by the constant matrix Q. . Hence neither side of (5.8) is changed if Q is multiplied on the right by Q. , so the identity for general Q0 follows from the identity for Q. = I. for all ~11 > n and we just let (Y + co. The identity for general v E A, follows by the usual density and continuity argument.
Proof of(c).
Go back to the identity (5.8) and let a: -+ co. We obtain, using holds uniformly on compact subsets of r, where g(X) and e(h) are analytic in r, g(h) U nonaero, and e(h) h as only isolated zeros. Then h(h) = log 1 g(h)1 is locally integrable in the complex plane, p = (277)-l Ah is a measure, and pN converges weakly to CL. If h cannot be continued harmonically to any point of C then the support of p is exactly C and A is the union of C and the set of zeros of e(h).
We have (N + 1)-l log 1 DN((p -hT]/ = J log 1 5 -A 1 d&S) and all the ~1~ are supported in a fixed compact set. Choose a subsequence Ni -+ co such that pN, converges weakly to a measure p. For each bounded set B in the plane JB log 1 5 -A 1 dX (dA denotes two-dimensional Lebesgue measure) is a continuous function of 5 so Since log 1 5 -A 1 is bounded above on the domains of integration we can interchange the orders of integration in the double integrals. We deduce that if B is any bounded set on which the convergence of S log I 1-h I d/+.+3 to 49 is uniform JB h(h) dh = Je dh J log 1 5 -h 1 dp([).
It follows that h(X) = J log ( 5 -h 1 d&J a.e. in f and so a.e. in the complex plane. Consequently h is locally integrable and Ah = 277~.
Since p was any weak limit of the pN the first statement of the lemma is established.
The second follows from Hurwitz's theorem on the limits of zeros of sequences of analytic functions [16, $3.451 together with the fact that the support of ,u is the smallest closed set on the complement of which J log 1 5 -X I dp(<) is harmonic. Theorem 5.1(a) provides enough information to determine p and d in almost all cases. These will be worked out here in detail. Afterwards we shall derive an exact formula for Q.&] from which the necessary asymptotic information can be derived even in those cases Theorem 5.1(a) could not handle. where
The convergence is locally uniform in X. (It was not part of the statement of Theorem 4.2 but its proof could easily have been expanded slightly to give uniformity of convergence on compact subsets of A, .)
Our first assumption on v will be that (i) or (ii) only holds for X in a set of measure zero. If 6(x, h) = C 6,(X)z" then each Sk is a polynomial; 6, has degree exactly Y and the other 6, have lower degrees. Since (i) is equivalent to the simultaneous vanishing of 6,(h), 6-,(h),... or of 6,(X), W),... we see that (i) holds for at most r values of X. Thus the set C, = {h : S(z, h) has property (i)} is finite.
Similarly we define C, = {h : 6(.z, h) has property (ii)}. The structure of C, is more complicated.
Any point A,-, has a neighborhood whose intersection with C, is either empty, the entire neighborhood, or a finite set of analytic arcs emanating from h, . We assume that the second alternative never arises. Proof. This will follow from Lemma 6.1 once it has been shown that h(A) cannot be continued harmonically to any point of C. Hirschman [lo, $41 showed in the scalar case what in our notation can be described as follows: If c is any arc of C, and h,(X) and h*(h) are the values of h(A) on either side of the arc then each hi continues harmonically to the other side of the arc but neither continuation is equal to the other function. The same argument applies in this case and will not be given here. The conclusion from this is that h cannot be continued harmonically to any point of C, .
It remains to check that h cannot be continued harmonically to any isolated point of C, which necessarily belongs to C, . Let h, be such a point and suppose for example that 6(x, X,) has a zero at x = 0 of multiplicity p > 0. Suppose there are no other zeros inside or on the circle j x [ = t, . Then for all h in some deleted neighborhood of X, the function a(%, X) will have at z = 0 a pole of fixed order q > 0 and exactly p + q zeros inside the circle 1 x 1 = t, . We denote these zeros by q(X) and order them as usual so that 1 z,(h)[ < 1 za(X)I < *** < 1 x,+,(h)l. Each q(X) tends to zero as X -+ h, .
Since X, is an isolated point of C we have for h f h, , I z,(h)\ < / x,+,(h)[. We apply the general Jensen formula [16, $3.621 to the function 6(x, h) and each of the two circles 1 x 1 = t, , / z j = t, where I z, A slight variant of this shows that the measure of any connected component of C must be a positive integer. Since the total measure of p is r there can be at most r components.
This argument was used by Ullman [17] to prove connectedness in the scalar case. We shall next derive an exact expression for D,[q] which can be used to find a substitute for (6.3) when it holds for too small a &set (Condition A fails) or the right side is too often zero (Condition B fails). Two algebraic lemmas are needed. where U and V are invertible polynomial matrix functions and each p, divides P,.+~ . Since det P(x) has a simple zero at z = 5 each p,(t) with i < r must be nonzero and ~~(22;) must have a simple zero at x = 5. The desired conclusion follows. 
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The formula for D&I] involves various expressions which we now introduce. As before 6(z) = det ~(2). If 6(z) has a pole of order p > 0 at z = 0 and S is any set of p zeros of 6(z) we write Here u is a simple closed curve enclosing z = 0, the points of S, but no other zeros of 6(z). To remove the temporary assumption of invertibility of ?--ar and yB let ye(z) = p)(z) + l (zfll-z-@A) w h ere A is any invertible matrix with distinct eigenvalues u,~ . As E -+ co (sic) 8,(z) = or I& (2" -u+z-~) + o(C) uniformly for x in any compact set not containing x = 0. It follows from Hurwitz's theorem that for E sufficiently large 6,(x) will have (CX + ,8)r simple zeros near the (a + p)th roots of the a,. Since 6,(x) is x-@ times a polynomial of degree (a + P)r there are no other zeros.
A necessary and sufficient condition that a polynomial in z have only simple zeros is that its discriminant, which is a polynomial in the coefficients, be nonzero. Since the coefficients of zar 6,(x) are polynomials in E and the discriminant does not vanish for large E it can only vanish for finitely many E. It follows that for E in some deleted neighborhood of zero v. satisfies the conditions under which (6.6) has already been established.
If we cut the deleted neighborhood along the negative real axis so that what remains is (6 : 0 < 1 E 1 < E,, , 1 arg E 1 < ~1 then the zeros of S,(x) are analytic functions of E. Some of these tend to zero as E 3 0, some tend to infinity, and the rest tend to the zeros of 6(z). Suppose S, is a set of zeros of 8,(x) either not containing all zeros which tend to zero or else containing some zero which tends to infinity. 
d+. Of
The expression in brackets in the first integral on the right side is analytic and nonzero at all the & and tj so the integral may be taken over a fixed closed contour u. Therefore as E + 0 the first integral tends to a finite limit.
The second integral on the right equals 2ti log n(-&) and the last equals 2?ri log n( -tj). H ence Gs,[qE] is asymptotically a constant times nt;,/fltj and this tends to zero as E + 0 since i,, + j0 > 0. Consider now the formula where S, runs through all subsets of (YT zeros of 6,(x). If S, is as in the preceding paragraphs, i.e., it does not contain all zeros tending to zero or else contains some zero tending to infinity, then we have seen that GsI[p)J tends to zero. Although Ds, [#] might at the same time tend to infinity they are both algebraic functions of E, so the former must tend to zero at least as fast as some power of E and the latter can tend to infinity no faster than some power of E-l. Therefore for N sufficiently large 'j% 'S,h~~l N+a+lDS,[p;l] = 0 for these S, .
What remains are those subsets S, which contain all the cu -p zeros of S,(a) tending to zero, none tending to infinity, and p others tending to zeros of S(x). It follows that &,[?I, which equals is exactly as given by the statement of the theorem. Remark 1. The passage from the special case where (6.6) was established for all N to the general case was very crude. The formula may very well hold for all N in all cases. However the result as stated will be enough for applications once the following is pointed out: All the functions GSE [vE] arising in the perturbation argument used for passage to the general case, which were seen to be o(l) as E -+ 0, are in fact O(P) where u > 0 depends only on 01, /3 and r; similarly all the Ds, [&] are O(E-'J') where z, > 0 depends only on 01, /3 and r. It follows that the "sufficiently large" of the statement of the theorem depends only on (11, /3 and r and not on the specific q. In particular if we apply the formula to F -x7 the same N works for all h. 
