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Abstract
The main purpose of this paper is to generalize and develop
a few basic properties of the innerproduct space on a hypervec-
tor space. On this hypervector space we define the norm. Also
we establish a important relation between normed hyperspaces
and innerproduct hyperspaces.
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1 Introduction
The algebraic hyperstructure is a generalization of the concept of algebraic
structure. In the usual algebraic structure the composition of two elements is
a single element. But in the algebraic hyperstructure the composition of two
elements is a set. The hyperstructure was first introduced by F. Marty [4] in
1934. Then he established the definition of hypergroup [5] in 1935. M. Krasner
[3] , a great researcher in this area, introduced the notions of hyperring and
hyperfield . Since then many researchers ( [2], [6] ) have studied and developed
the concept of different types of hyperstructures in different views. Then M. S.
Tallini ( [9], [10], [11] ) introduced the notion of hypervector spaces. Then in
2005 R. Ameri [1] also studied this spaces extensively. In our previous paper
[8] we also introduced the notion of a hypervector spaces in more generalized
form than the previous concept of hypervector space and thereafter established
a few useful theorems in this space.
In this paper we recall first the main definitions and results of the hyper-
structure which will be needed. Next in §3, we present the more generalized
definition of the hypervector space than the previous definitions and also we
present a few definitions and state a usual theorem on this hypervector space.
In §4 we first introduce the definition of normed hyperspaces and then we
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establish the definition of innerproduct hyperspaces. Also here we establish
the relation between the structures of norm and innerproduct on hyperspaces.
Next we present the concept of orthogonal Set and the orthonormal set. lastly
it is seen that every finite dimensional innerproduct hyperspace possesses an
orthogonal basis.
2 Preliminaries
This section contain some basic definitions and preliminary results which
will be needed.
Definition 2.1 [7] A hyperoperation over a non-empty set X is a mapping
of X ×X into the set of all non-empty subsets of X.
Definition 2.2 [7] A non-empty set X with exactly one hyperoperation ‘#’
is called a hypergroupoid.
Let (X , #) be a hypergroupoid. For every point x ∈ X and every non-empty
subset A of X , we defined x # A =
⋃
a∈A{x # a}.
Definition 2.3 [7] A hypergroupoid (X , #) is called a semihypergroup if
x#(y#z) = (x#y)#z for all x, y, z ∈ X.
Definition 2.4 [7] A hypergroupoid (X , #) is called a hypergroup if
(i) a#(b#c) = (a#b)#c for all a, b, c ∈ X.
(ii) ∃ 0 ∈ X such that for every a ∈ X, there is unique element b ∈ X for
which 0 ∈ a#b and 0 ∈ b#a. Here b is denoted by −a.
(iii) For all a, b, c ∈ X if a ∈ b#c, then b ∈ a#(−c).
Proposition 2.5 [7] (i) In a hypergroup (X , #), −(−a) = a, ∀a ∈ X.
(ii) 0 # a = {a}, ∀a ∈ X if (X , #) is a commutative hypergroup.
(iii) In a commutative hypergroup (X , #), 0 is unique.
Note 2.6 [7] In a hypergroup, if the element 0 is unique, then 0 is called
the zero element of the hypergroup and b is called the additive inverse of a if
0 ∈ a#b and 0 ∈ b#a.
Definition 2.7 [8] A hyperring is a non-empty set equipped with a hyper-
addition ‘#’ and a multiplication ‘.’ such that (X , #) is a commutative hy-
pergroup and (X , .) is a semigroup and the multiplication is distributive across
the hyperaddition both from the left and from the right and a.0 = 0.a = 0,
∀ a ∈ X, where 0 is the zero element of the hyperring.
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Definition 2.8 [8] A hyperfield is a non-empty set X equipped with a hy-
peraddition ‘#’ and a multiplication ‘.’ such that
( i ) (X , # , .) is a hyperring.
( ii ) ∃ an element 1 ∈ X, called the identity element such that a.1 = a,
∀ a ∈ X.
( iii ) For each non-zero element a ∈ X, ∃ an element a−1 ∈ X such that
a.a−1 = 1.
( iv ) a.b = b.a, ∀ a, b ∈ X.
3 Hypervector spaces
In this section we modify some definitions in hypervector space.
Definition 3.1 Let (F ,⊕ , .) be a hyperfield and (V , #) be an additive
commutative hypergroup. Then V is said to be a hypervector space or hyper-
space over the hyperfield F if there exists a hyperoperation
∗ : F × V → P ∗ ( V ) such that
( i ) a ∗ (α # β) ⊆ a ∗ α # a ∗ β, ∀ a ∈ F and ∀α , β ∈ V .
( ii ) (a ⊕ b) ∗ α ⊆ a ∗ α # b ∗ α, ∀ a, b ∈ F and ∀α ∈ V .
( iii ) (a . b) ∗ α = a ∗ (b ∗ α), ∀ a, b ∈F and ∀α ∈ V .
( iv ) (−a) ∗ α = a ∗ (−α), ∀ a ∈ F and ∀α ∈ V.
( v ) α ∈ 1F ∗ α, θ ∈ 0 ∗ α and 0 ∗ θ = θ, ∀α ∈ V .
where 1F is the identity element of F, 0 is the zero element of F and θ is zero
vector of V and P ∗( V ) is the set of all non-empty subset of V .
Result 3.2 In a hypervector space V, Show that −α ∈ −1F ∗ α.
Proof: Since α ∈ 1F ∗ α, ∀ α ∈ V ⇒ −α ∈ 1F ∗ −α, ∀ α ∈ V
⇒ −α ∈ −1F ∗ α, ∀ α ∈ V, as (−1F ) ∗ α = 1F ∗ (−α).
Definition 3.3 Let (V, #, ∗, F ) be a hypervector space. A subset A =
{αλ}λ∈Λ of V is set to a linearly dependent set if there exists a finite subset
{α1, α2, . . ., αn} ⊆ A such that θ ∈ λ1 ∗ α1#λ2 ∗ α2# . . .#λn ∗ αn for some
λ1, λ2, . . . , λn (not all zeros)∈ F.
Otherwise A is said to a linearly independent set.
Definition 3.4 A subset A of a hypervector space (V, #, ∗, F ) is said to
be weak linearly independent set if for all finite subset {α1, α2, . . ., αn} of A
and 0∗P = λ1 ∗α1#λ2 ∗α2# . . .#λn ∗αn, for some λ1, λ2, . . . , λn ∈ F and
for some P ⊆ V ⇒ λ1 = λ2 = ... = λn = 0.
Otherwise A is said to a weak linearly dependent set.
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Definition 3.5 A linearly independent subset A of a hypervector space
(V, #, ∗, F ) is called a basis if for every α ∈ V, there are n (∈ N) elements
λ1, λ2, . . . , λn ∈ F and α1, α2, . . . , αn ∈ A such that
α ∈ λ1 ∗ α1#λ2 ∗ α2# . . .#λn ∗ αn.
The hypervector space is said to be finite dimensional if it has a finite basis.
Theorem 3.6 Let (V, #, ∗, F ) be a finite dimensional hypervector space
and {α1, α2, . . ., αn} ⊆ V be a basis of V. If α ∈ λ1∗α1#λ2∗α2# . . .#λn∗αn
for some λ1, λ2, . . ., λn ∈ F and for some element α ∈ V . Then the set
{α, α1, α2, . . ., αn} is linearly dependent.
proof: obvious.
4 Innerproduct on hyperspaces
In this section at first we define a norm on a hypervector space. Then we in-
troduce the definition of innerproduct hyperspace and deduce some important
theorems.
Definition 4.1 Let R be the set of all real numbers. The hyperfield defined
on R is called the real hyperfield.
Definition 4.2 Let (V ,# , ∗) be a hypervector space over the real hyperfield
R. A norm on V is a mapping ‖ · ‖ : V → R, where R is a usual real space,
such that for all a ∈ R and α, β ∈ V conditions hold
(i) ‖α‖ ≥ 0.
(ii) ‖α‖ = 0 if and only if α = θ.
(iii) sup ‖α#β‖ ≤ ‖α‖+ ‖β‖, where ‖α# β‖ = { ‖x‖, x ∈ α# β }.
(iv) sup ‖a ∗ α‖ ≤ |a|‖α‖, where ‖a ∗ α‖ = { ‖x‖, x ∈ a ∗ α }.
If ‖ · ‖ is a norm on V then (V,#, ∗) is said to be a normed hypervector
space or normed hyperspace.
Definition 4.3 Let (V, #, ∗) be a hypervector space over the real hyperfield
R. By an innerproduct on V, we mean a mapping < · , · > : V ×V → R, where
R is a usual real space, such that
(i) < α , α > > 0 , ∀α ( 6= θ) ∈ V.
(ii) < α , α > = 0 iff α = θ.
(iii) < α , β > = < β , α > ∀α, β ∈ V.
(iv) sup < α#β , γ > =< α , γ > + < β , γ > ∀α, β, γ ∈ V,
Where < α#β , γ > = {< δ , γ > : δ ∈ α#β}.
(v) sup < a ∗ α , β > = a < α , β > ∀α, β ∈V and ∀ a ∈ R.
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Definition 4.4 A hypervector space together with an innerproduct is called
an innerproduct hyperspace.
Result 4.5 Let (V, #, ∗) be a hypervector space over the real hyperfield R
and α, β, γ ∈ V. Then the following statements are true
(i) sup < α , β#γ >=< α , β > + < α , γ > .
(ii) sup < α , a ∗ β >= a < α , β >.
(iii) < α , θ >=< θ , α >= 0.
proof: Obvious.
Lemma 4.6 Let V be an innerproduct hyperspace over the real hyperfield
R, then sup < α# a ∗ β , γ# b ∗ δ >=< α , γ > +a < β , γ > +b < α , δ >
+ ab < β , δ >
where α, β, γ, δ ∈ V; a, b ∈ R and
< α# a ∗ β , γ# b ∗ δ >= {< x , y > , x ∈ α# a ∗ β, y ∈ γ# b ∗ δ }.
proof: sup < α# a ∗ β , γ# b ∗ δ >
= sup{sup < α# x , y >, x ∈ a ∗ β, y ∈ γ# b ∗ δ}
= sup{< α , y > + < x , y >, x ∈ a ∗ β, y ∈ γ# b ∗ δ}
= sup{< α , y > + sup < a ∗ β , y >, y ∈ γ# b ∗ δ}
= sup{< α , y > + a < β , y >, y ∈ γ# b ∗ δ}
= sup{sup < α , γ# η > + a sup < β , γ# η >, η ∈ b ∗ δ}
= sup{< α , γ > + < α , η > + a < β , γ > + a < β , η >, η ∈ b ∗ δ}
= < α , γ > + sup < α , b ∗ δ > + a < β , γ > + a sup < β , b ∗ δ >
= < α , γ > + b < α , δ > + a < β , γ > + ab < β , δ > .
Result 4.7 Let V be a hypervector space over the real hyperfield R and
< ·, · > be an innerproduct on V. We define a mapping f : V → R (R is a
usual real space) by
f(α) =
√
< α , α >, then |< α , β >| ≤ f(α)f(β) ∀α, β ∈ V .
proof: If β = θ, then < α , θ >= 0 i.e |< α , β >|= 0 for β = θ.
Again f(β) =
√
< β , β > = 0 for β = θ.
Therefore f(α)f(β) = 0.
Hence |< α , β >|= f(α)f(β) if β = θ.
Similarly, this holds for α = θ.
So we assume that α, β 6= θ, then for every scalar a ∈ R we have
sup < α# a ∗ β , α# a ∗ β > ≥ 0
⇒< α , α > + a < β , α > + a < α , β > + a2 < β , β > ≥ 0
[ by lemma 4.6]
⇒< α , α > + a < α , β > + a < α , β > + a2 < β , β > ≥ 0
⇒< α , α > +2a < α , β > + a2 < β , β > ≥ 0
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⇒ ( f(α) )2 + 2a < α , β > + a2( f(β) )2 ≥ 0
put a = −<α , β>
( f(β) )2
Therefore ( f(α) )2 − 2<α , β>
( f(β) )2
< α , β > + {−<α , β>
( f(β) )2
}2( f(β) )2 ≥ 0
⇒ ( f(α) )2 − 2 (<α , β> )2
( f(β) )2
+ (<α , β> )
2
( f(β) )2
≥ 0
⇒ (< α , β > )2 ≤ ( f(α) )2( f(β) )2
⇒|< α , β >| ≤ f(α)f(β).
Result 4.8 The function f defined in the result 4.7 satisfy the following
properties
(i) f(α) ≥ 0.
(ii) f(α) = 0 iff α = θ.
(iii) sup f(a ∗ α) ≤ |a|f(α), ∀α ∈ V and ∀ a ∈ R,
where f(a ∗ α) = { f(x), x ∈ a ∗ α }.
(iv) sup f(α#β) ≤ f(α) + f(β), where f(α#β) = { f(x), x ∈ α# β }.
proof: Prove of (i) and (ii) are obvious.
(iii) sup f( a ∗ α ) = sup{ f(x) : x ∈ a ∗ α }
= sup{√< x , x > : x ∈ a ∗ α }
=
√
sup{< x , x > : x ∈ a ∗ α}
≤ √sup < a ∗ α , a ∗ α >
=
√
a2 < α , α >
= |a|√< α , α >
= |a|f(α).
Therefore sup f( a ∗ α ) ≤ |a|f(α).
(iv) sup f(α# β) = sup{ f(x) : x ∈ α# β }
= sup{√< x , x > : x ∈ α# β }
=
√
sup{< x , x > : x ∈ α# β }
≤ √sup < α# β , α# β >
=
√
< α , α > + < β , β > + < α , β > + < β , α >
=
√
< α , α > + < β , β > +2 < α , β >
≤
√
( f(α) )2 + ( f(β) )2 + 2f(α)f(β), [by result 4.7]
= f(α) + f(β).
Therefore sup f(α# β) ≤ f(α) + f(β).
Remark 4.9 Observing the properties (i), (ii), (iii) and (iv) we can say
that the function f satisfies all the conditions of norm and hence f is a norm
on the hypervector space V. So we can replace f by ‖ · ‖.
So every innerproduct hyperspace is a normed hyperspace.
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Result 4.10 If α, β be any two vectors in an innerproduct hyperspace V,
then sup ‖α# β‖2 + sup ‖α#(−β)‖2 ≤ 2‖α‖2 + 2‖β‖2.
proof: sup ‖α# β‖2 = sup{ ‖x‖2 : x ∈ α# β }
= sup{< x , x > : x ∈ α# β }
≤ sup < α# β , α# β >
= < α , α > + < β , α > + < α , β > + < β , β >
= ‖α‖2 + 2 < α , β > + ‖β‖2.
Therefore sup ‖α# β‖2 ≤ ‖α‖2 + 2 < α , β > + ‖β‖2.
sup ‖α#(−β)‖2
= sup{ ‖x‖2 : x ∈ α#(−β) }
= sup{< x , x > : x ∈ α#(−β) }
≤ sup < α#(−β) , α#(−β) >
=< α , α > + < −β , α > + < α , −β > + < −β , −β >
≤ < α , α > + sup < −1 ∗ β , α > + sup < α , −1 ∗ β > +
sup < −1 ∗ β , −1 ∗ β >, as −α ∈ −1 ∗ α, ∀α ∈ V
= ‖α‖2− < β , α > − < α , β > + ‖β‖2
= ‖α‖2 − 2 < α , β > + ‖β‖2.
Therefore sup ‖α#(−β)‖2 ≤ ‖α‖2 − 2 < α , β > + ‖β‖2.
Hence sup ‖α# β‖2 + sup ‖α#(−β)‖2 ≤ 2‖α‖2 + 2‖β‖2.
Definition 4.11 Let V be an innerproduct hyperspace. The vectors α is
said to be orthogonal to β in V if < α , β >= 0. A subset S of V is orthogonal
if any two distinct vectors in S are orthogonal.
A vector α in V is said to be unit vector if ‖α‖ = 1.
A subset S of V is orthonormal if S is orthogonal and consists entirely of
unit vectors.
Definition 4.12 An orthogonal (orthonormal) subset A of V is called a
orthogonal basis (orthonormal basis) if for every α ∈ V, there are n (∈ N)
elements λ1, λ2, . . . , λn ∈ F and α1, α2, . . . , αn ∈ A such that
α ∈ λ1 ∗ α1#λ2 ∗ α2# . . .#λn ∗ αn.
Theorem 4.13 Let ( V , < · , · > ) be an innerproduct hyperspace. Then
any non-null orthogonal subset of V is weak linearly independent.
proof: Let S be any non-null orthogonal subset of V and α1, α2, . . ., αn be
any finite vectors of S. Let 0 ∗ P = λ1 ∗ α1#λ2 ∗ α2# . . . λn ∗ αn for some
P ⊆ V and λ1, λ2, . . ., λn ∈ R.
⇒< 0 ∗ P , αi >=< λ1 ∗ α1#λ2 ∗ α2# . . .#λn ∗ αn , αi >, i ∈ {1, 2, ..., n}
⇒ sup < 0 ∗ P , αi >= sup < λ1 ∗ α1#λ2 ∗ α2# . . . λn ∗ αn , αi >,
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i ∈ {1, 2, ..., n}
⇒ 0 sup < P , αi >= λ1 < α1 , αi > +λ2 < α2 , αi > + . . . + λn < αn , αi >
⇒ 0 = λi < αi , αi >
⇒ λi = 0.
Therefore λ1 = λ2 = . . . = λn = 0.
Therefore {α1, α2, . . . αn} is weak linearly independent.
Hence any non-null orthogonal subset of V is weak linearly independent.
Theorem 4.14 Let (V ,# , ∗) be an innerproduct hyperspace over the real
hyperfield R and S = {α1, α2, . . ., αn} be an orthogonal subset of V consisting
of non-zero vectors. If a vector α ∈V can be expressed as
1 ∗ α = λ1 ∗ α1#λ2 ∗ α2# . . .#λn ∗ αn, for some λ1, λ2, . . . , λn ∈ R then
1 ∗ α =
n∑
i=1
< α , αi >
‖αi‖2 ∗ αi
proof: Let 1∗α = λ1∗α1#λ2∗α2# . . .#λn∗αn, for some λ1, λ2, . . . , λn ∈ R.
Then for 1 ≤ j ≤ n, we have
< 1 ∗ α , αj >=< λ1 ∗ α1#λ2 ∗ α2# . . .#λn ∗ αn , αj >
⇒ sup < 1 ∗ α , αj >= sup < λ1 ∗ α1#λ2 ∗ α2# . . .#λn ∗ αn , αj >
⇒ 1 < α , αj >= λ1 < α1 , αj > + λ2 < α2 , αj > + . . . + λn < αn , αj >
⇒< α , αj >= λj < αj , αj >
= λj‖αj‖2
⇒ λj = <α ,αj>‖αj‖2 , j = 1, 2, ..., n
⇒ 1 ∗ α = <α ,α1>
‖α1‖2
∗ α1# <α , α2>‖α2‖2 ∗ α2# . . .#
<α , αn>
‖αn‖2
∗ αn
Therefore
1 ∗ α =
n∑
i=1
< α , αi >
‖αi‖2 ∗ αi.
Theorem 4.15 Let (V ,# , ∗) be an innerproduct hyperspace over the real
hyperfield R and S = {w1, w2, . . . , wn} be a linearly independent subset of V.
Define S
′
= {v1, v2, . . ., vn}, where v1 = w1 and
vk ∈ wk# −
k−1∑
j=1
< wk , vj >
‖vj‖2 ∗ vj , for 2 ≤ k ≤ n · · · · · · · · · (1)
Then S
′
is an orthogonal set of non-zero vectors such that span(S
′
) = span(S)
proof: We prove the theorem by the mathematical induction on n, the num-
ber of vectors in S.
For k = 1, 2, ..., n, let SK = {w1, w2, . . ., wk} and S ′K = {v1, v2, . . ., vk}.
If n=1, then the theorem is proved by taking S
′
1 = S1.
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Assume then that the set S
′
K−1 = {v1, v2, . . ., vk−1} with the desired prop-
erties has been constructed by the repeated use of (1). We show that the set
S
′
K = {v1, v2, . . ., vk−1, vk} also has the desired properties, where vk is ob-
tained from S
′
k−1 by (1).
We choose vk from (1) such that vk 6= θ
If
{θ} = wk# −
k−1∑
j=1
< wk , vj >
‖vj‖2 ∗ vj
Then
wk ∈
k−1∑
j=1
< wk , vj >
‖vj‖2 ∗ vj
⇒ wk ∈ span(S ′k−1) = span(Sk−1), which contradicts the assumption that
SK is linearly independent.
For 1 ≤ i ≤ k − 1, it follows from (1) that
< vk , vi > ∈ < wk#−
k−1∑
j=1
< wk , vj >
‖vj‖2 ∗vj , vi >
⇒ < vk , vi > ≤ sup < wk#−
k−1∑
j=1
< wk , vj >
‖vj‖2 ∗vj , vi >
=< wk , vi > + sup < −
k−1∑
j=1
< wk , vj >
‖vj‖2 ∗vj , vi >
=< wk , vi > − <wk , vi>‖vi‖2 < vi , vi >
=< wk , vi > − <wk , vi>‖vi‖2 ‖vi‖2
=0.
Therefore < vk , vi > ≤ 0 · · · · · · · · · (2)
Again
vk ∈ wk#−
k−1∑
j=1
< wk , vj >
‖vj‖2 ∗vj
⇒ (−1)∗vk ⊆ (−1)∗(wk#−
k−1∑
j=1
< wk , vj >
‖vj‖2 ∗vj )
⇒ (−1)∗vk ⊆ (−1)∗wk#
k−1∑
j=1
< wk , vj >
‖vj‖2 ∗vj
= −1 ∗ wk#
k−1∑
j=1
< wk , vj >
‖vj‖2 ∗ vj
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Therefore for 1 ≤ i ≤ k − 1, we have
< −1∗vk , vi > ⊆ < −1∗wk#
k−1∑
j=1
< wk , vj >
‖vj‖2 ∗vj , vi >
⇒ − < vk , vi > ≤ sup < −1∗wk#
k−1∑
j=1
< wk , vj >
‖vj‖2 ∗vj , vi >
= sup < −1 ∗wk , vi > + sup <
k−1∑
j=1
< wk , vj >
‖vj‖2 ∗ vj , vi >
= − < wk , vi > + <wk , vi>‖vi‖2 ‖vi‖2
= 0.
Therefore − < vk , vi >≤ 0 · · · · · · · · · (3)
From (2) and (3), we get < vk , vi >= 0 for 1 ≤ i ≤ k − 1
Again by the induction hypothesis S
′
K−1 is orthogonal.
Hence S
′
K is an orthogonal set of non-zero vectors.
We now show that span(S
′
k) = span(Sk)
From (1) we have
vk ∈ wk# −
k−1∑
j=1
< wk , vj >
‖vj‖2 ∗ vj , 2 ≤ k ≤ n
⇒ wk ∈ vk#
k−1∑
j=1
< wk , vj >
‖vj‖2 ∗ vj , 2 ≤ k ≤ n
Therefore span(Sk) ⊆ span(S ′k) · · · · · · · · · (4)
Next let α ∈ span(S ′k), then there exists λ1, λ2, · · · , λk ∈ R such that
α ∈ λ1 ∗ v1#λ2 ∗ v2# . . .#λk ∗ vk
At first by (1) we replace vk with
wk# −
k−1∑
j=1
< wk , vj >
‖vj‖2 ∗ vj
Then there exists δ1, δ2, · · · , δk ∈ R such that
α ∈ δ1 ∗ v1# δ2 ∗ v2# . . .# δk−1 ∗ vk−1# δk ∗ wk.
In the same way, then we replace vk−1 with
wk−1# −
k−2∑
j=1
< wk−1 , vj >
‖vj‖2 ∗ vj [by (1)]
proceeding in above repeated ways, lastly we find the scalars
η1, η2, · · · , ηk ∈ R such that α ∈ η1 ∗ w1# η2 ∗ w2# . . .# ηk ∗ wk
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⇒ α ∈ span(Sk)
Therefore span(S
′
k) ⊆ span(Sk) · · · · · · · · · (5)
So from (4) and (5) we get span(S
′
k) = span(Sk). Hence by induction S
′
is
an orthogonal set of non-zero vectors such that
span(S
′
) = span(S)
This completes the proof.
The construction of the set S
′
by the use of theorem 4.15 is called the
Gram-Schmidt process.
Note 4.16 every finite dimensional innerproduct hyperspace possesses an
orthogonal basis.
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