Given a bounded, non-negative operator W and a projection P on a Hilbert space, we find necessary and sufficient conditions for the existence of a non-trivial, non-negative operator V such that P is bounded from L 2 (W ) to L 2 (V ). This leads to a vector-valued version of a theorem of Koosis and Treil' concerning the boundedness of the Riesz projection in spaces with weights.
Introduction.
Let ∂D be the unit circle in the complex plane, define the function χ on ∂D by χ(e iθ ) = e iθ , and set P = {p : p = Koosis' proof that w −1 ∈ L 1 is sufficient in Theorem 1 is short and elegant, but it uses techniques from analytic function theory that tie it to the scalar-valued setting. A version of Theorem 1 for vector-valued functions and operator-valued weights was proved in a very different way by S.R. Treil' in [6] . Treil' takes an interesting geometric approach, and it is this viewpoint that prompted us to study more deeply the nature of the relationship between the weights w, v, and the projection P + .
Starting with an extremely general formulation of the Koosis result in Section 2, we prove a version of Theorem 1 for a projection P and a nonnegative, bounded operator W on an arbitrary Hilbert space L. The resulting theorem (Theorem 4) has some interesting implications when we specialize to L 2 of the unit circle. We cannot, however, use it to recover the Koosis result (for bounded weight functions) since the positive operator V that appears in the theorem need not be a multiplication operator. This issue is addressed in Section 3, where we introduce a bilateral shift U on L and require that our weights W and V commute with U . The main result of this section (Theorem 7) is a strengthening of Treil's vector-valued result referenced above.
This research owes a great debt to Treil' in that the proof of Theorem 7 uses the same line of attack discovered by him, albeit with two notable differences. One substantial simplification comes from the use of Theorem 4 below which is essentially a corollary to the main result in [1] . A second, more significant, improvement is achieved by replacing Treil's geometric construction with an algebraic argument that enables us to drop the hypothesis of invertibility assumed in Treil's work. (See Corollary 8.) The result is a stronger theorem with, what is in our opinion, a more elegant proof.
Koosis' Theorem for an Arbitrary Projection.
Let L be a Hilbert space with inner product ·, · , and let B(L) be the algebra of bounded linear operators on L. Given a projection P ∈ B(L) onto a subspace C ⊆ L and a non-negative operator W ∈ B(L), we ask when there exists a non-trivial, non-negative operator V ∈ B(C) satisfying
It may seem surprising that one could say anything interesting at all without the addition of some more hypotheses, but we get hope from the fact that Kolmogorov's infimum has a useful analogue in this very general setting. The result appears in [1] , and is stated here as:
where W = W + I, and I is the identity operator on L.
The two inverses in Equation (1) refer to different spaces. For each > 0, the operator W is invertible in B(L).
have that A is bounded below and thus is invertible in B(C). The limit in Equation (1) is monotone decreasing with decreasing , and a polarization argument ensures that lim
Thus it makes sense to define V ∈ B(C) to be the weak limit of [P W −1 | C ] −1 as tends to zero from the right.
Combining these observations with Treil's geometric insight into Koosis' theorem gives us:
and is maximal in the sense that V ≥ B for any B that also satisfies (2) .
Proof. For f ∈ L, write f = k + g where k ∈ C and g ∈ C ⊥ . By Theorem 3,
Corollary 5. Given W and P in B(L) as in Theorem 4, there exists a non-negative, non-trivial V ∈ B(C) satisfying (2) if and only if lim
Corollary 5 is just a slightly weaker reformulation of Theorem 4 that more accurately parallels the statement of Koosis' result (Theorem 1). The next proposition gives a condition sufficient for proving the existence of a non-trivial weight V . Although it is no longer necessary, this condition is somewhat easier to verify than the one given in Corollary 5.
Corollary 6. Given W and P in B(L) as in Theorem 4, there exists a non-trivial, non-negative operator V ∈ B(C) satisfying (2) provided lim
Proof. Let P k be the projection onto the one dimensional subspace spanned by the vector k. A straightforward calculation shows that the operator
Now using Theorem 3 we can write
and the result follows from Corollary 5.
Laurent Operators.
The generality of Theorem 4 has a strong appeal; however, the original Koosis result deals with multiplication operators, and this quality is ignored in Theorem 4. Consider this example on L 2 of the unit circle. Let w ≥ 0 be a bounded function satisfying (i) log w ∈ L 1 and (ii) 1 w / ∈ L 1 , and define W to be multiplication by w on L = L 2 . The Hardy space H 2 = {f ∈ L 2 :f (n) = 0, ∀n < 0} is a closed subspace of L 2 and the orthogonal projection P H onto H 2 agrees with the Riesz projection P + on polynomials. Now condition (i) implies that there exists an h ∈ H 2 such that |h| 2 = w a.e. on the unit circle, which means that lim
then, there exists a non-trivial, non-negative operator V ∈ B(H 2 ) satisfying
However, using Theorem 1, we see that condition (ii) above implies that there is no way to extend V to be multiplication by some non-negative function v on L 2 . This example illustrates that to fully recover Koosis' theorem from the abstract setting, we must introduce a bilateral shift U ∈ B(L) and consider operators that commute with U .
Definition. A unitary operator U ∈ B(L) is a bilateral shift if there exists a projection
(ii) as n → ∞, n j=−n U j P 0 U * j converges strongly to the identity on L.
. Theorem 7 will deal specifically with the projection We are now ready to prove:
Definition. An operator A ∈ B(L) is

Theorem 7. Let W ∈ B(L) be non-negative and Laurent. Then there exists a non-trivial, non-negative Laurent operator V ∈ B(L) satisfying
Moreover, if V 0 is non-trivial, then V can be constructed to satisfy
Proof. Assume V exists. Then for any f ∈ L,
for all f ∈ L, and so by Theorem 4,
Since V is non-trivial and Laurent, its kernel cannot contain P 0 and it follows that V 0 is non-trivial as well.
Conversely, assume V 0 =wk-lim
U j P 0 U * j to be the projection onto the subspace P n = P n L, and let V n =wk-lim
and the sequence V n is monotone in the sense that if 0 ≤ m < n and p m ∈ P m then
Roughly speaking, we intend to define V via the limit of the monotone sequence V n . The dilemma is that the argument will require each successive operator to be a dilation of the previous one (i.e., P n V n+1 | Pn = V n ) which is not true of the sequence V n . Thus, we first need to move to a new sequence A n satisfying 0 ≤ A n ≤ V n which does have this property.
To this end set A 0 = V 0 , and define A n+1 inductively as follows. Write P n+1 = P n ⊕ U n+1 P 0 , and denote V n+1 ∈ B(P n+1 ) by the 2 × 2 matrix
where B, C, and D are acting on the appropriate spaces. Now V n+1 ≥ 0 is equivalent to B ≥ 0, C ≥ 0 and the existence of a contraction W : ranC → ranB satisfying D = B 
where 
By construction, A n P n f, P n f ≤ V n P n f, P n f ≤ W f, f for all n ≥ 0 and f ∈ L, and the sesquilinear form a(p, q) = lim n→∞ A n p, q is well defined for p, q ∈ P + = ∞ n=0 P n . The operators A n are uniformly bounded on the diagonal by W , so a is as well, and hence there exists an operator A ∈ B(H) such that Ap, q = a(p, q) for all p, q ∈ P + . The operator A satisfies AP n f, P n f ≤ W f, f for all f ∈ L from which we can conclude
We now use A to construct a Laurent operator V ∈ B(L) with the required properties. For k ≥ 0, let F k be the operator on L defined by
This implies F k P H f, P H f ≤ 4W f, f for all k ≥ 0. Letting V be a weak limit point of the set { Proof. If V exists, then as before, we can show that V 0 ≥ 1 4 P 0 V | P 0 . It follows that V 0 is bounded below and consequently invertible. Conversely, the construction in Theorem 7 yields an operator V satisfying (4). Thus, if V 0 is invertible then P 0 V | P 0 is invertible as well.
