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Abstract: Although many methods have been 
implemented in the past, face recognition is still an 
active field of research especially after the current 
increased interest in security. In this paper, a face 
recognition system using Kernel Discriminant 
Analysis (KDA) and Support Vector Machine (SVM) 
with K-nearest neighbor (KNN) methods is presented. 
The kernel discriminates analysis is applied for 
extracting features from input images. Furthermore, 
SVM and KNN are employed to classify the face 
image based on the extracted features. This procedure 
is applied on each of Yale and ORL databases to 
evaluate the performance of the suggested system. 
The experimental results show that the system has a 
high recognition rate with accuracy up to 95.25% on 
the Yale database and 96% on the ORL, which are 
considered very good results comparing with other 
reported face recognition systems. 
 
Keywords: Face recognition, kernel discriminate analysis, 
support vector machine, K-nearest neighbor. 
 
I. INTRODUCTION 
Automated Authentication and identification is a need for 
the development of a new technology. These requirements 
are increased due to the fact that threats are also increased. 
There are many technologies that can satisfy the 
authentication and identification needs, some of these 
technologies are related to face or voice recognition. Great 
interest has been made by different academics and 
researchers on face recognition methods. These methods are 
gradually developed to include the means of extracting the 
features of each face image before classifying and 
recognizing it [1]. 
The feature extraction process is a very critical step in 
expressing facial images that could greatly affect the rate of 
recognition. This process also is very important in making 
computation and storage cheaper. Eigenface and Fisherface 
are popular and famous examples of feature extraction 
methods. With Eigenface, a method of reducing the input 
dimensionality such as Principle Component Analysis 
(PCA) is used. PCA method converts images into a low-
dimension space and performs a linear matrix 
transformation that finds the data variance in the projection 
subspace [9]. Fisherface method focuses on the variation of 
light direction, and facial expressions, which can be 
implemented by Linear Discriminant Analysis (LDA) 
technique. LDA is a supervised scheme that aims at 
minimizing the within-class variances as well as 
maximizing the in-between-class distances in the projection 
subspace. However, in face classification and recognition 
tasks, we often have problems with small sample size or 
high dimensional data. Therefore, the traditional LDA is not 
suitable due to the fact that the within-class scatter matrix is 
always singular [2]. On the other hand, there is a method 
called Kernel method that can give an accurate and a robust 
classification. The main idea behind kernel-based 
approaches is to map input data to a novel feature space 
through nonlinear mapping, which produces a set of 
projective feature vectors by maximizing the between-class 
covariance and minimizing the within-class covariance [3].  
 
Another important aspect of face recognition is the 
Classifier based algorithms. One of these algorithms is the 
Nearest Neighbor (NN). In NN classifier, a single training 
sample is used such that the samples can be classified by 
minimizing the distance between the samples, after that 
these samples can be represented in different classes. In NN 
method, it classifies the testing samples according to 
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prediction. It predicts the best linear representation for each 
class [4]. 
 
Support Vector Machines (SVM) [5] and AdaBoost [6] 
methods are two statistical methods used as a framework for 
the theory of statistical learning. These methods are always 
suffering from the generalizability problem due to the 
dramatical different between the testing and training 
samples [7-8]. 
 
Section 2 of this paper explains the design of the face 
recognition system, involving kernel discriminated analysis 
(KDA) method and the principle of SVM as a classification 
method. Section 3 presents the experimental results that 
evaluate the adopted techniques performance. Conclusions 
are reviewed in Section 4. 
 
II. DESIGN OF THE SYSTEM 
The proposed system consists of three steps: Pre-processing, 
features extraction and classification. In the Pre-processing 
step, median filter and Histogram equalization are applied 
on the face image just to improve the illumination level of 
the image. In the second steps, non-linear feature extraction 
methods called kernel discriminated analysis is used to take 
unique features from the image. The third step is 
classification, in this step; both of support vectors machine 
and K-nearest neighbor are applied to classify the features 
of the face image. The steps of the proposed system are 
described in the FIGURE 1 below: 
 
 
 
FIGURE 1: The steps of proposed system 
A. Pre-processing 
 
Pre-processing is considered the initial step of the system 
and one of the important steps in any face recognition 
system because this step affects the results of the next steps. 
Two common techniques are used: a median filter and 
histogram equalization are applied in this step.  In the 
beginning, a median filter is used to filter the image from 
any noise, after that histogram equalization is applied for 
contrast enhancement. 
 
B. Kernel Discriminant Analysis 
 
KDA is a non-linear model of LDA. The goal of KDA is to 
obtain the direction that maximizes the separation among 
classes. To understand it, Let us consider that xi ∈ Rd ,  i = 
1, …., n  be training vectors described  as an m×m kernel 
matrix K such that K(xi, xj) = (Ψ(xi), Ψ(xj))). Where, each 
of Ψ(xi) Ψ(xj) are the embedding of data items xi and xj 
respectively, which is described based on an inner product 
through a positive semi-definite kernel function for the 
feature space. The objective function of KDA is described in 
equation below: 
 
In the equation above, the φ denotes a projective function 
into the kernel feature space; Cb represents the in-between-
class and is described in the equation below: 
 
 
Ct in equation (1) represents the total scatter matrices in the 
feature space and can be described in the equation below: 
 
 
In the two equations above,  represents the centroid of 
the global centroid and represents the k-th class 
centroids in the feature space [9]. 
 
C. Support Vector Machines 
 
Let us suppose that we have two different classes and there 
are N points belongs to these two classes, such that: 
 
                      (4) 
 
Where xi represent n dimensional vector and yi represent 
the class label the vector belongs to. The method SVM uses 
a hyper plane to separate the two classes' points: 
(1) 
(2) 
(3) 
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                                             (5) 
 
Such that x represents the vector, while w is an adaptive 
weight vector, and b is the bias, then the functional margin 
of this hyper plane can be represented as: 
 
   				               (6)	
 
If we consider one point W0 and b0, the geometrical distance 
of a point x from the optimal hyper plane is: 
 
                              (7)	
 
SVM tries to maximize the distance between the hyper 
plane and the closest point of these two classes. Therefore 
the optimal separation of the data is the one that minimized: 
 
                            (8) 
 
Maximization to the following dual Lagrange formula leads 
to the optimization of the problem:  
 
 	(9) 	
Lagrange multiplier must subject to the constraints: 
 
                    (10) 
 
Only a small number of αi is none zero, each of which 
corresponds to one training data points. These data points 
called Support Vectors since they lie on the margin border 
[10-11]. 
 
D. Recognition using K-Nearest Neighbor 
 
This method is used to classify the objects on the training 
examples in the features space.. It calculates the distance 
between an instance and the training examples. Euclidian 
rule is used to determine the distance between two vectors, 
X=(x1,x2,..,xn) and Y=(y1,y2,..yn) as the following: 
 
						 																		 (11)	
 
According to this equation, the object is assigned to the 
class of the nearest neighbor [12]. 
 
III. EXPERIMENTS AND RESULTS 
The proposed system was implemented using MATLAB 
version 9.2. Yale [13] and Olivetti-Oracle Research Lab 
database (ORL) [14] databases are used to evaluate the 
performance of this system, which are freely available in the 
Internet. The Yale database includes 15 distinct classes with 
eleven various images of each one. These images were taken 
under different lighting conditions with different facial 
details and expressions, and were captured using a white 
homogeneous background. The size of the image was (243 x 
320) pixels with 256 available gray levels per pixel. The 
ORL database includes 40 cases and each case contains 10 
images. The resolutions of the images were 112 x 92 with 
256 available grey levels per pixel. Samples of Yale and 
ORL databases are shown in FIGURE 2 and 3 and the 
recognition accuracy rate is shown in TABLE 1: 
 
 
FIGURE 2: A sample of images from Yale database. 
 
FIGURE 3: A sample of images from ORL database. 
Database No. of  classes 
No. of 
training 
samples 
No. of 
training 
samples 
Accuracy 
(%) 
Yale 15 60 105 95.25% 
ORL 40 160 240 96% 
TABLE 1: The recognition accuracy rate 
 
IV. CONCLUSIONS 
In this paper, a system of face recognition based on Kernel 
Discriminant Analysis (KDA) that uses feature extraction 
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and Support Vector Machine (SVM) with K-nearest 
neighbor (K-NN) classifier is proposed. To evaluate the 
system performance, Extensive experiments conducted on 
two common face databases.  The experimental results have 
proven that the proposed system can work in a different 
condition such as different lighting exposure, facial details, 
and facial expressions. Also, the results show that the 
system has a high recognition rate and the accuracy is 
achieved up to 95.25% on the Yale and to 96% on the ORL 
databases. In the future work, other types of methods will be 
applied to enhance the classification such as convolution 
neural networks (CNNs). 
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