Abstract
Introduction
Previous studies have reported statistics and characteristics of RO [1, 2, 5, 6, 7, 8] . However, it is important to reassess its status and determine if the evolution of the Internet has invalidated previous observations. Over the last few years, total Internet traffic has increased due to the demands of audio and video traffic, particularly due to the advent of new Internet applications that generate substantial amounts of traffic, such as iTunes, BitTorrent, and YouTube [3] . Other changing trends that could have impacted the presence of RO is the type of access technology used (i.e. dialup vs. broadband) and equipment upgrades that respond to traffic and service demands (i.e. faster forwarding routers to handle more traffic.)
It is important to understand the behavior of RO because it is often detrimental for both TCP and UDP based applications. At a TCP receiver, duplicate acknowledgements are generated when reordered packets are received. If RO is persistent, TCP performance quickly and continually de-978-1-4244-4671-1/09/$25.00 ©20091EEE grades because of the decreased sending rate and the spurious packet retransmissions. For UDP-based applications such as VoIP, reordered packets that arrive after the playout deadline are considered lost. If RO is persistent during a VolP session, the quality of the voice perception degrades.
In this paper, the goal is to understand the characteristics of RO from an end-to-end perspective. We send UDP packet pairs and compare the behavior of reordered and in order packets. Our focus is on identifying the characteristics of reordering exhibited on UDP traffic. The differences between the in order and reordered packets give insight into the characteristics of reordering. Our measurement results show that different paths often observe extremely different RO rates; that packet RO occurs with diurnal cycles; that the size of transmitted packets can significantly impact the probability with which they will be reordered; and that there are two distinct time-scales manifested by RO.
Related Work
One of the early end-to-end measurement studies that showed the occurrence of RO in the Internet was performed by Paxson in the early 1990's [8] . Twenty thousand bulk transfers of 100-Kbyte each were used to observe RO at 35 participating sites. The percentages of RO observed on data packets was 2.0% and 0.3%, while 0.6% and 0.1% was observed on acknowledgements. Paxson attributed the cause of the RO observed to routing events. Also, it was concluded that RO was site-dependent and had asymmetric behavior.
Another influential end-to-end measurement study was done by Bennett et al. [2] which was done in Dec. 1997 and Jan. 1998. The measurements were performed on 140 nodes topologically close to the MAE-East exchange point. The traffic generated between the nodes consisted of five 56-byte bursts of ICMP-ping packets followed by back-toback burst of 50 ping-packets. The authors reported that more that 90% of the probing instances experienced RO; the results were obtained from two sets of tests. This study reported that RO was caused by local parallelism in Internet components.
Two recent works ( [5] and [6] ) focused on UDP flows and streaming traffic. In Gharai et al. [5] , the measurement testbed consisted of three sites and it was placed very close to an access router. One minute UDP flows were generated using iperf at rates of IMbps, 10Mbps, 100Mbps and at 100Mbps intervals up to and including 900Mbps with packet sizes of 500, 1500 and 4500 bytes. It was found that 47% of the flows experienced at least one RO event, that the largest amount of RO in a given flow was 1.65%. Additionally, at higher rates smaller packets were more prone to RO because the sending inter-spacing time was small. Loguinov and Radha [6] studied the end-to-end dynamics of 16,000 10-minute sessions of real time streaming traffic from the perspective of dial-up connections. The percentage of sessions that experienced RO was 9.5% and the percentage ofRO out of the total number of packets was 0.04%.
Methodology
In order to perform our measurements, we deployed a packet-pair probing tool on 179 nodes at different PlanetLab sites and probed approximately 1500 different paths. Nodes were selected at random depending on their availability at the time of the measurements.
Four measurement sessions allowed us to capture RO daily trends, packet-size dependencies, RO prevalence, and RO time-scales. Each measurement session, M i , used a subset of the nodes for analysis: 17, 4, 166, and 9. In each session, probes are sent across a subset ofpaths between the nodes: 196, 12, 1222, and 73 for sessions M 1 , M 2 , M 3 , and M 4 respectively.
Every node in the measurement sessions generated probes along a path and a log of the reception time-stamp was taken at the path receiver. The logger captured the timestamp observed at the application layer. The precision of the time-stamp was microseconds. Each probe consisted of a pair of UDP packets sent back-to-back at an interval of one second. Each packet had a sequence number embedded in its payload. A RO event occurs when the sequence in which the packets of a probe were received differed from the sequence in which packets of the probe were sent.
M 1 took place in Sept. 2007, the packets in the probes were of 40 bytes, and on an average each node received 13 million probes over two weeks. M 2 took place in Oct. 2007, the size of the packets in the probes where chosen randomly among 40, 80, 160, 350, 700, 1100, 1500 bytes every time a probe was sent, and on an average each node received 1.8 million probes over a two week period. In Dec. 2008, Session M 3 was traced. In this case, the size of the probes were the same as in M 2 , and each node received 815 thousand probes on average for one day. Note that the data for this session was collected over two weeks varying daily the set of nodes used. Finally, M 4 was performed in early Jan. 2009, the size of the probes were identical to M 2 , and each node received 3.5 million probes on average during a one week observation.
Results and Discussion
In this section, we report the observations drawn from the analysis of the data collected in our four measurement sessions. We report the percentages of reordering observed, daily trends, packet-size dependencies, prevalence, and time-scales of reordering.
Packet Reordering Statistics
The general statistics of RO observed in our four measurement sessions are shown in Table 1 .
In M 1 we observed that 80% of the RO events occurred in 30% of the paths while in M 3 , 90% percent of the RO events occurred in 2% of the paths. In M 4 , 90% of the RO events occurred in 30% of the paths.
Overall, we observed that RO occurs rarely and when it does, it is mostly exhibited consistently in a small percentages of the paths. This is clearly shown by M 3 in which we probed the most paths and it accounted for the least RO. We also observed that the percentage of RO in different paths varies significantly, that the paths are asymmetric with respect to RO, and that paths between nodes that are geographically distant (i.e nodes in different countries) exhibit greater percentages of RO. Our observations reiterate the findings of previous measurement studies [8] .
Measurement session M 2 and M 4 are spread apart about one year. Both sessions have a small subset ofpaths in common that we compared and we found that they do not have similar occurrence of RO. Paths that exhibited daily consistent RO in M 2 do not exhibit any in M 4 and vice versa. We attribute this behavior to the inherent characteristics of the Internet. Routes, traffic loads, and network equipment change over time and that they can change the perceived end-to-end performance, in our case, the presence ofRO.
Packet Reordering and Packet Size
From the data collected in M 2 , M 3 , and M 4 , we investigated to what extend packet size affected the amount of RO observed. As mentioned before, we used probes of various sizes in these sessions. We found that probes of all packet sizes experienced some RO, but probes with packets of smaller size were reordered more frequently. In session M 1 , for instance, we only used 40-byte packets and this Figure 1 , we show the percentages of RO for four different paths with respect to the packet size. In Figure 2 (b), we also see that different packet sizes are reordered at different rates. The implication of smaller packets being reordered more often is that the performance ofapplications which use them, such as VoIP, will see RO more often and thus their performance will be degraded more often.
Packet Reordering Patterns
Previous studies have noted diurnal cycles on the traffic load of the Internet [9] , and have observed that RO occurs at higher rates with higher traffic loads [2, 5] . In our study, we observed diurnal cycles in the occurrence ofRO, with peaks around the middle of the day and with fewer occurrences around middle of the night. This time-of-the-day dependency was exhibited by the majority of paths when RO was present. In M i , which lasted for two weeks, we saw this behavior on 60% of the paths that exhibited RO; a similar trend was observed in M 2 . Since M 3 was only collected for a day and M 4 had little percentages ofRO, we were unable to characterize this behavior for those sessions . In Figure  2 , a snapshot of seven days of this daily trend is illustrated. In 2(b), we see that regardless of packet size the recurrent daily behavior is present.
Packet Reordering and Inter-Arrival Times
We also compare inter-arrival times of the packets from reordered and non-reordered probes. This was done with the aim of characterizing the scales at which a given application would observe reordered packets. Here, we present observations drawn from experiment M 2 and M 4 because various packet sizes were used in these experiments, and the results are representative of our measurements at large. The data collected in each measurement was aggregated to characterize the RO timescales . Because the inter-arrival times showed a long tail behavior, we draw our observations using the log-log CCDF, complementary CDF, to extract useful characteristics that were hidden otherwise.
In general, different paths exhibited different interarrival time-scales. We broadly categorize these time-scales 978-1-4244-4671 -1/09/$25 .00 ©2009 IEEE Figure 2 . RO rates (diurnal cycles) in four tendencies.
Inter-arrival times ofreordered probes range from 0.04 to 0.2 milliseconds regardless of packet size. This behavior is observed in Figure 3(a) . It serves to note that non-reordered probes exhibit different tendencies from reordered probes specially at the tails of the inter-arrival CCDF. 99.8% of the reordered probes have inter-arrival times up to 0.2 milliseconds while only 92% of the nonreordered packets have this inter-arrival time.
Inter-arrival times ofreordered probes range from 10 to 100 milliseconds. This inter-arrival time tendency, as shown in Figure 3(b) , is peculiar and has not been reported in previous studies. First of all, we note that only three kinds of probes (160, 700, and 1500-byte) are reordered with a interarrival time close to 50 microseconds. For non-reordered probes , we see that the inter-arrival time of their packets is proportional to their packet size: the larger the packet the larger the inter-arrival time. This is expected since larger packets will take longer to be transmitted. However, this is not the case for reordered probes, where we see that the inter-arrival times of the packets are comparable regardless of their size. More interestingly, 40-byte packets seemed to be reordered with the largest time scales (the CCDF of this curve is the rightmost). It is clear that the reordered packets have consistent delays for this nature of RO irrespective of the packet size.
Inter-arrival times exhibit bimodal timescales: 0.04 to 0.2 and 20 to 100 milliseconds. This behavior is observed in Figure 4 (a). We see that for small packets: 99.7%,79%, and 70% of packets of size 40,80, and 160 bytes, respectively, experienced RO delays of less than 0.1 milliseconds, and 100% of the larger packets experience delays of more than 20 milliseconds. The CCDF of inter-arrival times of small packet sizes is bimodal in contrast to larger packet sizes. In this case we can say that perhaps two different kinds of RO inflicts the traffic in this path.
Inter-arrival times between non-reordered and reordered probes have the same distributions across all timescales (i.e. same CDF). This behavior is observed in Figure 4(b) . We can see in this figure that non-reordered and reordered probes, with their respective packet size, have the same propagation delay. Inter-arrival times differ significantly across packet sizes, for instance packets of size 160 bytes 5 
Conclusion
The results presented in this paper serve to characterize reordering of UDP traffic in the Internet reflected by the PlanetLab infrastructure. Four measurement sessions allowed us to capture reordering prevalence, daily trends, reordering packet size dep endencies, and time-scales.
As in previous measurement studies, we conclude that packet reordering is a rare event, and it occurs less than 3% of the time. Due to the dynamic behavior ofthe traffic in the Internet and the heterogeneity of the devices that comprise it, it is not surprising to note that reordering is not consistent across the paths that exhibited it. Instead, the presence of a site, either as source or destination, has shown to affect the reordering rates observed. We also observed a consistent daily periodicity of the reordering rates, suggesting a relationship between reordering and Internet traffic load which also exhibits a similar behavior [9] . In addition, packets of smaller sizes are reordered more frequently than larger packets. This has implications on UDP-based applications such as VoIP which use small packet sizes. Lastly, a reordered packet can be perc eived at the receiver with different time-scales -four time-scale tendencies were captured in our measurements.
In the end, our study confirms the behavior of reordering in the Internet and illustrates that UDP traffic reordering behavior follow the same trends as previous measurements studies. In addition, the observed results lead us to drive the development of the reordering properties into simulation models to produce better experimental platforms. Inter-arrival times of RO probes: bimodal tendency (right), and RO and non-RO probes share similar tendency (left). RO rate observed in these paths was 0.5% and 7.5% respectively. . RO rate observed in these paths was 1.5% and 0.014% respectively.
and 1500 bytes have inter-arrival times which differ by a factor of 10. Observing this kind of distribution is interesting because it defines a RO model of the form ofprobabilistically flipping a packet and no extra delay added. One important assumption we make based on the use of back-to-back packet-pairs for probing is that packets in this kind of probes generally share links when traversing the Internet [4] , and therefore are expected to experience similar delays. When a packet is reordered, the RO source imposes an extra delay on the packet, but the magnitudes of the delays vary per source and the kind of RO experienced by a packet. Our results generally report two ranges of RO timescales. One timescale ranges from 0.04 to 0.2 milliseconds, while the other timescale ranges from 10 to 100 milliseconds. We found that very few of the non-reordered probes, less than 0.014%, are subject to the larger delays. Noting that the differences between the RO timescales is significant, we believe the delays exhibited is specific to the cause of RO. Further analysis needs to be performed to determine the reasons for these timescales.
