Currently, the smartphone contains lots of sensitive information. e increasing number of smartphone usage makes it more interesting for phishers. Existing phishing detection techniques are performed on their specific features with selected classifiers to get their best accuracy. An effective phishing detection approach is required to adapt the concept drift of mobile phishing and prevent degradation in accuracy. In this work, an adaptive phishing detection approach based on case-based reasoning technique is proposed to handle the concept drift challenge in phishing apps. Several experiments are conducted in order to demonstrate the design decision of our proposed model. e proposed model is evaluated with a large feature set containing 1,065 features from 10 different categories. ese features are extracted from more than 10,000 android applications. Five combinations of features are created in order to mimic new real-world Android apps to evaluate our experiments. Moreover, a reduced feature set is also studied in this work in order to improve the efficiency of the proposed model. Both accuracy and efficiency of the proposed model are evaluated. e experimental results show that our proposed model achieves acceptable accuracy and efficiency for the phishing detection.
Introduction
Mobile communication is becoming more and more important within the context of Industry 4.0 [1] . e topmost security concern for mobile services is the phishing attack which can violence all confidential information of the mobile user [2] . Phishing attacks are increasing and evolving from a variety of newer methods despite the use of a number of detection approaches to battle mobile phishing attacks. Wombat Security revealed that 83% of organizations experienced phishing attacks in 2018 [3] . Figures published by the UK cyber security firm Alert Logic cited that phishing attacks, ransomware, and data loss as the top concerns [4] . Moreover, cybercrimes such as advanced persistent threats (APTs) and ransomware often start from phishing [5] . Currently, the phishers certainly try to hide their malicious payloads from a detection system using methods such as emulator detections, applications icon hiding, and reflection. APWG Phishing Attack Trends Reports released in March 2019 said a detection of phishing sites has become harder because phishers were obfuscating phishing URLs with multiple redirections [6] . In the context of machine learning, this phenomenon is known as concept drift and it becomes the main challenge to mobile phishing detections. us, the machine learning classifiers, applied in phishing detection models, must adapt to this concept drift in order to prevent any degradation in their detection accuracy.
In earlier phishing detection works, the variation of individual machine learning classification algorithm was applied. Each earlier phishing detection approaches showed an acceptable detection accuracy while using specific feature patterns with selected detection algorithms in their specific application domain [7, 8] . Currently, the usage of individual classification algorithm in phishing detection is developing to a combination of multiple classifiers in the form of ensemble methods to produce a better accuracy with more efficiency [9] [10] [11] . Unfortunately, most existing ensemble classification techniques in phishing detection could not afford to adapt automatically on the variation of input feature patterns, and it remains as a challenging issue in the phishing detection works [12] . erefore, finding a way to make automatic adaptation classifiers based on the variation of input features pattern will improve the key quality criteria of phishing detection, accuracy, and efficiency.
e main objective of this work is to create a mobile phishing detection system using a case-based reasoning approach for an automatic adaptation of classifiers according to the incoming feature patterns. By addressing the optimal selection of the suitable classifier to the incoming features using a case-based reasoning approach, the proposed mobile phishing detection system could provide the best performance by combining the good performance of all used methods appropriately. An adaptive phishing detection system based on a case-based reasoning (CBR) technique, which can handle the concept drift challenge in phishing apps, is proposed in this work. CBR is applied to construct a phishing detection model. A knowledge base or case base will control the detection algorithm by utilizing phishing features as cases. Moreover, an experimental analysis to verify that our proposed case-based phishing detection is suitable for handling concept drift of mobile phishing attacks than existing detection approaches will be conducted.
e rest of the paper is organized as follows. In Section 2, the background information of phishing attacks on smartphone is presented. e machine learning techniques on phishing detection and the background of case-based reasoning which models the ensemble of classifier approaches as cases in a knowledge base are also illustrated. Next, the overview architecture of the proposed adaptive phishing detection system and their detail processes are described in Section 3.
e accuracy and performance analysis of the proposed system is presented in Section 4. e conclusions are described in Section 5.
Theoretical Background
e background technologies are described in this section. e nature of phishing attacks on smartphones and their attack techniques are presented in Section 2.1. Section 2.2 presents the literature review on existing phishing detection solutions based on machine learning techniques and their frequently used features. Lastly, case-based reasoning classification techniques are explained in Section 2.3.
Phishing on Smartphone.
Nowadays, phishers are motivated to target smartphones due to several different reasons. A smartphone today is as powerful as a desktop or laptop computer. Smartphones usually contain lots of sensitive information of their owners.
e increasing number of smartphone usage makes it more interesting for attackers. e phishing attack techniques are based on two categories including application-oriented phishing attacks and website-oriented phishing attacks.
e application-oriented phishing attacks can be categorized into two types based on their launching methods. First, the phishing application attempts to hijack (task interception) existing legitimate applications and continuously performs task polling. e phishing application will launch itself as long as it detects the launch of the target applications. ese task interception attacks are specially based on the fake graphical user interface (GUI) techniques, which can easily impersonate and are hard to detect since a large touch screen is used as the primary user interface on most smartphones. As a result, the fake login interface is layered over the top of the real one, and the phishing app appears to be the target app. Second, the phishing application (repackaged applications) can directly present itself as the targeted legitimate app. is event may occur when the user downloads the fake applications from an unofficial app market. e website-oriented phishing attacks can also be categorized into two types based on their techniques. First, a phishing website hides (spoof) the URL bar of the targeted websites. Second, a phishing website attempts to overlay the genuine website with a crafted pop-up window. e spoofing URL is the process of creating a fake or a forged URL which impersonates a legitimate and secure website. is kind of URL spoofing attack is harmful and dangerous because the website looks exactly like the original one [13] .
e fake website asks the user to enter his/her username, password, credit card number, or other information. For a legitimate mobile app that includes an embedded web page served over HTTP or a legitimate mobile app that allows the overlaying pop-up window, the network attacker can change the login button on the page or substitute a crafted pop-up window so that there is a link to a page owned by the attacker. When the user clicks the button, the user will be taken to the phishing page within the embedded web frame. is way, the attacker can steal the user credentials. e attacker can then relay the credentials to the valid website in order to mimic the normal work flow.
Existing solutions in phishing detection show an acceptable accuracy in their specific domain using their targeted features and their specified machine learning techniques. us, an effective phishing detection that is less dependent on the features pattern is still needed in this age.
is work aims to propose an adaptive phishing detection by combining many existing techniques.
Current Phishing Detection Solutions.
Existing phishing countermeasures use techniques such as content filtering, visual matching, and blacklist or whitelist matching [14] . Content filtering system examines the content of webpages for suspected URLs. Content filtering can be achieved by identifying statistical differences between legitimate and suspected phishing contents or constructing a set of rules [15, 16] . Visual matching computes a visual similarity between the phishing and the legitimate pages, based on the images, blocks, and layout [17, 18] . For a blacklisting system, the known phishing URLs are listed based on a human verification method. e very low false positive rates will be resulted in this approach. For a whitelisting system, users specify the links of trusted sites and frequently accessed websites. By contrary, other new websites will be suspected as phishing attacks [15] .
Possible phishing attacks on mobiles which can launch during the control transfers are discussed in [19] . An indicator for the applications identity upon the navigation bar of the system to show the currently running application or the current web page was implemented in [20] . e personalized security indicators to mobile apps are proposed in [21] . However, the user-driven decision-making process is still needed. e unified and trusted login user interface is used in another group of antiphishing techniques. A software keyboard which can be used safely for login input is provided in [22] . For the purpose of handling the credential, the hardware and software certificates that are used to confirm the login is proposed in [23] . However, these approaches require some modifications to the client application and the user effort. An antiphishing system for mobile platforms was presented in [24] . e work was continued in [4] to detect the persistent account registry phishing attacks. ey used OCR technique, and their database needs to save every snapshot of the protected applications and webpages. Using the QR code in phishing attacks was demonstrated and analyzed in [25] .
ey combined the client-server architecture with a digital signature to perform an integrity checking and authentication. However, the work only focused on the QR code phishing attacks while the phishing malware was not considered. Phishing Detective [26] was created to identify whether or not a link in the user e-mail might send the user to a phishing page. However, the work was totally relied on the blacklist URL of Phish Tank database; it might not be able to satisfy other types of phishing attacks such as activity hijacking and repackaging attacks.
MP-Shield [27] is an Android application that aims to inspect the flow of IP packets between the origin and the destination of mobile user applications. eir work mainly emphasized on the monitoring URL for detection purposes.
e types of phishing attack that can be mounted on mobile devices were identified in [19] . e authors conducted an analysis of ways in which the mobile applications and the web sites link to each other. e common control transfer on mobile and how phishing attacks can be mounted against the control transfer scenarios were discussed. e authors presented possible types of phishing attacks along with their legitimate behaviors as summarized in Table 1 .
According to Table 1 , the mobile sender means a mobile application that sends the user to a website or another mobile application, while the web sender means a website that sends the user to a mobile application or other web sites.
Our work will cover these attack models with ten groups of selected feature categories. Each phishing detection approach showed an acceptable detection accuracy while using different features. Unfortunately, majority of phishing detections may suffer the lack of features for efficient detection of phishing malwares. An optimized solution which used different kinds of features of Android applications to prevent the phishing and malware on Android smartphone is still needed. Our work will contribute to the finding of an optimal solution for mobile phishing detection in the sense of using the feature independently with various classifiers.
Case-Based Reasoning.
Case-based reasoning (CBR) is a problem-solving approach that solves new problems by adapting or reusing old solutions that were used to solve similar problems [28] .
e past experience or previous problems are saved as cases, and each case contains representative features, characteristics of the problem, and its solution. e case base is a collection of these cases. e knowledge base of the problem-solving experience is used for the new problem solving [29] . e solutions in the retrieved cases are reused as a proposed solution to the new problem.
us, the solution to the new problem can be found from similar known solution in the past.
If the new problem situation is exactly the same as the previous cases, then the reuse is simple. CBR systems start their reasoning from the knowledge unit, called cases, while the data-mining systems most often start from the raw data. CBR systems also belong to the instance-based learning systems in the field of machine learning, that are defined as systems that are capable of automatically improving their performance over time. As long as the CBR systems learn new cases in the retain step, they are qualified as the learning systems, thus belonging to the machine learning system [30] .
e learning process of a case-based reasoning approach is shown in Figure 1 .
Case-based reasoning system performs the learning process as follows:
(1) Retrieving the most similar case or cases from the case base to the new problem (2) Reusing the previous solutions of the similar cases to solve the new problem (3) Revising the proposed solution (if necessary) (4) Retaining the solution of the new case for future problem solving
A new problem to the system is represented as a case and is compared with existing cases in the case base. e most similar case or cases are retrieved based on the similarity comparison of case representations. ese retrieved cases are adapted (i.e., combined and reused) to propose a solution for the new problem. e suggested solution may need to be evaluated and corrected (i.e., revised) in some cases if it is not the best solution. is verified solution can be added back as a new case to the case base (i.e., retained) or as amendments to existing cases in the case base to be used in future problem solving [28] .
Architecture Overview
A case-based reasoning model is proposed as an automatic adaptation of classifiers for mobile phishing detection. e information on how to design the case-based adaptive classification system is presented in this section. e proposed system consists of two main parts, including the application on Android smartphones and the detection system on the cloud environment. Figure 2 shows the overall system design.
As shown in Figure 2 , the feature will be extracted from the Android application for the phishing detection process.
e detailed information of features will be discussed in Section 3.1. en, the extracted features will be sent to the cloud environment for phishing detection processes. As the main objective of this work is to enhance the phishing detection processes, the detection will be performed on the static and dynamic feature from Android malware dataset (described in Section 4.1). e detailed process of feature extraction is out of this paper scope.
e contribution of our work starts on the receiving of the extracted features by the detection system. e first process is to retrieve the most similar case from the case base (which stored previous Android phishing detection approach along with the corresponding features). e case-retrieving process will be described in Section 3.3. e case base must be set up before the case-retrieving process. e case base setting up process is shown in Figure 3 . e details of the case base setting up process are presented in the following section.
According to the retrieved case, the most suitable classification techniques will be used for the adaptive classification. If the feature set extracted from the Android application does not match the sets of features stored in the case base, the adaptive classification will select the suitable methods to process the extracted feature set according to the similarity ratio score.
e selection of suitable methods means choosing the multiple classifiers for the extracted feature set. Finally, the final result of the active Android application will be sent to the application on Android smartphone to be displayed to the user.
Feature for Mobile Phishing.
Existing antiphishing solutions on mobile environments were collected, and their features were extracted to identify a phishing attack. Under an Android environment, the features can be extracted from miscellaneous sources such as program entities and program outputs of the runtime monitoring. e list of frequently used features by existing antiphishing solutions can be classified into ten classes including Android components, Android API counts, API usage action, security-sensitive data flow, hardware components, intent actions, permissions, shell command and strings, contents, and visual, and URLs. e details of each feature are given below.
(1) Android components: a variety of component types with specific functionalities (e.g., components for providing GUIs, and others for running background services) are declared within an Android app's manifest, and these features are collected in [31] [32] [33] . (2) API count: the number of invocations of a specific Android API method (e.g., the malicious apps access the location APIs twice and the telephony package 8 times) are collected in [4, 24, 27, 32] . (3) API usage actions: APIs can be used to develop applications in Android platform and also misused by malicious purposes. ere are many approaches to submit the web requests and to ex-filtrate the captured data via the API without the Internet permission. Some existing phishing detection works [27, 31, 32, 34] collect the API calls (e.g., API calls to access the sensitive data; API calls to access the network communications; API calls to send and receive the SMS messages; API calls to execute the external commands, and API calls frequently used for obfuscation). (4) Security-sensitive data flows: a few approaches for Android malware detection [31, 34, 35] use data flows between security-sensitive Android interfaces to determine if an app is malicious. Tracking this form of information is particularly useful for identifying privacy leaks. (5) Hardware components: the hardware components are listed in AndroidManifest.xml that is used in the app (e.g., to access the camera, an app needs to include android.hardware.camera feature) and these features are collected in [4, 36] . (6) Intent actions: Android malwares are known to rely upon tracking of an Intent (e.g., whether a package is installed, or if a device has recently completed booting) to determine when to perform a malicious behavior. ese features are used in [32, 36] . 
Case Representation.
A case represents an experience at an operational level. Typically, a case includes the problem specification, the solution, and sometimes the outcome. is is the most common representation used. However, more elaborate case representations can be employed. Depending on the information included in a case, different types of results can be achieved from the system. Cases that describe a problem and its solution can be used to derive solutions to new problems. In general, a case specification is described as a set of features. e features are those aspects of the domain and the problem that are considered to be most significant in determining the solution and/or outcome. A case represents an experience. In this situation, a case should represent the features of the application that is used to determine a phishing attack.
In our model, a case includes the combination of feature sets, ensemble method of classifiers, or individual classification algorithm with their specific parameters, the accuracy and performance of the solution, and potential facilitations. A case description stored in the phishing detection system is shown in Table 2 . 
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To define a new case in case base, the input features have to pass through different machine learning classifiers, and the results from each classifiers are calculated to produce the final result.
en, the input features, the classifiers with parameters, the activation function, and the final result are stored in the case base (knowledge base) as a new case. e process of defining a new case to be stored in the case base is shown in Figure 4 . ere are challenges related to retrieving process that still need to be addressed. One issue is the computation of similarity, which is particularly important during the retrieving process. e effectiveness of a similarity measurement is determined by the usefulness of a retrieved case in solving a new problem.
e aim of using the CBR approach is the selection of the most similar past phishing detection cases to the new problem. A set of similar cases is selected from the case base according to a similarity criterion that requires the specification of weights corresponding to attributes.
e assessment of case similarity involves the comparison of attribute values of the new case and that of the past cases, stored in the case base. e retrieved old cases are ranked according to their similarity scores to the attributes of the new case. In this work, the nearest neighbor method is applied to calculate the similarity score and the total similarity score of a potentially useful case.
Adaptive Classification System Design.
e main objective of case-based adaptive classification is to assign a suitable classification technique to the target case (a feature set extracted from Android application) by identifying and analysing the training case (sets of features that are stored in the case base) that is similar. e proposed case-based adaptive classification is shown in Figure 5 . If the feature set extracted from the active Android application do not match with any set of features, stored in the case base (that means the extracted feature set is not complete for the caseretrieving process), the adaptive classification will select suitable methods to process the extracted feature set. e selection of suitable methods has two options. First, the possible features are added to the extracted feature set in order to perform the case-retrieving process and to choose a suitable classifier. Second, multiple classifiers are selected to process the extracted incomplete feature set. Under the second option, multiple answers, resulted from multiple classifiers, are collected in order to produce a final answer by the way of weighted sum of all answers.
Detection Model and Evaluation
is section explains how our detection model performs adaptively on the combination of individual classifiers and ensemble classifier. To verify that our proposed model can improve the accuracy of the mobile phishing detection, an experiment is conducted using the feature sets (which has been described in Section 3.1). e experiment was conducted by running Weka 3.8 on a Laptop computer with core i7 processor, 8 GB RAM, and Windows8.1 64 bit operating system. e cross-validation method is used as an evaluation technique to estimate the error rate efficiently and in an unbiased way by running repeated percentage splits. Firstly, the dataset is divided into 10 pieces. Each piece is used as a testing dataset in turn while the remaining 9 pieces together are used as a training dataset. We preformed 10 simulations (i.e., experiments are repeated 10 times). en, all these results are averaged as a single estimation result. Six of the existing machine learning algorithms are chosen from different categories and used with 10-fold cross-validation methods to evaluate the variation of accuracy and efficiency.
Dataset.
e features are extracted from more than 10,000 Android malware samples which are collected from Android malware repositories including VirusShare [41] , AndroZoo [42] , Droid screening [43] and Reveal droid [44] . us, there are 1,065 features in total. e information of the feature sets used in this experiment is shown in Table 3 .
Machine Learning Classifiers.
To detect and classify the phishing applications, different machine learning classification techniques are used with an adaptive method. An adaptive classification system is proposed to automatically choose a combination of suitable classifiers for the extracted features of an active Android application. Various machine learning techniques were used as the classifier in existing works [31, 32, 34, 35] . Among them, six algorithms were selected from different categories for the coverage usage of all classification nature. e six algorithms include C4.5 (J48), decision table (DT), k-nearest neighbors (IBK), logistic regression (LR), naive Bayes (NB), and support vector machine (SVM). According to the pretesting on the effectiveness of parameter on these classifiers [45] , naive Bayes (NB) classifier with supervised discretization function, the default maximum number of iterations in logistic regression (LR), the confidence factor of 0.5 for pruning tree for J48 classifier, and a 1-nearest neighbors (IBK) classifier are chosen for our experiment. SVM and decision table classifiers are used with their default parameters.
Experimental Results and Analysis.
e accuracy comparison of six classifiers on the 10 feature sets is shown in Table 4 . e italicized values shown in Table 4 represent the maximum detection accuracy among six classifiers for each feature set. It can be seen that the accuracy of each Table 5 . ese 5 feature combination patterns are tested with individual six classifiers and three models of ensemble classifiers to develop a case for our adaptive model. Each model is an ensemble of six classifiers with different methods in providing the final answer. e final answer finding methods of ensemble classifiers include the average of probabilities, majority voting, and maximum probabilities. e detection results for 5 scenarios of random feature combination sets with the six base classifiers and three ensemble classifiers are described in Table 6 . e italicized values shown in Table 6 represent the maximum detection accuracy of 5 cases among nine classifiers.
According to the results shown in Table 6 , some feature patterns are more suitable with ensemble techniques while some are better used with individual classification techniques. It can conclude that the accuracy variation of classification techniques in mobile phishing detection heavily relies on the input features.
e adaptive method used in our model will choose the most suitable classification approach for a set of input features. Based on the results presented in Table 6 , we can develop a case to be stored in case base for an adaptive choice of suitable classifiers. e tentative cases for building our case-based phishing detection model is shown in Table 7 .
Performing the classification process on these large numbers of features takes a long runtime. e comparison of runtime to build the detection model on 6 base classifiers and 3 ensemble approaches before selecting the feature is shown in Table 8 .
To reduce the detection time, some features may be omitted because the features may not provide a high impact on the result. erefore, some experiments are conducted to select a set of effective features in order to reduce the number of required features.
Selecting the Features.
Feature selection is necessary to reduce the dimension of the feature space. With the aim of getting the benefits of performing a feature selection technique on a large data set such as reducing an overfitting issue, improving accuracy, and reducing a processing time, two feature selection techniques are performed in this experiment by comparing their results to get the optimized results. e process of selecting the features can be described by the following steps.
Let U be the universe of feature sets 
Two methods of feature selection techniques are used in this experiment to confirm the advantages of selecting the features in phishing detections.
e first method is a correlation-based feature selection with a ranker search method that evaluates each attribute and lists the results in a ranked order. e worth of each attribute is evaluated by measuring the correlation (Pearson's) between it and the class [46] .
Pearson's correlation coefficient is described in equation (1), where all variables have been standardized. e correlation between a composite and a class label is a function of the number of component variables (attributes) in the composite and the magnitude of the intercorrelations among them, together with the magnitude of the correlations between the attributes and the class label.
If the correlation between each of the attributes in a test and the class label is known, and the intercorrelation between each pair of attributes is given, then the correlation between a composite test consisting of the summed attributes and the class label can be predicted from the following equation:
where r zc is the correlation between the summed attributes and the class label; k is the number of attributes; r zi is the average of the correlations between the attributes and the class label; and r ii is the average intercorrelation between attributes. We get the ranked attributes listed with their corresponding class correlation. Some attributes, which owned no Table 9 .
e second method is an information gain attribute evaluation-based feature selection with a ranker search method. Information gain ratio evaluation is calculated by using the following equations. In the attribute evaluation processes, I index measures the impurity of D; a data partition or a set of training tuples is calculated using
where p i is the probability that a tuple in D belongs to class C i and is estimated by (|C i,D |/|D|). e sum is computed over m classes when I index considers a binary split for each attribute. First, the case where A is a discrete-valued attribute having v distinct values, A 1 , A 2 , . . . , A v occurring in D is considered. e expected information provided by that split is calculated by
In this equation, D j represents the observations that contain the jth attribute. e information gain of a binary split on attribute A is calculated by
Information gain ratio attempts to correct the information gain calculation by introducing a split information value.
e mathematical formulation for split information is provided in
is value represents the potential information generated by splitting the training dataset, D, into v partitions, corresponding to the v outcomes of a test on attribute A. e gain ratio is defined in
e attribute with the maximum gain ratio is selected as the highest ranked attribute. e low-ranked attributes that provide a gain ratio less than 0.0003 are eliminated. After performing the two feature selection techniques on the dataset, the reduced feature sets are generated as shown in Table 9 .
e same detection experiments are conducted with 9 classifications on each selected feature set.
e detection results of 5 cases on selected feature sets are described in Tables 10 and 11 . In this experiment, 9 classification approaches with their related parameters are set up as the same as that of previous experiments (described in Section 4.2).
According to the results of the reduced datasets with a correlation attribute evaluation method shown in Table 10 , the classification approaches with the best detection accuracy are slightly changed in 2 cases (feature patterns 3 and 4). Feature pattern 3 is a combination of API count, API usage, Intent, and Hardware. e italicized values shown in Table 10 represent the maximum detection accuracy of 5 cases among nine classifiers.
e highest detection accuracy is now provided by ensembles with AVG and MAJ final answer methods, while the highest detection accuracy is provided by ensembles with the AVG final answer method when full feature set is used. e detection accuracy is slightly increased for most classifiers in feature pattern 4 which is a combination of flows and Intents features.
According to the results shown in Table 11 of the reduced datasets with an information gain attribute evaluation method, the detection accuracy is increased in 4 cases (feature patterns 1, 3, 4, and 5). e italicized values shown in Table 11 represent the maximum detection accuracy of 5 cases among nine classifiers. Moreover, the classification approaches which produced the best detection accuracy are changed in 3 cases (feature patterns 3, 4, and 5). at is, an ensemble with AVG final answer finding method provides the best accuracy for feature patterns 3, 4, and 5. e detection accuracy percentages of 5 cases by using different algorithms are comparatively described in Figure 6 .
is figure represented the detection results from Tables 6,  10 , and 11. Each case is represented in 3 situations such as no features selection, after correlation attribute evaluation feature selection, and after information gain attributes evaluation feature selection. ere are 15 points in the figure, representing the 5 cases with 3 conditions. e best classifier for case 01 and case 02 is J48 classifier while ensemble classifier AVG is the best one for case 03, case 04, and case 05. e cases with the best algorithm are used in the casebased reasoning detection method.
With the aim of highlighting the performance of feature selection techniques, the runtime results of reduced feature sets are collected as described in Tables 12 and 13 . e information gain attribute evaluation method results in a large number of features than the correlation attribute evaluation method. e runtime of the information gain attribute evolution method is also slightly larger than that of the correlation attribute evaluation method.
e runtime on 5 cases by selecting the features are showed in Figure 7 . is figure compared the runtime from Tables 8, 12, and 13. ere are 15 points in the figure representing the 5 cases with 3 conditions. Selecting the features with the information gain attribute evaluation approach is applied on our feature sets to improve our model for better accuracy and efficiency. e percentages of detection accuracy on 4 feature patterns are improved as shown in Table 11 while the performances of the detection on all feature patterns are improved as shown in Table 13 . Table 14 shows the comparison of accuracy and efficiency of full feature sets and reduced feature sets of our proposed adaptive model.
e italicized values shown in Table 14 represent the accuracy values when a reduced feature set is used, and the accuracy values are improved over their counterpart when a full feature set is used. e phishing malware detection task is an imbalanced classification problem. at is, there are two classes to be identified, including phishing and benign, with one category representing the overwhelming majority of the data points. In these cases, the positive class "phishing" is greatly outnumbered by the negative class. ese types of problems are examples of the fairly common case in the data science when the accuracy is not a good measure for assessing the model performance. Intuitively, proclaiming all data points as negative in the phishing detection problem is not helpful and, instead, we should focus on identifying the positive cases. In order to assess the effectiveness of our proposed model, the confusion matrix evaluation is applied: accuracy, precision, and sensitivity. While sensitivity expresses the ability of a model to find all relevant instances in the dataset, precision expresses the proportion of the instances that our model predicts as positive and they are actually positive. e following formulas represent their definitions: True positive (TP) is the amount of correct positive prediction; false positive (FP) is the incorrect positive prediction; true negative (TN) is the amount of correct negative prediction; and false negative (FN) is the amount of incorrect negative prediction. ese four outcomes form the confusion matrix as shown in Figure 8 .
e evaluation of effectiveness on our proposed model by means of accuracy, precision, and sensitivity is described in Table 15 . According to the results shown in Table 15 , our adaptive model achieves a good detection accuracy for the phishing features. Meanwhile, the performance of all the classifiers gets an acceptable precision and sensitivity ratio. According to the previous experiments, our adaptive phishing detection model using case-based reasoning can perform well on the diversely distributed features.
Conclusions
An adaptive mobile phishing detection model based on a variation of input feature patterns using a case-based reasoning (CBR) technique is proposed in this work. An experimental analysis is conducted to demonstrate the design decision of our model and to verify the performance of our proposed model in handling the concept drift of mobile phishing attacks. e proposed model is evaluated with a large feature set that contains 1,065 features from 10 feature groups which are frequently collected from Android apps. Moreover, 5 cases of randomly combined patterns of features are created in order to provide a diversity of unknown patterns to mimic new real-world mobile apps. Six classification algorithms are chosen from different categories for the coverage usage of all classification nature on the diversion of feature sets. ree ensembles of six base classifiers are used, each of which uses different final answer-finding methods including average, majority voting, and maximum. In total, there are 9 classifiers. Due to the involvement of efficient features in the dataset and the uses of multiple classifiers, the efficiency degradation happened. To overcome this hurdle, 2 feature selection techniques are applied on the dataset in order to reduce the size of the features which is the size of the input to the classifiers. e two feature selection techniques used are information gain attribute evaluation method and Pearson's correlation coefficient attribute evaluation method. By addressing the optimal selection of the suitable classifier to the incoming features using a case-based reasoning approach, the proposed mobile phishing detection model could provide an accuracy improvement with an acceptable runtime increment.
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