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STRICT CONVEXITY OF THE FREE ENERGY OF THE CANONICAL
ENSEMBLE UNDER DECAY OF CORRELATIONS
YOUNGHAK KWON AND GEORG MENZ
Abstract. We consider a one-dimensional lattice system of unbounded, real-valued spins.
We allow arbitrary strong, attractive, nearest-neighbor interaction. We show that the free
energy of the canonical ensemble converges uniformly in C2 to the free energy of the grand
canonical ensemble. The error estimates are quantitative. A direct consequence is that the
free energy of the canonical ensemble is uniformly strictly convex for large systems. Another
consequence is a quantitative local Crame´r theorem which yields the strict convexity of the
coarse-grained Hamiltonian. With small adaptations, the argument could be generalized
to systems with finite-range interaction on a graph, as long as the degree of the graph
is uniformly bounded and the associated grand canonical ensemble has uniform decay of
correlations.
1. Introduction
The broader scope of this article is the study of phase transitions. A phase transition occurs
if a microscopic change in a parameter leads to a fundamental change in one or more proper-
ties of the underlying physical system. The most well-known phase transition is when water
becomes ice. Many physical and non-physical systems and mathematical models have phase
transitions. For example, liquid-to-gas phase transitions are known as vaporization. Solid-
to-liquid phase transitions are known as melting. Solid-to-gas phase transitions are known
as sublimation. More examples are the phase transition in the 2-d Ising model (see for ex-
ample [30]), the Erdo¨s-Renyi phase transition in random graphs (see for example [13], [14]
or [22]) or phase transitions in social networks (see for example [17]).
We are interested in studying a one-dimensional lattice systems of unbounded real-valued
spins. The system consists of a finite number of sites i ∈ Λ ⊂ Z on the lattice Z. For
convenience, we assume that the set Λ is given by {1, . . . ,K}. At each site i ∈ Λ there is a
spin xi. In the Ising model the spins can take on the value 0 or 1. In this article, we consider
real-valued spins xi ∈ R. A configuration of the lattice system is given by a vector x ∈ RK .
The energy of a configuration x is given by the Hamiltonian H : RK → R of the system. For
the detailed definition of the Hamiltonian H we refer to Section 2. We consider arbitrary
strong, attractive, nearest-neighbor interaction.
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2 YOUNGHAK KWON AND GEORG MENZ
We consider two ensembles of the lattice system. The first ensemble is the grand-canonical
ensemble which is given by the Gibbs measure
µσ(dx) =
1
Z
exp
(
σ
K∑
i=1
xi −H(x)
)
dx. (1)
Here, Z is a generic normalization constant making the measure µσ a probability measure.
The constant σ ∈ R is interpreted as an external field. The second ensemble is the canonical
ensemble. It emerges from the grand-canonical ensemble by conditioning on the mean spin
m =
1
K
K∑
i=1
xi.
The canonical ensemble is given by the probability measure
µm(dx) = µ
σ
(
dx | 1
K
K∑
i=1
xi = m
)
=
1
Z
1{ 1K ∑Ki=1 xi=m} exp(σ
K∑
i=1
xi −H(x))LK−1(dx),
where LK−1 denotes the (K − 1)-dimensional Hausdorff measure.
The grand-canonical ensemble has a phase transition on the two-dimensional lattice (see
for example [27]). However, on the one-dimensional lattice the grand-canonical ensem-
ble does not have a phase transition if the interaction decays fast enough (see for exam-
ple [21, 9, 10, 28, 25]). More precisely, in this work a system has no phase transition if the
infinite-volume Gibbs measure of the system is unique. It is a natural question if the canon-
ical ensemble µm also does not have a phase transition on the one-dimensional lattice. This
is a non-trivial question since there are known examples where the grand canonical ensemble
has no phase transition but the canonical ensemble has (see for example [29, 4, 3]).
If the spins are {0, 1}-valued there is no phase transition for the canonical ensemble on a one
dimensional lattice with nearest-neighbor interaction. The authors could not find a proof
of that statement in the literature but it follows from a result by Cancrini, Martinelli and
Roberto [5]. There, a logarithmic Sobolev inequality is deduced for the canonical ensemble
on lattices of arbitrary dimension, provided the grand canonical ensemble satisfies a mixing
condition. The mixing condition used in [5] is that the grand canonical ensemble has an
exponential decay of correlation that is uniform in the external field σ. This hypothesis is
satisfied if the underlying lattice is one-dimensional. In our article we will use a similar mix-
ing condition.
Up to the authors knowledge, this question is still open if the spins are real-valued and
unbounded. We conjecture that this is true i.e. the infinite-volume Gibbs measure of the
canonical ensemble should be unique. A first step toward verifying this conjecture is to study
the equivalence of the grand-canonical and canonical ensemble. In equivalent ensembles,
properties usually transfer from one ensemble to the other. The equivalence of ensembles
in one-dimensional lattice system was deduced by Dobrushin [11] for discrete (or bounded)
spin values or by Georgii [18] for quadratic Hamiltonians. However, our case where the spin
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values are unbounded and the Hamiltonian is not quadratic is still open.
There are many different notions of equivalence of ensembles. We only consider the most
simple type, namely the equivalence of thermodynamic quantities (see for example [1]). This
means that as the system size goes to infinity the free energy of the grand canonical ensemble
converges to the free energy of the canonical ensemble (for more details see Section 2 below).
In the main result of this article, i.e. in Theorem 2.3 below, we show that the grand canonical
and canonical ensemble are equivalent. In fact, we show that free energies converge uniformly
in C2 as the system size goes to infinity. The rate of convergence in Theorem 2.3 is explicit.
We therefore extend and refine the results of Dobrushin [11] and Georgii [18].
Our argument is quite general and should apply to more general situations. The argument
does not use that the lattice is one-dimensional. Instead, it only uses that the grand canon-
ical ensemble on a one-dimensional lattice has an uniform exponential decay of correlations
(see for example [25] and [34]). Under the assumption of an uniform exponential decay of
correlation, one should be able to use similar calculations to deduce the local Crame´r the-
orem for spin systems on arbitrary graphs, as long as the degree is uniformly bounded and
the interaction has finite range. However, we only consider the one-dimensional lattice with
nearest-neighbor interaction because less notational burden is better for explaining ideas and
presenting the calculations.
A consequence of Theorem 2.3 is that the free energy of the canonical ensemble is uniformly
strictly convex and quadratic for large enough systems (see Corollary 2.4). Strict convexity of
the free energy rules out phase coexistence which corresponds to flat parts in the free energy.
The most prominent example of phase coexistence is that under ordinary pressure water and
ice can coexist at 0 degree Celsius. We want to point out that our result already applies
to large but finite systems. In the infinite-volume limit, ordinary equivalence of ensembles
(and not equivalence in C2) would suffice to conclude that the free energy of the canonical
ensemble is strictly convex.
Closely related to the free energy Ace of the canonical ensemble is the notion of the coarse-
grained Hamiltonian H¯ (cf. is (10) and [19]). As in [19], we derive from Theorem 2.3 a
local Crame´r theorem (see Theorem 2.6). The local Crame´r theorem shows that the coarse-
grained Hamiltonian converges in C2 to the Legendre transform of the free energy of the
grand canonical ensemble. It is a direct consequence of the C2-local Crame´r theorem that
the coarse-grained Hamiltonian H¯ is also uniformly strictly convex for large enough system
size |Λ| (cf. Corollary 2.7).
The coarse-grained Hamiltonian H¯ plays an important role when studying the Kawasaki dy-
namics. The Kawasaki dynamics is natural drift diffusion process on our lattice system that
conserves the mean spin of the system. The canonical ensemble is the stationary and ergodic
distribution of the Kawasaki dynamics. The strict convexity of H¯ is a central ingredient for
deducing a uniform logarithmic Sobolev inequality (LSI) for the canonical ensemble via the
two-scale approach [19]. The LSI characterizes the speed of convergence of the Kawasaki
dynamics to the canonical ensemble. With the equivalence of dynamic and static phase tran-
sitions (see [25] or [33] a uniform LSI would also yield the absence of a phase transition
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and verify our conjecture (i.e. that the infinite-volume Gibbs measure is unique). Addition-
ally, a uniform LSI is one of the main ingredients when deducing hydrodynamic limit of the
Kawasaki dynamic via the two scale approach (see next paragraph). The uniform LSI for the
canonical ensemble with no interaction is a well-known result (see for example [6, 23, 19]).
For weak interaction the uniform LSI was deduced in [24]. The question if the canonical
ensemble satisfies a uniform LSI for strong nearest-neighbor interaction is still open. For
{0, 1}-valued spins the answer is yes (see [5]). The authors believe that this should also be
the case for unbounded real-valued spins.
The strict convexity of the coarse-grained Hamiltonian also plays a crucial role when deduc-
ing the hydrodynamic limit of the Kawasaki dynamic. The hydrodynamic limit is a law of
large numbers for processes. It states that under the correct scaling the Kawasaki dynamics
(which is a stochastic process) converges to the solution of a non-linear heat equation (which
is deterministic). It is conjectured by H.T. Yau that the hydrodynamic limit also holds for
strong finite-range interactions on a one-dimensional lattice. So far, this conjecture is still
wide open. The strict convexity of the coarse-grained Hamiltonian, which is deduced in this
article, is an important cornerstone to tackle this problem with the help of the two-scale
approach (see [19]).
Let us now comment on how the C2-equivalence of ensembles is deduced. The motivation
for our approach comes from the proof of the local Crame´r theorem in [19] and [24]. By
using Crame´r’s trick of an exponential shift is suffices to show C2-bounds on the density of
a sum of random variables Xi (see also Proposition 3.6 below). Those desired bounds were
derived [19] and [24] via a local central limit theorem (clt) for independent random variables.
Our situation is a lot more subtle: Instead of deducing a local clt for independent random
variables we would have to deduce a local clt for dependent random variables. At this point
one could hope to use existing methods to deduce the local clt. Let us mention for example
the approach of Dobrushin [10], the approach of Bender [2] or the approach of Wang and
Woodroofe [31]. Unfortunately this does not help. All methods –at least the ones that are
known to the authors– use the following principle (see also [8]):
integral clt + regularity ⇒ local clt.
The first ingredient, namely the integral clt for the dependent random variables Xi is rel-
atively easy to deduce. There are a lot of methods available. Let us mention for example
Stein’s method (see for example [7]), methods that are based on mixing, or methods that
are based on Donsker’s theorem (see for example [12]). Deducing the second ingredient is
tricky, not to mention that Dobrushin [10] carried out that step only for discrete or bounded
random variables.
All in all, this approach has two fundamental problems. The first one is that we need not
only to control the density itself but also the first and second derivative. As a consequence,
one would need very detailed information about the regularity of the density. We also believe
that showing this regularity is as hard as directly deducing the local central limit theorem.
Let us turn to the second problem. In order to deduce Theorem 2.3 the local central limit
theorem must be quantitative. Using the principle from above yields suboptimal rates of con-
vergence. For deducing Theorem 2.3 one has to iteratively apply the principle three times;
and in each iteration the convergence rate gets worse. One would have to hope that in the
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end the convergence rate is still good enough for deducing Theorem 2.3.
Instead of using the principle from above, we generalize a well-known method for proving
the local clt for independent random variables to dependent ones. We generalize the method
that is based on characteristic functions and Fourier inversion (see [16] and [19]). Calcula-
tions get quite evolved and lengthy. We do not deduce a local clt for dependent random
variables in this work. Instead, we only deduce bounds that are needed to deduce Theo-
rem 2.3 (cf. Proposition 3.6 below). However, one could use our calculations as a guideline
for deducing a quantitative, local clt for dependent random variables. When doing so, one
would have to substitute some of our arguments that use the specific structure of our lattice
model. We use the following special structure:
• Exponential decay of correlations (see Lemma 3.5).
• The interaction has finite range R. More precisely, we use that two spins xi and xj
become independent if |i − j| > R and one conditions on the spin values (xk)i<k<j
between them (see Section 2).
• The Hamiltonian is quadratic. More precisely, we use the following consequence. For
all i ∈ Λ the conditional variances var(Xi|Xj , |j − i| ≤ l) is bounded from above and
below uniformly in the values Xj , |j − i| ≤ l (see Section 2).
• Higher moments of Xi conditioned on Xj , j 6= i are uniformly controlled by lower
moments. This fact is used to show that the characteristic functions of Xi conditioned
on Xj , j 6= i have a uniform decay (see Lemma 3.2 and Lemma 3.4).
As mentioned before, the C2−local Crame´r theorem (see Theorem 2.6) is deduced by general-
izing the argument of [19] for independent random variables to dependent random variables.
This adds a lot more complexity to the task. We overcome the technical challenges of con-
sidering dependent random variables by using two strategies. The first strategy is to induce
artificial independence by conditioning on even or odd random variables. The second strategy
is to handle dependencies as a perturbation. We morally treat large blocks as single sites
of a coarse-grained system. Because there is a big distance between the blocks, the blocks
are only weakly dependent. Then, the error term can be controlled by using the decay of
correlations. For more details we refer to the comments after Proposition 3.6 and at the
beginning of Section 4.
Let us shortly discuss possible generalizations of our main result. We expect that one can
generalize our method with only slight modifications to the following situation:
• instead of nearest-neighbor interaction to finite range interaction.
• instead of exponential decay of correlations to sufficiently fast algebraic decay.
• instead of a 1d lattice to any lattice or graph with bounded degree, as long as the
grand canonical ensemble µσ has sufficient decay of correlations, uniformly in the
system size and the external field σ.
• instead of attractive interaction to repulsive and mixed interactions, as long as the
estimate
varµσ
[
K∑
i=1
Xi
]
≥ CK
is satisfied. For attractive interaction this estimate is deduced in Lemma 3.2.
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More challenging, it would be very interesting to study the local Crame´r theorem for the
following changes:
• Instead of finite-range interaction one could consider infinite-range interaction. In the
case of the grand canonical ensemble on a one-dimensional lattice, there is no phase
transition if the interaction Mij decays algebraically faster than (1 + |i− j|)2+ε. The
decay condition is sharp (see for example [25] and references therein). It would be
very interesting to know if the C2-local Crame´r theorem (see Theorem 2.6) also holds
for this decay or a stronger algebraic decay is needed.
• In our model we need a quadratic single-site potential. Inspired from [15], it is natu-
ral to ask if the local Crame´r theorem also holds for super-quadratic or polynomially
increasing single-site potentials.
• Inspired by [10] or [18] it would be interesting to study more general interaction than
pairwise-quadratic interaction.
We conclude the introduction by giving a short overview over the remaining article. In
Section 2 we introduce the precise setting and formulate the main results. In Section 3 we
deduce the main results of this article up to Proposition 3.6. The main computations are
done in Section 4 where we give the proof of Proposition 3.6.
Conventions and Notation
• The symbol T(k) denotes the term that is given by the line (k).
• With uniform we mean that a statement holds uniform in the system size Λ, the mean
spin m and the external field s.
• We denote with 0 < C <∞ a generic uniform constant. This means that the actual
value of C might change from line to line or even within a line.
• C(n) denotes a constant that only depends on n.
• a . b denotes that there is a uniform constant C such that a ≤ Cb.
• a ∼ b means that a . b and b . a.
• Lk denotes the k-dimensional Hausdorff measure.
• Z is a generic normalization constant. It denotes the partition function of a measure.
• For a function f : RK → R, supp f = {i1, i2, · · · , ik} denotes the minimal subset
of {1, 2, · · ·K} such that f(x) = f(xi1 , · · · , xik).
2. Setting and main results
We start with explaining the details of our model. We consider the sublattice {1, . . . ,K} ⊂ Z.
The Hamiltonian H : RK → R of the system is defined as
H(x) =
K∑
i=1
(ψ(xi) + sixi − Jxixi+1) , (2)
where xK+1 is defined to be 0. We make the following assumptions:
• The single-site potential ψ : R→ R can be written as
ψ(z) =
1
2
z2 + ψb(z), (3)
where the function ψb : R→ R satisfies
|ψb|∞ + |ψ′b|∞ + |ψ′′b |∞ <∞. (4)
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• The numbers s = (si) ∈ RK are arbitrary. They model the interaction of the system
with an external field or the boundary.
• The number J ∈ (−14 , 14) is arbitrary. It models the strength of the interaction. The
interaction is attractive if J > 0. The interaction is repulsive if J < 0 .
Now, let us turn to the first main result of this article, namely the equivalence of ensembles
(see Theorem 2.3 from below). The grand canonical ensemble (gce) µσ is a probability
measure on RK given by the Lebesgue density
µσ(dx) :=
1
Z
exp
(
K∑
i=1
σxi −H(x)
)
dx.
The free energy of the gce µσ is given by (cf. (1) and [19])
Agce(σ) := ĤK := 1
K
ln
∫
RK
exp
(
σ
K∑
i=1
xi −H(x)
)
dx.
We observe that Agce is uniformly strictly convex. More precisely, it holds:
Lemma 2.1. Let (X1, X2, · · · , XK) be a real-valued random variable distributed according to
the gce µσ. Assume that
var
(
K∑
i=1
Xi
)
& K. (5)
Then the free energy Agce of the gce µ
σ is uniformly strictly convex in the sense that there
exists a constant C > 0 such that for all σ ∈ R
1
C
≤ d
2
dσ2
Agce(σ) ≤ C.
The proof of Lemma 2.1 is given in Section 3. The core ingredient of the argument is a uni-
form Poincare´ inequality. The additional assumption (5) is not very restrictive. For example,
it is automatically satisfied if the interaction is attractive (see Lemma 3.2 below).
Let us turn to the canonical ensemble (ce) µm. It emerges from the gce by conditioning
(i.e. fixing) on the mean spin
m =
1
K
K∑
i=1
xi.
The ce is given by the probability measure
µm(dx) = µ
σ
(
dx | 1
K
K∑
i=1
xi = m
)
=
1
Z
1{ 1K ∑Ki=1 xi=m} exp(σ
K∑
i=1
xi −H(x))LK−1(dx),
where LK−1 denotes the (K − 1)-dimensional Hausdorff measure. The free energy of the
ce µm is given by
Ace(σ) =
1
K
ln
∫
{ 1K ∑Ki=1 xi=m} exp
(
σ
K∑
i=1
xi −H(x)
)
LK−1(dx).
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Equivalence of ensembles only holds if the external field σ of the gce µσ and the mean spin m
of the ce µm are related in the following way.
Assumption 2.2. We then choose σ = σ(m) ∈ R and m = m(σ) ∈ R such that the following
relation is satisfied:
d
dσ
Agce(σ) = m. (6)
By the strict convexity of Agce (see Lemma 2.1) there exists for any m ∈ R a unique σ =
σ(m) ∈ R that satisfies the relation (6) or vice versa.
Now, let us formulate our first main result, namely the equivalence of the free energies in C2.
Theorem 2.3 (Equivalence of ensembles). Let (X1, X2, · · · , XK) be a real-valued random
variables distributed according to
µσ(dx) :=
1
Z
exp
(
K∑
i=1
σxi −H(x)
)
dx.
Assume that
var
(
K∑
i=1
Xi
)
& K.
Then it holds that
lim
K→∞
|Agce −Ace|C2 = 0,
where the convergence is uniform in the mean spin m and the external field s. More precisely,
given a constant ε > 0, there is an integer K0 ∈ N such that for all K ≥ K0
sup
σ∈R
|Agce(σ)−Ace(σ)| . 1
K
, (7)
sup
σ∈R
∣∣∣∣ ddσAgce(σ)− ddσAce(σ)
∣∣∣∣ . 1K1−ε , (8)
sup
σ∈R
∣∣∣∣ d2dσ2Agce(σ)− d2dσ2Ace(σ)
∣∣∣∣ . 1
K
1
2
−ε . (9)
We would like to emphasize that Theorem 2.3 contains explicit rates of convergence. We give
the proof of Theorem 2.3 in Section 3.
A direct consequence of Lemma 2.1 and Theorem 2.3 is that the free energy Ace is uniformly
strictly convex for large enough systems.
Corollary 2.4. There is a uniform constant 0 < C < ∞ and an integer K0 ∈ N such that
for all K ≥ K0 and all σ ∈ R
1
C
≤ d
2
dσ2
Ace(σ) ≤ C.
Let us turn to the second main result of this article, the local Crame´r theorem. For that
purpose let us introduce HK which denotes the Legendre transform of the free energy Agce
(also denoted by ĤK) i.e.
HK(m) = sup
σ∈R
(
σm− ĤK(σ)
)
.
STRICT CONVEXITY OF THE FREE ENERGY 9
It follows from elementary observations that HK is uniformly strictly convex.
Lemma 2.5. For any m ∈ R
HK(m) = σ(m)m− ĤK(σ(m)).
Additionally, under the same assumptions as in Theorem 2.3, it holds that HK is uniformly
strictly convex in the sense that there is a uniform constant 0 < C <∞ such that for all σ ∈ R
1
C
≤ d
2
dm2
HK(m) ≤ C.
We give the proof of Lemma 2.5 in Section 3.
The coarse-grained Hamiltonian H¯ : R→ R is defined as
H¯(m) = − 1
K
ln
∫
{ 1K ∑Ki=1 xi=m} exp(−H(x))L
K−1(dx).
Hence, we can rewrite the free energy of the ce as
Ace(σ) = σm− H¯(m). (10)
It follows that the difference of the free energies Agce and Ace can be expressed as
Agce(σ)−Ace(σ) = HˆK(σ)− σm+ H¯(m)
= H¯(m)−HK(m). (11)
From Theorem 2.3 we deduce the following local Crame´r theorem.
Theorem 2.6 ( C2-local Crame´r theorem). Let (X1, X2, · · · , XK) be a real-valued random
variables distributed according to
µσ(dx) :=
1
Z
exp
(
K∑
i=1
σxi −H(x)
)
dx.
Assume that
var
(
K∑
i=1
Xi
)
& K.
Then it holds that
lim
K→∞
∣∣H¯(m)−HK(m)∣∣C2 = 0,
where the convergence is uniform in the mean spin m and the external field s. More precisely,
given a constant ε > 0, there is an integer K0 ∈ N such that for all K ≥ K0
sup
m∈R
∣∣H¯(m)−HK(m)∣∣ . 1
K
, (12)
sup
m∈R
∣∣∣∣ ddmH¯(m)− ddmHK(m)
∣∣∣∣ . 1K1−ε , (13)
sup
m∈R
∣∣∣∣ d2dm2 H¯(m)− d2dm2HM (m)
∣∣∣∣ . 1
K
1
2
−ε . (14)
10 YOUNGHAK KWON AND GEORG MENZ
Theorem 2.6 is an extension of the local Crame´r theorems that were deduced in Proposi-
tion 31 in [19], Theorem 4 in [24] and [26]. The proof of Theorem 2.6 is stated in Section 3.
The main ingredient is Theorem 2.3.
An important consequence of Lemma 2.5 and of Theorem 2.6 is that for large enough systems
the coarse-grained Hamiltonian H¯ is uniformly strictly convex.
Corollary 2.7. Under the assumptions of Theorem 2.6 there is an positive integer K0 such
that for all K ≥ K0 the coarse-grained Hamiltonian H¯ : R→ R is uniformly strictly convex.
More precisely, there is a uniform constant 0 < C <∞ such that for all m ∈ R
1
C
≤ d
2
dm2
H¯(m) ≤ C.
3. Proof of the main results
In this section we prove the main results of this article.
Assumption 3.1. From now on we assume that X = (X1, X2, · · · , XK) is a real-valued
random vector distributed according to
µσ(dx) :=
1
Z
exp
(
K∑
i=1
σxi −H(x)
)
dx.
We begin with simple auxiliary lemma.
Lemma 3.2. There exists a uniform constant C such that
var
(
K∑
i=1
Xi
)
≤ CK.
Moreover, if J in (2) is nonnegative, then the condition (5) in Lemma 2.1 is satisfied.
The lemma from above shows that the variance of the the mean spin of the gce µσ is well
behaved.
Proof of Lemma 3.2. Let us begin with the proof of the upper bounds. It is known that
gce µσ satisfies a uniform logarithmic Sobolev inequality (LSI) (see for example [25, Theorem
1.6]). It is also well known that logarithmic Sobolev inequality implies Poincare´ inequality
(PI). Therefore it holds that
var
(
K∑
i=1
Xi
)
≤ 1
ρ
∫ ∣∣∣∣∣∇
(
K∑
i=1
Xi
)∣∣∣∣∣
2
dµσ =
1
ρ
K.
where ρ > 0 is a constant in Poincare´ inequality independent of m and K, which proves the
upper bound.
Proof of the lower bound relies on [24, Lemma 9]. Let W be a random variable distributed
according to the distribution
ν(dz) =
1
Z
exp (−ψ(z)− tz) dz.
In [24, Lemma 9], it was shown that there is a constant 0 < C <∞ such that for all t ∈ R,
1
C
≤ varν (W ) ≤ C.
STRICT CONVEXITY OF THE FREE ENERGY 11
Observe that the conditional random variable Xi | Xj : j 6= i has the Lebesgue density
µσ (dxi|x¯i) = 1
Z
exp (−ψ(xi)− (−Jxi−1 − Jxi+1 + si − σ)xi) dxi.
Let µ¯σ(dx¯i) be the marginal measure defined by the following property
µσ(dx) = µσ (dxi|x¯i) µ¯σ(dx¯i).
Then it follows that
varµσ (Xi) =
∫
varµσ(dxi|x¯i) (Xi) µ¯
σ(dx¯i) + varµ¯σ(dx¯i)
(∫
xiµ
σ(dxi | x¯i)
)
≥
∫
varµσ(dxi|x¯i) (Xi) µ¯
σ(dx¯i)
≥
∫
1
C
µ¯σ(dx¯i) =
1
C
. (15)
Moreover, Menz and Nittka (see [25, Lemma 2.1] for example) proved that for J ≥ 0 we have
cov (Xi, Xj) ≥ 0. (16)
Then it follows using (15) and (16) that
var
(
K∑
i=1
Xi
)
=
K∑
i=1
var (Xi) +
∑
i 6=j
cov (Xi, Xj) ≥ 1
C
K.
This finishes the proof of Lemma 3.2. 
Now we are ready to give proofs of Lemma 2.1 and Lemma 2.5.
Proof of Lemma 2.1. It is a direct consequence of Lemma 3.2. Indeed, we have
d
dσ
Agce(σ) =
d
dσ
(
1
K
ln
∫
RK
exp
(
σ
K∑
i=1
xi −H(x)
)
dx
)
=
1
K
∫
RK
∑K
i=1 xi exp
(
σ
∑K
i=1 xi −H(x)
)
dx∫
RK exp
(
σ
∑K
i=1 xi −H(x)
)
dx
=
1
K
E
[
K∑
i=1
Xi
]
.
Taking the derivative with respect to σ again, we obtain
d2
dσ2
Agce(σ) =
1
K
∫
RK
K∑
i=1
xi
 K∑
j=1
(xj − E [Xj ])
 dµσ(dx)
=
1
K
E
 K∑
i=1
Xi
K∑
j=1
(Xj − E [Xj ])
 = 1
K
var
(
K∑
i=1
Xi
)
.
Therefore, we conclude from Lemma 3.2 that there is a constant C > 0 with
1
C
≤ d
2
dσ2
Agce(σ) ≤ C.

Proof of Lemma 2.5. Let us introduce an auxiliary notation mi defined by
mi := E [Xi] (17)
12 YOUNGHAK KWON AND GEORG MENZ
Since HK(m) is the Legendre transform of the strict convex function ĤK(σ), there exists a
unique σ = σ(m) such that
HK(m) = σ(m)m− ĤK(σ(m)).
Moreover, for each m, σ(m) satisfies
d
dσ
(
σm− ĤK(σ)
)
= 0,
which is equivalent to
m =
d
dσ
ĤK(σ)
=
1
K
∫
Rk
(∑K
i=1 xi
)
exp
(∑K
i=1 σxi −H(x)
)
dx∫
Rk exp
(∑K
i=1 σxi −H(x)
)
dx
=
1
K
E
[
K∑
i=1
Xi
]
(17)
=
1
K
K∑
i=1
mi. (18)
Then it follows that
d
dm
HK(m) = d
dm
(
σ(m)m− ĤK(σ(m))
)
=
dσ(m)
dm
m+ σ(m)− d
dσ
ĤK(σ) · dσ
dm
=
dσ
dm
m+ σ − 1
K
E
[
K∑
i=1
Xi
]
· dσ
dm
= σ.
In Lemma 2.1 we proved
d
dσ
m =
d
dσ
(
1
K
K∑
i=1
E [Xi]
)
=
1
K
var
(
K∑
i=1
Xi
)
. (19)
Thus Lemma 3.2 implies there exists a constant C > 0 with
1
C
≤ d
2
dσ2
HK(m) = dσ
dm
=
(
dm
dσ
)−1
≤ C.

Let us now turn to the proof of Theorem 2.3. We need some more auxiliary results. The first
one is Crame´r’s trick of exponential shift of measures.
Lemma 3.3. It holds that
gK,m(0) = exp (KAce(σ)−KAgce(σ)) (20)
(11)
= exp
(
KHK(m)−KH¯(m)
)
.
Here, gK,m denotes the distribution of
1√
K
K∑
i=1
(Xi −m) .
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Proof of Lemma 3.3. The lemma follows from a direct computation:
KHK(m)−KH¯(m)
= Kσ(m)m− ln
∫
RK
exp
(
K∑
i=1
σ(m)xi −H(x)
)
dx
+ ln
∫
{ 1K ∑Ki=1 xi=m} exp (−H(x))L
K−1(dx)
= ln
∫
{ 1K ∑Ki=1 xi=m} exp (Kσ(m)m−H(x))L
K−1(dx)
− ln
∫
RK
exp
(
K∑
i=1
σ(m)xi −H(x)
)
dx
= ln
∫{
1√
K
∑K
i=1(xi−m)=0
} exp(σ(m)∑Ki=1 xi −H(x))LK−1(dx)∫
RK exp
(∑K
i=1 σ(m)xi −H(x)
)
dx
= ln gK,m(0).
Taking the exponential function and using (11) yields the lemma as desired. 
Next, we need the following direct consequence of Lemma 3.2.
Lemma 3.4. Assume that the single-site potential ψ satisfies (3) and (4). Recall the defini-
tion (17) of mi. Then for any finite set Ai ⊂ {1, 2, · · · ,K} and k ∈ N, we have∣∣∣∣∣∣E
 ∑
i1∈A1
· · ·
∑
ik∈Ak
(Xi1 −mi1) · · · (Xik −mik)
∣∣∣∣∣∣ . |A1| · · · |Ak| , (21)
where the constant only depends on k ∈ N.
Proof of Lemma 3.4. As noted in the proof of Lemma 3.2, we know that gce µσ satisfies
a uniform Poincare´ inequality (PI). Let us first prove that for each n ∈ N, there exists a
uniform constant C(2n) ∈ (0,∞) with
E
[
|Xi −mi|2n
]
≤ C(2n). (22)
Note that (22) is true for n = 1 by Lemma 3.2. Then the following observation and induction
on n imply (22) for all n ∈ N:
E
[
|Xi −mi|2n+2
]
= var
(
|Xi −mi|n+1
)
+ E
[
|Xi −mi|n+1
]2
PI≤ 1
ρ
∫
(n+ 1)2 |Xi −mi|2n dµσ + E
[
|Xi −mi|n+1
]2
. E
[
|Xi −mi|2n
]
+ E
[
|Xi −mi|n+1
]2
.
Note also that a combination of (22) and Ho¨lder’s inequality implies for each n ∈ N, there is
a constant C(n) with
E [|Xi −mi|n] ≤ C(n). (23)
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Then the lemma now follows from arithmetic-geometric mean inequality:∣∣∣∣∣∣E
 ∑
i1∈A1
· · ·
∑
ik∈Ak
(Xi1 −mi1) · · · (Xik −mik)
∣∣∣∣∣∣
≤
∑
i1∈A1
· · ·
∑
ik∈Ak
E
[
1
k
|(Xi1 −mi1)|k + · · ·+
1
k
|(Xik −mik)|k
]
(23)
. |A1| · · · |Ak| .

The next auxiliary lemma states that on a one dimensional lattice with nearest-neighbor
interaction, the gce has uniform exponential decay of correlations.
Lemma 3.5. For a function f : RK → R, denote supp f = {i1, i2, · · · , ik} by the minimal
subset of {1, 2, · · · ,K} with f(x) = f(xi1 , · · ·xik). Then for any f, g : RK → R,
|cov (f(X), g(X))|
.
(∫
|∇f |2dµσ
) 1
2
(∫
|∇g|2dµσ
) 1
2
exp (−Cdist (supp f, supp g)) . (24)
Proof of Lemma 3.5. As noted in the proof of Lemma 3.2, gce µσ satisfies a uniform
logarithmic Sobolev inequality. Then [32, Theorem 2.1] implies there exist constants C > 0
and C(f, g) > 0 with
|cov (f(X), g(X))| ≤ C(f, g) exp (−Cdist (supp f, supp g)) , (25)
where C(f, g) only depends on ‖f‖∞, ‖g‖∞, supp f and supp g (see also [20, Theorem 2.9]).
On the right hand side of (25), the constant C(f, g) depends on ‖f‖∞, ‖g‖∞. Here, with a
small change in the proof, one can easily deduce the desired inequality (24). To convince the
reader, there is a similar result for algebraic decaying interactions contained in [20]. 
Now, we get to the core estimates needed for the proof of Theorem 2.3 and of Theorem 2.6.
Proposition 3.6. For each α > 0 and β > 12 , there exists a uniform constant 0 < C < ∞
and an integer K0 ∈ N such that for all K ≥ K0 and all σ ∈ R
1
C
≤ gK,m(0) ≤ C, (26)∣∣∣∣ ddσgK,m(0)
∣∣∣∣ . Kα, (27)∣∣∣∣ d2dσ2 gK,m(0)
∣∣∣∣ . Kβ. (28)
The statement of Proposition 3.6 should be compared to Proposition 31 in [19] or Proposition
3.1 in [26]. The main difference is that in our situation the random variables X1, . . . , XK are
dependent. This also makes the proof of Proposition 3.6 a lot harder.
The estimates of Proposition 3.6 are motivated from deducing a quantitative local central
limit theorem for the properly normalized sum of the random variables X1, . . . , XK . For
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example, if the random variables X1, . . . , XK are iid, the estimate (26) is a weaker version of
the quantitative local clt estimate∣∣∣∣gK,m(0)− 1√2pi
∣∣∣∣ . 1√K .
The last inequality states that the density of the normalized sum at point 0 converges to
the density of the normal distribution. As we mentioned in the introduction, we believe that
one could strengthen the estimates of Proposition 3.6 to get a local central limit theorem for
dependent random variables. However, we choose to derive weaker bounds instead because
they are sufficiently strong for deducing our main results (see Theorem 2.3 and Theorem 2.6).
Deducing those weaker estimates is already quite subtle and challenging.
We deduce Proposition 3.6 in Section 4. There, we also comment on how to overcome the
problem of considering dependent random variables and not independent ones. Now, we are
prepared for the proof of Theorem 2.3.
Proof of Theorem 2.3. Let us begin with the estimate (7). From (20), we have
Ace(σ)−Agce(σ) = 1
K
ln gK,m(0). (29)
Then a combination of (26) and (29) yields, as desired,
|Ace(σ)−Agce(σ)| . 1
K
.
Let us turn to the estimate (8). Taking the derivative with respect to σ in (29) yields
d
dσ
Ace(σ)− d
dσ
Agce(σ) =
1
K
1
gK,m(0)
dgK,m(0)
dσ
. (30)
Let us choose α = ε. Then a combination of (26), (27) and (30) implies∣∣∣∣ ddσAce(σ)− ddσAgce(σ)
∣∣∣∣ . 1KKα = 1K1−ε .
Let us turn to the estimate (9). Differentiating (30) again, we get
d2
dσ2
Ace(σ)− d
2
dσ2
Agce(σ) = − 1
K
1
(gK,m(0))
2
(
dgK,m(0)
dσ
)2
+
1
K
1
gK,m(0)
d2gK,m(0)
dσ2
.
Then after choosing β = 12 + ε, a combination of (26), (27) and (28) yields∣∣∣∣ d2dσ2Ace(σ)− d2dσ2Agce(σ)
∣∣∣∣ . 1K1−2α + 1K1−β . 1K 12−ε .

Let us proceed to the proof of Theorem 2.6.
Proof of Theorem 2.6. Recall the difference of the free energies (11) of Agce and Ace
Agce(σ)−Ace(σ) = H¯(m)−HK(m).
Then the first desired estimate (12) follows from a combination of (11) and (7) in Theorem 2.3.
Let us turn to the estimate (13). A direct computation yields
d
dm
(HK(m)− H¯(m)) = d
dm
(Ace(σ)−Agce(σ))
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=
d
dσ
(Ace(σ)−Agce(σ)) dσ
dm
=
d
dσ
(Ace(σ)−Agce(σ))
(
dm
dσ
)−1
. (31)
Then (8), (19) and Lemma 3.2 implies, as desired,∣∣∣∣ ddm (HK(m)− H¯(m))
∣∣∣∣ . 1K1−ε .
Before we move on to the estimate (14), let us deduce some auxiliary results. A direct
calculation yields
d
dσ
E [f(X)] =
d
dσ
∫
f(x)
exp
(∑K
i=1 σxi −H(x)
)
∫
exp
(∑K
i=1 σxi −H(x)
)
dx
dx
=
∫
df
dσ
(x)
exp
(∑K
i=1 σxi −H(x)
)
∫
exp
(∑K
i=1 σxi −H(x)
)
dx
dx
+
∫
f(x)
(
K∑
i=1
(xi −mi)
)
exp
(∑K
i=1 σxi −H(x)
)
∫
exp
(∑K
i=1 σxi −H(x)
)
dx
dx
= E
[
df
dσ
(X)
]
+ E
[
f(X)
(
K∑
i=1
(Xi −mi)
)]
. (32)
In particular we have
d
dσ
mk =
d
dσ
E [Xk] = E
[
Xk
(
K∑
i=1
(Xi −mi)
)]
= E
[
(Xk −mk)
(
K∑
i=1
(Xi −mi)
)]
(33)
and
d
dσ
E
( K∑
i=1
(Xi −mi)
)2
(32)
= E
 d
dσ
(
K∑
i=1
(Xi −mi)
)2+ E
( K∑
i=1
(Xi −mi)
)3
(33)
= E
[
2
(
K∑
i=1
(Xi −mi)
)(
−
K∑
i=1
E
[
(Xi −mi)
K∑
k=1
(Xk −mk)
])]
+ E
( K∑
i=1
(Xi −mi)
)3
= −2E
( K∑
k=1
(Xk −mk)
)2E[ K∑
i=1
(Xi −mi)
]
+ E
( K∑
i=1
(Xi −mi)
)3
(17)
= 0 + E
( K∑
i=1
(Xi −mi)
)3 = E
( K∑
i=1
(Xi −mi)
)3 . (34)
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Now we claim that ∣∣∣∣ ddσ
(
dσ
dm
)∣∣∣∣ . 1.
To begin with, it follows from the calculation from above that
d
dσ
(
dσ
dm
)
(19)
=
d
dσ
 K
E
[(∑K
i=1 (Xi −mi)
)2]

= − K
E
[(∑K
i=1 (Xi −mi)
)2]2 ddσ
E
( K∑
i=1
(Xi −mi)
)2
(34)
= − K(
var
(∑K
i=1Xi
))2E
( K∑
i=1
(Xi −mi)
)3 . (35)
Note that a direct computation yields∣∣∣∣∣∣E
( K∑
i=1
(Xi −mi)
)3∣∣∣∣∣∣ .
∑
i≤j≤k
|E [(Xi −mi) (Xj −mj) (Xk −mk)]|
.
K∑
j=1
j∑
s=0
K−j∑
t=0
|E [(Xj−s −mj−s) (Xj −mj) (Xj+t −mj+t)]|
≤
K∑
j=1
K∑
s=0
s∑
t=0
|E [(Xj−s −mj−s) (Xj −mj) (Xj+t −mj+t)]| (36)
+
K∑
j=1
K∑
t=0
t∑
s=0
|E [(Xj−s −mj−s) (Xj −mj) (Xj+t −mj+t)]| .
(37)
Then Lemma 3.4 and Lemma 3.5 imply
T(36) =
K∑
j=1
K∑
s=0
s∑
t=0
|cov ((Xj −mj) (Xj+t −mj+t) , Xj−s −mj−s)|
.
K∑
j=1
K∑
s=0
s∑
t=0
exp (−Cs) = K
K∑
s=0
s exp (−Cs) . K. (38)
A similar argument gives
T(37) . K (39)
Therefore a combination of (35), (38), (39), and Lemma 3.2 yields, as desired,∣∣∣∣ ddσ
(
dσ
dm
)∣∣∣∣ =
∣∣∣∣∣∣∣
K(
var
(∑K
i=1Xi
))2
∣∣∣∣∣∣∣
∣∣∣∣∣∣E
( K∑
i=1
(Xi −mi)
)3∣∣∣∣∣∣ . KK2K = 1. (40)
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Let us turn to the estimate (14). We differentiate (31) to obtain
d2
dm2
(HK(m)− H¯(m))
=
d
dm
(
d
dσ
(Ace(σ)−Agce(σ)) dσ
dm
)
=
d
dσ
(
d
dσ
(Ace(σ)−Agce(σ)) dσ
dm
)
dσ
dm
=
d2
dσ2
(Ace(σ)−Agce(σ))
(
dσ
dm
)2
+
d
dσ
(Ace(σ)−Agce(σ)) d
dσ
(
dσ
dm
)
dσ
dm
.
Then a combination of (19), (40), Theorem 2.3 and Lemma 3.2 yields∣∣∣∣ d2dm2 (HK(m)− H¯(m))
∣∣∣∣ . 1
K
1
2
−ε ,
and this finishes the proof of Theorem 2.6. 
4. Proof of Proposition 3.6
The proof of Proposition 3.6 represents the core of our argument. Before turning to the
precise argument let us motivate and explain our approach in more detail. We will especially
emphasize on how the problem of considering dependent and not independent random vari-
ables Xl is solved.
As we mentioned before, the argument is inspired from deducing local central limit theorems
via the Fourier inversion method (see [16] or [26]). The main idea of this method is to write
the the density of the random variable
Z =
1√
K
K∑
l=1
Xl
by Fourier inversion as an integral involving the characteristic function (see (63) below)
ϕZ(ξ) = E [exp(iξZ)] .
The next step is to split up the integral into an inner integral over the interval |ξ| ≤ δ√K
and an outer integral over the interval |ξ| > δ√K. The outer integral usually is an error term
and the main contribution comes from the inner integral.
The big advantage of considering independent random variables Xl is that the characteristic
function ϕZ becomes a product of the characteristic functions ϕXl i.e.
ϕZ(ξ) = E
[
exp
(
iξ
1√
K
K∑
l=1
Xl
)]
=
K∏
l=1
ϕXl
(
ξ√
K
)
.
Then the outer integral is small because each characteristic function ϕXl < 1 is small and
decays at least of the order |ξ|−1. For the inner integral, one applies a Taylor expansion onto
the functions lnϕXl and gets the correct contribution due to the normalization of the ran-
dom variables. This strategy would yield the desired estimate (26) in the case of independent
random variables (see also Section 3 in [26]).
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For deducing the estimates (27) and (28) in the case of independent random variables one
proceeds in a similar way. The obtained integral representation is split up into an inner and
an outer integral. One shows that the outer integral is small by using decay of the charac-
teristic functions. The inner integral is estimated again by Taylor expansion. However, the
situation becomes more subtle when considering dependent random variables. The obtained
integral representation involves several new terms that look like covariances i.e. they are co-
variances if ξ = 0. Therefore, we have to be a lot more careful when applying this strategy.
The following observation helps a lot when considering dependent random variables: Be-
cause we only consider nearest-neighbor interaction, the odd random variables Xodd become
independent if we condition on the values of the even random variables Xeven. Addition-
ally, because our Hamiltonian is quadratic the variances of the conditioned random vari-
ables Xodd|Xeven are uniformly bounded from above and from below (see proof of Lemma 4.1
).
Using this observation the outer integral can be estimated in a straight-forward manner. We
condition on the even random variables Xeven. By conditional independence we get that the
conditional characteristic function becomes a product i.e.
ϕZ(ξ) = E
[
exp
(
iξ
1√
K
K∑
l=1
Xl
)]
= E
exp
iξ 1√
K
∑
j:even
Xj
E[exp(iξ 1√
K
∑
i:odd
Xi
)
|Xj , j : even
]
= E
exp
iξ 1√
K
∑
j:even
Xj
 ∏
i:odd
E
[
exp
(
iξ
1√
K
Xi
)
|Xj , j : even
] .
Because the variances of the conditional random variables Xodd|Xeven are controlled uniformly
in the conditioned values Xeven we have that the conditional characteristic functions
E
[
exp
(
iξ
1√
K
Xk
)
|Xj , j : even
]
decay uniformly (see Lemma 4.1 below). Over-simplifying the argument, this yields the cor-
rect bounds on the outer integrals.
The situation for the inner integrals is more tricky and one has to proceed differently for the
estimate (26) and for the estimates (27) and (28). Let us first consider the argument for (26).
In the inner integral, we condition on the even random variables Xeven. We use the condi-
tional independence and the control on the conditional variances to do a Taylor expansion
just for the characteristic functions of the conditional random variables Xodd|Xeven. Then we
show that this suffices to get the desired estimate of (26).
Let us turn to (27) and (28) and explain how the inner integrals are estimated there. As
mentioned above, the Taylor expansion becomes a lot more tricky than for (26). For each
additional derivative, the argument becomes more and more elaborate. The reason is that
whenever calculating the inner and outer integral one ends up with more and more error
terms. The first step of the argument is to carefully group those terms such that certain
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terms cancel and other terms become covariance-like. This means that those terms are a
covariance if ξ = 0. However, if ξ 6= 0 they are not covariances and cannot be estimated
by the decay of correlations. We are able to estimate those terms using the following idea:
For each error term, we partition the sites of the lattice system into blocks (see Figure 1 and
Figure 2 below). Then we carry out a multivariate Taylor expansion. Let’s say we expand the
function F (ξ1, ξ2) and after expanding we set ξ1 = ξ and ξ2 = ξ. The variable ξ1 corresponds
to the sites within the block and the variable ξ2 corresponds to terms outside of the block.
We carry out the Taylor expansion with respect to ξ1. The resulting terms are controlled
either by the help of decay of correlations or by the size of the blocks.
The proof is organized in the following way. In Section 4.1 we deduce auxiliary estimates
for the conditional characteristic functions. In Section 4.2 we deduce the estimate (26).
In Section 4.3 we verify the estimate (28). The estimate (27) can be derived by similar
arguments. In Section 4.4 we deduce auxiliary lemmas used in Section 4.3.
4.1. Auxiliary estimates. In this section we provide some auxiliary estimates that are
needed in the proof of Proposition 3.6. Let us introduce the auxiliary sets (cf. Figure 1)
El1 := {k | |k − l| ≤ L} (41)
El2 := {k | |k − l| > L} (42)
and (cf. Figure 2)
Fn,l1 := {k | |k − n| ≤ L or |k − l| ≤ L} (43)
Fn,l2 := {k | |k − n| > L and |k − l| > L}, (44)
where L K is a positive integer that will be chosen later.
Let us also introduce the auxiliary notations. Let us denote mi,2 and s
2
i,2 to be
mi,2 := E [Xi | Xj , j : even] , (45)
s2i,2 := E
[
(Xi −mi,2)2 | Xj , j : even
]
. (46)
Define the function eˆ : R→ C by
eˆ (ξ) := exp
(
i
1√
K
∑
k:even
(Xk −mk) ξ + i 1√
K
∑
i:odd
(mi,2 −mi) ξ
)
. (47)
Then we have the following lemma:
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Lemma 4.1. For large enough K and δ > 0 small enough, there exists a positive con-
stant C > 0 such that the following inequalities hold for all ξ ∈ R with |ξ|√
K
≤ δ.∣∣∣∣∣E
[
exp
(
i
K∑
k=1
(Xk −mk) ξ√
K
)]
−E
[
eˆ (ξ) exp
(
−
∑
i:odd
s2i,2
2K
ξ2
)]∣∣∣∣∣ . 1√K |ξ|3 exp (−Cξ2) , (48)∣∣∣∣∣∣E
exp
i ∑
k∈El2
(Xk −mk) ξ√
K
 | Fl
∣∣∣∣∣∣ . (1 + ξ2) exp (−Cξ2) , (49)∣∣∣∣∣∣∣E
exp
i ∑
k∈Fn,l2
(Xk −mk) ξ√
K
 | Gn,l

∣∣∣∣∣∣∣ .
(
1 + ξ2
)
exp
(−Cξ2) . (50)
where Fl, Gn,l denote the sigma algebras defined by
Fl := σ
(
Xk, k ∈ El1
)
and Gn,l := σ
(
Xk, k ∈ Fn,l1
)
.
Lemma 4.1 will be used in the estimation of the inner integrals when deriving (26), (27)
and (28).
Proof of Lemma 4.1. We first deduce (48). Let us consider the conditional expectation
with respect to {Xj | j : even}. In the case of nearest-neighbor interaction, the conditional
Lebesgue density µσ(dx1dx3 · · · | xj , j : even) can be written as
µσ(dx1dx3 · · · | xj , j : even)
=
1
Z
exp
(∑
i:odd
−ψ(xi)− (−Jxi−1 − Jxi+1 + si − σ)xi
)
=
∏
i:odd
1
Z
exp (−ψ(xi)− (−Jxi−1 − Jxi+1 + si − σ)xi) , (51)
which implies that {E [Xi | Xj , j : even] | i : odd} are independent and in particular,
µσ (dxi|x2, x4, · · · ) = 1
Z
exp (−ψ(xi)− (−Jxi−1 − Jxi+1 + si − σ)xi) . (52)
Note that
d
dσ
E [Xi | Xj , j : even] = d
dσ
∫
xi · 1
Z
exp (−ψ(xi)− (−Jxi−1 − Jxi+1 + si − σ)xi) dx
=
∫
xi (xi −mi,2) · 1
Z
exp (−ψ(xi)− (−Jxi−1 − Jxi+1 + si − σ)xi) dx
= E
[
(Xi −mi,2)2 | Xj , j : even
]
= s2i,2, (53)
and a similar computation yields
d2
dσ2
E [Xi | Xj , j : even] = E
[
(Xi −mi,2)3 | Xj , j : even
]
=: ti,2. (54)
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From the observations (51) and (52) from above, we get the product structure of conditional
expectation
E
[
exp
(
i
1√
K
K∑
k=1
(Xk −mk) ξ
)]
= E
[
exp
(
i
1√
K
∑
k:even
(Xk −mk) ξ
)
×E
[
exp
(
i
1√
K
∑
i:odd
(Xi −mi) ξ
)
| Xj , j : even
]]
= E
[
exp
(
i
1√
K
∑
k:even
(Xk −mk) ξ + i 1√
K
∑
i:odd
(mi,2 −mi) ξ
)
×E
[
exp
(
i
1√
K
∑
i:odd
(Xi −mi,2) ξ
)
| Xj , j : even
]]
(47)
= E
[
eˆ (ξ)
∏
i:odd
E
[
exp
(
i
1√
K
(Xi −mi,2) ξ
)
| Xj , j : even
]]
. (55)
Let hi denote the complex valued function
hi(ξ) := − ln (E [exp (i (Xi −mi,2) ξ) | Xj , j : even]) .
Equivalently, denote
Fi(ξ) : = exp (−hi(ξ)) = E [exp (i (Xi −mi,2) ξ) | Xj , j : even] .
Differentiating both sides. we have
F ′i (ξ) = −h′i(ξ) exp (−hi(ξ))
= iE [(Xi −mi,2) exp (i (Xi −mi,2) ξ) | Xj , j : even] ,
F ′′i (ξ) = −h′′i (ξ) exp (−hi(ξ)) + h′i(ξ)2 exp (−hi(ξ))
= −E
[
(Xi −mi,2)2 exp (i (Xi −mi,2) ξ) | Xj , j : even
]
,
F ′′′i (ξ) = −h′′′i (ξ) exp (−hi(ξ)) + 3h′′i (ξ)h′i(ξ) exp (−hi(ξ))
− (h′i(ξ))3 exp (−hi(ξ))
= −iE
[
(Xi −mi,2)3 exp (i (Xi −mi,2) ξ) | Xj , j : even
]
, (56)
which implies hi(0) = h
′
i(0) = 0 and
h′′i (0) = E
[
(Xi −mi,2)2 | Xj , j : even
]
(46)
= s2i,2.
Before we proceed, let us note that analogue of the equation (23) holds for the conditional ex-
pectation. More precisely, because the conditional measures µσ (dxi|x2, x4, · · · ) are bounded
perturbations of a one dimensional Gaussian measure, it holds that for each n ∈ N there is a
constant C(n) with
E [|Xi −mi,2|n | Xj , j : even] ≤ C(n). (57)
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Note also that (57) implies∣∣F ′i (ξ)∣∣ ≤ E [|Xi −mi,2| | Xj , j : even] . 1.
Combined with the fact that Fi(0) = 1 we have for |ξ| small enough
1
2
≤ |Fi(ξ)| = |exp (hi(ξ))| ≤ 3
2
.
Inserting this into (56), we obtain∣∣h′′′i (ξ)∣∣
=
∣∣∣3h′′i (ξ)h′i(ξ)− (h′i(ξ))3 iE [(Xi −mi,2)3 exp (i (Xi −mi,2) ξ) | Xj , j : even] ∣∣∣
× |exp (hi(ξ))|
. E
[
|Xi −mi,2|2 | Xj , j : even
]
· E [|Xi −mi,2| | Xj , j : even]
+ (E [|Xi −mi,2| | Xj , j : even])3 + E
[
|Xi −mi,2|3 | Xj , j : even
]
(57)
. 1.
We thus have for |ξ| small, ∣∣∣∣hi(ξ)− 12s2i,2ξ2
∣∣∣∣ . |ξ|3 ,
Summing up for all odd i’s, we have∣∣∣∣∣∑
i:odd
hi
(
ξ√
K
)
−
∑
i:odd
1
2K
s2i,2ξ
2
∣∣∣∣∣ . 1√K |ξ|3 . (58)
Note that for odd i’s, (51), (52) and [24, Lemma 9] imply s2i,2 is uniformly bounded above
and below. That is, there exists a uniform constant C(59) > 0 such that
1
C(59)
≤ s2i,2 ≤ C(59). (59)
As a consequence, there is a constant C > 0 with
1
C
≤
∑
i:odd
1
2K
s2i,2 ≤ C. (60)
In particular for K large enough and
∣∣∣ ξ√
K
∣∣∣ ≤ δ, the estimate (58) yields
Re
(∑
i:odd
hi
(
ξ√
K
))
≥
∑
i:odd
s2i,2
4K
ξ2.
Furthermore, Lipschitz continuity of complex function y 7→ exp (y) ∈ C on Rey ≤ −∑i:odd s2i,24K ξ2
yields ∣∣∣∣∣exp
(
−
∑
i:odd
hi
(
ξ√
K
))
− exp
(
−
∑
i:odd
s2i,2
2K
ξ2
)∣∣∣∣∣
. 1√
K
|ξ|3 exp
(
−
∑
i:odd
s2i,2
4K
ξ2
)
. (61)
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Then a combination of (55), (60) and (61) implies the desired estimate (48).
Let us now address the estimate (49). The proof for this case is almost identical to (48). Let
us denote F 2l := σ
(
Xk, k ∈ El1 or k : even
)
. Then we have
E
exp
i ∑
k∈El2
(Xk −mk) ξ√
K
 | Fl

= E
exp
i ∑
k∈El2
k:even
(Xk −mk) ξ√
K
+ i
∑
i∈El2
i:odd
(
E
[
Xi | F 2l
]−mi) ξ√
K

× E
exp
i∑
i∈El2
i:odd
(
Xi − E
[
Xi | F 2l
]) ξ√
K
 | F 2l
 | Fl
 . (62)
Let us also denote s˜2i,2 := E
[(
Xi − E
[
Xi | F 2l
])2 | F 2l ]. Then one can easily prove the
analogue of (61). That is, for
∣∣∣ ξ√
K
∣∣∣ ≤ δ and L K, it holds that∣∣∣∣∣∣∣∣E
exp
i∑
i∈El2
i:odd
(
Xi − E
[
Xi | F 2l
]) ξ√
K
 | F 2l
− exp
−∑
i∈El2
i:odd
s˜2i,2
2K
ξ2

∣∣∣∣∣∣∣∣
. 1√
K
|ξ|3 exp
−∑
i∈El2
i:odd
s˜2i,2
4K
ξ2
 .
Moreover, for L K and K large enough, there exists a uniform constant C > 0 with
1
C
≤
∑
i∈El2
i:odd
s˜2i,2
4K
≤ C.
This implies, as desired,∣∣∣∣∣∣∣∣E
exp
i∑
i∈El2
i:odd
(
Xi − E
[
Xi | F 2l
]) ξ√
K
 | F 2l

∣∣∣∣∣∣∣∣ .
(
1 +
|ξ|3√
K
)
exp
−∑
i∈El2
i:odd
s˜2i,2
4K
ξ2

.
(
1 +
|ξ|3√
K
)
exp
(−Cξ2) .
In particular with (62),∣∣∣∣∣∣E
exp
i ∑
k∈El2
(Xk −mk) ξ√
K
 | Fl
∣∣∣∣∣∣ .
(
1 +
|ξ|3√
K
)
exp
(−Cξ2) . (1 + ξ2) exp (−Cξ2) ,
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which proves (49). The inequality (50) is deduced by same type of argument. 
4.2. Proof of (26) in Proposition 3.6. An application of the inverse Fourier transform
with (18) yields the representation
2pigK,m(0) =
∫
R
E
[
exp
(
i
1√
K
K∑
k=1
(Xk −m) ξ
)]
dξ
(18)
=
∫
R
E
[
exp
(
i
1√
K
K∑
k=1
(Xk −mk) ξ
)]
dξ. (63)
For δ > 0, let us divide the integral (63) into two parts∫
R
E
[
exp
(
i
1√
K
K∑
k=1
(Xk −mk) ξ
)]
dξ
=
∫
{|(1/√K)ξ|≤δ}
E
[
exp
(
i
1√
K
K∑
k=1
(Xk −mk) ξ
)]
dξ (64)
+
∫
{|(1/√K)ξ|>δ}
E
[
exp
(
i
1√
K
K∑
k=1
(Xk −mk) ξ
)]
dξ. (65)
Argument for (64) : Estimation of the inner integral. Recall the definitions (45), (46)
and (47) of mi,2, s
2
i,2 and eˆ (ξ). Choosing δ > 0 small enough and for K large enough, (48)
gives ∣∣∣∣∣T(64) −
∫
{|(1/√K)ξ|≤δ}
E
[
eˆ (ξ) exp
(
−
∑
i:odd
s2i,2
2K
ξ2
)]
dξ
∣∣∣∣∣
.
∫
{|(1/√K)ξ|≤δ}
1√
K
|ξ|3 exp (−Cξ2) dξ . 1√
K
. (66)
Note that we have by Fubini’s theorem∫
{|(1/√K)ξ|≤δ}
E
[
eˆ (ξ) exp
(
−
∑
i:odd
s2i,2
2K
ξ2
)]
dξ
= E
[∫
{|(1/√K)ξ|≤δ}
eˆ (ξ) exp
(
−
∑
i:odd
s2i,2
2K
ξ2
)
dξ
]
. (67)
We claim that (67) is uniformly bounded above and below by positive constants. To prove
this, we divide the integral as follows
E
[∫
{|(1/√K)ξ|≤δ}
eˆ (ξ) exp
(
−
∑
i:odd
s2i,2
2K
ξ2
)
dξ
]
= E
[∫
R
eˆ (ξ) exp
(
−
∑
i:odd
s2i,2
2K
ξ2
)
dξ
]
(68)
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− E
[∫
{|(1/√K)ξ|>δ}
eˆ (ξ) exp
(
−
∑
i:odd
s2i,2
2K
ξ2
)
dξ
]
. (69)
Our aim is to prove that the whole integral given by (68) is uniformly bounded above and
below while the outer integral (69) is relatively small. Let us begin with the estimation
of (68). The upper bound of (68) follows from (60) that∣∣T (68)∣∣ ≤ E
[∫
R
exp
(
−
∑
i:odd
s2i,2
2K
ξ2
)
dξ
]
≤ E
[∫
R
exp
(−Cξ2) dξ] . 1.
To deduce the lower bound of (68), we compute the integral inside the expectation directly.
It holds that∫
R
eˆ (ξ) exp
(
−
∑
i:odd
s2i,2
2K
ξ2
)
dξ
=
∫
R
exp
−∑
i:odd
s2i,2
2K
(
ξ − i
√
K∑
i:odd s
2
i,2
( ∑
k:even
(Xk −mk) +
∑
i:odd
(mi,2 −mi)
))2
× exp
(
−(
∑
k:even (Xk −mk) +
∑
i:odd (mi,2 −mi))2
2
∑
i:odd s
2
i,2
)
dξ
=
∫
R
exp
−∑
i:odd
s2i,2
2K
(
ξ − i
√
K∑
i:odd s
2
i,2
( ∑
k:even
(Xk −mk) +
∑
i:odd
(mi,2 −mi)
))2 dξ
× exp
(
−(
∑
k:even (Xk −mk) +
∑
i:odd (mi,2 −mi))2
2
∑
i:odd s
2
i,2
)
. (70)
Note that
√
K∑
i:odd s
2
i,2
(
∑
k:even (Xk −mk) +
∑
i:odd (mi,2 −mi)) ∈ R. Then complex contour
integration implies
T(70) =
∫
R
exp
(
−
∑
i:odd
s2i,2
2K
ξ2
)
dξ
× exp
(
−(
∑
k:even (Xk −mk) +
∑
i:odd (mi,2 −mi))2
2
∑
i:odd s
2
i,2
)
=
√
2Kpi∑
i:odd s
2
i,2
exp
(
−(
∑
k:even (Xk −mk) +
∑
i:odd (mi,2 −mi))2
2
∑
i:odd s
2
i,2
)
(60)
& exp
(
−(
∑
k:even (Xk −mk) +
∑
i:odd (mi,2 −mi))2
2
∑
i:odd s
2
i,2
)
.
By taking the expectation and applying Jensen’s inequality, it holds that
E
[
exp
(
−(
∑
k:even (Xk −mk) +
∑
i:odd (mi,2 −mi))2
2
∑
i:odd s
2
i,2
)]
≥ exp
(
−E
[
(
∑
k:even (Xk −mk) +
∑
i:odd (mi,2 −mi))2
2
∑
i:odd s
2
i,2
])
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(60)
≥ exp
−E
C
K
( ∑
k:even
(Xk −mk) +
∑
i:odd
(mi,2 −mi)
)2
≥ exp
−E
2C
K
( ∑
k:even
(Xk −mk)
)2
+
2C
K
(∑
i:odd
(mi,2 −ml)
)2 .
Now it follows from [24, Lemma 9] and Lemma 3.2 that as desired,
exp
−E
2C
K
( ∑
k:even
(Xk −mk)
)2
+
2C
K
(∑
i:odd
(mi,2 −mi)
)2
= exp
(
−2C
K
var
( ∑
k:even
Xk
)
− 2C
K
var
(∑
i:odd
mi,2
))
= exp
(
−2C
K
var
( ∑
k:even
Xk
)
− 2C
K
∑
i:odd
var (mi,2)
)
≥ C. (71)
Let us turn to the estimation of (69). Using (60), we have∣∣T(69)∣∣ ≤ E
[∫
{|(1/√K)ξ|>δ}
exp
(
−
∑
i:odd
s2i,2
2K
ξ2
)
dξ
]
≤ E
[∫
{|(1/√K)ξ|>δ}
exp
(−Cξ2) dξ] . 1√
K
. (72)
Therefore a combination of (71) and (72) implies that there exists a positive constant C > 0
with
E
[∫
{|(1/√K)ξ|≤δ}
eˆ (ξ) exp
(
−
∑
i:odd
s2i,2
2K
ξ2
)
dξ
]
∈
(
1
C
,C
)
for K large enough. Combined with (66), it holds that for K large enough,
1
C
≤ T(64) ≤ C. (73)
Argument for (65) : Estimation of the outer integral. Let us recall the observa-
tions (51) and (52). We know the conditional random variable Xi | Xj , j : even has the
conditional Lebesgue density given by (52). We observe that this conditional density has
the same form as the one dimensional measure considered in [26, Lemma 3.4] and [26, (47)].
Changing i or the conditioned spins Xj only changes the linear term in the Hamiltonian
of (52). Because the estimates of [26, Lemma 3.4] and [26, (47)] are uniform in the lin-
ear term of the Hamiltonian, an application to the random variable Xi | Xj , j : even and
its distribution µσ (dxi | xj , j : even) yields the following: For any δˆ > 0 and odd i’s, there
exists λ < 1 with∣∣∣∣E [exp(iXi −mi,2si,2 ξ
)
| Xj , j : even
]∣∣∣∣ ≤ λ for all |ξ| ≥ δˆ (74)
and ∣∣∣∣E [exp(iXi −mi,2si,2 ξ
)
| Xj , j : even
]∣∣∣∣ . |ξ|−1 . (75)
28 YOUNGHAK KWON AND GEORG MENZ
Recall that s2i,2 is uniformly bounded from above and below (see (59)). By setting ξ =
ξˆ
si,2
and δ =
√
C(59)δˆ the estimates (74) and (75) yield
|E [exp (i (Xi −mi,2) ξ) | Xj , j : even]| ≤ λ for all |ξ| ≥ δ (76)
and
|E [exp (i (Xi −mi,2) ξ) | Xj , j : even]| . 1
si,2 |ξ|
(59)
. 1|ξ| . (77)
Now consider the conditional expectation with respect to {Xj | j : even}:∣∣∣∣∣
∫
{|(1/√K)ξ|>δ}
E
[
exp
(
i
1√
K
K∑
k=1
(Xk −mk) ξ
)]
dξ
∣∣∣∣∣
=
∣∣∣∣∣
∫
{|(1/√K)ξ|>δ}
E
[
exp
(
i
1√
K
∑
k:even
(Xk −mk) ξ
)
× E
[
exp
(
i
1√
K
∑
i:odd
(Xi −mi) ξ
)
| Xj , j : even
]]
dξ
∣∣∣∣∣
≤
∫
{|(1/√K)ξ|>δ}
E
[∣∣∣∣∣E
[
exp
(
i
1√
K
∑
i:odd
(Xi −mi) ξ
)
| Xj , j : even
]∣∣∣∣∣
]
dξ. (78)
We apply (76) (on K2 − 2 of K2 factors) and (77) (on the remaining 2 factors) to obtain
∣∣T(78)∣∣ . ∫
{|(1/√K)ξ|>δ}
λ
K
2
−2
 1
1 +
(
1/
√
K
)
|ξ|
2 dξ
.
∫
{|(1/√K)ξ|>δ}
Kλ
K
2
−2 1
K + ξ2
dξ
.
∫
{|(1/√K)ξ|>δ}
Kλ
K
2
−2 1
1 + ξ2
dξ
≤ KλK2 −2
∫
R
1
1 + ξ2
dξ . KλK2 −2
λ<1
. 1√
K
.
Therefore we conclude that ∣∣T(65)∣∣ . 1√
K
. (79)
Choosing K > 0 large enough, (73) and (79) imply the desired estimate (26). 
4.3. Proof of (28) in Proposition 3.6. Let us address the inequality (28). As before, we
start with dividing the integral into inner and outer part.
2pi
d2
dσ2
gK,m(0) =
d2
dσ2
∫
R
E
[
exp
(
i
1√
K
K∑
k=1
(Xk −mk) ξ
)]
dξ
=
d2
dσ2
∫
{|(1/√K)ξ|≤δ}
E
[
exp
(
i
1√
K
K∑
k=1
(Xk −mk) ξ
)]
dξ (80)
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Figure 2. The sets Fn,l1 and F
n,l
2 given by (43) and (44)
+
d2
dσ2
∫
{|(1/√K)ξ|>δ}
E
[
exp
(
i
1√
K
K∑
k=1
(Xk −mk) ξ
)]
dξ. (81)
Recall the definition (43) and (44) of the auxiliary sets Fn,l1 and F
n,l
2 (cf. Figure 2). We
choose L = Kε  K.
Argument for (80) : Estimation of the inner integral. We introduce a trick that allows
to apply Taylor expansions for blocks. We consider the law of the random vector X. Instead
of considering for the every site i the homogeneous linear term σxi, we artificially introduce
the heterogeneous linear term σixi. More precisely, it holds that
E [f(X)] =
∫
f(x)
exp
(∑K
i=1 σixi −H(x)
)
∫
exp
(∑K
i=1 σixi −H(x)
)
dx
dx, (82)
where we introduced on every site i the variable σi and set σi = σ. Introducing the heteroge-
neous field σi gives more flexibility for Taylor expansions. We group sites together in blocks
and then take advantage of the decay of correlations. Let us introduce an auxiliary notation
Yk := Xk −mk,
and define a function Gn,l : R2 → C by
Gn,l(ξ1, ξ2) := E
exp
i ∑
i∈Fn,l1
Yiξ1 + i
∑
j∈Fn,l2
Yjξ2

 . (83)
Note that
d2
dσ2
∫
{|(1/√K)ξ|≤δ}
E
[
exp
(
i
1√
K
K∑
k=1
Ykξ
)]
dξ
=
d2
dσ2
∫
{|(1/√K)ξ|≤δ}
Gn,l
(
ξ√
K
,
ξ√
K
)
dξ
=
K∑
l=1
K∑
n=1
∫
{|(1/√K)ξ|≤δ}
d
dσn
d
dσl
Gn,l
(
ξ√
K
,
ξ√
K
) ∣∣∣∣∣
σl=σn=σ
dξ.
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For convenience, we will write ddσn f to denote
d
dσn
f
∣∣∣
σn=σ
for any index n. For deducing a
correct estimate for (80) it is sufficient to show that for given β > 12 and K large enough
K∑
l=1
K∑
n=1
∣∣∣∣∣
∫
{|(1/√K)ξ|≤δ}
d
dσn
d
dσl
Gn,l
(
ξ√
K
,
ξ√
K
)
dξ
∣∣∣∣∣ . Kβ. (84)
To establish this, we take the 2nd order Taylor expansion∫
{|(1/√K)ξ|≤δ}
d
dσn
d
dσl
Gn,l
(
ξ√
K
,
ξ√
K
)
dξ
=
∫
{|(1/√K)ξ|≤δ}
d
dσn
d
dσl
Gn,l
(
0,
ξ√
K
)
dξ (85)
+
∫
{|(1/√K)ξ|≤δ}
d
dξ1
d
dσn
d
dσl
Gn,l
(
0,
ξ√
K
)
ξ√
K
dξ (86)
+
1
2
∫
{|(1/√K)ξ|≤δ}
d2
dξ21
d
dσn
d
dσl
Gn,l
(
ξ˜√
K
,
ξ√
K
)(
ξ√
K
)2
dξ, (87)
where ξ˜√
K
is a real number between 0 and ξ√
K
. In particular we have
∣∣∣ ξ˜√
K
∣∣∣ ≤ ∣∣∣ ξ√
K
∣∣∣. The
proof of (84) is based on the following three lemmas. The first lemma is an estimation of (85).
Lemma 4.2. Under the assumptions of Proposition 3.6, it holds that for |ξ|√
K
≤ δ ≤ 1 and
any n, l ∈ {1, 2, · · ·K},∣∣∣∣ ddσn ddσlGn,l
(
0,
ξ√
K
)∣∣∣∣ . (1 + ξ2) exp (−CL) .
The second lemma provides a bound on (86).
Lemma 4.3. Under the assumptions of Proposition 3.6, it holds that for |ξ|√
K
≤ δ ≤ 1 and
any n, l ∈ {1, 2, · · ·K},∣∣∣∣ ddξ1 ddσn ddσlGn,l
(
0,
ξ√
K
)∣∣∣∣ . KL2 (1 + ξ2) exp (−CL) .
The last lemma is an estimation of (87).
Lemma 4.4. Under the assumptions of Proposition 3.6, it holds that for
|ξ˜|√
K
≤ |ξ|√
K
≤ δ ≤ 1
and n, l with |n− l| > 2L,∣∣∣∣∣ d2dξ21 ddσn ddσlGn,l
(
ξ˜√
K
,
ξ√
K
)∣∣∣∣∣
. L3
(
1 + ξ2
)
exp (−CL) + L4 |ξ|√
K
(
1 + ξ2
)
exp
(−Cξ2) , (88)
and for n, l with |n− l| ≤ 2L,∣∣∣∣∣ d2dξ21 ddσn ddσlGn,l
(
ξ˜√
K
,
ξ√
K
)∣∣∣∣∣
. L3
(
1 + ξ2
)
exp (−CL) + L4 (1 + ξ2) exp (−Cξ2) . (89)
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We give the proof of the lemmas from above in Section 4.4. We shall now see how it can be
used to prove (84) and therefore (80).
Estimation of (84): Using the lemmas from above and recalling that β > 12 yield∣∣T(85)∣∣ Lemma 4.2. ∫
{|(1/√K)ξ|≤δ}
(
1 + ξ2
)
exp (−CL) dξ
L=Kε
. 1
K2−β
,
∣∣T(86)∣∣ Lemma 4.3. ∫
{|(1/√K)ξ|≤δ}
KL2
(
1 + ξ2
)
exp (−CL) |ξ|√
K
dξ
L=Kε
. 1
K2−β
,
Summing over all pairs (n, l), it holds that
K∑
n=1
K∑
l=1
∣∣∣∣∣
∫
{|(1/√K)ξ|≤δ}
d
dσn
d
dσl
Gn,l
(
0,
ξ√
K
)
dξ
∣∣∣∣∣ . Kβ,
K∑
n=1
K∑
l=1
∣∣∣∣∣
∫
{|(1/√K)ξ|≤δ}
d
dξ1
d
dσn
d
dσl
Gn,l
(
0,
ξ√
K
)
ξ√
K
dξ
∣∣∣∣∣ . Kβ.
Let us consider (87). For a pair (n, l) with |n− l| > 2L, it holds that∣∣T(87)∣∣ (88). ∫
{|(1/√K)ξ|≤δ}
L3
(
1 + ξ2
)
exp (−CL)
( |ξ|√
K
)2
dξ
+
∫
{|(1/√K)ξ|≤δ}
L4
|ξ|√
K
(
1 + ξ2
)
exp
(−Cξ2)( |ξ|√
K
)2
dξ
. L3
(√
K +K3/2
)
exp (−CL) + L
4
K3/2
. (90)
For (n, l) with |n− l| ≤ 2L,∣∣T(87)∣∣ (89). ∫
{|(1/√K)ξ|≤δ}
L3
(
1 + ξ2
)
exp (−CL)
( |ξ|√
K
)2
dξ
+
∫
{|(1/√K)ξ|≤δ}
L4
(
1 + ξ2
)
exp
(−Cξ2)( |ξ|√
K
)2
dξ
. L3
(√
K +K3/2
)
exp (−CL) + L
4
K
. (91)
A combination of (90) and (91) yields
K∑
n=1
K∑
l=1
∣∣∣∣∣
∫
{|(1/√K)ξ|≤δ}
d2
dξ21
d
dσn
d
dσl
Gn,l
(
ξ˜√
K
,
ξ√
K
)(
ξ√
K
)2
dξ
∣∣∣∣∣
=
K∑
n=1
∑
l:|n−l|>2L
∣∣∣∣∣
∫
{|(1/√K)ξ|≤δ}
d2
dξ21
d
dσn
d
dσl
Gn,l
(
ξ˜√
K
,
ξ√
K
)(
ξ√
K
)2
dξ
∣∣∣∣∣
+
K∑
n=1
∑
l:|n−l|≤2L
∣∣∣∣∣
∫
{|(1/√K)ξ|≤δ}
d2
dξ21
d
dσn
d
dσl
Gn,l
(
ξ˜√
K
,
ξ√
K
)(
ξ√
K
)2
dξ
∣∣∣∣∣
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. K2
(
L3
(√
K +K3/2
)
exp (−CL) + L
4
K3/2
)
+KL
(
L3
(√
K +K3/2
)
exp (−CL) + L
4
K
)
L=Kε
. Kβ.
This gives the desired estimate (84). 
Argument for (81) : Estimation of the outer integral. Let us start with providing
auxiliary ingredients. The first lemma provides auxiliary estimates:
Lemma 4.5. Recall the definition (45) of mi,2. It holds that∣∣∣∣ ddσE [exp (i (Xi −mi,2) ξ) | Xj , j : even]
∣∣∣∣ . 1 + |ξ| , (92)∣∣∣∣ d2dσ2E [exp (i (Xi −mi,2) ξ) | Xj , j : even]
∣∣∣∣ . 1 + |ξ|2 . (93)
Proof of Lemma 4.5. Let us begin with providing an auxiliary computation. Recall-
ing (52), one can easily prove that (cf. see also (53), (54) and (32))
d
dσ
E [f(Xi) | Xj , j : even]
= E [(Xi −mi,2) f(Xi) | Xj , j : even] + E
[
d
dσ
f(Xi) | Xj , j : even
]
. (94)
This implies in particular
d
dσ
E [exp (i (Xi −mi,2) ξ) | Xj , j : even]
(53)
= E [(Xi −mi,2) exp (i (Xi −mi,2) ξ) | Xj , j : even] (95)
+ E
[−iξs2i,2 exp (i (Xi −mi,2) ξ) | Xj , j : even] . (96)
Note that (57) and (59) yields∣∣T(95)∣∣ = |E [(Xi −mi,2) exp (i (Xi −mi,2) ξ) | Xj , j : even]| (57). 1, (97)∣∣T(96)∣∣ = ∣∣E [−iξs2i,2 exp (i (Xi −mi,2) ξ) | Xj , j : even]∣∣ (59). |ξ| . (98)
As desired, the estimates (97) and (98) yield∣∣∣∣ ddσE [exp (i (Xi −mi,2) ξ) | Xj , j : even]
∣∣∣∣ ≤ ∣∣T(95)∣∣+ ∣∣T(96)∣∣ . 1 + |ξ| .
Let us turn to the derivation of (93). The calculation from above yields that
d2
dσ2
E [exp (i (Xi −mi,2) ξ) | Xj , j : even]
=
d
dσ
E [(Xi −mi,2) exp (i (Xi −mi,2) ξ) | Xj , j : even] (99)
+
d
dσ
E
[−iξs2i,2 exp (i (Xi −mi,2) ξ) | Xj , j : even] . (100)
Let us consider (99): A direct computation using (94) and (53) implies
T(99) = E
[
(Xi −mi,2)2 exp (i (Xi −mi,2) ξ) | Xj , j : even
]
(101)
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+ E
[−s2i,2 exp (i (Xi −mi,2) ξ) | Xj , j : even] (102)
+ E
[
(Xi −mi,2)
(−iξs2i,2) exp (i (Xi −mi,2) ξ) | Xj , j : even] . (103)
The terms (101), (102) and (103) can be estimated similarly. Indeed, it holds that∣∣T(101)∣∣ , ∣∣T(102)∣∣ . 1 and ∣∣T(103)∣∣ . |ξ| .
As a consequence, we have∣∣T(99)∣∣ ≤ ∣∣T(101)∣∣+ ∣∣T(102)∣∣+ ∣∣T(103)∣∣ . 1 + |ξ| . 1 + |ξ|2 .
Let us consider (100): Recall the definition (54) of ti,2. Then it holds from (94) that
T(100) = E
[
(Xi −mi,2)
(−iξs2i,2) exp (i (Xi −mi,2) ξ) | Xj , j : even] (104)
+ E [(−iξti,2) exp (i (Xi −mi,2) ξ) | Xj , j : even] (105)
+ E
[(−iξs2i,2)2 exp (i (Xi −mi,2) ξ) | Xj , j : even] . (106)
Now (57) and (59) imply∣∣T(104)∣∣ , ∣∣T(105)∣∣ . |ξ| and ∣∣T(106)∣∣ . |ξ|2 .
Therefore we obtain∣∣T(100)∣∣ ≤ ∣∣T(104)∣∣+ ∣∣T(105)∣∣+ ∣∣T(106)∣∣ . |ξ|+ |ξ|2 . 1 + |ξ|2 .
To conclude, we sum up the estimates from above. As desired, we have∣∣∣∣ d2dσ2E [exp (i (Xi −mi,2) ξ) | Xj , j : even]
∣∣∣∣ ≤ ∣∣T(99)∣∣+ ∣∣T(100)∣∣ . 1 + |ξ|2 .

The second lemma is an auxiliary computation:
Lemma 4.6. Recall the definition (47) and (54) of eˆ and ti,2, respectively. It holds that
d
dσ
eˆ(ξ) = eˆ(ξ)
−i 1√
K
ξE
( K∑
n=1
(Xn −mn)
)2+ i 1√
K
ξ
∑
i:odd
s2i,2
 , (107)
d2
dσ2
eˆ(ξ) = eˆ(ξ)
−i 1√
K
ξE
( K∑
n=1
(Xn −mn)
)2+ i 1√
K
ξ
∑
i:odd
s2i,2
2
+ eˆ (ξ)
−i 1√
K
ξE
( K∑
n=1
(Xn −mn)
)3+ i 1√
K
ξ
∑
i:odd
ti,2
 . (108)
Proof of Lemma 4.6. We start with deducing (107). Let us recall the equations (33)
and (53). It follows from a direct computation that
d
dσ
eˆ(ξ) =
(
−i 1√
K
ξ
∑
k:even
E
[(
K∑
n=1
(Xn −mn)
)
Xk
]
+i
1√
K
ξ
∑
i:odd
(
s2i,2 − E
[(
K∑
n=1
(Xn −mn)
)
Xk
]))
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× exp
(
i
1√
K
∑
k:even
(Xk −mk) ξ + i 1√
K
∑
i:odd
(mi,2 −mi) ξ
)
=
(
−i 1√
K
ξ
K∑
k=1
E
[(
K∑
n=1
(Xn −mn)
)
Xk
]
+ i
1√
K
ξ
∑
i:odd
s2i,2
)
eˆ(ξ)
=
−i 1√
K
ξE
( K∑
n=1
(Xn −mn)
)2+ i 1√
K
ξ
∑
i:odd
s2i,2
 eˆ(ξ).
The equation (108) can be derived with a similar argument using (54). 
Now let us move on to the estimation of the outer integral (81). Recalling (32), we get that
the integrand in (81) is
d2
dσ2
E
[
exp
(
i
1√
K
K∑
k=1
(Xk −mk) ξ
)]
=
d2
dσ2
E
[
eˆ (ξ)
∏
i:odd
E
[
exp
(
i
1√
K
(Xi −mi,2) ξ
)
| Xj , j : even
]]
=
d
dσ
E
[(
K∑
n=1
(Xn −mn)
)
eˆ (ξ)
∏
i:odd
E
[
exp
(
i
1√
K
(Xi −mi,2) ξ
)
| Xj , j : even
]]
(109)
+
d
dσ
E
[
d
dσ
(eˆ (ξ))
∏
i:odd
E
[
exp
(
i
1√
K
(Xi −mi,2) ξ
)
| Xj , j : even
]]
(110)
+
d
dσ
E
[
eˆ (ξ)
d
dσ
(∏
i:odd
E
[
exp
(
i
1√
K
(Xi −ml,2) ξ
)
| Xj , j : even
])]
. (111)
We estimate each term on the right hand side separately. We begin with estimating (109).
Applying (32), we get
T(109) = E
( K∑
n=1
(Xn −mn)
)2
eˆ (ξ)
∏
i:odd
E
[
exp
(
i
1√
K
(Xi −mi,2) ξ
)
| Xj , j : even
](112)
+ E
[
d
dσ
(
K∑
n=1
(Xn −mn)
)
eˆ (ξ)
×
∏
i:odd
E
[
exp
(
i
1√
K
(Xi −mi,2) ξ
)
| Xj , j : even
]]
(113)
+ E
[(
K∑
n=1
(Xn −mn)
)
d
dσ
(eˆ (ξ))
×
∏
i:odd
E
[
exp
(
i
1√
K
(Xi −mi,2) ξ
)
| Xj , j : even
]]
(114)
+ E
[(
K∑
n=1
(Xn −mn)
)
eˆ (ξ)
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× d
dσ
(∏
i:odd
E
[
exp
(
i
1√
K
(Xi −mi,2) ξ
)
| Xj , j : even
])]
. (115)
Let us consider (112): Applying (76) to K2 − 2 many factors and (77) on the remaining 2
factors leads to∣∣T(112)∣∣ ≤ E
( K∑
n=1
(Xn −mn)
)2
λ
K
2
−2
(
1
1 + (1/
√
K) |ξ|
)2 .
Then Lemma 3.4 implies∣∣T(112)∣∣ . K2λK2 −2( 1
1 + (1/
√
K) |ξ|
)2
. K3λK2 −2 1
K + ξ2
. K3λK2 −2 1
1 + ξ2
.
Let us consider (113): A similar estimation using (33) yields that
∣∣T(113)∣∣ =
∣∣∣∣∣∣E
−E
( K∑
n=1
(Xn −mn)
)2 eˆ (ξ)
×
∏
i:odd
E
[
exp
(
i
1√
K
(Xi −mi,2) ξ
)
| Xj , j : even
]∣∣∣∣∣∣
. K3λK2 −2 1
1 + ξ2
.
Let us consider (114): We first expand the term using (107). Then applying (76) to K2 − 3
many factors and (77) to 3 factors yields∣∣T(114)∣∣ (107)=
∣∣∣∣∣E
[(
K∑
n=1
(Xn −mn)
)
eˆ (ξ)
×
−i 1√
K
ξE
( K∑
n=1
(Xn −mn)
)2+ i 1√
K
ξ
∑
i:odd
s2i,2

×
∏
i:odd
E
[
exp
(
i
1√
K
(Xi −mi,2) ξ
)
| Xj , j : even
]]∣∣∣∣∣
(21),(60),(76),(77)
. K
( |ξ|√
K
K2 +
|ξ|√
K
K
)
λ
K
2
−3
(
1
1 + (1/
√
K) |ξ|
)3
. K4λK2 −3 |ξ|
(
1√
K + |ξ|
)3
. K4λK2 −3 1
1 + ξ2
.
Let us consider (115): A combination of (21), (76), (77) and (92) yields
∣∣T(115)∣∣ . K2 ·K
(
1 +
∣∣∣∣ ξ√K
∣∣∣∣)λK2 −4
 1
1 +
(
1/
√
K
)
|ξ|
3 . K3λK2 −4 1
1 + ξ2
.
Hence we have∣∣T(109)∣∣ ≤ ∣∣T(112)∣∣+ ∣∣T(113)∣∣+ ∣∣T(114)∣∣+ ∣∣T(115)∣∣
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. K3λK2 −2 1
1 + ξ2
+K4λ
K
2
−3 1
1 + ξ2
+K3λ
K
2
−4 1
1 + ξ2
. K4λK2 −4 1
1 + ξ2
.
Let us turn to the estimation of (110). A direct computation using (32) yields
T(110) = E
[(
K∑
n=1
(Xn −mn)
)
d
dσ
(eˆ (ξ))
×
∏
i:odd
E
[
exp
(
i
1√
K
(Xi −mi,2) ξ
)
| Xj , j : even
]]
(116)
+ E
[
d2
dσ2
(eˆ (ξ))
×
∏
i:odd
E
[
exp
(
i
1√
K
(Xi −mi,2) ξ
)
| Xj , j : even
]]
(117)
+ E
[
d
dσ
(eˆ (ξ))
× d
dσ
(∏
i:odd
E
[
exp
(
i
1√
K
(Xi −mi,2) ξ
)
| Xj , j : even
])]
. (118)
Let us estimate each term on right hand side step by step. We start with estimating (116).
It holds that ∣∣T(116)∣∣ = ∣∣T(114)∣∣ . K4λK2 −3 11 + ξ2 .
Let us consider (117): An application of Lemma 3.4 to (108) yields∣∣∣∣ d2dσ2 (eˆ (ξ))
∣∣∣∣ (21). ( |ξ|√KK2 + |ξ|√KK
)2
+
( |ξ|√
K
K3 +
|ξ|√
K
K
)
. K3ξ2 +K5/2 |ξ| . K3 (1 + ξ2) . (119)
Inserting (119) into (117) gives∣∣T(117)∣∣ . K3 (1 + ξ2)E
[∏
i:odd
∣∣∣∣E [exp(i 1√K (Xi −mi,2) ξ
)
| Xj , j : even
]∣∣∣∣
]
(76),(77)
. K3
(
1 + ξ2
)
λ
K
2
−4
(
1
1 + (1/
√
K) |ξ|
)4
. K5λK2 −4 1
1 + ξ2
.
Let us consider (118): Using (107), (76), (77) and (92) yields
∣∣T(118)∣∣ . K2 ·
( |ξ|√
K
K2 +
|ξ|√
K
K
)(
1 +
∣∣∣∣ ξ√K
∣∣∣∣)λK2 −5
 1
1 +
(
1/
√
K
)
|ξ|
4
. K4λK2 −5 1
1 + ξ2
.
Therefore it holds that∣∣T(110)∣∣ ≤ ∣∣T(116)∣∣+ ∣∣T(117)∣∣+ ∣∣T(118)∣∣
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. K4λK2 −3 1
1 + ξ2
+K5λ
K
2
−4 1
1 + ξ2
+K4λ
K
2
−5 1
1 + ξ2
. K5λK2 −5 1
1 + ξ2
.
Let us turn to the estimation of (111), which is deduced by the same type of argument. More
precisely, we get
T(111) = E
[(
K∑
n=1
(Xn −mn)
)
eˆ (ξ)
× d
dσ
(∏
i:odd
E
[
exp
(
i
1√
K
(Xi −mi,2) ξ
)
| Xj , j : even
])]
(120)
+ E
[
d
dσ
(eˆ (ξ))
d
dσ
(∏
i:odd
E
[
exp
(
i
1√
K
(Xi −mi,2) ξ
)
| Xj , j : even
])]
(121)
+ E
[
eˆ (ξ)
d2
dσ2
(∏
i:odd
E
[
exp
(
i
1√
K
(Xi −mi,2) ξ
)
| Xj , j : even
])]
. (122)
Note that T(120) = T(115) and T(121) = T(118). Let us estimate (122). We have by us-
ing (92), (93), (76) and (77) that∣∣∣∣∣ d2dσ2
(∏
i:odd
E
[
exp
(
i
1√
K
(Xi −mi,2) ξ
)
| Xj , j : even
])∣∣∣∣∣
. K
2
·
(
1 +
∣∣∣∣ ξ√K
∣∣∣∣2
)
λ
K
2
−5
 1
1 +
(
1/
√
K
)
|ξ|
4
+
K
2
(
K
2
− 1
)(
1 +
∣∣∣∣ ξ√K
∣∣∣∣)2 λK2 −6
 1
1 +
(
1/
√
K
)
|ξ|
4
. K2λK2 −5 1
1 + ξ2
+K3λ
K
2
−6 1
1 + ξ2
.
Thus we conclude ∣∣T(122)∣∣ . K3λK2 −6 11 + ξ2 .
It follows that∣∣T(111)∣∣ ≤ ∣∣T(120)∣∣+ ∣∣T(121)∣∣+ ∣∣T(122)∣∣
. K3λK2 −4 1
1 + ξ2
+K4λ
K
2
−5 1
1 + ξ2
+K3λ
K
2
−6 1
1 + ξ2
. K4λK2 −6 1
1 + ξ2
.
Overall, we have proven that∣∣∣∣∣ d2dσ2E
[
exp
(
i
1√
K
K∑
k=1
(Xk −mk) ξ
)]∣∣∣∣∣
≤ ∣∣T(109)∣∣+ ∣∣T(110)∣∣+ ∣∣T(111)∣∣
. K4λK2 −4 1
1 + ξ2
+K5λ
K
2
−5 1
1 + ξ2
+K4λ
K
2
−6 1
1 + ξ2
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. K5λK2 −6 1
1 + ξ2
λ<1
. Kβ 1
1 + ξ2
.
This implies, as desired,∣∣∣∣∣ d2dσ2
∫
{|(1/√K)ξ|>δ}
E
[
exp
(
i
1√
K
K∑
k=1
(Xk −mk) ξ
)]
dξ
∣∣∣∣∣
=
∣∣∣∣∣
∫
{|(1/√K)ξ|>δ}
d2
dσ2
E
[
exp
(
i
1√
K
K∑
k=1
(Xk −mk) ξ
)]
dξ
∣∣∣∣∣
. Kβ
∫
{|(1/√K)ξ|>δ}
1
1 + ξ2
dξ
. Kβ.
Combined with the argument for (80), we obtain (28) in Proposition 3.6. 
4.4. Proof of Lemma 4.2, Lemma 4.3 and Lemma 4.4. We shall only present the proof
of Lemma 4.2 and Lemma 4.4. One can derive Lemma 4.3 by using similar arguments. The
main ingredients are Lemma 3.4, Lemma 3.5 and Lemma 4.1. Additionally, we will need
the following auxiliary observation. Recalling that Yl = Xl − E [Xl], a direct calculation
using (82) yields
d
dσl
E [f(X)] = E
[
Ylf(X) +
d
dσl
f(X)
]
. (123)
Hence, we have by additionally using that by definition E [Yk] = 0 for any k
d
dσl
Yk = −E [YlXk] = −E [YlYk] , and d
dσn
E [YlYk] = E [YnYlYk] . (124)
The last two formulas will be used many times in the upcoming arguments.
Proof of Lemma 4.2. Let e(ξ1, ξ2) indicate
e(ξ1, ξ2) := exp
i ∑
i∈Fn,l1
Yiξ1 + i
∑
j∈Fn,l2
Yjξ2
 .
Recall the definition (83) of Gn,l (ξ1, ξ2). A direct calculation using (123) yields
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d
dσn
d
dσl
Gn,l (ξ1, ξ2) =
d
dσn
E [Yle(ξ1, ξ2)] (125)
+
d
dσn
E
−iξ1E
Yl ∑
i∈Fn,l1
Yi
 e(ξ1, ξ2)
 (126)
+
d
dσn
E
−iξ2E
Yl ∑
j∈Fn,l2
Yj
 e(ξ1, ξ2)
 . (127)
Let us consider (125). A combination of (123) and (124) yields
d
dσn
E [Yle(ξ1, ξ2)] = E [YnYle(ξ1, ξ2)] (128)
+ E [−E [YnYl] e(ξ1, ξ2)] (129)
+ E
Yl (−iξ1)E
Yn ∑
i∈Fn,l1
Yi
 e(ξ1, ξ2)
 (130)
+ E
Yl (−iξ2)E
Yn ∑
j∈Fn,l2
Yj
 e(ξ1, ξ2)
 . (131)
Setting (ξ1, ξ2) =
(
0, ξ√
K
)
and using Lemma 3.4 and Lemma 3.5, we obtain∣∣T(128) + T(129)∣∣ = ∣∣∣∣cov(YnYl, e(0, ξ√K
))∣∣∣∣ . |ξ| exp (−CL) ,
T(130) = 0, and
∣∣T(131)∣∣ ≤ ∣∣∣∣ ξ√K
∣∣∣∣
∣∣∣∣∣∣∣cov
Yn, ∑
j∈Fn,l2
Yj

∣∣∣∣∣∣∣E |Yl| . |ξ| exp (−CL) .
Therefore we conclude that for (ξ1, ξ2) =
(
0, ξ√
K
)
,∣∣T(125)∣∣ = ∣∣T(128) + T(129) + T(130) + T(131)∣∣
≤ ∣∣T(128) + T(129)∣∣+ ∣∣T(130)∣∣+ ∣∣T(131)∣∣
. |ξ| exp (−CL) . (1 + ξ2) exp (−CL) . (132)
We observe that when (ξ1, ξ2) =
(
0, ξ√
K
)
we have
T(126) = 0. (133)
Let us turn to the estimation of (127). A direct computation using (123) and (124) yields
d
dσn
E
−iξ2E
Yl ∑
j∈Fn,l2
Yj
 e (ξ1, ξ2)

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= −iξ2 d
dσn
E
Yl
 ∑
j∈Fn,l2
Yj


E [e (ξ1, ξ2)]
− iξ2E
Yl ∑
j∈Fn,l2
Yj
 d
dσn
(E [e (ξ1, ξ2)])
= −iξ2E
YnYl ∑
j∈Fn,l2
Yj
E [e (ξ1, ξ2)] (134)
− iξ2E
Yl ∑
j∈Fn,l2
Yj
E [Yne (ξ1, ξ2)] (135)
− iξ2E
Yl ∑
j∈Fn,l2
Yj
E
(−iξ1)E
Yn ∑
i∈Fn,l1
Yi
 e (ξ1, ξ2)
 (136)
− iξ2E
Yl ∑
j1∈Fn,l2
Yj1
E
(−iξ2)E
Yn ∑
j2∈Fn,l2
Yj2
 e (ξ1, ξ2)
 . (137)
Then plugging in (ξ1, ξ2) =
(
0, ξ√
K
)
and applying Lemma 3.4 and Lemma 3.5 yield
∣∣T(134)∣∣ ≤ ∣∣∣∣ ξ√K
∣∣∣∣
∣∣∣∣∣∣∣cov
YnYl, ∑
j∈Fn,l2
Yj

∣∣∣∣∣∣∣ . |ξ| exp (−CL) ,
∣∣T(135)∣∣ ≤ ∣∣∣∣ ξ√K
∣∣∣∣
∣∣∣∣∣∣∣cov
Yl, ∑
j∈Fn,l2
Yj

∣∣∣∣∣∣∣E |Yn| . |ξ| exp (−CL) ,
T(136) = 0, and
∣∣T(137)∣∣ ≤ ( ξ√
K
)2 ∣∣∣∣∣∣∣cov
Yl, ∑
j1∈Fn,l2
Yj1

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣cov
Yn, ∑
j2∈Fn,l2
Yj2

∣∣∣∣∣∣∣ . ξ2 exp (−2CL) .
Thus a combination of the bounds from above yields∣∣T(127)∣∣ = ∣∣T(134) + T(135) + T(136) + T(137)∣∣
≤ ∣∣T(134)∣∣+ ∣∣T(135)∣∣+ ∣∣T(136)∣∣+ ∣∣T(137)∣∣
. |ξ| exp (−CL) + ξ2 exp (−2CL)
.
(|ξ|+ ξ2) exp (−CL)
.
(
1 + ξ2
)
exp (−CL) . (138)
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We then sum up the bounds of (125), (126) and (127) given by (132), (133) and (138)
respectively, and this finishes the proof of Lemma 4.2. 
The proof of Lemma 4.4 is similar, but it needs more careful estimation.
Proof of Lemma 4.4. A direct computation using (123) and (124) yields
d2
dξ21
d
dσn
d
dσl
Gn,l (ξ1, ξ2)
=
d
dσn
d
dσl
d2
dξ21
Gn,l (ξ1, ξ2)
=
d
dσn
d
dσl
E

i ∑
i∈Fn,l1
Yi

2
e (ξ1, ξ2)

=
d
dσn
E
Yl
i ∑
i∈Fn,l1
Yi

2
e (ξ1, ξ2)
 (139)
+
d
dσn
E
2
i ∑
i1∈Fn,l1
Yi1
 (−i)E
Yl ∑
i2∈Fn,l1
Yi2
 e (ξ1, ξ2)
 (140)
+
d
dσn
E

i ∑
i1∈Fn,l1
Yi1

2
(−iξ1)E
Yl ∑
i2∈Fn,l1
Yi2
 e (ξ1, ξ2)
 (141)
+
d
dσn
E

i ∑
i∈Fn,l1
Yi

2
(−iξ2)E
Yl ∑
j∈Fn,l2
Yj
 e (ξ1, ξ2)
 . (142)
Estimating the terms (141) and (142) is a lot easier than estimating (139) and (140). The
argument consists of a straightforward calculation and application of Lemma 3.4, Lemma 3.5
and Lemma 4.1. More precisely, for any n, l ∈ {1, 2, · · · ,K} and (ξ1, ξ2) =
(
ξ˜√
K
, ξ√
K
)
such
that
|ξ˜|√
K
≤ |ξ|√
K
≤ δ ≤ 1, it holds that
∣∣T (141)∣∣ . L3 (1 + ξ2) exp (−CL) + L4 |ξ|√
K
(
1 + ξ2
)
exp
(−Cξ2) ,
and ∣∣T(142)∣∣ . L3 (1 + ξ2) exp (−CL) .
We leave the details to the reader and turn to the more subtle estimation of (139) and (140).
The argument is more evolved because both terms have to be considered together. Only then,
one sees covariances and can take advantage of the decay of correlations (cf. Lemma 3.5).
Let us now turn to the details. Let us begin with expanding (139) and (140). A direct
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computation using (123) and (124) yields that (139) is
d
dσn
E
Yl
i ∑
i∈Fn,l1
Yi

2
e (ξ1, ξ2)

= −E
YnYl
 ∑
i∈Fn,l1
Yi

2
e (ξ1, ξ2)
 (143)
− E
−E [YnYl]
 ∑
i∈Fn,l1
Yi

2
e (ξ1, ξ2)
 (144)
− E
Yl2
 ∑
i1∈Fn,l1
Yi1

−E
Yn ∑
i2∈Fn,l1
Yi2

 e (ξ1, ξ2)
 (145)
− E
Yl
 ∑
i1∈Fn,l1
Yi1

2
(−iξ1)E
Yn ∑
i2∈Fn,l1
Yi2
 e (ξ1, ξ2)
 (146)
− E
Yl
 ∑
i∈Fn,l1
Yi

2
(−iξ2)E
Yn ∑
j∈Fn,l2
Yj
 e (ξ1, ξ2)
 . (147)
and (140) is
d
dσn
E
2
i ∑
i1∈Fn,l1
Yi1
 (−i)E
Yl ∑
i2∈Fn,l1
Yi2
 e (ξ1, ξ2)

= 2
d
dσn
E
Yl ∑
i1∈Fn,l1
Yi1

E

 ∑
i2∈Fn,l1
Yi2
 e (ξ1, ξ2)

+ 2E
Yl ∑
i1∈Fn,l1
Yi1
 d
dσn
E

 ∑
i2∈Fn,l1
Yi2
 e (ξ1, ξ2)


= 2E
YnYl ∑
i1∈Fn,l1
Yi1
E

 ∑
i2∈Fn,l1
Yi2
 e (ξ1, ξ2)
 (148)
+ 2E
Yl ∑
i1∈Fn,l1
Yi1
E
Yn
 ∑
i2∈Fn,l1
Yi2
 e (ξ1, ξ2)
 (149)
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+ 2E
Yl ∑
i1∈Fn,l1
Yi1
E
−E
Yn ∑
i2∈Fn,l1
Yi2
 e (ξ1, ξ2)
 (150)
+ 2E
Yl ∑
i1∈Fn,l1
Yi1
E

 ∑
i2∈Fn,l1
Yi2
 (−iξ1)E
Yn ∑
i3∈Fn,l1
Yi3
 e (ξ1, ξ2)
 (151)
+ 2E
Yl ∑
i1∈Fn,l1
Yi1
E

 ∑
i2∈Fn,l1
Yi2
 (−iξ2)E
Yn ∑
j∈Fn,l2
Yj
 e (ξ1, ξ2)
 . (152)
We will divide into two cases. The first case is when |n − l| > 2L and the second case
is when |n − l| ≤ 2L. In the case when |n − l| > 2L, we have at least K (K − 2L) pairs
of (n, l). Hence in order to get the right estimate we have to apply the decay of correlations
(cf. Lemma 3.5). The case when |n− l| ≤ 2L is much easier because there are at most 2KL
pairs of (n, l). In this case, we just provide a rough estimate using Lemma 3.4, Lemma 3.5
and Lemma 4.1, which is still good enough for deducing Lemma 4.4.
Case 1. |n− l| > 2L.
We first estimate the terms (144) to (152) except for the term (149). We postpone the esti-
mation of the terms (143) and (149).
From now on, we set (ξ1, ξ2) =
(
ξ˜√
K
, ξ√
K
)
such that
|ξ˜|√
K
≤ |ξ|√
K
≤ δ ≤ 1. Let us begin with
the estimation of (144). We have by using Lemma 3.4 and Lemma 3.5 that
∣∣T(144)∣∣ . |cov (Yn, Yl)|E
∣∣∣∣∣∣∣
 ∑
i∈Fn,l1
Yi

2∣∣∣∣∣∣∣
. L2 exp (−CL) .
Let us turn to the estimation of (145) and (150). We combine these terms to make a covari-
ance and do the Taylor expansion with respect to the first variable. Then we get
T(145) + T(150) = 2E
Yn ∑
i1∈Fn,l1
Yi1
 cov
Yl ∑
i2∈Fn,l1
Yi2 , e
(
ξ˜√
K
,
ξ√
K
)
= 2E
Yn ∑
i1∈Fn,l1
Yi1
 cov
Yl ∑
i2∈Fn,l1
Yi2 , e
(
0,
ξ√
K
) (153)
+ 2E
Yn ∑
i1∈Fn,l1
Yi1
 cov
Yl ∑
i2∈Fn,l1
Yi2 ,
∑
i3∈Fn,l1
Yi3e
(
ξˆ√
K
,
ξ√
K
) i ξ˜√
K
,
(154)
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where ξˆ√
K
is a real number between 0 and ξ˜√
K
. In particular,
∣∣∣ ξˆ√
K
∣∣∣ ≤ ∣∣∣ ξ˜√
K
∣∣∣ ≤ |ξ|√
K
. Let us
consider (153): We have by using Lemma 3.4 and Lemma 3.5 that
∣∣T(153)∣∣ ≤
∣∣∣∣∣∣∣2E
Yn ∑
i1∈Fn,l1
Yi1

∣∣∣∣∣∣∣
∣∣∣∣∣∣cov
Yl ∑
i2: |i2−l|≤L/2
Yi2 , e
(
0,
ξ√
K
)∣∣∣∣∣∣
+
∣∣∣∣∣∣∣2E
Yn ∑
i1∈Fn,l1
Yi1

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣E
Yl ∑
i2∈Fn,l1
|i2−l|>L/2
Yi2e
(
0,
ξ√
K
)
∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣2E
Yn ∑
i1∈Fn,l1
Yi1

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣E
Yl ∑
i2∈Fn,l1
|i2−l|>L/2
Yi2
E
[
e
(
0,
ξ√
K
)]∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣2E
Yn ∑
i1∈Fn,l1
Yi1

∣∣∣∣∣∣∣
∣∣∣∣∣∣cov
Yl ∑
i2: |i2−l|≤L/2
Yi2 , e
(
0,
ξ√
K
)∣∣∣∣∣∣
+
∣∣∣∣∣∣∣2E
Yn ∑
i1∈Fn,l1
Yi1

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣cov
Yl, ∑
i2∈Fn,l1
|i2−l|>L/2
Yi2e
(
0,
ξ√
K
)
∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣2E
Yn ∑
i1∈Fn,l1
Yi1

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣cov
Yl, ∑
i2∈Fn,l1
|i2−l|>L/2
Yi2

∣∣∣∣∣∣∣∣∣
∣∣∣∣E [e(0, ξ√K
)]∣∣∣∣
. L2 |ξ| exp (−CL) + L2 (1 + |ξ|) exp (−CL) + L2 exp (−CL)
. L2 (1 + |ξ|) exp (−CL) .
Let us consider (154): By definition of covariances, it follows that
T(154) = 2E
Yn ∑
i1∈Fn,l1
Yi1
E
Yl ∑
i2∈Fn,l1
Yi2
∑
i3∈Fn,l1
Yi3e
(
ξˆ√
K
,
ξ√
K
) ξ˜√
K
(155)
− 2E
Yn ∑
i1∈Fn,l1
Yi1
E
Yl ∑
i2∈Fn,l1
Yi2
E
 ∑
i3∈Fn,l1
Yi3e
(
ξˆ√
K
,
ξ√
K
) ξ˜√
K
. (156)
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We have by taking the conditional expectation with respect to Gn,l := σ
(
Xk, k ∈ Fn,l1
)
and
applying Lemma 3.4 and Lemma 4.1,∣∣∣∣∣∣∣E
Yl ∑
i2∈Fn,l1
Yi2
∑
i3∈Fn,l1
Yi3e
(
ξˆ√
K
,
ξ√
K
)
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣E
Yl ∑
i2∈Fn,l1
Yi2
∑
i3∈Fn,l1
Yi3e
(
ξˆ√
K
, 0
)
E
[
e
(
0,
ξ√
K
)
| Gn,l
]
∣∣∣∣∣∣∣
Lemma 4.1
. E

∣∣∣∣∣∣∣Yl
∑
i2∈Fn,l1
Yi2
∑
i3∈Fn,l1
Yi3e
(
ξˆ√
K
, 0
)∣∣∣∣∣∣∣
 (1 + ξ2) exp (−Cξ2)
Lemma 3.4
. L2
(
1 + ξ2
)
exp
(−Cξ2) , (157)
and similarly one gets∣∣∣∣∣∣∣E
 ∑
i3∈Fn,l1
Yi3e
(
ξˆ√
K
,
ξ√
K
)
∣∣∣∣∣∣∣ . L
(
1 + ξ2
)
exp
(−Cξ2) . (158)
Plugging (157) and (158) into (155) and (156) and applying Lemma 3.4 yield∣∣T(154)∣∣ . L3 |ξ|√
K
(
1 + ξ2
)
exp
(−Cξ2) .
Therefore we have∣∣T(145) + T(150)∣∣ ≤ ∣∣T(153)∣∣+ ∣∣T(154)∣∣
. L2 (1 + |ξ|) exp (−CL) + L3 |ξ|√
K
(
1 + ξ2
)
exp
(−Cξ2) .
Let us turn to the estimation of (146). This can also be estimated by taking the conditional
expectation with respect to Gn,l and applying Lemma 3.4 and Lemma 4.1. Indeed,
∣∣T(146)∣∣ =
∣∣∣∣∣ ξ˜√K
∣∣∣∣∣
∣∣∣∣∣∣∣E
Yn ∑
i2∈Fn,l1
Yi2

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣E
Yl
 ∑
i1∈Fn,l1
Yi1

2
e
(
ξ˜√
K
,
ξ√
K
)
∣∣∣∣∣∣∣
. |ξ|√
K
L
∣∣∣∣∣∣∣E
Yl
 ∑
i1∈Fn,l1
Yi1

2
e
(
ξ˜√
K
, 0
)
E
[
e
(
0,
ξ√
K
)
| Gn,l
]
∣∣∣∣∣∣∣
. L3 |ξ|√
K
(
1 + ξ2
)
exp
(−Cξ2) .
Let us turn to the estimation of (147). We have by using Lemma 3.4 and Lemma 3.5 that
∣∣T(147)∣∣ = |ξ|√
K
∣∣∣∣∣∣∣E
Yn ∑
j∈Fn,l2
Yj

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣E
Yl
 ∑
i∈Fn,l1
Yi

2
e
(
ξ˜√
K
,
ξ√
K
)
∣∣∣∣∣∣∣
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. |ξ|√
K
∣∣∣∣∣∣∣cov
Yn, ∑
j∈Fn,l2
Yj

∣∣∣∣∣∣∣E
∣∣∣∣∣∣∣Yl
 ∑
i∈Fn,l1
Yi

2∣∣∣∣∣∣∣
. L2 |ξ| exp (−CL) ,
Let us turn to the estimation of (148). This also follows from dividing into two parts and
applying Lemma 3.4 and Lemma 3.5 together. More precisely, we have
∣∣T(148)∣∣ ≤
∣∣∣∣∣∣∣2
∑
i1: |i1−n|≤L
E [YnYlYi1 ]E

 ∑
i2∈Fn,l1
Yi2
 e( ξ˜√
K
,
ξ√
K
)
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣2
∑
i1: |i1−l|≤L
E [YnYlYi1 ]E

 ∑
i2∈Fn,l1
Yi2
 e( ξ˜√
K
,
ξ√
K
)
∣∣∣∣∣∣∣
≤ 2
∑
i1: |i1−n|≤L
|cov (Yl, YnYi1)|E
∣∣∣∣∣∣∣
∑
i2∈Fn,l1
Yi2
∣∣∣∣∣∣∣
+ 2
∑
i1: |i1−l|≤L
|cov (Yn, YlYi1)|E
∣∣∣∣∣∣∣
∑
i2∈Fn,l1
Yi2
∣∣∣∣∣∣∣
. L2 exp (−CL) .
Let us turn to the estimation of (151). A similar argument as for (146) implies∣∣T(151)∣∣ . L3 |ξ|√
K
(
1 + ξ2
)
exp
(−Cξ2) .
Let us turn to the estimation of (152). A similar argument as for (147) yields∣∣T(152)∣∣ . L2 |ξ| exp (−CL) .
It remains to estimate (143) and (149). Recalling the definition (43) of Fn,l1 , a direct compu-
tation yields
T(143) = −E
YnYl
 ∑
i1: |i1−l|≤L
Yi1 +
∑
i2: |i2−n|≤L
Yi2
2 e( ξ˜√
K
,
ξ√
K
)
= −E
YnYl
 ∑
i1: |i1−l|≤L
Yi1
2 e( ξ˜√
K
,
ξ√
K
) (159)
− E
YnYl
 ∑
i2: |i2−l|≤L
Yi2
2 e( ξ˜√
K
,
ξ√
K
) (160)
− 2E
YnYl ∑
i1: |i1−n|≤L
Yi1
∑
i2: |i2−l|≤L
Yi2e
(
ξ˜√
K
,
ξ√
K
) , (161)
STRICT CONVEXITY OF THE FREE ENERGY 47
and
T(149) = 2E
Yl ∑
i1: |i1−n|≤L
Yi1
E
Yn
 ∑
i2∈Fn,l1
Yi2
 e( ξ˜√
K
,
ξ√
K
)
+ 2E
Yl ∑
i1: |i1−l|≤L
Yi1
E
Yn
 ∑
i2∈Fn,l1
Yi2
 e( ξ˜√
K
,
ξ√
K
)
= 2E
Yl ∑
i1: |i1−n|≤L
Yi1
E
Yn
 ∑
i2∈Fn,l1
Yi2
 e( ξ˜√
K
,
ξ√
K
) (162)
+ 2E
Yl ∑
i1: |i1−l|≤L
Yi1
E
Yn ∑
i2: |i2−l|≤L
Yi2e
(
ξ˜√
K
,
ξ√
K
) (163)
+ 2E
Yl ∑
i1: |i1−l|≤L
Yi1
E
Yn ∑
i2: |i2−n|≤L
Yi2e
(
ξ˜√
K
,
ξ√
K
) . (164)
The terms (159), (160), (162) and (163) can be estimated using the arguments from above.
Let us turn to the estimation of (159). Taylor expansion with respect to the first variable
yields
T(159) = −E
YnYl
 ∑
i1: |i1−l|≤L
Yi1
2 e(0, ξ√
K
) (165)
− E
YnYl
 ∑
i1: |i1−l|≤L
Yi1
2∑
i2∈F1
Yi2
 e( ξˆ√
K
,
ξ√
K
) i ξ˜√
K
. (166)
Let us consider (165): Note that for i1 with |i1 − l| ≤ L, we have |i1 − n| ≥ |n− l|−|i1 − l| >
2L− L = L. Thus applying Lemma 3.4 and Lemma 3.5 yields
∣∣T(165)∣∣ =
∣∣∣∣∣∣cov
Yn, Yl
 ∑
i1: |i1−l|≤L
Yi1
2 e(0, ξ√
K
)∣∣∣∣∣∣ . L2 (1 + |ξ|) exp (−CL) .
Let us consider (166): A similar argument as for (146) yields∣∣T(166)∣∣ . L3 |ξ|√
K
(
1 + ξ2
)
exp
(−Cξ2) ,
and thus ∣∣T(159)∣∣ = ∣∣T(165) + T(166)∣∣
≤ ∣∣T(165)∣∣+ ∣∣T(166)∣∣
. L2 (1 + |ξ|) exp (−CL) + L3 |ξ|√
K
(
1 + ξ2
)
exp
(−Cξ2) .
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Let us turn to the estimation of (160). A similar argument as for (159) yields∣∣T(160)∣∣ . L2 (1 + |ξ|) exp (−CL) + L3 |ξ|√
K
(
1 + ξ2
)
exp
(−Cξ2) .
Let us turn to the estimation of (162). It follows from Lemma 3.4 and Lemma 3.5 that
∣∣T(162)∣∣ =
∣∣∣∣∣∣2 cov
Yl, ∑
i1: |i1−n|≤L
Yi1
∣∣∣∣∣∣
∣∣∣∣∣∣∣E
Yn
 ∑
i2∈Fn,l1
Yi2
 e( ξ˜√
K
,
ξ√
K
)
∣∣∣∣∣∣∣
. L3/2 exp (−CL) . L2 exp (−CL) .
Let us turn to the estimation of (163). A similar argument as for (159) yields∣∣T(163)∣∣ . L2 (1 + |ξ|) exp (−CL) + L3 |ξ|√
K
(
1 + ξ2
)
exp
(−Cξ2) .
Let us turn to the estimation of (161) and (164). Combining these terms and applying Taylor
expansion with respect to the first variable yield
T(161) + T(164)
= −2 cov
Yl ∑
i1: |i1−l|≤L
Yi1 , Yn
∑
i2: |i2−n|≤L
Yi2e
(
ξ˜√
K
,
ξ√
K
)
= −2 cov
Yl ∑
i1: |i1−l|≤L
Yi1 , Yn
∑
i2: |i2−n|≤L
Yi2e
(
0,
ξ√
K
) (167)
− 2 cov
Yl ∑
i1: |i1−l|≤L
Yi1 , Yn
∑
i2: |i2−n|≤L
Yi2
∑
i3∈Fn,l1
Yi3e
(
ξˆ√
K
,
ξ√
K
) i ξ˜√
K
. (168)
Let us consider (167): Dividing into two parts, we get
T(167) = −2 cov
Yl ∑
i1: |i1−l|≤L/2
Yi1 , Yn
 ∑
i2: |i2−n|≤L
Yi2
 e(0, ξ√
K
) (169)
− 2 cov
Yl ∑
i1: L/2≤|i1−l|≤L
Yi1 , Yn
 ∑
i2: |i2−n|≤L
Yi2
 e(0, ξ√
K
) . (170)
Note that for (i1, i2) with |i1 − l| ≤ L2 and |i2 − n| ≤ L, it holds that
|i1 − i2| ≥ |l − n| − |i1 − l| − |i2 − n| ≥ 2L− L
2
− L ≥ L
2
.
Therefore Lemma 3.4 and Lemma 3.5 implies∣∣T(169)∣∣ . L2 (1 + |ξ|) exp (−CL) ,
and also by definition of covariances, it holds that
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∣∣T(170)∣∣ ≤
∣∣∣∣∣∣2E
Yl
 ∑
i1: L/2≤|i1−l|≤L
Yi1
Yn
 ∑
i2: |i2−n|≤L
Yi2
 e(0, ξ√
K
)∣∣∣∣∣∣
+
∣∣∣∣∣∣2E
Yl ∑
i1: L/2≤|i1−l|≤L
Yi1
∣∣∣∣∣∣
∣∣∣∣∣∣E
Yn
 ∑
i2: |i2−n|≤L
Yi2
 e(0, ξ√
K
)∣∣∣∣∣∣
=
∣∣∣∣∣∣2 cov
Yl,
 ∑
i1: L/2≤|i1−l|≤L
Yi1
Yn
 ∑
i2: |i2−n|≤L
Yi2
 e(0, ξ√
K
)∣∣∣∣∣∣
+
∣∣∣∣∣∣2 cov
Yl, ∑
i1: L/2≤|i1−l|≤L
Yi1
∣∣∣∣∣∣E
∣∣∣∣∣∣Yn
 ∑
i2: |i2−n|≤L
Yi2
∣∣∣∣∣∣
. L2 (1 + |ξ|) exp (−CL) + L3/2 exp (−CL) . L2 (1 + |ξ|) exp (−CL) .
Thus we have ∣∣T(167)∣∣ ≤ ∣∣T(169)∣∣+ ∣∣T(170)∣∣ . L2 (1 + |ξ|) exp (−CL) .
Let us consider (168): A similar argument as for (154) yields∣∣T(168)∣∣ . L3 |ξ|√
K
(
1 + ξ2
)
exp
(−Cξ2) .
Therefore we conclude that∣∣T(161) + T(164)∣∣ ≤ ∣∣T(167)∣∣+ ∣∣T(168)∣∣
. L2 (1 + |ξ|) exp (−CL) + L3 |ξ|√
K
(
1 + ξ2
)
exp
(−Cξ2) .
To sum up the estimation of (143) and (149), we have∣∣T(143) + T(149)∣∣ = ∣∣(T(159) + T(160) + T(161))+ (T(162) + T(163) + T(164))∣∣
≤ ∣∣T(159)∣∣+ ∣∣T(160)∣∣+ ∣∣T(162)∣∣+ ∣∣T(163)∣∣+ ∣∣T(161) + T(164)∣∣
. L2 (1 + |ξ|) exp (−CL) + L3 |ξ|√
K
(
1 + ξ2
)
exp
(−Cξ2)
. L2
(
1 + ξ2
)
exp (−CL) + L3 |ξ|√
K
(
1 + ξ2
)
exp
(−Cξ2) .
Overall we have proven the desired estimates that for |n− l| > 2L,∣∣T(139) + T(140)∣∣
≤ ∣∣T(143) + T(149)∣∣+ ∣∣T(144)∣∣+ ∣∣T(145) + T(150)∣∣+ ∣∣T(146)∣∣+ ∣∣T(147)∣∣+ ∣∣T(148)∣∣+ ∣∣T(151)∣∣+ ∣∣T(152)∣∣
. L2
(
1 + ξ2
)
exp (−CL) + L3 |ξ|√
K
(
1 + ξ2
)
exp
(−Cξ2) .
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Case 2. |n− l| ≤ 2L.
Let us set (ξ1, ξ2) =
(
ξ˜√
K
, ξ√
K
)
with
∣∣∣ ξ˜√
K
∣∣∣ ≤ ∣∣∣ ξ√
K
∣∣∣ ≤ δ ≤ 1. Except for (147) and (152), we
may apply (50) in Lemma 4.1 followed by (21). For example, we have
∣∣T(143)∣∣ =
∣∣∣∣∣∣∣E
YnYl
 ∑
i∈Fn,l1
Yi

2
e
(
ξ˜√
K
, 0
)
E
[
e
(
0,
ξ√
K
)
| Gn,l
]
∣∣∣∣∣∣∣
. E
∣∣∣∣∣∣∣YnYl
 ∑
i∈Fn,l1
Yi

2∣∣∣∣∣∣∣
(
1 +
|ξ|3√
K
)
exp
(−Cξ2)
. L2
(
1 + ξ2
)
exp
(−Cξ2) .
Similar computations yield∣∣T(144)∣∣ , ∣∣T(145)∣∣ , ∣∣T(148)∣∣ , ∣∣T(149)∣∣ , ∣∣T(150)∣∣ . L2 (1 + ξ2) exp (−Cξ2) ,
∣∣T(146)∣∣ , ∣∣T(151)∣∣ . L3 |ξ|√
K
(
1 + ξ2
)
exp
(−Cξ2) .
Let us turn to the estimation of (147) and (152): Because those terms involve a sum over Fn,l2 ,
one needs to apply the decay of correlations (cf. Lemma 3.5). It follows that (see also the
computation for the case |n− l| > 2L)∣∣T(147)∣∣ , ∣∣T(152)∣∣ . L2 |ξ| exp (−CL) .
Therefore we have for |n− l| ≤ 2L,∣∣T(139) + T(140)∣∣
≤ ∣∣T(143)∣∣+ ∣∣T(144)∣∣+ ∣∣T(145)∣∣+ ∣∣T(146)∣∣+ ∣∣T(147)∣∣+ ∣∣T(148)∣∣+ ∣∣T(149)∣∣+ ∣∣T(150)∣∣+ ∣∣T(151)∣∣+ ∣∣T(152)∣∣
. L2 |ξ| exp (−CL) + L2 (1 + ξ2) exp (−Cξ2)+ L3 |ξ|√
K
(
1 + ξ2
)
exp
(−Cξ2)
. L2
(
1 + ξ2
)
exp (−CL) + L3 (1 + ξ2) exp (−Cξ2) .
To conclude, we sum up all the bounds we have proven so far. That is, for |n− l| > 2L, we
have ∣∣∣∣∣ d2dξ21 ddσn ddσlGn,l
(
ξ˜√
K
,
ξ√
K
)∣∣∣∣∣
≤ ∣∣T(139) + T(140)∣∣+ ∣∣T(141)∣∣+ ∣∣T(142)∣∣
. L3
(
1 + ξ2
)
exp (−CL) + L4 |ξ|√
K
(
1 + ξ2
)
exp
(−Cξ2)
and for |n− l| ≤ 2L,∣∣∣∣∣ d2dξ21 ddσn ddσlGn,l
(
ξ˜√
K
,
ξ√
K
)∣∣∣∣∣
≤ ∣∣T(139)∣∣+ ∣∣T(140)∣∣+ ∣∣T(141)∣∣+ ∣∣T(142)∣∣
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. L3
(
1 + ξ2
)
exp (−CL) + L3 (1 + ξ2) exp (−Cξ2)
+ L4
|ξ|√
K
(
1 + ξ2
)
exp
(−Cξ2)
. L3
(
1 + ξ2
)
exp (−CL) + L4 (1 + ξ2) exp (−Cξ2) .
This finishes the proof of Lemma 4.4. 
Remark 4.7. The proof of Lemma 4.3 is almost the same as the proof of Lemma 4.4.
Carrying out a Taylor expansion with respect to the second variable in Gn,l yields
d
dξ1
d
dσn
d
dσl
Gn,l(0, ξ2)ξ1
=
d
dξ1
d
dσn
d
dσl
Gn,l(0, 0)︸ ︷︷ ︸
=0
ξ1 +
d
dξ2
d
dξ1
d
dσn
d
dσl
Gn,l(0, ξ˜2)ξ1ξ2. (171)
The first term in (171) vanishes because
d
dξ1
d
dσn
d
dσl
Gn,l(0, 0) =
d
dσn
d
dσl
d
dξ1
Gn,l(0, 0) =
d
dσn
d
dσl
E
i ∑
i∈Fn,l1
Yi
 = 0.
Then similar arguments applied to the second term in (171) gives the desired bound.
Acknowledgment
The authors want to thank Felix Otto and H.T. Yau for bringing this problem to their
attention. The authors are also thankful to many people discussing the problem and helping
to improve the preprint. Among them are Tim Austin, Frank Barthe, Marek Biskup, Pietro
Caputo, Jean-Dominique Deuschel, Max Fathi, Andrew Krieger, Michel Ledoux, Sangchul
Lee, Thomas Liggett, Felix Otto, Daniel Ueltschi, and Tianqi Wu. The authors want to thank
Marek Biskup, UCLA and KFAS for financial support. Last but not least, the authors thank
the anonymous referee for the detailed report that helped to further improve the article.
References
[1] Adams, S.: Lectures on mathematical statistical mechanics. Communications of the Dublin Institute for
Advanced Studies Series A (Theoretical Physics) 30 (2006)
[2] Bender, E.A.: Central and local limit theorems applied to asymptotic enumeration. J. Combinatorial
Theory Ser. A 15, 91–111 (1973)
[3] Biskup, M., Chayes, L., Kotecky´, R.: Critical region for droplet formation in the two-dimensional Ising
model. Comm. Math. Phys. 242(1-2), 137–183 (2003). DOI 10.1007/s00220-003-0946-x. URL http://
dx.doi.org/10.1007/s00220-003-0946-x
[4] Biskup, M., Chayes, L., Roman, K.: On the formation/dissolution of equilibrium droplets. EPL (Euro-
physics Letters) 60(1) (2002)
[5] Cancrini, N., Martinelli, F., Roberto, C.: The logarithmic Sobolev constant of Kawasaki dynamics under
a mixing condition revisited. Ann. Inst. H. Poincare´ Probab. Statist. 38(4), 385–436 (2002). DOI 10.
1016/S0246-0203(01)01096-2. URL http://dx.doi.org/10.1016/S0246-0203(01)01096-2
[6] Chafa¨ı, D.: Glauber versus Kawasaki for spectral gap and logarithmic Sobolev inequalities of some
unbounded conservative spin systems. Markov Process. Related Fields 9(3), 341–362 (2003)
[7] Chen, L.H.Y., Goldstein, L., Shao, Q.M.: Normal approximation by Stein’s method. Probability and
its Applications (New York). Springer, Heidelberg (2011). DOI 10.1007/978-3-642-15007-4. URL http:
//dx.doi.org/10.1007/978-3-642-15007-4
52 YOUNGHAK KWON AND GEORG MENZ
[8] DeSalvo, S., Menz, G.: A robust quantitative local central limit theorem with applications to enumerative
combinatorics and random combinatorial structures. arXiv:1610.07664 (2016)
[9] Dobrushin, R.L.: Description of a random field by means of conditional probabilities and conditions for
its regularity. Teor. Verojatnost. i Primenen 13, 201–229 (1968)
[10] Dobrushin, R.L.: Conditions for the absence of phase transitions in one-dimensional classical systems.
Mat. Sb. (N.S.) 93(135), 29–49, 151 (1974)
[11] Dobrushin, R.L., Tirozzi, B.: The central limit theorem and the problem of equivalence of ensembles.
Comm. Math. Phys. 54(2), 173–192 (1977). DOI 10.1007/BF01614136. URL https://doi.org/10.1007/
BF01614136
[12] Durrett, R.: Probability: theory and examples, Cambridge Series in Statistical and Probabilistic
Mathematics, vol. 31, fourth edn. Cambridge University Press, Cambridge (2010). DOI 10.1017/
CBO9780511779398. URL http://dx.doi.org/10.1017/CBO9780511779398
[13] Erdo˝s, P., Re´nyi, A.: On the evolution of random graphs. Magyar Tud. Akad. Mat. Kutato´ Int. Ko¨zl. 5,
17–61 (1960)
[14] Erdo˝s, P., Re´nyi, A.: On the evolution of random graphs. Bull. Inst. Internat. Statist. 38, 343–347 (1961)
[15] Fathi, M., Menz, G.: Hydrodynamic limit for conservative spin systems with super-quadratic, partially
inhomogeneous single-site potential. arXiv:1405.3327 (2014)
[16] Feller, W.: An introduction to probability theory and its applications. Vol. II. Second edition. John Wiley
& Sons, Inc., New York-London-Sydney (1971)
[17] Fronczak, P., Fronczak, A., Ho lyst, J.A.: Phase transitions in social networks. The European Physical
Journal B 59(1), 133–139 (2007). DOI 10.1140/epjb/e2007-00270-8. URL https://doi.org/10.1140/
epjb/e2007-00270-8
[18] Georgii, H.O.: The equivalence of ensembles for classical systems of particles. Journal of Statistical Physics
80(5), 1341–1378 (1995). DOI 10.1007/BF02179874. URL https://doi.org/10.1007/BF02179874
[19] Grunewald, N., Otto, F., Villani, C., Westdickenberg, M.G.: A two-scale approach to logarithmic Sobolev
inequalities and the hydrodynamic limit. Ann. Inst. H. Poincare´ Probab. Statist. 45(2), 302–351 (2009).
DOI 10.1214/07-AIHP200. URL http://dx.doi.org/10.1214/07-AIHP200
[20] Henderson, C., Menz, G.: Equivalence of a mixing condition and the lsi in spin systems
with infinite range interaction. Stochastic Processes and their Applications 126(10), 2877 – 2912
(2016). DOI https://doi.org/10.1016/j.spa.2016.03.005. URL http://www.sciencedirect.com/science/
article/pii/S0304414916000612
[21] Ising, E.: Contribution to the Theory of Ferromagnetism. Z. Phys. 31, 253–258 (1925). DOI 10.1007/
BF02980577
[22] Krivelevich, M., Sudakov, B.: The phase transition in random graphs: a simple proof. Random Struc-
tures Algorithms 43(2), 131–138 (2013). DOI 10.1002/rsa.20470. URL http://dx.doi.org/10.1002/
rsa.20470
[23] Landim, C., Panizo, G., Yau, H.T.: Spectral gap and logarithmic Sobolev inequality for unbounded
conservative spin systems. Ann. Inst. H. Poincare´ Probab. Statist. 38(5), 739–777 (2002). DOI 10.1016/
S0246-0203(02)01108-1. URL http://dx.doi.org/10.1016/S0246-0203(02)01108-1
[24] Menz, G.: LSI for Kawasaki dynamics with weak interaction. Comm. Math. Phys. 307(3), 817–860 (2011).
DOI 10.1007/s00220-011-1326-6. URL http://dx.doi.org/10.1007/s00220-011-1326-6
[25] Menz, G., Nittka, R.: Decay of correlations in 1D lattice systems of continuous spins and long-range
interaction. Journal of Statistical Physics 156(2), 239–267 (2014). DOI 10.1007/s10955-014-1011-1. URL
http://dx.doi.org/10.1007/s10955-014-1011-1
[26] Menz, G., Otto, F.: Uniform logarithmic Sobolev inequalities for conservative spin systems with super-
quadratic single-site potential. Ann. Probab. 41(3B), 2182–2224 (2013). DOI 10.1214/11-AOP715. URL
http://dx.doi.org/10.1214/11-AOP715
[27] Peierls, R.: On ising’s model of ferromagnetism. Mathematical Proceedings of the Cambridge Philosoph-
ical Society 32(3), 477481 (1936). DOI 10.1017/S0305004100019174
[28] Ruelle, D.: Statistical mechanics of a one-dimensional lattice gas. Comm. Math. Phys. 9, 267–278 (1968).
URL http://projecteuclid.org/euclid.cmp/1103840801
[29] Schonmann, R.H., Shlosman, S.B.: Constrained variational problem with applications to the Ising model.
Journal of Statistical Physics 83(5-6), 867–905 (1996). DOI 10.1007/BF02179548. URL http://dx.doi.
org/10.1007/BF02179548
[30] Selinger, J.V.: Introduction to the Theory of Soft Matter: From Ideal Gases to Liquid Crystals. Springer
(2016)
STRICT CONVEXITY OF THE FREE ENERGY 53
[31] Wang, M., Woodroofe, M.: A local limit theorem for sums of dependent random variables. Statist.
Probab. Lett. 9(3), 207–213 (1990). DOI 10.1016/0167-7152(90)90057-E. URL http://dx.doi.org/10.
1016/0167-7152(90)90057-E
[32] Yoshida, N.: The equivalence of the log-Sobolev inequality and a mixing condition for unbounded spin
systems on the lattice. Ann. Inst. H. Poincare´ Probab. Statist. 37(2), 223–243 (2001). DOI 10.1016/
S0246-0203(00)01066-9. URL http://dx.doi.org/10.1016/S0246-0203(00)01066-9
[33] Yoshida, N.: Phase transition from the viewpoint of relaxation phenomena. Reviews in Mathematical
Physics 15(07), 765–788 (2003). DOI 10.1142/S0129055X03001746. URL http://www.worldscientific.
com/doi/abs/10.1142/S0129055X03001746
[34] Zegarlinski, B.: The strong decay to equilibrium for the stochastic dynamics of unbounded spin systems
on a lattice. Comm. Math. Phys. 175(2), 401–432 (1996). URL http://projecteuclid.org/euclid.
cmp/1104275930
Department of Mathematics, University of California, Los Angeles
E-mail address: yhkwon@math.ucla.edu
Department of Mathematics, University of California, Los Angeles
E-mail address: gmenz@math.ucla.edu
