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Salah satu kriteria penilaian pada akreditasi program studi adalah penilaian terhadap lama studi 
mahasiswa yang lulus tepat waktu. tidak sedikit mahasiwa yang menempuh masa studi melebihi standar 
kelulusan yang telah ditetapkan. Sehingga penting bagi program studi untuk mengetahui mahasiswa mana 
saja yang memiliki kemungkinan lulus tidak tepat waktu. Untuk itu diperlukan adanya prediksi lama studi 
mahasiswa. Salah satu cara untuk dapat memprediksi lama studi mahasiswa adalah dengan membangun 
model klasifikasi. Penelitian ini bertujuan untuk membangun model prediksi lama studi mahasiswa 
menggunakan Decision Tree dengan algoritme NBTree.  Data yang digunakan adalah data nilai akademik 
serta data cuti akademik mahasiswa. Hasil yang diperoleh adalah model klasifikasi berupa Naïve Bayes 
Decision Tree dengan akurasi 73,45%. 
 





One of the assessment criteria for the accreditation of the study program is the assessment of the 
duration of the study of students who graduated on time. not a few students who pursue the study period 
exceeds the established standard of graduation. So it is important for the study program to know which 
students have the possibility of passing is not timely. For that it is necessary to predict the length of student 
study. One way to predict the length of a student's study is to build a classification model. This study aims to 
build a long prediction model of student study using Decision Tree with NBTree algorithm. The data used are 
academic value data and student academic leave data. The result obtained is a classification model of Naïve 
Bayes Decision Tree with 73.45% accuracy. 
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1.  PENDAHULUAN 
 
Program Studi merupakan garda terdepan 
dalam penyelenggaraan pendidikan dari sebuah 
Perguruan Tinggi, sehingga program studi 
senantiasa melakukan evaluasi guna meningkatkan 
mutu dan efisiensi perguruan tinggi termasuk 
peningkatan kualitas lulusan. Selain itu, salah satu 
kriteria penilaian pada akreditasi program studi 
adalah penilaian terhadap lama studi mahasiswa 
yang lulus tepat waktu. Masa studi mahasiswa telah 
diatur dalam ketetapan Kementerian Pendidikan 
dan Kebudayaan Direktorat Jenderal Pendidikan 
Tinggi tentang Sistem Pendidikan Tinggi yang 
menyebutkan bahwa untuk memenuhi standar 
kompetensi lulusan bagi mahasiswa program 
sarjana (S1) beban wajib yang harus ditempuh 
adalah paling sedikit 144 - 160 satuan kredit 
semester ( sks ) dengan masa studi selama 8 - 10 
semester atau 4 – 5 tahun. 
Pada institusi pendidikan  perguruan tinggi, 
data mahasiswa dan data jumlah kelulusan 
mahasiswa dapat menghasilkan informasi yang 
berlimpah berupa jumlah kelulusan setiap tahunnya, 
profil, dan hasil akademik mahasiswa selama 
menempuh proses kegiatan belajar mengajar di 
perguruan tinggi. Adanya informasi mengenai lama 
studi mahasiswa tentu akan menjadi pendukung  
suatu pengambilan keputusan yang tepat bagi 
manajemen Perguruan Tinggi dalam mengambil 
langkah berikutnya. 
Permasalahan yang sering terjadi adalah 
masih banyaknya jumlah mahasiswa yang lulus 
dengan masa studi melampaui waktu yang telah 
ditetapkan atau tidak tepat waktu.  Hal ini dapat 
mempengaruhi mutu lulusan Perguruan Tinggi. 
Sehingga penting bagi program studi untuk 
mengetahui mahasiswa mana saja yang memiliki 
kemungkinan lulus tidak tepat waktu. Untuk itu 
diperlukan adanya prediksi lama studi mahasiswa. 
Salah satu cara untuk dapat memprediksi lama 
studi mahasiswa adalah dengan membangun model 
klasifikasi. Selama ini STMIK Indonesia belum 
memiliki model klasifikasi lama studi mahasiswa 
yang dapat digunakan sebagai prediksi jumlah lulus 
tepat waktu. Padahal data mahasiswa sangat 
berlimpah, hanya saja data-data tersebut belum 
dimanfaatkan untuk dianalisis lebih jauh. 
Data lama studi mahasiswa berukuran 
besar dapat dianalisis menggunakan teknik 
klasifikasi. Salah satu metode dalam klasifikasi 
adalah decision tree yang akan menghasilkan 
model klasifikasi. Salah satu algoritma yang dapat 
diterapkan dalam metode decision tree adalah 
NBTree. Model klasifikasi yang terbentuk akan 
dapat digunakan dalam prediksi. Penelitian ini 
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bertujuan untuk menerapkan metode decision tree 
dengan algoritma NBTree untuk membentuk model 
klasifikasi. Hasil dari penelitian ini adalah 
terbentuknya  model klasifikasi data lama studi 
mahasiswa STMIK Indonesia yang nantinya dapat 




2.  METODOLOGI PENELITIAN 
 
Data yang digunakan dalam penelitian ini 
merupakan data mahasiswa 2013-2015 di STMIK 
Indonesia. Penelitian ini dilakukan secara bertahap 
sesuai tahapan yang telah disusun pada Gambar 2. 





Gambar 2. Metode Penelitian 
 
 
2.1  Praproses Data 
Data dari sumber dikumpulkan dan dilakukan 
tahapan praproses data sebagai berikut : 
1. Seleksi data 
Pada tahap ini, dilakukan pengelompokkan 
mahasiswa berdasarkan lama studinya dan 
memilih atribut-atribut yang sesuai dengan 
kategori permasalahan. 
2. Pembersihan data 
Pada data dilakukan pembersihan data untuk 
memperbaiki data yang hilang atau kosong, 
data yang mengandung noise, dan data yang 
tidak konsisten.  
3. Integrasi data 
Pada tahap ini dilakukan penggabungan data 
dari berbagai sumber ke suatu basis data. 
Kemudian dilakukan proses reduksi data, 
dimana data yang tidak relevan dan data yang 
redudansi dibuang. 
4. Transformasi data 
Proses perubahan bentuk ke dalam bentuk 
data yang tepat agar dapat digunakan untuk 
proses selanjutnya. Proses ini meliputi 
penyeragaman nama atribut. 
 
2.2  Pembagian Data Latih dan Data Uji 
Proses pembagian data menjadi data latih dan 
data uji dilakukan dengan menggunakan 10 fold 
cross validation. Data latih akan digunakan untuk 
membentuk model klasifikasi. Sedangkan data uji 
akan digunakan untuk menghitung akurasi yang 
diperoleh dari model klasifikasi. 
 
2.2.1 Klasifikasi 
Pada proses klasifikasi dilakukan 
pembentukan model klasifikasi menggunakan 
metode  decision tree. Kemudian dilakukan 
penghitungan akurasi dari model klasifikasi yang 
terbentuk. Dari proses klasifikasi ini akan diperoleh 
model klasifikasi yang dapat digunakan untuk 
mengisi label kelas dari data baru yang belum 
diketahui label kelasnya. 
 
2.2.2 Model Klasifikasi 
Proses pembentukan  model klasifikasi dari 
data mahasiswa menggunakan data  tabel 
gabungan dan kelas targetnya. Pembentukan model 
klasifikasi ini menggunakan salah satu algoritme 
pembentukan decision tree yaitu algoritme NBTree. 
 
 
2.2.3 Penghitungan Akurasi 
Tahap ini adalah tahap untuk menghitung 
akurasi dari model klasifikasi yang diperoleh dari 
proses klasifikasi. Metode yang digunakan dalam 
proses penghitungan akurasi ini adalah dengan 
menggunakan confussion matrix. 
Jika hasil akurasi yang diperoleh sudah 
memenuhi nilai threshold, maka model klasifikasi itu 
akan digunakan untuk menentukan label kelas dari 
data baru. Akan tetapi jika akurasi yang diperoleh 
belum memenuhi nilai threshold, maka proses 
klasifikasi akan diulang dengan menggunakan 
proporsi data latih dan data uji yang berbeda atau 




3. HASIL DAN PEMBAHASAN 
 
3.1   Praproses Data 
Data yang digunakan pada penelitian ini 
adalah data nilai akademik mahasiswa, data cuti 
akademik, dan data ketepatan waktu lulus 
mahasiswa program studi sistem informasi tahun 
2013 – 2015. Tidak semua data yang terdapat pada 
data nilai akademik mahasiswa digunakan pada 
penelitian ini. Setelah melalui tahap pemilihan 
atribut, terdapat 36 atribut yang digunakan pada 
penelitian ini. Atribut itu terdiri dari 34 mata kuliah 
semester 1 sampai semester 4, cuti kuliah dan 
ketepatan lulus studi. Atribut ketepatan lulus studi 
menjadi kelas dari data yang digunakan pada 
penelitian ini. 
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Proses selanjutnya adalah proses 
pembersihan data. Salah satu tujuan proses 
pembersihan data adalah untuk mengganti data 
yang kosong. Jika terdapat nilai atribut yang kosong 
untuk suatu record, akan diganti dengan nilai T. 
Dimana nilai T ini berarti mahasiswa tersebut tidak 
mengambil mata kuliah tersebut. Hal ini terjadi 
karena terdapat perbedaan kurikulum antara 
mahasiswa yang lulus tahun 2013 dengan 
mahasiswa yang lulus tahun 2014 – 2015.  Selain 
itu nilai masing-masing atribut mata kuliah terdiri 
dari A, B, C, D, dan T. Tidak terdapat nilai E, 
dikarenakan salah satu persyaratan sidang skripsi 
adalah tidak terdapat nilai E. Sehingga mahasiswa 
yang sudah lulus, otomatis tidak memiliki nilai E. 
Kemudian masing-masing data tersebut 
digabungkan menjadi satu. 
3.2  Klasifikasi 
Proses klasifikasi dilakukan dalam dua tahap, 
yaitu pembentukan model klasifikasi berupa 
decision tree dan penghitungan akurasi dari 
decision tree yang terbentuk. Pembentukan 
decision tree dilakukan dengan menggunakan 
algoritme NBTree. Proses pembentukannya 
dilakukan dengan perangkat lunak Weka. Gambar 3 
merupakan decision tree yang dibentuk.  Pada 
decision tree yang dihasilkan, diketahui bahwa tidak 
semua atribut yang digunakan muncul sebagai node 
pada decision tree. 
 
Gambar 3. Model Klasifikasi Data Lama Studi Mahasiswa Program Studi Sistem Informasi STMIK Indonesia 
 
 
Dari gambar 3 di atas, dapat dilihat bahwa dari 
35 atribut yang digunakan, hanya 3 atribut yang 
muncul pada decision tree tersebut, yaitu cuti 
kuliah, MKB5203 (Mata kuliah Sistem Operasi) dan 
MPB2102 (Mata kuliah Komputer dan Masyarakat). 
Leaf node yang dihasilkan dari decision tree yang 
dibentuk dari algoritme NBTree merupakan sebuah 
model naïve bayes, dimana model ini berisi peluang 
untuk masing-masing kelas, dan peluang setiap 
atribut terhadap masing-masing kelas.  
Berdasarkan decision tree yang terbentuk, 
dapat dibuat 10 aturan. Sebagai contoh, aturan 
yang terbentuk dari decision tree pada Gambar 3, 
adalah sebagai berikut : 
 Aturan 1: 
Jika nilai atribut cuti adalah YA, maka 
penentuan kelas dapat dihitung menggunakan 
model naïve bayes 1. 
 Aturan 6: 
Jika nilai atribut cuti adalah TIDAK, niali atribut 
MKB5203 adalah B, dan nilai atribut MPB2012 
adalah A, maka penentuan kelas dapat 
dihitung menggunakan model naïve bayes 6. 
Nilai yang dihitung dengan menggunakan 
model naïve bayes adalah conditionally 
independent antara satu atribut dan atribut lainnya 
dengan menggunakan persamaan (2). Kemudian 
dilakukan penghitungan peluang suatu record 
termasuk ke dalam setiap kelas yang dihitung 
dengan Persamaan (3). Pengitungan ini dilakukan 
untuk semua kelas yang ada. Untuk penentuan 
kelas, diambil berdasarkan nilai peluang suatu 
record termasuk ke dalam suatu kelas yang paling 
tinggi. 
 
3.3  Penghitungan Akurasi 
 Untuk menghitung akurasi dari model 
klasifikasi yang terbentuk digunakan confusion 
matrix. Confusion matrix yang diperoleh dari model 
klasifikasi tersebut terdapat pada Tabel 2. 
 
Tabel 2. Confusion matrix dari model klasifikasi 
 
 








Kelas = Tepat 270 35 
Kelas = Tidak 
Tepat 115 145 
 
Penghitungan akurasi dengan menggunakan 
confusion matrix adalah sebagai berikut: 
akurasi=
banyaknya prediksi yang benar
total banyaknya prediksi
 
Dengan menggunakan data pada tabel 
confusion matrix, dapat dihitung akurasi dari model 
klasifikasi. 





= 415ହ଺ହ = 0,7345 
 
Hasil akurasi yang diperoleh adalah 73,45%. 
Sedangkan nilai threshold yang digunakan adalah 
70%. Sehingga nilai akurasi yang diperoleh telah 
memenuhi threshold yang diberikan. 
 
 
4.  KESIMPULAN 
 
4.1  Kesimpulan 
Berdasarkan penelitian yang dilakukan dalam 
membentuk model klasifikasi untuk data lama studi 
mahasiswa, dapat diambil kesimpulan sebagai 
berikut : 
1. Telah terbentuk model klasifikasi untuk  yang 
memiliki 10 aturan klasifikasi dengan akurasi 
73,45%. 
2. Lama studi mahasiswa dapat dideskripsikan 
oleh nilai akademik dan data cuti akademik 
mahasiswa. 
 
4.2  Saran 
1. Data yang digunakan bisa ditambah lebih dari 
3 tahun, agar penelitiannya agar model data 
klasifikasinya lebih variatif. 
2. Gunakan metode penelitian yang lain, agar 
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