The modified Crank-Nicolson scheme for the Allen-Cahn equation and mean curvature flow, and the numerical solutions for the stochastic Allen-Cahn equation by Hu, Junzhao
Graduate Theses and Dissertations Iowa State University Capstones, Theses andDissertations
2017
The modified Crank-Nicolson scheme for the
Allen-Cahn equation and mean curvature flow, and
the numerical solutions for the stochastic Allen-
Cahn equation
Junzhao Hu
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/etd
Part of the Applied Mathematics Commons, and the Statistics and Probability Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Graduate Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Hu, Junzhao, "The modified Crank-Nicolson scheme for the Allen-Cahn equation and mean curvature flow, and the numerical
solutions for the stochastic Allen-Cahn equation" (2017). Graduate Theses and Dissertations. 16149.
https://lib.dr.iastate.edu/etd/16149
The modified Crank-Nicolson scheme for the Allen-Cahn equation and mean
curvature flow, and the numerical solutions for the stochastic Allen-Cahn
equation
by
Junzhao Hu
A dissertation submitted to the graduate faculty
in partial fulfillment of the requirements for the degree of
DOCTOR OF PHILOSOPHY
Co-majors: Applied Mathematics;
Statistics
Program of Study Committee:
Steven Hou, Co-major Professor
Huaiqing Wu, Co-major Professor
Scott Hansen
Ananda Weerasinghe
Daniel J. Nordman
The student author, whose presentation of the scholarship herein was approved by the
program of study committee, is solely responsible for the content of this dissertation. The
Graduate College will ensure this dissertation is globally accessible and will not permit
alterations after a degree is conferred.
Iowa State University
Ames, Iowa
2017
Copyright c© Junzhao Hu, 2017. All rights reserved.
ii
DEDICATION
I would like to dedicate this dissertation to my wife Ke Ren and to my son Rocco without
whose support I would not have been able to complete this work. I would also like to thank
my friends and family for their assistance during the writing of this work.
iii
TABLE OF CONTENTS
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
CHAPTER 1. BACKGROUND . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 The moving interface problem . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 The level set method and phase field method . . . . . . . . . . . . . . . . . 1
1.3 The mean curvature flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 The deterministic Allen-Cahn equation . . . . . . . . . . . . . . . . . . . . . 4
1.5 The stochastic Allen-Cahn equation . . . . . . . . . . . . . . . . . . . . . . 5
CHAPTER 2. PRELIMINARIES . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1 Sobolev spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Finite element methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Discontinuous Galerkin Methods . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Some inequalities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
iv
CHAPTER 3. NUMERICAL SOLUTION TO THE DETERMINISTIC
ALLEN-CAHN EQUATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2 Fully discrete IP-DG approximations . . . . . . . . . . . . . . . . . . . . . . 20
3.2.1 Discretized DG scheme . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2.2 Stability of the DG scheme . . . . . . . . . . . . . . . . . . . . . . . 21
3.2.3 Well-posedness of the DG scheme . . . . . . . . . . . . . . . . . . . . 22
3.2.4 Error estimates analysis . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 Convergence of the numerical interface to the mean curvature flow . . . . . 35
3.4 Numerical experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
CHAPTER 4. NUMERICAL SOLUTION TO THE STOCHASTIC
ALLEN-CAHN EQUATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
vLIST OF TABLES
Table 3.1 Spatial errors and convergence rates . . . . . . . . . . . . . . . . . 39
Table 3.2 Spatial errors and convergence rates . . . . . . . . . . . . . . . . . 39
Table 4.1 Stochastic time discretization errors and convergence rates . . . . 49
Table 4.2 Stochastic time discretization errors and convergence rates . . . . 51
vi
LIST OF FIGURES
Figure 2.1 The Lagrange elements with k=1,2,3,4 . . . . . . . . . . . . . . . . 10
Figure 2.2 The Hermite element with k=3 . . . . . . . . . . . . . . . . . . . . 11
Figure 2.3 The Argyris element with k=5 . . . . . . . . . . . . . . . . . . . . . 12
Figure 3.1 Snapshots of the zero-level set of u,h,k for Test 3.4.1 at time t =
0, 0.8×10−2, 1.6×10−2, 2.4×10−2, 3.2×10−2, 3.8×10−2 and  = 0.025. 41
Figure 3.2 Snapshots of the zero-level set of u,h,k for Test 3.4.2 at time t =
0, 5.5 × 10−3, 1.1 × 10−2, 1.65 × 10−2, 2.2 × 10−2, 2.75 × 10−2 and
 = 0.025. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
Figure 4.1 Snapshots of the evolution of u,h,k at time t = 0, 0.8 × 10−2, 1.6 ×
10−2, 2.4× 10−2, 3.2× 10−2, 4.0× 10−2,  = 0.01, and σ = 0. . . . . 53
Figure 4.2 Snapshots of the evolution of u,h,k at time t = 0, 0.8 × 10−2, 1.6 ×
10−2, 2.4× 10−2, 3.2× 10−2, 4.0× 10−2,  = 0.01, and σ = 0.01. . . 54
Figure 4.3 Snapshots of the evolution of u,h,k at time t = 0, 0.8 × 10−2, 1.6 ×
10−2, 2.4× 10−2, 3.2× 10−2, 4.0× 10−2,  = 0.01, and σ = 0.1. . . . 55
Figure 4.4 Snapshots of the evolution of u,h,k at time t = 0, 0.8 × 10−2, 1.6 ×
10−2, 2.4× 10−2, 3.2× 10−2, 4.0× 10−2,  = 0.01, and σ = 0.5. . . . 56
Figure 4.5 The evolution of average energy based on 1000 Monte Carlo simula-
tions for σ = 0, 0.01, 0.1, and 0.5, respectively. . . . . . . . . . . . . 57
Figure 4.6 Snapshots of the evolution of u,h,k at time t = 0, 1.8 × 10−2, 3.6 ×
10−2, 5.4× 10−2, 7.2× 10−2, 9.0× 10−2,  = 0.01, and σ = 0. . . . . 58
vii
Figure 4.7 Snapshots of the evolution of u,h,k at time t = 0, 1.8 × 10−2, 3.6 ×
10−2, 5.4× 10−2, 7.2× 10−2, 9.0× 10−2,  = 0.01, and σ = 0.01. . . 59
Figure 4.8 Snapshots of the evolution of u,h,k at time t = 0, 1.8 × 10−2, 3.6 ×
10−2, 5.4× 10−2, 7.2× 10−2, 9.0× 10−2,  = 0.01, and σ = 0.1. . . . 60
Figure 4.9 Snapshots of the zero-level set of u,h,k at time t = 0, 1.8×10−2, 3.6×
10−2, 5.4× 10−2, 7.2× 10−2, 9.0× 10−2,  = 0.01, and σ = 0.5. . . . 61
Figure 4.10 The evolution of average energy based on 1000 Monte Carlo simula-
tions for σ = 0, 0.01, 0.1, and 0.5, respectively. . . . . . . . . . . . . 62
Figure 4.11 Snapshots of the zero-level set of u,h,k at time t = 0, 0.8×10−2, 1.6×
10−2, 2.4× 10−2, 3.2× 10−2, 4.0× 10−2,  = 0.01, and σ = 0. . . . . 63
Figure 4.12 Snapshots of the zero-level set of u,h,k at time t = 0, 0.8×10−2, 1.6×
10−2, 2.4× 10−2, 3.2× 10−2, 4.0× 10−2,  = 0.01, and σ = 0.01. . . 64
Figure 4.13 Snapshots of the zero-level set of u,h,k at time t = 0, 0.8×10−2, 1.6×
10−2, 2.4× 10−2, 3.2× 10−2, 4.0× 10−2,  = 0.01, and σ = 0.1. . . . 65
Figure 4.14 Snapshots of the zero-level set of u,h,k at time t = 0, 0.8×10−2, 1.6×
10−2, 2.4× 10−2, 3.2× 10−2, 4.0× 10−2,  = 0.01, and σ = 0.5. . . . 66
Figure 4.15 The evolution of energy based on the average of 1000 Monte Carlo
simulation for σ = 0, 0.01, 0.1, and 0.5, respectively. . . . . . . . . . 67
Figure 4.16 3D evolution of the stochastic Allen-Cahn equation with initial con-
dition of ecocentric cirlces . . . . . . . . . . . . . . . . . . . . . . . 68
viii
ACKNOWLEDGMENTS
I would like to express my deep gratitude to those who helped me with various aspects
of conducting research and the writing of this dissertation. First and foremost, my advisers
Professor Steven Hou and Professor Huaiqing Wu, for their guidance, patience and support
throughout this work and the writing of this dissertation. During my research, study and
personal contact with them, they keep inspiring me in both my academic work and personal
life, and I really appreciate having them as my advisors. Furthermore, I would also like to
thank my committee members Professors Scott Hansen, Ananda Weerasinghe and Daniel
Nordman for their efforts and contributions to this work. Also I would like to thank Yukun
Li and Huanrong Li for their valuable suggestions in writing the dissertation. Last but
not the least, I would like to thank all my fellow graduate students and friends for their
friendship, help and learning from them.
ix
ABSTRACT
The dissertation proposes and analyzes an efficient second-order in time numerical ap-
proximation for the Allen-Cahn equation, which is a nonlinear singular perturbation of the
reaction-diffusion model arising from phase separation in alloys. We first present a fully
discrete, nonlinear interior penalty discontinuous Galerkin (IPDG) finite element method,
which is based on the modified Crank-Nicolson scheme and a mid-point approximation of
the potential term f(u). We then derive the stability analysis and error estimates for the
proposed IPDG finite element method under some regularity assumptions on the initial
function u0. There are two key steps in our analysis: one is to establish an unconditionally
energy-stable scheme for the discrete solutions; the other is to use a discrete spectrum esti-
mate to handle the midpoint of the discrete solutions um and um+1 in the nonlinear term,
instead of using the standard Gronwall inequality technique. We obtain that all our error
bounds depend on reciprocal of the perturbation parameter  only in some lower polynomial
order, instead of exponential order.
The dissertation also studies the stochastic Allen-Cahn equation, adding a white noise
term to the right hand side of the deterministic Allen-Cahn equation. Three numerical
experiments are performed with different initial conditions to study the evolution results of
the stochastic case and compare these results with those of the deterministic case.
1CHAPTER 1. BACKGROUND
1.1 The moving interface problem
The moving interface problem is a special kind of boundary value problem for some par-
tial differential equations. It was originally raised by Josef Stefan by studying the moving
interface of the mixture of ice and water. Specifically, the mixture of ice and water was held
at a temperature of 0o C in the beginning, and then increased above 0o C to study the evolv-
ing boundary between ice and water. Other moving interface problems include two-phase
flow problems in fluid dynamics, the interaction between crystals in solidification, the phase
transition problems in alloy in materials science. Direct and indirect methods are used in
solving the moving interface problems. Some direct methods are the front tracking method,
immersed interface method and parameterization method. Indirect methods mainly refer
to the level set method and the phase field method. The direct methods are visible and
quantifiable with low computational cost. However, these methods need to parameterize
the boundary between objects/materials, and it is hard to parameterize the boundary when
it has significant topological changes such as split (i.e., the shape splits in two or more)
and merging. The topological changes of the boundary can be easily addressed through
an indirect method. Hence the focus is to use the indirect methods in solving the partial
differential equations.
1.2 The level set method and phase field method
The level set method was introduced by Stanley Osher and James A. Sethian (42) to
compute the movement of the interface in two or higher dimensions. The method is widely
2used in many fields, such as image processing, computer graphics, and computational fluid
dynamics. Consider a closed curve Γt in Rd. Define Ω− as the region inside the curve, and
Ω+ as the region outside the curve. Then the interface can be represented as the zero level
set of a function u(·, t) in Rd, such that
Γt := {x(t) ∈ Rd : u(x(t), t) = 0}. (1.1)
By taking the derivative on both sides of the equation, we will get
ut + Ou · dx
dt
= 0. (1.2)
As V :=
dx
dt
is defined as the velocity of the curve/surface, we will get
ut + Ou · V = 0 on Γt. (1.3)
The partial differential equation above is called the level set equation, which is determined
by the velocity field V and the initial condition of the equation u0. Take the mean curvature
flow as an illustration described in(17; 18; 19; 20; 33)
Vn(t, ·) = −H(t, ·), (1.4)
where H is the mean curvature of Γt. Based on differential geometry
n =
Ou
|Ou| and H = div (n). (1.5)
After simplification of the level set equation based on (1.5), it becomes
ut − |Ou| div( Ou|Ou|) = 0. (1.6)
The phase filed method is another important method for solving the interface problems,
and has been applied in solidification dynamics, viscous fingering, fracture dynamics and
vesicle dynamics. The method substitutes the boundary condition by a partial differential
equation for the evolution of the phase field. The method takes two distinct values (1 and
3-1) at two different phases, and there is a smooth connection between these two phases at a
finite width region that includes the interface. Define the narrow region (diffuse interface)
as
Qt := {x(t) ∈ Rd : |u(x(t), t)| ≤ O()}. (1.7)
The zero level set of u is contained in Qt and is used to represent the zero level set of u(Γt).
The phase field model is often constructed such that the limit of the constructed diffused
interface converges to the interface as the width approaches zero. This method generally
solves the problems by integrating some differential equations, instead of direct treatment
of the boundary conditions in the interface, especially when the interface has singularity.
1.3 The mean curvature flow
The mean curvature flow is a family of the single-parameter hypersurfaces {Γt}t≥0 ⊆ Rn,
which starts with an initial surface {Γt}t≥0 ⊂ Rd, and evolves based on the geometric law.
The most famous example of the mean curvature flow is the evolution of the soap films,
which has various applications in geometry and materials science (25; 41; 46).
There are several equivalent methods to construct the mean curvature flow, such as
the classical parametric formulation, Brakke’s varifold formulation, and the level set and
phase field formulation. Even though we can use classical partial differential equation and
differential geometry methods to study the flow, it is hard to deal with the singularities of
the flow (2). Singularity is an interesting feature of the mean curvature flow, even when
the initial hypersurface is smooth, singularity may still occur in finite time.
Brakke constructed the first global solution (in time) of the mean curvature flow with
the varifold theory. So far it works for isotropic case, and has the issue of non-uniqueness in
the solutions. The level set approach (8; 14; 43), which has been widely used across many
applications, uses a continuos function u such that its zero level set (1.1) evolves by the
mean curvature flow.
41.4 The deterministic Allen-Cahn equation
Let Ω ⊆ Rd(d = 2, 3) be a bounded polygonal or polyhedral domain. Consider the
following nonlinear singular perturbation model of the reaction-diffusion equation
ut −∆u+ 1
2
f(u) = 0, in ΩT := Ω× (0, T ). (1.8)
In this dissertation, we consider the following homogenous Neumann boundary condition
∂u
∂n
= 0, in ∂ΩT := ∂Ω× (0, T ), (1.9)
and the initial condition
u = u0, in Ω× {t = 0}, (1.10)
where n denotes the unit outward normal vector to the boundary ∂Ω, and the boundary
condition (1.9) means that no mass loss occurs through the boundary walls.
Equation (1.8), which is called the Allen-Cahn equation, was originally introduced by
Allen and Cahn in (3) to describe an interface evolving in time in the phase separation
process of the crystalline solids. Herein,  > 0 is a parameter related to the interface
thickness, which is small compared with the characteristic length of the laboratory scale; u
denotes the concentration of one of the two metallic species of the alloy, and f(u) = F ′(u)
with F (u) being some given energy potential. Several choices of F (u) have been presented
in the literature (7; 30; 38; 37; 39). In this dissertation we focus on the following Ginzburg-
Landau double-well potential
F (u) =
1
4
(u2 − 1)2 and f(u) = F ′(u) = (u2 − 1)u. (1.11)
Although the potential term (1.11) has been widely used, its quartic growth at infinity
leads to a variety of technical difficulties in the numerical approximation for the Allen-
Cahn equation. For example, in order to assure that our numerical scheme is second-order
in time, we have to employ the modified Crank-Nicolson scheme and a second order in time
approximation of the potential term f(u) (see (3.30) in section 3.2.1).
51.5 The stochastic Allen-Cahn equation
It is well known that given an initial condition, and as  → 0, the zero level set of
the solution to the Allen-Cahn equation approximates the solution of the mean curvature
flow {Γt}t≥0 in (1.4). In real applications, there may exist uncertainty arising from other
sources, such as thermal fluctuation, and the instability of the deterministic evolutions.
The first case is to add a noise term to the velocity of the mean curvature flow, to get the
stochastically perturbed mean curvature. This case has been studied in some literature with
some results. Funaki considered the stochastic perturbation of the stochastic Allen-Cahn
equation (1.8), and proved that the solution u converges to the front moving with normal
velocity equals the stochastic mean curvature, as long as the flow is smooth and convex
(24). Souganidis and Yip studied the stochastic mean curvature (1.4), and proved that for
a particular choice of the initial surface, even though there is non-uniqueness for the motion
by mean curvature, the stochastic motion converges to a unique deterministic motion by
mean curvature (47). The paper (21) proposed two fully discrete finite element methods
for the nonlinear term.
The second case is to add the white noise term directly on the deterministic Allen-Cahn
equation, and studies the evolution of the stochastic equation
ut −∆u+ 1
2
f(u) = σξ, (1.12)
where ξ is a white noise. This dissertation will study the evolving solutions of the stochastic
Allen-Cahn equation with different initial conditions, and compare the solutions with those
for the deterministic Allen-Cahn equation.
6CHAPTER 2. PRELIMINARIES
This chapter introduces some basic formulations and tools for our main goal in chapters
3 and 4, which include the Sobolev space, the weak formulation, finite element methods,
discontinuous Galerkin methods and some inequalities frequently used in the derivation of
our results.
2.1 Sobolev spaces
In solving partial differential equations, usually there are some smoothness criteria for
the solution functions, such as continuously differentiable (C1) or second-order continuously
differentiable (C2). However, in the twentieth century, it was noted that the criteria are too
strong for many partial differential equations, and that it is hard or even impossible to find
such solution functions. A larger space called the Sobolev space is found to be the natural
space to study the solution of partial differential equations. The Sobolev norm, the Sobolev
space and the weak derivative of a function in the Sobolev space are defined below.
Definition 2.1.1 Given a domain Ω with its interior denoted as int(Ω), the set of locally
integrable functions is defined as
L1loc(Ω) := {f : f ∈ L1(K) for any compact K ⊂ int(Ω)}. (2.1)
Definition 2.1.2 A given function f ∈ L1loc(Ω) has a weak derivative Dαwf , if there exists
a function h ∈ L1loc(Ω) such that∫
Ω
h(x)φ(x)dx = (−1)|α|
∫
Ω
f(x)φ(α)(x)dx ∀φ ∈ D(Ω), (2.2)
7where D(Ω) is the set of smooth (C∞(Ω)) functions with compact support in Ω, |α| :=∑n
i=1 αi, and φ
α := ( ∂∂x1 )
α1 · · · ( ∂∂xn )αn. If such h function exists, define Dαwf = h.
Definition 2.1.3 Let k be a non-negative integer and let f ∈ L1loc(Ω). Suppose that the
weak derivative Dαwf exists for all |α| ≤ k. Define the Sobolev norm
‖f‖Wkp (Ω) :=
(∑
|α|≤k
‖Dαwf‖pLp(Ω)
) 1
p
, (2.3)
where 1 ≤ p <∞. For p =∞,
‖f‖Wk∞(Ω) := max|α|≤k‖D
α
wf‖L∞(Ω). (2.4)
The Sobolev space is defined as
W kp (Ω) := {f ∈ L1loc(Ω) : ‖f‖Wkp (Ω) <∞}. (2.5)
If p = 2, denote W k2 (Ω) as H
k(Ω), which is especially important, as it forms a Hilbert space
with the norm ‖ · ‖Wk2 (Ω).
Definition 2.1.4 Let p and q be in the range 1 ≤ p, q ≤ ∞ such that 1p + 1q = 1, and let k
be a negative integer. Then the Sobolev space W kp (Ω) is defined as the dual space (W
−k
q (Ω))
′
with norm given by the dual norm.
As an example, if v ∈ H1(Ω) and L is a linear functional on H−1(Ω)? then
‖L‖H−1(Ω) = sup
06=v∈H1(Ω)
L(v)
‖v‖H1(Ω)
. (2.6)
2.2 Finite element methods
The finite element method provides an discrete algorithm in finding an approximation
of the solutions to partial differential equations. For a specific partial differential equation,
the general principle is first to integrate the equation to find the weak formulation of the
original equation, then to use finite element (discrete) method to find the solution uh of
the weak formulation in the finite dimensional space, which is a subspace of the original
8solution space(infinite dimension), where uh is the approximation of the solution of the
partial differential equation u.
As an illustration of formalizing the finite element method, let Ω be a polygonal domain
in Rd, d = 2 or 3. The sides of the boundary domain are grouped into two disjoint sets ΓD
and ΓN . Let n be the unit normal vector to the boundary exterior to Ω. For f given in
L2(Ω), gD given in H
1
2 (ΓD) and gN given in L
2(ΓN ), we have the Poission equation
−4u+ λu = f in Ω, (2.7)
u = gD on ΓD, (2.8)
∂u
∂n
= gN on ΓN. (2.9)
This boundary condition is a mix of the Dirichlet boundary condition and the Newmann
boundary condition. To make it simple and be consistent with the boundary condition of the
Allen-Cahn equation later, Let ΓN = Ω, then the boundary condition is purely Newmann
boundary condition.
Take inner product with v ∈ H1(Ω) and do integration by parts on both sides of (2.7)
together with Green’s Theorem (2.20), it becomes∫
Ω
Ou · Ov +
∫
Ω
λu · v =
∫
Ω
f · v +
∫
∂Ω
gN · v, (2.10)
so the weak formulation of the Poisson equation with Newmann boundary condition can be
written as finding u ∈ H1(Ω) satisfying
a(u, v) :=
∫
Ω
Ou · Ov +
∫
Ω
λu · v =
∫
Ω
f · v +
∫
∂Ω
gN · v for ∀v ∈ H1(Ω). (2.11)
In formalizing the finite element approximation to the equation, first we give some notation.
Let Th be a partition of Ω. For any K ∈ Ω, denote hK=diam(K), he=diam(e), and P(K)
be a finite dimensional polynomial function on K, and
Vh := {v ∈ L2(Ω) | v|K ∈ P(K) ∀K ∈ Th}. (2.12)
9The corresponding finite element approximation formula can be written as finding uh ∈ Vh
satisfying
a(uh, vh) :=
∫
Ω
Ouh · Ovh +
∫
Ω
λuh · vh =
∫
Ω
fh · vh +
∫
∂Ω
(gN )k · vh for ∀vh ∈ Vh. (2.13)
To solve for uh,we need to define a finite element (K,P,N ), where K ⊆ Rn is a bounded
closed set with non-empty interior and piecewise smooth boundary; P is a finite dimensional
space of functions on K; N = {N1, N2, · · ·, Nk} is a basis for P ′ .
Triangular finite elements are the most commonly used finite elements in practice. Let
K be any triangle, and Pk ⊆ R2 be the set of all polynomials in two variables of degree ≤ k.
It is known that the dimension of Pk is 12(k+ 1)(k+ 2). There are three types of triangular
elements: the Lagrange element, the Hermite element, and the Argyris element.
Figure 2.1 shows the Lagrange element for k = 1, 2, 3 and 4, and ′•′ denotes the location
of the point where the nodal variable is evaluated. For k = 1, let P = P1, and N =
{N1, N2, N3}, where Ni(v) = v(zi), z1, z2, and z3 are the vertices of K. The Lagrange
elements for k = 2, 3, 4 are defined similarly.
Figure 2.2 shows the Hermite element for k = 3, and ′•′ is the location of the point where
the nodal variable is evaluated, and ′©′ denotes evaluation of the two first-order derivatives
at the center of the circle. For k = 3, let P = P3, and N = {N1, N2, N3, . . . , N10}.
Figure 2.3 shows the Argyris element for k = 5, and ′•′ is the location of the point where the
nodal variable is evaluated, and the arrow denotes the value of the normal derivative at the
three midpoints. The inner circle denotes the evaluation of the two first-order derivatives
at the center, and the outer circle denotes the three second-order derivatives at the center.
For k = 5, let P = P5, and N = {N1, N2, N3, . . . , N21}.
2.3 Discontinuous Galerkin Methods
The discontinuous Galerkin method is based on the use of discontinuous approximation,
and that is the main reason for defining the so-called broken Sobolev space. Let Ω be
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Figure 2.1: The Lagrange elements with k=1,2,3,4
a polygonal domain subdivided into collections of element E, where E is a triangle or
quadrilateral in two dimensional space, or tetrahedron or hexahedron in three dimensional
space. We also assume the mesh is the conforming mesh, meaning that the intersect of two
elements is either empty, a vertex, an edge or a face. Eh is the set of all the subdivisions,
hE is the diameter of the element E, and h is the maximum diameter of all the elements.
The Sobolev space is defined as
Hs(Eh) = {v ∈ L2(Ω), ∀E ∈ Eh, v|E ∈ Hs(E)}, (2.14)
with the corresponding broken Sobolev norm
|||v|||Hs(Eh) =
( ∑
E∈Eh
||v||2Hs(E)
)1/2
. (2.15)
As the intersects of the elements are discontinuous, we use some notation in describing the
jumps and averages of the intersects. Let the Γh be the set of interior edges or faces of
the set Eh, with each edge e ∈ Γh associated with an outer normal vector ne. For any
11
Figure 2.2: The Hermite element with k=3
v ∈ H1(s), the trace of v along any side of the boundary for one element is well defined.
For two elements Ee1 and E
e
2 sharing one common edge e, there are two traces along the
intersect e. Define the jump and the average of v along e as
{v} = 1
2
(v|Ee1 ) +
1
2
(v|Ee2 ), [v] =
1
2
(v|Ee1 )−
1
2
(v|Ee2 ), ∀e = ∂Ee1 ∩ ∂Ee2. (2.16)
Assume s > 32 , and define the two bilinear operators J
σ0,β0
0 ,J
σ1,β1
1 : H
s(Eh) ×Hs(Eh) → R
as follow:
Jσ0,β00 (v, w) =
∑
e∈Γh∪ΓD
σ0e
|e|β0
∫
e
[v][w], (2.17)
Jσ1,β11 (v, w) =
∑
e∈Γh
σ1e
|e|β1
∫
e
[v][w], (2.18)
where Jσ0,β00 penalizes the jump of the function values, and J
σ1,β1
1 penalizes the jump of
normal derivative values. The two nonnegative parameters σ0e and σ
1
e are called penalty
parameters, and β0 and β1 are positive numbers depending on the dimension d. The
corresponding discontinuous Galerkin formulation for the Poission equation (2.7) can be
12
Figure 2.3: The Argyris element with k=5
written as:
∑
E∈Eh
∫
E
Ou · Ov +
∫
Ω
λu · v
−
∑
E∈Γh
∫
e
{Ov · ne}[w] + 
∑
E∈Γh
∫
e
{Ow · ne}[v]
+ Jσ0,β00 (v, w) + J
σ1,β1
1 (v, w)
=
∫
Ω
f · v +
∫
∂Ω
gN · v. (2.19)
Based on the parameters , σ0e and σ
1
e chosen, we have different variations of the discontin-
uous Galerkin methods, as discussed in (45):
(1) If  = −1, it is called symmetric interior penalty Galerkin, and the method coverges
if the parameter σ0e is large enough.
(2) If  = +1, the method is called nonsymmetric interior penalty Galerkin, and the
method converges for any nonnegative values of the parameter σ0e .
(3) If  = 0, the method is called incomplete interior penalty Galerkin, and the method
converges if the parameter σ0e is large enough.
(4) The term Jσ1,β11 is an extra stabilization term, and I assume σ
1
e = 0 for all e for
simplicity.
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The case where  = −1 is my focus, and the symmetric interior penalty Galerkin solution
exists and is unique if σ0e is bounded blow by a constant for all e.
2.4 Some inequalities
In this section, I give some theorems and inequalities that are essential in deriving my
main results.
Green’s Theorem Given Ω a bounded domain and nΩ the outward normal vector to
∂Ω, then for all v ∈ H2(Ω) and w ∈ H1(Ω), we have∫
Ω
w4v =
∫
∂Ω
Ov · nΩw −
∫
Ω
Ov · Ow. (2.20)
Ho¨lder’s Inequality For 1 ≤ p, q ≤ ∞ such that 1p + 1q = 1, if f ∈ Lp(Ω) and
g ∈ Lq(Ω), then fg ∈ L1(Ω) and
‖fg‖L1(Ω) ≤ ‖f‖Lp(Ω) · ‖g‖Lq(Ω). (2.21)
The Cauchy-Schwarz Inequality If f ∈ L2(Ω) and g ∈ L2(Ω), then fg ∈ L1(Ω)
and
‖fg‖L1(Ω) ≤ ‖f‖L2(Ω) · ‖g‖L2(Ω). (2.22)
Poincare´’s Inequality For any v ∈ H1(Ω),
‖v‖L2(Ω) ≤ C
(‖4v‖L2(E) + |∫
∂Ω
v|). (2.23)
Further, if v ∈ H10 (Ω), we have
‖v‖L2(Ω) ≤ C
(‖4v‖L2(E)). (2.24)
A generalization of the Poincare inequality in the broken Sobolev space H1(Eh) is
‖v‖L2(Ω) ≤ C
(‖|4v‖|H0(Eh) + ∑
e∈Γh
⋃
ΓD
1
|e| 1d−1
‖[v]‖2L2(e)
)1/2
, (2.25)
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for v ∈ Eh, where ΓD is a subset of the boundary ∂Ω with |ΓD| > 0. Further, if β > (d−1)−1,
we have
‖v‖L2(Ω) ≤ C
(‖|4v‖|H0(Eh) + ∑
e∈Γh
⋃
ΓD
1
|e|β ‖[v]‖
2
L2(e)
)1/2
, (2.26)
for v ∈ Eh.
The Inverse Inequality Let E be a bounded domain in Rd, and the diameter of E
is hE . Then there exists C that is independent of hE and satisfies
‖4jv‖L2(E) ≤ C hE−j‖v‖L2(E), ∀ 0 ≤ j ≤ k, (2.27)
where v is a polynomial function of degree k defined on E.
The Trace Inequality Let Ω be a bounded domain with polygonal boundary ∂Ω and
outward normal vector n. There exist trace operators γ0: H
s(Ω) → Hs− 12 (∂Ω) for s > 12
and γ1: H
s(Ω)→ Hs− 32 (∂Ω) for s > 32 that are extensions of boundary values and boundary
derivatives, respectively. The operators γj are surjective. Furthermore, if v ∈ C1(Ω¯), then
γ0v = v|∂Ω and γ1v = Ov · n|∂Ω. (2.28)
Recall some important trace inequalities that are frequently used in the analysis of
the discontinuous Galerkin (DG) methods. Let E be a bounded polygonal domain with
diameter hE :
hE = sup
x,y∈E
‖x− y‖, (2.29)
where ‖x‖ is the Euclidean norm. Let |E| denote the length of E in one dimension, the area
of E in two dimensions, and the volume of E in three dimensions. Similarly, use the length
or area |e| for an edge or a face of E. If v is a polynomial, take the advantage of equivalence
of norms in finite-dimensional spaces. Denote by Pk(E) the space of polynomials of degree
less than or equal to k, and abuse the notation and replace the traces γ0v and γ1v by v and
∇v · n. Then the trace inequalities now become
∀v ∈ Pk(E),∀e ⊂ ∂E, ‖v‖L2(e) ≤ C˜t|e|1/2|E|−1/2‖v‖L2(E), (2.30)
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∀v ∈ Pk(E),∀e ⊂ ∂E, ‖∇v · n‖L2(e) ≤ C˜t|e|1/2|E|−1/2‖∇v‖L2(E), (2.31)
∀v ∈ Pk(E),∀e ⊂ ∂E, ‖v‖L2(e) ≤ Cth−1/2E ‖v‖L2(E), (2.32)
∀v ∈ Pk(E),∀e ⊂ ∂E, ‖∇v · n‖L2(e) ≤ Cth−1/2E ‖∇v‖L2(E), (2.33)
where the constant C˜t and Ct are independent of hE and v, but depend on the polynomial
degree k.
The Gagliardo-Nirenberg Inequality Let u be a function u : Rn → R, 1 ≤ r, q ≤ ∞
and m ∈ R. If there exist α ∈ R and j ∈ R such that 1p = jn + 1r − mαn + 1−αq and jm ≤ α ≤ 1,
then there exists a constant C depending only on m,n, j, q, r and α such that
‖Dju‖Lp ≤ C‖Dmu‖Lrα‖u‖Lq1−α. (2.34)
Furthermore, if the function u : Ω→ R is defined on a bounded Lipschitz domain Ω ⊆ Rn,
then
‖Dju‖Lp ≤ C1‖Dmu‖Lrα‖u‖Lq1−α + C2‖u‖Ls , (2.35)
where s is an arbitrary positive number, and the constants C1 and C2 depend upon the
domain Ω as well as m,n, j, q, r and α.
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CHAPTER 3. NUMERICAL SOLUTION TO THE DETERMINISTIC
ALLEN-CAHN EQUATION
3.1 Preliminaries
Let Th be a quasi-uniform “triangulation” of Ω such that Ω =
⋃
K∈Th K. Let hK denote
the diameter of K ∈ Th and h := max{hK ;K ∈ Th}. We recall that the standard broken
Sobolev space Hs(Th) and the DG finite element space Vh are defined as
Hs(Th) :=
∏
K∈Th
Hs(K), Vh :=
∏
K∈Th
Pr(K),
where Pr(K) denotes the set of all polynomials whose degrees do not exceed a given positive
integer r. Let EIh denote the set of all interior faces/edges of Th, EBh denote the set of all
boundary faces/edges of Th, and Eh := EIh∪EBh . The L2-inner product for piecewise functions
over the mesh Th is naturally defined by
(u, v)Th :=
∑
K∈Th
∫
K
uv dx,
and for any set Sh ⊂ Eh, the L2-inner product over Sh is defined by〈
u, v
〉
Sh :=
∑
e∈Sh
∫
e
uv ds.
Let K,K ′ ∈ Th and e = ∂K ∩ ∂K ′ and assume that the global labeling number of K
is smaller than that of K ′. We choose ne := nK |e = −nK′ |e as the unit normal on e and
define the following standard notation of jump and average across the face/edge e:
[v] := v|K − v|K′ on e ∈ EIh, [v] := v on e ∈ EBh ,
{v} := 1
2
(
v|K + v|K′
)
on e ∈ EIh, {v} := v on e ∈ EBh
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for v ∈ Vh. Let M be a (large) positive integer. Define τ := T/M and let tm := mτ for
m = 0, 1, 2, · · · ,M be a uniform partition of [0, T ]. For a sequence of functions {vm}Mm=0,
we define the (backward) difference operator
dtu
m :=
um − um−1
k
, m = 1, 2, · · · ,M.
First, we introduce the DG elliptic projection operator P hr : H
s(Th)→ Vh by
ah(v − P hr v, wh) +
(
v − P hr v, wh
)
Th = 0 ∀wh ∈ Vh (3.1)
for any v ∈ Hs(Th).
We start with a well-known fact (22; 12) that the Allen-Cahn equation (1.8) can be
interpreted as the L2-gradient flow for the following Cahn-Hilliard energy functional
J(v) :=
∫
Ω
(1
2
|∇v|2 + 1
2
F (v)
)
dx. (3.2)
The following assumptions on the initial datum u0 are made as in (15; 34; 17; 19; 21;
27; 32; 33) to derive a priori solution estimates.
General Assumptions (GA)
(1) There exists a nonnegative constant σ1 such that
J(u0) ≤ C−2σ1 . (3.3)
(2) There exists a nonnegative constant σ2 such that
‖∆u0 − −2f(u0)‖L2(Ω) ≤ C−σ2 . (3.4)
(3) There exists a nonnegative constant σ3 such that
lim
s→0+
‖∇ut(s)‖L2(Ω) ≤ C−σ3 . (3.5)
The following solution estimates can be found in (17; 21).
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Proposition 3.1.1 Suppose that (3.3) and (3.4) hold. Then the solution u of problem
(1.8)–(1.11) satisfies the following estimates:
ess sup
t∈[0,∞)
‖u(t)‖L∞(Ω) ≤ 1, (3.6)
ess sup
t∈[0,∞)
J(u) +
∫ ∞
0
‖ut(s)‖2L2(Ω) ds ≤ C−2σ1 , (3.7)∫ T
0
‖∆u(s)‖2 ds ≤ C−2(σ1+1), (3.8)
ess sup
t∈[0,∞)
(
‖ut‖2L2(Ω) + ‖u‖2H2(Ω)
)
+
∫ ∞
0
‖∇ut(s)‖2L2(Ω) ds ≤ C−2 max{σ1+1,σ2}, (3.9)∫ ∞
0
(
‖utt(s)‖2H−1(Ω) + ‖∆ut(s)‖2H−1(Ω)
)
ds ≤ C−2 max{σ1+1,σ2}. (3.10)
In addition to (3.3) and (3.4), suppose that (3.5) holds. Then u also satisfies
ess sup
t∈[0,∞)
‖∇ut‖2L2(Ω) +
∫ ∞
0
‖utt(s)‖2L2 ds ≤ C−2 max{σ1+2,σ3}, (3.11)∫ ∞
0
‖∆ut(s)‖2L2(Ω) ds ≤ C−2 max{σ1+2,σ3}. (3.12)
Next, we quote the following well known error estimate results from (9; 44).
Lemma 3.1.1 Let v ∈W s∞(Th). Then we have
‖v − Phr v‖L2(Th) + h‖∇(v − Phr v)‖L2(Th) ≤ Chmin{r+1,s}‖u‖Hs(Th), (3.13)
1
| lnh|r ‖v − P
h
r v‖L∞(Th) + h‖∇(u− Phr u)‖L∞(Th) ≤ Chmin{r+1,s}‖u‖W s∞(Th). (3.14)
where r := min{1, r} −min{1, r − 1}.
Let
C1 = max|ξ|≤2
|f ′′(ξ)|. (3.15)
and P̂ hr , corresponding to P
h
r , denote the elliptic projection operator on the finite element
space Sh := Vh ∩ C0(Ω). Then we have the following estimate from (36):
‖u− P̂ hr u‖L∞ ≤ Ch2−
d
2 ||u||H2 . (3.16)
We now state our discrete spectrum estimate for the DG approximation (33).
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Proposition 3.1.2 Suppose there exists a positive number γ > 0 such that the solution u
of problem (1.8)–(1.11) satisfies
ess sup
t∈[0,T ]
‖u(t)‖W r+1,∞(Ω) ≤ C−γ . (3.17)
Then there exists an -independent and h-independent constant c0 > 0 such that for  ∈ (0, 1)
and a.e. t ∈ [0, T ]
λDGh (t) := inf
ψh∈Vh
ψh 6≡0
ah(ψh, ψh) +
1
2
(
f ′
(
P hr u(t)
)
ψh, ψh
)
Th
‖ψh‖2L2(Th)
≥ −c0, (3.18)
provided that h satisfies the constraint
h2−
d
2 ≤ C0(C1C2)−1max{σ1+3,σ2+2}, (3.19)
hmin{r+1,s}| lnh|r ≤ C0(C1C2)−1γ+2, (3.20)
where C2 arises from the following inequality:
‖u− P hr u‖L∞((0,T );L∞(Ω)) ≤ C2hmin{r+1,s}| lnh|r−γ , (3.21)
‖u− P̂ hr u‖L∞((0,T );L∞(Ω)) ≤ C2h2−
d
2 −max{σ1+1,σ2}. (3.22)
Lemma 3.1.2 Let {S`}`≥1 be a positive nondecreasing sequence and {b`}`≥1, {k`}`≥1 be
nonnegative sequences, and p > 1 be a constant. If
S`+1 − S` ≤ b`S` + k`Sp` for ` ≥ 1, (3.23)
S1−p1 + (1− p)
`−1∑
s=1
ksa
1−p
s+1 > 0 for ` ≥ 2, (3.24)
then
S` ≤ 1
a`
{
S1−p1 + (1− p)
`−1∑
s=1
ksa
1−p
s+1
} 1
1−p
for ` ≥ 2, (3.25)
where
a` :=
`−1∏
s=1
1
1 + bs
for ` ≥ 2. (3.26)
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3.2 Fully discrete IP-DG approximations
3.2.1 Discretized DG scheme
We are now ready to introduce our fully discrete DG finite element methods for problem
(1.8)–(1.11). They are defined by seeking um ∈ Vh for m = 0, 1, 2, · · · ,M such that
(
dtu
m+1, vh
)
Th + ah(u
m+ 1
2 , vh) +
1
2
(
fm+1, vh
)
Th = 0 ∀vh ∈ Vh, (3.27)
where
ah(u, vh) :=
(∇u,∇vh)Th − 〈{∂nu}, [vh]〉EIh (3.28)
+ λ
〈
[u], {∂nvh}
〉
EIh
+ jh(u, vh),
jh(u, vh) :=
∑
e∈EIh
σe
he
〈
[u], [vh]
〉
e
, (3.29)
fm+1 :=
1
4
[
(um+1)3 + (um+1)2um + um+1(um)2 + (um)3
]−um+ 12 (3.30)
=
F (um+1)− F (um)
um+1 − um .
Here, um+
1
2 = u
m+1+um
2 , λ = 0,±1 and σe is a positive piecewise constant function on EIh,
which will be chosen later (see Lemma 3.2.1). In addition, we need to supply u0h to start
the time-stepping, whose choice will be clear (and will be specified) below.
Lemma 3.2.1 There exist constants σ0, α > 0 such that for σe > σ0 for all e ∈ Eh there
holds
Φh(vh) ≥ α‖vh‖21,DG ∀vh ∈ Vh,
where
‖vh‖21,DG := ‖∇vh‖2L2(Th) + jh(vh, vh).
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Now we introduce three mesh-dependent energy functionals, which can be regarded as
DG counterparts of the continuous Cahn-Hilliard energy J defined in (3.2).
Φh(v) :=
1
2
‖∇v‖2L2(Th) −
〈{∂nv}, [v]〉EIh + 12jh(v, v) ∀v ∈ H2(Th), (3.31)
Jh (v) := Φ
h(v) +
1
2
(
F (v), 1
)
Th ∀v ∈ H
2(Th), (3.32)
Ih (v) := Φ
h(v) +
1
2
(
F+c (v), 1
)
Th ∀v ∈ H
2(Th). (3.33)
It is easy to check that Φh and Ih are convex functionals but J
h
 is not because F is not
convex. Moreover, we have (18; 33; 48):
Lemma 3.2.2 Let λ = −1 in (3.28). Then there hold for all vh, wh ∈ Vh(δΦh(vh)
δvh
, wh
)
Th
:= lim
s→0
Φh(vh + swh)− Φh(vh)
s
= ah(vh, wh), (3.34)(δJh (vh)
δvh
, wh
)
Th
: = lim
s→0
Jh (vh + swh)− Jh (vh)
s
= ah(vh, wh) +
1
2
(
F ′(vh), wh
)
Th , (3.35)(δIh (vh)
δvh
, wh
)
Th
: = lim
s→0
Ih (vh + swh)− Ih (vh)
s
= ah(vh, wh) +
1
2
(
(F+c )
′(vh), wh
)
Th . (3.36)
3.2.2 Stability of the DG scheme
Theorem 3.2.1 The scheme (3.27)–(3.30) is unconditionally stable for all h, k > 0.
Proof: We have the DG scheme as below:
(
dtu
m+1, vh
)
+ ah
(um+1 + um
2
, vh
)
+
1
2
(
fm+1, vh
)
= 0. (3.37)
Let vh = dtu
m+1, and we will have:
(
dtu
m+1, dtu
m+1
)
+ ah
(um+1 + um
2
, dtu
m+1
)
+
1
2
(F (um+1)− F (um)
um+1 − um , dtu
m+1
)
= 0.
(3.38)
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Rearrange it to get
‖dtum+1‖2L2 +
1
2
dt[ah(u
m+1, um+1)] +
1
2
dtF (u
m+1) = 0, (3.39)
dt[
1
2
ah(u
m+1, um+1) +
1
2
(F (um+1), 1)] ≤ 0. (3.40)
This completes the proof.
3.2.3 Well-posedness of the DG scheme
We want to get a second-order approximation of f(um+1, um), which leads to uncon-
ditionally energy-stable schemes. We split the function F (v) = 14(v
2 − 1)2 into the differ-
ence of two convex parts and get the convex decomposition F (v) = F+c (v) − F−c (v),where
F+c (v) :=
1
4(v
4 + 1)and F−c (v) :=
1
2v
2.
Now we want to construct a second-order energy-stable scheme to approximate the two
convex functions F+c (u) and F
−
c (u). Let
f+(um+1, um) =
F+c (u
m+1)− F+c (um)
um+1 − um ,
f−(um+1, um) =
F−c (um+1)− F−c (um)
um+1 − um .
Theorem 3.2.2 Under the constraint k < 22, there exists a unique solution of the scheme
(3.27)– (3.30).
Proof: Define the following functional:
J(um+1) =
1
4
ah(u
m+1, um+1) +
1
2
∫
Th
F+(u
m+1, um) (3.41)
+ (
1
2k
− 1
42
)‖um+1‖2L2(Th) +
1
2
ah(u
m, um+1) +
∫
Th
(− 1
22
− 1
k
)umum+1,
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where ∂F+(u
m+1,um)
∂um+1
= f+(um+1, um).
Take the derivative of the functional J(um+1), and we have:
(δJ(um+1)
δum+1
, vh
)
Th
=
1
2
ah(u
m+1, vh) +
1
2
∫
Th
f+(um+1, vh) (3.42)
+ (
1
2k
− 1
42
)2(um+1, vh)Th +
1
2
ah(u
m, vh) + (− 1
22
− 1
k
)(um, vh)Th .
Rearrange it, and we get
(δJ(um+1)
δum+1
, vh
)
Th
=
(
dtu
m+1, vh
)
Th + ah(u
m+ 1
2 , vh) +
1
2
(
fm+1, vh
)
Th = 0. (3.43)
From (3.36), the first two terms of J(um+1) are convex. Since the last two terms are linear
with respect to um+1, they are also convex, So if we restrict the coefficient of the third term
to be positive, that is, if we restrict k < 22, thenJ(um+1) will be a convex functional, and
the uniqueness of the solution to this scheme is proved.
3.2.4 Error estimates analysis
The main result of this subsection is the following error estimate theorem.
Theorem 3.2.3 Let u and {umh }Mm=1 denote respectively the solutions of problems (1.8)–
(1.11) and (3.27)–(3.31). Assume u ∈ H2((0, T ); L2(Ω)) ∩ L2((0, T );W s∞(Ω)) and suppose
(GA) and (3.17) hold. Then, under the following mesh and initial value constraints:
h2−
d
2 ≤ C0(C1C2)−1max{σ1+3,σ2+2},
hmin{r+1,s}| lnh|r ≤ C0(C1C2)−1γ+2,
k < A(),
u0h ∈ Sh such that ‖u0 − u0h‖L2(Th) ≤ Chmin{r+1,s},
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there hold
max
0≤m≤M
‖u(tm)− umh ‖L2(Th) ≤ C(k2 + hmin{r+1,s})−(σ1+2), (3.44)(
k
M∑
m=1
‖u(tm)− umh ‖2H1(Th)
) 1
2 ≤ C(k2 + hmin{r+1,s}−1)−(σ1+3), (3.45)
max
0≤m≤M
‖u(tm)− umh ‖L∞(Th) ≤ Chmin{r+1,s}| lnh|r−γ (3.46)
+ Ch−
d
2 (k2 + hmin{r+1,s})−(σ1+2).
Proof: Since the proof is long, we split the proof into four steps:
Step 1:
We write
u(tm)− um = ηm + ξm, ηm := u(tm)− P hr u(tm), ξm := P hr u(tm)− um.
Multiply vh on both sides of the Allen-Cahn equation in (1.1) at the point u(tm+ 1
2
)
(
ut(tm+ 1
2
), vh
)
Th + ah(u(tm+ 12 ), vh) +
1
2
(
f(u(tm+ 1
2
)), vh
)
Th = 0, (3.47)
for all vh ∈ Vh, where tm+ 1
2
= tm+1+tm2 .
Subtract (3.27) from (3.47), we get the following equation:
(
ut(tm+ 1
2
)− u
m+1 − um
k
, vh
)
Th + ah
(
u(tm+ 1
2
)− u
m+1 + um
2
, vh
)
(3.48)
+
1
2
(
f(u(tm+ 1
2
))− fm+1, vh
)
Th = 0.
From the Taylor expansion:
u(tm+1) = u(
tm+1 + tm
2
) + ut(
tm+1 + tm
2
)(
tm+1 − tm
2
) +Rm1 ,
where Rm1 = utt(ξ1)(
tm+1−tm
2 )
2.
u(tm) = u(
tm+1 + tm
2
)− ut( tm+1 + tm
2
)(
tm+1 − tm
2
) +Rm2 ,
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where Rm2 = utt(ξ2)(
tm+1−tm
2 )
2. Then we have
u(tm+ 1
2
) =
u(tm+1) + u(tm)
2
−
(
Rm1 +R
m
2
)
2
, (3.49)
ut(tm+ 1
2
) =
u(tm+1)− u(tm)
k
−
(
Rm1 −Rm2
)
k
. (3.50)
Plug (3.49) and (3.50) into (3.48), and we have
(ξm+1 − ξm
k
+
ηm+1 − ηm
k
−
(
Rm1 −Rm2
)
k
, vh
)
Th (3.51)
+ ah
(ξm+1 + ξm
2
+
ηm+1 + ηm
2
−
(
Rm1 +R
m
2
)
2
, vh
)
+
1
2
(
f(u(tm+ 1
2
))− fm+1, vh
)
Th = 0,
(
dtξ
m+1, vh
)
Th + ah(
ξm+1 + ξm
2
, vh) (3.52)
+
1
2
(
f(u(tm+ 1
2
))− fm+1, vh
)
Th
=
((Rm1 −Rm2 )
k
, vh
)
Th −
(
dtη
m+1, vh
)
Th
− ah(η
m+1 + ηm
2
, vh) + ah(
(
Rm1 +R
m
2
)
2
, vh)
=
((Rm1 −Rm2 )
k
, vh
)
Th −
(
dtη
m+1, vh
)
Th
+ (
ηm+1 + ηm
2
, vh)Th + ah(
(
Rm1 +R
m
2
)
2
, vh).
Let vh =
ξm+1+ξm
2 , From the first term on the left hand side of(3.52), we have(
dtξ
m+1,
ξm+1 + ξm
2
)
Th =
1
2
dt‖ξm+1‖2L2(Th). (3.53)
We split the third term on the left hand side in (3.52) into two parts and deal with them
separately:
1
2
(
f(u(tm+ 1
2
))− fm+1, ξ
m+1 + ξm
2
)
Th (3.54)
=
1
2
(
f(u(tm+ 1
2
))− f(u(tm+1) + u(tm)
2
),
ξm+1 + ξm
2
)
Th
+
1
2
(
f(
u(tm+1) + u(tm)
2
)− fm+1, ξ
m+1 + ξm
2
)
Th .
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Let uˆ(tm+ 1
2
) = u(tm+1)+u(tm)2 . Then we have the following:
f(u(tm+ 1
2
))− f(uˆ(tm+ 1
2
)) (3.55)
= f
(
uˆ(tm+ 1
2
)− 1
8
k2(u′′(ξ1) + u′′(ξ2))
)− f(uˆ(tm+ 1
2
))
= f ′(ξ12)(−1
8
)k2((u′′(ξ1) + u′′(ξ2)) ≥ −Ck2.
Since f ′ and u′′ both are bounded, we get the following inequality by the Cauchy-Schwarz
inequality:
1
2
(
f(u(tm+ 1
2
))− f(uˆ(tm+ 1
2
)),
ξm+1 + ξm
2
)
Th (3.56)
≥ − 1
2
(
Ck2,
ξm+1 + ξm
2
)
Th
≥ − 1
4
Ck4 − ‖ξm+ 12 ‖2L2(Th).
For the last term of the right hand side in (3.52):
ah
((Rm1 +Rm2 )
2
,
ξm+1 + ξm
2
)
= ah
((Rm1 +Rm2 )
2
,
(ξm+1 + ξm)
2
)
(3.57)
≤ ah
((Rm1 +Rm2 )
2
,
(Rm1 +R
m
2 )
2
)
+ ah
((ξm+1 + ξm)
2
,
(ξm+1 + ξm)
2
)
≤ Ck4−2 + 2ah
(
ξm+
1
2 , ξm+
1
2
)
.
Substitute (3.53),(3.56), and (3.57) into (3.52), and we have
1
2
dt‖ξm+1‖2L2(Th) + ah(
ξm+1 + ξm
2
,
ξm+1 + ξm
2
) (3.58)
+
1
2
(
f(uˆ(tm+ 1
2
))− fm+1, ξ
m+1 + ξm
2
)
Th
=
((Rm1 −Rm2 )
k
, vh
)
Th −
(
dtη
m+1, vh
)
Th
+ (
ηm+1 + ηm
2
, vh)Th + ah(
Rm1 +R
m
2
2
, vh).
≤ (‖((Rm1 −Rm2 )
k
)‖2L2(Th) + ‖dtηm+1‖2L2(Th)
+ ‖(η
m+1 + ηm
2
)‖2L2(Th)
)(ξm+1 + ξm
2
)‖2L2(Th)
+ Ck4[−4 + −2] + 2ah
(
ξm+
1
2 , ξm+
1
2
)
+ ‖ξm+ 12 ‖2L2(Th).
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Using the integral form of the Taylor formula, we have:
|R
m
1 −Rm2
k
| = |k(utt(ξ1)− utt(ξ2))
4
= |kuttt(ξ11)(ξ1 − ξ2)
4
| ≤ Ck2.
Hence
‖R
m
1 −Rm2
k
‖2L2(Th) ≤ Ck4. (3.59)
Summing in m from 1 to `, and using (3.39),(3.58) and (3.59), we get the following inequality:
‖ξ`‖2L2(Th) + 2k
∑`
m=1
ah(
ξm + ξm−1
2
,
ξm + ξm−1
2
) (3.60)
+ 2k
∑`
m=1
1
2
(
f(uˆ(tm− 1
2
))− fm, ξ
m + ξm−1
2
)
Th
≤ ‖ξ0‖2L2(Th) + Ch2 min{r+1,s} ‖u‖2H1((0,T );Hs(Ω))
+ 2Ck4[−4 + −2 + 1] + 2k
∑`
m=1
2ah
(
ξm−
1
2 , ξm−
1
2
)
+ 4k
∑`
m=1
‖ξm− 12 ‖2L2(Th).
Step 2: We want to bound the term
(
f(uˆ(tm+ 1
2
))− fm+1, ξm+1+ξm2
)
Th on the left hand side
of (3.60):
f(uˆ(tm+ 1
2
))− fm+1 = [f(uˆ(tm+ 1
2
))− f(P hr uˆ(tm+ 1
2
))] + [f(P hr uˆ(tm+ 1
2
))− fm+1]. (3.61)
For the first part on the right hand side of (3.61), we get
|f(um+ 12 )− f(P hr uˆ(tm+ 1
2
))| = |f ′(ξ)|∣∣uˆ(tm+ 1
2
)− P hr uˆ(tm+ 1
2
)
∣∣ ≥ −C|ηm+1 + ηm
2
|. (3.62)
For the second part on the right hand side of (3.61), we get:
f(P hr uˆ(tm+ 1
2
))− fm+1 = (P hr u(tm+1) + P hr u(tm)
2
)3 − (P hr u(tm+1) + P hr u(tm)
2
)
(3.63)
− [1
4
[(um+1)3 + (um+1)2um + um+1(um)2 + (um)3]− u
m+1 + um
2
]
=
(
P hr u(tm+1) + P
h
r u(tm)
)3
8
− 2
8
[(um+1)3 + (um+1)2um + um+1(um)2 + (um)3]
− [(P hr u(tm+1) + P hr u(tm)
2
)− um+1 + um
2
]
=
(
P hr u(tm+1) + P
h
r u(tm)
)3
8
− 2
8
[(P hr u(tm+1)− ξm+1)3 + (P hr u(tm+1)− ξm+1)2(P hr u(tm)− ξm)
+ (P hr u(tm+1)− ξm+1)(P hr u(tm)− ξm)2 + (P hr u(tm)− ξm)3]−
(ξ(m+1) + ξm)
2
.
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We split the above into four terms: the constant term with respect to ξm+1 and ξm, and
the linear, quadratic and cubic terms in ξm+1 and ξm.
For the constant term, we have
(1
8
(P hr u(tm+1)− P hr u(tm))2(P hr u(tm+1) + P hr u(tm)),
ξm+1 + ξm
2
)
Th (3.64)
≥ −C(h4 + k2)(1, ξm+1 + ξm
2
)
Th
≥ −C(h8 + k4)− C‖ξm+ 12 ‖2L2(Th).
By the boundness of P hr u
m, |P hr u(tm+1)− P hr u(tm)| ≤ h2 + k.
For the linear term, we have the following:
l =
1
4
{
ξm+1[3(P hr u(tm+1))
2 + P hr u(tm+1)P
h
r u(tm) + (P
h
r u(tm))
2] (3.65)
+ ξm[3(P hr u(tm))
2 + P hr u(tm+1)P
h
r u(tm) + (P
h
r u(tm+1))
2]
}− (ξm+1 + ξm)
2
=
1
4
(ξm+1 + ξm)(P hr u(tm+1) + P
h
r u(tm))
2
+
1
2
[ξm+1(P hr u(tm+1))
2 + ξm(P hr u(tm))
2]− (ξ
m+1 + ξm)
2
.
Thus
(1
4
(ξm+1 + ξm)(P hr u(tm+1) + P
h
r u(tm))
2 (3.66)
+
1
2
[ξm+1(P hr u(tm+1))
2 + ξm(P hr u(tm))
2],
ξm+1 + ξm
2
)
Th
=
(1
2
(P hr u(tm+1) + P
h
r u(tm))
2, (
ξm+1 + ξm
2
)2
)
Th
+ (
1
2
[ξm+1(P hr u(tm+1))
2 + ξm(P hr u(tm))
2],
ξm+1 + ξm
2
)
Th .
Using the Schwarz inequality and |P hr u(tm+1)−P hr u(tm)| ≤ C(h2 +k), we get the following
inequalities for the first and second terms of the right hand side of (3.66):
(1
2
(P hr u(tm+1) + P
h
r u(tm))
2, (
ξm+1 + ξm
2
)2
)
Th (3.67)
≥ (2(P hr u(tm))2, (ξm+1 + ξm2 )2)Th − C(h2 + k)‖ξm+ 12 ‖2L2(Th)
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(
1
2
[ξm+1(P hr u(tm+1))
2 + ξm(P hr u(tm))
2],
ξm+1 + ξm
2
)
Th (3.68)
≥ ((P hr u(tm))2, (ξm+1 + ξm2 )2)Th − C(h2 + k)‖ξm+ 12 ‖2L2(Th).
(
l,
ξm+1 + ξm
2
)
Th (3.69)
≥ (3(P hr u(tm))2 − 1, (ξm+1 + ξm2 )2)Th − C(h2 + k)‖ξm+ 12 ‖2L2(Th)
=
(
(f ′(P hr u(tm)), (
ξm+1 + ξm
2
)2
)
Th − C(h
2 + k)‖ξm+ 12 ‖2L2(Th).
For the quadratic term, we get the inequality
q = 3(ξm+1)2P hr u(tm+1) + (ξ
m+1)2P hr u(tm) + 2ξ
m+1ξmP hr u(tm+1) (3.70)
+ (ξm)2P hr u(tm+1) + 2ξ
m+1ξmP hr u(tm) + 3(ξ
m)2P hr u(tm)
≥ −C1[(ξm+1)2 + (ξm)2].
So
(
q,
ξm+1 + ξm
2
)
Th (3.71)
≥ −C1
(
(ξm+1)2 + (ξm)2,
ξm+1 + ξm
2
)
Th
≥ −C‖ξm+ 12 ‖3L3(Th).
For the cubic term, we have
c =
1
4
[
(ξm+1)3 + (ξm+1)2ξm + ξm+1(ξm)2 + (ξm)3
]
=
1
4
[
(ξm+1)2 + (ξm)2
]
(ξm+1 + ξm), (3.72)
and thus
(
c,
ξm+1 + ξm
2
)
Th =
(
(ξm+1)2 + (ξm)2, (ξm+1 + ξm)2
)
Th ≥ 0. (3.73)
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Combine all the above together, we have
(
f(P hr uˆ(tm+ 1
2
))− fm+1, ξ
m+1 + ξm
2
)
Th (3.74)
≥ −C|(ηm+ 12 , ξm+ 12 )|Th − C(h8 + k4)− C‖ξm+
1
2 ‖L2(Th)(
(f ′(P hr u(tm))), (
ξm+1 + ξm
2
)2
)
Th − C(h
2 + k)‖ξm+ 12 ‖2L2(Th)
− C‖ξm+ 12 ‖3L3(Th) +
4k
2
(
(ξm+1)2 + (ξm)2, (ξm+1 + ξm)2
)
Th .
Summing in m a from 1 to `, we get the following:
2k
2
∑`
m=1
(
f(P hr uˆ(tm+ 1
2
))− fm+1, ξ
m+1 + ξm
2
)
Th (3.75)
≥ −Ck
2
∑`
m=1
‖ηm+ 12 ‖Th‖ξm+
1
2 ‖Th − C
1
2
(h8 + k4)− Ck
2
∑`
m=1
‖ξm‖2L2(Th)
+
2k
2
∑`
m=1
(
f ′(P hr u(tm)), (
ξm+1 + ξm
2
)2
)
Th − C
k
2
(h2 + k)
∑`
m=1
‖ξm‖2L2(Th)
− C k
2
∑`
m=1
‖ξm+ 12 ‖3L3(Th) +
∑`
m=1
(
(ξm)2 + (ξm+1)2, (ξm + ξm+1)2
)
Th ,
≥ −Ch2 min{r+1,s}−4‖u‖2L2((0,T );Hs(Ω) − C
1
2
(h8 + k4)
+
2k
2
∑`
m=1
(
f ′(P hr u(tm)), (
ξm+1 + ξm
2
)2
)
Th
+
2k
2
∑`
m=1
(
(ξm)2 + (ξm+1)2, (ξm + ξm+1)2
)
Th − C
k
2
∑`
m=1
‖ξm+ 12 ‖3L3(Th)
− C k
2
(h2 + k + 1)
∑`
m=1
‖ξm‖2L2(Th) − k2
∑`
m=1
‖ξm‖2L2(Th).
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Substitute the inequality above into (3.60), and we get
‖ξ`‖2L2(Th) +
2k
2
∑`
m=1
(
(ξm)2 + (ξm−1)2, (ξm + ξm−1)2) (3.76)
+ 2k(1− 2)
∑`
m=1
(
ah(ξ
m− 1
2 , ξm−
1
2 ) +
1
2
(
f ′
(
P hr u(tm−1)
)
, (ξm−
1
2 )2
)
Th
)
+ 2k
∑`
m=1
(
f ′
(
P hr u(tm−1)
)
, (ξm−
1
2 )2
)
Th
≤ ‖ξ0‖2L2(Th) + Ch2 min{r+1,s}
( ‖u‖2H1((0,T );Hs(Ω)) + −4‖u‖2L2((0,T );Hs(Ω))+ C2 (h8 + k4)
+ Ck4[−4 + −2 + 1] + Ck(1 +
k2
2
+
h2 + k
2
)
∑`
m=1
‖ξm‖2L2(Th) + C
k
2
∑`
m=1
‖ξm+ 12 ‖3L3(Th).
Step 3: In order to control the last two terms on the right-hand side of (3.75) we use the
following Gagliardo-Nirenberg inequality (1):
‖v‖3L3(K) ≤ C
(
‖∇v‖
d
2
L2(K)
∥∥v∥∥ 6−d2
L2(K)
+ ‖v‖3L2(K)
)
∀K ∈ Th,
to get
Ck
2
∑`
m=1
‖ξm‖3L3(Th) ≤ 2αk
∑`
m=1
‖∇ξm‖2L2(Th) + 2k
∑`
m=1
‖ξm‖2L2(Th) (3.77)
+ C−
2(4+d)
4−d k
∑`
m=1
∑
K∈Th
∥∥ξm∥∥ 2(6−d)4−d
L2(K)
≤ 2αk
∑`
m=1
‖∇ξm‖2L2(Th)
+ C−
2(4+d)
4−d k
∑`
m=1
∥∥ξm∥∥ 2(6−d)4−d
L2(Th).
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Finally, for the third term on the left-hand side of the above inequality, we utilize the
discrete spectrum estimate (3.18) to bound it from below as follows:
2k(1− 2)
∑`
m=1
(
ah(ξ
m− 1
2 , ξm−
1
2 ) +
1
2
(
f ′
(
P hr u(tm−1)
)
, (ξm−
1
2 )2
)
Th
)
(3.78)
+ 4k
∑`
m=1
(
f ′
(
P hr u(tm−1)
)
, (ξm−
1
2 )2
)
Th
= 2k(1− 22)
∑`
m=1
(
ah(ξ
m− 1
2 , ξm−
1
2 ) +
1
2
(
f ′
(
P hr u(tm−1)
)
, (ξm−
1
2 )2
)
Th
)
+ 2k2ah(ξ
m− 1
2 , ξm−
1
2 ) + 4k
∑`
m=1
(
f ′
(
P hr u(tm−1)
)
, (ξm−
1
2 )2
)
Th
≥ −2(1− 22)c0k
∑`
m=1
‖ξm‖2L2(Th) + 42αk
∑`
m=1
‖ξm− 12 ‖21,DG − Ck
∑`
m=1
‖ξm‖2L2(Th).
Step 4: Substitute (3.77) and (3.78) into (3.76), and we get the following:
‖ξ`‖2L2(Th) + 32αk
∑`
m=1
‖ξm‖21,DG +
2k
2
∑`
m=1
(
(ξm)2 + (ξm−1)2, (ξm + ξm−1)) (3.79)
≤ Ck(1 + k
2
2
+
h2 + k
2
)
∑`
m=1
‖ξm‖2L2(Th) + C
− 2(4+d)
4−d k
∑`
m=1
∥∥ξm∥∥ 2(6−d)4−d
L2(Th)
+ ‖ξ0‖2L2(Th) + Ch2 min{r+1,s}
( ‖u‖2H1((0,T );Hs(Ω)) + −4‖u‖2L2((0,T );Hs(Ω))
+
C
2
(h8 + k4) + Ck4[−4 + −2 + 1].
Notice that on the right hand side, we need to choose the appropriate initial value u0h, so
that ‖ξ0‖L2(Th) = O(hmin{r+1,s}), to maintain the optimal rate of convergence in h. Clearly,
both the L2 and the elliptic projection of u0 work. In the latter case, we get ξ
0 = 0.
It then follows from (3.7), (3.9), (3.12), and (3.79) that
‖ξ`‖2L2(Th) + 32αk
∑`
m=1
‖ξm‖21,DG +
2k
2
∑`
m=1
(
(ξm)2 + (ξm−1)2, (ξm + ξm−1)) (3.80)
≤ Ck(1 + k
2
2
+
h2 + k
2
)
∑`
m=1
‖ξm‖2L2(Th) + C
− 2(4+d)
4−d k
∑`
m=1
∥∥ξm∥∥ 2(6−d)4−d
L2(Th)
+ Ch2 min{r+1,s}−2(σ1+2) +
C
2
(h8 + k4) + Ck4[−4 + −2 + 1].
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Since u` can be written as
u` = k
∑`
m=1
dtu
m + u0, (3.81)
then by (3.3) and (3.37), we get
‖u`‖L2(Th) ≤ k
∑`
m=1
‖dtum‖L2(Th) + ‖u0‖L2(Th) ≤ C−2σ1 . (3.82)
By the boundedness of the projection, we have
‖ξ`‖2L2(Th) ≤ C−2σ1 . (3.83)
Then the above inequality is equivalent to the form below:
‖ξ`‖2L2(Th) + k
∑`
m=1
32α‖ξm‖21,DG ≤ H1 +H2, (3.84)
where
H1 : = Ck(1 +
k2
2
+
h2 + k
2
)
`−1∑
m=1
‖ξm‖2L2(Th) + C
− 2(4+d)
4−d k
`−1∑
m=1
∥∥ξm∥∥ 2(6−d)4−d
L2(Th) (3.85)
+ Ch2 min{r+1,s}−2(σ1+2) +
C
2
(h8 + k4) + Ck4[−4 + −2 + 1],
H2 : = Ck(1 +
k2
2
+
h2 + k
2
)‖ξ`‖2L2(Th) + C
− 2(4+d)
4−d k
∥∥ξ`∥∥ 2(6−d)4−d
L2(Th). (3.86)
It is easy to check that
H2 <
1
2
‖ξ`‖2L2(Th) provided that k < A(). (3.87)
By (3.84) we have
‖ξ`‖2L2(Th) + k
∑`
m=1
32α‖ξm‖21,DG ≤ 2H1 (3.88)
≤ 2Ck(1 + k
2
2
+ 2
h2 + k
2
)
`−1∑
m=1
‖ξm‖2L2(Th) + 2C
− 2(4+d)
4−d k
`−1∑
m=1
∥∥ξm∥∥ 2(6−d)4−d
L2(Th)
+ 2Ch2 min{r+1,s}−2(σ1+2) + 2
C
2
(h8 + k4) + 2Ck4[−4 + −2 + 1]
≤ Ck(1 + k
2
2
+
h2 + k
2
)
`−1∑
m=1
‖ξm‖2L2(Th) + C
− 2(4+d)
4−d k
`−1∑
m=1
∥∥ξm∥∥ 2(6−d)4−d
L2(Th)
+ Ch2 min{r+1,s}−2(σ1+2) +
C
2
(h8 + k4) + Ck4[−4 + −2 + 1].
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Let d` ≥ 0 be the slack variable such that
‖ξ`‖2L2(Th) + k
∑`
m=1
32α‖ξm‖21,DG + d`
= Ck(1 +
k2
2
+
h2 + k
2
)
`−1∑
m=1
‖ξm‖2L2(Th) + C
− 2(4+d)
4−d k
`−1∑
m=1
∥∥ξm∥∥ 2(6−d)4−d
L2(Th) (3.89)
+ Ch2 min{r+1,s}−2(σ1+2) +
C
2
(h8 + k4) + Ck4[−4 + −2 + 1].
Define for ` ≥ 1
S`+1 : = ‖ξ`‖2L2(Th) + k
∑`
m=1
32α‖ξm‖21,DG + d`, (3.90)
S1 : = Ch
2 min{r+1,s}−2(σ1+2) +
C
2
(h8 + k4) + Ck4[−4 + −2 + 1]. (3.91)
Then we have
S`+1 − S` ≤ C(1 + k
2
2
+
h2 + k
2
)kS` + C
− 2(4+d)
4−d kS
6−d
4−d
` for ` ≥ 1. (3.92)
Applying Lemma 3.1.2 to {S`}`≥1 defined above, we obtain for ` ≥ 1
S` ≤ a−1`
{
S
− 2
4−d
1 −
2Ck
4− d
`−1∑
s=1
−
2(4+d)
4−d a
− 2
4−d
s+1
}− 4−d
2
, (3.93)
provided that
1
2
S
− 2
4−d
1 −
2Ck
4− d
`−1∑
s=1
−
2(4+d)
4−d a
− 2
4−d
s+1 > 0. (3.94)
We note that as (1 ≤ s ≤ `) are all bounded as k → 0. Therefore, (3.94) holds under the
mesh constraint stated in the theorem. It follows from (3.92) and (3.93) that
S` ≤ 2a−1` S1 ≤ Ck4−2(σ1+2) + Ch2 min{r+1,s}−2(σ1+2). (3.95)
Finally, using the above estimate and the properties of the operator P hr we obtain (3.44)
and (3.45). The estimate (3.46) follows from (3.45) and the inverse inequality bounding the
L∞-norm by the L2-norm and (3.21). The proof is complete.
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3.3 Convergence of the numerical interface to the mean curvature flow
In this section, we prove the rate of convergence of the numerical interface to its limit
geometric interface of the Allen-Cahn equation. This convergence theory is based on the
maximum norm error estimate, which is proved above. The rate of convergence can be
proved by the sharper error estimate, which is the negative polynomial function of the in-
teraction length . It can not be proved if the coarse error estimate, which is the exponential
function of , is used.
For the DG problem, the zero-level set of unh may not be well defined since the zero-level
set may not be continuous. Therefore, we introduce the finite element approximation ûmh
of the DG solution umh . It is defined by using the averaged degrees of freedom of u
n
h as the
degrees of freedom for determining ûmh (cf. (28)). We get the following results (28).
Theorem 3.3.1 Let Th be a conforming mesh consisting of triangles when d = 2, and
tetrahedra when d = 3. For vh ∈ Vh, let v̂h be the finite element approximation of vh as
defined above. Then for any vh ∈ Vh and i = 0, 1, there holds
∑
K∈Th
‖vh − v̂h‖2Hi(K) ≤ C
∑
e∈EIh
h1−2ie ‖[vh]‖2L2(e), (3.96)
where C > 0 is a constant independent of h and vh, but may depend on r and the minimal
angle θ0 of the triangles in Th.
Using the above approximation result we can show that the error estimates of Theorem
3.2.3 also hold for ûnh.
Theorem 3.3.2 Let umh denote the solution of the DG scheme (3.27)–(3.30) and û
m
h denote
its finite element approximation as defined above. Then under the assumptions of Theorem
3.2.3, the error estimates for umh given in Theorem 3.2.3 are still valid for û
m
h . In particular,
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there holds
max
0≤m≤M
‖u(tm)− ûmh ‖L∞(Th) ≤ Chmin{r+1,s}| lnh|r−γ (3.97)
+ Ch−
d
2 (k2 + hmin{r+1,s})−(σ1+2).
Proof: We only give a proof for (3.97) because other estimates can be proved likewise.
By the triangle inequality we have
‖u(tm)− ûmh ‖L∞(Th) ≤ ‖u(tm)− umh ‖L∞(Th) + ‖umh − ûmh ‖L∞(Th). (3.98)
Hence, it suffices to show that the second term on the right-hand side is an equal or higher
order term compared with the first one.
Let uI(t) denote the finite element interpolation of u(t) into Sh. It follows from (3.96)
and the trace inequality that
‖umh − ûmh ‖2L2(Th) ≤ C
∑
e∈EIh
he‖[umh ]‖2L2(e) (3.99)
= C
∑
e∈EIh
he‖[umh − uI(tm)]‖2L2(e)
≤ C
∑
K∈Th
heh
−1
K ‖umh − uI(tm)‖2L2(K)
≤ C(‖umh − u(tm)‖2L2(Th) + ‖u(tm)− uI(tm)‖2L2(Th)).
Substituting (3.99) into (3.98) after using the inverse inequality yields
‖u(tm)− ûmh ‖L∞(Th) ≤ ‖u(tm)− umh ‖L∞(Th) + Ch−
d
2 ‖umh − ûmh ‖L2(Th)
≤ ‖u(tm)− umh ‖L∞(Th)
+ Ch−
d
2
(‖umh − u(tm)‖L2(Th) + ‖u(tm)− uI(tm)‖L2(Th)),
which together with (3.44) implies the desired estimate (3.97). The proof is complete.
We are now ready to state the main theorem of this section.
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Theorem 3.3.3 Let {Γt} denote the (generalized) mean curvature flow defined in (12),
that is, Γt is the zero-level set of the solution w of the following initial value problem:
wt = ∆w − D
2wDw ·Dw
|Dw|2 in R
d × (0,∞), (3.100)
w(·, 0) = w0(·) in Rd. (3.101)
Let u,h,k denote the piecewise linear interpolation in time of the numerical solution {ûmh }
defined by
u,h,k(x, t) :=
t− tm
k
ûm+1h (x) +
tm+1 − t
k
ûmh (x), tm ≤ t ≤ tm+1 (3.102)
for 0 ≤ m ≤M − 1. Let {Γ,h,kt } denote the zero-level set of u,h,k, namely,
Γ,h,kt = {x ∈ Ω : u,h,k(x, t) = 0}. (3.103)
Suppose Γ0 = {x ∈ Ω : u0(x) = 0} is a smooth hypersurface compactly contained in Ω, and
k = O(h2). Let t∗ be the first time at which the mean curvature flow develops a singularity.
Then there exists a constant 1 > 0 such that for all  ∈ (0, 1) and 0 < t < t∗ there holds
sup
x∈Γ,h,kt
{dist(x,Γt)} ≤ C2| ln |2.
Proof: We note that since u,h,k(x, t) is continuous in both t and x, then Γ,h,kt is well
defined. Let It and Ot denote the inside and the outside of Γt defined by
It := {x ∈ Rd : w(x, t) > 0}, Ot := {x ∈ Rd : w(x, t) < 0}. (3.104)
Let d(x, t) denote the signed distance function to Γt which is positive in It and negative
in Ot. By Theorem 6.1 of [26], there exist ̂1 > 0 and Ĉ1 > 0 such that for all t ≥ 0 and
 ∈ (0, ̂1) there hold
u(x, t) ≥ 1−  ∀x ∈ {x ∈ Ω : d(x, t) ≥ Ĉ12| ln |2}, (3.105)
u(x, t) ≤ −1 +  ∀x ∈ {x ∈ Ω : d(x, t) ≤ −Ĉ12| ln |2}. (3.106)
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Since for any fixed x ∈ Γ,h,kt , u,h,k(x, t) = 0, by (3.97) with k = O(h2), we have
|u(x, t)| = |u(x, t)− u,h,k(x, t)|
≤ C˜
(
hmin{r+1,s}| lnh|r−γ + h− d2 (k + hmin{r+1,s})−(σ1+2)
)
.
Then there exists ˜1 > 0 such that for  ∈ (0, ˜1) there holds
|u(x, t)| < 1− . (3.107)
Therefore, the assertion follows from setting 1 = min{̂1, ˜1}. The proof is complete.
3.4 Numerical experiments
In this section, we provide two two-dimensional numerical experiments to gauge the ac-
curacy and reliability of the fully discrete IPDG method developed in the previous sections.
We use a square domain Ω = [−1, 1] × [−1, 1] ⊂ R2, and u0(x, y) = tanh(d0(x,y)√2 ), where
d0(x, y) stands for the signed distance from (x, y) to the initial curve Γ0. See the details for
similar numerical setting in (15; 19; 21; 31; 33; 48).
The first test uses the smooth initial curve Γ0. Hence the requirements for u0 are
satisfied. Consequently, the results established in this paper apply to the test example. In
the test we first verify the spatial rate of convergence given in (3.44) and (3.46). We then
compute the evolution of the zero-level set of the solution of the Allen-Cahn problem with
 = 0.025 and at various time instances.
Test 3.4.1 Consider the Allen-Cahn problem with the following initial condition:
u0(x) =
 tanh(
d(x,y)√
2
), if x
2
0.36 +
y2
0.04 ≥ 1,
tanh(−d(x,y)√
2
), if x
2
0.36 +
y2
0.04 < 1,
here d(x, y) stands for the distance function from (x, y) to the ellipse x
2
0.36 +
y2
0.04 = 1.
Table 3.1 shows the spatial L2 and H1-norm errors and convergence rates, which are
consistent with what are proved for the linear element in the convergence theorem.
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Table 3.1: Spatial errors and convergence rates
h L∞(L2) error L∞(L2) order L2(H1) error L2(H1) order√
2/10 0.02451 0.34216√
2/20 0.00539 2.1850 0.17258 0.9874√
2/40 0.00142 1.9244 0.08394 1.0398√
2/80 0.00036 1.9798 0.04172 1.0086
Table 3.2: Spatial errors and convergence rates
h L∞(L2) error L∞(L2) order L2(H1) error L2(H1) order√
2/10 0.01032 0.08325√
2/20 0.00256 2.0098 0.03851 1.1123√
2/40 0.00075 1.7638 0.01888 1.0283√
2/80 0.00022 1.9836 0.00939 1.0069
Figure 3.1 displays six snapshots of the zero-level set of the numerical solution u,h,k
with  = 0.125. We observe that as  is small enough the zero-level set converges to the
mean curvature flow Γt as time goes on.
The second test has a non-smooth curve with u0 defined below. This initial condition
does not satisfy the assumptions in the spetrum estimate, but we can still numerically
validate the convergence of the solution to the mean curvature flow.
Test 3.4.2 Consider the Allen-Cahn problem with the following initial condition:
u0(x, y) =

tanh( 1√
2
(min{d1(x, y), d2(x, y)})), if x20.36 + y
2
0.04 ≥ 1, x
2
0.04 +
y2
0.36 ≥ 1,
or x
2
0.36 +
y2
0.04 ≤ 1, x
2
0.04 +
y2
0.04 ≤ 1,
tanh( −1√
2
(min{d1(x, y), d2(x, y)})), if x20.36 + y
2
0.04 < 1,
x2
0.04 +
y2
0.36 > 1,
or x
2
0.36 +
y2
0.04 > 1,
x2
0.04 +
y2
0.36 < 1.
here d1(x, y) and d2(x, y) stands for the distance function from (x, y)to the ellipses
x2
0.36 +
y2
0.04 = 1 and
x2
0.04 +
y2
0.36 = 1 respectively.
Table 3.2 shows the spatial L2 and H1-norm errors and convergence rates, which are
consistent with what are proved for the linear element in the convergence theorem.
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Figure 3.2 displays six snapshots of the zero-level set of the numerical solution u,h,k
with  = 0.025. Similarly, we observe that as  is small enough the zero-level set converges
to the mean curvature flow Γt as time goes on.
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Figure 3.1: Snapshots of the zero-level set of u,h,k for Test 3.4.1 at time t = 0, 0.8 ×
10−2, 1.6× 10−2, 2.4× 10−2, 3.2× 10−2, 3.8× 10−2 and  = 0.025.
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Figure 3.2: Snapshots of the zero-level set of u,h,k for Test 3.4.2 at time t = 0, 5.5 ×
10−3, 1.1× 10−2, 1.65× 10−2, 2.2× 10−2, 2.75× 10−2 and  = 0.025.
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CHAPTER 4. NUMERICAL SOLUTION TO THE STOCHASTIC
ALLEN-CAHN EQUATION
In this chapter, I will use Monte Carlo simulation to numerically calculate the evolution
of the stochastic Allen-Cahn equation (18; 20; 51), and compare the evolution results with
those of the deterministic case. In addition, the energy law defined in (3.2) is calculated for
the stochastic Allen-Cahn equation to check whether it still satisfy the energy decreasing
property.
4.1 Preliminaries
We performed an extensive study of the deterministic Allen-Cahn equation in chapter 3 :
ut −∆u+ 1
2
f(u) = 0.
Adding the white noise term to the right hand side of the equation, we have the stochastic
Allen-Cahn equation:
ut −∆u+ 1
2
f(u) = σξ, (4.1)
where ξ is a white noise.
Discretize the above stochastic Allen-Cahn equation, and it becomes
un+1 − un − k∆un+1 + k
2
f(un) = σ∆∗Wn, (4.2)
where σ controls the magnitude of the noise, and ∆∗Wn has the normal distribution N (0, 1)
(Wn is the Brownian motion). This will be our focus for this chapter. First I will introduce
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some basic definitions and concepts used in stochastic ordinary and partial differential
equations (13).
Definition 4.1.1 A triple (Ω,U , P ) is called a probability space, where Ω is any non-empty
set, U is a σ-algebra of the subsets of Ω, and P is a probability measure.
Let B be the collection of Borel subsets of Rn, which is the smallest σ-algebra of the subsets
of Rn containing all open subsets. Then we have:
Definition 4.1.2 Let (Ω,U , P ) be a probability space. A mapping
X : Ω→ Rn
is called an n-dimensional random variable if for each Borel set B, we have
X−1(B) ∈ U .
We can also say X is U-measurable.
A collection {X(t)|t ≥ 0} of random variables is called a stochastic process. Now we
introduce random variables that depend on time.
Definition 4.1.3 A real-valued stochastic process W (·) is a called a Brownian motion if
(i) W (0) = 0 a.s.,
(ii) W (t)−W (s) is N(0, t− s) for all t ≥ s ≥ 0,
(iii) for all times 0 < t1 < t2 < · · · < tn, the random variables W (t1),W (t2)−W (t1), · · · ,W (tn)−
W (tn−1) are independent.
Theorem 4.1.1 describes an important property of the Brownian motion.
Theorem 4.1.1 For any 12 < γ ≤ 1, t→W (t, ω) is Ho¨lder continuous with exponent γ for
almost every ω; for almost every ω, the sample path t→W (t, ω) is nowhere differentiable.
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Even the Brownian motion is nowhere differentiable, we still can interpret the time derivative
in a distributional sense to get a generalized stochastic process called white noise and
denoted by ξ:
ξ(t, ω) =
dW
dt
.
The term white noise arises from the spectral theory of stationary random processes. The
white noise has a flat power spectrum that is uniformly distributed over all frequencies.
This can be shown in the Fourier representation of the Brownian motion, where a formal
term-by-term differentiation yields a Fourier series, and all of the series’s coefficients are
Gaussian random variables with the same variance.
Definition 4.1.4 Let X1, X2, ..., Xn, ... be a sequence of real-valued random variables, with
E(|Xi|) <∞ (i = 1, 2, ...). If
Xk = E(Xj |X1, ..., Xk) a.s. for all j ≥ k,
{Xi}∞i=1 is called a discrete martingale.
Definition 4.1.5 Let X(·) be a stochastic process such that E(|X(t)|) < ∞ for all t ≥ 0.
Let U(t) := U(X(s)|0 ≤ s ≤ t).
(i) If
X(s) = E(X(t)|U(s)) a.s. for all t ≥ s ≥ 0,
then X(·) is called a martingale.
(ii) If
X(s) ≤ E(X(t)|U(s)) a.s. for all t ≥ s ≥ 0,
then X(·) is called a submartingale.
Next, based on the basic definitions above, I am going to introduce the definitions and
properties of Itoˆ’s integral and Itoˆ’s formula, which are of critical importance in solving
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stochastic ordinary and partial differential equations.
The general form of stochastic ordinary differential equations is defined as
dX = b(X, t)dt+ B(X, t)dW, (4.3)
X(0) = X0, (4.4)
where b : Rn → Rn is a smooth vector field, B : Rn → Mn×m (space of n × m matrices),
and W is an n-dimensional Brownian motion. Form simplicity, let m=n=1, and denote the
σ-algebraW(t) := U(W (s)|0 ≤ s ≤ t) the history of the Brownian motion up to time t, and
the σ-algebra W+(t) := U(W (s) −W (t)|s ≥ t) the future of the Brownian motion beyond
time t. Then we have the definition of filtration:
Definition 4.1.6 A family F(·) of σ-algebra ⊆ U is called a filtration if
(i) F(t) ⊆ F(s) for all 0 ≤ t ≤ s;
(ii) W(t) ⊆ F(t) for all 0 ≤ t;
(iii) F(t) is independent of W+(t) for all 0 ≤ t.
Definition 4.1.7 Let G ∈ L2(0, T ) be a step process. Then∫ T
0
GdW :=
m−1∑
k=0
Gk(W (tk+1)−W (tk)), (4.5)
is the Itoˆ stochastic integral of G on the interval (0,T). Extend the definition of Itoˆ to a
general case. Let G ∈ L2(0, T ) be a stochastic process. If there exists a sequence of step
processes Gn such that ∫ T
0
(G−Gn)2dt→ 0 a.s. as n→∞, (4.6)
then the Itoˆ integral of the process G is defined as∫ T
0
G dW = lim
x→∞
∫ T
0
Gn dW. (4.7)
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Definition 4.1.8 Suppose that X(·) is a real-valued stochastic process satisfying
X(r) = X(s) +
∫ r
s
Fdt+
∫ r
s
GdW, (4.8)
for some F ∈ L1(0, T ) and G ∈ L2(0, T ) and all times 0 ≤ s ≤ r ≤ T . X(·) is said to have
stochastic differential
dX = Fdt+GdW, (4.9)
for 0 ≤ t ≤ T .
Theorem 4.1.2 Suppose that X(·) has a stochastic differential
dX = Fdt+GdW,
for F ∈ L1(0, T ) and G ∈ L2(0, T ). Assume u : R × [0, T ] → R is continuous and that
∂u
∂t ,
∂u
∂x ,
∂2u
∂x2
exist and are continuous. Set Y (t) := U(X(t), t). Then Y has the stochastic
differential
dY =
∂u
∂t
dt+
∂u
∂x
dX +
1
2
∂2u
∂x2
G2dt
= (
∂u
∂t
+
∂u
∂x
G+
1
2
∂2u
∂x2
G2)dt+
∂u
∂x
GdW. (4.10)
And (4.10) is called Itoˆ’s formula or Itoˆ’s chain rule.
Lastly, I will introduce the definitions of the solutions to the stochastic ordinary differ-
ential equations, and existence and uniqueness of the solutions (13).
Definition 4.1.9 An Rn-valued stochastic process X(·) is called a solution of the stochastic
differential equation (4.3)
dX = b(X, t)dt+B(X, t)dW,
with initial condition (4.4)
X(0) = X0,
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for 0 ≤ t ≤ T , provided
(i) X(·) is progressively measurable with respect to F(·),
(ii) F := b(X, t) ∈ L1n(0, T ),
(iii) G := B(X, t) ∈ L2n×m(0, T ), and
(iv) X(t)= X0 +
∫ t
0 b(X(s), s)ds+
∫ t
0 B(X(s), s)ds.
Theorem 4.1.3 The Existence and Uniqueness Theorem: Suppose that b : Rn ×
[0, T ]→ Rn and B : Rn × [0, T ]→Mm×n are continuous and satisfy the conditions below:
|b(x, t)− b(xˆ, t)| ≤ L|x− xˆ|,
|B(x, t)−B(xˆ, t)| ≤ L|x− xˆ|,
for all 0 ≤ t ≤ T, x, xˆ ∈ Rn, and
|b(x, t)| ≤ L(1 + |x|),
|B(x, t)| ≤ L(1 + |x|),
for all 0 ≤ t ≤ T, x ∈ Rn, with some constant L.
Let X0 be any Rn-valued random variable such that
E(|X0|2) <∞, (4.11)
and
X0 is independent of W+(0), (4.12)
where W(·) is a given n-dimensional Brownian motion. Then there exists a unique solution
X ∈ L2n(0, T ) of the stochastic differential equation (4.3) with initial condition (4.4).
The above definitions and theorems are mainly developed for stochastic ordinary differen-
tial equations, whereas not many results are developed for stochastic partial differential
equations. My focus for next section is mainly on the numerical simulation results for the
stochastic Allen-Cahn equation.
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Table 4.1: Stochastic time discretization errors and convergence rates
Expected values of error order of convergence
k=
√
2/20 0.0043 −
k=
√
2/40 0.0030 0.533
k=
√
2/80 0.0021 0.482
k=
√
2/160 0.0015 0.505
4.2 Numerical results
In this section, I will provide three two-dimensional numerical experiments, with a square
domain Ω = [−1, 1]×[−1, 1] ⊂ R2, and u0(x, y) = tanh(d0(x,y)√2 ), where d0(x, y) stands for the
signed distance from (x, y) to the initial curve Γ0. The I will apply Monte Carlo simulation
to the fully discretized stochastic Allen-Cahn scheme with different initial interfaces, and
compare the evolving results with those of the deterministic case, and to derive some results.
Test 4.2.1 Consider the stochastic Allen-Cahn problem with the following initial condition:
u0(x, y) =
 tanh(
d(x,y)√
2
), if (x− 0.5)2 + (y − 0.5)2 ≥ 0.252,
tanh(−d(x,y)√
2
), if (x− 0.5)2 + (y − 0.5)2 < 0.252,
where d(x, y) stands for the distance function from (x, y) to the circle (x−0.5)2+(y−0.5)2 =
0.252. This experiment studies the evolution of the zero level-set of the solution to the
stochastic Allen-Cahn equation, when the initial interface is a single circle.
Table 4.1 shows the time discretization errors and the convergence rates, for fixed space
discretization (with the number of cells in both directions equal 100). The time order of
convergence is 0.5.
For the discretized numerical scheme, the time interval is [0, 0.04] and  = 0.01. The
approximations were obtained on uniform triangulations of mesh size h = , with the number
of cells in both directions equal 100. The uniform time-step size is 0.0001. The magnitude
of the white noise are 0, 0.01, 0.1, and 0.5, respectively, corresponding to Figures 4.1, 4.2,
4.3, and 4.4, respectively.
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Figure 4.1 describes the evolution of the zero level-set of the solution to the deterministic
Allen-Cahn equation (the magnitude of the white noise σ = 0 for the stochastic Allen-Cahn
equation), which converges to the mean curvature flow. For the solution of the stochastic
Allen-Cahn equation, with small magnitude of the white noise shown in Figures 4.2 and 4.3,
its zero level-set converges to the stochastic mean curvature flow, where the magnitude of
the white noise is the same as that of the stochastic Allen-Cahn equation. As the magnitude
of the noise becomes larger in Figure 4.4, the zero level-set of the solution does not seem
to converges to the stochastic mean curvature flow. In addition, the color of the figure has
dramatic changes as time goes on, indicating that the numerical solution of the stochastic
Allen-Cahn equation does not satisfy the maximum principle.
Figure 4.5 calculates the average energy functional of the four numerical schemes (with
different magnitudes of the white noise) defined in (3.2), based on 1000 Monte Carlo simu-
lations. The figure shows that the energy is strictly decreasing as time goes on, when there
is no white noise term, or the magnitude of the noise term is very small, and the energy law
is satisfied. As the magnitude of the noise becomes larger, the noise generates dominating
disturbance on the trend of the energy, and the decreasing property of the energy law is not
satisfied.
Test 4.2.2 Consider the stochastic Allen-Cahn problem with the following initial condition:
u0(x, y) =

tanh
(
1√
2
d0
)
, if (x− 12)2 + (y − 710)2 ≥ (14)2, (x− 12)2 + (y − 14)2 ≥ ( 210)2,
or (x− 12)2 + (y − 710)2 ≤ (14)2, (x− 12)2 + (y − 14)2 ≤ ( 210)2,
tanh
( −1√
2
d0
)
, if (x− 12)2 + (y − 710)2 < (14)2, (x− 12)2 + (y − 14)2 > ( 210)2,
or (x− 12)2 + (y − 710)2 > (14)2, (x− 12)2 + (y − 14)2 < ( 210)2.
Here d0(x, y) = min{d1(x, y), d2(x, y)}, and d1(x, y) and d2(x, y) stand for the distance
functions from (x, y) to the circles (x− 12)2 +(y− 710)2 = (14)2 and (x− 12)2 +(y− 14)2 = ( 210)2
respectively. This experiment investigates the evolution of the interface with the initial
interface of two tangent circles.
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Table 4.2: Stochastic time discretization errors and convergence rates
Expected values of error order of convergence
k=
√
2/20 0.0093 −
k=
√
2/40 0.0063 0.573
k=
√
2/80 0.0046 0.462
k=
√
2/160 0.0032 0.525
Table 4.2 shows the time discretization errors and the convergence rates, for fixed space
discretization (with the number of cells in both directions equal 100). The time order of
convergence is also 0.5.
For the discretized numerical scheme, the time interval is [0, 0.09] and  = 0.01. The
approximations were obtained on uniform triangulations of mesh size h = , with the number
of cells in both directions equal 100. The uniform time-step size 0.0001. The magnitude of
the white noise are 0, 0.01, 0.1, and 0.5, respectively, corresponding to Figures 4.6, 4.7, 4.8,
and 4.9, respectively.
Figure 4.6 describes the evolution of the zero level-set of the solution to the deterministic
Allen-Cahn equation (the magnitude σ = 0 for the stochastic Allen-Cahn equation), which
converges to the mean curvature flow. For the solution of the stochastic Allen-Cahn equa-
tion, with small magnitude of the white noise shown in Figures 4.7 and 4.8, its zero level-set
still converges to the corresponding stochastic mean curvature flow. As the magnitude of
the noise become larger in Figure 4.9, the zero level-set of the solution does not seem to
converges to the stochastic mean curvature flow. In addition, the color of the figure has
dramatic changes as time goes on, indicating that the numerical solution of the stochastic
Allen-Cahn equation does not satisfy the maximum principle.
Figure 4.10 calculates the average energy functional of the four numerical schemes de-
fined in (3.2), based on 1000 Monte Carlo simulations. It is clear that the energy is strictly
decreasing as time goes on, when there is no white noise term, or the magnitude of the noise
term is very small. As the magnitude of the noise becomes larger, the white noise plays a
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key role on the evolution of the energy, and the energy law is violated.
Test 4.2.3 Consider the stochastic Allen-Cahn problem with the following initial condition:
u0(x, y) = −tanh(d(x, y)√
2
),
here d0(x, y) = max{−d1(x, y), d2(x, y)}, and d1(x, y) and d2(x, y) stands for the distance
functions from (x, y) to the circles (x− 12)2 +(y− 12)2 = ( 110)2 and (x− 12)2 +(y− 12)2 = (14)2
respectively. This experiment studies the topological changes of the interface Γ0 (zero level-
set in (1.1)) in an evolution defined by the stochastic Allen-Cahn equation. The initial
function u0 is chosen in such a way that the initial interface Γ0 consists of two concentric
circles.
As is known, if there is topological changes on the evolution of the interfaces, the zero
level-set of the solution to the (stochastic) Allen-Cahn equation does not necessarily con-
verge to the (stochastic) mean curvature flow, but sometimes the conclusion still holds.
The zero level-set of the solution to the Allen-Cahn equation with initial interface of two
concentric circles converges to the mean curvature flow, as shown in Figure 4.11. For the so-
lution of the stochastic Allen-Cahn equation, with small magnitude of the white noise shown
in Figures 4.12 and 4.13, its zero level-set still converges to the corresponding stochastic
mean curvature flow. As the magnitude of the noise becomes larger in Figure 4.14, the
zero level-set of the solution does not converge to the stochastic mean curvature flow. The
same as the previous two tests, the color of the figure has dramatic changes as time goes
on, indicating that the numerical solution of the stochastic Allen-Cahn equation does not
satisfy the maximum principle.
Figure 4.15 calculates the average energy functional of the four numerical schemes de-
fined in (3.2), based on 1000 Monte Carlo simulations. It shows that the energy is strictly
decreasing as time goes on, when there is no white noise term, or the magnitude of the noise
term is very small. As the magnitude of the noise becomes larger, the white noise plays a
key role on the evolution of the energy, and the energy decreasing law is violated.
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Figure 4.1: Snapshots of the evolution of u,h,k at time t = 0, 0.8× 10−2, 1.6× 10−2, 2.4×
10−2, 3.2× 10−2, 4.0× 10−2,  = 0.01, and σ = 0.
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Figure 4.2: Snapshots of the evolution of u,h,k at time t = 0, 0.8× 10−2, 1.6× 10−2, 2.4×
10−2, 3.2× 10−2, 4.0× 10−2,  = 0.01, and σ = 0.01.
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Figure 4.3: Snapshots of the evolution of u,h,k at time t = 0, 0.8× 10−2, 1.6× 10−2, 2.4×
10−2, 3.2× 10−2, 4.0× 10−2,  = 0.01, and σ = 0.1.
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Figure 4.4: Snapshots of the evolution of u,h,k at time t = 0, 0.8× 10−2, 1.6× 10−2, 2.4×
10−2, 3.2× 10−2, 4.0× 10−2,  = 0.01, and σ = 0.5.
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Figure 4.5: The evolution of average energy based on 1000 Monte Carlo simulations for
σ = 0, 0.01, 0.1, and 0.5, respectively.
58
Figure 4.6: Snapshots of the evolution of u,h,k at time t = 0, 1.8× 10−2, 3.6× 10−2, 5.4×
10−2, 7.2× 10−2, 9.0× 10−2,  = 0.01, and σ = 0.
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Figure 4.7: Snapshots of the evolution of u,h,k at time t = 0, 1.8× 10−2, 3.6× 10−2, 5.4×
10−2, 7.2× 10−2, 9.0× 10−2,  = 0.01, and σ = 0.01.
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Figure 4.8: Snapshots of the evolution of u,h,k at time t = 0, 1.8× 10−2, 3.6× 10−2, 5.4×
10−2, 7.2× 10−2, 9.0× 10−2,  = 0.01, and σ = 0.1.
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Figure 4.9: Snapshots of the zero-level set of u,h,k at time t = 0, 1.8×10−2, 3.6×10−2, 5.4×
10−2, 7.2× 10−2, 9.0× 10−2,  = 0.01, and σ = 0.5.
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Figure 4.10: The evolution of average energy based on 1000 Monte Carlo simulations for
σ = 0, 0.01, 0.1, and 0.5, respectively.
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Figure 4.11: Snapshots of the zero-level set of u,h,k at time t = 0, 0.8 × 10−2, 1.6 ×
10−2, 2.4× 10−2, 3.2× 10−2, 4.0× 10−2,  = 0.01, and σ = 0.
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Figure 4.12: Snapshots of the zero-level set of u,h,k at time t = 0, 0.8 × 10−2, 1.6 ×
10−2, 2.4× 10−2, 3.2× 10−2, 4.0× 10−2,  = 0.01, and σ = 0.01.
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Figure 4.13: Snapshots of the zero-level set of u,h,k at time t = 0, 0.8 × 10−2, 1.6 ×
10−2, 2.4× 10−2, 3.2× 10−2, 4.0× 10−2,  = 0.01, and σ = 0.1.
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Figure 4.14: Snapshots of the zero-level set of u,h,k at time t = 0, 0.8 × 10−2, 1.6 ×
10−2, 2.4× 10−2, 3.2× 10−2, 4.0× 10−2,  = 0.01, and σ = 0.5.
67
Figure 4.15: The evolution of energy based on the average of 1000 Monte Carlo simulation
for σ = 0, 0.01, 0.1, and 0.5, respectively.
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Figure 4.16: 3D evolution of the stochastic Allen-Cahn equation with initial condition of
ecocentric cirlces
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