Background. Continuous experimentation (CE) has recently emerged as an established industry practice and as a research subject. Our aim is to study the application of CE and A/B testing in various industrial contexts. Objective. We wanted to investigate whether CE is used in different sectors of industry, by how it is reported in academic studies. We also wanted to explore the main topics researched to give an overview of the subject and discuss future research directions. Method. We performed a systematic mapping study of the published literature and included 62 papers, using a combination of database search and snowballing. Results. Most reported software experiments are done online and with software delivered as a service, although varied exemptions exist for e.g., financial software and games. The most frequently researched topics are challenges to conduct experiments and statistical methods for software experiments. Conclusions. The software engineering research on CE is still in its infancy. There are future research opportunities in evaluation research of technical topics and investigations of ethical experimentation. We conclude that the included studies show that A/B testing is applicable to a diversity of software and organisations.
By running multiple variants in an experimental setting with real users, and systematically measure the outcome, developers can make evidence-based decisions to guide their software evolution. Especially for service-based software with large user volumes and centralized software upgrades, design decisions can be underpinned by statistically significant analyses, using experiments. Large internet companies started applying this practice a decade ago, and some of them have published their insights in research venues, among those Microsoft [24] , Facebook [2] , Google [29] , Intuit [4] , and Yandex [19] .
Conducting experiments in iterations is known as continuous experimentation (CE)-a general term which covers a wide variety of experiments and the implications of experiments on the whole software engineering process. This is an extension to the introduction of continuous integration and continuous deployment, all summarized as continuous software engineering [14] . Efficient delivery of software, through continuous delivery, enables experimentation even on small software changes [18] . The term CE was popularized in software engineering by Fagerholm et al. [13] . Now continuous experimentation is established as a software engineering practice, although there is still a lot to research about its specifics and generality. Publication venues are both in the fields of data science (DS) and software engineering (SE). As with any emergent research field, the terminology is somewhat different between the two, as well as within the fields.
To get an overview, both of the research being conducted, and the practice being studied and reported as research and experience reports on CE, we conduct a systematic mapping study [21] . Our goal is to study the application of CE and A/B testing in industrial contexts. Our aim is to use the study as a basis for future work, identifying results to build on, and gaps in the research to fill [20] .
Following this reasoning we formulate three research questions within the context of the studies included in the literature search. 
RELATED WORK
In the process of our search we did not find any related work of literature studies that focus only on CE. Yaman et al. [32] have conducted a systematic literature review (SLR) of customer involvement of users in continuous deployment. Their main finding is that there are miss-perceptions among customers, which is not relevant for A/B testing where users are minimally aware of the experiment. They also point out that the area remains unexplored academically, but is common in industry, which we also find in this study.
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RESEARCH METHOD
The aim of a mapping study is to provide an overview of the published literature on a topic, identify missed areas in the research or form the basis for future reviews. In this study, we follow the guidelines by Kitchenham et al. [21] .
As starting points of the study we conducted a pilot study and created a research protocol. The pilot study was conducted during 2016, but did not find sufficient material from SE venues to continue at the time (as is clear from the trend in Table 1 ). The papers from the pilot study were used in this study as a validation set for the search terms.
Search strategy
Defining a precise search strategy for CE was challenging in this study for three reasons: (i) a conflict in terminology with experiments as a research method, (ii) the non-standardized terminology in an emerging topic, and finally (iii) it is an interdisciplinary topic, with main venues on both DS and SE. For those reasons we used a combination of database search and snowballing in iterations as search strategy, as recommended by Ros et al. [28] .
The search string was formed by testing various options which were validated against results from the pilot study. The end result is a disjunction of synonym words for controlled experiments and continuous experimentation. We used word endings that express the process of experimentation rather than a single experiment. This strategy was not successful on IEEE Xplore because of automatic word stemming. We considered using negative keywords, such as software, but failed to find any useful terms. We used search filters to limit the results to SE and related research fields, and to limit the publication between 2007-2017. This is motivated by the results of our pilot study and by the paper from 2007 by Kohavi et al. [24] that introduces the topic.
The resulting search string was as follows: "online experiments" OR "online experimentation" OR "controlled experiments" OR "controlled experimentation OR "a/b testing" OR "a/b tests" OR "split testing" OR "split tests" OR "bucket testing" OR "bucket tests" OR "continuous experimentation" OR "experiment systems".
We executed our queries on the four databases recommended by Kitchenham et al. [21] : (i) IEEE Xplore with 230 hits, (ii) ACM Digital Library with 1,240 hits, (iii) Scopus with 3,007 hits, and (iv) ISI Web of Science with 1,017 hits. Total papers from searching databases was 5,494.
We also performed backwards snowballing of the 62 included studies by screening references in the papers, adding 1,634 hits. Eight additional papers were found through snowballing, and those were also subject to snowballing. The snowballing was performed in conjunction with the selection phase. There was no relevant literature from before 2007 found through snowballing.
Selection strategy
The primary study selection was performed by the first author in three steps. First, duplicates were removed with the tool Jabref in a semi-automated process, keeping 3,425 of the 5,494 papers found from the database search. The second step was a screening based on: title, abstract, and keywords. In the screening we kept 86 of the 3,425 papers. The removed papers were clearly not relevant; usually because they used controlled experiments as a research method rather than researching controlled experiments as such.
The final step was to read the 86 papers and compare against the inclusion/exclusion criteria. Any uncertainties were resolved in discussions with the second author, and the criteria were updated. The end result sums up to 62 included papers. The full inclusion/exclusion criteria were as follows.
Include paper if:
• The research is based on or is conducted by SE practitioners involved with CE.
• The experiments under study have its data sourced from normal usage of the software in a production environment. Exclude paper if it is:
• The discussed experiment is only in the sense of testing out new ideas rather than a scientific method.
• Not written in English.
• Not peer-reviewed or is an extended abstract.
• A duplicate of a paper already included (only the latest version is included).
Data extraction and classification schema
We used both thematic analysis and a classification schema to extract data. The schema was created in discussions between the authors and evolved during the process of extraction. The data was extracted by the first author and reviewed by the second author in discussions. The extracted data is available as supplementary online material 1 . The process for conducting thematic analysis was as follows. We started by carefully reading all included papers. Paragraphs that described research topic, organisations, and experiments were given a theme of a sentence or two. The themes were then grouped into similar topics.
The extracted data was based on three different quantities: (i) characteristics of the papers, (ii) organisations and software sectors in which the studies are conducted, and (iii) characteristics of the experiments. Only organisations that are mentioned to actually conduct experiments are counted. Note also that we define a oneto-one correspondence between organisations and software sectors. As an example, in a paper by authors from Microsoft they discussed both the search engine Bing and the game console Xbox, in which case it was counted as two separate organisations. For experiments, we included only those that gave sufficient background in terms of experimental design and purpose of the individual experiment. For both organisations and experiments we removed duplicates as best as we could, which was sometimes challenging because of anonymity or lack of detail in descriptions.
Paper characteristics (RQ1).
Research topic was thematically analysed as described above. For each paper we selected the major 1-3 topics. We divided the papers into software engineering or data science based on research venue, with the intent to analyse the differences between the fields. Research approach was classified based on the schema by Wieringa et al. [30] . The four types observed were: (i) evaluation research investigates established practices in industry, (ii) experience reports state the authors' personal opinion on a subject, (iii) proposed solution papers introduce a novel solution to a problem, and finally (iv) validations provide an initial investigation of a proposed solution.
Organisation characteristics (RQ2).
Company size was classified based on number of employees: large ≥ 250, medium < 250, and small < 50. When company size was not listed in the paper, but company name was, we searched public internet databases for number of employees. Business model was categorized as one of business to business or consumer. It was either inferred from the text or explicitly mentioned. Software sectors (or domains) were also extracted with thematic analysis from the paper text, as described above.
Experiment characteristics (RQ3).
Experiments were classified from the descriptions in the papers, based on three dimensions: (i) Overall goal of the experiment: gaining knowledge, increasing revenue, or improved user engagement. (ii) Types of treatment (or change) introduced in the experiment: visual or algorithmic change, or entirely new features, and (iii) experimental design, most typically A/B-test, A/B/n-test or multi-variate tests (MVT). We excluded experiments that were missing any of these data.
RESULTS
The results are divided into three parts, research topics, organisation and experiment characteristics. First we give some observations on the state of the literature, with some general trend statistics in Table 1 . The total number of unique experiments reported in the 62 papers are 91, and the number of organisations (organisationsector pairs) is 42. According to the figures, the research in SE started later and is in its initial phase, while the research from DS reached its peak in 2015. A third of the papers are published in the knowledge discovery and data mining conference (KDD), in which the initial paper was also published [24] .
There are many papers with the first author from industry: 43 of 62 (70%). Many of the industrial papers use only proprietary datasets to evaluate their methods. We did not find any publicly available datasets or any available code replicating statistical methods or analysis.
Research topics (RQ1)
The intention with the following topics overview is not to give a full account of all papers, as only the most influential papers in each topic is mentioned. Influence is measured with citation count per year with Google scholar. Table 2 shows a summary of the topics and how they are studied. The only difference in research topic between DS and SE fields are in statistical methods; which is an exclusive DS topic. Research approach also differs between the fields, in which all proposed solutions are from DS, while SE instead favoured evaluation research.
Experiment process.
There are several descriptive models or reference models and reports that describe the process that practitioners use for conducting their experimentation. They include steps before and after an experiment is done and how experimentation is carried out in iterations. The most influential of the reference models are Experiment Systems [4] and RIGHT [13] . The descriptive models are mostly from industry, such as the process for experiments with recommendation systems at Netflix [1] .
Infrastructure.
Infrastructure is what is necessary or useful to conduct experimentation: system and software architecture, roles required, and organisational culture. The architecture is needed in contexts in which continuous deployment and multiple system version is challenging, such as mobile or embedded [5] . The papers overlap slightly with experiment process, with the RIGHT [13] model discussing roles for experimentation and the Netflix report [1] also discussing organisation culture for experimentation.
Challenges.
The most frequent topic is challenges for conducting experiments. We found four types of challenges: (i) technical challenges such as rapid and continuous deployment and issues in debugging experiments, (ii) statistical challenges with violated assumptions of the statistical methods employed, erroneous use, or misinterpretations, (iii) management and organisational challenges in adopting experiments, communicating results to stakeholders, etc., and (iv) business challenges such as prioritising what to experiment, lack of users, or aligning metrics with business. The challenges have been identified in large scale experimentation at Microsoft [7] , at small start ups [13] , and in companies adopting experimentation [25] .
Benefits.
Many authors mention the benefits of CE only in passing, e.g., in a discussion on motivation [4, 24] . Only one study focuses solely on the benefits: Fabijan et al. [12] , claiming that the benefits include knowledge gain about the users and improving the quality of software.
Variability management.
A/B testing incurs increased variability-by design-in a software system. This topic deals with solutions in the form of tools and techniques to manage said variability. Techniques such as methods of representing valid configurations and how to map the variables in the configuration to software and experiments. Google have tools to manage overlapping experiments in large scale [29] . Facebook has published an open source framework specialised for configuring experiments [3] . Cámara and Kobsa [6] present a systematic approach using feature models from software product lines.
Metrics.
Defining measurement for software is not straightforward if the software is not directly aligned with business (as is the case in e.g., e-commerce). Metrics for ads is a recurring topic, in which revenue generated from ad clicks must be balanced with a regression in user experience quality. Defining a metric that quantifies the long-term effect of this trade off is not trivial. Research on this topic includes ways to measure or evaluate how useful metrics are [9] , and strategies for dealing with hundreds of metrics [22] .
Statistical methods.
The challenges with experimentation motivates improved statistical techniques specialised for A/B testing. Aborting experiments pre-maturely in case of outstanding results is a hotly debated topic on the internet and in academia, under the name of continuous monitoring and early stopping [8, 19] . The reason for wanting to stop early is to reduce opportunity cost and the reason not to is due to issues with multiple testing caused by continuous monitoring (which is not allowed in classic statistics without adjustment). Another category of statistical methods is using pre-experiment data to improve the reliability of the experiment, often by addressing the reportedly inflated false positives rates. This technique is employed by e.g., Microsoft [10] and Google [17] .
Design of experiments or automated experimentation.
As seen in Section 4.3 the most common design of experiments is A/B tests. Kohavi et al. [23] caution against using multi-variate tests (MVT) and complex designs because it is easy to make mistakes when introducing multiple changes in the software at once. In contrast, other researchers take an optimization approach and automate experimentation with techniques such as metaheuristic search (genetic algorithms) [26] or multi-variate bandit optimization [16] . They apply it to as many parameters as possible in software components that can be easily parametrized, such as colors and layout of components in a GUI. Other research directions include quasiexperiments because of the lower technical complexity [15] . A quasi-experiment (or natural experiment) is done sequentially instead of in parallel. Finally, mixed methods research is used to combine quantitative and qualitative data for more nuanced feedback [4] .
Domain considerations.
Some organisations or software sectors (see also 4.2) have domain specific challenges or techniques for experimentation, of which we found five prominent. (i) For mobile apps the challenge is continuous deployment and handling multiple variants in GUI layouts. (ii) Embedded software face the same challenges as mobile but to a higher degree. There is no specialised infrastructure for deployment of software as there exists for mobile (app stores). Research of experimentation for embedded software is in an early stage; on how to apply it [5] . (iii) Facebook [2] describes that users of social media influence each other across experiment groups (thus violating the independence assumption of statistical tests). (iv) For search engines, there are special experimental designs for interleaving content, such that both control and treatment is mixed on a single search engine result page. Finally, (v) in business to business (B2B) software, the challenge is often to get access to end-user data from their business customers [27] .
Ethics. This topic concerns guidelines and implications
for ethical experimentation, which should be based on input from legislation, practitioners, and users. We found only one study on ethics: Yaman et al. [31] surveyed practitioners on the ethics of experiments on users without notification or approval. The only question that practitioners agreed on was that users should be notified if personal information is collected. A discussion workshop at WSDM on ethics of online experimentation deserves a special mention; the only record of it is an extended abstract [11] .
Organisations under study (RQ2)
By studying the organisations that use continuous experimentation we identify under what circumstances it is possible to conduct it. In Table 3 , to the left we list the software sectors and technological platform of the 42 organisations identified and to the right we show the business model and company sizes.
Software license model and sector is included to showcase the diversity among the software. The license model is based on how software is consumed: subscribed or free (as in gratis) usually running in a web browser or another service based delivery mechanism, perpetual in which the consumer pays a one time cost and is usually an installed application, or embedded where the software comes with a hardware purchase. E-commerce is considered free software because what is purchased is not the software running the store. The distinction of business model as B2B or B2C is whether the company is able to directly affect their revenue through their users. As an example, free-to-use software with ads is classified as B2C because they can increase revenue through more clicks on ads, even though the actual revenue is derived from other businesses, paying for ads placement.
Experiments under study (RQ3)
To further understand what type of software can be experimented on, we examined the experiments featured in the literature. Only some of them have sufficient details to be listed, namely what treatment is applied, what the overall goal of the experiment is, and what the experimental design is. The 91 experiments are totalled for each category in Table 4 .
The data is segmented based on whether the experiment design is simple or complex (definitions of the designs are mentioned in There are three types of treatments in this study: The most common treatment is (i) visual changes, which includes changes in layout of GUI components and cosmetic changes of e.g., color, font or text. Static content, such as news articles or e-mail campaigns is also counted as visual if there is no automated ranking component. Examples of (ii) algorithmic changes is search engine ranking or performance improvements. (iii) New features is the least common treatment. New functionality often include both visual and algorithmic changes. From the descriptions of experiments it is often unclear what the control treatment is for new features.
Experiment goal is also grouped into one of three categories: (i) Knowledge gain about the users or domain. In an experiment with knowledge gain as the goal, the software does not permanently change. One interesting example from Bing added a delay to the search results to gain knowledge the importance of performance [24] . (ii) Revenue as measured in direct improvement of business figures. This is often used in the e-commerce examples, where it can be measured by number of products sold. In other sectors it is not as easily defined and requires complex metrics. The final goal is improved (iii) engagement based on usage or user experience of the software, which is by far the most common experiment featured.
DISCUSSION
State of the research (RQ1)
CE is becoming an established industry practice and research subject. CE research was initiated in DS and is emerging as a SE subject. Both DS and SE are applied fields while SE is more specific to a domain. Thus we conjecture that the future research will be more applied than theoretical.
We have identified 10 research topics (see Section 4.1) and analysed which kind of research is conducted for each. No topic has sufficient empirical evidence to constitute the foundation for a systematic review. From our analysis, three of them are supported by some empirical evidence: experiment process, infrastructure, and challenges. These topics are researched by observing and describing the current practice. Of the topics popular in DS, there are two with no evaluation research: statistical methods and design of experiments. Performing evaluation research of these topics might require an intervention to introduce the techniques in another organisation.
The statistical methods and design of experiments are developed for a reason and they are reportedly used by the big companies. There is a lingering question to what extent these methods should be used by other organisations involved with experimentation. All of the statistical methods introduced in the papers are only validated on proprietary datasets. Realistically, this is not going to change because of the sensitive nature of the data sets. There are also no code examples supplied for these topics. This hurts the research opportunities in an applied field like SE to replicate such studies. It also hurts SE practitioners without advanced knowledge in statistics. Additional tool support is not sufficient if they are difficult to use. Instead, we believe this calls for evaluation research with an intervention.
Variability management is another technical topic that is lacking in empirical evidence. There is ample opportunity to evaluate tools and techniques for variability management in an industrial setting. We see CE and A/B testing as a suitable application of techniques from software product lines and feature oriented software development. This connection was drawn already in 2009 by Comara and Kobsa [6] , using aspect oriented software development for implementation. We can only guess as to why this has not been embraced by industry or academia; maybe the rapidly changing and diverse ecosystem of software development on the web, makes it hard to work with inflexible models and tools. We reason that a more systematic approach than feature toggles could be valuable, especially in software sectors such as embedded, with a higher need for stable software.
We believe that there is a discrepancy in the number of papers in benefits compared to challenges for two reasons. Firstly, due to the many pre-requisites (corresponding to the challenges) of experimenting. A deficiency in any of the significant challenges dooms the endeavour to failure. Thus, each challenge has a profound effect on experimentation. Secondly, the benefits might be perceived as obvious and not warranted as a research topic. This is unfortunate because this bias hinders a systematic review in answering the question on whether CE is a worthwhile SE practice.
Ethics for experimentation will no longer be a fringe academic topic when the General Data Protection Regulation (GDPR) 2 legislation takes effect in the EU in May 2018. Whether it is another hurdle or a serious game changer remains to be seen. Ultimately it is a judicial question to settle which solutions are sufficient to protect user integrity and data. Regardless, we believe that ethical experimentation (whatever that is) should be a priority for the SE research community. We believe that SE research can help define what ethical experimentation is and to find solutions and guidelines to do experimentation in compliance with legislation.
In summary, we identify a research gap on evaluation research and tool support on technical topics, such as automated experimentation, statistical methods, and variability management. We see a need for more research on the implications and feasibility of ethical experimentation.
Experimentation context (RQ2 and RQ3)
We wanted to investigate how applicable A/B testing and CE was in industry and in doing so inspected the organisations and experiments featured in the literature (see Sections 4.2 and 4.3).
We find a diverse spread of organisations and software sectors, ranging from e-commerce to embedded software. For company sizes, we suspect that there are many more small and medium organisations (compared to large organisations) than what is seen in Table 3 . We hypothesize that the bias is caused by researchers' increased chance of contact with large organisations. As for software sector, we conclude that experimentation is more frequently occurring when software does not have to be installed in desktop computers or embedded in hardware. It is surprising for us that there were relatively many business to business (B2B) companies involved with experimentation. This shows that A/B testing is not only used to directly increase the revenue (as is the case in e-commerce) but also for the purpose of providing a high quality product. While there are studies on the challenges in experimentation in B2B software [27] , we would like to see more guidelines on e.g., how to define metrics in this context.
The examples of experimentation in the literature are diverse. There are more visual changes, than algorithmic changes, and more algorithmic changes than new features. This is most likely caused by the difficulty of application of these treatments; visual changes are easy to make and so are easier to try multiple variants of. Further, new features often involve both algorithmic and visual changes. It can also be the case of researcher bias, because visual changes are easy to explain and show as an example in a paper. Goals of improving engagement was the most common ones, and increased revenue was more common than knowledge gain. Our interpretation of the data is that it is hard to define metrics with a direct connection to revenue. As for knowledge goals, they are most likely rare because it does not directly result in improved software.
The experimental designs found were mostly standard A/B tests. For designs with multiple treatments we saw only visual changes applied. We believe this is the case because it is used on changes that are easy to implement by parametrizing and test multiple alternatives of. The question is how applicable the techniques, and especially automated experimentation, are to general software (possibly entirely without a graphical interface).
In summary, we observe diversity in terms of organisation, software, and experiment characteristics. The research is dominated by companies such as Microsoft, Google, and Facebook. By showing examples of experimentation in diverse contexts we show that experiments is not only for web-based software, by large companies, or for organisations with business to consumer models.
Threats to validity
The results and conclusions we draw from this mapping study could be affected by threats to validity, which are discussed in this section. The general steps taken to increase the validity of the study are to follow the practices recommended by guidelines [21] : conducting a pilot study, writing a research protocol, and performing data validation by the second author.
Study coverage.
This is an inter-disciplinary study, which means that there could be different terms for the same thing. Even though we used both snowballing and database search we acknowledge that we could still have missed relevant papers. Study selection is another source of missing studies where we could have removed studies that should be included.
Topic coverage.
Some potentially relevant topics or software sectors could have no publications that discuss them yet, those research gaps cannot be identified with a literature study study.
Conclusion validity.
The data extraction might be affected by author bias. The topics we extracted could be arranged or named differently which might affect the interpretation of the data.
CONCLUSIONS
The goal of this study was to find how applicable experimentation is for various organisations and software. We also wanted to explore the main topics and discuss what merits further research. We acheived this making a systematic mapping of published research.
We found two main research gaps when analyzing the main topics (RQ1). Firstly, a lack of real world evaluation of technical topics proposed by DS researchers. The proposed methods could be useful if they reach a wider audience which we believe they can find through evaluation research by SE researchers. Secondly, we request additional research in the form of guidelines, procedures, and techniques for ethical experimentation motivated by recent legislation (GDPR).
The analysis shows a diversity of organisations (RQ2) involved with experimentation, they are active in different software sectors, with different sizes, and business models. E-commerce and other online software is the most common sector but CE is applied in other sectors too, such as finance and gaming. Experiments are conducted primarily to improve the user engagement through visual changes (RQ3).
We conclude that continuous experimentation can be an active research subject for many years to come since there are many research gaps to fill. For practitioners, we have shown that A/B testing is used in diverse settings and conclude that A/B testing is a widely applicable practice.
