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INTRODUCTION 
The increased interest in differential Galois theory has evoked a new demand 
for quick and self-contained introductions including full proofs of the basic 
theorems. Kolchin’s classical monograph ([2]) has a much wider goal, but at a 
high price: the first appearance of the differential Galois group is on page 396! 
Kaplansky’s well-known and beautiful introduction ([I]) of 1957 goes directly 
into the heart of the matter and is almost selfcontained. I believe, however, that 
the basic theorems (existence and uniqueness of Picard-Vessiot extensions, the 
Galois correspondence, dimension of the Galois group) can be obtained in a 
still shorter and easier way. The fundamental idea is to define the affine coor- 
dinate ring of the Galois group a priori*, and to base the theory on a certain 
isomorphism of tensorproducts (cf (2)). Apart from the definition almost 
nothing is used or deduced on differential ideals. Only a trivial part of tensor 
product theory is needed, because all tensor products are taken over fields. 
The present paper is restricted to proofs of the basic theorems and does not 
contain applications (Liouville extensions, solvability, etc.) or examples. From 
a certain moment on the field of constants is assumed to be algebraically closed. 
Little is used from the theory of algebraic groups. By lack of a convenient 
* M.F. Singer has pointed out to me that in Chapter VI of [2], though quite different in spirit and 
technique from the present paper, ‘extension of constants’ also serves to define a structure of 
algebraic set on the differential Galois group. 
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reference I have added an appendix containing a short and full proof of the ex- 
istence of Picard-Vessiot extensions; no originality is claimed. 
That tensor products are useful in connection with differential Galois theory 
became apparent o me years ago after reading a set of lecture notes by M. van 
der Put ([4]); only recently I have found how to simplify the quite involved 
technical details. 
Finally Singer’s paper [5] should be mentioned; it is an excellent introduction 
directed to an important domain of problems. 
1. DEFINITIONS AND NOTATIONS 
A a a 
(1) y’=Ay 
denotes a system of linear differential equations, y denoting a column vector 
of unknown functions y,, . . . , y, , whereas y’ is the column vector of the 
derivatives y;, . . . , yi . 
- Let KC L be an extension of differential fields. A fundamental matrix for (1) 
with coefficients in L is a matrix UE Gl,(L) such that U’=AU. If I/ and V 
are both fundamental matrices for (1) with coefficients in L, then there exists 
MeG1,(CL) such that V= UM. This is an immediate consequence of the 
simple fact that (U-l V)’ = 0. 
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- A Picard- Vessiot extension for (1) is an extension KCL of differential fields 
such that L is generated over K by a fundamental matrix of (1) and C, = CK. 
The existence of a Picard-Vessiot extension for (1) in the Appendix under the 
assumption that C, is algebraically closed. Under the same hypothesis the 
uniqueness is proved in Proposition 2 below. 
2. A BASIC ISOMORPHISM AND A BASIC BIJECTION 
Let KC L and KcM be Picard-Vessiot extensions for (1). We shall write C 
instead of C,( =C,= C,). Let UeGl,,(L), VEGA, be fundamental 
matrices. Let R = K[ V, det(V)-‘1 be the differential subring of M generated 
over K by det(V)-’ and the entries of V. We turn L OK R into a differential 
ring by defining (18 r)‘= I’@ r+l@ r’. L OK R is viewed as an L-algebra 
through its first factor: I,(/, 0 r) = (I, j2) 0 r. 
Define Z E Mat,(L OK R) by Z= U-’ @ V. Then Z’= 0. The proof used the 
evident relations 
(U-‘)l = -U-’ U’U-’ = -U-‘/l, V’ = A V 
implying 
Z’=(U-I)‘@ V+U-‘0 V’= -U-IA@ V+W’@AV 
and because A has its coefficients in K it follows the definitions that 
U-‘@AV= U-‘A@ V, 
whence Z’= 0. Notice that det(Z) = det(U))’ @ det(V) is an invertible element 
of L@,R. 
Let S be the subring of L OK R generated by C, det(Z)-’ and the entries of 
Z. S consists of constants; the inclusion of S into L OK R can be viewed as a 
homomorphism of differential rings. There is an induced map 
(2) O:L&S+LOKR 
mapping 1 @s onto Is. 0 is a homomorphism of rings, even a homomorphism 
of L-algebras when the L-algebra structure on L Oc S is defined in the evident 
way. Moreover, 0 is a homomorphism of differential rings where the deriva- 
tion on L oc S is given by (10 s)’ = I’ @ s. 
THEOREM 1. 0 is an isomorphism of L-algebras and of differential rings. 
PROOF. The only point still to be proved is the bijectivity of 0. The surjec- 
tivity is trivial: the image contains 1 @ det(V)-’ det(Z)-’ and the entries of 
I,,@ V= UZ, where Z,eGl,(L) is the identity matrix, and these elements 
generate L OK R as an L-algebra. 
Now let a be the kernel of 0. Because 0 is a homomorphism of differential 
rings, a is a differential ideal. To finish the proof it suffices to show that a = 0. 
This can be proven in a rather direct way. We prefer however to deduce the re- 
quired result from Proposition 1 below which states that every differential ideal 
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of L & S has the form L & c where c is an (ordinary) ideal of S. Applying 
this result here we find a = L Oc c. So when a # 0, then c contains an element 
c # 0. Because 10 c E Ker(O) we have 0 = O(1 @ c) = c, a contradiction. From 
this we conclude that a=O. Hence 0 is injective. 
PROPOSITION 1. The map c +, L Qc c is a bijection from the set of the ideals 
of S onto the set of differential ideals of L @& S. 
PROOF 1. The only problem is the surjectivity. So let a be a differential ideal 
of L oc S. Denote by h the canonical map S + L Oc S. Then L Oc h-‘(a) c a. 
Assume L oc h-‘(a) #a. Let (Si)iEI be a C-basis of S such that (sj)i,J is a C- 
basis of h-‘(a) for a certain subset .Z of I. Let f = CicH fi @ Si be an element of 
a \ L gc h-‘(a) of smallest length, i.e. #His minimal. Notice that HQ J. We 
may suppose lk = 1 for some k E H. Then f’ = 1 iG H, Ikl 1; 0 Si is an element of 
a of smaller length, whence f ‘E L ac h-‘(a). It follows that Z; = 0 (i.e. 1iE C) 
for all i@ J. One has 
(3) f = C li@si+ C li@ Si* 
ieHflJ ieH\J 
The latter sum is equal to 
C 1 @ ZiSi = 1 OS, 
isH\J 
where 
S= C liSiES. 
ieH\J 
Since C. reHnJli@siEL@c h-‘(a)Ca it follows from (3) that 10~~ 
a \ L & h-‘(a). This is a contradiction. 
COROLLARY. c - Lc is a bijection of the set of ideals of S onto the set of dif- 
ferential ideals of L OK R. 
PROOF. This is an immediate consequence of Proposition 1, the relation 
@(I @ s) = Is for all I EL, s E S and the fact that 0 is an isomorphism of differen- 
tial rings. 
For any differential field extensions L1, L2 of K we shall denote by 
HomK(L1, L2) the set of all K-homomorphisms L, + L2 of differential fields. 
Here we are interested in HomK(M, L). In fact we can show that in this case 
any such homomorphism is an isomorphism, and therefore we prefer the nota- 
tion Iso&M, L). To prove our claim we look at (TE Hom#Z, L) (if any!). 0 
identifies M with a differential subfield ti of L containing K. When P= o(V), 
P is a fundamental matrix for (1) with entries in L. Hence there exists a EE 
Gl,(C) satisfying P= UE, and it follows that P generates L over K. Since P 
also generates fi over K, we see that fi= L. So cr : M-+ L is an isomorphism. 
Let 9 be the - possibly empty - set of C-homomorphisms from S to C. We 
define 
(4) Y : ISOK(M, L) 4 s 
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as follows. For any cr E Iso,&VL, L) let 6 : L OK R -+ L be the L-linear homo- 
morphism of differential rings 10 r ++ h(r). Then the composed map 
where the first map is the inclusion, is a C-linear homomorphism of differential 
rings. So the image is contained in C,= C. Hence this composition can be 
viewed as an element of s; we denote it by Y(a). 
THEOREM 2. Y is a bijection. 
PROOF. We shall define a map 8 : s+ Iso,(M, L). For CY E Slet ti : L Oc S+ L 
be the map I @ s - La(s). & is an L-linear homomorphism of differential rings. 
Denote by j the canonical injection R +L@,R. Put~(a)=doO-ioj:R-rL. 
This is a K-linear homomorphism of differential rings. Its kernel is a differen- 
tial ideal of R. However, R has no proper differential ideals (cf. Appendix, 
Theorem A). Hence 3(a) is injective and so s(a) can be extended to an element 
of Iso&4, L). We shall prove now in two steps that Y and E are inverse maps. 
(i) We shall show .?:“o Y(o) = o for all cr E Iso,(M, L). For all r E R the ele- 
ment 1 @ r E L OK R can be written as 1 l+q where li E L, sj E S. Then for any 
(YES we have E(a)(r) = C@(si). Applying this with a= v(a) we find 
E(ty(a))(r) = C lj yl(O)(Si) = C fiti = 6( C l;SJ = (?(l @ r) = a(r), 
whence zo Y(a) = o. 
(ii) We are going to prove that ~,~oE(a)=a for all cz?_J?. For convenience we 
shall use notations like a(2) to indicate the matrix obtained from Z by applying 
a to its entries. Define cr = Z(U). From the definitions we have 
Z(a)(V) = aoO-‘(I,@ V) = ti(UZ) = r-la(Z), 
Y(o)(Z) = d(lr’ 0 V) = u-b(V). 
whence 
(V” (o))(Z) = Y(a)(Z) 
From this relation we conclude 
= Wa(V) = fr’Z(a)(V) = a(Z). 
that Yo3((r) and a have the same effect on Z. 
Since both maps are C-linear and det(Z)-’ and the entries of Z generate S as 
a C-algebra, the maps coincide. This proves our claim. 
If a corresponds to (3 under Y the diagram 
is commutative; this diagram is sometimes useful. 
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3. GALOIS THEORY 
PROPOSITION 2. With the above notations and definitions one has: 
(i) There exists a K-linear isomorphism of differential rings: M+ L if and 
only if S*0. 
(ii) If C is an algebraically closed field, all Picard-Vessiot extensions of K 
with respect to (1) are K-isomorphic as differential rings. 
PROOF. (i) is a trivial consequence of Theorem 2. 
(ii) If C is algebraically closed, then s#0 and so (i) applies. 
From now on we assume that C is algebraically closed. 
We shall restrict ourselves to the special case M=L, V= U. The set 
IsoK(L, L) then is a group and is commonly called the differential Galois group 
of the Picard-Vessiot extension KCL; notation: G(L/K). 
COROLLARY TO PROPOSITION 2. Let N be a differential subfield of L con- 
taining K and let 5 : N+ L be any K-linear homomorphism of differential 
fields. Then ‘5 can be extended to an element of G(L/K). 
PROOF. First off all for any ‘intermediate’ differential field KC PC L the ex- 
tension PC L is a Picard-Vessiot extension for (1). This follows trivially from 
the definitions. Define A= r(N). Then NCL and &fcL are Picard-Vessiot ex- 
tensions for (1). This can be interpreted in a slightly different way. Let i : NC, L 
be the inclusion map. We view L as an extension of N using ior. This is again 
a Picard-Vessiot extension for (1). So there exists a differential automorphism 
o of L such that the restriction to N equals io 7. Obviously, o is an element of 
G(L/K) and extends r. 
As is well-known G(L/K) can be provided with a structure of linear algebraic 
group. There is a standard injective homomorphism of groups (see below) 
@ : G(L/K) + Gl,(C). The main difficulty is to show that the image is a 
(Zariski-) closed subset of Gl,(C). Our bijection Y: G(L/K) --t 3 suggests that 
S is the affine coordinate ring of G(L/K). In fact this is true, but not completely 
trivial. For one thing, we have not yet shown that S is reduced (i.e. does not 
contain nilpotent elements #O), and on the other hand the group operations 
should be morphisms of algebraic varieties. The latter property is not directly 
evident. As for the first apply Theorem 39 of [7], Ch. III, 0 15 to the right hand 
side of (2). This shows that L OK R is reduced. Since 0 is an isomorphism, 
S is reduced too, and so S can be viewed as the coordinate ring of the (possibly 
reducible) algebraic variety g. We need an additional map ez : s’+ G&(C) 
defined by ez(cx) =a(Z). Let X be the matrix in the indeterminates Xi,j, 
i,jc (1, . . . . n}. Then C[X,det(X))‘] is the coordinate ring of Gl,(C) and the 
map ez corresponds to the homomorphism of C-algebras: C[X, det(X)-'1 -+ S, 
mapping X onto Z. So ez is an isomorphism of s on a closed algebraic subset 
of Gl,(C). Finally, @ : G(L/K) + Gl,(C) is the map (T - U-lo(U) (Notice that 
U-‘a(U) is a constant matrix, because U and a(U) are both fundamental 
matrices for (1)). Next it is an easy exercise to show that the diagram 
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G(L/K) - S 
Gl”(C) 
is commutative. From the previous results it is now clear that @ identifies 
G(L/K) with a closed algebraic subset of Gl,(C). Since @ is also a homomor- 
phism of groups, the image is a closed algebraic subgroup of G&(C) whose af- 
fine coordinate ring can be identified with S using e,. 
For any set H of differential automorphisms of L we denote by LH the 
subset {z E L 1 a(z) = z for all o E H}. In fact LH is a differential subfield of L. 
PROPOSITION 3. LG(L’K) = K. 
PROOF. Let z be an element of L such that a(z) = z for all (3 E G(L/K). Write 
z = b/c with 6, c E R. Then ho(c) -co(b) = 0. Define w = O-‘(b 0 c - c @ b). 
Using diagram (5) we see that a(w) = 0 for all a E 3. We claim that w = 0. To 
see this, write w = C 1; @ si where 1;~ L are linearly indepenent over C and 
si E S. Then 0 = d(w) = C licr(si), whence a(si) = 0. This being so for all i and all 
a E s”, we conclude that Si = 0 for all i. Hence w = 0. The latter equality implies 
b@Jc=c@b; so b/c or c/b belongs to K. 
PROPOSITION 4. Let H be a subset of G(L/K) satisfying LH= K. Then the 
Zariski closure I7 of H in G(L/K) equals G(L/K). 
PROOF. Suppose A# G(L/K). Then there exists f E S, f #O, vanishing on H 
(i.e. cr(f)=O for all CXE H identified with a subset of s’). Now consider the set 
& is not empty, because it contains O(1 of). Let w = Cy= 1 li @ ri be an ele- 
ment of & such that m is minimal. Obviously, the ri are linearly independent 
over K. Without restriction we may assume I, = 1. For SE H define wz= 
Cy! 1 T(Ii) @ ri. 0 ne easily checks that w,.E&, and applying 6 to w- wr= 
Cy=, (/i - r(li)) @ ri we get 0. In virtue of the minimality of m we conclude that 
w - W, = 0 and we have 1; - Z(,i) = 0 for all i E { 1, . . . , m} . This proves that the li 
are invariant under Hand hence belong to K. Consequently, w = 1 @ r for some 
r E R and a(w) = a(r) = 0 for o E H. This is a contradiction, because w # 0. 
As is well-known the Propositions 3 and 4 form the basis of the Galois cor- 
respondence which states that H - L H is a bijection of the set of closed 
subgroups of G(L/K) onto the set of differential extension subfields of L con- 
taining K, the inverse mapping being M- G(L/M). The essential points of the 
proof are: 
(i) By definition His a closed subgroup of G(L/LH). In fact these groups 
are equal. This follows from Proposition 4 applied with K = LH and the ob- 
vious fact that L”CL is a Picard-Vessiot extension for (1). 
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(ii) MC L is a Picard-Vessiot extension for any intermediate differential field 
M. Hence in virtue of Proposition 3 M=LG(L’M). 
An extension of differential fields KCM is called normal if K=MG(M’K). 
So Proposition 3 states that a Picard-Vessiot extension is normal. Under 
the Galois correspondence normal subgroups of G(L/K) correspond to in- 
termediate extensions, normal over K. We only sketch the ‘difficult’ part of the 
proof. Let KCM be normal. Define the subgroup N of G(L/K) by N= 
{ cr E G(L/K) 1 a(M)CM}. The restriction to M defines a homomorphism 
@ : N+ G(M/K). By the Corollary to Proposition 2 4 is surjective. We shall 
prove that LN = K. Let z EL be fixed under N. Because N contains G(L/M), 
one has ZEM. Now any 5~ G(M/K) is the restriction of an element of N. 
Hence r(z) = z and we conclude z E K because of the normality of K CM. In vir- 
tue of Proposition 4 we have N= G(L/K). One easily checks that N is the nor- 
malizer of G(L/M) in G(L/K). Therefore N is a closed subgroup of G(L/K) 
(Proof: For fixed h E G(L/M) the map vh : g - g-‘kg from G to G is con- 
tinuous. So Fh = y[‘(G(L/M)) is a closed subset of G(L/K). Consequently, 
N=n hEG(L,IM) Fh is a closed subset of G(L/K)). Hence N= G(L/K) and 
G(L/M) is a normal subgroup of G(L/K). Finally, one sees that G(L/M) is the 
kernel of 0 : G(L/K) -+ G(M/K). 
Before stating Proposition 5 we recall some definitions and results from 
algebra. For the notions of transcendental field extension, transcendency basis 
and transcendency degree and their basic properties the reader is referred to [3], 
Chapter X. When k is a field and P is a k-algebra and an integral domain, then 
the transcendency degree trdeg(P/k) of P over k is defined as trdeg(l/k), where 
I is the field of fractions of P. P contains a transcendency basis of 1. Let Q also 
be a k-algebra and an integral domain, and let m be its field of fractions. Final- 
ly, assume that P and Q are k-algebras of finite type. We shall need two results: 
(a) If POk Q is an integral domain, then 
(6) trdeg(P Ok Q/k) = trdeg(P/k) + trdeg(Q/k). 
Since 1 ok m, 1 Ok Q, POk m are contained in the field of fractions 
T of P Ok Q their transendence degrees over k are all equal to trdeg(P/k) + 
trdeg(Q/k). 
(b) If k is algebraically closed, POk Q is an integral domain. 
We sketch a proof of (a). Let x1, . . . , xd E P be a transcendency basis of 1 over 
k, and yl,..., Y~E Q a trancendency basis of m over k. Then D = k[x,, . . . , 
xd] @k k[y,, . . . , y,] obviously has trdeg=d+ e over k. D is a k-subalgebra of 
POk Q. Let F be the field of fractions of D. It suffices to prove that every ele- 
ment of POk Q is algebraic over F. Because sums and products of elements in 
POk Q, algebraic over F, are again algebraic over F, we need only to show 
that the elements p 0 1, 1 @q are algebraic over F. This is trivially true. 
For an easy proof of (b) we refer to [6], Lemma 1.5.2. 
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By the dimension of an irreducible closed algebraic subset E of Cm we mean 
the transcendence degree over C of its coordinate ring (or rational function 
field). The dimension of a linear algebraic group G is defined as the dimension 
of Go, the connected component ( = irreducible component) containing the 
neutral element. As is well-known Go is a closed normal subgroup of G of 
finite index (cf. [6], Proposition 2.2.1). 
PROPOSITION 5. The dimension of G is equal to trdeg(L/K). 
PROOF. Define M= LG(L’K)o. Then G(M/K) is a finite group and K= 
A4G(M’K), so by ordinary Galois theory KcM is a finite field extension. It suf- 
fices to show that the dimension of G(L/II~)=G(L/K)~ equals trdeg(L/M). 
Hence Proposition 5 follows from the special case where G(L/K) is connected. 
The proof relies on the isomorphism 0 of Theorem 1. In (2) L and S are integral 
domains and C is algebraically closed. Then L OC S is an integral domain (see 
the above result (a)). In the last member of (2) L, R OK R are integral do- 
mains. Using the isomorphism 
L@,S--tL&(K&S) 
and applying (6) in (2) we find 
trdeg(L/K) + trdeg(K@c S/K) = trdeg(L/K) + trdeg(R/K). 
By definition trdeg(R/K) = trdeg(L/K), whereas trdeg(K& S/K) = trdeg(S/C), 
because for any transcendency basis {si, . . . , s,.} of S over C { 1 @ sI, . . . , 1 0 .sr> 
is a transcendency basis of K OC S over K. Hence trdeg(S/C) = trdeg(L/K) 
which finishes the proof. 
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APPENDIX 
Let R be a differential ring containing Q. 
LEMMA Al. For any differential ideal a of R the radical of a is a differential 
ideal. 
PROOF. Let z be in the radical of a. Then zm E a for some positive integer m. 
One has 
(z?)(~) = m’(z’)” + za 
for some a E R (Proof by induction on m), and it follows that (z’)” belongs to 
the radical of a. So z’ belongs to the radical of a. 
LEMMA A2. If R has no proper differential ideals, then R is an integral do- 
main and R and its field of fractions have the same field of constants. 
PROOF. R has no nilpotent element #O, because in virtue of Lemma Al the 
nilpotent elements of R form a differential ideal. 
Now let aE R be ~0. It suffices to prove that Ann(a) =O. For b Mann we 
have 0= (ab)‘= a’b+ ab’, so (ab,‘)2 = 0 which implies ab’=O and b’~ Ann(a). 
This shows that Ann(a) is a differential ideal of R. Since Ann(a)#O we have 
Ann(a) = 0. 
Let c be a constant # 0 of the field of fractions of R. Define a = {a E R 1 ac E 
R}. Obviously, a is a differential ideal of R. Since a # 0, one has a = R, whence 
CER. 
LEMMA A3. Let K be a differential field with algebraically closed field of 
constants C. Let KC R be an extension of differential rings, where R is a K- 
algebra of finite type having no proper differential ideals. Finally, let L be the 
field of fractions of R (exists in virtue of Lemma A2) with field of constants 
C,. Then C, = C. 
PROOF. Let CR be the field of constants of R. It suffices to show that CR = C. 
Let m be an (ordinary) maximal ideal of R. Write K= R/m and denote by 
@ : R -+ K the canonical map. 4 identifies K with a subfield of K, and K is a K- 
algebra of finite type, whence an algebraic extension field of K by the 
Nullstellensatz. @ maps CR isomorphically onto a subfield of K. So any c E CR 
is algebraic over K. Let p the minimum polynomial of c over K. Differentiation 
of p(c) = 0 shows that the coeffients of p belong to C. Hence c is algebraic over 
c. so CEC. 
THEOREM A. Let C= C, be algebraically closed. Then there exists a Picard- 
Vessiot extension KCL for the system (1). Moreover, if U is a fundamental 
matrix for (1) with coefficients in L, then the subring R of L generated over 
K by det(U)-’ and the entries of U is a differential ring without proper dif- 
ferential ideals. 
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PROOF. Denote by X a matrix of indeterminates X0, i, j E { 1, . . . , n}. Turn 
K[X] into a differential ring by X’=AX. The differentiation can be extended 
to T=K[X, det(X)-‘I. In the set of differential ideals # T take a maximal ele- 
ment p (Check that such a maximal element exists). Define R= T/p and 
I/E Gl,(R) the class of X mod p. Then R has no proper differential ideals and 
is a K-algebra of finite type. So by Lemma A3 the field of fractions of R has 
C as its field of constants. Moreover, V’=AV and det(V)#O. To any fun- 
damental matrix U with coefficients in L there exists EeGl,,(C) satisfying 
U= I/E and we have K[U, det(U))‘] =K[I/, det(V))‘] =R. This completes the 
proof of the Theorem. 
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