In multiple linear regression, the ordinary least squares estimator is very sensitive to the presence of multicollinearity and outliers in the response variable. To handle these problems in the data, Winsorized shrinkage estimators are proposed and the performance of these estimators is evaluated through mean square error sense.
Introduction
In the multiple linear regression model
Y is an vector of n observations on the response variable, X is an n×p matrix of independent variables known as regressor variables, β is a p×1 vector of unknown regression parameters and ε is an n×1 vector of unobserved random errors. Classically, it is assumed that the ε i , i = 1, 2, ..., n, are independent and identically normally distributed with zero mean and constant variance σ 2 . It is well known that when the normality assumption holds, the ordinary least squares (OLS) estimator becomes a maximum likelihood estimator and the best linear unbiased estimator of the unknown regression parameters and has the smallest variance in the class of all linear unbiased estimators. However, the real life data often may not satisfy these assumptions and the violation of assumptions dramatically affects the OLS estimation and consequently the prediction based on the OLS estimator. In the literature, the effect of violation of assumptions has been ROBUST WINSORIZED SHRINKAGE ESTIMATORS 132 discussed by many authors (see Birkes and Dodge, 1993; Draper and Smith, 1998; Montgomery, Peck and Vining, 2006) .
The near linear dependency between the set of regressor variables produces the problem of multicollinearity in the data. Due to the presence of multicollinearity, the variance of the OLS estimator gets inflated. Consequently, the OLS estimates become unstable and may give misleading results. Various techniques are available in the literature to deal with the problem of multicollinearity. Hoerl and Kennard (1970a, b) , Hoerl, Kennard and Baldwin (1975) , Liu (1993) , Liu (2003) are praiseworthy.
Another important problem that has received considerable attention is the presence of outliers in Y-space. Huber (1973) and Rousseeuw and Leroy (1987) pointed out that the presence of outliers significantly affect the performance of the OLS estimator. In most of the situations, outliers in Y-space are due to heavy tailed distribution of error variable. The least squares fit may be spoiled by small but reasonable deviation from normal error distribution (see Huber, 1973; Andrews, 1974) . Many robust parameter estimation methods are available in the literature to handle the problem of outliers in the data.
A simultaneous occurrence of multicollinearity and outliers in Y-space due to non-normality of error variable is considered. To handle the problem of multicollinearity and outliers in the data, a class of Winsorized shrinkage estimators is proposed and the performance is evaluated through estimated mean square error (EMSE). An extensive simulation study was conducted to evaluate the performance of the proposed and existing estimators. Also, a real data example is used to illustrate the performance of the estimators.
Regression Model and Some Estimators
To reduce the notational complexity and lengthy expressions, various authors like Liu (1993) , Liu (2003) , Montgomery, Peck and Vining (2006) , Gao and Liu (2011) used a canonical form of a multiple linear regression model. It is given as
where Z = XQ, α = Q'β and Q = ( q 1 , q 2 , …, q p ) is an orthogonal matrix of eigenvectors q 1 , q 2 , …, q p corresponding to eigenvalues λ 1 , λ 2 , …, λ p ≥ 0 of X'X matrix. Note that, the use of canonical form does not affect the mean square error (MSE) of the estimator (Liu, 2003) .
Some existing estimators were examined to handle the problem of multicollinearity and problem of outliers individually present in the data.
Ordinary Least Squares (OLS) Estimator
It is well known that, when ε ~ N ( 0, σ 2 I ), then the optimal estimator of regression parameters is the OLS estimator. It is denoted by
where 
Ordinary Ridge Regression (ORR) Estimator
To overcome the problem of multicollinearity, several methods are put forwarded in the literature, but the ordinary ridge regression estimator (ORR) proposed by Hoerl and Kennard (1970a, b) is one of the most popular biased estimators for regression parameters. It is defined as
where k > 0 is a ridge parameter and I is an identity matrix of an order p×p. Because, the ORR estimator is biased, the MSE of ORR estimator is obtained as 
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The ridge parameter k plays an important role in minimizing the MSE of the ORR estimator. Various choices for estimator of k are available in the literature, but the estimator proposed by Hoerl, Kennard and Baldwin (1975) 
where the optimal value of d is
The unknown parameters α and σ 2 are replaced by their unbiased OLS estimates ˆO LS  and 2 OLS  respectively.
Linearized Ridge Regression (LRR) Estimator
Very recently, Liu and Gao (2011) proposed a linearized ridge regression (LRR) estimator to combat the problem of multicollinearity. It can be expressed as
where
. The optimal value of j d proposed by Gao and Liu (2011) is given by
and the unknown quantities α and σ 2 are replaced by their OLS estimates to obtain the estimate of d j , j = 1, 2, …, p. Gao and Liu (2011) showed that the LRR estimator attends the lower bound of the MSE of the generalized shrinkage estimators (GSE). The MSE of the LRR estimator is given by 
Winsorization Approach
Many robust parameter estimation methods have been developed in the literature to deal with the presence of outliers (see Huber, 1973; Birkes and Dodge, 1993) . Winsorization is one of the robust techniques that aim to diminish the effect of outliers in the data. Dixon (1960) , Bickel (1965) , Dixon and Tukey (1968) , Chen and Dixon (1972) Yale and Forsythe (1976) is briefly introduced as follows.
Winsorization Methodology
Yale and Forsythe (1976) explained the Winsorization procedure for simple linear regression. It can be easily generalize to the multiple linear regression. In this article, following stepwise algorithm is used to obtain the least squares Winsorized (LSW) estimator.
Step 1 to
Step 5 are used to obtain least squares Winsorized (LSW) estimator for model given in (1) and
Step 6 to Step 8 gives LSW estimator in canonical form of model defined in (2).
Stepwise Algorithm
Step 1. Using the model given in (1), obtain the OLS estimates and the
Step 2. Set number of points (g) to be Winsorized at each extreme. 
Step 5.
Repeat the above Step 4 for fixed number of iteration (b). For each iteration, the baseline data on response variable (Y) has been modified as Y=Y ' (after first iteration), Y=Y '' (after second iteration), Y=Y ''' (after third iteration) and so on by generating new set of residuals (r ' , r '' , r ''' and so on).
Step 6.
The modified dataset at the end of b th iteration is denoted by (Y * , X). Standardize the modified dataset in such a way that Y * X denote the correlation between the modified response variable and the set of regressor variables.
Step 7.
Convert the standardized modified dataset to canonical form using the matrix of eigenvectors (Q) of X ' X matrix.
Step 8.
Using the canonical form of model, perform the OLS estimation to obtain the LSW estimates of unknown regression parameters.
In this article, 10% and 20% observations are considered for Winsorization (g = 0.1n, 0.2n). Nevitt and Tam (1998) conducted a pilot study to decide the number of iterations (b). They found that, after five iterations of data modification, the results shows very little change in parameter estimates. So, five iterations are considered to obtain the LSW estimator. Because, the Winsorization is done only in Y, the diagonal matrix of eigenvalues (Λ) and the corresponding matrix of eigenvectors (Q) of X remains unchanged. Using the canonical form of model given in (2), estimators of unknown regression parameters α are proposed to tackle the problem of multicollinearity and outliers simultaneously in the data.
Proposed Estimators
New estimators based on the LSW estimator are now proposed to handle the simultaneous occurrence of multicollinearity and outliers in the data. The proposed estimators are called as Winsorized shrinkage estimators because they reduce the impact of multicollinearity by shrinking the LSW estimator. The different forms of shrinkage quantity produce the different Winsorized shrinkage estimators. In the following subsections, some Winsorized shrinkage estimators are introduced and their modified MSE Expressions are obtained. The technique suggested by Kan, Alpu and Yazici (2013) is implemented to obtain the modified MSE of the proposed estimators.
Ordinary Ridge Regression Winsorized (ORRW) Estimator
The ordinary ridge regression Winsorized (ORRW) estimator of α, based on the ORR estimator (Hoerl and Kennard, 1970a, b) , is defined as
where LSW k is the unknown ridge parameter. It is estimated by using the formula 
Liu Winsorized (LIUW) Estimator
The Liu Winsorized estimator (LIUW), based on the Liu estimator (Liu, 1993) , is defined as
where d LSW is a Liu parameter and it is obtained by using the following formula
The estimate of 
and the unknown parameters are replaced by their corresponding estimates based on the LSW estimator.
Linearized Ridge Regression Winsorized (LRRW) Estimator
The LRRW estimator based on the LSW estimator, ) is defined as
Here, σ 2 and α are replaced by their suitable estimates based on the LSW estimator.
Simulation Study
A simulation study was carried out to evaluate the performance of proposed estimators. First, the estimated MSE's (EMSE) of the different estimators are obtained and based on the average EMSE (AEMSE), the existing and proposed ROBUST WINSORIZED SHRINKAGE ESTIMATORS 140 estimators are compared. Secondly, the relative average EMSE's (RAEMSE) of estimators with respect to the OLS estimator are obtained and the average reduction in the estimated MSE's of the estimators with respect to the OLS estimator for the different Winsorization proportions is noted.
Comparison of Estimators through Estimated MSE
The regressor variables are generated using a simulation design proposed by McDonald and Galarneau (1975) 
where ζ ij are independent pseudo random numbers generated from standard normal distribution and ρ 2 is the correlation between any two regressor variables. The following regression model is used to generate n observations on the response variables The EMSE of OLS, ORR, LIU, LRR, OLSW10, ORRW10, LIUW10, LRRW10, OLSW20, ORRW20, LIUW20 and LRRW20 estimators are obtained by replacing the values of unknown parameters with their suitable estimates in their respective MSE expressions. Note that, the EMSE of the LIU, LIUW10 and LIUW20 is considered corresponding to those iterations where the estimate of Liu parameter (d) lies between 0 and 1. For each combination of sample size (n), degree of multicollinearity (ρ) and contamination proportion (δ), the above simulation experiment is repeated 10,000 times and the AEMSE of these estimators are obtained and reported in Table 1 . Also, for sample size n = 30, the AEMSE of each estimator was plotted for all combinations of ρ and δ. They are depicted graphically in Figure 1 . Table 1 and Figure 1 clearly indicate that  For each combination of n, ρ and δ, the LRRW20 estimator has consistently smaller AEMSE value than that of the other estimators. It clearly indicates that the estimator LRRW20 shows better performance as compare to the other estimators in the EMSE sense.  The AEMSE of each estimator decreases with increase in sample size (n), but it increases with increase in the proportion of contamination (δ) in the error variable.  When degree of multicollinearity increases, the AEMSE of each estimator is also increases.  For any combination of n, ρ and δ, as degree of Winsorization (δ) increases, the AEMSE of each estimator goes on decreases.
Relative AEMSE (RAEMSE) comparison
The RAEMSE is one of the suitable measure to evaluate the performance of estimators. The RAEMSE of estimator 'T' with respect to the OLS estimator is obtained by using the formula
where AEMSE OLS and AEMSE T denote the AEMSE of the OLS estimator and considered estimator 'T'. The maximum value of RAEMSE T is one. RAEMSE T greater than zero indicates the corresponding estimator 'T' performs better than the OLS estimator in AEMSE sense. The RAEMSE T close to one indicates the corresponding estimator 'T' outperforms as compare to the OLS estimator.
Using the AEMSE's of the OLS, ORR, LIU, LRR, OLSW10, ORRW10, LIUW10, LRRW10, OLSW20, ORRW20, LIUW20 and LRRW20 estimators obtained in Table 1 , the RAEMSE of each estimator was computed with respect to the OLS estimator. For all combinations of ρ and δ with n = 30, the RAEMSE of each estimator is presented in Table 2 . Also, RAEMSE of all considered estimators with respect to the OLS estimator is plotted in Figure 2 . Table 2 . RAEMSE of estimators with the OLS estimator for n = 30 ρ = 0.9 ρ = 0.99 
Real Data Example
A real data set on tobacco blends given by Myers (1990) is used to evaluate the performance of various estimators. The response variable Y measures the heat evolved from tobacco during the smoking process. This data set contains 30 observations and four regressor variables namely X 1 , X 2 , X 3 , and X 4 . Arslan and Billor (2000) noted that the tobacco blends data suffers from the problem of multicollinearity and outliers simultaneously. The variance inflation factor (VIF) values for each term are 324.1412, 45.1728, 173.2577 and 138.1753 . It indicates the severe problem of multicollinearity. For this real data, the estimate of the bias (EBIAS), variance (EVAR) and MSE (EMSE) of the OLS, ORR, LIU, LRR, OLSW10, ORRW10, LIUW10, LRRW10, OLSW20, ORRW20, LIUW20 and LRRW20 estimators were obtained and are reported in Table 3 . Also, the relative EMSE (REMSE) of each estimator with respected to the OLS estimator is computed and presented in Table 3 . Positive value of REMSE implies the performance of the corresponding estimator is better than the OLS estimator. Table 3 , it seems that the increase in Winsorization proportion reduces the EVAR and EMSE of each estimator. 10% and 20% Winsorization on an average shows 53.92% and 92.27% reduction in the EMSE with respect to the OLS estimator respectively. Also, LRRW20 shows smaller EMSE as compare to other estimators.
Conclusion
A Winsorized form of the OLS estimator, ORR estimator, LIU estimator and LRR estimators are introduced. A simulation study and a real data example show that the Winsorization procedure reduces the EMSE of estimators and improve the performance of the estimators. Also, it reveals that the LRR estimator with 20% Winsorization shows consistently minimum EMSE among the all other considered estimators.
