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We provide a bijective proof of the identity
x∈λ

h(x)2 − c(x)2 = |λ|2
where λ is an integer partition, h(x) is the hook number of the cell x ∈ λ, and c(x) is the
content of x. A closely related identity is also proved bijectively.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction and background
Let λ = (ℓ1, . . . , ℓk) be an integer partition; that is, λ is a weakly decreasing sequence of positive integers. We let |λ|
denote the sum of the parts of the partition and say that λ is an integer partition of size |λ|. The (French) Ferrers diagram
of λ is a picture consisting of left justified rows of squares, called cells, which have lengths ℓ1, . . . , ℓk when reading from
bottom to top.
The notation x ∈ λmeans that x is a cell in the Ferrers diagram of λ. If x ∈ λ, then the hook number, denoted by h(x), is
defined to be the number of cells in the same row or column as x but not below or to the left of x. As an example, here are
the hook numbers written inside of each cell of the Ferrers diagram for the integer partition (4, 4, 2):
The hook numbers can pop up in surprising places when studying partitions and algebraic combinatorics. Their most
celebrated application is the hook length formula giving the dimension of an irreducible representation of the symmetric
group.
If x ∈ λ is found in row i (counting bottom to top) and column j (counting left to right) of the Ferrers diagram of λ, then
the content of λ, denoted by c(x), is defined to be j− i. As an example, the content of each cell is written inside the cells of
the Ferrers diagram for the integer partition (4, 4, 2):
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We will provide a bijective proof of the identity
x∈λ
h(x)2 = |λ|2 +

x∈λ
c(x)2. (1)
This identity appearswithout proof in [7].We are presenting the first bijective proof of this result. A corollary of our bijection
proves a new identity.
Ever since the amazing hook-length formula for the dimension of the irreducible representation of the symmetric group
was proved in 1954 [1], hook numbers have been of perennial interest in algebraic and enumerative combinatorics. For
instance, just recently Han has written over 9 papers since 2008 containing a number of remarkable identities involving the
hook numbers [3]. A nice review of his approach may be found in [2]. Most of these identities were not proved bijectively.
There have been a number of papers published in the last 15 years which do introduce bijections giving identities
involving hook and content numbers. In [5,4], Krattenthaler proves Stanley’s hook-content formula (in [10]) with a nice
bijection. In [6], Krattenthaler reproves a nice identity of Regev and Vershik [8,9] which involves hooks and content. These
bijections involve taking Ferrers diagrams, breaking them apart, and recombining them in order to prove an identity. The
bijection we present has a wholly different flavor.
2. The bijection
To begin, we will define a few objects needed for our proof. Suppose that the bottom left corner of the Ferrers diagram
for an integer partition λ is situated at the origin in the x, y plane and that each cell is a 1× 1 square. A diagonal d in λ is a
sequence of cells in the Ferrers diagram for λ consisting of those cells which have nonempty intersection with a line of the
form y = x+ k for some fixed integer k. Let |d| denote the number of cells in the diagonal d. For an example, one diagonal d
with |d| = 2 in (4, 4, 2) consists of those shaded cells touching the line shown below:
The 6 different diagonals in (4, 4, 2) have sizes 1, 2, 2, 2, 2, and 1.We call the diagonal with nonempty intersectionwith the
line y = x the main diagonal. We say that a cell c1 is on a higher diagonal than c2 provided c1 is on the diagonal intersecting
y = x+ k1 and c2 is on the diagonal intersecting y = x+ k2 with k1 > k2.
Let λ be an integer partition. We define the set Hλ to be the collection of Ferrers diagrams for λwith a 0, 1, and 2 written
inside the cells such that the 1 and 2 appear in 0’s hook. The 1 and the 2 can be in different cells, the same cell as the 0, or
the same cell as each other, provided the 1 and the 2 lie in 0’s hook. By construction, |Hλ| =x∈λ h(x)2.
We define the set Lλ to be the set of Ferrers diagrams for λwith a 1 written inside one cell and a 2 written inside one cell.
By construction, |Lλ| = |λ|2.
Finally, we define the set Cλ to be the set of Ferrers diagrams for λwith a 0 written inside one cell, a 1 written inside one
cell, and a 2 written inside one cell such that
(1) the 0 does not appear on the main diagonal,
(2) if the 0 appears to the right of the main diagonal, then the 1 and the 2 appear in the same row as 0 and lie on or to the
right of the main diagonal and strictly to the left of the 0, and
(3) if the 0 appears above the main diagonal, then the 1 and the 2 appear in the same column as 0 and lie on or above the
main diagonal and strictly below the 0.
By construction, |Cλ| =x∈λ c(x)2.
Theorem 1. For any integer partition λ, |Hλ| = |Lλ ∪ Cλ|. Since Lλ and Cλ are disjoint, this statement is equivalent to Eq. (1).
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Proof. We will define a bijection ϕ : Hλ → Lλ ∪ Cλ. Starting with an element h ∈ Hλ, there are 5 cases to consider:
Case 1. Suppose 1 and 2 appear in different rows and different columns in h or suppose that 0 shares a cell with 1 or 2.
Define ϕ(h) to be hwith the 0 erased. An example is given below.
Case 2. Suppose that 0, 1 and 2 are in the same row, 0 appears strictly to the left of the main diagonal, and 0 does not share
a cell with 1 or 2. Let i be the number nearest to 0. If 1 and 2 occupy the same cell, take i = 1. Let ℓ be the number
of consecutive cells in the path that starts at the cell containing 0 and ends at the cell containing i.
Beginning at the 0 and moving straight down, start drawing a path consisting of ℓ consecutive cells. If the path
touches the main diagonal, make a right turn and continue drawing the sequence of cells until the path has length
ℓ. This path will have an ‘‘l’’ or ‘‘L’’ shape depending on whether the main diagonal was reached. Define ϕ(h) to be h
with the 0 erased and the imoved to the end of the path of length ℓ. An example is given below.
Case 3. Suppose that 0, 1 and 2 are in the same column, 0 appears strictly below the main diagonal, and 0 does not share a
cell with either 1 or 2. This is the situation conjugate to that in Case 2. Let i be the number nearest to 0. If 1 and 2
occupy the same cell, take i = 2. Let ℓ be the number of consecutive cells in the path that starts at the cell containing
0 and ends at the cell containing i.
Beginning at the 0 and moving left, start drawing a path consisting of ℓ consecutive cells. If the path touches the
main diagonal, turn upwards and continue drawing the sequence of cells until the path has length ℓ. Define ϕ(h) to
be hwith the 0 erased and the imoved to the end of the path of length ℓ.
Case 4. Suppose 0, 1, and 2 all share a row, 0 is on or to the right of the main diagonal, and 0 does not share a cell with 1 or
2. Find the cell which contains either 1 or 2 and is farthest away from 0. Let ϕ(h) be hwith 0 and all elements in that
farthest nonempty cell interchanged.
Case 5. Suppose 0, 1, and 2 all share a column, 0 is on or above the main diagonal, and 0 does not share a cell with 1 or 2.
Find the cell which contains either 1 or 2 and is farthest away from 0. Let ϕ(h) be h with 0 and all elements in that
farthest nonempty cell interchanged.
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These are the only 5 cases there are; all possible placements of the 0, 1, and 2 are now accounted for.
This completes the description of our bijection. To complete the proof we verify this is indeed a bijection by describing
its inverse ϕ−1 : Lλ ∪ Cλ → Hλ. Starting with an element c ∈ Lλ ∪ Cλ, there are again 5 cases to consider.
Case 1. Suppose c is in Lλ and one nonempty cell in c , containing i, appears weakly above and weakly to the left of the other
nonempty cell, containing j. Then ϕ−1(c) is c with a 0 placed in the same column as i and the same row as j. This is
the inverse operation to Case 1 in the description of ϕ.
Case 2. Suppose c is in Lλ and one nonempty cell in c , containing i, appears strictly above and strictly to the right of the other
nonempty cell, containing j. Furthermore, suppose that j is on a higher diagonal than i or suppose that j and i are on
the same diagonal and j = 1.
If j appears on or to the left of the main diagonal, place a 0 in the same column as j and the same row as i. Then,
if j appears ℓ cells below the 0, move j so that it is located ℓ cells to the right of 0. This element in Hλ is ϕ−1(c).
If j appears to the right of the main diagonal, start tracing a path from the cell containing j to the same row as
i by first traveling left. When the main diagonal is touched, change direction and continue traveling upwards. Stop
when the row containing i is reached, say after ℓ cells. Place a 0 at the cell that ends this path. Move the j to the cell
ℓ cells to the right of the 0. This element in Hλ is ϕ−1(c).
This describes the inverse operation to Case 2 in the description of ϕ.
Case 3. Suppose c is in Lλ and one nonempty cell in c , containing i, appears strictly above and strictly to the right of the other
nonempty cell, containing j. Furthermore, suppose that j is on a lower diagonal than i or suppose that j and i are on
the same diagonal and j = 2.
If j appears on or below the main diagonal, place a 0 in the same row as j and the same column as i. Then, if j
appears ℓ cells to the left of 0, move j so that it is located ℓ cells above 0. This element in Hλ is ϕ−1(c).
If j appears above the main diagonal, start tracing a path from the cell containing j to the same row as i by first
traveling down.When themain diagonal is touched, change direction and continue traveling to the right. Stopwhen
the column containing i is reached, say after ℓ cells. Place a 0 at the cell that ends this path. Move the j to the cell ℓ
cells above the 0. This element in Hλ is ϕ−1(c).
This describes the inverse operation to Case 3 in the description of ϕ.
Case 4. Suppose c is in Cλ and 0, 1, and 2 all share a row. Then ϕ−1 is c with the 0 and the contents of the nonempty cell
farthest to the left interchanged.
Case 5. Suppose c is in Cλ and 0, 1, and 2 all share a column. Then ϕ−1 is c with the 0 and the contents of the nonempty cell
farthest to the left interchanged.
This description of the inverse completes the proof. 
Corollary 2. For any integer partition λ,
x∈λ

h(x)
2

=
 |λ|
2

−

diagonals
d in λ
 |d|
2

+

x∈λ
 |c(x)|
2

.
Proof. The number of elements in Hλ which do not have the 1 and the 2 in the same cell is equal to

x∈λ

h(x)
2

. Restricting
the bijection in the proof of Theorem 1 to those h ∈ Hλ which do not have the 1 and the 2 in the same cell, we find elements
in c ∈ Lλ ∪ Cλ for which exactly one of these two cases hold:
Case 1. The element c is in Lλ, 1 and 2 do not share a cell, and 1 and 2 are not on the same diagonal.
Case 2. The element c is in Cλ and 1 and 2 do not share a cell.
The elements c in Case 1 are counted by

|λ|
2

−diagonals d in λ  |d|2  since the  |λ|2  term counts those elements in Lλ in
which 1 and 2 do not share a cell while the term involving the sum over diagonals d removes those elements in Lλ which
find 1 and 2 on the same diagonal.
The elements in Case 2 are counted by

x∈λ

|c(x)|
2

. This completes the proof. 
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