that automatically adapt to learning styles (LS) can improve learning, however current modelling of LS has ignored Neutral learners. This paper presents research examining the ability of data mining algorithms to predict LS dimensions from behaviour captured during natural language tutorials with Oscar CITS. Two datasets, 2ClassBDS and 3ClassBDS, were cleaned and prepared for the data mining task of predicting student LS. Each dataset comprised four sub-datasets representing the four Felder-Silverman LS dimensions. 3ClassBDS included a third Neutral class describing individuals with a balance of LS preferences. Naïve Bayes, Decision Trees, Lazy Learning and Neural Networks algorithms were applied to each dataset and parameters adjusted to improve prediction accuracies. The 2ClassBDS dataset results show good prediction, with decision trees (Simple CART) achieving accuracies of 81.33-86.66%. For 3ClassBDS results were mixed, with the J48 algorithm achieving 56-73% accuracy, indicating that further work and data is needed.
INTRODUCTION
The concept of personal tutoring has been around for a long time, from the days when the rich and the elite were home schooled, to the modern day when some still choose to home school their children. Providing private tutoring to an individual focuses the tutor's attention solely on that one individual rather than have the attention of the tutor split between a class full of students. Individual tutors spend more time with the sole individual and pick up cues to move according to the learner's pace, allowing for optimum learning. However, individual personalized tutoring is costly and limited in flexibility: learners must be available at the same time as tutors, and one-to-one learning experiences are not scalable. If it were possible to develop an intelligent machine that could mimic a human tutor, allowing learners to question and discuss topics whilst providing a tutorial adapted to a learner's knowledge and learning preferences alongside intelligent solution analysis and problem solving support (hints), the problems of flexibility and scalability could be overcome. By providing each student with their own individual tutor the learning experience for that student should improve as the tutor focuses only on them, progressing at their pace and answering questions. This goal of developing an automated, socially intelligent personal tutor, which is available to learners 24/7 and not bound by location or circumstance, motivates this research.
Intelligent Tutoring Systems (ITS) extend the traditional elearning systems, which were merely content delivery systems, by incorporating computational intelligence techniques to adapt a tutorial to the learner. Adaptation is based on knowledge, but more recent ITS aim to be socially intelligent by adapting to affect (such as learner emotion, mood or learning styles). Conversational Intelligent Tutoring Systems aim to mimic a human face-to-face tutorial by additionally incorporating a natural language interface which enables them to communicate with a learner using conversation.
Oscar is a Conversational Intelligent Tutoring System (CITS) that mimics the role of a real life tutor by holding conversations with the learner, and being able to answer their questions and guide them through a tutorial [1] . In tailoring the tutorial to best fit a student's knowledge and learning preferences, the learning experience is enhanced and students are left with a better personal learning experience [2] . Oscar CITS creates a student model for each learner by noting their knowledge and behavior during interactions, and continually adjusting their learning style scores. By analysing the interactions and results of these tutorials, possible patterns can be picked up, to allow for improvements in the CITS. Oscar adapts the learning experience of a participant following diagnosis of their learning style using the Felder and Silverman (FS) model [3] . The FS model categorises an individual's learning style over four aspects, known as dimensions. Originally, Oscar CITS automatic learning style prediction was based on analyzing the best-predictor behaviour variable exhibited by an individual to determine their preference for its associated dimension of learning style. Whilst this obtained good prediction accuracy, significantly better results were obtained using alternative machine learning approaches, specifically fuzzy decision trees [1] and multilayer perceptron neural networks [4] due to their ability to discover patterns in the combined behavior aspects of a participant in association with their preferred learning style.
There is a balance to be struck between obtaining better prediction accuracy and the transparency of the classification decision. Understanding how the classification of learning style was made by a machine learning algorithm is useful when deciding on suitable adaptation strategies within the tutorial. Machine learning approaches have been shown to be suitable to predict learning styles. For example, Garcia et al. [5] used Bayesian networks to infer learning styles from historical behaviour of participants during interaction with an intelligent tutoring system. In this study, precisions of 58-77% were achieved for three of the four possible dimensions of the Felder and Silverman model. Further tuning of the model improved predictions to 66-80% [5] . Naïve Bayes was used in EDUCE [6] to predict which resources students would prefer based on past choices. A detailed review of state of the art in the automatic detection of learning styles can be found in Feldman, Monteserin & Amandi [7] .
The FS model measures an individual's learning style using a self-assessment questionnaire, the Index of Learning Styles, that assigns a score for each of the four learning style dimensions. The score represents the learner's strength of preference for the learning style, and Felder and Silverman describe individuals whose score indicates a very weak preference as Neutral learners [1] . Neutral learners are balanced at the centre of a learning style dimension and prefer a mix of teaching styles, however state of the art automatic prediction techniques are binary classifiers, unable to distinguish between learners with a strong preference and neutral learners. Therefore a neutral learner with a slight verbal preference is classified the same as a verbal learner with a strong preference, despite preferring very different teaching styles.
A more sophisticated learner model which distinguishes neutral learners from learners with a strong preference for a learning style should lead to better adaptation of tutoring. Published adaptation algorithms [8] rely on precise models of learning style (i.e. a style and a preference score) to determine the best adaptation for an individual. Oscar CITS incorporates three adaptations for each learning style dimension, as Neutral learners have different needs to those with a strong learning style preference [8, 3] .
The contribution of the research presented in this paper is in the improvements to classification accuracy and investigating the modeling of neutral learners as a separate class. Behaviour data generated through the natural language interaction between the participants and Oscar CITS [8] was used to construct two datasets. These datasets, referred to in this work as 2ClassBDS and 3ClassBDS, were then cleaned and prepared for the purpose of data mining. The data mining task was to predict learning style preferences along four dimensions. Thus each dataset comprised four sub-datasets to represent the four learning style dimensions (Active or Reflective, Sequential or Global, Sensing or Intuitive and Verbal or Visual) in the Felder and Silverman model [9] . In addition, the 3ClassBDS dataset identified a Neutral class where students exhibited behavior indicating a balance of preferences for a particular dimension (i.e. no strong preference for either learning style on that dimension). This paper will examine a number of traditional data mining algorithms and their ability to predict learning styles, including Naïve Bayes, Decision Trees, Lazy Learning and Neural Networks. The software used to test these algorithms was Weka [10] , an open-source tool which implements a collection of machine learning algorithms for data mining tasks. Algorithms were applied using default parameters then manually tuned to investigate if the predictive accuracy could be improved.
The overall results have shown that high level prediction is possible for 2ClassBDS (the 2-class dataset), where best results in terms of accuracy for each dimension were achieved using decision trees (Simple CART). The Active or Reflective dimension (ACT-REF) had the best result taking both the dimension accuracy and the class accuracy into account. Further work and data is needed to improve prediction for the 3ClassBDS which additionally incorporated a Neutral class.
This research seeks to address the following research questions:
1. Is it possible to model learning style dimensions from conversational dialogue using machine learning techniques?
2. Is it possible to model neutral learners from conversational dialogue using machine learning techniques?
The rest of the paper is organized as follows: Section II provides a brief overview of data mining and the classification techniques adopted in this research. Section III describes the preparation of the two datasets. Section IV outlines the experimental methodology, with results and discussion in section V. Finally, section VI describes the conclusion and future work.
II. DATA MINING
There are numerous data mining algorithms, but for this work the focus is on classification algorithms. Classification algorithms predict one or more discrete variables which are based on the other attributes in the dataset [11] . They are frequently more accurate than human-created rules since humans are often incapable of articulating what they know and searching for hypothesis to explain the data [12] . The classification algorithms most commonly used to predict a discrete attribute are Decision Trees, Naïve Bayes, Clustering and Neural Network algorithms [11] . Seven algorithms were applied to the two datasets: they are summarised below.
A. Naïve Bayes
Naïve Bayes (NB) algorithm uses Bayes Theorem that calculates the probability of an event occurring given the probability of another event. A Naïve Bayes model is easy to build with no complicated iterative parameter estimations; this makes it very useful for large datasets [13] . Naïve Bayes provides an adaptive classifier that can improve initial knowledge based predictions for the class of a new instance by refining the model based on the evidence provided by the whole history of processed cases [14] . The Naïve Bayes classifier is often used for supervised learning; it is flexible and can deal with any number of attributes or classes [13] .
B. Bayesian Networks
Bayesian Networks are graphical representations of probabilistic relationships among a set of random variables that display relationships clearly [15] . They are popular in machine learning applications, because they are simple yet efficient and allow each attribute to independently contribute towards the end result making it suitable for many domains [16] .
C. C4.5 Algorithm
C4.5 is an extension of the ID3 algorithm, a branch of decision trees and handles the over fitting of data and how deep to grow a decision tree. Over fitting occurs when an algorithm generates very accurate results on a dataset but fails to generalise well from what it has learned [17] . C4.5 reduces error pruning, handles continuous attributes, and improves the overall computational efficiency of the algorithm [18] . J48 is the C4.5 algorithm that is used in Weka. For J48 to classify a new item it must create a decision tree based on the attribute values of the available training data, and is able to identify the attributes that discriminate the various instances the most. This allows maximum information to be collected from the data in order to have the highest information gain [19] . If there are any values present for which there is no ambiguity, and the data instances falling in this category have the same values as the target variable, then this branch is terminated and is assigned the target value that has been obtained [19] .
D. Classification And Regression Trees
Classification And Regression Trees (CART) is a classification method that builds decision trees using historical data and can be used on both numerical and categorical variables. The decision trees are then used to classify new data. The decision trees are made up of a set of questions that splits the learning sample into smaller and smaller chunks by only asking yes and no questions. CART searches all possible variables and values to find the best split. The answer to each question determines what the next question will be [20] . Once a branch cannot be split any further, it is referred to as being terminal [21] . The basic idea of CART is to ensure each node is purer than that of its parent node using an impurity measure to measure this pureness in each of the nodes and splits [22] .
E. Random Forest Algorithms
Random Forest algorithms grow many classification trees to the largest extent possible with no pruning. Random Forest algorithms are highly accurate and run well on large databases. This algorithm can handle missing data well and will maintain a good accuracy level despite missing data [23] . This algorithm also provides accuracy and variable importance information with the results [24] .
F. Lazy Learning
Lazy Learning is an instance based learning algorithm, which is an extension of the nearest neighbour classification algorithm. Lazy algorithms are good to use as they are supervised learning algorithms where instances are used to classify objects. The cost for updating object instances is low and the learning rate of the algorithm is fast. It is also possible to extend the algorithm and be able to obtain concept descriptions. Concept descriptions are the primary output of instance-based learning algorithms. They are the functions that map instances to categories [25] .
G. Neural Networks
Neural Networks are organised in a series of layers, on the left side of the vector the input vector enters; this is then projected to a hidden layer. Each of the units in the hidden layers are a weighted sum of the values in that layer. This layer will then project to an outer layer and this is where the desired answer appears. Weights at both the hidden layer and output layer are adjusted so that the actual output corresponds to the desired output. Once it has been trained the neural network will take a new data point and will output either a zero or a one. If the classifier is uncertain of the output it, will produce a value somewhere in between [26] .
III. DATASETS

A. Capturing the Dataset
The datasets for this research were collected from a study conducted using Oscar CITS [8] . The participants were all under-or post-graduate students from Manchester Metropolitan University (MMU), who had little or no knowledge of Structured Query Language (SQL). In total, there were 114 participants who completed an SQL tutorial with Oscar CITS under different studies. In the first study, 10 participants were chosen who had English as their first language and had previous experience of an undergraduate ORACLE SQL course at varying levels. The second study involved 43 participants who had previous experience and different levels of expertise of an undergraduate SQL course. The participants were a selection of undergraduate and post graduate students who either volunteered for this experiment or were referred by their lecturers to complete the Oscar CITS SQL revision tutorial. In the final study, 61 students, who were enrolled on the undergraduate Advanced Database Application unit, took part in the study. For these students, Oscar SQL revision tutorial was integrated into the teaching and learning environments and they used the system during official scheduled timetabled labs [8] .
All 114 participants initially completed the Index of Learning Styles questionnaire to formally diagnose their FS learning styles: this established the ground truth used to test the classification accuracy. The results were recorded in the Oscar CITS student model, which holds information about behavior and the results of tutorial questions and tests for each participant according to an assigned user ID. Next, participants completed a 12 question Multiple Choice Question (MCQ) test to establish their existing SQL knowledge, and the results were recorded in the Oscar CITS student model. Participants then went on to engage in an SQL revision tutorial conversation with Oscar CITS. At the end of the tutorial participants completed the same MCQ test to assess their learning gain, with the results again being stored in the student model [8] . Of the 114 participant who took part in these three studies, only 75 completed the SQL revision tutorial, and only the completed studies were used to evaluate Oscar CITS [8] .
B. Preparing the Dataset
The learner behaviour captured by Oscar CITS throughout the tutorial conversation were encoded into 41 variables, making up the dataset for each participant [8] .
Initial preparation has been done on this dataset to look at the different ways of classifying the four learning dimensions of Felder and Silverman.
1-Global or Sequential (GLO-SEQ) -learners will fall under either global scale or sequential scale. Sequential learners learn in small chunks and tend to gain an understanding of the problem in logical steps. Global learners learn in large chunks and learn the material randomly without seeing connections. 
4-Sensing or Intuitive (SNS-INT)
-learners will fall ether under either sensing scale or intuitive scale. Sensing learners are drawn towards facts and procedures and like problem solving. They do not like surprises and complications in learning. They tend to be good at memorizing facts and enjoy hands on work. Intuitive learners on the other hand are drawn towards theories and meaning. They like innovative ideas and do not like repetition. They are good at understanding new material and working through mathematical formulas.
For the two-class classification, each of the participants was described as one of the two possible learning style classes for each of the four dimensions of Felder and Silverman's learning styles [9] . This dataset has been labelled 2ClassBDS and will be referred to by this name from this point forward.
For the three-class classification, each participant was described as one of three classes for each of the four dimensions, being placed at either end or somewhere in the middle of the scale. Learners placed in the middle of the scale are known as Neutral for that dimension. This dataset has been labelled 3ClassBDS and will be referred to by this name from this point forward. Table 1 shows the distribution of the learners in the 2ClassBDS and 3ClassBDS datasets. As can be seen from Table 1 , in the 2ClassBDS there is a fair distribution between the classes in each of the learning dimensions except for the VIS-VRB dimension, where the distribution is tilted more towards the Visual class. For the 3ClassBDS, the numbers are again quite similar in the dimensions except for the VIS-VRB-NEU dimension, where most of the distribution is tilted towards the Visual class. This is in line with Felder and Silverman's study of engineering students [3] which found that most engineering students are Visual learners.
IV. EXPERIMENTAL METHODOLOGY
This research explores the accuracy obtained on the two datasets using the seven algorithms of Naïve Bayes, Bayes Network, J48, Simple CART, Random Forest, IBK and RBF, described in section II.
The classification algorithms used in this study were applied directly to both datasets. For each dataset a number of experiments were run for each of the seven chosen algorithms using Weka. 10-fold cross validation was used in all experiments. Cross-validation is a systematic way of doing repeated holdout that actually improves upon it by reducing the variance of the estimate [12] .
Initially each algorithm was tested using its default parameters assigned by Weka [10] . Then the algorithm parameters were tuned empirically; in some instances this resulted in improved classification. The best accuracy for each algorithm was then recorded and a comparison of results over all algorithms indicated the best algorithm for classifying the learning style dimension within each dataset. Table 2 shows the results for the 2ClassBDS dataset, listing the highest accuracy obtained for each of the seven algorithms tested. From Table 2 , it can be seen that the Simple CART algorithm generated the highest classification accuracy, followed closely by the J48 algorithm. The Simple CART algorithm is very robust when it comes to outliers and can isolate them easily. It also does not need the variables to be selected in advance and can identify the most significant variables and eliminate the others. This all helps in the algorithm gaining a better accuracy of the data and thus being the algorithm with the best possible results for this dataset. Table 3 shows the results of the seven algorithms that have been tested for the 3ClassBDS and the highest accuracy obtained from each one. From Table 3 it can be seen that the first highest best algorithm for this dataset is the J48 algorithm, followed closely by the Simple CART algorithm.
V. RESULTS AND DISCUSSION
Comparing the results for the two datasets, shown graphically in Fig. 1 and Fig. 2 , it can be seen that the accuracy levels have dropped significantly in the 3ClassBDS compared to the 2ClassBDS. This is for a number of reasons; possible reasons could be that there are three scales in the 3ClassBDS as opposed to two in the 2ClassBDS. This, coupled with the low number of records (75) brings the accuracy for each class down because by reclassifying some learners as Neutral, and thus reducing the number of records for each class, the dataset is now less representative of each class. This reduction of the number of class examples for the algorithms to learn from leads to lower accuracy. However, this is also a good indication of the number of Neutral learners whose needs have previously not been met as they have been incorrectly classified under the existing binary classification of learning styles.
VI. CONCLUSION AND FURTHER WORK
In conclusion, this research examined the behaviour datasets captured during the live tutorials of Oscar CITS. The datasets were divided into two sets, one containing a two class dataset, referred to as 2ClassBDS, and the other containing a three class dataset, referred to as 3ClassBDS, where the third class was a Neutral class that highlighted the fuzziness linked to each learning dimension. These datasets were analysed using seven data mining algorithms. With the 2ClassBDS, high level prediction was possible and the Simple CART algorithm gave the best accuracy for this dataset, of 81.33-86.66%. The 3ClassBDS gave a much lower prediction level than the 2ClassBDS and the best result for this dataset was achieved using the J48 algorithm, with an accuracy range of 56.00-73.33%.
Further work that could be done to help with the progress of this research could be to collect more data. As the dataset is very small currently (75 records), it is not sufficient to be able to produce an accurate reading. The larger the dataset the more the algorithms will be able to learn about the dataset. This was noticeably visible in the 3ClassBDS, as it could be seen by the very low or in some cases 0 class% that were present in the dimensions, how little the algorithm was able to learn about each class. By increasing the number of records to be tested, the learning of the algorithms for each dimension is also increased and the results will be a better reflection of the findings.
Furthermore, due to the uncertain nature of the data, fuzzy decision trees could be used to model the Neutral class, as currently this class in not conclusive of anything. In the 2ClassBDS, it can be seen that the accuracy predictions are very high values, but this accuracy is lowered significantly in the 3ClassBDS. This is due to the introduction of the Neutral class in the 3ClassBDS, representing the fuzziness of the data. For the 2ClassBDS, the experiments have shown that prediction is possible, but in the 3ClassBDS this prediction is not as clear, due to the Neutral class.
Finally, to improve the research, the best results for the 2ClassBDS can be taken and the rules can be implemented in a CITS to monitor the outcome and see if it produces the desired result of determining the learning dimensions of each student. Since the datasets used in this research was obtained by Oscar CITS which was tested for engineering students, the results favours the learning habits for these types of students. It will be interesting to compare these results with those of a CITS designed for students of other courses, such as business or art students who have different learning habits than those of engineering students.
