Note: Subjective Norm, Perceived Safety Threat, Perceived Financial Threat, and Information Quality Trust are measured on a seven-point Likert scale. The scales were fully anchored (strongly disagree, disagree, somewhat disagree, neither agree nor disagree, somewhat agree, agree, strongly agree). ENS-Message Compliance Intention includes three categories: intention to comply immediately, intention to verify first and then comply, and intention to ignore.
Appendix C Focus Group Procedure

Purpose
The purpose of conducting the focus groups was to validate and get a better understanding of the survey results, gain additional insights into the findings from the quantitative study, and provide rich explanations of these results (Venkatesh et al. 2012) . The focus groups also helped to elucidate some of the actions that university authorities might take to improve immediate compliance.
Script Creation
Based on the purpose of the focus group and the results from the survey, we created a draft script for the focus group. The final questions used are presented in Table C1 . 
Mechanics
Each focus group included two note-takers and a coordinator in addition to six student participants. The answers were recorded by both notetakers using an open coding scheme (Crook and Kumar 1998) . The coordinator first introduced the purpose of the study and the focus group, ensuring that participants understood which factors affect ENS-message compliance intention (comply immediately or verify first and then comply) and why these factors are important. Next, the coordinator encouraged all students to actively participate by answering each question. The coordinator guided the direction of the discussion to ensure that the conversation did not digress from the topic and provided necessary explanations. The data from the focus group were entered into a document within 24 hours of each focus-group session.
In addition to the issues discussed in the main body of the paper, the focus groups informed the study on a variety of related issues. For example, we learned from the focus groups that most students prefer to receive notifications for all types of campus incidents. Also, they trust campus police and security personnel more than they trust administrators and professors in this context. For less-urgent incidents, they might seek additional information from other sources such as school websites and news channels, but they felt it remains important for schools to send timely notifications. For example, the students agreed that a snowstorm does not develop as rapidly as a campus shooting incident, but if students are not aware of the changing weather conditions and are driving in a snowstorm, the situation can quickly become dangerous. Hence, timely notifications and compliance remain important in these kinds of incidents. Students also mentioned other factors that might influence compliance-for example, education and training are important to improve immediate compliance; where the campus is located affects the perceived threat posed by robbery incidents; and police on scene, other people receiving the same notification messages, and multiple alerts (such as receiving a text alert and hearing an audible alarm) improve compliance.
Appendix D Assessment of Common Method Bias
In a data collection process, if all data are self-reported and collected through the same questionnaire within the same period of time, common method bias may affect the estimates of the relationship between constructs. To assess common method bias, we employed two statistical methods: Harman's single-factor test measurement (Podsakoff et al. 2003 ) and the marker-variable analysis suggested by Lindell and Whitney (2001) . We also introduced a procedural remedy to reduce common method bias as suggested by Podsakoff et al. (2003) .
First we performed Harman's single-factor test measurement (Podsakoff et al. 2003) . We conducted an exploratory factor analysis to determine the number of factors that were necessary to account for the variance in the variables. If a substantial amount of common method variance is present, either (1) a single factor will emerge from the factor analysis or (2) one general factor will account for the majority of the covariance among the variables. We conducted the test for five scenarios. All five analyses produced more than one factor with Eigen values greater than 1.0. The total variance explained by the factors in these five scenarios was 68.74%, 74.63%, 75.15%, 68.97%, and 66.88%, respectively. When using single-factor analysis, if one factor contributes more than 50% of the total variance, common method bias might exist (Indushobha et al. 2010; Nov and Ye 2008; Xu et al. 2014 ). In our analysis, the first extracted factor accounted for 45.06%, 40.93%, 44.32%, 43.30%, and 44.53% of the variance in the data; the second explained 12.02%, 14.07%, 16.83%, 15.30%, and 13.04% of the variance in the five scenarios. This outcome indicates that common method variance was not a serious issue in our study.
Harman's single-factor test has been criticized for having insufficient sensitivity to detect a moderate or small level of the common bias effect (Malhotra et al. 2006; Podsakoff et al. 2003) . For this reason, we also carried out the marker-variable analysis suggested by Lindell and Whitney. "Ease of sign-up for campus alerts" was employed as a theoretically unrelated variable to adjust the correlations among the principal variables. Ease of sign-up for campus alerts was measured by the question, "How much do you agree that signing up for campus alerts is easy to do?" The responses were recorded on a seven-point Likert scale. The scales were fully anchored (strongly disagree, disagree, somewhat disagree, neither agree nor disagree, somewhat agree, agree, strongly agree). This was consistent with the measurement of the other independent variables. The results showed no high correlations between the marker and the principal variables (Table D1 ). Thus we concluded that common method bias was not a serious concern.
We also introduced a procedural remedy to reduce common method bias, as suggested by Podsakoff et al. (2003) . We tried to reduce the variance introduced by social desirability or respondent acquiescence by protecting respondent anonymity and reducing evaluation apprehension. We provided survey participants with verbal and written assurance that the survey would be anonymous and that the purpose of the survey was to help improve campus safety.
The dependent variable of our study was a binary variable-ENS-message compliance intention-which was collected for all five types of events. Because the dependent variable was captured in different contexts, common method bias was not of great concern for the dependent variable in this study. 
