In this paper, we study superconvergence properties of the energy-conserving discontinuous Galerkin (DG) method in [18] for one-dimensional linear hyperbolic equations.
Introduction
Wave propagation is a fundamental form of energy transmission, which arises in many fields of science, engineering and industry, such as geoscience, petroleum engineering, telecommunication, and the defense industry (see [17, 21] and the references therein).
Efficient and accurate numerical methods to solve wave propagation problems are of fundamental importance to these applications. Experience reveals that energy conserving numerical methods, which conserve the discrete approximation of energy, are favorable because they are able to maintain the phase and shape of the waves accurately, especially for long time simulation.
A vast amount of literature can be found on the numerical approximation of wave problems modeled by linear hyperbolic systems. Recently, Fu and Shu [18] developed energy-conserving discontinuous Galerkin (DG) methods for symmetric linear hyperbolic systems on general meshes. They obtain the optimal convergence accuracy of order k + 1 for the semidiscrete schemes. We will study superconvergence properties of this class of DG schemes in this paper. DG methods are a class of finite element methods devised to solve hyperbolic conservation laws and related equations, e.g. [14, 12, 13, 15, 16] . They use completely discontinuous polynomial space for the test and trial functions in the spatial variables and coupled with explicit and nonlinearly stable high order Runge-Kutta time discretization, with a compact stencil, and with the ability to easily accommodate arbitrary h-p adaptivity.
In the past few years, there has been considerable interest in studying superconvergence properties of DG methods. We refer to [1, 24, 26] for ordinary differential equations, [2, 3] for multidimensional first order hyperbolic systems, [9, 10, 25, 23] for one-dimensional hyperbolic conservation laws and time-dependent convection-diffusion equations, and [20] for one-and two-dimensional hyperbolic equations based on the Fourier approach. In 2014, Cao et al. [7] introduced an approach to study the superconvergence of DG methods for linear hyperbolic equations with upwind numerical fluxes.
They constructed a suitable correction function to correct the error between the exact solution u and its Radau projection to obtain a (2k + 1)-th superconvergence rate at the downwind points for piecewise polynomials of degree k. Later, Cao et al. extended this work to study upwind-biased numerical fluxes, degenerate variable coefficients and nonlinear cases for hyperbolic conservation laws [8, 6, 5] . For one-dimensional linear convection-diffusion equations, Cao et al. [4] studied superconvergence of the numerical solution by the direct discontinuous Galerkin methods for convection-diffusion equations. Superconvergence results can help us to design trouble cell indicators such as the KXRCF trouble-cell indicator [22] , which is a key point for adaptive DG schemes. Thus we are interested in studying the superconvergence properties of the recently devised energy-conserving DG methods in [18] .
In this paper, we use the techniques in Cao et al. [7] to construct a suitable correction function for correcting the error between the special projection of the exact solution and the exact solution. The main contribution of this paper is that we prove the approximate solution superconverges to a particular projection of the exact solution. The order of this superconvergence is proved to be k + 2 when piecewise P k polynomials with k ≥ 1 are used. Numerical examples demonstrate this result is optimal. Furthermore, we find that the function value approximations of the DG solution are superconvergent at all Gaussian points with order k + 2, and the derivative approximations are superconvergent at zeros of a special polynomial with order k + 1. We also prove, under a suitable choice of the initial discretization, a (2k + 1)-th order superconvergence rate of the DG solution for the numerical fluxes and cell averages. Numerical examples show that this analysis is optimal.
The organization of this paper is as follows. In section 2, we first recall the energyconserving discontinuous Galerkin method for the linear hyperbolic equations. Then, we construct a special interpolation function, and study its optimal approximation properties to show the superconvergence results in section 3. We provide numerical examples to demonstrate our theoretical results in section 4. In section 5, we give concluding remarks and perspectives for future work. Finally, in the appendix we provide proofs for some of the more technical results of the superconvergence estimates.
Energy-conserving DG schemes
In this section, we consider the one-dimensional scalar linear equation
with periodic boundary condition.
The optimal energy-conserving DG method designed in [18] for the advection equation (2.1) needs to introduce an auxiliary zero function φ(x, t) = 0, which is the solution of an advection equation using the opposite speed as that for u(x, t), but with zero initial data. Then, we obtain the following 2 × 2 system:
with the initial condition u(x, 0) = u 0 (x) and φ(x, 0) = 0. We first introduce the usual notation of the DG method. For a given interval Ω = [a, b], we divide it into N cells as follows:
We denote
and
We also assume the mesh is regular, i.e., the ratio between the maximum and minimum mesh sizes shall stay bounded during mesh refinements. We define the finite element space as
Here P k (I j ) denotes the set of all polynomials of degree at most k on I j . For a function
and (v h ) + j+ 1 2 to refer to the value of v h at x j+ and if p = 2, we set
The semi-discrete DG method for (2.2) reads as follows:
Hereû h ,φ h are the energy conserving numerical fluxes having the following form
being any real constant. In [18] , the following energy-conserving result is obtained.
Theorem 2.1. The energy
is conserved by the semi-discrete scheme (2.7) with the numerical flux (2.8) for all time.
Also, in [18] , it is shown, with simply taking α j−
for all j, an optimal convergence result with a clean proof. We will prove our superconvergence results also under this setting. We first introduce a set of projections. The left and right Gauss-Radau projections P ± h are defined by
For these projections, the following inequality holds [11] :
where w e = P ± h w − w, Γ h denotes the set of boundary points of all elements I j , and the constant C depends on k and the standard Sobolev k + 1 semi-norm | · | k+1 of the smooth function w. Here and below, an unmarked norm · denotes the L 2 norm.
We also need the following basic facts. For any function v h ∈ V k h , the following inequalities hold [11] :
We shall also use the coupled projection specifically designed for the DG scheme (2.7)
in [18] . For any function u, φ ∈ H 1 (Ω), define the following coupled auxiliary projection
14)
for all j. It was shown in Lemma 2.6 in [18] that the projection is actually an optimal local projection,
Let us introduce a few notations. We define
where
Then it is straightforward to deduce from (2.7)
Obviously, the exact solution u and φ also satisfies
Subtracting (2.25) from (2.26), we obtain the error equations
By (2.27), the estimate for u h − P * h u can usually be reduced to estimating
A straightforward analysis using the definitions of a(·, ·) and b(·, ·) results in
leading to the optimal error bound
where here and in the following, A B denotes that A can be bounded by B multiplied by a constant independent of the mesh size h. This rate is of course still far from our superconvergence goal. Similar to [7] , in which Cao et al. constructed a correction function to help obtaining the desired superconvergence results, we would also like to find a series suitable correction functions (ω
Construction of a special interpolation function
We now define the correction functions (ω
(ω
Note that the definition of the correction functions is recursive, thus we can firstly analyze the first correction functions (ω
φ ) and then obtain similar properties by induction. We have the following properties for the correction functions.
where c 
there holds
Proof. The proof of this lemma is provided in the appendix; see section A.1
From Lemma 3.1, we have the straightforward corollary as following.
2 are the solutions of the equations (2.2), and the correction functions are defined by (3.1)-(3.4), then
where a(·, ·) and b(·, ·) are defined by (2.20)-(2.21).
Superconvergence of the interpolation
Now if we take our correction functions as (u
φ ), we have the following superconvergence results.
2 are the solutions of the equations (2.2), the correction functions are defined by (3.1)-(3.4) and (u h , φ h ) are the DG solutions of (2.7). Then, for 1 ≤ l ≤ k
Proof. The proof of this theorem is provided in the appendix; see section A.2
As a direct consequence of (3.9) and (3.6), we have the following superconvergence result of u h towards the specially designed projection P 
Superconvergence for the numerical fluxes and the cell averages
We denote by e u,f and e u,c the errors of the fluxes and the cell-averages, respectively.
That is,
We have the following superconvergence results. Proof. The proof of this theorem is provided in the appendix; see section A.3
Superconvergence at some special points
To study the superconvergence of the DG solution at special points. We firstly denote e u,r and e u,d the maximum error of u − u h at these special points G j,l ∈ I j and derivative points G d j,m ∈ I j , respectively. Here G j,l are zeros of polynomials L j,k+1 , i.e. the standard Gaussian points, and G d j,m are zeros of the polynomials ∂ x L j,k+1 on the interval I j . To be more precise,
(3.14)
2 are the solutions of the equations (2.2), and (u h , φ h ) are the DG solutions of (2.7). The initial discretizations are taken as u h (·, 0) = P
Proof. The proof of this theorem is provided in the appendix; see section A.4
Remark 3.1. In our superconvergence analysis, the initial discretizations are of great significance. To obtain the (k + 2)-th order superconvergence rate at special points and towards the special projection of the exact solution, the initial value (u h (x, 0),
is a valid choice. However, to achieve the goal of (2k + 1)-th order superconvergence for the numerical fluxes and cell averages, it is indicated in Theorem 3.1 that the initial error should also reach the same superconvergence rate, which imposes a stronger condition on the initial discretization. A natural way of the initial discretization to obtain this is to choose (u h (x, 0), φ h (x, 0)) = (P
In this section, we give a numerical example. We solve the linear equation given by
The exact solution is
We use the fifteenth order SSP time discretization [19] h u has (k + 2)-th order accuracy which confirms our theoretical results, and the maximum function value error at Gaussian points e u,r and derivative error at the special points e u,d have (k + 2)-th and (k + 1)-th order convergence rates respectively, and average errors of the fluxes e u,f and the cell averages e u,c are both (2k + 1)-th order, also confirming our theoretical results.
Recall that these errors are defined by e u,r = max
3) Remark 4.1. We note that we can obtain the superconvergence results for the numerical fluxes and the cell-averages of u h and φ h respectively from Theorem 3.2, they should both be (2k + 1)-th order accurate. However, in Table 4 .3, we can observe that the orders of convergence for the numerical fluxes of u alone,
has fluctuations, and the errors for the cell averages of u alone, namelỹ
, have a higher order than 2k + 1, close to 2k + 2. Both of these errors are significantly smaller than the corresponding errors for φ,
, which are both (2k + 1)-th order accurate as can be seen in Table 4 .3. In fact, energy conserving DG schemes have no numerical dissipation, thus any spurious numerical errors (e.g. those from initial condition) is difficult to be damped. From Theorem 3.1, the superconvergence results we obtain are coupled results of u h and φ h . So we need to consider the sum of the errors of u h and φ h for their numerical fluxes and cell averages, which are listed in Table 4 .1 showing a much cleaner superconvergence rate as predicted by our analysis. However, the fact that the errors for u are smaller than those for φ, as shown in Table 4 .3, is good news, since the errors for u are what we are really interested in.
Concluding remarks
We have studied the superconvergence behaviour of the energy-conserving DG solution for time dependent linear advection equation. We prove that, with suitable initial discretization, the error between the DG solution and the exact solution converges with the rate of (2k + 1)-th order for the cell averages and the numerical fluxes when k ≥ 1.
Moreover, we prove that the error between the approximate solution and a special projection of the exact solution has a (k +2)-th order superconvergence rate. We also proved that the values and derivative values of numerical solution superconverge to that of the exact solution with the rate of ((k + 2))-th and (k + 1)-th order respectively at some special points. Numerical experiments demonstrate these superconvergence results are optimal. In future work, we will consider the optimal analysis for nonlinear cases and use the superconvergence result of the energy-conserving DG schemes to construct new trouble cell indicators to design an adaptive solver to hyperbolic equations.
A Proof of a few technical lemmas and theorems
In this appendix, we collect the proof of some of the technical lemmas and theorems in the superconvergence error estimates.
A.1 Proof of Lemma 3.1
Proof. We prove this lemma by induction. Since ω (0)
Thus ω
u and ω (1) φ have the following expressions on interval I j ω (1)
, we have 
Consequently,
Taking time derivative on both sides of (3.1)-(3.4), the four identities still hold. In other words, we can replace (ω
. Then following the same arguments as what we did for (ω
By the recursion formula, (3.6) holds for all 1 ≤ i ≤ k and r = 0, 1. This finishes our proof.
Remark A.1. We note that there holds ω
2) the equations become trivial. From the proof of this theorem, we can see that the correction functions are well-defined.
A.2 Proof of Theorem 3.1
From Corollary 3.1, we have
By taking v h = P 
