Abstract. A fundamental question in Dynamical Systems is to identify regions of phase/parameter space satisfying a given property (stability, linearization, etc). Given a family of analytic circle diffeomorphisms depending on a parameter, we obtain effective (almost optimal) lower bounds of the Lebesgue measure of the set of parameters that are conjugated to a rigid rotation. We estimate this measure using an a-posteriori KAM scheme that relies on quantitative conditions that are checkable using computer-assistance. We carefully describe how the hypotheses in our theorems are reduced to a finite number of computations, and apply our methodology to the case of the Arnold family. Hence we show that obtaining non-asymptotic lower bounds for the applicability of KAM theorems is a feasible task provided one has an a-posteriori theorem to characterize the problem. Finally, as a direct corollary, we produce explicit asymptotic estimates in the so called local reduction setting (à la Arnold) which are valid for a global set of rotations.
One of the most important problems in Hamiltonian Mechanics, and Dynamical Systems in general, is to identify stability (and instability) regions in phase and parameter space. The question of stability goes back to the classical works of outstanding mathematicians during the XVIII th to early XX th centuries, such as Laplace, Kovalevskaya, Poincaré, Lyapunov, or Birkhoff, who thought about the problem and obtained important results in this direction [5, 21, 52, 59] . During the mid 1950's the birth of KAM theory [2, 39, 49] gave certain hope in the characterization of stable motions, not only by proving the existence of quasi-periodic solutions but also revealing that they are present in regions of positive measure in phase space [42, 50, 53] . Notwithstanding the formidable impact of ideas and results produced in the perturbative context [3, 6, 62] , even in recent works [16, 22, 23, 24] , the theory was for long time attributed to be seriously limited in the study of concrete and realistic problems. On the one hand, the size of the perturbation admitted in early KAM theorems was dramatically small 1 , and on the other hand, as far as the authors know, the only knowledge about measure estimates in phase space is just asymptotic: the union of the surviving invariant tori has relative measure of order at least 1 − √ ε, where ε is the perturbation parameter (see the above references and also [4, 48] , where secondary tori are also considered).
The aim of this paper is to show that the task of obtaining effective bounds for the measure of quasi-periodic solutions in phase space is feasible, and to provide full details in the setting of conjugacy to rotation of (analytic) circle diffeomorphisms. The study of maps of the circle to itself is one of the most fundamental dynamical systems, and many years after Poincaré raised the question of comparing the dynamics of a circle homeomorphism with a rigid rotation, it is perhaps the problem where the global effect of small divisors is best understood. This problem was approached by Arnold himself in [1] who obtained mild conditions for conjugacy to rotation in a perturbative setting (known as local reduction theorem in this context), showing also that the existence and smoothness of such conjugacy is closely connected with the existence of an absolutely continuous invariant measure. The first global results (known as global reduction theorems) were obtained in [32] and extended later in [61] . Sharp estimates on finite regularity were investigated along different works [35, 37, 58] and finally obtained in [36] .
Before going into the details, we think it is convenient to give an overview on the progress to effectively apply KAM theory in particular systems. With the advent of computers and new developed methodologies, the applicability of the theory has been manifested in the pioneering works [13, 20] and in applications to Celestial Mechanics [14, 15, 43, 44] . A recent methodology has been proposed in [26] , based in an a-posteriori KAM theorem with quantitative and sharp explicit hypotheses. To check the hypotheses of the theorem, a major difficulty is to control the analytic norm of some complicated functions defined on the torus. This is done using fast Fourier transform (with interval arithmetics) and carrying out an accurate control of the discretization error. The methodology has been applied to low dimensional problems obtaining almost optimal results. But after the previous mentioned works, the most important question remained open, that is:
1 Giving a satisfactory account about skeptic criticisms in this direction is far from the scope of this paper, but we refer to [15, 21] for illuminating details and references.
Given a particular system with non-perturbative parameters, and given a particular region of interest in phase/parameter space, what is the abundance of quasiperiodic smooth solutions in that region? From the perspective of characterizing the Lebesgue measure of such solutions, the above question is a global version of the perturbative (asymptotic) estimates for the measure of KAM tori [2, 42, 50, 53] . In contrast, an analogous global question regarding the topological characterization of instability was formulated by Herman [33] in terms of non-wandering sets. Although non-perturbative and global questions are of the highest interest in the study of a dynamical systems, it is not surprising that they are not often explicitly formulated in the literature (with exception of [5, 59] and some numerical studies, e.g. [40, 54, 57] ), since the analytical approaches to the problem were limited by using asymptotic estimates in the perturbation parameter. Then, the work presented in this paper not only is valuable for the fact that it provides a novel tool to use in KAM-like schemes, but also enlarges our vision about how stability can be effectively measured.
In this paper the above question is directly formulated in the context of circle maps. Given any family α ∈ A → f α of analytic circle diffeomorphisms, we answer the following problem:
Obtain (almost optimal) lower bounds for the measure of parameters α ∈ A such that the map f α is analytically conjugated to a rigid rotation. This question was considered by Arnold in [1] (following Poincaré's problem on the study of the rotation number as a function on the space of mappings) for the paradigmatic example ε (Q)), he was able to prove that Leb(K ε ) → 1 for |ε| → 0, where Leb(·) stands for the Lebesgue measure. As global results for 0 < |ε| < 1, Herman proved in [32] that K ε is a Cantor set, K ε ∩ ρ −1 ε (Q) is a countable set dense in K ε , and ρ −1 ε (p/q) is an interval with non-empty interior for every p/q ∈ Q. Still, Herman himself proved in [31] that Leb(K ε ) > 0, but no quantitative estimates for this measure are known. A major difficulty is that, in the light of the previous properties, ρ ε is not a C 1 function (ρ ′ ε blows up in a dense set of points of K ε ). To deal with the task, we resort to an a-posteriori KAM formulation of the problem that combines local and global information and that we informally state as follows:
Theorem. Let A, B ⊂ R be open intervals and α ∈ A → f α be a C 3 -family of analytic circle diffeomorphisms. Let θ ∈ B → h θ be a Lipschitz family of analytic circle diffeomorphisms and let θ ∈ B → α(θ) ∈ A be a Lipschitz function. Under some mild and explicit conditions, if the family of error functions θ ∈ B → e θ given by e θ (x) = f α(θ) (h θ (x)) − h θ (x + θ) is small enough, then there exist a Cantor set Θ ⊂ B of positive measure, a Lipschitz family of analytic circle diffeomorphisms θ ∈ Θ →h θ and a Lipschitz function θ ∈ Θ →ᾱ(θ) ∈ A such that
Moreover, the measure of conjugacies in the space of parameters, Leb(ᾱ(Θ)), is controlled in terms of explicit estimates that depend only on the initial objects and Diophantine properties defining Θ.
For the convenience of the reader, the above result is presented in two parts. In Section 3 (Theorem 3.1) we present an a-posteriori theorem for the existence of the conjugacy of a fixed rotation number. Then, in Section 4 (Theorem 4.1) we present an a-posteriori theorem to control the existence and measure of conjugacies in a given interval of rotations. Both results could be handled simultaneously, but this splitting is useful when the time comes to produce computer-assisted applications and also allows us to present the ideas in a self-consistent and more accessible way.
An important step to check the hypotheses of the theorem is to put on the ground a solid theory based on Lindstedt series that allows us to perform all necessary computations effectively in a computer-assisted proof. In Section 5 we describe in detail, using analytic arguments, how the hypotheses are thus reduced to a finite amount of computations which can be implemented systematically. In particular, we explain how to control the norms of Fourier-Taylor series using suitable discretizations and taking into account the corresponding remainders analytically. Indeed, the fact that Fourier-Taylor series can be manipulated using fast Fourier methods is per se a novel contribution in this paper, so one can outperform the use of symbolic manipulators.
As an illustration of the effectiveness of the methodology we consider the Arnold family (1.1). For example, we prove that
The lower bound follows from the computer assisted application of our main theorem and the upper bound is obtained by rigorous computation of p/q-periodic orbits up to q = 20. Details, and further results, are given in Section 6.
Regarding regularity, we have constrained our result to the analytic case, thus simplifying some intermediate estimates in the analytical part exposed in this paper, but also, this is convenient for the control of the error of Fourier approximations in the computer-assisted application of the method. This simplification only benefits the reader, since the selected problem contains all the technical difficulties associated to small divisors and illustrates very well the method proposed in this paper.
Notation and elementary results
We denote by T = R/Z the real circle. We introduce a complex strip of T of width ρ > 0 as T ρ = {x ∈ C/Z : |Im x| < ρ} , denote byT ρ its closure, and by ∂T ρ = {|Im x| = ρ} its boundary.
We denote by Per(T ρ ) the Banach space of periodic continuous functions f : T ρ → C, holomorphic in T ρ and such that f (T) ⊂ R, endowed with the analytic norm
We denote the Fourier series of a periodic function f as
and f :=f 0 stands for the average. In this paper we consider circle maps in the affine space
Given an open set A ⊂ R and a family of maps α ∈ A → f α ∈ A(T ρ ), we consider the norms ∂ i,j
x,α f α ∈ Per(T ρ ) for every α ∈ A. Finally, we introduce some useful notation regarding solutions of cohomological equations. Given a zero-average function η, we consider the linear difference equation
To ensure regularity of the solutions of this equation, some arithmetic conditions on the rotation number are required. Given γ > 0 and τ ≥ 1, the set of (γ, τ )-Diophantine numbers is given by
For the scope of this paper, the following classic lemma is enough.
Lemma 2.1 (Rüsmann estimates [55] ). Let θ ∈ D(γ, τ ). Then, for every zeroaverage function η ∈ Per(T ρ ), there exists a unique zero-average solution Rη of equation (2.1) such that, for any 0 < δ ≤ ρ, we have Rη ∈ Per(T ρ−δ ) and
where Γ and ζ are the Gamma and Hurwitz zeta functions, respectively.
Assume that f is a function defined in Θ ⊂ R (not necessarily an interval) and taking values in C. We say that f is Lipschitz in Θ if
We define f Θ : = sup θ∈Θ |f (θ)|. Similarly, if we take a family θ ∈ Θ → f θ ∈ A(T ρ ), we extend the previous notations as
Finally, we say that a function f is Lipschitz from below in Θ if
To obtain several estimates required in the paper, we will use the following elementary properties. Lemma 2.2. Assume that f, g are Lipschitz functions defined in Θ ⊂ R and taking values in C. Then
3. An a-posteriori theorem for a single conjugation Given a map f ∈ A(Tρ) with rotation number θ ∈ D(γ, τ ), it is well-known that there exists an analytic circle diffeomorphism that conjugates f to a rigid rotation of angle θ (see [1, 32, 61] and [35, 37, 58, 36] for finite regularity). In this section, we present an a-posteriori result that allows constructing such conjugacy for a given map. For convenience, we express the result for a parametric family of circle maps α ∈ A → f α ∈ A(Tρ) and, given a target rotation number θ, we obtain a conjugacy h ∞ ∈ A(T ρ∞ ) and a parameter α ∞ ∈ A (such that f α∞ has rotation number θ).
Given circle maps f and h, we measure the error of conjugacy of f to the rigid rotation R(x) = x + θ through h by introducing the (periodic) error function
The following a-posteriori result gives (explicit and quantitative) sufficient conditions to guarantee the existence of a true conjugacy close to an approximate one. Consider an open set A ⊂ R, a C 2 -family α ∈ A → f α ∈ A(Tρ), withρ > 0; and a rotation number θ ∈ R fulfilling:
x,α . For convenience we will write c x = c 1,0
Assume that we have a pair (h, α) ∈ A(T ρ ) × A, with ρ > 0, fulfilling:
Moreover, there exist constants σ 1 , and σ 2 such that
there exists a constant σ b such that
Then, for any 0 < δ < ρ/2 and 0 < ρ ∞ < ρ − 2δ, there exist explicit constants C 1 , C 2 , and C 3 (depending on the previously defined constants) such that:
with e(x) given by (3.1), then there exists a pair
, that also satisfies H 1 and H 2 . T 2 Closeness: the pair (h ∞ , α ∞ ) is close to the original one:
The proof of this result is based in a numerical scheme, proposed in [19] , to compute Arnold "tongues" with Diophantine rotation number. Indeed, the convergence details are adapted from [12] , where the case of torus maps (associated to the inner dynamics of a toroidal normally hyperbolic manifold) is considered. We include here a short (but complete) proof not only for the sake of completeness, but to obtain explicit and sharp formulae for all the constants and conditions involved. Also, the proof of this result is the anteroom of the more involved a-posteriori result, discussed in the next section, which takes into account dependence on parameters.
The construction consists in correcting both the approximate conjugacy h(x) and the parameter α. To this end, we perform an iterative process introducing the corrected objectsh(x) = h(x) + ∆ h (x) andᾱ = α + ∆ α . These corrections are determined by solving approximately the linearized equation
where the right-hand side is the conjugacy error (3.1). In order to ensure the normalization condition in (3.2), we look for a solution such that
By taking derivatives on both sides of equation (3.1), we obtain
and consider the following transformation
Then, introducing (3.8) and (3.9) into (3.6), and neglecting the term e ′ (x)ϕ(x) (we will see that this term is quadratic in the error) we obtain that the solution of equation (3.6) is approximated by the solution of a cohomological equation for ϕ
where the right-hand side is
, and b(x) is given by (3.3). Equation (3.10) is solved by expressing η(x) and ϕ(x) in Fourier series. Then, we obtain a unique zero-average solution, denoted by ϕ(x) = Rη(x), by taking (3.13)
so that all solutions of (3.10) are of the form (3.14)
Finally, the averageφ 0 = ϕ is selected in order to fulfill condition (3.7). Since this condition is equivalent to h ′ ϕ = 0 we readily obtain
The proof of Theorem 3.1 follows by applying the above correction iteratively (quasi-Newton method), thus obtaining a sequence of corrected objects. The norms of each correction and quantitative estimates for the new objects are controlled by applying the following result.
, withρ > 0; and a rotation number θ ∈ R satisfying hypotheses G 1 and G 2 in Theorem 3.1. Assume that we have a pair (h, α) ∈ A(T ρ ) × A fulfilling hypotheses H 1 and H 2 in the same theorem. If the following conditions on the error hold:
where
then there exists a new pair (h,ᾱ) ∈ A(T ρ−δ )×A, withh = h+∆ h andᾱ = α+∆ α , satisfying also hypotheses H 1 (in the strip T ρ−2δ ) and H 2 , and the estimates
The new conjugacy error,ē(x) = fᾱ(h(x)) −h(x + θ), satisfies
γ 2 δ 2τ , where
Proof. The result follows by controlling the norms of all the functions involved in the formal scheme described by equations (3.6) to (3.15) . Using Cauchy estimates, we have e ′ ρ−δ ≤ δ −1 e ρ . Using hypothesis H 1 we directly control the functions in (3.3) and (3.12)
′ ρ e ρ < σ 2 e ρ . Then, using also H 2 , the expression for ∆ α in (3.13) is controlled as
thus obtaining (3.23). Hence we control the function η(x) in (3.11) as
By decomposing ϕ(x) =φ 0 + Rη(x) and invoking Lemma 2.1, with hypothesis G 2 , we obtain
and we control the averageφ 0 using the expression (3.15), hypothesis H 1 , and (3.28):
By grouping expressions (3.28) and (3.29) we obtain
where C 1 is given in (3.21). Finally, using (3.9) and H 1 , we obtain (3.24). Now we control of the distance of the corrected objects to the boundaries of the domains, i.e. we ensure that dist h(T ρ ), ∂Tρ > 0 and dist (ᾱ, ∂A) > 0. Using the assumption in (3.16) we have
γδ τ e ρ > 0 , and using the assumption in (3.17) we have
Next we check that the new approximate conjugacyh
The first inequality in H 1 follows directly using Cauchy estimates in (3.24) and the assumption in (3.18) :
The second inequality follows using Neumann series: in general, if m ∈ C satisfies |1/m| < σ andm ∈ C satisfies (3.32)
then we have
Since hypothesis (3.19) implies
from (3.32) and (3.33) we obtain
and also that the control 1/h ′ ρ−2δ < σ 2 is preserved. The control of |1/ b | < σ b in H 2 is similar. To this end, we first writē
so, using (3.23), (3.24) and (3.35), we get the estimate
where C 2 is given by (3.22) . Then, we repeat the computation in (3.34) using the assumption in (3.20) . This provides the condition
Finally, the new error of invariance is given bȳ
and we use the notation G xx (x) := ∂ xx f α+t∆α (h(x)+t∆ h (x)) and similar for G xα (x) and G αα (x). Using G 1 and the estimates (3.23) and (3.24) for the corrections, we obtain the bound in (3.25).
Proof of Theorem 3.1. To initialize the iterative method, we introduce the notation h 0 = h, α 0 = α, and e 0 = e. Notice that Lemma 3.2 provides control of the analytic domains after each iteration. At the s-th iteration, we denote ρ s the strip of analyticity (with ρ 0 = ρ) and δ s the loss of strip produced at this step (with δ 0 = δ). Then, we take
where ρ ∞ is the final strip. For convenience, we introduce the auxiliary constants
and observe that the following relation involving a 1 , a 2 , and a 3 holds
In accordance to the previous notation, we denote by h s , α s , and e s the objects at the s-step of the quasi-Newton method.
Existence:
We proceed by induction, assuming that we have successfully applied s times Lemma 3.2. At this point, we use (3.25) to control the error of the last conjugacy in terms of the initial one:
where we used that 1 + 2 + . . .
The above computation motivates the condition
. Under this condition, the sum
is convergent for any λ ∈ R. Now, using expression (3.39), we check the inequalities in Lemma 3.2 (that is (3.16), (3.17), (3.18), (3.19) , and (3.20)), so that we can perform the step s + 1. The required sufficient condition will be also included in (3.4). To simplify the computations, we consider that the constants C 1 , C 2 , and C 3 are evaluated at the worst value of δ s (that is δ 0 ) so that they can be taken to be equal at all steps. For example, the inequality (3.16) is obtained as follows:
where we used h s = h s−1 + ∆ hs−1 , (3.39) and (3.41). The last inequality in (3.42) is included in (3.4). The control of (3.17) is completely analogous:
and the last inequality in (3.43) is included in (3.4). The condition in (3.18) is obtained using h s = h s−1 + ∆ hs−1 and (3.39):
and the last inequality in (3.44) is included in (3.4). Analogous computations allow us to guarantee the conditions in (3.19) and (3.20) for 1/h ′ s ρs and |1/ b s |, respectively. To this end, we also include in (3.4) the inequalities
Putting together the assumptions in (3.40), (3.42) , (3.43) , (3.44) , (3.45) , (3.46) , and recalling that ρ/δ = ρ 0 /δ 0 = a 3 , h = h 0 , α = α 0 , we end up with (3.47)
where κ is given by (3.40) and
As a consequence of the above computations, we can apply Lemma 3.2 again. By induction, we obtain a convergent sequence e s ρs → 0 when s → ∞. Conclusively, the iterative scheme converges to a true conjugacy h ∞ ∈ A(T ρ∞ ) for the map f ∞ = f α∞ .
Closeness:
The above computations also prove that the conjugacy h ∞ and the parameter α ∞ are close to the initial objects:
and we finally obtain
Remark 3.3. Here we summarize how to compute the constants C 1 , C 2 , C 3 in Theorem 3.1. Given fixed values of the parameters ρ, δ, ρ ∞ ,ρ and the distances dist h(T ρ ), ∂Tρ and dist (α, ∂A); the constants c x , c α , c xx , c xα , c αα in hypothesis G 1 ; the constants γ and τ in hypothesis G 2 ; the constants σ 1 , σ 2 in hypothesis H 1 ; and the constant σ b in hypothesis H 2 , these are computed in the following order:
• a 1 , a 2 , a 3 using (3.37) and (3.38).
• C 1 , C 2 , C 3 using (3.21), (3.22) and (3.26).
• κ using (3.40) and check that κ < 1 (abort the process otherwise).
• Σ κ,τ , Σ κ,2τ , Σ κ,τ −1 using (3.41).
• C 4 using (3.48).
• C 1 , C 2 , C 3 using (3.47) and (3.49).
4. An a-posteriori theorem for the measure of conjugations
In this section we present an a-posteriori result that extends Theorem 3.1 considering dependence on parameters. The statement is a detailed version of the theorem that was informally exposed in the introduction of the paper. Our aim is to use a global approximation of the conjugacies to rotation, within a range of rotation numbers, in order to obtain a lower bound of the measure of the set of parameters for which a true conjugation exists.
, withρ > 0, and a set Θ ⊂ R fulfilling:
Assume that we have a family of pairs
with ρ > 0, such that the following quantitative estimates are satisfied:
and
Moreover, there exist constants σ 1 , σ 2 and σ 3 such that
H 2 The average of the family of functions
There exist constants β 0 , β 1 , and β 2 such that
Then, for any 0 < δ < ρ/2 and 0 < ρ ∞ < ρ − 2δ, there exist constants C Lip 1 and C Lip 2 such that:
is the associated family of error functions, then there exists a family of pairs
∀θ ∈ Θ and also satisfying H 1 , H 2 , and H 3 . T 2 Closeness: the family θ ∈ Θ → (h θ,∞ , α ∞ (θ)) is close to the original one:
where the constants C 2 and C 3 are computed in the same way as the analogous constants in Theorem 3.1, i.e., are given by (3.49).
T 4 Measure of rotations: the Lebesgue measure of conjucacies to rigid rotation in the space of parameters is bounded from below as follows
Remark 4.2. Notice that hypothesis H 2 plays the role of a twist condition, guaranteeing that each rotation number in the domain appears exactly one. If this condition is violated in a particular example, then the interval A should be divided into subintervals and apply the theorem in each of them.
Remark 4.3. Notice that, replacing the norms · ρ and |·| by · Θ,ρ and · Θ respectively, we have that part of the hypotheses of Theorem 4.1 are in common with those of Theorem 3.1. Taking this into account, we will omit the details associated to the control of the norms · ρ and |·|, since we can mimic these estimates from those obtained in Section 3.
The proof of this result follows by adapting the construction presented in Section 3, but controlling the Lipschitz constants of the objects involved in the iterative scheme. Notice that our main interest is to show that α ∞ is Lipschitz from below and to obtain sharp lower bounds. To this end, using that
, so the effort is focused in controlling the Lipschitz constants from above.
The following result provides quantitative estimates for the norm of the corrected objects.
Lemma 4.4.
Consider an open set A ⊂ R, a C 3 -family α ∈ A → f α ∈ A(Tρ), withρ > 0, and a set Θ ⊂ R satisfying the hypotheses G 1 and G 2 of Theorem 4.1. Assume that we have a family of pairs
, and H 3 of the same theorem. Assume that, adapting the expressions for the norms · Θ,ρ and · Θ , the family of errors θ ∈ Θ → e θ satisfies conditions like (3.16), (3.17) , (3.18) , (3.19) , (3.20) , and the additional conditions:
where constant C 1 is computed as in (3.21) and we introduce the new constants
Then, there is a new family θ ∈ Θ →h θ ∈ A(T ρ−δ ), withh θ = h θ + ∆ h θ , and a new function θ ∈ Θ →ᾱ ∈ A, withᾱ(θ) = α(θ) + ∆ α (θ), satisfying also hypotheses H 1 , H 2 , and H 3 of Theorem 4.1 in the strip T ρ−2δ ; and the estimates (4.14)
ᾱ
The new errorē
where C 3 is computed as in (3.26) and
Proof. Following the proof of Lemma 3.2 we consider the objects
and b θ (x) is given by (4.2). Since we are assuming the hypotheses of Lemma 3.2, we can use the intermediate estimates obtained in the proof of that result (see Remark 4.3). In particular, the estimates in (4.14), (4.15), (4.18) and the control on the distances
follow straightly.
Using property P 5 (of Lemma 2.2) we readily obtain that
Then, we control the function ∆ α (θ) in (4.22) using property P 3 and hypotheses
Now we control the Lipschitz bound of the map a θ (x) in (4.22), writing the rigid rotation as R θ (x) = x + θ and using P 3 , P 4 , and H 3 :
where we used that Lip Θ,ρ (R) = 1,
The Lipschitz control of the function b θ (x) is analogous: The control of η θ , given in (4.21), yields to
where we used properties P 1 and P 2 . Using the previous estimates in (3.27), (4.14), is given in (4.10). Then, we estimate the Lipschitz constant of the zero-average solution R θ η θ (x) using P 6 and G 2
Next, we control the averageφ 0 (θ) = − ∂ x h θ Rη θ (we use H 1 , H 3 and the estimates (3.28) and (4.27))
and we put together the previous two expressions as follows (using property P 1 ):
where C is given by (4.12) and C 1 is given by (3.21).
Then, the estimate in (4.17) is straightforward using that ∆ h θ (x) = ∂ x h θ (x)ϕ θ (x), the estimates (3.30) and (4.28), together with P 2 , H 1 and H 3 . In addition, we control the new mapsh θ (x) = h θ (x) + ∆ h θ (x) as
where we used hypothesis (4.5). The control of ∂ xhθ (x) is analogous: (4.6 ). An analogous computation shows that the smallness hypothesis in (4.7) guarantees that Lip Θ (ᾱ) < β 2 . Then, the smallness hypothesis in (4.8) guarantees that ∂ xxh θ,ρ−2δ < σ 3 . The computations are similar to (3.31):
Finally, we control the new error of invariancē
using (3.30), (4.23), and (4.28):
and it remains to control the map ∆ 2 f θ (x), given by (3.36) . This last term is controlled as follows
where we used that
Then, we use hypotheses G 1 , H 1 , H 2 , H 3 , and the previous estimates for the objects ∆ h θ (x) and ∆ α (θ). Finally, we introduce this estimate into equation (4.29) and after some tedious computations we obtain that (4.19) holds using the constants C 3 and C
Lip 5
given respectively by (3.26) and (4.20) .
Proof of Theorem 4.1. We reproduce the analysis of the convergence performed in Theorem 3.1. To this end, we consider the same sequences ρ s , δ s and denote the corresponding objects at the s-th step by h s , α s and e s .
Existence of conjugations:
The conditions for the convergence of the sequence e s Θ,ρs and the control of the norms of the objects are the same that we already obtained in Theorem 3.1, so we must include them into (4.3). In the following, we focus our attention in the control of the Lipschitz constants. It is convenient to introduce the following weighted error:
Lip Θ,ρs−1 (e s−1 ) e s−1 Θ,ρs−1 is evaluated at the worst case δ 0 . We obtain that
Then, we must check that the inequalities in (4.5), (4.6) and (4.7) are preserved along the iterative procedure. Again, we assume that the constants C Lip 1 and C Lip 3 , given by (4.10) and (4.12) respectively, are evaluated at δ 0 . For example, we compute the following
where we used (3.41), (4.30) and introduced the constant + σ 1 C 1 .
As usual, the last inequality in (4.33) must be included in the hypothesis (4.3). An analogous computation leads us to
which is also included in (4.3). Finally, we have
which is also included in (4.3), where we introduced the constant 
where µ is given by (4.32), C 4 is given by (3.48) and we have introduced the new constant
.
Notice that, since C
Lip 6
≥ C 3 , it turns out that the condition (4.3) in Theorem 4.1 includes the condition (3.4) in Theorem 3.1. As a consequence, we can apply Lemmata 3.2 and 4.4 again. Therefore, the sequence E s tends to zero when s → ∞. The iterative scheme converges to a family θ ∈ Θ → h θ,∞ ∈ A(T ρ∞ ) and a function θ ∈ Θ → α ∞ (θ) ∈ A, such that
∀θ ∈ Θ and h θ,∞ also satisfies (3.2).
Measure of rotations:
As it was mentioned just after the statement of Theorem 4.1, we can write
Then, reproducing the computation in (4.36), we obtain
so that the thesis T 4 holds true by taking
This estimation of the Lipschitz constant from below is used to transport the measure of the set Θ through the function θ ∈ Θ → α ∞ (θ) ∈ A.
Remark 4.5. Here we summarize how to compute constants C Lip 1 , C Lip 2 , C 2 , C 3 of Theorem 4.1. Given fixed values of the parameters ρ, δ, ρ ∞ ,ρ and the distances dist h θ (T ρ ), ∂Tρ and dist (α(Θ), ∂A); the constants c x , c α , c xx , c xα , c αα , c xxx , c xxα , c xαα , c ααα in hypothesis G 1 ; the constants γ and τ in hypothesis G 2 ; the constants σ 1 , σ 2 , σ 3 in hypothesis H 1 ; the constant σ b in hypothesis H 2 ; and the constants β 0 , β 1 , β 2 in hypothesis H 3 , are computed in the following order:
• C • κ, µ using (3.40) and (4.32), and check that µ < 1 (abort the process otherwise).
• Σ κ,τ , Σ κ,2τ , Σ κ,τ −1 , Σ µ,−1 , Σ µ,−2 , Σ µ,τ −1 using (3.41), replacing · ρ by · Θ,ρ .
• C using (4.31), (4.34), (4.37) and (4.39).
• C 2 , C 3 using (3.49).
• C 
On the verification of the hypotheses
In this section we show a systematic approach, tailored to be implemented in a computer-assisted proof, to verify the assumptions of our a-posteriori theorems. To do so, we perform an analytic study of the hypotheses with the goal of providing formulae that satisfy the following requirements: they are computable with a finite number operations, they give sharp bounds of the involved estimates, and the computational time is fast: all computations are performed with a complexity of order N log N , N being the number of Fourier modes used to represent the conjugacies. We focus in the hypotheses of Theorem 4.1, since the discourse can be in fact simplified to deal with Theorem 3.1.
In Section 5.1 we discuss the global hypotheses G 1 and G 2 , mainly how to obtain a suitable subset Θ of Diophantine numbers contained in a given interval B of rotation numbers, giving a sharp estimate on the measure of Θ.
In Section 5.2 we discuss the hypotheses H 1 , H 2 and H 3 which depend on the initial objects, which are taken as Fourier-Taylor polynomials. Denoting θ 0 the center of the interval B, we assume that h θ (x) = h(x, θ) is of the form
−N/2 = 0 andĥ
−k ) * otherwise, and that α(θ) is of the form
for certain degree m and N = 2 q . Notice that the symmetries in the Fourier coefficients of h have been selected so that the corresponding function is real-analytic and satisfies the normalization condition
We will see that the fact that these objects are chosen to be polynomials plays an important role to obtain sharp values of the constants σ 1 , σ 2 , σ 3 , σ b , β 0 , β 1 and β 2 .
In Section 5.3 we present the main result of this section, which allows us to obtain a fine control of the norm of the error of conjugacy of the initial family. This requires new tools since the corresponding error function, denoted e(x, θ), is no longer a Fourier-Taylor polynomial, so we combine the jet-propagation in the variable θ with the control of the discrete Fourier approximation in the variable x.
For convenience, we briefly recall here some standard notation used along this section, and an approximation theorem to control the error of the discrete Fourier transform when approximating periodic functions. Given a function g : T → C, we consider its Fourier series
Let us consider N = 2 q with q ∈ N, and the discretization {x j }, x j = j/N , 0 ≤ j < N , that defines a sampling {g j }, with g j = g(x j ). Then, the discrete Fourier transform (DFT) is
and the function g(x) is approximated by the trigonometric polynomial
We use the notation
Notice that formulae (5.3) and (5.4) are exact if g(x) is a trigonometric polynomial of degree at most N . In this case, we writeg k =ĝ k .
Theorem 5.1 (See [26] ). Let g : Tρ → C be an analytic and bounded function in the complex strip Tρ, withρ > 0. Letg be the DFT approximation of g using N nodes. Then
for any 0 ≤ ρ ≤ρ, where
1 − e −2πρN e 2πρk + e The following Fourier norm will be useful
since it can be evaluated with a finite amount of computations if g(x) is a trigonometric polynomial. Notice that g ρ ≤ g 
otherwise .
Here we use the notation ⌈·⌉ and ⌊·⌋ for the ceil and floor functions, respectively.
Proof. Since γ < Given a fixed number Q, we consider the disjoint union
where Res ≤Q (B, γ, τ ) and Res >Q (B, γ, τ ) are, respectively, the sets of resonances with denominator q satisfying q ≤ Q and q > Q. The measure of the first set is controlled as
where ∆(p, q) is given in (5.11). The measure of the second set is controlled as
Finally, since Then, the bound (5.10) holds by combining both estimates.
q τ +1 for every p. Then, taking Q → ∞ we obtain a Dirichlet series as a lower bound
, where φ is the Euler function and ζ is the Riemann zeta function.
5.2.
Controlling the hypotheses H 1 , H 2 and H 3 . Given an interval B, centered at θ 0 , we consider h θ (x) = h(x, θ) and α(θ) given by (5.1) and (5.2), respectively. In this section we present a procedure to control the hypothesis H 1 , H 2 and H 3 corresponding to these objects. To this end, it is convenient to introduce some notation to enclose the dependence of the variable θ.
Definition 5.4. Given a function of the form
we introduce the enclosing interval function and its formal derivative as follows:
whereF B,k are given bŷ
Abusing notation we write
Using the enclosing interval function associated to a Fourier-Taylor polynomial of the form
we introduce the following notation:
Proposition 5.5. Consider the setting of Theorem 4.1, taking h(x, θ) and α(θ) of the form (5.1) and (5.2), respectively, and assume that
Then: (1) Hypothesis H 1 holds by taking
(2) Consider the function
and let {b B (x j )} be the corresponding enclosing function evaluated in the grid x j = j/N . Assume that
where s N (0, ρ) is given in (5.7) and
Then, hypothesis H 2 holds by taking
(3) Assume that the interval α ′ (B) does not contain 0. Then, hypothesis H 3 holds by taking
Furthermore, we observe that α ′ (B) < lip Θ (α).
Remark 5.6. Since h(x, θ) is a Fourier-Taylor polynomial, we could directly use the Fourier norm to produce
This approach not only produces substantial overestimation (which is propagated in the KAM constants C 1 , C 2 , etc), but does not give information to control σ 2 .
Notice that the overestimation (produced by the Fourier norm) of the derivative F ′ B in M B,ρ (F ) and m B,ρ (F ) is mitigated both by the factor 1/2N and by enclosing the dependence of θ (since cancellations are taken into account).
Proof. We first observe that, since h(x, θ) is a Fourier-Taylor polynomial, it is indeed analytic in B ⊃ Θ, so we consider the bounds
To control ∂ x h B,ρ and ∂ xx h B,ρ , we use the maximum modulus principle for analytic functions. By hypothesis, the functions are real-analytic, so it suffices to consider one component of the boundary, say {Im(x) = ρ}. Using the enclosing operation in Definition 5.4 we reduce the discussion to manipulate formal Fourier series ∂ x h B (x) and ∂ xx h B (x), with intervalar coefficients, that include the dependence of the variable θ. Hence, to estimate the maximum of a function F (x, θ) in {Im(x) = ρ} × B we construct the bound M B,ρ (F ) as follows:
• The restriction of the enclosing function F B (x) to the boundary is obtained by multiplying each k th Fourier coefficient by e 2πikρ .
• The evaluation of F B (x + iρ) in the uniform grid of N intervals is performed using DFT.
• The maximum of F B (x + iρ) in each interval of length 1/N , centered at the grid points, is bounded above by the value of the function at the grid plus a global bound of the derivative.
• The bound of the mentioned derivative is obtained using the immediate inequality
ρ . The above discussion allows us to control σ 1 and σ 3 .
To control σ 2 we perform an analogous argument for the minimum modulus principle. Notice that the condition M B,ρ (∂ x h − id) < 1 ensures that the function ∂ x h(x, θ) is non-zero at all points in T ρ × B. The fact that m B,ρ (∂ x h) > 0 ensures that we can take σ 2 < ∞.
As the last condition in hypothesis H 1 , we must see that for every θ − θ 0 ∈ B the map h(x, θ) satisfies
To this end, we compute
and the inequality (5.15) holds from the first assumption in (5.13). This completes item (1). Regarding item (2), let us recall that we are interested in controlling 1/ b Θ where b (θ) is the actual average with respect to x. Notice that
and so 1/ b Θ ≤ |1/ b B | . Using the notation in the statement, and Theorem 5.1, we have
Then, we compute
where we used (5.14). Finally, item (3) follows reproducing the argument for item (1), but controlling the Lipschitz norms in terms of the norm of the corresponding derivative with respect to θ.
5.3.
Controlling the error of conjugacy. Given an interval B, centered at θ 0 , we consider again h θ (x) = h(x, θ) and α(θ) given by (5.1) and (5.2), respectively. In this section we propose suitable (sharp and computable) estimates to control the norm · Θ,ρ of the Fourier-Taylor series
Notice that we have to compose f α (x) with the objects h(x, θ) and α(θ) given by (5.1) and (5.2). Assuming that the family f α (x) = f (x, α) is C ∞ in α, we can express the composition as follows
and the remaining coefficients, for s ≥ 1, are given by recurrence formulae
Notice that the recurrences F s are explicit in terms of Faà di Bruno formulae or, if the function f α (x) is elementary, using Automatic Differentiation rules (see [38] ). In particular, formula (5.18) depends polynomially with respect to h [1] 
. Furthermore, a natural way to enclose the power series (5.17) is the truncated Taylor model (recall that m is the fixed order in θ − θ 0 of the initial objects h(x, θ) and α(θ))
where F
[m+1] B (x) is obtained evaluating the same recurrences 
See [60] for further details.
In the following theorem we propose an explicit estimate for the norm of the error (5.16) using the above idea. A major obstacle is that the space of trigonometric polynomials of degree at most N is not an algebra. This is overcome by combining recurrences (5.18) and (5.19) with control on the discretization error in Fourier space. Thus, we obtain an additional source of error that, remarkably, is estimated using recursive formulae that depend only on the family f α (x).
Theorem 5.7. Consider the setting of Theorem 4.1, taking h(x, θ) and α(θ) of the form (5.1) and (5.2), respectively, and assume that, given r >ρ, we have f α (x) ∈ A(T r ) and the maps are C m+1 with respect to α. Then, for anyρ > ρ such that
is the discrete Fourier approximation given by
with x j = j/N , and the computable constants C T , C F , C ′ F that depend on m, B, ρ,ρ and the initial objects.
Remark 5.8. Note that the functions e
[s] (x), for 0 ≤ s ≤ m, are expected to be small if the candidates h(x, θ) and α(θ) are good enough approximations of the Lindstedt series at θ 0 . Moreover, the constant C N (ρ,ρ) = O(e −πN (ρ−ρ) ) can be taken very small for a suitable choice ofρ. Hence, the limiting factor of the estimate is the term C T rad(B) m+1 (see (5.24) ).
Proof. The error (5.16) can be enclosed as
which yields the control
Since the functions e [s] (x) and e
[m+1] B (x) have infinitely many harmonics, we approximate them using suitable trigonometric polynomialsẽ
[s] (x) (Step 1 ) andẽ
Step 2 ), thus obtaining the bound
Then, we deal with the error committed by approximating e [s] (x) and e
Step 3 ). After controlling the norm e Θ,ρ , we use that the function is indeed smooth in B ⊃ Θ and control Lip Θ,ρ (e) (Step 4 ).
Step 1: The Taylor coefficients of the first term in (5.16), F (x, θ) = f α(θ) (h(x, θ)), satisfy the recurrences (5.18). In particular, we evaluate them pointwise in the grid x j = j/N , 0 ≤ j < N , thus obtaining {F
[s] (x j )}. Notice that the evaluations
k })} , are exact, since h
[s] (x) are trigonometric polynomials. For the second term in (5.16), H(x, θ) = h(x + θ, θ), we have
Notice that the Fourier coefficients of
k , are just finite linear combinations (obtained from derivatives and shifts of angle θ 0 ) of the Fourier coefficients of
Putting together the two terms, we obtain (notice that the affine part in the [0] th coefficient cancels out)
Therefore, we obtain the Fourier coefficients of the approximationsẽ
which corresponds to (5.22) by linearity.
Step 2: On the one hand, we approximate F
[m+1] B (x) by evaluating the recurrences (5.19) and (5.20) in the grid x j . On the other hand, we take
thus obtaining e
We thus define (5.24)
Step 3: We take into account the error produced when approximating e [s] (x) using discrete Fourier approximation. We control first the term e
[0] (x) −ẽ [0] (x) using Theorem 5.1, obtaining
where, for convenience, we have introduced the notation
Notice that F 0 < ∞ due to the assumption in (5.21). Since H [s] (x) are trigonometric polynomials, we have
ρ .
Recalling that F
[s] (x) satisfy the recurrences (5.18) we obtain
where the majorant recurrences G s are obtained by applying triangular inequalities, Banach algebra properties, and · ρ ≤ · F ρ in the expression of the recurrence F s . Notice that the control of the supremum can be performed using the ideas in Proposition 5.5 and optimal bounds are easily obtained for each particular problem at hand.
Similarly, we control the term e
where F B,m+1 is obtained using analogous recurrences
where we used the notation in (5.9) for the right boundary of an interval. Notice that these recurrences are initialized as
B ) − id ρ , and that the last term is evaluated taking h
[m+1] (x) = 0 and α [m+1] = 0. We finally define
and complete the estimate for e Θ,ρ .
Step 4: Since the objects h(x, θ) and α(θ) are polynomials with respect to θ, we have that e θ (x) is smooth in the domain B ⊃ Θ. Hence, we can control Lip Θ,ρ (e) ≤ ∂ θ e B,ρ taking derivatives in our Taylor Remark 5.9. A quite technical observation is that along the proof we propose the use of the Fourier norm to control several trigonometric polynomials (see (5.24), (5.25) and (5.26)), rather than using the estimate M B,ρ (·). The reason is that these objects have quite large analytic norms so both approaches produce equivalent estimates, but the advantage of the Fourier norm is that it is faster to evaluate. However, in condition (5.21) we use M θ0,ρ (·) instead since it produces a sharper estimate.
Application in an example
To complement the exposition and the effectiveness of the estimates, we illustrate the performance of our rigorous estimates with an example. For a given value of ε ∈ [0, 1), we consider the Arnold family
and apply our a-posteriori theorem to obtain effective bounds for the measure of parameters α that correspond to conjugacy to rigid rotation.
Obtaining candidates for h(x, θ) and α(θ): Given a fixed rotation number θ 0 , the functions h
[s] (x) and the numbers α [s] , 0 ≤ s ≤ m, are determined by performing Lindstedt-series at the point θ = θ 0 :
• We compute a trigonometric polynomial h
[0] (x) and a constant α [0] , that approximate the objects h 0 (x) ≃ x + h
[0] (x) and α 0 ≃ α [0] corresponding to the conjugacy of the map f α0 (x), at a selected value of ε, to a rigid rotation of angle θ 0 . The pair is obtained by numerical continuation with respect to ε ∈ [0, ε 0 ] of the initial objects h 0 (x) = x and α 0 = θ 0 that conjugate the case ε = 0 from the case ε = 0 (with initial objects h 0 (x) = x and α 0 = θ 0 ). The interested reader is referred to [19] for implementation details of this numerical method and to [8, 9, 10, 11, 28, 34] for other contexts where numerical algorithms have been designed from a-posteriori KAM-like theorems.
• We then compute approximations for the higher order terms of the Lindstedt series, i.e. trigonometric polynomials h [s] (x) and numbers α [s] , for 1 ≤ s ≤ m. Specifically, we assume inductively that we have computed the exact Lindstedt series up to order ℓ
Then, we compute the partial error of conjugacy
using the rules of Automatic Differentiation for the composition with the sinus function. Then, the terms of order ℓ + 1 satisfy the equation
which has the same structure as the linearized equation (3.6), so its solutions are approximated using trigonometric polynomials by evaluating formulae (3.13) in Fourier space. Unless otherwise stated, all computations discussed from now onwards are performed using at most N = 2048 Fourier coefficients, requesting that the error of invariance at θ 0 satisfies e 0 < 10 −35 , and the Lindstedt series is computed up to order m = 9.
Following Section 5, since the objects (6.2) are polynomials in θ, we denote by B the interval (centered at θ 0 ) were they are evaluated. Regarding the length of the interval B, it is clear that the application of the KAM theory fails if rad(B) is too large, so we may need to split the interval B into subintervals with non-overlapping interior. We carry out a branch and bound procedure, applying the KAM theorem in a subinterval B 0 ⊂ B and repeating the procedure by splitting the set B\B 0 into two smaller intervals. We stop when the intervals are small enough. Given the numerical approximation described above, the estimates described in Section 5 are evaluated. In the terminology of validated computations, if we can apply Theorem 3.1 successfully, obtaining explicit control of the pair h 0 (x) and α 0 , we say that the numerical computation has been rigorously validated. Moreover, if we can apply Theorem 4.1 we say that we have validated a family of conjugacies h(x, θ) obtaining a rigorous lower bound of the measure of parameters α which leads to conjugation. It is worth mentioning that we are not limited to use Lindstedt series to obtain a candidate for h(x, θ) and α(θ). One should notice (see Sections 4 and 5) that the arguments do not depend on how the candidates are obtained.
Global constants for hypothesis G 1 : As it was mentioned in Section 5.1, this part is problem dependent. Givenρ > 0, the derivatives of the Arnold map (6.1) are controlled as
Global constants for hypothesis G 2 : Given an interval of rotation numbers B ⊂ (0, 1) centered at θ 0 , the parameters γ and τ are selected to guarantee that the set of Diophantine numbers in the set Θ = B∩D(γ, τ ) reaches a prefixed relative measure. To this end, we use Lemma 5.2 asking for a relative measure of 99%. This fulfills the hypothesis G 2 . For example, for an interval with rad(B) = 1/2 14 centered on θ 0 = ( √ 5 − 1)/2, such relative measure is achieved taking γ = 0.0009765625 and τ = 1.2. Note that, when dividing the interval B into subintervals, suitable constants γ and τ are recomputed. Thus, we take into account the resonances that affect only each subinterval.
Hypotheses H 1 , H 2 and H 3 : Using the numerical candidates, we proceed to invoke Proposition 5.5. The finite amount of computations are rigorously performed using computer intervalar arithmetics. For example, for ε = 0.25, θ 0 = ( √ 5 − 1)/2 and rad(B) = 1/2 14 , we obtain
Rigorous control of the error of invariance: Let us first describe the recurrences F s and G s , associated to the family (6.1), which are used to compute the estimate produced in Theorem 5.7. Given series
we have that the coefficients of
are obtained using the formula F s , which in this case corresponds to evaluate the recurrences
and, for s ≥ 1,
When the time comes to control the error produced with Fourier discretization, these formulae lead to (in this case the functions sin(·) and cos(·) have the same bounds) F
for s ≥ 0, where the constants S s are initialized as
) and then obtained recursively, for s ≥ 1, as
Analogous formulae are used to compute F B,m+1 .
Selection of the remaining KAM parameters: Finally, there is a set of parameters that must be selected in order the apply the a-posteriori theorems: ρ, δ, ρ ∞ ,ρ, ρ and parameters to control the initial objects. To choose the parameters σ 1 , σ 2 , Some specific results: In the above scenario, for ε = 0.25 and B = (0, 1), we choose the set of Diophantine numbers Θ ⊂ B such that Leb(Θ) > 0.99. After applying Theorem 4.1 we obtain a lower bound Leb(α ∞ (Θ)) > 0.860748 for the absolute measure of parameters which correspond to rotation. To see how sharp is this estimate, we compute also a lower bound of the measure of the phase-locking intervals, thus obtaining
This lower bound follows by computing (using standard rigorous Newton method) two p/q-periodic orbits close to the boundaries of each interval of rotation p/q ∈ Q, for q ≤ 20. To summarize, in terms of the notation in the introduction, we have 0.860748 < Leb(K 0.25 ) < 0.914161 .
Notice that, assuming that the measure was Leb(K 0.25 ) ≃ 0.914161, our rigorous lower bounds predicts the 94.15% of the measure.
Of course, most part of underestimation corresponds to the resonances 0/1, 1/2, 1/3, 2/3, 1/4 and 3/4. If we remove the set of subintervals (of total measure 0.082046) were we fail to apply the theorem (mostly around the mentioned resonances), then it turns out that the produced lower bound corresponds to a relative measure of 93.76% in the considered set of rotations B (which now has measure 0.917954). Indeed, for the interval B = (391/1024, 392/1024) (which contains (3 − √ 5)/2) we obtain a relative lower bound of 98.26% for the existence of conjugacies. These lower bounds can be improved by increasing the number of Fourier coefficients and the tolerances, but these numbers serve as an illustration with moderate computational effort. For example, using a single desktop computer, the validation of the interval B = (391/1024, 392/1024) takes around 10 minutes (49 subdivisions of B are required) and the validation of the interval B = (0, 1) takes around 30 days (161891 subdivisions of B are required). As expected, the bottleneck are resonant rotation numbers which do not contribute in practice.
In Table 1 we illustrate how the lower bound depends on the selected value of ε 0 . In order to illustrate the computational cost of the validation, we show the largest interval B (of length of the form 1/2 n ) centered at the golden rotation number such the theorem can be applied without subdividing the interval. This, together with the number of Fourier coefficients required, illustrates the technological difficulty to apply the KAM theory when one approaches the critical limit. Table 1 where we recall that E := max e Θ,ρ , γδ τ +1 Lip Θ,ρ (e) .
Then, we apply Theorem 4.1 and obtain a lower bound Leb(α ∞ (Θ)) > 0.000120024 of the absolute measure, which corresponds to a relative measure of 98.32% in the selected interval.
Final remarks
To finish we include some comments regarding direct applications and generalizations of the results presented in the paper. Our aim is to present a global picture of our approach and to establish connections with different contexts.
Asymptotic estimates in the local reduction case. Although Theorem 4.1 has been developed with the aim of performing computer-assisted applications in nonperturbative regimes, it is clear it allows recovering the perturbative setting. Indeed, as a direct corollary, we obtain asymptotic measures (à la Arnold) of conjugacies close to rigid rotation in large regions of parameters. Proof. We consider the candidates h(x, θ) = x , α(θ) = θ , and apply Theorem 4.1. First, we notice that the error of conjugacy is of the form e(x) = εg(x), independent of θ, so we have the estimates e Θ,ρ ≤ ε g ρ , Lip Θ,ρ (e) = 0 .
To satisfy the hypothesis H 1 , H 2 , and H 3 we introduce an uniform parameter σ > 1 and we take
Then, we compute the constant C Lip 1 and assume that ε is small enough so that the condition (4.3) holds. Indeed, the largest value of ε that saturates this condition can be obtained by selecting a suitable value of σ. Then, the measure of parameters is given by the formula where θ ∈ R d is the selected Diophantine vector. The interested reader is referred to [12] for details regarding the corresponding Theorem 3.1 and to [26] for details regarding the approximation of functions in T d using discrete Fourier transform.
Other KAM contexts. We have paid special attention to present Theorem 3.1 and Theorem 4.1 separately. The important message is that our methodology can be readily extended to any problem, as long as there exists an a-posteriori KAM theorem (which replaces Theorem 3.1) for the existence of quasi-periodic dynamics: Lagrangian tori in Hamiltonian systems or symplectic maps [18, 28, 30] , dissipative systems [8] , skew-product systems [25, 28, 29] or lower dimensional tori [27, 47] , just to mention a few. For each of such theorems, a judicious revision of the corresponding KAM scheme must be performed in order to obtain sharp estimates of the Lipschitz dependence on parameters (which replaces Theorem 4.1). It is worth mentioning that we have devoted a significant effort to explain, in common analytic terms, the technical issues that permits the computer-assisted validation of the hypothesis of our theorems. This is an important step that prevents the computerassisted proof to be a "black box" full of tricks that can be only appreciated by a few experts.
Rigorous validation of rotation numbers. Last but not least, another significant corollary of the methodology developed in this paper is that it allows to rigorously enclose the rotation number of a circle map. Due to the relevance of this topological invariant, during the last years, many numerical methods have been developed for this purpose. We refer for example to the works [7, 41, 45, 46, 51, 56] and to [17] for a remarkable method with infinite order convergence, based on Birkhoff averages. As illustrated in Section 6, the KAM theorems presented in this paper allows us to obtain a rigorous enclosure (as tight as required) for the rotation number of a map, which is interesting in order to rigorously validate the numerical approximations performed with any of the mentioned numerical methods.
