Abstract. Consider the problem of minimizing, over a polyhedral set, the composition of an afline mapping with a strongly convex differentiable function. The polyhedral set is expressed as the intersection of an affine set with a (simpler) polyhedral set and a new local error bound for this problem, based on projecting the reduced gradient associated with the affine set onto the simpler polyhedral set, is studied. A class of reduced-gradient projection algorithms for solving the case where the simpler polyhedral set is a box is proposed and this bound is used to show that algorithms in this class attain a linear rate of convergence. Included in this class are the gradient projection algorithm of Goldstein and Levitin and Poljak, and an algorithm of Bertsekas. A new algorithm in this class, reminiscent of active set algorithms, is also proposed. Some of the results presented here extend to problems where the objective function is extended real valued and to variational inequality problems.
(1.1) minimize /(x) subject to x X, where X is a polyhedral set in the n-dimensional Euclidean space n and f is a real-valued function defined on n. We assume that f is of the special form We also assume that the optimal solution set for (1.1), denoted by A'*, is nonempty and denote by v* the value of f on A'*. In our notation, all vectors are column vectors, superscript T denotes matrix transpose, (., .) denotes the usual Euclidean inner product, and II" denotes the Euclidean norm induced by (., .).
There are many optimization problems that satisfy the above assumptions, including convex quadratic programs and a certain routing problem in data networks (see [BEG87] ). We remark that the assumption that g be real valued is made only to simplify the analysis and can be relaxed so as to allow, for example, certain entropy optimization problems and their dual to be captured by the problem framework. (See 6 for detailed discussions.)
A classical method for solving (1.1) is the gradient projection algorithm of Goldstein [Go164] and Levitin and Poljak [LeP65] , which follows each gradient step by a projection onto the feasible set X:
x :-Ix-cVf(x)], where ['] +x denotes the orthogonal projection onto A' and a is some suitably chosen positive stepsize. This method has been well studied and, when combined with second-order scaling, has been successful in solving large quadratic programs with box constraints (see, e.g., [Ber76] , [Ber82] , [GaB84] , and [Mor89] ). However, when X is not a box, the projection ['] +x cannot be easily computed and this method can suffer from poor performance. for some c > 0.) Instead, the algorithm of Bertsekas moves an iterate opposite the direction of a certain reduced gradient associated with the knapsack constraints and follows this step with a projection onto the nonnegative orthant. This algorithm has been successfully applied to solving a certain routing problem in data networks (see [BeG83] , [BeG87] , and [BET89] ) and can even be implemented in a distributed asynchronous manner (see [Wsa89] and [WsB86] ).
A key question concerns the convergence and the rate of convergence of the above algorithms. For the gradient projection algorithm this question is largely resolved. It was shown by Bertsekas and Gafni [BeG82] , in the more general context of variational inequality problems, and rediscovered by Luo and Tseng [LuT92b] , that the gradient projection algorithm for solving (1.1) attains a linear rate of convergence, provided that the stepsize a is suitably chosen. Similar results were obtained by Dunn [Dun81] , [Dun87] and Gawande and Dunn [GaD88] 
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the norm of the "natural residual" at x, provided that the latter quantity is small. The same local error bound also extends to affine variational inequality problems (see [Rob81] and [LuW92c] ) and holds globally if f is strongly convex [Pan87] . For the Bertsekas algorithm, however, no comparable result was known. We remark that bounds for have been studied quite extensively, although the focus has been on global bounds and on using the bounds to terminate iterative algorithms and to extract sensitivity/stability information near the optimal solution set (see [MaS87] , [MAD88] , [Pan87] , and [Rob82] ).
The goals of this paper are twofold. First, we propose a generalization of the above error bound based on a certain decomposition of the polyhedral set A'. More specifically, let us express A' as (1.6) X C (x e .n Bx c}, for some (simpler) polyhedral set C n, some n matrix B, and some vector c in t. We will show that (x) can be bounded above by some constant times
for any x E C and any p E {R for which the above quantity is "sufficiently" small.
Here [.] [OrR70] .) We also propose a new algorithm in this class reminiscent of active set algorithms.
The remainder of this paper is organized as follows. In 2 we prove some technical facts concerning the problem (1.1); in 3 we use these facts to establish the new local error bound. In 4, we describe the class of feasible descent algorithms mentioned above and relate them to the gradient projection algorithm and to the algorithm of Bertsekas. In 5, we use the error bound of 3 to show that any algorithm in this class which uses an Armijo-like stepsize rule is linearly convergent. In 6, we give our conclusion and discuss extensions. Proof. Fix any v > v* and any 6 _> 0. The set E'' is clearly nonempty since '' is nonempty. If E-' were not bounded, then the closed convex set C {(t,X,) e mq-nh-1 t Ex, x e C, IIBx-cll < , f(x) < would have a direction of recession (v, u, 0) with v 0 (see [RocT0] ). Let x* be any element of 2"*. Then, by Lemma 2.1, (t*,x*, v*) is a point in /2, so (t*,x*, v*)+ O(v, u, 0) is also in/2 for all 0 >_ 0. This implies x* + Ou C and f(x* + Ou) < v* for all 0 >_ 0. Moreover, we see from the structure of/2 that Bu 0 and Eu v. The former implies B(x* + Ou) Bx* c for all 0 _> 0, so x* + Ou 2"* for all 0 _> 0. On the other hand, the latter, together with v 0, implies that E(x* + Ou) is not constant for 0 _> 0, a contradiction of Lemma 2.1. 3. A new local error bound. In this section we show that the distance from a point x in C to X'* can be bounded above by the quantity (1.7) when the latter quantity is small and f(x) is bounded. The proof of this is analogous to an argument used in [LuW92b] and is based on a certain property of (1.7) for identifying (locally) those constraints which are "active" at some optimal solution. By treating these active constraints as equalities, we then apply Hoffman's result (Lemma 2.2), together with the Lipschitz continuity and strong monotonicity properties of Vg (cf. (1.3) and (1.4)), to establish the desired bound.
First, since C is a polyhedral set, we can express it as C {X E n Ax >_ b}, for some k n matrix A and some b E k. x -vf( Vr, and yet there is no (x*, p*) A'* L at which I is identifiably basic.
Since x E -'
for all r, it follows from Lemma 2.3 that {Ex} is bounded. Let t be any cluster point of {Ex} and let R be a subsequence of {1, 2,...} such that (3.6) {Ex}R --. t.
We show below that t is equal to t*.
Since Vg is continuous everywhere, then we obtain from (3.6) (and using the fact Vf(x) ETVg(Ex) + q for all r) that (3.7)
{Vf(x*)}R ETVg(t) + q. We will show that the iteration (4.11) is well defined and the x thus generated, together with some p, satifies (4.8)-(4.10) for some scalar constants T1 and T2.
The above algorithm may be viewed as a generalization of the gradient projection algorithm in which projection is omitted for coordinates that are far from the boundary. In particular, if we take J to be the empty set, then we recover the gradient projection algorithm (see Example 4.1). A key advantage of the algorithm is its flexibility. For example, we can choose the set J so that the work in solving (4.11) is less than that for performing the full projection (see discussions to follow). The parameter 7, however, needs to be chosen with care. If 7 is too large, the choices for J would be restricted; if 7 is small, then, as we shall see, may need to be small (cf. (4.14)), in which case the algorithm would take small steps. Finally, we note that 7 need not be fixed but can be adjusted dynamically, provided that it remains bounded away from zero.
We now show that the iteration (4.11) is a well-defined RGP iteration. If J is the empty set, then (4.11) reduces to a gradient projection iteration, so it is well defined and the x' generated by it, together with some p, satisfies (4.8)-(4.10) with T1 1 and r2 c (cf. Example 4.1). Thus, it remains to prove the above assertion for the case where J is nonempty. First, notice that the feasible set for the minimization in (4.11) is nonempty (since it contains A') and bounded (since the objective function is strongly convex in and, by virtue of Bj having full column rank, g is determined uniquely by # on the feasible set). Thus, the minimization in (4.11) has an optimal solution. It is easily seen that this optimal solution is unique, so (4.11) is well defined. From the optimality conditions for the minimization in (4.11) we where is the complement of I relative to (1,..., m}. Using the first set of constraints to eliminate j from the second set and from the objective function in (4.11), we reduce the minimization in (4.11) to the following problem: and it follows that x 5 _> 0 whenever satisfies (4.14). Since Bx': c and (of. (4.12)) x:_' > 0, this shows that x' 6 A" (cf. (1.6) and (4.1)) whenever c satisfies (4.14).
The iteration (4.11) admits an interesting interpretation as an active-set-type 2) whenever a is less than 1/ra. Since x' satisfies (4.10), we also have that x' q X whenever a is less than '2/llf(x)ll.
The above result implies that, for a given x A', if the integer k is sufficiently large, then any x' and p satisfying (4.8)-(4.10), with a given by (5.1), also satisfies x' e A' and (5.2). There must be a first k for which this occurs, so the stepsize rule (5.1)-(5.2) is well defined. Now we prove the second claim. Let t be the stepsize given by this rule. Then, either a0 or t < a0. In the former case the second claim holds trivially (by choice of a0). In the latter case, there must exist some x' and p .satisfying (4.8)-(4.10), with a set to /fl, such that either x' _ , or (5.2) fails to hold. By the result proven above, this means that /fl must be greater than or equal to min{1/Ta, T2/llVf(x)ll} or, equivalently, ( is greater than or equal to/ times the latter quantity. The second claim then follows.
Our final lemma bounds the cost difference f(xt) -v* in terms of the inexact residual x -Ix-Vf(x) + BTp]+. This bound is analogous to the cost bounds used in the convergence analysis of gradient projection methods (see [Dun87, eq. (23) 
