We consider the Neumann problem (1.1) below. We extend the range of applicability of the sharp nonresonance condition derived in [Go-Om] so as, in particular, allow asymmetric nonlinearities.
then a necessary and sufficient condition for (1.1) to be solvable for any h € L°°(f2) is that the range of g be all of K. Here kx = 0 < k2 < ■ ■ ■ denote the distinct eigenvalues of -A on Q with Neumann boundary condition, and G(s) = Jo g(t) dt. The surjectivity of g thus provides a nonresonance condition at the eigenvalue Xx = 0. We refer to [Go-Om] for historical background and detailed bibliography.
Condition (1.2) controls the possible interference of the nonlinearity g with the higher part of the spectrum of the associated linear operator. That a restriction of this sort is needed follows trivially by considering the linear example g(s) = Xks, k > 2 . Our purpose in the present paper is to weaken this condition (1.2) in light of two recent contributions in the area.
The first of these contributions concerns the Dirichlet problem ( -Au = g(u) -h(x) inf2, I u = 0 on (9Q. _ An improvement of the interesting result of [Co-Ol] was given in [DS-Om] in the case of autonomous nonlinearities (as considered here). It amounts e.g. to replacing a restriction from above on Iirnsup2c7(.s')/s2 by exactly the same restriction from above on liminf 2G(s)/s2. The second contribution concerns the Fucik spectrum for -A with, say, Neumann boundary condition. This is defined as the set X of those (k+ ,L)eI2 such that
( -Au = k+u+-k-u~ inil, \du/dv = 0 ondQ.
admits a nontrivial solution. Clearly Z contains the two lines R x {0} and {0} x R. It was shown in [DF-Go] that Z contains a first (nontrivial) curve Cx , which passes through (k2, k2), is continuous, strictly decreasing, symmetric with respect to the diagonal and, for N > 2, asymptotic to the above two lines. This of course paves the way to considering asymmetric nonlinearities in problem (1.1). with moreover
Then a necessary and sufficient condition for (1.1) to be solvable for any h e L°°(Q) is that the range of g be all of R.
The proof of Theorem 1.1 is given in §2. We observe in this respect that one of the main tricks in [DS-Om] consists in deriving an estimate on a line integral from an estimate on a volume integral. This line should connect points in il where the solutions are suitably controlled. In the case of the Dirichlet problem (1.3), one extremity can be taken on 9fi, due to the boundary condition. Adapting this idea to the Neumann boundary condition requires some care. The technical details are contained in the rather lengthy Claims 5 and 6 of §2. We also observe that introducing asymmetric nonlinearities in the approach of [DS-Om] We will use the following homotopy:
where r\ is fixed with 0 < n < min{k+ , /_} and p varies in [0, 1] . Let us fix p > N. We observe that since g has linear growth (a consequence of (1.5) and Proof of Claim 1. Assuming that e.g. max u = A , one derives a contradiction exactly as on p. 439 of [Go-Om] , by using the interior and the boundary forms of the strong maximum principle in Sobolev spaces. D
The following Claims 2, 3 and 5 give properties of solutions u of (2.5) for p E[0, 1 ] which satisfy (2.8) A < u(x) < B for at least one xefi (here A and B can in fact be arbitrary fixed numbers).
Claim 2. Let (u" , p") be a sequence of solutions of (2.5), satisfying (2.8) and suchthat llw^lloo ->+00 . Then, for a subsequence, Wn/||w«||oo converges weakly in W2'P(Q.) to some function v ^ 0 such that Let us put v" = Un/WunWoo . Then v" satisfies
dv"/dv = 0 on ÖQ.
This implies that v" remains bounded in W2-p(Q.) and so, for a subsequence, v" -> v weakly in W2>P(Q.) where ||i>||oo = 1 • Moreover, by (2.8), v vanishes somewhere in Q. We can also suppose that for a further subsequence, p" -► pe [0, 1] and p"p(u")+(l-p")n and p"q(u")+(l-p")t] converge in L°°(Q), with respect to the weak* topology, to some po, <7o € L°°(Q) respectively. By (2.11) these functions satisfy 0 < Po(x) < k+ and 0 < qo(x) < k-a.e. in Q, and by (2.12), p"(r(u") -h(x))l\\u"\\00 -> 0 uniformly a.e. in Q. Therefore v satisfies
We also observe that as long as po and qo are considered only on the sets {v > 0} and {v < 0} respectively, we can assume (2.15) Mx) = n a'e-in^<°}'
Qo(x) -f] a.e. in {v > 0}.
We now distinguish three cases: (i) po(x) -0 or qo(x) = 0 a.e. in Q, (ii) Po(x) > 0 on a subset of Q of positive measure, qo(x) > 0 on a subset of Q of positive measure, and meas{x e Q; po(x) < k+ and qo(x) < k-} = 0, (iii) Po(x) > 0 on a subset of Q of positive measure, qo(x) > 0 on a subset of Q of positive measure, and meas{x € Q; Po(x) < k+ and qo(x) < k-} > 0.
In case (i), if e.g. Po(x) = 0 a.e. in Q, then, by (2.15), v(x) > 0 on Q and hence, by (2.14), v is constant. Since v vanishes somewhere, v = 0, a contradiction. In case (iii) one also gets a contradiction from (2.14) by using Lemma 8 from [DF-Go] . In the remaining case (ii), we first observe that v cannot be of one sign. Indeed if for instance v > 0 in Q, then by (2.14), fiiPov -0 and so v vanishes on a set of positive measure. But this is not possible since the solutions of (2.14) enjoy the unique continuation property.
Therefore v changes sign on Q and we have (2.16) Po(x) = k+ a.e. in {v > 0} and qo(x) = A-a.e. in {v < 0}.
Indeed, otherwise, by (2.15), we should get meas{x G Q; Po(x) < k+ and qo(x) < k-} > 0, which is a contradiction in the case we are presently considering. It follows from (2.16) that (2.14) actually reads f -Av =k+v+ -k-v~ inQ, 0 onöQ, r -Av = i.e. v is a generalized eigenfunction associated to (k+,k-).
We also deduce from (2.16) that p = 1. Therefore p(u") and q(u") converge with respect to the weak* topology of L°°(v > 0) and L°°(v < 0) to po and q0 respectively. Hence we have Claim 5. There exists a sequence Sn -► +00 such that if « is a solution of (2.5) for some p G [0, 1], satisfying (2.8), then max« / S" for all n .
Proof of Claim 5. By (2.17) there exists a sequence s" -> +oc such that (2.18) --r!L-A<A+.
We will show that S" can be taken as a tail sequence of the sequence s" . Indeed, suppose by contradiction that for a subsequence of s" , still denoted by s" , there are solutions u" of (2.9), satisfying (2.8), such that maxw" = s" . Since ||w«||oo -* +00, we deduce from Claim 2 that for a subsequence, ««/||««||oo -► v uniformly on Q, where «isa nonzero generalized eigenfunction associated to (k+ , k-), and that
IIM^o1 / \g(u") -(k+u+ -k-u~)\dx ^ 0. Ja
To carry on our proof of Claim 5, we need the following technical result, whose proof is postponed a little bit.
Claim 6. For every xn, yo € Q, there exists a (simple piecewise linear) path y , joining xn to yo and having range contained in Q, with the possible exception of the end points xn and yo , such that, possibly for a subsequence, Mío1 f \g(u") -(k+u+n -k-u~)\ ^ 0, Jy where / denotes a line integral.
By Claim 3 we know that each u" changes sign on Q, provided n is sufficiently large. Let us denote by y" G Q a point where u" vanishes and let x" G Q be such that u"(x") = max u" . We clearly can suppose that x" -► xn G Q and yn -* yo € Q, and we have v(xq) -max« and v(yo) = 0. Let y" denote the path joining x" to y" constructed in the following way: first join x" to xn by a C1 path a" having range in Q, then join xn to yo by the piecewise linear path y provided by Claim 6, and finally join yo to y" by a C1 path x" having range in Q. By the C1,1 character of 9Q, a" and x" can be taken such that 'f(u"(y")+)2 --f(u"(y"r)2 We are now ready to conclude the proof of Proposition 2.1. We will show how to choose R and 5 in the definition of an open set tf in (2.6). Let us take n such that S" > max{-,4, B, C} , where A , B were introduced at the beginning of the proof of Proposition 2.1 and where C comes from Claim 3. Let us put S = S" and R = -S/nx , and let us consider the corresponding open set tf. We will show that there is no solution of (2.5) on dcf for p G [0, 1[. If u G tf (i.e. R < minu < B and A < max« < S) is a solution of (2.5) for some p g [0, 1 [, then, by Claim 1, max u > A and min u < B . Moreover, if ||w||oo < C, then max u < C < S and min u > -C > -S/nx = R. On the other hand if ||«||oo > C, then max» < S by Claim 5 and min« > -S/nx = R by Claim 3. In any case u G tf. This completes the proof of Proposition 2.1. D It remains to give the Proof of Claim 6. We can of course suppose here N > 2 . Since Q is open and connected, for any pair of points in Q, there exists a simple piecewise linear path joining them and having range in Q. Moreover, by the Cxx character of öQ (which implies the interior sphere condition at any point of 9Q), the above property extends to any pair of points in Q. Therefore let S be a simple piecewise linear path joining xn to yo and having range in Q, with the possible exception of the endpoints xn and yo . Using again the interior sphere condition in case Xn or y o belongs to 9Q, we can find, for each segment [zk, zk+x] constituting ô, a (N -l)-dimensional ball Bk , centered at (zk + zk+x)/2 and lying in the hyperplane orthogonal to [zk, zk+x] through (zk + zk+x)/2, such that the convex hull Ck of the set Bk U {zk, zk+x} is entirely contained in Q, with the possible exception of zk and zk+x . Clearly Ck is made of two symmetric closed cones Ck and Ck having as common basis Bk , as common axis the line through zk and zk+x , and as vertices zk and zk+x , respectively. Let us set, for each n ,
We know that /n Y" dx -> 0 and therefore, for each k , / Y" dx -► 0 and / Y"dx -> 0.
Jck Jet
Now we introduce spherical coordinates in Ck . Without loss of generality, we can suppose that zk is the origin of R^ and that the line through zk and zk+x is the xjy axis. We will also assume N > 3 (the case N = 2 can be treated in a similar way). We denote the spherical coordinates of a point 
TWO RELATED PROBLEMS
The techniques developed in §2 can be applied to the situation where the nonlinearity g in problem ( 1.1 ) is such that g(s)/s lies asymptotically between two higher eigenvalues kk and kk+x . One obtains in this way an analogue for the Neumann problem of the main results of [DS-Om] .
Theorem 3.1. Assume that, for some k > 1, kk < liminf ^ < lim sup ^ < kk+x. Then problem (1.1) is solvable for any given h G Lp(ü.) with p > N.
These techniques also allow one to deal with the Dirichlet problem (1.3) when the nonlinearity g is such that g(s)/s lies asymptotically between the first eigenvalue and one point of the first curve of the corresponding Fucik spectrum. Theorem 3.2. Let px be the first eigenvalue of -A on H0X(Q) and let (p+ , //_) be one point of the first curve of the Fucik spectrum of -A on H0X (Q). Assume that Pi < lim inf Ä < lim sup ^ < p±.
Moreover assume that 2G(s) , ..
2G(s)
hmsup-2-> P-\ and hm sup-2-> px, s-* -oo S s->+oo S and that ,.
• ,2G(s) .. , e2G(s) hminf-^-< p-or hminf-^ < p+. 
