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hdidjdkdldmonopoqorosopotou FoG ARMA vdwyxyzb{b|dJ ko}opo~doybdd ldddkooop
ARMA vdwdd dd vdw koo Go ~oo 
vdwdddG kdlodo Mooo ~ooh DoEoFoGooIdJoKoLoMo o¡o¢oHo£d¤
vdwyx kd¥dpd}opd~¦ho§ D ko¨o©oªo« ¢oHo£o¤dvow¬x koop ­oDoEoFoGo£d¤
x ~b®dh GCV ¯2°d±d² ¨d³dkd´oµ ·¶o­oIoJoKoLoMoHd£o¤¬x ~·h AIC ¯d°d¸
±d¹dºd» dpd~½¼o¾ok ºo»o¿oÀ ~(hoÁo ¿d»oHo¸o±o¹o uooÂoÃoÄoÅokoopdÆ
vdwdÇdÈyÉbÊdËoÌoÍoÎoÏoÐ poÑokoÒoÓ :o; ~ ¬ olo Bootstrap ÂdÃ ¢dHdÔdÕdÖd× kdØdÙoÚyÛ·Ü 8 k £o¤o ÂdÃ ¢oHoÇoÝoÞ k oßdG k 0à loáo~¦h  v
















A new class of nonparametric autoregressive moving average models, in
which arbitrary univariate functions act as the coefficients of autoregressive
terms instead of constants, is proposed and discussed. The probabilistic prop-
erties of the models are investigated and a sufficient condition of stationar-
ity is derived firstly. The local linear and polynomial spline approaches are
respectively used to estimate the the functional coefficients. In local linear
estimation, the optimal bandwith is selected via a modified generalized cross-
validation criterion. Correspondingly, the number of knots are determined by
virtue of AIC criterion in spline method, the locations of knots are chosed by
equally quantile . We apply a bootstrap method to test whether the functional
coefficients are some specified parametric forms. The feasibility and validity
of proposed methods are illustrated by simulated and real date exemples.
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( ´ $g rsX+,h-i· Ú ¢Ý½ 1 Ô  õjk ] Ê l ê² Tweedie (1975),
Tjφsteim (1990) ¢Ý½ Xilm
2.1. {Xt} n Topqr c ² Â φ - s ætuvæwx ]yz{ +,
P(x,·)
²| çè ]t} x ~  A z{ +, P(x,A) î ² çè  i 
{Xt}   ÂÔ ^ê / ² Â  K ³Â   ρ < 1 Á






∞, x ∈ K.




² Â p uvæwx m û Â   i  {Xt}  Ê W







|fj(·)| ≤ cj, j = 1, · · · , p , εt  çè ù  x  û   i   λp − c1λp−1 − · · · − cp = 0
G   î   ?O¡ ¨   FARMA ¢£ (1.1) ² É. i¤¥Ó§¦
Xt = (Xt, · · · , Xt−p+1)
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¢£ (1.1) æ ¥¨© û
Xt = A(Xt−d)Xt−1 + Bε̄t. (2.3)




























c1 c2 · · · cp−1 cp



















´ ¢µ Cn ÂÔ¶  ² Ip û p ×  ?´ =·¸ λI − C  © ¹i=º ~
|λI− C| = λp − c1λ
p−1 − · · · − cp,
    » ³´ C  i² λmax û C ¼ Ð  i ¯ ‖Cn‖1/n →

















º ~  OÅ7Æ k = (k1, · · · , kp)T , (d1, · · · , dp)T = A(X)k , Ç 
|d1| = |f1(X)k1 + · · · + fp(X)kp| ≤ c1|k1| + · · · + cp|kp|,

|di| = |ki−1|,i = 2, · · · , p.  
‖ A(X)k ‖≤‖ C|k| ‖,
ùÝú
|k| = (|k1|, · · · , |kp|)
T . ÈÉ  (2.4) ¹ ¶ Á ÊËÌ æÍ À~
‖ Xm(t+1) ‖≤ ‖C

















‖ Cm ‖‖ Xmt ‖≤ δ ‖ Xmt ‖,
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º ~ % 2 Î ²  ¶ =Ï  sÐÑ  x, ² ù ¶ û D. 
E{‖Xm(t+1)‖ | Xmt = x} ≤ δ‖x‖ + D
¦
ρ ∈ (δ, 1)
 ²
M = D(ρ − δ)−1.   G   ‖x‖ ≥ M ,
E{‖Xm(t+1)‖ | Xmt = x} ≤ ρ‖x‖.
   K Tweedie 3   K = {x : ‖x‖ ≤ M}, ®  {Xmt} ²     Ò ¯ Tjøstheim 3  ¢£ (2.3) ®  {Xt} ²    i }Ò
FARMA ¢£ (2.3) ² É. i FÓ i
ZÔÕÝ½  FARMA ¢£ æÖ h× /  MA ¢£ æÖ h× /Ø ÂÙ 

















FARMA ¢£ (1.1), ¬Þßà sá â  θ = (b1, · · · , bq)T ã σ2,ä å    {fm(·)}pm=1. ßàæ ¿ æç ¼èéêëìË ãíî À i² {xt, 1 ≤





















p′ = max(p, q, d), ö÷øù {ε̂t} ¯









ÂÃ À~ =ú ó² ï xt = ε̂t = 0, t ≤ 0. û Ø ðüý£ °þhÿ é  i ï
ÊË 	 µ (3.1) õ ö÷øù {ε̂t−m} 





θ = (b1, · · · , bq)
T ; µ θ = (b1, · · · , bq)T , ßà {fm(·)}pm=1.
 	  {fm(·)}pm=1,  θ = (b1, · · · , bq)T 














û y(0)t = xt − p∑
m=1
fm(xt−d)xt−m.
¯ ¼è k θ = (b1, · · · , bq)T  ßà
ï















































θ = (b1, · · · , bq)
T ,  {fm(·)}pm=1.
§3.1 &'()*
§3.1.1 +,- 
 µ θ = (b1, · · · , bq)T ,  Á./ þh01 ËÌ í ß9à {fm(·)}pm=1.  µ2
ðü fm(·) Ç3 45 67  ô 89  µ z0, ² z ï z0 : / Ú ð;¯
Taylor <= =
fm(z) ≈ fm(z0) + f
′
m(z0)(z − z0) ≡ cm + dm(z − z0).

















bmε̂t−m, Kh(·) = K(·/h)/h ï  µA   h > 0 ï  µ








Y = (yp′+1, · · · , yN)























Φ̂(z0) K p üLM ĉ1, · · · , ĉp NOP ï f1(·), · · · , fp(·) ¾ z0 Q ßà ó 
z0 = x1, · · · , xN−d.RST *U¯ 
{ε̂t}
ØV ½ Q  ðWÀI θ X {fm(·)}pm=1 QYQ ßà óZ Ç ¬Þ È Y¯
(3.6)















•  D ² µ θ ã {fm(·)}pm=1 Q ú ó θ̂(0),{f̂ (0)m (·)}pm=1 .
•
% D  ² ÀIj θ ã {fm(·)}pm=1 Qk i e bc ó θ̂(i), {f̂ (i)m (·)}pm=1.
1.
ÂÃ à[








b̂(i)m ε̂t−m, t = 1, · · · , N,
ú óJ





2. È Y à[








b̂(i+1)m ε̂t−m, t = 1, · · · , N,
¯
(3.8)
¹ ÀI {fm(·)}pm=1 Qk i+1 e ßà ó {f̂ (i+1)m (·)}pm=1.






ε̂2t /(N − p
′)
P ï σ2 Q ßà D
§3.1.2 qrstu
¾ ßà å]v]
f1(·), · · · , fp(·) w Zyxz ðü{| Q BC h Ø}~ È Þ Q Z\






f̂m(xt−d)xt−m = (xt−1, · · · , xt−p, 0, · · · , 0)Φ̂(xt−d)
í¤¥ yt, t = p′ + 1, · · · , N , ¦ §¨!© ¢ Zª (ŷp′+1, · · · , ŷN)T = H(h)Y, û
H(h) ïðü (N − p′) × (N − p′) §¨ D xz 
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