Abstract Numerous studies have shown that atmospheric models with high horizontal resolution better represent the physics and statistics of precipitation in climate models. While it is abundantly clear from these studies that high-resolution increases the rate of extreme precipitation, it is not clear whether these added extreme events are ''realistic''; whether they occur in simulations in response to the same forcings that drive similar events in reality. In order to understand whether increasing horizontal resolution results in improved model fidelity, a hindcast-based, multiresolution experimental design has been conceived and implemented: the InitiaLIzed-ensemble, Analyze, and Develop (ILIAD) framework. The ILIAD framework allows direct comparison between observed and simulated weather events across multiple resolutions and assessment of the degree to which increased resolution improves the fidelity of extremes. Analysis of 5 years of daily 5 day hindcasts with the Community Earth System Model at horizontal resolutions of 220, 110, and 28 km shows that: (1) these hindcasts reproduce the resolution-dependent increase of extreme precipitation that has been identified in longer-duration simulations, (2) the correspondence between simulated and observed extreme precipitation improves as resolution increases; and (3) this increase in extremes and precipitation fidelity comes entirely from resolved-scale precipitation. Evidence is presented that this resolution-dependent increase in precipitation intensity can be explained by the theory of Rauscher et al. (2016) , which states that precipitation intensifies at high resolution due to an interaction between the emergent scaling (spectral) properties of the wind field and the constraint of fluid continuity.
Introduction
Precipitation is a fundamental phenomenon both due to its critical societal importance and due to its firstorder role in the global energy and hydrologic cycles. Despite this importance, precipitation remains a major challenge for atmospheric and climate models. While most general circulation models (GCMs) are successful in simulating the broad-scale spatial features of climatological-mean precipitation, such as features related to major zonally symmetric and zonally asymmetric circulations (e.g., Hadley and Walker circulation) [Flato et al., 2013] , the representation of regional features and of higher-order statistics (e.g., variance, high percentiles, etc.) are not as well-represented [Flato et al., 2013] . Indeed, improved understanding and simulation of climate extremes is one of the six scientific grand challenges enumerated by the World Climate Research Programme [Zhang et al., 2013] .
Part of the difficulty in simulating hydroclimatic extremes stems from the inherently multiscale nature of precipitation: the microphysical processes of condensation and precipitation occurs at subcentimeter scales, and the macrophysical and dynamical processes that lead to supersaturation occur at scales ranging from 10 0 m to 10 6 m. The science community has practically dealt with simulating this wide range of scales in several interrelated ways: (1) the use of limited-area, high-resolution models (e.g., large-eddy simulations, cloud resolving models, and regional atmospheric models) that explicitly simulate small-mesoscale atmospheric flow, (2) the use of global, coarse resolution models that explicitly simulate large-scale flow, and (3) more recently through the use of numerical techniques that permit multiple resolutions in a single global simulation [e.g., Skamarock et al., 2012; Zarzycki et al., 2014; Martini et al., 2015; Rhoades et al., 2015] . All of these methods necessarily use some combination of computationally and conceptually simplified representations (parameterizations) of physical processes that occur at scales smaller than the chosen computational grid, such as turbulence, cloud microphysics, convection, and radiative transfer. Though parameterizations are absolutely necessary, their use introduces approximations and errors into simulations that have made it difficult to build a comprehensive and predictive understanding of the multiscale nature of precipitation.
Given this difficulty with parameterizations, the global climate modeling community has increasingly turned to the use of high-resolution simulations [e.g., Wehner et al., 2014 ] to improve our understanding of precipitation-related (and general atmospheric) processes. Increasing horizontal resolution results in explicit representation of important physical processes, e.g., mesoscale eddies and orographic uplift. It is often assumed that this results in an overall improvement of simulations (and our resulting understanding) since fewer processes would need to be parameterized. Indeed, there is a host of literature from the regional climate modeling community, and more recently from the global climate modeling community, showing that there are distinct benefits to increasing resolution [e.g., Feser et al., 2011; Wehner et al., 2014; Prein et al., 2015, and references therein] . However, increasing resolution is not a panacea for contemporary climate models. There have been several recent studies showing that increasing horizontal resolution results in counterintuitive (or ''scale-incognizant'') changes in model behavior [Williamson, 2008; O'Brien et al., 2013] . There is clearly a need for more comprehensive characterizations, and theoretical understanding, of resolution-dependent model behavior.
When it comes to extreme precipitation, a number of studies have demonstrated that increasing horizontal resolution generally improves the statistics of intense precipitation relative to observed statistics. Boyle and Klein [2010] and Li et al. [2011] show that increasing horizontal resolution increases the tails of the precipitation probability density function (PDF) in hindcast and aquaplanet simulations, respectively. Bacmeister et al.
[2014] and Wehner et al. [2014] show that this increase in the tails results in a better match with observed PDF tail statistics. Wehner et al. [2014] further find that improvement in the very far tail of the distribution is greatest in the boreal winter season as the model simulated excessively large extreme precipitation amounts when cumulus convection was an important process. DeMott et al. [2007] and Li et al. [2012] compare the use of superparameterization (i.e., replacing parameterizations with a two-dimensional cloudresolving model of convection) with standard parameterization; superparameterization results in much more realistic precipitation statistics in convection-dominated regions. Ban et al. [2014] show that highly intense precipitation events are well-represented in a 2.2 km simulation, whereas their occurrence is underestimated in a 12 km simulation. Rauscher et al. [2016] show that daily precipitation statistics are more realistic in a multimodel ensemble of regional climate simulations at 25 km resolution than at 50 km resolution, and they provide a theoretical explanation for this behavior (see section 4). It is abundantly clear from the literature that increasing horizontal resolution results in more intense precipitation in a wide variety of models and simulations.
However, none of these studies address whether the increased precipitation intensity in these simulations is ''realistic'': whether this intense precipitation is produced in response to the same conditions that would produce similarly intense precipitation in reality. Such an evaluation requires a specific type of experimental design that allows one to match simulated and observed precipitation events in order to directly compare the statistics of these paired events. In this manuscript, we describe an experimental framework, the InitiaLIzed-ensemble, Analyze, and Develop (ILIAD) framework, that allows such an evaluation. We apply this framework to an atmospheric model to evaluate whether the increase in precipitation intensity corresponds to an increase in fidelity. We also provide further evidence that the resolution-dependence theory of Rauscher et al. [2016] explains the resolution-dependent increase in precipitation that has been widely noted in the literature.
experimental design in which modeled extreme events can be directly compared with observed extreme events. Toward this goal, we have combined the experimental designs of the Frameworks for Robust Regional Modeling Project and the Cloud-Associated Process Testbed (CAPT) [Phillips et al., 2004] ; this is essentially the same experimental protocol used in the multiresolution hindcast case study of Boyle and Klein [2010] . In this experimental protocol, we run an ensemble of short-duration hindcast simulations; we then repeat this simulation ensemble holding everything constant except for the model horizontal resolution. Because the simulations are (a) short, and (b) initialized with realistic initial conditions, the dynamical state of the model is constrained to be close to the observed dynamical state. Because of this, the model has a high chance of reproducing events that occur in observations, and so varying the resolution allows us to directly assess the effect of resolution of the fidelity of simulated extremes. We have implemented this experimental protocol in a software framework that allows for easy rerunning of hindcast ensembles at multiple resolutions, which facilitates rapid testing of the impact of model improvements on the fidelity of extremes and how (whether) this fidelity increases with resolution. We refer to this experimental framework as the ILIAD framework.
Description of ILIAD Hindcasts
We generate hindcasts with the public release of Community Earth System Model (CESM) version 1.2.2 [Hurrell et al., 2013] and the F_2000_CAM5 component set [CSEG, 2015] . This setup includes the Community Atmosphere Model version 5 (CAM5), the spectral element atmospheric dynamical core on a cubed-sphere grid, the Community Land Model (CLM) version 4.0, and prescribed ocean temperatures and sea-ice concentrations. Solar, volcanic, aerosol greenhouse gas forcings are set to values appropriate for the year 2000. We set the tuning parameters for all simulations to the values enumerated in Table 1 . This configuration and choice of tuning parameters corresponds closely to the configuration of the DOE's ACcelerated Model for Energy (ACME) version 0 http://climatemodeling.science.energy.gov/projects/accelerated-climate-modeling-energy.
Initial conditions, sea surface temperatures, and sea-ice concentrations for each hindcast simulation are interpolated to the CESM grid from the Climate Forecast System v2 [Saha et al., 2010] using bilinear interpolation in the horizontal and linear interpolation in the vertical. For the atmosphere, initial conditions include: surface pressure (converting to sea-level pressure prior to interpolation and back afterward), temperature, zonal wind, meridional wind, and total water mixing ratio. Vertical interpolation is linear in log-pressure for all but temperature. The total water mixing ratio is partitioned into water vapor and cloud condensate mixing ratio after interpolation, assuming that all water content above saturation is cloud condensate. Because land quantities are not processed in the CFS analysis stage, we use the CFS 6 h forecasts for both the land and atmosphere.
For the land, initial conditions include: ground (skin) temperature, soil temperature, soil water concentration, and soil ice concentration. Vertical interpolation is linear, and horizontal interpolation is done using an inverse-distance weighting scheme, with an exponent of 23 (i.e., the interpolation is local), applied to a 3- by-3 halo of CFS cells surrounding the nearest CFS grid cell to the given CLM column. Inverse-distance weighting is used because a number of CLM columns fall outside of the CFS land grid at coastal points, for example because peninsulas exist on a higher-resolution CESM grid that do not exist on the lowerresolution CFS grid. Hence, the inverse-distance scheme provides a simple extrapolation method, for these instances, that is consistent with the interpolation used when the CLM columns fall within the CFS land grid. We considered using bilinear interpolation, but the natural extrapolation methods would either be linear extrapolation (which would be inappropriate in most cases) or a nearest-neighbor extrapolation, which would be as algorithmically complex as the inverse-distance scheme and would not take advantage of other nearby points. Soil temperature is interpolated directly, whereas the soil ice/water quantities are first interpolated as volumetric concentrations and then converted to the mass burden (mass per horizontal area) units used by CLM.
We run the hindcast simulations at three different horizontal resolutions: 16, 30, and 120 elements per cubed-sphere face, corresponding to nominal equatorial grid spacings of 220, 110, and 28 km, respectively. Following the experimental protocol of Leung et al. [2013] , input (and tuning) parameters are identical among simulations, except that the hyperviscosity coefficients were varied in order to enable a stable solution with a realistic kinetic energy spectrum; Table 1 shows these parameters. For each resolution, we run one hindcast per day, initialized at 00Z, for each day between 1 January 2005 and 31 December 2009. Each hindcast is run for 5 days. Unless otherwise indicated, analysis of hindcast output is done on the fifth simulation day, which is a timeframe used in previous studies [e.g., Phillips et al., 2004] that balances a trade-off between allowing the model sufficient time to develop its own idiosyncratic dynamical state without completely losing memory of the initial conditions.
Regridding
For comparison of model output with reanalysis and with observations, we regrid the model output from its native, cubed-sphere grid to a regular 28 lat-lon grid using TempestRemap [Ullrich and Taylor, 2015; Ullrich et al., 2016] , a freely available software package for regridding data on the sphere (https://github.com/ ClimateGlobalChange/tempestremap, commit 32f939e). TempestRemap has been designed specifically for climate data applications and is used to generate high-order accurate, conservative, and consistent (and optionally monotone) linear maps. Key benefits of TempestRemap include native support for finite volume and finite element discretizations as both source and target, support for remapping limited area regions (meshes with ''holes''), arbitrary order-of-accuracy and support for essentially arbitrary unstructured meshes.
Of particular importance, this software is the only known software suite with native support for conservative 
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O'BRIEN ET AL. ILIAD SIMULATIONS OF PRECIPITATIONmapping from spectral elements on the cubed-sphere grid to the finitevolume grid for post processing. This regridding method is also used to map the observations from their native grid to the same regular 28 lat-lon grid.
Evaluation of Weather State in Hindcasts
The primary goal of using hindcasts in the ILIAD framework is to set the model's dynamical state to one that is close to an observed dynamical state. This is essentially the same goal as a traditional weather forecast model; to set the model's dynamical state to one that is close to a (future) observed dynamical state. Hence, we evaluate the ability of our hindcast system to replicate observed weather using a common metric from the weather forecasting community: the correlation of modeled geopotential height anomalies with observed anomalies. Geopotential height anomalies essentially reflect the location of weather systems, so a high correlation between forecast anomalies and observed anomalies generally indicates predictive skill. Traditionally 500 hPa heights are used, but we instead use 200 hPa heights, since the 500 hPa heights were unfortunately not archived for these simulations. The 200 hPa heights suffice for the purposes of assessing correlations between the spatial distributions of weather in observations and the simulations. Figure 1 shows the 200 hPa height anomalies, relative to the 200 hPa height climatology from CFSR, from the CFSR and the three CESM resolutions for day 5 at 00Z of a single hindcast. For the purposes of evaluating the CESM hindcasts, we take 200 hPa heights from the CFS reanalysis as ''truth.'' Qualitatively, there is clearly a strong correspondence among the height anomalies in all plots, although there are some finescale differences among the various simulations. For example, all three simulations and the reanalysis show the presence of a somewhat triangular high anomaly, of approximately 500 m, centered just west of the Antarctic Peninsula. Clearly, the weather state in all three hindcasts is quite similar to reality.
Quantitatively, we calculate the global spatial correlation coefficients between the hindcast and renanalysis height anomaly fields for each hindcast. The annual mean correlation coefficient is 0.69, 0.72, and 0.73 for the 220, 110, and 28 km simulations, respectively. However Figure 2 shows that these correlation coefficients vary substantially over the year, with correlations peaking near 0.85 in northern-hemisphere winter and dropping to about 0.5 in northern-hemisphere Summer. Intriguingly, the correlation coefficient systematically increases with resolution, although the increase in skill from 110 to 28 km is not nearly as large as the increase from 220 to 110 km. A similarly strong seasonal cycle in forecast skill is clearly present in northern hemisphere 500 hPa height skill scores for the European Centre for Medium Range Weather Forecasting model (see, e.g., Figure 2 in the 2015 ECMWF technical report by Haiden et al. [2015] ), and it is presumably related to the dominance of small-scale (convective) processes over land in the northern hemisphere summer.
To evaluate the ability of the ILIAD simulations to reproduce observed precipitation patterns, which is critically important for evaluating the fidelity of extremes, we compare the ILIAD simulations with estimates of observed precipitation from the PERSIANN data set [Sorooshian et al., 2000] . The PERSIANN data set uses an artificial neural network approach to convert microwave radiances from the Tropical Rainfall Measurement Mission (TRMM) satellite into estimates of precipitation rate. While a number of other precipitation data sets ILIAD SIMULATIONS OF PRECIPITATIONexist, for the purposes of this study we require a data set with near-global coverage, high temporal frequency (subdaily), and a relatively long timespan (5 years in this case). PERSIANN is one of very few data sets with these characteristics, as far as we are aware. We regrid the PERSIANN data to a 28 grid using the same method used to regrid the ILIAD simulations to a 28 grid, which is described in section 2.2. Figure 3 shows a snapshot of instantaneous precipitation rates from PERSIANN and the ILIAD hindcasts on 6 January 2005 00Z. The hindcasts capture a number of broad features present in the observations, including: a frontal precipitation band in the northern, central Pacific; a weak frontal band in the northern Atlantic; and a clustering of (presumably) convective precipitation in the Warm Pool and the Indian Ocean. However, clusters of precipitation near equatorial Africa and equatorial South America are notably absent in all of the hindcasts. Further, the resolution dependence of precipitation is quite clear in the hindcasts, with the 220 km simulation having precipitation that is systematically too weak, and the 28 km simulation having precipitation that is comparable in magnitude to (though occasionally stronger than) observations. This resolution dependence is also evident in Figure 4 , which compares the probability density function (PDF) of precipitation between observations and the three resolutions of hindcasts [O'Brien et al., 2016] . This figure shows a clear, systematic increase in extreme precipitation with increasing resolution, which is consistent with similar, previous studies [Williamson, 2008; Li et al., 2011; Wehner et al., 2014] . Despite this increase in extremes, all resolutions produce too much drizzle, which is a ubiquitous problem with atmospheric models that does not appear to be ameliorated by increasing horizontal resolution [Stephens et al., 2010] . Also consistent with previous studies, the precipitation PDF from the 28 km simulations is much closer to observations than the lower resolution simulations. While this is a desirable trait for a model used in simulations of extreme precipitation, it does not provide any information about the simulation fidelity of these extreme events. For example, it is entirely possible that the extreme events in the 28 km simulation occur at the correct rate but in response to inappropriate dynamic/thermodynamic forcing. These hindcast simulations provide a unique opportunity to evaluate this fidelity directly.
The Fidelity of Extremes Improves With Resolution
To evaluate the fidelity of simulated precipitation events, we use a method inspired by Weller et al. [2013] , in which observed and modeled events are paired by defining an event as the maximum precipitation within a given 208 3 208 box. Gray lines in Figure 3 define the edges of all boxes used for identifying events in this way. For each time slice in a simulation and for each box shown in Figure 3 , a paired event is defined as the maximum precipitation from the simulation and the maximum precipitation from observations. White points in Figures 5a-5c show the scatter plot of these events. Pairing events in this way has a major advantage over simply pairing events by grid cell: the use of 208 boxes allows flexibility pairing precipitation from a simulated storm, which may not be exactly colocated with precipitation in observations due to forecast error and intrinsic variability. This allows us to focus on changes in fidelity arising from resolution-dependent physics, rather than fidelity issues associated with storm propagation errors. Because of the sharp dip in geopotential height correlation, during northern-hemisphere Summer (Figure  2) , we focus the analysis on the December, January, and February (DJF) months in which the correlation is at its peak near r % 0:85. This minimizes errors due to forecast issues, and it We are particularly interested in the behavior of the simulations when precipitation is extreme in reality, which for the purposes of discussion we define as precipitation more intense than the 95th percentile of PERSIANN precipitation (gray, dashed lines in all figures), which is approximately 145 mm d 21 . In Figure 5a , the 220 km simulation has very little PDF contribution above the 95th percentile line, and almost no PDF contribution in the upper right corner (the ''success'' region of the forecast space) where both the observations and the simulated precipitation are extreme. The marginal PDF of the 220 km precipitation (Figure 5e ) is quite steep compared to the observed marginal PDF (Figure 5d ), and extremes in the 220 km simulation are weak (the simulated 95th percentile is only about 75 mm d 21 ). Above approximately 50 mm d 21 , the conditional PDF contours are very close to horizontal, as is the conditional mean line, which sits just above 25 mm d 21 . The horizontality of the conditional PDF contours and the conditional mean indicate that the simulated precipitation has very little correspondence to observed precipitation in the 220 km hindcasts.
The marginal PDF of the 110 km hindcasts in Figure 5f is slightly shallower (and the 95th percentile is higher) than the 220 km hindcasts. This is reflected also in an increase in PDF contribution above the 95th 
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O'BRIEN ET AL. ILIAD SIMULATIONS OF PRECIPITATIONpercentile line in Figure 5b . There is also an increase in PDF contribution in the ''success'' region where both simulated and observed precipitation are extreme. The conditional contours and the conditional mean are slightly more sloped. This indicates that precipitation in the higher-resolution 110 km hindcasts has a stronger relationship with observed precipitation than precipitation in the 220 km hindcasts; the higher-resolution model has slightly higher skill. The 28 km hindcasts have a much shallower marginal PDF ( Figure  5g ) with a 95th percentile that is much closer to observations. There is a further increase in PDF contribution above the 95th percentile line in the 28 km hindcasts. This is accompanied by a rise and a slight steepening of the conditional mean line, indicating improved model skill in simulating precipitation. However, the conditional mean line appears to flatten at very high precipitation values ($200 mm d 21 ), so it appears that the model may lack skill for the most intense events. It is possible that this would further improve at even higher-resolution. Regardless, it is clear that the 28 km hindcasts have much higher fidelity in representing precipitation events-particularly extremes-than the lowerresolution hindcasts. Toward understanding what controls the hindcast fidelity, we decompose the hindcast precipitation into two components: convective and large-scale. In CAM, convective precipitation occurs in response to parameterized upward mass flux that is designed to remove convectively available potential energy [Zhang and McFarlane, 1995] at an exponential rate on a prescribed time scale. The large-scale component occurs in proportion to grid-scale supersaturation, which is closely tied to resolved upward mass fluxes [Morrison and Gettelman, 2008] . Figures 6 and 7 show conditional distributions similar to Figure  5 , but for convective and large-scale precipitation, respectively. The relationship between convective 
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precipitation and observed precipitation in Figure 6 is relatively weak and surprisingly consistent among the three resolutions. Consistent with the analysis of Li et al. [2011] , the tails of the convective precipitation distribution (Figures 6e-6g ) are quite short; almost none of the simulated total precipitation comes from convection. Further, the tails of the convective precipitation PDFs actually decrease with increasing horizontal resolution. Similar to Figure 5 , there is a horizontally oriented mode in Figures 6a-6c located at approximately 25 mm d 21 . In contrast, the conditional distributions with largescale precipitation, in Figure 7 , show no such mode. Therefore, we attribute the existence of this mode to the convective parameterization.
The tails of the large-scale precipitation distribution (Figures 7e-7g ) systematically increase with resolution, which is also consistent with Li et al. [2011] . In conjunction with the increase in extreme precipitation from the 220 km to the 110 km hindcasts, it appears that there is a weak increase in model fidelity; the conditional contours become slightly positively sloped in Figure 7b . Precipitation from the large-scale precipitation parameterization in the 220 km hindcasts appears to be completely independent of observed precipitation; the conditional contours and the conditional mean are almost perfectly flat in Figure 7a . The situation is only slightly improved in Figure 7b , for the 110 km hindcasts. In contrast to this, the increase in extreme large-scale precipitation in the 28 km hindcasts is associated with a distinct improvement in model fidelity. The conditional contours and the conditional mean are more sloped in Figure 7c than in Figure 7a or 7b. There is no such increase in fidelity for the convective precipitation, so we attribute the improved fidelity of simulated total precipitation ( Figure 5) to the large-scale precipitation parameterization.
Resolved Updrafts Drive the Increase in Extremes
Clearly the large-scale precipitation parameterization drives both the increase in simulated extreme precipitation and the increase in fidelity. One obvious driver of fidelity improvement would be the improved representation of orographic forcing at high-resolution. However, examination of a version of Figure 7 created only for ocean areas (not shown) looks almost identical to Figure 7 . This means that even in the absence of increased orographic forcing, the fidelity of large-scale precipitation improves at high-resolution. Nor can this increase in fidelity be explained by increased SST gradients, since all simulations use the same 18 ocean grid. Therefore, the increased fidelity must come from improvements in the representation of atmospheric flow.
We hypothesize that this resolution dependence arises directly from the resolution dependence of the resolved vertical flow. Rauscher et al. [2016] provide theoretical arguments and evidence, based on several regional climate models, that resolution-dependent vertical flow results directly from the emergent scaling properties of the wind field interacting with the constraint of fluid continuity. They further provide evidence ILIAD SIMULATIONS OF PRECIPITATIONthat this resolution-dependent vertical mass flux is linked to the resolution-dependent intensification of precipitation in multiple models; they show that precipitation intensity in these simulations scales with horizontal resolution in a way that is consistent with their theory.
Following Rauscher et al. [2016] , we assume that precipitation rate R is approximately balanced by the cloud-base upward mass flux M b , such that R % g 21 x 1 q 1 , where g is gravitational acceleration, x 1 is upward vertical velocity in pressure coordinate, and q 1 is the specific humidity in the updraft region. Several studies have shown that this ''what goes up, must go down'' approximation holds empirically for relatively strong precipitation events: Rauscher et al. [2016] demonstrate this directly, Emori [2005] show that precipitation is a linear function of x 1 , and Sardeshmukh et al. [2015] show that this can explain the connection between probability distributions of vertical velocity and precipitation. This approximation holds for these hindcast simulations as well. Figure 8a shows the relationship between precipitation rate and M 850 (the mass flux at the 850 hPa level, which we approximate as cloud base) for all three hindcast resolutions. This relationship parallels the 1:1 line predicted by ''what goes up, must come down,'' though it consistently sits below that line; we interpret this as an effective detrainment flux that removes moisture from cloudy updrafts. The result of this effective detrainment is that the precipitation flux is always slightly weaker than the upward moisture flux.
Rauscher et al. [2016] use theoretical arguments to show that the vertical velocity must intensify with increasing resolution because horizontal wind gradients DU sharpen with resolution DX at a relatively slow rate of DU / DX a where a % 1=3 (note that this 1/3 slope is closely related to the classic 25/3 slope associated with kinetic energy spectra) [Rauscher et al., 2016] . Rauscher et al. [2016] argue that this result follows from the scaling properties of the wind field that emerge from resolved geostrophic turbulence. This implies that the horizontal divergence D intensifies with resolution like D $ DU=DX / DX a21 . If moisture is relatively insensitive to resolution, then it follows that low-level vertical mass flux must also intensify with resolution like M b / DX a21 [Rauscher et al., 2016] . The simple, linear relationship between precipitation rate and upward moisture flux means that the two quantities are approximately identically distributed, i.e., PðRÞ :% PðM 850 Þ, and in fact they would be exactly identically distributed if effective detrainment were 0. Figure 8b shows that this is empirically true: at all resolutions, the precipitation distribution is quite similar to the upward mass flux distribution. Given this distributional equivalence, we hypothesize that the precipitation distribution should exhibit similar resolution dependence to the distribution of vertical mass flux. The intensity of vertical mass flux (i.e., the magnitude of typical vertical mass flux) can be related to its rootmean squared (RMS) variability, and so this hypothesis implies that the RMS M 850 and R should increase as power laws of the horizontal resolution. The inset of Figure 8b shows resolution-dependent changes in both that are consistent with this hypothesis.
Discussion and Conclusions

Resolution Dependence Explained
Using the ILIAD hindcasts, we have provided strong evidence supporting the theory of Rauscher et al.
[2016] (hereafter R16) that simulated precipitation extremes increase with resolution due to a combination of fluid continuity and the spectral/scaling properties of the horizontal wind field. This would explain similar resolution dependencies that have been noted in the literature for a wide variety of atmospheric modeling systems [Williamson, 2008; Li et al., 2011; Yang et al., 2014; Martini et al., 2015; Rauscher et al., 2016] . Further, this theory, in which extreme precipitation increases due to increasingly extreme updrafts, is consistent with results from Li et al. [2011] and Yang et al. [2014] suggesting that the intensification of extremes is linked to resolution-dependence of dynamics. However, this theory is clearly not complete, since it predicts that vertical velocities would tend toward infinity as horizontal resolutions tend to zero. This singularity is likely linked to the assumption of horizontal incompressibility in the version of the continuity equation (r Á ðqũÞ50) used by Rauscher et al. [2016] . We hypothesize that the relative increase in the magnitude of horizontal density gradients and the density tendency term in the full continuity equation (r Á ðqũÞ5@ t q) would break the scaling relationship between horizontal divergence and vertical velocity, such that the magnitude of vertical velocity asymptotes at small (large-eddy simulation) scales. Theoretical and analytic verification of this hypothesis is beyond the scope of the current study, though this is a topic of keen interest to the authors of this manuscript.
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Even though the resolution dependence of resolved precipitation statistics is explained by the theory of R16, we argue that resolution dependence of the complete precipitation distribution (resolved 1 unresolved) is not a desirable feature for an atmospheric model. The R16 theory explains why precipitation originating from resolved updrafts should necessarily depend on resolution. However, a climate model with parameterizations that accurately reflect the statistics of subgrid motion should have total precipitation (i.e., combined precipitation from both resolved and unresolved updrafts) that matches observed precipitation statistics at all resolutions. For the purposes of concise nomenclature, we refer to such a model as being ''scale-aware.'' In other words, we argue that the PDF of total precipitation should not depend on horizontal resolution. So even at low-resolution, a scale-aware model should have extreme precipitation that is as intense as in reality, and the intense precipitation should be coming primarily from unresolved updrafts. Likewise, at very high-resolution, a scale-aware model should have the extreme precipitation that is as intense as in reality, and the intense precipitation should be coming primarily from resolved updrafts.
To state this quantitatively, if the width of the resolved precipitation PDF r R increases with horizontal resolution like r R / DX a21 , then the width of the unresolved precipitation PDF r U in a scale-aware model should decrease at a compensating rate (r U / 2DX a21 ).
As indicated in Figure 4 , the combined PDF of resolved and unresolved precipitation in the ILIAD simulations clearly depends on resolution, indicating that the CAM5 physics parameterizations are not scaleaware. It would be tempting to assert that this is due to scale-incognizance [O'Brien et al., 2013] in the convection parameterizations (shallow and deep convection), which are the only sources of unresolved precipitation in these simulations. Figure 6 clearly shows that the statistics (and fidelity) of convective precipitation are not a function of resolution, whereas we hypothesize above that unresolved precipitation should lose intensity at a rate of 2DX a21 . However, if we consider the arguments of Williamson [2008] and O'Brien et al. [2013] , the horizontal scale of convection is O (10 km) or less [Schumacher et al., 2003] , and so convection should be a subgrid phenomenon at all of the resolutions in these ILIAD simulations. Therefore, we would expect that convective precipitation would not depend on resolution. If convective precipitation should be insensitive to horizontal resolution at these scales, then scale-awareness would require there to be another parameterization that produces unresolved precipitation. This parameterization would have to represent updrafts occurring at intermediate scales between O (10 km) and O (200 km): the scales for which increasingly resolved updrafts drive the resolution-dependent increase in resolved precipitation. In essence, we are arguing that in order for CAM to be scale-aware, there should be a completely new type of subgrid parameterization that represents mesoscale updrafts. Such parameterizations do not currently exist because it has been traditionally assumed that there is a scale-gap between convective and large-scale motions [Arakawa and Schubert, 1974] . The evidence presented here suggests that there are important updrafts in this scalegap that should be parameterized.
Model Evaluation Metrics in ILIAD Hindcasts
Aside from the aforementioned issues of resolution-dependence theory and a missing parameterization, the results presented here reveal a valuable model-development metric: the fidelity of precipitation statistics. As noted in section 3, Figure 6 shows that there is little correspondence between simulated convective precipitation and observed precipitation, and this lack of fidelity does not improve with resolution. Ideally, any parameterization that results in the production of precipitation should produce precipitation under the same conditions in which precipitation occurs in reality. In terms of the analytic and experimental methodology presented, a parameterization that adequately represents the response of subgrid motion to largescale conditions should have a conditional mean (i.e., the white lines in Figures 6a-6c ) that follow the 1:1 line. At the very least, the conditional mean of simulated precipitation should be a nonflat, increasing function of observed precipitation; if this condition is not met, it would indicate that what controls precipitation rate in the parameterization is not what controls precipitation rate in reality. The use of conditional PDF analyses on hindcast output provides an invaluable metric for assessing parameterization performance. We argue that such hindcast-based evaluations of precipitation should become standard within the hierarchy of simulation types that model development centers use to develop and evaluate new parameterizations.
The fidelity metric suggested above could be derived from simulations within either the CAPT framework or the ILIAD framework. The use of a multiresolution experimental protocol within the ILIAD framework provides additional information about the resolution-dependence of precipitation fidelity. It is generally expected that the numerical solution of climate models should become more accurate as resolution increases (though this is not theoretically known to be true, since parameterizations alter the convergence properties of otherwise strongly-convergent dynamical cores: Wan et al. [2015] ). This increase in accuracy should also result in better representation of resolved physical processes; therefore, one would expect that the fidelity of a model should increase as horizontal resolution increases. As discussed in section 3, this appears to be the case for CAM. However, it is intriguing that the precipitation fidelity shown in Figures 5 and 7 appears to go through a nonlinear increase somewhere between 110 and 28 km resolution. Unfortunately, due to some ongoing technical issues, we have not yet produced ILIAD simulations at resolutions between 28 and 110 km, so it is not clear how sharply the fidelity increases with resolution. Our working hypothesis is that this transition occurs once the effective resolution of the simulation ($73 the actual resolution: Skamarock [2004] ) becomes several times smaller than the typical Rossby radius of deformation (e.g., when frontal systems are well-resolved and are not overly distorted by model diffusion). For Rossby radii of approximately 1000 km (the order-of-magnitude size of midlatitude cyclones), this would correspond to a horizontal resolution of 30-70 km if the effective resolution needs to be 2-33 smaller than the Rossby radius. In principle, this hypothesis could be evaluated using the ILIAD framework, though our current set of ILIAD simulations (lacking simulations between 28 and 110 km) do not permit this.
We implemented the ILIAD framework in a way that facilitates rapid execution of large, multiresolution ensembles of simulations with minimal human involvement. This design choice makes the framework ideal for rapid testing of new parameterizations using a variety of metrics. The CAPT-like use of hindcasts allows the myriad evaluation techniques employed in the CAPT and transpose-AMIP communities for diagnosing rapid-onset biases due to errors in fast physical processes [Phillips et al., 2004; Williamson and Olson, 2007; Waliser et al., 2012; Williams et al., 2013; Wan et al., 2014; Klingaman et al., 2015; . The multiresolution experimental protocol allows for direct assessment of the degree to which new parameterizations are scale-aware: e.g., using the scale-aware cloud metric described by O'Brien et al. [2013] and the precipitation fidelity and statistics metrics described here.
Conclusions
We have designed and implemented an experimental framework-the ILIAD framework-that has allowed us to show that the widely noted resolution-dependent increase in precipitation partly results from an increase in ''realistic'' precipitation events, though this is only true at the highest-resolution simulation (28 km). There is clearly room for improvement in the fidelity of precipitation, but it is encouraging that high-resolution hindcasts do result in an increased correspondence between simulated and observed precipitation events. This indicates that at least some intense events in the simulations are occurring in response to the same forcing that produces intense events in reality. We have also used these simulations to demonstrate that (1) the increased intensity comes entirely from resolved-scale precipitation, and (2) that this increase is driven by the resolution-dependent increase in updraft strength consistent with the theory of Rauscher et al. [2016] . We speculate that the scale-awareness of the CAM might be improved by the addition of a parameterization that accounts for mesoscale (10-100 km) updrafts.
The ILIAD framework that we have developed in the course of this research has uses beyond what is described here. As discussed in section 5.2, our analysis methodology could be used to assess the fidelity and scale-awareness of new parameterizations while simultaneously allowing for diagnoses of biases resulting from errors in fast physics. Hindcast frameworks should become a standard part of the hierarchy of frameworks that modeling centers use to develop and evaluate their models, and the ILIAD framework should be a standard part of evaluating any model that requires scale-awareness: especially models with variable resolution capabilities.
The analysis presented here represents a tiny fraction of what could be analyzed with the ILIAD simulations that we produced. For instance, it would be simple to use our analysis methodology to investigate the fidelity of heat extremes in these simulations. To promote such analyses, we have made the output from these ILIAD simulations publicly available. Output from all three resolutions, regridded to a common 28 grid, can be directly downloaded at http://portal.nersc.gov/project/m1949/iliad/. Output on the native, unstructured cubed-sphere grids can be downloaded as tape-archived tar files from http://portal.nersc.gov/archive/ home/projects/cascade/www/iliad. Potential users of these data are encouraged to contact the lead author of this manuscript for guidance. 
