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Abstract
This paper introduces almost partitionable sets to generalize the known concept of parti-
tionable sets. These notions provide a unified frame to construct Z-cyclic patterned starter
whist tournaments and cyclic balanced sampling plans excluding contiguous units. The exis-
tences of partitionable sets and almost partitionable sets are investigated. As an application,
a large number of maximum or maximal optical orthogonal codes are constructed. These
maximal optical orthogonal codes fail to be maximum for just one codeword.
Keywords: partitionable set; almost partitionable set; whist tournament; balanced sampling
plans excluding contiguous unit; optical orthogonal code
1 Introduction
Given an abelian group (G,+) of order v ≡ 1 (mod 4), a partitionable set in G, briefly PS(G), is
a set S of (v − 1)/4 unordered pairs from G such that
(1)
⋃
{x,y}∈S
±{x, y} = G \ {0};
(2)
⋃
{x,y}∈S
±{x− y, x+ y} = G \ {0}.
If G = Zv, the additive group of integers modulo v, then the notation of PS(v) is used.
The concept of partitionable sets was introduced in [40] to give constructions for cyclic balanced
sampling plans excluding contiguous units (briefly BSEC) with block size four. More descriptions
on their relationship will be given in Section 2.3.
Since the definition of partitionable sets requires v ≡ 1 (mod 4), it is natural to ask whether
a similar definition can be given for v ≡ 3 (mod 4). Given an abelian group (G,+) of order
v ≡ 3 (mod 4) and two nonzero elements α and β of G, a (G,α, β)-almost partitionable set, briefly
APS(G,α, β), is a set S of (v − 3)/4 unordered pairs from G such that
(1)
⋃
{x,y}∈S
±{x, y} = G \ {0, α,−α};
(2)
⋃
{x,y}∈S
±{x− y, x+ y} = G \ {0, β,−β}.
If G = Zv, we will use the notation of APS(v, α, β) or, if it is not important to highlight the roles
of α and β, of APS(v).
Example 1.1. An APS(27, 3, 6): {1, 4}, {2, 12}, {5, 13}, {6, 10}, {7, 8}, {9, 11}.
In Section 2.1, we shall show that when v ≡ 1 (mod 4), a PS(v) exists if and only if there exists
a Z-cyclic patterned starter whist tournament of order v; when v ≡ 3 (mod 4), an APS(v, α, α)
for some α ∈ Zv exists if and only if there exists a Z-cyclic patterned starter whist tournament
of order v + 1 (see Proposition 2.3). The whist tournament problem has a history of more than a
hundred years [6]. Section 2.1 is devoted to exploring connections among PSs, APSs and various
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kinds of whist tournaments. Based on the relation between Z-cyclic directed whist tournaments
and cyclic difference matrices, Section 2.2 presents the fact that a PS(v) implies a cyclic difference
matrix of order v with five rows.
The necessary conditions for the existence of almost partitionable sets are discussed in Section
3. It will be shown that an APS(v, α, β) exists only if (see Lemma 3.1)
2α2 − β2 ≡
{
v
3 (mod v), if v ≡ 3 (mod 12),
0 (mod v), if v ≡ 7, 11 (mod 12). (1)
Section 4 presents recursive constructions for APSs. We will show that if there exist a PS(v)
and an APS(u, α, β) with u ≡ 7, 11 (mod 12), then there exists an APS(vu, vα, vβ) (see Corollary
4.3). Motivated by the silver ratio construction for optical orthogonal codes in [15, Theorem 3.1],
a direct construction for APS(p, α, β) with p ≡ 7 (mod 8) a prime is established. Combining
the recursive construction in Corollary 4.3, we give several infinite families of APS(v, α, β)s (see
Corollary 4.8) for any α and β satisfying the basic necessary condition.
In Section 5, we give a “Kramer-Mesner kind” construction for PSs and APSs. It will be shown
(see Theorem 5.6) that an APS(v, α, β) exists for any v ≡ 3 (mod 4), v < 300 and α, β satisfy the
necessary condition (1). Thus it can be conjectured that the necessary conditions for the existence
of an APS(v, α, β) shown in Lemma 3.1 are also sufficient. On the other hand, our results on PSs
and APSs allow us to obtain new Z-cyclic patterned starter whist tournaments.
Finally, as applications of partitionable sets and almost partitionable sets, we construct a large
number of maximum or maximal optical orthogonal codes in Section 6. These maximal optical
orthogonal codes fail to be maximum for just one codeword.
2 Interplay with various designs
2.1 Z-cyclic patterned starter whist tournaments
In this section we will provide a link between the concepts of (almost) partitionable sets and whist
tournaments.
A whist tournament on v players, briefly Wh(v), for v = 4n (or 4n+1), is a schedule of games
(a, b, c, d) where the unordered pairs {a, c}, {b, d} are called partners and the pairs {a, b}, {c, d},
{a, d}, {b, c} are called opponents, such that
(1) the games are arranged into 4n− 1 (or 4n+ 1) rounds, each of n games;
(2) each player plays in exactly one game in each round (or all rounds but one);
(3) each player partners every other player exactly once;
(4) each player has every other player as an opponent exactly twice.
A Wh(4n) is a particular type of (4n, 4, 3) resolvable balanced incomplete block designs, and a
Wh(4n+1) is a particular type of (4n+1, 4, 3) near resolvable balanced incomplete block designs.
The whist tournament problem was introduced by Moore [36] in 1896. Since 1970’s, it has been
known that a Wh(v) exists if and only if v ≡ 0, 1 (mod 4). See Chapter 11 in [7] for more details.
A Wh(4n+ 1) is Z-cyclic if the players are taken in Z4n+1 and the round j + 1 (mod 4n+ 1)
is obtained from round j by adding 1 (mod 4n+ 1) to each element. A Wh(4n) is Z-cyclic if the
players are the elements of Z4n−1 ∪ {∞} and the rounds are similarly cyclically generated, where
∞+ 1 =∞. Conventionally, in a Z-cyclic Wh(4n+ 1), 0 is missing from the initial round.
Much less is known about the existence of Z-cyclic whist tournaments despite of the efforts of
many authors, for example, Anderson, Finizio and Leonard [8], Buratti [14], Feng and Chang [22],
Ge and Ling [26], etc. The interested reader is referred to [4] and the references therein.
For any odd positive integer u, the set {{x,−x} : x ∈ Zu \ {0}} is called the patterned starter
for Zu, and it is sometimes convenient to call the set {{x,−x} : x ∈ Zu \ {0}} ∪ {{∞, 0}} the
patterned starter for Zu ∪ {∞}. A Z-cyclic patterned starter Wh(v), briefly ZCPS-Wh(v), is a
Z-cyclic Wh(v) if the collection of its initial round partner pairs forms the patterned starter for
Zv when v = 4n + 1 or Zv−1 ∪ {∞} when v = 4n. Finizio [23] first introduced the concept of
Z-cyclic patterned starter whist tournaments.
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Example 2.1. [23, Table 2] The initial round of a ZCPS-Wh(13) over Z13 is given by the following
games: (1, 5,−1,−5), (2, 3,−2,−3), (4, 6,−4,−6).
Example 2.2. [25, Example 1.1] The initial round of a ZCPS-Wh(28) over Z27∪{∞} is given by
the following games: (∞, 3, 0,−3), (4, 5,−4,−5), (6, 10,−6,−10), (11, 9,−11,−9), (12, 7,−12,−7),
(8, 2,−8,−2), (13, 1,−13,−1).
Proposition 2.3. (1) For v ≡ 1 (mod 4), there exists a ZCPS-Wh(v) if and only if there exists
a PS(v);
(2) For v ≡ 3 (mod 4), there exists a ZCPS-Wh(v+1) if and only if there exists an APS(v, α, α)
for some α ∈ Zv.
Proof. Suppose there exists a ZCPS-Wh(v) for v ≡ 1 (mod 4) (resp. ZCPS-Wh(v + 1) for v ≡ 3
(mod 4)) and denote by R0 its initial round. Then the games of R0 are of the form (x, y,−x,−y),
and when v ≡ 3 (mod 4) we have a special game that has partner pairs {0,∞} and {α,−α}.
Denote by S the set of pairs {x, y} of players at the first two positions in the games of R0 that
do not contain ∞. By Condition (2) in the definition of whist tournaments, we have⋃
{x,y}∈S
±{x, y} = Zv \ {0} if v ≡ 1 (mod 4);⋃
{x,y}∈S
±{x, y} = Zv \ {0, α,−α} if v ≡ 3 (mod 4).
By Condition (4) in the definition of whist tournaments, since the tournament is Z-cyclic we have⋃
(x,y)∈S
±{x+ y, x− y} = Zv \ {0} if v ≡ 1 (mod 4);⋃
(x,y)∈S
±{x+ y, x− y} = Zv \ {0, α,−α} if v ≡ 3 (mod 4).
Then S forms a PS(v) when v ≡ 1 (mod 4) (resp. an APS(v, α, α) when v ≡ 3 (mod 4)). Con-
versely, reverse the above process to complete the proof.
2.1.1 Known results on partitionable sets
Zhang and Chang [40] in 2009 showed that a PS(v) with v ≡ 9 (mod 12) could exist only if v ≡ 81
(mod 108). Abel, Anderson and Finizio [1] in 2011 made the same conclusion for ZCPS-Wh(v).
Hu and Ge [28] removed the condition “v ≡ 81 (mod 108)” in 2012.
Proposition 2.4. (Necessary Condition) [28, Theorem 2.1] Let v ≡ 1 (mod 4). If there exists a
ZCPS-Wh(v), i.e. a PS(v), then v ≡ 1, 5 (mod 12).
Bose and Cameron [12] in 1965 and Baker [9] in 1975 independently established the existence
of ZCPS-Wh(p) for any prime p ≡ 1 (mod 4). Zhang and Chang [40] in 2009 presented the same
result for PS(p). In fact Waston [37] in 1954 gave a more general result for the existence of
ZCPS-Whs.
Theorem 2.5. [37] There exists a ZCPS-Wh(v), i.e., a PS(v), if v is a finite product of primes
each congruent to 1 modulo 4.
Theorem 2.5 can be obtained by the following standard recursive construction together with
the existence of a ZCPS-Wh(p) for any prime p ≡ 1 (mod 4).
Construction 2.6. [8, Theorem 3.2] Let u, v ≡ 1 (mod 4). Then the existence of a ZCPS-Wh(u)
and a ZCPS-Wh(v), i.e., a PS(u) and a PS(v), implies the existence of a ZCPS-Wh(uv), i.e., a
PS(uv).
We summarize all the other known results on the existence of ZCPS-Wh(v) with v ≡ 1 (mod 4)
as follows.
Theorem 2.7. There exists a ZCPS-Wh(v), i.e., a PS(v), for each of the following cases:
(1) [29, Lemma 5.6] v ≤ 300 and v ≡ 1, 5 (mod 12);
(2) [32] v = p2 where 3 < p < 3500 and p ≡ 3 (mod 4) is a prime.
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2.1.2 Known results on almost partitionable sets with α = β
For ZCPS-Wh(v + 1) with v ≡ 3 (mod 4), the known results are rare until very recently. Abel,
Anderson and Finizio [1] developed necessary conditions for the existence of such tournaments.
Hu and Ge [28, 29] improved their results.
Proposition 2.8. (Necessary Condition)
(1) [28, Theorem 2.2] Let v ≡ 7, 11 (mod 12). If there exists a ZCPS-Wh(v + 1), i.e., an
APS(v, α, α) for some α ∈ Zv, then v is not square free.
(2) [29, Theorem 2.1] Let v ≡ 3 (mod 12). If there exists a ZCPS-Wh(v+1), i.e., an APS(v, α, α)
for some α ∈ Zv, then v = 32a+1v1, where a ≥ 0 and v1 ≡ 1 (mod 12).
Theorem 2.9. [29, Lemma 5.11] For v ≡ 3 (mod 4) and v ≤ 299, a ZCPS-Wh(v + 1), i.e., an
APS(v, α, α) for some α ∈ Zv, exists for any v that satisfies the necessary conditions in Proposition
2.8 except possibly for v ∈ {243, 255, 275}, i.e., v ∈ {3, 27, 39, 75, 111, 147, 175, 183, 219, 291}.
Theorem 2.10. There exists a ZCPS-Wh(v+1), i.e. an APS(v, α, α) for some α ∈ Zv, for each
of the following cases:
(1) [29, Proposition 5.14] for v = 3p2 where p ≡ 11 (mod 12) is a prime and 11 ≤ p ≤ 359;
(2) [28, Theorem 4.9] v = 3p where p is a prime and either p ≡ 13 (mod 24), or p ≡ 1 (mod 24)
and p > 1.9× 1012 (or p ≤ 1201);
(3) [29, Theorem 4.6] v = 27p where p ≡ 13 (mod 24) is a prime and p ≥ 37.
2.1.3 Other variants of whist tournaments
Ever since the existence of whist tournaments was completely settled, the focus has turned to
whist tournaments with additional properties. A game (a, b, c, d) can be seen as a cyclic order of
the four players sitting round a table.
A directed whist tournament (DWh) is a whist tournament having the property that every
player has every other player as an opponent on his left exactly once and as an opponent on his
right exactly once. A DWh(v) is equivalent to a resolvable (v, 4, 1)-perfect Mendelsohn design [11].
By collecting all known results on resolvable perfect Mendelsohn designs, Abel, Bennett and Ge [2]
showed that a DWh(v) exists if and only if v ≡ 0, 1 (mod 4) except for v = 4, 8, 12 and possibly
for v ∈ {16, 20, 24, 32, 36, 44, 48, 52, 56, 64, 68, 76, 84, 88, 92, 96, 104, 108, 116, 124, 132, 148,
152, 156, 172, 184, 188}.
Baker and Wilson [10] pointed out that no Z-cyclic DWh(v) exists whenever v ≡ 0 (mod 4),
but no proof was provided. Finizio and Leonard gave a proof in [25].
Proposition 2.11. [25, Theorem 3.8] If v ≡ 0 (mod 4), then there is no Z-cyclic DWh(v).
If there exists a Z-cyclic DWh(4n+1) with games (ai, bi, ci, di), 1 ≤ i ≤ n, in the initial round,
then by the “directed” property, we have
n⋃
i=1
{bi − ai, ci − bi, di − ci, ai − di} = Zv \ {0}.
Therefore, the following proposition holds.
Proposition 2.12. [25, Theorem 3.5] Every ZCPS-Wh(4n+ 1), i.e., a PS(4n+ 1), is a Z-cyclic
DWh(4n+ 1).
In the game (a, b, c, d), a and c are said to be partners of the first kind, while b and d are said
to be partners of the second kind. An ordered whist tournament (OWh) is a whist tournament
in which each player opposes every other player exactly once as a partner of the first kind and
exactly once as a partner of the second kind. It is known that an OWh(v) exists if and only if
v ≡ 1 (mod 4) [3, 21].
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If there exists a Z-cyclic OWh(4n+1) with games (ai, bi, ci, di), 1 ≤ i ≤ n, in the initial round,
then by the “ordered” property, we have
n⋃
i=1
{bi − ai, di − ai, bi − ci, di − ci} = Zv \ {0}.
Therefore, the following proposition holds.
Proposition 2.13. [27, Theorem 4.5] Every ZCPS-Wh(4n+ 1), i.e., a PS(4n+ 1), is a Z-cyclic
OWh(4n+ 1).
We remark that Abel, Costa and Finizio [3] also stated Propositions 2.12 and 2.13 as their
Corollary 5.
2.2 Difference matrices
A cyclic (v, k, 1)-difference matrix, briefly CDM, is a k× v array D = (dij) over Zv satisfying that
for each 1 ≤ r < s ≤ k, {drl − dsl : 1 ≤ l ≤ v} = Zv.
If there exists a Z-cyclic DWh(4n+1) with games (ai, bi, ci, di), 1 ≤ i ≤ n, in the initial round,
then let
Ai =


0 0 0 0
ai bi ci di
bi ci di ai
ci di ai bi
di ai bi ci

.
It is readily checked that [O|A1|A2| · · · |An] forms a CDM(4n + 1, 5, 1), where O = (0, 0, 0, 0, 0)T
is a column vector.
Proposition 2.14. [24, Corollary 6] If there exists a Z-cyclic DWh(4n + 1), then there exists a
CDM(4n+ 1, 5, 1).
Combining Propositions 2.12 and 2.14, we have the following corollary.
Corollary 2.15. If there exists a ZCPS-Wh(4n + 1), i.e., a PS(4n + 1), then there exists a
CDM(4n+ 1, 5, 1).
2.3 Cyclic balanced sampling plans excluding contiguous units
The existence problem of partitionable sets was initially studied in [40] and, as an application,
several infinite families of cyclic BSECs with block size four were presented.
Let X = (x0, x1, . . . , xv−1) be cyclically ordered. For 0 ≤ i ≤ v− 1, xi and xi+1 are said to be
contiguous points, where the addition is reduced modulo v. A BSEC(v, k, 1) is a pair (X,B) where
X is a set of v points in a cyclic ordering and B is a collection of k-subsets of X called blocks, such
that any two contiguous points do not appear in any block while any two non-contiguous points
appear in exactly one block. If a BSEC(v, k, 1) admits Zv as its automorphism group, then it is
called cyclic and written simply as a CBSEC(v, k, 1).
Zhang and Chang [40] showed that if there exists a PS(v) for v ≡ 1, 5 (mod 12), then there
exists a CBSEC(3v, 4, 1). By Proposition 2.4, a PS(v) exists only if v ≡ 1, 5 (mod 12). Therefore,
the following theorem is stated.
Theorem 2.16. [40, Constructions 3.2] If there is a PS(v), then there is a CBSEC(3v, 4, 1).
Construction 3.3 in [40] provides a recursive construction for CBSECs: if there exist a PS(v), a
CBSEC(u, 4, 1) and a cyclic (v, 4, 1)-DM, then there exists a CBSEC(uv, 4, 1). By Corollary 2.15,
this construction can be simplified as follows.
Theorem 2.17. If there exist a PS(v) and a CBSEC(u, 4, 1), then there exists a CBSEC(uv, 4, 1).
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3 Necessary conditions for almost partitionable sets
Proposition 2.8 shows necessary conditions for the existence of a ZCPS-Wh(v + 1), i.e., an
APS(v, α, α) for some α ∈ Zv. In this section we provide necessary conditions for the existence of
an APS(v, α, β).
Lemma 3.1. If there exists an APS(v, α, β), then
2α2 − β2 ≡
{
v
3 (mod v), if v ≡ 3 (mod 12),
0 (mod v), if v ≡ 7, 11 (mod 12).
Proof. Denote by S an APS(v, α, β). By the definition of APS, we can compute the sum of squares
of all elements in Zv in three ways as follows:
2α2 + 2
∑
{x,y}∈S
(x2 + y2) ≡ 2β2 + 4
∑
{x,y}∈S
(x2 + y2) ≡
v−1∑
j=1
j2 (mod v).
It follows that
4α2 − 2β2 = 2

2α2 + 2 ∑
{x,y}∈S
(x2 + y2)

−

2β2 + 4 ∑
{x,y}∈S
(x2 + y2)


≡ 2
v−1∑
j=1
j2 −
v−1∑
j=1
j2 ≡
v−1∑
j=1
j2 ≡ (v − 1)v(2v − 1)
6
(mod v)
≡
{
2v
3 (mod v), if v ≡ 3 (mod 12);
0 (mod v), if v ≡ 7, 11 (mod 12).
Since gcd(2, v) = 1, the conclusion follows immediately.
Corollary 3.2. Let v ≡ 3 (mod 12) and v = 3p1p2 · · · ps, where the pi’s are different primes
such that pi ≡ ±3 (mod 8) for each i ∈ {1, 2, . . . , s}. If there exists an APS(v, α, β), then
α, β ∈ {v/3, 2v/3}.
Proof. By Lemma 3.1, v ≡ 3 (mod 12) yields 2α2 ≡ β2 (mod v3 ). Since 2 is a not a square in Z∗p
for any prime p ≡ ±3 (mod 8), we have that α ≡ β ≡ 0 (mod v3 ).
As expected, Lemma 3.1 provides weaker necessary conditions for the existence of APS(v, α, β)
than those for the existence of APS(v, α, α) in Proposition 2.8. For example, by Proposition 2.8(1),
an APS(7, α, α) does not exist for any α ∈ Z7, but we can construct an APS(7, 2, 1) consisting of
only one pair {1, 4}, which satisfies Lemma 3.1.
Now we apply Lemma 3.1 to determine for what values of v, an APS(v, α, β) for any α and β
cannot exist.
Lemma 3.3. In each of the following cases, there is no APS(v, α, β) for any α and β:
(1) v ≡ 3 (mod 12) and v = 32av1, where a ≥ 1 and 3 ∤ v1;
(2) v ≡ 15 (mod 36) and v = 3p1p2 · · · ps, where the pi’s are different primes such that pi ≡
±3 (mod 8) for each i ∈ {1, 2, . . . , s};
(3) v ≡ 7, 11 (mod 12) and v = p1p2 · · · pt, where the pi’s are different primes such that pi ≡
±3 (mod 8) for each i ∈ {1, 2, . . . , t}.
Proof. When v ≡ 3 (mod 12) (including v ≡ 15 (mod 36)), by Lemma 3.1, it suffices to show that
in the given assumption of v, for any α, β ∈ Zv \ {0}, 2α2 − β2 6= m · v3 , where m ≡ 1 (mod 3).
(1) The maximal power of 3 that divides 2α2 − β2 is even, while the maximal power of 3 that
divides m · v3 = 32a−1 ·mv1 is odd since gcd(mv1, 3) = 1. Hence 2α2 − β2 6= m · v3 .
(2) If pi ∤ α and pi ∤ β for some i ∈ {1, 2, . . . , s}, then 2α2 − β2 6≡ 0 (mod pi) since pi ≡
±3 (mod 8) implies 2 is not a square. Therefore 2α2 − β2 6= m · p1p2 · · · ps = m · v3 . If pi | α and
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pi ∤ β, or pi ∤ α and pi | β for some i ∈ {1, 2, . . . , s}, then 2α2 − β2 6≡ 0 (mod pi), which leads to
2α2 − β2 6= m · v3 . If pi | α and pi | β for each i ∈ {1, 2, . . . , s}, then α, β ∈ { v3 , 2v3 }. Note that
2α2 − β2 =


(v3 )
2, if α = v3 , β =
v
3 ;
−2 · (v3 )2, if α = v3 , β = 2v3 ;
7 · (v3 )2, if α = 2v3 , β = v3 ;
4 · (v3 )2, if α = 2v3 , β = 2v3 .
It follows that 2α2 − β2 ≡ 1 (mod 3) since v3 = p1p2 · · · ps ≡ 5 (mod 12). However, due to m ≡ 1
(mod 3), we have m · v3 ≡ 2 (mod 3). So 2α2 − β2 6= m · v3 .
(3) By Lemma 3.1, it suffices to show that in the given assumption of v, for any α, β ∈ Zv \{0},
2α2 − β2 6≡ 0 (mod v). If pi ∤ α and pi ∤ β for some i ∈ {1, 2, . . . , t}, then 2α2 − β2 6≡ 0 (mod pi)
since pi ≡ ±3 (mod 8) implies 2 is not a square. Therefore 2α2 − β2 6≡ 0 (mod v). If pi | α and
pi ∤ β, or pi ∤ α and pi | β for some i ∈ {1, 2, . . . , t}, then 2α2 − β2 6≡ 0 (mod pi), which leads to
2α2 − β2 6≡ 0 (mod v). If pi | α and pi | β for each i ∈ {1, 2, . . . , t}, then α = β = 0, which is
impossible.
Next we show that, for any v ≡ 3 (mod 4) that does not satisfy the conditions (1), (2) and (3)
in Lemma 3.3, there exists a pair of α and β satisfying the condition in Lemma 3.1.
Proposition 3.4. Let v ≡ 3 (mod 4) and v does not satisfy the conditions (1), (2) and (3) in
Lemma 3.3.
(1) If v ≡ 3 (mod 12), then there exist nonzero (modulo v) α and β such that 2α2 − β2 ≡ v3
(mod v).
(2) If v ≡ 7, 11 (mod 12), then there exist nonzero (modulo v) α and β such that 2α2 − β2 ≡ 0
(mod v).
Proof. Let v ≡ 3 (mod 12) that does not satisfy the conditions of Lemma 3.3. Then v =
3dpγ11 p
γ2
2 · · · pγss for some odd integer d, where the pi’s are different primes not equal to 3. There
are the following possibilities:
A) pγ11 p
γ2
2 · · · pγss ≡ 1 (mod 12);
B) pγ11 p
γ2
2 · · · pγss ≡ 5 (mod 12) and
B.1) d > 1;
B.2) d = 1 and at least one γi > 1 for 1 ≤ i ≤ s;
B.3) d = 1, γi = 1 for all 1 ≤ i ≤ s, and at least one pi ≡ ±1 (mod 8) for 1 ≤ i ≤ s.
CASE A. Since pγ11 p
γ2
2 · · · pγss ≡ 1 (mod 3), we have v/3 ≡ 3d−1 (mod 3d). Therefore, there
exist α1, β1 6≡ 0 (mod 3d) such that 2α21−β21 ≡ v/3 (mod 3d): for example take α1 ≡ β1 ≡
√
3d−1
(mod 3d) (note that d is odd). On the other hand, we can take α2, β2 ≡ 0 (mod pγ11 pγ22 · · · pγss )
such that 2α22− β22 ≡ v/3 ≡ 0 (mod pγ11 pγ22 · · · pγss ). Therefore by the Chinese remainder theorem,
we obtain the existence of the required α and β modulo v.
CASE B.1. Since pγ11 p
γ2
2 · · · pγss ≡ 2 (mod 3), we have v/3 ≡ −3d−1 (mod 3d). Therefore, by
d > 1, there exist α1, β1 6≡ 0 (mod 3d) such that 2α21 − β21 ≡ v/3 (mod 3d): for example take
α1 ≡ 3d−1 (mod 3d) and β1 ≡
√
3d−1 (mod 3d). Given α2, β2 ≡ 0 (mod pγ11 pγ22 · · · pγss ), because
of the Chinese remainder theorem, we obtain the existence of the required α and β modulo v.
CASE B.2 and B.3. We can assume that either γ1 > 1 or p1 ≡ ±1 (mod 8). In this case there
exist α1, β1 6≡ 0 (mod pγ11 ) such that 2α21−β21 ≡ v/3 ≡ 0 (mod pγ11 ): for example when γ1 > 1, take
α1 ≡ β1 ≡ pγ1−11 (mod pγ11 ), or when γ1 = 1, note that 2 is a square in Z∗p1 . Proceeding as before,
by the Chinese remainder theorem, we can require α1, β1 6≡ 0 (mod v/3d) and 2α21−β21 ≡ v/3 ≡ 0
(mod v/3d). Furthermore, there exist α2, β2 such that 2α
2
2 − β22 ≡ v/3 ≡ −3d−1 (mod 3d): for
example take α2 = 0 and β2 =
√
3d−1. Again, by the Chinese remainder theorem, we obtain the
existence of the required α and β modulo v.
Let v ≡ 7, 11 (mod 12) that does not satisfy the conditions of Lemma 3.3. Then v =
pγ11 p
γ2
2 · · · pγtt , where the pi’s are different primes. There are the following possibilities:
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C) at least one γi > 1 for 1 ≤ i ≤ s;
D) γi = 1 for all 1 ≤ i ≤ s, and at least one pi ≡ ±1 (mod 8) for 1 ≤ i ≤ s.
CASE C: We can assume γ1 > 1. Therefore there exist α1, β1 6≡ 0 (mod pγ11 ) such that
2α21 − β21 ≡ 0 (mod pγ11 ). Proceeding as before, by the Chinese remainder theorem, there exist
α, β 6≡ 0 (mod v) such that 2α2 − β2 ≡ 0 (mod v).
CASE D: We can assume p1 ≡ ±1 (mod 8). Since 2 is a square in Z∗p1 , there exist α1, β1 6≡ 0
(mod p1) such that 2α
2
1 − β21 ≡ 0 (mod p1). Proceeding as before, by the Chinese remainder
theorem, we obtain the existence of α and β such that 2α2 − β2 ≡ 0 (mod v).
4 Recursive constructions for almost partitionable sets
Let (G,+) be an abelian group. A partial partitionable set in G with two subsets A1 and A2 of G
such that |A1| = |A2|, denoted by a PPS(G,A1, A2), is a set S of (|G| − |A1|)/4 unordered pairs
from G such that
(1)
⋃
{x,y}∈S
±{x, y} = G \A1;
(2)
⋃
{x,y}∈S
±{x− y, x+ y} = G \A2.
A PPS(G, {0}, {0}) is just a PS(G), and a PPS(G, {0, α,−α}, {0, β,−β}) is just an APS(G,α, β).
According to the definition of partial partitionable sets, the following construction is straight-
forward.
Construction 4.1. Let H be a subgroup of G and A1, A2 ⊆ H with |A1| = |A2|. If there exist a
PPS(G,H,H) and a PPS(H,A1, A2), then there exists a PPS(G,A1, A2).
If v = hn, then Zv has a subgroup U of order h. A PPS(Zv, U, U) is often called a Z-cyclic
patterned starter whist tournament frame, denoted by a ZCPS-Wh-frame(hn). Construction 4.1
unifies and generalizes Lemmas 3.2, 3.3 and 3.4 in [28], which are referred to as frame constructions
for ZCPS-Whs.
Construction 4.2. Let u be an integer such that gcd(u, 6) = 1. If there is a PPS(Zv, A1, A2),
then there is a PPS(Zvu, B1, B2), where Bi = {a+ vs | a ∈ Ai, s ∈ Zu} for i ∈ {1, 2}.
Proof. Let T be a PPS(Zv, A1, A2). Consider the set S of unordered pairs from Zvu given by
S = {{x+ sv, y + 2sv} | {x, y} ∈ T , s ∈ Zu} .
Since gcd(u, 6) = 1, we have ⋃
{x,y}∈T
s∈Zu
±{x+ sv, y + 2sv} = Zvu \B1,
and ⋃
{x,y}∈T
s∈Zu
±{x+ y + 3sv, x− y − sv} = Zvu \B2.
Therefore S is a PPS(Zvu, B1, B2).
Corollary 4.3. If there exist a PS(v) and an APS(u, α, β) with u ≡ 7, 11 (mod 12), then there
exists an APS(vu, vα, vβ).
Proof. Take a PS(v), i.e., a PPS(Zv, {0}, {0}). Since gcd(u, 6) = 1, apply Construction 4.2 to
obtain a PPS(Zvu, B,B), where B = {vs | s ∈ Zu} is a subgroup of Zvu and |B| = u. Now apply
Construction 4.1 with an APS(u, α, β) to get an APS(vu, vα, vβ).
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The use of Corollary 4.3 relies on the existence of some APS(u, α, β)s with u ≡ 7, 11 (mod 12).
By Theorems 2.9 and 2.10, the only known APS with such parameters is APS(175, 35, 35) (see
Example 5.7 in [29]). Here motivated by the silver ratio construction for optical orthogonal codes
in [15, Theorem 3.1], we present the following construction for APS(p, α, β) with p ≡ 7 (mod 8) a
prime.
Let Z∗p be the multiplicative group of nonzero integers modulo a prime p.
Lemma 4.4. Let p ≡ 7 (mod 8) be a prime. If θ = 1 + √2 generates Z∗p/{1,−1}, then there
exists an APS(p, 1, θ− 1).
Proof. Consider the set S of unordered pairs from Zp given by
S =
{
{θ2i−1, θ2i} | 1 ≤ i ≤ p− 3
4
}
.
Since θ satisfies the equation x(x − 1) = x+ 1, we have
(p−3)/4⋃
i=1
±{θ2i−1, θ2i} = Zp \ {0, 1,−1},
and
(p−3)/4⋃
i=1
±{θ2i−1(θ − 1), θ2i−1(θ + 1)} =
(p−3)/4⋃
i=1
±{θ2i−1(θ − 1), θ2i(θ − 1)} = Zp \ {0, θ− 1, 1− θ}.
Therefore S is an APS(p, 1, θ − 1).
Theorem 4.5. Suppose that p ≡ 7 (mod 8) is a prime, and 1 +√2 generates Z∗p/{1,−1}. Then
an APS(p, α, β) exists if and only if 2α2 − β2 ≡ 0 (mod p).
Proof. By Lemma 3.1, an APS(p, α, β) with p ≡ 7 (mod 8) a prime exists only if β ≡ ±√2α
(mod p). Let S be an APS(p, 1,√2) given by Lemma 4.4. Then {{αx, αy} | {x, y} ∈ S} is an
APS(p, α, β).
One can check that when p ∈ {7, 23, 31, 47, 71, 127, 151, 167, 191, 263, 271}, 1 + √2 generates
Z∗p/{1,−1}. Thus we have the following corollary.
Corollary 4.6. There is an APS(p, α, β) for any p ∈ {7, 23, 31, 47, 71, 127, 151, 167, 191, 263, 271}
and 2α2 − β2 ≡ 0 (mod p).
Construction 4.7. Let p ≡ 7 (mod 8) and q ≡ 5 (mod 8) be both primes. If there exists an
APS(p, α, β) for any α and β such that 2α2−β2 ≡ 0 (mod p), then there exists an APS(pq, α1, β1)
for any α1 and β1 such that 2α
2
1 − β21 ≡ 0 (mod pq).
Proof. By Theorem 2.5, there exists a PS(q) for any prime q ≡ 5 (mod 8). A prime p ≡ 7
(mod 8) implies p ≡ 7, 23 (mod 24). So we can apply Corollary 4.3 with an APS(p, α, β) and a
PS(q) to obtain an APS(pq, qα, qβ). If we can show that the number of solutions modulo p of
the congruence 2α2 − β2 ≡ 0 (mod p) is the same as the number of solutions modulo pq of the
congruence 2α21 − β21 ≡ 0 (mod pq), then the proof is completed.
Since p ≡ 7 (mod 8) is a prime, 2α2 − β2 ≡ 0 (mod p) implies β ≡ ±√2α (mod p). Thus the
number of solutions modulo p of the congruence 2α2 − β2 ≡ 0 (mod p) is 2p − 1. On the other
hand, due to q ≡ 5 (mod 8), 2 is not a square modulo q. So 2α21−β21 ≡ 0 (mod q) has the unique
solution (α1, β1) ≡ (0, 0) (mod q). Therefore, by the Chinese remainder theorem, the number of
solutions modulo pq of the congruence 2α21 − β21 ≡ 0 (mod pq) is also 2p− 1.
Combining Corollary 4.6 and Construction 4.7, we have the following result.
Corollary 4.8. Let p ∈ {7, 23, 31, 47, 71, 127, 151, 167, 191, 263, 271} and q ≡ 5 (mod 8) be a
prime. Then there is an APS(pq, α, β) for any α and β such that 2α2 − β2 ≡ 0 (mod pq).
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5 Kramer-Mesner method
A celebrated technique for the construction of designs with prescribed automorphism groups is the
Kramer-Mesner method (see [31] and also [30]), which reduces the existence problem of designs
to the solution problem of suitable linear systems MX = J . Group actions are also used in order
to further simplify the problem. The purpose of this section is to provide a similar method to
construct partitionable sets, almost partitionable sets and, more in general, partial partitionable
sets.
First of all we introduce some notations about the group action on a set. Given an action of
a group H on the set X we will denote by X/H the set of orbits of this action and, for x ∈ X ,
by [x] the orbit of the element x that is [x] := {xh | h ∈ H} where xh is the image of x under
h. Let
(
X
2
)
be the set of all unordered pairs of X . Similarly we will denote by
(
X
2
)
/H the set
of orbits of the action of H on
(
X
2
)
and, for B = {x, y} ∈ (X2 ), by [B] the orbit of B that is
[B] := {{xh, yh} | h ∈ H} = {Bh | h ∈ H}.
Given a multisetM of elements of G and x ∈ G, letMx := [y ∈M | y = x] be the sub-multiset
of M consisting of all copies of x. Write w(x,M) := |Mx|.
Now we consider an abelian group (G,+), two subsets A1, A2 of G and an automorphism group
H of G such that
• −Id ∈ H (g−Id := −g for g ∈ G);
• H acts on G \A1 and on G \A2 respectively (i.e. A1 and A2 are union of orbits).
H can be seen as an action on G.
Lemma 5.1. Let B be a pair of elements of G and U(B) := ⋃B˜∈[B] B˜ be a multiset. Then given
any orbit [z] ∈ G/H, w(z1,U(B)) does not depend on the choice of z1 ∈ [z].
Proof. Let z1, z2 ∈ [z]. Then there exists an h ∈ H such that z2 = zh1 and we have
U(B) =
⋃
B˜∈[B]
B˜ =
⋃
B˜∈[B]
B˜h = U(B)h.
Therefore h induces a bijection between U(B)z1 and U(B)z2 .
Lemma 5.2. Let B = {x, y} be a pair of elements of G and D(B) := {x + y, x − y}. Let
D(B) := ⋃B˜∈[B]D(B˜) be a multiset. Then given any orbit [z] ∈ G/H, w(z1,D(B)) does not
depend on the choice of z1 ∈ [z].
Proof. Let z1, z2 ∈ [z]. Then there exists an h ∈ H such that z2 = zh1 . Since h is an automorphism
of (G,+), we have
D(B) =
⋃
B˜∈[B]
D(B˜) =
⋃
B˜∈[B]
D(B˜h) =
⋃
B˜∈[B]
D(B˜)h = D(B)h.
Therefore h induces a bijection between D(B)z1 and D(B)z2 .
Let G/H = {[x1], [x2], . . . , [xn]} and
(
G
2
)
/H = {[B1], [B2], . . . , [Bm]}. Define a 2n×m matrix
M = (Mi,j), where
Mi,j =
{
w(xi,U(Bj)), if 1 ≤ i ≤ n;
w(xi−n,D(Bj)), if n+ 1 ≤ i ≤ 2n.
The first n rows of M are labeled by [xi] for 1 ≤ i ≤ n, and the last n rows are labeled by [xi−n]
for n+ 1 ≤ i ≤ 2n. Define a column vector J = (Ji) of length 2n, where
Ji =


1, if 1 ≤ i ≤ n, xi ∈ G \A1;
1, if n+ 1 ≤ i ≤ 2n, xi−n ∈ G \A2;
0, otherwise.
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Proposition 5.3. Let H be an automorphism group of (G,+) such that −Id ∈ H and let A1, A2
be subsets of G which are union of orbits of the action of G on H. If there exists a 0-1 solution
vector X to MX = J , then there exists a PPS(G,A1, A2).
Proof. Since MX = J has a 0-1 solution vector X = (Xj), if [xi] ⊆ G \ A1 for 1 ≤ i ≤ n, then
there exists a unique orbit [Bj ] ∈
(
G
2
)
/H such that w(xi,U(Bj)) = 1 and Xj = 1. By Lemma 5.1,
w(x,U(Bj)) = 1 for any x ∈ [xi].
If [xi−n] ⊆ G \A2 for n+ 1 ≤ i ≤ 2n, then there exists a unique orbit [Bj ] ∈
(
G
2
)
/H such that
w(xi,D(Bj)) = 1 and Xj = 1. By Lemma 5.2, w(x,D(Bj)) = 1 for any x ∈ [xi−n].
If [xi] ⊆ A1 for 1 ≤ i ≤ n, then for any 1 ≤ j ≤ m such that Xj = 1, we have w(xi,U(Bj)) = 0.
If [xi−n] ⊆ A2 for n + 1 ≤ i ≤ 2n, then for any 1 ≤ j ≤ m such that Xj = 1, we have
w(xi,D(Bj)) = 0.
Write
S1 =
m⋃
j=1
Xj=1
[Bj ].
It follows that
⋃
B∈S1
B = G \A1 and
⋃
B∈S1
D(B) = G \A2.
Since −Id ∈ H , for any B ∈ S1, we have −B ∈ S1. Now we define S to be a subfamily of
S1 that contains exactly one element from each pair {B,−B} where B varies in S1. Then S is a
PPS(G,A1, A2).
As an application of Proposition 5.3 we obtain the following partitionable sets.
Theorem 5.4. Let q ≡ 3 (mod 4) be a prime and 3 < q < 200. Let p ≡ 3 (mod 4) be a prime,
p > 3 and (p− 1) | (q − 1). Then there exists a PS(pq), i.e., a ZCPS-Wh(pq).
Proof. By Proposition 2.4, a PS(pq), i.e., a ZCPS-Wh(pq), exists only if pq ≡ 1, 5 (mod 12). Thus
it is required in the assumption that p and q are both greater than 3. When p = q, the conclusion
follows from Theorem 2.7(2). For all the other values of p and q, we list them in the following
table.
p q
7 19, 31, 43, 67, 79, 103, 127, 139, 151, 163, 199
11 31, 71, 131, 151, 191
19 127, 163, 199
23 67, 199
31 151
43 127
47 139
67 199
To apply Proposition 5.3 to find PS(pq)s, we take G = Zpq. Since p and q are coprime, G is
isomorphic to Zp × Zq under the mapping ρ : x 7→ (x (mod p), x (mod q)), where x ∈ G. Let ξp
be an element of order p − 1 in Z∗p and ξq be an element of order p − 1 in Z∗q . Then (ξp, ξq) is
an element of order p− 1 in Z∗p × Z∗q . Clearly (−1,−1) ∈< (ξp, ξq) >, which is the multiplicative
group generated by (ξp, ξq) in Z
∗
p × Z∗q . Take the element ξp,q from G such that ξp,q corresponds
to (ξp, ξq) under the mapping ρ. Let H =< ξp,q >. Then −1 ∈ H and H is an automorphism
group of G. By Proposition 5.3, it suffices to solve the system MX = J by computer search.
For example, when p = 7 and q = 19, we take ξ7 = 3 and ξ19 = 8. Then ξ7,19 = 122. Take
H =< 122 >. Then solvingMX = J , we find 11 initial pairs: {122, 2}, {100, 4}, {78, 13}, {67, 27},
{56, 18}, {46, 40}, {79, 30}, {112, 57}, {101, 53}, {90, 63}, {45, 34}. By the action of H , we obtain
the following PS(133):
{122, 2}, {121, 111}, {132, 109}, {100, 4}, {97, 89}, {130, 85}, {78, 13}, {73, 123}, {128, 110},
{67, 27}, {61, 102}, {127, 75}, {56, 18}, {49, 68}, {126, 50}, {46, 40}, {26, 92}, {113, 52},
{79, 30}, {62, 69}, {116, 39}, {112, 57}, {98, 38}, {119, 114}, {101, 53}, {86, 82}, {118, 29},
{90, 63}, {74, 105}, {117, 42}, {45, 34}, {37, 25}, {125, 124}.
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The interested reader can get a copy of the solutions for all the other values of p and q from the
authors.
Proposition 5.3 can be also used to look for almost partitionable sets. Here we list a few APSs
which are obtained by using nontrivial group actions. Examples which use the action of {Id,−Id}
will be studied in the next paragraph.
Proposition 5.5. There is an APS(v, v/3, v/3), i.e., a ZCPS-Wh(v+1), for v ∈ {651, 2343, 4323}.
Proof. Let v = 3pq, where (v, p, q) ∈ {(651, 7, 31), (2343, 11, 71), (4323, 11, 131)}. To apply Propo-
sition 5.3 to find APS(3pq)s, we take G = Z3pq. Note that G is isomorphic to Z3 ×Zp ×Zq under
the mapping ρ : x 7→ (x (mod 3), x (mod p), x (mod q)), where x ∈ G. Let ξp be an element
of order p − 1 in Z∗p and ξq be an element of order p − 1 in Z∗q . Then (−1, ξp, ξq) is an element
of order p − 1 in Z∗3 × Z∗p × Z∗q . Since (p − 1)/2 is odd, we have (−1,−1,−1) ∈< (−1, ξp, ξq) >.
Take the element ξp,q from G such that ξp,q corresponds to (−1, ξp, ξq) under the mapping ρ. Let
H =< ξp,q >. Then −1 ∈ H and H is an automorphism group of G. By Proposition 5.3, it suffices
to solve the system MX = J by computer search.
For example, when p = 7 and q = 31, we take ξ7 = 5 and ξ31 = 6. Then ξ7,31 = 68. Take
H =< 68 >. Solving MX = J , we find 54 initial pairs which are marked by underlines below. By
the action of H , we obtain the following APS(651, 217, 217):
{68, 3}, {67, 204}, {650, 201}, {136, 6}, {134, 408}, {649, 402}, {272, 9}, {268, 612},
{647, 603}, {340, 10}, {335, 29}, {646, 19}, {476, 61}, {469, 242}, {644, 181}, {544, 11},
{536, 97}, {643, 86}, {165, 24}, {153, 330}, {639, 306}, {233, 178}, {220, 386}, {638, 208},
{301, 60}, {287, 174}, {637, 114}, {369, 127}, {354, 173}, {636, 46}, {437, 102}, {421, 426},
{635, 324}, {505, 51}, {488, 213}, {634, 162}, {58, 43}, {38, 320}, {631, 277}, {573, 210},
{555, 609}, {633, 399}, {126, 45}, {105, 456}, {630, 411}, {194, 89}, {172, 193}, {629, 104},
{398, 31}, {373, 155}, {626, 124}, {262, 185}, {239, 211}, {628, 26}, {534, 66}, {507, 582},
{624, 516}, {602, 142}, {574, 542}, {623, 400}, {87, 74}, {57, 475}, {621, 401}, {223, 92},
{191, 397}, {619, 305}, {291, 84}, {258, 504}, {618, 420}, {427, 184}, {392, 143}, {616, 610},
{563, 232}, {526, 152}, {614, 571}, {359, 55}, {325, 485}, {617, 430}, {145, 280}, {95, 161},
{601, 532}, {116, 183}, {76, 75}, {611, 543}, {495, 149}, {459, 367}, {615, 218}, {388, 79},
{344, 164}, {607, 85}, {349, 54}, {296, 417}, {598, 363}, {281, 285}, {229, 501}, {599, 216},
{592, 133}, {545, 581}, {604, 448}, {553, 72}, {497, 339}, {595, 267}, {271, 215}, {200, 298},
{580, 83}, {494, 177}, {391, 318}, {548, 141}, {513, 160}, {381, 464}, {519, 304}, {378, 308},
{315, 112}, {588, 455}, {484, 206}, {362, 337}, {529, 131}, {446, 207}, {382, 405}, {587, 198},
{357, 179}, {189, 454}, {483, 275}, {300, 91}, {219, 329}, {570, 238}, {523, 295}, {410, 530},
{538, 235}, {465, 99}, {372, 222}, {558, 123}, {261, 227}, {171, 463}, {561, 236}, {338, 266},
{199, 511}, {512, 245}, {407, 255}, {334, 414}, {578, 159}, {358, 274}, {257, 404}, {550, 130},
{310, 111}, {248, 387}, {589, 276}, {514, 190}, {449, 551}, {586, 361}, {319, 228}, {209, 531},
{541, 303}, {309, 169}, {180, 425}, {522, 256}, {368, 158}, {286, 328}, {569, 170}, {533, 151},
{439, 503}, {557, 352}.
The interested reader can get a copy of the solutions for v ∈ {2343, 4323} from the authors.
Theorem 5.6. Let v ≡ 3 (mod 4), v < 300 and αβ 6= 0. Then there exists an APS(v, α, β) if
and only if
2α2 − β2 ≡
{
v
3 (mod v), if v ≡ 3 (mod 12),
0 (mod v), if v ≡ 7, 11 (mod 12).
Proof. Recall that Lemma 3.3 is obtained by refining Lemma 3.1. By Lemma 3.3(1), there is no
APS(v) for v ∈ {63, 99, 171, 207, 279}; By Lemma 3.3(2), there is no APS(v) for v ∈ {15, 87, 159,
195}; By Lemma 3.3(3), there is no APS(v) for v ∈ {11, 19, 43, 55, 59, 67, 83, 95, 107, 131, 139, 143,
163, 179, 211, 215, 227, 247, 251, 283, 295}. The case of v = 3 is trivial. Thus for v ≡ 3 (mod 4) and
v < 300, it remains to examine v ∈ {7, 23, 27, 31, 35, 39, 47, 51, 71, 75, 79, 91, 103, 111, 115, 119, 123,
12
127, 135, 147, 151, 155, 167, 175, 183, 187, 191, 199, 203, 219, 223, 231, 235, 239, 243, 255, 259, 263, 267,
271, 275, 287, 291, 299}.
By Corollary 4.6, there is an APS(v, α, β) for any prime v ∈ {7, 23, 31, 47, 71, 127, 151, 167, 191,
263, 271} and 2α2 − β2 ≡ 0 (mod v). By choosing proper values of p and q in Corollary 4.8, an
APS(v, α, β) exists for the following values of v = pq and 2α2 − β2 ≡ 0 (mod v):
v 35 91 115 155 203 235 259 299
q 5 13 5 5 29 5 37 13
p 7 7 23 31 7 47 7 23
.
By Corollary 3.2, if v ∈ {39, 111, 183}, then an APS(v, α, β) exists only if α, β ∈ {v/3, 2v/3}. By
Theorem 2.9, there is an APS(v, v/3, v/3) for any v ∈ {39, 111, 183}.
For v ∈ {27, 51, 75, 79, 103, 119, 123, 135, 147, 175, 187, 199, 219, 223, 231, 239, 243, 255, 267, 275,
287, 291}, we will use Proposition 5.3 and the action of the trivial group {Id,−Id} to deal with
all desired values of α and β up to multiplier. Here we only write explicitly an APS(v, α, α) for
(v, α) ∈ {(243, 18), (255, 85), (275, 110)}, i.e., a ZCPS-Wh(v + 1), which are unknown before by
Theorem 2.9.
APS(243, 18, 18):
{1, 2}, {63, 99}, {7, 13}, {3, 29}, {8, 37}, {5, 54}, {10, 68}, {9, 84}, {11, 101}, {12, 73}, {14, 111},
{17, 33}, {16, 103}, {15, 77}, {19, 85}, {20, 53}, {21, 93}, {25, 119}, {26, 30}, {27, 38}, {32, 56},
{36, 96}, {28, 67}, {35, 98}, {39, 106}, {34, 118}, {42, 79}, {51, 86}, {40, 87}, {57, 100}, {61, 80},
{52, 109}, {55, 83}, {58, 89}, {72, 102}, {114, 121}, {41, 95}, {66, 88}, {45, 115}, {49, 74}, {4, 6},
{50, 90}, {64, 108}, {112, 117}, {46, 120}, {94, 107}, {47, 81}, {62, 113}, {43, 91}, {70, 97},
{44, 82}, {71, 92}, {59, 105}, {48, 65}, {60, 75}, {22, 31}, {23, 78}, {24, 76}, {69, 110}, {104, 116}.
APS(255, 85, 85):
{1, 2}, {3, 9}, {4, 17}, {5, 27}, {6, 37}, {7, 52}, {8, 62}, {10, 105}, {11, 83}, {12, 119}, {14, 55},
{13, 93},{15, 123}, {21, 61}, {16, 87}, {18, 29}, {19, 33}, {20, 76}, {22, 71}, {23, 127}, {24, 112},
{31, 66}, {28, 56}, {25, 89}, {30, 45}, {26, 109}, {32, 110}, {39, 47}, {34, 94}, {35, 122}, {41, 96},
{49, 114}, {36, 98}, {40, 90}, {57, 99}, {50, 126}, {78, 104}, {103, 108}, {69, 120}, {51, 58},
{64, 91}, {75, 113}, {42, 60}, {86, 88}, {65, 101}, {68, 97}, {72, 106}, {79, 118}, {48, 116},
{115, 124}, {53, 73}, {74, 107}, {63, 82}, {46, 70}, {117, 121}, {92, 102}, {44, 67}, {43, 80},
{77, 125}, {54, 100}, {59, 84}, {81, 111}, {38, 95}.
APS(275, 110, 110):
{1, 2}, {3, 25}, {4, 6}, {5, 13}, {7, 36}, {8, 52}, {9, 71}, {10, 131}, {11, 90}, {12, 79}, {14, 112},
{15, 48}, {16, 73}, {17, 111}, {18, 121}, {19, 53}, {20, 34}, {21, 28}, {22, 109}, {23, 119},
{24, 75}, {26, 96},{27, 100}, {29, 84}, {30, 89}, {31, 54}, {32, 43}, {33, 59}, {35, 39}, {37, 127},
{38, 135}, {40, 128}, {41, 97}, {42, 88}, {44, 80}, {45, 126}, {46, 124}, {47, 82}, {49, 118},
{50, 116}, {51, 101}, {55, 108}, {56, 133}, {57, 102}, {58, 77}, {60, 98}, {61, 132}, {62, 99},
{63, 69}, {64, 105}, {65, 117}, {66, 91}, {67, 83}, {68, 92}, {70, 85}, {72, 120}, {74, 106},
{76, 123},{78, 136}, {81, 94}, {86, 125}, {87, 104}, {93, 114}, {95, 115}, {103, 130}, {107, 137},
{113, 122}, {129, 134}.
The interested reader can get a copy of all the other data from the authors.
6 Applications to optical orthogonal codes
The target of this section is to construct optical orthogonal codes using partitionable sets and
almost partitionable sets. Sets and multisets will be denoted by curly braces { } and square
brackets [ ], respectively. Every union will be understood as multiset union with multiplicities of
elements preserved.
A (v, k, 1)-optical orthogonal code (OOC) is defined as a set B = {B1, B2, . . . , Bs} of k-subsets
(called codewords) of Zv whose list of differences
∆B :=
s⋃
i=1
∆Bi :=
s⋃
i=1
[x− y | x, y ∈ Bi, x 6= y]
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does not contain repeated elements. It is called maximum if the size of L(B) := Zv \∆B that is
the set of missing differences is less than or equal to k(k−1). L(B) is often referred to as the leave
of B (see, for example, [38]). A (v, k, 1)-OOC, B, is called maximal if there does not exist another
(v, k, 1)-OOC, B′, such that B ⊂ B′ (see, for example, [5]).
Many constructions of OOCs (see, for example, [15, 34, 39]) were obtained as an application of
strong difference families. Let Σ = [F1, F2, . . . , Fs] be a family of multisets of size k of an abelian
group (G,+) of order g, where Fi = [fi,1, fi,2, . . . , fi,k] for 1 ≤ i ≤ s. Σ is said to be a (G, k, µ)
strong difference family if the list
∆Σ :=
s⋃
i=1
∆Fi :=
s⋃
i=1
[fi,a − fi,b : 1 ≤ a, b ≤ k, a 6= b] = µG,
i.e., every element of G (0 included) appears exactly µ times in the multiset ∆Σ. The members
of Σ are called base blocks.
The concept of strong difference family was introduced by Buratti in [13] and revisited in [35].
Similarly to what has been done in [19, 20, 18], here we will focus on three particular SDFs with
some special “patterns” and we will look for second components: the main ingredients for this
purpose will be given by PSs and APSs. More precisely we will use the following three SDFs:
(Z3, 4, 4)-SDF: Σ1 = [[1, 1,−1,−1]].
(Z5, 5, 4)-SDF: Σ2 = [[0, 1, 1,−1,−1]].
(Z45, 5, 4)-SDF: Σ3 = [[0, 1, 1,−1,−1], [0, 3, 7, 13, 30], [0, 3, 7, 13, 30], [0, 3, 7, 13, 30],
[0, 3, 7, 13, 30], [0, 5, 14, 26, 34], [0, 5, 14, 26, 34], [0, 5, 14, 26, 34], [0, 5, 14, 26, 34]].
6.1 Families of maximum OOCs
Theorem 6.1. Suppose there exists a PS(v) or an APS(v, α, β). Then there exist
1) a maximum (3v, 4, 1)-OOC whenever gcd(v, 6) = 1, and
2) a maximum (5v, 5, 1)-OOC whenever gcd(v, 10) = 1.
Proof. Let S be a PS(v) or an APS(v, α, β). We here construct a (3v, 4, 1)-OOC (resp. (5v, 5, 1)-
OOC) on Z3 × Zv ∼= Z3v (resp. Z5 × Zv ∼= Z5v). Let
F1 = {{(1, x), (1,−x), (−1, y), (−1,−y)} | {x, y} ∈ S}
and
F2 = {{(0, 0), (1, x), (1,−x), (−1, y), (−1,−y)} | {x, y} ∈ S}.
Then F1 is a maximum (3v, 4, 1)-OOC whenever gcd(v, 6) = 1 and F2 is a maximum (5v, 5, 1)-
OOC whenever gcd(v, 10) = 1.
It is readily checked that ∆F1 =
⋃
i∈Z3
{i} ×Di and ∆F2 =
⋃
i∈Z5
{i} ×D′i, where
D0 = D
′
0 =
⋃
{x,y}∈S ±{2x, 2y};
D1 = D−1 = D
′
2 = D
′
−2 =
⋃
{x,y}∈S ±{x− y, x+ y};
D′1 = D
′
−1 =
⋃
{x,y}∈S ±{x, y}.
If S is a PS(v), then the leave of F1 is L(F1) = (Z3×Zv)\∆F1 = Z3×{0}, and so F1 forms a
maximum (3v, 4, 1)-OOC. Similarly, L(F2) = (Z5×Zv)\∆F2 = Z5×{0}, so F2 forms a maximum
(5v, 5, 1)-OOC.
If S is an APS(v, α, β), then L(F1) = ({0} × {0, 2α,−2α}) ∪ ({1,−1} × {0, β,−β}), which
is of size 9, and so F1 is a maximum (3v, 4, 1)-OOC. Similarly, L(F2) = ({0} × {0, 2α,−2α}) ∪
({1,−1} × {0, α,−α}) ∪ ({2,−2} × {0, β,−β}), which is of size 15, and so F2 is a maximum
(5v, 4, 1)-OOC.
We remark that in the proof of Theorem 6.1, strong different families are employed implicitly
since the first coordinates of elements in F1 and F2 form a (Z3, 4, 4)-SDF and a (Z5, 5, 4)-SDF,
respectively. We also remark that if the input APS in Theorem 6.1 is an APS(p, 1, θ − 1) that is
from Lemma 4.4, then the resulting OOCs are those of Theorem 3.1 of [15].
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Theorem 6.2. Let v ≡ 1 (mod 4) and gcd(v, 45) = 1. If there exists a PS(v), then there exists a
maximum (45v, 5, 1)-OOC.
Proof. Let S be a PS(v). We first construct the following family F of codewords on Z45 × Zv ∼=
Z45v, whose first coordinates form a (Z45, 5, 4)-SDF:
F = {{(0, 0), (1, x), (1,−x), (−1, y), (−1,−y)},
{(0, 0), (3, x), (7, 2x), (13, 3x), (30, 4x)},
{(0, 0), (3,−x), (7,−2x), (13,−3x), (30,−4x)},
{(0, 0), (3, y), (7, 2y), (13, 3y), (30, 4y)},
{(0, 0), (3,−y), (7,−2y), (13,−3y), (30,−4y)},
{(0, 0), (5, x), (14, 2x), (26, 3x), (34, 4x)},
{(0, 0), (5,−x), (14,−2x), (26,−3x), (34,−4x)},
{(0, 0), (5, y), (14, 2y), (26, 3y), (34, 4y)},
{(0, 0), (5,−y), (14,−2y), (26,−3y), (34,−4y)} | {x, y} ∈ S}.
It is readily checked that ∆F = ⋃i∈Z45{i} ×Di, where
D0 =
⋃
{x,y}∈S ±{2x, 2y};
D1 = D−1 =
⋃
{x,y}∈S ±{x, y};
D2 = D−2 =
⋃
{x,y}∈S ±{x− y, x+ y};
Di = D−i =
⋃
{x,y}∈S ±{δix, δiy} for 3 ≤ i ≤ 22, where δi is an invertible element of Zv.
Since S is a PS(v), then the leave of F is L(F) = Z45 × {0}. Furthermore, take
E = {{(0, 0), (1, 0), (3, 0), (29, 0), (35, 0)}, {(0, 0), (5, 0), (20, 0), (27, 0), (41, 0)}} .
Then F ∪ E forms a maximum (45v, 5, 1)-OOC.
Applying Theorem 6.2 with a PS(p) where p ≡ 1 (mod 4) is a prime, we give another proof of
Lemma 2.8 in [33].
6.2 Families of maximal OOCs
In this subsection, we shall provide some families of maximal OOCs which fail to be maximum for
just one codeword.
Let q be a prime power. We denote by Fq the finite field of order q. If q ≡ 1 (mod d), then
Cd,q0 will denote the group of nonzero dth powers of Fq and once a primitive element ω of Fq has
been fixed, we set Cd,qi = ω
i · Cd,q0 for i = 0, 1, . . . , d− 1. We also name by
Q(d,m) =
1
4
(
U +
√
U2 + 4dm−1m
)2
, where U =
m∑
h=1
(
m
h
)
(d− 1)h(h− 1)
for given positive integers d and m. The following lemma characterizes the existence of elements
satisfying certain cyclotomic conditions in a finite field.
Lemma 6.3. [16, 17] Let q ≡ 1 (mod d) be a prime power. Let {b0, b1, . . . , bm−1} be an arbitrary
m-subset of Fq and (β0, β1, . . . , βm−1) be an arbitrary element of Z
m
d . Set X = {x ∈ Fq : x− bi ∈
Cd,qβi for i = 0, 1, . . . ,m − 1}. Then X is not empty for any prime power q ≡ 1 (mod d) and
q > Q(d,m).
Lemma 6.4. Let p ≡ 3 (mod 4) and q ≡ 3 (mod 4) be primes such that p > q > 3. Then there
exists a PPS(Zpq , pZpq ∪ qZpq, pZpq ∪ qZpq).
Proof. Since p and q are two different primes, Zpq ∼= Zp × Zq. Let
S =
{
{(x1s1, x2s2), (y1s1, y2s2)} | s1 ∈ C2,p0 , s2 ∈ C2,q0
}
,
where
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

x1 ∈ C2,p0 ,
y1 ∈ C2,p0 ,
x1 + y1 ∈ C2,p0 ,
x1 − y1 ∈ C2,p0 ,
and


x2 ∈ C2,q0 ,
y2 ∈ C2,q1 ,
x2 + y2 ∈ C2,q0 ,
x2 − y2 ∈ C2,q1 .
By Lemma 6.3, the desired values of x1, x2, y1 and y2 exist for all primes p > q > Q(2, 3) = 45.86.
For Q(2, 3) > p > q > 3, we can take (p, x1, y1) = (11, 1, 3), (19, 1, 4), (23, 1, 8), (31, 1, 4), (43, 1, 9),
and (q, x2, y2) = (7, 1, 3), (11, 1, 2), (19, 1, 8), (23, 1, 5), (31, 1, 3).
Note that −1 ∈ C2,p1 and −1 ∈ C2,q1 . We have⋃
s1∈C
2,p
0
s2∈C
2,q
0
±{(x1s1, x2s2), (y1s1, y2s2)}
=
⋃
s1∈C
2,p
0
s2∈C
2,q
0
±{(x1s1 + y1s1, x2s2 + y2s2), (x1s1 − y1s1, x2s2 − y2s2)}
= (Zp × Zq) \ (({0} × Zq) ∪ (Zp × {0})) .
Therefore, S forms a PPS(Zp × Zq, A,A), where A = ({0} × Zq) ∪ (Zp × {0}). That is a
PPS(Zpq, pZpq ∪ qZpq, pZpq ∪ qZpq).
Lemma 6.5. Suppose there exist an APS(p, α1, β1) and an APS(q, α2, β2), where p and q are
primes such that p > q > 3. Then there exists a PPS(Zpq , {0,±qα1,±pα2}, {0,±qβ1,±pβ2}).
Proof. Let S be a PPS(Zpq, pZpq ∪ qZpq , pZpq ∪ qZpq), which exists by Lemma 6.4. Let Sp be an
APS(p, α1, β1) and write qSp := {{qx, qy} | {x, y} ∈ Sp}. Then⋃
{x,y}∈Sp
±{qx, qy} = qZpq \ {0,±qα1};⋃
{x,y}∈Sp
±{qx− qy, qx+ qy} = qZpq \ {0,±qβ1}.
Similarly, let Sq be an APS(q, α2, β2) and write pSq := {{px, py} | {x, y} ∈ Sq}. Then⋃
{x,y}∈Sq
±{px, py} = pZpq \ {0,±pα2};⋃
{x,y}∈Sq
±{px− py, px+ py} = pZpq \ {0,±pβ2}.
Then S ∪ qSp ∪ pSq forms a PPS(Zpq, {0,±qα1,±pα2}, {0,±qβ1,±pβ2}).
Theorem 6.6. Suppose there exist an APS(p, α1, β1) and an APS(q, α2, β2), where p and q are
primes such that p > q > 3. Then there exist
1) a maximal (3pq, 4, 1)-OOC, and
2) a maximal (5pq, 5, 1)-OOC.
Proof. We here construct a (3pq, 4, 1)-OOC (resp. (5pq, 5, 1)-OOC) on Z3 × Zpq ∼= Z3pq (resp.
Z5×Zpq ∼= Z5pq). Let S be a PPS(Zpq, {0,±qα1,±pα2}, {0,±qβ1,±pβ2}), which exists by Lemma
6.5. Let
F1 = {{(1, x), (1,−x), (−1, y), (−1,−y)} | {x, y} ∈ S}
and
F2 = {{(0, 0), (1, x), (1,−x), (−1, y), (−1,−y)} | {x, y} ∈ S}.
Then ∆F1 =
⋃
i∈Z3
{i} ×Di and ∆F2 =
⋃
i∈Z5
{i} ×D′i, where
D0 = D
′
0 = Zpq \ {0,±2qα1,±2pα2};
D−1 = D1 = D
′
−2 = D
′
2 = Zpq \ {0,±qβ1,±pβ2};
D′−1 = D
′
1 = Zpq \ {0,±qα1,±pα2}.
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The leave of F1 is
L(F1) = ({0} × {0,±2qα1,±2pα2}) ∪ ({1,−1} × {0,±qβ1,±pβ2})
and the leave of F2 is
L(F2) = ({0} × {0,±2qα1,±2pα2}) ∪ ({1,−1}× {0,±qα1,±pα2}) ∪ ({2,−2}× {0,±qβ1,±pβ2}).
Therefore |L(F1)| = 15 which yields that F1 is a (3pq, 4, 1)-OOC having exactly one codeword
smaller than a maximum (3pq, 4, 1)-OOC. Similarly, |L(F2)| = 25 which yields that F2 is a
(5pq, 5, 1)-OOC having exactly one codeword smaller than a maximum (5pq, 5, 1)-OOC.
It remains to show that F1 and F2 are maximal. Assume that F1 could be extended by adding
a new codeword B = {v1, v2, v3, v4} on Z3 × Zpq satisfying
∆B ⊆ L(F1) \ {(0, 0)} = ({0} × {±2qα1,±2pα2}) ∪ ({1,−1} × {0,±qβ1,±pβ2}).
Note that each element in {±2qα1,±qβ1} is not divisible by p, and each element in {±2pα2,±pβ2}
is not divisible by q. It follows that the second coordinates of v1, v2, v3, v4 must be divisible by p
(or by q) at the same time; otherwise, there would be some difference vi − vj 6∈ L(F1) \ {(0, 0)}.
Hence ∆B contributes 12 differences whose second coordinates are divisible by p (or by q) at the
same time, but this is absurd because L(F1) \ {(0, 0)} contains only 8 such differences. Therefore
F1 is maximal.
Similarly, assume that F2 could be extended by adding a new codeword B = {v1, v2, v3, v4, v5}
on Z5 × Zpq satisfying
∆B ⊆ ({0} × {±2qα1,±2pα2}) ∪ ({1,−1} × {0,±qα1,±pα2}) ∪ ({2,−2} × {0,±qβ1,±pβ2}).
Note that each element in {±2qα1,±qα1,±qβ1} is not divisible by p, and each element in {±2pα2,
±pα2,±pβ2} is not divisible by q. It follows that the second coordinates of v1, v2, v3, v4, v5 must
be divisible by p (or by q) at the same time, and so ∆B contributes 20 differences whose second
coordinates are divisible by p (or by q) at the same time. A contradiction occurs because L(F2) \
{(0, 0)} contains only 14 such differences. Therefore F2 is maximal.
Let U(p2) be the group of units in Z/p2.
Lemma 6.7. Let p ≡ 7 (mod 8) be a prime. If θ = 1 +√2 generates U(p2)/{1,−1}, then there
exists a PPS(Zp2 , {0,±1,±p}, {0,±(θ− 1),±p(θ − 1)}).
Proof. Consider the set of pairs S1 = {{θ2i−1, θ2i} | 1 ≤ i ≤ (p2 − p− 2)/4}. Note that θ satisfies
the equation x(x − 1) = x+ 1. We have
(p2−p−2)/4⋃
i=1
±{θ2i−1, θ2i} = U(p2) \ {±1},
and
(p2−p−2)/4⋃
i=1
±{θ2i−1(θ − 1), θ2i−1(θ + 1)} = U(p2) \ {±(θ − 1)}.
Since the powers of θ cover, up to the sign, all the classes modulo p2 that are coprime with p, those
powers also cover (up to the sign) all the nonzero classes modulo p. Thus θ generates Z∗p/{1,−1}.
Let S2 = {{pθ2i−1, pθ2i} | 1 ≤ i ≤ (p− 3)/4}. We have
(p−3)/4⋃
i=1
±{pθ2i−1, pθ2i} = pZp2 \ {0,±p},
and
(p−3)/4⋃
i=1
±{pθ2i−1(θ − 1), pθ2i−1(θ + 1)} = pZp2 \ {0,±p(θ− 1)}.
Therefore, S1 ∪ S2 forms a PPS(Zp2 , {0,±1,±p}, {0,±(θ− 1),±p(θ − 1)}).
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Lemma 6.8. Let p ≡ 7 (mod 8) be a prime. If there is a PPS(Zp2 , {0,±α,±pα}, {0,±β,±pβ}),
then 2α2 − β2 ≡ 0 (mod p2).
Proof. Let S be a PPS(Zp2 , {0,±α,±pα}, {0,±β,±pβ}). By the definition of PPS, we can com-
pute the sum of squares of all elements in Zp2 in three ways as follows:
2α2 + 2p2α2 + 2
∑
{x,y}∈S
(x2 + y2) ≡ 2β2 + 2p2β2 + 4
∑
{x,y}∈S
(x2 + y2) ≡
p2−1∑
j=1
j2 (mod p2).
It follows that
4α2 + 4p2α2 − 2β2 − 2p2β2
= 2

2α2 + 2p2α2 + 2 ∑
{x,y}∈S
(x2 + y2)

−

2β2 + 2p2β2 + 4 ∑
{x,y}∈S
(x2 + y2)


≡ 2
p2−1∑
j=1
j2 −
p2−1∑
j=1
j2 ≡
p2−1∑
j=1
j2 ≡ (p
2 − 1)p2(2p2 − 1)
6
≡ 0 (mod p2).
Hence 2α2 − β2 ≡ 0 (mod p2).
Theorem 6.9. Suppose that p ≡ 7 (mod 8) is a prime, and θ = 1+√2 generates U(p2)/{1,−1}.
Then a PPS(Zp2 , {0,±α,±pα}, {0,±β,±pβ}) exists if and only if 2α2 − β2 ≡ 0 (mod p2).
Proof. The necessity follows from Lemma 6.8. It remains to examine the sufficiency. Assume that
β ≡ ±√2α (mod p2). Let S be a PPS(Zp2 , {0,±1,±p}, {0,±(θ− 1),±p(θ− 1)}) given by Lemma
6.7. Then {{αx, αy} | {x, y} ∈ S} is a PPS(Zp2 , {0,±α,±pα}, {0,±β,±pβ}).
Theorem 6.10. Let p ≡ 7 (mod 8) be a prime. If θ = 1 + √2 generates U(p2)/{1,−1}, then
there exist
1) a maximal (3p2, 4, 1)-OOC, and
2) a maximal (5p2, 5, 1)-OOC.
Proof. We here construct a (3p2, 4, 1)-OOC (resp. (5p2, 5, 1)-OOC) on Z3 × Zp2 ∼= Z3p2 (resp.
Z5×Zp2 ∼= Z5p2). Let S be a PPS(Zp2 , {0,±1,±p}, {0,±(θ− 1),±p(θ− 1)}) given by Lemma 6.7.
Let
F1 = {{(1, x), (1,−x), (−1, y), (−1,−y)} | {x, y} ∈ S}
and
F2 = {{(0, 0), (1, x), (1,−x), (−1, y), (−1,−y)} | {x, y} ∈ S}.
Then ∆F1 =
⋃
i∈Z3
{i} ×Di and ∆F2 =
⋃
i∈Z5
{i} ×D′i, where
D0 = D
′
0 = Zp2 \ {0,±2,±2p};
D−1 = D1 = D
′
−2 = D
′
2 = Zp2 \ {0,±(θ− 1),±p(θ − 1)};
D′−1 = D
′
1 = Zp2 \ {0,±1,±p}.
The leave of F1 is
L(F1) = ({0} × {0,±2,±2p})∪ ({1,−1} × {0,±
√
2,±p
√
2})
and the leave of F2 is
L(F2) = ({0} × {0,±2,±2p})∪ ({1,−1} × {0,±1,±p})∪ ({2,−2} × {0,±
√
2,±p
√
2}).
Therefore |L(F1)| = 15 which yields that F1 is a (3p2, 4, 1)-OOC having exactly one codeword
smaller than a maximum (3p2, 4, 1)-OOC. Similarly, |L(F2)| = 25 which yields that F2 is a
(5p2, 5, 1)-OOC having exactly one codeword smaller than a maximum (5p2, 5, 1)-OOC.
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It remains to show that F1 and F2 are maximal. Assume that F1 could be extended by adding
a new codeword B = {v1, v2, v3, v4} on Z3 × Zp2 satisfying
∆B ⊆ L(F1) \ {(0, 0)} = ({0} × {±2,±2p})∪ ({1,−1} × {0,±
√
2,±p
√
2}).
It follows that ∆B has at least 6 and at most 8 elements which belong to Z3 × pZp2 . W.l.o.g,
assume that v1 = (0, 0),
v2, v3 ∈ (L(F1) \ {(0, 0)}) ∩ (Z3 × pZp2) = {(0,±2p), (±1, 0), (1,±p
√
2), (−1,±p
√
2)}
and
v4 ∈ L(F1) \ (Z3 × pZp2) = {(0,±2), (1,±
√
2), (−1,±
√
2)}.
Since v3 − v2 ∈ (L(F1) \ {(0, 0)}) ∩ (Z3 × pZp2), we can assume, up to the sign, that v2 = (1, 0)
and v3 = (−1, p
√
2) or (−1,−p√2). However, in both cases there is no v4 ∈ L(F1) \ (Z3 × pZp2)
such that v4 − v2, v4 − v3 ∈ L(F1) \ (Z3 × pZp2). Therefore F1 is maximal.
Similarly, assume that F2 could be extended by adding a new codeword B = {v1, v2, v3, v4, v5}
on Z5 × Zp2 satisfying
∆B ⊆ ({0} × {±2,±2p})∪ ({1,−1} × {0,±1,±p})∪ ({2,−2} × {0,±
√
2,±p
√
2}).
It follows that ∆B has at least 10 and at most 14 elements which belong to Z5 × pZp2 . W.l.o.g,
assume that v1 = (0, 0), v2, v3, v4 ∈ (L(F2) \ {(0, 0)})∩ (Z5 × pZp2) and v5 is invertible. However,
no v2, v3 and v4 exist such that v2, v3, v4, v3−v2, v4−v2, v4−v3 ∈ (L(F2)\{(0, 0)})∩ (Z5×pZp2).
Therefore F2 is maximal.
Remark 6.11. The number of primes p satisfying p ≡ 7 (mod 8) and p < 2000 is 78. Theorem
6.10 works for 59 of them, which are listed in the following table:
7, 23, 47, 71, 127, 151, 167, 191, 263, 271, 311, 359, 367, 383, 431, 439, 463, 479, 503, 631, 647, 719, 727,
743, 823, 839, 863, 887, 911, 919, 967, 983, 991, 1039, 1063, 1087, 1103, 1223, 1231, 1303, 1319, 1367,
1439, 1487, 1511, 1543, 1559, 1567, 1583, 1607, 1663, 1759, 1783, 1823, 1831, 1847, 1871, 1951, 1999.
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