Novel database applications, such as multimedia, data mining, e-commerce, and many others, make intensive use of similarity queries in order to retrieve the objects that better fit a user request. Since the effectiveness of such queries improves when the user is allowed to personalize the similarity criterion according to which database objects are evaluated and ranked, the development of access methods able to efficiently support user-defined similarity queries becomes a basic requirement. In this article we introduce the first index structure, called the QIC-M-tree, that can process userdefined queries in generic metric spaces, that is, where the only information about indexed objects is their relative distances. The QIC-M-tree is a metric access method that can deal with several distinct distances at a time: (1) a query (user-defined) distance, (2) an index distance (used to build the tree), and (3) a comparison (approximate) distance (used to quickly discard from the search uninteresting parts of the tree). We develop an analytical cost model that accurately characterizes the performance of the QIC-M-tree and validate such model through extensive experimentation on real metric data sets. In particular, our analysis is able to predict the best evaluation strategy (i.e., which distances to use) under a variety of configurations, by properly taking into account relevant factors such as the distribution of distances, the cost of computing distances, and the actual index structure. We also prove that the overall saving in CPU search costs when using an approximate distance can be estimated by using information on the data set only (thus such measure is independent of the underlying access method) and show that performance results are closely related to a novel "indexing" error measure.
INTRODUCTION
Similarity queries are a fundamental search paradigm for modern dataintensive applications, such as multimedia databases, data mining, pattern recognition, molecular biology, and e-commerce. In its essence, the problem is to find in a given collection of objects those which better fit (i.e., which are more similar to) a given query specification. In order to improve the effectiveness of such queries, it is nowadays well recognized that the notion of similarity, which ultimately determines how database objects are evaluated and ranked, should be made user-dependent, so as to give the users enough flexibility to state their preferences [Chomicki 2002] . As an example, a user looking for a secondhand car on a trading site could be more interested in the car's price than in its speed, whereas the opposite could hold for another user. Although on simple object domains preferences could be explicitly expressed by the user (e.g., by moving sliders on a graphical interface), in more complex cases, such as those arising in multimedia and data mining systems, the fine tuning of the (many) parameters is best left to the system, which takes the burden of automatically "learning" them by monitoring the user's activity [Ç etintemel et al. 2000] or by exploiting some feedback on results of previous queries [Ortega-Binderberger et al. 2002] .
The problem of how to support (user-defined) similarity queries on large databases has recently attracted a lot of research interests. As representatives of the different approaches, Börzsönyi et al. [2001] and Kießling and Köstler [2002] present solutions aiming to smoothly integrate preferences into SQL queries, Ortega-Binderberger et al. [2002] explore how mechanisms of query refinement can be implemented on top of object-relational database systems, Bartolini et al. [2001] show how the feedback cycle needed to converge to optimal query settings can be "bypassed" by reusing past feedback information, and Hristidis et al. [2001] concentrate on query processing issues arising when preferences are expressed as a weighted linear combination of (numerical) attributes' values. Because of the large data volumes that arise in the considered scenarios, and because in complex objects domains even assessing the degree of similarity between a data object and the user query can be a time-consuming task, a fundamental issue is the development of index-based strategies able to avoid the overhead of scanning the entire data set in order to find the best matches for the query at hand. To this end, several solutions (which are summarized in Section 2.1) have been developed for the specific case when objects are represented by means of numerical features (color histograms [Faloutsos et al. 1994 ] and texture descriptors [Manjunath and Ma 1996] for still images, Fourier and wavelet coefficients for time series [Agrawal et al. 1993; Yi and Faloutsos 2000] , etc.) and such feature vectors are indexed with a multidimensional Spatial Access Method (SAM), such as the X-tree [Berchtold et al. 1996] and the SR-tree [Katayama and Satoh 1997] (see Gaede and Gunther [1998] for a survey on SAMs). In this approach user preferences are taken into account by suitably adapting the geometry of the query region in the feature space (leading, say, to complex-to-evaluate ellipsoid queries) and/or by querying the SAM with an approximate geometry that guarantees to return a superset of the result (thus possibly including so-called false drops).
In the general case, however, objects are not necessarily represented as vectors, rather as points of a metric space. In this case it is only required that the distance function used to measure the dissimilarity of the objects is a metric (thus no geometric operations based on objects' "positions" can now be used) and the triangle inequality property of the metric is the key method used to • P. Ciaccia and M. Patella prune irrelevant parts of the search space. Based on this simple principle, several Metric Access Methods (MAMs) have been developed so far to efficiently solve similarity queries on generic metric spaces (see Chávez et al. [2001] for a recent survey).
Although MAMs have an intrinsic broader applicability than SAMs (since vector spaces are a proper subset of metric spaces), it is a common belief that MAMs are bound to only use the distance function with which they are built Korn et al. 1998; Chakrabarti and Mehrotra 1999; Sakurai et al. 2001] . Based on this opinion, neither the use of MAMs with user-defined distance functions nor the use of approximate distances for speeding-up query evaluation with MAMs have been considered before. As a consequence, MAMs are nowadays used only for query distances that are known in advance and they can become CPU-bound when the distances are costly to evaluate, as happens in complex metric spaces (e.g., when comparing long strings in genomic databases and with ellipsoid queries in highdimensional vector spaces [Chávez et al. 2001] ).
In this article we start by showing that the limitation on the applicability of metric index structures is only apparent. The keys for adding flexibility to MAMs are the so-called Lower-Bounding property, which is also commonly used with SAMs, and "distance scaling," which allow MAMs to be applied in a wider variety of situations. We then provide an extension of the M-tree [Ciaccia et al. 1997 ] (which we take as the reference MAM throughout the article) so as to process queries using distance functions based on user preferences. In particular, any distance function that is lower-bounded by the distance used to build the tree can be used to correctly query the index without any false dismissal, that is, without losing any relevant object.
Turning to performance issues, we introduce the concept of the comparison (approximate) distance function, to quickly prune the nodes of the tree that do not contain relevant objects. The so-extended M-tree, also called the QIC-Mtree, can therefore deal with several distinct distances at a time:
1. the query (user-defined) distance (according to which the actual result must be computed), 2. the index distance (used to build the tree), and 3. the comparison distance (used to quickly discard uninteresting index paths).
It is worth pointing out that this enlarged scenario also includes the possibility of having nonmetric query and/or comparison distance functions, a fact which indeed further broadens the scope of applicability of the QIC-M-tree. In order to estimate performance of the QIC-M-tree when solving similarity (range and k-nearest neighbors) queries, we present a cost model to analytically predict search costs given statistics about the data set and the index at hand. Specifically, the only information exploited by the cost model is the distance distribution, that is, the distribution of pairwise objects' distances. Experiments with real metric data sets clearly demonstrate the high accuracy of the cost model. Besides being applicable to predict query costs, the cost model 
routing object of node N r [N ] covering radius of node N n h number of nodes at level h of the QIC-M-tree n = H h=1 n h total number of nodes of the QIC-M-tree r h average covering radius for nodes at level h of the QIC-M-tree can also be used to help with some relevant query processing issues, such as the following.
1. When several comparison distances are available, which one is the most effective for a given query? 2. On the other hand, is the use of a comparison distance always effective?
Our results are not peculiar to the QIC-M-tree but can also be applied to other types of (properly extended) MAMs. In particular, the saving that can be obtained by using a comparison distance is independent of the underlying access method, and can be derived from statistics on the data set only.
The article is organized as follows. In Section 2 we give background information on MAMs and on how user-defined similarity queries are processed by SAMs. Section 3 introduces the basic concepts underlying our approach. In Section 4 we present the algorithms for correctly solving range and k-nearest neighbors queries with the QIC-M-tree. Section 5 introduces a cost model for analytically predicting index performance and Section 6 validates the cost model through extensive experiments over real metric data sets. Section 7 presents a discussion on related work and Section 8 concludes. Relevant symbols used throughout the article are given in Table I. • P. Ciaccia and M. Patella
BACKGROUND
In this section we provide the necessary background on how Spatial Access Methods have been used so far to process user-defined similarity queries and summarize the basic principles of Metric Access Methods. In what follows we consider that the data set O = {O 1 , . . . , O M } of the objects of interest is a subset of a domain U and that similarity queries are expressed by specifying a query object Q ∈ U and a query (user-defined) distance function d Q : U × U → + . Similarity queries are of two basic types: the range query
Solving User-Defined Similarity Queries with SAMs
As anticipated in the introduction, several solutions for processing user-defined similarity queries are available when objects are represented as D-dimensional vectors; that is, U ≡ D . Here the reference scenario is when the query distance
such as a quadratic form distance function,
where A is a (symmetric positive definite) similarity matrix. This leads to "ellipsoid query regions," whose shape and orientation in the D space both depend on the similarity matrix A (the Euclidean distance L 2 and its weighted version are just particular cases of Equation (2), arising when A is the identity or a diagonal matrix, resp.). Note that, since it is unlikely that a user can manually handle the complexity of defining the A matrix that better suits her needs, the use of quadratic distance functions usually has to be paired with some relevance feedback mechanism that automatically learns the "best" matrix coefficients [Ishikawa et al. 1998 ].
The first technique proposed to solve similarity range queries with SAMs using hyperrectangular regions (like the R-tree family [Guttman 1984; Beckmann et al. 1990; Berchtold et al. 1996] ) is due to Seidl and Kriegel [1997] , who proposed a steepest descent method to check whether the region of an index node intersects the query ellipsoid. Since the O(D 2 ) time complexity of the algorithm makes it unsuitable for high-dimensional spaces, the authors applied a dimensionality reduction technique and solved an approximate query in the thus-obtained low-D space. This works because the distance used in the low-D space lower-bounds the original query distance d Q ; thus no relevant objects are discarded [Agrawal et al. 1993] . However, since some objects returned by the index may not satisfy the original query, a further refinement step using the actual d Q distance is required to eliminate the false drops. This two-step filter & refine (F&R) query processing strategy is shared by several other approaches, including the retrieval of time sequences under different L p norms [Yi and Faloutsos 2000] and string searching in text databases [Kahveci and Singh 2001 ].
An alternative approach, aiming to reduce CPU complexity, is described in , where the ellipsoid query region is "inflated" using its minimum bounding box or sphere. This filtering step helps to quickly discard some irrelevant parts of the index and also allows the refinement step to be carried out within the SAM. However, as shown in Sakurai et al. [2001] , performance of the filter critically depends on the specific geometry of the ellipsoid region (see also Section 5.1).
The above strategies also form the basis for evaluating user-defined k-NN queries. In particular, the multistep algorithm described in Seidl and Kriegel [1998] alternates between index search (which uses a lower-bounding distance function) and data file access (from which actual d Q values can be computed).
Searching with Metric Access Methods
Unlike SAMs, metric access methods do not require that objects be represented as vectors, but only assume that they are points of a metric space. Formally, a metric space is a pair (U, d ), where U is a domain of objects and d : U × U → + is a metric, that is, a nonnegative and symmetric binary function that also satisfies the triangle inequality:
For the purpose of this article, we denote with d I the specific metric used to build a MAM and call it the index distance function.
The unifying model presented in Chávez et al. [2001] indeed shows how all existing MAMs organize objects into a set of disjoint partitions, on top of which an index is built to drive the search to only those partitions that can contain relevant objects.
1 For the case of metric trees (examples include the M-tree [Ciaccia et al. 1997] , the Slim-tree [Traina et al. 2000b] , the Vantage Point tree (vp-tree) [Yianilos 1993; Chiueh 1994] , the mvp-tree [Bozkaya andÖzsoyoglu 1999] , and the GNAT [Brin 1995]) , partitions correspond to leaves of the tree and index (internal) nodes correspond to (possibly overlapping) regions of the metric space. During the search, only those nodes are accessed that may lead to objects satisfying the query.
2.2.1
The M-Tree. For the sake of definiteness, in this article we focus our analysis on the M-tree. The M-tree [Ciaccia et al. 1997 ] is a paged, dynamic, and balanced metric tree whose fixed-size nodes are mapped to disk pages and where indexed objects are stored in the leaf nodes.
2 Each node N corresponds to a region of the indexed metric space (U,
is called the routing object of node N and r [N ] is its covering radius. All the objects in the subtree rooted at N are then guaranteed to belong to Reg (N ), thus their distance from O [N ] does not exceed r [N ] . Both O [N ] and r [N ] are stored, together with a pointer to node N , ptr(N ), in an entry of the parent node of N . In order to save distance computations, the M-tree also stores precomputed distances between a (routing) object and its parent. Figure 1 shows an example of (a part of) an M-tree in the 2-D space equipped with a quadratic distance function (see Equation (2)): in particular, it has to be noted that all objects contained in nodes N 3 and N 4 are also contained in the region associated with the parent node N 1 .
NEW SCENARIOS FOR METRIC ACCESS METHODS
Current limits to MAMs' applicability are their lack of flexibility in supporting queries with a distance function different from the one used to build the index and the high distance computation costs to be paid in complex metric domains.
The basic tool for extending MAMs is the lower-bounding property between distances. As anticipated in Section 2.1, such a concept has been profitably used already by SAMs to support user-adaptable distance functions. 
In order to support queries with user-defined distance functions, it is useful to extend the above definition to classes of distance functions. To this end we introduce the following definition. As an example, the class d L [P ] of the L p norms (see Equation (1)) is defined by the set P = {1, 2, . . . , ∞} of all possible p values. Similarly, the space A of all symmetric positive definite matrices defines the class d q f [A] of quadratic form distance functions (see Equation (2)).
Example 1. The family of edit distances d edit [ ] is commonly used to measure the dissimilarity of strings over an alphabet . In particular, the "unweighted" edit distance counts the minimum number of atomic edit operations (insertion, deletion, and substitution of one symbol) needed to transform a string into another one. With weighted edit distances, each atomic operation has its own "cost" (or weight). More details can be found in Appendix A. 
The following claim, which can be proved to hold for the M-tree (see Theorem 1 and Corollary 1) as well as for other specific MAMs (see Ciaccia and Patella [2002] ) exploits the above definitions to support user-defined distance functions. Although we do not have a formal proof that the claim holds for any MAM, all our results as well as the logic used to prove them strongly support the opinion that this is likely to be the case.
The next proposition shows that we can also use approximate (cheap) distances as a pretest before computing the actual query distance on data objects.
• P. Ciaccia and M. Patella This can be exploited whenever a threshold on query distance values is available (this is the case for range queries as well as for k-NN queries, where the threshold is dynamically modified during the search Observations made for Claim 1 still apply here. As a remark concerning performance, it is intuitive that a "good" comparison distance should satisfy the contrasting requirements: The above claims and proposition allow for a variety of scenarios, the more general being the one where three distinct distance functions (d Q , d I , and d C ) are used. Overall, this leads to what we call the QIC (pronounced "quick") approach to similarity query processing in metric spaces.
It also has to be remarked that in Claims 1 and 2 and Proposition 1 no metric assumption is made on distances d Q and d C ; thus MAMs can also be used to answer queries where the user similarity criterion is not a metric one.
Some Relevant Cases
In the following we enumerate some relevant cases to which the QIC approach applies.
The optimal scaling factor equals 1 if p > p, and
where D is the dimensionality of the vector space. The result follows immediately from the inequalities
Quadratic Form Distance Functions. In Hafner et al. [1995] it is proved that L 2 is a lower-bounding distance function for the class of quadratic form distance functions, that is, L 2 d q f [A] , and that the optimal scaling factor [γ ] is given by the inverse of the minimum ratio between costs of the indexing and the query distance, that is,
Details can be found in Appendix A. Multiset Distance. Given a string X , let x = ms(X ) denote the multiset (bag) of symbols in X . For instance, ms("tree") = {{ t, r, e, e}}. The following can be easily proved to be a metric on multisets,
where the difference has a bag semantics (e.g., {{ a, a, a, b}} − {{ a, a, b, c, c}} = {{a}}), and |·| counts the number of elements in a multiset (e.g., |{{ a, a}}| = 2). In practice, d ms (x, y) first "drops" common elements, then takes the maximum considering the number of "residual" elements. For instance,
It is immediate to observe that d ms (x, y) is a lower-bounding distance for the unweighted edit distance; that is, As a specific example, if a metric index is built using the Euclidean distance (i.e., d I ≡ L 2 ), it also supports queries with the "city-block" distance d Q ≡ L 1 (with scaling factor 1), with the "
, as well as with any quadratic form distance function. As another example, one could have an index built using a weighted edit distance that, say, reflects the typing error probabilities due to a "default" keyboard layout, and then could issue queries using any other weighted distance, for example, considering the user's own keyboard. Furthermore, since computing [Wagner and Fischer 1974] .
• P. Ciaccia and M. Patella queries. Namely, for substring queries the distance function is
Similarly, for superstring queries it is
Clearly Another relevant case to consider concerns the Earth Mover's Distance (EMD), which has been proved to be an effective way to compare distributions of values [Rubner et al. 1998 ]. The EMD extends quadratic form distance functions based on histograms and as such it has been successfully applied for image retrieval. In general, the EMD is not a metric, yet Rubner et al. [1998] show how under particular circumstances it is indeed possible to find a metric d EMD such that d EMD EMD holds. Again, this makes it possible to build an index using d I ≡ d EMD for answering queries with d Q ≡ EMD.
QIC-M-TREE ALGORITHMS
In this section we show how a properly extended M-tree, hereafter called a QIC-M-tree, can correctly process range and k-NN queries expressed with a distance function d Q which is different from the d I used to build the tree. For the sake of clarity, for each query type, we first review the basic logic of the search algorithm for the basic case Ciaccia et al. [1997] ). As evident soon, the logic of the QIC-M-tree algorithms is somewhat reminiscent of F&R approaches, with the major difference that all filtering and refinement steps are embedded into the search algorithms.
Range Queries
Given the range query range(O, Q, , d I ), the M-tree is recursively descended and subtrees are accessed if and only if the region associated with their root node overlaps the query region. In the example of Figure 2 , only nodes N 1 and
Algorithm RangeSearch
Input: node N , query object Q, threshold 1. Let O [N ] be the routing object of node N ; 2. If N is a leaf node then: 3.
For each object O i in N do: 4.
If
to the result set; 7. else: // N is an internal node 8.
For each child node N c of N do: 9.
Fetch node N c ; 13.
Call RangeSearch(N c , Q, ); 14. End. N 3 are fetched, since neither N 2 nor N 4 overlaps the query region. For a given node N with routing object O [N ] and covering radius r [N ] , this amounts to check [N] holds, since from the triangle inequality it follows,
The recursive RangeSearch M-tree algorithm is shown in Figure 3 . It is assumed that the search starts from the root node. Lines 4 and 9 both exploit the triangle inequality so as to avoid computing unnecessary distances (since the involved distance values either have been already computed, d I (Q, O [N ] ), or are stored in the considered node, d I (O [N ] , O i ); see Lemma 3.2 in Ciaccia et al. [1997] ). In particular, consider line 4. If
The QIC-RangeSearch algorithm in Figure 4 applies when both a query distance d Q and an approximate distance d C are used to answer the query range(O, Q, , d Q ). With respect to RangeSearch, the following modifications are needed.
-On internal nodes, the index distance d I is used together with a "scaled threshold" S I →Q (see line 15). Indeed, since covering radii are computed using d I , the index distance has to be used to check whether a node could be pruned from the search. -The same applies at lines 4 and 11, where, as in RangeSearch, already available distances are used to prune objects from the result. In particular,
-At line 6 the pretest based on the comparison distance d C is executed. -d C is also used at line 13 to save d I computations (note that in this case the S C→I scaling factor has to be used). 
Of course, if it is
Steps 5 and 6 (resp., 12 and 13) can be skipped to avoid computing
THEOREM 1 (THE QIC THEOREM). The QIC-RangeSearch algorithm returns the correct answer to the query range(O, Q, , d Q ).
PROOF. Given in Appendix C.
Nearest-Neighbors Queries
The basic principles of the k-NN search algorithm for the case when d C ≡ d I ≡ d Q are summarized as follows (see also Ciaccia et al. [1997] ). The algorithm, described in Figure 5 , uses a priority queue PQ of pointers to nodes of the tree. These are kept ordered by increasing values of d min I (Q, Reg(N )), which is the minimum distance between the query point Q and the region of node N , computed as d
As proved in Berchtold et al. [1997] , accessing nodes in increasing order of d min I (Q, Reg(N )) leads to minimal I/O costs, as compared to other scheduling criteria.
The RL (Result List) array, with k entries of type
, is used to store the k closest objects found so far by the algorithm. At the beginning of the search, when less than k objects have been retrieved, missing entries are set to [ , ∞] . The largest of the k distances in RL, denoted k , is used as a dynamic search threshold for the pruning criterion of Equation (5). This means that if d min I (Q, Reg(N )) ≥ k holds for node N , then N can be pruned from the search, since it cannot contain any object closer to Q than the current kth NN in RL. In particular, when this is verified for the first node in the PQ queue the search is interrupted (line 5 of the algorithm). Also note that because exactly k objects Algorithm k-NNSearch Input: query object Q, integer k 1. Initialize PQ with a pointer to the root node of the M-tree;
Extract the first entry from PQ, referencing node N ; 5.
If N is a leaf node then: 7.
For each object O i in N do: 8.
Update k ; 13.
else: // N is an internal node 14.
For each child node N c of N do: 15.
If are to be returned, nodes can be pruned even if their minimum distance from Q equals k (whereas for range queries this would not be correct). Clearly, the same holds for objects (see lines 8 and 10).
Application of the QIC Theorem to k-NN search leads to the QIC-k-NNSearch algorithm shown in Figure 6 . The major differences with the basic case are: -The RL array keeps actual (i.e., query) distance values from Q. Consequently, the k threshold is set using query/user distances; and -Lines 10 and 19 both perform a cheap filter test using the comparison distance d C , much as is done in the QIC-RangeSearch algorithm.
COROLLARY 1. The QIC-k-NNSearch algorithm returns the correct answer to the query
PROOF. Correctness directly follows from the QIC Theorem, which applies here with = k .
ESTIMATION OF QIC-M-TREE PERFORMANCE
In this section we introduce a cost model for estimating QIC-M-tree performance. The cost model can be used for query optimization and for parameter tuning purposes, and it also helps answer the following questions.
-Which characteristics of the data set and of the query distance influence search performance? -When several comparison distances are available, which one is the most effective for a given query? On the other hand, is the use of a comparison distance always effective?
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1. Initialize PQ with a pointer to the root node of the QIC-M-tree;
Update k ; 15.
else: // N is an internal node 16.
For each child node N c of N do: 17.
If We start with the cost model for range queries, which exploits the following statistical information about the data set and the index tree built on it.
4
Data Set Statistics. We use the distance distribution of objects, which, since its introduction in Ciaccia et al. [1998a] , has been successfully adopted to predict performance of metric structures [Traina et al. 2000a; Goldstein and Ramakrishnan 2000; Chávez et al. 2001] . Formally, let F d (·) be the distance distribution corresponding to distance function d ; that is,
where O i and O j are randomly chosen objects of O, d + is a finite upper bound on distance values, and
we denote the probability density function of F d (x). In this article we assume that query objects follow data distribution; thus F d (·) corresponds to the distribution of distances between a query object and objects in O.
Index Statistics.
For each level h of the tree (h = 1, 2, . . . , H, where H is the tree height and the root is at level 1), the number of nodes n h and the average covering radius r h are maintained. This is the same approximation considered in the Level-based cost model of Ciaccia et al. [1998a] and leads to a negligible O(H) = O(log M ) storage overhead. Such statistics can be kept up to date in a dynamic environment, where objects are inserted and/or deleted, by simply storing, for each level of the tree, the number of nodes and the total sum of covering radii. Such values can then be easily updated whenever a covering radius changes or a node splits due to the insertion of an object.
The total time needed for solving the query range(O, Q, , d Q ) can be evaluated as
where time I/O takes into account the time needed for fetching index nodes and time CPU accounts for distance computation costs.
5 More in detail we have:
where the time spent in performing each operation type is the product of the expected number of such operations and the average cost of a single operation. We intentionally do not consider more elaborated cost models for computing I/O costs, such as those that allow more disk pages to be sequentially read with a single I/O operation [Seeger et al. 1993; Brinkhoff and Kriegel 1994] . The reason for doing this is not to blur our analysis with aspects that highly depend on the layout of QIC-M-tree nodes on the disk surface, a subject we leave for future investigations. The dependencies of cost components on the parameters are made explicit in Equations (6) . It is important to observe the following.
-No number (#) directly depends on (the distribution of) the query distance d Q , since computing d Q only serves to check whether an object has to be inserted in the result set. -The number of I/Os, # I/O , only depends on the query radius , on the index distance d I , and on the scaling factor S I →Q . In particular, it is independent of the specific d C (and on scaling factors S C→Q and S C→I ), since the use of a comparison distance can only affect the number of distances to be computed but not the number of nodes to be retrieved. The same arguments apply to # d C , the number of d C computations. -On the other hand, the number of computed index and query distances, # d I and # d Q , respectively, also depends on d C and the corresponding scaling factors.
• P. Ciaccia and M. Patella A node N , with routing object O [N ] and covering radius r [N ] , is accessed by the query range ( = F d I S I →Q + r [N ] , which leads to
For each accessed node, the test at line 4 (for a leaf) or 11 (for an internal node) has to be performed on all its entries; therefore, for each level, the number of such tests is n h+1 · F d I (S I →Q + r h ), where n H+1 def = M is the number of indexed objects. Since d C is computed only when the test fails, in order to estimate # d C we need the probability that
, where node N c is a child of node N (obviously, for leaf nodes it is r [N c ] = 0). This can be obtained from the distance distribution of the random variable
LEMMA 1. The probability that the test at line 11 fails is
The above lemma immediately leads to
where r H+1 = 0 and F z (S I →Q + r h+1 ) is obtained from Equation (8) . The probability that
is computed equals the probability that the test at line 13 fails:
Therefore, the total number of d I computations can be estimated as
Likewise, the number of computed query distances d Q (line 6) is estimated as
Of course, when no comparison distance is used, it is F d C (x) = 1 and cost d C = 0; thus we obtain
As anticipated, for a fixed value of the query radius the overall cost of a range query does not depend on the distribution F d Q of the query distance, rather only on its scaling factors, which should be taken as low as possible in order to reduce costs.
For k-NN queries, for which the cardinality of the result is fixed and equals k, the key factor affecting performance is the distance k between the query point Q and its kth NN. In this case the distance distribution of d Q indeed plays a major role, as the cost model detailed in Appendix B shows.
Quality of Lower-Bounding Distance Functions
Intuitively, the more d Q and d I are "similar," the lower the search costs needed to solve a query with d Q using a QIC-M-tree built using d I . Thus it is advisable to define a measure to quantify how much a distance function d 1 is similar to (i.e., how well it approximates) another distance function d 2 . Until now the problem has been addressed only for specific cases in vector spaces, thus leading to solutions that cannot be generalized to arbitrary distance functions. Furthermore, since such solutions only consider (variations in) the geometry of the query region, they implicitly assume a uniform distribution of points, which can easily lead to wrong results when dealing with skewed distributions. For instance, in the authors measure the quality of approximating ellipsoid queries with simpler geometric figures by introducing the concept of ellipsoid sphericity. In Sakurai et al. [2001] the flatness of an ellipsoid, computed as the variance of eigenvalues of the query matrix A, is used to discriminate between different query distance functions. To overcome the above problems, we propose to compare two distance functions d 1 and d 2 using the (normalized) integral difference between their distributions, F d 1 (·) and F d 2 (·), on a given data set. Note that when d 1 d 2 , it is d
Definition 5 (Error Measure for Distance Functions). The normalized error measure Err(d 1 |d 2 ), of distance function d 1 with respect to d 2 on a data set O (for simplicity, the dependency on O is understood in the notation) is
where it is assumed that It is highly remarkable that Err (d 1 |d 2 ) can be easily expressed in terms of the expected values of the d 1 and d 2 random variables.
Similar arguments show that when
In Figure 7( | d 2 ) has, however, the advantages of having low computational costs and an extremely easy-to-grasp interpretation.
Turning back to our scenario, the specific error measure we consider is defined as follows.
Definition 6 (Indexing Error). The normalized indexing error with respect to a data set O when using an index distance d I S I →Q d Q is
In Section 6.1 we experimentally investigate the effect of the indexing error on the performance of the QIC-M-tree.
Efficiency of a Comparison Distance
One of the applications of the cost model is to choose the "best" comparison distance to use (i.e., the one leading to minimum costs) when several d C s are available. To this end, we compute the saving in search costs that can be achieved by using a comparison distance d C . The (percent) cost saving, sav pm , where pm is any of the performance measures in Equations (6), quantifies this performance improvement:
Considering CPU costs, an easy-to-evaluate formula for sav CPU can be obtained on the assumptions that
e., the number of distances computed at higher levels of the tree is negligible with respect to the number of distance computations performed at leaf level). It then follows that time CPU ≈ time d Q + time d C , and the saving in CPU time can be easily obtained from Equations (9), (11), and (13), (we omit the straightforward algebra): 
Finally, since I/O costs do not change when using d C , the saving in overall time will have the same behavior as the CPU saving, although scaled by a factor equal to
where time CPU refers to the case where d C is not used:
It could be argued that, since in Equations (19) and (20) no tree statistics are used, the above results do not depend on the actual index tree, but only on the considered data set.
THEOREM 2. For any metric access method, whenever it is time d I time d Q , the saving in CPU time for solving a range query range(O, Q, , d Q ) when using a comparison distance d C is given by Equation (19). On the other hand, the saving in overall time can be computed from Equation (21), with the β parameter depending on the specific MAM.
Evaluating Alternative Refinement Strategies
The cost model can also be used to decide, for a given range query range(O, Q, , d Q ), whether the "refinement" step, which computes actual d Q values, should be performed while accessing the tree or after accessing it. The situation is depicted in Figure 8 , which shows on the right this F&R variant of the QIC solution. In this case a "classic" M-tree built using d I is queried with the query range(O, Q, S I →Q , d I ), thus scaling the query threshold; after that a refinement step discards the resulting false drops.
Since both solutions use the same indexing distance d I , costs for traversing the tree are the same for QIC and F&R, thus the difference in performance arises from the computation of query distances. For QIC this cost evaluates to
since the number of objects returned by the index can be estimated as M · F d I (S I →Q ). As a consequence, F&R has a lower cost than QIC when
This is the case if and only if 
Qualitatively, F&R is preferable as long as d I is (much) cheaper to evaluate than d Q and selective enough for the (scaled) query radius (to reduce the term F d I (S I →Q )). Note that these two requirements are exactly those of a good comparison distance (see Section 5.2).
EXPERIMENTAL EVALUATION
In this section we experimentally investigate the performance of the QIC-Mtree and validate the proposed cost model. The results we provide are all obtained from the following real data sets (see also Table II) .
Airphoto60: This data set consists of 274, 424 60-dimensional vectors. Each vector contains texture information extracted from a tile of size 64 × 64 that is part of a large aerial photograph (there are 40 airphotos in the data set). Each tile is analyzed by means of 30 Gabor filters, and for each filter the mean and the standard deviation of the output are stored in the feature vector. This data set was given to us by B. S. Manjunath.
Airphoto8: This is obtained from the previous data set by projecting vectors on the first eight coordinates.
BibleWords: It consists of all the 12, 569 distinct words occurring in the English King James version of the Holy Bible (as provided by Project Gutenberg).
• P. Ciaccia and M. Patella Corel: This data set contains 68, 040 32-dimensional color histograms extracted from a collection of Corel images. The value for each dimension in the histogram represents the density of the relative color in the entire image. This data set was first used in Ortega et al. [1998] and we downloaded it from the UCI Knowledge Discovery Site.
We ran all the experiments on a Linux PC with a Pentium III 450 MHz processor, 256 MB of main memory, and a 9 GB disk. The node size of the QIC-M-trees was always set to 8 Kbytes. We extracted a sample of the data (approximately 1% of the whole data set) to use as query objects and built the tree using the remaining objects. For each experiment we averaged results over all executed queries. Besides measuring I/O and CPU costs, we also considered the following derived quantities. (6), measures such degradation of performance:
Our first experiments aim to verify the accuracy of the cost model introduced in Section 5. Results for range queries are shown for the Airphoto8 data set with d I ≡ L 2 and d Q ≡ L 1 . 8 Graphs in Figure 9 show estimated and actual costs as a function of the average query selectivity (i.e., the average fraction of indexed objects retrieved by a query) and demonstrate that the cost model indeed succeeds in predicting search costs, with errors that rarely exceed 10 to 20%. These values are particularly good, especially if one considers the minimal amount of statistics on the tree structure needed by the cost model. To evaluate the accuracy of Equations (19) and (20), which express the saving in search costs when a comparison distance is used, we consider the Bible data sets with d Q ≡ d I ≡ d edit and d C ≡ d ms , whose average distance computation costs are given in Table III . Graphs in Figure 10 show predicted and real values of the CPU saving and confirm the accuracy of the cost model along all the range of query selectivity. Furthermore, the graphs also make evident that, especially when the search radius increases, time d I has a minor impact, thus the CPU saving can be very well estimated even using the approximate Equation (19). Figure 10 also proves the reliability of Equation (20). In particular, by using the corresponding distance distributions (not shown here for brevity) and the distance computation times in Table III , the following are obtained. The next experiments investigate the reliability of the cost model in choosing the most suitable comparison distance when many of them are available. To this end we consider the Airphoto60 data set with
, that is, the Euclidean distance computed only on the first D < D dimensions. 9 In this way we are able to vary the computation time of d C along with the similarity between the distance distributions F d Q and F d C . Note that the distance computation time linearly increases with D , whereas the difference between distance distributions reduces.
We execute several range queries, by varying the search radius , and analyze the saving in CPU times, sav C PU , for several values of D . In our experiments (see Figure 11 (a)) it turns out that the optimal number of dimensions to be retained varies between 6 and 10, depending on the query selectivity. Predictions yielded by the cost model (see Figure 11 (b)) are almost always able to select the optimal D and, whenever this is not the case, they never lead to reducing the CPU saving by more than 2%. On the other hand, a random choice of D could considerably reduce the effectiveness of using d C (e.g., see the curve for D = 30).
Querying with User-Defined Distance Functions
The goals of the following experiments are to show that performance of the QIC-M-tree does not degenerate when changing the query distance function and to better understand the impact of different factors (namely, the distribution of distances and the computation cost of d I and d Q ) on QIC-M-tree performance. To this end, we compare the performance of QIC algorithms with results obtained when d Q ≡ d I , which is taken as the reference case.
The effect of changing d Q is analyzed for the BibleWords and the Airphoto8 data sets, which are indexed using d I ≡ d edit and d I ≡ L 2 , respectively. For BibleWords we consider d Q ≡ d edit [γ ] , whereas for Airphoto8 d Q is a weighted Euclidean distance. To construct different weighting functions γ , all edit operations are initially given a unitary cost, then this default situation is perturbed by giving to some operation a cost = 2. The fraction of such edit operations, therefore, characterizes each distance function.
10 As for weighted Euclidean distances, they are obtained by assigning a weight higher than 1 to an increasing number of dimensions. Table IV shows the average query distance values and the indexing errors (as defined by Equation (17)) for the query distance functions used in the experiments.
In Figure 12 the cost overhead for solving a 1-NN query is plotted as a function of the indexing error. It can be observed that a direct correlation between performance degradation and indexing error exists. The higher the difference between d Q and d I , the higher the search costs when using a tree built using d I to solve a query with d Q .
We again remark that values of the indexing error depend not only on the d Q and d I distance functions, but also on the specific data set. This contrasts with similar measures proposed for studying SAMs performance, which are essentially based only on the geometry of the query region, as discussed in Section 5.1. As an example, let us consider the flatness of an ellipsoid, as defined in Sakurai et al. [2001] , which aims to measure how much an ellipsoid differs from a hypersphere (the intuition being that the higher the flatness, the higher the search costs). Since this measure does not change if the query ellipsoid rotates, the two ellipsoids shown in Figure 13 (a) have the same flatness, although, due to data skew, their query distance distributions turn out to be quite different. This fact can easily lead to counterintuitive results, where performance deteriorates with decreasing flatness values, as when the ellipsoid more resembles a hypersphere. In Figure 13 (b) this is clearly demonstrated for the Airphoto8 data set, where a negative correlation between the flatness and the indexing error (and consequently search costs) can be observed.
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Although the case d I ≡ d Q apparently represents the most favorable situation to deal with, indexing objects with a d I cheaper to evaluate than d Q could in principle lead to a better performance. This can be the case when the increase in the number of distances to be evaluated is more than compensated by the reduction in the cost of a single distance computation. This issue is investigated for the Corel data set indexed with d I ≡ L 2 and queried with the following four d Q s for which computation costs and indexing errors are given in Table V. L random : A weighted Euclidean distance, with randomly chosen weights. L σ : A weighted Euclidean distance, where the weight of each coordinate is equal to the inverse of the standard deviation of the data set values for that coordinate.
A random : A quadratic function, where the A matrix is a randomly chosen positive definite symmetric one. A dist : A quadratic function, where each coefficient a i j of the A matrix represents the similarity in the RGB space between color i and color j .
In Figure 14 we plot the query distance and the CPU time overhead (oh # d Q and oh time CPU , resp.) for a k-NN query, as a function of k. As expected, the increase in the number of d Q computations is again directly related to the indexing error (see Figure 14 (a)), with all cases presenting a positive overhead. On the other hand, when turning to consider the CPU time overhead (see Figure 14(b) ), the higher cost of quadratic functions becomes apparent. In particular, in the case of A rand om and for k ≤ 30, using d I = d Q is the best choice.
Finally, we compare the QIC and the F&R approaches. To this end, we use the Airphoto data sets with d Q ≡ L 2 and the L 1 , L 3 , and L ∞ metrics as index distances. Distance computation costs and indexing errors with respect to d Q are given in Table VI . Figure 15 shows CPU times for solving a range query using different index distances. From the graphs it can be observed that using the QIC approach always leads to lower search CPU costs except when querying the Airphoto60 data set with d I ≡ L 1 . This is due to the cheapness of L 1 with respect to L 2 (see Table VI (b)), which reduces the cost of distance computations at the leaf level of the tree.
To better analyze the additional cost of the refinement phase, Figure 16 (a) shows the distance distributions of the Airphoto60 data set for different index distances plotted as functions of the query selectivity. In order to find Fig. 15 . Comparison of CPU search costs for the QIC and the F&R strategies when using different index distance functions for the Airphoto8 (a) and the Airphoto60 (b) data sets. the predicted number of query distances to be computed for retrieving a given percentage of objects, one should look at the value of the index distance distribution for that value of the query selectivity, and multiply it by the number of indexed objects (as an example, if the user selected 10% of the data set using the L 1 metric as the index distance, the filter phase would retrieve around 30% of the indexed objects). The (percent) difference between distance distributions values for the index and the query distance represents the false drop percentage (this is also shown in Figure 16(b) , again for the Airphoto60 data set). Similar results are also obtained for the Airphoto8 data set and fully agree with the analysis in Section 5.3.
As an example consider the Airphoto60 data set. With a search radius = 5 (corresponding to a query selectivity of 1.25%) and d I ≡ L 1 , from Equation (13) it is obtained that sel d Q = 23.94%. The scaling factor to be used is D 1/1−1/2 = √ 60 (see Section 3.1). Since F L 1 ( √ 60·5) = 5.315% (see Figure 16 (a)) and considering computation times in Table VI(b), Equation (23) 
RELATED WORK
To the best of our knowledge, this is the first work to investigate the use of metric access methods to answer similarity queries based on user-defined distance functions. Indeed, the complaint that MAMs are bound to use a given distance function has been raised several times (e.g., see Seidl and Kriegel [1998] , , Korn et al. [1998] , Chakrabarti and Mehrotra [1999] , and Sakurai et al. [2001] ). For the same reason, the issue of supporting adaptable similarity criteria for searching in generic metric spaces has not been investigated before. Thus, being unable to compare our approach with direct competitors, and having already discussed in Section 2.1 how SAMs deal with user-defined similarity queries, in the following we briefly discuss other approaches and techniques that are peculiar to generic metric spaces and have been somewhat influential to our work.
Three major trends for speeding up query evaluation in metric spaces can be observed. The first one, well represented by the so-called GEMINI approach [Zaniolo et al. 1997, Chapter 12] , is to extract from each object a feature vector and to replace the original object distance with a distance in the resulting feature (vector) space. This allows SAMs to be used and, provided the feature distance lower-bounds the object distance, the F&R processing algorithm to be applied. The problem of finding a distance in a feature space that lower-bounds the object distance has, however, to be solved using domain-specific considerations (see, e.g., Faloutsos et al. [1994] for the case of color images). Alternatively, and without the need of domain knowledge, one could try to map objects into points of a (low-dimensional) vector space so that relative object distances are preserved as much as possible in the resulting target space. FastMap [Faloutsos and Lin 1995] is a well-known representative of this approach. In Hjaltason and Samet [2000] it is, however, demonstrated that mappings achieved through FastMap do not satisfy the lower-bounding property unless the original space is (isometric to) the Euclidean space. Correctness of search algorithms has to be given up therefore. Other mappings are proposed in Hjaltason and Samet [2000] that satisfy the lower-bounding property, but they require high computation costs, and therefore cannot be used to improve search performance. Finally, several techniques have been proposed to reduce the number of distance computations at query time without resorting to a vector space mapping [Chávez et al. 2001; Figueira Santos Filho et al. 2001] . Such techniques use optimizations that are very similar to those used for the M-tree, in that precomputed distances between indexed objects and a set of suitable objects, called pivots, 12 are used together with the triangle inequality to exclude objects from the result.
FINAL DISCUSSION
In recent times, metric spaces have become a popular paradigm for similarity retrieval. Several techniques have been proposed to efficiently search in generic metric spaces where the (dis)similarity criterion is known in advance. However, none of these techniques is able to support user-defined distance functions that are not a priori available. Moreover, in complex domains where computing a single distance is a very expensive task, the search can become CPU-bound, thus requiring alternative solutions to improve query processing performance. We have addressed the problems of supporting user-defined distance functions with a metric access method (MAM), and of using approximate distances to reduce the CPU cost of similarity search. In particular, we have detailed how an appropriately extended M-tree built using an index distance d I can use any query distance d Q for which d I is a (scaled) lower bound and use any (cheap) comparison distance d C which lower-bounds d I with the purpose of quickly pruning objects and index nodes.
Our so-called QIC (Query, Index, and Comparison) approach can be adopted even with other MAMs and query types, such as complex queries [Fagin 1996; Ciaccia et al. 1998b] and incremental nearest-neighbor queries [Hjaltason and Samet 1999] (see Ciaccia and Patella [2002] for details of such extensions). Our claim is that any MAM can be QIC-ly extended.
The major contributions of this article can be summarized:
(1) Definition of range and k-NN algorithms for the QIC-M-tree; (2) Introduction of a cost model to analytically estimate search performance of the QIC-M-tree. The accuracy of the model has been evaluated through extensive experimentation; (3) Application of the model to predict the usefulness of the comparison distance and to choose the best comparison distance, in case several of them are available; (4) Application of the model to choose the best query processing strategy between QIC and its filter & refine variant; and (5) We have shown that differences in distance distribution between d Q and d I have an impact on search costs, and have introduced the indexing error, which is a measure able to characterize this decrease in performance. In the former case (QIC approach) the index node has to be accessed, whereas in the latter it can be pruned.
Our work generates a number of interesting followups. First, it is now possible to compare SAMs and MAMs in a larger variety of scenarios. This gives more freedom to a designer in choosing the best access method for the problem at hand. In this light, it has to be remarked that recent studies have demonstrated how even in vector spaces MAMs can outperform SAMs [Ciaccia et al. 1997; Berretti et al. 2000] . Second, as an interesting design problem, it could be worth investigating the case where multiple QIC-extended MAMs, each with its own index distance, are available at the same time, and the problem becomes that of choosing, for a given query, the most suitable one to use (see also Sakurai et al. [2001] ). For this task, the indexing error defined in Section 5.1 could be profitably used.
The basic lesson we have learned is that MAMs are not tightly bound to use a single distance function. From this, one could argue whether other basic ways of extending MAMs, besides the one considered in this article, exist. At present, we envision two interesting research directions. [N ] is now a (new) sufficient condition for pruning node N . In other words, rather than just "changing the shape" of the query region, one could also change the shape of index regions. It has to be observed that this pruning criterion is somewhat orthogonal to the one we have considered in this article (i.e., d I (Q, O [N ] ) > S I →Q + r [N ] ), so that performance improvements are expected. As a simple example, Figure 17 illustrates the case d I ≡ L 2 and d Q ≡ L 1 . The same arguments apply to the comparison distance. -Another challenging research issue is to revise the design principles of a MAM so that from the very beginning it is suited to support a class of distance functions. As a concrete example, consider the class of L p norms and the M-tree basic structure: If each entry of an M-tree node not only stores the covering radius computed according to a primary d I (say, L 2 ) but also the covering radii for other L p norms (e.g., L 1 , L ∞ ), then this additional information could be directly exploited when answering queries using, say, L 1 . In some sense, this is related to the above-discussed extension where explicit covering radii are maintained rather than using only the bounds provided by the S Q→I scaling factor(s).
APPENDIX A. EDIT DISTANCES FOR STRINGS
Let be a finite alphabet, let * be the set of all finite-length strings over , and let λ be the null symbol. An edit transformation from string X ∈ * to string Y ∈ * is a sequence σ = σ 1 σ 2 . . . σ m of elementary edit operations; that is, σ j = (A j → B j ), where A j , B j ∈ ∪ {λ}. A weight function γ is used to assign to each operation A → B a nonnegative cost γ (A → B). The cost of an edit transformation σ can be defined as γ (σ ) = m j =1 γ (σ j ). The weighted edit distance induced by γ is then:
is a metric over the * space, regardless of the specific values of the weights. The unweighted edit distance is obtained by setting γ (A → B) = 1 ∀A, B ∈ ∪ {λ} with A = B.
The following theorem proves that any weighted edit distance is a lowerbounding distance function for its class. 
where in the last step the inequality (rather than equality) is due to the fact that with γ I there is no guarantee that σ is still a minimum cost transformation from X to Y .
APPENDIX B. COST MODEL FOR k-NN QUERIES
Here we show how the cost model of Section 5 can be extended to deal with k-NN queries. The considerations of Equations (6) still apply here, thus we only need to estimate the number of atomic operations. These can be obtained by integrating the values given by Equations (7), and (9) through (11) over all possible values of , each weighted by the probability p k ( ) that the distance of the kth NN is equal to . The probability P k ( ) that such distance is lower than is given in Ciaccia et al. [1998a] as
The density function can be obtained by taking the derivative of Equation (25).
In order to simplify the evaluation of cost formulae, we can consider a k-NN query as a range query with radius E[ k ] equal to the expected distance between Q and its kth nearest neighbor. This can be estimated by taking into account the probability density function p k ( ) given in Equation (26). Therefore, it is
Then, formulae obtained for range queries in Section 5 can be directly applied by using = E[ k ].
APPENDIX C. PROOFS
PROOF OF THEOREM 1. The proof amounts to showing that the test at line 6 does not lead to the discarding of any qualifying object from the result, and that the tests at lines 13 and 15 do not prune from the search any leaf that contains at least one qualifying object. For the test at line 13 it has to be proved that Finally, the test at line 6 follows immediately, 
If we suppose that x and y are statistically independent, then it is f xy (x, y) = f x (x) · f y ( y).
Therefore, in order to find the distribution of the z RV, we have to find the density of the two RVs x and y. The distribution of x can be obtained from the distance distribution of d I , by taking into account that, since we already accessed node N , it is x = d I (Q, O [N] ) ≤ S I→Q + r [N] . Therefore it is 
By taking into account Equations (29) through (31), Equation (28) can be written as Thus the probability that d C has to be computed for an object in a node at level h is PROOF OF LEMMA 2. Without loss of generality assume that both F d 1 (·) and F d 2 (·) are continuous, and let f d 1 (·) and f d 2 (·) be their corresponding probability density functions. Integrating Equation (14) by parts it is obtained: 
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