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Abstract—This work has its origin in intuitive
physical and statistical considerations. The prob-
lem of optimizing an artificial neural network is
treated as a physical system, composed of a
conservative vector force field. The derived scalar
potential is a measure of the potential energy of
the network, a function of the distance between
predictions and targets.
Starting from some analogies with wave me-
chanics, the description of the system is justified
with an eigenvalue equation that is a variant of
the Schrõdinger equation, in which the potential is
defined by the mutual information between inputs
and targets. The weights and parameters of the
network, as well as those of the state function, are
varied so as to minimize energy, using an equiva-
lent of the variational theorem of wave mechanics.
The minimum energy thus obtained implies the
principle of minimum mutual information (MinMI).
We also propose a definition of the potential work
produced by the force field to bring a network from
an arbitrary probability distribution to the potential-
constrained system. At the end of the discussion
we expose a recursive procedure that allows to
refine the state function and bypass some initial
assumptions.
The results demonstrate how the minimization of
energy effectively leads to a decrease in the aver-
age error between network and target predictions.
Index Terms—Artificial Neural Networks opti-
mization, variational techniques, Minimum Mutual
Information Principle, Wave Mechanics, eigenvalue
problem.
I. INTRODUCTION
This paper analyzes the problem of optimizing
artificial neural networks (ANNs), ie the problem
of finding functions y(x; Γ), dependent on ma-
trices of input data x and parameters Γ, such
that, given a target t make an optimal mapping
between x and t.
The starting point of this article is made up of
some well-known theoretical elements:
1) Generally, the training of an artificial neu-
ral network consists in the minimization of
some error function between the output of
the network y(x; Γ) and the target t. In the
best case it identify the global minimum of
the error; in general it finds local minima.
The total of minimums forms a discrete set
of values.
2) The passage from a prior to a posterior or
conditional probability, that is the observa-
tion or acquisition of additional knowledge
about data, implies a collapse of the func-
tion that describes the system: the con-
ditional probability calculated with Bayes’
theorem leads to distributions of closer and
more localized probabilities than prior ones
[2].
3) Starting from the formulation of the mean
square error produced by an artificial neural
network and considering a set C of targets
tk whose distributions are independent
p(t|x) =
C∏
k=1
p(tk|x)
p(t) =
C∏
k=1
p(tk)
where p(tk|x) is the conditional probability
of tk given x and p(tk) is the marginal
probability of tk, it can be shown that〈
(yk − tk)2
〉 ≥ 〈(〈tk|x〉 − tk)2〉 (I.1)
being 〈tk|x〉 the expected value or condi-
tional average of tk given x, and the equal
valid only at the optimum. In practice, any
trial function yk(x; Γ) leads to a quadratic
deviation respect to tk greater than that
generated by the optimal function, y′k =
yk(x; Γ
′), corresponding to the absolute
minimum of the error, since this represents
the conditional average of the target, as
demonstrated by the known result [2]
y′k = 〈tk|x〉 (I.2)
These three points can be directly related to
three theoretical elements at the base of wave
mechanics [10]:
1) Any physical system described by the
Schrõdinger equation and constrained by
a scalar potential V (x) leads to a quan-
tization of energy values, which constitute
a discrete set of real values.
22) A quantum-mechanical system is formed
by the superposition of a series of states
described by the Schrõdinger equation, cor-
responding to as many eigenvalues. The
observation of the system causes the col-
lapse of the wave function on one of the
states, being only possible to calculate the
probability of obtaining the different eigen-
values.
3) When it is not possible to analytically obtain
the true wave function Ψ′ and the true en-
ergy E′ of a quantum-mechanical system,
it is possible to use trial functions Ψ, with
eigenvalues E, dependent on a set Γ of
parameters. In this case we can find an
approximation to Ψ′ and E′ varying Γ and
taking into account the variational theorem{
E =
∫
Ψ∗HˆΨ dx∫
Ψ∗Ψ dx
}
≥ E′
Regarding point 3, we can consider the condition
(I.1) as an equivalent of the variational theorem
for artificial neural networks.
II. TREATMENT OF THE OPTIMIZATION OF
ARTIFICIAL NEURAL NETWORKS AS AN
EIGENVALUE PROBLEM
The analogies highlighted in Section I suggest
the possibility of dealing with the problem of
optimizing artificial neural networks as a physical
system. Analysis attempts using models from
mathematical physics are not new [11]. These
analogies are used in this paper as a starting
point to study the ANNs optimization problem with
eigenvalue equations, as happens in the physical
systems modeled by the Schrõdinger equation.
This model allows to define the energy of the
network, a concept already used in some types of
neural networks, such as the Hopfield networks
in which Lyapunov or energy functions can be
derived for binary elements networks allowing a
complete characterization of their dynamics . We
will generalize the concept of energy for any type
of ANN.
Suppose we can define a conservative force
generated by the set of targets t, represented in
the input space x with a vector field, being N the
dimensionality of x. In this case we have a scalar
function V (x), called potential, which depends
exclusively on the position1 and which is defined
as
F = −∇V (x) (II.1)
1 In this discussion, “position” means the input vector x.
which implies that the potential of the force at
a point is proportional to the potential energy
possessed by an object at that point due to the
presence of the force. The negative sign in the
equation (II.1) means that the force is directed
towards the target, where the force is maximum
and the potential is minimal, so t generates a
force that attracts the bodies immersed in the
field, represented by the average predictions of
the network, with an intensity proportional to
some function of the distance between y(x; Γ)
and t.
The equation (I.2) highlights how, at the opti-
mum, the output of an artificial neural network is
an approximation to the conditional averages or
expected values of the targets t given the input
x. Both x and t are given by the problem, with
average values that do not vary over time. We
therefore hypothesize a stationary system and an
eigenvalue equation independent of time, having
the same structure as the Schrõdinger equation
− ǫ∇2Ψ+ ζV ′(x)Ψ = EΨ (II.2)
where Ψ is the state function of the system (net-
work), V (x) = ζV ′(x) a scalar potential, E the
network energy, ǫ a multiplicative constant and
a ζ a variational parameter. ζ seems necessary
since the equation (II.2) does not arise from a true
physical system, so the relative values between
the first and second terms of the left hand side
are unknown. Preliminary calculations show that
for some problems the value of V ′(x) can be very
small compared to the first term. We will consider
that ζ ∈ N and is dimensionless.
The equation (II.2) implements a parametric
model for the ANNs in which the optimization
consists in minimizing, on average, the energy of
the network, function of y(x; Γ) and t, modeled
by appropriate probability densities and a set of
variational parameters Γ. The working hypoth-
esis is that the minimization of energy through
a parameter-dependent trial function that makes
use of the variational theorem (I.1) leads, using
an appropriate potential, to a reduction of the
error committed by the network in the prediction
of t.
III. THE POTENTIAL
Globerson et al. [9] have studied the stimulus-
response relationship in neural populations ac-
tivity trying to understand what is the amount of
information transmitted and have proposed the
principle of minimum mutual information (MinMI)
between stimulus and response, which we will
consider valid in the context of artificial neural
networks and we will use in the variant of the
3relationship between x and t.2 An equivalent prin-
ciple, from a point of view closer to information
theory, is given by Chen et al. [3, 4], who minimize
the error/input information (EII) corresponding to
the mutual information (MI) between the identifi-
cation error (a measure of the difference between
model and target, t−y) and input x. The intuitive
idea behind the proposal of Globerson et al. is
that, among all the systems consistent with the
partial measured data of x and t (ie all the sys-
tems y that differ in the set of parameters Γ), the
nearest one to the true relationship between stim-
ulus and response is given by the system with
minor mutual information, since the systems with
relatively high MI contain an additional source of
information (noise) while the one with minimal MI
contains the information that can be attributed
principally only to the measured data and further
simplification in terms of MI is not possible. An
important implication of this construction is that
the MI of the true system (the system in the limit
of an infinite number of observations of x and
t) is greater than or equal to the minimum MI
possible between all systems consistent with the
observations, since the true system will contain
an implicit amount of noise that can only be
greater than or equal to that of the system with
minimum MI.
So, a function that seems to be a good can-
didate to be used as potential is the mutual
information [16] between input and target, I(t,x),
which is a positive quantity and whose mini-
mum corresponds to the minimum potential (and
minimum potential energy) and the maximum
force, and therefore to the minimum Kullback-
Leibler divergence between the joint probability
density between target t and input x and the
marginal probabilities p(t) and p(x). In this case,
the minimization of energy through a variational
state function that satisfies the equation (II.2)
implies the principle of minimum mutual informa-
tion [6, 8, 9, 17], equivalent to the principle of
maximum entropy (MaxEnt) [5, 12, 13, 15] when,
as is our case, the marginal densities are known.
The scalar potential depends only on the vector
x and for C targets becomes3
V (x) = ζ
∑C
k=1
∫
Ik(tk,x) dtk
= ζ
∑C
k=1
∫
p(tk|x)p(x) ln
(
p(tk|x)
p(tk)
)
dtk
(III.1)
The equation (III.1) assumes a superposition
principle, similar to the valid one in the electric
2 In the next, we will use the proposal by Globerson et al.
translating it into the symbolism used in this paper.
3 When not specified, we will implicitly assume that inte-
grals extend to the whole space in the interval [−∞ :
∞].
field, in which the total potential is given by the
sum of the potentials respect to each of the C
targets of the problem.
Considering that the network provides an ap-
proximation to the target tk given by a determinis-
tic function yk(x; Γ) with a noise εk, tk = yk+εk,
and considering that the error εk is normally
distributed with mean zero, the conditional prob-
ability p(tk|x) can be written as [2]
p(tk|x) = 1
(2πχ2k)
1/2
exp
{
− (yk − tk)
2
2χ2k
}
(III.2)
Note that χk is the standard deviation of yk(x; Γ)
and χk = χk(x), so χk /∈ Γ. To be able to
integrate the differential equation (II.2) we will
consider the vector ~χ constant. We will see at the
end of the discussion that it is possible to obtain
an expression for χk dependent on x, which
allows us to derive a more precise description
of the potential.
We also can write unconditional probabilities
for inputs and targets as Gaussians to simplify
the mathematical treatment
p(x) = 1
(2pi)N/2|∑|1/2×
exp
{− 12 (x− ~µ)T ∑ −1(x− ~µ)}
p(tk) =
1
(2πθ2k)
1/2
exp
{
− (tk − ρk)
2
2θ2k
}
(III.3)
Considering the absence of correlation between
the N input variables, the probability p(x) is
reduced to
p(x) =
∏N
i=1
1√
2piσi
exp
{
− (xi−µi)2
2σ2i
}
=
∏N
i=1N (µi;σ2i )
(III.4)
where, in this case, |Σ|1/2 = ∏Ni=1 σi, repre-
senting with N (µi;σ2i ) the normal distribution
with mean µi and variance σ
2
i relative to the
component xi of the vector x. The equations
(III.3) e (III.4) introduce in the model a statisti-
cal description of the problem starting from the
observed data, through the set of constants ~ρ, ~θ,
~µ e ~σ.
The integration of the equation (III.1) over tk
gives
V (x) = ζ
N∏
i=1
N (µi;σ2i )
C∑
k=1
(
αky
2
k − βkyk + γk
)
(III.5)
where
αk =
1
2θ2k
, βk =
ρk
θ2k
, γk =
ρ2k + χ
2
k
2θ2k
− ln χk
√
e
θk
(III.6)
Mutual information in the potential (III.1) is ex-
pressed in nats. We will call the units of energy
calculated from (II.2) nats of energy or enats.
4It is known that a linear combination of Gaus-
sians can approximate an arbitrary function. Us-
ing a base of dimension P we can write the
following expression for yk(x; Γ)
yk(x; Γ) =
P∑
p=1
wkpφp(x) + wk0 (III.7)
where
φp(x) = exp
{
−ξp ‖x− ~ωp‖2
}
=
∏N
i=1 exp
{−ξp(xi − ωpi)2}
(III.8)
and wk0 is the bias term for the output unit k.
The equations (III.7) e (III.8) propose a model
of neural network of type RBF (Radial Basis
Function), which contain a single hidden layer
and allow to facilitate the calculations given the
complexity of the model.
Taking into account the equations (II.1), (III.5) e
(III.7) the components of the force, Fi, are given
by
Fi = ζ
∏N
i=1N (µi;σ2i )
∑C
k=1
{
αk
xi−µi
σ2i
w2k0+
2αkwk0
∑P
p=1 wkp
(
2ξp (xi − ωpi) + xi−µiσ2i
)
φp+
2αk
∑P
p=1
∑P
q=1 wkpwkqξq (xi − ωqi)φpφq+
2αk
∑P
p=1
∑P
q=1 wkpwkqξp (xi − ωpi)φpφq+
αk
∑P
p=1
∑P
q=1 wkpwkq
xi−µi
σ2i
φpφq−
βk
xi−µi
σ2i
wk0 + γk
xi−µi
σ2i
−
βk
∑P
p=1 wkp
(
2ξp (xi − ωpi) + xi−µiσ2i
)
φp
}
In physical conservative fields, work, W , is
defined as the minus difference between the
potential energy of a body subject to the forces
of the field and that possessed by the body at a
reference point, W = −∆V (x). In some cases
of central force fields, as in the electrostatic or
gravitational ones, the reference point is located
at an infinite distance from the source where,
given the dependence of V on 1r , the potential
energy is zero.
Since in the discrete case the mutual infor-
mation is limited superiorly from the minimum
among the marginal entropies, h(x) and h(t),4
given that the distribution with maximum entropy
is the uniform one, U , and that the reference point
against which to calculate the potential difference
is arbitrary, we can propose the following defini-
tion for potential work5
W = Cζh(U)−
∫
V (x) dx (III.9)
4 We use h in lower case as discrete entropy to distinguish
it from H, which in this work is used as a symbol of the
Hamiltonian operator and the integrals Hmn.
5 The treatment of the text makes considerations on
the discrete case since the differential entropy can be
negative.
For W > 0, the equation (III.9) explains the work,
in enats, carried out by the forces of the field to
pass from a neural network that makes uniformly
distributed predictions to a network that makes
an approximation to the density p(t|x).
IV. THE STATE EQUATION
A dimensional analysis of the potential (III.5)
shows that the term αky
2
k − βkyk + γk is di-
mensionless. Thus, the units of the potential are
determined by the factor |Σ|−1/2. To maintain the
dimensional coherence in the equation (II.2) we
multiplied the first term of the left hand side by
the factor
σ2
x
|Σ|1/2 , where
6
σ2
x
∇2 =
N∑
i=1
σ2i
∂2
∂x2i
σ2
x
cannot be a constant factor independent of the
single components of x since in general every xi
has its own units and its own variance.
Given the variational parameter ζ in the second
term of the left hand side of equation (II.2), we
can without losing generality multiply the first term
by 12 , obtaining ǫ = − σ
2
x
2|Σ|1/2 . The Hamiltonian
operator
Hˆ = Tˆ + Vˆ = − σ2x
2|Σ|1/2∇2+
ζ
∏N
i=1N (µi;σ2i )×∑C
k=1
(
αky
2
k − βkyk + γk
)
is real, linear and hermitian, and has the same
structure as that used in the Schrõdinger equa-
tion. Hermiticity stems from the condition that
the average value of energy is a real value,
〈E〉 = 〈E∗〉.7 Tˆ and Vˆ represent the operators
related respectively to the kinetic and potential
components of the Hamiltonian.
The final state equation is
EΨ = − σ2x
2|Σ|1/2∇2Ψ+
ζ
∏N
i=1N (µi;σ2i )×∑C
k=1
(
αky
2
k − βkyk + γk
)
Ψ
(IV.1)
Wanting to make an analogy with wave mechan-
ics, we can say that the equation (IV.1) describes
the motion of a particle of mass |Σ|1/2 subject to
the potential (III.5). σ2
x
, as happens in quantum
mechanics with the Planck constant, has the role
of a scale factor: the phenomenon described by
the equation (IV.1) is relevant in the range of
6 This setting makes it possible to incorporate |Σ|−1/2
into the value of E, but in the continuation we will leave
it explicitly indicated.
7 In this article we only use real functions, so the hermitic-
ity condition is reduced to the symmetry of the H and
S matrices.
5variance for each single component xi of the
vector x.
We discussed the role of the operator Vˆ : its
variation in the space x implies a force that is
directed towards the target where V (x) is mini-
mum and F is maximum. The operator Tˆ contains
the divergence of a gradient in the space x and
represents the flow density of the Ψ gradient,
being a measure of the deviation of the state
function at a point with respect to the average
of the surrounding points. The role of ∇2 in the
equation (IV.1) is to introduce information about
the curvature of Ψ. In neural networks a similar
role is found in the use of the Hessian matrix, cal-
culated in the space of weights, in conventional
second order optimization techniques.8
Starting from the expected energy value ob-
tained from the equation (IV.1)9
E =
∫
Ψ∗HˆΨ dx∫
Ψ∗Ψ dx
(IV.2)
assuming a base of dimension D for the trial
function
Ψ(x) =
D∑
d=1
cdψd (IV.3)
with the basis functions developed in a similar
way to what we did for yk in the equations (III.7)
and (III.8)
ψd(x) =
N∏
i=1
exp
{−λd(xi − ηid)2} (IV.4)
and considering the coefficients independent of
each other, ∂cm∂cn = δmn, the Rayleigh-Ritz method
leads to the linear system∑
n
[(Hmn − SmnE) cn] = 0 (IV.5)
where
Hmn =
∫
ψ∗mHˆψn dx (IV.6)
Smn =
∫
ψ∗mψn dx (IV.7)
To obtain a nontrivial solution the determinant of
the coefficients have to be zero
det (H− SE) = 0 (IV.8)
which leads to D energies, equal to the size
of the base (IV.3). The D energy values Ed
represent an upper limit to the first true energies
E
′
d of the system. The substitution of every Ed in
8 In this case, as we will later show, the second derivatives
are calculated in the space of the weights and not in the
space x.
9 Although all the functions used in this work are real, we
will make their complex conjugates explicit in the equa-
tions, as is usual in the wave mechanics formulation.
(IV.5) allows to calculate the D coefficients c of Ψ
relative to the state d. The lowest value amongEd
represents the global optimum of the problem or
fundamental state that leads, in the hypotheses
of this paper, to the minimum or global error
of the neural network in the prediction of the
target t, while the remaining eigenvalues can be
interpreted as local minima. It can be shown that
the eigenfunctions obtained in this way form an
orthogonal set. The variational method we have
discussed has a general character and can be
applied, in principle, to artificial neural networks
of any kind, not bound to any specific functional
form for yk.
The proposed model assumes a change of
paradigm with respect to some known methods
of optimizing neural networks, such as the gra-
dient descent, which carry out a search in the
parameter space, in particular the set of weights
w, through the search for a expression for ∂Er∂w
where Er is a form of error of the neural network.
In this paper the variables of the problem, and
the search in the relative space, are the input x
where w ∈ Γ is a set of variational parameters.
Using equations (III.7) and (III.8) and taking
into account the constancy of ~χ, the integrals
(IV.6) and (IV.7) have the following expressions
Smn =
(
pi
λn+λm
)N
2 ×∏N
i=1 exp
{
− λmλnλn+λm (ηim − ηin)2
}
Hmn = − λmλn|∑|1/2(λn+λm)2Smn×∑N
i=1 σ
2
i
[
2λmλn(ηim − ηin)2 − λn − λm
]−
Λ
∑C
k=1 γk + Λ
∑C
k=1 βkwk0+∑C
k=1 βk
∑P
p=1 wkpΩ− Λ
∑C
k=1 αkw
2
k0−
2
∑C
k=1 αkwk0
∑P
p=1 wkpΩ−∑C
k=1 αk
∑P
p=1
∑P
q=1 wkpwkqΦ
where
Λ =
∏N
i=1
√
2piσi√
2σ2i (λn+λm)+1
×
exp
{
− 2σ2i (ηin−ηim)2λmλn
2σ2i (λn+λm)+1
}
×
exp
{
− (ηin−µi)2λn+(ηim−µi)2λm
2σ2i (λn+λm)+1
}
6Ω =
∏N
i=1
[ √
2piσi√
2σ2i ξp+2σ
2
i λn+2σ
2
i λm+1
×
exp
{
− (2σ
2
i λn+2σ
2
i λm+1)ξpω
2
pi
2σ2i ξp+2σ
2
i λn+2σ
2
i λm+1
}
×
exp
{
(4σ2i ηinλn4σ2i ηimλm2µi)ξp
2σ2i ξp+2σ
2
i λn+2σ
2
i λm+1
}
×
exp
{
− (2σ
2
i η
2
inλn+2σ
2
i η
2
imλm+µ
2
i )ξp
2σ2i ξp+2σ
2
i λn+2σ
2
i λm+1
}
×
exp
{
− (2σ
2
i η
2
in−4σ2i ηimηin)λmλn
2σ2i ξp+2σ
2
i λn+2σ
2
i λm+1
}
×
exp
{
− 2σ2i η2imλmλn
2σ2i ξp+2σ
2
i λn+2σ
2
i λm+1
}
×
exp
{
− η2inλn−2µiηinλn+µ2iλn
2σ2i ξp+2σ
2
i λn+2σ
2
i λm+1
}
×
exp
{
− (η
2
im−2µiηim+µ2i )λm
2σ2i ξp+2σ
2
i λn+2σ
2
i λm+1
}]
Φ =
∏N
i=1
[ √
2piσi√
2σ2i ξq+2σ
2
i ξp+2σ
2
i λn+2σ
2
i λm+1
×
exp
{
− (2σ
2
i ξp+2σ
2
i λn+2σ
2
i λm+1)ξqω
2
qi
2σ2i ξq+2σ
2
i ξp+2σ
2
i λn+2σ
2
i λm+1
}
×
exp
{
(4σ2i ξpωpi4σ2i ηinλn4σ2i ηimλm2µi)ξqωqi
2σ2i ξq+2σ
2
i ξp+2σ
2
i λn+2σ
2
i λm+1
}
×
exp
{
− (2σ
2
i ξpω
2
pi+2σ
2
i η
2
inλn+2σ
2
i η
2
imλm+µ
2
i )ξq
2σ2i ξq+2σ
2
i ξp+2σ
2
i λn+2σ
2
i λm+1
}
×
exp
{
− (2σ
2
i λn+2σ
2
i λm+1)ξp
2σ2i ξq+2σ
2
i ξp+2σ
2
i λn+2σ
2
i λm+1
}
×
exp
{
(4σ2i ηinλn+4σ
2
i ηimλm+2µi)ξpωpi
2σ2i ξq+2σ
2
i ξp+2σ
2
i λn+2σ
2
i λm+1
}
×
exp
{
− (2σ
2
i η
2
inλn+2σ
2
i η
2
imλm+µ
2
i )ξp
2σ2i ξq+2σ
2
i ξp+2σ
2
i λn+2σ
2
i λm+1
}
×
exp
{
− (2σ
2
i η
2
in−4σ2i ηimηin+2σ2i η2im)λmλn
2σ2i ξq+2σ
2
i ξp+2σ
2
i λn+2σ
2
i λm+1
}
×
exp
{
− η2inλn−2µiηinλn+µ2iλn
2σ2i ξq+2σ
2
i ξp+2σ
2
i λn+2σ
2
i λm+1
}
×
exp
{
− (η
2
im−2µiηim+µ2i )λm
2σ2i ξq+2σ
2
i ξp+2σ
2
i λn+2σ
2
i λm+1
}]
The number of variational parameters of the
model, nΓ, is
nΓ = C(P+1)+(N+1)P+(D+2)N+D+2C+1
(IV.9)
The energies obtained by the determinant
(IV.8) allow to obtain a system of equations re-
sulting from the condition of minimum
∂Ed
∂Γ
= 0 (IV.10)
The system (IV.10) is implicit in χk and must be
solved in an iterative way, as χk depends on yk
which in turn is a function of Γ = Γ(χk).
V. INTERPRETATION OF THE STATE FUNCTION
The model we have proposed contains three
main weaknesses: 1) the normality of the
marginal densities p(x) and p(t); 2) the absence
of correlation between the N components of the
input vector x; 3) the constancy of the vector ~χ.
The following discussion tries to solve the third
point.
Similarly to wave mechanics we can interpret
the square module of Ψ as a probability. In this
case, the Laplacian operator in equation (IV.1)
models a probability flow. Given that we have
obtained Ψ from a statistical description of a
set of known targets, we can assume that |Ψ|2
represents the conditional probability of x given
t subject to the set of parameters Γ
p(x|t,Γ) = |Ψ(x)|2 (V.1)
where |Ψ|2 dx represents the probability, given t,
of finding the input between x and x+ dx.
The equation (V.1) is related to the conditional
probability p(t|x) through the Bayes theorem
p(x|t) = p(t|x)p(x)
p(t)
(V.2)
Since we considered the C targets indepen-
dent, using the expressions (III.2) and (V.1) into
(V.2), separating variables and integrating over
tk, assuming that at the optimum is satisfied the
condition θk > χk, we have
|Ψ(x)|2
p(x)
=
C∏
k=1
√
2π
θ2k − χ2k
θ2k exp
{
(yk(x)− ρk)2
2 (θ2k − χ2k)
}
which leads to an implicit equation in χk. For
networks with a single output, C = 1, we have
χ(τ+1) =
√√√√θ2 − 2πθ4 p(x)2∣∣Ψ(τ)∣∣4 exp
{
(y − ρ)2
θ2 − χ2(τ)
}
(V.3)
where Ψ, y and χ are functions of x. The equa-
tion (V.3) allows in principle an iterative procedure
which, starting from the constant initial value χ(0)
which leads to a state function Ψ(0), through the
resolution of the system (IV.5) permits to calculate
successive corrections of Ψ.
VI. RESULTS
The resolution of the system (IV.5) requires
considerable computational powers. For this rea-
son the minimum energy was calculated in an
approximate way with a genetic algorithm (GA).
The test problem comes from the Statlib repos-
itory.10 It is a synthetic dataset made up of 3848
records, generated by David Coleman, referred to
for convenience as POLLEN, which represents
geometric and physical characteristics of pollen
grain samples. It consists of 5 variables: the first
three are the lengths in the directions x (ridge), y
(nub) and z (crack), the fourth is the weight and
the fifth is the density, the latter being the target
of the problem. In our model they represent,
respectively, x1, x2, x3, x4 and t1. The choice
10 http://lib.stat.cmu.edu/datasets/
7of this problem lies in the fact that the data
were generated with normal distributions with low
correlations, and is therefore close to the initial
assumptions of the model for x and t. Tables I
and II show the general statistics of the dataset.
The characteristics of the genetic algorithm
have been described in a previous paper [1].
This is a steady-state GA, with a generation
gap of one or two, depending on the operator
applied. The population has binary coding and
implements a fitness sharing mechanism [7] to al-
low speciation and avoid premature convergence,
according to the equations
E
′
l = El
∑
m
ϕ(dlm) (VI.1)
ϕ(dlm) =
{
1− (dlmR )υ ⇒ dkl < R
0 ⇒ dkl ≥ R
being ϕ(dlm) a function of the diversity between
individuals l and m, dlm the Hamming distance
and R the niche radius within which individuals
are considered similar. Niche sharing implements
a correction to energy calculated based on the
similarity between the individual l and the rest of
the population. The more similar it is, the greater
the value of ϕ(dlm), penalizing the energy in the
equation (VI.1) since we are minimizing.
The decoding of the genotype implements the
code of Gray to avoid discontinuities in the binary
representation. The transformation between the
binary representations, b, and Gray, g, for the
i-th bit, considering numbers composed of n
bits numbered from right to left, with the most
significant bit on the left, is given by
gi =
{
bi ⇒ i = n
bi+1 ⊗ bi ⇒ i < n
bi =
{
gi ⇒ i = n
bi+1 ⊗ gi ⇒ i < n
where ⊗ is the XOR operator.
The GA uses four operators: crossover, mu-
tation, uniform crossover and internal crossover,
and performs a search in the space of the com-
puted energies according to the equation (IV.2),
but simultaneously realizes a search in the space
of the operators through the use of two additional
bits in the genotype of each individual of the
population. This allows a dynamic choice of the
probabilities of each operator at each moment
of the calculation, according to the fraction of
elements of the population that encode for each
of the four possibilities. The initial population is
randomly generated.
The procedure for assessing an individual con-
sists of the following steps:
1) the values of the nΓ parameters are gener-
ated within certain prefixed ranges through
the application of one of the operators;
2) the network output, yk, is generated for
each element of the dataset. This set of
values allows us to calculate χk;
3) the D×D elements of the matrices H and
S are computed by means of the integrals
(IV.6) and (IV.7);
4) the determinant (IV.8) is calculated;
5) the system (IV.5) is solved.
Result is the D energy values, Ed, and the D
coefficients c for each of the D state functions
Ψd. The lower value among Ed represents the
global optimum of the problem.
Before the execution of the tests, a preprocess-
ing of the dataset was performed, normalizing
x and t within the range [−1 : 1]. 15 calcu-
lations were conducted, each consisting of 10
concurrent processes sharing the best solution
found. In each calculation the set of lower energy
solutions found in the previous calculations were
introduced. The values of the nΓ parameters
were varied within certain pre-established ranges,
identified through a preliminary test campaign.
The reference ranges are shown in Table III.
Table IV shows the reference values of the pa-
rameters used in the genetic algorithm.
For each element of the population, in addition
to the energy value, has been calculated the
square error percentage of the neural network
[1, 14]
Er =
100
s(tmax − tmin)2
∑
s
(ys − ts)2
where s is the number of records in the dataset
and tmax− tmin = 2 is the normalization interval
used.
Some of the parameters in the Table IV de-
serve some observation:
• υ = 1 implies the so-called triangular niche
sharing;
• R has a considerable influence on the re-
sults and was chosen for each of the 10
concurrent processes of each calculation ac-
cording to the criterion Ri = (i− 1)/10, i =
1, . . . , 10, where i is the process number.
This allows to avoid arbitrary choices since
R can be dependent on the nature of the
problem;
• ξ was chosen in the interval [0 : 4], which
includes the value given by a heuristic RBF
rule which proposes for the standard devi-
ation of the associated normal distribution,
σξ =
√
1
2ξ , the reference value 2d¯ω, where
d¯ω is the average value between the cen-
troids of the functions φp of the equation
8Table I
POLLEN DATASET, GENERAL FEATURES. THE TABLE SHOWS THE MEANS (µ, ρ), STANDARD DEVIATIONS (σ, θ), SKEWNESS
AND KURTOSIS (THE REFERENCE FOR NORMALITY IS 0) OF ORIGINAL AND NORMALIZED DATA
Original data Normalized data
Skewness Kurtosis
Var µ / ρ σ / θ µ / ρ σ / θ
x1 -3.637e-03 6.398 0.0418 0.2863 -0.130 -0.057
x2 1.597e-04 5.186 -0.0257 0.3082 0.072 -0.311
x3 3.103e-03 7.875 0.0178 0.2551 -0.057 -0.158
x4 4.237e-03 10.004 -0.0252 0.2876 0.109 -0.163
t1 1.662e-04 3.144 0.0512 0.2745 0.110 0.192
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Figure VI.1. Evolution of the genetic algorithm that produced the solution with lower energy. Average and better (lower) energy
decrease with the number of generations of the genetic algorithm.
Table II
DATASET POLLEN, CORRELATION MATRIX
x1 x2 x3 x4 t1
x1 1.00 0.13 -0.13 -0.90 -0.57
x2 0.13 1.00 0.08 -0.17 0.33
x3 -0.13 0.08 1.00 0.27 -0.15
x4 -0.90 -0.17 0.27 1.00 0.24
t1 -0.57 0.33 -0.15 0.24 1.00
Table III
VALUES OF THE MODEL AND RANGE OF VARIABILITY OF THE
nΓ VARIATIONAL PARAMETERS, AND x AND t1 DATA OF THE
DATASET
Variable Value
C 1
D 8
N 4
P 10
ζ [1 : (2pi)N ]
x, t1 [−1 : 1]
λ, ξ [0 : 4]
w [−4 : 4]
η, ω [−1 : 1]
Table IV
REFERENCE VALUES OF THE GENETIC ALGORITHM
Variable Value
Population 100
Point mutation probability 0.005
R [0 : 0.9]
υ 1
Chromosome length 2174 bits
Calculation cycles [5000 : 6000]
(III.8). Considering an estimate of d¯ω = 1
(half of the normalization interval) we get
ξ = 0.125. The range ξ ∈ [0 : 4] is equivalent
to σξ ∈ [0.354 : ∞]. The same criterion has
also been used for the vector ~λ.
The dataset was divided into two parts, a set
of training (2886 records) and a set of test-
ing (962 records). Technically this subdivision
is not necessary, since the two data partitions
are generated by the same distribution and the
9Table V
RESULTS OF THE GENETIC ALGORITHM FOR THE PARAMETERS OF BASIS FUNCTIONS φ OF THE NETWORK yk
ξ P \ N ω1 ω2 ω3 ω4
3.4013120 ω1 -0.764254 0.487696 0.828128 -0.309709
2.8162860 ω2 0.722523 -0.829504 0.884602 -0.440280
3.9395730 ω3 -0.977770 -0.860840 -0.385800 0.694424
1.1004576 ω4 0.563102 0.138821 0.801561 0.928019
0.1681290 ω5 0.829662 0.126966 -0.345363 -0.546116
0.8617840 ω6 -0.621750 -0.468552 -0.684078 0.462411
0.2275410 ω7 -0.969937 0.801109 -0.634125 -0.436867
3.2266080 ω8 0.424373 0.804881 0.896162 -0.218709
3.4019790 ω9 -0.756753 -0.440174 -0.688590 0.101702
3.6097500 ω10 0.937970 0.675499 0.980483 -0.884515
Table VI
RESULTS OF THE GENETIC ALGORITHM FOR NETWORK
WEIGHTS
P \ C w1
w0 -0.262204
w1 -0.654650
w2 0.270344
w3 -0.479204
w4 0.291074
w5 -1.255660
w6 -0.103152
w7 2.376997
w8 -0.905523
w9 0.479075
w10 1.621334
characterization of the problem in the model is
given exclusively by the value of the constants ~ρ,
~θ, ~µ and ~σ, which are almost the same for both
partitions.
The variational parameters of the best solu-
tion are reported in Tables V, VI and VII. The
final results of the calculation, including error
and energy, are shown in Table VIII. Figure VI.1
shows the evolution of error and energy (lower
and average) of the calculation that generated
the lower energy solution, which shows how the
minimization of energy leads to a decrease of the
error committed by the net in the target prediction.
The final error value for training (0.945%) and
testing (0.951%) partitions is particularly signifi-
cant given the low number of basis functions used
in the definition of Ψ and yk.
VII. CONCLUSIONS
In this work we have developed a model for
optimizing artificial neural networks based on
an analogy with a physical quantum-mechanical
system. One of the advantages of this approach
is the possibility, potentially, of using wave me-
chanics techniques in their study. An example is
the generalized Hellmann-Feynman theorem
∂Ed
∂Γ
=
∫
Ψ∗
∂Hˆ
∂Γ
Ψ dx
whose validity needs to be demonstrated in this
context, but whose use seems justified since it
can be demonstrated by assuming exclusively
the normality of Ψ and the hermiticiy of Hˆ. Its
applicability could help in the calculation of the
system (IV.10).
It is necessary to carry out a systematic test
campaign to verify the results obtained. These
tests are currently underway and will be the
subject of a subsequent work. The preliminary
results obtained on a set of selected problems
coming from the Statlib and UCI11 repositories
confirm the validity of the model.
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