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Abstract
Dispersion (van der Waals or vdW) interactions are long-range, non-local in
nature, and can be important for understanding and predicting structure and
energetics in many systems. Examples of such systems include weakly bound
dimers, molecules on surfaces and molecular crystals. Because of the inherent
non-locality of these interactions, they are not accounted for by traditional
local and semi-local exchange and correlation functionals in density functional
theory (DFT). In this thesis, two diﬀerent approaches to including dispersion
interactions in DFT were investigated and implemented.
The ﬁrst approach is based on a recently developed method [1] that maps
the DFT ground-state electron density onto a set of maximally-localized Wan-
nier functions (MLWFs). These MLWFs act as fragments of electron density
that are used in a pairwise summation of the vdW contribution to the total
energy. This contribution is added to the total DFT ground-state energy in a
post-processing fashion. The method, as originally proposed, has a number of
shortcomings that hamper its predictive power. To overcome these problems, we
developed and implemented a number of improvements to it and demonstrated
that these modiﬁcations give rise to calculated binding energies and equilib-
rium geometries that are in closer agreement to results of quantum-chemical
coupled-cluster calculations.
The second approach, known as the vdW density functional (vdW-DF)
method, incorporates a non-local vdW term directly into the exchange and
correlation functional. Following a recent eﬃcient implementation [2] we coded
this approach and a number of vdW functionals (vdW-DF, vdW-DF2, optB88,
optPBE) in the ONETEP linear-scaling DFT package, enabling treatment of
very large systems that were previously too computationally demanding for
such methods. We applied the vdW-DF method to a system of interest for
applications in photovoltaics, namely fullerene (C60) molecular crystals, and in-
vestigated the eﬀect of including vdW interactions on the relative stability of
diﬀerent crystal structures.
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Chapter 1
Introduction
A little over a century ago, the theory of quantum mechanics made its appear-
ance. It introduced concepts and ideas that were in contradiction to what was
believed at the time about how atoms and molecules behave, and what laws of
physics apply to the microscopic level. The electrons were no longer considered
particles but also sometimes as waves. Their motion was not governed by deter-
ministic principles, but was rather probabilistic. Despite its counter-intuitive
nature, quantum mechanics has repeatedly been shown to work, and is regularly
validated to remarkable precision. The widely used Schrödinger equation is the
starting point for many quantum problems, and is the one we use here.
The understanding generated by quantum mechanics is largely responsible
for the rapid development of technology over the past century. For instance, ex-
ploring the behaviour of materials at the microscopic level would be impossible
without quantum mechanics, since it is the structure and composition of atoms
and molecules that determines their properties and in particular their electronic
structure. Up until a few decades ago, the extensive study of materials was
almost exclusively limited to a combination of experiment and analytic theory,
which is quite limiting on its own. Solving the Schrödinger equation for a many-
body system is an extremely challenging task, and exact solutions do not exist
even for systems with a small number of particles. While approximate solu-
tions were in some cases obtained with iterative numerical methods, the scope
was very limited. The introduction of digital computers revolutionized the way
numerical methods were applied, and allowed for many procedures to be auto-
mated, thus performing previously time-consuming tasks relatively fast. With
the appearance of a new era of faster computers, as well as the development
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of eﬃcient algorithms, the interest in simulating materials using computational
methods dramatically increased. Beyond the theoretical interest, simulating
materials has also very important applicability to industry, particularly technol-
ogy. The simulation of materials can be extremely useful for discovering new
properties by examining their predicted behaviour. As a result, signiﬁcant re-
search eﬀort is been devoted to further developing and improving methods and
algorithms that allow more accurate and more eﬃcient simulations.
Computational simulations are not exact when approximations have been
used in order to perform the operations within a realistic timeframe. The chal-
lenge is then to ﬁnd methods which are accurate enough but also eﬃcient; un-
fortunately these are often competing requirements. One good compromise is
density functional theory (DFT). It has been increasingly used since its concep-
tion, with an explosion in its use and performance, and is still being used to this
day very successfully for applications on a number of systems. Its further devel-
opment is still a very active research topic, with a number of diﬀerent branches
that are constantly being expanded. The accuracy of any approximate method
can always be improved by “including more physics” into it, as some physics
is missed either partly or completely because of the underlying approximations
made. A type of interaction that is missed by traditional DFT is dispersion, or
van der Waals (vdW). Because of the local or semi-local nature of most common
approximations to the exchange and correlation functionals used in DFT simu-
lations, DFT is not able to capture these interactions. Dispersion interactions
are long-range and non-local in nature. They are weaker than ionic or covalent
interactions, but are very important in weakly bound systems such as molecular
dimers, molecular crystals and organic systems. Including vdW in DFT has
been desirable since the early days of DFT, but very recently there has been
a dramatic increase in interest in this particular subject. Many methods, of
varying degrees of accuracy, have been developed within DFT codes and tested
on a number of systems, with a vast range of applications to realistic systems.
For example, it is of interest to study fullerene crystals, which are dominated
by vdW interactions, as it has been show that they can improve the eﬃciency
of photovoltaic devices [3–5].
This thesis is structured as follows: In Chapter 2 we give an overview of
the theoretical framework used in density functional theory. First we introduce
the many-body problem, and discuss the problems it poses. We then introduce
the concept of density functional theory, whereby the electronic density is used
as the fundamental variable of the system, and discuss the advantages of this
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approach. The concept of the energy density functional is introduced and the
various ways of approximating it are mentioned. Next, the main methods used to
simplify the task of solving the many-body equation in DFT are brieﬂy outlined.
The limitations and successes of DFT are put into context.
In Chapter 3, a brief review of vdW interactions and their nature is given.
Starting from a simple picture, we show how vdW interactions arise and how
to describe them mathematically to various levels of sophistication. We follow
this with a discussion of various methods to include vdW in electronic structure,
focusing in particular on the DFT framework. The physical motivation of these
methods and the approximations they rely on is given, and their performance
and eﬃciency are assessed.
In Chapter 4, we focus on one of the methods (Silvestrelli 2008 [1]) that
has been developed to include vdW in DFT. As this method is based on the
use of maximally-localized Wannier functions [6] (MLWFs), we ﬁrst introduce
the MLWF concept. This method relies on approximating the real electronic
density of the system by using MLWFs to partition the density, and then ap-
proximate those MLWFs with hydrogenic orbitals. This approximate density
is then used in an expression to evaluate the vdW energy of the system in a
post-processing fashion. We study the method carefully, apply it to a range of
increasingly complex systems and assess its performance. We identify a num-
ber of shortcomings and address some of them by proposing modiﬁcations to
the method, yielding signiﬁcant improvement on a number of the systems we
study; we compare against quantum chemical coupled-cluster calculations and
ﬁnd much better agreement than the original method. We discuss the method’s
limitations when moving to larger and more structurally complex systems. This
work has been published as J. Chem. Phys. 135, 154105 (2011) [7].
In Chapter 5, we show how another recently proposed eﬃcient method for
the inclusion of vdW in DFT was implemented within the Order-N Electronic
Total Energy Package [8] (ONETEP) framework and present its formulation.
The original method by Dion et al. [9] is termed vdW-DF as it proposes a vdW
non-local correlation functional which is to be included in a fully self-consistent
calculation. The eﬃcient nearly-linear scaling implementation that has been
proposed [2] make it an ideal addition to ONETEP, allowing the simulation
of large weakly-bound systems. Many of the proposed variations (ﬂavours) to
the vdW-DF have also been implemented in ONETEP, such as the vdW-DF2
by Lee et al. [10] and the “opt-vdW” functionals by Klimeš et al. [11], and
are also discussed. An overview of linear-scaling density functional theory is
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given, with particular focus on ONETEP, which makes use of highly-localized
non-orthogonal orbitals to calculate the ground state electronic density and
ultimately the total ground state energy of the system in a linear-scaling fashion,
meaning that the computational time for a calculation scales linearly with the
number of atoms in the system. This is achieved by applying a number of
spatial cutoﬀs justiﬁed by the near-sightedness of electronic structure. The
basic formulation and approximations used in the code are given.
In Chapter 6, we focus on the structure known as Buckminsterfullerene (C60),
or bucky-ball. The bucky-ball was discovered in 1985 by Kroto et al. [12] and
has been extensively studied experimentally. It is found in an ordered crystal
structure at low temperatures; at higher temperatures, there is disorder in the
system. We give an overview of the available literature regarding experimental
and electronic structure research on the bucky-ball and discuss why it is a good
testing system for vdW-DF functionals, as well as its potential use in applica-
tions. We apply a number of functionals, amongst which are various ﬂavours of
the vdW-DF and present our results on geometry, structure and energetics on
the C60 crystal; we compare to experimental values as well as other electronic
structure simulations from the literature, and ﬁnd reasonable overall agreement.
Remarkable agreement is found for one vdW-DF functional (optPBE) for the
lattice parameter of the crystal cell with respect to the experimental value. We
argue that a particular family of vdW-DF ﬂavours might indeed be appropriate
for studying molecular crystals.
In Chapter 7, we draw our conclusions regarding our work, and where it
stands in the framework of the ﬁeld, and discuss potential future directions that
may be taken in the spirit of vdW functionals within linear-scaling DFT.
14
Chapter 2
Density Functional Theory
A method used in computational simulations that has gained increasing popu-
larity due to its eﬃciency and accuracy is Density Functional Theory (DFT).
Density functional theory is a quantum mechanical theory which uses the elec-
tronic density of the system as the fundamental variable rather than the full
many-body wavefunction. In this chapter, the electronic many-body problem
is presented ﬁrst, followed by the fundamentals of DFT, the various approxima-
tions used in it, as well as a brief discussion on implementation and scaling of
DFT computational codes.
2.1 The many-body electron problem
The single-particle time-dependent Schrödinger equation is the starting point
for any quantum problem:
(
− ~
2
2m
∇2 + V (r)
)
Φ(r, t) = i~
∂Ψ(r, t)
∂t
(2.1)
where m is the mass of the particle, Φ(r, t) is the wavefunction of the system
and V (r) is the potential energy of the particle at the given position. The
physical interpretation of the wavefunction is given through |Φ(r, t)|2, which is
the probability density at position r and time t. The probability of ﬁnding the
particle in an inﬁnitesimal volume δV around the position r at time t is then
|Φ(r, t)|2δV .
Assuming that the wavefunction can be written in a separable form as
Φ(r, t) = Ψ(r)Ω(t), it can be easily shown by separation of variables that the
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time-independent Schrödinger equation is:
(
− ~
2
2m
∇2 + V (r)
)
Ψ(r) = EΨ(r) (2.2)
where E is the separation constant and represents an energy eigenvalue, while
the time-dependent part of the equation satisﬁes:
i
∂Ω(t)
∂t
= EΩ. (2.3)
Eq. 2.3 yields a trivial exponential solution, and Eq. 2.2 has to be solved for
the particular potential. The operator − ~22m∇2+V (r) is called the Hamiltonian
of the system. The time-independent Schrödinger is the one that we will be
concerned with here.
Determining the properties of a material ab initio, that is without any empir-
ical parameters characterising it other than its atomic structure, involves solving
the Schrödinger equation for a system of many interacting particles. We start
by extending Eq. 2.1 to a collection of particles by writing the Hamiltonian for
a system of electrons at positions {ri} with charges e, and nuclei at positions
{RI} with charges ZIe as
Hˆ = − ~
2
2me
∑
i
∇2i−
∑
i,I
ZIe
2
4πǫ0|ri −RI | +
1
2
∑
i6=j
e2
4πǫ0|ri − rj |
−
∑
I
~
2
2MI
∇2I +
1
2
∑
I 6=J
ZIZJe
2
4πǫ0|RI −RJ | (2.4)
where me is the mass of an electron, MI the mass of the I-th nucleus, and the
Laplacian operators only act on their corresponding coordinates. In order to
work with quantities of order 1, the atomic, or Hartree units are adopted, in
which e = me = ~ = a0 = 4πǫ0 = 1. The dimensionless Hamiltonian then reads:
Hˆ′ = −1
2
∑
i
∇2i−
∑
i,I
ZI
|ri −RI | +
1
2
∑
i6=j
1
|ri − rj |
−
∑
I
1
2MI
∇2I +
1
2
∑
I 6=J
ZIZJ
|RI −RJ | . (2.5)
Atomic units will be used throughout this thesis, unless otherwise speciﬁed.
An important approximation is the Born-Oppenheimer (BO) [13] or adia-
batic approximation, in which the nuclei are treated as classical particles. The
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electrons are assumed to remain in a speciﬁc choice of ground or excited state as
the nuclei move. The BO approximation allows to get from the full Hamiltonian
of the full electronic and nuclear system to the Hamiltonian of the electrons only,
which depends only parametrically on {RI}. First, the following form for the
electron nuclei wavefunction is assumed:
Ψ({RI}, {ri}) =
∑
n
Θn({RI})Φn({RI , ri}) (2.6)
and now the Φn({RI , ri}) satisfy the Schrödinger equation for the electron-only
Hamiltonian:
HˆeΦn({RI , ri}) = En({RI})Φn({RI , ri}) (2.7)
where
Hˆe = −1
2
∑
i
∇2i −
∑
i,I
ZI
|ri −RI | +
1
2
∑
i6=j
1
|ri − rj | (2.8)
is the electron-only Hamiltonian. We deﬁne
Tˆ = −1
2
∑
i
∇2i (2.9)
Vˆne =
∑
i,I
ZI
|ri −RI | (2.10)
Uˆee =
1
2
∑
i6=j
1
|ri − rj | (2.11)
where Uˆee is the operator for the electron interaction, Tˆ is the kinetic energy
operator, and Vˆne the electron-nuclear interaction operator.
Substituting an ansatz for the wavefunction of the separable form Ψ =
Θ({RI})Φ({RI , ri}) into the full Hamiltonian of Eq. 2.5 and recalling Eq. 2.7,
one obtains
Hˆ′Ψ({RI}, {ri}) =
Φ({RI , ri})
[
−
∑
I
1
2MI
∇2I +
1
2
∑
I 6=J
ZIZJ
|RI −RJ | + En({RI})
]
Θ({RI})
−
∑
I
1
2MI
[
∇2I +Θ({RI})∇2IΦ({RI , ri}) + 2∇IΘ({RI}) · ∇IΦ({RI , ri})
]
(2.12)
Because the ∇I operator acts on the RI space, it also operates on the elec-
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tronic wavefunction Φ({RI , ri}). As a result, two terms containing oﬀ-diagonal
components appear in Eq. 2.12 meaning that Eq. 2.6 is not an eigenstate of Hˆ′.
However, based on the fact that nuclei are heavier than electrons, we can ig-
nore the oﬀ-diagonal terms since they are multiplied by 1/2MI. Ultimately, the
electron part of the separable wavefunction satisﬁes the Schrödinger equation in
Eq. 2.7 and the nuclear wavefunction satisﬁes a Schrödinger equation in which
the electronic energy is a mean-ﬁeld potential. Unless otherwise stated, we will
work with the electronic Hamiltonian throughout this work. From now on, the
parametric dependence of the electronic wavefunction and energy eigenvalues
on the nuclear coordinates will no longer be denoted, and implicitly assumed.
For a system with N electrons, the Hamiltonian deﬁned in Eq. 2.8 will be used
with a wavefunction Ψ(r1, . . . , rN ). The wavefunction has to be antisymmetric
under exchange of any pair of electrons, that is
Ψ(r2, r1, . . . , rN ) = −Ψ(r1, r2, . . . , rN ) (2.13)
and also normalized, so that
ˆ
|Ψ(r1, . . . , rN )|2
N∏
i
dri = 1. (2.14)
The exchange condition arises because of the indistinguishability of electrons,
and the normalization condition ensures that the probability of ﬁnding the elec-
trons anywhere in space is 1.
Analytical or exact numerical solutions of 3N coupled second order partial
diﬀerential equations can only be found for a very small N . For larger numbers
of interacting particles, solution of the 3N -dimensional partial diﬀerential equa-
tions becomes an impossible computational task. A method is then required
which makes the problem more tractable, but also yields reasonably accurate
results. Density functional theory has been successful in achieving remarkably
accurate results for a wide range of systems [14] and is currently the method of
choice for simulating materials.
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2.2 Density functional theory fundamentals
In density functional theory, the fundamental variable of the system is the elec-
tronic density
ρ(r) = N
ˆ
dr2 . . .
ˆ
drN |Ψ(r, r2, . . . , rN )|2 (2.15)
rather that the full many-body wavefunction. The energy is expressed as a func-
tional of the electronic density, and the ground state energy can be calculated
by minimizing this functional after making a number of well-justiﬁed approxi-
mations. We start by stating and showing the proof of two important theorems
by Hohenberg and Kohn.
2.2.1 Hohenberg-Kohn theorems
In 1964 Hohengerg and Kohn (HK) proved two theorems [15] underpinning
DFT as it is known today. The ﬁrst theorem states that there is a one-to-one
mapping between the electronic density and the external potential Vext(r), which
we deﬁne as the electron-nuclear potential from Eq. 2.10, so Vˆext = Vˆne. As a
result of the one-to-one mapping between the electronic density and the external
potential, the ground state wavefunction is also determined by the density. The
second theorem states that there exists a universal functional of the density,
F [ρ], valid for any external potential Vext(r); the ground state energy of the
system for any particular Vext(r) is then the global minimum of that functional,
and the density that minimizes it corresponds to the ground state density. The
great importance of the HK theorems is that all the information about the
ground state is embodied in the density as opposed to the 3N variable many-
body wavefunction. This on its own is remarkable: the problem of solving 3N
coupled diﬀerential equations can be reduced down to determining the ground
state density. In the next sections, the HK theorems will be proved and their
implications discussed.
First HK theorem
We start from the Schrödinger equation for the electrons, now using “bra” and
“ket” notation for a wavefunction |Ψ〉, and dropping the e subscript from the
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Hamiltonian for convenience:
Hˆ |Ψ〉 =
(
Tˆ + Uˆee + Vˆext
)
|Ψ〉 = E|Ψ〉. (2.16)
To prove the ﬁrst theorem [16], let us suppose we have two diﬀerent external
potentials Vext(r) and V ′ext(r), for two systems that have the same number of
electrons. The Hamiltonians of the two systems corresponding to the two exter-
nal potentials are Hˆ = Tˆ + Uˆee + Vˆext and Hˆ ′ = Tˆ + Uˆee + Vˆ ′ext. Let |Ψ〉, |Ψ′〉
be the ground state wavefunctions of the two diﬀerent systems. We can write
their ground state energies as E0 = 〈Ψ|Hˆ|Ψ〉 and E′0 = 〈Ψ′|Hˆ ′|Ψ′〉.
Using the Rayleigh-Ritz variational principle, we know that the energy of
the ground state is the minimum, so it will always be smaller than the energy
of any other state. We can then write
E0 < 〈Ψ′|Hˆ |Ψ′〉
= 〈Ψ′|Hˆ ′|Ψ′〉+ 〈Ψ′|Hˆ − Hˆ ′|Ψ′〉
= E′0 + 〈Ψ′|Vˆext − Vˆ ′ext|Ψ′〉
so
E < E′0 +
ˆ
ρ(r)(Vext(r) − V ′ext(r))dr (2.17)
Following the same argument,
E′0 < E0 − 〈Ψ|Vˆ ′ext − Vˆext|Ψ〉 = E0 −
ˆ
ρ(r)(V ′ext(r) − Vext(r))dr (2.18)
Adding 2.17 to 2.18 gives E0 + E′0 < E
′
0 + E0, which is contradictory; thus it
is concluded that two diﬀerent external potentials cannot give rise to the same
ground state electronic density, ρ0(r). Therefore, there is a one-to-one corre-
spondence between Vext(r) and ρ0(r). Since the electronic density determines
the external potential, it should also determine the ground state wavefunction,
therefore the energy must be a functional of the electronic density.
Second HK theorem
The second theorem proves that the ground state energy is a functional of the
density, which can be deduced from the previous part of the theorem by consid-
ering the following argument:
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The energy functional is deﬁned as
EHK[ρ] = FHK[ρ] +
ˆ
ρ(r)Vext(r)dr (2.19)
where
FHK[ρ] = T [ρ] + Uee[ρ] (2.20)
is a universal functional for systems with the same number of electrons, inde-
pendent of the external potential.
Considering a system with a ground state density ρ0(r) corresponding to
an external potential Vext(r), we can write the ground state energy as E =
EHK[ρ] = 〈Ψ|Hˆ |Ψ〉, where |Ψ〉 is the wavefunction of the system. For a dif-
ferent density ρ(r) corresponding to a diﬀerent wavefunction Ψ′ we have E′ =
EHK[ρ
′] = 〈Ψ′|Hˆ|Ψ′〉 > E since |Ψ′〉 is not the ground state of the Hamilto-
nian Hˆ . It is therefore concluded that the ground state density gives the lowest
energy, corresponding to the ground state energy.
The ground state energy can be calculated by minimizing the energy func-
tional, imposing the constraint that the electronic density integrates to the
number of particles,
´
ρ(r)dr = N . The Euler-Lagrange equation then reads:
δ
δρ(r)
{EHK[ρ]− µ
ˆ
ρ(r′)dr′} = 0 (2.21)
which yields
µ = Vext(r) +
δFHK[ρ]
δρ(r)
(2.22)
where µ is the chemical potential.
2.2.2 Kohn-Sham equations
Since F is an unknown functional, an approximation is needed to be able to
calculate the energy. A widely used scheme was proposed by Kohn and Sham
(KS) [17] which makes the problem tractable.
As the HK theorem proves, the energy can be written as a functional of the
density. The ground state energy of a system is then
E[ρ] = FHK[ρ] +
ˆ
ρ(r)Vext(r)dr (2.23)
Since the functional FHK[ρ] is independent of the external potential, Kohn and
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Sham proposed to use an auxiliary non-interacting system with the same ground
state density as the real, interacting one. The non-interacting system can be
written in terms of one-electron orbitals, thus making the equations easy to
solve. The Hamiltonian describing this non-interacting system is
Hˆnon−int =
N∑
i=1
[
−1
2
∇2i + Veff(ri)
]
(2.24)
where Veff(r) is an eﬀective potential that gives rise to the same density as the
fully interacting real system.
The eigenstates of this Hamiltonian are described by an antisymmetric wave-
function written as a Slater determinant, which encompasses the anti-symmetry
of the wavefunction under the exchange of two electrons:
Ψ(r1 . . . rN ) =
1√
N !
∣∣∣∣∣∣∣∣
ψ1(r1) . . . ψN (r1)
...
. . .
...
ψ1(rN ) . . . ψN (rN )
∣∣∣∣∣∣∣∣
. (2.25)
It can be shown using the deﬁnition of the density in Eq. 2.15 that for a wave-
function of the form given in Eq. 2.25, the expression for the density becomes
ρ(r) = 2
N/2∑
i
|ψi(r)|2 (2.26)
for doubly degenerate orbitals, where the Slater determinant only has N/2 single
particle states.
The kinetic energy term of the non-interacting system is then:
Tˆs = −1
2
∑
i
〈ψi|∇2|ψi〉 (2.27)
The one-electron orbitals are solutions to the Schrödinger equation
HˆKSψi(r) = εiψi(r) (2.28)
where HˆKS is the single-electron Kohn-Sham Hamiltonian
HˆKS = −∇
2
2
+ Veff(r). (2.29)
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The ground state energy of the KS system can then be written as
EKS[ρ] = Ts[ρ] +
ˆ
Veff(r)ρ(r)dr (2.30)
so the Euler-Lagrange equation for the KS system is:
µs =
δTs[ρ]
δρ(r)
+ Veff(r) (2.31)
where µs is again a chemical potential.
Recalling Eq. 2.20 we can write:
FHK[ρ] = T [ρ] + Uee[ρ]
= Ts[ρ] + EH[ρ] + Exc[ρ] (2.32)
where
EH[ρ] =
1
2
ˆ ˆ
ρ(r)ρ(r′)
|r− r′| drdr
′ (2.33)
is the Hartree energy and Exc[ρ] is the exchange-correlation functional contain-
ing all the many-body eﬀects of the system and in this case also includes the
kinetic correlation ignored in the kinetic energy of the non-interacting system
Ts[ρ]. Having made this decomposition, we have essentially reduced the many-
body problem down to determining the exchange and correlation functional.
This decomposition is also very convenient as it allows to treat each term sep-
arately, in diﬀerent approximations. Now, from Eq. 2.19 and Eq. 2.32 we can
write
EHK[ρ] = Ts[ρ] + EH [ρ] +
ˆ
ρ(r)Vext(r)dr + Exc[ρ]. (2.34)
Taking the functional derivative of Eq. 2.34 and Eq. 2.19 with respect to the
density and equating them (or equivalently equating Eq. 2.31 to Eq. 2.22), we
obtain
δTs[ρ]
δρ(r)
+ Veff [ρ](r) =
δTs[ρ]
δρ(r)
+
δEH[ρ]
δρ(r)
+
δExc[ρ]
δρ(r)
+ Vext[ρ](r) (2.35)
so now the eﬀective potential can be written as:
Veff [ρ](r) = Vext[ρ](r) +
ˆ
ρ(r′)
|r− r′|dr
′ +
δExc[ρ]
δρ(r)
. (2.36)
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The
´ ρ(r′)
|r−r′|dr
′ term is called the Hartree potential and denoted VH. Now the
Schrödinger equation
[
−∇
2
2
+ Veff [ρ](r)
]
ψi(r) = εiψi(r) (2.37)
has to be solved to obtain the eigenvalues εi. Since the eﬀective potential is a
functional of the density, Eq. 2.37 has to be solved self-consistently: an initial
guess for the density is used to solve the equation for the energy and once solved,
the new density is constructed from the resulting eigenfunctions; this continues
in an iterative fashion, until convergence of the energy within a certain threshold
is achieved. This is the basis for many DFT codes.
The ground state energy is calculated as:
E[ρ] = 2
∑
i
εi − 1
2
ˆ ˆ
ρ(r)ρ(r′)
|r− r′| drdr
′ + Exc[ρ]−
ˆ
Vxc[ρ(r)]ρ(r)dr (2.38)
where the double counting is removed by subtracting the appropriate terms and
Vxc[ρ(r)] =
δExc[ρ]
δρ .
2.2.3 Exchange and correlation functionals
Even though the HK theorems and the KS mapping are exact, they merely re-
place one problem with another, as there is no exact expression for the exchange-
correlation (XC) functional introduced in Eq. 2.34. The exchange energy arises
due to the indistinguishability of electrons and the correlation energy describes
the interaction of all electrons with one another. As such, the correlation energy
is the most challenging term to describe accurately. Although the exchange en-
ergy can be calculated exactly for single particle orbitals, it is computationally
expensive to compute for some particular basis sets and is often approximated.
There exist various approximations for calculating the exchange and correlation
energy. We present some of them here.
Local Density Approximation
The Local Density Approximation (LDA) is the simplest approximation to the
exchange and correlation functional. The exchange and correlation energy as-
sociated with an inﬁnitesimal volume of the system is approximated by the ex-
change and correlation energy of the same volume of a homogeneous electron gas
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with an electron density equal to the density associated with the volume. In the
limits of low density, the exchange-correlation energy per electron, εhomxc (ρ(r)), is
known accurately from Quantum Monte-Carlo simulations (QMC) by Ceperley
and Alder [18]; in the limits of high density, it can be calculated analytically. On
the basis of a parametrized form [19,20] of εhomxc (ρ(r)), the XC energy functional
is approximated as:
ELDAxc [ρ] =
ˆ
ρ(r)εhomxc (ρ(r))dr. (2.39)
The LDA has been successful for a number of systems. For instance, lattice
constants for diamond, Si and Ge are predicted within 1% of experimental
values [21], however, overbinding is typically seen, meaning energies are over-
estimated compared to experimental values. LDA is successful particularly
where the density is uniform, but also for molecular or crystal systems. It
is however limited by the approximations that go into it, and fails to capture
the correct behaviour on some types of systems, for example hydrogen-bonded
systems.
Gradient approximations
The next level of approximation is to expand the density in its gradients and
higher order derivatives. The most commonly used form of such an expansion
is the Generalised Gradient Approximation (GGA). GGA functionals are con-
structed in a way to satisfy a set of sum rules on the asymptotic behaviour
of the functional. GGAs provide better atomisation and lattice constants but
usually underbind, meaning the binding energies are underestimated compared
to experiment. Some commonly used GGA functionals are the Perdew, Burke
and Ernzerhof (PBE) [22], Perdew and Wang 91 (PW91) [23], BLYP [24], Wu
and Cohen (WC) [25], PBEsol [26].
The general form for a GGA exchange and correlation functional is:
Exc[ρ] =
ˆ
ρ(r)Fxc[ρ(r),∇ρ(r),∇2ρ(r), . . .]dr (2.40)
where Fxc is called the enhancement factor, and all the gradients and higher
order derivatives are encompassed by it. This approach is only semi-local.
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The exchange part of a GGA functional can be written as:
Ex =
ˆ
εLDAx ρ(r)Fx(s)dr (2.41)
where s = |∇ρ|/(2kFρ) and kF = (3π2ρ)1/3. Diﬀerent functionals use diﬀerent
enhancement factors that are physically motivated in various limits and approx-
imations.
There are other types of functionals that go beyond the GGA such as meta-
GGAs that include higher powers of the density gradient in the enhancement
factor, up to fourth order, and hybrid functionals that combine Hartree-Fock ex-
change with DFT exchange. The Hartree-Fock (HF) method is a wavefunction-
based method that uses one-electron orbitals and a mean potential in the Hamil-
tonian to calculate the energy of the system. With HF the exchange is calcu-
lated exactly, however it is more computationally costly as a method. Before
the Hartree-Fock method, the Hartree method was proposed, where the total
wavefunction of the system was taken to be simply a product of the one-electron
orbitals. That form of course misses exchange, which the later developed HF
method included by writing the total wavefunction of the system as a Slater
determinant of one-electron orbitals. Correlation is not taken into account in
either the Hartree or the Hartree-Fock method.
John Perdew classiﬁed the various functionals into levels of increasing so-
phistication [27] but also increasing computational cost, as follows:
• Hartree method
• LDA
• GGAs
• Meta-GGAs
• Hybrids
• Fully non-local
This “ladder” is used to demonstrate that the accuracy and computational ef-
ﬁciency are competing requirements and often one is at the cost of the other.
Research on the ﬁeld of electronic structure calculations is geared towards at-
tempting to bridge that gap, by inventing methods that are accurate but also
eﬃcient. This is often very diﬃcult to do for a general set of systems, so the
focus is mainly on developing methods that perform well for a particular type
of systems.
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2.3 Solving the Kohn-Sham equations
In this section we brieﬂy outline some ways which can signiﬁcantly simplify the
task of solving the KS equations (Eq. 2.37) computationally. First, the concept
of basis sets is introduced, with focus on plane-wave basis sets. Next, Bloch’s
theorem for periodic systems and its uses are presented, followed by a basic
discussion on how a plane wave basis is used in practice. Finally, an overview
of the pseudopotential method is given.
2.3.1 Basis sets
Representing the one-electron orbitals in a particular basis rather than a three-
dimensional grid is desirable as it can reduce the complexity of solving the KS
equations. With an appropriate choice of basis the problem then comes down
to, for instance, diagonalizing a matrix, or generally an easier task than solving
N diﬀerential equations. There are various choices of basis sets: atomic orbitals;
Gaussian basis, both used extensively in quantum chemistry approaches; plane
waves (PW), used in a number of DFT packages.
The general expansion of a wavefunction ψi(r) in a basis set {φα(r)} is
ψi(r) =
∑
α
ciαφα(r) (2.42)
Assuming the general case where the φα are not orthonormal, the Schrödinger
equation (Eq. 2.37) may be cast into matrix form as
∑
α
Hβαciα = εi
∑
α
Sβαciα (2.43)
where Hβα = 〈φβ |Hˆ |φα〉 is the Hamiltonian matrix and Sβα = 〈φβ |φα〉 is the
overlap matrix, which for an orthonormal basis becomes the identity matrix.
2.3.2 Bloch’s theorem
Before we move onto the discussion about the plane wave basis, it is important
to mention Bloch’s theorem [28]. Bloch’s theorem states [29] that for a periodic
external potential, i.e., one where V (r) = V (r+Ri), where Ri is a lattice vector
of the unit cell, the wavefunction of an electron can be written as
ψnk(r) = e
ik·runk(r) (2.44)
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with
unk(r) = unk(r+Ri). (2.45)
The label k denotes the wave vector of the electron and n labels the band in
question. Bloch’s theorem has important implications, as it allows to treat
periodic systems like perfect crystals very conveniently by taking advantage of
the symmetries present in the system, thus enabling us to perform calculations
of key quantities in a relatively simple manner. We show brieﬂy how this can
be done in the next section.
2.3.3 Plane waves
Because of Bloch’s theorem, a plane wave basis is a natural choice for solid
state systems, where a periodic external potential is present. Plane waves are
solutions to the Schrödinger equation with a constant external potential. A
great advantage of the PW basis is the fact that it is a complete basis and
in practice can be systematically improved by using more plane waves in the
representation of a wavefunction. Another advantage is the ease of switching
between real and reciprocal space representations, by merely applying a Fourier
transform, which for a PW basis requires O(N logN) operations.
Knowing from Eq. 2.45 that unk(r) is periodic, we can write it as a Fourier
series:
unk(r) =
∑
n
Cnk,Ge
iG·r. (2.46)
We can see that because of Eq. 2.44 we have exp(iG · Ri) = 1, which means
that the only allowed values for G are the reciprocal lattice vectors gi, deﬁned
as:
gi = 2πεijk
Rj ×Rk
Ω
for i 6= j 6= k (2.47)
where εijk is the Levi-Civita symbol and is equal to 1 for cyclic permutations
of indices, −1 for anti-cyclic permutations, and 0 for any repeated indices, and
Ω is the volume of the primitive cell.
The volume deﬁned by the primitive reciprocal lattice vectors, ΩR = g1 ·
(g2 × g3), is called the ﬁrst Brillouin zone (BZ).
A PW expansion for the wavefunction takes the form:
ψnk(r) =
∑
G
Cnk,Ge
i(G+k)·r. (2.48)
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The problem of ﬁnding the energy eigenvalues of Eq. 2.37 then comes down
to calculating the matrix elements of the kinetic operator and the eﬀective
potential operator in the PW basis, and diagonalising the Hamiltonian matrix
obtained.
Considering a periodic system, we substitute the form for the eigenstates
from Eq. 2.48 into Eq. 2.37, left-multiply by e−i(G
′+k′)·r, integrate over r and
use orthonormality of plane waves to obtain:
∑
G
[ |k+G|2
2
δG+k,G′+k′ +
ˆ
Veff(r)e
−i(G+k−G′−k′)·rdr
]
Cnk,G = ǫiCnk′,G′ .
(2.49)
Note that δG+k,G′+k′ = δG,G′ since for k 6= k′ it should vanish for any G.
Now by writing the periodic eﬀective potential as a Fourier series Veff(r) =∑
G
Veff(G)e
iG·R and recognizing that Veff(G) are the Fourier components of
the expansion, we can write
ˆ
Veff(r)e
−i(G′+k′−G−k)·rdr =
∑
G′′
Veff(G)δG−G′,G′′
= Veff(G−G′).
Putting all this together we get
∑
G
[ |k+G|2
2
δG,G′ + Veff(G−G′)
]
Cnk,G = ǫiCnk′,G′ . (2.50)
This is now the equation that has to be solved in order to calculate the total
energy of the ground state; this is done by diagonalizing the Hamiltonian matrix
HG,G′(k) =
[ |k+G|2
2
δG,G′ +
ˆ
Veff(G−G′)
]
. (2.51)
Note that the computational cost of diagonalizing an N × N matrix is O(N3),
which is the scaling of typical PW DFT codes. Even in the case of using grid
methods, O(N3) scaling arises because orthonormality has to be imposed on the
KS orbital pairs (O(N2)) which involves calculating the integral
´
ψ∗n(r)ψm(r)dr;
because the KS orbitals are delocalized over the system, this leads to O(N3)
scaling. The Fourier representation allows for the convenient calculation of the
individual terms in Veff : the Hartree potential VH, external potential Vext and
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exchange-correlation potential Vxc. Since the evaluation of the Hartree and
exchange-correlation potential involves the density, it also has to be expressed
in reciprocal space, which is done using fast Fourier transforms (FFT). Sums of
G are in practice evaluated up to a maximum value, Gmax, which is related to
an energy cutoﬀ through the dispersion relation ǫ = 12 |k+G|2. By increasing
the cut-oﬀ energy in a simulation, the total energy decreases variationally.
It was assumed so far that the k vectors are continuous and span the Brillouin
zone, but in practice both the G and the k vectors have to be discretized. The
type of discretization for the k points has to be carefully chosen in order to
appropriately and accurately sample the Brillouin zone. A widely used scheme
to do this is the Monkhorst-Pack method [30]. The choice of a k-point grid that
includes the high-symmetry point k = 0 only is termed “Γ-point sampling”.
These same principles can be applied to aperiodic systems by using a super-
cell. In this case nothing changes in the way the calculations are performed and
periodicity will still be present at the supercell level. However, there will be
interactions between the periodic replicas of the system in the supercells, but
they can be made negligible by choosing a large enough supercell. The energy
calculated asymptotically converges to the energy of the isolated system as the
supercell size is increased.
A disadvantage of the plane wave expansion is that a large number of plane
waves is required to accurately represent the wavefunction near the nucleus
because of the divergence of the Coulomb potential as r → 0. In practice, this
necessitates the representation of the bare nuclei with pseudopotentials.
2.3.4 Pseudopotentials
The core electrons generally don’t contribute to the chemistry of a system be-
cause they are tightly bound to the nucleus, so it is desirable to replace the core
electrons with a potential; this is called the pseudopotential approximation [31].
The motivation for using pseudopotentials is to reduce the number of electrons,
and consequently the number of orbitals involved in a calculation. Moreover, by
using a pseudopotential the PW basis set size will be reduced since the nodes
of one-electron wavefunctions close to the nucleus require a large number of
PW in order to maintain orthogonality; by replacing the core electrons with a
smooth potential, the wavefunctions close to the nucleus no longer have nodes
and therefore the number of PWwill be reduced. The external potential near the
nucleus is replaced by an eﬀective smooth potential up to a chosen cut-oﬀ radius
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rc. The solution to the Schrödinger equation is therefore a pseudo-wavefunction
and has no nodes in the core region. Note that semi-core states may be included
as valence, in which case some of the wavefunctions will have nodes.
Pseudopotentials are usually generated in a stand-alone calculation for a
single atom, using the exchange and correlation functional that is intended for
the full calculation. This is done by ﬁrst solving the all-electron problem for the
single-particle orbitals and eﬀective potential and then choosing which electrons
will be used as valence electrons. Next, pseudo-orbitals are constructed from the
all-electron orbitals and then the Schrödinger equation is inverted to determine
the eﬀective potential, which is now going to be smooth.
The construction of pseudopotentials should satisfy some properties: accu-
racy, in that the pseudo-wavefunctions have to have the same eigenvalues for
the valence state as the all-electron ones; transferability, meaning that the accu-
racy should be maintained in diﬀerent chemical environments in order for the
pseudopotential to be suitable for use with various types of systems; softness,
that is fast convergence of the energy with respect to the energy cutoﬀ of the
plane wave basis. Hamann et al. [32] showed that the requirement for pseudo-
wavefunctions to be the same as the all-electron ones beyond the cut-oﬀ radius
is that the integrals of their norm are the same in the core region. This is the
norm conservation condition and also ensures preservation of scattering proper-
ties. One commonly used type of norm-conserving pseudopotential is given by
the Troullier-Martins [33] (TM) scheme.
Ultrasoft pseudopotentials [34] allow the use of a low energy cut-oﬀ for the
PW basis (therefore making the calculation more eﬃcient) by relaxing the norm
conservation requirement for core wavefunctions.
The quality of a pseudopotential is deﬁned by a few factors: the agreement
of the pseudo-orbital eigenvalues with the all-electron ones; the agreement of
the pseudo-orbitals with the all-electron orbitals beyond the cutoﬀ radius rc;
the integrated charge within the cutoﬀ radius for the pseudo-orbitals should be
the same as the one obtained with all-electron orbitals; derivatives of pseudo-
orbitals should match derivatives of all-electron orbitals.
A generalization of the pseudopotential approximation is the projector aug-
mented wave (PAW) method [35]. The concept behind it is that the all-electron
wavefunction is decomposed in terms of a smooth pseudo-wavefunction every-
where, and a combination of all-electron and pseudo partial waves within a
radially localized region (augmentation sphere) around each atom. This formal-
ism oﬀers the advantage that it combines the eﬃciency of the pseudopotential
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approach while providing good accuracy.
32
Chapter 3
Dispersion Interactions in
DFT
Dispersion interactions are long-range and attractive in nature, but are weaker
than ionic or covalent bonding forces. Because of this non-local, long-range
character of dispersion forces, traditional exchange-correlation functionals in
DFT do not account for them. As a result, describing dispersion interactions in
DFT has been and still remains a challenging topic.
There has recently been an increasing interest in van der Waals methods in
DFT as shown by recent reviews [36–39], with a variety of new types of methods
being developed and applied successfully to a broad range of systems. This is a
fast-growing ﬁeld, where many of the recent methods oﬀering improved accuracy
and computational eﬃciency indicate promising directions for future research
and applications.
In this chapter, the nature of dispersion interactions is outlined, followed by
a description and evaluation of the various methods to include dispersion in the
DFT formalism.
3.1 Theory and formalism
Dispersion or van der Waals interactions are due to electronic density ﬂuctua-
tions of distant regions in space. At large distances, R, the expression for the
van der Waals energy decays as EvdW = −C6/R6 and, as will be shown shortly,
it is the energy of a spontaneous dipole-induced dipole interaction. The quan-
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Figure 3.1: Depiction of the two simple harmonic oscillators with separations
x1 and x2, separated by large distance R >> xi. Each oscillator is comprised
of two oscillating charges, of charge ±e, connected by a harmonic spring.
tity C6 is known as the vdW coeﬃcient, or Hamaker constant [40]. There exist
higher-order terms (C8/R8, C10/R10, etc) in the expansion, however here we
will mainly focus on the C6/R6 contributions. It should also be noted that elec-
tromagnetic retardation is not considered when treating dispersion interactions
in the formalisms that will be presented.
The term “van der Waals” interactions includes all possible combinations of
dipole-dipole interactions: the interaction between two permanent dipoles, the
interaction between a permanent and an induced dipole and the interactions be-
tween a spontaneous dipole with an induced dipole (i.e. London dispersion [41]),
the latter being our main focus. However, the terms “van der Waals” and “dis-
persion” are often used interchangeably, particularly in the area of condensed
matter physics.
3.1.1 A simple picture
A way to obtain some insight on the nature of van der Waals interactions from a
classical picture is to consider two identical distant atoms at large separation R
and treat them as simple harmonic oscillators, each with ±e charges connected
by a harmonic spring (Fig. 3.1). This treatment, which we show here, adapted
from Kittel [29] (page 53), is a very simplistic version of the coupled plasmon
picture [42]. The physical motivation for this is that charge densities in reality
ﬂuctuate rather than remain static, and this causes spontaneous dipoles to ap-
pear on one atom, which then induce a dipole on another atom, leading to an
interaction between them that is attractive in nature.
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Considering the unperturbed system ﬁrst, where the force constant is C =
mω20 , ω0 is the frequency of the strongest optical absorption line of the atom,
xi are the separations of the charges that are oscillating and pi the momenta of
the oscillators, we can write its Hamiltonian as:
H0 =
1
2m
p21 +
1
2
Cx21 +
1
2m
p22 +
1
2
Cx21. (3.1)
The Coulombic energy is given by:
H1 =
1
R
+
1
R+ x1 − x2 −
1
R+ x1
− 1
R− x2 (3.2)
Since x1/R << 1 and x2/R << 1, a polynomial expansion to second order
(lowest non-zero order in this case) is used to approximate Eq. 3.2, leading to:
H1 ≈ −2x1x2
R3
. (3.3)
Making a transformation for the modes in terms of symmetric and asymmetric
ones we get
x1 =
1√
2
(xs + xa)
x2 =
1√
2
(xs − xa) (3.4)
for the coordinates and
p1 =
1√
2
(ps + pa)
p2 =
1√
2
(ps − pa) (3.5)
for the momenta. The total Hamiltonian, H0 + H1, can then be written in
diagonal form:
H = H0 +H1
=
[ 1
2m
p2s +
1
2
(C − 2
R3
)x2s
]
+
[ 1
2m
p2a +
1
2
(C +
1
R3
)x2a
]
. (3.6)
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From this expression, two mode frequencies can be recognized:
ωs =
[ 1
m
(
C − 2
R3
)]1/2
(3.7)
ωa =
[ 1
m
(
C +
2
R3
)]1/2
. (3.8)
Expanding the frequencies to second order we get:
ωs = (C/m)
1/2
(
1− 2
CR3
− 1
8
(
2
CR3
)2)
(3.9)
ωa = (C/m)
1/2
(
1 +
2
CR3
− 1
8
(
2
CR3
)2)
(3.10)
Now, considering the zero-point energy, 12 (ωs + ωa), and remembering that
C = mω20 we ﬁnally ﬁnd:
EvdW = −ω0 1
8
(
2
C
)2
1
R6
. (3.11)
This is precisely in the well-known EvdW = −C6/R6 form.
The result from this approach is closely related with the one obtained from a
coupled-ﬂuctuation picture (see e.g. [43], [44]), in which C6 = Kω0α1α2, where
αi are the dipolar polarizabilites of the two diﬀerent atoms and K is a dimen-
sionless constant. The physical argument in the coupled-ﬂuctuation picture is
that zero-point ﬂuctuations result in a temporary ﬂuctuating dipole arising in
one atom, which then induces another dipole on the other atom. The average
value of the energy of this interaction is estimated as
E = −〈(α1d2R−3)(d2R−3)〉 ≈ −C6R−6. (3.12)
From this, it can be clearly seen that there exists a relationship between the
constant C in Eq. 3.11 and polarizability.
3.1.2 Multipole moments
Here we introduce the concept of multipole moments from classical electrostatics.
They are useful as they allow us to write the electrostatic potential as an expan-
sion and retain terms up to a given order. The expansion can be used to draw
important conclusions about the form of electrostatic interactions. Consider a
system of charges qi with coordinates ri. The electrostatic potential due to this
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system of charges, at position R is ϕ(R). For large distances |R| = R >> |ri|,
the expansion of ϕ(R) in terms of multipole moments is (see, e.g. Kaplan [45]):
ϕ(R) =
∑
i
qi
|R− ri| =
∑
i qi
R
+
d ·R
R3
+
∑
αβ
Qαβ
[R]α[R]β
R5
(3.13)
where d is termed the dipole moment and is given by:
d =
∑
i
qiri, (3.14)
and Qαβ is the quadrupole moment tensor :
Qαβ =
1
2
∑
k
qk
(
3[rk]α[rk]β − |rk|2δαβ
)
(3.15)
where [rl]α denotes the α-th cartesian component of the position vector rl. This
expansion will be used in the next section within the context of other approxi-
mations to estimate the form of dispersion interactions. Looking at Eq. 3.13 for
the multipole moment expansion, we can see that symmetry will play an impor-
tant role in determining which terms are dominant. In fact, it is known that the
quadrupole moment tensor can always be cast into a diagonal form Qαα [45]. If
the dipole moment of a system vanishes, the ﬁrst leading term in the expansion
is then given by the quadrupole moment. This can have important implica-
tions as we will see in the next section. A full discussion of symmetry and its
importance related to multipole moments is beyond the scope of this thesis.
3.1.3 Quantum mechanical picture
Having shown the mathematical form of vdW interactions using a very simple
classical picture, we need to turn to the quantum treatment of vdW in order to
better understand them, as well as be able to integrate them into the electronic
structure framework. We brieﬂy outline London’s approach [41] who was one
of the ﬁrst to work on dispersion interactions using quantum mechanics. In his
work, London considered two neutral, widely separated hydrogen atoms in their
ground state and used second-order perturbation theory to obtain the energy of
interaction between the two atoms. Here we show we show how this was done,
adapting from Mahanty and Ninham [46].
This system has two protons and two electrons, so its Hamiltonian, Hˆ , may
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be written as (disregarding nuclear kinetic terms):
Hˆ = −1
2
(∇21 +∇22)−
1
|r1| −
1
|r2|
+
1
|R2 −R1| −
1
|r1 −R2 −R1| −
1
|r2 +R1 −R2| −
1
|r1 − r2 −R1 −R2|
(3.16)
where ri are the electronic coordinates and Ri the nuclear coordinates. ∇i acts
only on system i. The transformation ri → ri −Ri was made for the electronic
coordinates so that their positions are deﬁned in relation to the protons. We
then write this Hamiltonian as the sum of two terms, Hˆ = Hˆ0+ VˆI, where Hˆ0 is
the term on the ﬁrst line of Eq. 3.16 and VˆI is the term on the second line. Based
on the initial assumption that the two hydrogen atoms are widely separated, all
the interactions between one atom with the other (electron-electron, nucleus-
nucleus and electron-nucleus), which are encompassed by VˆI. are treated as
a perturbation. The VˆI Hamiltonian is then used as a perturbation Hamilto-
nian. Here we note the similarity of this approach with the simple model given
in Sec. 3.1.1. The approach by London is of course much more sophisticated,
but the underlying principles are fundamentally the same: now we are treating
two well-separated atoms, where the negatively charged electron is “oscillating”
around a positively charged nucleus of the same charge, and the two atoms inter-
act weakly through VˆI, which includes all the inter-atomic terms (c.f. Eq. 3.2),
while the kinetic and intra-atomic interactions in Hˆ0 are the main contributions
to the energy (c.f. Eq. 3.1).
We assume that the ground-state wavefunction is simply the product of the
wavefunctions of the electrons on each hydrogen atom (this in fact means that
we do not take electron exchange eﬀects into account, which within the well-
separated limit is a reasonable assumption1), so
Ψ0(r1, r2) = ψ0(1)(r1)ψ0(2)(r2) =
1
πa30
e(−|r1|−|r2|)/a0 . (3.17)
Using second order perturbation theory for, the perturbation to the ground
1This assumption, along with the particular decomposition of the Hamiltonian is called
the polarization approximation [47]. Symmetry-adapted perturbation theory (SAPT) [48, 49]
in fact addresses the drawbacks of this approximation and proposes a different formalism of
perturbation theory which allows both the exchange and polarization effects to be taken into
account.
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state energy can be written as:
∆E = 〈ψ0(1)ψ0(2)|VˆI|ψ0(1)ψ0(2)〉+
∑
m,n6=0
|〈ψ0(1)ψ0(2)|VˆI|ψm(1)ψn(2)〉|2
(E0(1) − En(1)) + (E0(2) − Em(2))
.
(3.18)
where ψn(i) is the wavefunction of the i-th atom in an excited state n with
energy En. Note that in this case En(1) = En(2) and E0(1) = E0(2) as we are
treating two identical atoms.
Since the inter-atomic distance of this system is assumed to be large and the
atoms are in the ground state, so there are no excitations, the radial extent of the
electrons is much smaller than the inter-nuclear distance, so |ri| << |R1 −R2|.
This condition makes it possible to perform a multipole moment expansion on VˆI
in powers of |ri||R1−R2| , up to the quadrupole moment term in Eq. 3.13. Deﬁning
the z-axis along the R1−R2 direction2 so that R1−R2 = R12zˆ and after some
algebra, we ﬁnd that the only term remaining is:
VˆI =
1
R312
(
x1x2 + y1y2 − 2z1z2
)
. (3.19)
This now can be used in Eq. 3.18 to ﬁnd the second order perturbation to the
energy.
Using the perturbation Hamiltonian from Eq. 3.19 into Eq. 3.18, it is found
that:
∆E =
1
R612
∑
m,n6=0
|x1(0m)x2(0n) + y1(0m)y2(0n) − 2z1(0m)z2(0n)|2
2E0 − Em − En (3.20)
where ri(0m) = 〈ψ0(i)|ri|ψm(i)〉 are matrix elements. Note that the ﬁrst order
correction has vanished.
Estimations of Eq. 3.20 [46] yield
∆E = Edisp = −30a
5
0
R612
(3.21)
which is in the well-known form of vdW interactions. We see that the dispersion
energy is in the form Edisp = −C6/R6; we call C6 the dispersion coefficients.
London found that Eq. 3.20 can be cast in terms of oscillator strengths, flm,
2Recall from Sec. 3.1.2 that by an appropriate choice for the coordinate system, the
quadrupole moment tensor can be made diagonal; in fact in this case by choosing R1 − R2
along the z-axis, only Q33 terms remain.
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which are deﬁned by
flm =
2
3
(Em − El)|dlm|2 (3.22)
and dlm = |〈l|d|m〉| are the matrix elements of the dipole moment. The oscilla-
tor strengths describe transitions between states, |l〉 → |m〉. Oscillator strengths
satisfy a sum rule ∑
m
flm = N (3.23)
where this is valid ∀ l that are substates of m, and where N is the total number
of electrons of the system.
Here we will state three diﬀerent forms for C6 coeﬃcients, who’s starting
point is
Edisp =
3
2R6
∑
m,n
f0mf0n
[(Em − E0)(En − E0)][(E0 − Em)(E0 − En)] . (3.24)
This form is obtained from Eq. 3.20 using the deﬁnition of oscillator strengths.
It is a useful form since the oscillator strengths are known from experiment by
looking at the intensities of spectral lines.
London showed that for two molecules separated by distance R with strong
transitions at frequencies ω1 and ω2 and number of electrons N1 and N2, respec-
tively, Eq. 3.24 becomes
C6 =
3
2
N1N2
ω1ω2(ω1 + ω2)
. (3.25)
The number of electrons comes into the equation by using the summation rule
for the oscillator strengths from Eq. 3.23.
Slater and Kirkwood [50] showed that:
C6 =
3
2
α1(0)α2(0)
(α1(0)/N1)
1/2
+ (α2(0)/N2)
1/2
(3.26)
where α is the dynamic polarizability deﬁned as
α(ω) =
∑
n6=0
f0n
ω2n0 − ω2
(3.27)
and ω are again transition frequencies.
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Finally, Casimir and Polder [51] showed that
C6 =
3
π
ˆ ∞
0
α1(iω)α2(iω)dω. (3.28)
A commonly used approach for calculating dispersion interaction energies
is then to ﬁnd expressions for C6 coeﬃcients using experimentally or computa-
tionally determined free-atom polarizabilties. However, other than for the case
of two well-separated atoms, one cannot use the real free-atom polarizabilities;
instead an effective expression has to be found taking into account the fact that
when atoms are in a molecule, the chemical environment changes, which results
in changes of their eﬀective polarizabilities. One then obtains diﬀerent C6 for
every pair of density fragments and pairwise-sums over all of them to obtain the
dispersion energy. Other methods rely on using experimentally or computation-
ally determined free-atom dispersion coeﬃcients and then taking a geometric
mean to calculate C6 coeﬃcients between two diﬀerent atoms or molecules. We
will review the aforementioned types of methods in Sec. 3.4.
Having seen the approach by London, we may say that this picture demon-
strates that van der Waals interactions are dipole-dipole interactions and arise
from density ﬂuctuations, considering each hydrogen atom is a dipole of ±e
charge. We can also draw the conclusion that vdW interactions are a quan-
tum eﬀect, where the aforementioned density ﬂuctuations are in fact zero-point
energy ﬂuctuations. Even though what London demonstrated is based on two
distant hydrogen atoms, it is still valid for general systems: the ﬁrst-order per-
turbation term in Eq. 3.18 will always vanish, and the leading order term in
Eq. 3.19 for the multipole expansion of the perturbation Hamiltonian will al-
ways be of the R−3 order, thus leading to a R−6 interaction.
3.1.4 Dispersion energy
All these concepts and approaches introduced by London can be generalized to
any two separated systems; in more complex cases anisotropic eﬀects are also
present, but the principles are the same. For two widely separated molecules,
A and B, with ground state wavefunctions ΨA0 and Ψ
B
0 , the energy correction
to second order perturbation theory, representing polarization interactions, is
given by:
Epol = −
∑
n6=0∧m 6=0
|〈ΨAnΨBm|Vˆ |ΨA0 ΨB0 〉|2
(EAn − EA0 ) + (EBm − EB0 )
(3.29)
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where n 6= 0∧m 6= 0 means that n and m cannot simultaneously take the value
0, and ΨA/Bn are excited states. The polarization energy can be written as the
sum of two parts; the induction energy and the dispersion energy:
Epol = Eind + Edisp. (3.30)
This is in fact the deﬁnition of dispersion.
The induction energy is given by:
Eind = −
∑
m 6=0
|〈ΨA0 ΨBm|Vˆ |ΨA0 ΨB0 〉|2
EBm − EB0
−
∑
n6=0
|〈ΨAnΨB0 |Vˆ |ΨA0 ΨB0 〉|2
EAn − EA0
. (3.31)
The ﬁrst term in the sum represents the electrostatic interaction of molecule A in
its ground state with density ρA00(r), with molecule B in an excited state m with
density ρAm0(r). The second term is deﬁned in the same manner. For overlapping
charge distributions, the induction interactions are important, however due to
their exponential decay with distance for non-polar atoms or molecules, they
carry no signiﬁcance at large distances [45].
For the same molecules A and B, the dispersion part of the energy which
we have already visited for the special case of two distant hydrogen atoms, is
deﬁned by:
Edisp = −
∑
m 6=0,n6=0
|〈ΨAnΨBm|Vˆ |ΨA0 ΨB0 〉|2
(EAn − EA0 ) + (EBm − EB0 )
. (3.32)
More generally, following a perturbative approach in the spirit of London’s work
by using Eq. 3.32 for molecules or fragments of electronic density A and B
and performing a multipole expansion for the perturbation Hamiltonian Vˆ , the
energy of vdW interactions can be estimated. Including higher-order terms in
the multipole expansion for Vˆ , the dispersion energy can be written as:
Edisp = −
∞∑
n=6
Cn
Rn
. (3.33)
Note that n = 6 is the ﬁrst non-vanishing term in the expansion is valid for gen-
eral systems. The higher-order terms in the expansion in Eq. 3.33 can contain
either exclusively even powers (for spherically symmetric systems) or both even
and odd powers for more complex systems like molecules. As previously men-
tioned, the ﬁrst term of Eq. 3.33 is the basis for a number of approaches aiming
to calculate vdW interactions which involve ﬁnding appropriate expressions for
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the C6 coeﬃcients and pairwise-summing over interacting non-overlapping frag-
ments of density in the system. The perturbative types of approaches shown
here cannot be used for overlapping fragments (molecules or atoms) since the
initial assumption is that the two interacting systems are well separated and elec-
tron exchange was thereby ignored as was done for the simple case of hydrogen
atoms.
3.2 Adiabatic connection - fluctuation dissipation
theorem
Adiabatic connection - ﬂuctuation dissipation theorem (ACFD) methods [52–55]
are based on the exact expression for the exchange-correlation energy:
Exc = −
ˆ 1
0
dλ
ˆ ∞
0
du
2π
ˆ ˆ
drdr′
1
|r− r′|
(
χλ(r, r
′, iu)− χ0(r, r′, iu)
)
(3.34)
where ω is the frequency and χ is the density response function, and represents
how the density changes when the external potential V is varied. In mathemat-
ical terms
χ(r, r′) =
δρ(r)
δV (r′)
. (3.35)
The density response functions can be determined from single-particle orbitals.
The parameter λ in Eq. 3.34 determines how close the system is to the fully
interacting one. For λ = 0, we have a non-interacting system while for λ = 1 we
have the fully interacting one. χ0 is the bare density response function, while
χλ is the interacting one. An expression exists for χλ:
χλ = χ0 + χ0
( λ
|r− r′| + f
λ
xc
)
(3.36)
where fλxc is called the exchange-correlation kernel. Eq. 3.34 encompasses all
correlation eﬀects, and as a result vdW interactions are automatically included.
However, solving this equation corresponds to solving the full many-body prob-
lem, and is unfeasible for realistic systems, unless an approximation to the
exchange-correlation kernel is found. ACFD provides the starting point for a
range of other methods, such as random phase approximation [56] (RPA) ap-
proaches.
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3.2.1 RPA methods
The RPA types of approaches [57–60] are based on approximating the correla-
tion functional starting from the ACFD expression for the exchange-correlation
energy, while the exchange term is treated either exactly or in some other approx-
imation. In RPA, the exchange-correlation kernel from Eq. 3.36 is set to zero.
Expressions for the density response functions are obtained based on the single-
electron orbitals used and Eq. 3.34 is evaluated. The integral is typically reduced
to a Casimir-Polder type of formula (Eq. 3.28). RPA approaches are considered
the most sophisticated approximation to the correlation energy in DFT [37], of-
fering a seamless3 treatment of dispersion interactions and very good accuracy
for lattice constants and bulk moduli of solids [61]. The calculations, however,
are computationally expensive and are not performed self-consistently and also
can be sensitive to the input orbitals. The lack of eﬃciency of RPA methods
is therefore their weakness. The scaling of RPA methods depends on the imple-
mentation and is within the range O(N4)−O(N6) [60, 62].
3.3 Quantum chemical methods
Quantum chemical methods are part of electronic structure family of methods.
As opposed to DFT, these methods work with wavefunctions. The treatment is
all-electron, which means all the electrons in the system are taken into account,
and there is no substitution of a number of electrons by an approximating
potential, like in the case of pseudopotential methods often used in DFT.
One such method is the conﬁguration interaction (CI) [16, 63] method. It
uses a trial wavefunction which is a sum of the ground-state HF determinant and
a ﬁnite number of determinants for excited states. The excited determinants
can include singles (S), doubles (D), triples (T), quadruples (Q), etc. A “single”
means one electron has been excited to any higher-energy unoccupied state,
“double” means two electrons have been excited to any higher-energy unoccupied
state etc.
When all possible determinants are included in the calculation, it is called
a full CI method. It can be made arbitrarily accurate by increasing the basis
set size, M . The highest level of truncated CI is in practice CISDTQ (includes
up to quadruples) and is very close to full CI. It is, however, extremely compu-
3By seamlessness we mean a treatment of vdW in a continuous manner, not strictly for
non-overlapping, distant fragments of density.
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tationally expensive, with a O(M10) scaling. For a CISD (singles and doubles)
the cost is O(M6), which is still very demanding. While the accuracy of these
methods is very high, the down-side of them is clearly the poor computational
eﬃciency.
Another family of methods are perturbative approaches, such as coupled-
clusters [64] (CC) method and Møller-Plesset (MP) [65]. The coupled-clusters
method is similar in spirit to CI, in that the HF ground state is used, only in
this method the singles, doubles, etc are treated as perturbations, using many-
body perturbation operators. CCSD(T), (T) meaning that triples are treated
approximately, is considered the “gold standard” in terms of accuracy, however
the computational cost is once more very high (O(M8)). Typically systems of
no more than 50 atoms [66] can be treated because of computational bottlenecks.
The accuracy level is dependent on the basis sets, but even within that, excellent
accuracy is achieved. For example, binding energies for the benzene dimer agree
with experiment within 0.1-0.3 kcal/mol [67, 68].
Møller-Plesset theory uses the Hartree-Fock Hamiltonian for the unperturbed
system and adds a perturbation to it. The MP2 approach goes up to second
order in perturbation theory and, as a result, encompasses vdW interactions to
some extent. Because of its relatively better scaling (O(M5)), it oﬀers a middle
ground between accuracy and eﬃciency, but it is generally not used as a bench-
mark as they overestimate binding energies compared to CCSD(T) [69]. The
method termed “MP2+vdW” by Tkatchenko et al. [70] corrects for vdW in MP2
and yields excellent accuracy, at the same computational cost as the underlying
calculation.
Generally, quantum chemical methods oﬀer great accuracy but at high com-
putational cost and as a result may be applied only to small systems. CCSD(T)
is used for benchmarking, and is the method of preference to compare against
when testing the accuracy of other methods.
3.4 DFT Methods
A number of methods for vdW in DFT exist, with varying degrees of accuracy
and computational cost. Some methods are valid for speciﬁc types of systems,
while others are able to describe dispersion more generally. Most of the methods
are based on estimating the interatomic C6 coeﬃcients in various ways. However,
more sophisticated methods exist which include higher order terms in the sum in
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Eq. 3.33, such as the coupled-ﬂuctuating dipole model [71] (CFDM), calculations
of interatomic C6 and higher-order dispersion coeﬃcients using an exchange-
hole dipole moment approach [72–75] or time-dependent DFT (TDDFT) [76–
78]. There are also semi-empirical pseudopotential methods [79–81] to include
dispersion in the form of the pseudopotential used.
Here we will mainly focus on pairwise treatment of density fragments, in-
volving the n = 6 term in Eq. 3.33, either in an empirical way or through a
density functional. The main types of approaches are presented here and their
advantages and disadvantages in terms of accuracy, physical motivation and
eﬃciency are discussed. A brief discussion of non-additivity is given ﬁrst.
3.4.1 Non-additivity
One of the issues encountered with simplistic approaches such as treating pair-
wise fragments of density is what is called “non-additivity”: it describes non-
additive eﬀects arising when a collection of particles is treated instead of just
two well-separated fragments of density. Three types of such eﬀects have been
recognized by Dobson [36, 82]:
• Type A: Because of the electronic cloud overlap being compressed by the
presence of positive nuclei as well as by possible Pauli eﬀects, the electrons may
be less polarizable and the dispersion energy is reduced compared to having had
sums of free atoms. This type of non-additivity is generally not a problem for
any method.
• Type B:When a polarizable atom is present in the vicinity of a second atom,
Coulomb screening occurs and the response of the second atom to ﬂuctuations
of a third one, is changed (the interaction can either be reduced or enhanced).
• Type C: When there is degeneracy that favours signiﬁcant ﬂuctuations
in electronic density by electron hopping between neighbouring atoms, large
dipoles may be induced, which may increase the dispersion interaction. For
three-dimensional metals, this eﬀect is tamed by type B non-additivity, but is
more pronounced in two or one-dimensional metals.
Type A is included in all methods that will follow, whereas type B is only part
of a few, while type C is encompassed only in very advanced and computationally
expensive methods, such as RPA.
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3.4.2 DFT+D
The class of methods referred to as dispersion-corrected (DFT-D or DFT+D)
methods [83–88] correct the energy obtained from a DFT calculation by adding
an interatomic vdW interaction with semi-empirical C6 coeﬃcients in the form
of a pairwise sum
EvdW = −
∑
i>j
fdamp(rij)C6ijr
−6
ij (3.37)
where i, j label the atoms, rij = |ri − rj | is the distance between the atoms and
fdamp(r) is a damping function introduced to account for the singular behaviour
of r−6 terms at short distances. The various schemes of these types of methods
make use of diﬀerent damping functions. The interatomic C6ij coeﬃcients are
calculated from the homoatomic coeﬃcients C6i, using quantities known from
experiment, or ab initio calculations. For example, Grimme et al. [84] calculate
the homoatomic dispersion coeﬃcients through ionization potentials and static
polarizabilities known from computational calculations, and then take the geo-
metric mean to calculate C6ij =
√
C6iC6j . Other methods [86] use a variation
of the London formula (Eq. 3.25) for the C6 coeﬃcients, given by:
C6ij =
3
2
αiαj
IiIj
Ii + Ij
(3.38)
where Ii are ionization potentials and αi the polarizabilities as usual. In a
similar way, the interatomic vdW radii appearing in the damping functions are
calculated from the homoatomic ones.
These types of methods have the advantage of good accuracy in the calcula-
tion of binding energies and equilibrium separations for intermolecular interac-
tions at the same computational cost as the DFT calculation. One of the most
widely used methods by Grimme et al. [84] yields intermolecular interactions
within 15-20% error for energies and 0.1-0.2 Å for equilibrium separations. The
great disadvantage is the fact that the dispersion energy does not depend on
the real density of the system. Moreover, at least two empirical parameters
are required (for example ionization potential and polarizability) for each atom.
Fitting of other parameters is often performed in some methods [89] (dispersion
coeﬃcients as well as parameters involved in the damping function), by vary-
ing the parameters and identifying the values which yield the minimum energy
within a given energy functional. That requires additional eﬀort and introduces
further dependence of the methods on parameters.
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A more recent work by Grimme et al. [87] involves the use of dispersion
coeﬃcients calculated ab initio with time-dependent DFT, and also takes into
account the fact that the dispersion coeﬃcients change when an atom is in a
molecule. This makes the dispersion coeﬃcients dependent on the environment,
which is not the case in other DFT+D methods. In this work, they also consid-
ered three-body interactions, but they seem to worsen the agreement with the
S22 set slightly. Type A and B non-additivity eﬀects are then partly included
in this method. In general, however, neither type A, B or C are well-described
by most DFT+D schemes.
3.4.3 DFT+vdW
In DFT+vdW types of methods, C6 coeﬃcients are calculated from the elec-
tronic density and a correction is again added in the same way as in Eq. 3.37
(for most of them). With the exception of one method that also takes into
account type B non-additivity, DFT+vdW approaches only include Type A
additivity. This is due to the fact that many-body eﬀects are not taken into
account.
Andersson-Langreth-Lundqvist 1996
The Andersson, Langreth and Lundqvist (ALL) method [90] is based on con-
sidering two distant perturbations in a uniform electron gas to describe the
asymptotic part of vdW interactions, and therefore does not provide a seam-
less treatment of dispersion. Like most available methods, this one also treats
dispersion interactions pairwise. Starting from the expression for the interac-
tion between two distant small charge perturbations [91] Andersson, Langreth
and Lundqvist obtained an expression for the eﬀective long-range electron in-
teraction in a similar manner to Ashcroft and Rapcewicz [92], by choosing an
eﬀective density, ρeff , of the form
ρeff =
[√
ρ(r1)ρ(r2)
(√
ρ(r1) +
√
ρ(r2)
)]2/3
(3.39)
to approximate the uniform density of the medium, where ρ(ri) is the density
at ri. This form for the density yields an eﬀective long-range interaction of the
form
φ(r1, r2) = − −3
2ωp(r1)ωp(r2)[ωp(r1) + ωp(r2)]|r1 − r2|6 (3.40)
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where
ωp(ri) =
√
4πρ(ri) (3.41)
is the local plasma frequency at the position of electron i.
Integrating Eq. 3.40 over r1 and r2, the correlation energy of two widely
separated fragments of matter is obtained:
El−rxc = −
3
π
ˆ ∞
0
du
ˆ
V1
dr1
ˆ
V2
dr2
χ1(iu)χ2(iu)
|r1 − r2|6 (3.42)
where χ(ω) is the electric susceptibility (or polarization response) of a uniform
electron gas of density ρ(r), given by
χ(ω) =
1
4π
ω2p
ω2p − ω2
. (3.43)
Writing E = −C6R6 for Eq. 3.42, the Casimir-Polder expression from Eq. 3.28
is recovered for the C6 coeﬃcient, after making use of the deﬁnition of the
atomic polarizabilities αi(ω) =
´
driχi(ω). It is noted that the approxima-
tion for the polarizability is a local one. Finally, by integrating Eq. 3.42 over
the complex frequencies u and combining Eq. 3.41 with Eq. 3.43, the following
density-dependent expression for the long-range interaction between two sepa-
rated fragments of matter is obtained:
El−rxc =
6
4(4π)3/2
ˆ
V1
dr1
ˆ
V2
dr2
√
ρ1(r1)ρ2(r2)√
ρ1(r1) +
√
ρ2(r2)
1
|r1 − r2|6 . (3.44)
A short-range cutoﬀ has to be imposed in this integral, obtained by equating the
length scale for density change to the electron gas screening length. Using the
expressions for the Fermi velocity and plasma frequency, vF = ~(3π2ρn(r))1/3
and ωp = (4πρn(r))1/2 respectively, the cutoﬀ radius can be determined from
the fact that
6ρn(r)
|∇ρn(r)| =
vF
ωp
. (3.45)
The performance of this method in terms of calculating interatomic and inter-
molecular C6 coeﬃcients is good overall yielding, 6-10% for some cases and up
to 40% disagreement in the worst cases, against reference values; the results are
sometimes sensitive to the cutoﬀ. Another disadvantage of this method is the
high computational cost of the integral in Eq. 3.42 if evaluated directly.
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Silvestrelli’s method
Silvestrelli’s method [1, 7, 93] follows the ALL approach and further simpliﬁes
the calculation of the integral in Eq. 4.13. It involves partitioning the density in
terms of Maximally Localized Wannier Functions (MLWFs), and then replacing
each of those with a hydrogenic orbital with a well-deﬁned analytic form that
is parametrized by the centre and spread of the MLWF it replaces. The ALL
integral is then reduced to a simple two-dimensional integral evaluated up to a
radial cutoﬀ, thus greatly reducing the computational cost of the method. The
vdW energy is then calculated by pairwise summation over all the “fragments”
of the system, namely the charge densities associated with each orbital, and is
added to the total energy computed by the underlying DFT calculation.
Advantages of this method are computational eﬃciency and simplicity of the
physical picture. However, some disadvantages are that the real density of the
system is not used in the calculation of the vdW contribution to the total energy,
since the total charge density associated with the hydrogenic orbitals is not equal
to the electronic density of the system, an extra parameter (a radial cutoﬀ) is
introduced, and there can be an ambiguity associated with symmetry-equivalent
choices of MLWFs for systems exhibiting some degree of rotational symmetry.
Its accuracy is not particularly good for simple dimer systems compared to
CCSD(T) values. A very detailed analysis of the method, as well as a number
of improvements to it are given in Ch. 4.
Tkatchenko-Scheﬄer methods
2009 The Tkatchenko-Scheﬄer [94] (TS) approach starts from the exact ex-
pression of the Casimir-Polder formula (Eq. 3.28) and expands the polarizabili-
ties in a Padé series. They make use of free-atom reference values for interatomic
C6 coeﬃcients and static polarizabilities (it therefore has some empirical char-
acter). For two atoms, A and B, they obtain an expression for the inter-atomic
dispersion coeﬃcients, C6AB, in relation to the homoatomic coeﬃcients C6AA
and C6BB :
C6AB =
2C6AAC6BB
α0B
α0A
C6AA +
α0A
α0B
C6BB
(3.46)
where α0A/B are the static polarizabilities of A/B. Both dispersion coeﬃcients
and static polarizabilities are taken from time-dependent DFT calculations. By
utilizing Hirshfeld partitioning [95] for the density, they obtain expressions for
effective homoatomic coeﬃcients in a molecule, Ceff6AA. Using Eq. 3.46 they
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obtain the interatomic eﬀective coeﬃcients, which are used in an expression
as Eq. 3.37 along with an appropriate damping function to calculate the extra
vdW energy. A Fermi-like damping function is used, with vdW radii deﬁned
by the eﬀective volume (and therefore implicitly dependent on the electronic
density). This method performs very well, with an error of 8% for binding
energies and 0.1 Å for equilibrium separations. Molecular C6 coeﬃcients are
also calculated by adding all the inter-atomic eﬀective dispersion coeﬃcients;
comparison of atomic and molecular coeﬃcients calculated with the TS approach
against reference data yields a mean average relative error 5.5%. This method
has the same computational cost of the underlying DFT calculation.
2012 A more recent method developed by Tkatchenko and Sheﬄer [96] fur-
ther improves the accuracy of calculations by taking into account many-body
eﬀects [97] and going beyond just pairwise summation, using the coupled ﬂuc-
tuating dipole model [71] and treating coupled quantum harmonic oscillators.
This improves its accuracy since screening and interacting pairs of ﬂuctuating
dipoles are also taken into account. This method is now regarded as one of
the most accurate methods in DFT, without any signiﬁcant additional com-
putational cost of a standard DFT calculation. Mean absolute relative errors
compared to CCSD(T) are at or less than 5% for all types of systems, even out-
side the S22 set [69], making this method an excellent candidate for studying a
broad range of systems. Both type A and B non-additivity are included in this
scheme, which is a very encouraging direction towards establishing a family of
methods that are well physically motivated, accurate and eﬃcient.
3.4.4 vdW-DF
The class of methods known as vdW-DF [98–103] consist of ﬁnding a non-local
contribution to the exchange-correlation functional used in a DFT calculation.
These methods are based on making various approximations to the adiabatic
connection formula (Eq. 3.34) written as [101].Calculating Eq. 3.34 is a compu-
tationally heavy operation, so approximations have to be made. More details
on the physical justiﬁcations behind the approximations, as well as the approxi-
mations themselves will be discussed in Ch. 5. As for most methods, while type
A non-additivity is encompassed in vdW-DF, type B and C non-additivity are
not, since this is a two-body method and many-body eﬀects are absent.
Many vdW-DF methods were developed on this basis, initially for speciﬁc
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types of systems, such as surfaces and slabs, and in general layered struc-
tures [101, 104]. Recently a van der Waals functional for general geometries
was proposed [9] which includes vdW interactions in a seamless way, that is for
both short distances where the overlaps of charge density between the interact-
ing fragments should be taken into account, and also for long distances in which
the non-local long-range eﬀects not typically represented in traditional DFT
should be considered. The 2004 version by Dion et al. [9] is the well-recognized
“vdW-DF”, which many more recent variations that followed are based on. The
initial version did not include the potential for the functional, but the imple-
mentation by Thonhauser et al. [105] made the method self-consistent; in fact,
it was found that for the systems studied, the self-consistency had very little
impact on binding curves of vdW-bound dimers.
The correlation energy is divided into two parts:
Ec[ρ] = E
0
c [ρ] + E
nl
c [ρ] (3.47)
with the simplest form of the non-local correlation energy being
Enlc =
1
2
ˆ ˆ
drdr′ρ(r)ρ(r′)φ(r, r′) (3.48)
where φ(r, r′) is called the kernel, and depends on r − r′ and the densities
ρ in the vicinity of r and r′. This form is clearly not exact, and treats all
interactions pairwise, which, as mentioned earlier, is the basis of most methods
for dispersion in DFT. The two parts to the correlation energy are treated in
diﬀerent approximations; E0c is treated within the LDA. Exchange is treated
within GGA, so the total exchange-correlation functional becomes:
Exc[ρ(r)] = E
GGA
x [ρ(r)] + E
LDA
c [ρ(r)] + E
nl
c [ρ(r)] (3.49)
Only type A non-additivity is encompassed by vdW-DF methods, since by con-
struction only two-body eﬀects are taken into account.
The great advantage of this method is that it is ab initio with no empirical
parameters required and provides a seamless treatment of dispersion interac-
tions. However, the accuracy of the original form of vdW-DF is not particularly
good compared to other methods, with errors of 20-30% for intermolecular ener-
gies and 0.3-0.4 Å for equilibrium separations. This is largely due the fact that
the exchange functional used in Eq. 3.49 is revPBE [106] in the original Dion
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et al. [9] method, and revPBE is known to overbind, due to its repulsive nature
near the equilibrium separation. Attempting to correct this unsatisfactory be-
haviour of the original vdW-DF, a number of modiﬁcations of vdW-DF in terms
of the exchange, as well as the non-local part of correlation were developed, with
signiﬁcant improvements for a range of systems. The following modiﬁcations to
the method appeared in 2010:
• Cooper et al. [107] proposed an alternative GGA functional which reduces
the short-range exchange repulsion. It yields great improvements both on inter-
molecular separations and energies.
• Lee et al. [10] proposed an alternative exchange and non-local correlation
functional. Signiﬁcant improvements over the original vdW-DF were brought
by this alternative version of the vdW-DF, named vdW-DF2. The agreement
with CCSD(T) quantum chemical calculations is much better for most systems
studied with the vdW-DF2. The vdW-DF2 scheme diﬀers only in terms of the
energy, given by:
Exc[ρ(r)] = E
rPW86
x [ρ(r)] + E
PW92
c [ρ(r)] + E
nl
c [ρ(r)] (3.50)
The exchange functional used is the reﬁtted version of PW86 (Perdew-Wang
1986) [108], by Murray et al. [109], but now the non-local correlation functional
is also changed; details are discussed in Ch. 5, Sec. 5.4.
• Klimeš et al. [11] explored a variety of exchange functionals, to be used in
Eq. 3.49, with “chemical” accuracy (within 1 kcal/mol for energies) for a wide
range of systems, both dispersion and hydrogen bonded. The functionals were
optimized for the S22 set. They termed the various functionals as “F-vdW”
where F is the name of the optimized exchange energy, e.g. optPBE-vdW,
optB88-vdW etc. These alternative vdW-DF ﬂavours will be discussed in detail
in Ch. 5.
One question that may arise is how appropriate is it to use pseudopotentials
generated with a particular exchange-correlation functional with a particular
type of vdW-DF that uses a diﬀerent exchange functional. Ikutaro et al. [110]
found that while this may yield slightly diﬀerent binding energy curves, it is not
a signiﬁcant diﬀerence and does not present a major problem. It is, however,
suggested that pseudopotentials generated with a GGA are used, since in the
various vdW-DF versions, the exchange functionals are obtained from a GGA.
The initial implementations [9, 105] of the method (both non self-consistent
and self-consistent), were still computationally expensive, since Eq. 3.48 involves
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a six-dimensional spatial integral. Román-Pérez and Soler’s implementation [2]
made the calculation of this integral, as well as the calculation of the non-local
potential much more eﬃcient, at virtually the same accuracy as the original
functional. This algorithm is currently being used for most implementations of
the vdW-DF in various packages. A more complete overview of Soler’s imple-
mentation will be given in Ch. 5.
Vydrov and Van Voorhis
Vydrov and van Voorhis have also worked on vdW-DF type approaches [111–
114], leading up to the so-called VV10 [115], that uses more complicated expres-
sions for the kernel φ in Eq. 3.48. An eﬃcient implementation of VV10, following
a Soler-type of implementation has been proposed by Sabatini et al. [116]. In
the VV implementation, a more complicated and sophisticated expression for
the kernel from Eq. 3.48 is calculated.
There exist two VV10 variants that were compared in a recent benchmark-
ing assessment [117]; comparisons showed improved binding energies for various
types of weak bonding, as well as hydrogen bonds, using the alternative vari-
ant. This suggests that the alternative VV10 may be a better option overall
if one chooses to use this method. Potential implementation of this method in
ONETEP will be discussed in Ch. 7.
In conclusion, the nature of dispersion interactions was discussed, and vari-
ous ways to understand them were presented. An overview of methods to include
vdW in DFT was given, and a brief assessment of their eﬃciency, accuracy and
applicability was given. In general, very accurate methods are computationally
expensive, but a very good level of accuracy can be achieved with methods that
are computationally eﬃcient. Two of the methods discussed here (the method
of Silvestrelli and vdW-DF) will be discussed in more detail in Ch. 4 and Ch. 5,
respectively.
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Chapter 4
Dispersion interactions with
maximally localized Wannier
functions
In this chapter, we explore the parameters and approximations involved in Sil-
vestrelli’s method [93] and improve its results where possible by modifying var-
ious aspects of the method [7]. We apply the method and our proposed mod-
iﬁcations to a series of test systems, then to two more challenging systems, a
phthalocyanine and a copper phthalocyanine dimer. We thus demonstrate that
although this method can oﬀer an easily implementable and computationally
eﬃcient way of calculating the dispersion correction to the energy with the pos-
sibility of improved accuracy (once some modiﬁcations are applied to it), it is
largely dependent on a number of parameters and choices one can make.
In Sec. 4.1 we review the necessary background theory relating to MLWFs
and Silvestrelli’s method; in Sec. 4.3 we highlight some of the problems with
the method as it stands and describe our improvements; in Sec. 4.4 we present
and discuss results for vdW-corrected total energies and equilibrium geome-
tries obtained by applying these methods to a series of dimer systems and com-
pare to quantum chemical coupled-cluster (CCSD(T)) and semi-empirical vdW
(DFT+D) approaches; ﬁnally, in Sec. 4.6 we draw our conclusions.
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4.1 Wannier functions
Wannier functions [118] are orthogonal localized functions that span the same
space as the eigenstates of a single particle Hamiltonian. They are particularly
useful as they provide a better understanding of the chemical properties of a
system related to bonding. Consider the set of Nocc occupied (valence) eigen-
states {|um〉} of a molecule (c.f. Eq. 2.44). The total energy of the system is
invariant with respect to unitary transformations among the eigenstates
|wn〉 =
Nocc∑
m=1
Umn|um〉. (4.1)
If the unitary matrix U is chosen such that the resulting Nocc orbitals {wn(r)}
minimize their total quadratic spread, given by
Ω =
∑
n
(〈wn|r2|wn〉 − 〈wn|r|wn〉2) =∑
n
(〈r2〉n − r¯2n) , (4.2)
then they are said to be maximally-localized Wannier functions [6] (MLWFs).
Each MLWF has an associated quadratic spread, S2n, and a centre, r¯n.
In the construction of MLWFs it is sometimes useful to consider not only
the valence manifold but also a range of unoccupied eigenstates above the Fermi
level — often those constituting the antibonding counterparts to the valence
states. This not only allows the MLWFs to be more localized [119,120] but can
also restore symmetries that would otherwise be broken arbitrarily through the
construction of MLWFs for the valence manifold only; we will revisit this point
later.
In order to do so, one deﬁnes an outer energy window, Ewin, consisting of
Nwin ≥ Nocc states, from which one may extract or “disentangle” an optimal
Ndis-dimensional subspace (Nwin ≥ Ndis ≥ Nocc) using the disentanglement
approach described in Ref. [121], to ﬁnd the relation between the optimal states
of the disentangled manifold, to the original KS states:
|uoptm 〉 =
Nwin∑
p=1
Udispm|up〉, (4.3)
where Udis is a rectangular Nwin×Ndis unitary matrix. Ndis MLWFs may then
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be localized by suitable rotation of the optimal subspace in the usual manner:
|wdisn 〉 =
Ndis∑
m=1
Umn|uoptm 〉. (4.4)
or, in terms of the Bloch states:
|wdisn 〉 =
Ndis∑
m=1
Nwin∑
p=1
UmnU
dis
pm|up〉. (4.5)
Furthermore, an inner, or frozen, energy window may be deﬁned if one wishes
to make certain that a range of low-lying eigenstates is included in the optimal
subspace, for example, the occupied states. Algorithms for determining ML-
WFs from the eigenstates obtained from electronic structure calculations are
implemented within the Wannier90 software package [122].
The single-particle density operator is given by
ρˆ =
Nocc∑
n=1
|un〉〈un|. (4.6)
It can also be written in terms of the Nocc fully-occupied valence MLWFs |wn〉
or, equivalently, in terms of a larger set of Ndis disentangled MLWFs, |wdisn 〉.
This set of disentangled MLWFs span more than just the occupied subspace,
but by using a suitable frozen/inner window in the disentanglement procedure,
they can be made to span the occupied subspace only. We can then write
ρˆ =
Nocc∑
n=1
|wn〉〈wn|, (4.7)
=
Ndis∑
k,l=1
fwkl|wdisk 〉〈wdisl |, (4.8)
where we have substituted Eq. 4.1 and Eq. 4.5, respectively, into Eq. 4.6, and
where the occupancy matrix is given by
fwkl =
Nocc∑
p=1
Ndis∑
m,s=1
UmlU
dis
pmU
∗
skU
∗dis
ps . (4.9)
Note that these occupancies are non-diagonal.
Now deﬁning the density ρ(r) = 〈r|ρˆ|r〉, we can write it as a sum of diagonal
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(l = k) and oﬀ-diagonal (l 6= k) terms,
ρ(r) =
Ndis∑
l=1
fwll |wdisl (r)|2 +
Ndis∑
l 6=m
fwlmw
∗dis
l (r)w
dis
m (r),
≡ ρD(r) + ρOD(r). (4.10)
It is important to note that in this form, ρD(r) alone integrates to the number
of valence electrons N , because the mutual orthogonality of the MLWFs ensures´
ρOD(r)dr = 0.
In the case of MLWFs obtained from the manifold of occupied states only
(Ndis = Nocc), the occupancy matrix is simply the identity matrix, fkl = δkl,
and the charge density in terms of the MLWFs is simply given by
ρ(r) =
Nocc∑
n=1
|wn(r)|2. (4.11)
It is worth noting that in the case of spin-degenerate systems, the occupancies
must be scaled by a factor of 2.
We have adapted the Wannier90 code to calculate the occupation matrices,
and can choose to make a diagonal approximation to the density by retaining
only the ﬁrst term of Eq. 4.10. The eﬀect of approximating the true density with
the diagonal approximation will be discussed later in Sec. 4.4.9 in the context
of the improvements, described in Sec. 4.3, to Silvestrelli’s method.
4.2 Silvestrelli’s method
The main idea behind the method by Silvestrelli consists of ﬁrst decomposing
the density into fragments via MLWFs (note that this is not a unique decom-
position), and then approximating them with hydrogenic s-orbitals of the same
centre and spread as the real MLWFs, which then interact pairwise.
4.2.1 Original MLWF approach
Silvestrelli’s approach [1,93] is based on the Andersson, Langreth and Lundqvist
[90] (ALL) expression for the vdW energy in terms of pairwise interactions
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between density fragments ρn(r) and ρl(r′), separated by a distance rnl,
EvdW = −
∑
n>l
gnl(rnl)
C6nl
r6nl
, (4.12)
where gnl(rnl) is a damping function [93] which screens the unphysical diver-
gence of Eq. 4.12 at short range, and
C6nl =
3
4(4π)3/2
ˆ
V
dr
ˆ
V ′
dr′
√
ρn(r)ρl(r′)√
ρn(r) +
√
ρl(r′)
, (4.13)
in atomic units. It should be noted that these expressions are only strictly valid
in the limit of non-overlapping density fragments. There are various forms for
the damping function [123, 124] that might have a slight short-range eﬀect but
should not aﬀect the long-range behaviour of the vdW energies. Here we choose
to use the damping function as proposed in the original paper by Silvestrelli [1].
Now, in accord with Eq. 4.11, the MLWFs obtained from the valence orbitals
of a system provide a localized decomposition of the electronic charge density,
such that ρn(r) = |wn(r)|2, so that Eq. 4.13 becomes
C6nl =
3
32π3/2
ˆ
|r|≤rc
dr
ˆ
|r′|≤r′c
dr′
|wn(r)||wl(r′)|
|wn(r)| + |wl(r′)| , (4.14)
where rc is a suitably chosen cutoﬀ radius obtained by equating the length scale
for density change to the electron gas screening length [93]:
6ρn(rc)
|∇ρn(rc)| =
vF [ρn(rc)]
ωp[ρn(rc)]
(4.15)
which leads to
rc = Sn
√
3(0.769 +
1
2
ln(Sn)). (4.16)
In order to make the calculation of the integrals more tractable, the charge
density is approximated by replacing each MLWF wn(r) with a hydrogenic s-
orbital that has the same centre r¯n and spread Sn as the MLWF, and whose
analytic form is is given by
wHn (r) =
33/4
√
πS
3/2
n
e−
√
3|r−r¯n|/Sn , (4.17)
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which, on substitution into Eq. 4.14 and after some algebra, gives
C6nl =
S
3/2
n S3l
2 · 35/4F (Sn, Sl), (4.18)
where
F (Sn, Sl) =
ˆ xc
0
dx
ˆ yc
0
dy
x2y2e−xe−y
e−x/β + e−y
, (4.19)
β = (Sn/Sl)
3/2, xc =
√
3rc/Sn and yc =
√
3r′c/Sl. Whereas evaluating Eq. 4.14
using the true MLWFs requires a computationally demanding six-dimensional
numerical integration, Eq. 4.19 may be evaluated easily since it is only a two-
dimensional integral that depends solely on the MLWF spreads and centres, not
on their detailed shapes or orientations.
We note that in the case of a spin-degenerate system, since every MLWF is
doubly occupied, the density of each fragment must be multiplied by a factor of
2 and, therefore, the C6nl integral in Eq. 4.14 must be scaled by a factor of
√
2.
4.2.2 Recent work
This method has been applied to a variety of systems, from small molecules [1],
small molecules on surfaces [125], small water clusters [126] to studying adsorp-
tion of rare-gas atoms on surfaces [127]. Recently, a number of improvements to
the method have been implemented. In 2012, Ambrosetti and Silvestrelli [128]
used an alternative expression for the C6 coeﬃcients. The rest of the method is
then in the same spirit as the original one described here, in that it uses MLWFs
to partition the density and pairwise interactions are summed. Overall improve-
ment of C6 coeﬃcients against experimental results is reported compared to
the original method for a number of dimers. In 2013, they proposed a scheme
whereby screening eﬀects were included [129]. They report greatly improved C3
coeﬃcients for the adsorption of small molecules on metal surfaces compared to
experimental data when screening eﬀects are taken into account. In the most
recent method, Silvestrelli [130] adopts a much more sophisticated approach, in
the spirit of the recent Tkatchenko-Scheﬄer scheme [96] that includes many-
body eﬀects by treating coupled harmonic oscillators. With the new method,
errors for the S22 set are signiﬁcantly reduced compared to previous versions of
the method, and performance on other systems is overall improved.
60
4.3 Improvements
The approximations that go into the method described in the previous Sec-
tion will clearly not always hold, and the need to examine them is clear. In
this Section, we introduce our enhancements [7] to the original method by Sil-
vestrelli [93] that address some of its drawbacks and analyse limitations carefully.
4.3.1 Partly Occupied Wannier Functions
Using a manifold of eigenstates that includes but is larger than the subspace
spanned by just the valence states results in partly-occupied MLWFs that are
generally more localized and that better reﬂect the symmetries of the system, as
opposed to MLWFs obtained by rotation of the valence subspace only, which ar-
bitrarily break the symmetry (we will demonstrate examples of this phenomenon
in Sec. 4.4).
In order to account for the partial occupancy of the MLWFs, we make a slight
modiﬁcation to Silvestrelli’s approach, explicitly introducing occupancies in the
deﬁnition of the C6nl integral from Eq. 4.18; since in the diagonal approximation,
the density of each fragment is now given by ρn(r) = fwnn|wn(r)|2, the expression
for F (Sn, Sl) in Eq. 4.19 becomes
F (Sn, Sl) =
ˆ xc
0
dx
ˆ yc
0
dy
x2y2e−xe−y
e−x/(β
√
fwnn) + e
−y/
√
fwll
, (4.20)
where the fwnn are given by Eq. 4.9. We will see in Sec. 4.4 that this seemingly
simple idea can give rise to a marked improvement in the accuracy of the method.
4.3.2 Modification to describe p-like states
MLWFs describing only the valence manifold often take the form of well-localized
sigma-orbitals centred on a bond between two atoms, and are thus reasonably
well-described by the approximation of replacing them with a suitable s-orbital.
When anti-bonding states are included in the construction of the MLWFs, the
resulting orbitals have more atomic-orbital character. This is demonstrated by
the atom-centred p-like MLWF shown in Fig. 4.1. It is clear that the density
associated with such an MLWF will not be very well represented by a single s-
like function at its centre. In order to approximate p-like orbitals appropriately
when calculating the vdW coeﬃcients, C6, one could imagine using a suitably-
oriented analytic expression for a hydrogenic p-orbital, for example, a canonical
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pz-orbital given by
pz(r) =
305/4r cos θ√
32πS5/2
e−
√
30r/2S , (4.21)
which has been normalized such that its quadratic spread is 〈pz|(r − r¯)2|pz〉 =
S2; θ is the polar angle in spherical polar coordinates. As a consequence of
the explicit angular dependence, using this function in Eq. 4.14 would give
rise to four-dimensional integrals for which analytic solutions are not readily
available. Numerical evaluation of these integrals for realistic systems would be
prohibitively computationally expensive. We solve this problem by identifying
the p-like MLWFs in the system and replacing them with the hydrogenic form
given in Eq. 4.21. Then, we further approximate each lobe (lower and upper) of
this p-like orbital with two separate hydrogenic s-orbitals of the form of Eq. 4.17.
In order to do so, for each of the upper (+) and lower (−) lobes of the orbital,
it is necessary to know the spread S± and centre r¯±, given by the following
integral, where φ is the azimuthal and θ the polar angles in polar coordinates:
S2± =
ˆ ∞
0
ˆ π/2
0
ˆ 2π
0
r4p2z(r) sin θdrdθdφ, (4.22)
r¯± = r¯ ±
ˆ ∞
0
ˆ π/2
0
ˆ 2π
0
r3 cos θ p2z(r) sin θdrdθdφ zˆ, (4.23)
which, after some algebra, simpliﬁes to
S± =
7S
8
√
2
, (4.24)
r¯± = r¯± 15S
8
√
30
zˆ, (4.25)
where r¯ and S are the original centre and spread, respectively, of the true MLWF.
The choice of the upper and lower limit on θ in 4.24 is such that only the
upper (or, equivalently, lower because of symmetry) lobe centre and spread are
calculated. These expressions may be easily generalized to arbitrary orientations
of the symmetry axis of a p-like state by rotating the oﬀset vectors (r¯± − r¯)
accordingly.
Thus, we have developed a formalism whereby the charge density due to
MLWFs with p-like character can be represented by a pair of s-like hydrogenic
orbitals with appropriate centres and spreads. In Sec. 4.4 we will show how this
works in practice for calculating vdW energy corrections.
In the high-symmetry systems studied in this work, the p-like orbitals are
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Figure 4.1: Partly occupied p-like orbital on benzene molecule. In the method
described here, each of the two lobes (coloured red and blue) is replaced by an
s orbital and considered a separate fragment.
easily distinguished from other orbitals by their partial occupancies, given by
Eq. 4.9, which are typically closer to 0.5 rather than 1. Alternatively, and
especially for structurally more complex systems, the shape of each MLWF could
be characterized using the eﬃcient method described in App. A of Ref. [131] as
another means of automating the procedure of identifying p-like functions.
4.3.3 Symmetry Considerations
Minimizing the total spread Ω with respect to the elements of the unitary matrix
U, and thus producing MLWFs, has the eﬀect of picking from the space of
all possible unitary matrices one which produces the most localized Wannier
functions accessible through optimization from a chosen initial guess. This is
often enough to uniquely determine the MLWFs. In some cases, however, it does
not give rise to a unique choice, even if the optimization procedure is perfect. For
example, the atomic positions and electron density of the system may possess
certain symmetry elements, such as rotations about a particular axis. Then
there will exist a number of equally valid and degenerate representations of
the MLWFs and their centres, which give the same spread, and are related by
symmetry. The minimization procedure breaks the symmetry by choosing one
of these representations; in other words there will be a degree of arbitrariness in
the ﬁnal MLWFs. It is clear from Eq. 4.12 that any degree of non-uniqueness of
the centres will cause an undesirable variability of the vdW energy calculated in
Silvestrelli’s method. This is indeed what we observe in some of the examples
shown in the following sections. Moving away from a description of the MLWFs
63
using the valence states only, and towards using partly occupied MLWFs that
include anti-bonding states and which retain the symmetries of the system,
enables us to overcome these problems, as we demonstrate in Sec. 4.4.2.
4.4 Applications
4.4.1 Calculation Details
For the application of Silvestrelli’s method to the following atomic and molecular
dimer systems we used the Quantum Espresso (QE) package [132] to perform
the ground-state DFT calculations, and Wannier90 [122] to obtain the centres
and spreads of the MLWFs, in a post-processing step. Our results are compared
to both the semi-empirical DFT+D method [84, 133] as implemented in QE,
which is expected to give good asymptotic behaviour, and CCSD(T) calculations,
which are considered the ‘gold-standard’ of quantum chemistry, by Janowski et
al. [68].
The PBE [22] generalized-gradient approximation for exchange and correla-
tion was used for all cases, except in the case of argon where the revPBE [106]
functional was used. Norm-conserving pseudopotentials and Γ-point sampling
of the Brillouin zone were used throughout. We note that we have chosen to
use revPBE for the argon system since PBE produces signiﬁcant binding in
rare gas dimers as it overestimates the long-range part of the exchange con-
tribution [9, 134, 135]. For all the other systems studied here, however, PBE
does not cause spurious binding and would therefore normally be considered
an appropriate functional. A plane-wave basis set cut-oﬀ energy of 80 Ry was
used in all calculations with QE except for the case of the phthalocyanine and
copper phthalocyanine where a 50 Ry energy cutoﬀ was used. For the dimers
of argon, methane, ethene, phthalocyanine and copper phthalocyanine, cubic
simulation cells of length 15.87 Å, 15.87 Å, 21.16 Å and 23.81 Å, respectively,
were used. For the dimers of benzene, a hexagonal cell with a = 15.87 Å and
c = 31.75 Å was used. For all the systems, the choice of energy windows when
using the disentanglement procedure in Wannier90 for our modiﬁed method was
as follows: inner (frozen) energy windows were chosen to include all the valence
states; outer energy windows ranged from the lowest eigenvalue of the system,
ε0, to a maximum of Ewin = εLUMO + α(εHOMO − ε0), where εHOMO is the
energy of the highest occupied valence Kohn-Sham (KS) state and εLUMO is the
energy of the lowest unoccupied KS state. The factor α = 0.4 was chosen to
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scale down the valence energy bandwidth, used to estimate the energy diﬀerence
required above the LUMO when including anti-bonding states. We discuss the
sensitivity of the method to this factor in Sec. 4.4.10.
Initial guesses, or “projections” for the MLWF centres and orbital characters
are typically speciﬁed in Wannier90 to ensure realistic centres, as it is sometimes
possible that the spread is minimized, but centres are delocalized over the cell.
This relates to the issues discussed in Sec. 4.3.3.
4.4.2 Argon
We will ﬁrst investigate the severity of the aforementioned issues relating to
symmetry (Subs. 4.3.3), by considering the case of an argon dimer. Optimization
of the MLWFs describing a single argon atom produces four doubly occupied
MLWFs arranged tetrahedrally around the atom (Fig. 4.2). Due to spherical
symmetry, the orientation of these MLWFs with respect to a given coordinate
system is arbitrary for an isolated atom and the ﬁnal MLWFs obtained will
depend on the initial guess used. In the dimer, this arbitrariness is removed,
at least in principle, since the spherical symmetry is broken by the presence
of the other atom at a speciﬁc orientation. At large separations, this is not in
practice necessarily the case: the electron density overlap between the Ar atoms
is vanishingly small, since the wavefunctions decay exponentially away from the
atom. Therefore, to within attainable numerical precision, the orientation of the
MLWFs on each atom is uncorrelated with the orientation of the other atom:
the MLWFs can be freely rotated with respect to the atom without aﬀecting
the total spread. Note, however, that since the vdW energy only decays as R−6,
its value is inﬂuenced by the orientation of the MLWF centres (and hence their
separation) out to distances beyond which the calculated spread (and thus the
optimized MLWF orientation) has ceased to be sensitive to separation.
This dependence can be investigated in a two-atom system by ﬁxing the
relative orientations of the MLWF centres between the two atoms in the dimer.
This is achieved by ﬁrst calculating the MLWF centres for a single atom of ar-
gon and then translating and rotating these centres to the second Ar atom with
various choices of alignment. We will refer to this approach as the fragment
method. In this method, we calculate the dispersion correction to the energy for
a dimer system using various possible arrangements of MLWF centres on the
other atom. Three possible high-symmetry choices are shown in Fig. 4.2. For
each of these orientations, Fig. 4.4 (top) shows the binding energy of the Ar
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Figure 4.2: Illustration of three of the many possible conﬁgurations of MLWF
centres (small pink spheres) for the two argon atoms (large yellow spheres) in
the fragment method.
dimer as the separation of the atoms varies. We see that there is considerable
displacement of the curves, and the binding energy and the equilibrium sepa-
ration change according to the alignment chosen by up to 0.04 kcal/mol and
0.08 Å, respectively.
In contrast to this fragment approach, in Fig. 4.4 (bottom) we show the
binding energy as calculated with the normal approach of using the optimized
MLWFs of the entire dimer system. However, here we have used varying initial
guesses corresponding to the set of possible alignments shown in Fig. 4.2. We
see that at small separations, the MLWF centres always converge to the same
positions, regardless of the initial guess, and the binding energy curve is nearly
independent of the choice of initial guess (∼ 10−3 kcal/mol variation).
At larger separation, however, the spread minimization is insuﬃciently sen-
sitive to the relative orientation of the MLWFs on diﬀerent atoms, and does
not necessarily alter it from the initial guess, resulting in several diﬀerent pos-
sible results depending on the initial orientation of the centres. If a random
initial guess is chosen, then the energy varies discontinuously, as a function of
separation, within the bounds imposed by the limiting cases described using
the fragment method. This is because the MLWF centres converge to diﬀerent
orientations depending on their starting positions (curve labelled ‘random’ in
Fig. 4.4 (bottom)). It should be noted that there are no variational principle ar-
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Figure 4.3: Binding energy curve for the argon dimer with revPBE. Note that
revPBE barely binds, yielding a very low energy of −0.04 kcal/mol and a large
equilibrium separation compared to CCSD(T) values, so inclusion of dispersion
corrections is necessary.
guments that would ensure that lower energies are any more correct than higher
ones.
In order to avoid this problem of non-uniqueness of binding energy curves,
a random initial guess is used ﬁrst for a conﬁguration at small separation, in
the knowledge that the result will be independent of the guess used. Then the
MLWF centres computed at the previous, smaller separation are used as the
initial guess for the calculation at a larger separation. In this manner, a unique
continuous curve is obtained (labelled ‘continuous’ in Fig. 4.4 (bottom)). This
is the approach that we adopt for all subsequent calculations in this work.
From the continuous curve, we obtain 3.97 Å for the equilibrium separation
and −0.28 kcal/mol for the binding energy. This is in good agreement with
the coupled cluster CCSD(T) calculations of Ref. [136], which give 3.78 Å and
−0.28 kcal/mol, respectively, whereas revPBE without dispersion corrections
gives 4.61 Å and −0.04 kcal/mol (Fig. 4.3).
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Figure 4.4: Binding energy versus interatomic separation for the argon dimer,
for varying relative orientations of the MLWF centres surrounding each atom
(see Fig. 4.2). Top panel: results obtained using the fragment method, in which
the MLWF centres are calculated for a lone Ar atom and then translated and
rotated to the second Ar atom. Bottom panel: results obtained using the true
MLWF centres with various initial guesses for their positions. The curve labelled
‘continuous’ is obtained by using the MLWF centres from a conﬁguration at small
separation as the initial guess for the centres at larger separations. In this way,
the discontinuities in the curve are avoided and a unique curve is obtained (see
text for details). 68
Figure 4.5: Illustration of the methane dimer. Carbon atoms are shown by large
grey spheres, hydrogen by small white spheres, and the valence MLWF centres
are shown by small pink spheres.
4.4.3 Methane
The methane dimer is a straightforward application of the Silvestrelli method:
the positions of the 8 MLWF centres (four per molecule), which lie on the four
tetrahedral C-H bonds of each CH4 molecule (see Fig. 4.5), obey the same sym-
metries as the atomic positions, so there exists no arbitrariness of orientation.
In Fig. 4.6, we compare to the results of both DFT+D and CCSD(T) calcu-
lations. Our geometries and CCSD(T) results were drawn from the Benchmark
Energy and Geometry Database (BEGDB) [66].
The accuracy of Silvestrelli’s method in the case of the methane dimer is good
compared to CCSD(T): the former gives an equilibrium separation of 3.66 Å and
binding energy of −0.69 kcal/mol, and the latter 3.72 Å and −0.53 kcal/mol,
respectively. DFT+D is in somewhat worse agreement with CCSD(T), yielding
3.54 Å and −0.76 kcal/mol, respectively.
4.4.4 Ethene
We now turn our attention to the ethene dimer, which includes a C-C dou-
ble bond. We compare results for the original and modiﬁed methods against
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Figure 4.6: Binding energy curves for the methane dimer with various methods.
In this system we do not apply our modiﬁcations as the centres of the valence
MLWFs do not break any symmetry of the molecule.
CCSD(T) and DFT+D results. We have again used the geometries for each
molecule taken from the BEGDB.
To use Silvestrelli’s original method in this case, we include only the valence
manifold in the creation of the MLWFs, giving six MLWFs per molecule arranged
as shown in Fig. 4.7 (left). In our modiﬁed method we use seven MLWFs per
molecule, with p-like, partly occupied orbitals on each carbon atom (Fig. 4.7
(right)).
As seen in Fig. 4.8, neither the original Silvestrelli method (blue) nor DFT+D
(red) reproduce the CCSD(T) values very accurately. By expanding the man-
ifold of eigenstates used in the construction of the MLWFs and applying our
modiﬁed method to include partial MLWF occupancies and splitting of the p-
like functions (see Sec. 4.3), we ﬁnd an excellent agreement (green line) with the
CCSD(T) equilibrium values of 3.72 Å for the separation and −1.51 kcal/mol for
the binding energy; our method gives 3.73 Å and −1.60 kcal/mol, respectively;
Silvestrelli’s method gives 3.83 Å and −1.69 kcal/mol; DFT+D yields 3.55 Å
and −2.04 kcal/mol.
70
Figure 4.7: Colours as in Fig. 4.5. Left: Ethene dimer with six MLWFs per
molecule. Right: Ethene dimer with seven MLWFs per molecule. The centres
of the original p-like MLWFs are placed on the carbon atoms, but here we show
the centres of the individual lobes after splitting each p-like orbital into two
s-like functions calculated by our approach (pink spheres).
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Figure 4.8: Binding energy for an ethene dimer with various methods. The
agreement with the CCSD(T) value [68] is greatly improved using our modiﬁca-
tions to the original method by Silvestrelli.
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4.4.5 Benzene
For benzene, the valence states can be represented by 15 doubly-occupied Wan-
nier functions. The MLWF optimization procedure in this case therefore breaks
the D6h symmetry of the benzene ring: the end result is that there are three
C-C ‘double’ bonds and three C-C ‘single’ bonds in the MLWF representation.
Those alternating double and single C-C bonds represent a delocalized π-bond
around the ring. Each double bond is represented by MLWFs located above and
below the plane of the molecule, while each single bond is represented by one
MLWF on the bond. When two molecules are put in proximity (see Fig. 4.9)
and the vdW energy is calculated by Silvestrelli’s method, the breaking of the
symmetry aﬀects the vdW energy in an arbitrary manner, dependent on how
the two rings are aligned (i.e. whether the pairs of double bonds in adjacent
molecules are aligned or anti-aligned). This alignment is templated by the ini-
tial guesses used for the centres of the Wannier functions. It should be noted,
however, that despite the MLWF centres breaking the molecule symmetry, the
charge density from the MLWFs still does satisfy the symmetry, as it must.
The case of the benzene dimer therefore illustrates again the need to include
the unoccupied antibonding states in the construction of the MLWFs: doing so
increases the number of MLWFs to 18 and introduces partial occupancies, but
restores the D6h symmetry of the MLWF centres and also localizes the MLWFs
more. This then makes the vdW contribution independent of the initial guess
for the Wannier function centres with regards to the benzene ring alignment.
We applied our implementation of the original Silvestrelli’s method (with 15
MLWFs), and then our modiﬁed method (with 18 MLWFs, partial occupancies
and splitting of p-like states) to determine the binding energy as a function of
displacement for three types of displacement (labelled S, PD, and T), illustrated
in Fig. 4.10. We compare this to DFT+D and to the CCSD(T) calculations of
Ref. [68]. We note that we used the same bond lengths for C-C and C-H as
Ref. [68] to construct perfectly symmetric benzene rings for our calculations.
The binding energy curves for the various methods for the three conﬁgura-
tions are shown in Fig. 4.10. Silvestrelli’s method (blue line) does not agree very
well with CCSD(T) calculations, overestimating equilibrium separations by 0.07-
0.25 Å (Table 4.1) and overestimating binding energies by 0.28-1.25 kcal/mol
(Table 4.2). In particular, the dispersion curve obtained from Silvestrelli’s
method does not agree asymptotically with the DFT+D curve (red line). In
the T conﬁguration Silvestrelli’s method performs better in terms of equilib-
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Figure 4.9: The S (vertical displacement), conﬁguration for a benzene dimer,
with MLWF centres shown by pink spheres. Notice how the centres of the
MLWFs arbitrarily break the symmetry of the molecule. This symmetry break-
ing can have an eﬀect on the vdW correction, since it depends on the MLWF
centres.
rium separation, binding energy and asymptotics, as can be seen in Fig. 4.10
(bottom).
For the S conﬁguration we also show the binding curve obtained when the
anti-bonding states are included in the construction of the MLWFs, but p-like
MLWFs are not split (orange line); it is clear that in this case the method does
not perform well, because, as discussed in Sec. 4.3.2, replacing a p-like orbital
by a single s-orbital is a very poor approximation.
Our full modiﬁed method, including both the larger manifold and the split-
ting of p-like partly occupied MLWFs, on the other hand, has excellent agree-
ment in terms of equilibrium distances and binding energies (black line in
Fig. 4.10) with the DFT+D curves and the CCSD(T) values, for all three conﬁg-
urations, to within 0.05 Å and 0.33 kcal/mol (Table 4.1 and 4.2); the asymptotic
behaviour of the energy is also better captured.
4.4.6 H2Pc and CuPc
To examine the diﬃculties encountered applying the MLWF approach for the
calculation of vdW interactions to larger systems, we have investigated the ph-
thalocyanine (H2Pc) dimer in the simplest conﬁguration (S, vertically displaced)
ﬁrst by applying Silvestrelli’s method and then by applying our modiﬁcations
it, and comparing the binding energy curve to one obtained using DFT+D. The
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Figure 4.10: Binding energy (kcal/mol) curves for the various methods for the
benzene dimer in the S, PD and T conﬁgurations (top, middle and bottom re-
spectively). For the S conﬁguration we also show the curve using 18 MLWFs per
molecule if no p-splitting is used; in this case the method overbinds. CCSD(T)
benchmark values are from Janowski et al. [68]. The conﬁgurations of benzene
rings are shown on each graph. 74
Method S PD T
Silvestrelli (15 MLWFs) 4.01 3.78 5.06
This work (18 MLWFs) 3.89 3.55 4.88
Semi-empirical DFT+D 3.93 3.58 4.89
CCSD(T) (Janowski et al. [68]) 3.92 3.53 4.99
Table 4.1: Equilibrium separation in Å for the benzene dimers in the three
conﬁgurations (Fig. 4.10) using the various methods. For all DFT calculations
the PBE functional was used.
Method S PD T
Silvestrelli (15 MLWFs) −2.85 −3.23 −2.85
This work (18 MLWFs) −1.47 −2.31 −2.64
Semi-empirical DFT+D −1.38 −2.11 −2.87
CCSD(T) (Janowski et al. [68]) −1.60 −2.55 −2.57
Table 4.2: Binding energies (kcal/mol) at the equilibrium geometry for the
benzene dimers in the three conﬁgurations (Fig. 4.10) using the various methods.
For all DFT calculations the PBE functional was used.
optimized MLWF centres constructed from the valence manifold for a single
H2Pc are shown in Fig. 4.11 (top). We see that as with the benzene molecule,
there are alternating single and double MLWF centres on the C-C bonds of the
six-membered rings, representing delocalized π-bonds. We also ﬁnd, however,
that using only the 93 valence MLWFs (186 valence electrons) is problematic,
since the MLWF centres break the symmetry of the system. Most importantly,
this choice of using the valence manifold only in this case yields one lone MLWF
of unrealistically large spread (∼2.5 Å) located some distance from any atoms
(Fig. 4.11 (top)). We note again that the real density is the same under any rep-
resentation, as it should, and it is the MLWF centres that break the symmetry
of the system. Using a larger and even number of MLWFs (112 per molecule) we
can restore this D2h symmetry of the molecule (Fig. 4.11 (bottom)) and by ob-
taining MLWF centres that respect the symmetry of the molecule. This number
of MLWFs (112) was chosen on the basis of counting the various types of bonds
on the molecule.When anti-bonding states are included, it is important to make
a chemically intuitive initial guess for the centres and forms of the MLWFs. We
make initial guesses as follows: we place p-like orbitals on the carbon atoms and
s-like orbitals on every bond and p-like orbitals on the hydrogenated nitrogens
as well as two s-like orbitals on every non-hydrogenated nitrogen atom. In this
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way, we have partly occupied MLWFs that represent the 372 valence electrons of
the dimer. The binding energy curves obtained by using this representation and
our modiﬁcations to Silvestrelli’s method are shown in Fig. 4.12 and compared
to DFT+D.
The binding energy obtained from our method is −23.63 kcal/mol and the
equilibrium separation 3.58 Å; with DFT+D we obtain −18.91 kcal/mol and
3.68 Å. As for benzene, we see very good agreement with DFT+D; these val-
ues roughly agree with the stacking distance of crystalline H2Pc (around 3.2–
3.4 Å) [137]. Silvestrelli’s original method severely overbinds the dimer (giving
a binding energy of −41 kcal/mol) because of the unphysically large spread of
the lone MLWF that appears in the valence representation. This is due to the
strong dependence of the vdW energy on the spreads (Eq. 4.18).
In the case of CuPc dimer (vertically displaced S conﬁguration) we again
do not use the valence manifold of 390 MLWFs per dimer (195 MLWFs per
molecule: 98 spin up and 97 spin down), but instead use a larger manifold of
MLWFs. We note that the dimer conﬁguration used here does not correspond to
any experimentally observed phases of CuPc [138], but was used to illustrate the
methods we have developed. This is a spin-polarized system, so a diﬀerent set
of MLWFs is required for spin up/down electrons, yielding a total of 234 singly
occupied MLWFs per molecule (117 for every spin channel) in the disentangled
manifold. There are 10 d-like MLWFs (ﬁve for every spin channel) centred on
each copper atom, and s-like MLWFs on bonds and nitrogens. The MLWFs
corresponding to spin up and spin down electrons have essentially the same
centres for the same bonds or atoms (Fig. 4.13).
In cases where some Wannier functions centres are very close together, it
would be incorrect to consider them as separate fragments since this would
violate the fundamental assumption of the ALL method, that it is valid for non-
overlapping fragments only. This can be understood from the fact that Eq. 4.13
is strongly non-linear, so adding the contributions of overlapping density frag-
ments does not give the same result as summing the densities beforehand. As
a result, Silvestrelli’s method severely overbinds the dimer yielding a binding
energy of ∼ −108 kcal/mol, which compared to other ab initio results for diﬀer-
ent phthalocyanine metals (∼ 50 kcal/mol for NiPc and MgPc from Ref. [139]),
demonstrates that the method breaks down for overlapping fragments.
We alleviate this problem by amalgamating all the centres and spreads of
the cocentric MLWFs (in this case the d-like MLWFs on Cu) into one MLWF
with a centre and spread given by the arithmetic mean of the cocentric MLWFs,
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Figure 4.11: Top: Phthalocyanine (H2Pc) molecule and its valence MLWF cen-
tres (small pink spheres). Hydrogen atoms are by small white spheres, carbon
atoms by large grey spheres and nitrogen atoms by large blue spheres. Using
only the valence MLWFs does not give a satisfactory description of the system
since it yields a lone MLWF of unphysically large spread (shown by large yellow
sphere and labelled by the letter L). Bottom: H2Pc molecule and its 112 MLWF
centres, now including anti-bonding states. With this representation the MLWF
centres satisfy the D2h symmetry of the molecule and a better chemical picture
is given. There are s-like orbitals on every bond and the non-hydrogenated
nitrogens, and p-like partly occupied orbitals on every carbon the two hydro-
genated nitrogens (not shown here as these are located inside the corresponding
atoms). 77
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Figure 4.12: Binding energy curves for H2Pc dimer in the S conﬁguration (verti-
cally displaced) versus intermolecular distance obtained with the various meth-
ods.
and occupancies given by the sum of the separate MLWFs. Physically, this
corresponds to treating one larger blob of density rather than ﬁve separate ones.
The criterion for amalgamating MLWFs can be automated such that MLWFs
less than a particular threshold distance apart are combined. In our case, we
used a value of 0.1 Å for this threshold, which had the desired eﬀect of including
the d-like orbitals on Cu and cocentric MLWFs in the amalgamation procedure,
while leaving all other non-cocentric MLWFs in the system unaﬀected.
In Fig. 4.14 we compare the binding energy curves obtained using DFT+D
to our modiﬁed method (now including the amalgamation of cocentric MLWFs)
using a disentangled manifold of 468 MLWFs per dimer. This gives a binding
energy of −27.22 kcal/mol and an equilibrium separation of 3.57 Å, in fair
agreement with DFT+D, which gives −22.21 kcal/mol and 3.63 Å, respectively.
These values are in reasonable agreement with those for H2Pc (as obtained
using our method above). They are also sensibly close to binding energies
for other metal phthalocyanines (NiPc and MgPc) calculated with the TS-vdW
scheme [139] adding vdW corrections to the PBE and B3LYP functionals, which
yields values in the range ∼ 40− 50 kcal/mol for their binding energies.
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Figure 4.13: Copper phthalocyanine (CuPc) molecule and its 234 MLWF centres,
again including anti-bonding states. Colours as in Fig. 4.11, with copper shown
by the large brown sphere in the centre. There are s-symmetry MLWFs on
every bond and atom except for copper, p-like MLWFs on the carbons and 10
d-symmetry MLWFs on the copper atom. Now there are no p-like orbitals on
any nitrogen atom as for H2Pc.
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Figure 4.14: Binding energy curves for the CuPc dimer in the S conﬁguration
(vertically displaced) obtained using the various methods.
4.4.7 Intermolecular C6 coefficients
It is expedient to deﬁne eﬀective intermolecular C6 coeﬃcients,
C6eff =
1
2
∑
n,l
C6nl, (4.26)
where only intermolecular terms are summed over, i.e., n and l correspond
to MLWFs on diﬀerent molecules, and the factor of 1/2 accounts for double-
counting. In Table 4.3, we compare our values to those of the original method
of Silvestrelli, benchmark dispersion-corrected MP2 calculations (MP2+∆vdW)
and reference results obtained using the Dipole Oscillator Strength Distribution
(DOSD) approach, given in the database of Ref. [70].
As previously discussed in Ref. [93], comparison with reference values is made
somewhat diﬃcult by the fact that they are obtained by ﬁtting to experimental
data and hence also include higher-order terms (C8, C10) in an eﬀective manner.
Taking the reference values as a benchmark, it can be seen from Table 4.3
that, for the systems under consideration, there is no clear or systematic im-
provement in calculated eﬀective C6 coeﬃcients with our modiﬁcations to Sil-
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System C6 (Eha60)
Silvestrelli This work MP2+∆vdW pseudo-DOSD
Argon 92.4 92.4 76.1 64.3
Methane 99.1 99.1 119 130
Ethene 275 261 328 300
Benzene S 2727 1288 2364 1723
Benzene PD 2727 1284 2364 1723
Benzene T 2769 1262 2364 1723
Table 4.3: Eﬀective intermolecular C6 coeﬃcients. Dispersion-corrected MP2
(MP2+∆vdW) and reference values are drawn from Ref. [70]. For the argon and
methane dimers, our approach is identical to the original method of Silvestrelli.
The diﬀerences between the values reported in the ﬁrst column (Silvestrelli)
and those in the original paper by Silvestrelli (Ref. [93]) are attributable to
the diﬀerent calculational details such as choice of exchange and correlation
functional, simulation cell size and plane-wave energy cutoﬀ.
vestrelli’s approach as compared to Silvestrelli’s original approach: in the case
of ethene the original method compares more favourably, while in the case of the
benzene dimers our approach performs much better. In spite of this, however, it
is worth noting that our approach (as shown earlier) signiﬁcantly improves the
values obtained for equilibrium separations and binding energies, as compared
to CCSD(T), for all systems considered for which we have access to CCSD(T)
results.
4.4.8 Sensitivity to cutoff radius rc
The sensitivity of the binding energy on the cutoﬀ radius rc, given by Eq. 4.16,
is investigated here. The cutoﬀ radius is used in the integral of Eq. 4.18 as
the upper boundary; its physical motivation is that it is the distance at which
the the length scale for density change is equal to the electron gas screening
length. Sensitivity was tested on the S conﬁguration of the benzene dimer with
18 MLWFs per molecule (Fig. 4.15). As can be seen from Fig. 4.4.8, even small
changes of 1% in the cutoﬀ radius result in signiﬁcant changes in the binding
energy curves, with the binding energy and equilibrium distance varying by
6-8% and 0.2-0.8% respectively. For larger changes in rc, the method breaks
down, as the energy changes are unphysically large. Although the cutoﬀ radius
is physically justiﬁed [90], this strong dependence of the vdW correction on it
is a weakness of the method.
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Figure 4.15: Binding energy curve for the benzene dimer in the S conﬁguration
for various values of rc using our modiﬁed method with 18 MLWFs per molecule.
4.4.9 Approximations to the density
It is clear that the approximations to the real density will play an important
role in how accurate the method is in terms of describing vdW interactions,
Consequently, it is important to be aware of the various approximations that
are used for the density. In the original method of Silvestrelli, the KS density
is approximated by replacing all real MLWFs with hydrogenic s wavefunctions
wHn (r) given by Eq. 4.17; for the purpose of calculating the C6 coeﬃcients, the
electronic charge density of the system is, therefore, eﬀectively approximated as
ρs(r) =
Nocc∑
n=1
|wHn (r)|2. (4.27)
In the modiﬁed method presented here, in which the MLWFs are constructed
using a manifold of the KS states beyond just the occupied orbitals, there are two
levels of approximation to the charge density. First, the oﬀ-diagonal component
ρOD(r) is neglected from Eq. 4.10 as it is much smaller in magnitude compared
to the diagonal part. Second, the “hydrogenic” approximation of the original
approach is applied, whereby the disentangled Wannier functions, wdisn (r), are
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Figure 4.16: Density proﬁle on a plane parallel to a C-C bond (xz-plane) in a
benzene molecule. Left: the original Kohn-Sham density ρ(r) from the plane-
wave DFT calculation. Right: The oﬀ-diagonal component ρOD(r) of the density
(see Eq. 4.10) when a disentangled manifold is used to construct Ndis = 18
MLWFs. Note the much-reduced scale compared to that of the total density.
The units are Å−3.
replaced by hydrogenic orbitals, wHn (r), of the same centre and spread. In our
method, therefore, the density is approximated as
ρdis(r) =
N∑
n=1
fwnn|wHn (r)|2, (4.28)
where N is now the of total number of fragments, after the splitting of p-like or-
bitals or amalgamation of co-centric MLWFs has been performed. We consider
each of these approximations in turn for a system that exhibits some typical fea-
tures, the benzene molecule. The XCrySDen [140] package was used to generate
the isosurface plots referred to in this Section.
In Fig. 4.16 we show density isosurface plots for the KS density ρ(r) (left)
and the oﬀ-diagonal density ρOD(r) (right), which emphasises that the latter
is uniformly small in magnitude, comprising only a small fraction of the total
density (∼ 5 − 7%), as a result of the exponential localisation of the MLWFs,
which results in small overlap between the MLWFs, and thus any oﬀ-diagonal
elements do not contribute signiﬁcantly to the total density.
In Fig. 4.17 we show the diﬀerence between the KS density ρ(r) and the
“hydrogenic” approximation ρs(r) of the original Silvestrelli method (Eq. 4.27)
for two of the C-C bonds in benzene: on the left a “single” bond; on the right a
“double” bond. These two bonds only diﬀer because of the symmetry-breaking
inherent in the MLWF construction when just the valence states are used. We
see that the density associated with the π-bond is not well represented in either
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Figure 4.17: Density diﬀerence isosurface plots showing the diﬀerence ρ(r)−ρs(r)
between the KS density and the approximate “hydrogenic” density of the original
Silvestrelli approach (Eq. 4.27). Left: cross-section through a “single” bond.
Right: cross-section through a “double” bond.
case. Note that the decomposed charge density is the same as the KS density,
and it is only when we look at the density associated with individual MLWFs
which have been approximated, that the symmetry is broken.
Finally, in Fig. 4.18, we show the diﬀerence between the KS density ρ(r)
and that of our modiﬁed method, ρdis(r) (Eq. 4.28), with 18 MLWFs obtained
by disentanglement from a larger manifold. The left-hand plot is without split-
ting the p-like states, and the right-hand plot is with splitting (as described in
Sec. 4.3). We see that while this introduces small regions where the density
diﬀers signiﬁcantly (right at the MLWF centres), everywhere else it is overall an
improvement, producing a better representation of the density compared to the
original method of Silvestrelli, especially in the case of systems with p-orbitals.
In summary, discarding the oﬀ-diagonal component of the density (in the
case of disentangled MLWFs) is a relatively minor approximation, and has a
considerably smaller eﬀect than approximating the density in various ways us-
ing hydrogenic orbitals, the latter being inherent to both our approach and the
original approach of Silvestrelli. The maximum diﬀerence between the KS den-
sity ρ(r) and the density in our method is reduced by ∼ 23% and the minimum
diﬀerence by ∼ 5%, compared to the diﬀerence between the KS density and the
density in Silvestrelli’s method.
4.4.10 Sensitivity to energy window Ewin
To use our modiﬁcations to Silvestrelli’s method, the disentanglement procedure
has to be used in the construction of Wannier functions, as outlined in the
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Figure 4.18: Density diﬀerence isosurface plots, on the same plane as in Fig. 4.16,
showing the diﬀerence ρ(r)−ρdis(r) between the KS density and the “hydrogenic”
density of our method when a disentangled set of MLWFs is used (Eq. 4.28). Left:
without splitting of p-like states; right: with splitting of p-like states into two
s-like states. The mean diﬀerence with the KS density compared to the original
Silvestrelli’s method is reduced overall for both cases, but even more in the case
of p-splitting.
Methods section 4.1. Because including ever more high-energy plane-wave states
inevitably allows extra variational freedom in the construction of the MLWFs,
we ﬁnd that the precise values of the MLWF spreads are sensitive to the outer
energy window used for the disentanglement. Speciﬁcally, as Ewin is increased,
the MLWFs become more localized (their spreads decrease). As a result, the
vdW energy is also aﬀected by the choice of Ewin.
In this work we have chosen throughout to estimate an appropriate energy
window using
Ewin = εLUMO + α(εHOMO − ε0) (4.29)
where α is a factor used to scale the valence energy bandwidth. This is motivated
by the idea that to enable us to restore the symmetry, we need to include the
antibonding counterparts to the valence states, without including too large a
number of irrelevant higher-lying unbound states. Eq. 4.29 is an attempt to
estimate the range of energies spanned by these antibonding states. In Fig. 4.19
we show the dependence of the vdW binding energy curves for the benzene dimer
in the S conﬁguration on α. While there is considerable variation for small α, we
ﬁnd that for values beyond 0.4, the curves vary by only a rather small amount
with α; As long as a value of α around this value is chosen, it should yield
reasonable results, suggesting the extra degree of empiricism introduced by this
procedure is relatively limited in scale. The value of α was set to 0.4 in all the
other calculations in this work.
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Figure 4.19: Binding energy curve for the benzene dimer in the S conﬁguration
for various values of α using our modiﬁed method with 18 MLWFs per molecule.
4.5 vdW interactions with NGWFs
As we saw earlier, MLWFs are constructed in a post-processing fashion after
a full electronic structure calculation, for example with the plane-wave DFT
code Quantum Espresso in this case. The system size accessible to any vdW
approach involving MLWFs will be limited by the DFT calculation. The scaling
of traditional plane-wave DFT is O(N3), which allows for a maximum of a
few hundreds of atoms. In applications of Silvestrelli’s method or its modiﬁed
version, the size of the system one can study is further limited by the fact
that MLWFs become challenging to disentangle for large, structurally complex
systems. Motivated by these facts, we attempted to use the non-orthogonal
generalized Wannier functions (NGWFs) that arise naturally from the linear-
scaling DFT approach implemented in ONETEP as fragments of density, which
would then be replaced by hydrogenic orbitals treated as in the original method
by Silvestrelli. The main beneﬁt of this would be that within the framework of
linear-scaling DFT, this would allow calculations on large systems without the
manual eﬀort of determining an appropriate choice of localized orbitals, since, as
mentioned before, these naturally arise within ONETEP. Here we show details
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of this attempt and explain why it was not pursued.
First we brieﬂy introduce NGWFs, but these will be revisited in more detail
in Ch. 5. The NGWFs are related to the Kohn-Sham eigenstates by a linear
transformation:
|ψn〉 = Mαn|φα〉 (4.30)
where the Einstein summation convention is used for the Greek indices.
Using the orthonormality of KS states we can write
〈ψn|ψm〉 =M∗αnMβm〈φα|φβ〉
=M∗αnM
β
mSαβ = δnm (4.31)
where the overlap matrix Sαβ = 〈φα|φβ〉 has been deﬁned. The overlap matrix
is the metric and it is used to lower indices as Sβα|φα〉 = |φβ〉, where |φα〉 are
the contravariant NGWFs, orthogonal to the covariant ones. The inverse of
Sαβ , deﬁned as Sαβ satisﬁes SβαSαγ = δαγ . It can be shown (App. A) that the
inverse overlap can be written as
Sαβ =
∑
m
M∗αk M
β
m. (4.32)
This expression will be used extensively in the calculations to follow.
The MLWFs are related to the KS orbitals in the following way:
|wn〉 =
∑
m
Umn|ψm〉
where U is a unitary transformation as we saw in Sec. 4.1. Using Eq. 5.7, the
MLWFs can be expressed in terms of the NGWFs as:
|wn〉 =
∑
m
UmnM
β
m |φβ〉 (4.33)
We recall that the expression for the spread in terms of MLWFs is:
Ω =
∑
n
Ωn =
∑
n
〈wn|(r− 〈r〉n)2|wn〉 =
∑
n
[〈r2〉n − 〈r〉n · 〈r〉n]. (4.34)
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This expression can be decomposed as Ω = ΩI +ΩOD where
ΩI =
∑
n
[〈r2〉n −
∑
m
|〈wm|r|wn〉|2] (4.35)
ΩOD =
∑
n
∑
m 6=n
|〈wm|r|wn〉|2 (4.36)
=
∑
n
∑
m 6=n
〈wm|r|wn〉 · 〈wn|r|wm〉
Now trying to ﬁnd expressions for ΩI and ΩOD in terms of NGWFs, we use
Eq. 4.33 and the fact that
∑
n UmnU
∗
kn = δmk to ﬁnd, for the ﬁrst term of ΩI :
∑
n
〈wn|r2|wn〉 =
∑
n,k,m
UmnU
∗
knM
α
∗ kM
β
m〈φα|r2|φβ〉 = Sβαr2αβ
The second term from the ΩI expression becomes:
∑
n
∑
m
∑
pqrs
〈φα|r|φβ〉 · 〈φγ |r|φδ〉UqnU∗pmUsmU∗rnM∗αp M βq M δs M∗γr
∑
pqrs
〈φα|r|φβ〉 · 〈φγ |r|φδ〉δpsδqrM∗αp M βq M δs M∗γr =
∑
pq
〈φα|r|φβ〉 · 〈φγ |r|φδ〉M∗αp M βq M δp M∗γq = rαβ · rγδSδαSβγ
Deﬁnining the centres of the NGWFs as:
r αα = 〈φα|r|φα〉 = 〈φα|r|φβ〉Sβα (4.37)
we may then deﬁne the NGWF spread as:
Ω αα = 〈φα|(r− r αα )2|φα〉
= r2αα − r αα · r αα
= Sβαr2αβ − rαβ · rαδSβαSδα (4.38)
Now the invariant part of the spread can be written as:
ΩI =
∑
αβ
Sβαr2αβ −
∑
αβδ
rαβ · rαδSβαSδα −
∑
α6=γ
∑
βδ
rαβ · rγδSδαSβγ
=
∑
α
Ω αα −
∑
α6=γ
∑
βδ
rαβ · rγδSδαSβγ
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The oﬀ-diagonal part of the spread, when expressed in terms of the NGWFs
becomes (Einstein summation convention used for greek indices):
ΩOD =
∑
n
∑
m 6=n
∑
pqrs
〈φα|r|φβ〉 · 〈φγ |r|φδ〉UqnU∗pmUsmU∗rnM∗αp M βq M δs M∗γr
=
∑
n
∑
m 6=n
∑
pqrs
〈φα|r|φβ〉 · 〈φγ |r|φδ〉UqnU∗pmUsmU∗rnM∗αp M βq M δs M∗γr
The form of the oﬀ-diagonal spread now poses a problem: it cannot be ex-
pressed in terms of overlap matrices as the other expression shown, and there
is no apparent cancellation of the unitary transformation matrices U. Using an
orthogonal basis for the expression of the spread clearly does not allow us to
write it purely in terms of NGWFs. Therefore, to be able to use this type of
partitioning of the density, an alternative expression for the spread is needed.
There are tensorial correctness issues that arise when one attempts to ﬁnd an
expression for the spread purely in terms of NGWFs because the covariant and
contravariant spaces complicate the deﬁnition of tensors. As a result, care has
to be taken when attempting to express a physical quantity with respect to co-
variant and contravariant indices. Finding a way to express the spread in such
a way is an interesting problem which can be further explored.
4.6 Conclusion
We conclude that Silvestrelli’s method is computationally eﬃcient and very easy
to implement for small systems where initial guesses for the Wannier centres can
be speciﬁed. However, there is a very strong dependence of the calculated vdW
energy on the position and spread of the Wannier centres, and these are not
always as unique as one might hope. Symmetry-breaking, often induced by
considering only the valence manifold in the construction of the MLWFs, may
introduce arbitrary dependence on initial guesses in a way that signiﬁcantly af-
fect the vdW energy. We have shown that arbitrarily-broken symmetries may
often be restored by increasing the number of Wannier functions used and gen-
erating them with a suitably-chosen range of the conduction states as well as
the valence states. This necessitates the inclusion of occupancies in the formal-
ism. We note that in cases where no symmetries are restored when we use more
MLWFs, as in the example of ethene, it is the better localisation of the MLWFs
that may be responsible for improved vdW energies, since the method is based
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on pairwise summation of well-separated fragments.
Particularly, in cases with a larger number of Wannier functions, we have
shown that the approximation implicit in replacing the true Wannier functions
with hydrogenic s-orbitals may not always yield an accurate representation of
the electronic density, and have shown how in cases where there is p-like symme-
try, it is better to substitute the p-symmetry functions with two s-like functions.
By considering the problems associated with applying these adapted methods to
larger systems such as H2Pc and CuPc, we have demonstrated that the approach
is not necessarily a good candidate for studying larger systems, where specifying
initial guesses for a large number of non-trivial MLWFs may be diﬃcult; chem-
ical insight for the form of these higher-lying states has to be employed, but
becomes more diﬃcult for even larger systems. In the case of copper phthalo-
cyanine, we showed that MLWFs that are centred eﬀectively at the same point
(such as the ﬁve d-like MLWFs on each Cu atom) cannot be treated as separate
fragments of density; they should instead be amalgamated into one fragment
of density of an averaged centre and spread and summed occupancies. The
reason for this is that the method is valid only in the limit of well-separated
fragments. Finally, we have demonstrated that there is also a strong depen-
dence of the vdW energy on the cutoﬀ radius used in the integral of Eq. 4.18,
and although the value used is justiﬁed on physical grounds, it nevertheless rep-
resents something of an adjustable parameter with considerable inﬂuence on the
results obtained. Overall, we conclude that while Silvestrelli’s method suﬀers
from several drawbacks, it can be made rather accurate once modiﬁcations are
applied to it (albeit with the introduction of further empirical character); these
improvements, and Silvestrelli’s method in general, however, may be less suit-
able for more structurally complex, large-scale systems, for which alternative
methods that are more fully ab initio may be desirable. Recent developments
to Silvestrelli’s method [128, 130] have addressed the issue of overlapping frag-
ments that we point out in this work, and have also implemented many other
changes in other directions, overall improving the sophistication of the method
and obtaining better agreement with experimental data on a number of sys-
tems. Ideally, one would like to test the method with our improvements on the
whole S22 set, but the manual eﬀort required to correct the shortcomings of
the method on a case-by-case basis made this problematic. A fully automated
implementation of this method, however, could make that possible and this
might be a possibility for future work. The idea of applying this method with
its modiﬁcations to ONETEP might be feasible if an alternative expression for
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the spread is found. However, a seamless, fully automated ab initio scheme to
include vdW in ONETEP in particular was a much more attractive solution
that allow larger-scale simulations to be performed.
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Chapter 5
The vdW-DF method in
ONETEP
In this chapter, linear-scaling DFT is brieﬂy discussed. Next, an overview of
ONETEP, a linear-scaling DFT package, is given. Finally, the mathematical
details of Soler’s eﬃcient algorithm [2] for calculating the vdW-DF non-local
correlation energy and potential are presented; we implemented the algorithm
in ONETEP, allowing self-consistent ab initio calculations with dispersion in-
teractions included, as opposed to semi-empirical methods where the dispersion
interaction energy is merely added to the total DFT energy. While three semi-
empirical schemes [88,141,142] for dispersion have been implemented [89] within
ONETEP, an ab initio method was lacking, therefore the incorporation of vdW-
DF into the code was sought.
For a system with N number of atoms, Soler’s algorithm scales as order
N logN , which makes it an extremely useful addition to a linear-scaling code
such as ONETEP because it opens the possibility of simulating large-scale sys-
tems where dispersion interactions play an important role.
Scaling tests are given, which show that the total computational time in
ONETEP with vdW-DF scales linearly, with the additional time for vdW-DF
being dominated by the linear part of the calculation.
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5.1 Linear-scaling DFT
In this section we discuss the key concepts and principles behind linear-scaling
DFT. A number of DFT codes use a plane-wave (PW) basis (CASTEP [143],
ABINIT [144], Quantum Espresso [132]) to calculate total energies and forces
and to geometry optimize structures to ﬁnd the ground state conﬁguration.
Working with the KS formalism, where a ﬁctitious system of non-interacting
particles with associated single-particle eigenstates is treated requires the or-
thonormality conditions, 〈ψm|ψn〉 = δmn, to be satisﬁed; this imposes O(N2)
constraints where the number of atoms in the system isN . Furthermore, because
of the KS orbitals being delocalized over the system, the number of operations
to maintain that orthonormality condition by calculating the overlap integral is
O(N3). There are computational bottlenecks that arise because of this, and, as
a result there has been an increasing interest in linear-scaling DFT [145–147].
For a given pair of methodologies there exists a crossover point for the number
of atoms in a given system where the computational time will be less with linear-
scaling method than with a cubic-scaling one. The real potential of linear-scaling
DFT lies in the ability to perform calculations beyond that crossover point. The
aforementioned computational bottlenecks start being an issue for systems of a
few hundreds of atoms.
It was shown by Kohn [148] that electronic structure is near-sighted. This
near-sightedness, which applies to the electronic density, has the implication
that it is possible to have a linear-scaling approach in DFT, since, from the orig-
inal HK theorems we know that density is the fundamental variable and only
contains O(N) information. While the single-particle Bloch eigenstates are delo-
calized over the system, both the single particle density matrix and the Wannier
functions (Ch. 4, Sec. 4.1) are in fact exponentially localized in systems with
a band gap (Kohn [149], des Cloizeaux [150]); that is ρ(r, r′) ∝ e−γ|r−r′|. The
localization of the density matrix is in fact related to the exponential localiza-
tion of Wannier functions [151]. The localization properties of the density allow
us to truncate a real-space representation of the density matrix, thus achieving
linear-scaling.
There exist various linear-scaling DFT approaches [152–157]. One class of
approaches relies on variationally minimizing an energy functional, which is ex-
pressed in terms on Wannier orbitals or the density operator. In these methods,
orthogonality is satisﬁed by construction, and not imposed.
Another class of methods use non-orthogonal localized orbitals (as opposed
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to orthogonal Wannier functions). There are advantages to using such an ap-
proach, since the non-orthogonal orbitals are generally more localized than the
orthogonal ones, and also imposing orthogonality is no longer required as an
operation. One such method is the approach used in ONETEP, the details of
which will be discussed in the next section.
There have also been attempts to develop orbital-free approaches [158,159],
but they have been generally unsuccessful in describing tightly-bound covalent
systems.
5.2 ONETEP
ONETEP [8, 160, 161] is a DFT package that combines the beneﬁts of linear-
scaling computational eﬀort, plane-wave accuracy, and eﬃcient parallel scaling.
Linear scaling is achieved both with number of atoms and number of processors
used for the computation.
In order to outline the formalism used in ONETEP, ﬁrst we introduce the
single-particle non-interacting density operator ρˆ (assuming Γ-point sampling
only):
ρˆ =
∑
n
|ψn〉fn〈ψn| (5.1)
where fn is the occupancy of state n and |ψn〉 are one-electron orthogonal or-
bitals. The density matrix is then deﬁned as:
ρ(r, r′) = 〈r|ρˆ|r′〉 =
∑
n
fnψ
∗
n(r)ψn(r
′). (5.2)
The density operator (and equivalently the density matrix) is required to be
idempotent, that is ρˆ2 = ρˆ. This constraint is imposed by the fact that at
zero temperature the occupancies fn of the states are either 0 or 1 and the
orthonormality of the KS eigenstates. The idempotency requirement
ρˆ2 =
∑
n,m
|ψn〉fn〈ψn|ψm〉fm〈ψm| =
∑
n
|ψn〉f2n〈ψn| (5.3)
indeed yields f2n = fn, which can only hold if the initial constraint of 0 or 1
occupancies is valid. Moreover, the orthonormality condition was used, so we
can see that idempotency enforces these two conditions.
The electron number, N , required to impose the normalization constraint,
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can be calculated from
N = 2
ˆ
ρ(r, r)dr. (5.4)
The sum of the energy eigenvalues of the KS non-interacting eigenstates, which
can be used to calculate the total ground state energy after subtracting some
double counting terms as we have seen in Sec. 2.2, is given by
E = 2
∑
n
fnεn = 2
∑
n
fn〈ψn|Hˆ|ψn〉 (5.5)
where Hˆ is the Kohn-Sham Hamiltonian from Eq. 2.29. The factor of two is
due to spin degeneracy.
As mentioned in Sec. 5.1, for insulating systems, the density matrix is ex-
ponentially localized, ρ(r, r′) ∝ e−γ|r−r′|. By exploiting the exponential locali-
sation of the density matrix in a system with non-vanishing band gap we can
set the density matrix to zero for separations greater than some chosen cutoﬀ
radius Rc:
ρ(r, r′) = 0 for |r′ − r| > Rc (5.6)
ONETEP makes use of highly-localized orbitals, the Non-orthogonal Gen-
eralised Wannier Functions (NGWF) [162], the concept of which is shown in
Fig. ??. These are related to the Kohn-Sham eigenstates by a linear transfor-
mation:
|ψn〉 = Mαn|φα〉 (5.7)
where the Einstein summation convention is used for repeated Greek indices.
By orthonormality of the KS eigenstates,
〈ψn|ψm〉 = M∗αn Mβm〈φα|φβ〉 = δmn (5.8)
We deﬁne the overlap matrix as Sαβ = 〈φα|φβ〉, which is the metric, and can
be used to raise and lower Greek indices. For the covariant space of functions,
there exists a contravariant space. The dual functions {φα} are related to the
{φα} through the inverse of Sαβ :
φα(r) = (S−1)βαφβ(r) (5.9)
The dual set {φα} then satisﬁes the orthonormality condition with respect
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Figure 5.1: Simpliﬁed two-dimensional picture of Top: Kohn-Sham (KS) or-
bitals, delocalized over the system Bottom: NGWF orbitals, highly localized.
to {φα}:
〈φα|φβ〉 = δαβ (5.10)
The NGWFs are expanded in a periodic cardinal sine (psinc) function set [163],
which are essentially bandwidth-limited representations of delta functions on
each grid point:
φα(r) =
∑
i
Ci,αDi(r) (5.11)
This allows for the truncation of any contributions of the NGWFs outside their
localization spheres (Fig. 5.2).
Using Eq. 5.7, the density operator may be written in terms of NGWFs:
ρˆ =
∑
n
|ψn〉fn〈ψn| =
∑
n
(M †) βn M
α
n|φα〉fn〈φβ | =
∑
n
|φα〉Kαβ〈φβ | (5.12)
where
Kαβ =
∑
n
Mαnfn(M
†)βn (5.13)
is the matrix representation of the density operator and is called the density
kernel.
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Figure 5.2: Illustration of the psinc grid (black dots) in the simulation cell, as
well as a NGWF and its localization region. The blue dot shows the centre of
the NGWF. A radial cutoﬀ, rlocα is imposed on the NWGFs.
Keeping in mind the exponential localization of the density matrix (Eq. 5.6)
and the fact that the density kernel is a representation of the density matrix in
terms of the NGWFs, we require that the elements of the density kernel, Kαβ,
vanish beyond a localisation radius:
Kαβ = 0 for |rα − rβ | > Rc (5.14)
where rα and rβ are the centres of φα and φβ , respectively. Imposing a radial
cutoﬀ, Rc, on the density kernel, along with a radial cutoﬀ imposed on the NG-
WFs, rlocα , makes the density kernel sparse, meaning that a signiﬁcant number
of its elements are zero. As a result, the information contained in the density
matrix scales linearly with system size.
By enforcing the idempotency condition from Eq. 5.3, we ﬁnd that, in this
representation
ρˆ2 =
∑
αβγδ
|φα〉KαβKγδ〈φβ |φγ〉〈φδ |
=
∑
αβγδ
|φα〉KαβSβγKγδ〈φδ| (5.15)
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which leads to
KSK = K (5.16)
Imposing idempotency on the density kernel in the way expressed in Eq. 5.16
would require direct diagonalization. This is an operation that scales as O(N3)
for an N×N matrix, and O(N2) if the matrix is sparse, as it is in this case. This
poses a problem as linear-scaling is the purpose of this formulation. There are
various methods for optimizing the density matrix [164], that make use of penalty
functionals, which are transformations applied to the density matrix while still
satisfying the imposed constraints. The Li, Nunes and Vanderbilt (LNV) [165]
method uses a penalty functional by McWeeney [166] and is constructed to
minimize the total energy with implicit idempotency for the density matrix
at the minimum. The LNV method has been generalized for use with a non-
orthogonal basis [167] and is commonly used in ONETEP. We note here that a
minimal basis of NGWFs is used, and the NGWFs are optimized self-consistently
during a calculation, as well as the density kernel [168].
In the position representation and using the NGWF representation, the den-
sity matrix is given by
ρ(r, r′) =
∑
αβ
φα(r)K
αβφ∗β(r
′). (5.17)
Combining Eq. 5.17 with Eq. 5.4 we see that
ˆ
ρ(r, r)dr =
ˆ ∑
αβ
φα(r)K
αβφ∗β(r)dr =
∑
αβ
KαβSβα (5.18)
where we used that Sβα = 〈φβ |φα〉. This leads to
N = 2Tr(KS) (5.19)
for the number of electrons in the system. In the same spirit, combining Eq. 5.5,
5.7 and 5.13, the sum of energy eigenvalues may be written as
E = 2HαβK
βα = 2Tr(KH) (5.20)
where
Hαβ = 〈φα|Hˆ |φβ〉. (5.21)
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We also deﬁne the kinetic energy as
ET = TαβK
βα (5.22)
where Tαβ = 〈φα|Tˆ |φβ〉.
By using the exponential localization of the density matrix and imposing a
cutoﬀ as in Eq. 5.6, the density kernel and overlap matrices are made sparse.
Fast Fourier transforms (FFT) are used in the code to calculate the total energy
by calculating the components of the Hamiltonian matrix from Eq. 5.21. This
operation is carried out in an “FFT box” [169], independent of simulation cell
size: a box, smaller than the simulation cell, is deﬁned in such a way that it only
encloses the atoms in the system. This is done by using the fact that the NGWFs
are highly localized and set to zero beyond a given radius. By performing the
FFTs in this restricted region, we can therefore cast all the operations required to
optimize Kαβ and determine the kinetic energy, ET, in terms of sparse matrix
algebra operations, which can be carried out in linear-scaling computational
eﬀort.
As a linear-scaling code, ONETEP allows for large-scale simulations [170]
that a lot of traditional DFT codes would not be able to perform. Some recent
works with ONETEP have been applied to a variety of large-scale systems rang-
ing from nanosystems [171, 172] to biomolecular systems with many potential
applications [173–175].
5.3 Overview of Soler’s method
5.3.1 Original vdW-DF formulation
The form for the exchange-correlation functional proposed by Dion et al. [9] is:
Exc = E
revPBE
x + E
PW92
c + E
nl
c (5.23)
where ErevPBEx is the exchange energy from revPBE [106], E
PW92
c is the cor-
relation energy from Perdew-Wang (PW92) [176] and the non-local exchange-
correlation energy is given by:
Enlc =
1
2
ˆ ˆ
drdr′ρ(r)φ(r, r′)ρ(r′) (5.24)
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where ρ(r) is the electron density at r and φ(r, r′) is the vdW-DF kernel, the
form of which will be discussed in Sec 5.3.3.
Dion et al. start from the following expression for the non-local correlation:
Enlc =
ˆ ∞
0
du
2π
Tr [ln(1 −Vχ˜)− ln ǫ] (5.25)
where χ˜ is the density response, V is the electronic Coulomb potential, ǫ is a
dielectric function and u an imaginary frequency. This expression for the non-
local correlation has its roots in the adiabatic connection - ﬂuctuation dissipation
theorem discussed in Sec. 3.2. Eq. 5.25 is then expanded to second order in
S := 1− 1/ǫ:
Enlc =
ˆ ∞
0
du
4π
Tr
[
S2 −
(∇S · ∇V
4π
)]
. (5.26)
The S is then approximated and written as a functional of the density ρ(r);
after a series of of physically justiﬁed approximations and mathematical manip-
ulations, they express Eq. 5.26 in a plane-wave basis, which can then be cast
into the form of Eq. 5.24. Details on this form and the quantities involved are
given in the next sections.
5.3.2 Non-local correlation energy
The direct calculation of the integral in the form of Eq. 5.24 is very computa-
tionally expensive, as it involves a six-dimensional spatial integral.
The algorithm proposed later by Roman-Pérez and Soler [2] greatly improves
the eﬃciency of the calculation. They recall that with the form used by Dion
et al. for φ, the above expression can be re-written as:
Enlc =
1
2
ˆ ˆ
drdr′ρ(r)φ(q, q′, r)ρ(r′) (5.27)
where r = |r− r′|, and q and q′ are values of the function q0[ρ(r), |∇ρ(r)|] at r
and r′ respectively. They thus proposed a way to expand the kernel φ using in-
terpolating polynomials pα(q) for chosen values qα of q, and tabulated functions
φαβ(r) for the kernel corresponding to each pair of interpolating polynomials.
The interpolating polynomials pα are cubic splines that evaluate to a Kronecker
delta on each respective interpolating point, so pα(qβ) = δαβ. A non-uniform
mesh of 20 interpolation points is used in Soler’s implementation. The Soler
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form of the nonlocal energy can be written as:
φ(q1, q2, r) =
∑
αβ
φαβ(r)pα(q1)pβ(q2) (5.28)
The universal function q0(r) is in practice given by:
q0(r) =
(
1 +
εPW92c
εLDAx
− Zab
9
( ∇ρ
2ρkF
)2)
kF (5.29)
with kF = (3π2ρ)1/3 and Zab = −1.8870. The quantity q0 is ﬁrst “saturated” to
limit its maximum value, according to:
qsat0 (ρ, |∇ρ|) = qc
(
1− exp
(
−
mc∑
m=1
(q/qc)
m
m
))
(5.30)
where qc is the maximum value of the mesh of qα. The saturation is physically
motivated by the fact that q0 takes high values for large densities, close to the
nucleus, in which case the non-local correlation becomes negligible compared to
other energy terms.
To evaluate the non-local energy Enlc , we ﬁrst deﬁne a quantity θα(r) =
ρ(r)pα(q(ρ(r),∇ρ(r)) in real space. In terms of this, Eq. 5.24 can be written as:
Enlc =
1
2
∑
αβ
ˆ ˆ
drdr′θα(r)θβ(r′)φαβ(r) (5.31)
It can be shown (App. B) that this can be written as a single reciprocal
space integral:
Enlc =
1
2
∑
αβ
ˆ
dkθ∗α(k)θβ(k)φαβ(k). (5.32)
This is now much more eﬃcient to calculate. Since the kernel is radially de-
pendent in real space, it is only dependent on the magnitude of the G-vectors,
hence the kernel need only be evaluated as a one-dimensional function φαβ(k)
for each α, β. The kernel φ and its second derivatives are transformed to recip-
rocal space and tabulated for a speciﬁc set of radial points. These values are
then used to interpolate the kernel at every point k in reciprocal space required
to calculate Eq. 5.32.
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5.3.3 Kernel
This section details the evaluation of the vdW-DF kernel. The kernel φ(r, r′) as
speciﬁed by Dion et al. [9] is given by (in atomic units):
φ(r, r′) =
1
π2
ˆ ∞
0
a2da
ˆ ∞
0
b2dbW (a, b)T (ν(a), ν(b), ν′(a), ν′(b)) (5.33)
where
T (w, x, y, z) =
1
2
[ 1
w + x
+
1
y + z
][ 1
(w + y)(x+ z)
+
1
(w + z)(y + x)
]
, (5.34)
and
W (a, b) =
2
a3b3
[
(3− a2)b cos b sin a+ (3− b2)a cos a sin b
+(a2 + b2 − 3) sin a sin b− 3ab cosa cos b
]
(5.35)
and
ν(y) = 1− e−γy2/d2 ; ν′(y) = 1− e−γy2/d′2 ; (5.36)
where d = |r− r′|q0(r), d′ = |r− r′|q0(r′)
Following this chain of logic, it is clear that this the kernel can in fact be
considered as a function only of |r−r′|, q0(r) and q0(r′), since all other variables
are dummy variables which are integrated over. The kernel can therefore be
written as
φ(r, q0(r), q0(r
′)) (5.37)
This makes it possible to evaluate the integrals above so as to tabulate the kernel
values numerically for a pre-chosen set of radial points and q0 values, which are
then used to interpolate it at intermediate values, in this way avoiding the
calculation of the kernel at each grid point. This process is key to the eﬃcient
implementation of the vdW-DF.
5.3.4 Non-local potential
Starting from Eq. 5.32, one can evaluate the potential vnl(r) corresponding to
this energy, by evaluating all terms in ∂Enl∂n(r) . The non-local potential v
nl
i at
point ri on the grid is thus written explicitly in terms of the derivatives of the
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θα quantities with respect to the values ρj at all other points on the grid:
vnli =
∑
α
(uαi
∂θαi
∂ρi
+
∑
j
uαj
∂θαj
∂∇ρj
∂∇ρj
∂ρi
) (5.38)
This makes use of the quantities uα(r) =
∑
β F(θβ(k)φαβ(k)): which are already
calculated in the evaluation of the energy.
Using the White and Bird [177] approach, Eq. 5.38 can be written as:
vnl(r) =
∑
α
(
uα(r)
∂θα(r)
∂ρ(r)
−
ˆ ˆ
iG · ∇ρ(r
′)
|∇ρ(r′)|
∂θα(r
′)
∂|∇ρ(r′)|e
iG·(r−r′)drdG
)
(5.39)
For this we need to calculate ∂θ∂ρ and
∂θ
∂|∇ρ| :
∂θα
∂ρ
= pα + ρ
∂pα
∂ρ
= pα + ρ
∂pα
∂q
∂q
∂ρ
= pα + ρ
∂pα
∂q
q
kF
∂kF
∂ρ
+ ρ
∂pα
∂q
kF
(
∂εc
∂ρ
ε−1x
− εcε−2x
∂εx
∂ρ
− 8
3(3π2)2/3
Z
4
(∇ρ)2ρ−11/3
)
= pα +
q
3
∂pα
∂q
+ kF ρ
∂pα
∂q
(
∂εc
∂ρ
ε−1x − εcε−2x
∂εx
∂ρ
− 2Z|∇ρ|
2ρ−11/3
3(3π2)2/3
)
(5.40)
∂θα
∂|∇ρ| = ρ
∂pα
∂q
∂q
∂|∇ρ| =
Z
2ρkF
ρ
∂pα
∂q
|∇ρ| (5.41)
Combining Eqs. 5.39, 5.40 and 5.41 gives us the ﬁnal expression for the
nonlocal potential.
5.4 vdW-DF flavours
The vdW-DF functionals (Sec. 3.4.4) that we implemented in ONETEP are
vdW-DF [9], vdW-DF2 [10], optPBE-vdW, optB88-vdW, optPBEκ=1-vdW [11],
optB86b [178] and also the C09x-vdW by Cooper et al. [107] (for both vdW-
DF and vdW-DF2 non-local correlation). The motivation for this was that
these newly developed functionals oﬀer signiﬁcant improvements over the origi-
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nal vdW-DF, and it is crucial to include them in ONETEP.
Here we brieﬂy show the form for the various exchange functionals. We recall
that in vdW-DF the exchange and correlation is split into three parts:
Exc[ρ(r)] = E
F
x [ρ(r)] + E
PW92
c [ρ(r)] + E
nl
c [ρ(r)] (5.42)
where F is the name exchange functional. The opt-vdW functionals address
the exchange part of Eq. 5.42 and are obtained by calculating binding energies
for the S22 set for diﬀerent values of the parameters in enhancement factors of
various known exchange functionals and ﬁnding which values of the parameters
yield the least mean absolute deviation from the reference data; hence they are
optimized. vdW-DF2 changes the exchange functional, but also the non-local
correlation functional. C09x only changes the exchange energy.
In vdW-DF2 an alternative exchange is used, which is a reﬁtted version of
Perdew Wang 86 [108]. This new exchange functional is termed rPW86 and
determined by the enhancement factor
F rPW86(s) = (1 + 15as2 + bs4 + cs6)1/15 (5.43)
with parameters a = 0.1234, b = 17.33 and c = 0.163. The non-local correlation
functional is changed by setting the factor Zab in Eq. 5.29 to −1.8870 instead of
−0.8491 as in the original vdW-DF. Mean average deviation for binding energies
for the S22 is reduced from 13% (original vdW-DF) to 7.6% for vdW-DF2, with
most energies being within 50 meV of the reference values.
Cooper et al. [107] proposed the following enhancement factor
FC09x (s) = 1 + µs
2e−αs
2
+ κ(1− e−αs2/2) (5.44)
with µ=0.0617, κ=1.245 and α = 0.0483. They named the exchange functional
C09x, and it can be used with either vdW-DF or vdW-DF2 correlation, as it was
not optimized for a particular non-local correlation. Much better performance
is reported, with a 5-9% deviation from CCSD(T) results for the S22 set.
The PBEκ=1 functional by Klimeš et al. [11] is obtained by using the PBE [22,
179] enhancement factor
FPBEx (s) = 1 + κ−
κ
1 + µs2/κ
(5.45)
and varying κ (within a given range) only, by keeping µ the same as the original;
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the value κ = 1 is found to give the smallest mean absolute deviation.
The optPBE exchange functional mixes x = 94.5268% PBE [22, 179] ex-
change with (1− x)% RPBE [180] exchange:
F optPBEx (s) = x
[
1 + κ− κ
1 + µs2/κ
]
+ (100− x). (5.46)
The enhancement factor parameter is then optimized for the S22 set and found
to be κ = 1.04804 and µ = 0.175519.
The optB88 exchange functional uses the Becke 88 (B88) exchange [181] and
optimizes the parameters in the B88 enhancement factor1:
FB88x (s) = 1 +
µs2
1 + βssinh−1(cs)
(5.47)
ﬁnding µ = 0.22 and β = 0.1833.
More recently, there has been another opt-vdW functional proposed by
Klimeš et al. [178], the optB86b:
F optB86bx (s) = 1 +
µs2
(1 + µs2)4/5
(5.48)
which uses the form of the Becke 86 [182] exchange. The value µ = 0.1234 is
found to reduce the mean absolute deviation the most.
Out of all the opt-vdW functionals, the one that yields the smallest mean
absolute deviation from the reference data of the S22 is the optB88 (10meV)
with the worst case being PBEκ=1 with 21meV. All of the opt-vdW functionals
perform well within chemical accuracy (43meV) for the S22 set.
5.5 Validation tests for vdW-DF
In order to test the validity of our implementation of the vdW-DF ﬂavours,
calculations on the S22 set were performed for vdW-DF2, optB88 and optPBE
and the mean average deviation (MAD) from reference values was found. Each
S22 complex was done for ﬁve diﬀerent displacements, namely 0.9, 1, 1.2 1.5 and
2.0 times the bond length. Calculations were performed with a 8.0 a0 NGWF
cutoﬀ and 1200 eV energy cutoﬀ in ONETEP. Results are shown in Table 5.1.
1Actually Eq. 5.47 is not in the form of the original B88, however it can be cast in the
present form as is shown in App. C
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Table 5.1: Validation tests for vdW-DFs with S22. Mean aver-
age deviations (MAD) from reference values are given in meV
and kcal/mol. MAD(1.0) is for the S22 complexes at given con-
ﬁguration, whereas MAD(x) corresponds to displacements by
x times the bond length. The optPBE and optB88 functionals
are within the predicted accuracy of 43meV.
Functional MAD(1.0) MAD(0.9,1.0,1.2,1.5,2.0)
kcal/mol meV kcal/mol meV
LDA 2.433 105.496 1.686 73.123
PBE 2.592 112.420 1.657 71.843
PBE+Da 0.720 31.240 0.596 25.868
vdW-DF2 0.7486 32.460 0.694 30.08
optB88 0.580 25.132 0.512 22.202
optPBE 0.497 21.566 0.632 27.418
a PBE with DFT+D dispersion corrections [89]
MAD for LDA, PBE and PBE with semi-empirical dispersion added using the
scheme implemented in ONETEP [89] are also given.
Note that the exact values for MAD are not the same as the ones reported
by Klimeš et al. [11], however we still obtain good accuracy for the whole set.
We also ﬁnd that optPBE performs slightly better than optB88 overall.
5.6 Scaling in ONETEP
We show that scaling with number of atoms with ONETEP is linear both for the
total computational time and the time for vdW-DF. We perform calculations
with ONETEP using the vdW-DF functional for a fullerene crystal with ran-
domly oriented C60 units at the face-centred cubic (FCC) positions in supercell
of size 3 × 3 × N and vary N from 1 to 9. These calculations were performed
on the Hartree Centre’s BlueJoule facility, a BlueGene IQ, on 12960 cores (1620
MPI processes, each 8-way multithreaded). An NGWF radius of 8.0 a0 and
an energy cutoﬀ of 888.177 eV were used for all the calculations. The computa-
tional time against N is shown in Fig. 5.6 for both the total computational time,
as well as the computational time to perform the vdW-DF calculations. As ex-
pected, scaling with system size is linear. The blue line shows a linear ﬁt to the
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data points. Even though it is evident from the data points that this is indeed
linear scaling, this ﬁtted line is not the ideal scaling. Extrapolating the data
points to a line of the form y = Ax, which corresponds to the ideal linear scaling
scenario (violet line in Fig. 5.6), one can compare the two lines and obtain an
idea on how much the real scaling diverges from the ideal case; it is also possible
to predict the computational time required for a larger system. In case where
a vdW-DF kernel ﬁle is not present and has to be created, a small additional
time is required at the start of a calculation for its generation. The vdW-DF
part of the calculation takes up a fraction of the total computational time but
also scales linearly with the number of atoms. In conclusion, the vdW-DF has
been successfully implemented in ONETEP, and is now an important function,
allowing to perform large-scale calculations with vdW eﬀects taken into account.
Various ﬂavours of the vdW-DF are available (vdW-DF2, optPBEκ=1, optPBE,
optB88, optB86b), enabling numerous possibilities for testing on a variety of
systems.
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Figure 5.3: Computational time against number of atoms for a C60 crystal
constructed with randomly rotated units at the FCC positions in a 3 × 3 × N
supercell. Number of atoms per supercell ranges from 3× 3× 3× 60× 4 = 2160
to 3× 3× 9× 60× 4 = 19440. The blue line shows a linear ﬁt to the data points
of the total calculation time. In violet, the ideal scaling is shown. The green
line shows a linear ﬁt to the vdW-DF individual time. Note that the time for
vdW-DF scales as O(N lnN) asymptotically, but it is dominated by the O(N)
part of the calculation.
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Chapter 6
Buckminsterfullerene (C60)
6.1 Motivation
Having implemented various ﬂavours of vdW-DF functionals in ONETEP, as we
saw in Ch. 5, it is important to apply them to a technologically relevant system
where van der Waals interactions play an important role, and which is also
challenging for traditional DFT methods to simulate. C60 is such a system, and
it is of great interest to study it with vdW-DF in order to assess the method by
comparing to experimental ﬁndings, which are widely available for this system.
Beyond the theoretical and testing purposes, there are additional reasons to
study C60, and particularly C60 crystals, as it has been shown that fullerene-
derived materials, such as phenyl-C61-butyric acid methyl ester (PCBM) can be
used in photovoltaic devices and improve their eﬃciency [3–5]. Simulating and
studying these crystals in detail may potentially be useful to applications.
C60, also known as Buckminsterfullerene or bucky-ball, is a spherical closed
structure made entirely of 60 carbon atoms forming pentagons and hexagons on
the surface (Fig. 6.1). Speciﬁcally, there are 12 pentagons and 20 hexagons. In
geometrical terms, C60 is a truncated icosahedron, which means it is a twenty-
side polyhedron of which the vertices have been cut oﬀ. The bucky-ball was
ﬁrst produced in 1985 by Kroto et al. [12] during graphite vaporization by laser
radiation. There was an increased interest in C60 crystals shortly thereafter,
with extensive experimental work appearing in the early 1990s [183–189].
Because of the near-spherical symmetry of individual C60 molecules, there is
an associated freedom of rotation of the C60 units in bucky-ball crystals. It was
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shown in experiment [183] that at low temperatures C60 is found in a simple
cubic (SC) lattice crystal, while at higher temperatures (> 249 K) it is found
in an face-centred cubic (FCC) crystal of orientationally disordered units. The
space group of the SC conﬁguration is Pa3¯, while the space group of the FCC
is Fm3¯. The phase transition from the disordered FCC structure to the ordered
SC one corresponds to a symmetry change Fm3¯ → Pa3¯. The cubic cell lattice
parameter was determined to be 14.04 Å using neutron powder diﬀraction [183].
The C60 bucky-balls in the crystal are rotated around the [111] direction by an
arbitrary angle θ, and for some particular angles, this results in the alignment of
a hexagon-hexagon (HH) bond on one bucky-ball with the centre of a pentagon
on its neighbouring one. David et al. [183] ﬁnd that the structure for θ = 98◦ is
one where the aforementioned alignment conditions are satisﬁed. Using neutron
powder diﬀraction, they identify the most stable structure at low temperatures
as precisely the ∼ 98◦ one. Their argument as to why ∼ 98◦ is the stable
structure relies on electrostatics: the electron-poor pentagons interact more
strongly with electron-rich hexagon-hexagon bonds. They report bond lengths
of 1.391Å for hexagon-hexagon and 1.455Å for pentagon-pentagon (PP).
Ab initio simulations in 1991, using DFT-LDA, aimed at calculating bond
lengths, lattice constants and cohesive energies of C60 crystals in the FCC phase
and comparing various ﬁndings against experimental results. Simulations of the
SC crystal were computationally prohibitive at the time, so attention was turned
to the FCC structure. The FCC crystal was a feasible calculation, since it only
requires one unit of C60 in the primitive cell (60 atoms) as opposed to treating
the SC structure with four C60 units in a cell (240 atoms). Also, availability of
functionals at the time was very limited, and LDA was one of the few choices
within DFT. Here we brieﬂy summarise three notable examples of such work.
Zhang et al. [190] ﬁnd that geometry optimization does not aﬀect the structure
of each individual C60 unit signiﬁcantly. They performed geometry optimization
with LDA and molecular dynamics. Two diﬀerent types of bonds are recognized:
“single”, present only in pentagons, and “double”, present in hexagons; it is noted
that double bonds alternate with single bonds in hexagons, but since a single
bond on a hexagon is automatically a bond of another pentagon on the surface,
this distinction comes down to HH and PP bonds. The bond lengths they ﬁnd
are 1.40 Å for HH and 1.45 Å for PP. Saito et al. [191] used LDA with Gaussian
basis sets for their work to calculate cohesive energies, which they estimate as
1.6eV, close to the experimental value, 1.65eV, from Ref. [192]. Troullier and
Martins [193] use LDA to study the FCC C60, ﬁnding good agreement with
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experiment: bond lengths are found to be 1.382 Å for HH and 1.444 Å for PP,
lattice constant 14.0 Å, and cohesive energy 1.6eV per molecule. Note that
all these three studies ﬁnd very similar results, and all compare well against
experimental data.
A quite in-depth review by Andreoni [194] in 1998 presented all the diﬀerent
eﬀorts at studying C60 and derivatives with computational simulations up to
that time. Computational simulations were also done with methods other than
DFT: Hartree-Fock were also used to study C60 [195] but they do not perform
as well as LDA.
In 2005, Tournus et al. [196], using the SIESTA [152] DFT code, made an
orientation analysis on the C60 dimer to identify the energetically more stable
structure. While a dimer is not an accurate representation of the full crystal,
it can help in providing some very useful insight on what the ideal angle of
rotation for the most energetically stable structure is. Cohesive energies and
lattice parameters were also studied. In their work, they looked at how various
bond-centre of pentagon (or bond-centre of hexagon) alignments aﬀect the total
energy, and ﬁnd agreement with experiment. A second minimum of energy as
a function of rotation angle is also found at ∼38◦, which is less structurally
stable than the ∼ 98◦ minimum. They argued that while the electrostatic
arguments made by David et al. [183] regarding bond-pentagon alignment may
be part of the reasons why the ∼98◦ is the most stable structure, it is not
a complete explanation. The lattice parameter was estimated to be 14.03 Å,
which is very close to the experimental value of 14.04 Å. The cohesive energy
was estimated to be ∼ 1 eV per C60 unit, which is in signiﬁcant disagreement
with the experimental value [192] of 1.65eV that they compare against. For
comparison, we note that the database for experimental sublimation energies of
various systems by Chickos et al. [197] reports values in the range of 1.6-1.9 eV
for C60. Tournus et al. state in their work that LDA is an adequate functional for
studying C60 as it has been successful in describing the C60 structure. However,
even though they obtain encouraging results compared to experimental values
for the lattice parameters, and structural properties of C60, it could be argued
that the agreement of LDA with experiment is fortuitous, since no explicit
treatment of vdW interactions is present.
Recently Berland et al. [198] studied the SC ∼ 98◦ C60 crystal with various
ﬂavours of vdW-DF: the original vdW-DF, vdW-C09, optPBE-vdW and vdW-
DF2. For vdW-DF they obtain 14.38 Å for the lattice constant and 1.7 eV
cohesive energy; for vdW-C09 14.10 Å and 1.98 eV; for optPBE-vdW 14.22 Å
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and 2.02 eV and for vdW-DF2 14.30 Å and 1.30 eV. All these values are close to
the experimental ones. It was concluded that the alternative exchange vdW-DFs
perform worse in terms of cohesive energies but lattice parameters are improved
compared to the original vdW-DF. It was also concluded that the optPBE-vdW
functional, which is based on ﬁtting to the S22 set, does not guarantee better
performance for other systems such as C60 in this case. Finally, the performance
of vdW-DF2 was found to be satisfactory compared to experiment. More recent
work by Berland et al. focuses on testing vdW-DFs on adsorbates of benzene
and C60 on graphene and boron nitride, opening up another, diﬀerent direction
for this type of work.
In conclusion, the structural aspect of C60 crystals has been extensively stud-
ied both experimentally and with ab initio simulations, with the main ﬁnding
being that there exists an energetically favoured SC structure at angle of ro-
tation by [111] of ∼ 98◦, and another structure, less energetically favoured, at
∼ 38◦. This also agrees with theoretical works utilizing a rotational potential
to identify these structures [199]. The wide availability of experimental and
theoretical work on C60 crystals makes this system an attractive option for test-
ing vdW-DFs. Quoting Tournus et al.: “We should also try to go beyond the
inaccurate description of Van der Waals interactions due to the use of LDA,
but the study of such large systems is still a challenge for present day simula-
tions.” Berland et al. have began this eﬀort, but to our knowledge, vdW-DF
calculations for the whole range of diﬀerent conﬁgurations (rotation angles) on
the SC structure of crystal C60, have not been performed to date. In this work,
we address exactly this deﬁciency. We will attempt to assess the adequacy and
accuracy of various vdW-DF functionals for studying C60 crystals within linear-
scaling DFT, as a ﬁrst step towards the use of these methods to study a range
of similar weakly-bound molecular crystals.
6.2 Structure
We now describe the structure of C60 in more detail. As was mentioned in
Sec. 6.1, at low temperatures there is a phase transition from an FCC disordered
crystal to an ordered SC structure. This transition corresponds to a Fm3¯→ Pa3¯
change of symmetry. The Pa3¯ group is deﬁned by the following operations
(reﬂections, translations):
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Figure 6.1: Single, perfectly symmetric truncated icosahedron, with all bond
lengths equal. A bucky-ball is a truncated icosahedron with two diﬀerent bond
lengths. The carbon atoms form a surface comprised of pentagons and hexagons.
Hexagon bonds are alternating, while pentagon bonds are the same.
(+x,+y,+z); (+z,+x,+y); (+y,+z,+x);
(1/2 + x, 1/2 − y,−z); (1/2 + z, 1/2− x,−y); (1/2 + y, 1/2 − z,−x);
(−x, 1/2 + y, 1/2− z); (−z, 1/2 + x, 1/2− y); (−y, 1/2 + z, 1/2− x);
(1/2− x,−y, 1/2 + z); (1/2− z,−x, 1/2 + y); (1/2− y,−z, 1/2 + x);
(−x,−y,−z); (−z,−x,−y); (−y,−z,−x);
(1/2− x, 1/2 + y,+z); (1/2− z, 1/2 + x,+y); (1/2− y, 1/2 + z,+x);
(+x, 1/2− y, 1/2 + z); (+z, 1/2 − x, 1/2 + y); (+y, 1/2− z, 1/2 + x);
(1/2 + x,+y, 1/2− z); (1/2 + z,+x, 1/2− y); (1/2 + y,+z, 1/2− x);
where x y and z are the cartesian coordinates of a point, and ri + 1/2 denotes
a translation of a coordinate by 1/2ari where a is the lattice parameter of the
cell.
It is clear from these transformations that the units are at the face-centred
cubic positions, but since the units are also rotated, as we will see later, the
primitive cell contains four diﬀerent units (Fig. 6.2), resulting in a simple cubic
lattice.
It is useful to note that the ideal conﬁguration for one C60 unit can be
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Figure 6.2: The four units of the primitive cell in a C60 crystal for θ = 98◦.
This angle produces the best alignment of an HH bond of one bucky-ball to the
centre of a pentagon in a neighbouring one.
reproduced using the following coordinates [183]:
α(0,±1
2
,±3
2
τ) 	;α(0,±1
2
,±3
2
τ) 	;α(0,±1
2
,±3
2
τ) 	 (6.1)
where τ = (1+
√
5)/2 and α is the ratio of average C-C distance to cubic lattice
constant, and 	 denotes a cyclic permutation (note that the cyclic permuta-
tion in this case includes all combinations of (+) and (-) terms). This yields
a perfectly symmetric structure, with all bond lengths being equal, and there-
fore does not correspond to a real bucky-ball. Keeping in mind that geometry
optimization will be performed, this provides a good starting point.
To generate the crystal, we ﬁrst use the single symmetric C60 from Eq. 6.1,
rotate it anti-clockwise by the [111] direction by angle θ, and then apply the
Pa3¯ symmetry transformations, as described by David et al. [183]. Note that
for this set of rotations, the angle 0◦ is equivalent to 120◦, so only the range
0-120◦ is needed. Since the single ideal C60 unit inherently has some symme-
tries present in the Pa3¯ group, there are many degenerate points when the Pa3¯
transformations are applied. Consequently, only four (counting the unit at the
origin) transformations are required to obtain the full crystal, namely:
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(+x,+y,+z);
(1/2 + x, 1/2 − y,−z);
(−x, 1/2 + y, 1/2− z);
(1/2− x,−y, 1/2 + z);
From this set of transformations, it can be seen that the four C60 units in a
cell each have reﬂections in diﬀerent axes.
6.3 Applications
6.3.1 Calculation details
Calculations on the C60 crystal were performed using ONETEP, on 5×12-core
nodes (60 cores total), using the cx1 High-performance Computing (HPC) fa-
cility. Cell size was based on the experimental lattice constant, taken from
Ref. [183], a = 14.04078 Å, and varied in small increments in order to ﬁnd the
minimum value for the energy. Geometry optimization was performed at each
size. Psinc grid spacing was set to ∼ 0.22 Å and increments in lattice parameter
were initially made in even steps of psinc spacings. Some calculations, especially
near the minimum were done without this restriction. The value of the psinc
spacing, however, was still close to the original one. In cases where a diﬀerent
psinc spacing was used, there were small egg-box eﬀects. The egg box eﬀects
are manifested when a diﬀerent space grid is used in the simulation, due to dif-
ferences in sampling caused. In all cases, the cutoﬀ energy associated with the
psinc grid was no less than 1000 eV, which ensured convergence. The NGWF
radii used for all calculations were 9.0 a0. For the geometry optimization a
2× 10−4 Ha/Bohr force tolerance was used. To calculate the energy of a single
bucky-ball, a large cubic supercell was chosen (∼ 36 Å) to remove interactions
with periodic replicas. The other parameters were kept the same. The function-
als PBE, LDA, vdW-DF2, optB88-vdW and optPBE-vdW were used to study
the crystal. This choice was based on the fact that previous calculations on C60
by Berland et al. were done with the original vdW-DF, vdW-C09, optPBE and
vdW-DF2; our aim was further investigate the opt-vdW and vdW-DF2 func-
tionals, as they are more recent and have generally been successful, particularly
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optB88, which is known to perform very well on the S22 set.
6.3.2 Orientational dependence of total energy
Having constructed the crystal as described in Sec. 6.2, we vary the lattice
parameter and obtain curves for the cohesive energy against lattice parameter
for a range of angles 0 to 120◦, by the relaxed minimum energy conﬁguration
at each angle. We calculate the cohesive energy
Ecoh(θ) = E
crystal
tot (θ)− 4Esingle (6.2)
where Ecrystaltot (θ) is the total energy of the crystal (with four units per unit cell)
and depends on the angle of rotation around [111], θ, and Esingle is the total
energy of a single bucky-ball. PBE, as expected, does not bind (Fig. 6.3) and
therefore a full energy vs angle curve could not be obtained since there were no
minima for the energy vs lattice parameter curves. Fig. 6.4 shows two binding
curves for the optPBE-vdW functional, for 43◦ and 98◦. Angles were varied by
10◦ for most points, and speciﬁcally by 1◦ around the minima in the case of
optPBE and optB88, and by 20◦ for all other functionals, as we chose to focus
on the opt-vdW functionals. The minimum energy of each structure at diﬀerent
angles is then estimated by performing a quadratic ﬁt to the points near the
minimum in the binding curves. Finding the minimum energy for each angle,
we then create sets of energy vs angle curves for all functionals, and identify
which angle yields the global minimum energy conﬁguration.
LDA predicts a global minimum at 98◦, in agreement with experimental
and theoretical research [183,199]. We ﬁnd that for all the vdW-DF functionals
studied here, there is another well-distinct conﬁguration around 43.5◦, which in
fact has lower energy than the conﬁguration at 98◦ (Fig. 6.5). The conﬁguration
at ∼ 98◦ might be expected to be energetically favoured since by construction
the rotation at this particular angle aligns electron-poor pentagons with HH
bonds. However, the same holds with the ∼ 43.5◦ structure, but now hexagons
instead of pentagons are aligned with bonds (Fig. 6.6). Despite theoretical [199]
and ab initio works [196] predicting another minimum at 38◦, higher in energy
than the 98◦, we ﬁnd that the 43.5◦ structure is favoured energetically before
and after geometry optimization. The energies of the 98◦ and 43.5◦ structures
diﬀer only by about 0.17 − 0.2 eV for optPBE and optB88, so these minima
are nearly degenerate. In Fig. 6.7 we show a close-up curves of cohesive energy
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Figure 6.3: Energy vs lattice parameter for PBE. This functional does not bind,
so could not be used further to produce energy vs angle curves. A zero of
−1375.5749 Ha was chosen, corresponding to the largest value of energy from
the data available for this curve.
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Figure 6.4: Two energy vs lattice parameter binding curves for the 43◦ and 98◦
structures. These were used to produce a minimum energy which was then used
to draw a minimum energy vs angle curve, in order to assess which structure is
the most stable. This was done for all functionals except PBE, which does not
bind.
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Figure 6.5: Energy vs angle of rotation by [111] for all functionals studied here.
The error bars are added because there are egg-box eﬀects that result in an error
of approximately ∼0.02 eV, which was quantiﬁed by performing a calculation
on a single bucky-ball under various rotations.
vs angle for the two opt-vdW functionals we studied. We note that in all the
energy vs angle curves, we have added error bars to account for small egg-box
eﬀects, which were found to be of the order of ∼0.02 eV.
One way to quantify how well the centre of a hexagon (or pentagon) is
aligned along the [110] [101] and [011] directions can be deﬁned, denoted δ. δ
determines the deviation from the [110] direction, since in the crystal only a
[11δ] direction can occur, and it is actually impossible to have a structure where
the alignment with [110] is perfect. It may be used as an indication of how well
a bond aligns with the centre of a pentagon or hexagon of a neighbouring C60,
since the centres of bucky-balls lie on the planes deﬁned by these vectors. We
ﬁnd that after geometry optimization, δ98 = −0.05249 and δ38 = −0.29734, are
the global minimum values. This reinforces the fact that structurally the 98◦
structure has the best alignment possible between bonds and pentagons in neigh-
bouring bucky-balls. The δ98 value is in agreement with the value δ = −0.05218
from Ref. [183]. The fact that the 38◦ structure is one where there is an ideal
alignment of bond to centre of a hexagon is in agreement with theoretical work
Ref. [199]. However, the concept of δ becomes much less useful as one moves
away from these two conﬁgurations, since in these cases there are large devia-
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Figure 6.6: HH bond - pentagon/hexagon alignment in the cases of Left: θ = 98◦,
Right: θ = 38◦. The rings out of the plane of the paper are coloured in violet.
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Figure 6.7: Cohesive energy vs angle of rotation by [111] for optPBE-vdW and
optB88-vdW. This data is the same as Fig. 6.5; the curves are shown in close-up
here. Error bars are added to account for small egg-box eﬀects.
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Figure 6.8: Energy vs angle curve before and after geometry optimization for
optPBE-vdW. This graph illustrates how much energy is gained by a geom-
etry optimization, typically ∼ 5.44 eV. A zero of -1381.1085 Ha was chosen,
corresponding to the geometry unoptimized energy at angle 0.
tions even in the other axes: the centres of pentagons or hexagons are aligned
along a [1,1+ ζ, δ] direction (or equivalently [1,δ, 1+ ζ] etc), where ζ is another
small deviation. It is possible that the electronic density of hexagons in the
case of θ = 43.5◦ is responsible for our ﬁnding with optPBE-vdW and optB88-
vdW, that θ = 43.5◦ is a lower-energy structure than the 98◦ one. Geometry
optimization does not aﬀect alignment signiﬁcantly, only outward radial expan-
sion of C60 buckyballs is observed, and lowering of the total energy of typically
around 5.4 eV (Fig. 6.8). Broadly speaking, after geometry optimization, align-
ment is kept the same, but distance between atoms becomes smaller, resulting
in stronger attraction of bonds with pentagons/hexagons in the minimum struc-
ture cases, or other types of interactions in other structures at other angles.
Bond lengths also change with geometry optimization; details of to this will be
discussed later.
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6.3.3 Lattice constants, cohesive energy and bond lengths
Beyond the orientational aspect of the structure of C60 crystal, it is also very
interesting to look at the lattice parameters, bond lengths and cohesive energies
of the system for a particular conﬁguration. As mentioned before, given that
there is a wide range of data available for crystal C60 lattice parameters, cohesive
energies and bond lengths, it is useful to compare our results for these quantities
to experimental values. We also compare our results to Berland et al. [198],
particularly for the opt-vdW functionals. We chose to do so for the 98◦ structure,
as it is the one that was also investigated by Berland et al. and is also the
experimentally observed structure at low temperatures. We mostly concentrate
on the opt-vdW functionals, and note again that the data for our LDA and
vdW-DF2 calculations is more sparse, as we only wished to obtain a general
idea of how they perform.
The most direct experimental comparison is to relate the cohesive energy to
the measured sublimation energy (the energy required for a gas-to-solid phase
transition to occur) [197, 200, 201]. As was previously mentioned that values
from experimental work on the cohesive energy mostly fall in the range 1.6-
1.9 eV [192,197]. Note that all experimental studies on sublimation energies are
temperature dependent and were done at high temperatures (> 540 K). How-
ever, there are works [200,201] that have extrapolated experimentally measured
sublimation energies down to lower temperatures. Chirico et al. [200] extrapo-
lated the sublimation energy obtained by Pan et al. [188] down to 298.15 K and
found Esub = 234 kJ/mol, or 2.425eV. Diogo et al. [201] extrapolate the sublima-
tion energy calculated by Matthews et al. [202], also down to 298.15 K and found
Esum = 228.7 kJ/mol, or 2.37 eV. We compare these results against the cohesive
energy we obtained with optPBE and optB88 in Table 6.1. Keeping in mind that
the simulations are done in zero temperature, it may be argued that compar-
ing against extrapolated sublimation energies to lower temperatures is a better
choice to gauge performance of functionals. As it can be seen from Table 6.1,
the lattice parameter we obtain with optPBE-vdW is in excellent agreement
with the experimental value, while the value from optB88 is also in good agree-
ment. In addition, comparing our cohesive energy of the 98◦ structure, for both
optPBE and optB88, to the sublimation energy from Refs. [200, 201], we also
see they agree remarkably well. For the θ = 100◦ structure, vdW-DF2 is also in
reasonable agreement with experimental values, yielding 14.16Å for the lattice
parameter and 1.73 eV for the cohesive energy. Again for the θ = 100◦ structure,
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Table 6.1: Lattice parameters and cohesive energies per
molecule for the 98◦ C60 crystal structure with the opt-vdW
functionals obtained in this work and compared against pre-
vious work with optPBE only by Berland et al. [198], and
also experimental values. The lattice parameter with optPBE
in this work is in excellent agreement with the experimental
value. Cohesive energies agree with the extrapolated exper-
imental sublimation energies to 298.15 K. The discrepancies
between this work with optPBE and Berland’s work on the
same functional are thought to be due to diﬀerent calcula-
tional parameters, but mostly due to geometry optimization
that was done in this work.
Method Lattice parameter (Å) Cohesive energy (eV)
optPBEa 14.05 2.31
optB88a 13.93 2.34
optPBEb 14.22 2.02
Exp.c 14.04 1.60-2.42
a This work
b Berland et al. [198]
c Ref. [197, 200, 201]
LDA yields a reasonable lattice parameter, 13.92 Å, however the cohesive energy
is underestimated, giving 0.87 eV. Contrary to the conclusion of Berland et al.
that opt-vdW functionals do not perform particularly well for C60, we argue
that optPBE may in fact be a very adequate choice for studying molecular crys-
tals, the only drawback being that the 98◦ structure is not predicted as the most
energetically favoured, as was mentioned in Sec. 6.3.2. We attribute the diﬀer-
ences between the optPBE functional in our work and Berland et al.’s work to
diﬀerent calculational details, but mainly the fact that we performed geometry
optimization which is also very likely the reason for much better agreement of
the lattice parameter against the experimental one, suggesting that relaxation
of structures is an important factor, particularly when using vdW-DFs.
Finally, we look at bond lengths. In Fig. 6.9 we show bond lengths obtained
with optPBE for the 98◦ structure after geometry optimization, and compare
against the experimental values by David et al. [183]. We obtain values centred
around 1.38 Å for HH bonds and 1.44 Å for PP bonds; experimental values are
1.391 Å for HH and 1.455 Å for PP. The agreement is reasonable, and results
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Figure 6.9: Frequency of bond lengths for the ideal structure (in which there are
two diﬀerent bond lengths), with average values taken from experiment [183] for
the idealized structure, compared to the distribution of bond lengths after geom-
etry optimization has been performed with the optPBE and optB88 functionals
for the 98◦ structure.
are also on par with previous works, predicting 1.38-1.40 Å for HH bonds and
1.44-1.45 Å for PP bonds [190,193].
6.3.4 Rotational freedom
A question that arises is how free are the bucky-balls to rotate in the crystal.
Diﬀerences in energy between the diﬀerent functionals are larger than diﬀer-
ences between diﬀerent angles within the same functional, which indicates that
there is not much freedom since there is a relatively “ﬂat” energy landscape. A
calculation was done with vdW-DF on a 3×3×3 supercell with one orientation-
ally defective C60 unit rotated by 8-118◦ around [111] in steps of 2◦. The other
units were ﬁxed as in the θ = 98◦ structure. The energy vs angle curve is shown
in Fig. 6.10. We see that the maximum diﬀerence of energy is about 0.2 eV at
around 25◦. This is close to the value of energy diﬀerence between the 43.5◦ and
98◦ in the SC C60 crystal, which points in the direction that this is the order of
energy diﬀerence between two stable conﬁgurations. We also note that there is
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Figure 6.10: Energy curve vs angle for an orientationally defective C60 crystal
with vdW-DF. In a 3 × 3 × 3 supercell, one C60 unit was rotated by angle θ,
while the other units were as in the θ = 98◦ structure. The total energy was
calculated for the 8-118◦ range of angles. The zero was been chosen to be at
the lowest energy conﬁguration (118◦), at −37385.26177 Ha.
a minimum around 48◦, which is interesting to compare to the minimum energy
structure we ﬁnd at 43.5◦. Rotational freedom of C60 is a topic that could be
of great importance and will be explored further.
6.4 Conclusion
In conclusion, we have studied the C60 crystal with ONETEP, using ﬁve diﬀerent
functionals: LDA, PBE, vdW-DF2, optB88-vdW and optPBE-vdW; PBE does
not bind the crystal, and the agreement of LDA regarding the most stable
structure is fortuitous. The two opt-vdW-DF functionals performed well in
terms of lattice parameters, which were found to be in good agreement with
experiment. Comparing against the extrapolated data of Chirico et al. we
also ﬁnd good agreement for the cohesive energies predicted by the optPBE and
optB88. Geometry optimization with vdW-DFs seems to be an important factor
in predicting accurate geometries and cohesive energies. Structural properties
of the crystal in terms of two well-distinct conﬁgurations that yield energetic
minima were successfully predicted by all functionals. The 98◦ structure was
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identiﬁed as a minimum by the vdW functionals, but its energy was found to be
higher than the 43.5◦ structure, in slight disagreement with theoretical [199] and
ab initio [196] works predicting a second, less energetically favoured structure
at 38◦. Other than that discrepancy, we argue that the opt-vdW functionals are
well-suited for studying molecular crystals, since there is excellent agreement for
the lattice constant obtained in our optPBE calculations with the experimental
value [183] and good agreement is obtained with optB88. Moreover, since the
angular landscape has not been explored thoroughly with ab initio methods,
it is possible that the θ = 43.5◦ is indeed the most stable one. It can also
be argued that the cohesive energy we obtain for the 98◦ structure is not an
unreasonable one, since there are at least two experimental works [200, 201]
that have extrapolated experimentally determined sublimation energies for gas-
to-solid phase at high temperatures, down to 298.15 K, suggesting sublimation
energies in the range 2.37-2.42 eV. This suggests that it is a better choice to
compare against lower temperatures, since simulations are done at 0 K. One
could in principle extrapolate the experimental results down to 0 K or the
theoretical results to 298.15 K by calculating vibrational free energies in order
to obtain a better idea of how well the simulations match the experiment. If
vdW-DFs can be made suﬃciently accurate to predict the correct structure,
geometries and energies of molecular crystals, that can be of great interest to
the pharmaceutical industry as it may aid prediction of crystal structures of
candidate drug molecules.
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Chapter 7
Conclusion
The aim of this thesis was to study, implement and test methods to include
van der Waals interactions within the density functional theory framework. We
presented our work and put it into context within the ﬁeld. A theoretical back-
ground for the main methods used in our work was given and the advantages
and limitations of various methods for computational simulations were discussed.
Density functional theory, remarkably, allows the use the ground state density as
the fundamental variable for solving for the ground state of the 3N many-body
quantum mechanical problem instead of the full wavefunction. A series of ap-
proximations and approaches reduce this to a very tractable problem, which can
be solved computationally with relative ease. DFT has been shown to perform
very well for a variety of systems. The local nature of commonly used approx-
imations to exchange and correlation within DFT, however, fails to capture a
number of long-range non-local eﬀects, such the vdW interactions.
vdW interactions arise from interacting ﬂuctuating dipoles separated by
large distances. They are of great importance for weakly bound systems such
as molecular crystals, where ionic or covalent interactions are absent. The accu-
rate description of vdW is a whole topic on its own, with a very rich literature
of research attempting to answer this question. The topic of vdW interactions
within the DFT framework is particularly challenging at both the methodologi-
cal and computational level, since one would want a method that is developed
on the basis of well-justiﬁed physical approximations, as well as being computa-
tionally eﬃcient. Recently, there have been many new methods treating vdW
in DFT with various levels of success and eﬃciency, moving in a constantly
improving direction. In this thesis, we focused on two such methods, which we
126
have implemented and tested.
The ﬁrst method, proposed by Silvestrelli [1] makes use of maximally lo-
calized Wannier functions (MLWFs), which are unitary transformations of the
Bloch eigenstates and localized in real space, to partition the electronic density
of a system, and then applies some approximations in order to eﬃciently calcu-
late dispersion coeﬃcients which are then used to calculate the vdW correction
to the total ground state energy. We implemented this method and tested it on
a number of vdW-bonded systems, from an argon dimer to a copper phthalocya-
nine dimer. We found that the method has some limitations and shortcomings,
mainly arising from the breaking of symmetries inherently present in the sys-
tem by the valence MLWF centres. We addressed these problems by proposing
a diﬀerent partitioning of the density, involving a larger manifold of MLWFs
which also includes unoccupied states; in this way we are able to restore symme-
tries and improve binding energies signiﬁcantly and ﬁnd good agreement with
CCSD(T) [68] for ethene and benzene dimers. Applying this method to a ph-
thalocyanine and copper phthalocyanine dimer, we found reasonable agreement
with DFT+D methods [84] and other works on metal phthalocyanines [139].
We also addressed the case of spin-polarized systems, such as copper phthalo-
cyanine, in which case we ﬁnd that cocentric MLWFs corresponding to diﬀerent
spin channels have to be amalgamated since this method is strictly for non-
overlapping fragments of density. We concluded that even though this method
can be made more accurate by using our modiﬁcations, it is limited to the study
of smaller and less structurally complex systems, as it requires a high level of
manual eﬀort and chemical intuition in order to choose an appropriate set of
MLWFs. This procedure could in principle be automated, however it would
then be limited by the computational bottlenecks associated with cubic-scaling
DFT for the original ground-state electronic structure simulation.
We then turned our attention to the vdW-DF method, proposed by Dion
et al. [9], which calculates dispersion interactions using a non-local energy func-
tional, allowing a fully ab initio treatment of vdW within DFT. We imple-
ment the vdW-DF scheme using Román-Pérez and Soler’s eﬃcient algorithm [2],
which allows the calculation of the non-local correlation functional inO(N logN)-
scaling computational eﬀort, within ONETEP, a plane-wave accuracy linear-
scaling package. The motivation behind this was that a fully ab initio method
for vdW was not present in ONETEP and vdW-DF has had a number of suc-
cesses in treating dispersion; also, being able to simulate large dispersion-bonded
systems is of great importance for expanding the scope of applications, a lot of
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them being technologically relevant. Various ﬂavours of vdW-DF that signiﬁ-
cantly improve its performance by making changes to the exchange [11] and/or
non-local correlation part [10] of the vdW-DF functional were also implemented
in ONETEP.
Finally we applied the vdW-DF method in ONETEP to C60 crystals. The
choice of this system was based on the widely available experimental data de-
termining its lattice parameters, bond lengths, sublimation energies and ob-
served conﬁgurations, which oﬀers a solid ground for testing. C60 was created
in 1985 [12] and studied extensively in experiment during the 1990s. It is known
that at low temperatures, C60 is found in the form of a simple-cubic (SC) crystal
and is orientationally ordered, while at higher temperatures there is disorder and
the crystal is face-centred cubic (FCC). The space group of the SC crystal is Pa3¯
where the individual C60 units are rotated around the [111] direction by angle θ,
reﬂected under diﬀerent axes and translated at the FCC positions. The unit cell
then has four C60 molecules. Using ONETEP and the LDA [176], PBE [179],
vdW-DF2 [10], optPBE and optB88 [11] functionals, we studied the crystal in its
various conﬁgurations and calculated cohesive energies, lattice parameters and
bond lengths. Geometry optimization was performed at each conﬁguration. We
found that LDA predicts the θ = 98◦ structure as the most stable, in agreement
with experiment, but this agreement is largely fortuitous. PBE did not bind the
crystal. All the vdW-DF functionals we looked at predicted another, more stable
structure at θ = 43.5◦. A θ = 38◦ structure, less energetically stable is instead
predicted by other ab initio [196] and theoretical works [199]. However, the en-
tire landscape of angularly dependent energies hadn’t previously been explored
with ab initio methods, and it is possible that our predicted θ = 43.5◦ structure
is indeed the most stable one. For the optPBE functional, we found excellent
agreement for the lattice parameter with the experimental value [183], and good
agreement with optB88. Cohesive energies of optPBE and optB88 agree well
with experimental values extrapolated to 298.15 K [200,201], which we argue is
a better comparison than values at higher temperatures, since simulations are
done at 0 K. Bond lengths were in reasonable agreement with experiment [183],
and within the range of previous ab initio calculations [190,193]. We concluded
that the optPBE and optB88 functionals are an appropriate choice for studying
molecular crystals and argue that the discrepancies of our work against Berland
et al. [198] with optPBE and vdW-DF2 are due to the fact that we performed
geometry optimization, which seems to be an important factor in getting better
energies and geometries. With the advantage of having the vdW-DF available
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in a linear-scaling code, one can look at orientationally defective crystals of very
large size. As the accuracy of newly-developed vdW-DFs increases, it will be
possible to accurately predict structure and energetics for molecular crystals
which can be of great importance to the pharmaceutical industry.
In general, the ﬁeld of vdW interactions in electronic structure consists of
a variety of methods that can be used to study a broad range of systems, with
some methods being more geared towards speciﬁc applications, so sometimes
care has to be taken when choosing a method. It is a fast-evolving and constantly
improving ﬁeld with signiﬁcant eﬀorts being made to develop more accurate and
more eﬃcient methods at an impressive rate.
Future work on vdW within linear-scaling DFT with ONETEP may involve
the implementation of the Vydrov and Van Voorhis functional, VV10, which is
based on the vdW-DF formulation but makes use of a more complicated expres-
sion for the kernel. The method has been shown to perform well for a number of
systems [117]. It would be an ideal addition to ONETEP and would expand the
number of testing and application possibilities. Another excellent candidate for
implementation within ONETEP are the Tkatechnko-Scheﬄer schemes [94, 96]
which at present are the best performing functionals while being as eﬃcient as
the underlying DFT calculation. Both schemes use Hirshfeld partitioning for the
density to calculate dispersion coeﬃcients and add a correction to the ground
state energy. A Hirshfeld partitioning scheme exists in the development stages
in ONETEP, so implementation of the Tkatchenko-Scheﬄer methods would be
fairly straightforward in the relatively near future. A possibility for future work
in the area of molecular crystals could be to follow a Klimeš et al. [11] approach
and attempt to ﬁnd optimized exchange functionals speciﬁcally for molecular
crystals by applying vdW-DFs to a wide range of these types of systems. Over-
all, the use of linear-scaling DFT with vdW is soon to become standard prac-
tice, oﬀering countless possibilities of applications to realistic systems such as
biological systems, molecular crystals for the pharmaceutical industry and or-
ganic/inorganic interfaces for photovoltaics.
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Appendix A
Inverse of overlap matrix
Using the linear transformation from the Bloch states to the localized NGWFs
|ψn〉 = Mαn|φα〉 (A.1)
we can write the inverse relationship and then expand once more for the Bloch
states, to write:
|φα〉 =
∑
n
(M−1)αn|ψn〉 (A.2)
=
∑
n
(M−1)αnM
β
n|φβ〉
so ∑
n
(M−1)αnM
β
n = δ
α
β (A.3)
Now multiplying both sides of Eq. A.3 by SβγM
∗γ
m:
∑
n
(M−1)αnM
β
nSβγM
∗γ
m = SαγM
∗γ
m
=
∑
n
(M−1)αnδnm = SαγM
∗γ
m (A.4)
so
(M−1)αm = SαγM
∗γ
m. (A.5)
151
Now that we have an expression of M−1 explicitly in terms of known quantities,
we use Eq. A.2 again to write:
|φα〉 =
∑
n
SαγM
∗γ
n |ψn〉 (A.6)
Now operating with 〈φβ | on the left of Eq. A.6, recalling that 〈φβ |φα〉 = Sβα
and expanding on the right with respect to Bloch functions:
Sβα =
∑
nm
SβδM
δ
mSαγM
∗γ
n δmn (A.7)
Now, multiplying both sides by SβǫSαη, we get
SβαS
βǫSαη =
∑
n
SβǫSαηSβδSαγM
δ
mM
∗γ
n , (A.8)
which now, using SαβSβγ = δγα, becomes an explicit expression for S
αβ in terms
of the transformation matrices M:
Sηǫ =
∑
n
M∗ηnM
ǫ
n. (A.9)
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Appendix B
vdW-DF non-local correlation
energy integral in reciprocal
space
Here we show how the non-local correlation double integral in real space can
be written as a single integral of their Fourier components in reciprocal space.
Expanding the θ functions as a Fourier series we get
Enlc =
1
2
ˆ ˆ
drdr′θα(r)θβ(r′)φαβ(r)
=
1
2
ˆ ˆ
drdr′
∑
G,G′
θα(G)θβ(G
′)ei(G·r+G
′·r′)φαβ(r).
We can now deﬁne transformed coordinates as
R = r− r′; R′ = r+ r′ (B.1)
or
r =
1
2
(R +R′); r′ =
1
2
(R′ −R).
Note that now r = |r− r′| = |R|. Using Eq. B.1 we can write
G · r+G′ · r′ = 1
2
((
G−G′) ·R+ (G+G′) ·R′).
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Now deﬁning
k =
1
2
(G−G′); k′ = 1
2
(G+G′) (B.2)
we can write
Enlc =
1
2
ˆ ˆ
dRdR′
∑
G,G′
θα(G)θβ(G
′)eik·Reik
′·R′φαβ(|R|)
=
1
2
∑
G,G′
θα(G)θβ(G
′)
ˆ
eik
′·R′dR′
ˆ
dReik·Rφαβ(|R|).
Now, because
´
eik
′·R′dR′ =
´
ei(G+G
′)·R′dR′ = δG,−G′ and θ∗α(G) = θα(−G),
the integral becomes
1
2
∑
G′
θα(−G′)θβ(G′)
ˆ
dRe−iG
′·Rφαβ(|R|)
=
1
2
ˆ
dkθ∗α(k)θβ(k)φαβ(k) (B.3)
where in the last line the Fourier series was made into a continuous Fourier
transform and we replaced the dummy index G′ by k.
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Appendix C
Becke 88 exchange
The expression for the B88 exchange energy [181] is:
Ex = E
LDA
x − β
∑
σ
ˆ
ρ4/3σ
x2σ
1 + γβxσarcsinh(xσ)
dr (C.1)
with xσ =
|∇ρσ |
ρ
4/3
σ
, σ is the spin index and β = 0.0042 and γ = 6. The LDA
exchange energy is:
ELDAx = −Cx
∑
σ
ˆ
ρ4/3σ dr (C.2)
with Cx = 32
(
3
4π
)1/3
. We can then write Eq. C.1 as:
Ex = −Cx
∑
σ
ˆ
ρ4/3σ
(
1 +
β/Cxx
2
σ
1 + γβxσarcsinh(xσ)
)
dr (C.3)
For a spin unpolarized system, ρ↑ = ρ↓ := ρs with ρ = 2ρs. As a result,
x↑ = x↓ := x, and we can write
x =
|∇ρs|
ρ
4/3
s
= 21/3
|∇ρ|
ρ4/3
(C.4)
Performing the sum over spins, Eq. C.3 becomes:
Ex = −Cx
ˆ
2ρ4/3s
(
1 +
β/Cxx
2
1 + γβx arcsinh(x)
)
dr
= −Ax
ˆ
ρ4/3
(
1 +
β/Cxx
2
1 + γβx arcsinh(x)
)
dr (C.5)
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where Ax = 34 (
3
π )
1/3. From Eq. C.5, we can write the enhancement factor:
Fx(x) = 1 +
β/Cxx
2
1 + γβx arcsinh(x)
. (C.6)
We now want to express this in terms of the dimensionless gradient
s =
|∇ρ|
2(3π2)1/3ρ4/3
(C.7)
which means we can write x = 24/3(3π2)1/3s := cs from Eq. C.4. Now the
enhancement factor becomes
Fx(x) = 1 +
s2β/Cxc
2
1 + γβ csarcsinh(cs)
(C.8)
with
β′ = cγβ (C.9)
µ =
β
Cx
c2 (C.10)
so β′ = 9
µ
2c
(
6
π
)1/3
(C.11)
and ﬁnally
Fx(s) = 1 +
µs2
1 + β′s arcsinh(cs)
. (C.12)
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