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Abstract
Automatic methods for Neural Architecture Search
(NAS) have been shown to produce state-of-the-art net-
work models. Yet, their main drawback is the computa-
tional complexity of the search process. As some primal
methods optimized over a discrete search space, thousands
of days of GPU were required for convergence. A recent
approach is based on constructing a differentiable search
space that enables gradient-based optimization, which re-
duces the search time to a few days. While successful, it
still includes some noncontinuous steps, e.g., the pruning of
many weak connections at once. In this paper, we propose a
differentiable search space that allows the annealing of ar-
chitecture weights, while gradually pruning inferior opera-
tions. In this way, the search converges to a single output
network in a continuous manner. Experiments on several
vision datasets demonstrate the effectiveness of our method
with respect to the search cost and accuracy of the achieved
model. Specifically, with 0.2 GPU search days we achieve
an error rate of 1.68% on CIFAR-10.
1. Introduction
Over the last few years, deep neural networks highly suc-
ceed in computer vision tasks, mainly because of their au-
tomatic feature engineering. This success has led to large
human efforts invested in finding good network architec-
tures. A recent alternative approach is to replace the man-
ual design with an automated Network Architecture Search
(NAS) [9]. NAS methods have succeeded in finding more
complex architectures that pushed forward the state-of-the-
art in both image and sequential data tasks.
One of the main drawbacks of some NAS techniques is
their large computational cost. For example, the search for
NASNet [48] and AmoebaNet [35], which achieve state-
of-the-art results in classification [17], have required 1800
and 3150 GPU days respectively. On a single GPU, this
corresponds to years of training time. More recent search
methods, such as ENAS [34] and DARTS [12], reduced the
search time to a few GPU days, while not compromising
much on accuracy. While this is a major advancement, there
is still a need to speed up the process to make the automatic
search affordable and applicable to more problems.
In this paper we propose an approach that further re-
duces the search time to a few hours, rather than days or
weeks. The key idea that enables this speed-up is relaxing
the discrete search space to be continuous, differentiable,
and annealable. For continuity and differentiability, we fol-
low the approach in DARTS [12], which shows that a con-
tinuous and differentiable search space allows for gradient-
based optimization, resulting in orders of magnitude fewer
computations in comparison with black-box search, e.g.,
of [48, 35]. We adopt this line of thinking, but in addi-
tion we construct the search space to be annealable, i.e.,
emphasizing strong connections during the search in a con-
tinuous manner. We back this selection theoretically and
demonstrate that an annealable search space implies a more
continuous optimization, and hence both faster convergence
and higher accuracy.
The annealable search space we define is a key factor to
both reducing the network search time and obtaining high
accuracy. It allows gradual pruning of weak weights, which
reduces the number of computed connections throughout
the search, thus, gaining the computational speed-up. In
addition, it allows the network weights to adjust to the ex-
pected final architecture, and choose the components that
are most valuable, thus, improving the classification accu-
racy of the generated architecture.
We validate the search efficiency and the performance
of the generated architecture via experiments on multiple
datasets. The experiments show that networks built by our
algorithm achieve either higher or on par accuracy to those
designed by other NAS methods, even-though our search re-
quires only a few hours of GPU rather than days or weeks.
See for example results on CIFAR-10 in Fig. 1. Specifi-
cally, searching for 4.8 GPU-hours on CIFAR-10 produces
a model that achieves a mean test error of 1.68%.
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Figure 1. Comparison of CIFAR-10 error vs search days of top
NAS methods. size and color are correlated with the memory foot-
print.
2. Related Work
Architecture search techniques. A reinforcement
learning based approach has been proposed by Zoph et
al. for neural architecture search [48]. They use a re-
current network as a controller to generate the model de-
scription of a child neural network designated for a given
task. The resulted architecture (NASnet) improved over
the existing hand-crafted network models at its time. An
alternative search technique has been proposed by Real et
al. [36, 35], where an evolutionary (genetic) algorithm has
been used to find a neural architecture tailored for a given
task. The evolved neural network [35] (AmoebaNet), im-
proved further the performance over NASnet. Although
these works achieved state-of-the-art results on various clas-
sification tasks, their main disadvantage is the amount of
computational resources they demanded.
To overcome this problem, new efficient architecture
search methods have been developed, showing that it is
possible, with a minor loss of accuracy, to find neural ar-
chitectures in just few days using only a single GPU. Two
notable approaches in this direction are the differentiable
architecture search (DARTS) [12] and the efficient NAS
(ENAS) [34]. ENAS is similar to NASnet [48], yet its child
models share weights of their shared operations from the
large computational graph. During the search phase child
models performance are estimated as a guiding signal to
find more promising children. The weight sharing signif-
icantly reduces the search time since the child models per-
formance are estimated with a minimal fine-tune training.
In DARTS, the entire computational graph, which in-
cludes repeating computation cells, is learned all together.
At the end of the search phase, a pruning is applied on con-
nections and their associated operations within the cells,
keeping those having the highest magnitude of their related
architecture weights multipliers (which represents the con-
nections’ strength). These architecture weights are learned
in a continuous way during the search phase. While DARTS
achieves good accuracy, our hypothesis is that the harsh
pruning which occurs only once at the end of the search
phase is sub-optimal and that a gradual pruning of connec-
tions can improve both the search efficiency and accuracy.
SNAS [44] suggested an alternative method for selecting
the connections in the cell. SNAS approaches the search
problem as sampling from a distribution of architectures,
where the distribution itself is learned in a continuous way.
The distribution is expressed via slack softened one-hot
variables that multiply the operations and imply their asso-
ciated connection. SNAS introduces a temperature param-
eter that steadily decrease close to zero through time, forc-
ing the distribution towards being degenerated, thus making
slack variables closer to binary, which implies which con-
nections should be sampled and eventually chosen. Sim-
ilarly to SNAS we suggest to perform an annealing pro-
cess for connections and operations selection, but differ-
ently from SNAS we wish to learn the entire computational
graph all together, while gradually annealing and pruning
connections.
In YOSO [45], they apply sparsity regularization over ar-
chitecture weights and in the final stage they remove useless
connections and isolated operations.
While both of these works [44, 45] propose an alterna-
tive to the DARTS connections selection rule, none of them
managed to surpass its accuracy on CIFAR-10. In our so-
lution we improve both the accuracy and efficiency of the
DARTS searching mechanism.
Neural networks pruning strategies. Many pruning
techniques exist for neural networks, since the networks
may contain meaningful amount of operations which pro-
vides low gain [11].
The methods for weight pruning can be divided into two
main approaches: pruning a network post-training and per-
forming the pruning during the training phase.
In post-training pruning the weight elimination is per-
formed only after the network is trained to learn the impor-
tance of the connections in it [26, 13, 11]. One selection
criterion removes the weights based on their magnitude.
The main disadvantage of post-training methods is twofold:
(i) long training time, which requires a train-prune-retrain
schedule; (ii) pruning of weights in a single shot might lose
some dependence between some of them that become more
apparent if they are removed gradually.
Pruning-during-training as demonstrated in [47, 1] helps
to reduce the overall training time and get a sparser net-
work. In [47], a method for gradually pruning the network
has been proposed, where the number of pruned weights at
each iteration depends on the final desired sparsity and a
given pruning frequency. Another work suggested a com-
pression aware method that encourages the weight matrices
to be of low-rank, which helps in pruning them in a second
stage [1]. Another approach sets the coefficients that are
smaller than a certain threshold to zero every K steps [23].
Another pruning method uses simulated annealing[39].
3. Method
Our goal is to design an efficient algorithm for archi-
tecture search. We start by defining a differentiable search
space that allows gradient-based optimization. A key char-
acteristic of the search space we define is allowing for an-
nealing of architecture weights.
Annealing of the architecture weights and pruning weak
ones is a key for converging to a single architecture. How-
ever, too fast annealing schedule or too strict pruning policy
could end with convergence to inferior architectures.
We provide a theory for selecting the critical combination
of annealing schedule and pruning policy, which guarantees
that the pruning will not affect the quality of the final cell,
as only inferior operations will be pruned along the search.
Selecting a combination according to the theory will pro-
vide the advantages of annealing and pruning, converging
to a better architecture, faster.
This theory provides us with some insights as to the im-
portance of using an annealing schedule. Yet, as it requires
a relatively slow schedule for the guarantees in it, we sug-
gest afterwards another gradual pruning schedule that em-
pirically leads to faster convergence in the network search.
3.1. ASAP: Architecture Search, Anneal and Prune
Our approach can be viewed as a generalization of
DARTS [12] into an annealable search space. The key
idea behind DARTS is the definition of a continuous search
space that facilitates the definition of a differentiable train-
ing objective. DARTS continuous relaxation scheme leads
to an efficient optimization and a fast convergence in com-
parison to previous solutions.
The architecture search in DARTS focus on finding a re-
peating structure in the network, which is called cell. They
follow the observation that modern neural networks consist
of one or few computational blocks (e.g. res-block) that are
stacked together to form the final structure of the network.
While a network might have hundreds of layers, the struc-
ture within each of them is repetitive. Thus, it is enough
to learn one or two structures, which is denoted as cell, to
design the whole network.
A cell is represented as a directed acyclic graph, consist-
ing of an ordered sequence of nodes. Every node x(i) is a
feature map and each directed connection (i, j) is associ-
ated with some operation o(i,j) ∈ O that transforms x(j)
and connects it to x(i). Intermediate nodes are computed
based on their predecessors,
x(i) =
∑
j<i
o(i,j)
(
x(j)
)
(1)
In particular, in DARTS, they search for two types of
cells: normal and reduction. In normal cells the operations
preserve the spatial dimensions, while in reduction cells the
operations adjacent to the input nodes are of stride two, so
the spatial dimensions at the output are halved.
The goal of the search phase is to select the operations
o(i,j) which yield an overall architecture with the best per-
formance. There are seven candidate operations: 3x3 and
5x5 separable and dilated separable convolutions, 3x3 max-
pooling, 3x3 average-pooling and an identity.
This scheme does not encourage convergence towards
a reasonably sized architecture, and produces an over-
parametrized network. Therefore, hard pruning is applied
over the network connections in order to derive the final
child network. As shown in [44], this introduces a relax-
ation bias that could result in a significant drop in accuracy
between the un-pruned network and the final child network.
To overcome this limitation we define a search space that
allows gradual pruning via annealing. Our search converges
gradually to the final child network without requiring a hard
thresholding at the end of the search.
We construct an architecture by stacking normal and re-
duction cells, similarly to DARTS and ENAS. Also here,
we connect nodes using the a mixed operation o¯(i,j) edge.
Yet, now we allow architecture weights annealing in it via a
temperature parameter T :
o¯(i,j)(x;T ) =
∑
o∈O
Φo(α
(i,j);T ) · o(x) (2)
where α(i,j)o is the architecture weight associated with op-
eration o ∈ O at edge (i, j), and Φo forms a probability
distribution.
The function Φo should be designed such that it guides
the optimization to select a single operation out of the mix-
ture in a finite time. Initially Φo should be a uniform dis-
tribution, allowing consideration of all the operations. As
the iterations continue the temperature is reduced and Φo
should converge into a degenerated distribution that selects
a single operation. Mathematically, this implies that Φo
should be uniform for T → ∞, and sparse for T → 0.
Thus, we select the following probability distribution,
Φo(α
(i,j);T ) =
exp
{
α(i,j)o
T
}
∑
o′∈O exp
{
α
(i,j)
o′
T
} (3)
This definition is closely related to the Gibbs-Boltzmann
distribution, where the weights α(i,j)o correspond to neg-
ative energies, and operations o(i,j) to mixed system
states [42].
Figure 2. An illustration of our gradual annealing and pruning al-
gorithm for architecture search depicted for a cell in the architec-
ture. An annealing schedule is applied over architecture weights
(top-left), which facilitates fast and continuous pruning of connec-
tions (right).
The architecture weights are updated via gradient de-
scent,
αk ← αk − η∇αkLval
∇αkLval = Φok(α;T ) [∇o¯Lval · (ok − o¯)] (4)
Note, that DARTS forms a special case of our approach
when setting a fixed T = 1. A key challenge here is how
to select T . Hereafter in Section 3.2, we provide a theory
for selecting it followed by a heuristic annealing schedule
strategy to further speed up the convergence of our search.
In the experiments we show its effectiveness.
We summarize our algorithm for Architecture Search,
Anneal, and Prune (ASAP), outlined in Algorithm 1 and
visualized in Figure 2. ASAP anneals and prunes the con-
nections within the cell in a continuous manner, leading to
a short search time and an improved cell structure. It starts
with a few “warm-up” iterations for reaching well-balanced
weights. Then it optimizes over the network weights while
pruning weak connections, as described next.
At initialization, network weights are randomly set. This
could result in a discrepancy between parameterized opera-
tions (e.g. convolution layers) and non-parameterized oper-
ations (e.g. pooling layers). Applying pruning at this stage
with imbalanced weights could lead to wrong premature de-
cisions. Therefore, we start with performing a number of
gradient-descent based optimization steps over the network-
weights only, without pruning, i.e. grace-cycles. We denote
the number of these cycles by τ .
Once this warm-up ends, we perform a gradient-descent
based optimization for the architecture-weights, in an alter-
nating manner (with the updates ofα), after every network-
weights optimization. Throughout this iterative process,
the temperature T decays according to a predefined anneal-
ing schedule. Operations are pruned if their corresponding
architecture-weights go below a pruning threshold θ, which
is updated along the iterations. The process ends once we
meet a stopping criterion. In our current implementation
we used a simple criterion that stops when we reach a sin-
gle operation per mixed operation. Other criteria could be
easily adopted as well.
3.2. Annealing schedule and thresholding policy
We now turn to describe the annealing schedule that de-
termines the temperature T through time and the threshold
policy governing the updates of θ. This choice is domi-
nated by a trade-off. On the one hand, pruning-during-
training simplifies the optimization objective and reduces
the complexity, assisting the network to converge and re-
ducing overfitting. In addition, it accelerates the search pro-
cess, since pruned operations are removed from the opti-
mization. This encourages the selection of fast temperature
decay and a harsh thresholding. On the other hand, prema-
ture pruning of operations during the search could lead to a
sub-optimal child network. This suggests we should choose
a slow temperature decay and a soft thresholding.
To choose schedule and policy that balance this trade-off,
we suggest Theorem 2 that provides a functional form for
(Tt, θt). It views the pruning performed as a selection prob-
lem, i.e., pruning all the inferior operations, such that the
ones with the highest expected architecture weight remains,
in a setup where only the empirical value is measured. The
theorem guarantees under some assumptions with a high
probability, that Algorithm 1 prunes inferior operations out
of the mixed-operation along the run (lines 7-8) and outputs
the best operation (line 14)). More formally, Algorithm 1 is
a (0, δ)-PAC:
Definition 1 ((0, δ)-PAC) An algorithm that outputs the
best operation with probability 1− δ is (0, δ)-PAC.
Theorem 2 Assuming ∇αt,iLval(ω,α;Tt) is independent
through time and bounded by L in absolute value for all t
and i, then Algorithm 1 with a threshold policy,
θt = νte
−t (5)
νt ∈ Υ =
{
νt | νt ≥ 0; lim
t→∞
log (νt)
t
= 0
}
(6)
and an annealing schedule,
T (t) = ηLρt
√
8
t
log
(
pi2Nt2
3δ
)
(7)
ρt =
t
t+ log
(
1
Nνt
) (8)
is (0, δ)-PAC.
In other words, the theorem shows that with a proper
annealing and thresholding the algorithm has a high likeli-
hood to prune only sub-optimal operations. A proof sketch
appears below in Section 3.3. The full proof is deferred to
the supplementary material.
While these theoretical results are strong, the critical
schedule they suggest is rather slow, because PAC bounds
tend to be overly pessimistic in practice. Therefore, for
practical usage we suggest a more aggressive schedule. It
is based on observations explored in Simulated Annealing,
which shares a similar tradeoff between the continuity of
the optimization process and the time required for deriving
the solution [2].
Among the many alternatives we choose the exponential
schedule:
T (t) = T0β
t, (9)
which has been shown to be effective when the optimization
steps are expensive, e.g. [19],[33],[22]. This schedule starts
with a relatively high temperature T0 and decays fast. As
for the pruning threshold, we chose the simplest solution of
a fixed value Θ ≡ θ0. We demonstrate the effectiveness of
our choices via experiments in Section 4.
Algorithm 1 ASAP for a single Mixed Operation
1: Input: Operations oi ∈ O i ∈ {1, .., N},
Annealing schedule Tt,
Grace-temperature τ ,
Threshold policy θt,
2: Init: αi ← 0, i ∈ {1, .., N}.
3: while |O| > 1 do
4: Update ω by descent step over∇ωLtrain(ω,α;Tt)
5: if Tt < τ then
6: Update α by descent step over∇αLval(ω,α;Tt)
7: for each oi ∈ O such that Φoi (α;Tt) < θt do
8: O = O \ {oi}
9: end for
10: end if
11: Update Tt
12: Update θt
13: end while
14: return O
3.3. Theoretical Analysis
The proof of the theorem relies on two main steps: (i)
Reducing the algorithm to a Successive-Elimination method
[10], and (ii) Bounding the probability of deviation of α
from its expected value. We sketch the proof using Claim 1
and Theorem 3 below.
Claim 1 The pruning rule (Step 7) in Algorithm 1 is equiv-
alent to pruning oi ∈ O at time t if,
αt,i
t
+ βt <
α∗t
t
− βt, (10)
where α∗t = maxi {αt,i} and βt = Tt2ρt .
Although involving the empirical values of α, the condi-
tion in Claim 1 avoids the pruning of the operation with
the highest expected α. For this purpose we bound the
probability for the deviation of each empirical α from its
expected value by the specified margin βt. We provide
Theorem 3, which states that for any time t and operation
oi ∈ O, the value of αt,it is within βt of its expected value
α¯t,i
t =
1
t
∑t
s=1 E [gs,i], where,
gt,i = −η∇αt,iLval(w,α;Tt) ∈ [−ηL, ηL]. (11)
Theorem 3 For any time t and operation {oi}Ni=1 ∈ O, we
have,
P
{
1
t
|αt,i − α¯t,i| ≤ βt
}
≥ 1− δ
N
. (12)
Requiring this to hold for all the N operations, we get
that the probability of pruning the best operation is below
1 − δ. Choosing an annealing schedule and threshold pol-
icy such that βt goes to zero as t increases, guarantees that
eventually all operations but the best one are pruned. This
leads to the desired result. Full proofs appear in the supple-
mentary material.
4. Experiments
To show the effectiveness of ASAP we test it on com-
mon benchmarks and compare to the state-of-the-art. We
experimented on the popular benchmarks, CIFAR-10 and
ImageNet, as well as on five other classification datasets,
for providing a more extensive evaluation. In addition, we
explore alternative pruning methods and compare them to
ASAP.
4.1. Architecture search on CIFAR-10
We search on CIFAR-10 for convolutional cells in a
small parent network. Then we build a larger network by
stacking the learned cells, train it on CIFAR-10 and com-
pare the results against common NAS methods.
We create the parent network by stacking 8 cells with
architecture weights sharing. Each cell contains 4 ordered
nodes, each of which is connected via mixed operations to
all previous nodes in the cell and also to the two previous
cells’ outputs. The output of a cell is a concatenation of the
outputs of all the nodes within the cell.
The search phase lasts until each mixed operation is fully
pruned, or until we reach 50 epochs. We use the first-order
Figure 3. Relative epoch duration during search and model
1−sparsity vs epoch number. The dotted line represents grace cy-
cles.
approximation [12], relating toα andω as independent thus
can be optimized separately. The train set is divided into
two parts of equal sizes: one is used for training the opera-
tions’ weights ω and the other for training the architecture
weights α.
For the gradual annealing, we use Equation 9 with an
initial temperature of T0 = 1.3 and an epoch decay factor
of β = 0.95, thus T ≈ 0.1 at the end of the search phase.
Considering we have N possible operations to choose from
in a mixed operation, we set our pruning threshold to θt ≡
0.4
N . Other hyper-parameters follow [12].
As the search progresses, continuous pruning reduces the
network size. With a batch size of 96, one epoch takes 5.8
minutes in average on a single GPU1, summing up to 4.8
hours in total for a single search.
Figure 3 illustrates an example of the epoch duration and
the network sparsity (1 minus the relative part of the pruned
connections) during a search. The smooth removal of con-
nections is evident. This translates to a significant decrease
in an epoch duration along the search. Note that the first five
epochs are grace-cycles, where only the network weighs are
trained as no operations are pruned. Figures 4 and 5 show
our learned normal and reduction cells, respectively.
4.2. CIFAR-10 Evaluation Results
We built the evaluation network by stacking 20 cells, 18
normal cells and 2 reduction cells. We place the reduction
cells after 1/3 and 2/3 of the network, where after each re-
duction we double the amount of channels in the network.
We trained the network for 1500 epochs using a batch size
of 128 and SGD optimizer with nesterov-momentum. Our
learning rate regime was composed of 5 cycles of power
1Experiments were performed using a NVIDIA GTX 1080Ti GPU.
Figure 4. ASAP learned normal cell on CIFAR-10.
Figure 5. ASAP learned reduction cell on CIFAR-10.
cosine annealing learning rate [18], with amplitude decay
factor of 0.5 per cycle. For regularization we used cutout
[8], auxiliary towers [40], scheduled drop-path [24], label
smoothing, AutoAugment [5] and weight decay. To under-
stand the effect of the network size on the final accuracy, we
chose to test 3 architecture configurations with 36, 44 and
50 initial network channels, which we named respectively
ASAP-Small, ASAP-Medium and ASAP-Large.
Table 1 shows the performance of our learned models
compared to other state-of-the-art NAS methods. Figure
1 provides an even more comprehensive comparison in a
graphical manner.
Table 1 and Figure 1 show that our ASAP based network
outperforms previous state-of-the-art NAS methods, both in
terms of the classification error and the search time.
4.3. Transferability Evaluation
Using the cell found by ASAP search on CIFAR-10, we
preformed transferability tests on 6 popular classification
benchmarks: ImageNet, CINIC10, Freiburg, CIFAR-100,
SVHN and Fashion-MNIST.
ImageNet For testing ASAP cell transferability perfor-
mance on larger datasets, we experimented on the popular
Architecture Test error
(%)
Params
(M)
Search
cost ↓
AmoebaNet-A [35] 3.34 ± 0.06 3.2 3150
AmoebaNet-B [35] 2.55 ± 0.05 2.8 3150
NASNet-A [49] 2.65 3.3 1800
PNAS [29] 3.41 3.2 150
SNAS [44] 2.85 ± 0.02 2.8 1.5
DSO-NAS [45] 2.95 ± 0.12 3 1
PARSEC [3] 2.81 ± 0.03 3.7 1
DARTS(2nd) [12] 2.76 ± 0.06 3.4 1
PC-DARTS DL2 [25] 2.51± 0.09 4.0 0.82
DARTS+ [27] 2.37± 0.13 4.3 0.6
ENAS [34] 2.89 4.6 0.5
DARTS(1nd) [12] 2.94 2.9 0.4
P-DARTS [4] 2.50 3.4 0.3
DARTS(1nd) [12] 2.94 2.9 0.4
NAONet-WS [31] 3.53 2.5 0.3
ASAP-Small 1.99 2.5 0.2
ASAP-Medium 1.75 3.7 0.2
ASAP-Large 1.68 6.0 0.2
Table 1. Classification errors of ASAP compared to state-of-the-
art NAS methods on CIFAR-10. The Search cost is measured in
GPU days.
ImageNet dataset [7]. The network was composed of 14
stacked cells, with two initial stem cells. We used 50 initial
channels, so the total number of network FLOPs is below
600[M], similar to other ImageNet architectures with small
computation regime[12]. We trained the network for 250
epochs using a nesterov-momentum optimizer. The results
are presented in Table 2. It can be seen that the cell found
by ASAP transfers well to ImageNet - accuracy second only
to [35], with significant faster search time.
Other classification datasets We further extend our
transferability testing by training our ASAP cell and other
top published NAS cells on 5 additional benchmarks:
CINIC10, Freiburg, CIFAR-100, SVHN and Fashion-
MNIST. Datasets details appear in 6.2.2. For a fair compar-
ison, we trained all of the cells using the publicly available
DARTS training code 2, with exactly the same network con-
figuration and hyperparameters, except from the cell itself.
Results are presented in Table 2.
Table 2 shows that our ASAP cell transfers well to other
computer vision datasets, surpassing all other NAS cells
in four out of five datasets tested, while having the lowest
search cost. In addition, note that on two datasets, CINIC-
10 and FREIBURG, our ASAP network accuracy is better
than previously known state-of-the-art.
2https://github.com/quark0/darts
4.4. Other Pruning Methods
In addition to comparisons to other SotA algorithms,
we also evaluate alternative pruning-during-training tech-
niques. We select two well known pruning approaches and
adapt those to the neural architecture search framework.
The first approach is magnitude based. It naively cuts con-
nections with the smallest weights, as is the practice in some
network pruning strategies, e.g. [11, 47] (as well as in [12],
yet with a harsh single pruning-after-training step). The
second approach [28] prunes connections with the lowest
accumulated absolute value of the gradients of the loss with
respect to α. Our evaluation is based on the number of op-
erations to prune in each step, according to the formula sug-
gested in [47]:
st = sf + (si − sf )
(
1− t− t0
n∆t
)p
(13)
where p ∈ {1, 3}, t ∈ {t0, t0 + ∆t, ..., t0 + n∆t}, sf is the
final desired sparsity (the fraction of pruned weights), si is
the initial sparsity, which is 0 in our case, t0 is the iteration
we start the pruning at, and Ef = t0 + n∆t is the total
number of iterations used for the search. For p = 1 the
pruning rate is constant, while for p = 3 it decreases. The
evaluation was performed on CIFAR-10 with t0 = 20 and
Ef in the range from 50 to 70. Table 3 presents the results.
We can see from Table 3 that both pruning methods
achieved lower accuracy than ASAP on CIFAR-10, with a
larger memory footprint.
4.5. Search Process Analysis
In this section we wish to provide further insights as to
why ASAP leads to a higher accuracy with a lower search
time. To do that we explore two properties along the iter-
ative learning process: the validation accuracy and the cell
entropy. We compare ASAP to two other efficient meth-
ods: DARTS [12], and the reinforcement-learning based
ENAS [34]. We further compare to the pruning alterna-
tive based on accumulated gradients described in Section
4.4, as it achieved better results on CIFAR-10 them magni-
tude pruning, as shown in Table 3. We compare with both
p ∈ {1, 3}.
Figure 6 presents the validation accuracy along the archi-
tecture search iterations. ENAS achieves low and noisy ac-
curacy along the search, inferior to all differentiable-space
based methods. DARTS accuracy climbs nicely across iter-
ations, but then significantly drops at the end of the search
due to the relaxation bias following the harsh prune. The
pruning-during-training methods suffer from perturbations
in accuracy following pruning, however, ASAP’s perturba-
tions are frequent and smaller, as its architecture-weights
which get pruned are insignificant. Its validation accu-
racy quickly recovers due to the continuous annealing of
Architecture CINIC-10
Error(%)
FREIBURG
Error(%)
CIFAR-100
Error(%)
SVHN
Error(%)
FMNIST
Error(%)
ImageNet
Error(%)
Search
cost
Known SotA 8.6 [6] 21.1 [20] 8.7 [17] 1.02 [5] 3.65 [46] 15.7 [17] -
AmoebaNet-A [35] 7.18 11.8 15.9 1.93 3.8 24.3 3150
NASNet [49] 6.93 13.4 15.8 1.96 3.71 26.0 1800
PNAS [29] 7.03 12.3 15.9 1.83 3.72 25.8 150
SNAS [44] 7.13 14.7 16.5 1.98 3.73 27.3 1.5
DARTS-Rev1 [12] 7.05 11.4 15.8 1.94 3.74 26.9 1
DARTS-Rev2 [12] 6.88 10.8 15.7 1.85 3.68 26.7 1
ASAP 6.83 10.7 15.6 1.81 3.73 24.4 0.2
Table 2. Transferability classification error of ASAP, compared to top NAS cells, on several vision classification datasets. Error refers to
top-1 test error. Search cost is measured in GPU days. DARTS Rev1 and Rev2 refers to the best 2nd order cells published in revision 1 and
2 of [12] respectively.
Figure 6. Search validation accuracy for ENAS, DARTS, ASAP
and Accum-Grad over time (scaled to [0, 1]).
Figure 7. The total normalized entropy during search of normal
and reduction cells for ENAS, DARTS, ASAP and Accum-
Grad vs the time scaled to [0, 1].
Architecture type Test error
Top-1(%)
Params
(M)
DARTS(2st) 2.76 3.4
Magnitude prune 2.9 4.4
Accum-Grad prune 2.76 4.3
ASAP-Small 1.99 2.5
Table 3. Comparison of pruning methods on CIFAR-10.
weights. Therefore, With reduced network complexity, it
achieves the highest accuracy at the end. Figure 7 illustrates
the average cell entropy over time, averaged across all the
mixed operations within the cell, normalized by ln (|O|).
While the entropy of DARTS and ENAS remain high along
the entire search, the entropy of the pruning methods de-
crease to zero as those do not suffer from a relaxation bias.
The high entropy of DARTS when final prune is done leads
to a quite arbitrary selection of a child model, as top ar-
chitecture weights are of comparable value. It can be seen
that the entropy of ASAP decreases gradually, hence allow-
ing efficient optimization in the differentiable-annealable
space. This provides further motivation to the advantages
of ASAP.
5. Conclusion
In this paper we presented ASAP, an efficient state-of-
the-art neural architecture search framework. The key con-
tribution of ASAP is the annealing and gradual pruning
of connections during the search process. This approach
avoids hard pruning of connections that is used by other
methods. The gradual pruning decreases the architecture
search time, while improving the final accuracy due to
smoother removal of connections during the search phase.
On CIFAR-10, our ASAP cell outperforms other pub-
lished cells, both in terms of search cost and in terms of test
error. We also demonstrate the effectiveness of ASAP cell
by showing good transferability quality compared to other
top NAS cells on multiple computer vision datasets.
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6. Supplementary Material
6.1. Proof of Theorem 2
Let us set some terms,
gt,i = −η∇αt,iLval(w,α;Tt) (14)
Then we have |gt,i| ≤ η · L and,
αt,i = α0,i − η
t∑
s=0
∇αs,iLval(w,α;Tt) =
t∑
s=0
gs,i (15)
As we initialize α0,i = 0 for all i = 1, . . . , N in 2.
Then we prove claim 1,
Proof: The pruning rule can be put as following,
Φoi(αt;Tt) < θt (16)
e
αt,i
Tt∑N
j=1 e
αt,i
Tt
< θt (17)
αt,i < Tt log
 N∑
j=1
e
αt,i
Tt
− Tt log( 1
θt
)
(18)
≤ Tt
(
α∗t
Tt
+ log(N)
)
− Tt log
(
1
θt
)
(19)
< α∗t − Tt
(
log
(
1
θt
)
− log(N)
)
(20)
< α∗t − Tt
(
t+ log
(
1
Nνt
))
(21)
< α∗t − tTtρ−1t (22)
< α∗t − 2tβt (23)
Where 21 is by setting θt = νte−t and 19 is since,
log
(
N∑
i=1
exi
)
≤ max
i
xi + log(N) (24)
Finally we have,
αt,i
t
+ βt <
α∗t
t
− βt, (25)
We wish to bound the probability of pruning the best
operation, i.e. the operation with the highest expected ar-
chitecture parameter α. Although involving the empirical
values of α, we show that the condition in claim 1 avoids
the pruning of the operation with the highest expected α.
For this purpose we bound the probability for the deviation
of each empirical α from its expected value by the speci-
fied margin βt. For this purpose we introduce the following
concentration bound,
Lemma 1 (Hoeffding [14]) Let g1, . . . , gt be independent
bounded random variables with gs ∈ [as, bs], where -∞ <
as ≤ bs <∞ for all s = 1, . . . , t. Then,
P
{
1
t
t∑
s=1
(gs − E [gs]) ≥ β
}
≤ e−
2β2t2∑t
s=1(bs−as)2 (26)
P
{
1
t
t∑
s=1
(gs − E [gs]) ≤ −β
}
≤ e−
2β2t2∑t
s=1(bs−as)2 (27)
Our main argument, described in Theorem 3, is that at
any time t and for any operation oi, the empirical value
αt,i
t
is within βt of its expected value
α¯t,i
t =
1
t
∑t
s=1 E [gs,i].
For the purpose of proving Theorem 3, we first prove the
following Corollary 4,
Corollary 4 For any time t and operations {oi}Ni=1 ∈ O
we have,
P
{
1
t
|αt,i − α¯t,i| > βt
}
≤ 6δ
pi2Nt2
(28)
Proof:
P
{
1
t
|αt,i − α¯t,i| > βt
}
(29)
= P
{αt,i
t
− α¯t,i
t
> βt
⋃ αt,i
t
− α¯t,i
t
< −βt
}
(30)
≤ P
{αt,i
t
− α¯t,i
t
> βt
}
+ P
{αt,i
t
− α¯t,i
t
< −βt
}
(31)
≤ P
{
1
t
t∑
s=1
(gs,i − E [gs,i]) ≥ βt
}
+ P
{
1
t
t∑
s=1
(gs,i − E [gs,i]) ≤ −βt
}
(32)
≤ 2e−
2β2t t
4η2L2 (33)
≤ 6δ
pi2Nt2
(34)
Where, 31 is by the union bound, 33 is by Lemma 1 with
gt,i ∈ [−ηL, ηL] and 34 is by setting,
βt = ηL
√
2
t
log
(
pi2Nt2
3δ
)
(35)
We can now prove Theorem 3,
Proof:
P
{ ∞⋂
t=1
1
t
|αt,i − α¯t,i| ≤ βt
}
(36)
= 1− P
{ ∞⋃
t=1
1
t
|αt,i − α¯t,i| > βt
}
(37)
≥ 1−
∞∑
t=1
P
{
1
t
|αt,i − α¯t,i| > βt
}
(38)
≥ 1− 6δ
pi2N
∞∑
t=1
1
t2
(39)
= 1− δ
N
(40)
where (38) is by the union bound, (39) is by Corollary 4.
Requiring Theorem 3 to hold for all of the operations, we
get by the union bound that, the probability of pruning the
best operation is less than δ. Furthermore, since νt ∈ Υ, ρt
goes to 1 as t increases and Tt goes to zero together with βt.
Thus eventually all operations but the best one are pruned.
This completes our proof.
6.2. ASAP search and train details
In order to conduct a fair comparison, we follow [12] for
all the search and train details. This excludes the new an-
nealing parameters and those related to the training of addi-
tional datasets, which are not mentioned in [12]. Our code
will be made available for future public use.
6.2.1 Search details
Data pre-processing. We apply the following:
• Centrally padding the training images to a size of
40x40.
• Randomly cropping back to the size of 32x32.
• Randomly flipping the training images horizontally.
• Standardizing the train and validation sets to be of a
zero-mean and a unit variance.
Operations and cells. We select from the operations men-
tioned in 4.1, with a stride of 1 for all of the connections
within a cell but for the reduction cells’ connections to the
previous cells, which are with a stride of 2. Convolutional
layers are padded so that the spatial resolution is kept. The
operations are applied in the order of ReLU-Conv-BN. Fol-
lowing [48],[35], depthwise separable convolutions are al-
ways applied twice. The cell’s output is a 1x1 convolutional
layer applied on all of the cells’ four intermediate nodes’
outputs concatenated, such that the number of channels is
preserved. In CIFAR-10, the search lasts up to 0.2 days on
NVIDIA GTX 1080Ti GPU.
The annealing schedule. We use the exponential de-
cay annealing schedule as described in Algorithm 1 when
setting the annealing schedule as in 9 with (T0, β, τ) =
(1.6, 0.95, 1). It was selected for obtaining a final tempera-
ture of 0.1 and 5 epochs of grace-cycles.
Alternate optimization. For a fair comparison, we use the
exact training settings from [12]. We use the Adam opti-
mizer [21] for the architecture weights optimization with
momentum parameters of (0.5, 0.999) and a fixed learning
rate of 10−3. For the network weights optimization, we use
SGD [38] with a momentum of 0.9 as the learning rate is
following a cosine annealing schedule [30] with an initial
value of 0.025.
6.2.2 Training details
CIFAR-10. The training architecture consists of 20 cells
stacking up: 18 normal cells and 2 reduction cells, located
at the 1/3 and 2/3 of the total network depth respectively.
We double the number of channels after each reduction cell.
We train the network for 1500 epochs with a batch size of
128. We use the SGD nesterov-momentum optimizer [38]
with a momentum of 0.9, following a cycles cosine anneal-
ing learning rate [30] with an initial value of 0.025. We ap-
ply a weight decay of 3 · 10−4 and a norm gradient clipping
at 5. We add an auxiliary loss [40] after the last reduction
cell with a weight of 0.4. In addition to data pre-processing,
we use cutout augmentations [8] with a length of 16 and a
drop-path regularization [24] with a probability of 0.2. WE
also use the AutoAugment augmentation scheme.
ImageNet. Our training architecture starts with stem cells
that reduce the input image resolution from 224 to 56 (3
reductions), similar to MobileNet-V1 [15]. We then stack
14 cells: 12 normal cells and 2 reduction cells. The re-
duction cells are placed after the fourth and eighth normal
cells. The normal cells start with 50 channels, as the num-
ber of channels is doubled after each reduction cell. We
also added SE layer[16] at the end of each cell. In total, the
network contains 5.7 million parameters. We train the net-
work on 2 GPUs for 250 epochs with a batch size of 256.
We use the SGD nesterov-momentum optimizer [38] with a
momentum of 0.9, following a cosine learning rate with an
initial learning rate value of 0.2. We apply a weight decay
of 1 · 10−4 and a norm gradient clipping at 5. We add an
auxiliary loss after the last reduction cell with the weight
of 0.4 and a label smoothing [37] of 0.1. During training,
we normalize the input image and crop it with a random
cropping factor in the range of 0.08 to 1. In addition, au-
toaugment augmentations and randomly horizontal flipping
are applied. During testing, we resize the input image to the
size of 256x256 and applying a fixed central crop to the size
of 224x224.
Additional datasets. Our additional classification datasets
consist of the Following:
CINIC-10: [6] is an extension of CIFAR-10 by Ima-
geNet images, down-sampled to match the image size of
CIFAR-10. It has 270, 000 images of 10 classes, i.e. it has
larger train and test sets than those of CIFAR-10.
CIFAR-100: [41] A natural image classification dataset,
containing 100 classes with 600 images per class. The im-
age size is 32x32 and the train-test split is 50, 000:10, 000
images respectively.
FREIBURG: [20] A groceries classification dataset
consisting of 5000 images of size 256x256, divided into 25
categories. It has imbalanced class sizes ranging from 97 to
370 images per class. Images were taken in various aspect
ratios and padded to squares.
SVHN: [32] A dataset containing real-world images of
digits and numbers in natural scenes. It consists of 600, 000
images of size 32x32, divided into 10 classes. The dataset
can be thought of as a real-world alternative to MNIST, with
an order of magnitude more images and significantly harder
real-world scenarios.
FMNIST: [43] A clothes classification dataset with a
60, 000:10, 000 train-test split. Each example is a grayscale
image of size 28x28, associated with a label from 10 classes
of clothes. It is intended to serve as a direct drop-in replace-
ment for the original MNIST dataset as a benchmark for
machine learning algorithms.
The training scheme use for those was similar to the one
used for CIFAR-10, with some minor adjustments and mod-
ifications - mainly the use of standard color augmentations
instead of autoaugment regimes, and default training length
of 600 epochs instead of 1500 epochs. For the FREIBURG
dataset, we resized the original images from 256x256 to
64x64. For CINIC-10, we were training for 400 epochs in-
stead of 600, since this dataset is quite large. Note that for
each of those datasets, all of the cells were trained with ex-
actly the same network architecture and hyper-parameters,
unlike our ImageNet comparison at 4.3, where each cell was
embedded into a different architecture and trained with a
completely different scheme.
