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Abstract
The explosive growth in data demand requires solutions with higher system throughput,
lower energy consumption, and simultaneous support for many users. Massive multiple-
input multiple-output (MIMO) and millimetre-wave (mmWave) techniques are promising
candidates for next-generation wireless systems.
This thesis focuses on sub-6 GHz line-of-sight (LoS) transmissions in massive MIMO
systems, which not only fulfil a variety of applications, such as small-cell back-haul but
also provide a longer coherent time as the LoS channel varies more slowly and can be
readily estimated compared with fading channels.This thesis also focuses on mmWave
transmissions in massive MIMO systems since a large-scale antenna array can compensate
for the strong pathloss of mmWave transmissions whilst the mmWave carrier frequencies
enable compact BS configurations.
In this thesis, the fundamentals of the massive MIMO technique are studied compre-
hensively through theoretical analysis and simulations. The representative sub-6 GHz
channel models of LoS and fading channels are considered. The characteristics of the LoS
channel and the system performance of LoS transmissions are investigated and compared
with fading channels along with the key factors that impact performance. The effective
SINR expressions of the linear precoding schemes for LoS transmissions are presented. It
is illustrated that the system performance of massive MIMO LoS transmissions is robust
when the angles of departure are distributed within a wide range and the power of the LoS
channel component is high.
The mmWave channel model and technical challenges are studied. The mmWave
massive MIMO precoding problem is transformed into a beam-selecting problem. A
novel channel deconstruction algorithm is proposed that enables the estimation of each
received paths’ parameters from the perfect or Gaussian-perturbed channel state informa-
tion. Utilising the estimated path parameters, new analogue and hybrid beam-selecting
(ABS and HBS) linear precoding schemes are proposed that contribute substantially to
vsystem performance. The corresponding hardware architectures for the proposed schemes
are demonstrated, which exploit low-complexity and low-cost signal processing with
high energy efficiency. An enhanced hybrid beam-selecting precoding (E-HBS) scheme
and hardware configuration are further proposed to achieve the optimal and near-optimal
performance of digital baseband signal processing with low cost and high energy efficiency
in massive MIMO systems. With E-HBS, the number of RF chains and the dimension of
the baseband digital control is independent of the number of base station antennas, which
is vital for massive MIMO systems.
Novel spatial user scheduling (SUS) schemes for sub-6 GHz LoS massive MIMO
transmissions are proposed along with a capacity-enhancement check (CEC) scheme to
further improve the system performance by mitigating the LoS channel cross-correlation.
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Chapter 1
Introduction
The internet data consumption of wireless and mobile devices in 2016 was 0.59 ZB
(0.59×1021 B). Cisco predicted that, by the year 2021, the total traffic will reach 2 ZB
per year, and the mobile data traffic is expected to increase 7-fold. The amount of mobile
internet traffic for video content will grow with an annual growth rate at 67% [2]. To
meet this huge data traffic demand by 2020, new wireless communication techniques are
required [3].
1.1 5G design aims and key techniques
Next-generation telecommunications standards, i.e. 5th-generation wireless systems
(5G), are expected to be standardised in 2020, aiming at a higher capacity than the current
4G/International Mobile Telecommunications-Advanced (IMT-Advanced) standards [4, 5].
In general, 5G supports a higher area density of broadband mobile users and allows ultra-
reliable and low-latency device-to-device and massive machine-type communications [6].
Table 1.1 indicates the major design requirements for 5G developments with respect to
the currently applied 4G systems [1]. The future development of 5G wireless networks
must satisfy these requirements to meet the demands of different transmission scenarios.
For example, Wi-Fi hotspot transmissions require a high user data rate, whereas wide-area
networks require high-mobility support.
1.1 5G design aims and key techniques 2
Table 1.1 5G wireless network design capabilities objectives [1]
5G 4G
Peak data rate (Gbit/s) 20 1
User experienced data rate (Mbit/s) 100 10
Spectrum efficiency (bit/s/Hz) 3× 1×
Mobility (km/h) 500 350
Latency (ms) 1 10
Connection density (devices/km2) 10× 1×
Network energy efficiency 100× 1×
Area traffic capacity (Mbit/s/m2) 10 0.1
There are three key techniques that can be exploited to enable several orders of mag-
nitude of performance enhancement with respect to the current 4G communications to
meet the 5G requirements, such as ultra-dense networks (UDNs), increasing spectrum
efficiency, and allocating new spectral bands [7]. UDNs have been applied in 4G commu-
nications in the form of multi-tier cellular heterogeneous networks (HetNets) by reusing
the per-unit area of existing spectrum deployments [8]. UDNs significantly enhance the
network capacity by reusing the spectrum and improve the link quality by shortening the
links. In addition, enhancement of spectrum efficiency by several orders of magnitude can
be achieved by massive multiple-input multiple-output (MIMO) techniques [9] and using
higher frequency bands e.g., the millimetre-wave (mmWave) bands of 28 GHz-300 GHz
[10].
Typically, massive MIMO techniques, as proposed in [9], utilise hundreds of antennas
at the base station (BS) to serve tens of user terminals (UTs) simultaneously using the
same carrier frequency in sub-6 GHz spectrum bands. The deployment of an excessive
number of antennas at the BS with respect to the number of UTs allows several orders of
magnitude enhancement to be achieved in not only the spectral efficiency but also the energy
consumption with simple linear signal processing such as matched filter (MF) and zero
forcing (ZF). Sufficient spatial multiplexing is obtained by the large-scale antenna array
transmission through a unique channel of each UT in rich scattering environments. The
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system capacity increases to approximately ten times higher than that of the conventional
MIMO system in which the transceiver is typically equipped with fewer than ten antennas
[11]. The energy efficiency is increased by the high directivity of radiation through the
large-scale antenna array at the BS, with the required transmit energy per bit theoretically
tending to zero as the number of antennas increases to infinity. Deploying many antennas
also allows less costly components to be utilised for the hardware implementation, as the
massive MIMO technique ameliorates the effects of hardware imperfections, multipath
fading and noise. The effects of precision and linearity of the individual components
on the system performance are no longer vital in massive MIMO systems. Instead, it
is the collective effects of all components that matter, which adds robustness to the
system. Furthermore, degrees of freedom in massive MIMO systems are obtained from
the excessive number of antennas at the BS, which can be exploited to develop various
low-complexity signal processing approaches [11–13].
Frequencies under 6 GHz are the main operating frequencies for microwave transmis-
sions in current commercial wireless communication systems [10]. To meet the requirement
for high capacity in 5G communications, a large amount of both licensed and unlicensed
bandwidth is imperative to be exploited. The 28 GHz-300 GHz mmWave frequency range
offers a potential solution for high-capacity future wireless communications [5, 7, 10, 14–
16]. The larger the channel bandwidth, the higher the data rate that can be achieved.
Although IEEE 802.11ad has standardised short-range mmWave transmissions, the po-
tential of mmWave has not been fully exploited. The measurement of mmWave signal
transmissions at frequencies of 28 GHz and 30 GHz is reported in [15], which offers new
insights into the application of mmWave in mobile communications. For instance, the
pathloss caused by rain attenuation and atmospheric absorption is shown to be lower than
expected that is virtually negligible for mmWave at 28 GHz, 38 GHz, and 70 GHz-90
GHz in small cells with a diameter under 200 m [15, 17]. The atmospheric attenuation is
approximately 0.06 dB/km at 28 GHz, 0.08 dB/km at 38 GHz, and 0.3 dB/km at 70 GHz-90
GHz. The maximum rain attenuation loss is 3 dB-6 dB in the very worst conditions.
Although HetNets, massive MIMO, and mmWave individually provide techniques to
improve the system capacity, the relationship between these three techniques is symbiotic
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[7, 12, 15, 18, 19]. MmWave transmissions enable interdependent techniques with HetNets
and massive MIMO. In general, the utilisation of mmWave frequencies allows short carrier
wavelengths. Hence, large-scale antenna arrays can be compactly packed into smaller
platforms. Although mmWave signals experience severe pathloss, it can be compensated
by the short propagation distance of UDNs and the substantial antenna gain of massive
MIMO systems [15, 20, 21].
1.2 Research motivation and objectives
1.2.1 Aim
This research aimed to study and extend the transmission capabilities of sub-6 GHz and
mmWave massive MIMO systems. Therefore, the challenges with respect to the physical
layer design of massive MIMO systems can be addressed for the future deployment of 5G
networks.
1.2.2 Motivation
As introduced in section 1.1, massive MIMO systems offer enormous throughput
and energy efficiency, achieved by spatial multiplexing. The efficiency of the spatial
multiplexing relies on the rich scattering transmission environment, such that the channel
for each UT is sufficiently unique. Therefore, communication with the UTs can be
executed in the same time-frequency resource using simple linear signal processing. The
potential of massive MIMO systems has motivated the author to study the massive MIMO
system, including investigating its spectral efficiency performance in different transmission
scenarios and proposing novel low-complexity techniques for performance enhancement.
The symbiotic relationship between mmWave transmissions and massive MIMO sys-
tems has motivated the author to explore the application of mmWaves in massive MIMO
systems, as massive MIMO was initially developed for sub-6 GHz transmissions. The
design of a mmWave massive MIMO system is challenging. MmWave signals experience
different characteristics from sub-6 GHz signals. Consequently, the signal processing
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and hardware development for mmWave transmissions in 5G networks are unique [3].
The author was motivated to study and develop low-complexity linear precoding schemes
to meet the low-cost and energy-efficient signal processing requirements for mmWave
transmissions as well as to achieve the optimal system performance.
1.2.3 Objectives
1. Massive MIMO systems: This involved studying the fundamentals of massive
MIMO systems through developing physical layer simulations in MATLAB for
time-division duplex (TDD) mode massive MIMO downlink transmissions. To this
end, the linear precoding schemes of MF and ZF are also studied. Therefore, the
objective of this research was to investigate the system performance of the low-
complexity MF and ZF precoding in massive MIMO systems and carry out the
following investigations:
• Study the channel models for sub-6 GHz transmissions including Rayleigh
fading, line-of-sight (LoS), and Rician fading channels. Study the mmWave
channel model.
• Study fundamentals of the downlink system sum-rate capacity and the deriva-
tion of a lower bound on the sum-rate capacity as the metric of the massive
MIMO system performance.
• Study the theoretical performance of massive MIMO, i.e. the system perfor-
mance of MF and ZF precoding for sub-6 GHz massive MIMO transmissions
in a rich scattering environment modelled by the Rayleigh fading channel
considering the number of BS antennas tends to infinity and the number of UTs
is fixed.
2. Massive MIMO LoS transmissions: When there is a dominant propagation along
the LoS between the BS and the UT, the performance of massive MIMO was unclear,
especially when the number of antennas at the BS is moderately large, because of
the different characteristics of LoS channels with respect to rich scattering channels.
Moreover, the performance of massive MIMO relies highly on the channel state
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information (CSI). The reuse of pilot sequences for massive MIMO cellular networks
degrades the system performance by pilot contamination. Compared with the CSI of
fading channels, the LoS CSI can be easily estimated. Due to the slow-varying nature
of LoS channels, precoding using LoS CSI results in a longer coherence time for the
system. Consequently, more transmission slots can be utilised for information data
transmission, which contributes to the system’s spectral efficiency. Therefore, LoS
transmission in massive MIMO must be investigated. The following steps describe
how the investigation was approached:
• Analyse the performance of MF and ZF precoding in LoS channel and Rician
fading channel when the LoS CSI is exploited for precoding.
• Analyse the key factors that restrict the performance of LoS transmissions in
massive MIMO systems.
• Develop simulators and compare the performance of LoS transmissions and
fading channel transmissions in massive MIMO systems.
3. MmWave massive MIMO: MmWave signals experience unique characteristics
compared with sub-6 GHz signals. Therefore, the signal processing restrictions
for mmWave transmissions in massive MIMO systems must be investigated for the
development of precoding schemes. The following steps illustrate the investigation
of the precoding scheme for mmWave massive MIMO systems:
• Study the channel model and signal processing constraints for mmWave mas-
sive MIMO systems.
• Design low-complexity linear precoding schemes for TDD-mode massive
MIMO systems along with low-cost and energy-efficient hardware architectures
that satisfy mmWave signal processing constraints.
• Analyse the system performance of the designed schemes. Develop simulators
to evaluate the performance of the proposed methods and compare the perfor-
mance with that of the conventional massive MIMO MF precoding scheme,
which is achieved by the unconstrained digital baseband signal processing.
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4. Spatial user scheduling: Based on the study of sub-6 GHz LoS massive MIMO
transmissions, to improve the system performance with linear precoding, a user
scheduling scheme is imperative. The existing user scheduling schemes are of high
complexity for large-scale systems and fail to address the characteristics of LoS
transmissions. The objective of this research was to develop a low-complexity user
scheduling scheme using LoS CSI to improve the system performance for LoS
massive MIMO transmissions.
1.3 Original contributions
This thesis delivers important insights into the downlink sub-6 GHz LoS and mmWave
transmissions in TDD-mode massive MIMO systems. The precoding schemes are evaluated
in the context of their impacts on the system performance metric of the lower bound on
the sum-rate capacity in the deployments considered. As an outcome of the research, the
following contributions are made:
1. Performance evaluation for massive MIMO LoS transmissions: The evaluation
involves extensive simulations and theoretical analysis of LoS channel characteristics
in two transmission scenarios: two-dimensional (2-D) transmissions from a uniform
linear array equipped at the BS and three-dimensional (3-D) transmissions from a
uniform planar array at the BS. The performance of MF and ZF precoding for LoS
transmissions in both the LoS channel and Rician fading channel are analysed and
evaluated considering the number of BS antennas is moderately large. The spatial
locations of the UTs are taken into account through the distributions of the angle
of departure. The impact of the system factors, namely the signal-to-noise ratio
(SNR), number of antennas at the BS, Rician κ-factor in LoS transmissions, and
fading channel transmissions of Rayleigh fading and Rician fading, are evaluated
and compared.
2. Proposal of a novel channel deconstruction scheme: The mmWave channel is
modelled by the limited-scattering clustered channel model. A novel channel de-
construction method is proposed for the estimation of the individual mmWave
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path parameters from the CSI. The limited-scattering clustered characteristic of the
mmWave channel and the asymptotic orthogonal property of the massive MIMO
channel are exploited by the proposed scheme. The effectiveness of the proposed
scheme is analysed for both cases of the perfect CSI adoption and the Gaussian-
perturbed CSI adoption.
3. Proposal of novel mmWave massive MIMO analogue and hybrid (analogue
and digital) beam-selecting precoding schemes and hardware architecture de-
signs: Signal processing constraints on mmWave transmissions are studied. The
mmWave massive MIMO precoding challenge is transformed into a beam-selecting
problem. An analogue linear precoding scheme and a hybrid (analogue and digital)
linear precoding scheme that utilise channel deconstruction results are proposed
to achieve spatial multiplexing for mmWave transmissions with low complexity.
The hardware architectures for the proposed precoding schemes are demonstrated
that satisfy the mmWave signal processing constraints of high energy efficiency
and low fabrication costs. The theoretical system performance of the proposed
precoding schemes is analysed and evaluated by simulations and numerical analysis.
A comparison of the system performance between the proposed schemes and the
conventional massive MIMO precoding using the unconstrained digital baseband
signal processing is drawn from simulation results. The hardware configurations are
also compared.
4. Proposal of the mmWave enhanced hybrid precoding scheme and hardware
architecture design: Utilising the property of the mmWave channel, an enhanced
hybrid precoding scheme is proposed based on the proposed hybrid precoding
scheme. The corresponding hardware architecture is illustrated wherein the adopted
number of radio-frequency (RF) chains is no longer related to the number of antennas
at the BS, as it is in the conventional digital baseband signal processing, but by
the number of paths selected and the number of UTs served. This design is vital
for the energy-efficiency improvement of massive MIMO systems. The theoretical
analysis of the system performance for the proposed scheme is provided along
with the evaluation by simulations and numerical analysis. The impact of the
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distribution of angles-of-departure (AoDs) on the system performance is discussed
and transformed into the investigation of the correlation between elements of the
path vector. The uncorrelated and fully correlated cases are introduced and analysed,
which respectively yield the average and lower bound on the effective signal-to-
interference-plus-noise ratio (SINR). The impact of the number of selected paths
on the precoder’s capability of achieving the optimal and near-optimal system
performance is evaluated by simulations. The effects of the SNR and distribution of
AoDs are also evaluated.
5. Proposal and evaluation of novel spatial user scheduling algorithms for sub-6
GHz massive MIMO LoS transmissions: To improve the system performance
of LoS transmissions, both transmission scenarios of 2-D transmissions from a
uniform linear array (ULA) and 3-D transmissions from a uniform planar array
(UPA) are analysed. The correlation-free constraints on the LoS channel that enable
the grouping of LoS orthogonal UTs based on the statistical CSI of AoDs are
demonstrated. Spatial user scheduling schemes are proposed for each transmission
scenario based on the corresponding correlation-free constraints, which mitigate
the LoS channel cross-correlation using the CSI of AoDs. A capacity-enhancement
check scheme is also proposed to cooperate with the proposed spatial user scheduling
schemes for further performance enhancement. The performance of the proposed
schemes is evaluated through simulations and compared with the random user
scheduling scheme.
The above contributions provide enhanced capacity and low complexity implementations
for massive MIMO sub-6 GHz LoS and mmWave transmissions.
1.3.1 List of publications
[1] F. Wu and T. O’Farrell, “MmWave TDD-Mode Massive MIMO System Channel
Deconstruction and Low-complexity, Low-cost Precoding Schemes,” (under review) in
IEEE J. Sel. Areas Commun.
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[2] F. Wu and T. O’Farrell, “Spatial User-Scheduling for Line-of-Sight Massive MIMO
Transmission,” (in preparation) in IEEE Trans. Wireless Commun.
[3] F. Wu and T. O’Farrell, “An -path Diversity Hybrid Beam-Selecting Precoder for
MmWave TDD Massive MIMO Systems,” (in preparation) in IEEE Trans. Commun.
1.4 Thesis outline
The first chapter of this thesis summarises massive MIMO and mmWave techniques in
5G network developments and introduces the research undertaken. The motivation and
objectives of the research are presented, followed by the research contributions.
Chapter 2 presents an overview of massive MIMO systems and mmWave techniques.
The TDD-mode massive MIMO downlink system model and sub-6 GHz channel models
of Rayleigh fading, LoS, and Rician fading channels are introduced. Conventional linear
precoding schemes, MF and ZF, are presented, followed by the system performance metric
of the lower bound on the sum-rate capacity. The theoretical performance of MF and
ZF in Rayleigh fading channel derived using the asymptotic analysis are presented. The
mmWave channel model is introduced at the end.
Chapter 3 focuses on sub-6 GHz LoS transmissions in massive MIMO systems. The
advantages of LoS transmissions are reviewed. The theoretical system performance of
MF and ZF precoding using the LoS CSI in both LoS and Rician fading channels is
analysed. The characteristics of the LoS channel, including mean-square cross-correlation
and singular value distributions, are also analysed. The impact of AoDs distribution on
LoS transmissions’ system performance is illustrated. The system performance of LoS and
fading channel transmissions is simulated and compared.
Chapter 4 focuses on mmWave transmissions in massive MIMO systems. The mmWave
massive MIMO signal processing constraints are reviewed along with the analogue and
hybrid precoding solutions. The channel deconstruction approach is proposed. The
effectiveness of the channel deconstruction approach is analysed for both perfect CSI
adoption and Gaussian-perturbed CSI adoption. Low-complexity analogue and hybrid
beam-selecting linear precoding schemes are proposed along with the low-cost, energy-
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efficient design of hardware architectures. The theoretical performance of the precoders is
analysed using random matrix theory and order statistic principles. This chapter also eval-
uates the system performance of the proposed schemes through simulations and numerical
analysis of the theoretical results. The impact of key factors on system performance is
evaluated.
Based on the investigation in Chapter 4, an enhanced hybrid beam-selecting precoding
scheme is proposed in Chapter 5 to achieve the optimal system performance with low-
cost and energy-efficient signal processing. The corresponding hardware architecture is
presented. The theoretical performance is analysed, wherein the average and lower bound
on the effective SINR are demonstrated. The effectiveness of the proposed precoding
scheme at achieving the optimal and near-optimal system performance is evaluated through
simulations and the numerical analysis of the theoretical results, followed by the impact of
the system parameters.
In Chapter 6, the user scheduling schemes for massive MIMO and MIMO systems are
reviewed. The LoS channel cross-correlation is analysed, which contributes to revealing
the correlation-free constraints. The LoS orthogonal users’ group is demonstrated based
on which spatial user scheduling schemes for both transmission scenarios are proposed
to reduce the LoS channel cross-correlation. The capacity-enhancement check scheme is
proposed for further improvement of the system performance. The system performance of
the proposed schemes for 3-D transmissions from a UPA is evaluated through simulations,
followed by the impact of the system parameters.
Chapter 7 summarises the thesis by presenting the overall research outcomes and
providing concluding remarks. In addition, potential further works are suggested at the
end of the chapter.
Chapter 2
Overview of Massive MIMO and
Millimetre-Wave Transmissions
2.1 Introduction
The global mobile data traffic is predicted to increase at a rate of 45% per year between
2016 and 2022. By the end of 2022, the data traffic of all devices is expected to be 8 times
that of 2016 [22]. The enormous wireless data traffic demand has already become a burden
on the current 4G LTE cellular networks [23]. For example, in a 2×2 MIMO system in
LTE, a theoretical peak downlink data rate of 150.8 Mbit/s is supplied. Such performance
is unlikely to support the ongoing, tremendous data traffic growth.
Next-generation wireless networks are expected to be deployed worldwide in 2020
with the aim of supporting a significant enhancement in system capacity and network
throughput with seamless dense cellular coverage with respect to the current 4G networks.
Massive MIMO, originally proposed in [9, 24] for sub-6 GHz transmissions, is a
compelling physical layer technique that is considered as one of the key solutions for 5G
networks. Massive MIMO systems allow for orders of magnitude enhancement in both
energy and spectrum efficiencies that can be achieved with low-complexity algorithms. It
is demonstrated in [9] that, in a realistic transmission scenario, massive MIMO adopting
MF processing permits an average net throughput of 17 Mbit/s per UT in a cellular system
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with 42 UTs in each cell, and the mean net throughput is 730 Mbit/s per cell with an
average spectral efficiency of 36.5 bit/s/Hz.
The mmWave spectrum has also been endorsed for 5G technologies. The current
radio spectrum bands from 700 MHz to 2.6 GHz are extremely crowded for wireless
communications [15]. The utilisation of mmWave carrier frequencies of 28 GHz to 300
GHz not only enables a broader bandwidth, and hence a higher data rate, but also allows
advantages when cooperating with massive MIMO systems.
This chapter provides an overview of massive MIMO system developments and
mmWave MIMO techniques. The TDD-mode massive MIMO downlink system model
utilised in this thesis is introduced along with the representative sub-6 GHz channel models,
including Rayleigh fading channel, LoS channel, and Rician fading channel. The conven-
tional massive MIMO downlink linear precoding schemes of MF and the ZF are presented.
The system performance metric of the lower bound on the sum-rate is demonstrated along
with the effective signal-to-interference ratio. The theoretical system performance of
sub-6 GHz massive MIMO in rich scattering transmission environments modelled by the
Rayleigh fading channel is introduced. This chapter ends by introducing the conventional
mmWave MIMO channel model.
2.2 Massive MIMO
Massive MIMO was developed as a large-scale multi-user MIMO technique in which a
large antenna array of M antennas (tens or more elements) is deployed at the base station
(BS) to communicate with K (tens) of single-antenna UTs over the same time-frequency
resource [9, 11, 12, 25], as illustrated in Fig. 2.1. In a massive MIMO system, only the BS
learns the channel for each UT, and UTs do not cooperate. Furthermore, the number of
BS antenna elements M is much larger than the number of UTs K, and low-complexity
linear processing, utilised in both uplink and downlink transmissions, is achieved by digital
baseband signal processing [11].
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Fig. 2.1 Massive MIMO system.
2.2.1 Massive MIMO spectral and energy efficiency
As UTs are spatially located, channels to different UTs are sufficiently diverse. Mas-
sive MIMO exploits the rich scattering propagation of the radio waves to enable spatial
multiplexing gain and, therefore, permits independent information signals to be transmit-
ted to UTs in the same time-frequency resource. The spectrum efficiency advantages of
massive MIMO systems are shown in [9] from random matrix theory, assuming M → ∞
and M ≫ K. Theoretically, massive MIMO is capable of achieving the MIMO system
capacity upper bound with an unlimited number of BS antennas [11] in the favourable
propagation scenario where channel vectors for UTs are asymptotically orthogonal. The
effects of the uncorrelated noise and small-scale fading are eliminated asymptotically
by linear processing, e.g. MF. The transmit power per bit from the BSs tends to zero,
theoretically. Moreover, the number of supported UTs K is independent of the cell size
as M → ∞. M is typically designed to be significantly greater than K, whereby many
degrees of freedom are available for downlink precoding. The channel from the BS to
the UTs is K×M. However, the actual precoding is in the K-dimensional subspace of
the M dimension. This yields opportunities to achieve near-optimal performance, such
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as interference elimination, or to meet the particular signal processing requirement, for
example, reducing the number of adopted radio frequency chains at the BS [11].
From the energy-efficiency perspective, the large-scale antenna array deployed at the
BS enables the enhancement of the array gain. Therefore, the radiation power of each
element can be significantly reduced. Moreover, low-complexity signal processing schemes
allow for energy savings from the power consumption on signal processing and electrical
circuits [26].
2.2.2 Channel state information and TDD mode in massive MIMO
The information of the radio wave propagation channel gain is referred to as the channel
state information (CSI). With the knowledge of CSI, on uplink transmission slots, the UTs
transmit signals to the BS, and the BS uses the estimated CSI to recover the individual
information from each UT, whereas on downlink transmission slots, the BS precodes the
desired data streams to each UT. In practice, the CSI needed for the BS and UTs can be
obtained by either pilot estimation or UT feedback. The operation modes of time-division
duplexing (TDD) and frequency-division duplexing (FDD) determine the method to obtain
the CSI and are suited for different transmissions. TDD mode is usually considered for
massive MIMO systems.
In TDD operation mode, both uplink and downlink transmissions share the same
frequency spectrum and operate in turns. The channel reciprocity property of TDD
operation allows the CSI required for downlink precoding to be estimated through uplink
pilot training. Let τ be the channel coherence interval (τ = coherence time × coherence
bandwidth) measured in symbols, over which (time and frequency intervals) the channel is
considered to be invariant. The UTs simultaneously transmit ideally pairwise-orthogonal
pilot sequences of a minimum symbol length K to the BS. The pilot sequences are known at
the BS and are used for the CSI estimation from the received signals. The uplink detection
of the transmitted information from the UTs and the downlink precoding for UTs are then
performed by the BS using the estimated CSI. The slot structure of the TDD operation
mode is shown in Fig. 2.2.
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Fig. 2.2 Slot structure of the massive MIMO TDD operation mode.
In FDD operation mode, different frequency bands are exploited for uplink and down-
link transmissions meaning that the CSI is different for uplink and downlink and must
be estimated respectively. The uplink CSI estimation requires K UTs to transmit pilot
sequences with a minimum of K symbol-length. The downlink CSI is acquired through
feedback from the UTs after the BS transmits the downlink pilot of a minimum of M
symbol-length. Therefore, the time that UTs spend on transmitting the feedback of down-
link CSI is proportional to M. This is infeasible for massive MIMO systems since more
coherence interval will be taken by the feedback transmission, which does not yield
enough interval for data transmissions with the scaling up of the system, especially when
the coherence interval is short in transmission scenarios for high-mobility UTs.
Compared with the FDD operation mode, the TDD mode is superior for massive MIMO
systems. Only a minimum of K symbols is required during each coherence interval for
pilot training, which enables no CSI feedback limitation with the scaling up of M.
2.2.3 Massive MIMO system limitations
A limited coherence interval is still the primary restriction of TDD-mode massive
MIMO systems, which causes pilot contamination and disables the application of massive
MIMO in high-mobility cellular environments, such as highways [27–31]. For massive
MIMO cellular systems, the limited coherence interval imposes the length of symbols
for pilot training. Hence, the reuse of pilot sequences among adjacent cells is inevitable
to support the huge data traffic. Pilot contamination refers to the phenomenon in which,
in a cellular system, the received pilot signals at one BS are contaminated by the pilot
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signal transmitted by the UTs in adjacent cells using non-orthogonal pilot sequences [9, 32–
34]. Moreover, in the high-mobility transmission scenarios, the channel allows a shorter
coherence interval. Therefore, fewer pilot symbols can be exploited for pilot training. Both
cases of the shorter pilot symbol-length and the reuse of pilot sequences cause accuracy
degradation of the estimated CSI. Consequently, the massive MIMO spectral efficiency
will be significantly reduced.
2.3 MmWave MIMO
A large amount of bandwidth is available in higher frequencies that enables the
mmWave transmissions to achieve a dramatic throughput and spectral efficiency enhance-
ment. MmWave MIMO utilising the less crowded frequency bands ranging from 28 GHz to
300 GHz is considered as another key technique for 5G networks. Bands including but not
limited to the local multipoint distribution service band at 28 GHz-30 GHz, the unlicensed
band at 60 GHz, and E-bands at 71 GHz–76 GHz, 81 GHz–86 GHz and 92 GHz–95 GHz
[5, 35] could be utilised in 5G networks. A few mmWave transmission technologies have
already been standardised. WirelessHD is the first standardised consumer specification in
60 GHz band for high-definition video transmissions [36]. IEEE802.15.3c is the standard
for indoor wireless personal area networks (WPAN), which is the first IEEE wireless
standard with over 1 Gbit/s data rate in 60 GHz [37, 38]. IEEE802.11ad Wi-Fi standard
allows high data traffic in a short range [39] using 60 GHz band. MmWave has also been
considered for the wireless back-haul transmissions between the core networks and the
small sub-networks [40, 41].
MmWave signal processing constraints and potential solutions
Signal processing is significant for mmWave systems and is different from that for
sub-6 GHz massive MIMO and MIMO systems. First, the channel model is different in
mmWave, as signals of small wavelength have unique propagation characteristics, i.e. the
limited scattering clustered property. The antenna receives signals that arrive in clusters
with different delays, power, and central angle-of-departure (AoD) and angle-of-arrival
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(AoA). The diffuse reflections are characterised by the angles and delay spreads along
the paths within each cluster [42]. This property of mmWave signals must be taken
into consideration when designing the mmWave signal processing methods. Second, for
hardware architectures, the implementation of antenna arrays is commonly considered
in mmWave systems, mainly to compensate for pathloss. IEEE802.11ad employs 32
antenna elements whilst a 256-element array has been investigated [43]. To avoid array
radiation grating lobes, all of the components, including power amplifiers, RF chains,
and baseband connections must be densely packed. This is extremely challenging for
space-limited platforms at the BSs. Third, hardware constraints on power efficiency are
also vital, especially for high pathloss mmWave transmissions. The power amplifier,
analogue-to-digital, and digital-to-analogue converters are all power-demanding devices.
In the conventional massive MIMO achieved by digital baseband signal processing, each
antenna element is associated with a set of the above devices. Due to the high frequency of
mmWave signals, the system power consumption of digital signal processing is immense
[20, 42].
To overcome such mmWave signal processing constraints, the separation of the signal
processing into analogue and digital domains can be executed with the aim of reducing the
number of RF chains or analogue-to-digital converters. There are many potential solutions,
such as hybrid beamforming, which reduces the amount of RF chains by including analogue
and digital precoding stages [44]; the beamspace signal processing, which accesses the
low-dimensional subspace of the mmWave channel through the Discrete Fourier Transform
[45, 46], and the lens antenna, which accesses the beamspace of the channel directly with
low complexity by the special antenna structure [47, 48].
MmWave massive MIMO in small cell networks
The mmWave transmission is compatible with both massive MIMO systems and
HetNets. First, mmWave high-frequency signals enable the antenna separation to be very
small (≥ wavelength/2). Hence a large number of antennas can be packed on a small
platform at the BS. Second, the large antenna array gain of massive MIMO compensates the
strong pathloss of mmWave signals. Also, the small-cell deployment of HetNets avoids the
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long-distance transmission which is unsuitable for mmWave transmissions. Moreover, the
high massive MIMO antenna array gain allows the expansion of the coverage of mmWave
signals. Therefore, the cooperation of mmWave Massive MIMO in small-cell deployment
is one of the crucial solutions for next-generation wireless communications [10, 15, 20].
2.4 Models and preliminaries
In this section, a single-cell downlink massive MIMO system model is introduced,
followed by sub-6 GHz channel models of Rayleigh fading, line-of-sight (LoS) and Rician
fading. A review of the most commonly exploited massive MIMO linear precoding schemes
of matched filter (MF) and zero-forcing (ZF) in the Rayleigh fading channel is presented.
Throughout this thesis, a lower bound on the system sum-rate capacity is exploited as
the metric of the system performance. The effective SINR for the downlink precoding is
introduced, followed by the derivation of the lower bound. The system performance of
MF and ZF in sub-6 GHz massive MIMO transmissions in the Rayleigh fading channel
are also reviewed. The mmWave MIMO limited-scattering clustered channel model is
introduced at the end of the chapter. Such preliminaries help to establish the notations used
throughout the thesis.
2.4.1 Massive MIMO downlink system model
Consider a single-cell massive MIMO system, in which a BS equipped with an M-
element antenna array serves K single-antenna UTs simultaneously, with M ≫ K.
For downlink transmissions from the BS to UTs, the received signal vector y ∈ CK×1
at K UTs can be denoted as
y =
√
ρGx+n, (2.1)
where ρ denotes the transmit power, and G ∈ CK×M is the complex valued channel gain
matrix from the BS to the UTs that embraces the joint effects of the large and small-
scale fading. x ∈ CM×1 is the transmit signal vector by the BS antennas. n ∈ CNK×1
denotes the complex additive white Gaussian noise (AWGN) vector with each element
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being independent and identically distributed (i.i.d.) zero mean unit variance circularly
symmetric complex Gaussian random variable, i.e. nk ∼i.i.d.CN (0,1).
The downlink K×M complex valued channel gain matrix G from the BS to K UTs
can be further given by
G =
√
βH, (2.2)
where the diagonal matrix β = diag(β1, . . . ,βK) denotes the large-scale fading coefficient
matrix with diagonal element βk being a positive real number, which indicates the large-
scale fading, including the pathloss and shadow fading effect, and is constant across the
BS array to the k-th UT. H ∈ CK×M is the channel coefficient matrix that denotes the links
between the array at the BS and the UTs within a coherence interval τ . For multipath
propagation, H is the small-scale fading coefficient matrix that embodies the phase shift
and interference among different propagation paths in multipath fading propagation [31].
H is often referred to as the channel realisation. For LoS propagation, H is the array
response matrix, which denotes the phase shift of the electromagnetic wave propagation.
H can be further denoted as
H = [hT1 , . . . ,h
T
K]
T , (2.3)
where the vector hk ∈ C1×M denotes the small-scale fading channel vector or array response
LoS channel vector from the BS to the k-th UT and can be further given by
hk = [hk,1, . . . ,hk,M], (2.4)
where the element hk,m ∈ C denotes the complex coefficient from the m-th antenna element
at the BS to the k-th UT.
In (2.1), the transmitted signal vector x ∈ CM×1 by the BS antenna array is given by
x = Ws, (2.5)
where W∈ CM×K = [w1, . . . ,wK] denotes the precoding matrix with the k-th column vector
wk ∈ CM×1. s ∈ CK×1 = [s1, . . . ,sK]T denotes the transmit symbol vector with the element
sk indicating the desired transmit symbol to the k-th UT. Also, E[xxH ] = 1 ensures the total
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Fig. 2.3 Schematic of massive MIMO system architecture of digital baseband signal
processing at frequency ≤ 6 GHz.
transmit signal power to be unity. For downlink precoding, by substituting (2.5) into (2.1),
the received signal at the k-th UT is given by
yk =
√
ρβkhkWs+nk, (2.6)
where yk ∈ C is the complex signal received by the k-th UT. Fig. 2.3 illustrates the
conventional sub-6 GHz massive MIMO system architecture. As shown, each antenna
element at the BS is connected to a dedicated RF chain. The baseband precoding of the
transmit symbols is executed through digital control. As for the UTs, no cooperation is
performed.
2.4.2 Sub-6 GHz Channel Model
The narrow-band complex valued channel gains between the transmit antenna elements
and the received UTs are considered to be constant within a coherence interval τ . For a
narrow-band massive MIMO transmission with carrier frequency ≤ 6 GHz, the modelling
of H is determined by the transmission scenario. This section introduces the Rayleigh
fading, LoS, and Rician fading channels, which are commonly encountered. The corre-
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sponding notations of Ray, LoS, and Ric are used in the subscript of H for the indication
of the transmission channel.
• Rayleigh fading channel model
Massive MIMO systems exploit the rich scattering propagation of the signals for the
spatial multiplexing and, therefore, achieve an enormous spectrum efficiency. To
model the rich scattering transmission environment, the elements of the small-scale
fading coefficient channel matrix HRay follow the i.i.d. Rayleigh distribution [31].
Denote the Rayleigh fading channel HRay as
HRay = [h˜T1 , . . . , h˜
T
K]
T , (2.7)
where HRay ∈ CNK×M. The elements of HRay follow the i.i.d. circularly symmetric
complex Gaussian distribution with zero mean and unit variance, i.e. h˜k,m ∼i.i.d.
CN (0,1). h˜k ∈ CN 1×M is the Rayleigh fading channel vector from the BS to the
k-th UT. The Rayleigh fading assumption of the small-scale fading is justified by
an isotropic rich-scattering transmission scenario, wherein the signal propagates
to the receiver from a large number of independent scattering objects. By central
limit theorem, the superposition of many independent paths facilitates the channel
coefficient to be approximated by a random variable following the circularly sym-
metric Gaussian distribution. The Rayleigh fading channel is typically utilised for
the modelling of densely built urban environments, in which only non-line-of-sight
(NLoS) links are present. The CSI of the Rayleigh fading channel is treated as
instantaneous CSI, due to the fast-changing nature of the small-scale fading.
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2.4 Models and preliminaries 24
• LoS channel model
When there are LoS links from the BS to UTs, without considering the antenna
mutual coupling and polarisation effects, the LoS channel matrix, i.e. the array
response channel matrix is given by [31, 49]
HLoS = [aT1 , . . . ,a
T
K]
T , (2.8)
where HLoS ∈ CK×M, and ak ∈ C1×M is the LoS channel vector from the BS to
the k-th UT with the m-th element denoted as ak,m. The LoS channel vector is
determined by the array configuration at the BS, carrier frequency, and AoDs of the
UT [50, 51]. Since the UTs’ spatial positions change slowly, the LoS CSI is treated
as the statistical CSI, which varies more slowly with time compared with the fading
channel CSI.
For a BS equipped with a linear antenna array (1-D configured) as shown in Fig.
2.4a, the radio wave control on the horizontal dimension is disabled, meaning only
the azimuth control of the transmitted signal remains. Therefore, the BS and UTs are
considered to be spatially located on the same horizontal 2-D plane, thus forming
2-D transmissions. For a BS equipped with a planar array (2-D configured) as shown
in Fig. 2.4b, both azimuth and horizontal dimensions’ radio wave controls can be
achieved. Therefore, 3-D transmissions from the BS to UTs are enabled. In this
thesis, a uniform separation between the adjacent antenna elements of the array is
considered. Denoting the elevation and azimuth AoDs as θ and ϕ , the modelling of
the LoS transmission scenarios are introduced as follows [49]:
1. 2-D transmissions from a BS equipped with a uniform linear array (ULA)
When the BS and UTs are located on the same horizontal plane, the elevation
dimension is ignored since θk = 90◦ for all k = 1, . . . ,K. Hence, the far-field
observation of the BS geometry positioned along the z-axis is shown in Fig.
2.4a. rm denotes the distance from the m-th element of the array to the UT. The
differences between r1, . . . ,rM in the far-field are omitted, therefore r1, . . . ,rM
are normalised to unity. Let the first antenna element be the origin of the 2-D
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geometry system, the array response vector, i.e. the LoS channel vector for the
k-th UT can be denoted as
ak (ϕk) =
[
1,e−j
2π
λ d cos(ϕk), . . . ,e−j(M−1)
2π
λ d cos(ϕk)
]
, (2.9)
where ϕk is the azimuth AoD of the k-th UT, λ is the carrier wavelength and d
is the separation between the adjacent antenna elements.
2. 3-D transmissions from a BS equipped with a uniform planar array (UPA)
Compared with the 2-D transmissions from a ULA, the additional dimension
of the planar array provides both azimuth and elevation radio wave controls.
The 3-D transmissions’ geometric model is shown in Fig. 2.4b, in which an M-
element planar array is equipped at the BS with Mx elements along the x-axis
and My elements along the y-axis, Mx×My = M. The separations between the
adjacent elements along each dimension are uniform. The differences between
r1, . . . ,rM in far-field are omitted, therefore r1, . . . ,rM are also normalised to
unity. By setting the first element of the antenna array as the origin of the 3-D
geometry system, the array response vector, i.e. the LoS channel vector for the
k-th UT can be denoted as
ak (θk,ϕk) =
[
1, ..,e−j
2π
λ d((mx−1)sin(θk)cos(ϕk)+(my−1)sin(θk)sin(ϕk)),
. . . ,e−j
2π
λ d((Mx−1)sin(θk)cos(ϕk)+(My−1)sin(θk)sin(ϕk))
]
,
(2.10)
where θk and ϕk are the elevation and azimuth AoDs of the k-th UT from the
BS. 1≤ mx ≤Mx, 1≤ my ≤My are the indices of the antenna elements on the
x and y dimensions, respectively.
• Rician fading channel model
The Rician fading channel includes both the LoS channel and the Rayleigh fading
channel and represents a transmission scenario, in which both LoS and NLoS links
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are present. The Rician fading channel is expressed as
HRic =
√
κ
κ + IK
HLoS+
√
IK
κ + IK
HRay, (2.11)
where HRic ∈ CK×M, HLoS is denoted in (2.8), and HRay is given by (2.7). The
diagonal matrix κ = diag{κ1, . . . ,κK} denotes the Rician κ-factor matrix with the
k-th diagonal element κk denoting the Rician κ-factor for the k-th UT that is the
average power ratio between the deterministic and random scattering components.
IK denotes a K-dimensional identity matrix with ones on the main diagonal. From
(2.11), the higher the κk is, the more power the LoS channel has, compared with
the power of the scattered paths. When κk → ∞, only the LoS channel presents
itself, and when κk = 0, the only transmission channel involved is the Rayleigh
fading channel. Therefore, the Rician fading CSI is instantaneous CSI due to the
presence of the NLoS channel. The LoS channel is considered to be the deterministic
component in a Rician fading channel since it varies (due to the motion of the UTs)
slowly compared with the NLoS channel. Correspondingly, the Rayleigh fading
channel is often referred to as the random component in a Rician fading channel that
accounts for the scattering effects.
2.4.3 System performance metric
The definition of the system data traffic throughput that indicates the maximum data
rate provided by the system is given by
Throughput (bit/s) ∆= Bandwidth (Hz)×Spectral efficiency (bit/s/Hz). (2.12)
It is evident that the increase of either the operational bandwidth or the system spectral
efficiency enhances the system throughput. For a massive MIMO system, the spatial
multiplexing is achieved on the same time-frequency resource. Therefore, the spectral
efficiency is focused on in this thesis, which can be further given by
Spectral efficiency (bit/s/Hz) = (1− τp
τc
)Ce, (2.13)
2.4 Models and preliminaries 27
where Ce is the system ergodic sum-rate capacity, τp is the samples in each coherence
interval that are used for pilot transmissions, and τc is the total samples in each coherence
interval. Hence, (1− τpτc ) denotes the samples for data transmission in each coherence inter-
val. In TDD-mode systems, pilot transmissions are implemented in the uplink. Therefore,
all samples in each downlink transmission coherence interval are used for data transmis-
sions that facilitate τp = 0. Hence, (1− τpτc ) = 1, and Ce represents the downlink spectral
efficiency.
Lower bound on the system sum-rate capacity and effective SINR
Throughout this thesis, a lower bound on the system sum-rate capacity is exploited
as the system performance metric. Such bounding method is widely utilised for massive
MIMO systems [31, 52–54]. In this section, the utilised bounding method is introduced.
From (2.6), consider uniform large-scale fading coefficients for all of the K UTs that are
normalised to unity for simplicity. Therefore, β1 = · · ·= βK = 1. The received signal of
the k-th UT in (2.1) is further given by
yk =
√
ρhkwksk
︸ ︷︷ ︸
Desired signal
+
√
ρ
K
∑
j=1,
j ̸=k
hkw js j
︸ ︷︷ ︸
Inter-user Interference
+ nk
︸︷︷︸
Noise
. (2.14)
where the received desired signal is the intended information signal for the k-th UT
transmitted via the channel from the BS to the k-th UT, and the inter-user interference is
the information signals intended for other UTs received by the k-th UT.
From (2.14), the received signal-to-interference-plus-noise-ratio (SINR) of the k-th UT
is defined as
SINRk ≜
ρ|hkwk|2
ρ
K
∑
j=1,
j ̸=k
|hkw j|2+ |nk|2
, (2.15)
where | · |2 denotes the squared norm of a complex number, i.e. the power of a signal.
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The ergodic rate of the k-th UT can be given as [31]
Cek = E[log2(1+SINRk)]. (2.16)
Hence, the system sum-rate capacity can be denoted as
Ce =
K
∑
k=1
Cek , (2.17)
where Ce is the summation of the ergodic rates for all of the UTs.
The exact value of the ergodic system sum-rate capacity is difficult to acquire. For the
system performance metric, the capacity bound (also called the achievable rate) can be
exploited [31]. Next, the bounding method used in this thesis that provides a lower bound
on the system sum-rate capacity in (2.17) from the effective SINR is introduced.
Note that when the CSI is unavailable at the UTs, the interference plus noise become
the effective noise (with respect to the desired signal), which is non-Gaussian and has
an entropy upper-bounded by the entropy of the Gaussian noise with the same variance.
Hence, a lower bound on the capacity is obtained by considering the effective noise to be
Gaussian [31, 52, 53]. From (2.14), the effective SINR for the k-th UT is given by
SINR =
variance(
√ρhkwksk)
variance(
√ρ∑Kj=1,
j ̸=k
hkw js j)+ variance(nk)
(a)
=
ρE[|hkwk|2]
ρE[|∑Kj=1,
j ̸=k
hkw j|2]+1
,
(2.18)
where (a) holds when the expected value of each term in (2.14) equals zero. The lower
bound on the system sum-rate capacity of the k-th UT can be obtained from [31, 52, 53]
Ck = log2(1+SINR)≤Cek , (2.19)
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where Cek is the ergodic rate in (2.16). Note that the UTs are independent. Therefore, the
lower bound on the system sum-rate capacity is given by
C = KCk = K log2(1+SINR)≤Ce, (2.20)
where Ce is the system sum-rate capacity in (2.17).
2.4.4 Sub-6 GHz massive MIMO linear precoding schemes for
Rayleigh fading channel transmissions
Massive MIMO exploits the diversity of rich scattering user channels to achieve the
spatial multiplexing for spectrum and energy efficiency improvements. Independent
information signals are transmitted by precoding to the channel with the knowledge of CSI
at the BS. In this section, the most commonly researched low-complexity linear precoding
schemes of matched filter (MF) and zero forcing (ZF) are reviewed. It has been shown
that such precoders provide nearly optimal system performance for sub-6 GHz massive
MIMO transmissions in rich scattering environments modelled by the Rayleigh fading
channel [11, 12, 31, 52]. Throughout this section, the perfect CSI adoption for precoding
is assumed.
• The MF precoding matrix using the CSI of a Rayleigh fading channel can be denoted
from (2.7), and given by
WMFRay =
1√
(γMFRay )
HHRay, (2.21)
where γMFRay denotes the power normalisation factor of the precoder that is given by
γMFRay = E[trace(HRayHHRay)], (2.22)
where trace denotes the trace of the matrix, i.e. the sum of the elements on the main
diagonal.
From (2.21), despite the power normalisation factor, the MF precoding matrix is the
conjugate transpose of HRay, hence, it maximises the received signal-to-noise ratio
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(SNR) for each UT and ignores the effect of the inter-user interference. Therefore,
MF is preferable in transmissions with limited inter-user interference. The signal
processing of MF precoding is simple, as the BS only performs the multiplication of
the desired signal with the conjugate-transpose of the channel matrix.
• The ZF precoding matrix exploiting the CSI of a Rayleigh fading channel is denoted
as
WZFRay =
1√
γZFRay
HHRay(HRayH
H
Ray)
−1, (2.23)
where γZFRay denotes the power normalisation factor of the precoder that is expressed
as
γZFRay = E[trace(HHRay(HRayHHRay)−1(H
H
Ray(HRayH
H
Ray)
−1)H)] = E[trace((HRayHHRay)−1)]*†.
(2.24)
From (2.23), despite the power normalisation factor, the ZF precoder is the pseudo-
inverse of HRay. Different with MF, the ZF precoder eliminates the inter-user
interference, however, ignoring the noise effect. Therefore, ZF is preferable in
transmissions with limited noise. Compared with the MF, the signal processing
complexity for ZF is higher, as the pseudo-inverse is required.
2.4.5 Sub-6 GHz massive MIMO system performance in the
Rayleigh fading channel
In this section, the theoretical performance of sub-6 GHz massive MIMO downlink
transmissions in the Rayleigh fading channel is reviewed. The linear precoding schemes
of MF and ZF are exploited. The asymptotic analysis and random matrix theory are used
for the derivation of the closed-form expressions of the lower bounds assuming M,K → ∞
with a fixed ratio χ = M/K.
Effective SINR for MF precoding
Note that for MF precoding, expected value of each term in (2.14) is zero. Therefore,
to obtain the effective SINR, only the expected value of the power of each term is required.
*if A is invertible, (A−1)H = (AH)−1.
†trace(AHA) = trace(AAH).
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From the Rayleigh fading channel model denoted in (2.7), the expected value of the
power of the desired signal for MF precoding in (2.18) can be given as
E[|h˜kwk|2] = 1γMFRay
E[|h˜kh˜Hk |2] =
1
γMFRay
E[|
M
∑
m=1
h˜k,mh˜∗k,m|2]
(a)
=
1
γMFRay
|ME[h˜k,mh˜∗k,m]|2 =
M2
γMFRay
,
(2.25)
where (a) holds since h˜k,m for ∀k = {1, . . . ,K},∀m = {1, . . . ,M} are i.i.d. CN (0,1).
The expected value of the power of the inter-user interference in (2.18) can be derived
as
E[|h˜kw j|2] = 1γMFRay
E[|
M
∑
m=1
h˜k,mh˜∗j,m|2]
(a)
=
1
γMFRay
E[
M
∑
m=1
|h˜k,mh˜∗j,m|2]
(b)
=
M
γMFRay
E[|h˜k,mh˜∗j,m|2] =
M
γMFRay
,
(2.26)
where (a),(b) hold since h˜k,m for ∀k = {1, . . . ,K},∀m = {1, . . . ,M} are i.i.d. CN (0,1),
therefore, E|[h˜k,mh˜∗k,m]|2 = 1.
The power normalisation factor in (2.22) is derived as
E[γMFRay ] = E[trace(HRayHHRay)] = E[∑diag(HRayHHRay)] =
(a)
MK, (2.27)
where (a) holds since h˜k,m ∼ i.i.d. CN (0,1) for ∀k = {1, . . . ,K},∀m = {1, . . . ,M}.
Therefore, by substituting (2.25),(2.26),(2.27) into (2.18), the effective SINR for MF
precoding in the Rayleigh fading channel is obtained and given by
SINRMFRay =
ρMK
ρ K−1K +1
≈ ρ
M
K
ρ+1
. (2.28)
By substituting (2.28) into (2.20), the lower bound on the sum-rate capacity of MF
precoding in the Rayleigh fading channel for massive MIMO transmissions is obtained.
Effective SINR for ZF precoding
For ZF precoding in the Rayleigh fading channel, the inter-user interference is elimi-
nated by the pseudo inverse of HRay. Therefore, the effective SINR becomes the effective
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SNR as the interference term is not present. Again, the expected value of each term in
(2.14) equals zero. Therefore, only the expected values of the power of each term are
required.
The expected value of the power of the desired signal for ZF precoding in the Rayleigh
fading channel can be obtained from (2.14) and (2.23) and expressed as
E[|h˜kwk|2] = 1γZFRay
. (2.29)
The power normalisation in (2.24) is derived in [31] and given by
E[γZFRay] = E[trace((HRayHHRay)−1)]‡§
(a)
= KE[(HRayHHRay)−1k,k ] =
K
M−K , (2.30)
where (a) holds since h˜k,m for ∀k = {1, . . . ,K},∀m = {1, . . . ,M} are i.i.d. CN (0,1).
Therefore, the effective SINR ( i.e. the effective SNR for ZF precoding) in the Rayleigh
fading channel can be denoted from (2.18), (2.29) and (2.30) and given by
SINRZFRay = ρ(
M
K
−1). (2.31)
By substituting (2.31) into (2.20), the lower bound on the sum-rate capacity of ZF precoding
in the Rayleigh fading channel for massive MIMO transmissions is obtained.
2.4.6 MmWave channel model
MmWave signals experience high pathloss that restricts the scattering effect. Mean-
while, the large-scale antenna array packed in a small platform increases the correlation
between antennas. Consequently, the conventional statistical models of fading channel,
e.g. Rayleigh fading or Rician fading that are typically utilised in sub-6 GHz massive
MIMO transmissions, become unrealistic for modelling mmWave massive MIMO trans-
missions. Instead, the narrowband limited-scattering clustered channel model based on the
extended Saleh-Valenzuela model is commonly adopted in mmWave MIMO transmissions
‡if A is invertible, (A−1)H = (AH)−1
§trace(AHA) = trace(AAH)
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[10, 20, 42]. For a MIMO transmission from an M-element transmit array to a K-element
receive array, the limited scattering clustered mmWave channel is given by
H =
L
∑
l=1
Npath
∑
npath=1
αl,npathΛr(θ
r
l,npath ,ϕ
r
l,npath)Λt(θ
t
l,npath ,ϕ
t
l,npath)a
H
r (θ
r
l,npath ,ϕ
r
l,npath)at(θ
t
l,npath ,ϕ
t
l,npath),
(2.32)
where H ∈ CK×M denotes the discrete-time narrow-band mmWave channel that is con-
tributed by L clusters of paths with Npath paths in each cluster. αl,npath denotes the random
complex path gain of the npath-th path in the l-th cluster, which takes into account the
maximum Doppler shift, the AoA of the l-th path relative to the k-th UT’s direction of
motion, and the omnidirectional pathloss. ϕrl,npath,ϕ
t
l,npath
denote the receive and trans-
mit (AoA/AoD) azimuth angles, while θ rl,npath,θ
t
l,npath
denote the receive and transmit
elevation angles. Λr(θ rl,npath,ϕ
r
l,npath
) and Λt(θ tl,npath,ϕ
t
l,npath
) represent the receive and
transmit antenna gains with respect to the AoA and AoD. ar(θ rl,npath,ϕ
r
l,npath
) ∈ C1×K and
at(θ tl,npath ,ϕ
t
l,npath
) ∈ C1×M are the array response vectors with respect to the AoA and AoD
of each path. For 2-D transmissions from a ULA, the array response vector is indicated in
(2.9), whilst for 3-D transmissions from a UPA, it is given by (2.10).
Clearly, the mmWave channel has distinct and common characteristics compared
with the sub-6 GHz fading and LoS channels. The array response vector is the common
component that appears in both the sub-6 GHz LoS channel and the mmWave channel.
The high pathloss of mmWave propagation results in the mmWave channel model, which
embodies the limited spatial selectivity, i.e. limited-scattering clustered effect. When
applying mmWave transmissions in massive MIMO systems, such a limited-scattering
clustered channel property must be taken into consideration to achieve a performance
enhancement as well as meet the signal processing constraints.
2.5 Summary
Massive MIMO and mmWave techniques have attracted much research attention as
they enable great performance enhancement, and are compelling for 5G networks to meet
the increasing demands of the network capacity along with the spectral efficiency.
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With the deployment of a large-scale antenna array at the BS, low-complexity linear
processing methods enable near optimal system performance at sub-6 GHz spectrum bands
in massive MIMO systems. Random matrix theory indicates that the effects of uncorrelated
noise and small-scale fading are asymptotically eliminated as the number of antennas at
the BS approaches infinity.
The less crowded mmWave bands from 28 GHz to 300 GHz allow the seamless integra-
tion of dense HetNets deployment and the placement of a large number of antennas on a
small transceiver platform. The high pathloss of the mmWave signal and the tightly packed
transmitter or receiver antenna array result in a limited-scattering clustered mmWave
channel model. The signal processing for mmWave transmissions in massive MIMO sys-
tems faces unique challenges from the channel characteristic and hardware configuration.
Consequently, the conventional digital baseband signal processing method is still infeasible
for mmWave massive MIMO systems with todays technology.
In this chapter, massive MIMO and mmWave technologies are introduced along with
the system limitations and challenges, followed by the formation of the massive MIMO
system model. The sub-6 GHz massive MIMO channel models are presented and the linear
precoding schemes, and the system performance in Rayleigh fading channel are reviewed
followed by the introduction of the mmWave MIMO channel model.
In the upcoming chapter, the advantages of massive MIMO LoS transmissions are
investigated, followed by the system performance evaluations and comparisons with the
fading channel transmissions.
Chapter 3
Line-of-sight Transmission in Massive
MIMO Systems
3.1 Introduction
It is learned from Chapter 2 that massive MIMO systems potentially enable orders
of magnitude enhancement of both the spectrum and energy efficiencies compared with
the conventional MIMO systems. As the number of antennas equipped at the BS M → ∞,
the effects of small-scale fading and uncorrelated noise vanish along with the transmitted
energy per bit [9]. Linear algorithms in massive MIMO systems not only enable near
optimal system performance, but also greatly reduce the signal processing complexity and
hardware power consumption. These appealing advantages promote massive MIMO as
one of the most promising techniques for 5G networks [1, 13, 20, 31, 55].
Massive MIMO achieves spatial multiplexing gain from the rich scattering propagation
of the radio wave. The system performance also relies on the accuracy of the estimated
CSI. As the number of BS antennas increases, the TDD operation mode is preferable in
massive MIMO systems, whereby the instantaneous CSI is estimated at the BS through
uplink pilot training [9, 11–13, 31]. Fewer training resources are required in TDD mode
compared with FDD mode, in which the downlink CSI can only be acquired by the BS
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through feedback [56]. The channel reciprocity in TDD mode enables the estimated CSI
to be exploited for both downlink precoding and uplink detection.
However, the limited coherence time in TDD mode limits the length and, hence, the
number of orthogonal pilot sequences [29]. Any pilot reuse among the adjacent cells causes
pilot contamination in massive MIMO cellular systems. Moreover, pilot contamination will
not vanish as M → ∞ and significantly degrades the system performance. Consequently, it
is considered one of the major challenges in massive MIMO systems [9, 32, 33].
The LoS CSI, channel covariance matrix and fading distribution, for example, are
statistical characterisations of the channel. The corresponding information of the character-
isation is called the statistical CSI, which mainly depends on the antenna configuration,
transmission environment, and spatial locations of the UTs. The statistical CSI, there-
fore, varies relatively slowly compared with the instantaneous CSI of the fading channel.
Consequently, the statistical CSI can be readily obtained through long-term feedback or
averaging over channel samples [57], and has been utilised for the development of massive
MIMO systems for various purposes [58–60]. In [61, 62], the statistical CSI is exploited
by the analogue-precoding part of the proposed hybrid precoding algorithm, whereas
in [63, 64], the grouping of UTs along with the reduction in inter-group interference is
achieved based on the statistical CSI for microwave and mmWave FDD systems. However,
for these approaches, the instantaneous CSI is still essential for the precoding.
When the instantaneous CSI is unavailable due to, for example, severe pilot contami-
nation in cellular systems, precoding approaches relying on the instantaneous CSI fail to
achieve the desired system performance [25].
There are some downlink precoding approaches that exploit the LoS CSI. In [65],
a lower bound on the average signal-to-leakage-and-noise ratio of multi-user MIMO
downlink systems in a Rician fading channel is derived. The effect of the LoS CSI on the
sum-rate is studied, and a statistical-eigenmode space-division multiple-access scheme for
the maximisation of the signal-to-leakage-and-noise ratio is proposed. It is demonstrated
that as the power of the LoS component in the Rician fading channel becomes stronger, the
achievable sum-rate of the proposed scheme approaches the performance of ZF precoding
with a perfect CSI at the BS. A beamforming approach using the statistical LoS CSI is
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proposed in [66] for 3-D transmissions from a UPA in FDD large-scale MIMO systems.
The ergodic sum-rate is derived, by which the optimal beamforming vector is acquired
for the maximisation of the sum-rate. It is clear that the statistical LoS CSI is promising
for massive MIMO downlink precoding in transmission scenarios such as the small-cell
back-haul [67, 68], indoor stadiums [69], and satellite communications [70, 71], wherein
the LoS channel presents. Moreover, the directional antenna modulation technique can be
deployed for LoS transmissions to achieve further improvement of the energy efficiency
by replacing the digital baseband signal processing with the analogue RF-domain control
[72–76].
Most of the current developments [65, 66] for LoS transmissions assume that, the
LoS channel vectors of the UTs are orthogonal. Such assumptions fail to catch the LoS
transmissions’ characteristics when random UTs are served and are only valid with the
assistance of user grouping or scheduling schemes, in which only the users that satisfy the
orthogonal condition can be served.
Massive MIMO developments in the Rayleigh fading channel achieves its capacity
upper bound with a high probability as M → ∞, and K ≪ M [31, 77]. For massive
MIMO transmissions through LoS channels, it is indicated using asymptotic analysis
that when there are no AoDs overlapping, the asymptotically favourable propagation
happens less often than it would in Rayleigh fading channels when M is finite [31, 77].
Consequently, the developments of massive MIMO based on the Rayleigh fading channel
and the corresponding system performance cannot be applied directly in LoS massive
MIMO transmissions due to the difference in the probability of experiencing the favourable
channel condition. The study of LoS transmissions is still very limited yet vital, especially
for transmissions with a moderately large-scale UPA equipped at the BS serving single-
antenna UTs spatially located in 3-D space.
This chapter focuses on sub-6 GHz TDD-mode massive MIMO downlink LoS trans-
missions, in which the statistical LoS CSI is known at the BS and adopted for precoding ‡.
The low-complexity linear precoding schemes of MF and ZF are considered. Note that
‡Different with LoS transmissions, the transmissions investigated in Chapter 2, in which the CSI of
Rayleigh fading channel is adopted are Rayleigh fading channel transmissions. If the CSI of Rician fading
channel is adopted, the transmissions are Rician fading channel transmissions. Both transmissions are fading
channel transmissions.
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LoS transmissions can be executed in both the LoS channel and Rician fading channel.
Thanks to the slow-varying AoDs of the UTs, not only can the statistical LoS CSI be easily
obtained, but also the coherence time for the systems using the statistical LoS CSI is much
longer than it is for those using the instantaneous CSI of the fading channel. In this chapter,
the received signal through the NLoS channel component is treated as interference for LoS
transmissions in the Rician fading channel. The effective SINRs of the precoding schemes
are analysed using random matrix theory. The two LoS transmission scenarios introduced
in section 2.4.2 are considered, including 2-D transmissions from a ULA and 3-D trans-
missions from a UPA. The arguments show that there is no closed-form expression for the
effective SINR in LoS transmissions when M is finite and K ≪M, i.e. MK ≪ ∞. However,
both effective SINRs of the MF and ZF precoding for LoS transmissions are primarily
determined by the AoDs distribution of the UTs. The inter-user interference term in the
effective SINR for the MF is given as a function of the AoDs distribution and is different
between the two LoS transmission scenarios, i.e. the 2-D transmissions from a ULA and
3-D transmissions from a UPA. The power normalisation term for ZF in the effective SINR
is obtained as a function of the singular value distribution of the LoS channel matrix.
Furthermore, the LoS channel characteristics that are related to the effective SINRs
are investigated from two perspectives: channel mean-square cross-correlation and the
distribution of squared ordered channel matrix singular values. The simulation results
depict that both characteristics are determined by the number of BS antennas M and AoDs
distribution when MK ≪ ∞. With a wider AoDs distribution range, the LoS channel mean-
square cross-correlation can be reduced, and the singular values of the channel matrix will
increase, which yields a higher effective SINR for LoS transmissions.
The lower bounds on the system sum-rate for MF and ZF precoding in LoS trans-
missions are then evaluated through theoretical analysis and simulations, by which the
impact of system parameters, namely SNR, Rician κ-factor, and M is examined. Compar-
isons of system performance are made between the LoS transmissions and fading channel
transmissions.
The results show that linear precoding schemes of MF and ZF for LoS transmissions in
the Rician fading channel are robust. The system performance of LoS transmissions in the
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Rician fading channel is improved with the increase of the LoS channel power or the en-
largement of AoDs distribution range. For both LoS and fading channel transmissions, the
scaling-up of the BS array or the increase of SNR level enhances the system performance.
3.2 System model and sub-6 GHz channel models
Consider single-cell sub-6 GHz TDD-mode massive MIMO downlink transmissions
with the system model demonstrated in (2.4.1). Assume that, the perfect CSI of the channel
is adopted for the precoding. The LoS channel matrix is denoted in (2.8), where the LoS
channel vector for 2-D transmissions from a ULA is given by (2.9), and 3-D transmissions
from a UPA is shown in (2.10). The Rayleigh fading channel matrix is given in (2.7), and
Rician fading channel matrix is shown in (2.11).
3.3 MF and ZF precoding using LoS CSI and Rician
fading CSI
In this section of the thesis, as the starting point of the research, massive MIMO linear
precoding schemes for LoS transmissions, in which the statistical LoS CSI is adopted, are
introduced followed by the precoding schemes for Rician fading transmissions, in which
the instantaneous Rician fading CSI is adopted. For both cases, the construction of the
MF and ZF precoding schemes is the same as in Rayleigh fading channel transmissions
introduced in Chapter 2 section 2.4.4. Note that LoS transmissions can be executed when
the channel is pure LoS or Rician fading. For the case of LoS transmissions in the Rician
fading channel, the NLoS component of the channel results in extra interference to the
UTs.
The notation of the precoding matrix W with subscripts of LoS, Ray, and Ric are used
to denote the CSI utilisation for the precoding matrix, namely the statistical CSI of LoS
channel, instantaneous CSI of Rayleigh fading channel, and instantaneous CSI of Rician
fading channel. The superscripts of MF and ZF denote the methods of precoding, i.e.
matched filter and zero forcing.
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3.3.1 Precoding schemes for LoS transmissions
In LoS transmissions, the statistical CSI of the LoS channel shown in (2.8) is utilised
by the precoders.
• MF precoding matrix using the LoS CSI can be denoted from (2.8) and given by
WMFLoS =
1√
γMFLoS
HHLoS
=
1√
γMFLoS
[aH1 , . . . ,a
H
K ],
(3.1)
where HLoS is the LoS channel matrix, and γMFLoS is the power normalisation factor
that is denoted as
γMFLoS = E[trace(HLoSHHLoS)]. (3.2)
• ZF precoding matrix using the LoS CSI can be denoted from (2.8) and expressed as
WZFLoS =
1√
γZFLoS
HHLoS(HLoSH
H
LoS)
−1, (3.3)
where the power normalisation factor γZFLoS is given by
γZFLoS = E[trace(HHLoS(HLoSHHLoS)−1(H
H
LoS(HLoSH
H
LoS)
−1)H)] = E[trace((HLoSHHLoS)−1)]
(3.4)
3.3.2 Precoding schemes for Rician fading channel transmissions
In Rician fading channel transmissions, the instantaneous CSI of Rician fading channel
shown in (2.11) is adopted by the precoders.
• MF precoding using the Rician fading CSI is expressed from (2.11) and given by
WMFRic =
1√
(γMFRic )
HHRic, (3.5)
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where the power normalisation factor is denoted as
γMFRic = E[trace(HRicHHRic)]. (3.6)
• ZF precoding using the Rician fading CSI is given by
WZFRic =
1√
γZFRic
HHRic(HRicH
H
Ric)
−1, (3.7)
where the power normalisation factor can be expressed as
γZFRic =E[trace(HHRic(HRicHHRic)−1(H
H
Ric(HRicH
H
Ric)
−1)H)]=E[trace((HRicHHRic)−1)].
(3.8)
3.4 Effective SINR analysis for LoS transmissions
Following the effective SINR analysis for the Rayleigh fading channel transmissions
in section 2.4.5, in this section, the theoretical effective SINRs for LoS transmissions in
both the LoS channel and Rician fading channel are analysed and examined using random
matrix theory.
3.4.1 Effective SINR for LoS transmissions in the LoS channel
For LoS transmissions in a LoS channel, the received signal is given by (2.14) with the
precoding matrices and power normalisation factors of MF and ZF shown in (3.1), (3.2),
(3.3) and (3.4), respectively. Note that the expected value of each term (the desired signal,
interference and noise) in (2.14) all equal zero, the effective SINR for LoS transmissions
in the LoS channel is, therefore, expressed as
SINRLoS =
ρE[|akwk|2]
ρ∑Kj=1,
j ̸=k
E[|akw j|2]+1
, (3.9)
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where ak denotes the LoS channel vector of the k-th UT that is denoted in (2.9) and (2.10)
for both LoS transmission scenarios. The term E[|akwk|2] is the expected value of the
power of the desired signal, and the term ∑Kj=1,
j ̸=k
E[|akw j|2] is the expected value of the
power of the inter-user interference.
An asymptotic analysis for LoS transmissions in the LoS channel is made in [77]
assuming M → ∞, K ≪M. Such an assumption substantially fails to reveal the charac-
teristics of the LoS channel in realistic system configurations. In this part of the thesis,
the LoS channel property for a moderately large M is studied through the analysis of the
effective SINRs without the asymptotic assumption. Hence, the analysis applies to LoS
transmissions when M is finite and K ≤M.
• Effective SINR of MF precoding using the LoS CSI in the LoS channel
From the MF precoding scheme expressed in (3.1) and (3.2), and the effective SINR
shown in (3.9), the expected value of the power of the desired signal for the k-th UT
when the transmission channel is LoS can be denoted as
E[|akwk|2] = E[| 1γMFLoS
akaHk |2] =
1
γMFLoS
M2. (3.10)
The power normalisation factor is given from (3.2) and expressed as
E[γMFLoS ] = E[trace(HLoSHHLoS)] = trace(HLoSHHLoS) = MK. (3.11)
The expected value of the power of the inter-user interference from the signal
intended for the j-th UT received by the k-th UT can be denoted as
E[|akw j|2] = 1γMFLoS
E[|akaHj |2]. (3.12)
As illustrated in Chapter 2 section 2.4.2, LoS transmissions can be divided into
two scenarios based on the configuration of the antenna array at the BS, i.e. 2-D
transmissions from a ULA and 3-D transmissions from a UPA. Often, research
studies assume that the theory of the 2-D transmissions from a ULA can be applied
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directly to the 3-D transmissions from a UPA, which is not always true. Next, the
inter-user interference of the two LoS transmission scenarios for each array type
is illustrated considering MK ≪ ∞, which indicates the differences between the two
scenarios.
– For 2-D transmissions from a ULA, the inter-user interference shown in (3.12)
is obtained from (2.9) and (3.11) and expressed as
1
γMFLoS
E[|akaHj |2] =
1
MK
E[|
M
∑
m=1
e−j
2πd
λ (m−1)(cosϕk−cosϕ j)|2]. (3.13)
It can be seen from (3.13) that in 2-D transmissions from a ULA, the inter-user
interference of MF precoding in LoS transmissions is a function of the AoDs
of the spatially located UTs. With the knowledge of the distribution of the
AoDs, (3.13) can be further denoted as
1
γMFLoS
E[|akaHj |2] =
1
MK
∫ ∫
|
M
∑
m=1
e−j
2πd
λ (m−1)(cosϕk+cosϕ j)|2 f (ϕk,ϕ j)dϕkdϕ j,
(3.14)
where f (ϕk,ϕ j) denotes the joint probability density function (p.d.f.) on the
azimuth AoDs ϕk and ϕ j of the UTs. When UTs have independent geometrical
distributions, f (ϕk,ϕ j) = f (ϕk) f (ϕ j), where f (ϕk) and f (ϕ j) are the p.d.f.
on the k-th and the j-th UTs’ azimuth AoDs. A variety of distributions have
been proposed for the modelling of the AoDs’ distributions, such as uniform
[54, 77] and Laplacian [42] distributions.
– For 3-D transmissions from a UPA, the inter-user interference shown in (3.12)
is obtained from (2.10) and (3.11) and given by
1
γMFLoS
E[|akaHj |2] =
1
MK
E[|
Mx
∑
mx=1
My
∑
my=1
e−j
2πd
λ (A+B)|2], (3.15)
where
A= (mx−1)sinθk cosϕk +(my−1)sinθk sinϕk, (3.16)
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and
B = (mx−1)sinθ j cosϕ j +(my−1)sinθ j sinϕ j. (3.17)
Hence, (3.15) can be further denoted as
1
γMFLoS
E[|akaHj |2] =
1
MK
∫ ∫ ∫ ∫
|
Mx
∑
mx=1
My
∑
my=1
e−j
2πd
λ (A+B)|2 f (θk,ϕk,θ j,ϕ j)dθkdϕkdθ jdϕ j,
(3.18)
where f (θk,ϕk,θ j,ϕ j) denotes the joint p.d.f. on the elevation and azimuth
AoDs θk, ϕk, θ j and ϕ j of the UTs. When the UTs are independently dis-
tributed, f (θk,ϕk,θ j,ϕ j) = f (θk) f (ϕk) f (θ j) f (ϕ j) where f (θk), f (ϕk), f (θ j)
and f (ϕ j) are the p.d.f. on the elevation and azimuth AoDs.
From the inter-user interference of MF precoding in LoS transmissions shown in
(3.12), (3.14), and (3.18), when MK ≪∞, apart from the array configuration at the BS,
i.e. the separation between the antenna elements d and the number of elements M,
the inter-user interference is directly limited by the spatial locations of the UTs. The
expected value of the power of the inter-user interference can be obtained from the
p.d.f. on the AoDs. By comparing (3.14) and (3.18), it is evident that the structure of
the inter-user interference expression is significantly different between the two LoS
transmission scenarios. This results in difficulties in applying the analytical results
obtained from one scenario to the other.
From (3.9),(3.10),(3.11),(3.12), and (3.14), the effective SINR of MF precoding in
2-D LoS transmissions from a ULA can be obtained from the p.d.f. on AoDs and
given by
SINRMFLoS =
ρMK
ρ 1KM ∑
K
j=1, j ̸=k
∫ ∫ |∑Mm=1 e−j 2πdλ (m−1)(cosϕk+cosϕ j)|2 f (ϕk,ϕ j)dϕkdϕ j +1
(a)
=
ρMK
ρ K−1KM
∫ ∫ |∑Mm=1 e−j 2πdλ (m−1)(cosϕk+cosϕ j)|2 f (ϕk) f (ϕ j)dϕkdϕ j +1 ,
(3.19)
where (a) holds when ϕk is i.i.d. with p.d.f. f (ϕk) for ∀k ∈ {1, . . . ,K}.
3.4 Effective SINR analysis for LoS transmissions 45
For 3-D transmissions from a UPA, from (3.9),(3.10),(3.11),(3.12), and (3.18), the
effective SINR is given by
SINRMFLoS =
ρ MK
ρ 1KM
K
∑
j=1, j ̸=k
∫ ∫ ∫ ∫ | Mx∑
mx=1
My
∑
my=1
e−j
2πd
λ (A+B)|2 f (θk,ϕk,θ j,ϕ j)dθkdϕkdθ jdϕ j +1
(a)
=
ρ MK
ρ K−1KM
∫ ∫ ∫ ∫ | Mx∑
mx=1
My
∑
my=1
e−j
2πd
λ (A+B)|2 f (θk) f (ϕk) f (θ j) f (ϕ j)dθkdϕkdθ jdϕ j +1
,
(3.20)
where (a) holds when θk and ϕk are i.i.d. with p.d.f. f (θk) and f (ϕk) for ∀k ∈
{1, . . . ,K}. A and B are given by (3.16) and (3.17).
• Effective SINR of ZF precoding using the LoS CSI in the LoS channel
From the precoder expressed in (3.3), (3.4), and the effective SINR denoted in (3.9),
the expected value of the desired signal power for the k-th UT is given by
E[|akwk|2] = 1γZFLoS
. (3.21)
Due to the elimination of the inter-user interference by the ZF precoder, the effec-
tive SINR in (3.9) becomes the effective SNR as the elimination of the inter-user
interference term.
For the power normalisation of ZF precoding using the LoS CSI, the following
theorem reveals the relationship between the normalisation factor and the channel
singular values, which can be used for the calculation of γZFLoS when the distribution
of the channel matrix singular values is known. Note that this theorem applies to
any type of CSI adoption, therefore the footnote of channel type is omitted.
Theorem 1. γZF is the expected value of the sum of the inverse-square of the channel
matrix singular values, and can be given by
γZF = E[
K
∑
k=1
µ2k ] = E[
K
∑
k=1
1
ς2k
], (3.22)
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where µk denotes the k-th singular value of Z with Z=HH(HHH)−1, and ςk denotes
the k-th singular value of H, where H denotes the CSI adopted by the ZF precoder.
Proof. The normalisation factor of ZF is given by
γZF = E[trace(ZZH)] = E[trace(ZHZ)], (3.23)
where rank(H) = rank(HHH) = K when there are no identical vectors in H, i.e.
hk ̸= h j for ∀k, j ∈ {1, . . . ,K},k ̸= j, hence HHH is invertible.‡
The conjugate transpose of Z is denoted as
ZH = (HH(HHH)−1)H = ((HHH)−1)H(HH)H , (3.24)
with ((HHH)−1)H = ((HHH)H)−1§, (3.24) can be further denoted by
ZH = ((HHH)H)−1H = (HHH)−1H, (3.25)
therefore
ZHZ = (HHH)−1HHH(HHH)−1 = (HHH)−1. (3.26)
Hence, for the eigenvalues of ZHZ and HHH ,
µ2k =
1
ς2k
, (3.27)
where µ2k is the k-th eigenvalue of Z
HZ and ς2k is the k-th eigenvalue of HH
H with
ςk the k-th singular value of H¶.
Therefore, for ZF precoder, the power normalisation factor γZF =E[trace(ZZH)]† =
E[∑Kk=1 µ2k ] = E[∑
K
k=1
1
ς2k
], i.e. the expected value of the sum of the inverse of the
‡If LoS CSI is adopted, this requires that there’s no spatially overlapped UTs (i.e. θk ̸= θ j,ϕk ̸= φ j, for
∀k, j ∈ {1, . . . ,K},k ̸= j).
§If A is invertible, (AH)−1 = (A−1)H
¶The square roots of the non-zero, positive eigenvalues of AAH or AHA are the singular values of A.
†trace(A) = ∑Nn=1ψn if A is n×n square matrix, and ψn is the n-th eigenvalue of A.
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eigenvalues of HHH or the sum of the inverse of the squared singular values of the
CSI matrix.
From Theorem 1, with the knowledge of the p.d.f. on the singular values of H, the
power normalisation factor of the ZF precoder can be calculated by
γZF =
∫
. . .
∫ K
∑
k=1
1
ς2k
f (ς1, . . . ,ςK)dς1 . . .dςK. (3.28)
where f (ς1, . . . ,ςK) denotes the joint p.d.f. on the singular values.
Hence, from (3.21), (3.28), and (3.9), the effective SINR for ZF precoding LoS
transmissions in the LoS channel can be given by
SINRZFLoS =
ρ∫
. . .
∫
∑Kk=1
1
ς2k
f (ς1, . . . ,ςK)dς1 . . .dςK
. (3.29)
Note that (3.28) applies to any invertible channel matrices. Therefore, (3.29) can
also be used for fading transmissions analysis. For the Rayleigh fading channel,
the joint p.d.f. on the eigenvalues of HRayHHRay is derived in [78–80]. The research
on the joint singular or eigenvalues distribution for LoS channel matrices is very
limited with respect to an arbitrary AoDs distribution, which yields no mathematical
expression of the p.d.f. available. However, it can be obtained through measurements
from channel realisations.
Although, (3.29) is not a closed-form expression, clearly, the only term that restricts
the effective SINR calculation is the p.d.f. on the singular values. Since the power
normalisation factor of the ZF precoder is the expected value of the sum of the inverse-
square of the singular values, when the singular values have high probabilities of
being small (the channel matrix condition ‡ has a high probability of being poor
[79]), the effective SINR of the ZF precoder will be significantly decreased. To better
understand this property, the following quantitative analysis can be implemented.
‡The Matrix condition number= ς2K/ς21 . The matrix is poorly conditioned when the matrix condition
number is small.
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For example, if the k-th ordered singular value is ςk = 50.1, the contribution of
this value to the normalisation factor in (3.22) is 1ς2k
= 0.0004. If the k-th ordered
singular value increases by 50 and becomes ςk = 100.1, it yields approximately
zero contribution to the normalisation factor. However, if it decreases by 50 and
becomes ςk = 0.1, it yields the contribution to be 1ς2k
= 100, and the normalisation
factor increases by 100. Therefore, when the singular values tend to have high
probabilities of being small, the power normalisation factor of the precoding will be
greatly increased.
From (3.9), the increase of the normalisation factor γZF indicates that the precoder
requires more power to perform interference elimination. Consequently, with the
same total transmit power at the BS, the effective SINR decreases, which yields a
worse system performance. In LoS transmissions, such degradation on the system
performance arises when UTs are likely to be overlapped, which results in a higher
probability of having a poor channel condition.
3.4.2 Effective SINR for LoS transmissions in the Rician fading
channel
For a Rician fading channel, precoding with the statistical LoS CSI enables a longer
coherence time for the transmissions compared with the adoption of the instantaneous
Rician fading CSI. However, the downlink received signal at a UT suffers from extra intra-
user interference from the NLoS channel component. Moreover, the inter-user interference
received by a UT includes the transmitted signal intended for other UTs via both LoS and
NLoS paths, namely LoS and NLoS components of the inter-user interference. For MF
and ZF precoders using the LoS CSI only, the received signal of the k-th UT in the Rician
fading channel is denoted from (2.6) and given by
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yk = ρ
κ
1+κ
akwkxk︸ ︷︷ ︸
Desired Signal
+ ρ
1
1+κ
h˜kwkxk︸ ︷︷ ︸
Intra-user Interference
+
ρ
κ
1+κ
K
∑
j=1,
j ̸=k
akw jx j
︸ ︷︷ ︸
LoS Component of
Inter-user Interference
+ρ
1
1+κ
K
∑
j=1,
j ̸=k
h˜kw jx j
︸ ︷︷ ︸
NLoS Component of
Inter-user Interference
+ nk
︸︷︷︸
Noise
, (3.30)
where the Rician fading channel wk is given by (2.11). Consequently, the effective SINR
for LoS transmissions in the Rician fading channel is given by
SINRRic =
ρ κ1+κE[|akwk|2]
ρ ( 11+κE[|h˜kwk|2]+ κ1+κ ∑Kj=1,
j ̸=k
E[|akw j|2]+ 11+κ ∑Kj=1,
j ̸=k
E[|h˜kw j|2])+1
.
(3.31)
Next, the analysis of theoretical effective SINRs is provided. Since if the NLoS
component occupies the non-dominant position in a Rician fading channel compared with
the LoS component, the intra-user interference and NLoS inter-user interference received
via NLoS channel is relatively small. They can be derived assuming M → ∞. Such an
asymptotic analysis is more accurate when the LoS component becomes stronger, i.e. κ
increases, and M → ∞.
• Effective SINR of MF precoding using the LoS CSI in the Rician fading channel
The analysis of the LoS component of the inter-user interference is the same with
the derivation of it in the LoS channel as illustrated in (3.12).
From (3.30), both the intra-user and NLoS component of the inter-user interferences
are the MF precoded signals received via independent Rayleigh fading channels.
Therefore, the same analysis can be applied to both terms. The derivation of the
intra-user interference is given in the following sequel.
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From (3.31), the expected power of the intra-user interference via the NLoS channel
vector of h˜k is given by
E[|h˜kwk|2] = 1γMFLoS
E[|h˜kaHk |2] =
1
γMFLoS
E[|
M
∑
m=1
h˜k,ma∗k,m|2]
(a)
=
1
γMFLoS
M (3.32)
where, (a) holds since the LoS and NLoS channels are independent, and the elements
ak,m for ∀m= {1, . . . ,M} of the MF precoding vector ak do not colour the distribution
of the NLoS Rayleigh fading channel elements as M → ∞, therefore, h˜k,ma∗k,m ∼
CN (0,1) for ∀k ∈ {1, . . . ,K},∀m ∈ {1, . . . ,M}.
Hence, for MF precoding in the Rician fading channel using the LoS CSI, the
effective SINR can be derived from (3.31),(3.10),(3.11),(3.32),(3.12), and (3.14) for
2-D transmissions from a ULA and is given by
SINRMFRic
=
ρ κκ+1
M
K
ρ 1κ+1 +ρ
κ
κ+1
1
KM ∑
K
j=1, j ̸=k
∫ ∫ |∑Mm=1 e−j 2πdλ (m−1)(cosϕk+cosϕ j)|2 f (ϕk,ϕ j)dϕkdϕ j +1
(a)
=
ρ κκ+1
M
K
ρ 1κ+1 +ρ
κ
κ+1
K−1
KM
∫ ∫ |∑Mm=1 e−j 2πdλ (m−1)(cosϕk+cosϕ j)|2 f (ϕk) f (ϕ j)dϕkdϕ j +1 ,
(3.33)
where (a) holds when ϕk is i.i.d. with p.d.f. f (ϕk) for ∀k ∈ {1, . . . ,K}.
For 3-D transmissions from a UPA, from (3.31),(3.10),(3.11),(3.32),(3.12), and
(3.18), the effective SINR can be given by
SINRMFRic
=
ρ κκ+1
M
K
ρ 1κ+1 +ρ
κ
κ+1
1
KM
K
∑
j=1, j ̸=k
∫ ∫ ∫ ∫ | Mx∑
mx=1
My
∑
my=1
e−j
2πd
λ (A+B)|2 f (θk,ϕk,θ j,ϕ j)dθkdϕkdθ jdϕ j +1
(a)
=
ρ κκ+1
M
K
ρ 1κ+1 +ρ
κ
κ+1
K−1
KM
∫ ∫ ∫ ∫ | Mx∑
mx=1
My
∑
my=1
e−j
2πd
λ (A+B)|2 f (θk) f (ϕk) f (θ j) f (ϕ j)dθkdϕkdθ jdϕ j +1
,
(3.34)
where A and B are denoted in (3.16) and (3.17), and (a) holds when θk and ϕk are
i.i.d. with p.d.f. f (θk) and f (ϕk) for ∀k ∈ {1, . . . ,K}.
• Effective SINR of ZF using the LoS CSI in the Rician fading channel
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In the effective SINR of ZF precoding denoted in (3.30), the LoS component in the
inter-user interference is eliminated leaving the intra-user interference term and the
NLoS component in the inter-user interference term. The remaining interference
terms both arise from ZF precoded signals received via the independent Rayleigh
fading channels. Therefore, the same analysis can be implemented. In the following
sequel, the derivation of the intra-user interference term is given.
To obtain the expected value of the power of the intra-user interference E[|h˜kwk|2],
it is feasible to obtain the variances of the independent elements of h˜k,m and wm,k,
respectively. Since h˜k,m ∼i.i.d.CN (0,1), the variance of the ZF precoder element
wm,k is required that can be obtained from the desired signal power as demonstrated
in the following content.
As M →∞, for each element wm,k of the ZF precoding matrix WZFLoS, variance(wm,k)
→ 0. Therefore, for each UT, the desired received signal components from each
antenna element at the BS are approximately the same, i.e. ak,mwm,k → ak,nwn,k for
∀m,n ∈ {1, . . . ,M},m ̸= n. This results in E[|akwk|2]→ E[|Mak,mwm,k|2]. Conse-
quently,
E[|akwk|2] (a)= 1γZFLoS
→E[|Mak,mwm,k|2] =M2E[ak,mwm,k|2] (b)= M2E[|wm,k|2], (3.35)
where (a) is from (3.21), and (b) holds since ak,m∼C(0,1) for ∀k∈{1, . . . ,K},∀m∈
{1, . . . ,M}. Hence, by rearranging (3.35), the variance of the elements of ZF
precoding matrix when the LoS CSI is adopted is given by
E[|wm,k|2] = 1γZFLoS
1
M2
. (3.36)
Therefore, the expected value of the power of NLoS intra-user interference at the
receiver in (3.31) is obtained from (3.36) and given by
E[|h˜kwk|2] (a)= ME[|wm,k|2] = M× 1γZFLoS
1
M2
=
1
γZFLoS
1
M
, (3.37)
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where (a) holds since h˜k,m is independent from wm,k, and h˜k,m ∼i.i.d.CN (0,1).
Hence, for ZF in the Rician fading channel exploiting the LoS CSI, the effective
SINR can be obtained from (3.31),(3.21),(3.28), and (3.37) and given by
SINRZFRic =
ρ κκ+1
ρ 1κ+1
K−1
M + γ
ZF
LoS
(3.38)
where γZFLoS is given by (3.28).
From (3.19),(3.20),(3.29),(3.33),(3.34), and (3.38), it is evident that there is no closed-
form expression readily available for the effective SINRs of MF and ZF precoders using
the LoS CSI in LoS and Rician fading channels when MK ≪ ∞. System parameters of
SNR, M, K and Rician κ-factor impact on the effective SINR when M is moderately large.
Moreover, the LoS inter-user interference of the MF using the LoS CSI is proved to be
determined by the UTs spatial distribution, and hence can be obtained from the p.d.f. on
AoDs. The normalisation factor of ZF is constrained by the singular values of the channel
matrix, and hence can be obtained from the p.d.f. on the singular values of the LoS channel
matrix. Although there’s no solution convenient for the quantification of the impact of the
AoDs distribution on the singular values’ p.d.f., it has been noticed that the AoDs of the
UTs directly limit the performance of the ZF precoder through the power normalisation
factor.
3.5 Simulation results for LoS and fading channel
transmissions
In the first part of this section, the characteristics of the LoS channel are investigated.
The channel mean-square cross-correlation that restricts the effective SINR of MF precod-
ing is defined and examined. The singular values’ distribution that limits the ZF precoding
effective SINR is also demonstrated. Monte Carlo simulations are implemented for the
experiments. The impact of the scale of the BS array and AoDs’ distribution is studied.
The Rayleigh fading channel is also examined for comparison.
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In the second part of this section, the theoretical and simulated system performance
of the lower bound on the sum-rate capacity for LoS transmissions and fading channel
transmissions are examined and compared. Due to the fact that there’s no closed-form
expressions for the theoretical results, the numerical analysis is used to quantify the
theoretical results. The impact of system parameters, such as SNR, Rician κ-factor and M
are studied.
3.5.1 Channel mean-square cross-correlation
Define the channel mean-square cross-correlation for ∀k, j ∈ {1, . . . ,K}, and k ̸= j
[81–84] as
c ∆= E[|hkhHj |2]. (3.39)
By comparing the effective SINRs of MF precoder using the LoS CSI denoted in (3.19)
and (3.20) with it using the Rayleigh fading CSI denoted in (2.28), the only difference is
the inter-user interference term. Hence, the mean-square cross-correlation defined in (3.39)
can be examined to demonstrate the property of the channel as well as the MF precoder
performance when the corresponding CSI is used.
The LoS channel mean-square cross-correlation can be denoted as
cLoS = E[|akaHj |2]. (3.40)
From (3.12), the LoS channel mean-square cross-correlation is the inter-user interference
for the MF precoder using the LoS CSI in the LoS channel normalised by the factor of
1
γMFLoS
= 1MK as derived in (3.14) and (3.18) for 2-D transmissions from a ULA and 3-D
transmissions from a UPA.
For the Rayleigh fading channel, the mean-square cross-correlation is
cRay = E[|h˜kh˜Hj |2]. (3.41)
From (2.26), the Rayleigh fading channel mean-square cross-correlation is the inter-user
interference of MF in Rayleigh fading transmissions normalised by the factor of 1γMFRay
= 1MK .
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Table 3.1 2-D configured UPA.
M = Mx × My
16 4 4
32 8 4
64 8 8
128 16 8
256 16 16
512 32 16
1024 32 32
In the following investigations, 3-D transmissions from an M-element UPA are consid-
ered. The configurations of the UPA used in simulations are shown in Table 3.1. The LoS
channel is modelled considering the AoDs of the UTs θk,ϕk are uniformly distributed with
the elevation angle θ ∼i.i.d.U[0◦,θ ◦max] and the azimuth angle ϕ ∼i.i.d.U[−180◦,180◦]
for all k. Hence, θmax indicates the distribution range of the AoDs. 104 incidences of the
channel realisations are simulated. The mean-square cross-correlations of the LoS channel
and Rayleigh fading channel are calculated by (3.40) and (3.41), and normalised by a
factor of M. Note that the assumptions adopted here differ from the assumption made in
[31, 77] that assumed 2-D transmissions from a ULA at the BS with sinϕ ∼i.i.d.U[−1,1]
for all k. Such an assumption is inappropriate to reveal the characteristics of LoS channel
in 3-D transmissions from the randomness of AoDs perspective since i.i.d. random AoDs
distribution does not yield uniform distribution on sinϕ .
Fig. 3.1 illustrates the relationship between normalised mean-square cross-correlation
and M. From Fig. 3.1, the normalised Rayleigh fading channel mean-square cross-
correlation remains constant (=1) for any value of M, which is confirmed in (2.26). The
LoS channel is much more correlated compared with the Rayleigh fading channel. The
LoS channel mean-square cross-correlation increases with M, especially when θmax is
small, i.e. UTs are more likely to be spatially close to each other.
Fig. 3.2 shows the impact of θmax on the normalised mean-square cross-correlation.
The mean-square cross-correlation of the Rayleigh fading channel is unity for any M
as shown in Fig. 3.1. Therefore, the average value of unity is plotted in Fig. 3.2. It
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Fig. 3.1 Normalised channel mean-square cross-correlation vs number of BS antennas (M).
θ ∼ U[0◦,θ ◦max] and ϕ ∼ U[−180◦,180◦] are considered with f = 2.6 GHz, d = λ/2. 104
channel incidences.
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Fig. 3.2 Normalised channel mean-square cross-correlation vs θmax. θmax denotes the
range of the AoDs distribution. θ ∼ U[0◦,θ ◦max] and ϕ ∼ U[−180◦,180◦] are considered
with f = 2.6 GHz, d = λ/2. 104 channel incidences.
is shown that the normalised LoS channel mean-square cross-correlation decreases and
approaches unity when θmax increases. For a common BS coverage of θmax = 60◦ [31],
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the mean-square cross-correlation of LoS channel is severe, e.g. when M = 128, the LoS
channel mean-square cross-correlation is doubled compared with that of the Rayleigh
fading channel.
Fig. 3.1 and Fig. 3.2 show that MF precoding performs worse in LoS transmissions
than it would in the Rayleigh fading channel transmissions due to the higher mean-square
cross-correlation of the LoS channel. The mean-square cross-correlation of the LoS
channel is reduced when the AoDs are distributed within a wider range.
3.5.2 The distribution of channel matrix singular values
It is indicated in section 3.4.1 that singular values of the channel matrix determine the
effective SINR of the ZF precoder via the normalisation factor. To further ascertain the
impact of M and distribution of AoDs on the singular values distribution, the cumulative
distribution function (c.d.f.) on each ordered squared singular value ςk for k = 1, . . . ,K
with ς21 ≤ ·· · ≤ ς2K is investigated in this section. 3-D transmissions from a UPA to
K = 10 single antenna UTs are considered. For LoS channel matrices, the AoDs follow
uniform distributions with θ ∼ U[0◦,θmax] and ϕ ∼ U[−180◦,180◦] for all k. 104 channel
realisations are simulated. Therefore 104 groups of ordered squared singular values
are obtained. The c.d.f. on each ordered squared singular value is hence examined.
Comparisons are made between the LoS channel and Rayleigh fading channel.
Fig. 3.3a & 3.3b, Fig. 3.4a & Fig. 3.4b, and Fig. 3.5a & 3.5b present the c.d.f. on the
ordered squared singular values of the channel matrix for the LoS channel with θmax = 50◦
and the Rayleigh fading channel for M = 32,128, and 512. It is illustrated that all of the
singular values increase with M. As a consequence, the power normalisation factor of the
ZF precoder decreases when M increases. Therefore, when the total transmit power at the
BS is limited, ZF precoding performs better with the scaling up of the antenna array at the
BS for both cases of transmissions in the LoS channel and Rayleigh fading channel.
Fig. 3.6a, Fig. 3.4a, and Fig. 3.6b show the c.d.f. on K = 10 ordered squared singular
values of the LoS channel matrices when M = 128 for different AoDs distributions, i.e.
θmax = 10◦,50◦ and 90◦. It is shown that the LoS channel is likely to have small singular
values along with a large value spread (ς2K − ς21 ). As θmax decreases, i.e. the range of
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(a) LoS channel. θmax = 50◦. (b) Rayleigh fading channel.
Fig. 3.3 Cumulative distribution of ordered squared singular values ς2k , for k = 1, . . . ,K
of (a) LoS channel matrices with θmax = 50◦ and (b) Rayleigh fading channel matrices.
M = 8×4 = 32,K = 10, f = 2.6 GHz, d = λ/2. 104 channel incidences.
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Fig. 3.4 Cumulative distribution of ordered squared singular values ς2k , for k = 1, . . . ,K
of (a) LoS channel matrices with θmax = 50◦ and (b) Rayleigh fading channel matrices.
M = 16×8 = 128,K = 10, f = 2.6 GHz, d = λ/2. 104 channel incidences.
AoDs distribution narrows, the values of the smaller ordered singular values decrease
significantly. For example, in Fig. 3.6a for θmax = 10◦, the leftmost curve (the c.d.f. on
the smallest squared singular value ς21 distribution) indicates that the smallest squared
singular value is less than 1 with a 100% probability. However, the leftmost curve of Fig.
3.4a shows that there is a 5% probability for the smallest squared singular value to be less
than 1 when θmax = 50◦. When θmax = 90◦, there is only a 2% probability as shown by
the leftmost curve in Fig. 3.6b. For all of the figures, there’s no significant variation of
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(a) LoS channel. θmax = 50◦. (b) Rayleigh fading channel.
Fig. 3.5 Cumulative distribution on ordered squared singular values ς2k , for k = 1, . . . ,K,
of (a) LoS channel matrices with θmax = 50◦ and (b) Rayleigh fading channel matrices.
M = Mx×My = 32×16 = 512,K = 10, f = 2.6 GHz, d = λ/2. 104 channel incidences.
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Fig. 3.6 Cumulative distribution on ordered squared singular values ς2k , for k = 1, . . . ,K, of
LoS channel matrices with (a) θmax = 10◦ and (b) θmax = 90◦. M = Mx×My = 16×8 =
128,K = 10, f = 2.6 GHz, d = λ/2. 104 channel incidences.
the c.d.f. on the maximum squared singular value ς2K (the rightmost curve of each figure),
which is around 102.
Fig. 3.4b illustrates the c.d.f. on ς2k for Rayleigh fading channel. It is obvious that the
curves have uniform spread around 102 with little value spread.
Therefore, compared with the Rayleigh fading channel matrix, the LoS channel matrix
is more likely to have higher singular values, especially when AoDs have a wider distribu-
tion range, i.e. the UTs are more likely to be spatially away from each other. This illustrates
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that ZF precoding performs worse in the LoS channel than it would in the Rayleigh fading
channel as analysed in section 3.4.1.
In general, from investigations of the mean-square cross-correlation and c.d.f. on the
ordered squared singular values for LoS and Rayleigh fading channels, it can be concluded
that the performance of MF and ZF in LoS transmissions is highly limited by M and
the distribution of AoDs. A wider range of AoDs distribution improves the percoders’
performance by decreasing the inter-user interference for MF and normalisation factor for
ZF.
3.5.3 System performance of LoS transmissions and fading channel
transmissions
In this section, the performance of the lower bound on the system sum-rate capacity for
LoS transmissions and fading channel transmissions are examined through Monte Carlo
simulations to further study the effectiveness of MF and ZF precoding in the Rician fading
channel when the statistical LoS CSI is utilised. The impact of the system parameters, i.e.
SNR, Rician κ-factor and M on system performance is also analysed.
A single-cell massive MIMO system is considered assuming the BS is equipped with an
M = Mx×My-element UPA, and K single antenna UTs are served. For LoS transmissions
and Rician fading channel transmissions, 3-D transmissions with ϕ ∼i.i.d.U[−180◦,180◦]
and θ ∼i.i.d.U[0,90◦] are considered. The carrier frequency f is 2.6 GHz and the sepa-
ration between adjacent BS antenna elements d is 12λ . For simplicity but without loss of
generality, assume that the UTs experience the same large-scale fading that is normalised
to unity, and the same Rician κ-factor.
Numerical analysis is used to approximate the theoretical results which are not closed-
form expressions. The system sum-rate capacity lower bounds are obtained by (2.20), in
which the numerical effective SINRs for LoS transmissions in LoS channel and Rician
fading channel are calculated by (3.20),(3.34) for MF precoding, and (3.29),(3.38) for ZF
precoding. Since the expected value of the power of the inter-user interference for MF
precoding utilising the LoS CSI does not yield a closed-form expression, the simulation
results from Fig. 3.1 are adopted in the numerical effective SINR results. As for the ZF
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Fig. 3.7 Lower bounds on the sum-rate capacities of MF precoding vs SNR (dB) for LoS
and fading channel transmissions. 3-D transmissions from a UPA at the BS are considered
with M = Mx×My = 16×8 = 128,K = 10, f = 2.6 GHz, d = λ/2.
precoding utilising the LoS CSI, the measurements from simulation results are adopted
for the power normalisation factor calculation in numerical effective SINRs. For Rayleigh
fading channel transmissions, the theoretical effective SINR for MF is calculated by (2.28)
and for ZF is by (2.31). The simulated results of the effective SINRs for LoS transmissions
in the LoS channel are calculated by (3.9), for Rayleigh fading channel transmissions
is calculated by (2.18), and for Rician fading channel transmissions is calculated by the
similar method as shown in (3.9).
Fig. 3.7 illustrates the sum-rate capacity lower bounds of MF precoding versus the
SNR (dB) for LoS and fading channel transmissions. For the Rician fading channel, κ = 8
dB is considered. It can be seen that for LoS and Rayleigh fading channel transmissions,
the numerical results (LoS transmissions) and theoretical result (Rayleigh fading channel
transmissions) agree closely with the simulated results. All of the curves show a similar
shape with no crossover. Lower bounds increase logarithmically with SNR (dB) and con-
verge to different non-zero limits due to the existence of inter-user interference. Rayleigh
fading transmissions perform the best, which confirms that the Rayleigh fading channel
has the lowest mean-square cross-correlation. The precoding in the Rician fading channel
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Fig. 3.8 Lower bounds on the sum-rate capacities of ZF precoding vs SNR (dB) in LoS
and fading channel transmissions. 3-D transmissions from a UPA are considered with
M = Mx×My = 16×8 = 128,K = 10, f = 2.6 GHz, d = λ/2.
using the LoS CSI yields a close performance to it using the Rician fading CSI with a
minor penalty (maximum 2 bit/s/Hz). Therefore, the interference arising from the NLoS
component in the Rician fading channel has little impact on the system performance for
LoS transmissions as SNR increases.
Fig. 3.8 illustrates the sum-rate capacity lower bound performance of ZF precoding
for the same transmissions in Fig. 3.7. The numerical results (LoS transmissions) and
theoretical result (Rayleigh fading channel transmissions) agree closely with the simulated
results, except for the case of using the LoS CSI in the Rician fading channel, especially
in the high SNR region. This is due to the fact that, the asymptotic analysis adopted
for the theoretical intra-user interference and NLoS component of inter-user interference
is less accurate when M is moderately large. All of the transmissions show that the
lower bounds grow without limit and increase linearly at the high SNR region, except
the LoS transmissions in the Rician fading channel, due to the presence of interference.
The performance in the LoS channel is within a gap of 4 dB from the fading channel
transmissions. The lower bound of the LoS transmissions in the Rician fading channel only
approximates the LoS channel performance in the low SNR region. As SNR increases,
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Fig. 3.9 Lower bounds on the sum-rate capacities of the MF and ZF vs Rician κ-factor
in LoS and Rician fading channel transmissions when the channel is Rician fading. 3-D
transmissions from a UPA at the BS are considered with M =Mx×My = 16×8= 128,K =
10, SNR=8 dB, θk ∼ U[0◦,90◦],ϕk ∼ U[−180◦,180◦], f = 2.6 GHz, d = λ/2.
the interference from the NLoS component seriously harms the lower bound that yields a
maximum rate of 50 bit/s/Hz. This indicates that the NLoS interference is detrimental to
ZF precoding for LoS transmissions in the Rician fading channel, especially in the high
SNR region.
To further examine the impact of Rician κ-factor on the system performance of LoS
transmissions in the Rician fading channel, Fig. 3.9 shows the simulation results of the
sum-rate lower bound performance versus the Rician κ-factor for LoS transmissions and
Rician fading channel transmissions in the Rician fading channel. SNR=8 dB is considered.
It can be seen that the lower bounds of MF and ZF decrease to non-zero limits when
κ (dB) increases when the Rician fading CSI is adopted. This is due to the increase of
channel mean-square cross-correlation with the reinforcing of the LoS channel component.
However, when the LoS CSI is adopted, the lower bounds of MF and ZF increase with
κ to non-zero limits. The maximum lower bound of MF using the LoS CSI equals the
minimum lower bound for the Rician fading CSI. The ZF precoder shows a similar trend.
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Fig. 3.10 Lower bounds on the sum-rate capacities of MF and ZF vs number of antennas at
the BS in LoS and Rician fading channel transmissions when the channel is Rician fading.
3-D transmissions from a UPA at the BS are considered with K = 10, SNR=8 dB, κ=8 dB,
θk ∼ U[0◦,90◦],ϕk ∼ U[−180◦,180◦], f = 2.6 GHz, d = λ/2..
Therefore, the system performance of both MF and ZF using the LoS CSI is robust in the
Rician fading channel when the power of LoS component is high.
Next, the impact of the number of antennas deployed at the BS on the system perfor-
mance for LoS transmissions and Rician fading channel transmissions is examined. The
simulation results of the sum-rate lower bounds against the number of antennas at the BS
are indicated in Fig. 3.10. The configurations of the UPA are taken from Table 3.1. SNR=8
dB and κ=8 dB are considered. It can be seen that all of the lower bounds grow with M
without limits. For MF precoding, using the LoS CSI yields a very close performance
to the case of using the Rician fading CSI, and both lower bounds increase linearly with
M. As for ZF precoding, the performance of LoS transmissions only approaches the
performance of Rician fading channel transmissions in the large M region. This indicates
that ZF precoding for LoS transmissions in the Rician fading channel performs well when
M is large. By comparing the performance of MF and ZF in LoS transmissions, MF
outperforms ZF when M ≤ 128, however, the advantage of MF diminishes quickly as M
increases. After M=128, the lower bound of ZF exceeds that of MF and has a higher rate.
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Therefore, when only the statistical LoS CSI is adopted, MF is more appropriate when
the scale of the array at the BS is not so large. ZF performs better when there are more
antennas at the BS.
3.6 Summary
The massive MIMO technique provides orders of magnitude performance enhancement
of both the spectral efficiency and energy efficiency with low-complexity linear processing
and is considered to be one of the key techniques for 5G networks. Most of the current
research for sub-6 GHz massive MIMO focuses on the transmissions in rich scattering
environments modelled as a Rayleigh fading channel.
This chapter focuses on massive MIMO LoS transmissions, in which the statistical
LoS CSI is adopted for precoding instead of the instantaneous fading CSI. The adoption of
LoS CSI benefits the system, as it enables a longer coherence time and is straightforward
to estimate.
The lower bounds on the sum-rate capacities for MF and ZF precoding schemes in LoS
transmissions have been derived and evaluated through effective SINRs. It is illustrated
that when MK ≪ ∞, there is no closed-form expression available for the effective SINR
and the lower bound. However, the inter-user interference of MF precoding is given as
a function of p.d.f. on AoDs, and the power normalisation factor for ZF precoding is
provided as a function of p.d.f. on the channel matrices’ singular values.
The LoS channel characteristics are evaluated through mean-square cross-correlation
and singular values distribution. The number of antennas at the BS and the AoDs distribu-
tion determine the system performance for LoS transmissions. A wider AoDs distribution
range yields a better system performance.
The lower bounds on the sum-rate capacities for LoS transmissions using MF and
ZF are evaluated through theoretical (approximated by numerical results) and simulation
results and compared with the lower bounds for fading channel transmissions. It is shown
that LoS transmissions in the Rician fading channel are robust. For MF precoding, the
adoption of the LoS CSI operates closely to the adoption of the Rician fading CSI when
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the LoS component is strong. For ZF precoding, the performance of the LoS CSI adoption
tends to approach the performance of the Rician CSI adoption in the low SNR region
with high Rician κ-factor when the array-scale is large. For LoS and fading channel
transmissions, both the scaling up of the array and the increase of SNR improve the system
performance. For LoS transmissions, a wider range of AoDs distribution or a higher Rician
κ-factor enhances the system performance.
At this point in the thesis, the investigation of the sub-6 GHz massive MIMO LoS
transmissions has been demonstrated and compared with the fading channel transmissions.
In the upcoming chapter, the focus is on the mmWave massive MIMO transmissions
at 28 GHz-300 GHz. Note that the array response vector is the common component
of the sub-6 GHz LoS channel in (2.8) and the limited-scattering clustered mmWave
channel in (2.32). Besides, due to the high pathloss, mmWave transmissions show the
limited spatial selectivity. The similarities and differences between sub-6 GHz LoS and
mmWave transmissions prompt the motivation for research into the mmWave massive
MIMO transmissions.
Chapter 4
MmWave Massive MIMO Precoding
Schemes and Hardware Configurations
4.1 Introduction
Massive MIMO is a key technique for 5G wireless communications and refers to the
principle of deploying a large-scale antenna array at the cellular BS to serve tens of UTs
simultaneously [13]. Massive MIMO is both spectral and energy efficient with several
orders of magnitude improvement over conventional MIMO techniques as illustrated
in Chapter 3. MmWave communications exploit signals with higher frequencies from
28 GHz to 300 GHz than the microwave signals with frequencies under 6 GHz used in
most of the current commercial wireless networks. MmWave transmissions are emerging
as the solution to meet the current exploding bandwidth and data traffic demands. The
application of mmWave transmissions in massive MIMO systems is appealing since the
mmWave spectrum bands are less crowded, and the reduction in wavelength allows a
large-scale antenna configuration to be packed into a small transceiver platform [20, 21].
In conventional massive MIMO transmissions at sub-6 GHz frequencies, the signals often
exhibit statistically i.i.d. Rayleigh fading channels. However, severe pathloss is experienced
at mmWave frequencies, which leads to sparse channels regarding multipath propagation
[20] and the tightly packed array gives rise to high channel correlation. Although simple
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linear precoding algorithms, e.g. MF and ZF, are proven to yield near optimal system
performance with low complexity [12] in sub-6 GHz massive MIMO transmissions, full
digital baseband processing requires an exclusive RF chain to be connected to each antenna
to achieve both amplitude and phase control. Such a hardware architecture leads to
high cost and power consumption that is undesirable yet circumventable when applied to
mmWave massive MIMO systems [20, 44].
Schemes that exploit the RF-domain control have drawn attention to the signal pro-
cessing design for mmWave point-to-point MIMO (P2P MIMO) transmissions, wherein
a BS serves only one UT at a time, and both the BS and UT are equipped with multiple
antennas. The analogue beam-forming technique developed for P2P MIMO systems only
involves phase control of a constant envelop signal on each element of the transmit antenna
via a network of phase shifters in the RF domain instead of using digital baseband control
[45, 46, 66, 85–91]. The beamspace MIMO method is utilised for analogue beam-forming
[45, 46, 66, 85, 86] where discrete Fourier transform (DFT) vectors serve as the orthonor-
mal basis for the spatial signal space and used to beam-form the signal to the subspace
of the actual channel, which captures most of the channel power. In [87–91], a codebook
beamtraining method is exploited, by which the transmitter and receiver jointly select
their analogue beam-forming vectors aiming to acquire the strongest received signal. The
codebook with multiple resolutions is designed to measure iteratively the spatial signal
power. The codes in the codebook are used for steering beams with different beamwidths
to specific directions. Step by step, codes are selected to make beamwidths more nar-
row in order to search for the direction of the strongest signal. Extra processing for the
channel estimation is no longer needed since beamforming vectors are found during the
beamtraining phase. In [91], for a mmWave MIMO link, it is shown that as the number
of transmit and receive antennas grows large, the optimal solution from singular value
decomposition (SVD) precoding and combining using the unconstrained baseband signal
processing, converges to the solution of using beam steering vectors at the transmitter and
receiver. Hence, the exhaustive or iterative searching for the optimal steering vectors is
not necessary under the limitation of phase-only control and predefined directions. The
analogue codebook beamtraining P2P MIMO beam-forming method has already been
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implemented in commercial standards such as IEEE 802.11ad [39, 92], IEEE 802.15.3c
[38] and wireless HD [36] for single data-stream transmissions. Analogue beam-forming
allows low-complexity signal processing along with low consumption on fabrication and
energy. However, the performance is limited by the absence of signal amplitude control
and the additional constraint from the available phase quantisation for the beam steering.
The hybrid precoding technique combines analogue control in the RF domain with
low-dimensional digital control in the baseband [10, 42, 44, 64, 93]. The number of RF
chains required is much less than the number of antennas. In [42], a mmWave large-scale
P2P MIMO hybrid precoding scheme focusing on the single or multiple streams linear
array is proposed assuming the CSI is known at both the transmitter and receiver. By
SVD of the channel matrix, the precoder and combiner ensure the maximum capacity
using the orthogonal matching pursuit (OMP) algorithm. The OMP approach iteratively
searches for steering vectors along which the optimal precoder has the maximum projection
and then adds this vector to the analogue precoder. The baseband precoder is calculated
through the least squares approach. After removing the discovered vectors from the optimal
precoder, the residual precoder becomes the updated optimal precoder that guides the next
round of searching until the digital and analogue precoding matrices are formed. This
method is not realisable in massive MIMO due to the lack of cooperation between the
UTs. In [93], a limited feedback precoding scheme is studied for a multi-user MIMO
system, in which each UT is equipped with multiple antennas. In the first stage, the
codebook RF precoding is used to maximise the precoder and combiner SNR between
the BS and UTs, neglecting other users’ interference to noise ratio. In the second stage,
the effective channel per user is estimated, quantised and fed back. Subsequently, the BS
uses ZF to eliminate the inter-user interference. The requirement for channel estimation
and feedback at the UTs in this two-stage process adds complexity to the system. More
importantly, the quantisation of the effective channel limits the system performance. A
joint spatial division and multiplexing scheme for mmWave channels is proposed in [64],
which groups users with similar covariance matrices within each group. The RF precoding
is applied to users within the same group to form beam patterns, and the digital precoding
is applied to users between groups to cancel the interference. However, the number of
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UTs per group restricts the system performance plus the number of data streams supported
is limited. The superiority of the hybrid precoding approach to the analogue precoding
approach is embodied in the extra degrees of freedom added by the digital control. Such
degrees of freedom can be exploited, for example, to cancel the multi-stream or multi-
user interference, without raising the fabrication cost and signal processing complexity
to prohibitive levels. The trade-off between energy efficiency and spectrum efficiency
of hybrid beam-forming for large-scale antenna systems is studied in [44]. There it is
indicated that system complexity and hardware architecture are of great importance when
designing the mmWave massive MIMO hybrid precoding algorithms.
Many mmWave MIMO channel estimation techniques have been developed for P2P
MIMO systems focusing on the recovery of the overall channel from the estimation of
each path. For example, compressive sensing techniques enable the estimation of the
complex path gain, the AoD and AoA of each path when reconstructing a clustered
mmWave channel [10, 94, 95]. In [94], the transmit beam pattern and receive combining
vectors need to be designed using multiple channel measurements, which depend on the
number of paths presented in the limited-scattering clustered mmWave channel, and each
training state relies on the result of the previous training stage. Such channel estimation
algorithms sequentially estimate each users’ channel one after the other at both the UT
and BS for multi-user MIMO systems. However, for TDD-mode massive MIMO systems
with single-antenna UTs, the sequential estimation of each UT’s channel is not feasible
when the system scales up. The available coherence time may be completely used up
when estimating the channels for all received paths for each UT sequentially. Many
channel estimation algorithms for TDD-mode massive MIMO have been developed to
obtain the complex channel coefficients H [32–34]. For a mmWave channel, each complex
channel coefficient consists of a small number of individual complex path gains that can
be estimated separately from H.
This chapter focuses on mmWave massive MIMO downlink transmissions and aims to
provide a low-complexity precoding algorithm that can be executed by low-cost and energy-
efficient signal processing. The limited-scattering clustered channel model is adopted,
which characterises the sparse nature of the mmWave channel. TDD-mode massive
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MIMO systems are considered, in which the CSI contributed by all of the mmWave
paths is acquired via the uplink pilot training process, and the CSI is assumed to be
known at the BS. The large-scale multi-user precoding complexity and the mmWave signal
processing constraints are jointly addressed with the exploitation of the limited-scattering
clustered characteristic of the mmWave channel. The main contributions of this chapter is
summarised below.
• Develop a novel channel deconstruction algorithm for TDD-mode mmWave massive
MIMO systems. The limited-scattering clustered property of the mmWave channel
and the asymptotic orthogonality of the massive MIMO channel are jointly exploited
in the design. The proposed algorithm enables the BS to estimate the array response
and the complex path gain from the CSI for each contributive mmWave path for
each UT.
• Analysis of the effectiveness of the proposed channel deconstruction approach on
the precise estimation of the path parameters with the scaling up of the array at the
BS, as well as the immunity to the Gaussian noise presented in the imperfect CSI.
• Developing analogue and hybrid beam-selecting precoding algorithms for multi-user
mmWave massive MIMO transmissions. The proposed algorithms aim to achieve a
robust system performance while at the same time they can be implemented with
low signal processing complexity, less energy consumption, and low fabrication
cost with respect to the conventional massive MIMO signal processing method.
To this end, the mmWave precoder design is transformed into a mmWave beam-
selecting problem, and hence the mmWave massive MIMO analogue and hybrid
beam-selecting (ABS and HBS) precoding approaches are proposed that employ the
strongest path parameters estimated by the proposed channel deconstruction method.
• Designs of the system hardware architecture for the proposed analogue beam-
selecting and hybrid beam-selecting precoding approaches. Both designs exhibit low
signal processing complexity and far fewer RF chains than the conventional massive
MIMO signal processing. The number of required RF chains for both designs is
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independent of the number of BS antennas, which is vital with the scaling up of the
system.
• Performance evaluation of the proposed ABS and HBS. The analysis of theoretical
effective SINRs and lower bounds on the sum-rate capacities are completed using
random matrix theory and ordered statistics principles.
The simulation results show that the proposed channel deconstruction scheme achieves
the accurate estimation of the parameters for the strongest path with the scaling up of
the BS from both the perfect CSI and Gaussian-perturbed CSI. The system performance
of sum-rate lower bounds for the proposed ABS and HBS precoders are evaluated by
simulations and compared with the optimal performance of the MF precoder exploiting
the unconstrained digital baseband signal processing. Simulation results indicate that the
selection of the strongest path by the proposed precoders substantially contributes to the
system performance, due to the limited-scattering clustered nature of the mmWave channel
and the large number of antennas deployed at the BS. The performance of both of the
proposed precoders is mainly limited by the number of received paths. However, both
proposed precoders maintain the performance over a large range of the CSI imperfection
factor.
4.2 System Model
The massive MIMO single-cell downlink system model introduced in Chapter 2 section
2.4.1 is considered, in which an M-element antenna array is equipped at the BS and
communicating with K single-antenna UTs exploiting mmWave signals.
4.3 MmWave limited-scattering clustered channel model
for massive MIMO systems
MmWave signals experience strong free-space pathloss that limits the scattering effect.
Hence, the narrowband limited-scattering clustered channel model, introduced in (2.32), is
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considered based on the extended Saleh-Valenzuela model and is commonly exploited for
the mmWave massive MIMO channel modelling [20, 42, 93].
The channel vector from the M-element array at the BS to the k-th single-antenna
UT hk ∈ C1×M is considered to be composed from L clusters of paths and there are Npath
paths within each cluster as illustrated in (2.32). For simplicity, assume that each cluster
only contributes a single path to the channel, i.e. Npath = 1. Also, consider that, the
antennas at the BS and UTs are isotropic antennas, which set the antenna gain functions
to unity, i.e. Λr(θ rl,npath,ϕ
r
l,npath
) = 1 and Λt(θ tl,npath,ϕ
t
l,npath
) = 1 for any AoAs and AoDs
[20, 42, 93]. For single-antenna UTs, the receive antenna response at the k-th UT becomes
unity, i.e. ar(θ rl,npath,ϕ
r
l,npath
) = 1. Therefore, the mmWave massive MIMO narrowband
channel vector from the BS to the k-th single-antenna UT can be obtained from (2.32) and
given by
hk =
L
∑
l=1
α lka
l
k(θ
l
k,ϕ
l
k) (4.1)
where L denotes the number of received paths or clusters, and hk ∈ C1×M, α lk denotes the
complex gain of the path in the l-th cluster, i.e. the l-th path of the k-th UT. Consider that
α lk ∼i.i.d.CN (0, 1L), i.e. each path has equal average path power. α lk takes into account
the maximum Doppler shift, the AoA of the l-th path relative to the k-th UT’s direction
of motion and the omnidirectional pathloss [96]. The elevation and azimuth AoDs of the
l-th path of the k-th UT are θ lk,ϕ
l
k and a
l
k(θ
l
k,ϕ
l
k) ∈ C1×M is the corresponding transmit
antenna array response vector for the k-th UT. Therefore, for a BS equipped with a ULA,
the transmit antenna array response of the l-th path of the k-th UT in 2-D transmissions
can be denoted from (2.9) and given by
alk(ϕ
l
k) =
[
1,e−j
2π
λ d cos(ϕ
l
k), . . . ,e−j(M−1)
2π
λ d cos(ϕ
l
k)
]
, (4.2)
where λ is the carrier wavelength and d is the distance between the adjacent antenna
elements. For 3-D transmissions from a UPA, the transmit antenna array response vector
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for the l-th path is give from (2.10) by
alk
(
θ lk,ϕ
l
k
)
=
[
1, ..,e−j
2π
λ d((mx−1)sin(θ lk)cos(ϕ lk)+(my−1)sin(θ lk)sin(ϕ lk)),
. . . ,e−j
2π
λ d((Mx−1)sin(θ lk)cos(ϕ lk)+(My−1)sin(θ lk)sin(ϕ lk))
]
,
(4.3)
where 1≤ mx ≤Mx, 1≤ my ≤My are the indices of the antenna elements on the x and y
dimensions, respectively, Mx and My are the numbers of the antennas along the x and y
dimensions, and M = Mx×My.
Hence, the mmWave massive MIMO channel coefficients matrix H ∈ CK×M from the
BS to K UTs is denoted as
H = [hT1 , . . . ,h
T
K]
T , (4.4)
where E[trace(HHH)] = KM from (4.1).
4.4 Channel deconstruction algorithm
The previous section illustrated the channel model which incorporates the limited-
scattering clustered property of the mmWave massive MIMO channel. The objective is
to design a precoding algorithm for TDD-mode mmWave massive MIMO systems which
can be implemented by low-complexity, low-cost and energy-efficient signal processing.
Before proposing the precoding scheme, a channel deconstruction algorithm is firstly
proposed in this section, which utilises the obtained CSI to obtain parameters for the
proposed precoding schemes.
Consider a TDD-mode massive MIMO system, in which the instantaneous CSI of the
mmWave channel for the multi-user downlink precoding process is acquired by the BS
through pilot training. From (4.1) and (4.4), the CSI estimated by the BS is the complex
channel coefficients contributed by all of the paths.
The channel deconstruction algorithm proposed in this section enables the estimation
of the individual mmWave path parameters for each UT from the CSI, i.e. the complex
path gains α lk and the corresponding AoDs θ
l
k,ϕ
l
k for ∀l = {1, . . . ,L} and ∀k = {1, . . . ,K}.
The proposed channel deconstruction algorithm exploits the limited-scattering clustered
property of the mmWave channel as well as the asymptotic orthogonality of the massive
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MIMO channel. Random matrix theory is used to analyse the effectiveness of the proposed
algorithm assuming the number of BS antennas M → ∞. The estimation from both the
perfect CSI and Gaussian-perturbed CSI is considered. Finally, the estimation mean-square
error is explored for the quantification of the estimation accuracy.
4.4.1 Channel deconstruction from perfect CSI
Consider that the CSI of the mmWave channel coefficients matrix H is perfectly
known at the BS via ideal uplink training. 2-D transmissions from an M-element ULA
are considered with the channel matrix H given by (4.2),(4.1) and (4.4) to simplify the
formulation and derivation. Nonetheless, the following sequel may be applied to the 3-D
transmissions from a planar array case too. Let alk,m(ϕ
l
k) = e
−j 2πλ d(m−1)cos(ϕ lk) denote the
m-th element of the transmit array response vector alk of the l-th path for the k-th UT
corresponding to the AoD of ϕ lk as shown in (4.2) that gives the linear BS array response
vector of the l-th path of the k-th UT
alk(ϕ
l
k) = [1,a
l
k,2(ϕ
l
k), . . . ,a
l
k,M(ϕ
l
k)]. (4.5)
From (4.1), the channel vector can be further denoted using (4.5) as
hk = [
L
∑
l=1
α lk,
L
∑
l=1
α lka
l
k,2(ϕ
l
k), · · · ,
L
∑
l=1
α lka
l
k,M(ϕ
l
k)]. (4.6)
Consider a training matrix T ∈ CN×M that is used by the BS to perform the path
estimation from the measured CSI using a channel deconstruction algorithm †. The
construction of the training matrix follows the array response vectors of the BS array to N
potential spatial directions ωn for n = 1, . . . ,N. Let the number of BS training beams be N
with N ≫ L. Then N non-overlapping training beam spatial directions ω1, ...,ωN can be
specified, which cover the whole distribution range of the AoDs ϕ lk for ∀k, ∀l. In particular,
for uniform training, if the AoDs distribution range spans the entire 360◦ azimuth range,
then ωN −ω1 = 2π . The relationship between N and the isolation of training directions
†The BS does not need to implement any transmission to UTs for the estimation. The estimation is
through calculations using the training matrix T at the BS.
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∆ω is N = (2π/∆ω)+ 1. Other training beam directions are possible, and for the case
of 3-D transmissions from a planar array, non-uniform training isolation in azimuth and
elevation domains are possible. Accordingly, the training matrix T ∈ CN×M can be formed
following array response vectors each specifying a training beam direction and is given by
T =
[
tT1 , . . . , t
T
N
]T
, (4.7)
where the n-th training vector is tn(ωn) = [1,an,2 (ωn) , . . . ,an,M (ωn)] and
an,m(ωn) = e−j
2π
λ d(m−1)cos(ωn).
Assume that the perfect CSI is available at the BS. A response vector rk ∈ CN×1 for the
k-th UT can be obtained from the CSI of hk and the training matrix T by
rk = ThHk , (4.8)
where the n-th element rk,n = tn(ωn)hHk of the response vector rk corresponds to the spatial
direction of ωn, for ∀n ∈ {1, ...,N}. Then, the norm of rk,n with the highest value |rk,n|max,
among all of the N norms of the elements of the response vector rk, indicates the direction
of the strongest path between the BS and the k-th UT when M → ∞. This outcome is
then justified, which underpins the main contribution of this chapter, using random matrix
theory and the proof is formulated in the following sequel.
Before the justification, the notations used are introduced. For a L-cluster mmWave
channel (with a single path in each cluster) from the BS to the k-th UT, the unordered
path parameters are introduced in (4.1). Sort the norms of the complex path gains α lk
in descending order and denote the complex path gain of the l-th ordered path as α(l)k ,
therefore, |α(L)k | ≥ |α(L−1)k | ≥ · · · ≥ |α(1)k |. Let a(l)k and ϕ(l)k denote the array response
vector and AoD corresponding to the l-th ordered complex path gain α(l)k , namely the l-th
ordered array response vector and azimuth AoD. Note that for a mmWave path α(l)k a
(l)
k ,
the power of the path is given by α(l)k a
(l)
k (α
(l)
k a
(l)
k )
H = M|α(l)k |2. Hence, the norm of the
complex path gain directly corresponds to the power of the path.
Theorem 2. The maximum entry of the norms of the response vector elements corresponds
to the strongest mmWave path.
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Proof. An ULA or UPA transmitter with independent, continuously distributed AoDs
will exhibit a row-wise orthogonal array response matrix as M → ∞, and K is fixed
[91]. Hence, the training matrix T ∈ CN×M is also row-wise orthogonal. Consequently,
α(l)∗k tn(ωn)a
(l)∗
k (ϕ
(l)
k )→ 0, for ∀l = {1, ...,L}when M→∞ andωn ̸=ϕ(l)k . When multiply-
ing the training matrix T with the mmWave channel vector hk as illustrated in (4.8), there
are three possible conditions for the response vector elements rk,n(ωn) for ∀n= {1, . . . ,N}:
1. For the p-th entry of the response vector rk,p(ωp) such that the corresponding training
direction overlaps the AoD of the strongest path, i.e. ωp = ϕ
(L)
k , for p ∈ {1, ...,N},
denote the corresponding training vector as tp(ωp). The norm of the p-th element of
the response vector is given from (4.6) by
|rk,p(ωp)|= |tp(ωp)hHk |
= |α(L)∗k tp(ωp)a(L)Hk (ϕ(L)k )+
L−1
∑
l=1
α(l)∗k tp(ωp)a
(l)H
k (ϕ
(l)
k )|
=
(a)
|Mα(L)∗k +
L−1
∑
l=1
α(l)∗k tp(ωp)a
(l)H
k (ϕ
(l)
k )|
M→∞−→
(b)
M|α(L)∗k |= M|α(L)k |.
(4.9)
where (a) holds since ωp = ϕ
(L)
k hence tp(ωp) = a
(L)
k (ϕ
(L)
k ), and (b) holds since
when ωp ̸= ϕ(l)k , α(l)∗k tn(ωn)a(l)∗k (ϕ(l)k )→ 0.
2. For the q-th entry of the response vector rk,q(ωq) such that the corresponding training
direction overlaps the AoD of one of the 1st, . . . , (L−1)-th paths, i.e. ωq = ϕ(l)k ,
∀l ∈ {1, ...,L− 1}, and q ∈ {1, ...,N} and q ̸= p. The norm of the corresponding
q-th element of the response vector is given by
|rk,q(ωq)|= |tq(ωq)hHk | M→∞−→ M|α(l)∗k |= M|α(l)k | ≤M|α(L)∗k |= |rk,p(ωp)|. (4.10)
3. For the rest of the entries of the response vector rk,n(ωn) such that ωn ̸= ϕ(l)k ,
∀n ∈ {1, ...,N}, n ̸= p,q and ∀l ∈ {1, ...,L}, the corresponding norm of the n-th
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element of the response vector satisfies
|rk,n(ωn)| M→∞−→ 0. (4.11)
Therefore, when perfect CSI is adopted, the element of the response vector with the
greatest norm corresponds to the strongest mmWave path, i.e.
|rk,p(ωp)|
M→∞≥ |rk,q(ωq)|
M→∞≥ |rk,n(ωn)| (4.12)
From Theorem 2, as M → ∞, the path with the maximum norm of the complex path
gain and the elements of the response vector have the following relationship :
max
∀n
(
∣∣rk,n(ωn)∣∣) = max∀l ∣∣Mα lk∣∣= M∣∣α(L)k ∣∣. (4.13)
Theorem 2 also shows that the estimation of the BS array response vector, AoD, and
complex path gain of the strongest path for each UT at the BS can be achieved from the
perfect CSI by solving{
aˆ(L)k = tp, ϕˆ
(L)
k = ωp, αˆ
(L)
k =
1
M
r∗k,p(ωp)
}
= argmax
∀n
{∣∣rk,n(ωn)∣∣},
s.t. n = 1, ...,N,N =
2π
∆ω
+1,ωn = (n−1)∆ω,
(4.14)
where rk,n(ωn) is obtained from (4.8) by the training matrix and the obtained CSI. aˆ
(L)
k ,
ϕˆ(L)k , and αˆ
(L)
k denote the estimated array response vector, azimuth AoD, and complex path
gain of the strongest path. Note that by sequentially subtracting an acquired path from the
mmWave CSI, and repeating the above estimation process, all of the received paths can be
sequentially estimated following the descending order of the path power.
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4.4.2 Channel deconstruction from imperfect CSI
The channel deconstruction approach is proposed in (4.14) for the estimation of the
individual mmWave path parameters with the perfect CSI that exploits both the limited-
scattering clustered properties of the mmWave channel and the asymptotic orthogonality of
the massive MIMO channel. This section shows the effectiveness of the proposed channel
deconstruction approach on the estimation when imperfect CSI with Gaussian-perturbation
is adopted.
In TDD-mode mmWave massive MIMO systems, the CSI is obtained from pilot
training. An imperfect estimation of the actual channel can result from other interference
within the massive MIMO system as well as the implementation imperfections (e.g. time
and frequency off-sets). The imperfection in the CSI is modelled by an independent,
Gaussian-perturbation term [79, 97], and given by
h˜k =
√
1−δ 2k hk +δkΩk, (4.15)
where h˜k represents the imperfect, perturbed channel vector known as the CSI at the
BS, hk ∈ C1×M is the actual channel vector denoted in (4.1), and Ωk ∈ CN 1×M is the
interference or perturbation vector, i.e. estimation error vector. Ωk ∈ CN 1×M is i.i.d. vector
with zero mean and unit variance elements, i.e. Ωk,m ∼i.i.d.CN (0,1). The term δk denotes
the CSI imperfection factor that quantifies the CSI accuracy with 0 ≤ δk ≤ 1, such that
h˜k
δk→0−→ hk and h˜k δk→1−→ Ωk.
Next, the effectiveness of the proposed channel deconstruction algorithm with imperfect
CSI adoption is indicated. Applying h˜k denoted in (4.15) to (4.8) illustrates the effect of the
imperfect CSI for mmWave channel deconstruction and results in an imperfect response
vector r˜k, with the n-th entry for the k-th UT given by
r˜k,n = tn(ωn)h˜Hk = tn(ωn)(
√
1−δ 2k hHk +δkΩHk ). (4.16)
Accordingly, Theorem 3 can be obtained in the following sequel.
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Theorem 3. The maximum entry of the norms of the response vector elements from the
Gaussian-perturbed imperfect CSI corresponds to the scaled value of the corresponding
quantity with the perfect CSI as M → ∞.
Proof. Following the principle of Theorem 2, and noticing that the channel training vectors
tn for ∀n ∈ {1, . . . ,N} are orthogonal to the independent perturbed Gaussian vector Ωk for
∀k ∈ {1, . . . ,K} as M → ∞, i.e. tn(ω˜n)ΩHk → 0 where ω˜n denotes the training beam spatial
direction used by the proposed channel deconstruction algorithm for the estimation of the
path parameters from the Gaussian-perturbed imperfect CSI. Hence, when the training
beam spatial direction overlaps the AoD of the strongest mmWave path, i.e. the estimated
AoD from the imperfect CSI ω˜p = ϕ
(L)
k , the corresponding norm of the p-th element of
the response vector is given by
|r˜k,p(ω˜p)|= |tp(ω˜p)(
√
1−δ 2k hHk +δkΩHk )|
= |
√
1−δ 2k α(L)∗k tp(ω˜p)a(L)Hk (ϕ(L)k )
+
√
1−δ 2k
L−1
∑
l=1
α(l)∗k tp(ω˜p)a
(l)H
k (ϕ
(l)
k )
+δktp(ω˜p)ΩHk |
M→∞−→ |
√
1−δ 2k Mα(L)∗k |
=
√
1−δ 2k |rk,p(ωp)|,
(4.17)
where r˜k,p(ω˜p) denotes the response element with the maximum norm among all of the N
response elements calculated from the imperfect CSI and ω˜p is the corresponding training
beam direction with imperfect CSI adoption.
Hence, the element of the response vector with the highest norm obtained from imper-
fect CSI r˜k,p(ω˜p) has the following relationship with the complex path gain of the strongest
path α(L)k and the element of the response vector with the highest norm obtained from the
perfect CSI rk,p(ωp)
r˜k,p(ω˜p) =
√
1−δ 2k Mα(L)∗k =
√
1−δ 2k rk,p(ωp). (4.18)
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Theorem 3 implies that, for the estimation of mmWave paths for the k-th UT, although
imperfect CSI is adopted, the proposed channel deconstruction algorithm denoted in (4.14)
can successfully identify the appropriate array response vector and the corresponding AoD,
i.e. ˜ˆϕ(L)k = ω˜p = ϕ
(L)
k = ωp = ϕˆ
(L)
k , where ˜ˆϕ
(L)
k is the estimated AoD of the strongest
path from the imperfect CSI. Meanwhile, for the estimation of the complex path gain,
from (4.18), the elements of the response vectors calculated for perfect CSI is a scaled
value of it calculated for imperfect CSI with a factor of
√
1−δ 2k . If the BS knows δk,
the imperfection
√
(1−δ 2k ) in the estimation of the complex path gain can be further
removed. Therefore, the Gaussian-perturbed component in the adopted CSI does not affect
the estimation of the mmWave path parameters by the proposed channel deconstruction
approach as M → ∞.
4.4.3 Estimation Mean-Square Error (MSE)
The proposed channel deconstruction algorithm enables the estimation of the mmWave
path parameters, i.e. the array response vector and the corresponding complex path gain for
each path and each UT using the CSI in TDD-mode massive MIMO systems. This section
introduces the analogue and hybrid estimation mean-square errors (MSEs) for evaluating
the accuracy of the estimation. The MSEs are significant due to the relationship with the
precoding schemes proposed in the upcoming section.
Consider that the BS has no knowledge of δk, by solving (4.14), the mmWave individual
path parameters, i.e. the complex path gain and the corresponding array response vector,
spatial AoDs of the paths can be obtained. For the l-th ordered path of the k-th UT α(l)k a
(l)
k ,
denote the m-th element of the estimated array response vector aˆ(l)k as aˆ
(l)
k,m, and denote the
m-th element of the estimated path vector obtained by hˆ(l)k = αˆ
(l)
k aˆ
(l)
k as hˆ
(l)
k,m.
To quantify the estimation of the array response vector and the path vector, the analogue
estimation mean-square error (A-MSE) and hybrid estimation mean-square error (H-MSE)
can be defined corresponding to the ABS and HBS precoding schemes, respectively. To be
specific, when estimating the array response vector of the l-th ordered path for the k-th UT,
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the estimation error of the m-th array response element is given by
εA,(l)k,m = aˆ
(l)
k,m− a(l)k,m, (4.19)
where aˆ(l)k,m and a
(l)
k,m denote the m-th element of the estimated and actual array response
vectors aˆ(l)k and a
(l)
k . The estimation A-MSE is hence defined as
|εA,(l)k |2
∆
= E[|εA,(l)k,m |2] = E[
1
M
M
∑
m=1
|aˆ(l)k,m− a(l)k,m|2]. (4.20)
When estimating the mmWave path contributed by the complex path gain and the array
response vector, the hybrid estimation error can be denoted as
εH,(l)k,m = hˆ
(l)
k,m−h(l)k,m, (4.21)
hence, the estimation H-MSE can be defined as
|εH,(l)k |2
∆
= E[|εH,(l)k,m |2] = E[
1
M
M
∑
m=1
|hˆ(l)k,m−h(l)k,m|2], (4.22)
where hˆ(l)k,m = αˆ
(l)
k aˆ
(l)
k,m and h
(l)
k,m = α
(l)
k a
(l)
k,m.
4.5 MmWave analogue and hybrid beam-selecting
precoding
To jointly tackle the signal processing constraints in large-scale mmWave systems and
the multi-user precoding complexity in massive MIMO systems, this section proposes
the analogue and hybrid beam-selecting precoding approaches exploiting the estimated
parameters of the strongest path for the TDD-mode massive MIMO downlink precoding
followed by the corresponding system architecture designs.
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4.5.1 Analogue beam-selecting precoding
The objective is to design a low-complexity, massive MIMO analogue precoder which
satisfies the RF-domain constraint of phase-only control to improve the energy efficiency
and reduce the fabrication cost by reducing the number of RF chains. This section
proposes an analogue beam-selecting (ABS) precoder that exploits the strongest path
parameters estimated by the channel deconstruction algorithm. With the proposed ABS
precoder, the RF-domain phase-only constraint is satisfied, which require the elements of
the precoding matrix to be unit-magnitude complex numbers. Therefore, the precoding
can be achieved by low-complexity, low-cost and energy-efficient signal processing with
a significant reduction in the number of RF chains. The constraint of the quantised RF
control feasibility is to be considered in future work by searching for the feasible precoder
with minimum Euclidean distance to the ABS precoder.
On the downlink, the BS applies an M×K analogue precoder that is denoted as
WA =
1√γA A, (4.23)
where WA ∈ CM×K , A ∈ CM×K is the analogue precoding matrix with constant-magnitude
entries, and γA denotes the normalisation factor, such that γA = E[trace(AAH)]. Hence, the
signal vector transmitted by the BS is given by
x = WAs =
1√γA
As, (4.24)
where x ∈ CM×1 denotes the transmit signal vector by the M-element BS array and s is the
K×1 desired information symbol vector to K UTs, such that E[ssH ] = IK .
With the proposed channel deconstruction approach in (4.14), the estimated array
response vectors of the strongest path aˆ(L)k for all UTs ensure unit-magnitude complex
elements that meet the analogue precoding constraint. Therefore, the analogue precoding
matrix is formed by the estimated strongest path array response vector of each UT, and
given by
A = [aˆ(L)H1 , . . . , aˆ
(L)H
K ], (4.25)
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Fig. 4.1 Hardware architectures of analogue and hybrid beam-selecting precoding for
TDD-mode mmWave massive MIMO systems implemented by K RF chains, followed by
M×K RF-domain phase shifters.
and the normalisation factor is given by
γA = E[trace(AA
H)] = M×K. (4.26)
For the hardware architecture of the ABS precoding, a fully connected structure can
be adopted, in which each BS antenna is connected to all RF chains via a network of
analogue phase shifters for the RF-domain analogue control. K RF chains are employed
for multi-stream data transmissions to K independent UTs. M×K analogue phase shifters
set the phases over M antenna elements to realise the M×K analogue precoder A. The
hardware architecture illustrated in Fig. 4.1 is common for both the analogue and hybrid
precoders wherein switches at the input can select between the two operating modes. For
the ABS precoding, the switches are in position 1.
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4.5.2 Hybrid beam-selecting precoding
The hybrid precoder divides the precoding into analogue and digital domains, which
enables a large-scale analogue control to be implemented in the RF domain via analogue
phase shifters as well as a low-dimensional digital control executed at the baseband. The
channel deconstruction approach denoted in (4.14) enables the estimation of the complex
path gains as well as the array response vectors for each UT and each path. Therefore, the
K-dimensional digital precoder can be formed by the estimated complex path gains αˆ(L)k
of the strongest paths for all UTs, and given by
D = diag{αˆ(L)1 , . . . , αˆ(L)K }H , (4.27)
where dk,k = αˆ
(L)∗
k is the k-th diagonal element of K×K matrix D and indicates the digital
baseband control for the k-th UT. Meanwhile, the corresponding estimated array response
vectors compose the analogue precoder and form the same design with the ABS precoder as
shown in (4.25). Hence, the HBS precoder WH ∈ CM×K is obtained by a low-dimensional
digital baseband precoder D, followed by an RF-domain large-dimensional analogue
precoder A
WH =
1√γH
AD, (4.28)
and the power normalisation factor is given by
γH = E[trace(AD(AD
H))]. (4.29)
The signal transmitted by the BS antenna array is therefore given by
x = WH s =
1√γH
ADs. (4.30)
For the hardware architecture design of the HBS precoder, the baseband digital precoder
D is added to the fully connected structure of the proposed ABS precoder as showed in
Fig. 4.1 with the switches in position 2.
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So far, the ABS and HBS precoders are proposed in this section for mmWave massive
MIMO precoding. The estimated strongest mmWave path for each UT is selected by the
precoders that enable the highest SNR compared with random path selecting precoding.
Meanwhile, since the strongest path is estimated directly from the CSI through only one
implementation of the channel deconstruction, extra estimation processes are avoided. For
the architectures of both ABS and HBS precoders, only K RF chains, M×K phase shifters,
and M combiners are required as illustrated in Fig. 4.1 that substantially reduce the signal
processing complexity as well as increase the energy efficiency at the BS with respect to
the conventional massive MIMO precoding using fully digital baseband signal precoding,
which requires a dedicated baseband digital control and an RF chain for each antenna as
shown in Fig. 2.3. Moreover, for the proposed precoders, the number of RF chains and the
dimension of digital control are independent of the number of BS antennas. Such a design
is vital especially when the BS array scales up. The obtaining of the CSI through RF
limited hardware architecture is still an open research question though the BS can always
use M RF chains for CSI estimation and the proposed architecture for data transmission to
achieve high energy efficiency. Note that the proposed ABS and HBS precoders exploit the
strongest mmWave path estimated from training beams as shown in (4.7). These training
beams are formed following the same structure of the mmWave path array response vector.
Therefore, selecting the path from all of the received paths in the mmWave channel for
precoding corresponds to selecting the corresponding beam from all of the training beams.
4.6 Effective SINRs and lower bounds on the sum-rate
capacities for ABS and HBS precoding
This section analyses the lower bound on the system sum-rate capacity for ABS and
HBS precoding in mmWave massive MIMO transmissions via the effective SINR with
random matrix theory and order statistics principles. The analysis is intractable with the
presence of estimation errors during the channel deconstruction under realistic system
configurations, wherein the numbers of BS antennas are moderately large. Therefore,
consider that the perfect path parameters are obtained from the channel deconstruction
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estimation denoted in (4.14). Therefore, αˆ(L)k = α
(L)
k , and aˆ
(L)
k = a
(L)
k that yield zero
analogue and hybrid MSEs in (4.19) and (4.21), i.e. εA,(l)k,m = ε
H,(l)
k,m = 0.
Following the same principle of the effective SINR introduced in Chapter 2 section
2.4.3, denote the effective SINRs of ABS and HBS precoding as SINRABS and SINRHBS.
The following sections present the theoretical analysis of the effective SINRs for the ABS
and HBS precoding, wherein the received signal through the unselected 1st,. . . ,(L−1)-th
paths are treated as the inter-cluster (or intra-user) interference.
4.6.1 Effective SINR of ABS precoding
For ABS precoding, the received signal at the k-th UT can be obtained from (4.1),(4.24),
(4.25) and (4.26), and expressed as
yk =
√
ρ
γA
α(L)k a
(L)
k aˆ
(L)H
k sk︸ ︷︷ ︸
Desired
Signal
+
√
ρ
γA
L−1
∑
i=1
α(i)k a
(i)
k aˆ
(L)H
k sk︸ ︷︷ ︸
Inter−cluster
Inter f erence
+
√
ρ
γA
K
∑
q=1
q ̸=k
L
∑
i=1
α(i)k a
(i)
k aˆ
(L)H
q sq
︸ ︷︷ ︸
Inter−user
Inter f erence
+ nk
︸︷︷︸
Noise
(4.31)
(a)
=
√
ρ
γA
α(L)k a
(L)
k a
(L)H
k sk︸ ︷︷ ︸
Desired
Signal
+
√
ρ
γA
L−1
∑
i=1
α(i)k a
(i)
k a
(L)H
k sk︸ ︷︷ ︸
Inter−cluster
Inter f erence
+
√
ρ
γA
K
∑
q=1
q ̸=k
L
∑
i=1
α(i)k a
(i)
k a
(L)H
q sq
︸ ︷︷ ︸
Inter−user
Inter f erence
+ nk
︸︷︷︸
Noise
,
(4.32)
where (a) holds assuming aˆ(L)k = a
(L)
k for all k. The desired signal term on the right side of
(4.31) and (4.32) denotes the desired downlink signal received through the desired path
of the k-th UT, the inter-cluster interference (or intra-user interference) term denotes the
interference from the transmitted signal received by the (L−1) undesired paths, and the
inter-user interference denotes the received signal by the k-th UT intended for other (K−1)
UTs. Hence, the effective SINR of the ABS precoding for the k-th UTs is obtained from
4.6 Effective SINRs and lower bounds on the sum-rate capacities for ABS and HBS
precoding 87
(4.32) and given by
SINRABS =
variance
{√
ρ
γA
α(L)k a
(L)
k a
(L)H
k sk
}
variance
{√
ρ
γA
L−1
∑
i=1
α(i)k a
(i)
k a
(L)H
k sk
}
+ variance
√ ργA K∑q=1
q ̸=k
L
∑
i=1
α(i)k a
(i)
k a
(L)H
q sq
+1
(a)
=
ρ
γA
E[|α(L)k a(L)k a(L)Hk |2]
ρ
γA
E[|
L−1
∑
i=1
α(i)k a
(i)
k a
(L)H
k |2]+ ργA E[|
K
∑
q=1
q̸=k
L
∑
i=1
α(i)k a
(i)
k a
(L)H
q |2]+1
,
(4.33)
where (a) holds because the expected value of each term in (4.32) is zero. Therefore, the
expected values of the power of each term must be calculated.
Since the complex path gain of the unsorted paths follows α lk ∼i.i.d.CN (0, 1L), the
square norm of the random complex path gain X = |α lk|2 follows the gamma distribution,
i.e. X ∼ Γ(1, 1L). For a gamma distributed random variable X ∼ Γ(αg, 1λg ) with αg denoting
the shape parameter and 1λg representing the scale parameter, the corresponding p.d.f. can
be denoted as [98]
fΓ(x;αg,λg) =
x(αg−1)λαgg e(−λgx)
Γ(αg)
= Le−Lx,
(4.34)
where Γ(αg) is a complete gamma function [98] with Γ(αg) = (αg− 1)! and αg = 1,
λg = L. Since αg is a positive integer, the c.d.f. on X becomes the Erlang distribution that
can be denoted as [98]
FΓ(x;αg,λg) = 1−
αg−1
∑
i=0
(λgx)i
i!
e−λgx = 1− e−λgx
= 1− e−Lx.
(4.35)
The proposed ABS precoder selects the strongest estimated mmWave path for each UT
among L received paths that corresponds to the selection of the L-th order statistic of L
samples of the gamma distributed X (the square norm of the random complex path gain)
with the p.d.f. and c.d.f. shown in (4.34) and (4.35). Denote the L-th ordered X as X(L), the
corresponding selected complex path gain as α(L)k and the array factor as a
(L)
k . Therefore,
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the p.d.f. on the square norm of the strongest path’s complex path gain, i.e. the L-th order
statistic X(L) = |α(L)k |2 is given from (4.34) and (4.35) with αg = 1, λg = L by [99]
f(L)(x) = L(FΓ(x;αg,λg))L−1 fΓ(x;αg,λg)
= L2(1− e−Lx)L−1e−Lx.
(4.36)
The expected power of the complex path gain for the selected strongest path can be denoted
from (4.36) or from the ordered exponential distribution as it is a special case of the gamma
distribution [100]. Therefore,
E[|α(L)k |2] =
∫
x f(L)(x)dx
=
1
L
L
∑
i=1
1
i
.
(4.37)
(4.37) illustrates the variance of the complex path gain for the L-th ordered path, which is
given by the i.i.d. Gaussian distribution of the unordered complex path gain from the order
statistic principle as presented.
Next, for the effective SINR evaluation of (4.33), the expected value of the power of
each term is derived.
• The expected value of the power of the desired signal for ABS precoding denoted in
(4.33) can be derived from (4.37), and given by
E[|α(L)k a(L)k a(L)Hk |2] = E[|Mα(L)k |2] = M2E[|α(L)k |2]
=
M2
L
L
∑
i=1
1
i
.
(4.38)
• The power normalisation of the ABS precoder is derived from (4.25), and given by
γA = E[(AA
H)] = MK. (4.39)
• The inter-cluster interference of ABS precoding arises from the unselected 1st
, . . . ,(L− 1)-th ordered paths as demonstrated in (4.33). It is obvious that the
analogue array response elements, which have mean zero and variance 1, do not
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change the mean and the variance of the complex path gains. Hence, consider that
the elements of the inter-cluster interference follow α(i)k a
(i)
k,ma
(L)∗
k,m ∼ CN (0,σ2(i)) for
∀m ∈ {1, . . . ,M}, where σ2(i) denotes the variance of the complex path gain of the
i-th ordered path α(i)k , i.e. σ
2
(i) = E[|α
(i)
k |2]. This assumption is the uncorrelated case
for the elements of the inter-cluster interference that is the integrated result of the
AoDs distribution, carrier frequency, d, and M, etc. [96]. Further discussion about
this assumption of the correlation is illustrated in the next chapter. Note that from the
order statistic, the variances σ2(1), . . . ,σ
2
(L−1) of the ordered complex path gains for
the (L−1) unselected paths are jointly distributed for each UT. Hence, the expected
value of the power of the inter-cluster interference shown in (4.33) is given by
E[|(
L−1
∑
i=1
α(i)k a
(i)
k )a
(L)H
k |2] = E[
L−1
∑
i=1
|α(i)k a(i)k a(L)Hk |2]
= M
∫
...
∫
(
L−1
∑
i=1
x(i)) f
(
x(1), ...,x(L−1)
)
dx(1)...dx(L−1).
(4.40)
where X(i) = |α(i)k |2, and f
(
x(1), ...,x(L−1)
)
is the joint p.d.f. on (X(1), ...,X(L−1))
order statistics. From (4.34) and (4.35), f
(
x(1), ...,x(L−1)
)
is given by the joint p.d.f.
on the order statistics principle introduced in [99], and denoted as
f
(
x(1), ...,x(L−1)
)
= LL−1L!e−L(x(1)+...+2x(L−1)). (4.41)
To further simplify the analysis, an approximation of the variance of the elements of
the inter-cluster interference can be made by considering the complex path gains of
the unselected paths α(i)k to be unordered i.i.d. with zero mean and
1
L variance. This
approximation corresponds to the case that each complex path gain of the unselected
paths has its maximum possible variance at the same time. Correspondingly, the
elements of the inter-cluster interference can be approximated by α(i)k a
(i)
k,ma
(L)∗
k,m ∼
CN (0, 1L) for ∀m ∈ {1, . . . ,M}, ∀i ∈ {1, . . . ,L−1}, and ∀k ∈ {1, . . . ,K}. Hence, the
approximation of the expected value of the power of the inter-cluster interference
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received via the i-th unselected path is given by
E[|α(i)k a(i)k a(L)Hk |2] =
M
L
. (4.42)
Thus, the approximated expected value of the power of the total inter-cluster inter-
ference is expressed as
E[|
L−1
∑
i=1
α(i)k a
(i)
k a
(L)H
k |2] = E[
L−1
∑
i=1
|α(i)k a(i)k a(L)Hk |2]
= (L−1)E[|α(i)k a(i)k a(L)Hk |2] =
(L−1)M
L
.
(4.43)
• The inter-user interference of the ABS precoding arises from the received signal
intended for the other UTs via the channel of the k-th UT as shown in (4.33). Since
α lk ∼i.i.d.CN (0, 1L), the summation of the complex path gains equals the summation
of all ordered complex path gains, i.e. ∑Ll=1α lk = ∑
L
l=1α
(l)
k ∼i.i.d.CN (0,1). Similar
with the assumption utilised in the analysis of the inter-cluster interference, the
uncorrelated case for elements of the path vectors can be considered for the analysis
of the inter-user interference, i.e. ∑Li=1α
(i)
k a
(i)
k,ma
(L)∗
q,m ∼i.i.d.CN (0,1) for ∀k,q ∈
{1, . . . ,K},k ̸= q,∀m ∈ {1, . . . ,M}. Therefore, the expected value of the power of
the inter-user interference of ABS precoding is given by
E[|(
K
∑
q=1
q ̸=k
L
∑
i=1
α(i)k a
(i)
k )(a
(L)H
q )|2] = E[
K
∑
q=1
q ̸=k
|(
L
∑
i=1
α(i)k a
(i)
k )(a
(L)H
q )|2] = (K−1)M. (4.44)
Hence, with the inter-cluster interference calculated by (4.40) and (4.41), the effective
SINR for ABS precoding shown in (4.33) can be obtained by (4.38),(4.39), and (4.44), and
denoted as
SINRABS =
ρM
KL
L
∑
i=1
1
i
ρLL−1L!
K
∫
...
∫
(∑L−1i=1 x(i))e
−L(x(1)+...+2x(L−1))dx(1)...dx(L−1)+
ρ(K−1)
K +1
.
(4.45)
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Using the approximated inter-cluster interference denoted in (4.43), the effective SINR
can also be given as
SINRABS =
ρM
KL
L
∑
i=1
1
i
ρ(L−1)
KL +
ρ(K−1)
K +1
. (4.46)
4.6.2 Effective SINR for HBS precoding
For HBS precoding, the received signal by the k-th UT can be obtained from (4.1),
(4.28),(4.29), and (4.30), and given by
yk =
√
ρ
γH
α(L)k a
(L)
k (αˆ
(L)
k aˆ
(L)
k )
Hsk︸ ︷︷ ︸
Desired Signal
+
√
ρ
γH
L−1
∑
i=1
α(i)k a
(i)
k (αˆ
(L)
k aˆ
(L)
k )
Hsk︸ ︷︷ ︸
Inter−cluster Inter f erence
+
√
ρ
γH
K
∑
q=1
q ̸=k
L
∑
i=1
α(i)k a
(i)
k (αˆ
(L)
q aˆ
(L)
q )
Hsq
︸ ︷︷ ︸
Inter−user Inter f erence
+ nk
︸︷︷︸
Noise
(4.47)
(a)
=
√
ρ
γH
α(L)k a
(L)
k (α
(L)
k a
(L)
k )
Hsk︸ ︷︷ ︸
Desired Signal
+
√
ρ
γH
L−1
∑
i=1
α(i)k a
(i)
k (α
(L)
k a
(L)
k )
Hsk︸ ︷︷ ︸
Inter−cluster Inter f erence
+
√
ρ
γH
K
∑
q=1
q ̸=k
L
∑
i=1
α(i)k a
(i)
k (α
(L)
q a
(L)
q )
Hsq
︸ ︷︷ ︸
Inter−user Inter f erence
+ nk
︸︷︷︸
Noise
,
(4.48)
where (a) holds assuming perfect parameters are obtained from channel deconstruction, i.e.
αˆ(L)k = α
(L)
k and aˆ
(L)
k = a
(L)
k . The effective SINR of the HBS precoding is hence denoted
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from (4.48) and given by
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(4.49)
where (a) holds because the expected values of the terms of the desired signal, inter-user
interference and inter-cluster (or intra-user) interference in (4.48) are all zero. Next, the
expected value of the power of each term in (4.49) is derived.
• The expected value of the power of the desired signal for HBS precoding denoted in
(4.49) can be obtained from the p.d.f. on the power of the complex path gain of the
selected L-th ordered path shown in (4.36) or the order statistic of the exponential
distribution [100], and is given by
E[|α(L)k a(L)k (α(L)k a(L)k )H |2] = M2E[||α(L)k |2|2]
= M2
∫
x2 f(L)(x)dx
=
M2
L2
(
L
∑
i=1
1
i2
+(
L
∑
i=1
1
i
)2).
(4.50)
• For the power normalisation, since UTs are independent andE[α(L)k a
(L)
k (α
(L)
k a
(L)
k )
H ] =
E[M|α(L)k |2], the normalisation factor γH can be calculated from (4.25) and (4.27),
4.6 Effective SINRs and lower bounds on the sum-rate capacities for ABS and HBS
precoding 93
and given by
γH = E[trace(AD(AD)
H)]
= E[M
K
∑
k=1
|α(L)k |2]
= MKE[|α(L)k |2]
=
MK
L
L
∑
i=1
1
i
.
(4.51)
where the expected square-norm of the L-th ordered path is given by (4.37).
• For HBS precoding, the inter-cluster interference arises from the unselected 1st to the
(L−1)-th ordered paths as shown in (4.49). Note that the element a(i)k,m of the array
response vector follows a(i)k,m ∼ C(0,1) that does not colour the mean and variance
of the corresponding complex path gain. Consider that the elements of the path
vectors follow α(i)k,ma
(i)
k ∼i.i.d.CN (0,σ2(i)). Meanwhile, the joint distribution of the
variances of the complex path gains for the ordered paths remains. This assumption
also corresponds to the uncorrelated case for the path elements as mentioned in the
inter-cluster interference analysis for ABS precoding. Hence, the expected value of
the power of the inter-cluster interference for HBS precoding is given by
E[|(
L−1
∑
i=1
α(i)k a
(i)
k )(α
(L)
k a
(L)
k )
H |2]
= E[
L−1
∑
i=1
|(α(i)k a(i)k )(α(L)k a(L)k )H |2]
= M
∫
...
∫
(
L−1
∑
i=1
x(i))(x(L)) f (x(1), ...,x(L))dx(1)...dx(L),
(4.52)
where the joint p.d.f. on the L order statistics is obtained from [99], and given by
f (x(1), ...,x(L)) = L
LL!e−L(x(1)+...+x(L)), (4.53)
where X(i) = |α(i)k |2 for ∀i ∈ {1, . . . ,L}.
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To further simplify the analysis, similar approximation with the ABS precoding inter-
cluster interference can be exploited that assumes all the unselected path vectors’
elements have the same mean and variance with the unordered complex path gain, i.e.
α(i)k a
(i)
k,m ∼i.i.d.CN (0, 1L) for ∀m ∈ {1, . . . ,M}, ∀i ∈ {1, . . . ,L−1}, ∀k ∈ {1, . . . ,K}.
Hence, the simplified approximation of the expected value of the power of the
inter-cluster interference received by the k-UT is given by
E[|(
L−1
∑
i=1
α(i)k a
(i)
k )(α
(L)
k a
(L)
k )
H |2]
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=
M(L−1)
L
E[|α(L)k |2]
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M(L−1)
L2
L
∑
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1
i
.
(4.54)
where the expected value of the square norm of the L-th ordered complex path gain
is given by (4.37).
• Following a similar analysis implemented for ABS inter-user interference, for the
inter-user interference of HBS precoding, the complex channel gain of the k-th
UT ∑Li=1α
(i)
k a
(i)
k,m is considered to be i.i.d. ∼ CN (0,1) for ∀k ∈ {1, . . . ,K},∀m ∈
{1, . . . ,M}. Therefore, the expected value of the power of the inter-user interference
is obtained from (4.37), and given by
E[|(
K
∑
q=1
q ̸=k
L
∑
i=1
α(i)q a
(i)
q )(α
(L)
k a
(L)
k )
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= M(K−1)E[|(α(L)k a(L)k,m)∗|2]
= M(K−1)E[|α(L)k |2]
=
M(K−1)
L
L
∑
i=1
1
i
.
(4.55)
Hence, with the inter-cluster interference calculated by (4.52) and (4.53), the effective
SINR of HBS precoding can be obtained from (4.37),(4.50),(4.51), and (4.55), and denoted
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as
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(4.56)
Using the approximation for the inter-cluster interference denoted in (4.54), the effective
SINR can also be expressed as
SINRHBS =
ρM
LK
( L∑
i=1
1
i2
L
∑
i=1
1
i
+
L
∑
i=1
1
i
)
ρ(L−1)
LK +
ρ(K−1)
K +1
. (4.57)
So far, the effective SINRs for the proposed ABS and HBS precoding are analysed, and
the theoretical results are derived using order statistic principles and random matrix theory.
The uncorrelated case for the path vectors’ elements is considered in the interference
analysis.
To obtain the lower bound on the system sum-rate capacity for the proposed ABS and
HBS precoders, the effective SINRs as well as their simplified approximations denoted in
(4.45), (4.56), (4.46), and (4.57) can be substituted into (2.19).
4.7 Simulation results for channel deconstruction
approach, ABS, and HBS schemes
This section first evaluates the A-MSE and H-MSE performance of the proposed chan-
nel deconstruction approach using Monte Carlo simulations to validate the effectiveness
of the proposed channel deconstruction approach on the estimation of the strongest path
parameters. Lower bounds on the system sum-rate capacities for the proposed ABS and
HBS precoders are also simulated, in which the path parameters exploited by the ABS
and HBS precoders are estimated by the proposed channel deconstruction algorithm. The
proposed theoretical lower bounds are evaluated using approximations from the numerical
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analysis. The performance of the conventional massive MIMO MF precoding using the
perfect CSI of the mmWave channel is simulated for comparison and is considered as the
optimal system performance that is implemented by the unconstrained digital baseband
precoding. The impact of the CSI accuracy constrained by δ 2 on the system performance
of the proposed precoders is also evaluated.
The single-cell mmWave massive MIMO downlink transmissions are considered. An
M-element UPA is equipped at the BS and serving K single-antenna UTs simultaneously.
The array configurations adopted are shown in Table 3.1. The limited-scattering clustered
mmWave channel model presented in (4.1) is adopted, wherein each UT receives L clusters
of paths, and there’s a single path within each cluster. Also, consider that the complex
path gain of each path follows α lk ∼i.i.d.CN (0, 1L) for all paths and UTs. The carrier
frequency f =28 GHz and BS antenna spacing d = 0.5λ are considered. The AoDs of each
path are modelled by θ ∼i.i.d.U[0,90◦], ϕ ∼i.i.d.U[−180◦,180◦] for the generation of the
channel realisation. For path estimation by the proposed channel deconstruction algorithm,
consider that the number of the training beam spatial directions N is large enough that the
training beam spatial directions cover the actual AoDs of each path.
4.7.1 MSEs performance of channel deconstruction approach on
estimating parameters for the strongest path
This section conducts experiments to validate the effectiveness of the proposed mmWave
channel deconstruction approach denoted in (4.14) on the estimation of the strongest path
parameters from perfect CSI or Gaussian-perturbed CSI. Such an evaluation is vital since
the estimation results will be used for the proposed ABS and HBS precoders. Monte
Carlo simulations are implemented assuming the BS has no knowledge of the channel
imperfection factor δ 2, and the A-MSE and H-MSE are calculated from (4.20) and (4.22)
that demonstrate the analogue and hybrid estimation accuracies.
First, the effectiveness of the channel deconstruction approach on the estimation of
the strongest path with the scaling up of the BS array is evaluated. Fig. 4.2a and Fig.
4.2b indicate the simulated A-MSE and H-MSE versus the number of BS antennas M for
the total number of paths L = 2,3 and 4 [20]. The perfect CSI and Gaussian-perturbed
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imperfect CSI adoptions are considered with δ 2 = 0,0.6 and 0.9. As expected both A-MSE
and H-MSE decrease with the increase of M, e.g. the A-MSE decreases from 0.27 to
0.02 and the H-MSE decreases from 0.14 to 0.009 when M increases from 16 to 512
and L = 3,δ 2 = 0. Therefore, both analogue and hybrid estimations of the strongest path
achieve a higher accuracy when M increases thanks to the asymptotic orthogonal property
of the channel with the scaling up of the BS. Note also that the A-MSE decreases if the
channel becomes less scattered, e.g. when M = 128 and δ 2 = 0, the A-MSE decreases
from 0.11 to 0.015 when L decreases from 4 to 2 as shown in Fig. 4.2a. However, the same
trend only holds for H-MSE as illustrated in Fig. 4.2b when CSI is not so accurate, i.e. δ 2
is high, e.g. the H-MSE decreases from 0.45 to 0.38 when δ 2 = 0.9. An opposite trend is
shown for H-MSE when δ 2 is small.
To further evaluate the effectiveness of the proposed channel deconstruction algorithm
when the CSI is Gaussian-perturbed as denoted in (4.15), Fig. 4.3a and Fig. 4.3b evaluate
the estimation MSEs of the strongest path versus the CSI imperfection factor δ 2. The
figures indicate that the A-MSE and H-MSE increase when the CSI adopted becomes less
accurate, i.e. δ 2 increases. Therefore, the estimation is more accurate when the CSI is
more accurate. As M increases, the estimation accuracy is improved and remained over
a larger range of δ 2, e.g. when L = 2, the range of 0≤ δ 2 ≤ 0.4 corresponds to A-MSE
≤ 0.4 for M = 32, the range expands to 0 ≤ δ 2 ≤ 0.9 for M = 512. This indicates that
with the scaling up of the BS array, the accuracy of the estimation by the proposed channel
deconstruction approach on the strongest path can be maintained over a wider tolerance
range of CSI quality.
4.7.2 Lower bounds on the sum-rate capacities for ABS and HBS
precoding
This section shows the simulation results of lower bounds on the system sum-rate
capacities denoted in (2.19) that are obtained from Monte Carlo simulations of the effective
SINRs for ABS and HBS expressed in (4.33) and (4.49). The path parameters adopted by
the proposed precoders are estimated by the proposed channel deconstruction algorithm
as shown in (4.14). The theoretical results are approximated by numerical analysis of
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Fig. 4.2 Estimation MSEs (dB) of the strongest path vs M, for total number of paths
L = 4,3,2 from perfect CSI δ 2 = 0 and imperfect CSI δ 2 = 0.6,0.9. K = 10 UTs are
served simultaneously with f =28 GHz, d = 0.5λ .
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Fig. 4.3 Estimation MSEs of the strongest path vs δ 2, from perfect CSI δ 2 = 0 to no
CSI δ 2 = 1 for number of BS antennas M = 32,128, and 512. K = 10 UTs are served
simultaneously with f =28 GHz, d = 0.5λ .
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Fig. 4.4 Lower bounds on the sum-rate capacities vs SNR (dB) for ABS, HBS implemented
by the proposed hardware architectures, and MF achieved by the unconstrained digital
baseband signal processing when M = 32,128,512 BS antennas, with total number of
paths L = 3. Perfect CSI is adopted and K = 10 UTs are served simultaneously.
the SINRs in (4.45) and (4.56), and presented for verification. The performance of the
conventional massive MIMO MF precoding that is executed by the unconstrained digital
baseband signal processing is simulated and considered as the optimal system performance
assuming perfect CSI is adopted.
Fig. 4.4 shows the achieved lower bounds for the precoding schemes and the impact
of SNR on the sum-rate performance assuming perfect CSI is adopted by the proposed
channel deconstruction algorithm. M = 32,128 and 512 are evaluated for K = 10 and
L = 3 with the UPA configurations shown in Table. 3.1. It can be observed that the
numerical results of the theoretical analysis agree with the simulation results that ascertain
the theoretical analysis made and the reliability of the proposed channel deconstruction
algorithm. When SNR increases, the lower bounds of all precoding approaches increase
and converge to different limits. The HBS outperforms ABS, due to the extra digital
precoding. However, the MF outperforms both of the proposed precoders, due to its fully
digital baseband control. Although the MF performs the best, the selection of the strongest
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Fig. 4.5 Lower bounds on the sum-rate capacities vs L for ABS, HBS implemented by
the proposed hardware architectures, MF achieved by the unconstrained digital baseband
signal processing, and phase only control achieved by analogue RF control when SNR=
-15 dB, 0 dB, and 15 dB. Perfect CSI is adopted and K = 10 UTs are served simultaneously
by M = 128 BS antennas.
path from the limited-scattering clustered mmWave channel allows a large percentage of
the optimal system performance to be achieved by the proposed precoders. For example,
the maximum system performance achieved by MF via 128 RF chains and 128× 10-
dimensional digital baseband precoding is 43 bit/s/Hz, when M = 128, K = 10. The
maximum system performance achieved by HBS precoding via 10 RF chains and 10-
dimensional digital baseband processing is 37 bit/s/Hz, which is 86% of the MF capacity.
The proposed ABS precoding scheme achieves a maximum of 32 bit/s/Hz capacity via
10 RF chains and only analogue control in the RF domain, which is 74% of the MF
capacity. This implies that selecting the strongest estimated path by the proposed precoders
contributes substantially to the achievable sum-rate with low-complexity, low-cost and
energy-efficient signal processing.
Next, the impact of the total number of received paths L on the sum-rate capacity lower
bound is evaluated. Fig. 4.5 demonstrates the simulated and numerical lower bounds for
ABS and HBS exploiting the proposed channel deconstruction approach for SNR=15 dB,
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0 dB and -15 dB, with K = 10 and M = 128. The performance of the MF precoder using
unconstrained digital baseband signal processing and the phase-only precoding deploying
analogue control using the phase of the CSI are also present for comparison. It can be
seen that the lower bounds decrease when L increases for all of the precoders except
the phase-only control. For ABS and HBS, this is mainly due to the reduction of the
desired signal power. As the variance of the unsorted mmWave path 1L decreases with
the increase of L, the power of the selected path decreases that can be confirmed directly
from (4.38) and (4.50). For MF precoding, the capacity deduction is slight. The ABS
precoder has a larger performance reduction as L increases, and the HBS precoder has
the largest. As L increases, the performance of the HBS precoder approximates the ABS
precoder, e.g. the capacity disparity ∆C between HBS and ABS when SNR=0 dB and
L = 2 is ∆C = 32−26 = 6 but when L = 6, ∆C = 22−19 = 3. The HBS outperforms the
phase-onlly control when L = 2 and has approximately the same performance when L = 3.
It is obvious that the number of received mmWave paths L largely limits the performance
of the proposed ABS and HBS precoders. The proposed precoders are more effective when
the channel is less scattered, i.e. L is not so large.
Next, the impact of the scale of the BS array on the lower bound is evaluated. Fig.
4.6 demonstrates the simulated and numerical lower bounds on the sum-rate capacities
of ABS and HBS exploiting the proposed channel deconstruction approach versus the
number of BS antennas M for SNR=15 dB, 0 dB, and -15 dB, when K = 10 and L= 3. The
configurations of the UPA at the BS are shown in Table 3.1. The MF precoding is again
simulated for comparison. As expected, the lower bounds of all precoders increase with M,
which indicates the effectiveness of the proposed ABS and HBS precoding methods when
the BS scales up.
The impact of the CSI accuracy on the proposed precoders’ lower bounds is examined
in Fig. 4.7. The simulated sum-rate lower bounds of ABS and HBS are presented versus the
channel imperfection factor δ 2 for L = 2,3, and 4, SNR=15 dB, and K = 10. The effective
SINRs are calculated from (4.31) and (4.47). The proposed channel deconstruction
approach is adopted for the path parameters’ estimation considering that the BS has no
knowledge of δ 2. It is shown that as δ 2 increases from 0 to 1, i.e. as the CSI becomes
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Fig. 4.6 Lower bounds on the sum-rate capacities vs M, for ABS, HBS implemented by the
proposed hardware architectures, and MF achieved by the unconstrained digital baseband
signal processing when SNR= -15 dB, 0 dB, and 15 dB. Perfect CSI is adopted. Total
number of paths L = 3 and K = 10 UTs are served simultaneously.
more inaccurate, each lower bound remains stable at its maximum value at first, then
decreases to zero as δ 2 → 1. The range of δ 2 over which the lower bound remains largely
unaffected is determined by M. For example, when M = 128, L = 2, the lower bound of
HBS is 40 bit/s/Hz for 0 ≤ δ 2 ≤ 0.6. As M increases, the range of δ 2 for maintaining
the maximum lower bound becomes wider, e.g. when M = 512, 59 bit/s/Hz of the lower
bound is kept over 0≤ δ 2 ≤ 0.8 that leads to a sharper degradation of the capacity when
δ 2 → 1. This implies that the proposed ABS and HBS precoding methods in cooperation
with the proposed channel deconstruction algorithm tolerate imperfect CSI over a wide
range of δ 2 as M increases. Therefore, the CSI estimation accuracy requirement is relaxed
to a great extent for the TDD-mode massive MIMO systems.
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Fig. 4.7 Simulated lower bounds on the sum-rate capacities vs CSI imperfection factor
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4.8 Summary
Building on the findings of Chapter 2, which have shown the potential of mmWave
massive MIMO in 5G networks, this chapter investigated the TDD-mode mmWave massive
MIMO downlink transmissions.
The signal processing challenge of the large-scale mmWave transmissions and the
complexity of the large-scale multi-user precoding are jointly considered. A channel
deconstruction approach is first proposed for the estimation of the path parameters from
the CSI. Exploiting the limited-scattering clustered property of mmWave channel and
the asymptotic orthogonal property of the massive MIMO channel, it is proven that the
proposed channel deconstruction approach is effective for massive MIMO systems even
when the CSI is Gaussian-perturbed. The analogue and hybrid MSE performance of the
estimation has been evaluated and compared over the number of BS antennas, the number
of mmWave paths and the CSI imperfection factor. The estimation results show that the
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strongest mmWave path parameters for each UT can be easily and accurately estimated
with the perfect or Gaussian-perturbed CSI.
The challenge for the design of the low-complexity, low-cost, and energy-efficient
mmWave massive MIMO precoding scheme is transformed into a mmWave path-selecting
problem. The ABS and HBS precoders are proposed, that select the strongest path for
linear precoding. Designs of the corresponding system hardware architectures are also
demonstrated. A large-dimensional analogue control in RF domain is adopted for the
ABS precoding architecture, based on which, an extra small-dimensional digital precoding
in baseband is added, that forms the HBS precoding architecture. Both architectures
deploy only K RF chains, and are superior to the conventional massive MIMO architecture,
which requires M RF chains and a large-dimensional digital baseband signal processing,
in terms of complexity, cost, and energy-efficiency of signal processing. The theoretical
results of the effective SINRs and the corresponding sum-rate capacity lower bounds of the
proposed precoders are derived using random matrix theory and order statistic principles.
The system performance of the lower bound on the sum-rate capacity for the proposed
precoders is examined through simulations and numerical analysis of the theoretical results,
and is compared with the simulated performance of the MF precoder executed by the
unconstrained digital baseband signal processing.
The results show that the HBS precoder outperforms the ABS precoder due to the extra
digital control. Although the optimal system performance of MF adopting M RF chains
cannot be achieved by the proposed precoders, the selection of the estimated strongest
path by the proposed precoders with the deployment of only K RF chains contributes
substantially to the system performance. Moreover, when the path parameters utilised
for the precoding are estimated from the Gaussian-perturbed CSI, the lower bounds of
the proposed ABS and HBS remain at the maximum value over a wide range of the CSI
imperfection factor value. Therefore, the proposed ABS and HBS in cooperation with the
channel deconstruction approach are effective in achieving a large proportion of the system
capacity with low complexity, high energy efficiency, and low cost compared with the full
digital baseband signal processing MF precoding. However, the performance of ABS and
HBS are primarily limited by the number of received mmWave paths L.
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In the upcoming chapter, an enhanced hybrid beam-selecting precoding algorithm
is proposed along with its system architecture based on the proposed HBS precoder to
achieve the optimal sum-rate capacity lower bound performance while adopting less RF
chain and low-dimensional digital baseband precoding.
Chapter 5
MmWave Massive MIMO Enhanced
Hybrid Precoding
5.1 Introduction
In Chapter 4, the low-complexity, low-cost and energy efficient TDD-mode mmWave
massive MIMO downlink precoding was investigated. The limited-scattering clustered
mmWave channel model was adopted, wherein a few clusters of paths contribute to the
mmWave channel. The mmWave signal processing and large-scale multi-user precod-
ing challenges were tackled and transformed into a multi-user mmWave beam-selecting
problem. A mmWave channel deconstruction approach was proposed that enables the esti-
mation of individual path parameters exploiting the asymptotic orthogonal property of the
massive MIMO channel and the limited-scattering clustered characteristic of the mmWave
channel. An analogue beam-selecting precoding approach and a hybrid beam-selecting
precoding approach were proposed that utilise the estimated parameters of the strongest
path by the proposed channel deconstruction algorithm. The corresponding hardware
architectures were designed that employ phase only RF control of the transmitted signal
and K RF chains for the multi-user transmissions. An additional low-dimensional digital
baseband control is adopted in the hardware architecture of the HBS precoder. Compared
with the conventional massive MIMO signal processing, in which full digital baseband
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control and M RF chains are deployed, the proposed precoders reduce the signal processing
complexity and fabrication cost while increasing the energy efficiency.
The theoretical and simulated system performance for the proposed precoders was
validated. The results showed that although the optimal system performance obtained by
MF precoder implementing the unconstrained digital baseband signal processing cannot be
achieved by the proposed ABS and HBS precoders, the selection of the strongest estimated
path by the proposed precoders substantially contributes to the system achievable rate. It is
also revealed that the performance of the proposed precoders is primarily limited by the
number of total received mmWave paths.
In this chapter, the objective is to achieve the optimal TDD-mode mmWave massive
MIMO downlink precoding system performance through a low-cost, low-complexity, and
energy-efficient approach. Recall that the proposed channel deconstruction approach is
proven to be capable of obtaining parameters for all of the received paths by subtracting the
estimated path from the CSI and repeating the estimation process. The selection of more
estimated paths by the precoder is therefore enabled. To this end, an enhanced hybrid beam-
selecting (E-HBS) precoder is proposed in this chapter that exploits the limited-scattering
clustered property of the mmWave channel for the further enhancement of the system
performance with respect to the ABS and HBS precoding schemes proposed in Chapter
4. Moreover, the corresponding hardware architecture for E-HBS can be constructed by
connecting a few of the same substructures in parallel with each substructure being the
duplication of the hardware architecture adopted by the proposed HBS precoder. With
this hardware design, the number of RF chains and the dimensions of the baseband digital
precoding adopted are not related to the number of BS antennas, but to the number of
paths selected and the number of UTs served. This is vital for massive MIMO systems,
as the signal processing complexity, hardware, and energy costs for the precoding no
longer increase with the scaling up of the BS array while achieving the optimal system
performance.
The theoretical effective SINR and the lower bound on the sum-rate capacity of
the proposed E-HBS precoding for an arbitrary number of path selections are analysed
assuming that perfect path parameters are present. It is noticed that the closed-form
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expressions for the variances of the inter-cluster and inter-user interference terms in the
effective SINR are intractable when the AoDs follow arbitrary distributions. However,
the analysis reveals that it is the correlation of the path vector elements which impacts
the strength of the interference. Hence, the interference analysis is transformed into the
examination of the correlation between the elements of each path vector. Using random
matrix theory, the uncorrelated and fully correlated cases are then examined, which yield
the average effective SINR and lower bound on the effective SINR, respectively.
The performance of the proposed channel deconstruction algorithm on the estimation
of each path’s parameters is examined through Monte Carlo simulations, which validate
the reliability of the estimated path parameters. The lower bound on the sum-rate capacity
of the proposed E-HBS precoding is simulated and compared with the numerical result of
the theoretical analysis under the uncorrelated assumption for the elements of each path
vector. It is demonstrated that the optimal system performance of MF precoding using the
unconstrained digital baseband signal processing can be achieved by the E-HBS precoding
when all of the received paths are selected. Moreover, the near-optimal performance
is obtained by the selection of only a few paths due to the limited-scattering clustered
property of the mmWave signal. Therefore, the energy, fabrication costs, and complexity
in massive MIMO signal processing can be significantly reduced. Simulations are also
conducted to examine the effects of the AoD distributions on the system performance.
The analysis of the average and lower bound on the effective SINR is also verified. The
collective impact of AoD distributions and the number of selected paths on the system
sum-rate are demonstrated through simulations. It is concluded that to achieve a certain
capacity with high energy efficiency, low signal processing complexity and cost, the SNR
level and AoD distributions must be jointly considered when determining the number
of paths to select by the proposed E-HBS, such that the system resources’ utilisation is
maximised.
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5.2 System model and channel model
The TDD-mode massive MIMO system model utilised in Chapter 4 is adopted again
in this chapter, in which a BS equipped with an M-element antenna array is serving
K single-antenna UTs simultaneously with M ≫ K. The mmWave limited-scattering
clustered channel model introduced in (4.1) is also considered, where the total number of
received paths is denoted by L. Assume that the ordered individual path parameters, i.e.
the ordered complex path gains α(l)k and the corresponding array response vectors a
(l)
k for
∀l = {1, . . . ,L}, ∀k = {1, . . . ,K} are estimated by the channel deconstruction algorithm
as proposed in (4.14), following the descending order of the norm of the complex path
gain, i.e. |α(L)k | ≥ · · · ≥ |α(1)k |. The estimated complex path gain of the l-th ordered path
is denoted as αˆ(l)k , and the corresponding estimated array response vector is denoted as
aˆ(l)k (θˆ
(l)
k , ϕˆ
(l)
k ).
5.3 Enhanced hybrid beam-selecting precoding
The objective is to develop a precoding approach that achieves the optimal system
performance with respect to the MF precoding executed by the unconstrained digital
baseband signal processing. Denote the number of selected paths for each UT as ℓ, with
1≤ ℓ ≤ L. Consider ℓ paths are estimated by the channel deconstruction method at the BS,
which means that the BS obtains the estimated parameters of the L-th,. . . ,(L− ℓ+1)-th
ordered mmWave paths of each UT, i.e. the complex path gains αˆ(L)k , . . . , αˆ
(L−ℓ+1)
k and the
corresponding array response vectors aˆ(L)k (θˆ
(L)
k , ϕˆ
(L)
k ),. . . ,aˆ
(L−ℓ+1)
k (θˆ
(L−ℓ+1)
k , ϕˆ
(L−ℓ+1)
k ),
for ∀k ∈ {1, . . . ,K}. Note that the number of paths selected for each UT can be different.
For simplicity, the same number of ℓ is considered in this chapter as the same channel
statistics are assumed at each UT.
The enhanced hybrid beam-selecting (E-HBS) precoding vector ek ∈ CM×1 for the k-th
UT utilises the estimated parameters of ℓ ordered paths and is expressed as
ek =
(
L
∑
l=L−ℓ+1
αˆ(l)k aˆ
(l)
k (θˆ
(l)
k , ϕˆ
(l)
k )
)H
. (5.1)
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Fig. 5.1 Hardware architecture of the proposed E-HBS precoding for multi-user massive
MIMO systems implemented by ℓ substructures including K× ℓ RF chains, followed by
K×M× ℓ RF phase shifters and M adders.
Hence, the E-HBS precoding matrix is formed following
WE =
1√γE
E =
1√γE
[e1, . . . ,eK], (5.2)
where
E = [e1, . . . ,eK], (5.3)
and WE ∈ CM×K . γE denotes the E-HBS power normalisation factor which is given by
γE = E[trace(EE
H)]. (5.4)
From (5.1), the proposed E-HBS precoder utilises the limited-scattering clustered
property of the mmWave channel that also facilitates the hardware architecture to be
obtained from the proposed architecture of HBS precoding. As depicted in Fig. 5.1, ℓ
5.4 E-HBS effective SINR and lower bound on the sum-rate capacity 111
substructures are deployed in parallel for each transmit symbol by duplicating the HBS
architecture as shown in Fig. 4.1. Each substructure implements the hybrid precoding for
one of the selected paths. Therefore, each transmit symbol sk passes through ℓ baseband
digital controls and ℓ RF chains. Meanwhile, each transmit antenna is now connected to
K× ℓ phase shifters via an exclusive adder. The resulting structure can be viewed as a
spatial RAKE system.
5.4 E-HBS effective SINR and lower bound on the
sum-rate capacity
In this section, the theoretical effective SINR and the lower bound on the sum-rate
capacity of the proposed E-HBS precoder are derived for the selection of the ℓ paths. In
the analysis of the effective SINR, it is noticed that the closed-form expressions for the
variances of interference terms are intractable when AoDs follow an arbitrary distribution.
However, it is the correlation between the elements of path vectors that limits the strength
of the received interference. Hence the uncorrelated and fully correlated cases, which
respectively yield the average and lower bound on the effective SINR are analysed.
Consider that the perfect path parameters are estimated by the proposed channel
deconstruction algorithm as shown in (4.14). Therefore, from (4.19) and (4.21), εA,(l)k,m =
εH,(l)k,m = 0, α
(l)
k = αˆ
(l)
k , and a
(l)
k = aˆ
(l)
k .
From (2.6),(5.1),(5.2), and (5.4), with E-HBS precoding, the received signal of the k-th
UT can be denoted as
yk =
√
ρ
γE
(
L
∑
l=L−ℓ+1
α(l)k a
(l)
k )(
L
∑
l=L−ℓ+1
α(l)k a
(l)
k )
Hsk︸ ︷︷ ︸
Desired Signal
+
√
ρ
γE
(
L−ℓ
∑
i=1
α(i)k a
(i)
k )(
L
∑
l=L−ℓ+1
α(l)k a
(l)
k )
Hsk︸ ︷︷ ︸
Inter - cluster Interference
+
√
ρ
γE
K
∑
q=1,
q ̸=k
(
L
∑
i=1
α(i)k a
(i)
k )(
L
∑
l=L−ℓ+1
α(l)q a
(l)
q )
Hsq
︸ ︷︷ ︸
Inter - user Interference
+ nk
︸︷︷︸
Noise
.
(5.5)
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Following the same principle of the lower bound on the system sum-rate capacity analysed in
Chapter 2, the effective SINR of the k-th UT when ℓ paths are selected by the E-HBS can be
denoted from (5.5), and given by
SINRE-HBSk =
ρ
γE
E[|(
L
∑
l=L−ℓ+1
α(l)k a
(l)
k )(
L
∑
l=L−ℓ+1
α(l)k a
(l)
k )
H |2]
ρ
γE
E[|(
L−ℓ
∑
i=1
α(i)k a
(i)
k )(
L
∑
l=L−ℓ+1
α(l)k a
(l)
k )
H |2]+ ργE E[|
K
∑
q=1
q ̸=k
(
L
∑
i=1
α(i)k a
(i)
k )(
L
∑
l=L−ℓ+1
α(l)q a
(l)
q )H |2]+1
.
(5.6)
• From (5.6), the expected value of the desired receive signal power of the k-UT can be denoted
as
E[|(
L
∑
l=L−ℓ+1
α(l)k a
(l)
k )(
L
∑
l=L−ℓ+1
α(l)k a
(l)
k )
H |2] = M2E[(
L
∑
l=L−ℓ+1
|α(l)k |2)2] (5.7)
Let random variable X = |α lk|2, where the i.i.d. complex path gain is α lk ∼ CN (0, 1L). Hence,
X follows the gamma distribution with X ∼ Γ(1, 1L), as illustrated in Chapter 4 section 4.6.1.
For L samples of X , the p.d.f. on the l-th ordered X(l) can be denoted as [99]
f (x(l)) =
L!
(l−1)!(L− l)! [FΓ (x)]
l−1[1−FΓ (x)]L−l fΓ (x) , (5.8)
where the p.d.f. fΓ(x) and c.d.f. FΓ(x) on X is denoted in (4.34) and (4.35). The joint
p.d.f. f (xL−ℓ+1, . . . ,xL) of ℓ samples of ordered random variables (X(L−ℓ+1), . . . ,X(L)) that
correspond to the variances of complex paths gains for ℓ selected paths can be denoted as
[99, 101]
f (x(L−ℓ+1), . . . ,x(L)) =
L!
(L− ℓ)!F
L−ℓ
Γ (x(L−ℓ+1)) fΓ(x(L−ℓ+1)) . . . fΓ(x(L)). (5.9)
For ℓ = 1, . . . ,L, the above joint p.d.f. is given as follows:
– When the number of selected paths ℓ = 1,
f
(
x(L)
)
= L2
(
1− e−Lx(L))L−1 e−Lx(L) . (5.10)
This case corresponds to the HBS precoding, i.e. the strongest estimated path is
selected.
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– When the number of selected paths ℓ = 2, the L-th and (L−1)-th strongest estimated
paths are selected,
f
(
x(L−1),x(L)
)
= L3 (L−1)(1− e−Lx(L−1))L−2e−Lx(L−1)e−Lx(L) . (5.11)
– . . . . . .
– When the number of selected paths ℓ = L, i.e. all of the L estimated paths are selected
by the E-HBS precoder,
f
(
x(1), . . . ,x(L)
)
= LLL!e
−L
(
L
∑
l=1
x(l)
)
. (5.12)
Further, the expected value of the power of the desired signal in (5.7) can be calculated by
the joint p.d.f. on the order statistics of the variances of ℓ selected complex path gains as
shown in (5.9), and given by
M2E[(
L
∑
l=L−ℓ+1
|α(l)k |2)2]
=M2
∫
. . .
∫ (
x(L−ℓ+1)+ . . .+ x(L)
)2 f (x(L−ℓ+1), . . . ,x(L)) dx(L−ℓ+1) . . . dx(L). (5.13)
• The power normalisation factor γE can be drived from (5.4) and given by
γE =E[trace(EEH)]
=MKE[
L
∑
l=L−ℓ+1
|α(l)k |2]
=MK
∫
. . .
∫ (
x(L−ℓ+1)+ . . .+ x(L)
)
f
(
x(L−ℓ+1), . . . ,x(L)
)
dx(L−ℓ+1) . . . dx(L).
(5.14)
• From the analysis of the interference of massive MIMO LoS transmissions in Chapter 3, and
the ABS and HBS mmWave massive MIMO transmissions in 4, the closed-form expressions
of the expected values of the power of the inter-cluster and inter-user interference in (5.5)
are intractable when AoDs follow the uniform distribution or other common distributions
such as Gaussian or Laplacian [42, 102]. However, it is the phase shifts a(l)k,1, . . . ,a
(l)
k,M in
the array response vector a(l)k that impact on the correlation between elements of each path
vector α(l)k a
(l)
k for ∀m ∈ {1, . . . ,M} and hence limit the strength of the received interference
[103, 104].
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The actual correlation between elements α(l)k a
(l)
k,m and α
(l)
k a
(l)
k,n of the path vector for ∀m,n ∈
{1, . . . ,M}, m ̸= n is limited by many factors, such as the AoDs, carrier frequency f , the
separation between the antennas d, the number of antennas M, and the distribution of α(l)k as
shown in (4.2) and (4.3). This results in enormous difficulties in interference analysis for the
multiple selection of the paths by the proposed E-HBS precoder. However, as analysed in
Chapter 3 section 3.5.1, when the elements of each path vector are i.i.d. Gaussian distributed,
i.e. the elements of each path are uncorrelated following the same Gaussian distribution,
which lead to the average interference level. Also, when the elements of each path vector are
identical, i.e. fully correlated with the complex path gain of each path following Gaussian
distribution as a result of LoS propagation with θ lk = 90
◦ and ϕ lk = 0
◦ for all k and l, the
maximum cross-correlation, which produces the maximum interference is obtained.
Define the m-th element of the inter-cluster interference from the unselected paths on the
selected paths for the k-th UT as
vk,m
∆
= (
L−ℓ
∑
i=1
α(i)k,ma
(i)
k,m)(
L
∑
l=L−ℓ+1
α(l)k,ma
(l)
k,m)
∗, (5.15)
and denote the inter-cluster interference for the k-th UT in (5.5) as
Ick
∆
=
M
∑
m=1
vk,m. (5.16)
Hence, the expected value of the power of Ick is given from (5.15) by
E[|Ick |2] = E[|(
L−ℓ
∑
i=1
α(i)k a
(i)
k )(
L
∑
l=L−ℓ+1
α(l)k a
(l)
k )
H |2] = E[|
M
∑
m=1
vk,m|2]. (5.17)
Note that in (5.15), the m-th element of the i-th and l-th ordered path vectors α(i)k,ma
(i)
k,m and
α(l)k,ma
(l)
k,m are independent (due to independent AoDs) with mean zero and variance σ
2
(i) and
σ2(l), for ∀i, l ∈ {1, . . . ,L}, i ̸= l. Note also that the unit magnitude element a
(l)
k,m of the array
response vector a(l)k for all m does not change the variance or the mean of the corresponding
complex path gain α(l)k for ∀l ∈ {1, . . . ,L}. Hence, vk,m for ∀m ∈ {1, ...,M},∀k ∈ {1, ...,K}
is an i.i.d. random variable with mean zero. Since the expected value of vk,m is zero, the
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variance of vk,m is denoted from (5.15), and given by
variance(vk,m) = σ2c = E[|vk,m|2]−E[vk,m]2
(a)
= E[|vk,m|2]
(b)
=(
L−ℓ
∑
i=1
σ2(i))(
L
∑
l=L−ℓ+1
σ2(l))
=
(
L−ℓ
∑
i=1
X(i)
)(
L
∑
l=L−ℓ+1
X(l)
)
=
∫
...
∫ (
x(1)+ ...+ x(L−ℓ)
)(
x(L−ℓ+1)+ ...+ x(L)
)
f
(
x(1), ...,x(L)
)
dx(1) . . .dx(L),
(5.18)
where (a) holds since E[vk,m]2 = 0 and (b) is from (5.15) with σ2(l) denotes the variance of
the complex path gain α(l)k of the l-th ordered paths, and (X(1), . . . ,X(L)) follow the joint
p.d.f. of L samples of X with f
(
x(1), ...,x(L)
)
given by (5.12).
– The uncorrelated case for the elements of each path vector
Assume α(l)k a
(l)
k,m for the l-th ordered path of the k-th UT is i.i.d. ∼ CN (0,σ2(l)) for
∀m ∈ {1, ...,M}, ∀l ∈ {1, . . . ,L}. Hence from (5.16), the variance of Ick is given by
variance(Ick ) = Mvariance(vk,m). (5.19)
As the variances of the complex path gains of the ordered paths are jointly distributed,
the expected value of the power of the average inter-cluster interference in (5.17) is
then denoted from (5.19), and given by
E[|Ick |2] = E[|(
L−ℓ
∑
i=1
α(i)k a
(i)
k )(
L
∑
l=L−ℓ+1
α(l)k a
(l)
k )
H |2]
= variance(Ick )+(E[I
c
k ])
2
= Mσ2c ,
(5.20)
where σ2c is given in (5.18) and E[Ick ] = 0. Note that when ℓ = 1, the uncorrelated case
considered here corresponds to the analysis utilised for HBS inter-cluster interference,
see (4.52) and (4.53).
– The fully correlated case for the elements of each path vector
Assume α(l)k a
(l)
k,m = α
(l)
k a
(l)
k,n = α
(l)
k for all ∀m,n{1, . . . ,M}. This case is the result of the
LoS transmission with θ lk = 90
◦ and ϕ lk = 0
◦ for all of the UTs and all of the mmWave
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paths. Hence, from (5.16)
variance(Ick ) = variance(Mvk,m) = M
2variance(vk,m) (5.21)
The array response vector a(l)k for ∀l = {1, . . . ,L} and ∀k = {1, . . . ,K} becomes a
unit vector. Therefore, the maximum expected value of the power of the inter-cluster
interference in (5.17) is given from (5.21), and expressed as
E[|Ick |2] = E[|(
L−ℓ
∑
i=1
α(i)k a
(i)
k )(
L
∑
l=L−ℓ+1
α(l)k a
(l)
k )
H |2]
= variance(Ick )+(E[I
c
k ])
2
= M2σ2c .
(5.22)
where σ2c is given in (5.18) and E[Ick ] = 0.
Compare the expected values of the power of the average and maximum inter-cluster
interference denoted in (5.20) and (5.22), the fully correlated elements of each path vector
yields an M times higher expected value of the inter-cluster interference than the uncorrelated
case, due to the identical elements of each path vector.
• For the inter-user interference, similar correlation analysis can be implemented following
the inter-cluster interference analysis. Define the inter-user interference on the k-th UT as
Iuk
∆
=
K
∑
q=1,
q ̸=k
M
∑
m=1
uk,m, (5.23)
and also define the m-th element of the inter-user interference from the q-th UT on the k-th
UT as
uk,m
∆
= (
L
∑
i=1
α(i)k a
(i)
k,m)(
L
∑
l=L−ℓ+1
α(l)q a
(l)
q,m)
∗. (5.24)
The expected value of the power of the inter-user interference in (5.5) is hence obtained from
(5.23) and (5.24), and further given by
E[|Iuk |2] = E[|(
L
∑
i=1
α(i)k a
(i)
k )(
K
∑
q=1
q ̸=k
(
L
∑
l=L−ℓ+1
α(l)q a
(l)
q )
H)|2]
= (K−1)E[|
M
∑
m=1
uk,m|2].
(5.25)
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In (5.24), since α lk ∼CN (0, 1L), therefore,∑Li=1α
(i)
k a
(i)
k,m∼CN (0,1) for ∀m= {1, ...,M},∀l =
{1, ...,L},∀k= {1, ...,K}. uk,m for ∀m∈{1, ...,M},∀k∈{1, ...,K} is a i.i.d. random variable
with mean zero. The variance of uk,m is obtained from (5.24), and given by
variance(uk,m) = σ2u
=
L
∑
l=L−ℓ+1
σ2(l)
=
L
∑
l=L−ℓ+1
X(l)
=
∫
...
∫ (
x(L−ℓ+1)+ ...+ x(L)
)
f
(
x(L−ℓ+1), ...,x(L)
)
dx(L−ℓ+1)...dx(L).
(5.26)
where (X(L−ℓ+1), . . . ,X(L)) follow the joint p.d.f. on ℓ samples of X denoted in (5.9).
– The uncorrelated case for the elements of each path vector
Assume the m-th element α(l)k a
(l)
k,m for the l-th ordered path of the k-th UT is i.i.d.
∼ CN (0,σ2(l)) for ∀m ∈ {1, ...,M}. Since the variances of the complex path gains of
the ordered paths are jointly distributed, the variance of Iuk is obtained from (5.23) and
given by
variance(Iuk ) = M(K−1)variance(uk,m). (5.27)
From (5.25), the expected value of the power of the average inter-user interference is
hence given by
E[|Iuk |2] = variance(Iuk )+(E[Iuk ])2
= M(K−1)σ2u ,
(5.28)
where σ2u is given by (5.26) and E[Iuk ] = 0. Note that when ℓ = 1, this case corresponds
to the HBS inter-user interference analysis in (4.55).
– The fully correlated case for the elements of each path vector
Using the same assumption made in the fully correlated analysis for the inter-cluster
interference, the variance of the inter-user interference is obtained from (5.23) and
given by
variance(Iuk ) = (K−1)variance(Muk,m) = M2(K−1)variance(uk,m). (5.29)
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Hence, the expected value of the power of the maximum inter-user interference in
(5.25) is given by
E[|Iuk |2] = M2variance(uk,m)
= M2(K−1)σ2u .
(5.30)
where σ2u is given by (5.26).
Again, from (5.28) and (5.30), the full correlated elements of each path vector yield an
M times higher inter-user interference compared with the uncorrelated case.
So far, the uncorrelated and fully correlated cases for the elements of the path vectors are
demonstrated that respectively yield the average and maximum inter-cluster and inter-user
interference. Hence the average effective SINR can be obtained when both interference
terms in the effective SINR have their average values. From (5.13),(5.9),(5.18),(5.26),(5.20)
and (5.28), the average effective SINR is given by
SINRE-HBSavg =
ρ
γE M
2 ∫ . . .∫ (x(L−ℓ+1)+ . . .+ x(L))2 f (x(L−ℓ+1), . . . ,x(L)) dx(L−ℓ+1) . . . dx(L)
ρ
γE Mσ
2
c +
ρ
γE M(K−1)σ2u +1
.
(5.31)
The lower bound on the effective SINR can be obtained when both interferences have their
maximum values. From (5.13),(5.9),(5.18),(5.26),(5.22), and (5.30), the lower bound on the
effective SINR is given by
SINRE-HBSlow =
ρ
γE M
2 ∫ . . .∫ (x(L−ℓ+1)+ . . .+ x(L))2 f (x(L−ℓ+1), . . . ,x(L)) dx(L−ℓ+1) . . . dx(L)
ρ
γE M
2σ2c +
ρ
γE M
2(K−1)σ2u +1
,
(5.32)
where the joint p.d.f. f
(
x(L−ℓ+1), . . . ,x(L)
)
is given by (5.9), σ2c and σ2u are given by (5.18)
and (5.26), and γE is in (5.14).
The above average effective SINR and lower bound on the effective SINR correspond to
the average and minimum lower bounds on the system sum-rate that can be obtained by
substituting (5.31) and (5.32) into (2.19).
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5.5 Simulation results for channel deconstruction
algorithm and E-HBS precoding
In this section, the effectiveness of the proposed channel deconstruction approach on the
estimation of all of the ordered mmWave paths is validated through Monte Carlo simulations. The
simulation results of the performance of A-MSE and H-MSE are present for comparison. Such
validation is essential since the estimated parameters of mmWave paths will be exploited by the
E-HBS precoder and hence limit the precoding performance.
The effectiveness of the proposed E-HBS precoder on achieving the optimal system performance
obtained by MF precoding executed by the unconstrained digital baseband signal processing is
evaluated through simulations for the lower bound on the sum-rate capacity exploiting the path
parameters estimated by the channel deconstruction algorithm. The impact of the number of
selected paths is hence examined.
The average effective SINR and lower bound on the effective SINR are then evaluated and
verified by the evaluation of the system performance for different AoDs distributions. The collective
impact of the AoD distributions and the number of selected paths on the system performance is
then simulated and discussed.
In the following experiments, single-cell mmWave massive MIMO downlink transmissions
from a BS equipped with an M-element UPA to K single-antenna UTs are considered. The limited-
scattering clustered mmWave channel model in (4.1) is adopted with a carrier frequency of f =28
GHz and d = 0.5λ . L clusters of paths are received by each UT with a single path in each cluster
and the large-scale fading for each UT β1 = · · ·= βk are assumed to be normalised to unity. The
number of selected paths of the E-HBS precoder is ℓ with 1≤ ℓ ≤ L. The complex path gain of
each path follows α lk ∼i.i.d.CN (0, 1L) for ∀l ∈ {1 . . . ,L}, ∀k ∈ {1 . . . ,K}. The AoDs of each path
are modelled as i.i.d. random variables following uniform distributions. For the mmWave channel
deconstruction algorithm, it is considered that the number of training beam spatial directions N is
large enough that the training beam spatial directions cover the exact actual AoDs of each path.
The simulated result of the lower bound on the sum-rate capacity is calculated by (2.19) with the
simulated effective SINR calculated by (5.6).
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5.5.1 MSE performance of channel deconstruction approach on
estimating parameters for each mmWave path
Fig. 5.2a and Fig. 5.2b demonstrate the estimation MSEs for all of the ordered paths versus the
number of antennas M when L = 3 under different CSI quality levels, i.e. δ 2 = 0,0.3,0.6, and 0.9.
The UPA configurations are taken from Table.3.1. The channel deconstruction is performed using
(4.14) assuming the BS has no knowledge of δ 2. The A-MSE and H-MSE are calculated using
(4.20) and (4.22). It can be observed from both figures that the analogue and hybrid MSEs on the
estimation of each path decrease when M increases. Moreover, when imperfect CSI is adopted, as
δ 2 decreases, i.e. the CSI becomes more accurate, the estimation MSEs of each path decreases,
which results in a more precise estimation of paths’ parameters.
For the analogue MSE performance, under a certain level of CSI quality δ 2 and M, the order of
the estimation MSEs follows the order of the expected value of the path power, i.e. the estimation
of the path with a higher E[|α(l)k |2] has a lower estimation MSE. However, for hybrid MSE, an
opposite trend is shown. The overall H-MSE is lower than the A-MSE. Note that it is the path
coefficients that will be utilised in the E-HBS precoding, the proposed channel deconstruction
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Fig. 5.2 Estimation MSEs for each ordered path vs M. The total number of paths L = 3.
The perfect CSI δ 2 = 0 and imperfect CSI δ 2 = 0.3,0.6, and 0.9 are considered . K = 10
UTs are served simultaneously.
5.5 Simulation results for channel deconstruction algorithm and E-HBS precoding 121
algorithm is therefore reliable for the estimation of all mmWave paths’ parameters with the scaling
up of the BS array.
5.5.2 System performance of the lower bound on the sum-rate for
E-HBS precoding
In this section, the lower bounds on the system sum-rate capacities for the proposed E-HBS
precoding utilising the estimated results of the channel deconstruction approach are evaluated
considering M =Mx×My = 16×8= 128, K = 10, L= 5 and the number of selected path is ℓ, with
1≤ ℓ ≤ L. In the first part of the evaluation, the effectiveness of the E-HBS precoder on achieving
the optimal system performance is evaluated by comparing the system performance of E-HBS with
the MF precoding implemented by the unconstrained digital baseband signal processing when ℓ
paths are selected. The uncorrelated elements, i.e. i.i.d. Gaussian distributed elements for each path
vector are considered and simulated. Simulation results are also compared with numerical results
from the theoretical average effective SINR denoted in (5.31). The second part further evaluates
the proposed average effective SINR and lower bound on the effective SINR and demonstrates the
impact of AoDs’ distribution on the system performance of E-HBS. Lower bounds on the sum-rate
for the presented average and lower bound on effective SINRs obtained from the uncorrelated and
fully correlated path vector elements are presented and compared with the simulation results for
different AoDs distributions.
For Fig. 5.3 and Fig. 5.4, consider that the number of selected paths is ℓ with ℓ = 1, . . . ,L, and
the total number of mmWave paths is L = 5. The paths’ parameters used by E-HBS are estimated
by the channel deconstruction approach with perfect CSI. The uncorrelated elements, i.e. i.i.d.
Gaussian distributed elements for each path vector is considered and simulated. The numerical
results are calculated by (5.31) and (2.19). The AoDs of each path are modelled with θ (l)k ∼
i.i.d.U[0,90◦] and ϕ(l)k ∼ i.i.d.U[−180◦,180◦] for ∀k ∈ {1, . . . ,K} and ∀l ∈ {1, . . . ,L}.
Fig. 5.3 shows the lower bounds on the sum-rate capacities for E-HBS versus the SNR (dB)
when the number of selected paths is ℓ = 1, . . . ,5. The system performance of MF is illustrated
for comparison. It is evident that the simulated results of E-HBS are consistent with the numerical
results. For each case of ℓ from 1 to L, the lower bound increases with SNR to different non-zero
limit due to the presence of the inter-cluster and inter-user interference. Note also that under the
same level of SNR (dB), when more paths are selected, i.e. with a higher ℓ, a higher lower bound
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Fig. 5.3 Lower bounds on the sum-rate capacities achieved by E-HBS vs SNR (dB) for the
number of selected paths ℓ = 1,2,3,4,5. M = Mx×My = 16×8 = 128,L = 5,K = 10 are
simulated. The uncorrelated elements, i.e. i.i.d. Gaussian distributed elements for each
path vector is considered.
is achieved. Moreover, when ℓ = L = 5, i.e. all of the paths are selected, the E-HBS precoding
achieves the optimal system performance that is achieved by MF precoding. In this case, the number
of RF chains adopted by E-HBS is only K×L = 50, however, M = 128 RF chains are required for
the unconstrained digital baseband signal processing of MF. Therefore, regardless of the hardware
imperfection, the E-HBS precoding scheme facilitates the optimal system performance with low
complexity, substantial energy efficiency improvement and reduced fabrication cost by selecting all
of the estimated mmWave paths.
Next, the impact of the number of selected paths on the system performance is further evaluated.
Fig. 5.4 shows the lower bound on the sum-rate capacity for the E-HBS precoder versus the number
of selected paths ℓ when SNR= -15 dB, 0 dB, and 15 dB. It is obvious that the lower bound increases
when more paths are selected. The increase rate against ℓ is not linear. A higher increase rate is
presented when ℓ is relatively small, while a lower increase rate is shown when ℓ is relatively high,
especially for high SNR level. For example, for SNR=15 dB, when the number of selected paths
ℓ increases from 1 to 2, the lower bound increase is ∆C = 36−30 = 6 bit/s/Hz, however when ℓ
increases from 4 to 5, ∆C = 41.5− 41 = 0.5 bit/s/Hz. This is due to the fact that, the paths are
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Fig. 5.4 Lower bounds on the sum-rate capacities vs the number of selected paths ℓ for
SNR=15 dB, 0 dB, -15 dB. M = 128,L = 5,K = 10 are simulated. The uncorrelated
elements, i.e. i.i.d. Gaussian distributed elements for each path vector is considered.
Table 5.1 The sum-rate lower bound achieved by the E-HBS over the optimal performance
of MF precoding implemented by the unconstrained digital baseband signal processing and
the corresponding E-HBS hardware configuration for SNR=15 dB, L = 5, f = 28 GHz.
E-HBS Digital MF
Number of paths selected ℓ = 1 ℓ = 2 ℓ = 3 ℓ = 4 ℓ = 5 N/A
% of capacity achieved over digital MF 76% 90% 96% 99% 100% 100%
Number of RF chains 10 20 30 40 50 128
Number of analogue phase shifters 1280 2560 3840 5120 6400 Digital
selected following the decreasing order of the path power, and the smaller the power is, the less
sum-rate contribution that path provides.
Table 5.1 presents the percentage of the lower bound on the sum-rate capacity achieved by
E-HBS over the optimal performance obtained by the MF precoding using the unconstrained digital
baseband signal processing taken from the SNR=15 dB curve in Fig. 5.4. The signal processing
hardware configuration of the number of RF chains and analogue phase shifters is also indicated
in the table. It can be seen that 99% of the optimal system performance can be achieved by only
selecting ℓ = 4 paths for E-HBS obtained with only 40 RF chains. Compared with the digital
baseband signal processing that requires 128 RF chains, 88 RF chains are saved by the E-HBS
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Fig. 5.5 Simulation results of the lower bounds on the system sum-rate capacities of E-HBS
precoding versus SNR (dB) for different AoDs distributions, average effective SINR and
lower bound on the effective SINR. M = Mx×My = 16×8 = 128,L = 5,K = 10, ℓ = 3
are considered with the perfect path selection. The actual interference characterised by
different AoDs distributions is utilised in the effective SINR.
precoder. This reveals that there’s a substantial opportunity to further reduce the number of RF
chains adopted and the dimensions of the digital and analogue controls for E-HBS precoding to
achieve a near-optimal system performance.
Next, the impact of AoDs distribution on the lower bound performance of E-HBS precoding
is investigated alone with the validation of the average effective SINR and lower bound on the
effective SINR analysed in section 5.4. Consider M = Mx×My = 128,L = 5 and K = 10. AoDs
follow i.i.d. uniform distributions with θ (l)k ∼ U[0,θmax] and ϕ(l)k ∼ U[ϕmin,ϕmax]. Therefore, the
ranges of AoDs distribution is varied by θmax, ϕmin and ϕmax. The results are obtained using the
actual interference simulated for different AoDs distributions as the simulations for mean-square
cross-correlation in Chapter 3 Fig. 3.1 and Fig. 3.2.
Fig. 5.5 illustrates the system performance achieved by the E-HBS when ℓ = 3 versus SNR
(dB). It is shown that the performance of the lower bound on the sum-rate when AoDs are uniformly
distributed remains within the average (from SINRE−HBSavg ) and minimum (from SINR
E−HBS
low ) lower
bounds on the sum-rate capacity. When AoDs have identical values with θ (l)1 = · · ·= θ (l)K = 90◦ and
ϕ(l)1 = · · ·= ϕ(l)K = 0◦ for all k and l, the performance matches the performance of the lower bound
on the effective SINR, i.e. SINRE−HBSlow that comes from the fully correlated identical elements of
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Fig. 5.6 Simulation results of the lower bounds on the system sum-rate capacities vs the
number of selected paths ℓ by E-HBS for different AoDs distributions. M = Mx×My =
16× 8 = 128,L = 5,K = 10, SNR=0 dB are considered with the perfect path selection.
The actual interference characterised by different AoDs distributions is utilised in the
effective SINR.
each path vector. With the enlargement of the AoDs distribution range, i.e. θmax and (ϕmax−ϕmin),
the system performance improves at the same level of SNR. However, for sparse channels, even
when the range of AoDs distribution covers the whole geometric angle range, i.e. θmax = 90◦
and ϕmax−ϕmin = 360◦, the performance cannot reach the performance of SINRE−HBSavg . This is
also justified in [31] as i.i.d. path vector elements are incompatible with the wave equation when
AoDs are random variables. It is evident that the system performance of the mmWave massive
MIMO system exploiting E-HBS precoding is limited by the distributions of AoDs. The system
performance enhances when the distribution of AoDs is within a wider range, as the correlation
between elements of the path vectors decreases.
Fig. 5.6 shows the collective effect of the AoDs distribution and the number of paths selected
on the system performance of E-HBS. The simulated lower bounds on the sum-rate capacities
for E-HBS versus the number of selected paths ℓ for different AoDs’ distributions are shown.
Explicit relationships between the number of selected paths ℓ, the AoDs distribution ranges θmax,
(ϕmax−ϕmin), and the system performance are illustrated. It is shown that not only the increase of
ℓ but also a wider range of the AoD distribution enables a higher system performance. For instance,
to achieve a capacity lower bound of 25 bit/s/Hz, 4 paths have to be selected out of 5 received paths
5.6 Summary 126
when θ (l)k ∼U[0◦,67.5◦],ϕ(l)k ∼U[−135◦,135◦], however, only two paths need to be selected when
AoDs have a wider distribution range with θ (l)k ∼ U[0◦,90◦],ϕ(l)k ∼ U[−180◦,180◦].
Combined with the relationship between SNR, ℓ, and the system performance shown in Fig.
5.4, it is vital for the BS to jointly consider the AoDs distribution, SNR level, and the objective
system performance when choosing the number of paths to select for E-HBS precoding in mmWave
massive MIMO transmissions, such that the desired performance can be achieved without wasting
extra system resources on estimating extra paths by the channel deconstruction approach or wasting
costs on the fabrication and energy by transmitting with more RF chains, analogue phase shifters,
and digital controls.
5.6 Summary
In this chapter, the objective is to design a low-complexity, low-cost linear precoding approach
that achieves the near optimal system performance for mmWave massive MIMO transmissions
with higher energy efficiency. An E-HBS precoder is proposed which enables the selection of
ℓ mmWave paths estimated by the proposed channel deconstruction approach from L received
paths. The advanced hardware architecture design is proposed for E-HBS precoding, wherein
the number of RF chains adopted is decided by the number of paths selected and the number of
UTs served, which significantly reduces the number of RF chains required compared with the
conventional massive MIMO digital baseband signal processing. Using random matrix theory and
order statistic principles, the theoretical results of the effective SINRs and the lower bounds on
the sum-rate capacities for the proposed E-HBS precoding are presented for different ℓ, where the
average effective SINR and lower bound on the effective SINR are demonstrated for the interference
analysis.
The effectiveness of the proposed channel deconstruction approach on the estimation of each
mmWave path’s parameters is validated. It is illustrated that such an approach is especially reliable
for E-HBS precoding. The system performance for E-HBS precoding when ℓ = 1, . . . ,L is then
simulated. The results suggest that the system performance increases with more selected paths.
Moreover, the optimal system performance can be achieved when all of the received paths are
selected. Therefore, high energy efficiency and low fabrication cost are provided by the proposed
linear precoder of E-HBS, especially when M increases compared with the conventional digital
precoding method.
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The impact of the number of selected paths on the system performance of E-HBS is presented.
It is shown that a near-optimal performance can be achieved by E-HBS without selecting all of the
received paths that yields the opportunity to further improve the signal processing energy efficiency
and reduce the complexity and cost.
The impact of the AoDs distribution on the system performance is also examined. It is
demonstrated that a wider distribution range of AoDs facilitates an enhanced system performance.
It is suggested that in order to achieve the desired system performance, the AoDs distribution
and SNR level should be jointly considered when determining the number of paths to select for
the E-HBS precoding, such that system resources will not be wasted on estimating unnecessary
parameters or transmitting with redundant RF chains, and digital or phase controls.
Chapter 6
Spatial User Scheduling for Sub-6 GHz
Massive MIMO LoS Transmission
6.1 Introduction
The arguments in Chapter 3 revealed that, for LoS transmissions in sub-6 GHz TDD-mode
massive MIMO systems, although the MF and ZF precoding schemes using the statistical LoS CSI
are promising with low-complexity, a severe system performance degradation may occur when
transmitting to randomly located UTs with spatial AoDs of the UTs distributed within a small
range. The analysis has shown that the LoS channel cross-correlation primarily limits the system
performance especially when the BS scale is moderately large. To enhance the system performance
of LoS transmissions, a user scheduling scheme is imperative that allows the BS to transmit to
selected UTs following a scheduling policy.
In principle, a user scheduling policy aiming to maximise the system sum-rate capacity can be
achieved by exhaustively searching for the optimal group of UTs from all possible combinations of
the active UTs. However, with the scaling up of the system, such an exhaustive search is time and
resource consuming, along with having a high overhead and is therefore not applicable.
Recent research has been focused on user scheduling algorithms to enable performance im-
provement for over-loaded multi-user MIMO and massive MIMO systems in which the number of
active UTs is much larger than the number of antennas at the BS. In [105], a multi-user MIMO
system where the UTs are equipped with multiple antennas is considered. By representing the
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mutual interference as an inter-user subspace correlation, user scheduling schemes based on the
greedy algorithm are proposed, which take into account the fairness among users and the max-
imisation of the system sum-rate. The proposed algorithms achieve high performance with low
computational complexity. However, the channel is modelled by the Kronecker Product Form
model for the correlated Rayleigh fading channel. Such a model is infeasible in LoS transmissions
since it fails to address the LoS channel characteristic regarding to the array response. Furthermore,
the proposed algorithms are based on the metrics of mutual interference among users, which is
measured in angular or subspace domains. Such metrics are not suitable for massive MIMO systems
in which each UT is equipped with a single antenna, and the complexity will become extremely
high in large-scale systems. In [106], the beam-space beam selection and user scheduling are jointly
considered to implement the Lyapunov-drift optimisation for maximising the system sum-rate in
the limited-scattering clustered channel. Although near-optimal performance can be achieved by
the proposed user scheduling algorithm, the adopted channel model again does not capture the
sub-6 GHz LoS transmission feature, and the algorithm uses a highly complex iterative method,
which increases the costs of the system resources. In [63, 107], the authors assume that UTs can
be divided into groups and within each group, the UTs share similar slow-fading characteristics.
The authors proposed an algorithm that first groups the UTs by the eigenvectors of the channel
covariance matrix such that the linear subspace of the channel matrix is distinguishable among
groups. The pre-beamforming is implemented using the channel covariance matrices. The ZF
precoding is then executed for the interference elimination within each group. However, the UTs
must feedback the effective CSI after the pre-beamforming, and the performance relies on the
number of UTs per group.
The existing research on the user scheduling scheme for LoS transmissions is very limited.
In this chapter, the objective is to develop a low-complexity user scheduling scheme to improve
the system performance for downlink LoS transmissions in TDD-mode massive MIMO systems.
To this end, first, the LoS channel cross-correlations for 2-D transmissions from a ULA and 3-
D transmissions from a UPA are examined assuming the active UTs are spatially continuously
distributed. The correlation-free channel constraints are then demonstrated, which reveal the fact
that with the knowledge of the UTs’ spatial AoDs, for a base UT, a group of UTs with orthogonal
LoS channels can be discovered in 2-D LoS transmissions from a ULA and two groups of UTs with
orthogonal LoS channels within each group can be found in 3-D LoS transmissions from a UPA. It
is also demonstrated that the number of UTs within each group is restricted by the space between
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antenna elements, the carrier frequency, the configuration of the antenna array at the BS, and the
spatial AoDs of the base UT. For realistic LoS transmissions, in which the active UTs have discrete
distribution, two novel spatial user scheduling schemes are then proposed for each transmission
scenario based on the knowledge of the statistical CSI of the UTs’ spatial AoDs. The proposed
spatial user scheduling schemes enhance the system performance by reducing the LoS channel
cross-correlation with low complexity and no feedback. Due to the slow-varying characteristic of
the statistical CSI, the knowledge of AoDs can be easily acquired from statistical CSI of the LoS
channel, which can be obtained from the channel averaging or long-term feedback as introduced
in Chapter 3 section 3.1. Since such schemes do not eliminate the channel cross-correlation, to
further improve the system performance, a capacity-enhancement check scheme is proposed to
cooperate with the proposed spatial user scheduling schemes, by which the UTs that are harmful
to the system sum-rate are excluded from the scheduled group. The system performance, the
average number of scheduled UTs per group, and the system performance gain of the proposed
schemes over the random user scheduling scheme are investigated through simulations in 3-D LoS
transmissions from a UPA. The simulation results show that the proposed spatial user scheduling
scheme outperforms the random user scheduling scheme with a high gain. When executed with
the proposed capacity-enhancement check scheme, the spatial user scheduling scheme achieves an
even higher performance improvement.
6.2 System model
Consider a sub-6 GHz TDD-mode massive MIMO system, in which a BS is equipped with an
M-element array and communicating with K active single-antenna UTs. The channels between
the BS and the UTs are LoS†. The system is overloaded, which means M ≪K. Therefore, the
BS is unable to serve all K active UTs simultaneously, and user scheduling is required, such that
only a subset of UTs will be served each time the BS performs LoS transmissions. Assume that, T
scheduling instances are implemented during a coherent interval.
The lower bound on the system sum-rate capacity introduced in Chapter 3 section 3.4.1 is again
considered to be the system performance metric. The objective is to improve the system performance
through the scheduling of a subset of the UTs from K active UTs. To this end, an exhaustive search
can be implemented for the optimal solution. However, in a massive MIMO system with K≫M,
†The channels can be Rician fading, in this case, since the power of the LoS component is stronger than
the NLoS component, only LoS is considered for simplicity.
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the computational demand is extremely high. For example, if M = 128 and K = 2M = 256,
the maximum number of UTs that can be served each time is M for independent information
transmissions. Therefore, the number of possible combinations of the UTs is (2M)!
(M!)2 = 5.77×1075.
Clearly, it is unrealistic to perform such an exhaustive search.
6.3 LoS channel cross-correlation and LoS orthogonal
users’ group
The analysis of MF and ZF precoding presented in Chapter 3 section 3.4 indicates that the LoS
channel cross-correlation primarily limits the system performance of LoS transmissions. To gain
further insights into the LoS channel cross-correlation, in this section, both ULA and UPA LoS
transmission scenarios are investigated, that is 2-D transmissions from a BS equipped with a ULA
and 3-D transmissions from a UPA. The LoS orthogonal users’ group, wherein the LoS channels of
the UTs have no cross-correlation is found for both scenarios.
6.3.1 LoS cross-correlation for 2-D transmissions from a ULA
For a BS equipped with an M-element ULA, define the LoS channel cross-correlation between
the k-th UT and the j-th UT as:
R ∆= akaHj =
M
∑
m=1
e−j
2πd
λ (m−1)(cosϕk−cosϕ j), (6.1)
where ak is the LoS channel vector of the k-th UT denoted in (2.9).
Note that the mean-square cross-correlation defined in (3.40) is the expected value of the squared
norm of the channel cross-correlation. Hence, if the cross-correlation equals zero, i.e. the LoS chan-
nels of the UTs are correlation-free, the mean-square cross-correlation is zero. (6.1) is the geometric
series of a geometric progression. The 1st term is unity, the m-th term is e−j
2πd
λ (m−1)(cosϕk+cosϕ j),
and there are M terms in total. Therefore, the LoS channel cross-correlation can be further derived
6.3 LoS channel cross-correlation and LoS orthogonal users’ group 132
as
R = akaHj =
M
∑
m=1
e−j
2πd
λ (m−1)(cosϕk−cosϕ j)
geometric series
==========
1− e−j 2πdλ M(cosϕk−cosϕ j)
1− e−j 2πdλ (cosϕk−cosϕ j)
=
e−j
πd
λ M(cosϕk−cosϕ j)ej
πd
λ M(cosϕk−cosϕ j)− e−j πdλ M(cosϕk−cosϕ j)e−j πdλ M(cosϕk−cosϕ j)
e−j
πd
λ (cosϕk−cosϕ j)ej
πd
λ (cosϕk−cosϕ j)− e−j πdλ (cosϕk−cosϕ j)e−j πdλ (cosϕk−cosϕ j)
=
e−j
πd
λ M(cosϕk−cosϕ j)
(
ej
πd
λ M(cosϕk−cosϕ j)− e−j πdλ M(cosϕk−cosϕ j)
)
e−j
πd
λ (cosϕk−cosϕ j)
(
ej
πd
λ (cosϕk−cosϕ j)− e−j πdλ (cosϕk−cosϕ j)
)
= e−j
πd
λ (M−1)(cosϕk−cosϕ j) sin
(πd
λ M (cosϕk− cosϕ j)
)
sin
(πd
λ (cosϕk− cosϕ j)
) .
(6.2)
Define
Φ ∆= cosϕk− cosϕ j, (6.3)
by substituting (6.3) into (6.2), the LoS channel cross-correlation is further expressed as
R = akaHj = e
−j πdλ (M−1)Φ sin
(πd
λ MΦ
)
sin
(πd
λ Φ
) . (6.4)
Hence, the LoS channel cross-correlation between the LoS channels of the k-th UT and the j-th UT
becomes a function of Φ.
6.3.2 LoS orthogonal users’ group for 2-D transmissions from a
ULA
In this section, the LoS correlation-free constraints on the AoDs of the UTs in 2-D LoS
transmissions from a ULA are analysed through Φ as defined in (6.3). The argument illustrates
that if the active UTs are spatially continuously distributed in 2-D space, with respect to the k-th
UT, there is a group of UTs that have orthogonal LoS channels within the group. This enables the
search for LoS orthogonal UTs to be implemented with information about the spatial AoDs of the
active UTs.
To gain the relationship between the AoDs of the UTs and the LoS correlation-free constraints
on Φ from (6.4), define the composition sinusoidal function and its numerator and denominator
functions as
S ∆= sin(πd
λ
MΦ)/sin(
πd
λ
Φ), (6.5)
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Sn ∆= sin(πd
λ
MΦ), (6.6)
Sd ∆= sin(πd
λ
Φ). (6.7)
Consider ϕk and ϕ j are continuously distributed from −180◦ to 180◦, then cosϕk and cosϕ j
are continuously distributed within ±1, hence Φ = cosϕk − cosϕ j ≤ ±2. Fig. 6.1 shows the
relationship between the sinusoidal functions Sd , Sn, and S as the functions of Φ assuming M = 16
for instance. From (6.4), the LoS channel cross-correlation is eliminated, i.e. S = 0 when the
following constraints on the sinusoidal functions are satisfied:
Sn = sin
(
πd
λ
MΦ
)
= 0 , Sd = sin
(
πd
λ
Φ
)
̸= 0. (6.8)
From Fig. 6.1, the correlation-free constraints on Φ in (6.8) can be translated to the value of Φ
that corresponds to one of the nulls of the composition sinusoidal function of S. Also note that
the set of nulls of S are the set of nulls of Sn excluding the set of nulls of Sd . Define N⟨k, j⟩ ∈ R
corresponding to the k-th UT and the j-th UT to be
N⟨k, j⟩
∆
=
d
λ
M(cosϕk− cosϕ j). (6.9)
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Fig. 6.1 The relationship between the sinusoidal functions Sd , Sn, S and nulls vs Φ. An
ULA is considered with M = 16,d = 0.5λ , f = 2.6 GHz.
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The following theorem demonstrates the LoS correlation-free constraints on AoDs of the UTs and
the group of UTs that are LoS orthogonal with respect to the k-th UT.
Theorem 4. In 2-D LoS transmissions from a BS equipped with a ULA, assume the active UTs are
spatially continuously distributed. For the k-th UTs, the LoS channels for a group of UTs: k-th,
j-th, . . . , i-th, are orthogonal when N⟨k, j⟩, . . . , N⟨k,i⟩ defined in (6.9) correspond to a unique element
in set N, which is given by
N= {Z :
(
(cosϕk−1) dλ M,(cosϕk +1)
d
λ
M
)
}−{0}−{±2dM/λ}, (6.10)
where −{·} denotes the exclusion of the element from a set.
The maximum number of the UTs P in the group (including the k-th UT), i.e. the maximum num-
ber of the elements inN plus 1, is |{Z : [− dλ M, dλ M]}| when cosϕk ̸=±1 or |{Z : [− dλ M, dλ M]}|−1
when cosϕk =±1, where Z denotes the integer set, |{·}| denotes the cardinality of a set, i.e. the
number of elements in a set.
Proof. The UTs with zero LoS channel cross-correlation against the k-th UT correspond to the nulls
of S as defined in (6.5). From the periods of sinusoidal functions S,Sn and Sd , the correlation-free
constraints in (6.8) on Φ with respect to the k-th UT are transferred to the conditions that the AoDs
of the k-th UT and the j-th UT must satisfy
πd
λ
MΦ= Nπ,Φ ̸= 0,Φ ̸=±2, (6.11)
where N ∈ Z is an integer and Φ is defined in (6.3). Therefore, if the j-th UT satisfies (6.11) with
respect to the k-th UT, it gives
πd
λ
M(cosϕk− cosϕ j) = N⟨k, j⟩π,(cosϕk− cosϕ j) ̸= 0,(cosϕk− cosϕ j) ̸=±2, (6.12)
where N⟨k, j⟩ ∈ Z and N⟨k, j⟩ ̸= 0.
Note that in Fig. 6.1, the range of Φ≤±2 is from the possible values of Φ= cosϕk− cosϕ j.
For the k-th UT, the range of Φ is actually bounded by cosϕ j. Note the fact that cosϕ j =
cosϕk− N⟨k, j⟩λdM ≤±1 †. Therefore, to obtain the total number of nulls of S, substitute the range of
cosϕ j into (6.11), it gives the range of N⟨k, j⟩ with respect to the AoD of the base UT ϕk, which can
†The range of cosϕ j depends on the distribution range of ϕ of all active UTs, therefore can be different
with respect to the transmission scenarios. Here, ϕ ≤±180◦ is considered.
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be denoted as
(cosϕk−1) dλ M ≤ N⟨k, j⟩ ≤ (cosϕk +1)
d
λ
M, (6.13)
where N⟨k, j⟩ ∈N is an integer.
From (6.13), the number of possible values for N⟨k, j⟩ is the number of integers within the range
[− dλ M, dλ M]. Also, from (6.12), cosϕk−cosϕ j ̸= 0 is equivalent to N⟨k, j⟩ ̸= 0. cosϕk−cosϕ j ̸=±2
is equivalent to N⟨k, j⟩ ̸=±2dM/λ , which only constrains N⟨k, j⟩ when cosϕk =±1.
Therefore the maximum cardinality of the set N that contains all possible values of N⟨k, j⟩ is
|{Z : [− dλ M, dλ M]}|−1 when cosϕ ̸=±1 or |{Z : [− dλ M, dλ M]}|−2 when cosϕ =±1. Including
the k-th UT, the number of the elements in N plus 1 is the maximum number of UTs P in this
correlation-free UTs’ group. Note that the cardinality of N is restricted by d,λ ,M and cosϕk,
hence P is also determined by these parameters.
For the j-th and the i-th UTs that both satisfy (6.11), and correspond to different N⟨k, j⟩ and
N⟨k,i⟩, i.e. different nulls of S, using (6.12) gives
cosϕ j− cosϕi = cosϕk−
N⟨k, j⟩λ
dM
− (cosϕk−
N⟨k,i⟩λ
dM
) =
(N⟨k,i⟩−N⟨k, j⟩)λ
dM
, (6.14)
which is equivalent to
(cosϕ j− cosϕi)πdλ M = π(N⟨k,i⟩−N⟨k, j⟩). (6.15)
Since N⟨k, j⟩ and N⟨k,i⟩ are integers and N⟨k, j⟩ ̸= N⟨k,i⟩, (N⟨k,i⟩−N⟨k, j⟩) is a non-zero integer and
̸=±2dM/λ . Therefore, the LoS channels of the j-th and the i-th UTs are correlation-free.
The LoS channel matrix of the UTs’ group can be denoted as HLoS = [aTk ,a
T
i , . . . ,aTj ]T
and hence HLoSHHLoS = M|{Z : [− dλ M, dλ M]}|I|{Z:[− dλ M, dλ M]}|, where I|{Z:[− dλ M, dλ M]}| denotes |{Z :
[− dλ M, dλ M]}|-dimensional identity matrix. Therefore, the LoS channels of the UTs are orthogo-
nal.
For 2-D transmissions from a BS equipped with a ULA, assume the AoDs of the K active UTs
are continuously distributed within [−180◦,180◦], for the k-th UT, a group of UTs with orthogonal
LoS channels can be found following Theorem 4 with the knowledge of their spatial AoDs. Note
that if there is more than one UT that correspond to the same element inN, only one can be counted
at a time.
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6.3.3 LoS cross-correlation for 3-D transmissions from a UPA
Consider 3-D LoS transmissions from a BS equipped with an Mx×My-element UPA, from the
LoS channel vector denoted in (2.10), the LoS channel cross-correlation between the k-th and j-th
UTs is denoted as
R = akaHj =
Mx
∑
mx=1
My
∑
my=1
e−j
2πd
λ ((mx−1)sinθk cosϕk+(my−1)sinθk sinϕk)ej
2πd
λ ((mx−1)sinθ j cosϕ j+(my−1)sinθ j sinϕ j).
(6.16)
Define
Θ ∆= sinθk cosϕk− sinθ j cosϕ j, (6.17)
and
Ξ ∆= sinθk sinϕk− sinθ j sinϕ j. (6.18)
Note that with respect to mx in cross-correlation R, the terms in (6.16) containing my = 1, . . . ,My
can be derived as
My
∑
my=1
e−j
2πd
λ ((mx−1)(sinθk cosϕk−sinθ j cosϕ j)+(my−1)(sinθk sinϕk−sinθ j sinϕ j))
= e−j
2πd
λ (mx−1)(sinθk cosϕk−sinθ j cosϕ j)
My
∑
my=1
e−j
2πd
λ (my−1)(sinθk sinϕk−sinθ j sinϕ j)
= e−j
2πd
λ (mx−1)Θ
My
∑
my=1
e−j
2πd
λ (my−1)Ξ
= e−j
2πd
λ (mx−1)Θe−j
πd
λ (My−1)Ξ sin
(πd
λ MyΞ
)
sin
(πd
λ Ξ
) .
(6.19)
Hence, by substituting (6.19) into (6.16), and applying the similar derivation to terms containing
mx = 1, . . . ,Mx, the LoS channel cross-correlation between the k-th UT and the j-th UT in 3-D LoS
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transmissions from a BS equipped with a UPA is given by
R = akaHj
= e−j
πd
λ (My−1)Ξ sin
(πd
λ MyΞ
)
sin
(πd
λ Ξ
) Mx∑
mx=1
e−j
2πd
λ (mx−1)Θ
= e−j
πd
λ ((Mx−1)Θ+(My−1)Ξ) sin
(πd
λ MxΘ
)
sin
(πd
λ Θ
) sin(πdλ MyΞ)
sin
(πd
λ Ξ
)
= e−j
πd
λ ((Mx−1)Θ+(My−1)Ξ)FJ .
(6.20)
where
F ∆= sin
(πd
λ MxΘ
)
sin
(πd
λ Θ
) , (6.21)
J ∆= sin
(πd
λ MyΞ
)
sin
(πd
λ Ξ
) . (6.22)
Therefore, the LoS channel cross-correlation between the k-th and j-th UTs becomes a function of
Θ and Ξ.
6.3.4 LoS orthogonal users’ group for 3-D transmissions from a
UPA
From (6.20), the LoS channel cross-correlation for 3-D transmissions from a UPA is eliminated
when either F or J equals zero, i.e. either Θ or Ξ follows the following constraints:
sin(
πd
λ
MxΘ) = 0 , sin(
πd
λ
Θ) ̸= 0, (6.23)
or
sin(
πd
λ
MyΞ) = 0 , sin(
πd
λ
Ξ) ̸= 0. (6.24)
Note that (6.23) and (6.24) correspond to the elements of the UPA configuration along the x-axis
and y-axis of the 3-D space as shown in Fig. 2.4b. Define X⟨k, j⟩ with respect to the k-th UT and the
j-th UT as
X⟨k, j⟩
∆
=
d
λ
Mx(sinθk cosϕk− sinθ j cosϕ j), (6.25)
and Y⟨k, j⟩ with respect to the k-th UT and the j-th UT as
Y⟨k, j⟩
∆
=
d
λ
My(sinθk sinϕk− sinθ j sinϕ j). (6.26)
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By separately analysing (6.23) and (6.24) using the similar method denoted in section 6.3.2, the
following theorem is obtained:
Theorem 5. In 3-D LoS transmissions from a BS equipped with a UPA, assume the active UTs
are spatially, continuously distributed in 3-D space. For the k-th UT, a group of UTs including the
k-th, j-th, . . . , i-th UTs can be found with orthogonal LoS channels when X⟨k, j⟩, . . . ,X⟨k,i⟩ defined in
(6.25) each corresponds to a unique element in set X that is given by
X= {Z :
(
(sinθk cosϕk−1) dλ Mx,(sinθk cosϕk +1)
d
λ
Mx
)
}−{0}−{±2dMx/λ}. (6.27)
The maximum number of UTs P in this group (including the k-th UT) is the maximum num-
ber of the elements in X plus 1, which is |{Z : [− dλ Mx, dλ Mx]}| when sinθk cosϕk ̸= ±1 or |{Z :
[− dλ Mx, dλ Mx]}|−1 when sinθk cosϕk =±1.
Meanwhile, for the k-th UT, the LoS channels of another group of UTs: k-th, a-th, . . . , b-th, are
orthogonal when Y⟨k,a⟩, . . . ,Y⟨k,b⟩ defined in (6.26) each corresponds to a unique element in set Y
that is given by
Y= {Z :
(
(sinθk sinϕk−1) dλ My,(sinθk sinϕk +1)
d
λ
My
)
}−{0}−{±2dMy/λ}. (6.28)
The maximum number of UTs Q in this group (including the k-th UT), i.e. the maximum number of
the elements inY plus 1, is |{Z : [− dλ My, dλ My]}| when sinθk sinϕk ̸=±1 or |{Z : [− dλ My, dλ My]}|−
1 when sinθk sinϕk =±1.
Proof. Similar to Theorem 4. Note that the LoS channel cross-correlation among the UTs found
from X and the UTs found from Y are not eliminated, for example, the cross-correlation between
the j-th UT and the a-th UT is not eliminated.
For 3-D transmissions from a UPA with continuously distributed active UTs, from Theorem 5,
for the k-th UT, two groups of UTs can be found with orthogonal LoS channels with respect to the
UPA configuration of Mx and My. The number of UTs in each group is constrained by d,λ ,Mx or
My and AoDs of the base UT. However, the channels between the UTs from the two groups are
not orthogonal. From Theorem 5, the advantage of 3-D LoS transmissions from a UPA is revealed
which allows more degrees of freedom for the searching for the correlation-free UTs from either X
or Y.
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6.4 Spatial user scheduling schemes
The objective is to design a user scheduling scheme for sub-6 GHz TDD-mode massive MIMO
LoS transmissions to cooperate with the precoding scheme and improve the system performance of
the lower bound on the sum-rate capacity. In this section, two spatial user scheduling (SUS) schemes
are proposed respectively for 2-D LoS transmissions from a ULA and 3-D LoS transmissions from
a UPA. The proposed SUS schemes enable the scheduling of UTs with mitigated LoS cross-
correlation with respect to the k-th UT with the presence of the knowledge of UTs’ spatial AoDs.
6.4.1 SUS scheme for 2-D LoS transmissions from a ULA
Consider a sub-6 GHz TDD-mode massive MIMO system. The BS is equipped with an M-
element ULA, and there are K active UTs to be served with K≫M. Assume that, the channels
between the UTs and the BS are LoS, and T instances of user scheduling can be performed during
a coherence interval. For each instance of user scheduling at t, the BS selects a group of UTs for
LoS transmissions based on the scheduling scheme.
From the arguments in Chapter 3, for LoS transmissions with MF and ZF precoding, the LoS
channel mean-square cross-correlation restricts the lower bound on the system sum-rate capacity.
Therefore, scheduling the UTs with low LoS channel cross-correlation enables the improvement in
system performance.
The LoS orthogonal users’ group arguments in section 6.3.2 and section 6.3.4 illustrate that,
with respect to the k-th UT, the BS can find a group of UTs with orthogonal LoS channels, with
the knowledge of their spatial AoDs, if the K active UTs are spatially continuously distributed.
However, in realistic systems, the UTs have discrete spatial distribution, and the correlation-
free constraints on the AoDs may not be satisfied by any active UT. Therefore, the search for
the UTs with minimum LoS cross-correlation against the k-th UT can be implemented for the
performance improvement. With Theorem 4, the search for the group of UTs with minimum LoS
cross-correlation against the k-th UT can be implemented by a sequential search for the UT that
satisfies the following condition corresponding to different elements in setN:
cosϕ j = argmin
∀ j=1,...,K
{|R|2}= argmin
∀ j=1,...,K
{|akaHj |2}= argmin{|S|2} (6.29)
= argmin
∀ j=1,...,K,p∈{1,...,P−1},Np∈N
| d
λ
M(cosϕk− cosϕ j)−Np|, (6.30)
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where S is defined in (6.5), P is the number of UTs in this group with respect to the k-th UT, i.e.
the number of elements in set N plus 1, and Np denotes the p-th element in N as shown in (6.10).
Therefore, with the knowledge of AoDs for all K active UTs at the BS, for 2-D LoS transmis-
sions from a ULA, a SUS scheme is obtained and summarised as follows: at the t-th scheduling
time instance, the BS chooses the k-th UT as the base UT and adds this UT to the scheduling group
Gt . The BS calculates the set N from (6.10). For each element Np ∈N for p = {1, . . . ,P−1}, the
BS finds the UT from the rest of the active UTs (K UTs exclude the base UT) that satisfies (6.30).
Add the UTs to the scheduled group and merge the same UT added for different Np if any.
Note that the selection of the base UT can be random. However, the fairness of user’s ac-
cumulative capacity can be taken into account when selecting the base UT at t. To this end, let
Ca,tj = ∑
t
t=0C
t
j to be the accumulate capacity for the j-th UT at the t-th scheduling time instance
with initial Ca,t=0j = C
t=0
j = 0, for ∀ j = {1, . . . ,K}, where the capacity for the j-th UT at t is
denoted as
Ctj = log2(1+SINR
t
j). (6.31)
where SINRtj denotes the SINR for the j-th UT at scheduling instance t that can be calculated by
(2.15) for MF or ZF precoding. The BS updates the accumulated capacity for each active UT every
time after scheduling. Apparently, if the UT is not scheduled at the t-th instance, Ctj = 0. Hence,
the UT with the lowest accumulated capacity at t can be chosen as the base UT.
6.4.2 SUS scheme for 3-D transmissions from a UPA
For 3-D transmissions from a UPA, the LoS cross-correlation can be mitigated with respect to
either the x-axis or the y-axis configurations of the UPA. Corresponding to each axis of the array
configuration, a group of UTs can be found using the scheme similar to the proposed SUS scheme
for 2-D transmissions. Since the cross-correlation between UTs from each group is not mitigated,
the BS must choose only one group to schedule.
With Theorem 5, the search for the group of UTs with minimum LoS cross-correlation against
the k-th UT can be implemented by a sequential search for the UT that satisfies the following
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condition corresponding to different elements in set X:
(sinθ j,cosϕ j) = argmin
∀ j=1,...,K
{|R|2}= argmin
∀ j=1,...,K
{|akaHj |2}= argmin
∀ j=1,...,K
{|F|2} (6.32)
= argmin
∀ j=1,...,K, p∈{1,...,P−1},Xp∈X
| d
λ
Mx(sinθk cosϕk− sinθ j cosϕ j)−Xp| (6.33)
where F is denoted in (6.21), P denotes the number of UTs in this group, i.e. the number of
elements in X plus 1, and Xp denotes the p-th element in X.
Similarly, the search for the group of UTs with minimum LoS cross-correlation against the k-th
UT can be executed following:
(sinθ j,sinϕ j) = argmin
∀ j=1,...,K
{|R|2}= argmin
∀ j=1,...,K
{|akaHj |2}= argmin
∀ j=1,...,K
{|J |2} (6.34)
= argmin
∀ j=1,...,K,q∈{1,...,Q−1},Yq∈Y
| d
λ
My(sinθk sinϕk− sinθ j sinϕ j)−Yq| (6.35)
where J is denoted in (6.22), Q denotes the number of UTs in this group, i.e. the number of
elements in Y plus 1, and Yq denotes the q-th element in Y.
Based on the proposed scheduling scheme for 2-D transmissions from a ULA, the spatial user
scheduling scheme for 3-D transmissions from a UPA can be obtained and summarised as follows:
at the t-th scheduling time instance, the BS chooses the k-th UT as the base UT based on the
accumulative capacity fairness consideration and adds this UT to scheduling groups Gtx and Gty. The
BS calculates the set X andY from (6.27) and (6.28). Assume the number of elements in X is P−1
and in Y is Q−1. For each element Xp ∈ X and Yq ∈Y for p = 1, . . . ,P−1, q = 1, . . . ,Q−1, the
BS searches for the UTs from the active UTs which satisfy (6.33) and (6.35), and adds the UTs to
the corresponding group of Gtx and Gty. Merge the same UT added in each group if any. Compare
the numbers of UTs in Gtx and Gty. The final decision of the scheduled group Gt is the group with
more UTs.
6.4.3 Capacity enhancement check algorithm
Note that the proposed SUS schemes schedule the UTs with minimum LoS cross-correlation
against the base UT. Therefore, the adding of each UT into the group may increase LoS channel
cross-correlation of the UTs that are already in the group, i.e. may be harmful to their user capacities.
When the total deduction of other UTs’ user capacities becomes greater than the user capacity of
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the new added UT, the enrolment of this UT in the group is harmful to the system sum-rate capacity
at the t-th scheduling time instance. To tackle this issue, the capacity-enhancement check (CEC)
can be implemented at every scheduling time instance after the group of UTs Gt is found by the
proposed SUS schemes. To be specific, the system sum-rate Ct for a UTs group Gt obtained by
a SUS scheme can be calculated by the summation of the UTs capacities denoted in (6.31) for
all the grouped UTs. The BS temporarily removes the i-th UT that has the lowest user capacity
from the group, followed by a recalculation of the system sum-rate Ct ′. If Ct ′ ≥ Ct , this UT is
harmful to the system sum-rate. Hence, the BS removes the i-th UT from the scheduled group.
The BS repeats such a process until the removal of the UT with the lowest user capacity no longer
increases the system sum-rate, i.e. Ct ′ <Ct . The remaining UTs in Gt are the final decision of the
scheduled group at the t-th scheduling time instance. The outlines of the SUS schemes for 2-D
LoS transmissions from a ULA and 3-D LoS transmissions from a UPA in cooperation with the
sum-rate enhancement check scheme are given in Algorithm 1 and Algorithm 2.
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Algorithm 1 Spatial user scheduling algorithm for 2-D LoS transmissions from a ULA at
the BS in cooperation with the sum-rate enhancement check algorithm
Initialisation AoDs of all K UTs, Ca,t=0k = 0 for k = 1, . . . ,K;
1: for t = 1 : T do
2: if t = 0 then
3: Randomly select a UT to be the base UT;
4: elseSelect the UT with minCa,tk to be the base UT
5: end if
6: Add the base UT to the scheduling UT group Gt ;
7: Compute set N which contains P−1 elements, the p-th element Np, for the base
UT from (6.10);
8: for p = 1 : P−1 do
9: Find the j-th UT which from the active users group that satisfies | dλ M(cosϕk−
cosϕ j)−Np|min, with j = 1, . . . ,K, j ̸= k;
10: Add the j-th UT to the scheduled user group Gt ;
11: end for
12: if Repeated UTs in the group then
13: Merge the repeated choice of UTs in Gt ;
14: end if
15: Compute the system sum-rate Ct for group Gt ;
16: if Sum-rate enhancement check then
17: Gt ′ = Gt ;
18: Find the i-th UTs with the lowest user capacity in Gt ′;
19: Exclude this UTs from Gt ′;
20: Calculate the system sum-rate Ct ′ for Gt ′;
21: if Ct ′ >Ct then
22: Gt = Gt ′;
23: elseBreak
24: end if
25: end if
26: Update the actual number of UTs (Kt for SUS or Ktc for SUS + CEC) in Gt ;
27: Compute the Ctk for k = 1, . . . ,K
t or Ktc;
28: Update user accumulate capacity Ca,tk =C
a,t−1
k +C
t
k;
OutputScheduled user group Gt at t;
29: end for
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Algorithm 2 Spatial user scheduling algorithm for 3-D LoS transmissions from a UPA at
the BS in cooperation with the sum-rate enhancement check algorithm
Initialisation AoDs of all K UTs, Ca,t=0k = 0 for k = 1, . . . ,K;
1: for t = 1 : T do
2: if t = 0 then
3: Randomly select a UT to be the base UT;
4: elseSelect the UT with minCa,tk to be the base UT;
5: end if
6: Add the base UT to the scheduling UT group Gt ;
7: Compute set X, with P−1= |X|, the p-th element Xp, for the base UT from (6.27);
8: Compute set Y, with Q−1 = |Y|, with the q-th element Yq, for the base UT from
(6.28);
9: for p = 1 : P−1 do
10: Find the j-th UT which satisfies | dλ Mx(sinθk cosϕk− sinθ j cosϕ j)−Xp|min,
with j = 1, . . . ,K, j ̸= k;
11: Add the j-th UT to the scheduling user group Gtx;
12: end for
13: if Repeated UTs in Gtx then
14: Merge the repeated choice of UTs in Gtx;
15: end if
16: Update the actual number of UTs in Gtx;
17: for q = 1 : Q−1 do
18: Find the i-th UT which satisfies | dλ My(sinθk sinϕk−sinθi sinϕi)−Yq|min, with
i = 1, . . . ,K, j ̸= k;
19: Add the i-th UT to the scheduling user group Gty;
20: end for
21: if repeated UTs in the group then
22: Merge the repeated choice of UTs in Gty;
23: end if
24: Update the actual number of UTs in Gty ;
25: Compare the number of UTs in Gtx and Gty. The group with more UTs is the
scheduling user group Gt ;
26: if Sum-rate enhancement check then
27: Gt ′ = Gt
28: Find the UT with the lowest user capacity in Gt ′;
29: Exclude this UTs from Gt ′;
30: Calculate the system sum-rate Ct ′ for Gt ′;
31: if Ct ′ >Ct then
32: Gt = Gt ′;
33: elseBreak
34: end if
35: end if
36: Update the actual number of UTs in Gt (Kt for SUS or Ktc for SUS + CEC);
37: Compute the Ctk for k = 1, . . . ,K
t or Ktc;
38: Update user accumulate capacity Ca,tk =C
a,t−1
k +C
t
k;
OutputScheduled user group Gt at t;
39: end for
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6.5 Spatial user scheduling simulation results
In this section, the system performance of the lower bound on the sum-rate capacity of the
proposed SUS scheme for 3-D LoS transmissions from a UPA is evaluated by Monte Carlo
simulations for sub-6 GHz massive MIMO systems since 3-D transmissions from a UPA are
more realistic and provide more degrees of freedom for LoS transmissions compared with 2-D
transmissions from a ULA. The effectiveness of the proposed CEC scheme on the performance
enhancement for the proposed SUS is also evaluated. The random user scheduling (RUS) scheme
that is based on the scheme adopted in LoS transmissions investigation in Chapter 3 is simulated
for comparison. With RUS scheme, random UTs are selected by the BS for transmissions.
Consider that the BS is equipped with an Mx×My = M-element UPA with carrier frequency
of 2.6 GHz. The number of active UTs during a coherence interval is K = 2M, and the AoDs
of UTs are uniformly distributed with θ ∼i.i.d.U(0◦,90◦) and ϕ ∼i.i.d.U(−180◦,180◦). Assume
T = 200 that is longer than the typical value of 196 adopted for 4G Long-Term Evolution (LTE)
orthogonal frequency-division multiplexing (OFDM) [52] systems, as the LoS transmissions have a
longer coherence time compared with fading channel transmissions. Therefore, 200 instances of
scheduling can be implemented every time a new group of active UTs is generated. Assume the
number of scheduled UTs per group at t by SUS is Kt and for CEC in cooperation with SUS is
Ktc. To compare the system performance, the RUS scheme is simulated considering the number of
scheduled UTs per group equals Kt and Ktc. MF is adopted for the precoding.
Fig. 6.2 illustrates the impact of SNR on the performance of the proposed schemes. M =
Mx×My = 16×8= 128 is considered. The system performance of the lower bound on the sum-rate
is shown in Fig. 6.2a against the SNR. The average number of scheduled UTs per group is presented
in Fig. 6.2b that is calculated by Kc = E[Ktc] when CEC is adopted in cooperation with SUS, and
K = E[Kt ] when only SUS is implemented. The lower bound gain of the proposed schemes over
the RUS scheme is shown in Fig. 6.2c.
Fig. 6.2a depicts that the lower bounds on the sum-rate capacities for all of the scheduling
schemes increase with the SNR to different limits due to the presence of the inter-user interference.
The proposed SUS scheme outperforms the RUS scheme when serving the same number of UTs
(K), thanks to the reduction of the LoS channel cross-correlation that reduces the MF precoding
inter-user interference. With the help of the CEC scheme, SUS enables the best performance
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Fig. 6.2 Impact of SNR (dB) on the performance of the scheduling schemes. Mx×My =
16×8 = 128. The number of active UTs per coherence interval is K = 2M. The perfect
AoDs knowledge is adopted. d = 0.5λ , f =2.6 GHz. For CEC in cooperation with SUS,
Kc UTs are scheduled per group. For SUS, K UTs are scheduled per group. MF precoding
is adopted.
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especially in the high SNR regime, due to the reduction of the inter-user interference by SUS with
respect to the RUS scheduling and the exclusion of the sum-rate harmful UTs by CEC.
Note from Fig. 6.2b that the average number of scheduled UTs K by the SUS scheme is
independent of SNR and is higher than the average number of scheduled UTs Kc by SUS when
CEC is implemented. This confirms that there are sum-rate harmful UTs scheduled by the proposed
SUS scheme. With the help of CEC, the average number of scheduled UTs per group by SUS
decreases when SNR increases, while the lower bound of the sum-rate increases (see Fig. 6.2a).
This indicates that for MF precoding, as SNR increases, the inter-user interference increases which
causes the decrease of the system sum-rate. The proposed CEC scheme enables the SUS scheme to
achieve a higher system performance while serving fewer UTs by excluding the sum-rate harmfull
UTs.
Fig. 6.2c shows the system performance gain achieved by the proposed SUS scheme over
the RUS scheme. It is evident that the performance gain of SUS over RUS increases with SNR
to a limit. The proposed CEC scheme enables the SUS to achieve a higher gain over the RUS
scheme when serving the same number of UTs per group, especially in the high SNR region. When
SNR=10 dB, the CEC helps the SUS to achieve a 135% sum-rate enhancement over the RUS when
Kc ≈ 16 UTs are served per group, and the SUS itself enables a 95% sum-rate increment over the
RUS when K ≈ 17 UTs are served per group. Therefore, both SUS and CEC schemes are preferable
in the high SNR region.
In Fig. 6.3, the system lower bound on the sum-rate (left y-axis) and the corresponding average
number of scheduled UTs per group (right y-axis) are shown against the number of antennas M
at the BS. Mx×My = 4× 4,8× 4,8× 8,16× 8,16× 16, and 32× 16 are simulated, considering
SNR=10 dB. The figure illustrates that all of the scheduling schemes enable an improvement of
the achievable rate when the BS scales up. However, for different M, with the help of CEC, the
SUS scheme achieves a 130% of sum-rate gain over the RUS scheme when scheduling the same
number of UTs per group. The SUS scheme itself allows an 87% gain. This illustrates that the
number of antennas at the BS has little impact on the sum-rate performance gain for the proposed
SUS scheme even when CEC scheme is jointly exploited. The disparity between Kc and K is larger
when M is smaller. This is due to the constraint of K = 2M. Under such constraint, when there
are not many active UTs available as M is small, the UTs selected by the SUS scheme are more
likely to be highly correlated that facilities the CEC scheme to perform the exclusion of the UTs.
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Fig. 6.3 Lower bounds on the system sum-rate capacities (left y-axis) and the average
number of UTs per scheduled group (right y-axis) for the proposed schemes and the RUS
scheme vs the number of antennas M at the BS, for M =Mx×My = 4×4,8×4,8×8,16×
8,16×16,32×16. The number of active UTs per coherence interval is K= 2M. SNR=10
dB is considered. Perfect AoDs knowledge is adopted. d = 0.5λ , f =2.6 GHz. For CEC
in cooperation with SUS, Kc UTs are scheduled per group. For SUS, K UTs are scheduled
per group. MF precoding is adopted. MF precoding is adopted.
Hence, the proposed CEC scheme helps the proposed SUS to contribute substantially to the system
performance even when M is not so large.
6.6 Summary
In this chapter, spatial user scheduling schemes for LoS transmissions in sub-6 GHz TDD-mode
massive MIMO systems are investigated. The LoS channel cross-correlation for 2-D transmissions
from a ULA and 3-D transmissions from a UPA is investigated. By examining the correlation-free
channel constraints, it is demonstrated that if the UTs are spatially continuously distributed within
the space, with the knowledge of the AoDs, for each UT, a group of UTs can be found with
orthogonal LoS channels within the group in 2-D LoS transmissions from a ULA, whereas two
groups of UTs can be found in 3-D LoS transmissions from a UPA. The number of UTs in the
group is determined by the separation between the adjacent antennas at the BS, carrier frequency,
antenna array configuration, and AoDs of the base UT. Combined with the argument obtained from
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Chapter 3 that the enhancement of the system performance for LoS transmissions can be achieved
by reducing the LoS channel cross-correlation, two SUS schemes are proposed respectively for 2-D
LoS transmissions from a ULA and 3-D transmissions from a UPA. With the proposed schemes, the
BS schedules a group of UTs based on their AoD knowledge with mitigated LoS cross-correlation
against the selected base UT. To further increase the system performance, a capacity-enhancement
check scheme is proposed that excludes the UTs that are harmful to the system sum-rate and can
be jointly implemented with the proposed SUS scheme. It is demonstrated through simulations
for 3-D transmissions from a UPA that the proposed low-complexity SUS schemes achieve a
substantial system performance enhancement compared with the RUS scheme. The cooperation of
the proposed CEC scheme improves the performance of SUS scheme even further. No feedback is
required by the proposed schemes.
The performance analysis also suggests that the SNR constrains the performance gain of the
proposed SUS schemes over the RUS scheme. A higher SNR leads to a higher gain, especially
when the proposed CEC scheme is jointly exploited. However, the number of antenna elements at
the BS has less impact on the gain. Even when M and the number of active UTs are not so large,
almost the same gain can be achieved by the proposed SUS schemes compared with the case when
M and K are large. For example, when SNR=10 dB, a 130% of the system performance gain over
the RUS scheme can be obtained by CEC in cooperation with the SUS. The SUS itself enables
an 87% of the gain. The performance enhancement achieved by the proposed schemes is vital for
massive MIMO LoS transmissions in both the LoS channel and Rician fading channel.
Chapter 7
Conclusions and Future Work
7.1 Conclusions
This research started with an aim to study and extend transmission capabilities of physical
layer techniques for sub-6 GHz and mmWave massive MIMO systems that enable the use of
massive MIMO to support the data demand for future communications networks. Throughout the
thesis, comprehensive studies on massive MIMO techniques and mmWave transmissions have been
achieved, and their key performance was evaluated along with the identification of performance
limitations and the proposal of novel solutions.
Being the most compelling sub-6 GHz physical layer technique for 5G networks, massive
MIMO achieves enormous spectral efficiency and energy efficiency by low-complexity linear
processing. Meanwhile, the mmWave spectrum ranging from 28 GHz-300 GHz offers orders of
magnitude throughput improvement compared with the sub-6 GHz spectrum and is also considered
to be the essential essence of 5G networks. The thesis has focused on the performance of TDD-
mode massive MIMO systems in sub-6 GHz LoS transmissions and mmWave transmissions. The
investigations include the potential of being applied to different scenarios such as LoS transmissions
for small-cell back-haul, satellite communications, and stadium transmissions, and mmWave
massive MIMO transmissions for broadband high-quality, low-latency video, and multimedia
applications.
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The focus has been on the enhancement of the spectral efficiency for TDD-mode massive
MIMO downlink transmissions in LoS or limited-scattering clustered transmission environments.
A lower bound on the system sum-rate capacity is utilised for the system performance metric.
After the presentation of the overview of massive MIMO systems, representative sub-6 GHz
channel models, and the conventional massive MIMO performance in the Rayleigh fading channel,
investigations began with the study of the performance of massive MIMO in LoS transmissions
where the statistical LoS CSI was adopted by the low-complexity linear precoding schemes of MF
and ZF. Compared with the instantaneous CSI of fading channel, the statistical CSI of LoS channels
is relatively easy to obtain and yields a longer coherence time for the system. It was shown that for a
realistic system configuration of the deployment of a moderately large-scale antenna array at the BS,
the system performance of LoS transmissions in massive MIMO systems is robust in the presence
of NLoS interference. A key outcome from Chapter 3 is the expressions of the effective SINR for
MF and ZF precoding for LoS 2-D transmissions from a ULA and 3-D transmissions from a UPA
from which the key factors that impact on the system performance were revealed and evaluated
through simulations. It is demonstrated that for both LoS and fading channel transmissions, the
system performance increases with the scaling up of the BS array and the increase of SNR. For LoS
transmissions, both a wider range of the AoDs distribution and higher power of the LoS channel
component can enhance the system performance.
To achieve mmWave transmissions in TDD-mode massive MIMO systems, signal processing
challenges for mmWave transmissions were first studied which indicate that the conventional
massive MIMO digital baseband signal processing is infeasible with the scaling up of the system
degrees of freedom and the increase of carrier frequency. Consequently, a low-cost and energy-
efficient hardware architecture is imperative and can be achieved by separating the processing into
a low-dimensional digital baseband control followed by a large-scale RF control. The mmWave
massive MIMO multi-user precoding problem was then transformed into a mmWave beam-selecting
problem.
Considering the limited-scattering clustered mmWave channel, note that in the TDD-mode, it
is the channel CSI, which includes the contributions of all received paths that is obtained by the
pilot estimation. A channel deconstruction scheme was proposed that enables the estimation of the
parameters for each path with the perfect CSI or Gaussian-perturbed CSI exploiting the limited-
scattering clustered property of mmWave channel and the asymptotic property of the massive
MIMO channel. It was shown through analytical formulations and simulations that the proposed
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channel deconstruction scheme achieves the mitigation of estimation MSEs with the scaling up of
the BS array. Therefore, accurate estimation of the paths’ parameters is obtained by the proposed
channel deconstruction scheme for mmWave massive MIMO systems.
The low-complexity analogue and hybrid beam-selecting precoding schemes were proposed
that exploit the estimated strongest path’s parameters by the channel deconstruction. The hardware
architectures were also designed, which deploy the low-cost and energy-efficient signal processing.
System performance of the proposed precoding schemes was analysed using random matrix theory
and order statistics principles and evaluated through simulations. It was shown that the selection
of the estimated strongest path by the proposed analogue beam-selecting (ABS) and hybrid beam-
selecting (HBS) precoders substantially contributes to the system performance. With only 10
RF chains adopted, the HBS and ABS precoders provide 86% and 74% of the capacity achieved
by the MF precoding using the unconstrained digital baseband signal processing with 128 RF
chains. It was also shown that in cooperation with the proposed channel deconstruction approach,
the ABS and HBS precoders maintain the system performance over a wide range of the CSI
imperfection factor value. Therefore, the accuracy requirement of the CSI estimation by the BS
can be considerably relaxed. However, the performance of both precoders is primarily limited
by the total number of received mmWave paths. The fewer paths the UTs receive, the better the
performance the precoders achieve.
To obtain the optimal system performance in mmWave massive MIMO, the enhanced hybrid
beam-selecting precoding (E-HBS) scheme was proposed. Exploiting the mmWave channel
structure and the ability of channel deconstruction approach on the estimation of each path’s
parameters, the proposed E-HBS precoder enables multiple paths to be selected. More importantly,
the hardware architecture of E-HBS can be formed by deploying multiple duplications of the HBS
architecture in parallel as substructures. Such a configuration is vital with the scaling up of the
system since the number of RF chains and baseband digital controls adopted are no longer related
to the number of antennas at the BS but the number of paths selected instead and the number of
UTs served. The system performance of E-HBS precoding was analysed and evaluated through
simulations. It was shown that the optimal system performance is achieved by selecting all of
the estimated paths. Moreover, the near-optimal performance is obtained by selecting most of the
estimated strong paths. This indicates the potential of E-HBS for further reduction of the signal
processing complexity, costs of fabrication and energy consumption in massive MIMO systems. It
was also suggested that the AoDs distribution and SNR level should be jointly considered when
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determining the number of paths to select for E-HBS precoding to fulfil the maximum utilisation of
the system resources while achieving an objective system performance.
Finally, spatial user scheduling algorithms were proposed for sub-6 GHz LoS transmissions
in massive MIMO systems. It has been shown that the cross-correlation of LoS channels limits
the performance of LoS transmissions. By examining the correlation-free constraints for both
2-D transmissions from a ULA and 3-D transmissions from a UPA, the LoS orthogonal users’
group can be found based on the knowledge of the statistical CSI of the UTs’ spatial AoDs when
AoDs are continuously distributed. For realistic LoS transmissions wherein the active UTs have
discrete distribution, the spatial user scheduling schemes for each transmission scenario were then
proposed to mitigate the LoS channel cross-correlation among the scheduled UTs using the AoD
knowledge of all of the active UTs. The capacity-enhancement check scheme was proposed for
further system performance improvement, whereby the UTs selected by the spatial user scheme that
are harmful to the sum-rate capacity are excluded. The performance of the proposed schemes was
evaluated through simulations for 3-D transmissions from a UPA and compared with the random
user scheduling scheme. The results illustrated that the proposed schemes provide substantial
performance gain with no feedback required. The performance gain of the proposed schemes is
mainly related to the SNR level while the scale of the array at the BS has less impact. When SNR=10
dB, a 130% system performance gain can be achieved by the proposed spatial user scheduling
scheme for 3-D transmissions from a UPA when operating with the proposed capacity-enhancement
check scheme, and an 87% gain is obtained when only the spatial user scheduling scheme is adopted.
These gains are vital for massive MIMO LoS transmissions in both the LoS channel and Rician
fading channel.
Overall, novel precoding schemes and user scheduling schemes have been proposed to enhance
the capabilities of massive MIMO systems in different transmission scenarios, such that 5G
deployment can be accelerated. It has been demonstrated that the channel cross-correlation is
the most significant limiting factor in the system performance of massive MIMO sub-6 GHz and
mmWave transmissions. To improve the system performance of massive MIMO in sub-6 GHz LoS
transmissions with a moderately large-scale system configuration, user scheduling is imperative.
The optimal system performance implemented by digital baseband signal processing in mmWave
massive MIMO transmissions can be achieved with low-complexity, low-cost, and energy-efficient
precoding scheme, which separates the processing into analogue RF-domain control and digital
baseband control.
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7.2 Future work
• Antenna array configuration
Although the comprehensive investigation for massive MIMO transmissions when the BS
is equipped with a ULA or UPA has been accomplished, other practical antenna array
configurations require a thorough investigation and performance comparison. Non-uniform
and cylindrical array adoptions are possible for massive MIMO systems to provide higher BS
compaction and radiation directivity [108]. The array response will be different in the cases
of ULA and UPA. Therefore, the system performance for such BS configurations should be
evaluated and compared.
• The effectiveness of the proposed schemes for uplink transmissions
In this thesis, precoding schemes and spatial user scheduling schemes were analysed and
evaluated for downlink massive MIMO transmissions. In uplink transmissions, UTs transmit
signals to the BS, and the BS implements detection to the received signals. The received
signal at each antenna element is a combination of the transmitted signals from all UTs. The
effectiveness of the proposed precoding schemes in sub-6 GHz LoS and mmWave uplink
transmissions must be evaluated, as they could be used for signal detection. The effectiveness
of the spatial user scheduling in uplink transmissions also must be investigated.
• The effectiveness of the proposed schemes in cellular networks
As introduced, ultra-dense networks are essential for 5G deployment. In multi-cell systems,
transmission activities proceed simultaneously, except for the pilot assignment and uplink
power control. Data transmissions in cellular systems are identical to the single-cell case.
However, the inter-cell interference occurs from both the contaminating cells (due to pilot
reuse) and non-contaminating cells. The performance of the proposed low-complexity
non-cooperative schemes must be investigated considering cellular systems to evaluate their
effectiveness against cell-to-cell cooperative schemes.
• Hardware imperfections and implementations
Although massive MIMO transmissions in rich scattering environments are shown to be
capable of averaging out hardware imperfections, such as non-linearity of the power amplifier,
I/Q imbalance from mismatch between the in-phase and quadrature receiver components,
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and quantisation noise from the analogue-to-digital converters, the impact of such hardware
impairments on sub-6 GHz LoS and mmWave massive MIMO transmissions is unclear and
must be investigated along with the modelling of the hardware impairments. Meanwhile, the
implementation of directional antenna modulation techniques for the proposed precoding
schemes is promising, whereby the energy efficiency of the hardware architecture can be
further improved through the adoption of RF-domain analogue phase-only control. The
investigations of such implementations are required.
• User scheduling for mmWave transmissions
The proposed spatial user scheduling schemes provide an enormous system performance gain
with respect to random user scheduling. Note that the array response vector is a common
component in the LoS and mmWave channels. The author is particularly interested in the
development of the cooperation of the proposed spatial user scheduling scheme and the
proposed mmWave precoding schemes for further system performance enhancement.
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