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Convergence rates in homogenization of higher order parabolic
systems
Weisheng Niu ∗ Yao Xu
Abstract
This paper is concerned with the optimal convergence rate in homogenization of higher order
parabolic systems with bounded measurable, rapidly oscillating periodic coefficients. The sharp
O(ε) convergence rate in the space L2(0, T ;Hm−1(Ω)) is obtained for both the initial-Dirichlet
problem and the initial-Neumann problem. The duality argument inspired by [25] is used here.
1 Introduction
We consider the sharp convergence rate in periodic homogenization of initial value problems{
∂tuε + Lεuε = f in Ω× (0, T ),
uε = h on Ω× {t = 0},
(1.1)
with homogeneous Dirichlet and Neumann boundary data. The linear operator Lε is defined as
Lε = (−1)m
∑
|α|=|β|=m
Dα
(
Aαβ(x/ε, t/ε2m)Dβ
)
, (1.2)
where α, β are d-dimensional multi-indices with components αk, βk, k = 1, 2, ..., d, and
|α| =
d∑
k=1
αk, D
α = Dα1x1D
α2
x2 · · ·Dαdxd .
The coefficients matrix A(y, s) = (Aαβij (y, s)), 1 ≤ i, j ≤ n, is real, bounded measurable with∑
|α|=|β|=m
Aαβ(y, s)ξαξβ ≥ µ|ξ|2, |A(y, s)| ≤ 1
µ
for a.e. (y, s) ∈ Rd+1, (1.3)
where µ > 0, ξ = (ξα)|α|=m, ξα = (ξ
1
α, ..., ξ
n
α) ∈ Rn. We also assume that A is 1-periodic in (y, s),
that is,
A(y + z, s + t) = A(y, s) for any (z, t) ∈ Zd+1 and a.e. (y, s) ∈ Rd+1. (1.4)
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Let Hm0 (Ω) be the conventional R
n-valued Sobolev spaces with dual H−m(Ω). For 0 < T <∞,
it is known that under the uniform parabolic condition (1.3), for any f ∈ L2(0, T ;H−m(Ω)) and
any h ∈ L2(Ω), initial value problem (1.1) with homogeneous Dirichlet data admits a unique weak
solution uε in the sense that uε ∈ L2(0, T ;Hm0 (Ω)) ∩ L∞(0, T ;L2(Ω)),
−
ˆ
ΩT
uε∂tφdxdt+
∑
|α|=|β|=m
ˆ
ΩT
Aαβij (x/ε, t/ε
2m)DβuεjD
αφi dxdt
=
ˆ T
0
〈f(t), φ(t)〉H−m(Ω)×Hm
0
(Ω)dt+
ˆ
Ω
hφ(0)dx
for any φ ∈ C∞c (Ω × [0, T )).
As we shall prove in Section 2, under periodicity condition (1.4) the homogenized problem of
(1.1) with homogeneous Dirichlet boundary data is given by
∂tu0 + L0u0 = f in Ω× (0, T ),
T r(Dγu0) = 0 on ∂Ω× (0, T ), 0 ≤ |γ| ≤ m− 1,
u0 = h on Ω× {t = 0},
(1.5)
where
L0 = (−1)m
∑
|α|=|β|=m
Dα(A¯αβDβ),
A¯αβij =
∑
|γ|=m
ˆ
Y
[
Aαβij (y, s) +A
αγ
iℓ (y, s)D
γχβℓj(y, s)
]
dyds,
(1.6)
with Y = [−1/2, 1/2)d+1 and χ = (χγij) being the matrix of correctors for the operator ∂t + Lε.
Moreover, as ε tends to zero uε converges strongly to u0 in L
2(0, T ;Hm−10 (Ω)).
Our first objective is to derive the optimal convergence rate of uε to u0.
Theorem 1.1. Let Ω be a bounded Cm,1 domain in Rd and 0 < T < ∞. Assume that A sat-
isfies (1.3) and (1.4), f ∈ L2(0, T ;H−m+1(Ω)), h ∈ L2(Ω). Let uε, u0 ∈ L2(0, T ;Hm0 (Ω)) be the
weak solutions to initial-Dirichlet problems (1.1) and (1.5), respectively. If in addition u0 ∈
L2(0, T ;Hm+1(Ω)), then
‖uε − u0‖L2(0,T ;Hm−1
0
(Ω)) ≤ Cε
{
‖u0‖L2(0,T ;Hm+1(Ω)) + ‖f‖L2(0,T ;H−m+1(Ω)) + ‖h‖L2(Ω)
}
, (1.7)
where C depends only on d, n,m, µ, T and Ω.
The second objective of this paper is to obtain the sharp convergence rate in the homogenization
of (1.1) with homogeneous Neumann boundary data. Let Hm(Ω) be the conventional Rn-valued
Sobolev spaces with dual H˜−m(Ω) and let 0 < T <∞. Write out the complete variational form of
(1.1) with boundary term formally. Assume that it possesses the following form
−
ˆ
ΩT
uε∂tφdxdt+
∑
|α|=|β|=m
ˆ
ΩT
Aαβij (x/ε, t/ε
2m)Dβuεj(x, t)D
αφi(x, t) dxdt
2
+m−1∑
j=1
ˆ T
0
〈Nm−1−juε(t), ∂jνφ(t)〉∂Ωdt =
ˆ T
0
〈f(t), φ(t)〉H˜−m(Ω)×Hm(Ω)dt+
ˆ
Ω
hφ(0)dx (1.8)
for any φ ∈ C∞(Ω× [0, T ]) with φ(T ) = 0, where ∂ν is the derivative along the unit outward normal
ν of Ω. By homogeneous Neumann boundary data, we mean that, formally,
Nm−1−juε = 0 on ∂Ω× (0, T ), j = 0, 1, ..,m − 1. (1.9)
For f ∈ L2(0, T ; H˜−m(Ω)), h ∈ L2(Ω), problem (1.1) with homogeneous Neumann boundary data
admits a unique weak solution uε ∈ L2(0, T ;Hm(Ω)) ∩ L∞(0, T ;L2(Ω)) [5].
Similar to the initial-Dirichlet problem, under the periodicity condition (1.4) uε converges
strongly in L2(0, T ;Hm−1(Ω)) to the solution u0 of the following initial-Neumann problem
∂tu0 + L0u0 = f in Ω× (0, T ),
Nm−1−j(u0) = 0 on ∂Ω× (0, T ),
u0 = h on Ω× {t = 0},
(1.10)
where L0 is defined as in (1.6) (see Theorem 2.2). Parallel to Theorem 1.1, we have the following
sharp convergence rate in homogenization of the initial-Neumann problem.
Theorem 1.2. Let Ω be a bounded Cm,1 domain in Rd and 0 < T < ∞. Assume that A sat-
isfies (1.3) and (1.4), and f ∈ L2(0, T ; H˜−m+1(Ω)), h ∈ L2(Ω). Let uε, u0 ∈ L2(0, T ;Hm(Ω)) be,
respectively, the weak solutions to the initial-Neumann problems (1.1) and (1.10). If in addition
u0 ∈ L2(0, T ;Hm+1(Ω)), then
‖uε − u0‖L2(0,T ;Hm−1(Ω)) ≤ Cε
{
‖u0‖L2(0,T ;Hm+1(Ω)) + ‖f‖L2(0,T ;H˜−m+1(Ω)) + ‖h‖L2(Ω)
}
, (1.11)
where C depends only on d, n,m, µ, T and Ω.
The proof of Theorem 1.1 is mainly based on the duality argument initiated in [25]. To adapt the
ideas, we first provide the existence results for the matrix of correctors χ(y, s) and flux correctors
B(y, s) (also referred as dual correctors) for operators ∂t +Lε(ε > 0) in Section 2. Recall that flux
correctors play an essential role in the investigation on sharp convergence rate in the homogenization
of second order elliptic or parabolic systems [10, 11, 12, 21, 7]. In [7], the flux correctors are
obtained by considering a harmonic system with periodic boundary conditions in Rd+1 (see Lemma
2.1 therein), which is a modification of the approach for second order elliptic systems. The process
however seems not applicable to higher order parabolic systems. Indeed, following the process
we will obtain a degenerate elliptic system in Rd+1, which is hard to cope with. Instead, we will
modify the construction of flux correctors for elliptic systems in another manner to construct the
flux correctors for high order parabolic systems, see Lemmas 2.1 and 2.2. This approach also
provides us further regularity results on the flux correctors (see (2.5)2). As we can see from the
definition of wε in (1.12), the higher regularity (H
2m−1) on Bγ(d+1)β (or Bγ(d+1)β) are essential,
which however is trivial for second order parabolic systems (m = 1) [7].
Since we consider the systems with coarse coefficients, the correctors χ(y, s) and the flux correc-
tors B(y, s) may be unbounded. Therefore, similar to [7], in Section 3 we introduce the smoothing
3
operator Sε with respect to the space and time variables x, t and establish proper estimates for the
smoothing operator. However, to deal with the higher order operators, more general estimates are
proved by using an approach quite different from [7].
With preparations in Sections 2 and 3, in Section 4 we introduce the function
wε(x, t) = uε(x, t)− u0(x, t)− εm
∑
|γ|=m
χγ(x/ε, t/ε2m)S2ε (D
γu0)ρε(x)̺ε(t)
+ (−1)m+1
∑
|β|=|γ|=m
ζ+η=γ
0≤|ζ|≤m−1
εm+|η|DζBγ(d+1)β(x/ε, t/ε2m)Dη[S2ε (D
γu0)ρε(x)̺ε(t)]
+ (−1)mε2m
∑
|α|=|β|=m
Bαβ(x/ε, t/ε2m)Dα[S2ε (Dγu0)ρε(x)̺ε(t)], (1.12)
where ρε, ̺ε are proper cut-off functions, S
2
ε = Sε ◦ Sε, see (4.6) for the details. Then through
some delicate analysis and proper use of preparations aforementioned, we prove the following O
√
ε
estimate in L2(0, T ;Hm−1(Ω)),
‖∇mwε‖L2(Ω×(0,T )) ≤ Cε1/2
{
‖u0‖L2(0,T ;Hm+1(Ω)) + ‖f‖L2(0,T ;H−m+1(Ω)) + ‖h‖L2(Ω)
}
. (1.13)
The above estimate should be comparable to (3.17) or (3.20) in [7]. Yet, we point out that the
auxiliary function wε is much more complicated than that for second order parabolic systems
constructed in [7]. And compared to the proof of (3.17) in [7], the proof of (1.13) needs more
delicate analysis. Whence (1.13) is obtained, the desired estimate (1.7) follows directly by the
duality argument motivated by [26, 7]. The proof of Theorem 1.2 is completely parallel, and is
sketched in Section 5.
As the end of the introduction, let us provide a brief review on the background of convergence
rates in quantitative homogenization, which is currently a quite active area of research. Sharp con-
vergence rates for second order elliptic equations (systems) has been studied extensively in various
circumstances in the past years. To name but a few, in [8, 25, 26] the optimal O(ε) convergence rate
was obtained for second order elliptic equations with Dirichlet or Neumann boundary conditions
in C1,1 domains. In [11, 21], the optimal O(ε) and suboptimal convergence rates (like O(ε ln 1ε ))
were derived for second order elliptic systems with Dirichlet or Neumann boundary conditions in
Lipschitz domains. See also [2, 13, 9, 22, 23] and references therein for more related results.
For second order parabolic equations with time-independent coefficients, the sharp convergence
rate has also been studied widely, see [31, 24] for the Cauchy problems on the whole space, and [15,
16] for the initial boundary value problems in C1,1 cylinders. Quantitative estimates for parabolic
equations with time dependent coefficients are a bit more intricate and little progress was made
until very recently [6, 7, 4, 29, 1]. In [7] the optimal O(ε) convergence rate in L2(0, T ;L2(Ω)) was
obtained in homogenization of second order parabolic systems in C1,1 cylinders, while in [29] the
suboptimal O(ε ln(1/ε)) convergence rate in L2(0, T ;L2(Ω)) was obtained for parabolic systems of
elasticity in Lipschitz cylinders. More recently, in [1] the convergence rate and uniform regularity
estimates in homogenization of second order stochastic parabolic equations were deeply studied.
See also [6, 4] for more results on the uniform regularity estimates in the periodic setting.
4
Homogenization of higher order elliptic equations arises in the study of linear elasticity [3, 10, 20],
for which the qualitative results have been obtained for many years [3, 10]. Few quantitative
results were known in the homogenization of higher order elliptic or parabolic equations until very
recently. In [19, 20, 14], the optimal O(ε) convergence rate was established in homogenization of
higher-order elliptic equations in the whole space. In [27, 28], some O(ε) two-parameter resolvent
estimates were obtained for more general higher order elliptic systems with homogeneous Dirichlet
or Neumann boundary data in bounded C2m domains. Shortly, the sharp convergence rate and
uniform regularity estimates in the homogenization of higher order elliptic systems with symmetric
or nonsymmetric coefficients were further studied in [17, 18], see also [30] for the results in the
almost-periodic setting.
As far as we know, quantitative estimates in homogenization of higher order parabolic equations
have not been studied, especially for those with time dependent coefficients. The present paper
seems to be the first attempt in this direction. Our results in Theorems 1.1 and 1.2 extend the
convergence results for higher order elliptic equations in [19, 20, 27, 28] to parabolic systems on
the one hand, and on the other hand they extend the results for second order parabolic systems in
[7] to higher order parabolic systems.
2 Qualitative homogenization
2.1 Correctors and flux correctors
Set Y = [−12 , 12)d+1. For 1 ≤ i, j ≤ n and d-dimensional multi-index γ of degree m, i.e. |γ| = m,
we introduce the matrix of correctors χ =
(
χγj (y, s)
)
=
(
χγij(y, s)
)
for the family of operators
∂s + Lε(ε > 0), given by the following cell problem in Y ,
∂(χγij)
∂s
+ (−1)m
∑
|α|=|β|=m
Dα
{
Aαβik (y, s)D
βχγkj
}
= (−1)m+1
∑
|α|=m
DαAαγij (y, s) in Y,
χγj (y, s) is 1-periodic in (y, s), and
ˆ
Y
χγj (y, s) dy ds = 0, 1 ≤ j ≤ n,
(2.1)
where χγj =
(
χγ1j , χ
γ
2j , ...., χ
γ
nj
)
for each fixed γ and j. Under conditions (1.3) and (1.4), the existence
of χγj follows from standard existence results of general parabolic systems.
For 1 ≤ i, j ≤ n and d-dimensional multi-indices α, β of degree m, we set
A¯αβij =
ˆ
Y
{
Aαβij (y, s) +
∑
|γ|=m
Aαγiℓ (y, s)D
γχβℓj(y, s)
}
dyds
=
∑
|η|=|ζ|=m
ˆ
Y
Aζη(y, s)Dη
( 1
β!
yβej + χ
β
j (y, s)
)
·Dζ
( 1
α!
yαei
)
dyds, (2.2)
where yα = yα11 y
α2
2 , ..., y
αd
d .
In this section, the symbols ı,  may equal (d + 1) or represent d-dimensional multi-indices of
degree m. We define Bıβij for |β| = m by
Bıβij =
{
Aαβij +
∑
|γ|=mA
αγ
ik (D
γχβkj)− A¯αβij , if ı = α,
(−1)mχβij, if ı = d+ 1,
(2.3)
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where α is a d-dimensional multi-index of degree m. Also, we define
û(s) =
ˆ
Yd
u(y, s)dy,
for 1-periodic function u(y, s) in Rd+1, where Yd = [−1/2, 1/2)d .
The following lemma gives the existence of the matrix of flux correctors for the family of
operators ∂s + Lε(ε > 0).
Lemma 2.1. For any 1 ≤ i, j ≤ n and d-dimensional multi-index β with |β| = m, there exist
1-periodic functions Bıβij (y, s) in R
d+1 such that
B
ıβ
ij = −Bıβij ,
∑
|γ|=m
DγBγβij (y, s) + ∂sB
(d+1) β
ij (y, s) = B
β
ij (y, s)− B̂βij (s). (2.4)
Furthermore, there exists a constant C depending only on d, n,m, µ such that
‖Bıβij ‖L2(−1/2,1/2;Hm(Yd)) ≤ C if ı,  are d-dimensional multi-indices of degree m,
‖Bıβij ‖L2(−1/2,1/2;H2m(Yd)) ≤ C if ı or  = d+ 1.
(2.5)
Proof. For simplicity of presentations, let us suppress the subscripts i, j. Since for |β| = m, Bıβ(y, s)
are 1-periodic in Rd+1, and for any s ∈ R,
ˆ
Yd
[
Bıβ(y, s)− B̂ıβ(s)]dy = 0,
there exist f ıβ(·, s) ∈ H2m(Yd) such that{
∆md f
ıβ(y, s) = Bıβ(y, s)− B̂ıβ(s) in Rd,
f ıβ(·, s) is 1-periodic in Rd,
where ∆d denotes the Laplacian in R
d. We define for |β| = m,
Bıβ =

Dγfαβ −Dαfγβ, if ı = γ,  = α,
Dαf (d+1) β, if ı = α,  = d+ 1,
−Dαf (d+1)β, if ı = d+ 1,  = α,
0, if ı =  = d+ 1,
where α, γ are d-dimensional multi-indices of degree m. Obviously, Bıβ = −Bıβ. Since∑
|α|=m
DαBαβ(y, s) + ∂sB
(d+1) β(y, s) = 0, (2.6)
we have
∆md
[ ∑
|α|=m
Dαfαβ(y, s) + ∂sf
(d+1) β(y, s)
]
= 0.
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By the Liouville property for ∆md and the periodicity of f , we know that
∑
|α|=mD
αfαβ(·, s) +
∂sf
(d+1)β(·, s) is a constant. Consequently, it’s not hard to verify that∑
|γ|=m
DγBγβ(y, s) + ∂sB
(d+1) β(y, s) = Bβ(y, s)− B̂β(s).
Moreover, note that for any |α| = |β| = |γ| = m,
‖Bγαβ(s)‖Hm(Yd) ≤ C
(‖fαβ(s)‖H2m(Yd)+ ‖fγβ(s)‖H2m(Yd)) ≤ C(‖Bαβ(s)‖L2(Yd)+ ‖Bγβ(s)‖L2(Yd)),
which implies the first estimate in (2.5). Similarly, the second part of (2.5) follows from
‖B(d+1) β(s)‖H2m(Yd) ≤ C‖f (d+1)β(s)‖H3m(Yd) ≤ C‖B(d+1)β(s)‖Hm(Yd) = C‖χβ(s)‖Hm(Yd).
The proof is complete.
Lemma 2.2. Let Bıβ be defined as in (2.3). Then B̂(d+1) β(s) ≡ 0, and moreover for |α| = |β| = m,
there exist 1-periodic functions Bαβ(s) in R such that ∂sBαβ(s) = B̂αβ(s) and
‖Bαβ‖H1([−1/2,1/2]) ≤ C‖B̂αβ‖L2([−1/2,1/2])
for some positive constant C.
Proof. Integrating equation (2.6) over Yd, we get ∂sB̂
(d+1) β(s) = 0, which together with the fact´ 1/2
−1/2 B̂
(d+1) β(s)ds = 0 implies that B̂(d+1) β(s) ≡ 0. Moreover, note that ´ 1/2−1/2 B̂αβ(s)ds = 0. By
setting Bαβ(s) = ´ s0 B̂αβ(s)ds, we get the desired function. The proof is complete.
Let L∗ε be the adjoint operators of Lε, i.e.,
L∗ε = (−1)m
∑
|α|=|β|=m
Dα
(
A∗αβ(x/ε, t/ε2m)Dβ
)
, (2.7)
where A∗ = (A∗αβij ) = (A
βα
ji ). Parallel to (2.1), we can introduce the matrix of correctors χ
∗ =
(χ∗αi ) = (χ
∗α
ki ) for the operator −∂s+L∗ε, where (χ∗αi ) =
(
χ∗α1i (y), χ
∗α
2i (y), ...., χ
∗α
ni (y)
)
is the solution
to the following cell problem,
− ∂(χ
∗α
ki )
∂s
+ (−1)m
∑
|η|=|β|=m
Dη
{
A∗ηβkℓ (y, s)D
βχ∗αℓi
}
= (−1)m+1
∑
|η|=m
DηA∗ηαki (y, s) in Y,
χ∗αi (y, s) is 1-periodic in (y, s), and
ˆ
Y
χ∗αi (y, s) dy ds = 0, 1 ≤ i ≤ n.
(2.8)
We can also introduce B∗ıβ(y, s) and B∗αβ(s) as Lemmas 2.1 and 2.2. It is not difficult to see that
χ∗γ ,B∗ıβ and B∗αβ(s) satisfy the same properties as χγ ,Bıβ and Bαβ(s) respectively, since A∗
satisfies the same conditions as A.
Taking χ∗αi and χ
γ
j as test functions in (2.1) and (2.8) respectively, we get
ˆ 1/2
−1/2
〈∂(χγj )
∂s
, χ∗αi
〉
ds = −
∑
|η|=|β|=m
ˆ
Y
{
AηβDβχγjD
ηχ∗αi +A
ηβDβ
(yγ
γ!
ej
)
Dηχ∗αi
}
dyds,
7
ˆ 1/2
−1/2
〈∂(χ∗αi )
∂s
, χγj
〉
ds =
∑
|η|=|β|=m
ˆ
Y
{
A∗ηβDβχ∗αi D
ηχγj +A
∗ηβDβ
(yα
α!
ei
)
Dηχγj
}
dyds
which by summation implies that∑
|η|=|β|=m
ˆ
Y
Aβη(y, s)Dηχγj (y, s)D
β(
yα
α!
ei) dyds
=
∑
|η|=|β|=m
ˆ
Y
A∗ηβ(y, s)Dβ(
yα
α!
ei)D
ηχγj (y, s) dyds
=
∑
|η|=|β|=m
ˆ
Y
Aηβ(y, s)Dβ
(yγ
γ!
ej
)
Dηχ∗αi (y, s) dyds
=
∑
|η|=|β|=m
ˆ
Y
A∗βη(y, s)Dηχ∗αi (y, s)D
β
(yγ
γ!
ej
)
dyds.
In view of (2.2), this provides another expression of A¯ in terms of A∗ and χ∗,
A¯αγij =
∑
|η|=|β|=m
ˆ
Y
Aβη(y, s)Dη
(
χγj (y, s) +
yγ
γ!
ej
)
Dβ
(yα
α!
ei
)
dyds
=
∑
|η|=|β|=m
ˆ
Y
A∗βη(y, s)Dη
(
χ∗αi (y, s) +
yα
α!
ei
)
Dβ
(yγ
γ!
ej
)
dyds. (2.9)
2.2 Effective operators and homogenized systems
In this part, we prove that the effective operator for ∂t + Lε is ∂t + L0, where L0 is defined as in
(1.6). Let A¯ = (A¯αβij ) be defined as in (2.2). In view of (2.1), we have
A¯αβij =
ˆ
Y
∑
|ζ|=|η|=m
AζηDη
(yβ
β!
ej + χ
β
j
)
·Dζ
(yα
α!
ei + χ
α
i
)
dyds+
ˆ 1/2
−1/2
〈
∂sχ
β
j , χ
α
i
〉
ds.
Therefore,
A¯αβij ξ
i
αξ
j
β =
∑
|ζ|=|η|=m
ˆ
Y
AζηDη
(yβ
β!
ejξ
j
β + χ
β
j ξ
j
β
)
·Dζ
(yα
α!
eiξ
i
α + χ
α
i ξ
i
α
)
dyds
+
ˆ 1/2
−1/2
〈
∂sχ
β
j ξ
j
β, χ
α
i ξ
i
α
〉
ds,
for any ξ = (ξα)|α|=m with ξα = (ξ
i
α) ∈ Rn. Note that
∑
|α|=|β|=m
ˆ 1/2
−1/2
〈
∂sχ
β
j ξ
j
β, χ
α
i ξ
i
α
〉
ds =
1
2
∑
|α|=|β|=m
ˆ 1/2
−1/2
∂s
〈
χβj ξ
j
β, χ
α
i ξ
i
α
〉
ds = 0.
8
Using (1.3) and integration by parts we obtain that,
∑
|α|=|β|=m
A¯αβij ξ
i
αξ
j
β ≥ µ
∑
|ζ|=m
ˆ
Y
∑
|β|=m
Dζ
{yβ
β!
ejξ
j
β+χ
β
j (y, s)ξ
j
β
}
·
∑
|α|=m
Dζ
{yα
α!
eiξ
i
α+χ
α
i (y, s)ξ
i
α
}
= µ
∑
|ζ|=m
|ξζ |2 + µ
∑
|ζ|=m
ˆ
Y
Dζ
{ ∑
|β|=m
χβj (y, s)ξ
j
β
}
Dζ
{ ∑
|α|=m
χαi (y, s)ξ
i
α
}
≥ µ
∑
|ζ|=m
|ξζ |2, (2.10)
which, combined with (2.2), implies that A¯ satisfies the ellipticity condition (1.3) with 1/µ replaced
by some constant µ0, depending only on d, n,m and µ. Therefore, for any f ∈ L2(0, T ;H−m(Ω)), h ∈
L2(Ω), problem (1.5) admits a unique solution u0 ∈ L2(0, T ;Hm0 (Ω)) ∩ L∞(0, T ;L2(Ω)).
Theorem 2.1. Let Ω be a bounded Lipschitz domain in Rd. Assume that A satisfies conditions
(1.3)–(1.4), and f ∈ L2(0, T ;H−m(Ω)), h ∈ L2(Ω). Let uε, u0 ∈ L2(0, T ;Hm0 (Ω))∩L∞(0, T ;L2(Ω))
be the unique weak solutions to initial-Dirichlet problems (1.1) and (1.5), respectively. Then as
ε −→ 0,
uε −→ u0 weakly in L2(0, T ;Hm0 (Ω)) and strongly in L2(0, T ;Hm−1(Ω)). (2.11)
Proof. The proof is adapted from Theorem 2.1 in [3, p.140], where similar results was proved for sec-
ond order parabolic equations. Note that uε, ∂tuε are uniformly (in ε) bounded in L
2(0, T ;Hm0 (Ω))
and L2(0, T ;H−m(Ω)), respectively,
∑
|β|=mA
αβ
ε Dβuε is uniformly bounded in L
2(0, T ;L2(Ω)) for
all |α| = m, where Aαβε (x, t) = Aαβ(x/ε, t/ε2m). Up to subsequences, we may assume that there
exists a function u0 such that
uε −→ u0 weakly in L2(0, T ;Hm0 (Ω)),
∂tuε −→ ∂tu0 weakly in L2(0, T ;H−m(Ω)),∑
|β|=m
Aαβε D
βuε −→ Ψα(x, t) weakly in L2(0, T ;L2(Ω)),
uε −→ u0 strongly in L2(0, T ;Hm−1(Ω)),
(2.12)
where the last convergence result in (2.12) follows from the well-known Aubin-Simon type com-
pactness result. Moreover,
∂tu0 + (−1)m
∑
|α|=m
DαΨα = f in L2(0, T ;H−m(Ω)).
Taking φ ∈ C1([0, T ];Hm0 (Ω)) with φ(T ) = 0 as a test function, we obtain that
−
ˆ
Ω
u0(0)φ(0) dx −
ˆ
ΩT
u0∂tφdxdt+
∑
|α|=m
ˆ
ΩT
ΨαDαφdxdt =
ˆ T
0
〈
f(t), φ(t)
〉
dt, (2.13)
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where ΩT = Ω × (0, T ). Hereafter, let us denote the product of H−m(Ω) and Hm0 (Ω) as 〈, 〉 for
short. On the other hand, taking such a φ as a test function in (1.1) and passing to the limits, we
obtain that
−
ˆ
Ω
hφ(0) dx −
ˆ
ΩT
u0∂tφdxdt+
∑
|α|=m
ˆ
ΩT
ΨαDαφdxdt =
ˆ T
0
〈
f(t), φ(t)
〉
dt,
which, combined with (2.13), implies that u0(0) = h. Therefore, to verify that u0 is a weak solution
of (1.5), it remains to prove
Ψα =
∑
|β|=m
A¯αβDβu0. (2.14)
For positive integer k, let
Pk =
{
(P 1k , P
2
k , ..., P
n
k ) | P ik are homogeneous polynomials of y of degree k
}
.
For Pm ∈ Pm, let ω be the weak solution to the cell problem
− ∂sω + (−1)m
∑
|α|=|β|=m
Dα
(
A∗αβDβω
)
= (−1)m+1
∑
|α|=m
Dα
(
A∗αβDβPm
)
in Y,
ω(y, s) is 1-periodic in (y, s) and
ˆ
Y
ω(y, s) dy ds = 0.
(2.15)
Setting
θε = θε(x, t) = ε
m
{
ω(x/ε, t/ε2m) + Pm(x/ε)
}
,
it is not difficult to find that, as ε tend to zero,
θε −→ Pm strongly in L2(0, T ;Hm−1(Ω)) and weakly in L2(0, T ;Hm(Ω)), (2.16)
− ∂tθε + (−1)m
∑
|α|=|β|=m
Dα
(
A∗αβε D
βθε
)
= 0 in Rd+1, (2.17)
where A∗αβε (x, t) = A∗αβ(x/ε, t/ε2m). For any φ ∈ C∞c (Ω× (0, T )), we deduce from (1.1) and (2.17)
that ˆ T
0
〈
∂tuε, φθε
〉
dt+
∑
|α|=|β|=m
ˆ
ΩT
Aαβε D
βuεD
α(φθε) dxdt =
ˆ T
0
〈
f, φθε
〉
dt,
−
ˆ T
0
〈
∂tθε, φuε
〉
dt+
∑
|α|=|β|=m
ˆ
ΩT
A∗αβε D
βθεD
α(φuε) dxdt = 0.
(2.18)
Subtracting the second equality from the first one in (2.18), it yields∑
|α|=|β|=m
η+ζ=α,|ζ|≤m−1
C(ζ)
{ ˆ
ΩT
Aαβε D
βuεD
ηφDζθε dxdt−
ˆ
ΩT
A∗αβε D
βθεD
ηφDζuε dxdt
}
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=ˆ T
0
〈uε, θε∂tφ〉dt+
ˆ T
0
〈f, φθε〉 dt, C(ζ) = α!
ζ!(α− ζ)! (2.19)
Thanks to the convergence results for uε and θε (see (2.12) and (2.16)), up to subsequences,
ˆ T
0
〈
uε, θε∂tφ
〉
dt+
ˆ T
0
〈
f, φθε
〉
dt −→
ˆ T
0
〈
u0, ∂tφPm
〉
dt+
ˆ T
0
〈
f, φPm
〉
dt,∑
|β|=m
ˆ
ΩT
Aαβε D
βuεD
ηφDζθε dxdt −→
ˆ
ΩT
ΨαDηφDζPm dxdt,
(2.20)
for ζ + η = α, |ζ| ≤ m− 1. On the other hand, taking φPm as a test function in (1.1) and passing
to the limit in ε, we get
−
ˆ T
0
〈u0, ∂tφPm〉 dt+
∑
|α|=m
ˆ
ΩT
ΨαDα(φPm) dxdt =
ˆ T
0
〈
f, φPm
〉
dt. (2.21)
By combing (2.19), (2.20) and (2.21), we obtain that∑
|α|=|β|=m
η+ζ=α,|ζ|≤m−1
C(ζ)
ˆ
ΩT
A∗αβε D
βθεD
ηφDζuε dxdt −→ −
∑
|α|=m
ˆ
ΩT
ΨαDαPmφdxdt. (2.22)
Note that A∗αβ(y, s)Dβθ(y) is periodic and uniformly bounded in L2(0, T ;L2(Ω)). By the well-
known weak convergence result of rapidly oscillating periodic functions [10, p.5],∑
|β|=m
A∗αβε D
βθε converges weakly to
∑
|β|=m
ˆ
Y
A∗αβ(y, s)
(
Dβω(y, s) +DβPm
) .
=Mα (2.23)
in L2(0, T ;L2(Ω)), which implies that the l.h.s. of (2.22) converges to∑
η+ζ=α
|α|=m,|ζ|≤m−1
C(ζ)
ˆ
ΩT
MαDηφDζu0 dxdt
=
∑
|α|=m
ˆ
ΩT
MαDα(φu0) dxdt −
∑
|α|=m
ˆ
ΩT
MαDαu0φdxdt
= −
∑
|α|=m
ˆ
ΩT
MαDαu0φdxdt. (2.24)
In view of (2.22), we get∑
|α|=m
ˆ
ΩT
ΨαDαPmφdxdt =
∑
|α|=m
ˆ
ΩT
MαDαu0φdxdt, ∀φ ∈ C∞c (Ω× (0, T )). (2.25)
Hence ∑
|α|=m
ΨαDαPm =
∑
|α|=m
MαDαu0.
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For any d-dimensional multi-index γ with |γ| = m, set Pm = 1γ!yγei. Then by (2.15) and (2.23), we
have ω = χ∗γi and
Ψγi =
∑
|α|=m
{ ∑
|ζ|=|η|=m
ˆ
Y
A∗ζη(y, s)Dη
(
χ∗γi +
yγ
γ!
ei
)
Dζ
(yα
α!
ej
)
dyds
}
Dαu0j =
∑
|α|=m
A¯γαij D
αu0j ,
which is exactly (2.14). The proof is thus complete.
Similar to Theorem 2.1, we can prove that the homogenized operator for −∂t + L∗ε is given by
−∂t + L∗0 = −∂t + (−1)m
∑
|α|=|β|=m
Dα(A¯∗αβij D
β), (2.26)
where A¯∗ = (A¯∗αβij ) = (A¯
βα
ji ). Furthermore, the same argument also gives the homogenized system
for the initial value problem (1.1) with homogeneous Neumann boundary data.
Theorem 2.2. Let Ω be a bounded Lipschitz domain in Rd. Assume that A satisfies conditions
(1.3)–(1.4), and f ∈ L2(0, T ; H˜−m(Ω)), h ∈ L2(Ω). Let uε, u0 ∈ L2(0, T ;Hm(Ω))∩L∞(0, T ;L2(Ω))
be the weak solutions to problem (1.1) and problem (1.10), respectively. Then as ε −→ 0,
uε −→ u0 weakly in L2(0, T ;Hm(Ω)) and strongly in L2(0, T ;Hm−1(Ω)). (2.27)
3 Smoothing operators and auxiliary estimates
We fix nonnegative functions ϕ1(s) ∈ C∞c (−1/2, 1/2), ϕ2(y) ∈ C∞c (B(0, 1/2)), such thatˆ
R
ϕ1(s) = 1 and
ˆ
Rd
ϕ2(y) = 1.
Set ϕ1,ε(s) =
1
ε2m
ϕ1(s/ε
2m), ϕ2,ε(y) =
1
εd
ϕ2(y/ε), and define
S˜ε(f)(x, t) =
ˆ
Rd
ϕ2,ε(y)f(x− y, t) dy =
ˆ
Rd
ϕ2(y)f(x− εy, t)dy,
Sε(f)(x, t) =
ˆ
Rd+1
ϕ1,ε(s)ϕ2,ε(y)f(x− y, t− s) =
ˆ
Rd+1
ϕ1(s)ϕ2(y)f(x− εy, t− ε2ms).
(3.1)
By the definition, it is obvious that
Sε(f)(x, t) =
ˆ
R
ϕ1,ε(s)S˜ε(f)(x, t− s)ds (3.2)
Lemma 3.1. Let f ∈ Lp(Rd+1) for some 1 ≤ p <∞, g ∈ Lploc(Rd+1) and h ∈ L∞(Rd+1) with
support O. Then
‖gεSε(f)h‖Lp(Rd+1) ≤ C sup
z∈Rd+1
( 
B(z,1)
|g|p
)1/p
‖f‖Lp(O(ε))‖h‖∞,
where gε(x, t) = g(x/ε, t/ε
2m), O(ε) = {z ∈ Rd+1 : dist(z,O) < ε}. If in addition g(y, s) is
1-periodic in (y, s), then
‖gεSε(f)h‖Lp(Rd+1) ≤ C‖g‖Lp(Y )‖f‖Lp(O(ε))‖h‖∞.
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Proof. See [7, Lemma 3.3] and also [21, Lemma 2.1].
For k > 0, let Ωkε = {x ∈ Ω : dist(x, ∂Ω) ≤ kε} and
ΩT,kε = Ωkε × (0, T ) ∪ Ω× (0, kε2m] ∪Ω× [T − kε2m, T ).
Lemma 3.2. Let Sε(f) be defined as in (3.1). Then for any 1<q<∞, and any integer ℓ > 0,
‖∂tSε(f)‖Lq(ΩT \ΩT,2ε) ≤ Cε−2m‖f‖Lq(ΩT \ΩT,ε), (3.3)
‖∇ℓSε(f)‖Lq(ΩT \ΩT,2ε) ≤ Cε−ℓ‖f‖Lq(ΩT \ΩT,ε), (3.4)
‖Sε(∇ℓf)−∇ℓf‖Lq(ΩT \ΩT,4ε) ≤ Cε‖∇ℓ+1f‖Lq(ΩT \ΩT,2ε)
+ Cεm−ℓ+1‖∂tf‖Lq(ε2m,T−ε2m;W−m+1,q(Ω\Ω2ε)), (3.5)
where C depends only on d, q,Ω, T.
Proof. Note that
‖∂tSε(f)‖qLq(ΩT \ΩT,2ε) =
ˆ
ΩT \ΩT,2ε
∣∣∣ˆ
Rd+1
∂tϕε(x− y, t− s)f(y, s) dyds
∣∣∣q dxdt, (3.6)
where ϕε(x− y, t− s) = ϕ1,ε(t− s)ϕ2,ε(x− y). Using Ho¨lder’s inequality, we deduce that∣∣∣ˆ
Rd+1
∂tϕε(x− y, t− s)f(y, s) dyds
∣∣∣q
≤
{ ˆ
Rd+1
|∂tϕε(x− y, t− s)| |f(y, s)|q dyds
}{ ˆ
Rd+1
|∂tϕε(x− y, t− s)| dyds
}q−1
≤ Cε−2(q−1)m
{ˆ
Rd+1
|∂tϕε(x− y, t− s)| |f(y, s)|q dyds
}
. (3.7)
Taking (3.7) into (3.6) and using Fubini’s theorem, it yields
‖∂tSε(f)‖qLq(ΩT \ΩT,2ε) ≤ Cε
−2mq
ˆ
ΩT \ΩT,ε
|f(y, s)|qdyds,
which is exactly (3.3). The proof of (3.4) is similar and we therefore pass to (3.5).
Recall that (3.5) was essentially proved in [7, Lemma 3.2] for the case m = ℓ = 1, q = 2 by the
Plancherel Theorem, which is not applicable for general q. By (3.2),
‖Sε(∇ℓf)−∇ℓf‖qLq(ΩT \ΩT,4ε) ≤
ˆ
ΩT \ΩT,4ε
∣∣∣ ˆ
R
ϕ1(s)S˜ε(∇ℓf)(x, t− ε2ms)ds− S˜ε(∇ℓf)(x, t)
∣∣∣q
+
ˆ
ΩT \ΩT,4ε
∣∣S˜ε(∇ℓf)(x, t)−∇ℓf(x, t)∣∣q .= (I) + (II). (3.8)
Similar to (3.7), we may use Ho¨lder’s inequality and Fubini’s theorem to deduce that
(II) ≤ C
ˆ
ΩT \ΩT,4ε
ˆ
Rd
ϕ2(y)
∣∣∇ℓf(x− εy, t)−∇ℓf(x, t)∣∣qdy dxdt ≤ Cεq‖∇ℓ+1f‖qLq(ΩT \ΩT,2ε).
(3.9)
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And also,
(I) ≤
ˆ
ΩT \ΩT,4ε
ˆ
R
ϕ1(s)
∣∣S˜ε(∇ℓf)(x, t− ε2ms)− S˜ε(∇ℓf)(x, t)∣∣qds dxdt
≤ Cε2mq
∥∥∂tS˜ε(∇ℓf)∥∥qLq(ΩT \ΩT,2ε)
ˆ
R
ϕ1(s)ds
≤ Cε(m+1−ℓ)q‖∂tf‖qLq(ε2m,T−ε2m;W−m+1,q(Ω\Ωε)),
(3.10)
which, together with (3.8) and (3.9), gives (3.5). For the last step of (3.10), we have used the
following observation
‖∂tS˜ε(∇ℓf)‖Lq(ΩT \ΩT,2ε) ≤ Cε−m−ℓ+1‖∂tf‖Lq(ε2m,T−ε2m;W−m+1,q(Ω\Ωε)). (3.11)
To see this, we note that for any g ∈ C∞c (ΩT \ΩT,2ε) and d-dimensional multi-index η with |η| = ℓ,
ˆ
ΩT \ΩT,2ε
∂tS˜ε(∇ℓf)(x, t)g(x, t) dxdt
=
ˆ T−2ε2m
2ε2m
ˆ
Ω\Ω2ε
∂t
{ˆ
Rd
ϕ2,ε(x− y)Dηyf(y, t) dy
}
g(x, t)dxdt
= (−1)ℓ+1
ˆ T−2ε2m
2ε2m
{ ˆ
Ω\Ω2ε
ˆ
Rd
Dηxϕ2,ε(x− y)f(y, t)∂tg(x, t) dydx
}
dt
= (−1)ℓ+1
ˆ T−2ε2m
2ε2m
{ ˆ
Ω\Ωε
f(y, t)∂t
[ˆ
Rd
Dηxϕ2,ε(x− y)g(x, t)dx
]
dy
}
dt
= (−1)ℓ
ˆ T−2ε2m
2ε2m
〈
∂tf(y, t),D
ηS˜ε(g)
〉
W−m+1,q(Ω\Ωε)×W
m−1,q′
0
(Ω\Ωε)
dt, q′ = q/(q − 1),
where the integration by parts and Fubini’s theorem have been used for the second and the third
equalities respectively. Therefore, using estimates similar to (3.4) we may deduce that
∣∣ˆ
ΩT \ΩT,2ε
∂tS˜ε(∇ℓf)(x, t)g(x, t)
∣∣ ≤ C‖∂tf‖Lq(ε2m,T−ε2m;W−m+1,q(Ω\Ωε))‖∇m+ℓ−1S˜ε(g)‖Lq′ (ΩT \ΩT,ε)
≤ Cε−m−ℓ+1‖∂tf‖Lq(ε2m,T−ε2m;W−m+1,q(Ω\Ωε))‖g‖Lq′ (ΩT \ΩT,2ε),
which implies (3.11) directly. The proof is complete.
4 Convergence rates for the initial-Dirichlet problem
4.1 O(
√
ε) error estimate in L2(0, T ;Hm(Ω))
Let ρε be a function in C
∞
c (Ω) such that
supp(ρε) ⊂ Ω \ Ω6ε, 0 ≤ ρε ≤ 1, ρε = 1 on Ω \ Ω8ε and |∇kρε| ≤ Cε−k for 1 ≤ k ≤ m.
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For 0 < T <∞, let ̺ε be a function in C∞c (0, T ) with supp(̺ε) ⊆ (6ε2m, T − 6ε2m) and
0 ≤ ̺ε ≤ 1, ̺ε = 1 in (8ε2m, T − 8ε2m), |̺′ε| ≤ Cε−2m.
Define
̟ε(x, t) = uε(x, t)− u0(x, t)− εm
∑
|γ|=m
χγε (x, t)Kε(D
γu0)(x, t), (4.1)
where Kε(u) = S
2
ε (u)ρε̺ε, S
2
ε = Sε ◦ Sε and χγε (x, t) = χγ(x/ε, t/ε2m).
Lemma 4.1. Let Ω be a bounded Lipschitz domain in Rd, and A satisfy conditions (1.3) and (1.4).
Let uε, u0 be weak solutions to initial-Dirichlet problems (1.1) and (1.5), respectively. Then we have
(∂t + Lε)̟ε = (−1)m+1
∑
|α|=|β|=m
Dα
{(
Aαβε − A¯αβ
)(
Dβu0 −Kε(Dβu0)
)}
+ (−1)m+1
∑
|α|=|β|=|γ|=m
ζ+η=γ
0≤|ζ|≤m−1
C(γ, ζ)ε|η|Dα
{[
Aαγε (D
ζχβ)ε − (DζBγαβ)ε
]
DηKε(D
βu0)
}
+ (−1)mε2m
∑
|α|=|β|=m
Dα
{(
B(d+1)αβε + Bαβε
)
∂tKε(D
βu0)
}
+ (−1)m
∑
|β|=|γ|=m
ζ+η=γ
0≤|ζ|≤m−1
εm+|η|∂t
{
(DζBγ(d+1)β)εD
ηKε(D
βu0)
}
+ (−1)m+1ε2m
∑
|α|=|β|=m
∂t
{
Bαβε DαKε(Dβu0)
}
. (4.2)
Proof. For the simplicity of presentations, let us omit the subscripts i, j in (4.8) and hereafter.
Using definitions of ̟ε and B
αβ (see (4.1) and (2.3) respectively), a direct computation yields that
(∂t + Lε)̟ε = (−1)m+1
∑
|α|=|β|=m
Dα
{(
Aαβε − A¯αβ
)(
Dβu0 −Kε(Dβu0)
)}
+ (−1)m+1εm
∑
|α|=|β|=|γ|=m
ζ+η=β
0≤|ζ|≤m−1
C(α, ζ)Dα
{
Aαβε D
ζχγεD
η
[
Kε(D
γu0)
]}
+ (−1)m+1
∑
|α|=|β|=m
Dα
{
Bαβε Kε(D
βu0)
}
− εm
∑
|γ|=m
∂t
[
χγεKε(D
γu0)
]
, (4.3)
where Bαβε (x, t) = Bαβ(x/ε, t/ε2m) and C(α, ζ) =
α!
ζ!(α−ζ)! . In view of (2.4), we may deduce that
(−1)m+1
∑
|α|=|β|=m
Dα
{
Bαβε Kε(D
βu0)
}
− εm
∑
|γ|=m
∂t
[
χγεKε(D
γu0)
]
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= (−1)m+1
∑
|α|=|β|=m
Dα
{( ∑
|γ|=m
εmDγBγαβε + ε
2m∂tB
(d+1)αβ
ε + B̂
αβ
ε
)
Kε(D
βu0)
}
+ (−1)m+1εm
∑
|β|=m
∂t
{( ∑
|γ|=m
εmDγBγ(d+1)βε
)
Kε(D
βu0)
}
= (−1)m+1εm
∑
|α|=|β|=|γ|=m
DαDγ
{
Bγαβε Kε(D
βu0)
}
+ (−1)mεm
∑
|α|=|β|=|γ|=m
ζ+η=γ
0≤|ζ|≤m−1
C(γ, ζ)Dα
{
DζBγαβε D
ηKε(D
βu0)
}
+ (−1)m+1ε2m
∑
|α|=|β|=m
Dα∂t
{
B(d+1)αβε Kε(D
βu0)
}
+ (−1)mε2m
∑
|α|=|β|=m
Dα
{
B(d+1)αβε ∂tKε(D
βu0)
}
+ (−1)m+1ε2m
∑
|β|=|γ|=m
∂tD
γ
{
Bγ(d+1)βε Kε(D
βu0)
}
+ (−1)mε2m
∑
|β|=|γ|=m
ζ+η=γ
0≤|ζ|≤m−1
∂t
{
DζBγ(d+1)βε D
ηKε(D
βu0)
}
+ (−1)m+1
∑
|α|=|β|=m
Dα
{
B̂αβε Kε(D
βu0)
}
= (−1)mεm
∑
|α|=|β|=|γ|=m
ζ+η=γ
0≤|ζ|≤m−1
C(γ, ζ)Dα
{
DζBγαβε D
ηKε(D
βu0)
}
+ (−1)mε2m
∑
|α|=|β|=m
Dα
{
B(d+1)αβε ∂tKε(D
βu0)
}
+ (−1)mε2m
∑
|β|=|γ|=m
ζ+η=γ
0≤|ζ|≤m−1
∂t
{
DζBγ(d+1)βε D
ηKε(D
βu0)
}
+ (−1)m+1
∑
|α|=|β|=m
Dα
{
B̂αβε Kε(D
βu0)
}
, (4.4)
where we have used the facts B(d+1)(d+1)β = 0 and B̂(d+1) β = 0 for the second step and the
skew-symmetry of B for the last step. Substituting (4.4) into (4.3), we get
(∂t + Lε)̟ε = (−1)m+1
∑
|α|=|β|=m
Dα
{(
Aαβε − A¯αβ
)(
Dβu0 −Kε(Dβu0)
)}
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+ (−1)m+1
∑
|α|=|β|=|γ|=m
ζ+η=γ
0≤|ζ|≤m−1
C(γ, ζ)ε|η|Dα
{[
Aαγε (D
ζχβ)ε − (DζBγαβ)ε
]
DηKε(D
βu0)
}
+ (−1)mε2m
∑
|α|=|β|=m
Dα
{
B(d+1)αβε ∂tKε(D
βu0)
}
+ (−1)m
∑
|β|=|γ|=m
ζ+η=γ
0≤|ζ|≤m−1
εm+|η|∂t
{
(DζBγ(d+1)β)εD
ηKε(D
βu0)
}
+ (−1)m+1
∑
|α|=|β|=m
Dα
{
B̂αβε Kε(D
βu0)
}
. (4.5)
Moreover, thanks to Lemma 2.2,
(−1)m+1
∑
|α|=|β|=m
Dα
{
B̂αβε Kε(D
βu0)
}
= (−1)m+1
∑
|α|=|β|=m
Dα
{
ε2m∂tBαβε Kε(Dβu0)
}
= (−1)m+1ε2m
∑
|α|=|β|=m
∂t
{
Bαβε DαKε(Dβu0)
}
+ (−1)mε2m
∑
|α|=|β|=m
Dα
{
Bαβε ∂tKε(Dβu0)
}
.
This, together with (4.5), gives (4.2).
In the following, we define
wε(x, t) = uε(x, t)− u0(x, t)− εm
∑
|γ|=m
χγε (x, t)Kε(D
γu0)(x, t)
+ (−1)m+1
∑
|β|=|γ|=m
ζ+η=γ
0≤|ζ|≤m−1
εm+|η|(DζBγ(d+1)β)εD
ηKε(D
βu0)
+ (−1)mε2m
∑
|α|=|β|=m
Bαβε DαKε(Dβu0). (4.6)
Lemma 4.2. In addition of the assumptions of Lemma 4.1, if u0 ∈ L2(0, T ;Hm+1(Ω)) we have
for any φ ∈ L2(0, T ;Hm0 (Ω)),∣∣∣ ˆ T
0
〈
∂twε, φ
〉
dt+
∑
|α|=|β|=m
ˆ
ΩT
DαφAαβε D
βwε
∣∣∣
≤ C
{
‖u0‖L2(0,T ;Hm+1(Ω)) + ‖∂tu0‖L2(0,T ;H−m+1(Ω)) + sup
10ε2m<t<T
(1
ε
ˆ t
t−10ε2m
‖∇mu0(t)‖2L2(Ω)
)1/2}
×
{
ε‖∇mφ‖L2(ΩT ) + ε1/2‖∇mφ‖L2(ΩT,8ε)
}
, (4.7)
where C depends only on d, n,m, µ, T and Ω.
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Proof. According to (4.2), we have
(∂t + Lε)wε = (−1)m+1
∑
|α|=|β|=m
Dα
{(
Aαβε − A¯αβ
)(
Dβu0 −Kε(Dβu0)
)}
+ (−1)m+1
∑
|α|=|β|=|γ|=m
ζ+η=γ
0≤|ζ|≤m−1
C(γ, ζ)ε|η|Dα
{(
Aαγε (D
ζχβ)ε − (DζBγαβ)ε
)
DηKε(D
βu0)
}
−
∑
|α|=|ξ|=m
Dα
{
Aαξε D
ξ
[ ∑
|β|=|γ|=m
ζ+η=γ
0≤|ζ|≤m−1
εm+|η|(DζBγ(d+1)β)εD
ηKε(D
βu0)
]}
+
∑
|α|=|ξ|=m
Dα
{
Aαξε D
ξ
(
ε2m
∑
|γ|=|β|=m
Bγβε DγKε(Dβu0)
)}
+ (−1)mε2m
∑
|α|=|β|=m
Dα
{(
B(d+1)αβε + Bαβε
)
∂tKε(D
βu0)
}
,
which yields that for any φ ∈ L2(0, T ;Hm0 (Ω))ˆ T
0
〈∂twε, φ〉dt+
∑
|α|=|β|=m
ˆ
ΩT
Aαβε D
βwεD
αφ
= −
∑
|α|=|β|=m
ˆ
ΩT
(
Aαβε − A¯αβ
)(
Dβu0 −Kε(Dβu0)
)
Dαφ
−
∑
|α|=|β|=|γ|=m
ζ+η=γ
0≤|ζ|≤m−1
ε|η|C(γ, ζ)
ˆ
ΩT
(
Aαγε (D
ζχβ)ε − (DζBγαβ)ε
)
DηKε(D
βu0)D
αφ
+ (−1)m+1
∑
|α|=|ξ|=|β|=|γ|=m
ζ+η=γ+ξ
0≤|ζ|≤2m−1
ε|η|C(ζ)
ˆ
ΩT
Aαξε (D
ζBγ(d+1)β)εD
ηKε(D
βu0)D
αφ (4.8)
+ (−1)mε2m
∑
|α|=|ξ|=|β|=|γ|=m
ˆ
ΩT
Aαξε Bγβε DξDγKε(Dβu0)Dαφ
+ ε2m
∑
|α|=|β|=m
ˆ
ΩT
(
B(d+1)αβε + Bαβε
)
∂tKε(D
βu0)D
αφ.
Denote the terms in the r.h.s of (4.8) as Ii, i = 1, . . . , 5, in turn. Note that∣∣Dβu0 −Kε(Dβu0)∣∣
≤ ∣∣[Dβu0 − Sε(Dβu0)]ρε̺ε∣∣+ ∣∣[Sε(Dβu0)− S2ε (Dβu0)]ρε̺ε∣∣+ ∣∣Dβu0(1 − ρε̺ε)∣∣,
which implies that
|I1| ≤ C‖∇mφ‖L2(ΩT )‖∇mu0 − Sε(∇mu0)‖L2(ΩT \ΩT,4ε) + C‖∇mφ‖L2(ΩT,8ε)‖∇mu0‖L2(ΩT,8ε).
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To deal with I2, we observe that for |η| ≥ 1,
DηKε(D
βu0) =
∑
η′+η′′=η
C(η, η′)Dη
′
S2ε (D
βu0)D
η′′ρε̺ε
=
∑
η′+η′′=η
1≤|η′′|
C(η, η′)Dη
′
S2ε (D
βu0)D
η′′ρε̺ε + S
2
ε (D
βDηu0)ρε̺ε, (4.9)
which implies by Lemma 3.1 that
|I2| ≤ C
∑
1≤k≤m
εk‖∇mφ‖L2(ΩT )‖Sε(∇m+ku0)‖L2(ΩT \ΩT,4ε)
+ C
∑
0≤k≤m−1
εk‖∇mφ‖L2(ΩT,8ε)‖Sε(∇m+ku0)‖L2(ΩT,9ε\ΩT,4ε), (4.10)
where C depends only on d, n,m, µ, T and Ω. In a similar manner, we also have
|I3|+ |I4| ≤ C
∑
1≤k≤2m
εk‖∇mφ‖L2(ΩT )‖Sε(∇m+ku0)‖L2(ΩT \ΩT,4ε)
+ C
∑
0≤k≤2m−1
εk‖∇mφ‖L2(ΩT,8ε)‖Sε(∇m+ku0)‖L2(ΩT,9ε\ΩT,4ε), (4.11)
where C depends only on d, n,m, µ, T and Ω.
Finally, by Lemma 3.1 it is not difficult to find that
|I5| ≤ Cε2m‖∇mφ‖L2(ΩT )‖Sε(∇m∂tu0)‖L2(ΩT \ΩT,4ε)
+ C‖∇mφ‖L2(ΩT,8ε)‖Sε(∇mu0)‖L2(ΩT,9ε\ΩT,4ε). (4.12)
Taking the estimates for I1–I5 into (4.8), we obtain that∣∣∣ˆ T
0
〈
∂twε, φ
〉
H−m(Ω)×Hm
0
(Ω)
dt+
∑
|α|=|β|=m
ˆ
ΩT
DαφAαβε D
βwεdxdt
∣∣∣
≤ C‖∇mφ‖L2(ΩT,8ε)‖∇mu0‖L2(ΩT,8ε) + C‖∇mφ‖L2(ΩT )‖∇mu0 − Sε(∇mu0)‖L2(ΩT \ΩT,4ε)
+ C
∑
0≤k≤2m−1
εk‖∇mφ‖L2(ΩT,8ε)‖Sε(∇m+ku0)‖L2(ΩT,9ε\ΩT,4ε)
+ C
∑
1≤k≤2m
εk‖∇mφ‖L2(ΩT )‖Sε(∇m+ku0)‖L2(ΩT \ΩT,4ε)
+ Cε2m‖∇mφ‖L2(ΩT )‖Sε(∇m∂tu0)‖L2(ΩT \ΩT,4ε),
(4.13)
where C depends only on d, n,m, µ, T and Ω.
Denote the terms in the r.h.s. of (4.13) as J1, J2, J3, J4, J5 in turn. Similar to [21, p.664], we
may prove that
‖∇mu0(t)‖L2(Ωε) ≤ Cε1/2‖u0(t)‖Hm+1(Ω) for a.e. t ∈ (0, T ).
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This leads to the following estimate
‖∇mu0(t)‖2L2(ΩT,8ε) ≤
ˆ T
0
‖∇mu0(t)‖2L2(Ω8ε)dt+
( ˆ 8ε2m
0
+
ˆ T
T−8ε2m
)
‖∇mu0(t)‖2L2(Ω)dt
≤ Cε
{ ˆ T
0
‖u0(t)‖2Hm+1(Ω)dt+ sup
8ε2m<t<T
1
ε
ˆ t
t−8ε2m
‖∇mu0(t)‖2L2(Ω)dt
}
, (4.14)
which implies that
J1 ≤ Cε1/2‖∇mφ‖L2(ΩT,8ε)
{(ˆ T
0
‖u0(t)‖2Hm+1(Ω)dt
)1/2
+ sup
8ε2m<t<T
(1
ε
ˆ t
t−8ε2m
‖∇mu0(t)‖2L2(Ω)dt
)1/2}
. (4.15)
By (3.5), we obtain that
J2 ≤ Cε‖∇mφ‖L2(ΩT )
{
‖∂tu0‖L2(0,T ;H−m+1(Ω)) + ‖∇m+1u0‖L2(ΩT )
}
, (4.16)
where the fact ‖∂tu0‖L2(0,T ;H−m+1(Ω\Ωε)) ≤ ‖∂tu0‖L2(0,T ;H−m+1(Ω)) is used. By (3.4) and (3.11), we
have
‖Sε(∇m+ku0)‖L2(ΩT,9ε\ΩT,4ε) ≤ Cε−k‖∇mu0‖L2(ΩT,10ε),
‖Sε(∇m+ku0)‖L2(ΩT \ΩT,4ε) ≤ Cε−k+1‖∇m+1u0‖L2(ΩT ),
‖Sε(∇m∂tu0)‖L2(ΩT \ΩT,4ε) ≤ Cε−2m+1‖∂tu0‖L2(0,T ;H−m+1(Ω)).
This implies that
J3 ≤ Cε1/2‖∇mφ‖L2(ΩT,8ε)
{(ˆ T
0
‖u0(t)‖2Hm+1(Ω)dt
)1/2
+ sup
10ε2m<t<T
(1
ε
ˆ t
t−10ε2m
‖∇mu0(t)‖2L2(Ω)dt
)1/2}
,
J4 ≤ Cε‖∇mφ‖L2(ΩT )‖∇m+1u0‖L2(ΩT ),
J5 ≤ Cε‖∇mφ‖L2(ΩT )‖∂tu0‖L2(0,T ;H−m+1(Ω)).
(4.17)
Note that (4.7) follows directly from (4.13) and (4.15)–(4.17). The proof is complete.
Now we are in the position to establish the error estimate in L2(0, T ;Hm(Ω)).
Theorem 4.1. Let Ω be a bounded Lipschitz domain in Rd, and A satisfy conditions (1.3) and
(1.4). Let uε, u0 be weak solutions to initial-Dirichlet problems (1.1) and (1.5), respectively, and
moreover u0 ∈ L2(0, T ;Hm+1(Ω)). Let wε(x, t) be defined by (4.6). Then
‖∇mwε‖L2(ΩT ) ≤ Cε1/2
{
‖u0‖L2(0,T ;Hm+1(Ω)) + ‖f‖L2(0,T ;H−m+1(Ω)) + ‖h‖L2(Ω)
}
. (4.18)
20
Proof. Note that wε ∈ L2(0, T ;Hm0 (Ω)). Taking φ = wε in (4.7), it yields
‖∇mwε‖L2(ΩT ) ≤ Cε1/2
{
‖u0‖L2(0,T ;Hm+1(Ω)) + ‖∂tu0‖L2(0,T ;H−m+1(Ω))
+ sup
10ε2m<t<T
(1
ε
ˆ t
t−10ε2m
‖∇mu0(t)‖2L2(Ω)dt
)1/2}
. (4.19)
Since ˆ t2
t1
ˆ
Ω
A¯αβDαu0D
βu0 =
ˆ t2
t1
〈−∂tu0 + f, u0〉dt for 0 ≤ t1, t2 ≤ T.
By (1.3), we have
ˆ t
t−10ε2m
‖∇mu0(t)‖2L2(Ω)dt ≤ C
(ˆ T
0
‖∂tu0 + f(t)‖2H−m+1(Ω)dt
)1/2( ˆ t
t−10ε2m
‖u0(t)‖2Hm−1(Ω))dt
)1/2
.
(4.20)
By Gagliardo-Nirenberg inequality and Young’s inequality, we have
‖u‖2Hm−1(Ω) ≤ C‖u‖(2m−2)/mHm(Ω) ‖u‖
2/m
L2(Ω)
≤ Cε2‖u‖2Hm(Ω) + Cε−2m+2‖u‖2L2(Ω).
We therefore obtain that(ˆ t
t−10ε2m
‖u0(t)‖2Hm−1(Ω))dt
)1/2
≤ Cε
{
‖u0‖L2(0,T ;Hm(Ω)) + ‖u0‖L∞(0,T ;L2(Ω))
}
≤ Cε
{
‖f‖L2(0,T ;H−m+1(Ω)) + ‖h‖L2(Ω)
}
. (4.21)
On the other hand, from the equation of u0 we note that
‖∂tu0‖L2(0,T ;H−m+1(Ω)) ≤ C
{
‖u0‖L2(0,T ;Hm+1(Ω)) + ‖f‖L2(0,T ;H−m+1(Ω))
}
. (4.22)
We then conclude from (4.20)–(4.22) that
sup
10ε2m<t<T
(1
ε
ˆ t
t−10ε2m
‖∇mu0(t)‖2L2(Ω)dt
)1/2
≤ C
{
‖u0‖L2(0,T ;Hm+1(Ω)) + ‖f‖L2(0,T ;H−m+1(Ω)) + ‖h‖L2(Ω)
}
. (4.23)
This, combined with (4.19) and (4.22), gives (4.18).
Remark 4.1. In addition to the assumptions of Theorem 4.1, if Ω is Cm,1 and h = 0, then as a
consequence of (4.18) we have
‖∇mwε‖L2(ΩT ) ≤ Cε1/2‖f‖L2(0,T ;H−m+1(Ω)). (4.24)
This follows from the estimate
‖u0‖L2(0,T ;Hm+1(Ω)) ≤ C‖f‖L2(0,T ;H−m+1(Ω)), (4.25)
which may be proved by time discretization and reducing the estimate to the well-known Hm+1
estimate for 2m-order elliptic systems with constant coefficients in Cm,1 domains.
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4.2 O(ε) error estimate in L2(0, T ;Hm−1(Ω))
With preparations in the last sections, we are now ready to prove Theorems 1.1. Let L∗ε,L∗0 be
the adjoint operators of Lε and L0, respectively. Let Ω be a bounded Cm,1 domain and F ∈
L2(0, T ;H−m+1(Ω)). Suppose that vε, v0 are, respectively, weak solutions to
−∂tvε + L∗εvε = F in ΩT ,
T r(Dγvε) = 0 on ∂Ω× (0, T ), 0 ≤ |γ| ≤ m− 1,
vε = 0 on Ω× {t = T},
(4.26)
and 
−∂tv0 + L∗0v0 = F in ΩT ,
T r(Dγv0) = 0 on ∂Ω× (0, T ), 0 ≤ |γ| ≤ m− 1,
v0 = 0 on Ω× {t = T}.
(4.27)
Then it is not difficult to find that vε(x, T − t), v0(x, T − t) are solutions to problem (1.1) (with
homogeneous Dirichlet boundary data) and problem (1.5), respectively, with f(x, t) = F (x, T −
t), h = 0 as well as the coefficient matrix A(x/ε, t/ε2m) replaced by A∗(x/ε, (T − t)/ε2m). Note
that A∗(y, T − s) satisfies the conditions (1.3) and (1.4) as A(y, s). Similar to Section 2, we can
introduce the matrix of correctors χ∗T,ε and flux correctors B
∗
T,ε(y, s) and also B∗T,ε for the family
of parabolic operators
−∂t + (−1)m
∑
|α|=|β|=m
Dα
{
A∗αβ(x/ε, (T − t)/ε2m)Dβ
}
, ε > 0.
Proof of Theorem 1.1. We now use the duality argument [28, 7] to prove Theorem 1.1. For
simplicity, we assume that
‖u0‖L2(0,T ;Hm+1(Ω)) + ‖f‖L2(0,T ;H−m+1(Ω)) + ‖h‖L2(Ω) ≤ 1.
In view of the definition of wε, to prove (1.7) it is sufficient to prove the following estimates,
εm
∥∥ ∑
|γ|=m
χγεKε(D
γu0)
∥∥
L2(0,T ;Hm−1
0
(Ω))
≤ Cε, (4.28)
∥∥∥ ∑
|β|=|γ|=m
ζ+η=γ
0≤|ζ|≤m−1
εm+|η|(DζBγ(d+1)β)εD
ηKε(D
βu0)
∥∥∥
L2(0,T ;Hm−1
0
(Ω))
≤ Cε, (4.29)
ε2m
∥∥∥ ∑
|α|=|β|=m
Bαβε DαKε(Dβu0)
∥∥∥
L2(0,T ;Hm−1
0
(Ω))
≤ Cε, (4.30)
∥∥wε∥∥L2(0,T ;Hm−1
0
(Ω))
≤ Cε. (4.31)
Thanks to the Poincare´ inequality and Lemmas 3.1, 3.2, we deduce that∥∥ ∑
|γ|=m
χγεKε(D
γu0)
∥∥
L2(0,T ;Hm−1
0
(Ω))
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≤ C
∑
|α|=m−1
η+ζ′+ζ=α
∥∥ ∑
|γ|=m
Dηχγε D
ζS2ε (D
γu0)D
ζ′ρε̺ε
∥∥
L2(ΩT )
≤ Cε−m+1‖∇mu0‖L2(ΩT ) ≤ Cε−m+1, (4.32)
which implies (4.28). In a similar way, we can also get (4.29) and (4.30). To prove (4.31), it suffices
to verify∣∣∣ ˆ T
0
〈F,wε〉H−m+1(Ω)×Hm−1
0
(Ω)dt
∣∣∣ ≤ Cε‖F‖L2(0,T ;H−m+1(Ω)), ∀F ∈ L2(0, T ;H−m+1(Ω)). (4.33)
Similar to (4.6), we define
Φε(x, t) = vε(x, T − t)− v0(x, T − t)− εm
∑
|γ|=m
χ∗γT,εK˜ε(D
γv0(x, T − t))
+ (−1)m+1
∑
|β|=|γ|=m
ζ+η=γ
0≤|ζ|≤m−1
εm+|η|(DζB
∗γ(d+1)β
T )εD
ηK˜ε(D
βv0(x, T − t))
+ (−1)mε2m
∑
|α|=|β|=m
B∗αβT,ε DαK˜ε(Dβv0(x, T − t)), (4.34)
where K˜ε(u) = S
2
ε (u)ρ˜ε ˜̺ε, ρ˜ε ∈ C∞c (Ω) and ˜̺ε ∈ C∞c (0, T ) such that
supp(ρ˜ε) ⊂ Ω\Ω12ε, supp(˜̺ε) ⊂ (12ε2m, T − 12ε2m),
0 ≤ ρ˜ε ≤ 1, ρ˜ε = 1 in Ω\Ω16ε and |∇kρ˜ε| ≤ Cε−k, 1 ≤ k ≤ m,
0 ≤ ˜̺ε ≤ 1, ˜̺ε = 1 in (16ε2m, T − 16ε2m) and |˜̺′ε| ≤ Cε−2m.
Using (4.26) and (4.34), we deduce that
ˆ T
0
〈
F,wε
〉
H−m+1(Ω)×Hm−1
0
(Ω)
dt
=
ˆ T
0
〈
∂twε, vε(t)
〉
H−m+1(Ω)×Hm−1
0
(Ω)
dt+
∑
|α|=|β|=m
ˆ
ΩT
Aβαε D
αwεD
βvε(x, t)
=
ˆ T
0
〈
∂twε,Φε(T − t)
〉
H−m+1(Ω)×Hm−1
0
(Ω)
dt+
∑
|α|=|β|=m
ˆ
ΩT
Aβαε D
αwεD
βΦε(x, T − t)
+
ˆ T
0
〈
∂twε, v0(t)
〉
H−m+1(Ω)×Hm−1
0
(Ω)
dt+
∑
|α|=|β|=m
ˆ
ΩT
Aβαε D
αwεD
βv0(x, t)
+
ˆ T
0
〈
∂twε, vε(t)− v0(t)− Φε(T − t)
〉
H−m+1(Ω)×Hm−1
0
(Ω)
dt
+
∑
|α|=|β|=m
ˆ
ΩT
Aβαε D
αwεD
β
{
vε(x, t)− v0(x, t)− Φε(x, T − t)
}
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.
= I1 + I2 + · · ·+ I6. (4.35)
By Lemma 4.2, we have
I1 + I2 ≤ C
{
ε‖∇mΦε‖L2(ΩT ) + ε1/2‖∇mΦε‖L2(ΩT,4ε)
}
×
{
‖∂tu0‖L2(0,T ;H−m+1(Ω))
+ ‖u0‖L2(0,T ;Hm+1(Ω)) + sup
10ε2m<t<T
(1
ε
ˆ t
t−10ε2m
‖∇mu0(t)‖2L2(Ω)
)1/2}
≤ Cε1/2‖∇mΦε‖L2(ΩT ), (4.36)
where we have used (4.22) and (4.23) for the second inequality. Since A∗(y, T−s) satisfies conditions
(1.3) and (1.4) as A(y, s), and Ω is Cm,1. By (4.24), we have
‖∇mΦε‖L2(ΩT ) ≤ Cε1/2‖F‖L2(0,T ;H−m+1(Ω)), (4.37)
which combined with (4.36), implies that
I1 + I2 ≤ Cε‖F‖L2(0,T ;H−m+1(Ω)). (4.38)
Likewise, using Lemma 4.2, (4.22) and (4.23), we deduce that
I3 + I4 ≤ C
{
ε‖∇mv0‖L2(ΩT ) + ε1/2‖∇mv0‖L2(ΩT,4ε)
}
≤ Cε‖F‖L2(0,T ;H−m+1(Ω)), (4.39)
where, for the last step, we have used estimates (4.14), (4.23) and (4.25) for v0. The proof of these
estimates are completely the same as those for u0, since A
∗(y, T − s) satisfies conditions as A(y, s).
Finally, note that vε(t)− v0(t)−Φε(T − t) is supported on ΩT\ΩT,12ε. From Lemma 4.2, (4.22)
and (4.23), it follows that
I5 + I6 ≤ Cε‖∇m
[
vε − v0 − Φε(T − t)
]‖L2(ΩT ) × {‖∂tu0‖L2(0,T ;H−m+1(Ω))
+ ‖u0‖L2(0,T ;Hm+1(Ω)) + sup
10ε2m<t<T
(1
ε
ˆ t
t−10ε2m
‖∇mu0(t)‖2L2(Ω)
)1/2}
≤ Cε‖∇m[vε − v0 − Φε(T − t)]‖L2(ΩT ). (4.40)
Similar to (4.32), using Poincare´’s inequality and Lemmas 3.1, 3.2, we can prove that
εm
∥∥∥ ∑
|γ|=m
χ∗γT,εK˜ε(D
γv0)
∥∥∥
L2(0,T ;Hm
0
(Ω))
≤ C‖v0‖L2(0,T ;Hm+1(Ω)),∥∥∥ ∑
|β|=|γ|=m
ζ+η=γ
0≤|ζ|≤m−1
εm+|η|(DζB
∗γ(d+1)β
T )εD
ηK˜ε(D
βv0)
∥∥∥
L2(0,T ;Hm
0
(Ω))
≤ C‖v0‖L2(0,T ;Hm+1(Ω)),
ε2m
∥∥∥ ∑
|α|=|β|=m
B∗αβT,ε DαK˜ε(Dβv0)
∥∥∥
L2(0,T ;Hm
0
(Ω))
≤ C‖v0‖L2(0,T ;Hm+1(Ω)),
which, together with (4.34), (4.40) and (4.25) (for v0), gives
I5 + I6 ≤ Cε‖F‖L2(0,T ;H−m+1(Ω)). (4.41)
Note that (4.33) follows directly from (4.35), (4.38), (4.39) and (4.41). The proof is thus complete.
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5 Convergence rates for the initial-Neumann problem
In this section, we provide a concise discussion on the convergence rate in the homogenization of
initial-Neumann problem with homogeneous boundary data.
Lemma 5.1. Let Ω be a bounded Lipschitz domain in Rd, A satisfy conditions (1.3) and (1.4). Let
uε ∈ L2(0, T ;Hm(Ω)), u0 ∈ L2(0, T ;Hm+1(Ω)) be weak solutions to the initial-Neumann problems
(1.1) and (1.10), respectively. Let wε be defined as in (4.6). Then for any φ ∈ L2(0, T ;Hm(Ω)),ˆ T
0
〈∂twε, φ〉H˜−m(Ω)×Hm(Ω)dt+
∑
|α|=|β|=m
ˆ
ΩT
DαφAαβε D
βwε = (the r.h.s of (4.8)). (5.1)
Proof. The proof is parallel to that of Lemma 4.1 with slight adaptations to Neumann problem.
Lemma 5.2. Under the assumption of Lemma 5.1, we have for any φ ∈ L2(0, T ;Hm(Ω)),
ˆ T
0
〈
∂twε, φ
〉
H˜−m(Ω)×Hm(Ω)
dt+
∑
|α|=|β|=m
ˆ
ΩT
DαφAαβε D
βwεdxdt
≤ C
{
‖u0‖L2(0,T ;Hm+1(Ω)) + ‖∂tu0‖L2(0,T ;H˜−m+1(Ω)) + sup
10ε2m<t<T
(1
ε
ˆ t
t−10ε2m
‖∇mu0(t)‖2L2(Ω)
)1/2}
×
{
ε‖∇mφ‖L2(ΩT ) + ε1/2‖∇mφ‖L2(ΩT,8ε)
}
, (5.2)
where C depends only on d, n,m, µ, T and Ω.
Proof. The proof is almost the same as that of Lemma 4.2, let us omit the details.
With Lemmas 5.1 and 5.2 as preparations, we obtain the following theorem parallel to Theorem
4.1. Since the proof is almost the same to the one of Theorem 4.1, we omit the details for brevity.
Theorem 5.1. Let Ω be a bounded Lipschitz domain in Rd, and A satisfy conditions (1.3) and
(1.4). Let uε, u0 ∈ L2(0, T ;Hm(Ω)) be weak solutions to initial problems (1.1) and (1.10) with
homogeneous Neumann boundary data respectively. Moreover, assume that u0 ∈ L2(0, T ;Hm+1(Ω))
and wε is defined as (4.6). Then
‖∇mwε‖L2(ΩT ) ≤ Cε1/2
{
‖u0‖L2(0,T ;Hm+1(Ω)) + ‖f‖L2(0,T ;H˜−m+1(Ω)) + ‖h‖L2(Ω)
}
, (5.3)
where C depends only on d, n,m, µ, T and Ω. If in addition Ω is Cm,1 and h = 0, then
‖∇mwε‖L2(ΩT ) ≤ Cε1/2‖f‖L2(0,T ;H˜−m+1(Ω)), (5.4)
where C depends only on d, n,m, µ, T and Ω.
Proof of Theorem 1.2. The proof is completely parallel to that of Theorem 1.1. Indeed, let
F ∈ L2(0, T ;H−m+1(Ω)). We consider the following initial-Neumann problems
−∂tvε + L∗εvε = F in ΩT ,
Nm−1−j(vε) = 0 on ∂Ω× (0, T ), j = 0, 1, ...,m − 1,
vε = 0 on Ω× {t = T},
(5.5)
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and 
−∂tv0 + L∗0v0 = F in ΩT ,
Nm−1−j(v0) = 0 on ∂Ω× (0, T ), j = 0, 1, ...,m − 1,
v0 = 0 on Ω× {t = T},
(5.6)
It is obvious that vε(x, T − t), v0(x, T − t) are solutions respectively to (1.1) and (1.10) with ho-
mogeneous Neumann boundary data, and also with f(x, t) = F (x, T − t), h = 0 and A(x/ε, t/ε2m)
replaced by A∗(x/ε, (T − t)/ε2m). Moreover, v0 still satisfy estimates (4.14), (4.23) and (4.25).
Define Φε as (4.34). Observe that
ˆ T
0
〈
F,wε
〉
H˜−m+1(Ω)×Hm−1(Ω)
dt
=
ˆ T
0
〈
∂twε, vε(t)
〉
H˜−m+1(Ω)×Hm−1(Ω)
dt+
∑
|α|=|β|=m
ˆ
ΩT
Aαβε D
βwεD
αvε.
With Lemmas 5.1, 5.2 and Theorem 5.1 at our disposal, we can perform the same analysis as we
did for Theorem 1.1 to derive (1.11).
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