This work deals with an extension of the standard recursive least squares (RLS) algorithm. It allows to prune irrelevant coefficients of a linear adaptive filter with sparse impulse response and it provides a regularization method with automatic adjustment of the regularization parameter. New update equations for the inverse auto-correlation matrix estimate are derived that account for the continuing shrinkage of the matrix size. In case of densely populated impulse responses of length M , the computational complexity of the algorithm stays O(A1') as for standard RLS while for sparse impulse responses the new algorithm becomes much more efficient through the adaptive shrinkage of the dimension of the coefficient space. The algorithm has been successfully applied to the identification of sparse channel models (as in mobile radio or echo cancellation).
INTRODUCTlON
Linear-in-parameters models are considered. Many applications of these models share the features that the excitation signal Z[R] for the adaptive system i s not always persistently exciting and that the structure of the model does not match the structure of the reference system. One mismatch example would be a too high order of the adaptive filter. In the first case the covariance matrix estimate blows up such that the adaptive algorithm gets unstable. A common stabilization method for such situations is the regularization of the auto-correlation matrix estimate [l]. The second feature of model mismatch is due to the incomplete insight into the structure of the reference system. To guarantee some predefined error power after convergence, one has to select a conservative, i.e. overestimated. model structure which takes into account our
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System engineering group, Infineon Technologies, Design Center Villach, Austria gerhard.paoli@infineon.com incomplete knowledge about the reference system. In the case of an echo-canceler, where the echo-impulse response varies significantly over different environments, one has to initialize a conservative model which can handle the longest impulse-response expected to occur in practice. The inclusion of parameters in the model that are irrelevant from the viewpoint of a decrease in the error still causes an increase in the variance of the parameter estimates \t[n] of the adaptive system compared to the variance ofthe estimates for an exactly matching model structure. In addition, the tracking performance of the adaptive filter gets reduced due to the inclusion of irrelevant parameters.
In the statistics and machine learning literature this problem gets addressed by subset selection algorithms. In this work the algorithm proposed in [2], which simultaneously performs subset selection and adaptive regularization, is incorporated in a recursive least squares adaptive algorithm.
The Bayesian treatment of regularization using the evidence procedure [3] offers a simple way to estimate the regularization parameter and even allows an extension to estimate a regularization matrix [2] . In the adaptive filter literature, regularization methods can be found in, e.g. [I] and [4] , on which the following presentation is based. Opposed to our contribution, these two works share the fact that no adaptive computation of the regularization term is considered. ([l, A, A' , . . . , A"]) with the forgetting factor 0 << X < 1 was introduced, which can be interpreted as a flattening of the likelihood function (2) with covariance A-' for samples 21. which lie further in the past. For simplicity it is assumed that the noise variance uz is known. The conclusion in section 4 comments on the situation where u' is not known. Similar to the method of weight decay in,regularized neural networks the prior over the weights is taken to be
DERIVATION OF T H E ALGORITHM

Bayesian estimation
where A is assumed to be a diagonal matrix in the sequel. with mean value iv = PXAz and covariance fi.
Each diagonal element
Evidence procedure
The derived MAP estimator (6) where i denotes the reestimation index. One reestimation loop includes the following computations:
Thus, at the current sampling instant n the reestimation (9) has to be iterated until L,(A) of (8) has reached a local minimum.
Recursive relations
In this section, we reintroduce the discrete-time sampling The steady state behavior of The update equations become
and 
+[n] = (I-~[ra]v[n]v~[n]P[n])+[n-l]+k[n][[n]. (20) with the a priori error E[n] = r [ n ] -w T [ n
Incorporating weight pruning
The parameter A k k j n ] of the prior (3) (17) can still be applied. For the sake of conciseness the sampling time index n is omitted again. In the following, the case where the last row and the last column of 8 has to be removed, is considered. This situation was chosen because of the possibility of a more compact notation of the following matrix algebra compared to the case where another row-column pair is removed. That this does not cause a loss in generality is seen from the relation (MTQM)-' = MTB-'M, where M is a permutation matrix permuting the k-th column with the AI-th column.
Thus, + can be thought of being partitioned as exceeds the threshold B.
Algorithm 1: Recursive least squares algorithm with adaptive, selective regularization and weight pruning.
for n +-1 to N do The remaining equations of this uniform regularization RLS algorithm are identical to those of the selective regularization algorithm presented in section 2.3.
SIMULATlON RESULTS
For illustration of the regularization and pruning performance of the proposed scheme, a A4 = 64 taps sparse impulse response wv of a mobile radio channel, shown in Fig. I , is taken as a reference. The input signal is chosen to be a discrete multi-tone (DMT) signal with N, = 20 camers. As performance index for the adaptation quality the normalized squared norm of the misalign vector is used It is clear that a DMT signal comprising only N, = 20 carrier is not capable to persistently excite a linear A t = 64 taps filter. Thus, without pruning or regularization the covariance matrix estimate P[n] will eventually blow up. In Fig. 2 the performance index Q[n] for the standard RLS and for the proposed RLS algorithm is depicted. Due to the pruning of the irrelevant weights a lower misalignment error can be reached and the auto-correlation matrix estimate does not get singular. The condition number of the auto-correlation matrix estimate for the proposed algorithm and the standard RLS are shown Fig. 3 , which illustrates the ill-posedness of the standard RLS estimation. The results in The algorithm setting X = 1 -1/3Af, (YO = 1 E-5 and m = 4 is used. In Fig. 1 , in addition to the estimated and reference imputse responses, the pruned filter weights are indicated as well (the two responses actually coincide in the graphics). 
CONCLUSION
The evidence procedure from Bayesian estimation is applied to the regularization of the RLS algorithm. Due to the use of a regularization matrix it is possible to distinguish the relevant model weights from the irrelevant ones. The regularization matrix is successively updated using a rank-one update. Thus the computational complexity of the proposed algorithm stays at O(AJ2) when no.model parameters can be pruned. In the case of I; irrelevant weights the complexity decreases to U((AJ -which can be much lower than for the standard O(A1') RLS. It is also possible to estimate the noise variance u2 via the evidence maximization, in analogy to the parameter A. As a negative point, in several situations the proposed algorithm exhibits stability problems if the regularization matrix update was performed too fast. To stabilize this updating is subject to future research. '.
