In this study Poisson regression was used to model the age-specific referral patterns of patients suffering from end-stage renal failure (ESRF) in south west Wales between April 1985 and March 1994. The count data were aggregated into wards, resulting in a very sparse data set and the deviance values obtained from the generalized linear model suggested that the model was underdispersed. In reality, the large number of zero observations invalidated the use of the χ 2 goodness of fit statistic. A relatively straightforward simulation approach was implemented which allows the deviance figure to be interpreted more satisfactorily and it is suggested that, in studies which are modelling sparse data sets, methods of this type should be considered. This helps to prevent erroneous conclusions being drawn from models where the deviance value suggests that the models do not fit.
END-STAGE RENAL FAILURE IN SOUTH WEST WALES
In a previous analysis 2 the spatial distribution of 539 adult patients resident in Dyfed and West Glamorgan suffering from ESRF who were referred for renal replacement therapy between April 1985 and March 1994 was examined. The primary aim was to test whether there was a relationship between these referrals and distance from the renal unit and, if so, whether this relationship varied for patients in different age groups. The resources allocated to renal services within Wales have been increased significantly since 1985 3 and the levels of treatment are known to be high in this study area compared with other parts of Britain. Despite the improvement in the renal services offered, there was still concern that the referral of patients was spatially biased. It was hypothesized that the referral of patients, particularly those in the older age groups, was unusually low from the more remote regions of the study area.
The catchment area for the renal unit at Morriston Hospital, Swansea encompasses Dyfed and West Glamorgan, with a small number of patients being referred from Powys (these were excluded from the analysis). It is a coastal area which is relatively self-contained and the problem of cross-border outflows of patients is negligible. The study area also contains a mixture of small urban centres and more remote rural areas providing a diverse set of residential environments for the analysis. Table 1 disaggregates the patients into their respective age groups and also provides the total populations in each age group, which were extracted from the 1991 Census Local Base Statistics (LBS). As expected, the incidence of ESRF increases with age. 4 The 539 cases were aggregated into the 245 wards within the two counties (the populations of the wards varied between 578 and 13 080 according to the 1991 British Census) and there were 67 wards with zero cases (27%). The maximum number of cases in any single ward was 20 and only 10 wards had 10 or more cases. As we would expect from the underlying population distribution a large proportion of these cases lived close to the renal unit. The research hypothesis required that these 539 cases were separated into five broad age groups in order to examine whether there was evidence of a distance decay effect in the referral patterns of each age group. This produced a data set with 1225 observations (245 × 5), 882 (72%) of which were zero. In the previous analysis 2 a series of hypotheses concerning the distribution pattern of these referrals were tested. The optimum model included distance, which was negatively related to referrals, and the percentage of people resident in council housing, which was positively related to referrals, as explanatory variables.
For comparative purposes, three models were tested here. The first used the total number of cases in each ward as the dependent variable and did not control for the population at risk, or disaggregate by age. This provided 245 observations, only 67 (27%) of which were zero. The second included the log of population as an offset to control for the population at risk (245 observations); and the third is that used in Boyle et al. 2 which disaggregated the data into five age groups and included the log of age-specific populations as an offset (1225 observations). The third model was shown to fit the data significantly better than the first two, but the two 'unsatisfactory' models are useful for comparing the methods used to assess the model fit.
POISSON REGRESSION MODELLING
The Poisson distribution is often appropriate for the analysis of count data and has been adopted in various medical studies. This distribution has a variance equal to its mean and is the outcome of a probability process:
where Pr(k) is the probability of k occurrences, e is a constant and λ is the mean number of occurrences. In this analysis a generalized linear modelling approach 5 was adopted, which has the structure:
where X ij represents the value of the jth of J explanatory variables X for the ith observation of I areal units. The parameter λ i is estimated to be equal to a function f of a linear combination of explanatory variables, and the observed data are a realization of the process with parameter λ i . The Poisson regression model can be written as:
where λ i has a Poisson distribution whose expected value is equal to exp(Σ J j=1 β j X ij ) and the explanatory variables (X ij ) may be continuous or categorical data, or some mixture of the two.
A priori information may also be included in generalized linear models and in order to control for the expected numbers of referrals in each ward, the population n i was included as an offset. 6 Such a priori information is incorporated into the model by treating it as a covariate with a known parameter value of one and this can be expressed as:
where β n is always equal to one.
ASSESSING THE FIT It is usual to assess the fit of such models using a likelihood ratio statistic known as the deviance. In the Poisson case this may be calculated as:
where λ i is the expected number of cases estimated by the model. The distribution of the deviance is asymptotically χ 2 when the sample size is large, allowing the goodness of fit of the model to be assessed by comparing the size of the deviance to the critical χ 2 value. The degrees of freedom are calculated as the number of observations minus the number of coefficients in the linear predictor.
Normally a deviance which is close to the number of degrees of freedom suggests that the model is a good fit. If the deviance is much larger than the degrees of freedom, the model is said to be overdispersed. Overdispersion may arise if important explanatory variables are omitted from a model or if the process being modelled has a variance greater than the mean (in the Poisson distribution the mean and variance are equal); Congdon 7 discusses ways of treating the case where the variance is larger than the mean. Underdispersion, where the deviance is less than the degrees of freedom, has received less attention; it might be regarded as implying that the variance is less than the mean, but recent work 8, 9 has shown that low deviance values may also be obtained when large sparse data sets are being modelled, invalidating the asymptotic convergence of the Poisson deviance to the χ 2 distribution.
An alternative method of interpreting the model deviance is to estimate what the deviance value should be for a sparse data set if the model fitted the data well and this is possible using simulations of the data. The fitted values which are derived from the original Poisson model may be regarded as the means of a set of Poisson random variables and, assuming that these fitted values are correct, random numbers for each observation can be generated and compared with the Poisson cumulative distribution function to provide simulated data. A new set of fitted values may then be estimated by fitting a Poisson model to these simulated data and the deviance of this new model may be calculated by comparing the simulated data, which are now treated as the observed values, with the new set of fitted values. Because the data have been produced according to a known model, the deviance is approximately what we would expect if a correct model were fitted to the original, sparse data set. If the observed model deviance lies within the middle 95% of the simulated distribution, it is reasonable to accept the model at the 0.05 significance level. The application of this approach to the sparse data set analysed in this study is described below.
INTERPRETING MODEL FITS
A range of Poisson models is described below which become increasingly complex. These are used to show that the interpretation of the deviance becomes more complicated as the sparsity of the data set increases, Initially, the total referrals from each ward were modelled without accounting for age differences or the population at risk. This establishes the usefulness of the deviance measure when the data set was not especially sparse, even though the models may not be the best to test the study hypotheses. The null model is a baseline model where a single intercept is fitted and each of the estimated flows is equal to the mean observed flow. This produced a deviance of 742.8 with 244 degrees of freedom (model 1, Table 2 ) where deviance is calculated as defined above. In the previous analysis, 2 two variables (the natural logarithm of distance from the renal unit and the percentage of residents in council housing) were found to be important explanatory variables and these were included in the model used here. Their inclusion reduced the deviance to 451.75 (model 2, Table 2 ) with 242 degrees of freedom and both of these variables were significant and in the hypothesized directions. This deviance was higher than the upper χ 2 value of 279.0 at the 95% significance level and consequently this model did not appear to fit the data. As mentioned above, according to the conventional χ 2 test the degrees of freedom will approximately equal the deviance if the model fits.
The data set used in this model was not especially sparse and consequently comparing the deviance value to the critical χ 2 value is valid. For the purposes of this analysis, however, it is useful to confirm this finding by simulating the data. This model was improved by including the natural logarithm of population within wards as an offset, which is equivalent to controlling for the expected number of cases, and two explanatory variables (model 3, Table 2 ). The deviance was reduced to 247.06 with 242 degrees of freedom suggesting that the model fits the data well as the deviance was close to the number of degrees of freedom. The upper critical χ 2 value was 279.0 and the lower value was 206.7 and the deviance falls neatly between these two values. Figure 2 provides a histogram of the 1000 simulated deviances derived from the revised estimates from model 3. The mean value of 267.9 (with 242 degrees of freedom) was close to the actual model deviance and this confirms that the model fits the data well; this conclusion would be reached using either of the goodness of fit methods described here.
It was hypothesized that there would be significant differences in the referral patterns of those in different age groups and for this reason the model was extended by disaggregating the observations into five age groups (Table 1 ). This provides 1225 observations; five for each ward. Table 3 provides the resulting deviances and ln d ij = the natural logarithm of distance from each ward to the renal unit. C i = the percentage of total residents in council housing in each ward.
FIGURE 1 Deviances from 1000 simulations (model 2)
parameters and the initial null model deviance of 1564.3 (model 4, Table 3 ) was reduced to 1171.6 when the population offset (calculated separately for each age group within wards) was included. This result is suspicious as the null deviance is lower than the number of degrees of freedom. This model was extended to include a five-level dummy variable which related to age group and the interactions between this variable and the natural logarithm of distance and the percentage of residents in council housing (model 5, Table 3 ). The final deviance fell to 853.69 which is far lower than the degrees of freedom. The critical χ 2 values were 1292 and 1130 and it is evident that the deviance has fallen well below the lower threshold. Using the χ 2 goodness of fit test, it would be reasonable to conclude that underdispersion was a problem. Figure 3 provides a histogram of 1000 deviances simulated from the values estimated in model 5. The highest simulated deviance was 1000.0, and the lowest was 805.4, with a mean of 889.5, with 1210 degrees of freedom. The average simulated deviance, which was close to the model deviance, was also smaller than the lower χ 2 value and this suggests that the unusually low model deviance resulted from the sparsity of the data set, rather than the process having a variance less than its mean. It appears that the model was actually a relatively good fit based on the simulation results and this is an example of where the sparsity of the data set results in potentially erroneous conclusions being drawn about model fit. It should be remembered of course, as with any goodness of fit test, that a model that fits the data need not necessarily be correct.
CONCLUSION
A simulation method has been described which can be used to assess the fit of Poisson models in cases where the dependent variable is sparse. The resulting deviance from model 2 ( Table 2) had a mean value which was much lower than the model deviance. The deviance from model 3 ( Table 2) was much lower and according to the χ 2 test the model now fitted the data, and once again this conclusion was confirmed using simulations. In these examples, the observed data were not especially sparse and both methods of measuring the goodness of fit provided reasonable assessments of the ability of these models.
The referrals were then disaggregated into five age groups, creating a very sparse data set. The deviance from model 5 was much smaller than both the degrees of freedom and the lower critical χ 2 value. If the data set being modelled was not sparse, it would be reasonable to conclude that underdispersion was a problem, but in this example the large number of zeros invalidates the χ 2 goodness of fit statistic. The simulation approach indicated that, in reality, the model fitted the data well. It is advisable that a method of this type is adopted to assess the fit of models when the data sets are sparse, if only to confirm conclusions that are based on comparisons between the deviance and the χ 2 goodness of fit test.
