Abstract. Compressible Navier-Stokes equations, which govern unsteady flow phenomena, have been numerically integrated with several high order ESDIRK schemes (Explicit first stage, Stiffly accurate Diagonally Implicit Runge-Kutta). This type of numerical scheme allows for embedded error estimation and, based on this error estimation, for adaptive time stepping, cf. [1, 2, 3] . In this paper different controller types have been applied for the automatic adaption of the time step size to a prescribed accuracy level: I-, PI-, PC-and PID-controller. Depending on the choice of corresponding controller parameters, the simulation time can be varied considerably. On the one hand, a conservative choice leads to slow time step adaption, small step size and long simulation time. On the other hand, an aggressive parameter setting can lead to quick step size adaption, but also to rejected computations, due to large time step size, which does not keep the prescribed accuracy. This also may result in long simulation time. Obviously, there must be appropriate combinations of controller parameters, which minimize the simulation duration. Hence, a systematic study on a large controller parameter space has been conducted and regions with appropriate combinations have been identified. Both generic and complex test cases have been investigated. Overall CPU times and number of time steps are compared among different ESDIRK schemes and controllers. For the generic test case, most schemes show a narrow space for the choice of suitable controller parameters, but only one scheme shows good simulation performance without large sensitivities to parameter combinations. For the complex test cases, all schemes and controllers are less sensitive to parameter combinations. Furthermore, the optimum combination varies strongly with the type of governing equations.
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INTRODUCTION
The time integration of unsteady flow simulations can be conducted by different schemes: explicit or implicit, multi-stage or multi-step. In the present work, ESDIRK schemes have been applied, due to their well-balanced combination of favourable features as stability, robustness, embedded error estimation and time step control, cf. [1] , [2] . In particular, the ability to adapt the time step size automatically to some prescribed error tolerance is of large benefit for the simulation reliability and efficient use of computational resources. Previous work was focused on implementation and validation of different ESDIRK schemes of 3rd-and 4th-order of accuracy, together with a basic time step control, cf. [4] , [5] . Now, the investigation of time step control has been considerably enhanced and the schemes are re-assessed in terms of their computational efficiency. Different time step controllers (I, PI, PID, PC) have been implemented and their parameters have been systematically varied among a very large design space, in order to identify the optimum settings. Two essential mechanisms affect the simulation time. On the one hand, a quick adaption of time step size leads to reduced run time. On the other hand, the simulation time is considerably prolonged if many iterations with rejected error estimates are conducted. The reason therefore is an excessively large time step, usually generated by an overshoot in the automatic time step size controller. In other words, the controller parameters should provide a quick time step size adaption, but prevent the overshoots. As will be shown later, both the type of equation system and of test case require a different controller type with a different combination of corresponding parameters, in order to achieve quick and reliable simulations.
Besides time step controllers, the accuracy order of the applied scheme (for time integration and error estimation) significantly affects the simulation duration. On the one hand, a higher scheme order can lead to larger time steps, hence reducing the runtime. On the other hand, the computational effort per iteration is larger for higher order schemes, which will increase the runtime. These effects, in combination with the aforementioned controller parameters, are the primary influence factors for the simulation duration and will be addressed in the subsequent sections.
FLOW SOLVER
The numerical simulations presented in this work are performed using the compressible Navier-Stokes solver TRACE [6] , [7] . The TRACE code has been developed at DLR's Institute of Propulsion Technology in Cologne to model and investigate turbomachinery flows. The governing equations are solved using a multi-block approach for both structured and unstructured grids embedded in a parallel environment. The finite-volume method is adopted in generalized coordinates about the cell centers for space discretization. Upwind-biased spatial differencing in conjunction with Roe's flux-difference-splitting method is used to evaluate the inviscid fluxes, with limiters used to obtain smooth solutions in the vicinity of shocks. Viscous terms are discretized using second-order accurate central differences. Turbulence modeling is effected by a k − ω two-equation approach with turbomachinery-specific extensions. The discretization of the spatial operators in the Navier-Stokes equations results in a system of ordinary differential equations of the following form
where U represents the vector of conservative variables and t denotes the physical time.
IMPLICIT RUNGE-KUTTA METHODS
The numerical solution U n+1 of the ordinary differential system 1 at time t n+1 = t n + ∆t using an s-stage implicit Runge-Kutta scheme is
with the values of intermediate stages i
The values a ij , b j and c j are called Butcher coefficients of the scheme, where the values c j denote the evaluation time of the intermediate stages in the interval t n → t n + ∆t and b j the contribution of the individual stage to the final solution at the end of the Runge-Kutta step.
ERROR ESTIMATION
Implicit Runge-Kutta methods allow for error estimation using an embedded method in the same Butcher tableau with different order of accuracy q = p ± 1, with q the order of the scheme advancing the solution and p the order of the error estimation scheme, respectively. The solution U n+1 of the embedded scheme iŝ
where the valuesb j are an additional set of solution coefficients appended to the Butcher tableau. The embedded method depends only on linear combinations of already present stage values W i which makes the error estimation computationally cheap. The error estimate of embedded IRK methods is defined as
Within this investigation the maximum error
ESDIRK SCHEMES
The solution of an n-dimensional differential equation system using an implicit Runge-Kutta method with s stages needs the evaluation of n · s non-linear equation sets per time step. Therefore several simplifications are useful for the successful implementation of these methods.
For diagonally implicit schemes the coefficient matrix a ij is characterized by a lower triangular form, each stage of the scheme therefore depends only on previously solved stages and the system may thus be solved in s successive steps. An additional simplification for this type of scheme is the use of the same diagonal coefficient γ for each stage. For methods with explicit first stage (a 1j = 0) the stages are at least second-order accurate. The conditions for stiffly accurate methods are a ij = b j , j = 1, . . . , s, which ensures that the solution of the last stage U s is the solution at the next time step U n+1 . A four stage example of the Butcher tableau for an Explicit first stage, Singly Diagonal Implicit Runge-Kutta (ESDIRK) scheme is given in Table 1 . In this paper stiffly accurate embedded ESDIRK pairs from third-order up to fourth-order proposed by Alexander [1] , Carpenter et. al. [2] and Kvaerno [3] are considered for the numerical solution of the compressible Navier-Stokes equations. The schemes are here denoted by authors name followed by the order of accuracy of the solution scheme and in brackets the order of the scheme for error prediction, e.g. Ale 3 (2) . The formula pairs presented by Kvaerno differ a little from the generic form given in Table 1 , as the last two successive stages are evaluated at c s = c s−1 = 1 and used either to advance the solution or to estimate the error. In that case the additional coefficientsb are omitted. The Butcher tableaus of the methods used in the present work are given in Table 2-Table 4 .
STEP SIZE CONTROL ALGORITHMS
The local error of the numerical solution is observed by the embedded ESDIRK scheme. To control the accuracy of the solution by holding the error within the desired tolerance bounds and to adapt the time step size ∆t standard controller types are used. For embedded formula pairs with q = p ± 1 time step control can be conducted using I-, PI-, PID-or PC-controllers [2] , [8] . The algorithms to select the time step size for the different controllers are given by
where dt f ac < 1 is a safety factor which prevents rejected iterations. Additionally the (so-called) predictive controller is considered in this investigation, which was designed by Gustafsson [8] for stiff equation systems. Stiff equations originate, among others, from separated space and time discretization, which is typical for the discretization of the Navier-Stokes equations. The predictive control algorithm
The choice of controller parameters K I , K P , K D in the literature depends on the order of accuracy of the time integration scheme q and the order of accuracy of the embedded method p. Former investigations regarding ESDIRK schemes and their error estimation skills showed that for different methods the parameter choice depends not only on the order but also on the scheme itself (and test problem). Therefore the focus of this paper lies on the controller coefficients. Inappropriate parameter settings can lead to several controller failures: too aggressive time step adaption, alternating time step sizes, very small step sizes, decreasing step sizes with decreasing error or increasing step size with increasing error.
APPLICATION

Non-linear stiff ordinary differential equation system
For the basic validation of the ESDIRK error estimation the analytical test problem E4 given by Enright [9] was used, cf. [5] . The analytical solution for this system of ordinary differential equations allows an exact comparison with the numerical solution and enables a comparison of estimated and exact errors. Being non-linear and stiff, this test problem is representative of the discretized Navier-Stokes equations. The problem is given as follows
T with
Here this test problem is used to investigate the time step control algorithms. The solution in the time interval t = 0 − 0.2 is shown in Figure 1 with a detailed view on the stiff starting region of component z 3 . This time interval is considered throughout the whole study.
Error Estimation: A comparison of the analytical ∆z N and estimated error ∆z S obtained using N = 100 iterations to resolve the time period is shown in Figure 2 . In order to obtain the error of a single Runge-Kutta step, each new step is initialized with the analytical solution. In general the various methods all provide a good estimate of the errors. In particular, however, the To analyze the different controller types a systematic investigation of safety factor ∆t f ac and parameters K I , K P , K D is conducted. The influence of the safety factor was first tested using the I-Control and to reduce the effort for the following tests in consequence fixed to dt f ac = 0.90. Areas with any kind of controller failure are blanked in the figures concerning control parameter settings. Remember that this means not necessarily a total failure of the controller, also inapproriate parameters are blanked, e.g. producing long run times due to small step sizes.
I-controller: The resulting number of accepted time steps N for the integral element are given in Figure 3 for Ale 3(4) and Car 4(3), the number of rejected time steps N R and the CPU time are also shown. Four values in the range of 0.80-0.95 are used to test the impact of dt f ac . The sampling of K I in this test is much finer resolved using 60 points between 0.01 − 0.60. Preliminary investigations showed that for most ESDIRK schemes the maximum allowable K I is within this range. Here Ale 3(4) and Car 4(3) are shown exemplarily, which are the time integration methods with the highest sensitivity to control parameter choice, respectively lowest sensitivity. Car 4(3) is less sensitive to the parameter choice and performs over a broad parameter range very well. For all other methods the parameter range is limited. With increasing dt f ac the number of rejected steps slightly increases for Ale 3(4). On the other hand, together with the number of accepted steps, nearly the same number of overall iterations results. ∆t f ac prevents for rejected time steps but is not the key factor to reduce overall number of time steps and therefore runtime. Figure 4 compares the runtime for different ESDIRK schemes using Algorithm 7 for step size adaption. Here a fine sampling mesh with 29 points for K I and 49 points for K P is applied. The influence of the order of accuracy is clear lower order pairs such at Ale 3(2) tend to longer run times than methods with higher order e.g. Ale 3(4) or Car 4(3). Kva 4(3) contradicts this statement and is not well suited to this problem. Using this time step control algorithm the parameter range for Car 4(3) is nearly as limited as for the other integration schemes using this controller type. However, comparing I-and PI-Controllers it can be seen that the more sophisticated PI-Controller is able to produce lower runtimes, e.g. Car 4(3). This superiority is not that obvious for other methods.
PC-controller: Using the example of Ale 3(2) in Figure 5 (left) the time consumption for the predictive control algorithm (Equation 9) is shown. The results are scattered strongly within parameter space, small parameter changes cause large changes in runtime behaviour. Here this performance is only shown for one ESDIRK method, but it is a general result for all methods under consideration using this controller type.
PID-controller: The control parameter study for a controller of PID-type was performed using a sampling of 24 values for K I and 14 values for K P and K D . In Figure 5 
Advection of entropy disturbance
To investigate the implementation of adaptive time stepping in the context of the NavierStokes flow solver first a two-dimensional test problem is considered: the advection of an entropy disturbance. The simplicity of this problem facilitates a systematic controller parameter study in the Navier-Stokes solver. This is realized by initializing the density field as follows
with r = (x − x 0 ) 2 + (y − y 0 ) 2 and γ = 1.4 (ratio of specific heats). The freestream values of axial velocity, pressure and temperature are U ∞ = s135.6 m/s, P ∞ = 90500 Pa and T ∞ = 278.977 K, respectively. The flow is uniform with u = U ∞ , v = w = 0 and p = P ∞ . The two-dimensional computational domain is a simple rectangle meshed with 12800 cells, split over 8 blocks, extended 40l in x-direction and 20l in y-direction, cf. Figure 6 . The simulation starts at t = 0 with the entropy disturbance centered at (x 0 , y 0 ) = (10l, 10l) and ends about (x T , y T ) = (30l, 30l) .
To analyze automatic time step adjustment and control mechanisms in the context of the flow solver a similar parameter study to that of the E4 problem with less sampling points is conducted. The prescribed tolerance of T OL = 0.002 is very stringent. Preliminary investigations, in which the tolerance targets were decreased from 0.01 − 0.001, showed that this value is a threshold, which leads to strongly increased runtimes. Again the safety factor dt f ac is only considered for the I-controller and for all other controllers is fixed to dt f ac = 0.96.
I-controller: The resulting CPU time for all ESDIRK methods using the integral element are given in Figure 7 . The number of rejected time steps N R varies between 2 and 8, where two steps are needed to meet the prescribed tolerance in the first time step. Four values for dt f ac = 0.87 − 0.96 are studied and 10 values of K I = 0.05 − 0.95. The valid parameter range is similar for all investigated time integration schemes, as well the areas with lowest and highest time consumption. A low value of dt f ac results in increasing CPU time, especially using Car 4(3) for time integration. In contrast to the results of E4 here the highest value of K I yields the fastest runtime. Compared to the third-order accurate schemes, Car 4(3) does not reflect the superiority as shown for E4 problem. This scheme has six-stages while the other schemes have four or five stages. It becomes apparent that the number of stages influences the computational overhead of the flow solver. For this simple flow problem the higher order accuracy is not crucial for time consumption. In particular, with increasing number of rejected time steps (small dt f ac ) the runtime increases dramatically. 
PI-controller:
The proportional integral element is tested using 10 values for K I and K P in the range of 0.05 − 0.95. The valid parameter range for PI-control is similar for all ESDIRK schemes, Figure 8 . Results for Kva 4(3) are similar to Car 4(3) (not shown here). The proportional element, in addition to the integral element, smoothes the resulting runtimes over the whole parameter range. The fastest simulations are performed using high values of K I and low values of K P , e.g. Ale 3(4).
PC-controller: In the simulations performed using control algorithm 9 the same parameter range as for the PI type is considered, cf. Figure 9 . Here longer run times are obtained. In particular, Car 4(3) shows significant higher simulation times in areas with low values of K P . For this scheme a wide spread of the results with small parameter changes is observed, which makes it difficult to select a proper parameter combination. Kva 4(3) leads to similar CPU time to Ale 3(4) (not shown here). Although this controller type was specifically designed for stiff equation systems it does not seem to provide better results than the standard PI-controller in our investigations.
PID-controller: In Figure 10 resulting CPU times using Algorithm 8 for adaptive time stepping are shown. The parameter K I ranges from 0.25 − 0.95 using 8 samples and 10 samples for K P , K D in the range of 0.05 − 0.95. With increasing K D valid parameter combinations decrease. A remarkable feature of Ale 3(4) method is an almost constant CPU time for all parameter combinations. Furthermore, the region with K D = 0.6 seems to be the preferred choice, due to largest area of valid combinations. In contrast, the Car 4(3) method shows a considerable decrease of simulation time with increasing K D . Here, the region with K D = 0.8 yields comparable runtime results as Ale 3(4), together with a larger region of valid combinations as for higher or lower values.
Flow around a circular cylinder
The basic investigations of controller coefficients and the implementation of embedded ES-DIRK schemes in conjunction with adaptive time step control in the context of the NavierStokes solver were demonstrated using analytical problems. Now, as a final test case, a more realistic final problem is considered: the flow around a circular cylinder. As a further increase of complexity, the viscous effects are now captured by the two-equation k-ω turbulence modell of Wilcox [10] . The Reynolds number is 140.000, based on the cylinder diameter of 0.010137m. The free stream values for velocity and temperature are 21.20 m/s and 24
• C. The vortex shedding period is 0.02665 s, which corresponds to a Strouhal number of 0.179.
In contrast to preliminary test cases the computational effort for one simulation of the cylinder flow is much higher, therefore the number of control algorithms as well as the number of coefficients is reduced. Based on the results for the analytical problems, E4 and the advection of an entropy disturbance, here controllers of PI-type are used. For this flow problem a high value of ∆t f ac = 0.96 is suitable.
As shown in the previous sections, the entropy advection problem, which is governed by Navier-Stokes equations, yields a region of appropriate controller parameters which is quite different than the corresponding region of the generic E4 test case, which is governed by an other differential equation system. Hence, the type of ODE system seems to have a major influence on the controller parameters. To test this assumption, another Navier-Stokes test case is investigated in this section. In other words, it is assumed that the same type of ODE system leads to the same range of suitable controller parameters. Due to the similar range of suitable K I and K P parameters for all methods in the previous Navier-Stokes test case, only Ale 3 (4) as representative for all methods. For this problem a tolerance for the maximum pressure error of ∆p Linf = 2 P a is prescribed.
Five simulations with different controller coefficients using Ale 3(2) are presented in Figure 11 . As a beneficial result, it is found that all parameter combinations provide estimated errors, which are lower than the prescribed value. However, the simulation with small K I and large K P value provides a significantly smaller estimated error, making the simulation too conservative. This in turn leads to a large number of timesteps and a long simulation duration. In contrast, the combinations with large K I and small K P values run much closer to the prescribed tolerance, reducing the number of time steps by ca. 5 %. This observation is in agreement with the time step size ∆t results at the right hand side of the figure, where the largest values are found for the latter parameter combination. Figure 12 confirms the assumption that the suitable parameters strongly depend on the governing equations. The region of valid parameter combinations, which simultaneously yields the shortest simulation duration, coincides very well with the results from the advection problem.
CONCLUSIONS
In this work different control algorithms for time step size control in unsteady flow simulations based on the compressible Navier-Stokes equations using embedded Runge-Kutta schemes have been investigated. Here a detailed analysis of parameter settings for time step size adaption using I-, PI-, PID-and PC-Control has been performed with the aim of calibrating the controllers for unsteady flow simulations.
Prior to the implementation in the Navier-Stokes solver a stiff analytical problem is considered to verify the precision of error prediction and for the basic understanding of different control algorithms. This test case is used for a detailed study of controller types and parameter range. In general the quality of error estimation for different ESDIRK schemes is very good. For example, the embedded ESDIRK method using the highest order scheme for error prediction, Ale 3(4), yields excellent results. However, in some cases, the estimated error is smaller than the analytical error by almost one order of magnitude.
The implementation of adaptive time step control in the flow solver is examined first with a simple advection problem, which allows for large controller parameter studies. As second test case the flow around a cylinder is used, at which only a selected number of controller coefficients is considered.
Even with the simplest controller type which contains only an integral element adaptive time stepping can be performed. The more sophisticated PC-Controller recommended by Gustafsson for stiff equations shows conflicting results, ranging from well suited for a simple advective flow problem to very poor performance for academic test problem. The PID-controller may provide region of well behaved combinations, but the resulting CPU time is much longer than for concurrent controllers. Overall, the PI-controller outperforms all other controllers for all investigated test cases. Finally, the region of suitable parameter combination depends strongly on the governing equations, which are to be solved. For the Navier-Stokes solver a high value of K I and a low value of K D are favourable.
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