This paper provides a framework for implementing real-time enterprise planning, scheduling and control processes based on information provided by RFID sensing systems. The proposed framework is based on optimal control algorithms, and interfaces with existing ERP infrastructure. The objective is to respond autonomously to changes in the enterprise using a feedback con…guration that minimizes disruptions. RFID sensing systems have the potential to provide the real time data needed to implement enterprise feedback functionality. The central concept presented in the paper is a real time repair schema implemented in a distributed architecture, that utilizes dynamical models described by di¤erential equations with piece-wise continuous solutions.
Introduction
The real-time data provided by RFID technology by tagging products and tracking their movements at every point along the supply-chain has the potential to impact the e¢ciency and speed of enterprise processes such as inventory control, automated sales, price determination, and marketing. RFID sensing systems, when implemented, will provide accurate time-stamped data about ‡ows and state of the enterprise, see . In principle, the information generated from RFID sensing should signi…cantly decrease the time dependent uncertainty of the state of the enterprise. This could allow for less conservative control strategies.
In order to realize its potential, RFID-based systems must overcome some important technological obstacles. One of these obstacles is that the amount of information generated by an RFID system grows exponentially with the number of di¤erent tagged items. For practical applications in enterprise process automation, this will require new approaches for real-time, distributed data handling and processing, . Another obstacle is that the detection processes for accurate discrimination, speci…cally the ability to accurately recognize tag information of multiple items, have not been completely solved.
In order to implement real-time autonomous enterprise control systems, sensing technologies must be signi…cantly augmented with a decision-making system that processes the information extracted from the sensors and encodes it in some on-line database, fuses the information, see Kohn and Remmel (1996) , James et al (1995) , and generates actions that automate basic components of the enterprise operations.
Over the last two decades, enterprises implemented ERP systems for managing and automating business processes, for example Curran et al (1998) . These systems constitute a signi…cant investment in software, hardware, and training. Current ERP systems are not well suited to implement feedback systems with the functionalities mentioned above.
In this paper we describe real-time planning scheduling and control feedback systems that improve the performance of the enterprise by generating plans, schedules and actions that depend on real-time information from RFID and other sensing technologies (e.g. bar code systems). A distributed feedback system that realizes this approach must involve a global mapping from sensory data and strategy into actions. We refer to systems of this type as Enterprise Feedback Systems (EFS), see Figure 1 .
When deployed EFS will dramatically increase the e¢ciency and performance in application areas such as capacity planning, scheduling, inventory control, sale and pricing automation, and other logistics areas. The expected substantial behavior improvement of the enterprise is a consequence of the signi…cant reduction in operational enterprise uncertainty and of more accurate market forecasting. These systems are discussed in Section 2.
The central concept discussed in this paper is a repair implementation of EFS, Kohn and Brayman (2003) , which is based on an optimal control architecture, Kohn et al (2003) .
A repair implementation of EFS corrects actions generated by a current ERP system to tune the enterprise process in response to real-time sensor data. Repair is needed to minimize disruption in the behavior of the enterprise due to unexpected events or a change in trend data such as demand. We will discuss this concept in more detail in Section 3. The central element of Control Repair Architecture is the Control Generator. We will describe the functionality of this element in Section 4. Finally, we present a distributed implementation of enterprise repair systems in Section 5. The enterprise models used for implementing the proposed architecture are continuous time models described by piecewise continuous di¤erential equations.
We conclude this introductory section with a very important observation about the nature of models used to implement our enterprise control architecture. In order to implement a repair system continuous-time models represented by ordinary di¤erential equations are better suited than discrete or heterogenous models. This is not a limitation because of an existing technology called continualization described in Kohn et al (1996 a) , Kohn et al (1997) , Kohn et al (1996 b), and Kohn et al (1989) , which allows us to exactly encode discrete and rule-based model components as continuous and di¤erential constraints.
Enterprise Feedback System
RFID and other real-time sensory data could provide a substantial enhancement in the performance of the enterprise brought by the self-correcting and stable tuning characteristics of a suitably designed feedback control system. Unfortunately, current ERP systems are inadequate for generating real-time actions as a function of the very high volume of sensory data, .
In this section we describe the characteristics of the components of the proposed architecture. Figure 2 illustrates an enterprise process controlled by an ERP system and enhanced by a sensor system driving a real-time repair process. The repair components enable the following four improvements:
1. Enhancement of the performance of the enterprise.
2. Adequate response to the high-speed sensory data such as RFID.
3. Tuning the parameters of the enterprise model as a function of real-time sensor data.
4. Correction of planning, scheduling, and control functionality of the ERP system in response of the enterprise to unexpected events and other time-dependent changes.
In Figure 2 , the architectural components labeled as ERP represent an existing automated enterprise management system (see Bowersox et al (1996) ). The ERP system is a semiautonomous system that generates, with di¤erent levels of abstraction, plans, schedules, and enterprise control actions for managing the enterprise. This type of system is described in Curran et al (1998) and .
In Figure 2 , the block labeled Sensor System represents not just sensing elements but also data processing components. The planner generates a plan to implement an enterprise strategy. The scheduler assigns resources to execute the plan in the form of a schedule of activities, and the control and automation system generates actions to realize the schedule.
Usually, because of inaccuracy in the modeling of the enterprise and noise in the sensory data, the plan can only be executed approximately at best. In many instances, continuous user intervention is needed to maintain adequate behavior of the enterprise, Lee et al (1997) . The proposed feedback control system addresses these issues by generating stable control laws.
The networked components indicated with darkened lines are the elements of the proposed repair system. It includes three components, represented by the ovals in the diagram. In addition, the forecast element that is usually run independently, is incorporated into the loop. In this diagram the enterprise block represents a process or processes that transforms the input (raw material, capital, labor, etc.) into product and services in a dynamic fashion.
The model of this transformation will be referred to as Reference Model in Section 3.
Although Planning, Scheduling, and Control are very di¤erent functionalities, the underlying architectures of the Planner Repair, Scheduling Repair, and Control Repair components are very similar. Therefore the remainder of the paper focuses on the Control Repair component only.
We mention in concluding this section, that the structure of the planner and scheduling repair elements is very similar. We also would like to state that the diagram depicted in Figure 2 is a functional representation of the architecture. An operational representation, which is a distributed implementation, will be discussed in Section 5.
Control Repair Architecture
The control repair element has a distinctive architecture based on principles of Control Theory of dynamical systems with high level of uncertainty. The proposed architecture is a modi…ed version of the so-called "model following" control law, see Astrom et al (1995) .
The modi…cation is that the control law follows a model that is dynamically modi…ed as a function of sensory data. The model is continuously tuned with respect to its parameters (parameter adaptation) and its structure (learning). This is essential for implementing automated schemas for enterprise systems which are modeled largely by empirical principles with highly uncertain parameters.
A diagram of the proposed control repair architecture is shown in Each of the other …ve elements is formulated as a dynamic optimization whose purpose is to compute in real-time the input-output map associated with the element. For example, the state estimator element computes and dynamically updates a map that generates an estimate of the repair state of the enterprise as a function of current sensor data, internal state estimate, actions, and model and parameter updates. Similarly, the control generator computes the control law map that generates actions as a function of actual output, simulated output, and parameter and model updates.
We will describe this schema only for the control generator element. We note that the behavior of each of the other elements is determined by the same generic optimization formulation. However the overall repair control behavior must be a solution of an optimization problem of minimizing the enterprise disruption with respect to the reference model, subject to fence constraints and operational constraints. Fence constraints are essential for implementing the repair schema and will be explained in Section 4. This separation principle is based on the theory of harmonic morphisms and is described in a paper in preparation:
Kohn and Brayman and also in Baird et al (2003) .
Each of the elements in the architecture depicted in Figure 3 requires a separate treatment and we intend to do this in future papers. We conclude this section with a short summary of the functionality of each of the elements in the repair control architecture.
² Reference model: simulates the dynamic representation of the enterprise process under control (see Kohn et al (1994) , Lee at al (1994) , Nerode et al (1992) , ).
² Control Generator: computes the optimal control law as a causal map from the performance space ( the product of the sensor space , the parameter space the model frame space and the state space) to the space of actions.
² Adapter: computes optimal parameter estimates as a map from the space of observables and commands onto the space of parameters.
² Learning Engine: computes incremental optimal updates to the reference model based on causal observations and commands.
² State Estimator: computes optimal causal incremental estimates (forecast) of the state of the enterprise from sensor data. As parameters of the reference model are updated, the state estimator map is tuned.
² Command Translator: translates commands into actions.
Control Generator
The Control Generator implements a robust repair control map that produces actions in response to a wide range of events and variations encountered in the dynamics of enterprise processes. It generates time dependent action vector v(t) at each time t as a function of the estimated state trajectoryx(t), and the simulated trajectory x(t), see Figure 3 . In this paper we do not discuss the properties (continuity, convergence, existence, etc.) of the di¤erential models, for details see Kohn and Remmel (1997) .
The Control Generator operates in two modes: reference and repair. Both are implemented in a schema referred to as a sliding window mechanism consisting of a window of width T with time increment 4T , see Figure 7 . The sliding window mechanism allows the current value of the action variables v(t) to depend on the simulated state of the enterprise generated by the reference model element and will be described later on in this section.
The reference mode is formulated as an optimization problem with criterion that de…nes the desired behavior of the enterprise process under control. This mode is needed for "cold starting" the process or when the state trajectory x and control trajectory v of the enterprise process from the previous horizon [t 1 ¡ 4T ; t 1 ¡ 4T + T ] are not available or are highly corrupted.
As we described before, the repair mode is applicable when one of the objectives is to minimize disruption with respect to previously computed enterprise state trajectory and control. These trajectories are generated in real time by the reference model element. We brie ‡y describe the reference mode in the next subsection.
Reference Mode
The reference mode is characterized by a control optimization problem, Athans et al (1966) . The moving time interval of this problem is the interval [t 1 ; t 1 + T ]. The symbol t 1 denotes current time generated by the real time "clock". The symbol T denotes a constant:
the width of the window.
The control optimization problem, whose solution is the reference mode state and action trajectories is given by:
subject to
i (x(¿ ); v(¿ ))d¿ = 0; i = 1; :::; n ¡ 1 (2) g j (x(t); v(t))¸0; j = 1; :::; m (3)
where V is a compact subset of R r and d(t) is a driving function (e.g. deterministic or forecasted demand). HereÁ, nf i ; i = 1; :::; n ¡ 1 o , and fg j ; j = 1; :::; mg are su¢ciently smooth.
We introduce a scalar variable x n (t)¸0 such that
x n (t 1 ) = 0:
Then problem (1)-(4) becomes:
subject to (for t 2 [t 1 ; t 1 + T ])
g j (x(t); v(t))¸0; j = 1; :::; m (10)
where
The solution of this problem, v ¤ (t), is called the optimal control and the corresponding trajectory, x ¤ (t), i.e. a trajectory that satis…es (9)- (11) and (8), is called the optimal trajectory. We solve problem (8)- (11) via a direct transcription formulation presented in Kohn and Brayman (2003) . Notice that the solution to problem (8)- (11) gives the expected state trajectory x(t) and control trajectory v(t), t 2 [t 1 ; T ), which is the output of the reference model. In this problem, the criterion is de…ned by the user. Therefore, it allows for the criterion to be changed during a window interval.
Repair Mode
Fences are sub-intervals of the width of the window interval on which the state and/or action trajectories are not allowed to change with respect to reference trajectories. This is the mechanism used in our proposed implementation to indicate to the control generator what parts of the behavior of the enterprise during the current window interval are not allowed to be disrupted. For example, the job assignments may be fenced in order to prevent widespread reorganization in the current enterprise execution policy.
Events are input variations that are accumulated at a single time point t 1 , see Figure 5 .
The reference trajectories in Figure 4 are described later on in this section. The "Forgetting" function, Figure 5 , is a continuous function over the window interval that allows the control generator to emphasize or dampen the time-dependent criterion to respond to current needs of the enterprise.
At time t 1 ¡ 4T the reference control v ¤(t 1 ¡4T) (t) and corresponding reference trajectory Figure 7 ). These control and state trajectories are given at time t 1 .
At time t 1 ¡ 4T the window slides 4T units. The repair mode then has to compute the incremental changes in the control ±v t1 (t) and state ±x t1 (t) trajectories, for t in the time interval [t 1 ; t 1 + T ]. These incremental changes are caused by …ve reasons:
1. As the window slides by 4T units, the time horizon of the optimization slides by 4T The control generator can handle two types of events: catastrophic and repairable.
Catastrophic events cause the model to be rebuilt completely and the process to start anew using the Reference Model as described in the previous subsection. In this subsection we consider repairable events, that is events that cause changes in the model that can be represented by a modi…ed perturbation model described in Kohn and Brayman (2003 is the delta-distribution (impulse).
In the repair mode, the reference action and state trajectories are given. Fences are time sub-intervals, where no deviation from the reference trajectory is allowed.
Let S t 1 xi (t) and S t 1 v k (t) be the "fencing indicator" functions de…ned as follows
0 if t is in the "fenced" interval for x i 1 otherwise
0 if t is in the "fenced" interval for v k 1 otherwise
:
We assume that there is a …nite number of fenced intervals in [t 1 ; t 1 + T ] speci…ed by the user, see Figure 7 .
Then (for i = 1; :::; n), where n is the dimension of the model, the incremental state trajectory ±x t1 i (t) starting at t 1 is given by
where the notation (t 1 ¡ 4T ) ¤ means that the partial derivatives are evaluated along the reference trajectory, e.g.
The set ©£ t i;a s ; t i;b s ¤ ; s = 1; : : : ; M i ª are the fenced time sub-intervals for state i = 1; :::; n.
We approximate all the events A e i ± (t ¡ t e ) that happen during the [t 1 ¡ 4T; t 1 ] time interval with a single event A Then from (12),
+ T ¡ 4T ; t 1 + T ] ; i = 1; : : : ; n;
Then the dynamics on the interval
S t1
Repair Criterion
Criterion (8) more generally can be written as ©(x(t 1 + T )). The expansion up to the second order gives the repair criterion
The goal of repair is to minimize criterion (14) while minimizing the change with respect to a nominal trajectory. Then the combined criterion is 1 2
where Q and R are constant positive de…nite matrices speci…ed by a user that de…ne a balance between satisfaction of the enterprise criterion (14) and minimizing the change.
Repair Constraints
In this short subsection we compute the constraints for the repair problem based on the constraints of the reference mode. From (3),
We expand (16) up to the …rst order and obtain,
a:e:; j = 1; :::; m:
In order to assure that inequality (16) is satis…ed, given that the second and the third terms on the right-hand side in (17) must satisfy
The inequalities (18) are determined by perturbation from the original constraints of the optimization formulation in repair mode.
We note that ±x t 1 (t) is discontinuous. Therefore the expansion (17) is piecewise continuous.
The repair optimization formulation is given by: minimize criterion (15), subject to (13) and (18).
Notice also that ±v t1 (t) must be such that v (t1)¤ (t) 2 V:
Distributed Implementation
In Section 4 we presented a functional architecture for implementation of our proposed repair schema. In this section we discuss a distrbuted implementation architecture. The distributed architecture consists of a network of operational clusters running asynchronously. Figure 8 shows an operational diagram of a single cluster. The components of the cluster retain the functionality of the architecture depicted in Figure 3 . In particular, state estimator and adapter in the cluster implement in a distributed fashion the functions of the State Estimator, Reference Model, and Adapter elements similar to the one described in Section ). We refrain from using this term because in addition to the criterion modi…cation, we add an additional constraint to the problem formulation.
Actions generated by the Sychronization, Repair, and Tuning Controllers are combined by the Merger Controller. The combined action is feasible and acheives the optimal combination of three actions: repair action, synchro action, and correction action. The Merger Controller realizes time-division multiplexing of the three types of actions over ¢T such that the mixture is optimal, see Ge et al (1996) . This approach allows us to generate quasi-optimal solutions for each of the controllers in the node.
Conclusions
This paper presents a feedback repair system for implementing autonomy in enterprise processes to acheive signi…cant improvement in enterprise productivity. In order to realize this improvement, we need real-time sensory data provided by RFID sensory systems to charaterize the status of the enterprise. However, this is not enough. More fundamentally, we The proposed repair system is formulated as a perturbation dynamics system. This means that both the action and the state trajectories of the enterprise are piecewise continuous.
The operational criterion for the repair system is a combination of two components, the user-de…ned criterion for the enterprise operation and the disruption criterion. For practical reasons, minimizing disruption is an essential property, examples include: drastic change in schedules, machine assignments, sales strategies, routing, etc.
Repair systems have the ability to fence in time dependent state and action segments to generate solutions with acceptable levels of disruption with respect to a reference behavior.
The proposed repair schema allows for dynamic modi…cation of the criterion if needed to respond appropriately to unexpected events. In order to accomplish appropriate response of the repair system, we need an architecture that supports repair and is compatible with the distributed nature of enterprise processes. We propose such an architecture is Section 5.
Although this paper only discusses in some detail the control repair component of the architecture the scheduling and planning repair components have been formulated similarly.
We will report on particularities in future papers. Our research group at Hynomics Corporation is currently engaged in formulating applications to various enterprise problems based on the central ideas presented in this paper.
