Introduction
Stationary processes are defined by the property that their behavior is not affected by a shift of the time variable. Depending on how one chooses to interpret the word "behavior" above, one arrives at one of the following definitions: Consider a few simple examples:
1. The simplest possible (and the least interesting) example is a constant process:
2. Almost as simple as the first example: A sequence of independent identically distributed random variables...,ξ
Here the correlation function
3. A little more sophisticated is the following example: Let ( ) , η n n ∈ be a sequence of independent identically distributed random variables and , 0,...,
is a stationary process, the so-called moving average (MA) process. 
is a sequence of uncorrelated random variables.
5. Combining the last two examples, one gets the so-called autoregressive moving average (ARMA) process. This is a sequence ξ( ) t such that
where ( ) 
cos cos cos cos .
The second expectation is zero because the argument of the cosine is again uniformly distributed modulo 2π and independent of A. A simple transformation of the first expectation yields
Where μ is a finite measure on [ )
This way, one can get a correlation function of the form (??) with any finite symmetric measure v. In order to get the same form with a general, not necessarily symmetric measure v, it is sufficient to consider ξ η φ ( )= exp( ( )), t A i t+ letting η take negative as well as positive values.
If ξ( )
t is a Gaussian process (i.e., all finite-dimensional distributions are multivariate Gaussian), then weak and strict stationarity are equivalent.
A particularly interesting example is obtained by letting
where W is a Wiener process, i.e., Gaussian process with mean zero and covariance function ( , ) min( , ).
R s t s t =
The correlation function of this process is . is not only a norm, but it is also complete (i.e., any Cauchy sequence with respect to 2 . has a limit). In addition, this norm is generated by the inner product ( ) E ξη (or . is of course equivalent to convergence in mean square.
In the sequel, various subspaces of 2 L will be needed. These are usually the spaces generated by certain sets of random variables. The most important case is the one where a process ξ( ) t ,t Τ ∈ is given and one considers all random variables that can be defined in terms of the values of ξ( ) t for t in some subset S and T; thus, let 2 ( ) L ξ(.),S denoted the space of all random variables with finite variance that are measurable with respect to the σ -algebra S F generated by the random variables 
Shift operators
These operators, which will be denoted by θ h , are models for a " shift in time", i.e., they map the trajectory ξ( )
This type of operators can be defined for any (not necessarily stationary) stochastic process if one assumes that for any ω ∈ Ω there exists a ω h ∈ Ω such that ξ ω ξ ω ( )= ( + ).
h t, t h,
This, however, will not be followed further, in particular because there are subtle problems about measurability-in particular, the action of θ h on spaces like 2 L ξ ( (.), ) S or S H may not be well defined, because the images of equivalent random variables need not be equivalent again.
For strict sense stationary processes, there is a simpler way to obtain the shift operators; 
Again, this is an isometric mapping, so it can be extended to all of T
H 3. The Correlation function
The correlation function determines a number of properties of a stationary process ξ( ) t .
Questions of continuity and differentiability, for instance, can be answered, if one defines them using convergence in square mean. In particular, one has the following theorem. 
The first assertion is very simple to prove. Assume without loss of generality
s t s R R t so the continuity of (.) R at zero implies the continuity (even the uniform continuity) of ξ(.) in square mean. On the other hand, from the continuity of ξ(.) one finds that (.) R is continuous by applying Cauchy's inequality: 
