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We study the computational complexity of two tree-structured models of parallel com- 
putation: the iterative tree array (ITA) and the cellular tree array (CTA). The underlying 
structure of an ITA is an infinite full binary tree with serial input/output at the root. A CTA, 
on the other hand, is a finite full binary tree with inputs applied in parallel to the leaves (at 
level log n) and outputs taken from the root. We show that a CTA and a log n-depth bounded 
ITA are linear-time related in that one can simulate the other with only linear-time loss. We 
also show that a sublinear-time bounded CTA (real-time logn-depth bounded ITA) can 
accept a language which is complete for P with respect to log-space reduction. In contrast, 
every language accepted by a CTA with one-way (i.e., bottom-up) communication between 
nodes can be accepted by a Turing machine in log2 n/log log n space. The one-way CTA is 
quite powerful; e.g., it can accept the set of palindromes. To further exhibit the computing 
power of a CTA, we show that such an array (with the nodes capable of doing simple 
arithmetic and logical operations) can efficiently solve linear as well as some nonlinear 
recurrence equations. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
Two very simple models of parallel computation that have been studied exten- 
sively in the literature are the linear iterative array (LIA) and the cellular array 
(CA) [l, 4, 5, 11, 13, 15, 16, 20, 23-261. LIAs and CAs are linear bidirectional 
arrays of finite-state machines (called nodes) and are used as language recognizers. 
The two models differ in the manner in which an input string is applied. The input 
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to an LIA is applied serially to the first (leftmost) node of the array. An LIA is 
S(n)-bounded if for all inputs of length n, at most S(n) nodes are used during the 
computation. Note that since an LIA has an infinite (to the right) number of nodes, 
there is no rightmost node. In the case of the CA, the input string is applied in 
parallel to the nodes of the array. Unlike the LIA, the number of nodes of a CA is 
equal to the length of the input string. In both models, the output node (i.e., the 
accepting node) is the leftmost node of the array. 
Tree-structured generalizations of the LIA and CA have recently been studied. In 
[8] (see also [9]), a generalization called iterative tree array (ITA) was introduced. 
An ITA is an infinite binary tree-connected synchronous network of finite-state 
machines with bidirectional data flow whose serial input/output is at the root of the 
tree. A variation of the ITA in which the tree is finite and the input is applied in 
parallel to the leaves (at level log n, the root being at level 0) is called a cellular tree 
array (CTA) [ 121. (In the sequel, log n denotes rlog, n].) 
In this paper, we study the computational complexity of logn-depth bounded 
ITAs and CTAs. In particular, we show that any log n-depth bounded ITA can be 
simulated by a CTA with an additional O(n) time and, conversely, any CTA can be 
simulated by a log n-depth bounded ITA with an additional U(n) time. The 
simulation technique that we use to prove this result is rather simple and has other 
interesting applications. For example, the technique can be used to give simple 
systolic tree implementations of stacks, queues, dictionary machines, etc. [2]. 
It is known that a CTA is equivalent to a linear-space bounded Turing machine 
[ 121. We show that both sublinear-time CTAs and real-time log n-depth bounded 
ITAs can accept languages which are complete for P ( =languages accepted by 
polynomial-time bounded TMs) with respect to log-space reductions, thus making 
it unlikely that sublinear-time CTA languages or real-time log n-depth bounded 
ITA languages can be accepted by TMs in polylog space. In contrast, when the 
CTA is restricted to be one-way, i.e., the communication between nodes is one-way 
(i.e., bottom-up), the language accepted by such a device (called 1CTA) can be 
accepted by a (log’ n/log log n)-space bounded Turing machine. It follows from the 
space hierarchy theorem that the class of 1CTA languages is properly contained in 
the class of languages accepted by S(n)-space bounded TMs for any S(n) which 
grows faster than log2 n/log log n. This improves a result in [ 121 which shows it for 
S(n) = n. 1CTAs are quite powerful in that they can accept interesting languages. 
We show, e.g., that the set of palindromes can be accepted by a 1CTA in O(n3) 
time, generalizing a result in [12]. 
In the above discussion, we assumed that each node in the array is a finite-state 
machine and the ITAs and CTAs are used as language recognizers. If each finite- 
state machine in a CTA is replaced by a processor (which is capable of doing sim- 
ple arithmetic and logical operations), then we can show that such arrays (called 
STAs) can solve recurrence equations efficiently. For a system of recurrence 
equations of the form xi=f(ai,xi_,, . . ..xiem). 1 <i<n (ai is some vector of 
parameters), our STA algorithm computes the values of x1, . . . . x, in O(log n) time. 
(We assume that the outputs are obtained at the leaves.) 
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2. PRELIMINARIES 
An iterative tree array or automaton (ITA) is an infinite full binary tree of hnite- 
state machines (called nodes). See Fig. 1. Each node, except for the root (the special 
node) communicates with its parent and children. The special node communicates 
with the external world and its children. The device works synchronously. At the 
beginning (time 0), all nodes are in a quiescent state. The next state of a node is a 
function of its current state, the current state of its parent (or possibly an external 
input for the special node) and the current states of its children. The input to the 
ITA is read on-line as follows. The states of the special node are partitioned into 
two classes: reading states and non-reading states, with the quiescent state being a 
reading state. An input string is delimited by a right endmarker, $, and is of the 
form alaI . . . a,$, where each ai is in the input alphabet C and $ is not in C. The 
special node can only read an input symbol ai (or $) when it is in a reading state. 
Thus a, is read at time 0. After reading $, the special node can no longer enter a 
reading state. The ITA accepts an input a1u2 . . . a,, if the special node eventually 
enters an accepting state after reading $. The language accepted by the ITA is the 
set of all accepted strings. The ITA has time complexity T(n) (or is T(n)-time boun- 
ded) if any string of length n that is accepted requires no more than T(n) time steps 
to accept. Clearly, T(n) 3 n + 1. If T(n) = n + 1, the ITA is said to operate in real- 
time. One can easily show that the input endmarker $ is not really needed in the 
case of a real-time ITA; thus the time complexity becomes n. Similarly, we say that 
an ITA is S(n)-space bounded if any string of length n that is accepted uses no 
more than S(n) nodes. We say that an ITA is D(n)-depth bounded (or operates in 
depth D(n)) if any string of length n that is accepted uses no more than D(n) + 1 
levels of the tree. An ITA which remains in a reading state until it reads $ is called a 
FIG. 1. An ITA. 
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restricted ITA (RITA). Thus, a RITA reads a,, a,, . . . . a,,, $ of input a, . . . a,$ at 
times 0, 1, . . . . n - 1, n, respectively. 
A simple variation of an ITA is a cellular tree array or automaton (CTA) [12]. 
The structure of a CTA is a finite full binary tree. See Fig. 2. Unlike the ITA where 
the input is applied to the root serially, an input a, a2 . . . a, to the CTA is applied in 
parallel to the leaves (the bottom nodes) on level log n at time 0 by setting the 
states of the bottom nodes to a, ...u”$~ (from left to right), where k is the smallest 
nonnegative integer such that n + k is a power of 2. Thus, in this model, Z u { $} is 
a subset of states. All non-bottom nodes are initially in the quiescent state. Like the 
ITA, the next state of a node is determined by the current states of the node and its 
neighbors. A one-way CTA (1CTA) [12] is a CTA with one-way (i.e., bottom-up) 
communication between nodes. Thus, the next state of a node is determined only by 
the current state of the node and the current states of its left and right children. 
Again, similar notions of acceptance and time complexity apply to CTAs and 
1CTAs. Clearly, if a CTA (1CTA) has time complexity T(n), then T(n) 2 log n since 
it takes at least log n time steps for the root to enter a non-quiescent state. Note 
that CTAs and 1CTAs use only (21°g ‘+ ’ - 1) nodes for an input of length n. In 
[ 123, CTA and 1CTA are called UDTCA and UTCA, respectively. 
In general, an ITA can use exponentially many nodes. In this paper, we shall 
only be interested in logarithmic-depth bounded ITAs [9]. Such ITAs use only 
O(n) nodes for an input of length n. 
Notation. (1) LIA(T(n), S(n)) denotes the set of S(n)-space bounded LIAs 
with time complexity T(n). 
(2) ITA(T(n), D(n)) denotes the set of D(n)-depth bounded ITAs with time 
complexity T(n). RITA( 7’(n), D(n)) is defined similarly. 
FIG. 2. A CTA. 
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(3) CTA(T(n)) denotes the set of T(n)-time bounded CTAs. lCTA(T(n)) is 
defined similarly. 
(4) Let C, and C2 be two sets of machines. C, c C, means that every 
machine M, in C, can be simulated by some machine M, in C,. 
3. RELATIONS BETWEEN CTAs AND LOGARITHMIC-DEPTH BOUNDED ITAs 
First, we show that a CTA can be simulated by a log n-depth bounded TTA. This 
proof is not straightforward because the ITA does not know the input length in 
advance and, hence, cannot easily mark the nodes on level logn as the bottom 
nodes for the simulated CTA. 
LEMMA 1. CTA( T(n)) c ITA( r(n) + O(n), log n). 
Proof: The idea is for the ITA to store its serial input in the nodes of level log n 
(one symbol per node from left to right) and then simulate the CTA. This is accom- 
plished in four phases: 
Phase 1. Store the input symbols in the tree. 
Phase 2. Mark the nodes on level log n as the bottom nodes for the CTA. 
Phase 3. Store the input symbols in the nodes on level log n one symbol per 
node from left to right to provide the parallel input to the CTA. 
Phase 4. Simulate the CTA. 
Now, we describe the details of each phase: 
Phase 1. In this phase, the serial input a, . . a,$ is stored in the tree, without 
using more than log n depth. Later (in Phases 2 and 3), using the result of this 
phase, we can mark the nodes on level log n and provide the parallel input to the 
bottom nodes of the CTA being simulated. 
To help understand the desired storage scheme, we consider a way of numbering 
the nodes in the binary tree as shown in Fig. 3. This numbering can be achieved 
using the following rules: 
(1) Initially, the root is numbered 1. 
(2) If a node on level i, i>O (the root is on level 0), is numbered k, its left 
and right sons are numbered (k + 2’) and (k + 2’+ ‘), respectively. 
We see that the leftmost node of level i is numbered 2’. To identify a certain node in 
the tree, we use the term node k (k > 1) according to the above numbering. 
The input string a, . . a,,$ is stored in the tree as follows. The root stores the first 
two symbols a, and a,. Each subsequent symbol is passed to its left or right child 
alternately, beginning with the left child. A similar action takes place in the other 
(non-root) nodes: The node stores the first symbol it receives and passes subsequent 
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FIG. 3. Numbering the nodes in the binary tree: (1) Initially, the root is numbered 1. (2) If a node at 
level i is numbered k, its left and right sons are numbered (k + 2’) and (k + 2’+l), respectively. 
symbols to its left or right child alternately, beginning with the left child. $ is passed 
down the tree in a similar manner except that when it is passed to a right child, it is 
replaced by $‘. By induction, one can easily show that our storage scheme stores the 
ith input symbol ai, 3 < i < n, in node (i - l), and $ (or $‘) in node n. 
Clearly, if the length of the given input is 2k for some k > 1, then $ is stored in 
node 2k which is the leftmost node of level k. Thus, $ is never passed to a right child 
and is the only symbol stored on level k. Hence, for a given input a, . . . a,$, if a 
node is holding $, it must be the leftmost node of level log n. If a node is holding $‘, 
that node is on level log n - 1. Because the root reads (n + 1) symbols (including $) 
and it takes at most log n time steps for the symbol $ (or $‘) to travel down the 
tree, this phase requires no more than (n + 1) + log n time steps. 
Phase 2. At the end of Phase 1, either $ is stored in the leftmost node of level 
log n or $’ is stored in a node of level log n - 1. (Exactly one of % or $’ is stored in 
the tree.) Now, we show how the ITA can “count” log n to measure the depth of the 
simulated CTA. This phase starts at the time when either $ or $’ has been stored in 
a node (i.e., at the end of Phase 1). If a node holds $, it sends a message consisting 
of only a # to its parent. On the other hand, if a node holds %‘, it sends a message 
consisting of a 1 followed by a # to its parent, one symbol at a time. # is used as 
the endmarker of a message which is a (possibly empty) string of 1’s. This message 
458 IBARRA, JIANG, AND CHANG 
is sent to its parent, which passes it on to its parent, etc., in the following manner. 
Whenever a node receives a 1, it passes the 1 to its parent. When it receives #, it 
adds an extra 1 to the message before it sends # to its parent (i.e., it sends a 1 to its 
parent and then # at the next time step). One can easily see that this message is 
passed along the path from the node holding $ (or $‘) to the root and that a non- 
root node on level k (1 d k < log n) on the path sends a message of log n - k l’s 
followed by a # to its parent, one symbol at a time. Thus, the root receives the 
message of log n - 1 l’s followed by a #. Then, by sending a 2 to its two children 
whenever the root receives a 1 from one of its children, and then a B when it 
receives a #, the root sends down a message of log n - 1 2’s followed by a B to its 
two children, one symbol at a time. This new message is propagated down the tree 
level-by-level as follows. When a non-root node receives the message from its 
parent, if its first symbol is 2, then the node deletes the 2 from the message (i.e., 
does not send down the 2) and passes the remainder of the message. Therefore, all 
nodes on level k (1 <k < log n) receive the message of log n -k 2’s followed by a B 
and pass the message with log n-k - 1 2’s and a B. Consequently, all nodes on 
level log n receive the message consisting of only a B. They are marked as the 
bottom nodes for the CTA being simulated. Then the bottom nodes send up signal 
x to their parents to initiate Phase 3. Every non-root node which receives x’s from 
its children passes x to its parent. When the root receives x’s from its children, it 
starts Phase 3. 
It takes at most 2 log n - 1 time steps for # to arrive at the root and log n time 
steps for the B’s to arrive at the bottom nodes. Also, it takes another log n time 
steps for the x’s to arrive at the root. Therefore, this phase requires at most 
4 log n - 1 time steps. 
Phase 3. In this phase, we retrieve the sequence of input symbols in the order 
that they were read by the root and then store them in the bottom nodes. Note that 
in Phase 1, for a sequence of symbols arriving at a node, after the first symbol is 
stored in the node (the root stores the first two symbols), the remaining symbols 
are passed to its left or right child alternately, beginning with its left child. The 
actions for retrieving the input stored in the tree are essentially the reverse of the 
storage scheme of Phase 1. That is, at every time step, each node copies a symbol 
from its left or right child alternately, beginning with its left child, whenever a sym- 
bol stored in it is copied by its parent. In this process the root always holds two 
symbols. At each step it removes the one that came earlier (either from the external 
world or its children) and copies a symbol from its left or right child alternately, 
beginning with the left one. The symbol removed from the root is then propagated 
to the bottom of the tree. 
As we have seen, the input symbols are retrieved from the root in the same order 
that they were received by the root in Phase 1 (i.e., a,, a*, . . . . a,,, $). We distinguish 
these retrieved symbols by putting a bar on top of each symbol to distinguish them 
from the symbols stored in the tree during Phase 1. Using another channel of the 
tree connection, each retrieved symbol traverses the tree bounded by the bottom 
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nodes in a depth-first traversal fashion. Each retrieved input symbol continues to 
traverse the tree until it arrives at a bottom node that has not yet received a 
retrieved symbol. Then the symbol is stored in that node as an input state for the 
CTA. Unlike the q’s, % (or %‘) continues to traverse the tree until it traverses the 
whole tree. Note that if %’ is stored in a node of the tree during Phase 1, the input 
length is not a power of 2. Thus, while F traverses the tree, it encounters at least 
one bottom node which has not stored any retrieved symbol. All such bottom 
nodes store 5. When the root receives % or %; from its right child, it enters the initial 
quiescent state for the CTA, e.g., q” and sends signal y to its two children. The 
signal y propagates down the tree level-by-level, moving from the nodes of one level 
to the nodes of the next level. When a non-bottom node receives y, it enters state q” 
and passes y to its two children. At the end of this phase, all bottom nodes receive 
y. Then the ITA starts to simulate the CTA in Phase 4. 
It takes (n + 1) time steps for $ (or $‘) to be removed from the root. It takes 
4v log’ - 1) time steps for % (or F) to transverse the log n-depth bounded tree. It 
takes another log n time steps for signal y to arrive at the bottom nodes. Therefore, 
this phase requires (n - 3 + 4 . 2’Ogn + log n) time steps. 
Phase 4. The ITA simulates the CTA. 
It follows from Phases l-4 that any CTA in CTA( r(n)) can be simulated by an 
ITA in ITA( T(n) + O(n), log n). 1 
We note that the ITA constructed above is, in fact, a RITA. Thus, we have the 
stronger result: CTA( T(n)) c RITA(T(n) + O(n), log n). 
Next, we show how a CTA can efficiently simulate a logarithmic-depth bounded 
ITA. The construction is similar to the one used in [ 123 for showing that the set of 
palindromes whose lengths are powers of 2 can be accepted by a 1CTA. 
LEMMA 2. ITA( T(n), log n) E CTA( T(n) + O(n)). 
Proof: To simplify the discussion, we first consider the simulation of a RITA by 
a CTA. Because a CTA uses only the root when the input length n is less than 2, we 
need only consider the case n 2 2. We first describe an algorithm (similar to the one 
in [ 121) for propagating the symbols (i.e., information) which are stored in the bot- 
tom nodes of the CTA to the root. Beginning at time 0, the bottom nodes send 
signal 1 to their parents at every time step. All non-bottom nodes send l’s to their 
parents at alternate times that they receive l’s from their sons. Thus, starting at 
time k, every node on level log n -k (1 <k < log n) receives l’s from its sons every 
2k-1 time steps and sends l’s to its parent every 2k time steps. Initially, every non- 
bottom node is in the quiescent state. A non-bottom node on level log n -k receives 
its first 1 and sends 1 to its parent at time k. It also enters state 0 at time k. Thus, at 
time k, a non-bottom node is in state 0, then it enters state 1 when it receives l’s 
from its sons; again entering state 0 and sending 1 to its parent, the next time it 
receives l’s from its sons; and so on. Clearly, every non-bottom node on level 
460 IBARRA, JIANG, AND CHANG 
log n - k (1 <k d log n) remains in the quiescent state until time k - 1. From time 
k, the node is in state 0 for 2k ~ ’ time steps, in state I for the next 2k ’ time steps, 
and so on. Whenever a non-bottom node is in state 0, it copies a symbol from its 
left son; otherwise (when it is in state l), it copies a symbol from its right son. Note 
that a node at level log n -k (k 2 1) has a subtree with 2k bottom nodes (2kp ’ bot- 
tom nodes in its left subtree and 2kp’ bottom nodes in its right subtree). Thus, a 
node just above the bottom level (i.e., on level log n - 1) copies its left son and its 
right son alternately; a node on level log n - 2 copies the left and right sons of its 
left son, then the left and right sons of its right son repeatedly, and so on. By induc- 
tion, it follows that a node on level log n -k (k 3 1) copies the symbols of the bot- 
tom nodes below it in a left to right sequence, at steps k, k + 1, . . . . k + 2k - 1 and 
this process repeats (modulo 2k). In particular, the root copies the entire sequence 
of symbols stored in the bottom nodes from left to right starting at time log n. 
Using the above algorithm, a CTA can simulate a log n-depth bounded RITA 
with additional log n time steps. Assume without loss of generality that the CTA 
has two layers of processors, At time 0, the CTA starts to propagate the input sym- 
bols stored in the bottom nodes to the root using the above algorithm on one layer. 
The first input symbol is copied by the root at time log n. From this time step, the 
CTA starts simulating the RITA by using symbols copied by the root as a serial 
input to the other layer. When the root enters state 0 for the second time (for the 
case when n is a power of 2) or receives the symbol $ from its right son (for the case 
when n is not a power of 2), the input endmarker $ for the RITA is generated and 
no more symbols are copied by the root. 
In the above construction, while the root of the CTA copies the symbols stored 
in the bottom nodes, the copied symbols are directly fed to the simulated RITA (as 
a serial input) at every time step. We can modify the construction to show how an 
ITA (which has an on-line input) can be simulated by a CTA. By using the schemes 
of storing and retrieving of an input string to and from the tree (as described in the 
proof of Lemma l), we can show that a log n-depth bounded ITA can be simulated 
by a CTA with at most n + 1 + 3 log n additional time steps. We describe informally 
how to construct a CTA which simulates an ITA. Using the algorithm given above, 
the CTA propagates the symbols stored on the bottom level to the root. Instead of 
simulating the ITA right away, the symbols arriving at the root are stored in the 
tree using the storage scheme given in Phase 1 of the proof of Lemma 1. Note that 
in the algorithm used above to propagate the symbols stored on the bottom level, 
the root generates the input endmarker $ after it has seen all the input symbols. 
After the input endmarker $ is stored in a node of the tree, the node sends a signal, 
say x, to the root. When signal x arrives at the root, the CTA starts to simulate the 
ITA in such a way that a symbol is fetched from the tree whenever the simulated 
ITA is in a reading state by using a modified retrieval scheme. It takes no more 
than n + 1 + 2 log n time steps to store the input sequence in the tree and at most 
log n time steps for x to arrive at the root. 1 
Lemmas 1 and 2 are summarized in the following theorem. 
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THEOREM 1. (1) CTA( T(n)) E ITA( r(n) + O(n), log n). 
(2) ITA( Z(n), log n) s CTA( T(n) + O(n)). 
If all nodes on level k of an ITA are marked as bottom nodes of a k-depth 
bounded tree, an ITA can simulate an LIA with 3(2k+1 - 1) nodes without loss of 
time by wrapping the array of nodes of the LIA around the tree as shown in Fig. 4. 
(This idea was first used in [9].) Note that every node of the ITA simulates three 
nodes of the LIA. It is easy to see that by packing several nodes of an LIA into one 
node, a linear-space bounded LIA can be simulated by an n-space bounded LIA 
with the same time complexity. 
From Theorem 1 and the above wrapping scheme, we have 
COROLLARY 1. LIA( T(n), O(n)) E CTA(T(n) + O(n)). 
Remark. We can define nondeterministic ITAs, CTAs, etc. in the obvious way. 
That is, each node in the tree is a nondeterministic finite-state machine. Theorem 1 
and Corollary 1 will then hold for the nondeterministic versions. It is obvious that a 
language accepted by a nondeterministic (deterministic) 1CTA is accepted by a 
nondeterministic (deterministic) CTA with the same time complexity. The converse 
is also true for the nondeterministic case; i.e., a language accepted by a nondeter- 
ministic CTA can be accepted by a nondeterministic 1CTA with the same time 
complexity. (A nondeterministic CTA can be simulated by a nondeterministic 
1CTA in such a way that at every time step during the computation, every non-root 
node in the nondeterministic 1CTA guesses the state of its parent and checks that 
the guess is correct at the next time step.) For the deterministic case, it was proved 
FIG. 4. Wrapping an LIA around a tree with “marked” bottom. 
571/38/3-3 
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in [12] that the class of languages accepted by deterministic 1CTAs is properly 
contained in the class of languages accepted by deterministic CTAs. 
Let A4 be an on-line multitape (nondeterministic) TM which is simultaneously 
linear-space bounded and T(n)-time bounded. In [9] it was shown that such an M 
can be simulated by a log n-depth bounded (nondeterministic) ITA without loss of 
time. It follows from Theorem 1 that M can also be simulated by a CTA (nondeter- 
ministic 1CTA) in r(n) + O(n) time. 
4. SPACE COMPLEXITY 
In this section, we investigate the space complexity (under the TM model) of ITA 
and CTA languages. First we show that a 1CTA can be simulated by a (log2 n/ 
log log n)-space bounded (deterministic) TM. The next lemma is needed for proving 
this result. Although it is an open problem whether or not every CTA (or linear- 
space bounded TM) is equivalent to one which operates in polynomial time, we 
show that the answer is positive for 1CTAs. 
LEMMA 3. For every 1CTA A, there exists a constant c > 0, such that for inputs 
of length n, the operating time of A is no more than n”. 
Proof Let A be a 1CTA. We denote by (i, j) the node on the ith level (from 
the top) and jth position (from the left), where 0 6 i < log n, 0 <j < 2’- 1. Thus, 
(0,O) represents the root (acceptig node) and (log n, j), where 0 d j < n - 1, 
represents a bottom node. We prove the lemma by showing that the root of A 
enters a sequence of states which has a period Gn” for some constant c > 0. 
Let s be the number of states of each node in A. We may assume that s 2 2. Note 
that each t ( <s) can be represented by ~7’ ... p?, where pl, . . . . pk are all the prime 
numbers less than or equal to s, and 0 < a, <s for all u = 1, . . . . k. 
Now we prove by induction on log n - i that, for each 0 < j < 2’ - 1, 
node (i, j) enters a sequence of states with a period pfl ... pp, such that 
0 < b, < s(log n - i + 1) for all u = 1, . . . . k. (*) 
Since each bottom node (log n, j), 0 < j < n - 1, is a finite-state machine with s 
states and is not affected by the external world after reading the input symbol a,, it 
must enter a sequence states with a period t ( <s). Thus the property (*) is true 
when i = log n. 
Now assume that every node (i, j) with i = m (m > 0) and 0 <j < 2” - 1 has a 
period p;l . . . p;k such that 0 < e, < s(log n -m + 1) for all u = 1, . . . . k. Consider a 
node (i, j) with i=m-1, O<j<2”-’ - 1. By the induction hypothesis, let 
x=pf...p;fk andy=pfl.. . pkgk be the periods of the two children (i + 1,2j) and 
(i + 1, 2j + 1 ), respectively. It is easy to see that a period z of node (i, j) must be 
t. LCM(x, y) for some 0 < t < s, where LCM(x, y) is the least common multiple of 
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x and y. Thus, ~=t.p:l...pjGk=p:l+~~...p~+~t, where h,=max{f,, gU} and 
O<a,<s, for 1 <u<k. For all u (l<u<k), h,+a,<s(logn-m+2), since h,< 
s(logn-m+ 1) and a,<~. 
Therefore, the root (0,O) enters a sequence of states with a period p’;’ . . . pik, 
where 0 < rI < s(log n + 1) for 1 < E< k. This proves that there is a constant c, such 
that the root enters a sequence of states with a period <n”. 1 
An interesting corollary to Lemma 3 is the following. 
COROLLARY 2. The class of 1CTA languages is closed under intersection, union, 
and complementation. 
Proof Closure under union and intersection is obvious. Closure under com- 
plementation follows from Lemma 3 and the fact that we can create a counter of 
size O(log n) bits along the leftmost path of the tree. m 
THEOREM 2. Let T(n) be a function such that log T(n) is space-constructible. 
Then every language accepted by a T(n)-time bounded 1CTA A can be dccepted by a 
(log n log T(n)/log log T(n))-space bounded TM. 
Proof To simplify the discussion, we first show how a T(n)-time bounded 
1CTA can be simulated by a TM in log n log T(n) space. By using a “grouping” 
technique, we then reduce the space bound to log n log T(n)/log log T(n). 
The computation of a 1CTA A can be considered as a sequence of sweeps. The 
kth sweep (k > 1) consists of the states of the nodes which are at height i from the 
bottom nodes at time (k + i - 1 ), 0 < i < log n. (The bottom nodes are at height 0.) 
The first sweep consists of the states of the nodes which are the direct results of the 
input states at the bottom level. The state of the root in the kth sweep is the state of 
the root at time (k + log n - 1). The computation of the T(n)-time bounded 1CTA 
consists of (T(n) - log n + 1) sweeps. We assume that the 0th sweep consists of the 
initial quiescent state for all the nodes of the 1CTA. The state in the kth sweep 
(k 2 1) of a non-bottom node is computed from its state in the (k - 1)th sweep and 
the states in the kth sweep of is two sons. The state in the first sweep of a bottom 
node is an input state, and the state in the kth sweep (k > 2) of a bottom node is 
computed from its state in the (k - l)th sweep. 
The off-line TM M which simulates the 1CTA A has one read-only input tape 
(with endmarkers) and two read/write worktapes. One worktape is used to process 
information about the nodes of the 1CTA. This worktape has two tracks called L 
and R. For a given input of length n, the TM M starts by laying off log n + 1 blocks 
on this worktape. Each track of a block consists of a cell holding a state of a node 
of the 1CTA and a sweep counter indicating the sweep number of the state (i.e., 
when it was entered). If the 1CTA is T(n)-time bounded, each sweep counter 
requires at most O(log T(n)) cells. The space for a sweep counter can be precom- 
puted because log T(n) is space-constructible. We denote the sweep counters on 
tracks L and R of a block by S, and SR, respectively, and the cells which are 
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holding a state of a node of the 1CTA on tracks L and R of a block by C, and C’,, 
respectively. The other worktape is a scratch-tape of size O(log n). We call the 
former “the worktape” and the latter “the scratch-tape.” M uses track L of the 
worktape to process information about the left nodes of the 1CTA and track R to 
process information about the right nodes of the 1CTA. The block of the worktape 
which is i blocks from the rightmost block is used to process information about the 
nodes which are at height i, O< i< log n. Thus the rightmost block is used to 
process information about the bottom nodes, and the block which is log n blocks 
from the rightmost block is used to process information about the root. The left 
and right nodes of a block have a common parent. If a block which is i blocks from 
the rightmost block has an integer k > 0 in the sweep counter S, (S,), the content 
of C, (C,) indicates a state in the kth sweep of a left (right) node which is at height 
i, O<i<logn. 
The TM M simulates the 1CTA A sweep-by-sweep. To compute a state of a non- 
root node in the kth sweep, M recomputes the states of the node from the first 
sweep through the kth sweep. Only the state of the root is not recomputed. When 
M computes a sweep of the lCTA, the nodes in the 1CTA are processed in post- 
order traversal fashion. For example, on input a,a2u3u4, the nodes are processed in 
the following order: 1,2, . . . . 7 as shown in Fig. 5. z,, z2, . . . . z, represent the states of 
the corresponding nodes. Note that in the first sweep, zi, z2, zq, and z5 are a,, a,, 
a3, and u4, respectively. We leave the details to the reader. 
M uses log n + 1 blocks of the worktape. Each block requires O(log T(n)) cells. 
Also, M uses no more than O(log n) space on the scratch-tape. Therefore, M uses 
O(log n log T(n)) space to simulate the T(n)-time bounded 1CTA A. By enlarging 
the worktape alphabet, the space can be reduced to log n log T(n). 
The above space bound can be improved to log n log T(n)/log log r(n) by using a 
“grouping” technique. The idea is as follows. Starting from the top of a lCTA, we 
group each log r(n) - 1 nodes (i.e., a subtree of depth log log T(n)) as a supernode. 
The tree induced by the supernodes is called the super-1CTA. See Fig. 6. Note that 
a super-1CTA is a (log T(n)/2)-ary tree. It takes log T(n) space to store the state of 
FIG. 5. The ordering of the nodes during the simulation of each sweep on input a,a2a3a,. 
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FIG. 6. The grouping of nodes. 
a supernode (i.e., the set of states of the nodes in it). The simulation of a super- 
1CTA is very similar to the one of a lCTA, i.e., the (simulating) TM A4 simulates 
the super-1CTA sweep-by-sweep. Each sweep is done in a post-order fashion. The 
only problem is that in order to compute the state of a supernode in a sweep, 
M needs to compute and store the states of its log T(n)/2 children in the same 
sweep. Since the depth of the super-1CTA is log n/log log T(n), M would require 
(log n/log log T(n)) log2 T(n) space if the states of the children of a supernode are 
stored before the state of the supernode is computed in a sweep. Fortunately, the 
state of a supernode only depends on the states of the root nodes of its children, i.e., 
the states of the non-root nodes in a supernode can be forgotten after the state of 
the root is computed. Thus, to compute the state of a supernode, M will, for each of 
its children, compute its state and store the state of the root node in it. It is easy to 
see that the space needed by M is (log n/log log T(n))(log T(n)+log T(n))= 
2 log n log T(n)/log log T(n). 1 
From Lemma 3 and Theorem 2, we have 
COROLLARY 3. Every language accepted by a 1CTA can be accepted by a 
(log2 n/log log n)-space bounded TM 
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A one-way cellular array (1CA) is a CA with one-way (i.e., left-to-right) com- 
munication whose output (i.e., accepting) node is the rightmost node [ 111. 
Similarly, a one-way linear iterative array (1LIA) is an LIA of array size n (for 
inputs of length n) with one-way communication whose output node is the 
rightmost node [3]. It is known that 1CAs and 1LIAs are equivalent [ 171 and they 
can accept all languages accepted by .‘I2 -space bounded nondeterminitic TMs 
[3, 173. It follows from Corollary 3 that 1CTAs are strictly weaker than 1CAs and 
1 LIAs. 
1CTAs are quite powerful. For example, it has been shown in [ 123 that the set of 
balanced parentheses and the set of palindromes which are powers of two in length 
are accepted by 1CTAs. However, the algorithm given in [12] for recognizing the 
set of palindromes which are powers of two in length does not generalize to palin- 
dromes of arbitrary length. In the following theorem, we show that, in fact, the set 
of (unrestricted) palindromes can be accepted by a 1CTA. 
THEOREM 3. The set of palindromes is accepted by a ICTA. 
Proof We construct a 1CTA A which accepts the set of palindromes in 0(n’) 
time. For a given input a, a, . . . a,, let k be the smallest nonnegative integer such 
that n + k is a power of two. Again, we consider the computation as a sequence of 
sweeps. First, let us assume that the nodes on levels (2 log n)/3, (log n)/3, and 0 
(i.e., the root) are marked. Later, we will explain how to remove this assumption. 
For simplicity, we assume that log n is a multiple of three. The extension of the 
construction to the general case is straightforward. 
To accept a,a... an$k, A goes through n + k phases. Each phase is divided into 
n + k subphases, each consisting of n + k sweeps. During the computation, A keeps 
three counters: the phase counter C,, the subphase counter C,, and the sweep 
counter C,. C, contains the current phase number, C, contains the current sub- 
phase number (within a phase), and C, contains the current sweep number (within 
a subphase). The period of each of the counters is n + k. C, is kept on the paths 
from the nodes on level (log n)/3 to the root. Since all nodes on a level are the same 
to C,, we can think of C, as being stored on a single path, say, the leftmost path. 
Similarly, C, is kept on the path from the leftmost node on level (2 log n)/3 to the 
leftmost node on level (log n)/3, and C, is kept on the leftmost bottom node to the 
leftmost node on level (2 log n)/3. See Fig. 7. Note that each of C,,, C,, and C, is 
an 8-ary counter with the least significant position at the lower end of the 
corresponding path. C, is incremented by one when a carry from C, occurs and 
C, is incremented by one when a carry from C, occurs. 
The sequence of symbols a, ... an$k and its reverse Ska,, . . . a, are propagated to 
the root, one symbol from each sequence per sweep, as in [12] (see also the proof 
of Lemma 2). The process is repeated throughout the computation. Since the period 
of this process is n + k, a,+, (from sequence a, . . . a,Sk) and a, + k ~, (from 
Skan . ..a.), Obj<n+k-1, are always sent to the root in the (j+ 1)th sweep of a 
subphase. Note that ai = $ for n + I< j < n + k. 
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FIG. 7. The 1CTA accepting the set of palindromes. 
Now let us consider phase i, 0 < i < n + k - 1. In phase i, A does the following 
two things in parallel: (a) verify that i = k; (b) verify that aj+ i = a,, _ j for all 0 < j < 
n - 1. The root enters an accepting state if both (a) and (b) succeed. 
(a) is realized in the first subphase of phase i as follows. In the first sweep, A 
makes a copy of C, (called Cb). CL is decremented by one in each succeeding sweep. 
Clearly, i = k if and only if when CL becomes 0, the symbol sent to the root from 
sequence Ska, . . . a, is the first input symbol that the root receives (from $ka, . . . a,) 
in the subphase. 
(b) is done in the first n subphases of phase i, with ai+ i = a,- j verified in sub- 
phase j, 0 d j < n - 1. Consider subphase j in the following discussion. To check if 
aj+l =anpj, the symbols aj+l (from a1 .-‘u,,$~) and a,-j (from !Jka,,-..a,) are 
remembered by the root, in sweeps j and k + j, respectively, and then compared at 
the end of the subphase. The recognition of sweeps j and k + j can be done in a way 
similar to the one used in (a) above (for the recognition of sweep k + 1; note that a, 
is the (k + 1)th symbol). The details are left to the reader. 
Now since A is a one-way device, it has no way to mark levels (2 log n)/3, 
(log n)/3, and 0. This difficulty can be overcome as follows. A iterates the above 
procedure (log n)/3 times. In the first iteration, A assumes that log n = 3. It marks 
the nodes on level log n - 1, log n - 2, and log n - 3 at the beginning (i.e., every 
node on level log n - 3 is considered to be the root.) Then it executes the procedure 
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described above. After 2 .2 ‘2 = 8 sweeps of the first iteration, A starts the second 
iteration. At the beginning of the second iteration, A moves the markers on level 
log n - 1 one level up, the markers on level log n - 2 two levels up, and the markers 
on level log n - 3 three levels up. Now levels log n - 2, log n - 4, and log n - 6 are 
marked (i.e., A assumes log n = 6). Then it executes the above procedure, . . . . 
Generally, A assumes that log n = 3i in the ith iteration. It marks levels log n - i, 
log n - 2i, and log n - 3i by moving the markers which were on log n - (i - 1) one 
level up, markers on level log n - 2(i - 1) two levels up, and markers on level 
log n - 3(i - 1) three levels up, at the beginning of the iteration. Then it executes the 
procedure. After 2’. 2’. 2’ = 23’ sweeps (this can be counted by keeping a 512-ary 
counter along with C,) of the ith iteration, A starts the (i+ l)th iteration, It is easy 
to see that the time complexity of A is Cpz; 23’= 0(n’). 1 
We shall see that it is unlikely that Corollary 3 holds for sublinear-time CTAs. 
In [14], it was shown that a trellis automaton (TA) can accept a language L 
which is complete for P ( =languages accepted by deterministic polynomial-time 
bounded TMs) with respect to log-space reductions. Thus, L is in P and it has the 
property that every language in P is log-space reducible to it. It follows that if L 
can be accepted by a logk n-space bounded TM for some k, then every language in 
P can be accepted by some logk n-space bounded TM, which is very unlikely (see 
[6, 71). Since a linear-time LIA can simulate a TA [ 11, L is accepted by a linear- 
time (and hence also linear-space bounded) LIA. 
THEOREM 4. For every real constant E > 0, there is a language L, accepted by a 
CTA operating in nE time which is complete for P with respect to log-space redutions. 
Proof: By Corollary 1, a linear-space bounded LIA operating in linear-time can 
be simulated by a CTA in linear-time. It follows that the language L above can be 
accepted by a CTA in linear time, i.e., in time cn for some constant c. Let k be a 
positive integer such that k > I/E. Let # be a new symbol. Define L, which is a 
padded version of L as follows: L,= {a,a,...a,#dld2mk, a,a,...a,EL}. 
Clearly, L, is also complete for P with respect to log-space reductions. One can 
show that L, can be accepted by a CTA in n’ time. 1 
COROLLARY 4. For every real constant E > 0, there is an &-time bounded non- 
deterministic 1 CTA which can accept a language which is complete for P with respect 
to log-space reductions. 
Proof As noted in the remark following Corollary 1, a nondeterministic 1CTA 
can simulate a nondeterministic CTA without loss of time. 1 
Now, we know that for the case of log n-depth bounded ITA, the lower bound on 
its running time is n. The next result is an analog of Theorem 4 for the case of ITAs. 
THEOREM 5. A real-time log n-depth bounded ITA can accept a language which is 
complete for P with respect to log-space reductions. 
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Proof: From Theorems 1 and 4, a linear-time log n-depth bounded ITA can 
accept a language which is complete for P with respect to log-space reductions. By 
padding this language, the result follows. [ 
It is unlikely that the n”-time in Theorem 4 can be reduced, since we can show the 
following for nondeterministic CTAs operating in polylog time. 
THEOREM 6. Every language accepted by a nondeterministic CTA operating in 
O(logk n) time can be accepted by a (deterministic) TM in logk+’ n space. 
ProoJ It is sufficient to show the result for the nondeterministic 1CTA. So let A 
be an O(logk n)-time bounded nondeterministic 1CTA. We shall construct a non- 
deterministic TM M simulating A. M will be logk ’ ’ n-space bounded and operates 
in polynomial time. By Savitch’s result [22], M can be converted to a deterministic 
log k + 2 n-space bounded TM. 
The TM M simulates the computation of the nondeterministic 1CTA A in a post- 
order traversal fashion, but instead of doing it by sweeps, M does the simulation in 
one sweep (from the leaves to the root). The information passed from the sons to 
the parents are in the form of “packets.” A packet corresponding to a node is an 
ordered sequence of states that the machine (nondeterministically) enters at times 
0, 1, . . . . O(logk n). Thus, the packet of a node gives the “history” of the node. 
Clearly, M can nondeterministically do the simulation in log n logk n = logk+ ’ n 
space and polynomial time. 1 
5. SYSTOLIC TREE ALGORITHM FOR SOLVING RECURRENCE EQUATIONS 
Parallel algorithms for solving various classes of recurrence equations have been 
developed for parallel computer models such as SIMD (single-instruction stream 
and multiple-data stream) model [ 18, 191 and linear systolic array [21]. For exam- 
ple, [18, 193 considered mth order recurrence equations of the form xi= 
f(ai, xi- 1, . . . . xiem), 1 d i< n, where ai is some vector of parameters. It was shown 
in [19] that if the recurrence function, f, satisfies some property called “com- 
position property,” one can construct an algorithm on an SIMD model to compute 
the values of x,, . . . . x, in O(log n) time. In [21] it was shown that for equations 
of the form xi= aixi-, + bixi-, + cixi-) + di, a two-way pipeline algorithm on 
a linear systolic array can evaluate the value of each xi in O(i) time. It was also 
mentioned in [21] that the O(i)-time linear-array algorithm can be directly 
implemented on a tree array. 
In this section we describe a simple systolic tree algorithm for solving recurrence 
equations. The systolic tree array model that we use is similar to a CTA, i.e., a finite 
full binary-tree connected network with bidirectional data flow. The difference is 
that here each node is a processor instead of a finite-state machine. We assume that 
each processor has a fixed number of registers and can perform simple arithmetic 
and logical operations. The inputs are applied to the leaves in parallel. The outputs 
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are also taken from the leaves. We call this tree array model a systolic tree array (or 
STA, for short). Because of the special structure of the systolic tree array, the 
algorithm in [19] is not directly implementable on an STA. Our algorithm, which 
is applicable to recurrence equations satisfying the composition property, uses a 
technique similar to the “binary tree method” in [lo]. 
First, we show that an STA can efficiently solve the following simple first-order 
linear recurrence problem: Given x, = b,, compute x2, x3, . . . . x, satisfying the 
equations x, = aixiP i + b,, 2 < i6n. One can easily see that for m 2 1, x, = 
C’J=*=,(~~=~+, uj)bj, where we assume that the product ny=,,+, ui= 1. Also, the 
equation 
j=k+l 
(*I 
holds for any 1 dh<k<m<n. 
The above equation (*) allows us to solve the problem on an STA using the 
binary tree method (see [lo]). We describe the algorithm informally. Each node in 
the tree has registers A, B, L, and R. When the algorithm terminates, the solutions 
XI, ..*, x, will be in register R of the leaves starting from the leftmost node. We use 
the subscripts p, 1, and r to refer to a parent node, left son, and right son, respec- 
tively. For example, A, A,, A,, and A, represent the values of register A of a node 
itself, its parent, its left son, and its right son, respectively. Initially all registers in 
the tree are set to a special value, A. 
The algorithm consists of two phases, a bottom-up phase followed by a top-down 
phase. The phases are described below. 
Bottom-up phase. The inputs (a,, b,), . . . . (cl”, 6,) are applied to the leaves (one 
pair per node) in such a way that ai and bi (1 < i < n) are stored in registers A and 
B of the ith leaf node, counting from the left. (Note that a, is not needed in the 
computation.) If n is not a power of 2, the remaining leaf nodes implicitly get pair 
(l,O). In a bottom-up fashion, from the nodes which are one level above the leaves, 
each non-leaf node computes the values of its registers A and B according to the 
following rules: A + A,A, and B c A,B, + B,. The values of registers A and B in 
Fig. 8 show the configuration of the STA at the end of the bottom-up phase (for the 
case n=8). 
Top-down phase. When the root has computed the values of its registers A and 
B, the top-down phase begins. The root sets its registers L and R to 0 and B,, 
respectively. The values of registers L and R of the other non-leaf nodes are com- 
puted in a top-down fashion (from the sons of the root) as follows: If a non-leaf 
node is a left node, the node sets its register L to L,. For the case of a right node, 
the node sets its register L to R,. Then, in either case, each non-leaf node computes 
the value of register R according to the rule R +- A,L+ B,. A left leaf node (a leaf 
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node which is the left son of a node) sets its register R to AL, + B and a right leaf 
node sets its register R to AR, + B. The values of registers L and R in Fig. 8 show 
the configuration of the STA at the end of the top-down phase. 
Each phase requires log n steps. Thus the whole computation is completed in 
O(log n) time. 
We can generalize the algorithm above to more general recurrence problems such 
as the mth order linear recurrence problem (m 2 2) and the nonlinear recurrence 
problem. Consider, for example, the second-order linear recurrence problem: Given 
xi = 6, and x0 = 0, compute x2, . . . . x, satisfying the equations xi = ai, xi-, + 
a,,~, _ 2 + hi, 2 d i < n. As in [ 181, we can reformulate this problem into a first-order 
linear recurrence problem as follows. Let 
Ai+";' y-j, &=[;I, xi=[x;,,] for i> 1. 
Then we can reduce the above second-order linear recurrence problem to a first- 
order linear recurrence problem: Given X, = B, = l-21, compute X,, . . . . X, satisfying 
the equations Xi= A,X,_ i + B;, 2 < i< n. The input sequence is (ai,, ui2, 6,), . . . . 
(a II19 a”27 6,). Implicitly, we assume that each leaf node provides the remaining 
entries 1, 0 of Ai, and 0 of Bi. It is easy to see that the reformulated recurrence 
problem can be solved by a construction similar to the one described above except 
that register A is replaced by four registers to hold the four entries of a 2 x 2 matrix 
and each of registers B, L, and R is replaced by two registers to hold the two com- 
ponents of a two-dimensional column vector. Now each node computes matrix and 
vector operations. All the X;s are computed at the leaves and the first component 
of each Xi is output. It is easy to see that the whole computation still requires only 
O(log n) time. 
Similarly, we can reformulate any mth order linear recurrence problem into a 
first-order linear recurrence problem with m x m matrices and m-dimensional 
column vectors. Thus, any mth order linear recurrence problem can be solved on an 
STA in O(log n) time. Also, certain nonlinear recurrences can be solved by similar 
techniques. 
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