Abstract: We present a Cadence toolkit library written in VerilogA for simulation of electro-optical systems. We have identified and described a set of fundamental photonic components at the physical level such that characteristics of composite devices (e.g. ring modulators) are created organically -by simple instantiation of fundamental primitives. Both the amplitude and phase of optical signals as well as optical-electrical interactions are simulated. We show that the results match other simulations and analytic solutions that have previously been compared to theory for both simple devices, such as ring resonators, and more complicated devices and systems such as single-sideband modulators, WDM links and Pound Drever Hall Locking loops. We also illustrate the capability of such toolkit for co-simulation with electronic circuits, which is a key enabler of the electro-optic system development and verification.
Introduction
As integrated electronic-photonic circuits and systems increase in size and complexity, the need for a scalable design and verification infrastructure becomes imminent. In particular, the ability to jointly simulate the electrical and optical parts of large systems together, including noise and second-order effects, becomes critical. Substantial progress has been made towards a fully integrated design environment [1] , but currently available simulation tools have yet to bridge the gap, in particular enabling scalable co-simulation of nonlinear, time-variant electronic-photonic devices and systems within the electronic design environment.
In particular, there is need for a joint system simulation code. Mature specialty software such as MEEP; Lumerical Device®, Mode solutions®, and FDTD solutions®; Fimmwave®; Sentaurus®; and custom home-built scripts exist and are widely used to simulate photonic components at the physical, device level [2, 3] . These programs mirror programs like Sentaurus, Atlas, and HFSS that are used to model electronic devices like MOSFETs at the physical, device level. Such programs allow for the maximum amount of detail and flexibility and the most accurate results, but are too computationally intensive to simulate the behavior of hundreds of devices, especially over "long" timescales. To solve this issue, the electronics industry has moved to code where the results from such detailed physical simulations are translated, via careful assumptions and approximations, into simple governing equations for each device -a behavioral/compact model -and used in a separate system simulation in a different programming framework -often in VerilogA or Spice. This greatly reduces the level of complexity and number of input parameters, allowing for fast simulation time and an easy way for the system designer to change the key parameters. The photonics industry is also moving in this direction. Our goal is to supplement the CMOS electronic device models with photonic device models that can be used within the IC design environment allowing for cosimulation of integrated electronic-photonic circuits and systems within the same tool. Because it is the preeminent IC design suite, we have chosen to do this in Cadence, though our code will also be compatible with any other simulator capable of using VerilogA (for example, Mentor Graphic's Questa® ADMS in Eldo®).
Previous work has attempted to provide such behavioral macromodels for photonic devices. Several simulation tools or individual models have been presented [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . Only some of these [4] [5] [6] [7] 10, 11, [14] [15] [16] are able to properly capture transient behavior of all photonics components, handle frequency shifts and model both amplitude and phase effects (usually while removing the optical carrier for faster simulation time) and interference. Of this subset, all are written as standalone software and are therefore difficult to adapt into existing circuit design and layout infrastructures -especially with the transistor Spice or Spectre models provided in standard process design kits (PDKs). For example, OptiSpice [5, 6] is an excellent tool that correctly captures transient effects as well as amplitude and phase effects, but is written as proprietary standalone software suite. This is also true of [11, [14] [15] [16] . Lumerical's INTERCONNECT® [10] is another excellent tool that that is written as proprietary standalone software. INTERCONNECT® does provide hooks into Mentor's Pyxis® platform, allowing for a joint electronics-photonic schematics to be laid out, but the simulator simulates the electronic and photonic parts separately -first doing one and then passing the output to the other -instead of doing a true joint simulation. Thus, making it impossible to accurately capture feedback loops that incorporate both electronic and photonic components, or systems with a tight interplay between the electronic and photonic regimes. Such feedback is, for example, necessary when a monitor photodiode is being used to stabilize the frequency of a ring in a digital link, or in a Pound-Drever-Hall locking loop [17] meant to stabilize the frequency of a laser. As the electronic-photonic systems grow in complexity it becomes imperative for the modeling and simulation framework to support the co-simulation of nonlinear, time-variant electronic-photonic device interactions. This work presents a modeling and simulation framework capable of capturing these effects in a cosimulation that is not written as a standalone software suite but instead written in VerilogA [18] , a language already incorporated within the standard circuit design infrastructure. By uniting these abilities it thus fills an important gap.
There have been some attempts to write photonic models into VerilogA, but all have fallen short of the designer needs listed above [8] . provides a basic framework for simulation at fixed wavelength, which is sufficient for simple links, but cannot capture the full behavior (especially phase phenomena, cross-talk, etc.) of more complex systems and devices like single-sideband modulators, coherent optics and wavelength division multiplexed waveguide links. Here, a higher fidelity representation of the underlying physics in each basic device is needed such that physical phenomena are organically generated simply from connecting basic components [19] . provides an overview of a similar approach [9] . presents an outline of a complete PDK similar to that created here, but the VerilogA models and infrastructure presented are overly simplistic for the type of models needed in many systems. For example, power and phase of the signals, are propagated around instead of real and imaginary parts. Working in power and phase creates convergence issues and prevents appropriate modeling of interference-based systems such as rings [5] . Indeed, no rings or similar systems are shown in that work. Models in [9] also do no appropriately account for the interaction of refractive and group index. The waveguide model simply outputs the input amplitude and phase delayed by a specified amount, but in reality the light output at the end of the waveguide will have an additional phase shift due to the waveguide refractive index. This effect is not captured and will lead to incorrect phases.
Probably most advanced among previous work is [13] which provides a nice set of VerilogA models for simulating a digital link, especially when it comes to underlying electrical structure for their photodiode. However, the transfer matrix approach to passives and rings is insufficient to appropriately capture non-linear or time-variant behavior of these components that is present in many active multi-device systems.
Finally, there has been some work on models for individual devices, including [20] [21] [22] [23] [24] . However, it is desirable not to need to calculate the transfer functions of even moderately complicated devices by hand and program them in -it would be much nicer if such things could be automatically generated during simulation. So while [22] , provides an excellent model of a ring resonator it is not clear how useful it would be in allowing a system designer who knew little of optics to simulate a two-ring filter if need arose (for example, if lower cross talk between channels was needed) [22] . also assumes that the optical frequency is passed around meaning models written in this manner cannot fully capture frequency shifts or multi-frequency interaction without additional code.
As shown in the following sections, our toolkit identifies a set of fundamental photonic components and describes each at the physical level such that the characteristics of composite devices are created automatically. It correctly captures both phase and amplitude effects and forward and backward propagating light as well as electro-optical interactions and transient effects, and can be used to model a wide variety of optical-electrical systems. Written in VerilogA, it is easily used in a wide variety of simulation types in existing electronic circuit design software and easily combined with CMOS transistor models provided by a foundry to allow for true co-simulation of electronic-photonic circuits. The next section goes through the simulation architecture and theory, and explains how the toolkit works. In section three, we demonstrate several passive device simulations and show that the simulated results match analytic solutions. Section four does the same for active devices, in particular for a resonant modulator and a single sideband modulator. Finally, section five shows how the toolkit is used to simulate more complicated mixed-electronic-photonic systems, using as examples a digital WDM link, and a Pound-Drever-Hall laser stabilization loop -an example of a nonlinear time-variant electronic-photonic system that was impossible to simulate with any of the previously developed tools.
Simulation philosophy and theory
There are a number of traits that are important for a useful, flexible, simulation platform. The first and most basic, is that it needs to be a full simulation toolkit, not simply a few device models. Strategies are therefore needed to address both how best to write specific models and how best to construct overall system architecture. On an architecture level, it is desired that photonic models (1) easily combine with electronic standard cells, (2) be usable in a variety of simulation types (DC, ac, transient, etc), (3) be fast, (4) capture phase effects, (5) support forward and backward propagation, (6) handle multiple frequencies and WDM channels, (7) capture appropriate electro-optic interactions, (8) be modular and flexible, (9) organically generate behavior of composite devices -that is model building blocks so that, when combined, simulation outputs correctly capture complex behavior of the composite device or system without needing explicit input from the user or the creation of a new block, and (10) generally be elegant and easy to use.
The first two goals on this list are automatically satisfied by the choice of VerilogA as the modeling language and the creation of the models in the Cadence framework. However, this choice adds a constraint of its own: (11) component models must exist only in the time domain, as VerilogA is a time domain modeling language. We next tackle desired trait number three: speed. Because optical frequencies are very large (~200THz), a full Nyquist rate time domain simulation would take an extremely long time to run. However, in many applications, the bandwidth of interest is only on the order of ~100GHz to a few THz. To exploit the relatively small bandwidth of interest, the optical responses are shifted and calculated relative to a reference frequency chosen by the user. The choice of reference frequency is arbitrary and does not need to be related to any property of the system. However, placing the reference frequency near the center of the desired bandwidth allows for the largest time steps, improving the speed of the simulation the most. Capturing the amplitude and phase effects of all the components in this smaller band is generally sufficient, and in cases where a larger bandwidth is needed that wider bandwidth can still be accurately simulated but with a corresponding increase in simulation time.
To accomplish this shift in a simple manner, the simulation is carried out using the analytic signal (that is only the positive frequency components of the real signal are retained), as it allows such a shift to be made solely by multiplying the signal by exp(jω R t) where ω R is an arbitrarily chosen reference frequency. Working with the analytic signal also has the added benefit of making it easy to model phase effects, and satisfy desired trait number (4) -a phase or frequency shift is then just a multiplication by an exponential. However, it also means that the signal is no longer real. Because it usually works on the full real signal, and models phase changes by via time delays, VerilogA does not inherently support complex numbers. It is therefore necessary to add complex algebra into the program. We wrote a set of complex algebra functions as VerilogA modules for use inside our component blocks. A two signal bus is used to represent the real and the imaginary part. Real and imaginary parts are used as opposed to magnitude and phase to avoid the discontinuities in the phase signal when it wraps around 2π and the lack of a clearly defined phase at zero amplitude that can cause fatal numerical convergence issues when signals are added together during the modeling of optical inference effects. (satisfying requirement (4)) [5] . Expanding the representation into a four signal bus, two signals for the real and imaginary parts of the forward propagating signal and two for the backward propagating signal, allows us to satisfy requirement (5) and to capture behavior and errors caused by reflections as well as effects of having forward and backward propagation on the same waveguide if desired. To avoid passing the optical signals on these buses around as electrical voltages, an optical discipline is added to the discipline file.
The above approach to modeling signals automatically allows for multiple optical frequencies or spreads of frequencies to be modeled without any need to make explicit reference to these frequencies (desired trait (6)). Thus the optical signal can propagate through the system, including through frequency-selective components such as ring filters or frequency-changing elements such as single-sideband modulators, without any explicit reference made to the frequency of the light or the frequency transfer function of these elements. All the appropriate interactions will be generated naturally from the math in the component models. Finally, since VerilogA was developed for use in the electronics industry, adding electrical structures to optical components to model electro-optic effects (and satisfy desired trait (7)) is straightforward. The details of these implementations are described below.
The next item on our list of desired traits is for the code to be modular and flexible. While the architecture above helps with this, accurately modeling the optical components is also critical. In order to allow for maximum flexibility, applicability, and adaptability, optical devices are broken down into the most basic possible components (waveguides, couplers, phase-shifters, photodetectors, heaters, light sources, etc.), which, in turn, are modeled using simple equations that capture the important physics of the devices. This is similar to how models of diodes or transistors in the electrical domain rely on basic physical equations. The use of physical equations to capture photonic behavior allows for VerilogA blocks to be easily modified to add complexity and higher order effects. The blocks include both the optical responses, and, where appropriate, the electrical responses of these base components. More complicated structures, such as ring resonators, filters, and modulators are built out of these components, thus avoiding the need to specifically calculate a transfer function and create a model for each of these structures.
Some complex devices, such as modulators and ring resonators, may be used repeatedly within the same system. It is desirable not to have to recreate these small systems from scratch every time they appear. For combinations of components that are commonly used, schematic symbols can be created once and reused as black boxes wherever needed in a larger system. These symbols can have tunable parameters, so that the work of designing a single component can be leveraged to allow the simple use of a whole class of components in a design. Each symbol is still internally built out of our basic physical blocks -thus adaptability and flexibility is maintained. Such symbols can also be useful for holding more complicated components that might not be repeated often so that the top level design looks clearer. If necessary, the designer can drill down the hierarchy of abstract symbols to view and modify their design. Figure 1 illustrates the creation and inside of such a schematic symbol for a ring resonator. Fig. 1 . A ring resonator (left) is broken into components. The VerilogA modules for these components are laid out and connected in a schematic in Cadence (right-top). A schematic symbol is created to represent this schematic block (right-bottom). This symbol can be inserted wherever a ring is needed as opposed to having to redraw the middle block. Relevant variables are passed through this symbol to the underlying schematic.
The most basic building block of optical systems is the optical waveguide. In order to represent this component in VerilogA, it is necessary to develop a time domain representation of the waveguide transfer function. As mentioned above, the physical electric field is real, but many operations are difficult to do on the full real signal. To get around this, one can take advantage of the fact that real signals are symmetric around zero in the frequency domain. We can therefore ignore all the negative frequencies without loss of information. An inverse Fourier transform can then be done to get back to the time domain, where the result will be a complex signal. In the signal processing literature, this is called the analytic signal (see [25, 26] ) and is formally defined in Eq. (2) in [27] as:
where z(t) is the analytic signal of x(t). The use of the analytic signal is often simply assumed implicitly in the electromagnetic literature (see, for example [28, 29] ,). At the end, to recover the real, observable signal one can simply take the real part. Because our component code is very modular, we do not know where the end is until we hit some sort of detector. Therefore, the sampled, complex, analytic signal is passed through all the components. Note that, because the light source models output the time-domain analytic signal representation of the laser output to start with, there are no Fourier transforms in the code, nor is there any explicit tracking or specification of light frequencies; all the components are operated in the time domain as required by the VerilogA infrastructure simulator.
The analytic representation of the electric field at the start of the waveguide (z = 0) is
. The wave equation, derived from Maxwell's equations, says that at a location, z, in the waveguide the field is equal to:
where β = β(ω) is the wavevector in the waveguide and the second equality follows because there are no negative frequency components in our analytic representation. In order to avoid simulation at the optical time step, a reference frequency ω R is chosen such that ω = ω R + Δω and the signal is shifted down by this frequency. To do this, β(ω) is first Taylor expanded around this frequency yielding:
Note that, 1
, where v g is the group velocity of light in the waveguide at the reference frequency and is equal to c/n g, where n g is the group index. This brings us to:
We further note that we can define a function
which re-labels the frequency to shift the amplitude coefficients by the reference frequency. While the reference frequency can be thought of as a carrier frequency and
as an envelope function, it is important to remember that the reference frequency is not the center (or necessarily any) frequency of the propagating light and that
is complex (it is not amplitude modulation) and holds for an arbitrarily (or infinitely) large frequency range. It is the Taylor expansion of β and simulation time constraints that will limit the workable frequency range. Using this function, the variable of integration is changed to Δω:
where, again, the second equality follows from the fact that there are no frequency components between -ω R and -∞. As can be seen, this integral is just the Fourier transform of
The field at a point, z, in the waveguide can also be expressed as:
via the definition of a Fourier transform and remembering that we are ignoring the negative frequencies. The reference frequency can be pulled out in this case as well, as was done above:
( )
Again, at the result is a Fourier transform of shif ( , )
Combining Eqs. (6) and (9) and recalling that v g = c/n g gives:
We note that shift E  is the analytic signal passed around in our code, as it has had the reference frequency removed. We further note that the measureable E-field would be the real part of ( )
. So, to implement the waveguide in continuous time, a phase shifted shift E  (by
) is output after a delay of n g L/c, where L is the waveguide length. A propagation loss term, α field , is also added and thus the waveguide is modeled in VerilogA as shown in Code Sample 1 in the Appendix.
The equations governing other components can be similarly derived. Phase-shifters can be modeled as waveguides where the effective group and refractive index, as well as the loss, vary, possibly nonlinearly, with applied voltage. The code for such an optically non-ideal, but electrically ideal phase shifter is, thus, very similar to that derived for a straight waveguide. The main section of this code is given in Code Sample 2 in the Appendix.
Here, the wavevector is given by ( ) Resistance based phase-shifters, in which resistive heating is used to generate a phase-shift are also common. Electrically the device can, of course, be modeled as a resistor. Optically, the correct way to implement such an integrated heater is to first integrate the electrical power put into the device minus the thermal power dissipated from the device, then proceed to calculate the phase shift as a function of the device's temperature. To do this we create a thermal discipline that keeps track of temperature. Here the index change is given by:
where n T = ∂n/∂T is the refractive index change with temperature, and T is the temperature, calculated by: 
T t T Z P t h T t T dt
where Z T is the thermal impedance, P is the electrical power (given by P = V 2 /R 0 where V is the applied voltage and R 0 is the electrical resistance), T 0 is the temperature when the potential across the resistor is zero, and h is a heat transfer coefficient. A detailed description of integrated heater operation can be found in [27] . This method correctly takes into account the transient behavior of the heating element, which limits the thermal bandwidth of the device. The relevant lines of code are reproduced in the Code Sample 4 in the Appendix. The above phase-shifters as well as several other flavors (e.g. a forward-biased diode shifter) have been implemented in our code.
Waveguide couplers are modeled in our code as point couplers: a fraction of the light is transferred, with appropriate phase shift, to the adjacent waveguide and the rest remains behind. Both adiabatic 3dB couplers and directional or ring couplers, where the field coupling fraction is specified, have been implemented. The code for a directional coupler is shown in Code Sample 5 in the Appendix. In this case the light entering through one port is split into two output ports, with field coupling, kappa, and implements the well known equations given in [30] , which are valid in the time domain:
information on the theory of directional couplers can be found in [30] , and on adiabatic couplers can be found in [31] . Our model does not currently include any propagation delays or loss through the coupler, but these could easily be added either directly into the model or by placing an appropriate waveguide block before or after the device ports. Similar principles are used to write models for photodetectors. In the ideal photodetector, the instantaneous optical intensity is simply measured and transferred to the electrical domain. Such an ideal diode can be modeled by specifying a responsivity, R, and setting I out = RP, where I out is the output current, and P is the input optical power. Photodiodes form a common class of integrated photodetectors. In this non-ideal case, the underlying diode structure is included to allow for electrical responses such as frequency roll-off and dark current to be captured. Due to the short length of the device, which can be as little as 4μm [32] , it does not make sense to include the optical delays in the device model. The code for such a photodiode including electronics is shown in Code Sample 6 in the Appendix.
We note that parameters like photodiode quantum efficiency are folded into the responsivity term and therefore do not need to be specified explicitly [33] . We further note that, while the included diode limits the electrical bandwidth of the device, the above code specifies a photodiode of infinite optical bandwidth as it captures the input power at all optical frequencies. Because of this infinite optical bandwidth, it is not necessary to consider the absolute frequency in this first order model. In order to place an optical limit on the bandwidth of light detected, one can place an additional filter in the code between the original calculation of the optical power and the specification of the electrical current. This filter, which can also be shifted down in frequency and specified in relation to the reference frequency, can cut out wavelengths to which the detector is not sensitive.
Other useful components, such as continuous-wave (CW) lasers and Gaussian pulse emitting lasers, as well as debugging components, such as phase detectors, are also included in our toolkit. Once this simulation framework has been established and these simple component models, which we will now refer to as optical primitives, have been implemented, complex optical systems can be built and combined with CMOS device cells to model complicated systems in a truly-joint fashion.
Basic composite devices
Because the optical components are implemented as basic physical primitives they must be combined together to create full devices. Our simulation technique can be used to model very complicated devices and systems that are beyond the capabilities of more traditional optical simulation techniques. To validate our technique, however, we also modeled several devices simple enough for existing optical simulation techniques to handle and found that our results matched. Since our codes using these traditional techniques have previously been validated against experiments (see, for example, [2, 34] ), this is equivalent to experimentally validating our technique.
The first of these devices is a ring resonator, which is created out of a waveguide connected in feedback between two ports of a coupler. A diagram showing this system is given in Fig. 2(a) . The frequency response of the ring resonator is shown in Fig. 2(c) . Because this is a time domain code, to get the frequency response it was necessary to sweep the input CW laser frequency. This is done by having a voltage controlled phase ramp inside the laser (as a phase ramp in the time domain corresponds to a frequency shift in the frequency domain) and running multiple DC simulations with different voltage inputs to this phase ramp. A diagram of the full simulated system is shown in Fig. 2(b) The obtained spectral response of the ring is compared and shown to match well to the results from an existing transfer matrix code implemented in MATLAB. We can further compare the results to theoretical expectations. The free spectral range (FSR) of a ring resonator can be analytically found to be FSR = c/n g L, where c is the speed of light in vacuum, ng is the group index, and L is the effective waveguide path length. The results in Fig. 2(c) are for a SiN waveguide 200nm tall and 1μm wide that has a group index of 1.72 and is formed into a ring with a 66μm radius. The expected FSR is therefore 423GHz, as it is in the simulation. The effective refractive index of this waveguide is 1.516. We therefore expect the closest resonant frequency to 1550nm ( = 193THz), the reference frequency used in this simulation, to be at λ = n eff L/m = 1549.5nm or 60.9GHz above the reference frequency. This value is also the same as that seen in Fig. 2(c) . Finally, the half width at half maximum (HWHM) of the resonance was found to be 17.4GHz, also exactly what is expected given the input waveguide field loss, α, or 312.7m −1 and that HWHM = cα/n g π. Moreover, not only does the amplitude response of the ring match that expected, but the phase response (measured using a debug block that outputs the instantaneous phase), shown in Fig. 2(c) also matches, going to ± π/2 as the laser frequency approaches the resonant frequency. Thus, it can be seen that our VerilogA toolkit also captures phase effects correctly.
To further expand on this example we can consider the case where the ring has a drop port and the case of a two ring filter. Both modifications are very simple to make using our toolkit, making it easy for designers to change systems on the fly. We compare both cases below to the results of transfer matrix codes implemented in MATLAB. No new calculations or equations were required when using our VerilogA toolkit; however, the new transfer matrices needed to be calculated and input into our MATLAB codes.
To add a drop port, we simply add an output coupler as shown in Fig. 3(a) . One can then use this model in a system or to explore how to best optimize the component for a desired application. For example, in a single ring resonator with drop port, it has been shown [35] that, given a target HWHM, the drop port output intensity is maximized when the input and output coupler coefficients are equal. On the other hand, the through port intensity is minimized at critical coupling where the input coupler coefficient equals the sum of the waveguide and output coupler loss. VerilogA simulations of both cases are shown in Fig. 3(b) and compared to transfer matrix codes, where we observe excellent agreement. Fig. 3. (a) . Diagram showing the components of a ring resonant filter with drop port and accompanying layout using our toolkit in Cadence Virtuoso. (b). Amplitude response of the ring showing output intensity in the through and drop port. One can see that the critical coupling has better extinction in the through port but less power in the drop port output, while matched coupling has worse extinction and higher drop port output power, as expected. Note that the waveguide loss was exaggerated in these cases to highlight the difference.
The two-ring series filter case is shown in Fig. 4(a) . As can be seen, creating this case with our toolkit is similarly straightforward. One simply adds a second ring to the bottom of the first. Further, basic schematic symbol of this and other ring filters exist in our tool kit making it even easier for a designer to switch filters to tune the roll-off, ripple, passband width, or other figures of merit, and re-simulate. Two-ring filters are often helpful in systems such as switching matrices where having a wider and flatter passband allows for a wider bandwidth signal to propagate through. However, because two resonances are combined to make the larger resonance, ripples are often introduced into the passband. All these effects are captured in the simulation output, which is shown in Fig. 4(b) and also matches exactly the expected output calculated via transfer matrices in MATLAB. The above demonstrations all involve passive devices, but simulating active devices in our toolkit is equally straightforward as is illustrated in the next section.
Active devices
Active devices can be built in our tool kit in a way exactly analogous to the passive devices described above. In this section we will demonstrate the design and simulation of a ring modulator of the type often proposed for digital communication links [34] . We will also demonstrate the simulation of a single sideband modulator. Single sideband modulators are often used to create frequency shifts, and are important for both analog applications, such as arbitrary waveform generators, and digital applications, like dense wavelength division multiplexing systems [2] .
A ring modulator can be made in our toolkit by replacing the waveguide component with a phase shifter in the resonant ring (see Fig. 5(a) ). As described above, the phase shifter allows an input voltage to change the refractive index, group index, and loss of the waveguide, and thus the location of the resonance frequencies in a ring modulator. The shift in frequency of the resonance location of the modulator with voltage is shown in Fig. 5(b) . The simulation is done for a five micron radius disk modulator made in a 220nm tall silicon layer. The output is compared to calculations done in MATLAB. Again, it matches the expected output.
However, the transient output, and not the DC output, is often what is of real interest in modulators. It is easy to simulate this using our toolkit: the input laser is simply set at one wavelength and the input voltage to the phase shifter changed from a DC to a pseudo-randombit-sequence (PRBS) source (using a standard electrical PRBS block from the "ahdlLib" library). The layout of this link is shown in Fig. 5(c) , and the output in Fig. 5(d) . As can be seen, when the input voltage is low, the optical amplitude inside the ring modulator is high and the through port output is low. Conversely, when the input voltage is high, and the resonance is shifted away from the laser frequency, the amplitude inside the ring is low, and the through port output is high, as expected. Further, we can clearly see the usefulness of a transient simulation by noting the roll-off in the output through the modulator. In this simulation, it is the optical time constant (the speed at which the optical mode in the resonator can ring down), and not the electrical time constant of the modulator or photodetector diodes (the speed at which the index can be changed or the intensity detected) that ultimately limits device speed. If the optical time constant were shorter (the ring were lower Q), or the electrical circuit slower, the frequency roll-off would be caused by the electronics instead, and this would also be captured by the simulation. Because the code models the optical interference inside the ring with each time step, all these transient phenomena are neatly captured without any explicit modeling. No changes to the inside of the blocks or the overall system code are needed; we just have to draw the schematic for the desired systems and run the preferred simulation.
An example of a device where phase and frequency effects are of importance is a single sideband modulator (SSB). SSBs are important for many analog applications as well as for high density WDM communication systems as they allow for closer channel spacing and lower power [36] . Additionally, the same topology can be used to transmit data using more complicated modulation formats (BPSK, QAM, etc). Correctly modeling the phase effects and delays of components is vital to simulating single sideband operation, and as we will demonstrate below, our VerilogA Toolkit is capable of doing this. We note again that the transfer function of the SSB is never calculated explicitly; instead the correct output is generated automatically from the combination of basic optical blocks. A schematic layout of the SSB topology using our VerilogA toolkit is shown in Fig. 6(a) . The SSB is made from two nested Mach-Zehnder modulators (MZMs), with each MZM composed of the coupler and phase-shifter primitives, and generates a single sideband carrier suppressed signal. To do so each individual MZM is biased using a heater at the zero output point (thereby suppressing the carrier), and driven in push-pull. The electrical RF input signals to each modulator are out of phase by π/2, such that one arm receives a cosine modulation and the other a sine modulation. An extra π/2 phase added by heaters to one of the MZM signals therefore allows one sideband to cancel and the other to add. Which sideband is kept depends on which arm receives the extra π/2 phase relative to which receives the sine (vs. the cosine) RF input signal. For more detail about SSB operations see [2, 36] . This surviving sideband is the output of the device, and is given by f out = f opt -f rf or f out = f opt + f rf , where f opt is the original optical frequency and f rf is the modulation frequency. We choose to keep the lower sideband.
The output of the simulation using our VerilogA toolkit is shown in Fig. 6(b) . Here a CW laser block inputs a CW signal to the SSB. Since our code operates entirely in the time domain, the Fourier transform was computed in a post-processing step. In a real system model, the time domain output samples would simply be passed on to the next block with no transform necessary. To verify that the VerilogA model is in fact working correctly, we compare it to the output of our MATLAB system code for this device. As above, we have previously verified this MATLAB code against experimental results, and it has been found to match well. Figure 6 shows the case of a 0dBm laser output that is 1GHz from the reference frequency and is modulated at 100MHz to yield a sideband frequency of 900MHz. The presence of a single, frequency shifted tone at the output can clearly be seen -the carrier and unwanted sideband are well suppressed in all cases. As the modulation depth, m, increases the amount of power transferred to the desired sideband increases as does the relative height of the higher harmonic distortions. These last are caused by the increasing interaction with the nonlinear portion of the MZM transfer function and are given by the Bessel function expansion for the sine within the sine [2, 36] . All these expected effects can be clearly seen in the output spectra shown in Fig. 6(b) . Further, there is very good agreement between the MATLAB and the VerilogA models in all cases, indicating that our VerilogA framework is working correctly. It is worth noting that writing and running the MATLAB® code took more time and was more complicated than setting up and running the SSB modulator schematic in VerilogA, thus demonstrating the convenience and one of the benefits of having a single, flexible simulation platform.
Simulating systems
In the preceding section, we demonstrated the ability of our system to correctly simulate simple, composite components, and basic devices. The ultimate goal of our work is to be able to simulate complex systems, particularly ones that include the electrical driving circuitry and noise models. In this section we will take the basic and composite device blocks and use them to build full heterogeneous electrical and optical systems. Note how similar the process is to building circuits out of transistors, by simply instantiating components, setting parameters, and connecting the waveguides and electrical wires, further allowing for easy combination with existing electrical simulation infrastructure and ease of use by designers familiar with such. While the toolkit can of course be used to build a multitude of different systems and simulate them at numerous operating points under a myriad of conditions, we will focus on two examples here: a WDM link and a Pound-Drever-Hall laser stabilization loop.
We begin with the WDM link. One of the driving forces for integrated silicon photonics is to use WDM over optical waveguides to replace copper wires and solve the bandwidth density/energy consumption problem for data transmission links [37] . A multi-frequency laser source provides a comb of frequencies, each of which can be modulated with independent data streams. Since there are many optical and electrical components involved, tradeoffs in many dimensions need to be made to optimize the desired figure of merit for the link. Architecture-level analysis [38] gives us useful insight to identify major bottlenecks, but for any deeper understanding, a physical simulation tool is necessary.
The schematic layout of a WDM link simulation using our toolkit is shown in Fig. 7(a) . To simulate the link we pass the output of a WDM laser block, which simultaneously outputs five CW frequencies, through five modulators and five ring filters in series on a single waveguide. The drop port of each ring filter is connected to a photodiode. Four of the ring modulators are driven by four different PRBS data streams. The fifth is driven by a clock stream. The simulated input and output electrical waveforms are shown in Fig. 7(b) . Note that the optical rise and fall times and signal delays are neatly captured.
Since all five channels are represented as one complex field signal in the waveguide, very subtle crosstalk can also be seen. That is because in this design, the channels are spaced to be 100GHz apart, while the ring modulator FWHM is 13.8GHz. Depending on other tradeoffs, the optimal channel spacing might be even closer, and this simulation toolkit will allow the designer to inspect the resulting bit-error-rates (BER) in the presence of channel crosstalk. Other non-idealities, such as thermal effects, thermal noise, transistor noise, can be added to the simulation to provide a more realistic prediction of a systems behavior. We next explore the operation of a purely analog, and extremely phase sensitive system, a Pound-Drever-Hall (PDH) locking loop for laser frequency stabilization, using our code. This set of simulations is also more complex as it additionally makes use of noise blocks and of standard CMOS cells to model more complicated electrical driving circuits. The theory of PDH operation is described in [17] . To summarize the concept briefly: the output of a laser is sent through a phase modulator modulated by a sine wave from an RF oscillator and then past a resonant cavity, in our case a ring resonator. The optical carrier picks up a different phaseshift in relation to the modulation sidebands depending on its frequency relative to the ring reference frequency. The carrier and the sidebands are beat together on a photodiode and the resulting RF signal is mixed down to baseband using the same, equally delayed, signal from the RF oscillator. The DC component of the output is the PDH error function and its sign indicates whether the laser frequency needs to be adjusted up or down to match that of the cavity. The error function is fed back on the laser and decreases laser phase noise by "locking" the laser frequency to that of the resonant cavity. The PDH scheme has two operation regimes: a low modulation frequency regime where both the laser and the modulation sidebands fall within the cavity resonance, and a high modulation frequency regime where the sidebands remain outside of the cavity.
A schematic layout of this system, using ideal photonic and electronic components, is shown in Fig. 8(a) . The error function output in both the low modulation and high modulation regimes is shown in Fig. 8(b) ., where they are compared to, and show excellent agreement with, results generated using hand calculated transfer-functions and joint time and frequency domain simulations in MATLAB. As in the SSB case writing and running the MATLAB code to simulate the output of the PDH took more time and was more complicated than setting up the schematic and running the VerilogA code. Note that the VerilogA output closely matches the MATLAB output. To predict the performance of a real system with non-ideal components, a new schematic is created using accurate, non-idealized blocks for the photonics components and the actual CMOS driving circuitry in a 65nm 10LPe CMOS process. The parameter values in blocks for the photonics components are based on measured results from devices our group has designed and tested in the lab. The driving circuitry blocks shown in the schematic are designed inhouse using the CMOS component models provided by the CMOS foundry, to satisfy the needs and constraints of the photonic components and of the full system. Figure 9(a) . shows a schematic of this full system. As can be seen, this schematic is significantly more complex that the idealized schematic in Fig. 8 .
Simulations of the whole system can then be run, and performance achievable in the lab can be predicted. Furthermore, sensitivity to operating point, operating conditions, fabrication variations, various optical and electronic noise sources, and changes in component type or design can be explored. This allows for a much better understanding of system performance and robustness than previously possible. A closed loop simulation shows the PDH in transient operation, as the feedback signal from the PDH loop changes the laser frequency to the cavity frequency ( Fig. 9(b) .) To further demonstrate the code, we add phase noise to our laser using standard VerilogA noise blocks. A noise analysis is performed in Cadence Virtuoso, as would be done for purely electrical circuits. The resulting laser phase noise in both the open loop (unsuppressed) and closed loop (suppressed) case are shown in Fig. 9(c) . For this particular set of loop parameters, the PDH lock is successful and mid-frequency phase noise is suppressed by >50dB.
Thus, our VerilogA toolkit allows us to successfully and usefully model the performance of complex hybrid systems. 
Conclusions
A Cadence toolkit, written in VerilogA, for simulating optical devices in conjunction with electronic circuits has been presented and verified. To correctly capture phase-phenomena and interference effects while avoiding numerical instabilities, the optical electric field is represented by the real and imaginary parts of both a forward and backward propagating signal. Relevant optical electrical interactions are captured. To minimize run time and simplify coding, the analytic signal representation is used, and the simulations are carried out relative to an arbitrarily chosen reference frequency. A set of fundamental photonic components are identified, and each is described at the physical level, such that the characteristics of any composite device will be created organically. We show that resonant effects in composite devices such as ring filters and modulators, and phase-effects in composite devices like single sideband modulators are correctly, organically captured by these models. We further show the ability to jointly simulate optics and electronics for entire systems including a WDM link, and a Pound-Drever-Hall laser stabilization loop complete with standard cell models of all the CMOS driving circuitry and noise. Our toolkit opens the possibility for system designers to easily build and simulate complex heterogeneous electronic-photonic circuits.
