ABSTRACT
Introduction
Systems of simultaneous matrix equations are essential mathematical tools in science and technology. In many applications, at least some of the parameters of the system are represented by fuzzy rather than crisp numbers. So, it is very important to develop a numerical procedure that would appropriately handle and solve fuzzy matrix systems. The concept of fuzzy numbers and arithmetic operations were first introduced and investigated by Zadeh [1] and Dubois [2] .
Since M. Friedman et al. [3] proposed a general model for solving a n × n fuzzy linear systems whose coefficients matrix is crisp and the right-hand side is a fuzzy number vector in 1998, many works have been done about how to deal with some advanced fuzzy linear systems such as dual fuzzy linear systems (DFLS), general fuzzy linear systems (GFLS), fully fuzzy linear systems (FFLS), dual fully fuzzy linear systems (DFFLS) and general dual fuzzy linear systems (GDFLS), see [4] [5] [6] [7] [8] [9] . However, for a fuzzy linear matrix equation which always has a wide use in control theory and control engineering, few works have been done in the past decades. In 2010, Gong Zt [10, 11] investigated a class of fuzzy matrix equations AX B    by means of the undetermined coefficients method, and studied least squares solutions of the inconsistent fuzzy matrix equation by using generalized inverses. In 2011, Guo X. B. [12] studied the minimal fuzzy solution of fuzzy Sylvester matrix equations AX X    B C   . Recently, they [13] considered the fuzzy symmetric solutions of fuzzy matrix equations
The LR fuzzy number and its operations were firstly introduced by Dubois [2] . In 2006, Dehgham et al. [6] discussed the computational methods for fully fuzzy linear systems whose coefficient matrix and the right-hand side vector are denoted by LR fuzzy numbers. In this paper, we propose a practical method for solving a class of fuzzy matrix system AX B    B  0 1 r in which A is an m × n crisp matrix and is an m × p arbitrary LR fuzzy numbers matrix. In contrast, the contribution of this paper is to generalize Dubois' definition and arithmetic operation of LR fuzzy numbers and then use this result to solve fuzzy matrix systems numerically. The importance of converting fuzzy linear system into two systems of linear equations is that any numerical approach suitable for system of linear equations may be implemented. In addition, since our model does not contain parameter r,  , its numerical computation is relatively easy.  
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where ij are crisp numbers and ij b are LR fuzzy numbers, is called a LR fuzzy matrix equation (LRFME).
Using matrix notation, we have
A LR fuzzy numbers matrix
is called a solution of the LR fuzzy matrix systems if  satisfies (2).
Method for Solving LRFME
In this section we investigate the LR fuzzy matrix system (2) . Firstly, we propose a model for solving the LR fuzzy matrix system, i.e., convert it into two crisp systems of matrix equations. Then we define the LR fuzzy solution and give its solution representation to the original fuzzy matrix system. At last, the existence condition of the strong LR fuzzy solution to the original fuzzy matrix system is also discussed.
Extended Crisp Matrix Equations
By using arithmetic operations of LR fuzzy numbers, we extend the LR fuzzy matrix Equation (2) into two crisp matrix equations.
Theorem 3.1. The LR dual fuzzy linear Equation (2) can be extended into two crisp systems of linear equations as follows: where s , are determined as follows: 
Proof. Let
Then the fuzzy matrix Equation (1) can be rewritten in the block forms
Thus the original system (1) is equivalent to the following fuzzy linear equations
Now we consider the Equations (4). Let be the ith row of matrix A, , we can represent
Denoting and
, we have
, ,
we can write the system (2) as Suppose the system
has a solution. Then, the corresponding mean value   
, , ,
Meanwhile, the left spread and the right spread of the solution can be derived from solving the following crisp linear system 
Finally, we restore the Equation (5) and obtain above matrix Equations (3) and (4).
The proof is completed.
Computing Model Matrix Equations
In order to solve the original fuzzy linear Equation (2), we need to consider crisp matrix Equations (3) and (4). Since Equations (3) and (4) are crisp, their computation is relatively easy. In general [14] , the minimal solutions of matrix systems (3) and (4) can be expressed uniformly by
and
respectively, no matter the Equations (3) and (4) are consistent or not. It seems that we have obtained the solution of the original fuzzy linear system (2) as follows:
But the solution vector may still not be an appropriate LR fuzzy numbers vector except for . So we give the definition of the minimal LR fuzzy solution to the Equation (2) as follows:
. If is the minimal solution of Equation (3), and 
Numerical Examples
In this section, we work out two numerical examples to illustrate the proposed method. Example 4.1. Consider the fuzzy matrix systems:
The coefficient matrix A is nonsingular and the extended matrix S is singular. By the Theorem 3.1., the mean value x, the left spread x and the right spread 
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Conclusion
numbers matrix. We converted the fuzzy matrix system into two crisp matrix equations and obtained the LR fuzzy solution to the original fuzzy system by solving crisp matrix equations. Moreover, the existence condition of strong LR fuzzy solution was studied. Numerical ex-
In this work we proposed a general model for solving the fuzzy matrix equation
where A is an m × n crisp matrix and is a n × p arbitrary LR fuzzy amples showed that our method is effective to solve LR fuzzy matrix equations.
