Abstract. The classical inexact Newton algorithm is an efficient and popular technique for solving large sparse nonlinear system of equations. When the nonlinearities in the system are wellbalanced, a near quadratic convergence is often observed, however, if some of the equations are much more nonlinear than the others in the system, the convergence is much slower. The slow convergence (or sometimes divergence) is often determined by the small number of equations in the system with the highest nonlinearities. The idea of nonlinear preconditioning has been proven to be very useful. Through subspace nonlinear solves, the local high nonlinearities are removed, and the fast convergence can then be restored when the inexact Newton algorithm is called after the preconditioning. Recently a left preconditioned inexact Newton's method was proposed in which the nonlinear function is replaced by a preconditioned function with more balanced nonlinearities. In this paper, we combine an inexact Newton with a restricted additive Schwarz based nonlinear elimination. The new approach is easier to implement than the left preconditioned method since the nonlinear function doesn't have to be replaced, and further more, the nonlinear elimination step doesn't have to be called at every outer Newton iteration. We show numerically that it performs well for, as an example, solving the incompressible Navier-Stokes equations with high Reynolds numbers and on machines with large number of processors.
1. Introduction. In this paper we consider scalable and robust parallel algorithms for solving large sparse nonlinear systems of equations arising from the discretization of partial differential equations. In particular, we focus on the type of systems in which a small number of equations are more nonlinear than the rest of the equations. This type of problems appears quite often in many areas of computational science and engineering. For example, if a Newton method is used in an implicit CFD calculation, it happens very often that when there is a local high nonlinearity such as a boundary layer or a corner singularity, the convergence stagnates by the small number of residual functions associated with the local high nonlinearities [5, 15, 20, 25, 28, 29] . Recent progress in developing nonlinear algorithms that are not too sensitive to local high nonlinearities include the ideas of nonlinear elimination and nonlinear preconditioning. In nonlinear elimination [19, 24] , the local high nonlinearities are removed implicitly so that they don't participate in the global Newton iterations which act only on a subset of the equations in the system. The idea of nonlinear preconditioning [6] is to reduce the global impact of these few highly nonlinear components using a local nonlinear preconditioner. The global Newton is used for the entire set of equations in the system. In this paper, we propose and study numerically a different nonlinear preconditioning technique in which the nonlinear function doesn't need to be changed, as in ( [6] ), and we show that this approach is considerably easier to implement. Consider the nonlinear system of equations F (u) = 0, in this new approach, we introduce a nonlinear elimination technique a 'right' preconditioner which attempts to make the variable u more acceptable as compared to the approach in ( [6] ) which uses a 'left' preconditioner on the nonlinear function F (·). Since F (·) doesn't have to be changed at all, the new approach can be incorporated into existing software packages for solving nonlinear systems without requiring too much additional effort. Physically speaking, left preconditioning and the new nonlinear elimination carry different meanings. For example, if F (u) is derived from fluid dynamics, u is often the basic flow field such as the velocity and F often represents the conservation laws. In this situation, left preconditioning means the change of the conservative quantities, such as the total mass, and nonlinear elimination means the change of the velocity field.
To construct the nonlinear elimination operator, we introduce a nonlinear version of the linear restricted additive Schwarz preconditioner [8] , which has an interesting property that is not shared with its sibling algorithms such as the additive or the multiplicative Schwarz algorithms. Let us briefly describe this property which we refer to as the reduced boundary effect property, which is something we discovered while running the numerical experiments. Suppose the nonlinear function, denoted as F (u), is the discretization of a second order partial differential equation defined on the domain Ω. Let ω be a subdomain in Ω. When defining the overlapping domain decomposition preconditioner, a subdomain problem has to be solved in ω with an artificial boundary condition imposed on ∂ω. Let u c be the current approximate solution on Ω and u ω the solution on ω. After the subdomain solve, a new approximate solution can be defined as u new which equals to u ω in ω and u c in Ω \ ω. For the new approximate solution the corresponding residual function F (u new ) has a very distinctive feature, that is, it has a large jump along the interface ∂ω; see the right figure in Fig.2 .1 for an illustrative one dimensional example. To reduce the interface jump on the boundary of ω, we introduce a larger domain ω ′ (ω ⊂ ω ′ ⊂ Ω) and solve the subdomain problem defined on ω ′ and then only keep the part of the solution inside ω; i.e., throw away the bad part of the solution in ω ′ \ ω. Of course, to have a good approximation for the whole domain, we need many such subdomain solves covering the entire Ω.
Note that by throwing away the bad part of the solution we obtain not only a better solution but also lower the communication cost when the algorithm is implemented on a distributed memory computer. The theoretical understanding of the nonlinear restricted additive Schwarz preconditioner is out of the scope of this paper, and we believe it may not be a trivial matter because a satisfactory theory for the linear restricted additive Schwarz preconditioner is yet to be established.
Consider a given nonlinear function F : R n → R n , we are interested in finding a vector u * ∈ R n , such that
. . , u n ), and u = (u 1 , . . . , u n )
T . Inexact Newton algorithms (IN) [10, 13, 21] are commonly used for solving such systems and can briefly be described here. Suppose u (k) is the current approximate solution; a new approximate solution u (k+1) can be computed through
where the inexact Newton direction p (k) satisfies
Here η k ∈ [0, 1) is a scalar that determines how accurately the Jacobian system needs to be solved using, for example, Krylov subspace methods [2, 3, 13, 14] , and λ (k) is another scalar that determines how far one should go in the selected inexact Newton direction [13] . In an ideal case, λ (k) = 1, which means that a full inexact Newton step is taken, however, in many practical situations, λ (k) is much smaller than 1, and this is often due to the fact that some dominate terms of the residual vector F (u (k) ) can't be sufficiently reduced by following the Newton search direction. Small λ (k) implies slow convergence, or stagnation, in some cases. We will show in the paper that once nonlinear elimination is used, full inexact Newton steps become acceptable even for some difficult problems, such as incompressible Navier-Stokes with high Reynolds numbers.
The rest of the paper is organized as follows. In section 2, we introduce the nonlinear additive Schwarz preconditioned system and show how it reduces in certain special cases to known methods. In section 3, we discuss the details of the algorithm. Numerical examples are given in section 4. Some concluding remarks are given in Section 5.
2.
A nonlinear restricted additive Schwarz algorithm. Restricted additive Schwarz (RAS) was first introduced in [8] as a linear preconditioner for solving sparse linear system of equations. It is a modification of the classical additive Schwarz method (AS, [27] ). Comparing with AS, RAS needs less communication, and often less number of iterations, when implemented on distributed memory computers. In this section, we extend RAS to nonlinear problems and the motivation is completely different from what we had for linear problems.
To motivate the work, we first discuss a nonlinear elimination algorithm [24] and some of its features. Let F (·) be the discretization of a one-dimensional nonlinear boundary value problem (Poisson, for example) defined on a domain Ω = (0, 1) and u c be an approximate solution of the nonlinear system F (u) = 0 defined on Ω with the corresponding residual F (u c ). To illustrate the situation, we provide a picture of u c and F (u c ) in Fig.2 .1 (the blue curves or the curves marked with "o"). It is clear that u c is not close to the desired solution, since F (u c ) is not close to zero. The idea of nonlinear elimination is to make some components of F (u c ) zero, or close to zero. Let us denote by ω ⊂ Ω as the interval in which F (u c ) is to be reduced, then we can describe the algorithm as follows.
Step 1: Find u ω , which approximately solves
where F ω is the restriction of F (·) in the subdomain ω. We assume u ω satisfies the boundary condition
Step 2: Obtain a new global approximate solution
The new solution u new is shown in Fig.2 .1 (the red curve on the left marked with "x"). The interesting thing is that the corresponding residual function F (u new ) (the red curve of the right figure in Fig.2 .1 marked with "x"), which is indeed very small inside the subdomain ω and is not changed outside of ω. However, on the boundary of ω, the function values increase quite a bit. This is not unexpected. the transition from u ω to u c may be hardly noticeable, but the first and second derivatives change a lot. The calculation of F (u new ) involves second derivatives at the boundary points of ω, and therefore F (u new ) has sharp jumps. The jumps need to be removed or reduced for the algorithm to be useful.
Below we introduce a nonlinear restricted additive Schwarz technique which is based on the nonlinear elimination idea just outlined, but with two key differences: (1) We do not assume we know which components to eliminate before hand; (2) After the local nonlinear elimination we keep the solution in the "true" interior of ω and throw away values near the boundary of ω.
For the purpose of parallel computing, we decompose the domain into subdomains and the eliminations are carried out on every subdomains in parallel. More precisely, if any components in a subdomain need to be eliminated, then all components in the subdomain are eliminated. Suppose the system to be solved has n unknowns and n equations. Let S = (1, . . . , n) be an index set; i.e., one integer for each unknown u i and F i . We assume that S 1 , . . . , S N is a non-overlapping partition of S in the sense that
Let n i be the dimension of S i ; then,
Using the partition of S, we introduce subspaces of R n and the corresponding restriction and extension matrices. For each S i we define V i ⊂ R n as
and R 0 i as an n × n restriction (also extension) matrix whose kth column is either the kth column of the n × n identity matrix I n×n if k ∈ S i or zero if k ∈ S i . We next introduce an overlapping partition of S. Let S δ i be an extension of S i ; i.e.,
where δ is an positive integer indicating the size of the overlap. In the case that S is from a finite element mesh we usually assign some meaning to the integer δ as follows. If δ = 0, then S 0 i = S i . If δ = 1, we say the overlap is 1, which means only nodes in S that have distance 1 to S i are included in S 1 i . In general, S δ i contains all nodes in S whose distances to S i are no more than δ. Because of the recursive definition, we have Using the restriction operator, we define the subdomain nonlinear function as
We next define the major component of the algorithm, namely the nonlinearly preconditioned function. For any given v ∈ R n , in each overlapping subspace we find a vector v δ i ∈ V δ i that solves the subdomain nonlinear system
Note that the dimension of the problem is n δ i and v is considered as a given vector. Then, we define
and the nonlinear preconditioning operator G as
We will refer to G as the nonlinear restricted additive Schwarz operator, or simply restricted additive Schwarz (RAS). Note that the evaluation of the function G(v), for a given v, involves the solution of nonlinear systems on all subdomains S δ i . Very often, these nonlinear systems don't need to be solved very accurately. If the overlap is zero, then this is simply a nonlinear block Jacobi algorithm.
In (2.4), if R 0 i is replaced by R δ i , the resulting nonlinear elimination operator would be the regular nonlinear additive Schwarz method. We tested the regular method for several nonlinear equations but didn't obtain satisfactory results.
In the linear case, this algorithm is the same as the restricted additive Schwarz preconditioned Richardson's method. Using the usual notation, if
then, with a simple calculation, we have
. We mention that in the linear case, there is another version of RAS, if we switch the operators R 0 i with R δ i . We haven't studied this version for nonlinear problems.
3. The NKS-RAS algorithm. In this section we first give a high level description of the general algorithm and then discuss the details of each major component.
3.1. The basic algorithm. The goal is to solve equation (1.1) with a given initial guess u (0) . Suppose we are at iteration k and u (k) is the current approximate solution.
Algorithm 3.1 (NKS-RAS).
Step 1 (The Nonlinearity Checking Step): Check the local and global stopping conditions.
• If the global condition is satisfied, stop.
• If the local conditions indicate that nonlinearities are not balanced, go to
Step 2.
• If the local conditions indicate that nonlinearities are balanced, setũ
go to Step 3. Step 2 (The RAS Step): Solve local nonlinear problems on the overlapping subdomains to obtain the subdomain correction v
δ i R δ i F (u (k) + v δ i ) = 0 for i = 1, · · · , N .
Drop the solution in the overlapping part of the subdomain and compute the global function
Go to Step 3.
Step 3.2. The nonlinearity checking step. To check the balance of the nonlinearity is difficult, if not impossible. At the current approximate solution u (k) , if we take the Taylor's expansion of the function as
then the values of the bilinear form,
, tell us how nonlinear the function is in the neighborhood of u (k) , however, the desired values are often too expensive to compute. We use the following algorithm to check the balance of the nonlinearity. Algorithm 3.2 (Nonlinearity-checking). At the k-th iteration,
Nonlinearity is not balanced if
where 0 < ρ < 1 is a pre-chosen constant; or else it is balanced. The above mentioned algorithm is based purely on the partitioned domain. For the problems that we are working on (to be reported in the Numerical experiments section), F (·) arises from the discretization of the Navier-Stokes equations. The pointwise values of the residual F (·) represents how well the conservation laws are satisfied. F δ i (·) represents how well the conservation laws are satisfied in the i th subdomain. Other techniques may be used. For example, if there are multiple physical fields, such as velocity, vorticity, etc., then we can also check the residual values for each of the field separately and determine which field equations are more nonlinear than the others. A combination of the domain-based and field-based approaches may provide another choice in certain applications.
3.3. The RAS step. This is the nonlinear elimination step, and is called between two outer Newton iterations when the nonlinearity is not balanced. Its purpose is to provide a better "initial" guess for the next outer Newton iteration. When the nonlinearity is well-balanced, the global Newton method should work well by itself and this RAS step can be skipped. There are several issues: (1) how to define the subdomains? (2) how big an overlap to use? (3) how accurately the subdomain nonlinear systems should be solved? In this paper, the subdomains are all obtained via domain decomposition without considering the physical meanings of the equations. As to the size of the overlap, we will show some computational experiments in the next section using different sizes.
On each subdomain, the nonlinear subsystem to be solved takes the form
which can be solved using Newton method with zero initial guess, (v
k be the current solution, then a new solution is computed by first finding a search direction p
and then compute
is a linesearch parameter. Since the solution v δ i is a correction to the outer Newton solution, it should be close to zero when u (k) is approaching the solution of the global system. If the subsystem is not too large, the Jacobian system can be solved simply with Gaussian elimination on a single processor. In some situations, if the subsystem is too large for a single processor, NKS can be used, with possibly further partitioning and another level of elimination for the purpose of parallel processing.
A subsystem is set up for each subdomain, but not all of them need to actually be "solved". Very often, after checking the initial residual G i ((v δ i ) 0 ) , the subsystem can immediately be declared as solved since the stopping condition is satisfied
where ε r and ε a are the relative and absolute tolerances for the subdomain nonlinear problem. Once all the subsystems are solved, the solutions are gathered to form a global correction
to be added to the current solution u (k) . The operation (3.4) is mathematically very important as it removes the values in the overlapping regions. Computationally, it involves nothing: neither computation nor communication.
We note that the RAS based nonlinear elimination operator G has an interesting property that is
which simply means that the elimination step doesn't need to be performed more than once per Newton iteration. The proof is straightforward. Because S 1 , . . ., S N is a non-overlapping partition of S, and R 0 j is an n × n matrix whose k-th column is either the k-th column of the n × n identity matrix
Therefore, from equations (2.5) and (2.4),
When the nonlinear elimination procedure (2.5) is applied twice in a row,
where w 3.11) 3.4. The NKS step. This is the step to solve the global nonlinear system (1.1). The only connection of this step and the RAS step is the initial guess; otherwise they are fairly independent, except in practice, they often use the same data structure. Let u (k) be the current approximate solution, and J the Jacobian of F (·) at u (k) ,
and J i , the restriction of the global Jacobian to the subdomain Ω δ i , i.e.,
To advance the solution from the current solution u (k) , we first find
where p (k) = M −1p(k) and λ (k) is a linesearch parameter. M −1 can be any preconditioner for J. Since the Schwarz framework is used at the nonlinear elimination step, it is natural to use the same framework for M . To define the additive Schwarz preconditioner, let M −1 i be the inverse of J i or some approximation of the inverse, then the additive Schwarz preconditioner can be written as
We remark that this overlapping factor δ doesn't have to be the same as the one in the nonlinear RAS step. In principle, the partition of the subdomains for building the preconditioner (3.14) doesn't have to be the same partition as in the nonlinear RAS step, but for the convenience of the implementation, we simply use the same partition. Many other linear preconditioners, such as the linear RAS, can also be used in (3.12), instead of (3.14).
Numerical experiments.
We report some results of our numerical experiments in this section using the new algorithm, NKS-RAS, and we also compare the new results with those obtained using a standard inexact Newton method. We consider a two-dimensional driven cavity flow problem [16] formulation, in terms of the velocity u, v, and the vorticity ω, defined on the unit square Ω = (0, 1) × (0, 1),
The boundary conditions are: u = v = 0 for the bottom, left and right part of the boundary; and u = 1, v = 0 for the top boundary. The boundary condition on ω is given by its definition:
We vary the Reynolds number Re in the experiments because, in general, as Re increases the problem becomes harder to solve.
The usual uniform mesh finite difference approximation with the 5-point stencil is used to discretize the boundary value problem. Upwinding is used for the divergence (convective) terms and central differencing for the gradient (source) terms. To obtain a nonlinear algebraic system of equations F , we use natural ordering for the mesh points, and at each mesh point, we arrange the unknowns in the order of u, v, and ω. The partitioning of F is through the partitioning of the mesh points. Fig. 4.1 shows a typical mesh, together with an overlapping partition with interior points marked as In all tests, the initial guess for the global Newton iteration is zero for u, v and ω. We stop the global Newton iterations if
In the nonlinear RAS step of the algorithm, we stop the subdomain Newton iterations if
The global Jacobian system is solved with GMRES(30). The global linear iteration is stopped if the relative tolerance
is satisfied. In the nonlinearity checking step, we use ρ = 0.75.
In practice, there is usually a range of ρ that one can choose from. We first present a comparison of NKS-RAS with the regular NKS. In NKS the preconditioner is the regular additive Schwarz (3.14). In Fig.4.2 , we show the history of the norm of the residual of several test runs with different Reynolds numbers on a 256 × 256 mesh using the regular NKS (marked with •) and NKS-RAS (marked with * ). The mesh is partitioned into 256 subdomains (16 in each direction) and each subdomain is assigned to one processor. As the Reynolds number increases, the nonlinear system becomes more difficult to solve. NKS with the standard line search fails to converge once the Reynolds number passes a certain value. We did not try to employ other techniques, such as pseudo-time stepping [22] or parameter/mesh continuations [28, 29] , to improve the convergence of NKS. On the other hand, NKS-RAS converges for a much larger range of Reynolds numbers as shown in Fig.4 .2 without employing any special techniques. The number of global Newton iterations does not change much as we increase the Reynolds number, and in all tests, the nonlinear RAS is called only once at the very first iteration. During the RAS iteration, the number of local Newton iterations ranges from 0 to 10.
An interesting question is why the use of the nonlinear RAS helps so much the convergence of the outer Newton iteration. To answer the question theoretically is beyond the scope of the paper. A similar question about why the linear RAS works so well as a linear preconditioner is still an unanswered question, as far as we know. Some recent papers show that in some special cases, a version of the linear RAS is in fact closely related to the parallel Schwarz algorithm of Lions [12, 23] . Sometimes the norm of the residual F (u (k) ) , as shown in Fig.4 .2, does not tell us much about the pointwise value of the residual function F (u (k) ) itself. As a matter of fact, the work in this paper is mostly motivated by inspecting the surface plots (not just the norm) of the residual function for each of the physical fields. In Fig 4. 3, we show the surface plots for each of the three components of F (u (k) ) corresponding to the two velocity components u and v and the vorticity component ω. The top three figures are for the residual functions from the regular NKS iterations, and the bottom three figures are for the residual functions from the new algorithm.
For this particular mesh and Reynolds number, both algorithms converge and NKS takes a few more iterations than NKS-RAS. For the NKS run, we observe that the dominant part of the residual is the vorticity component near the top corner of the computational domain. For the NKS-RAS run, the dominant component of the vorticity function near the corner is removed by the RAS iteration (see the bottom figure of Fig. 4.3) . Once the dominant component is removed, the global Newton algorithm converges in a small number of iterations. Six iterations are needed to reach convergence in this case. RAS is used in the first iteration to remove the dominant peak in the nonlinear residual. In the other five iterations, there are no dominant nonlinear components according to the nonlinearity-checking condition and therefore RAS is not used.
The side effect of the RAS iteration includes the spreading of the dominant residual to other components, and to other areas of the computational domain, near the boundary of the subdomains. The interesting thing is that the newly created peaks in the residual functions do not seem to decrease the overall convergence rate.
We next address various scalability issues of the algorithm. In Tables 4.1 and 4 .2, we present the numbers of global Newton iterations, the average numbers of global GMRES iterations, the ranges of local Newton iterations in RAS, the overlap size, and the total compute times for various Reynolds numbers, the number of processors, and mesh sizes.
As the Reynolds number increases, the nonlinearity is more concentrated near the two top corners of the computational domain. That makes the distribution of nonlinearity more unbalanced. In fact, the classical NKS method starts to show divergent behaviors once the Reynolds number exceeds 3 × 10 4 on all of our test runs. On the other hand, NKS-RAS converges on all of our test runs for all the Reynolds . This shows that the RAS step has indeed provided some balancing of the nonlinearities to the nonlinear problem under consideration. Note that for large Re, bifurcation may happen, but we do not intend to deal with that in this paper.
There are two overlap parameters in the algorithms; one for the nonlinear RAS step and one for the linear Schwarz preconditioner in the NKS step. They don't have to be the same, and in some situations, much better results can be obtained by using different values of overlap. To find the best combination is often a trial and error step.
Here we consider a case where the RAS overlap is fixed to be 4 and the effect of the NKS overlap is given in Table 4 .3. We can see that in general, the algorithm converges better as the overlap increases. On the other hand, a larger overlap also increases inter-process communications. Consequently, choices for overlap width are usually between 2 and 4. Finally we present a comparison, in Table 4 .4, of the algorithm when RAS is used only once, with the case when RAS is used at every iteration. In most situations, it is enough to use RAS once. This suggests that once the local highly unbalanced components are removed, Newton method converges well without requiring any further intervention. 
