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EXPONENTIAL COORDINATES AND REGULARITY OF
GROUPOID HEAT KERNELS
BING KWAN SO
Abstract. We prove that on an asymptotically Euclidean boundary groupoid,
the heat kernel of the Laplacian is a smooth groupoid pseudo-differential operator.
1. Introduction
In this notes we study the regularity of certain groupoid heat kernels.
1.1. The problem. We begin with stating our problem, recalling some basic nota-
tions along the way. Our motivation will be explained in the next section.
First of all, we briefly recall the notion of geoupoid pseudo-differential operators
and heat kernels. The theory is developed by Nistor, Weinstein and Xu [8] and is
considered classical.
Let G ⇒ M be a Lie groupoid. We shall assume G is Hausdorff. Denote the
source and the target maps by s and t respectively. We shall use the convention
s(ab) = s(b),∀a, b ∈ G, t(b) = s(a). For each x ∈ M, write Gx := s
−1(x) for the
s-fiber over x, and T⊥G := {X ∈ TG : ds(X) = 0}. Note that T⊥G is just the
tangent space of all the Gx.
Definition 1.1. A pseudo-differential operator Ψ on a groupoid G of order ≤ m is
a smooth family of pseudo-differential operators {Ψx}x∈M, where Ψx ∈ Ψ
m(Gx), and
satisfies the right invariance property
Ψs(a)(r
∗
af) = r
∗
gΨt(a)(f), ∀a ∈ G, f ∈ C
∞
c (Gs(a)).
If, in addition, all Ψx are classical of order m, then we say that Ψ is classical of order
m.
Definition 1.2. The operator Ψ is called uniformly supported if the set
{ab−1 : (a, b) ∈ Supp (Ψ)}
is a compact subset of G.
One particularly interesting groupoid differential operator is the Laplacian. Let
A→ M be the Lie algebroid of G with anchor map ν : A→ TM, and E be a vector
bundle over M. Let gA be a Riemannian metric on A and ∇
E be an A-connection
on E (for the definition of an A-connection and other details, see [3]). By right
invariance, one obtains a (family of) Riemannian metric and connection, which we
still denote by GA and ∇
E respectively, on Gx.
Definition 1.3. The Laplacian ∆E is the family of operators {∆Ex}x∈M, where
∆Ex :=
n∑
i=1
(∇EXi∇
E
Xi
−∇E
∇E
Xi
Xi
),
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and Xi is any local orthonormal basis of TGx.
Note that ∆E is elliptic, and its principal symbol does not depend on the chosen
connection ∇E.
In the shortest term, the heat kernel of ∆E is defined to be
Definition 1.4. The family Q := {Qx}, where for each x ∈ M, Qx is the heat kernel
of ∆Ex , is called the heat kernel of ∆
E.
Equivalently, one can describe the operator Q as a reduced kernel.
Definition 1.5. For any Ψ = {Ψx}x∈M ∈ Ψ
∞(G). The reduced kernel of Ψ is defined
to be the distribution
KΨ (f) :=
∫
M
u∗(Ψ(i∗f))(x) µM(x), f ∈ C
∞
c (G),
where i and u denote respectively the inversion and unit inclusion.
The important point here to note is that, while each Qx is defined by a smooth
kernel (not compactly supported), Qx may not be a smooth family. In terms of
reduced kernel, it is not clear that the reduced kernel of Q is smooth, although it is
easy to see that Q is continuous.
Therefore, the regularity problem amounts to proving
Conjecture 1.6. Given certain groupoid G ⇒ M with M compact, the reduced heat
kernel of Q is smooth.
The main difficulty of establishing Conjecture 1.6 is that the groupoid G is in
general non-compact, and there is no obvious transversal structure to enable one to
compare different s-fibers.
1.2. Motivations and known results. The most notable partial result for Con-
jecture 1.6 is probably that of [4], where the author proves that the heat kernel on
the holonomy groupoid is smooth. His proof uses heavily the constant rank of the (in
general singular) foliation, which in turn enables one to naturally lift the orthogonal
complement of the foliation on M to G.
Not much is known about groupoids with non-constant rank. The case of man-
ifolds with boundary was proven by Melrose [6], using explicit construction with
boundary defining functions. Essentially the same argument was used by Albin [1],
generalizing the result to edge calculus. However these techniques do not gener-
alize easily to other groupoids, because there is no obvious definition of boundary
function.
For groupoids not of the edge type, the only example we know is that of [9]. There,
the author gives a criterion for the derivatives of the groupoid multiplication, and
then verify that the symplectic groupoid of the Bruhat Poisson structure satisfies
these properties. Our argument here will essentially follow similar lines.
Our main motivation of establishing the regularity is in line of the authors quoted
above. For example, the renormalized integral considered in [1] and [9] requires
the integrand to be differentiable. That in turn means it is necessary to establish
Conjecture 1.6 in order to obtain a renormalized index formula by the heat kernel
method.
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Another potentially interesting application of the results in this notes is on the
polyhedral domain technique developed by Nistor et. al. The arguments developed
in here may result in novel a-prior estimates for their numerical calculation.
Last but not the least, this notes can been seen as a sequel of [10], where the author
attempts to generalize the classical theory of singular pseudo-differential calculus,
using groupoids only. It appears the exponential coordinates defined here is central
to many results (for example, smooth extension property) for boundary groupoids.
1.3. An overview of the argument. As far as we know, the exponential coor-
dinates [7] is the only way to construct local complements of the s-foliation. In
general, exponential coordinates are very arbitrary and therefore its use in estimat-
ing derivatives is limited. In the case of boundary groupoid with exponential isotropy
subgroups (which implies these Lie groups are solvable and simply connected), the
situation is easier as one only needs a finite cover of the singular invariant sub-
manifolds.
In Section 2, we shall give a technical introduction of these exponential coor-
dinates. Then we study the change in coordinates formulas, as well as groupoid
multiplication under these coordinates.
In Section 3, we first recall the construction of the heat kernel by the method of
Levi parametix. Then we directly show that on each exponential coordinate patch,
derivatives of the Levi paramterix converges uniformly, thanks to the estimation
done in Section 2. Hence we conclude that the groupoid heat kernel is smooth.
2. Asymptotically Euclidean boundary groupoids
Definition 2.1. Let G ⇒ M be a Lie groupoid with M compact. We say that G is
a boundary groupoid if
(i) The anchor map ν : A → TM stratifies M into invariant sub-manifolds
M0,M1, · · · ,Mr ⊂ M;
(ii) For all k = 0, 1, · · · r, M¯k := Mk
⋃
Mk+1
⋃
· · ·
⋃
Mr are closed, immersed
sub-manifolds of M;
(iii) G0 := s
−1(M0) = t
−1(M0) ∼= M0 × M0, the pair groupoid, and Gk :=
s−1(Mk) = t
−1(Mk) ∼= Gk × (Mk ×Mk) for some Lie groups Gk;
(iv) For each k, there exists (unique) sub-bundles A¯k ⊂ A|M¯k such that A¯|Mk =
ker(ν|Mk).
For simplicity, we shall also assume that Gk and Mk are connected, hence all
s-fibers are connected.
On any boundary groupoids we have the following fundamental estimates [10].
Fix any Riemannian metric g¯ on M. For each k ≥ 1, let d(·, M¯k) be the distance
function defined by g. For each k ≥ 0, fix a function ρk ∈ C
∞(M) such that ρk > 0
on M \ M¯k and ρk = d(·, M¯k) on some open set containing M¯k.
Lemma 2.2. For each k, there exists a constant ωk such that for any x lying in
some open neighborhood of M¯k, X ∈ Ax,
(1) |dρk ◦ ν(X)| ≤ ωkρk(x)|X|gA .
Lemma 2.3. For each k, let ωk be defined in the previous Lemma 2.2. Suppose
further that |dρk ◦ν(X)| ≤ ωkρk(x)|X|gA for any X ∈ A. Then for any x ∈ M, a, b ∈
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Gx,
(2) ωkd(a, b) ≥
∣∣∣∣log
(
ρk(t(b))
ρk(t(a))
)∣∣∣∣ .
In this notes, we consider the simple case G = (M0 ×M0)
⊔
(M1 ×M1 × R
q). In
the following we write ω := ω1, ρ := ρ1, and we let dimM1 = p,dimM0 = n = p+ q.
In the same vein, we recall the definitions of uniformly degenerate and non-
degenerate in [10].
Definition 2.4. The groupoid G is said to be non-degenerate if there exist constants
ω′1, ω
′
2, · · · , ω
′
r > 0 such that
|ν(X)| ≥ ω′kρk(x)|X|gA ,
for any x ∈ M¯k−1,X ∈ Ax, andX⊥A¯k; The groupoid G is said to be uniformly degen-
erate if there exist constants ω1, ω2, · · · , ωr, ω
′
1, · · ·ω
′
r > 0 and exponents λ1, · · · λr,
λ′1, · · · , λ
′
r ≥ 2 such that
|dρk ◦ ν(X)| ≤ ωk(ρk(x))
λk |X|gA and |ν(X)| ≥ ω
′
k(ρk(x))
λ′
k |X|gA ,
for any x ∈ M¯k−1,X ∈ Ax, and X⊥A¯k.
2.1. The exponential map. Let G ⇒ M be a Lie groupoid with M compact.
Denote the Lie algebroid of G by A → M and anchor map by ν. Fix a Riemannian
metric on A.
Given any smooth section X ∈ Γ∞(A), denote by Xr the right invariant vector
field on G with s∗Xr = 0 and Xr|M = X. Since M is compact, it is standard that
Xr is a complete vector field on G, hence one has a well defined map
expX : M→ G,
given by the flow of Xr form each x ∈ M ⊂ G. It is a well known fact that t ◦ expX
equals the flow of ν(X) on M and hence is a expX is an admissible section. Define
EX := dt ◦ d(expX|A) : A→ A.
We list some basic properties of the exponential map [7], [5]:
(i) For any X,Y ∈ C∞(A), expX expY = expY expEX ;
(ii) For any x ∈ M, ((expX)(x))−1 = exp(−X)(EνX (x)), where E
ν
X : M → M is
the flow of ν(X).
Notation 2.5. For any collection of sections ZI = (Z1, · · ·Z|I|) ∈ Γ
∞(A), denote
expZI := expZ|I| expZ|I|−1 · · · expZ2 expZ1.
For any µ = (µ1, · · · , µ|I|) ∈ R
|I|, denote
exp(µ · ZI) := expµ|I|Z|I| expµ|I|−1Z|I|−1 · · · expµ2Z2 expµ1Z1.
We specialize the construction of exponential coordinates in [7] to our case. Fix
an orthonormal bases {Y1, · · · , Yq} of R
q. We regard it as a basis of TM1 × R
q and
extend to an orthonormal set of sections on some neighborhood of M1, which we still
denote the extension by {Y1, · · · , Yq}. Let V˜α ⊂ M ⊂ G be a coordinate patch on M,
V˜α
⋂
M1 6= ∅. We may assume that A|V˜α is trivial. Fix a orthonormal basis
{Y1, · · ·Yp,X
(α)
1 , · · · ,X
(α)
q } ⊂ Γ
∞(A|V˜α),
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and extend X(α) to smooth compactly supported sections.
Notation 2.6. For any τ ∈ Rq, denote by
‖τ‖ := |τ1|+ · · · + |τq|,
the 1-norm of τ . Given r,M > 0, define
T (r,M) := {(x, τ) ∈ M×Rq : ρ(x) < re−M‖τ‖}.
Clearly T (r′,M ′) ⊆ T (r,M) whenever r′ ≥ r,M ′ ≥M .
Definition 2.7. Given {Y1, · · ·Yp,X
(α)
1 , · · · ,X
(α)
q } as above, and a arbitrary collec-
tion ZI = {Z1, · · · , Z|I|} ⊂ Span R{X
(α)
1 , · · · ,X
(α)
q }, (over all α) define the function
x
(α)
ZI
: Vα × R
p+q → G,
x
(α)
ZI
(x, µ, τ) := exp τ · Y exp µ ·X(α) expZI(x).
Lemma 2.8. There exists ε, r0,M > 0 such that x
(α) is a local diffeomorphism from
(−ε, ε)p × T (r0,M) onto its image.
Proof. By the inverse function theorem it suffices to prove that the differential of x
is invertible. It is straightforward to compute for any a = x(x, µ, τ), the ‘coordinate
vector fields’ are given by
∂τi(a) = dra(EτqYq · · ·Eτi+1Yi+1Yi(E
ν
τiYi
· · ·Eντ1Y1E
ν
µ·X(α)
EνZI (x))),(3)
∂µi′ (a) = dra(Eτ ·Y EµpX(α)p
· · ·E
µi′+1X
(α)
i′+1
Yi′(E
ν
µi′X
(α)
i′
· · ·Eν
µ1X
(α)
1
EνZI (x))).
In view that ds(∂x) = ∂x, it suffices to show that ∂τi , ∂µi′ is a basis of T
⊥G. Following
Equation (3), one writes
EτqYq · · ·Eτi+1Yi+1Yi(E
ν
τiYi
· · ·Eντ1Y1E
ν
µ·X(α)
EνZα
I
(x))
:=
( q∑
j=1
wjiYj +
p∑
j′=1
wj′iX
(α)
j′
)
(Eντ ·Y E
ν
µ·X(α)
EνZα
I
)(x))
Eτ·Y EµpX
(α)
p
· · ·E
µi′+1X
(α)
i′+1
X
(α)
i′ (E
ν
µi′ ·X
(α)
i′
· · ·Eν
µ1X
(α)
1
EνZα
I
(x))
:=
( q∑
j=1
wji′Yj +
p∑
j′=1
wj′i′X
(α)
j′
)
(Eντ ·YE
ν
µ·X(α)
EνZα
I
)(x)).
Observe that at x ∈ M1, wji = 1 if i = j, wj′i′ = 1, and zero otherwise. Moreover,
it is clear that the x-derivatives of w are bounded by C1e
M1‖τ‖. It follows that for
any (x, τ) ∈ T (r,M1) with r > 0 sufficiently small, we can write
(4)
(
wji wj′i
wji′ wj′i′
)
= I +
(
w′ji w
′
j′i
w′ji′ w
′
j′i′
)
,
with the last term on the right hand side uniformly small, hence
(
wji wj′i
wji′ wj′i′
)
is
invertible, and the assertion follows. 
In the rest of this notes we shall make the following additional assumption:
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Assumption 2.9. For some T (r0,M), the map x
(α) are diffeomorphisms. In other
words, x(α) defines a local coordinate patch.
Notation 2.10. We denote the image of x(α) by Uα. For fixed µ, τ , denote x
(α)(µ, τ)
to be the (local) section exp τ · Y expµ ·X(α) expZIα .
Remark 2.11. In general, if G is not Abelian, then |Eτ ·Y | is not uniformly bounded.
If G is nilpotent, then |Eτ ·Y | is bounded by estimate of the form e
(log |τ |)2 . See [10,
Appendix B].
2.2. Groupoid multiplication. The main advantage of the exponential coordi-
nates we constructed, is that the groupoid multiplication can be described rather
explicitly.
To begin with, consider exp τiYix
(α)(x, µ, τ). Recall that by definition, exp tYi
x(α)(x, µ, τ) is just the integral curve of the vector field Y ri from x
(α)(x, µ, τ), eval-
uated at τi. So we write
Y ri (x
(α)(x, µ, τ)) :=
q∑
j=1
vji(x, µ, τ)∂τj (x, µ, τ) +
p∑
j′=1
vj′i(x, µ, τ)∂µj′ (x, µ, τ).
In other words,
Yi(E
ν
τ (α)·Y
Eν
µ(α)·X(α)
EνXI (x)) =
q∑
j=1
vjiEτqYq · · ·Eτj+1Yj+1Yj(E
ν
τjYj
· · ·Eντ1Y1E
ν
µ·X(α)
(x))
+
p∑
j′=1
vj′iEτ ·Y EµpX
(α)
p
· · ·E
µj′+1X
(α)
j′+1
X
(α)
j′ (E
ν
µj′X
(α)
j′
· · ·Eν
µ
(α)
1 X
(α)
1
(x)).
Note that
(
vji vj′i
vji′ vj′i′
)
=
(
wji wj′i
wji′ wj′i′
)−1
, with the right hand side defined in
the proof of Lemma 2.8.
It is now straightforward to write
exp tYix
(α)(x, µ, τ) := x(α)(x, ϕ(x, µ, τ, t), ψ(x, µ, τ, t)),
where (ϕ(x, µ, τ, t), ψ(x, µ, τ, t)) is just the solution of the system of ODE
dϕj′(x, µ, τ, t)
dt
=vj′i(x, ϕ(x, µ, τ, t), ψ(x, µ, τ, t))(5)
dψj(x, µ, τ, t)
dt
=vji(x, ϕ(x, µ, τ, t), ψ(x, µ, τ, t))
with the obvious initial condition ϕ(x, µ, τ, 0) = µ,ψ(x, µ, τ, 0) = τ .
As in Equation (4), observe that when x ∈ M1, ∂τi = Y
r
i . In other words vji = δji,
and vj′i = 0. Clearly, the derivatives ∂xvji(x, µ, τ), ∂xvj′i(x, µ, τ) are bounded by
C2e
M2‖τ‖. It follows that we have the a-prior estimate
|ψj(x, µ, τ, t) − τi| ≤ ρ(x)C2e
M2‖τ‖t ≤ C2rt,
whenever x ∈ T (r,K),K ≥ M2. In particular, if (x, τ) ∈ T (re
−qC2rt0 ,K), then
ψ(x, µ, τ, t) is well defined for −t0 ≤ t ≤ t0 since (x, ψ(x, µ, τ, t)) ∈ T (r,K).
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In turn, the a-prior estimate implies∣∣vji(x, ϕ(x, µ, τ, t), ψ(x, µ, τ, t)) − δji∣∣ ≤ρ(x)C2eM2(‖τ‖+qC2rt)∣∣vj′i(x, ϕ(x, µ, τ, t), ψ(x, µ, τ, t))∣∣ ≤ρ(x)C2eM2(‖τ‖+qC2rt).
Integrating with respect to t, we get
|ψj(x, µ, τ, t) − δjit− τj| ≤ρ(x)(qr)
−1eM2(‖τ‖+qC2rt)(6)
|ϕj′(x, µ, τ, t) − µj′ | ≤ρ(x)(qr)
−1eM2(‖τ‖+qC2rt).
The case for exp tZx(α)(x, µ, τ), t ∈ [0, 1], where Z ∈ Span {X(α)} (over all α) is
similar. Again one writes
exp tZx(α)(x, µ, τ) = x(α)(x, ϕ˜(x, µ, τ, t), ψ˜(x, µ, τ, t)),
and one has
dϕ˜j′(x, µ, τ, t)
dt
=vj′i′(x, ϕ˜(x, µ, τ, t), ψ˜(x, µ, τ, t))(7)
dψ˜j(x, µ, τ, t)
dt
=vji′(x, ϕ˜(x, µ, τ, t), ψ˜(x, µ, τ, t)).
Using the same arguments as above, we get wji′(x, ϕ˜, ψ˜) = 0 for any x ∈ M1 and
(8) |ψ˜j(x, µ, τ, t) − τj| ≤ ρ(x)(qr)
−1eM2(‖τ‖+qC2rt).
Remark 2.12. Observe that one can also write
exp tZx(α)(x, µ, τ) = expτ ·Y expEτ ·Y tZ x
(α)(x, µ, 0)(x).
The techniques leading to Equation (6) can be further refined to give an estimate of
the derivatives of the multiplication map. First consider d(exp tYi)∂x(x
(α)(x, τ, µ)).
Clearly, one has
d(exp tYi)∂x(x
(α)(x, τ, µ)) =
(
∂x +
q∑
j=1
(∂xψj)∂τj +
p∑
j′=1
(∂xϕj′)∂µj
)
(x(α)(x, ϕ, ψ)).
To estimate ∂xψ(x, µ, τ, t) and ∂xϕ(x, µ, τ, t), differentiate Equation (5) with respect
to x to get
d
dt
∂xϕj′(x, µ, τ, t)(9)
=
(∂vj′i
∂x
+
p∑
i′=k
∂ϕk′
∂x
∂vj′i
∂µk′
+
q∑
i=k
∂ψk
∂x
∂vj′i
∂τk
)
(x, ϕ(x, µ, τ, t), ψ(x, µ, τ, t))
d
dt
∂xψj(x, µ, τ, t)
=
(∂vji
∂x
+
p∑
k′=1
∂ϕk′
∂x
∂vji
∂µk′
+
q∑
k=1
∂ψk
∂x
∂vji
∂τk
)
(x, ϕ(x, µ, τ, t), ψ(x, µ, τ, t)).
Moreover, ∂xϕ(x, µ, τ, 0) = ∂xψ(x, µ, τ, 0) = 0.
Recall that |∂xvj1(x, ϕ(x, µ, τ, t), ψ(x, µ, τ, t))| ≤ ρ(x)(qr)
−1eM2(‖τ‖+qC2r|t|), for some
constants C2,M2 > 0. As for the terms in the summation, note that at x ∈ M1, vj1
are just constants, therefore ∂τivj1, ∂µi′ vj1 vanish. It follows that ∂τivj1, ∂µi′ vj1 are
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bounded for (x, τ) lying in some T (r0,K). In other words, we have a linear equation
of the form
d
dt
(
∂xψ
∂xϕ
)
(x, µ, τ, t) ≤ A
(
∂xψ
∂xϕ
)
(x, µ, τ, t) + ρ(x)(qr)−1eM2(‖τ‖+qC2rt).
for some constant matrix A. Integrating, one obtains:
Lemma 2.13. One has
(d exp tYi)∂x(x
(α)(x, τ, µ)) = ∂x +X,
where X ∈ T⊥G and satisfies an estimate the form
|X| ≤ C3e
M3(‖τ‖+|t|),
for some constants C3,M3.
The case for ∂τk and ∂µk′ is much simpler. Observe that both vector lies in T
⊥G,
therefore
(d exp tYi)∂τk(x
(α)(x, τ, µ)) = drexptYi x
(α)(x,τ,µ)(EtYi(dr
−1
x(α)(x,τ,µ)
∂τk)).
Since the metric g on T⊥Gis right invariant, we have
(10) |(d exp tYi)∂τk | ≤ C4e
M4t|∂τk |,
for some constants C4,M4, and clearly similar estimate holds for ∂µk′ . Here, the
important point to note is that the estimate does not depend on (x, µ, τ).
2.3. Change of coordinates. In this section we turn to the change of coordinate
formulas. Observe that suppose one has x(β)(x, µ, τ) = x(α)(x, ϕ(x, µ, τ), ψ(x, µ, τ)),
then
x(β)(x, µ, τ) = exp τ · Y expx(β)(x, µ, 0) = exp τ·Y x
(α)(x, ϕ(x, µ, 0), ψ(x, µ, 0)).
Suppose that (ϕ(x, µ, 0) − 2ε, ϕ(x, µ, 0) + 2ε)p ⊂ (−εα, εα)
p, where
x(α) : (−εα, εα)
p × (Vα
⋂
T (r,K))→ G.
Then, by possibly by restricting T (r,K), ϕ(x, µ, τ) and ψ(x, µ, τ) can be computed
using Equation (6). In particular, the second equation of (6) implies ϕ(x, µ, τ) still
lies in the domain of x(α). Moreover, repeated use of the first equation of (6) now
implies that
‖ψ(x, µ, τ1, 0, · · · , 0)− ψ(x, µ, 0, · · · , 0)− τ‖ ≤ ρ(x)C2e
M2(|τ1|+‖ψ(x,µ,0,··· ,0)‖)
‖ψ(x, µ, τ1, τ2, 0, · · · , 0)− ψ(x, µ, τ1, 0, · · · , 0)− τ‖ ≤ ρ(x)C2e
M2(|τ2|+‖ψ(x,µ,τ1,0,··· ,0)‖)
≤ ρ(x)C2e
M2(|τ2|+|τ1|+ρ(x)C2eM2(|τ1|+‖ψ(x,µ,0)‖))
...
‖ψ(x, µ, τ) − τ‖ ≤ ρ(x)C4e
M4‖τ‖.
Here, note the assumption (x, τ) ∈ T (r,K),K ≥ C2, implies all term on the right
hand side are bounded. On the other hand, Lemma 2.13 implies that one has esti-
mations for the change of coordinate vector fields:
‖∂xψ(x, µ, τ)‖ ≤C5e
M5‖τ‖.
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Fix a collection of coordinate charts
x(α) : (−εα, εα)
p × (Vα
⋂
T (r, C))→ G,
and ε > 0 such that for all x,∈ Vα, µ
(α) ∈ (−ε(α), ε(α)), there exists β (possibly same
as α) such that
x(α)(x, µ(α), 0) = x(β)(x, µ(β), τ (β))
for some µ(β) ∈ Rp satisfying (−2ε + µ(β), 2ε + µ(β)) ⊆ (−εβ , εβ)
p.
Since the product
(11) x(α2)(Eν
x
(α1)(µ1,τ1)
(x), µ2, τ2)x
(α1)(x, µ1, τ1)
is by definition just an iteration of left multiplication by admissible sections of the
form expZ then followed by exp τ2 · Y . In particular, we may change coordinates so
that
x(α1)(x, µ1, τ1) = x
(β1)(x, µ′1, τ
′
1),
where (−ε+ µ′, ε+ µ′) ⊆ (−εβ , εβ)
p. Then by Equation (6) we have
expZ1x
(β1)(x, µ′1, τ
′
1) = x
(β1)(x, µ′′1 , τ
′′
1 ),
such that ‖τ ′′1 − τ1‖ ≤ ρ(x)C6e
M6‖τ1‖ for some C6,M6 ≥ 0. Obviously the same
arguments can be iterated to compute (11).
At the same time, one can estimate of the differential of each successive left mul-
tiplication by Lemma 2.13 and Equation (10). Hence we conclude that
Theorem 2.14. There exist some r,H > 0 such that whenever x ∈ B(re−kH), ‖τi‖ ≤
1, i = 1, 2, · · · k,
x(αk)(µk, τk) · · · x
(α1)(µ1, τ1)(x) = x
(β)(x, µ, τ)
for some exponential coordinate chart x(β). Moreover, one has
d(x(αk)(µk, τk) · · · x
(α1)(µ1, τ1))(∂x) = ∂x + V,
where ∂x on the right hand side is the coordinate vector field on x
(β), and V ∈ T⊥G
(i.e. V is spanned by ∂
τ
(β)
j
and ∂
µ
(β)
j′
), is such that
|V | ≤ C7e
M7k,
for some constant C7,M7 > 0.
3. The groupoid heat kernel
In terms of reduced kernel and convolution product, the heat kernel is defined as:
Definition 3.1. A (groupoid) Heat kernel of ∆ is a continuous section
Q ∈ Γ0(G × (0,∞)),
such thatQ(a, t), Q(a−1, t) are smooth when restricted to all Gx×(0,∞), and satisfies:
(i) The heat equation
(∂t +∆)Q(a, t) = 0;
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(ii) The initial condition
lim
t→0+
Q ◦ u = u, ∀u ∈ Γ∞c (G),
where ◦ denotes the convolution product
κ0 ◦ κ1(a) :=
∫
b∈G(a)
κ0(ab
−1)κ1(b)db, ∀ κ1, κ2 ∈ C
0
c (G), a ∈ G.
3.1. Construction of the heat kernel. In this section, we briefly review how one
constructs the heat kernel of a generalized Laplacian operator [2]. For simplicity, we
only consider the scalar case.
By [2], there exists a formal power series Φ(a, t) :=
∑∞
i=1 t
iΦi(a) that satisfies the
equation
(∂t +∆)(4πt)
−n
2 e−
d(a,s(a))2
4t Φ(a, t) = 0.
Fix a cutoff function φ supported on B(M, ̺0) such that φ = 1 on the smaller set
B(M, ̺02 ) := {a ∈ G : d(a, s(a)) ≤
̺0
2 }. Write
GN (a, t) := φ(a)(4πt)
−n
2 e−
d(a,s(a))2
4t
N∑
i=1
tiΦi(a), t ∈ (0,∞).
For each N > n2 , define the sections R
(k)
n ∈ Γ∞(G × [0,∞)):
R
(1)
N := (∂t +∆)GN
R
(k)
N :=
∫ t
0
RN (·, t− s) ◦R
(k−1)
N (·, s)ds
=
∫ t
0
∫
s−1(a)
Rn(ab
−1, t− s)R
(k−1)
N (b, τ)µs(a)(b)ds
Q
(0)
N :=GN
Q
(k)
N :=
∫ t
0
GN (·, t− s) ◦R
(k)
N (·, s)ds, k ≥ 1
=
∫
s∈Σk
GN (·, t− ‖s‖) ◦R
(1)
N (·, s1) ◦ · · · ◦R
(1)
N (·, sk)ds,
where Σk := {(s1, · · · , sk) ∈ R
k, s1, · · · , sk ≥ 0, s1 + · · · + sk ≤ t}, and ds is the
Lebesgue measure. Then the heat kernel is constructed by taking the sum Q :=∑∞
k=0(−1)
kQ
(k)
N (·, t).
To simplify notation, we shall write RN := R
(1), and omit the reference to t.
3.2. C l estimation near G1. Let {x
(α)} be the family coordinate patches defined
in Section 2.3. Define U0α := {x
(α)(x, µ, τ) : τ ∈ (−1, 1)q} and U0 :=
⋃
α U
0
α. Fix a
partition of unity θα of U subordinated to Uα.
In the construction of GN , we may assume that ̺ is sufficiently small, such that
(s∗ρ)−1[0,
r
2
)
⋂
B(M, ̺) ⊂ U0.
Fix another cutoff function χ ∈ C∞c (R) such that χ = 1 on [0,
1
2 ] and 0 on [1,∞).
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Given smooth compactly supported functions κ0, · · · , κk on G, it is straightforward
to write for any a ∈ G:
κ0 ◦ · · · ◦κk(a)
=
∫
b1∈Gs(a)
∫
b2∈Gt(b1)
· · ·
∫
bk∈Gt(bk−1)
κ0(ab
−1
1 · · · b
−1
k )κ1(b1) · · · κk(bk)dbk · · · db1.
Suppose that κi is supported on U
0 for all i. Then one can write
(κ0 ◦ · · · κk)(a) =
∑
α1,··· ,αk
∫
(µi,τi)∈(−1,1)k(p+q)
κ0
(
a(x(αk)(µk, τk) · · ·x
(α1)(µ1, τ1)(x))
−1
)
×
k∏
i=1
θαiκi
(
x(αi)(Eν
x
(αi−1)(µi−1,τi−1)
· · ·Eν
x
(α1)(µ1,τ1)
(x), µi, τi)
) k∏
i=1
dµidτi.
Consider differentiating the integrand with respect to x.
It is clear that (dEν
x
(αi−1)(µi−1,τi−1)
· · ·Eν
x
(α1)(µ1,τ1)
)(∂x) ≤ C8e
M8i, for some con-
stant C8,M8 > 0. It follows that∣∣L∂x(θαiκi(x(αi)(Eνx(αi−1)(µi−1,τi−1) · · ·Eνx(α1)(µ1,τ1)(x), µi, τi))
∣∣ ≤ |dθαiκi||∂x|C8eM8i.
We turn to the derivatives of κˆ(a) := κ0(a(x
(αk)(µk, τk) · · · x
(α1)(µ1, τ1)(x))
−1) on
some exponential coordinates patch x(β). One has
κˆ(x(β)(x, µ, τ))
=κ(x(β)(µ, τ)xˆ(αk)(µk, τk) · · · xˆ
(α1)(µ1, τ1)(E
ν
x
(αi−1)(µi−1,τi−1)
· · ·Eν
x
(α1)(µ1,τ1)
(x)),
where xˆ(αi)(µ, τ) := expZ1 · · · expZ|I| expµ1X
(αi)
1
· · · exp
µpX
(αi)
p
expτ1Y1 · · · expτqYq . Sup-
pose further that x ∈ B(re−k(H+(|I|+p+q)ω),M1), then
Eν
x
(αi−1)(µi−1,τi−1)
· · ·Eν
x
(α1)(µ1,τ1)
(x) ∈ B(re−kH ,M1),
and from Theorem 2.14, one can write:
κˆ(x(β)(x, µ, τ)) = κ
(
x(β
′)(Eν
x
(αi−1)(µi−1,τi−1)
· · ·Eν
x
(α1)(µ1,τ1)
)(x), ϕ(x, µ, τ), ψ(x, µ, τ)
)
.
Note that since κ0 is supported on U
0, the right hand side vanishes if ‖τ‖ > kH1 for
some H1. Moreover, by the second part of Theorem 2.14, one has the estimate∣∣L∂x κˆ(x(β)(x, µ, τ))∣∣ ≤ C9eM9k|dκ0|.
In particular, put
κ0(a) :=χ(2r
−1s∗ρ(a))GN (a),
κi(a) :=χ(2r
−1s∗ρ(a))RN (a), i ≤ k − 1,
κk(a) :=χ(2r
−1Hks∗ρ(a))RN (a).
Differentiating under the integral sign and summing over all αi, we conclude that
Lemma 3.2. One has the uniform estimate∣∣∂x(χ(2r−1s∗ρ)GN ◦ χ(2r−1s∗ρ)RN ◦ · · · ◦ χ(2r−1s∗ρ)RN(12)
◦ χ(2r−1Hks∗ρ)RN
)
(x(β)(x, µ, τ))
∣∣ ≤ C10eM10k,
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for some C10,M10 (note thatM8 is independent of s,N). Moreover the same estimate
holds for the ∂τj and ∂µj′ derivatives.
3.3. C1 estimation away from G1. In the following, we make the additional as-
sumption that G is non-degenerate or uniformly degenerate. Denote by ι : M0×M0 →
G the embedding of the invariant sub-manifold. Since the target and source maps
on M0×M0 are respectively the projection onto the first and second factor, one has
(t × s) ◦ ι = idM0×M0 .
Using the fact that dt(V˜ ) = ν(dr−1a (V˜ )), for any V˜ ∈ TaG, a ∈ G satisfying ds(V˜ ) =
0, it follows that
(13) dι(V ⊕ 0) = drι(x,y)(ν
−1(V )),
for any V ⊕ 0 ∈ T(x,y)M0 ×M0. Similarly,
(14) dι(0 ⊕W ) = d(i ◦ rι(y,x))(ν
−1(W )).
It is straightforward to compute the coordinate vector fields for the exponential
coordinates:
dt(∂τi(x, µ, τ)) =ν(EτqYq · · ·Eτi+1Yi+1Yi)(E
ν
τiYi
· · ·Eντ1Y1E
ν
µ·X(α)
EνZ
I(α)
(x))
dt(∂µi′ (x, µ, τ)) =ν(E
ν
τ ·YEµpX
(α)
p
· · ·E
µi′+1X
(α)
i′+1
X
(α)
i′ )(E
ν
µi′X
(α)
i′
· · ·Eν
µ1X
(α)
1
EνZ
I(α)
(x)).
Similarly, one computes
dt(∂x(x, µ, τ)) = d(E
ν
τ ·Y E
ν
µ·X(α)
EνZ
I(α)
)(∂x(x))
ds(∂x(x, µ, τ)) = ∂x(x),
where ∂x(x) on the right hand side is regarded as a tangent vector on M.
On G0 = M0 ×M0, one can write
(κ0 ◦ · · · ◦ κk)(a) =(t× s)
∗
∫
ι∗κ0(t(a), b1)
( k−1∏
l=1
ι∗κl(bl, bl+1)
)
ι∗κk(bk, s(a))db1 · · · dbk.
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It is then straightforward to differentiate along the coordinate vector fields:
∂x(κ0 ◦ · · · ◦ κk)(a)
=
∫ (
LdEν
τ ·Y E
ν
µ·X(α)
Eν
Z
I(α)
∂x⊕0ι
∗κ0
)
(t(a), b1)
( k−1∏
l=1
ι∗κl(bl, bl+1)
)
ι∗κk(bk, s(a))db1 · · · dbk
+
∫
ι∗κ0(t(a), b1)
( k−1∏
l=1
ι∗κl(bl, bl+1)
)(
L0⊕∂xι
∗κk(bk, s(a))
)
db1 · · · dbk
∂τi(κ0 ◦ · · · ◦ κk)(a)
=
∫ (
Lν(EτqYq ...Eτi+1Yi+1Yi)⊕0
ι∗κ0
)
(t(a), b1)
( k−1∏
l=1
ι∗κl(bl, bl+1)
)
ι∗κ(bk, s(a))db1 · · · dbk
∂µi′ (κ0 ◦ · · · ◦ κk)(a)
=
∫ (
L
ν(Eν
τ ·Y EµpX
(α)
p
···E
µ
i′+1
X
(α)
i′+1
X
(α)
i′
)⊕0
ι∗κ0
)
(t(a), b1)
( k−1∏
l=1
ι∗κl(bl, bl+1)
)
ι∗κ(bk, s(a))db1 · · · dbk.
Using Equation (14) and the hypothesis that G is non-degenerate or uniformly
degenerate, we have the estimate
(15) |L0⊕∂xι
∗κk(bk, s(a))| = |(Lν−1(∂x)ri
∗κk)(ι(s(a)), bk)| ≤ |∂x||dκk|(ω
′ρ(s(a)))−λ
′
,
Using same arguments with 0⊕ ∂x replaced by dE
ν
τ ·Y E
ν
µ·X(α)
EνZ
I(α)
∂x ⊕ 0, one gets
(16)
∣∣LdEν
τ ·Y E
ν
µ·X(α)
Eν
Z
I(α)
∂x⊕0ι
∗κ0(t(a), b1)
∣∣ ≤ C8eM8‖τ‖|∂x||dκ0|(ω′ρ(s(a)))−λ′ .
(Here we used the fact that |dEντ ·Y E
ν
µ·X(α)
EνZ
I(α)
∂x| ≤ C8e
M8‖τ‖|∂x|.) Again, put
κ0 := (1− χ(2r
−1s∗ρ))GN , or χ(2r
−1s∗ρ)GN ,
κi := (1− χ(2r
−1s∗ρ))GN , or χ(2r
−1s∗ρ)RN , i ≤ k − 1,
κk := (1− χ(2r
−1Hks∗ρ))RN , or χ(2r
−1Hks∗ρ)RN ,
but except the combination appeared in the last section. Observe that
ι∗κ0(t(a), z1)
( k−1∏
l=1
ι∗κl(zl, zl+1)
)
ι∗κk(zk, s(a)) = 0,
unless ρ(s(a)) ≥ H−ke−kωχ0 . Together with Equations (15) and (16), one gets the
uniform bound
∣∣∣L∂x(ι∗κ0(t(x(α)(x, µ, τ), b1)(
k−1∏
l=1
ι∗κl(bl, bl+1)
)
ι∗κk(bk, x)
)∣∣∣ ≤ C11eM11k.
In other words, one has∣∣∂x(− χ(2r−1s∗ρ)GN ◦ χ(2r−1s∗ρ)RN◦ · · · ◦ χ(2r−1s∗ρ)RN ◦ χ(2r−1Hks∗ρ)RN
+GN ◦RN ◦ · · · ◦RN
)
(x(β)(x, µ, τ))
∣∣ ≤ C12eM12k,(17)
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and similar for other coordinate vector fields.
3.4. Regularity of the heat kernel. Adding Equation (17) and Lemma 3.2 to-
gether, and using the fact that the volume of the set Σ ⊂ Rk equals (k!)−1tk, it
follows that the sum
∞∑
k=0
(−1)kQ
(k)
N (·, t).
converges uniformly and absolutely in C1 for N sufficiently large.
Clearly, similar arguments holds for all l = 1, 2, · · · (in particular Equation (5) can
be differentiated repeatedly and estimates in the form of Lemma 2.13 still holds).
Hence we conclude that
Theorem 3.3. Let G be a boundary groupoid of the form G = M0 × M0
⊔
M1 ×
M1×R
q, that is either non-degenerate or uniformly degenerate. Suppose furthermore
that there exists a finite collection of exponential coordinates charts {x(α)} satisfying
Assumption 2.9. Then the heat kernel Q lies in C∞(G × (0,∞)).
Acknowledgements
The author would like to thank Victor Nistor for many useful discussions. This
project is supported by the AFR(Luxembourg) postdoctoral fellowship.
References
[1] P. Albin. A renormalized index theorem for some complete asymptotically regular metrics: the
Gauss-Bonnet theorem. Adv. in Maths,, 213(1):1–52, 2007.
[2] N. Berline, E. Getzler, and M. Vergne. Heat kernels and Dirac operators. Springer-Verlag, 1992.
[3] R.L. Fernandes. Lie algebroids, homonomy and characteristic classes. Adv. in Maths., 170:119–
179, 2002.
[4] J. L. Heitsch. Bismut super-connections and the Chern characters for Dirac operators on foliated
manifolds. K-Theory, 9:507–528, 1995.
[5] K. Mackenzie. Lie groupoids and Lie algebroids in differential geometry. Cambridge University
Press, 1987.
[6] R.B. Melrose. The Atiyah-Patodi-Singer index theorem. A K Peters, 1993.
[7] V. Nistor. Groupoids and integration of Lie algebroids. J. Math. Soc. Japan, 52(4):847–868,
2000.
[8] V. Nistor, A. Weinstein, and P. Xu. Pseudodifferential operators on differential groupoids. Pac.
J. Maths, 189(1):117–152, 1999.
[9] B.K. So. Pseudo-differential operators, heat calculus and index theory of groupoids satisfying
the Lauter-Nistor condition. PhD thesis, The University of Warwick, 2010.
[10] B.K. So. On the full calculus of pseudo-differential operators on boundary groupoids with
polynomial growth. preprint, arXiv.org/abs/1111.7274, 2011.
