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Abstract
In [J. Math. Phys. 37 (1996) 1336–1348] the existence of solutions to the boundary value
problem (1.1)–(1.2) was analyzed for isotropic scattering kernels on Lp spaces for p ∈ (1,∞).
Due to the lack of compactness in L1 spaces, the problem remains open for p=1. The purpose
of this work is to extend this analysis to the case p = 1 for anisotropic scattering kernels. Our
strategy consists in establishing new variants of the Schauder and the Krasnosel’skii ﬁxed point
theorems in general Banach spaces involving weakly compact operators. In L1 context these
theorems provide an adequate tool to attack the problem. Our analysis uses the speciﬁc properties
of weakly compacts sets on L1 spaces and the weak compactness results for one-dimensional
transport equations established in [J. Math. Anal. Appl. 252 (2000) 767–789].
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1. Introduction
In this paper we are concerned with existence of solution to the following boundary
value problem:


x
(x, ) + (x, ,(x, )) + (x, ) =
∫ 1
−1
(x, , ′)f (x, ′,(x, ′)) d′ (1.1)
under general boundary conditions where x ∈ [−a, a] for a parameter 0 < a < ∞
and  ∈ [−1, 1]. This equation describes the transport of particles (neutrons, photons,
molecules of gas, etc.) in a plane parallel domain with a width of 2a mean free paths.
The function (x, ) represents the number (or probability) density of gas particles
having the position x and the direction cosine of propagation . The functions (., ., .)
and (., ., .) are called, respectively, the collision frequency and the scattering kernel.
The transport equation was considered in different ﬁelds of mathematical physics
to describe transport processes of particles. Thus, in kinetic theory of gas where we
must describe the interaction of gas molecules with the solid walls bounding the region
where the gas ﬂows, the theoretical problem is to relate the distribution function of
molecules leaving a solid surface to the distribution of molecules arriving at the same
surface. However, the boundary conditions which describe this interaction are very
complex because the reaction of a gas molecules with a wall is so complicated. This is
due mainly to our lack of knowledge of the structure of surface layers of solid bodies
and hence of the effective interaction of the gas molecules with the wall (see, for
example, [6]).
In our framework, the boundary conditions are modelled by
− = H(+), (1.2)
where + (resp. −) is the restriction of  to D+ (resp. D−) with D+ (resp. D−) is
the outgoing (resp. the incoming) part of the phase space boundary while H denotes a
linear bounded operator from a suitable function space on D+ to a similar one on D−.
The choice of an arbitrary bounded linear operator to model the boundary conditions
is motivated by our desire to give an uniﬁed treatment which covers the all known
classical boundary conditions such as vacuum boundary conditions, specular reﬂections,
diffuse reﬂections, periodic and mixed type boundary conditions.
In the work [16] (see also [15]) several existence results for the boundary value
problem (1.1)–(1.2) were obtained in Lp spaces context with 1 < p < ∞ for isotropic
scattering kernels. The analysis was carried out via topological arguments and uses the
compactness results established in [13] for one-dimensional transport equations with
isotropic scattering kernels. The purpose of this work is to continue this analysis in
L1 spaces for anisotropic scattering kernels. Due to the lack of compactness in L1
spaces, the approach used in [16], based on the Schauder ﬁxed point theorem, fails in
L1 context (which is the natural setting of the problem where (., .) has the meaning
of a density of particles). Our strategy consists in establishing ﬁxed point theorems
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of the Schauder and the Krasnosel’skii type on general Banach spaces which can be
applied directly to solve our problem.
Note that the boundary value problem (1.1)–(1.2) may be transformed into the
following ﬁxed point problem
A+ B = , (1.3)
where A and B are two nonlinear operators. In some special cases, a useful tool for
solving problems in form (1.3) is the following ﬁxed point theorem due to Krasnosel’skii
(see, for example, Theorem 11.B in [21, p. 501] or [20]) which asserts that, if M is a
nonempty closed, bounded and convex subset of a Banach space X and A and B are two
maps from M into X such that AM+BM ⊂ M, A is compact and B is a contraction
mapping, then A+B has at least one ﬁxed point in M. In recent years much attention
has been paid to this result. In [5] Burton improved this result requiring, instead of
AM + BM ⊂ M, the more general condition (x = Bx + Ay, y ∈ M) ⇒ x ∈ M.
In a recent paper [3], an analogous version of Krasnosel’skii’s result was established
for the sum of a weakly continuous and weakly compact operator A and a linear
contraction B. This result is modelled on the Schauder–Tychonoff ﬁxed point theorem
(see, for example, [20]) and requires the weak continuity of (I − B)−1A. It turns out
that the results quoted above cannot be applied to solve the boundary value problem
(1.1)–(1.2). In fact, in our context, the operator A is not weakly continuous and B
is not linear. More precisely, the inversion of the streaming operator in (1.1)–(1.2)
yields the sum of a weakly compact operator which is continuous but not necessarily
weakly continuous and a strict contraction which is not linear (see Remark 3.2). This
necessitates to search for a new ﬁxed point theorem of Krasnosel’skii’s type to deal
with this problem. We refer the reader who is interested in the ﬁxed point theorems
involving weakly continuous mapping to O’Regan [18,19] and the references therein.
The outline of this paper is as follows. In Section 2 we present some new ﬁxed
point theorems. We ﬁrst establish a Schauder’s-type ﬁxed point theorem (Theorem
2.1). More precisely, we prove that a map A has a ﬁxed point in a subset M if,
(a) AM ⊆ M, (b) A is continuous and maps relatively weakly compact sets into rela-
tively compact ones and (c) AM is relatively weakly compact. Our approach consists
in seeking for compactness on a subset of M, namely, the closed convex hull of AM.
In the case where M is bounded, we prove that condition (c) may be weakened and
replaced by condition (d) A is w-contractive (see Theorem 2.2). Finally, we establish an
analogous to the Krasnosel’skii ﬁxed point theorem for the sum of a continuous weakly
compact operator A which maps relatively weakly compact sets into relatively compact
ones and a contraction B which maps relatively weakly compact sets into relatively
weakly compact ones (Theorem 2.3). In Section 3 we use the results of Section 2 to
derive the existence of solutions to problem (1.1)–(1.2) in L1 spaces. We ﬁrst consider
the case where (x, ,(x, )) is a multiplication operator, that is, (x, ,(x, )) =
()(x, ) ( is not relabeled). In these conditions, we establish the existence of
solutions to problem (1.1)–(1.2) for wide classes of functions f (., ., .) and scattering
kernels k(., ., .) (Theorem 3.1). Also sufﬁcient conditions ensuring the existence of
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nontrivial positive solutions are given (Proposition 3.2). The general boundary value
problem (1.1)–(1.2) (i.e. (., ., .) is a nonlinear function of (., .)) is discussed in
Theorem 3.2. We ﬁrst transform the problem into a ﬁxed point one involving two
operators depending on the parameter , say,  = A() + B(). The proof of
Theorem 3.2 consists in showing that the operators A() and B() satisfy the conditions
of Corollary 2.2.
We close this introduction by noting that our results provide positive responses to
the question posed at the end of Section 3 in [16].
2. Fixed point theorems
Our purpose here is to establish some ﬁxed point results required in the sequel.
Throughout this section X denotes a Banach space, (X ) is the collection of all
nonempty bounded subsets of X and W(X ) is the subset of (X ) consisting of all
weakly compact subsets of X . Let Br denote the closed ball in X centered at 0 with
radius r > 0. In [9] De Blasi introduced the following map w : (X ) → [0,∞) deﬁned
by
w(M) = inf{r > 0 : there exists a set N ∈ W(X ) such that M ⊆ N + Br}
for all M ∈ (X ). For completeness we recall some properties of w(.) needed below
(for the proofs we refer to [2]). Let M1,M2 ∈ (X ), then we have
(i) If M1 ⊆ M2, then w(M1)w(M2).
(ii) w(M1) = 0 if and only if M1 is relatively weakly compact.
(iii) w(Mw1 ) = w(M1), where Mw1 is the weak closure of M1.
(iv) w(M1) = ||w(M1) for all  ∈ R.
(v) w(co(M1)) = w(M1).
(vi) w(M1 + M2)w(M1) + w(M2).
(vii) If (Mn)n1 is a decreasing sequence of nonempty, bounded and weakly closed
subsets of X with limn→∞ w(Mn) = 0, then ⋂∞n=1 Mn 	= ∅ and w(⋂∞n=1 Mn) = 0,
i.e.
⋂∞
n=1 Mn is relatively weakly compact.
The map w(.) is called the De Blasi measure of weak noncompactness. It has a
simple form in L1-spaces which was given by Appell and De Pascale [2]
w(M) = lim
→0
{
sup
x∈M
{
sup
{∫
E0
|x(t)| dt : E0 ⊆ E, meas(E0)
}}}
(2.1)
for all M ∈ (L1(E)) where meas(.) denotes the Lebesgue measure.
Deﬁnition 2.1. A map f : M ⊆ X → X is said to be w-contractive if it maps
bounded sets into bounded sets and there is  ∈ [0, 1[ such that w(f (V ))w(V ) for
all bounded sets V ⊆ M .
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Let N be a nonlinear operator from X into itself. In what follows, we will use the
following two conditions:
(A1)
{
If(xn)n∈N is a weakly convergent sequence in X , then
(Nxn)n∈N has a strongly convergent subsequence in X .
(A2)
{
If(xn)n∈N is a weakly convergent sequence in X , then
(Nxn)n∈N has a weakly convergent subsequence in X .
Remark 2.1. (1) Operators satisfying (A1) or (A2) are not necessarily weakly con-
tinuous (see Lemma 3.3 and Remark 3.2).
(2) Every w-contractive map satisﬁes (A2).
(3) A map N satisﬁes (A2) if and only if it maps relatively weakly compact sets
into relatively weakly compact ones (use the Eberlein–Šmulian theorem [10, p. 430]).
(4) A map N satisﬁes (A1) if and only if it maps relatively weakly compact sets
into relatively compact ones.
(5) The condition (A2) holds true for every bounded linear operator.
Now we are ready to state our ﬁrst result.
Theorem 2.1. Let M be a nonempty closed convex subset of a Banach space X .
Assume that A : M −→ M is a continuous map which veriﬁes (A1). If A(M) is
relatively weakly compact, then there exists x ∈ M such that Ax = x.
Proof. Let C = co(AM) (the closed convex hull of AM). Since M is a closed convex
subset of X satisfying A(M) ⊆ M, then C ⊆ M and therefore AC ⊆ AM ⊆ co(AM).
This shows that A maps C into itself. By hypothesis, AM is relatively weakly compact,
so applying the Krein–S˘mulian theorem [10, p. 434] one sees that C is weakly compact
too. Let (n)n∈N be a sequence in C, then it has a weakly convergent subsequence,
say (nk ). By hypothesis (Ank ) has a strongly convergent subsequence and therefore
AC is relatively compact. Now the use of the Schauder ﬁxed point theorem concludes
the proof. 
As a consequence of Theorem 2.1, we state the following result which is central in
the proof of Theorem 3.1.
Corollary 2.1. Let M be a nonempty bounded closed convex subset of L1(, d	)
where (, S, 	) is a positive measure space. Assume that A := LN where L is a
bounded linear weakly compact operator on L1(, d	) and N a nonlinear continuous
operator satisfying the condition (A2), which leaves (L1(,d	)) invariant. If A(M) ⊆
M, then there exists x ∈ M such that Ax = x.
Proof. Thanks to Theorem 2.1, it sufﬁces to show that the operator A veriﬁes the
condition (A1) and that A(M) is relatively weakly compact. To this end, let (n)n∈N
be a weakly convergent sequence in L1(, d	). Since N veriﬁes (A2), then the sequence
(Nn)n∈N has a weakly convergent subsequence, say (Nnk ). Next, using the fact that
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the linear operator L is weakly compact together with Theorem 12 in [10, p. 508] we
infer that the sequence (Ank ) is strongly convergent and therefore A satisﬁes condition
(A1). Finally, it follows easily from the properties of L and the boundedness of N that
A(M) is relatively weakly compact. This completes the proof. 
Note that the set M in Theorem 2.1 need not to be bounded. In the case where M
is supposed to be bounded we obtain the following more general result:
Theorem 2.2. Let M be a nonempty bounded closed convex subset of a Banach space
X . Assume that A : M −→ M is a continuous map satisfying (A1). If A is w-
contractive, then there exists x ∈ M such that Ax = x.
Proof. Let M1 = M and Mn+1 = co(AMn). It is clear that the sequence (Mn)n∈N
consists of nonempty closed convex decreasing subsets of M. Since A is w-contractive,
then, for some  ∈ [0, 1), we have
w(M2) = w(co(AM1)) = w(AM1)w(M1).
Proceeding by induction we get
w(Mn+1)nw(M)
and therefore limn→∞ w(Mn) = 0. Using the property (vii) of w(.) we infer that
N := ⋂∞n=1 Mn is a nonempty closed convex weakly compact subset of M. Moreover,
it is easily seen that AN ⊂ N . Accordingly, AN is relatively weakly compact. Now,
the use of Theorem 2.1 concludes the proof. 
Theorem 2.1 will now be exploited to derive a new version of Krasnosel’skii’s ﬁxed
point theorem.
Theorem 2.3. Let M be a nonempty closed bounded convex subset of a Banach space
X . Suppose that A : M −→ X and B : X −→ X such that:
(1) A is continuous, AM is relatively weakly compact and A satisﬁes (A1),
(2) B is a contraction satisfying (A2),
(3) (x = Bx + Ay, y ∈ M) ⇒ x ∈ M.
Then there is x ∈ M such that Ax + Bx = x.
Proof. Since B is a contraction, I − B is continuous. Moreover,
‖(I − B)x − (I − B)y‖‖(x − y)‖ − ‖Bx − By‖(1 − 
)‖x − y‖
for some 
 ∈ (0, 1). This shows that (I − B)−1 exists and is continuous on X .
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Let y be ﬁxed in M, the map which assigns to each x ∈ X the value Bx + Ay
deﬁnes a contraction from X into X . So, according to assumption (3), the equation
x = Bx + Ay has a unique solution x = (I − B)−1Ay in M. Therefore,
(I − B)−1A(M) ⊂ M. (2.2)
Now, deﬁne the sequence (Mn)n∈N of subsets of M by M1 = M and Mn+1 =
co((I − B)−1AMn).
We claim that the sequence (Mn)n satisﬁes the conditions of property (vii) of w(.).
Indeed, it is clear that the sequence (Mn)n consists of nonempty closed convex subsets
of M. Using (2.2) one sees that it is also decreasing. Moreover, since
(I − B)−1AMn ⊆ AMn + B(I − B)−1AMn ⊆ AMn + BMn+1,
it follows from the monotonicity of Mn that
(I − B)−1AMn ⊆ AMn + BMn.
Accordingly, w((I − B)−1AMn)w(AMn) + w(BMn) (use the properties (i) and (vi)
of w(.)). Therefore, since AM is relatively weakly compact, then w((I −B)−1AMn)
w(BMn).
Next, let t > 0 and Y ∈ W(X ) such that Mn ⊆ Y + Bt . Since B is a contrac-
tion with constant 
 one sees that BMn ⊆ BY + Bt
 ⊆ BYw + Bt
. Moreover,
since B satisﬁes hypothesis (A2), it follows that BY is relatively weakly compact.
Accordingly, w(BMn)
w(Mn) and so w(Mn+1)
w(Mn). It follows by induction
that w(Mn)
n−1w(M) and therefore limn−→∞ w(Mn) = 0 because 
 ∈ (0, 1). This
proves the claim.
Now making use of the property (vii) of w(.) we infer that N := ⋂∞n=1 Mn is a
nonempty closed convex weakly compact subset of M. On the other hand, it is easily
seen that (I−B)−1AN ⊂ N . Consequently, (I−B)−1AN is relatively weakly compact.
Finally, it follows easily from the properties of A and the continuity of (I −B)−1 that
the map (I −B)−1A veriﬁes the condition (A1). Now the use of Theorem 2.1 achieves
the proof. 
As a consequence of Theorem 2.3 we have
Corollary 2.2. Let M be a nonempty closed bounded convex subset of L1(, d	),
where (, S, 	) is a positive measure space. Suppose that A : L1(, d	) −→ L1(, d	)
and B : L1(, d	) −→ L1(, d	) are such that:
(1) A := LN where L is a bounded linear weakly compact operator on L1(, d	) and
N a nonlinear continuous operator satisfying condition (A2) which leaves invariant
(L1(,d	)),
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(2) B is a contraction satisfying (A2),
(3) (x = Bx + Ay, y ∈ M) ⇒ x ∈ M.
Then there is x ∈ M such that Ax + Bx = x.
Proof. Using the hypotheses on L and N and arguing as in the proof of Corollary 2.1
one sees that A satisﬁes (A1) and A(M) is relatively weakly compact. Now the result
follows from Theorem 2.3. 
Remark 2.2. It should be noted that the results in Corollaries 2.1 and 2.2 can be
extended to any Banach space which possesses the Dunford–Pettis property.
3. Application to transport equations
The goal of this section is to apply Theorems 2.1 and 2.3 to discuss existence results
for the boundary value problem (1.1)–(1.2) in L1 spaces. To do so, let us ﬁrst make
precise the functional setting of the problem. Let
Y = L1(D; dx d),
where D = [−a, a] × [−1, 1] and (a > 0). Deﬁne the following sets representing the
incoming and the outgoing boundary of the phase space D:
D− = {−a} × [0, 1]
⋃
{a} × [−1, 0],
D+ = {−a} × [−1, 0]
⋃
{a} × [0, 1].
Moreover, we introduce the following boundary spaces:
L−1 := L1(D−; || d) ∼ L1({−a} × [0, 1]; || d) ⊕ L1({a} × [−1, 0]; || d)
:= L−1,1 ⊕ L−2,1,
endowed with the norm
‖−, L−1 ‖ = ‖−1 , L−1,1‖ + ‖−2 , L−2,1‖ =
∫ 1
0
|(−a, )||| d+
∫ 0
−1
|(a, )||| d
andL+1 := L1(D+; | | d) ∼ L1({−a} × [−1, 0]; || d) ⊕ L1({a} × [0, 1]; || d)
:= L+1,1 ⊕ L+2,1,
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endowed with the norm
‖+, L+1 ‖ = ‖+1 , L+1,1‖ + ‖+2 , L+2,1‖ =
∫ 0
−1
|(−a, )||| d+
∫ 1
0
|(a, )||| d;
where ∼ means the natural identiﬁcation of these spaces.
We deﬁne the partial Sobolev space W by
W :=
{
 ∈ Y such that  
x
∈ Y
}
.
It is well known that any function in W possesses traces on D− and D+ belonging to
the spaces L−1 and L
+
1 (see [8] or [11]). They are denoted, respectively, by + = |D+
and − = |D− and represent the outgoing and the incoming ﬂuxes (“+” for outgoing
and “−” for incoming).
Let H be the following bounded boundary operator:
⎧⎪⎪⎨⎪⎪⎩
H : L+1,1 ⊕ L+2,1 → L−1,1 ⊕ L−2,1,
H
(
u1
u2
)
:=
(
H11 H12
H21 H22
)(
u1
u2
)
,
where Hj,k : L+k,1 → L−j,1, Hj,k ∈ L(L+k,1;L−j,1), j, k = 1, 2.
Now we deﬁne the streaming operator TH with domain including the boundary
conditions
⎧⎪⎨⎪⎩
TH : D(TH ) ⊆ Y −→ Y,
 −→ TH(x, ) = − x (x, ) − ()(x, ),
D(TH ) = { ∈ W, such that − = H(+)},
where 0(.) ∈ L∞[−1, 1], + = (+1 ,+2 ) and − = (−1 ,−2 ) with +1 ,+2 ,−1
and −2 given by
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−1 () = (−a, ),  ∈ (0, 1),
−2 () = (a, ),  ∈ (−1, 0),
+1 () = (−a, ),  ∈ (−1, 0),
+2 () = (a, ),  ∈ (0, 1).
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Let 0 be the real deﬁned by
0 :=
⎧⎪⎨⎪⎩
−∗ if ‖H‖1,
−∗ + 1
2a
ln(‖H‖) if ‖H‖ > 1,
where ∗ := lim inf→0 ().
Recall that the half plane 0 := { ∈ C : Re  > 0} is contained in (TH )
(the resolvent set of TH ) and, for any  ∈ 0, we have the estimate established in
[14, Eq. (3.8)]
‖(− TH )−1‖ 
Re + ∗ , (3.1)
where  is a nonnegative constant depending on ‖H‖ if ‖H‖ > 1 (see the proof of
Proposition 3.1 in [14]) and  = 1 if ‖H‖ < 1 (see Proposition 2.1 in [16]).
Remark 3.1. Note that, since (.)0, if H0 (in the lattice sense), then
(− TH )−1(− T0)−10
for  > 0 where T0 is the streaming operator with vacuum boundary conditions, i.e.,
H = 0 (see [13]).
Now let K be the bounded linear operator deﬁned by{
K : Y −→ Y,
 −→ ∫ 1−1 (x, , ′)(x, ′) d′, (3.2)
with (., ., .) is a measurable function from [−a, a] × [−1, 1] × [−1, 1] into R.
Observe that K acts only on the velocity variable ′, so x may be viewed merely as
a parameter in [−a, a]. Hence, we may consider K as a function K(.) : x ∈ [−a, a]
−→ K(x) ∈ L(L1([−1, 1]; d)). In the following we will make the assumptions:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
the function K(.) is strongly measurable, i.e. (3.3)
x ∈ [−a, a] → K(x)g ∈ L1([−1, 1]; d) is measurable for any
g ∈ L1([−1, 1]; d)
there exists a compact subset C ⊆ L(L1([−1, 1]; d))
such that
K(x) ∈ C a.e. on [−a, a], (3.4)
and K(x) ∈ K(L1([−1, 1]; d)) a.e. on [−a, a], (3.5)
where K(L1([−1, 1]; d)) denotes the set of compact operators on L1([−1, 1]; d).
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In view of these observations, we will make use of the following extensive class of
anisotropic scattering operators.
Deﬁnition 3.1. A collision operator K, in form (3.2), is said to be regular if it satisﬁes
assumptions (3.3)–(3.5).
We need also the following result established in [17]:
Lemma 3.1. If the collision operator K is regular on Y , then (− TH )−1K is weakly
compact on Y .
Recall that a function f : D×C −→ C is said to satisfy the Carathéodory conditions
on D × C if
{
t −→ f (t, u) is measurable onD for all u ∈ C,
u −→ f (t, u) is continuous on C for almost all t ∈ D.
If f satisﬁes the Carathéodory conditions, we can deﬁne the operator Nf on the set of
functions  : D −→ C by
(Nf)(x, ) = f (x, ,(x, ))
for every (x, ) ∈ D. The operator Nf is called the Nemytskii operator generated by
f. In Lp spaces the Nemytskii operator has been extensively investigated (see [1,7,12]
and the references therein). However, we recall the following result which states a basic
fact for the theory of these operators on L1 spaces.
Lemma 3.2. Assume that f satisﬁes the Carathéodory conditions. If the operator Nf
acts from L1 into L1, then Nf is continuous and leaves invariant (L1). Moreover,
there is a constant k > 0 and a positive function h(.) ∈ L1 such that
|f (x, y)|h(x) + k|y| a.e. in x, for all y ∈ R.
Proof. See [7, p. 35]. 
We shall also assume
(A3) f satisﬁes the Carathéodory conditions and Nf acts from Y into Y .
Lemma 3.3. If condition (A3) holds true, then Nf satisﬁes (A2).
Proof. Let (n)n∈N be a weakly convergent sequence in Y . Then the set G := {n, n ∈
N} is sequentially weakly compact and therefore w(G) = 0. On the other hand,
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Lemma 3.2 implies that there exists k > 0 and h(.) ∈ Y such that
|f (x, ,n(x, ))|h(x, ) + k|n(x, )|.
So, ∫

|(Nfn)(x, )| dx d
∫

h(x, ) dx d+ k
∫

|n(x, )| dx d
for all measurable subset  of [−a, a] × [−1, 1]. This together with (2.1) implies that
w(Nf (G))k w(G) and therefore, by property (ii) of the function w(.), Nf (G) is
relatively weakly compact. This completes the proof. 
We are now ready to state our ﬁrst existence result.
Theorem 3.1. Let K be a regular collision operator on Y and suppose that (A3) holds
true. Then, for each r > 0, there is r > 0 such that for each  satisfying Re  > r
the problem⎧⎨⎩  (x, ) +  x (x, ) + ()(x, ) =
∫ 1
−1 (x, , 
′)f (x, ′,(x, ′)) d′,
− = H(+)
(3.6)
has at least one solution in Br .
Proof. Let  be a complex number. It is clear that, if Re  > 0, then  ∈ (TH ) and
problem (3.6) may be written in the form
 = O(), − = H(+),
where O() = ( − TH )−1KNf . Clearly O() is continuous and maps bounded sets
into bounded sets. Let r > 0 and  ∈ Br . Using (3.1) one sees that
‖O()‖‖(− TH )−1‖ ‖K‖ ‖Nf ()‖ ‖K‖M(r)
Re + ∗ ,
where M(r) denotes the upper-bound of Nf on Br . Let r := ‖K‖M(r)r − ∗. Clearly
if Re r , then O() maps Br into itself. Since K is regular, the use of Lemmas 3.1
and 3.3 shows that, for Re r , O() satisﬁes the hypotheses of Corollary 2.1. This
ends the proof. 
Let us now discuss the existence of positive solutions to the boundary value problem
(3.6). Recall that if X (resp. Y) is a Banach lattice with positive cone X+ (resp. Y+),
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we say that an operator A : X → Y is positive if and only if A(X+) ⊆ Y+ (i.e. if and
only if  implies AA). Clearly Y , L1,+ and L1,− are Banach lattice spaces,
their positive cones are denoted by Y+, L1,++ and L1,−+ , respectively. In the following
we need the assumption
H(L
1,+
+ ) ⊆ L1,−+ . (3.7)
Let r > 0. We deﬁne the set B+r by
B+r := Br ∩ Y+.
Proposition 3.1. Let the hypotheses of Theorem 3.1 be satisﬁed and assume that con-
dition (3.7) holds true. If K is positive and Nf (Y+) ⊆ Y+, then for each r > 0 there
exists r > 0 such that for all  > r problem (3.6) has at least one solution in B+r .
Proof. Let  > 0, it follows from Remark 3.1 and the positivity of K that the operator
(− TH )−1K leaves the positive cone Y+ invariant. The rest of the proof is similar to
that of Theorem 3.1. We replace solely the set Br by B+r and the fact that Re  > 0
by  > 0. 
Making again use of the positivity (in the lattice sense), the following result shows
the existence of a positive nonlinear eigenvalue with a positive eigenfunction for the
couple (− TH ,KNf ).
Proposition 3.2. Assume that the hypotheses of Theorem 3.1 are satisﬁed and (3.7)
holds true. If K is positive and there is  > 0 and 0 	= 0 ∈ B+r such that
(i) 0 /∈ N(K) where N(K) denotes the null space of K,
(ii) (Nf)(x, v) 0(x, v) for all  ∈ B+r .
Then there exists r > 0 such that, for any  > r , there is  > 0 such that the problem
⎧⎨⎩ (x, ) +  x (x, ) + ()(x, ) = 
∫ 1
−1 (x, , 
′)f (x, ′,(x, ′)) d′,
− = H(+)
has at least one solution ∗ ∈ B+r satisfying ‖∗‖ = r .
Proof. Arguing as in the proofs of Theorem 3.1 and Proposition 3.1 we infer that there
is a constant r > 0 such that, for all r , the operator O() maps B+r into itself.
On the other hand, since Nf 0 for all  ∈ B+r , it follows from Remark 3.1 that
O()()(− T0)−1K00 and (− T0)−1K0 	= 0 for all  ∈ B+r .
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Accordingly,
‖O()()‖‖(− T0)−1K0‖ > 0 for all  ∈ B+r ,
which implies that inf{‖O()‖,  ∈ B+r } > 0. Let 0 and deﬁne the operator
F() by
F()() = r O()()||O()()|| for all  ∈ B
+
r .
Arguing as in the proof of Theorem 3.1 one sees that F() has a ﬁxed point ∗ ∈ B+r
such that ||∗|| = r . Setting  = r||O()(∗)|| , we get O()(∗) = −1∗. This completes
the proof. 
The remainder of this section is devoted to the existence of solutions to the more
general boundary value problem (1.1)–(1.2). To do so, we will make the following
assumption:
(A4) For each r > 0 the function (., ., .) satisﬁes
|(x, ,1(x, )) − (x, ,2(x, ))| |ϑ(x, )| |1 − 2| ∀1, 2 ∈ Br ,
where ϑ(.) ∈ L∞(D; dx d) and N acts from Y into Y .
Deﬁne the free streaming operator T˜H by
⎧⎪⎨⎪⎩
T˜H : D(T˜H ) ⊆ Y −→ Y,
 −→ T˜H(x, ) = −x (x, ),
D(T˜H ) = { ∈ W, such that− = H(+)}.
Let ˜0 be the real deﬁned by
˜0 :=
⎧⎪⎨⎪⎩
0 if ‖H‖1,
1
2a
ln(‖H‖) if ‖H‖ > 1.
Observe that the operator T˜H may be derived from TH by taking (.) ≡ 0. Easy
calculations as in [17, p. 781] show that { ∈ C : Re  > ˜0} ⊆ (T˜H ). Arguing as in
the proof of Proposition 3.1 in [14] one sees that
‖(− T˜H )−1‖ ˜
Re 
wheneverRe  > ˜0, (3.8)
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where ˜ is a nonnegative constant. On the other hand, a similar reasoning as in the
proof of Proposition 3.2(i) in [17] leads to
Lemma 3.4. Let  be a complex number satisfying Re  > ˜0. If the collision operator
K is regular on Y , then (− T˜H )−1K is weakly compact on Y .
Obviously, for any  belonging to the half plane { ∈ C : Re  > ˜0}, problem
(1.1)–(1.2) may be written in the form
 = A()+ B(), − = H+,
where A() = ( − T˜H )−1KNf and B() = ( − T˜H )−1N−. It is clear that the
operators A() and B() are continuous.
Now we are in a position to state
Theorem 3.2. Let hypotheses (A3) and (A4) be satisﬁed and suppose that K is regular
on Y . Then for any r > 0 there is a real r > 0 such that, for each  satisfying
Re r , problem (1.1)–(1.2) has at least one solution in Br .
Proof. Let ,  ∈ Br . According to Lemma 3.2 and using hypothesis (A4) and esti-
mation (3.8) we obtain
‖A()+ B()‖ ˜
Re 
(‖K‖M(r) + M ′(r)),
where M(r) and M ′(r) are the upper bounds of Nf and N on Br , respectively. Set
1,r := ˜r (‖K‖M(r) + M
′
(r)). For all  such that Re 1,r , we have A()Br +
B()Br ⊆ Br . Now, let us show that the operator B() veriﬁes (A2). To do so,
let (n) be a weakly convergent sequence in Y . Using (A4) and arguing as in the
proof of Lemma 3.3 it follows that the sequence (N−(n)) has a weakly convergent
subsequence, say (N−(np )). Since the bounded linear operator (− T˜H )−1 is weakly
continuous [4, p. 39], then (B()np ) is weakly convergent and thus B() satisﬁes
(A2). Our next objective is to show that B() is a contraction for suitable . Indeed,
using (A4) and estimation (3.8) we obtain
‖B()(1) − B()(2)‖ = ‖(− T˜H )−1N−(1) − (− T˜H )−1N−(2)‖
 ˜
Re 
‖N−(1) −N−(2)‖
 ˜ ||ϑ||∞
Re 
||1 − 2||
for all 1,2 ∈ Y . Accordingly, for all  such that Re  > 2 := ˜ ‖ϑ‖∞, B() is a
contraction. Set r = max(1,r , 2). The use of Lemmas 3.2–3.4 shows that, for each
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 satisfying Re  > r , the conditions of Corollary 2.2 are satisﬁed. This proves the
theorem. 
Remark 3.2. It is worth noticing that the Nemytskii operators Nf and N− are not
weakly continuous. In fact, only linear functions generate weakly continuous Nemytskii
operators in L1 spaces (see, for instance, [1, Theorem 2.6]). So, A() and B() are
not weakly continuous and therefore the ﬁxed point theorems in [3] cannot be used to
treat the boundary value problem (1.1)–(1.2).
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