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Abstract—We study the problem of distributed hypothesis
testing over a network of mobile agents. Each agent follows a
planned trajectory and makes noisy local observations whose
distribution is conditioned on the unknown true hypothesis (out
of a finite set of candidate hypotheses) and the agent’s current
location. Due to the limited communication and sensing ranges,
the mobile agent team induces a communication graph with a
time-varying topology and needs to collaboratively detect the
true hypothesis. In particular, we consider a scenario where
there exists an unknown subset of compromised agents that may
deliberately share altered information to undermine the team
objective. We propose two distributed algorithms where each
agent maintains and updates two sets of beliefs (i.e., probability
distributions over the hypotheses), namely local and actual beliefs.
In both algorithms, at every time step, each agent shares its actual
belief with other agents within its communication range, makes
a local observation, and updates its local belief as a function of
its local observation and local belief. Then both algorithms can
use the shared information to update actual beliefs under certain
conditions. One requires receiving a certain number of shared
beliefs at each time instant; the other accumulates shared beliefs
over time and updates after the number of shared beliefs exceeds
a prescribed threshold. Otherwise, both algorithms rely on the
agent’s current local belief and actual beliefs to update the new
actual belief. We prove under mild assumptions that the actual
belief for every non-compromised agent converges almost surely
to the true hypothesis. We guarantee this convergence without
requiring that the underlying time-varying network topology is
connected. We illustrate and compare the proposed algorithms
with a simulation of a team of unmanned aerial vehicles aiming
to classify adversarial agents among themselves.
Index Terms—Distributed hypothesis testing, multi-agent sys-
tem, Byzantine attacks.
I. INTRODUCTION
This paper studies a problem in distributed teams of co-
operating agents to perform tasks beyond the capability of
an individual agent. Similar problems have attracted recent
interest, see, e.g., [1], [2], [3], [4], [5], [6], [7], [8], [9], [10],
[11]. As a running example, consider a team of mobile agents
performing persistent surveillance tasks as shown in Fig. 1.
Each agent monitors a certain region by following a given
trajectory for an indefinitely long time. The team of agents
offers real-time surveillance and rapid response that covers a
massive environment.
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Fig. 1: The motivating example consists of four agents (un-
manned aerial vehicles or UAVs). The shaded yellow region
represents the sensing and communication ranges. Solid and
dashed lines represent the trajectories of an agent, depending
on whether it is good or bad. The green agent is bad, and it
is following a dashed trajectory.
In adversarial environments, the agents may be subject to
external influence (e.g., through a cyber attack) resulting in
an a priori unknown subset of compromised (bad) agents
that may behave adversely and follow different trajectories.
To classify those bad agents, each non-compromised (good)
agent may need to repeatedly sense the other agents’ positions.
Because of the limited sensing and communication ranges,
noisy sensor data, and individual surveillance task constraints,
it may not be reasonable to anticipate that a single good agent
can classify all the bad agents. Instead, the agents must share
its local information with its neighbors, i.e., the mobile agents
within its communication range, to identify those bad agents
collaboratively. Note that a bad agent may share arbitrarily
altered information to prevent itself from being identified. The
required collaboration and the existence of the bad agents raise
the question of how to process the local and shared information
so that the good agents can reach a consensus to classify the
subset of bad agents correctly. This classification problem fits
into the framework of distributed hypothesis testing, where
every possible subset of bad agents is a hypothesis.
In distributed hypothesis testing, a team of agents makes
local observations and collaboratively infers the unknown
true hypothesis that generates their observations. Distributed
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2hypothesis testing finds a wide spectrum of applications, for
example, in social learning [12], [13], [14], sensor networks
[4], [15], [1], and wireless communication [16], [17]. The
major challenge of distributed hypothesis testing is to design
interaction rules to process local and shared information so
that the agents will converge to the unknown true hypothesis.
In one approach to distributed hypothesis testing, the agents
do not directly communicate with each other but instead send
their local information to a fusion center for centralized pro-
cessing [18], [12], [4]. However, such centralized processing
may place communication and computation burden on the
fusion center as the number of agents increases. Furthermore,
if the fusion center is compromised, the team objective will
fail. To improve the scalability and resilience, distributed
solutions where each agent communicates to its neighbors
without a fusion center are growing in popularity, e.g., [15],
[1], [13], [19], [14], [20].
This paper considers a distributed hypothesis testing prob-
lem over a network of mobile agents with a time-varying
network topology. Specifically, each agent maintains and up-
dates two sets of beliefs, namely local and actual beliefs [20],
based on its local observations and neighbors’ actual beliefs.
A belief is a probability distribution over the hypotheses. We
are interested in designing belief update algorithms such that
each agent’s actual belief is guaranteed to converge to the true
hypothesis in a way that is resilient to the presence of the bad
agents that share arbitrarily altered information.
In a preliminary version [21] of this paper, we proposed
a resilient belief update algorithm. At every time step, each
agent shares its actual belief to its neighbors, makes a local
observation, and updates its local belief. To update the actual
belief update with the shared beliefs, the algorithm requires a
certain number of shared beliefs that are enough to filter out
the impact of the bad agents at the same time instant. Thus,
we refer to this method of updating as a synchronous belief
update. When there are not enough shared beliefs to perform
actual belief update, the algorithm will update the agents’
actual beliefs as a function of their local and actual beliefs.
Furthermore, in [21], the algorithm takes the minimum of the
neighbors’ actual beliefs on each hypothesis after filtering out
the impact of the bad agents. In [21], we proved the almost-
sure convergence to the true hypothesis without requiring that
the underlying network topology is connected.
Compared to [21], this paper makes significant extensions
and introduces additional belief update algorithms. In the new
algorithm, each agent collects the shared beliefs over time until
there are enough of them to make the actual belief update.
Since there is no explicit time dependence on information,
we call this process an asynchronous belief update algorithm.
We prove the almost-sure convergence to the true hypothesis
under mild assumptions. We also show that, besides taking
the minimum, taking the average of the shared beliefs on each
hypothesis guarantees the convergence. With low sensor noise,
the minimum rule converges faster than the average rule since
it can quickly rule out the unlikely hypotheses. On the other
hand, when the sensor noise is high, the average rule converges
faster with lower variance.
We conduct simulations with a team of UAVs that tries to
collaboratively classify the compromised agents in the team.
The simulation results demonstrate the validity and compare
the performance of the synchronous and asynchronous algo-
rithms. We show that the asynchronous algorithm consistently
outperforms the synchronous algorithm. Furthermore, we also
compare the performance between the average and minimum
rules under different sensor noises.
Related work. Most existing belief update algorithms make
use of consensus-based belief aggregation with assumptions
that the (potentially time-varying) network topology is con-
nected, see e.g., [14], [1], [22], [5], [19]. However, none of
these methods consider adversarial agents that do not follow
the update rule and may share arbitrarily altered beliefs. As a
result, these rules will fail if there exist compromised agents.
The works most related to this paper are [20] and [23],
where the belief update algorithms are resilient against bad
agents. These bad agents follow a Byzantine adversary model
where they may have access to complete knowledge of the
team task, belief update algorithm, shared information, and
true hypothesis. The adversary may send arbitrarily altered
beliefs to undermine the team objective. The belief update
algorithm proposed in [20] is resilient to adversarial agents
and almost surely converges to the true hypothesis. However,
the guarantee in [20] assumes a fixed network topology (the
extended version [24] considers a time-varying network topol-
ogy, but such a case only applies in settings without adversarial
agents). Furthermore, the guarantee of convergence in [20]
relies on some graph-theoretic connectivity requirements of
the network topology.
Compared to the existing literature for distributed hypoth-
esis testing, this paper has two main contributions. First, we
design belief update algorithms resilient against compromised
agents considering a time-varying network topology. Second,
we prove that every non-compromised agent will converge
almost surely to the true hypothesis without requiring that the
underlying network topology is connected. The proposed ap-
proaches are not only applicable to the classification problem
in Fig. 1 but also to other applications such as collaborative
localization and distributed intrusion detection. In these cases,
the proposed framework also naturally extends to settings with
no adversarial agents.
The rest of the paper unfolds as follows. Section II in-
troduces the necessary background knowledge and modeling
framework. Section III presents the synchronous update algo-
rithm, where we prove its almost-sure convergence in Section
IV. Section V proposes the asynchronous update algorithm
and proves its convergence. In Section VI, we show that
taking average instead of minimum of the shared beliefs on
each hypothesis does not affect the convergence. Section VII
provides a simulation of a team of UAVs trying to classify
the bad UAVs in the team with the proposed algorithms
and compare their performances. We conclude the paper and
discuss the future research direction in Section VIII.
II. PRELIMINARIES AND MODELING FRAMEWORK
We consider a set N = {0, ..., N − 1} of agents that move
in a gridworld with a finite grid set Q. Let Z≥0 denote non-
negative integers. At time step t ∈ Z≥0, we denote qi,t ∈ Q
3as the state of an agent i that represents its position at time
t. The movement of each agent is constrained by a directed
graph Gm = (Q,Em) where Em ⊆ Q×Q. An agent can move
from q to q′ in one time step if and only if (q, q′) ∈ Em.
For agent i, its communication range is characterized by a
function Hi : Q → 2Q. Agent i at state q can communicate
to another agent j at state q′ if and only if q′ ∈ Hi(q) (note
that we set q ∈ Hi(q)). Then the network topology at time
t for the team of agents is characterized by a directed graph
Gc,t = (N , Ec,t). An edge (i, j) ∈ Ec,t ⊆ N × N if and
only if qj,t ∈ Hi(qi,t). In such a case, we say that agent i
is a neighbor of agent j at time t. We denote Ni,t := {j ∈
N|qi,t ∈ Hj(qj,t)} ⊆ N as the set of all neighbors of agent i
at time t.
A. Hypothesis, Observations, and Local Likelihood Functions
There is a finite set Θ of possible hypotheses. The total
number of hypotheses is denoted as m = |Θ|. At each time
step t, an agent i at a state qt ∈ Q makes an observation
s ∈ Si where Si denotes a set of observations for agent i.
The probability of observing s is given by a conditional
likelihood function li(s|θ∗, qt), where li(s|θ∗, qt) ∈ [0, 1], and∑
s∈Si li(s|θ∗, qt) = 1. We denote θ∗ ∈ Θ as the unknown but
fixed true hypothesis to be learned. The conditional likelihood
functions characterize the sensor noise conditioned on the
agent’s position and the true hypothesis. Agent i has the
knowledge of a set of likelihood functions {li(·|θ, qt) : ∀θ ∈
Θ, qt ∈ Q}.
B. Agent Trajectories and Identities
For each agent i, from t = 0, it moves in the gridworld
following a sequence of states (qi,0, qi,1, qi,2, ...) which we
denote as a local state path. Obviously, at any time t,
(qi,t, qi,t+1) ∈ Em. We assume each agent follows a given
local state path. Furthermore, the local likelihood function for
θ∗ only depends on an agent’s current state qt. Therefore, the
observation sequence for each agent is an i.i.d random process.
We define the set of state observation paths as follows.
Definition 1 (State observation paths). Given an agent i
and a local state path (qi,0, qi,1, qi,2...), its set Ωi of lo-
cal state observation paths is defined as Ωi := {ωi|ωi =
(qi,0, si,0)(qi,1, si,1)(qi,2, si,2, )...,∀st ∈ Si, qi,t ∈ Q,∀t ∈ N}
with Pθ∗(ω) =
∏∞
t=0 li(si,t|θ∗, qi,t). The set Ω of global state
observation paths is defined as Ω :=
∏
i Ωi.
Within the team of agents, there is a subset of non-
compromised (good) agents defined as G ⊆ N . Good agents
follow their given state paths and the distributed hypothesis
testing rule. We assume that, for an agent i ∈ G, at any time
t, there are at most f bad neighboring agents, even though
the identities of these bad agents are not known. The bad
agents are characterized by the Byzantine fault model [25].
Each of them has full access to all agents’ state paths, their
local likelihood functions, any information shared over the
network topology, and the distributed hypothesis testing rule
used by the team. If an agent is bad, it may follow a different
state path. To prevent the team of agents from achieving the
hypothesis testing objective, bad agents may collaboratively
share arbitrarily altered information to their neighbors.
C. Source Location and Source Agent
The objective of this paper is to design a distributed
hypothesis testing rule such that, when time goes to infinity,
every good agent i ∈ G is able to determine the true hypothesis
θ∗ ∈ Θ almost surely. To this end, we introduce the following
definitions.
Definition 2 (Kullback–Leibler (KL) divergence [26]). KL di-
vergence D(P1||P2) of two discrete probabilistic distributions
P1 and P2 is given by
D(P1||P2) :=
∑
x
P1(x) log(
P1(x)
P2(x)
). (1)
Definition 3 (Source state). A state q ∈ Q is called a source
state for a pair of hypothesis θ and θ′ ∈ Θ and an agent i if
and only if D(li(·|θ, q)||li(·|θ′, q)) > 0.
We further define a source state set Oi(θ, θ′) ⊆ Q for agent
i as
Oi(θ, θ
′) := {q ∈ Q|D(li(·|θ, q)||li(·|θ′, q)) > 0}.
Intuitively, Oi(θ, θ′) denotes all the source states where θ and
θ′ incur different likelihood functions for agent i. However,
as we will see in Section III, it requires an infinite number
of visits to at least one source state in Oi(θ, θ′) for agent
i to distinguish θ and θ′. Therefore, we need the following
definition.
Definition 4 (Source agent). An agent i with a local state path
(qi,0, qi,1, qi,2...) is a source agent for a pair of hypothesis θ
and θ′ ∈ Θ if and only if
lim
T→∞
T∑
t=0
IOi(θ,θ′)(qi,t)→∞, (2)
where IOi(θ,θ′)(qi,t) : Q → {0, 1} is the indicator function.
IOi(θ,θ′)(qi,t) = 1 if qi,t ∈ Oi(θ, θ′), and IOi(θ,θ′)(qi,t) = 0
otherwise.
Similarly, we define a source agent set S(θ, θ′) ⊆ N where
S(θ, θ′) := {i ∈ N| lim
T→∞
T∑
t=0
IOi(θ,θ′)(qi,t)→∞}.
By Definition 4, agent i belongs to the set S(θ, θ′) if it
visits at least one source state q ∈ Oi(θ, θ′) infinitely often.
III. SYNCHRONOUS DISTRIBUTED HYPOTHESIS
ALGORITHM
In this section, we propose an algorithm that describes
the belief update rule for each agent. Before making an
observation at time t + 1, agent i maintains a local and an
actual belief [20]:
• The local belief bli,t : Θ→ [0, 1],
∑
θ∈Θ b
l
i,t(θ) = 1.
• The actual belief bai,t : Θ→ [0, 1],
∑
θ∈Θ b
a
i,t(θ) = 1.
4Algorithm 1: Synchronized Distributed Hypothesis Test-
ing (SDHT)
input : Agent i, its location qi,t+1, neighbor set Ni,t+1,
and observation si,t+1.
1 for θ ∈ Θ do
2 Compute the new local belief
bli,t+1(θ) =
li(si,t+1|θ, qi,t+1)bli,t(θ)∑m
p=1 li(si,t+1|θp, qi,t+1)bli,t(θp)
. (3)
. Local belief update with Bayesian rule;
3 if for all θ′ 6= θ, |S(θ, θ′) ∩Ni,t+1| ≥ 2f + 1 then
4 Remove f neighboring agents with the lowest f
beliefs and save the rest agents to N θi,t+1;
5 Compute the new actual belief as
b˜ai,t+1(θ) = min{{baj,t(θ)}j∈N θi,t+1 , b
l
i,t+1(θ)}.
(4)
. Case one for actual belief update.
else
6 Compute the new actual belief as
b˜ai,t+1(θ) = min{bai,t(θ), bli,t+1(θ)}. (5)
. Case two for actual belief update.
7 Normalization step. For each θ ∈ Θ, perform
bai,t+1(θ) =
b˜ai,t+1(θ)∑m
p=1 b˜
a
i,t+1(θp)
. (6)
At t = 0, the beliefs bli,0 and b
a
i,0 are initialized according to
some a priori distribution.
The belief update procedure for one time step is summarized
in Algorithm 1 (SDHT). At time t + 1, agent i is at qi,t+1
and makes an observation si,t+1. The algorithm proceeds as
follows.
For each θ ∈ Θ, as shown in Line 2 of SDHT, the algorithm
first updates the local belief bli,t+1(θ) with (3) following
Bayesian rule.
Then the algorithm moves on to update the actual belief
as shown from Line 3 to Line 6 of SDHT. The actual belief
bai,t+1(θ) is updated according to one of the two cases. As
shown in Line 3, if for all θ′ 6= θ, |S(θ, θ′)∩Ni,t+1| ≥ 2f+1,
i.e., the number of source agents for θ and θ′ that are agent i’s
neighbors at time t+ 1 exceeds 2f + 1, then agent i updates
its actual belief in case one. SDHT then sorts baj,t+1(θ) for
all j ∈ Ni,t+1 and removes f neighbors with the lowest f
actual beliefs on θ. We denote the set N θi,t+1 as the remaining
neighbors. Then the algorithm updates the actual belief as in
(4).
On the other hand, if the condition for case one is not
satisfied, the actual belief is updated in case two, as shown
in Line 6 of SDHT. In (5), the actual belief is updated with
the smaller value between the newly updated local belief and
the actual belief at time t. Then the algorithm normalizes the
actual beliefs to make sure they sum up to one.
The following theorem guarantees that SDHT almost surely
converges to the true hypothesis.
Theorem 1. For each agent i ∈ G and its corresponding local
state path (qi,0, qi,1, qi,2...), suppose the following conditions
hold:
1) The initial beliefs bli,0(θ) > 0 and b
a
i,0(θ) > 0 for any
θ ∈ Θ and any agent i.
2) If case one in SDHT happens only finitely often for a
hypothesis θ ∈ Θ, then i ∈ S(θ, θ′) for any θ′ 6= θ.
Then SDHT ensures that bai,t(θ
∗)→ 1 almost surely for every
good agent i ∈ G as t→∞.
Remark 1. Intuitively, the second condition requires that, for
a hypothesis θ, if agent i cannot distinguish between θ and θ′
for every θ′ 6= θ with the help from its neighbors, then it must
be able to do so by itself.
We start with the following lemma for proving Theorem 1.
Lemma 1. Consider a good agent i ∈ G, a local state path
(qi,0, qi,1, qi,2...) and a pair of hypotheses θ∗ and θ, where θ∗
denotes the true hypothesis. If bli,0(θ
∗) > 0 and i ∈ S(θ, θ∗),
bli,t(θ)→ 0 almost surely, (7)
and
bli,t(θ
∗) > 0 for all t almost surely. (8)
Proof. For any good agent i ∈ G, we define
ρi,t(θ) := log
bli,t(θ)
bli,t(θ
∗)
, and
λi,t(θ) := log
li(si,t|θ, qi,t)
li(si,t|θ∗, qi,t) .
(9)
Note that li(si,t|θ∗, qi,t) > 0 for all t, qi,t and si,t since
θ∗ is the true hypothesis that generates the observation si,t.
Therefore, we know that, for any finite t, bli,t(θ
∗) > 0 and
(9) is always well-defined. Then according to the local belief-
update rule (3), we have
ρi,t+1(θ) = ρi,t(θ) + λi,t(θ),
which yields
ρi,t+1(θ) = ρi,0(θ) +
t∑
j=0
λi,j(θ). (10)
Note that, according to equation (2), there are cases where
qi,t /∈ Oi(θ, θ∗), which implies
li(.|θ∗, qi,t) = li(.|θ, qi,t).
In this case, λi,t(θ) = 0 and does not contribute to the sum in
(10). Therefore, we may only focus on the case where qi,t ∈
Oi(θ, θ
∗) and thus λi,t(θ) 6= 0.
Note that {λi,t(θ)} is a sequence of independent random
variables. For a given t, we have
Eθ∗ [λi,t(θ)] = −D(li(.|θ∗, qi,t)||li(.|θ, qi,t)).
5We denote a set Q∞ ⊆ Q for those locations where θ and
θ∗ can be differentiated and are visited infinite times by agent
i. Formally,
Q∞ := {q|q ∈ Oi(θ, θ∗) and lim
T→∞
T∑
t=0
I(qi,t = q)→∞}.
We claim that Q∞ is non-empty by contradiction. If Q∞ is
empty, it implies that none of the states q ∈ Oi(θ, θ∗) is visited
infinitely often, which violates the condition implied by i ∈
S(θ, θ∗) and equation (2).
For any q ∈ Q∞, the following is true based on the strong
law of large numbers.
lim
T→∞
1
T
T∑
t=1
I(qi,t = q)λi,t(θ)
= −D(li(.|θ∗, q)||li(.|θ, q)) almost surely.
(11)
We divide both sides of (10) by t and take the limit which
yields
lim
T→∞
1
T
ρi,T+1(θ) = lim
T→∞
1
T
(ρi,0(θ) +
T∑
t=0
λi,t(θ))
= lim
T→∞
1
T
T∑
t=0
λi,t(θ)
= −
∑
q∈Q∞
D(li(.|θ∗, q)||li(.|θ, q)) almost surely.
(12)
Note that, for those q ∈ Oi(θ, θ∗) but q /∈ Q∞, their
contribution in (12) is zero since they are only visited a
finite number of times. By definition of Oi(θ, θ∗), we know
that D(li(.|θ∗, q)||li(.|θ, q)) > 0 for q ∈ Oi(θ, θ∗). Then
from (12), ρi,t+1(θ) → −∞ almost surely which implies
bli,t(θ)→ 0 almost surely and proves (7).
We define a set
Θ¯ := {θ|i /∈ S(θ, θ∗)}
to include every hypothesis θ that agent i is not able to
differentiate from θ∗. Then, for each θ ∈ Θ¯, there must exist
a time Tθ such that
lim
T→∞
T∑
t=Tθ+1
I(qi,t ∈ S(θ, θ∗)) = 0.
That is, there exists a time Tθ after which agent i will never
visit any position that can differentiate θ and θ∗. Given any
local state observation path ωi = {(qi,0, si,0), (qi,1, si,1), ...}
where (7) holds, it is immediate from (10) that
lim
t→∞ ρi,t(θ) = ρi,0(θ) +
Tθ∑
j=0
λi,j(θ) = Cθ,ωi <∞ (13)
for some constant Cθ,ωi that depends on both θ and ωi
due to the term λi,j(θ). For fixed ωi, it is then possible
to find limt→∞ bli,t(θ
∗) from (13), which is nonzero. When
combining with the fact that bli,t(θ
∗) is nonzero for any finite
t, we conclude that (8) is proved.
Remark 2. From Lemma 1, we can see the intuitive meaning
of a source agent set S(θ, θ′) for any hypothesis pair θ and
θ′ where θ 6= θ′. If θ = θ∗, we know that bli,t(θ′)→ 0 almost
surely for any i ∈ S(θ, θ′), which implies that any source
agent for the hypothesis pair θ∗ and θ′ is able to distinguish
between θ∗ and θ′ and rules out θ′.
Remark 3. If we define a set Ωˆ ⊆ Ω of global state
observation path such that ω ∈ Ωˆ if and only if for any good
agent i,
• for each θ 6= θ∗, if i ∈ S(θ, θ∗), bli,t(θ)→ 0, and
• limt→∞ bli,t(θ
∗) exists with a given ωi.
By Lemma 1 we know that Ωˆ has measure one.
Lemma 1 also states that, for a good agent i ∈ G, its local
belief bli,t(θ
∗) > 0 for all t almost surely. But is it possible
for the bad agents to influence their neighboring good agents
such that the good agents’ actual beliefs on θ∗ are set to zero?
The following lemma shows that this situation cannot happen
with the proposed belief update rule.
Lemma 2. For any good agent i ∈ G, bai,t(θ∗) > 0 for all t
almost surely.
Proof. We prove this lemma by contradiction. Suppose there
is a time t where bai,t(θ
∗) = 0 for the first time for a good
agent i. From Lemma 1 we know that bai,t−1(θ
∗) > 0 and
bli,t−1(θ
∗) > 0. Consequently, from (5) it immediately follows
that it cannot happen in case two in SDHT.
Therefore we infer that bai,t(θ
∗) = 0 can only result from an
update in case one in SDHT. From (4), this is only possible
when minj∈N θ∗i,t {b
a
j,t−1(θ
∗)} = 0. Note that in case one, we
remove f number of lowest beliefs on θ∗ as in Line 4 of
SDHT. In the worst case, we remove all the f actual beliefs
that are zero from the bad agents. Then what is left are the
actual beliefs from good agents, which are nonzero from the
definition of this time t. For all other cases, the removed lowest
f actual beliefs must contain nonzero entries, which implies
that all the beliefs for agents in N θ∗i,t are nonzero as well. In
either case, we have that minj∈N θ∗i,t {b
a
j,t−1(θ
∗)} > 0 which
leads to a contradiction.
IV. PROOF OF THEOREM 1
Now we are ready to give the proof for Theorem 1. We are
interested in state observation path set Ωˆ as defined in Remark
3 since Ωˆ has measure one.
The proof consists of two parts. First, we prove that the
actual belief over the true hypothesis bai,t(θ
∗) for any good
agent i is lower-bounded. Then we show that the actual belief
over the rest of the hypotheses will become arbitrarily small.
These two parts together are sufficient to prove that the bai,t(θ
∗)
will be arbitrarily close to one with probability one.
We fix a path ω ∈ Ωˆ and define δ1 :=
mini∈G limt→∞ bli,t(θ
∗). Then, for each good agent i ∈ G,
there exist a time ti and a constant α such that, for all t ≥ ti,
we have bli,t(θ
∗) ≥ δ1 − α where α < δ1. We define
t¯1 := max
i∈G
ti. (14)
We also define δ2 := mini∈G bai,t¯1(θ
∗). By Lemma 2, we know
δ2 > 0. We further define
δ := min{δ1 − α, δ2}. (15)
6Then at t = t¯1 + 1, in SDHT, for actual belief update, either
case one or case two happens. If case one happens, (4) is used
to update the belief for θ∗, then we will have
b˜ai,t¯1+1(θ
∗) = min{{baj,t¯1(θ∗)}j∈N θ∗i,t¯1+1 , b
l
i,t¯1+1
(θ∗)} ≥ δ.
(16)
(16) holds despite possible altered actual beliefs from f bad
agents because in the update rule for case one, there is at least
one good agent i ∈ G in N θ∗i,t¯1+1 since we only eliminate
f smallest beliefs and we have at least 2f + 1 neighbors.
Therefore, the beliefs remaining in N θ∗i,t¯1+1 are lower-bounded
by δ.
If case two happens in SDHT, (5) is used and we have
b˜ai,t¯1+1(θ
∗) = min{bai,t¯1(θ∗), bli,t¯1+1(θ∗)} ≥ δ. (17)
Therefore, no matter which case occurs, we have b˜ai,t¯1+1(θ
∗) ≥
δ before normalization. Then we perform the normalization as
in (6) and can derive
bai,t¯1+1(θ
∗) =
b˜ai,t¯1+1(θ
∗)∑m
p=1 b˜
a
i,t¯1+1
(θp)
≥ δ∑m
p=1 b˜
a
i,t¯1+1
(θp)
≥ δ∑m
p=1 b
l
i,t¯1+1
(θp)
= δ.
(18)
The last inequality in (18) holds since by (4) and (5), we know
that b˜ai,t¯1+1(θ) ≤ bli,t¯1+1(θ) for any θ ∈ Θ.
Because for all t ≥ t¯1, we have b˜ai,t(θ∗) ≥ δ, by induction,
we can claim that
bai,t(θ
∗) ≥ δ, ∀t ≥ t¯1,∀i ∈ G. (19)
Now we are ready to prove the second part, which establishes
the fact that the beliefs for hypotheses other than the θ∗ are
upper-bounded. We pick a small  > 0 such that  < δ. Given
a hypothesis θ 6= θ∗, for any agent i ∈ S(θ, θ∗), by Lemma
1, we know that there exists a time tθi such that
bli,t(θ) ≤ 3,∀t ≥ tθi . (20)
We further define t¯2 := max{t¯1,maxi∈S(θ,θ∗){tθi }}. Note
that, since t¯2 ≥ t¯1, from (19) we have that
bai,t¯2+1(θ
∗) ≥ δ.
Through an argument similar to the first part, for any agent
i ∈ S(θ, θ∗), if case one applies for actual belief update in
SDHT, then we use (4) to update θ 6= θ∗ and obtain
b˜ai,t¯2+1(θ) = min{{baj,t¯2(θ)}j∈N θi,t¯2+1 , b
l
i,t¯2+1
(θ)} ≤ 3.
(21)
Note that (21) holds even with altered actual beliefs shared
from up to f bad agents following similar reasoning with
(16). From the belief update condition in case one, there is
at least one good agent i ∈ G ∩ S(θ, θ∗) in N θ∗i,t¯1+1 since we
only eliminate f smallest beliefs and we have at least 2f + 1
neighbors that belong to S(θ, θ∗). On the other hand, if SDHT
is in the condition of case two, then we have
b˜ai,t¯2+1(θ) = min{bai,t¯2(θ), bli,t¯2+1(θ)} ≤ 3. (22)
Therefore, no matter which case occurs, we have that
b˜ai,t¯2+1(θ) ≤ 3,∀i ∈ S(θ, θ∗) ∩G
before normalization. Then we perform the normalization as
in (6) and can derive
bai,t¯1+1(θ
∗) =
b˜ai,t¯2+1(θ)∑m
p=1 b˜b
a
i,t¯2+1
(θp)
≤ 
3∑m
p=1 bb˜
a
i,t¯2+1
(θp)
≤ 
3
bli,t¯2+1(θ
∗)
≤ 
3
δ
< 2.
(23)
The last inequality is due to the fact  < δ. Therefore, by
induction we have proved that, for any i ∈ S(θ, θ∗) ∩G,
bai,t(θ) < 
2 ≤ ,∀t ≥ t¯2 + 1,∀i ∈ S(θ, θ∗). (24)
For any i ∈ G\S(θ, θ∗), by condition 2 in Theorem 1, we
know that case one will happen infinitely often. As a result,
for such agent i, there exists a time t¯θi,1 ≥ t¯2 + 1 such that
case one occurs for the first time for t ≥ t¯2 + 1. Then at t¯θi,1
from (24), we know that
bai,t¯θi,1
(θ) ≤ 2,∀i ∈ S(θ, θ∗) ∩G. (25)
Following a reasoning similar to (21) through (23), we obtain
that, after normalization, for agent i ∈ G\S(θ, θ∗),
bai,t¯θi,1
(θ) < . (26)
Then we define another time instant t¯θi,2 such that t¯
θ
i,2 ≥ t¯θi,1+1
where the case one happens for second time for t ≥ t¯2 + 1.
Notice that, from the conditions in Theorem 1, case two may
occur infinitely often for agent i /∈ S(θ, θ∗). If this is the case,
it then follows that case two happens for any t ∈ (t¯θi,1, t¯θi,2).
By (5) and (26), we have that
bai,t(θ) < ,∀t ∈ (t¯θi,1, t¯θi,2). (27)
Combining (26) and (27), we obtain that
bai,t(θ) < ,∀t ∈ [t¯θi,1, t¯θi,2 − 1]. (28)
Note that (28) holds trivially if t¯θi,1 = t¯
θ
i,2− 1, i.e., there is no
occurrence of the case two between two consecutive case one
updates. So even if case two happens only finitely often, (28)
still holds. Then by induction, for agent i ∈ G\S(θ, θ∗), we
have that
bai,t(θ) < ,∀t ≥ t¯θi,1. (29)
We further define t¯3 := maxθ maxi/∈S(θ,θ∗) t¯θi,1. Since t¯3 > t¯2,
bai,t(θ) < ,∀t ≥ t¯3,∀i ∈ G,∀θ 6= θ∗. (30)
Therefore, for any ω ∈ Ωˆ, limt→∞ ba(i, t)(θ)→ 1. Since the
set Ωˆ has measure one as established in Remark 3, the proof
of Theorem 1 is complete.
V. LEARNING RULE WITH ASYNCHRONOUS UPDATES
While we prove that the learning rule proposed in Section III
converges almost surely, the algorithm requires that case one
of actual belief update in ADHT has to happen infinitely often
for a hypothesis θ if there exists another hypothesis θ′ 6= θ
such that i /∈ S(θ, θ′), i.e., agent i cannot distinguish θ and
θ′ on its own. However, to enter case one of actual belief
7Algorithm 2: Asynchronous Distributed Hypothesis Test-
ing (ADHT)
input : Agent i, its location qi,t+1, neighbor set Ni,t+1,
and observation si,t+1.
1 for θ ∈ Θ do
2 Compute the new local belief as in (3);
. Local belief update with Bayesian rule;
3 if ABU(i, θ,Ni,t+1)==True then
4 Remove f agents with the f lowest beliefs in
{baj (θ)|j ∈ N θi } and save the rest agents to N˜ θi ;
5 Compute the new actual belief
b˜ai,t+1(θ) = min{{baj (θ)}j∈N˜ θi , b
l
i,t+1(θ)}. (31)
. Case one for actual belief update;
else
6 Compute b˜ai,t+1(θ) as in (5);
. Case two for actual belief update;
7 Normalize actual beliefs following (6) ;
Algorithm 3: Asynchronous belief update (ABU)
input : Agent i, θ ∈ Θ, and Ni,t+1
output: True or False
1 if t == 0 or ResetFlag==True then
2 Reset(i, θ);
3 for j ∈ Ni,t+1 do
4 N θi = N θi
⋃
j;
5 baj (θ) = b
a
j,t(θ);
6 for θ′ ∈ Θ, θ′ 6= θ do
7 if |N θi ∩ S(θ, θ′)| < 2f + 1 then
8 return False;
9 ResetF lag = True;
10 return True;
update, the algorithm requires |S(θ, θ′) ∩ Ni,t| ≥ 2f + 1 for
all θ′ 6= θ, which implies that the number of neighbors that
are source agents for θ and θ′ must be at least 2f + 1 for all
θ′ 6= θ at a single time instant. Such a requirement may be
conservative in some cases which may make the convergence
slow, since case one may rarely happen. Therefore, in this
section, we discuss how to relax such a condition while still
guaranteeing convergence.
The proposed algorithm is summarized in Algorithm 2
(ADHT). The local belief update is identical to that of SDHT.
The main difference is case one for actual belief update and
the condition to enter it from Line 3 to Line 5. In Line 3, we
use Algorithm 3 such that, at any time t and for any θ ∈ Θ,
if it returns true, the update rule will choose case one.
In Algorithm 3, for agent i, hypothesis θ ∈ Θ and neighbor
set Ni,t, Line 1 performs the initialization when t = 0 or reset
when ResetF lag is true. From Algorithm 4, the initialization
sets baj (θ) to 0 for all j ∈ N , j 6= i, where baj (θ) denotes
the most recent actual belief of θ received from agent j.
Furthermore, Algorithm 4 initializes N θi to an empty set. The
Algorithm 4: Reset
input : Agent i and θ ∈ Θ.
1 for j ∈ N , j 6= i do
2 baj (θ) = 0 ;
3 N θi = {} ;
4 ResetF lag = False;
set N θi denotes the set of agents j 6= i from which actual
beliefs are received and j ∈ S(θ, θ′) from some θ′ 6= θ.
Finally, ResetF lag gets set to False to indicate that a reset
has just been performed. Then Algorithm 3 loops over all
agent i’s neighbors j ∈ Ni,t as shown in Line 3. The set N θi
will include j as shown in Line 4. Then baj (θ) is assigned the
value of baj,t(θ) in Line 5.
After all the actual beliefs from neighbors are saved, as
shown in Line 7 we check if |N θi ∩S(θ, θ′)| < 2f +1 for any
θ′ 6= θ, i.e., the number of source agents for θ and θ′ that also
have been agent i’s neighbors by time t+ 1 after last reset is
less than 2f + 1. If yes, Algorithm 3 returns false to indicate
there are not enough actual beliefs received for θ′ from the
agents that can tell θ and θ′ apart. As a result, case two must
be selected for agent i and θ.
If Line 9 is reached in Algorithm 3, it indicates that agent
i can safely update its actual belief of θ with case one.
Therefore, all the saved actual beliefs can be used for (31)
and becomes obsoleted, and thus a reset is needed at the next
time step. Then Algorithm 3 returns true.
In case one, like SDHT, we remove the f lowest beliefs
collected so far and use the minimum rule. Note that, different
from SDHT, we use actual beliefs {baj (θ)|j ∈ N θi } that are
collected over time instead of actual beliefs of the neighboring
agents at time t + 1. If Algorithm 3 returns false, we will
enter case two in ADHT where the rest will follow the same
procedure as in SDHT.
Remark 4. A key observation from ADHT is about the relaxed
conditions to enter case one in the update rule. In Section III,
for an agent i and hypothesis θ ∈ Θ, to enter case one, at
a given time instant t, |S(θ, θ′) ∩ Ni,t| ≥ 2f + 1 must be
satisfied for all θ′ 6= θ. That is, the number of neighbors of
agent i at time t that can differentiate θ and θ′ must be no less
than 2f + 1 at that time instant. In ADHT, instead, we simply
keep collecting the actual beliefs for a hypothesis θ from agent
j ∈ S(θ, θ′), until the number of collected actual beliefs from
agents j ∈ S(θ, θ′) is at least 2f + 1 for any θ′ 6= θ. This
is also when Algorithm 3 returns true. It means that agent i
has collected enough actual beliefs from agents that are once
its neighbors up to time t after the most recent reset to safely
update its actual belief using (4).
One can readily observe that the conditions to enter case
one in SDHT imply that in ADHT. Thus, the conditions in
ADHT to update the actual belief using neighbor information
are less conservative and more likely to be satisfied. Therefore,
the convergence rate can potentially improve due to more
frequent use of non-local information.
8With the proposed ADHT algorithm, we have the following
theorem to show that the new update rule also converges
almost surely.
Theorem 2. If the following conditions hold:
1) The initial beliefs bli,0(θ) > 0 and b
a
i,0(θ) > 0 for any
θ ∈ Θ and any agent i.
2) For any agent i, if case one in ADHT happens only
finitely often for a hypothesis θ ∈ Θ, then i ∈ S(θ, θ′)
for any θ′ 6= θ.
Then ADHT ensures that bai,t(θ
∗) → 1 almost surely for any
good agent i ∈ G as t→∞.
Proof. The proof is similar to that of Theorem 1. We only
consider paths ω ∈ Ωˆ as defined in Remark 3. Our target
is also to establish the two parts that show bai (θ
∗) for any
i ∈ G is lower-bounded and bai (θ) for any θ 6= θ∗ will become
arbitrarily small.
For the first part that lower-bounds bai (θ
∗), we study two
different scenarios. First, if case one only happens finitely
often to an agent i ∈ G and θ∗, then by the second condition
of Theorem 1, we know that i ∈ S(θ∗, θ) for any θ 6= θ∗. By
Lemma 1, we know that agent i is able to correctly identify
θ∗ by local belief update (5) that runs infinitely often, i.e.,
limt→∞ bai,t(θ)→ 1. Then the whole proof is done.
For the second scenario where case one happens infinitely
often to an agent i ∈ G and θ∗, we also define t¯1 and δ as (14)
and (15) in the proof of Theorem 1. Since case one happens
infinitely often, there must exist a time t′i ≥ t¯1 that Algorithm
3 returns true. As a result, ResetF lag is set to true and after
actual belief update with (31) at t′i, all the saved actual beliefs
are deleted at t′i + 1. Therefore, if j ∈ N θ
∗
i,t , we know that
b˜aj (θ) = b
a
j,t(θ) ≥ δ, ∀t ≥ t′i. (32)
There must also exist a time t′′i > t
′
i such that case one happens
again, this time we have the following holds due to (32) with
a reasoning similar to (16).
bai,t′′i (θ
∗) = min{{baj (θ∗)}j∈N θ∗
i,t′′
i
, bli,t′′i (θ
∗)} ≥ δ. (33)
For t′′i + 1, if case one happens again or case two happens,
following (33) and (17), respectively and normalization step
as in (18), we know that
bai,t′′i +1(θ
∗) ≥ δ.
after normalization. Then by induction, we have
bai,t(θ
∗) ≥ δ, ∀t ≥ t′′i . (34)
We further define t¯2 := maxi t′′i . By definition, we have that
bai,t(θ
∗) ≥ δ, ∀t ≥ t¯2,∀i ∈ G. (35)
We have just proved that bai (θ
∗) is lower bounded. Now we
move on to prove that the actual beliefs over θ 6= θ∗ are
upper bounded. Given a hypothesis θ 6= θ∗, for any agent
i ∈ S(θ, θ∗), we pick a small  > 0 such that  < δ and
define tθi as in (20) such that
bli,t ≤ 3,∀t ≥ tθi .
Then we further define
t¯3 := max{t¯2, max
i∈S(θ,θ∗)
{tθi }}.
Then following a reasoning similar to (21) through (23) and
by induction, we have the following holds.
bai,t(θ) ≤ 2 ≤ , ∀t ≥ t¯3 + 1,∀i ∈ S(θ, θ∗). (36)
For any agent i /∈ S(θ, θ∗), by condition 2 in Theorem 1, case
one will happen infinitely often for θ∗, and there must exist
a time t¯θi,1 and t¯
θ
i,2 where case one happens for the first time
and the second time after t ≥ t¯3 + 1. Following a reasoning
similar to (34), we have that
bai,t(θ) ≤ ,∀t ≥ t¯θi,2. (37)
Then we further define
t¯4 := max
θ
max
i/∈S(θ,θ∗)
t¯θi,2. (38)
By definition, we know that t¯4 > t¯3, then it holds that
bai,t(θ) ≤ ,∀t ≥ t¯4,∀i ∈ G,∀θ 6= θ∗. (39)
VI. LEARNING WITH AVERAGE RULE
Both the update rules in Section III and Section V use the
minimum rule in case one when updating the actual beliefs
using neighboring information, as shown in (4) and (31).
While we can prove the convergence, such update algorithm
may result in a big variance and a waste of the neighbors’
information since only one neighboring agent’s information
is used for each hypothesis. Therefore, in this section, we
introduce a different way to make use of neighbor’s actual
beliefs as shown below.
We discuss the changes to SDHT but the results naturally
carry over to ADHT. First, notice that previously before
updating an agent’s actual belief, we first remove the f lowest
shared beliefs. In this section, we remove both f lowest and f
highest actual beliefs for each hypothesis θ and denote them
as Lθi,t+1 and Hθi,t+1, respectively. We denote Mθi,t+1 as the
set of remaining beliefs. By definition, Lθi,t+1, Hθi,t+1, and
Mθi,t+1 are pairwise disjoint and Lθi,t+1
⋃Mθi,t+1⋃Hθi,t+1 =
Ni,t+1. Then we have the following lemma for the beliefs in
Mθi,t+1.
Lemma 3. In SDHT, for any j ∈ Mθi,t+1, there exist
neighboring agents j′ and j′′ ∈ Ni,t+1 that are good and
baj′,t(θ) ≤ baj,t(θ) ≤ baj′′,t(θ). (40)
Proof. If j is a good agent, we can set j = j′ = j′′ and (40)
trivially holds. If j is a bad agent, since there are at most f
bad agents, it implies that there exists at least one good agent
j′ ∈ Lθi,t+1 and one good agent j′′ ∈ Hθi,t+1. Otherwise, since
|Lθi,t+1| = |Hθi,t+1| = f , if there is no good agent in Lθi,t+1
or Hθi,t+1, it implies that either Lθi,t+1 or Hθi,t+1 are all bad
agents and thus there cannot be a bad agent inMθi,t+1. By the
definition of Lθi,t+1, Mθi,t+1, and Hθi,t+1, we know that (40)
holds.
9We further define
b¯ai,t :=
1
|Mθi,t+1|
∑
j∈Mθi,t+1
baj,t(θ) (41)
and if instead of (4), we use the following rule
b˜ai,t+1(θ) = min{b¯ai,t, bli,t+1(θ)}. (42)
For ADHT, we can have a lemma almost identical to Lemma
3 and the update rule similar to (41) and (42) to replace (31).
The only difference is to replace Mθi,t+1 by the set after
removing f lowest and f highest beliefs for the agents in
N θi . We show that the convergence is still guaranteed by the
following two theorems.
Theorem 3. If the same conditions in Theorem 1 hold and
(42) is used for case one in SDHT, bai,t(θ
∗)→ 1 almost surely
for any good agent i as t→∞.
Theorem 4. If the same conditions in Theorem 2 hold and
(42) is used for case one in ADHT, bai,t(θ
∗)→ 1 almost surely
for any good agent i as t→∞.
We omit the proofs for Theorem 3 and Theorem 4 since they
are very similar to the proofs for Theorem 1 and Theorem 2.
VII. CASE STUDY
In this section, we consider a case study with a team of
UAVs in a gridworld environment, as shown in Fig. 2a. The
objective is to identify the unknown set of compromised (bad)
UAVs out of the UAV team.
0
1
3
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4
(a) Gridworld environment
0
1
23
4
(b) True hypothesis θ?
Fig. 2: a) Case study environment - 5 agents each with an
observation and communication range (only Agent 1’s range is
shown). b) The true hypothesis of the system θ = (1, 1, 1, 0, 1)
in a radar plot over the probability simplex. The closer a vertex
is to the edge of the radar plot, the higher that the belief of
the corresponding agent is good.
A. Setting
We examine the proposed algorithms with 5 agents among
which there is one bad agent. All the UAVs are at the same
altitude. Therefore, the state set Q is the set of the two-
dimensional locations in the gridworld. For agent i at time
t, its state is represented by qi,t = [qxi,t, q
y
i,t]. Each individual
agent is assigned a persistent surveillance task with a given
state path.
Every agent has a communication and sensor range of 3
units, i.e., they can view the locations that are within a 7× 7
square centered around the agent’s position qi (see Fig. 3a
for an example). Each agent i could be either good or bad,
therefore we denote a set Θi = {0, 1}, where 0 denotes bad
and 1 denotes good. The hypothesis set is then Θ =
∏
i Θi.
For a hypothesis θ ∈ Θ, θ(i) denotes the hypothesis for agent
i. The true hypothesis θ∗ is the tuple θ∗ = (1, 1, 1, 0, 1), i.e.,
all agents are good except for agent 3 since θ∗(3) = 0.
B. Observation Model
1) Sensor: If agent i is at location qi, it will make an
observation sji of agent j. We use Qi(qi) ⊆ Q to denote
the set of locations that can be observed by agent i at
qi. If qj ∈ Qi(qi), i.e., agent j is within the observation
range of agent i. The probability of observing sji follows
a probability distribution over Qi(qi). In this example, the
probability distribution is a truncated Gaussian distribution, a
common choice in state estimation with noisy sensors [27].
The distribution is centered around the actual location qj of
agent j and with a prescribed variance σ2 (see Fig. 3a). As a
result, the probability of agent i observing sji is
Pi(s
j
i |qi, qj) =
e−
1
2σ2
‖sji−qj‖22∑
q∈Qi(qi) e
− 1
2σ2
‖q−qj‖22
. (43)
If qj /∈ Qi(qi), agent i cannot observe agent j and thus
obtains an empty observation, i.e., sji = ∅. To summarize, the
observation sji follows
sji =
{
q with probability Pi(q|qi, qj) if qj ∈ Qi(qi),
∅ with probability 1 otherwise.
(44)
From (44), we know that sji ∈ Q ∪ ∅. The observation set Si
is then Si ⊆
∏
j∈N ,j 6=i(Q ∪ ∅).
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qi
q1j,t
q0j,t
sji
(b) Observation
Fig. 3: (a) An example distribution and sensor output (sji =
[2, 0]) for agent i (true location qi = [0, 0]) sensing agent j
(true location qj = [2, 2]). Darker shades of orange indicate a
higher probability of the sensor reading at that location (left).
(b) An example likelihood function li(s
j
i |qi, θ(j)) for a pair of
agents i and j with two possible models for agent j (θ(j) ∈
{0, 1}).
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Fig. 4: Each agent’s actual belief baj,t(θ
∗) for the true hypoth-
esis θ∗ = (1, 1, 1, 0, 1) over time t. Agent 3 is the bad agent
who shares randomly generated beliefs.
2) Likelihood Functions: Given the sensor model, the prob-
ability to get an observation sji conditioned on agent i’s
location qi and the hypothesis θ(j) is given by
lji (s
j
i |qi, θ(j)) =
∑
qj
Pi(s
j
i |qi, qj)P (qj |qi, θ(j)),
where P (qj |qi, θ(j)) is the conditional probability of agent j
at location qj .
The local likelihood function li(si|θ, qi,t) is then formed by
taking the product of the likelihoods for each sensor value sji :
li(si|qi, θ) =
∏
j∈N ,j 6=i
lji (s
j
i |qi, θ(j)).
C. Results
In this section we present two simulation results1. The first
result compares the SDHT and ADHT algorithms in the 5-
agent scenario as shown in Fig. 2a. The second result compares
the minimum and averaging rules with high and low levels of
sensor noise. A high (low) sensor noise means local likelihood
functions with high (low) variances
1For videos of all of these simulations see https://u-t-autonomous.github.
io/Decentralized Hypothesis Testing/.
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Fig. 5: Number of times actual belief is updated in case one
using shared beliefs.
In the simulations, at any time instant, we assume there
are two possible locations of the agent j, namely q0j and
q1j , depending on the value of θ(j) ∈ {0, 1} (see Fig. 3b).
Therefore, Pi(q0j |qi, 0) = Pi(q1j |qi, 1) = 1.
For a given pair of hypothesis θ(j) and its corresponding
location qθ(j)j , from (44), the likelihood function l
j
i (s
j
i |qi, θ(j))
to get sji for agent i is:
lji (s
j
i |qi, θ(j)) =
Pi(s
j
i |qi, qθ(j)j ) if sji 6= ∅,
0 if sji = ∅ ∧ qθ(j)j ∈ Qi(qi),
1 if sji = ∅ ∧ qθ(j)j /∈ Qi(qi).
(45)
1) SDHT vs ADHT: Fig. 4 compares how each agent’s
actual belief on the true hypothesis θ∗ = (1, 1, 1, 0, 1) evolves
over time for SDHT and ADHT. Agent 3 (grey) is a bad agent.
All the good agents have the same prior belief that each agent
is equally likely to be good or bad. Both algorithms converge
to the true hypothesis despite the bad agent (agent 3) sharing
randomly generated actual beliefs. SDHT in Fig. 4a converges
at around t = 16, while the convergence with ADHT is
faster at t = 9 as shown in Fig. 4b. We also empirically
observe that ADHT enters case one much more frequently
from Fig. 5. Therefore, the agents make much more frequent
use of neighbor information in ADHT and converge faster than
they do in SDHT.
To better illustrate the agents’ belief evolution, we pick
agents 0, 2, and 3 and show their actual beliefs at different
time instants in both SDHT and ADHT algorithms in Fig. 6.
The radar plots indicate each agent’s actual belief, where each
vertex i (i ∈ {0, 1, 2, 3, 4}) represents the probability that
agent i is bad. From Fig. 6, agent 2 converges to the true
belief at t = 8 for both algorithms. However, for SDHT, it is
not until t = 17 does agent 0 make use of agent 2’s actual
belief and converge. While in ADHT at t = 8, agent 0 has
already accumulated enough shared beliefs to update its actual
belief and converges.
2) Actual Belief Update Rule: We showed in Section VI
that the average rule also guarantees the convergence to the
true underlying belief. Examining the effect of sensor noise
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Fig. 6: Evolution of the actual beliefs of three agents (0,2, and 3) using radar plots over the probability simplex. The first three
rows of radar plots show the evolution of the SDHT algorithm and the second three rows show the evolution of the ADHT
algorithm.
in terms of the variances of the local likelihood functions
provides a comparison between the average rule and the
minimum rule. Agent 3 is the bad agent who always shares
the same false belief ba3,t(θ) = 1 where θ = (1, 0, 1, 1, 1). In
other words, it always broadcasts to its neighbors that agent
1 is the bad agent with probability one.
Fig. 7 shows the evolution of local and actual beliefs for
agent 0. It can be seen that, especially for the first 15 time
steps, a high sensor noise frequently leads to fluctuations in an
agent’s local beliefs. Such fluctuations propagate to its actual
beliefs that are shared to its neighbors. Consequently, as shown
in Fig. 8, the average rule outperforms the minimum rule in
identifying the true hypothesis since it relies on more than one
neighboring agent which may average out the fluctuation for
each hypothesis. In the low sensor noise scenario, the local
belief has much less fluctuations as shown in Fig. 7. Then we
observe that the minimum rule converges faster since it may
quickly and correctly rule out the wrong hypotheses by taking
the minimum of the beliefs as illustrated in Fig. 9.
VIII. CONCLUSION
In this paper, we introduce two resilient distributed hypoth-
esis testing algorithms in a time-varying network topology.
Each agent makes local observations and keeps simulating
shared information to update its local and actual beliefs over
all possible hypotheses. We prove that the algorithms guaran-
tee almost-sure convergence to the true hypothesis in the limit
without requiring that the underlying network topology to be
connected. The proposed algorithms are simple to implement
and resilient to adversarial agents. The simulation results
illustrate the validity of the proposed approaches and compare
their performances in different scenarios. Future work will
study how to plan the state paths of the team in a distributed
manner to satisfy the convergence conditions.
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