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FACIAL SKIN MOTION PROPERTIES FROM VIDEO: MODELING
AND APPLICATIONS
Vasant Manohar
ABSTRACT
Deformable modeling of facial soft tissues have found use in application domains
such as human-machine interaction for facial expression recognition. More recently,
such modeling techniques have been used for tasks like age estimation and person iden-
tification.
This dissertation is focused on development of novel image analysis algorithms to
follow facial strain patterns observed through video recording of faces in expressions.
Specifically, we use the strain pattern extracted from non-rigid facial motion as a sim-
plified and adequate way to characterize the underlying material properties of facial
soft tissues. Such an approach has several unique features. Strain pattern instead of
the image intensity is used as a classification feature. Strain is related to biomechanical
properties of facial tissues that are distinct for each individual. Strain pattern is less
sensitive to illumination differences (between enrolled and query sequences) and face
camouflage because the strain pattern of a face remains stable as long as reliable facial
deformations are captured. A finite element modeling based method enforces regular-
ization which mitigates issues (such as temporal matching and noise sensitivity) related
to automatic motion estimation. Therefore, the computational strategy is accurate and
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robust. Images or videos of facial deformations are acquired with video camera and
without special imaging equipment.
Experiments using range images on a dataset consisting of 50 subjects provide the
necessary proof of concept that strain maps indeed have a discriminative value. On a
video dataset containing 60 subjects undergoing a particular facial expression, experi-
mental results using the computational strategy presented in this work emphasize the
discriminatory and stability properties of strain maps across adverse data conditions
(shadow lighting and face camouflage). Such properties make it a promising feature for
image analysis tasks that can benefit from such auxiliary information about the human
face. Strain maps add a new dimension in our abilities to characterize a human face.
It also fosters newer ways to capture facial dynamics from video which, if exploited
efficiently, can lead to an improved performance in tasks involving the human face.
In a subsequent effort, we model the material constants (Young’s modulus) of the
skin in sub-regions of the face from the motion observed in multiple facial expressions.
On a public database consisting of 40 subjects undergoing some set of facial motions, we
present an expression invariant strategy to matching faces using the Young’s modulus
of the skin. Such an efficient way of describing underlying material properties from the
displacements observed in video has an important application in deformable modeling
of physical objects which are usually gauged by their simplicity and adequacy.
The contributions through this work will have an impact on the broader vision com-
munity because of its highly novel approaches to the long-standing problem of motion
analysis of elastic objects. In addition, the value is the cross disciplinary nature and its
focus on applying image analysis algorithms to the rather difficult and important prob-
lem of material property characterization of facial soft tissues and their applications.
We believe this research provides a special opportunity for the utilization of video pro-
cessing to enhance our abilities to make unique discoveries through the facial dynamics
inherent in video.
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CHAPTER 1
INTRODUCTION
The human face has been the subject of tremendous scrutiny in the fields of human
cognition, computer vision, image processing and computer graphics, and is perhaps
the most extensively researched facet of our body. This is hardly surprising given the
importance of its function in social interactions [50]. The face is the primary medium
for conveying identity, cognitive state, emotive intent, and disseminating affective re-
sponses [63]. Although humans use language as the main channel for conveying facts
and schemes, it does not match the face’s capacity for communicating emotions.
The study of how facial expressions transmit affective information was pioneered
in behavioral psychology by Ekman and his associates [35]. From these studies it
was discovered that facial expressions are uniquely human, basic emotional expressions
are consistent in exhibition and interpretation across all demographics, and emotional
messages are constructed by the actions of certain facial muscles.
Due to its complex dynamic nature, the study of the face from a computational per-
spective has resulted in increasingly more sophisticated tools in non-rigid object mod-
eling and tracking, object parameterization and recognition, occlusion handling, and
extracting invariant features in real-world settings. Automated facial analysis has been
motivated by some very desirable applications, which consider both its static nature,
such as identity recognition, and its dynamic nature, such as expression recognition,
visual speech recognition, and the realistic animation of virtual humans. This analy-
sis has also paved new insights and tools in medical applications, behavioral science,
security, education, and human computer interaction.
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1.1 Motivation
Much of the above mentioned analysis has been conducted on static 2D or 3D images
or short 2D image sequences. However there has been very little work in investigating
facial dynamics in video-rate data. With respect to the human face, one important use
for this is to analyze the ways in which individuals can, or are able to deform their
face while performing expression or speech. We can use this analysis to explore the
question of whether it is possible to characterize an individual based on their facial
motion [52, 64]. For example, how can we quantify the similarly between two peoples’
smiles? Which expressions best discriminate individuals? Is it possible to build a
prototypical model of how people smile? How are individual differences reflected as
a deviation from this model? To the best of our knowledge, these questions have
received a very small amount of attention in 2D image analysis. From an identification
system’s point of view, the concept of recognizing a person based on facial motion is
attractive; since facial movements comprise a complex sequence of muscle activations,
it is fairly difficult to imitate another person’s facial expressions and these facial motion
characteristics are discriminative to an individual [121]. Furthermore, the use of facial
motion is in certain respects more robust to fraudulent attacks than current static face
recognition algorithms, which fail if presented with a physical model of a person’s face.
Facial dynamics are also independent of lighting, pose, and appearance changes (such as
face covered with sand/dust, wearing make-up, etc...), which are apparent in real-world
environments. In experimental psychology, determining the precise role of facial motion
in determining identity is still largely unknown, and is actively pursued [52, 96]. By
exploring this notion using computer vision techniques, we will be able to evaluate the
strength of the dynamic cue in identity recognition.
2
1.2 Problem Description
The central goal of this dissertation is to validate the following hypothesis:
Using a video-rate image procuring system capturing a person’s face undergoing some
set of facial motions, it is possible to extract motion properties of the facial skin which
possess distinct individual characteristics. Furthermore, these properties will be more
robust and stable than previously attempted facial motion analysis systems, which have
only considered motion from two image ‘snapshots’ [121, 89], rather than deriving subtle
properties in the spatio-temporal dimension.
We extract these skin motion properties from a public facial motion database and
a more challenging database collected as part of this research. This comprises at least
60 individuals each performing a number of facial expressions under different lighting
conditions. Few subjects have data collected with face camouflage. The motivation for
collecting motion data under camouflage is to investigate their robustness and stabil-
ity even under such challenging yet realistic conditions; something which has not been
explored in the computer vision literature. The number of subjects in our database
has been chosen to meet a trade-off between the human labor involved in data collec-
tion, yet being sufficiently large to represent the characteristics of facial motion and to
facilitate empirical evaluation. The methods we employ to extract individual motion
signatures include deformable surface modeling for explaining and tracking face scans
over time, and statistical techniques to uncover a low-dimensional motion manifold em-
bedded in the high-dimensional spatio-temporal space. Further details of our research
are presented in the rest of this manuscript.
1.3 Presented Approach
Deformable modeling of facial soft tissues have found use in application domains
such as human-machine interaction for facial expression recognition [36]. More recently,
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such modeling techniques have been used for tasks like age estimation [66] and person
identification [121, 89, 78]. Existing modeling approaches can be divided into two major
groups. Models based on solving continuum mechanics problems under consideration of
material properties and other physical constraints are called physical models. All other
modeling techniques, even if they are related to mathematical physics, are known as
non–physical models. A comprehensive review of deformable modeling techniques and
their applications in computer vision, graphics, and medical imaging applications can
be found in [41] and [82] respectively.
Though physical modeling, i.e., numerically solving partial differential equations
(PDEs) of elasticity theory, provides a highly accurate and robust solution strategy, the
major problem with such approaches is that:
• the observed physical phenomena can be very complex and
• solving the underlying PDEs requires substantial computational cost.
The answers to these two questions thus lie in:
• finding an adequate simplified model of the given problem covering the essential
observations and
• applying efficient numerical techniques for solving the PDEs.
In this work, we use the strain pattern extracted from non–rigid facial motion as a
simplified and adequate way to characterize the underlying material properties of facial
soft tissues. The presented method has several unique features:
• It is the strain pattern, instead of the image intensity, that is used as a classifi-
cation feature. Strain is related to the biomechanical properties of facial tissues
that are distinct for each individual.
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• Strain pattern is less sensitive to illumination differences (between enrolled and
query sequences) and face camouflage because the strain pattern of a face remains
stable as long as reliable facial deformations are captured.
• Images or videos of facial deformations can be acquired with a regular video
camera and no special imaging equipment is needed.
• A subsequent finite element modeling based method enforces regularization which
mitigates issues related to automatic motion estimation (such as noise sensitivity,
temporal matching, and motion discontinuity). Therefore, the computational
strategy is accurate and robust.
Besides providing an identity signature for an individual, the facial strain pattern
of a face in expression also reveals the facial dynamics of a person. By facial dynamics,
we refer to the non–rigid movement of facial features, in addition to the rigid movement
of the head [48]. Recent psychological and neural studies indicate that changing facial
expressions and head movements provide additional evidences for face recognition [88].
This hints that facial dynamics, if exploited efficiently, can lead to improved performance
in automatic face recognition.
Thus, the focus of this research is on the development of novel image analysis algo-
rithms to follow strain patterns observed through video recording of faces in expressions.
The objective is to model the soft tissue properties of individual faces at a coarse level
that is sufficient for certain image analysis applications. In particular, the tasks we
address is person identification from video.
1.4 Supportive Evidence
Besides the results observed through this research, we support our claim with the
following evidence found in existing literature:
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• Facial movements during the formation of expression are the result of a complex
sequence of muscle activations which are distinct to an individual in both ‘style’
(i.e. the sequence of muscular activations in performing an expression) and ‘con-
tent’ (i.e. the underlying anatomical structure of the individual’s face.) [121].
This gives a strong indication that facial motion fields can be used to recognize
identity.
• In psychological studies, it has been observed that humans use facial motion
as a cue for identity recognition, and this becomes increasingly important with
increased familiarity with that person [48, 96]. There is also evidence to suggest
humans can recognise a person based solely on facial motion [52, 64].
• Recent studies in using facial motion for identity recognition have shown positive
results, although we believe there is room for considerable improvement. Pa-
mudurthy et al. [89] constructed a deformation vector field by corresponding skin
pore locations in a neutral and smiling expression from two high-resolution dig-
ital images. They showed that it is possible to achieve superior face recognition
performance when compared with the popular PCA+LDA static method when
a persons appearance has been altered (in this case this was the application of
make-up.)
• Zhang et al. [121] also proposed a method for recognising individuals based on the
biomechanical characteristics of facial tissue. They manually compute an elastic
strain pattern at the region between the cheek bone and jaw line, covering the
masseter muscle. The results were positive; a verification rate of 67.4% and a false
alarm rate of 5% using a small data set.
• One way in which these results would be improved is to consider dense facial
motion over time, rather than merely computed using the neutral and expres-
sion apex states, as is done in these studies. We believe that this will increase
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the reproducibility of the motion signature. Intuitively, it is difficult to have a
person hold exactly the same facial expression as was recorded in the recognition
database. Indeed, this variability may be greater than the variability between
individuals’ expression, thus severely limiting recognition accuracy.
• Another limitation of existing techniques is that the expression has to be iden-
titical between the enrolled and query sequences. We overcome this limitation
by modeling the material constants from multiple expressions and using those
properties in the recognition process (See Chapter 6 for more details).
1.5 Contributions of the Dissertation
The central contribution of this research to the community is to develop algorithms
for extracting, analyzing, and characterizing the motion of complex deformable surfaces,
guided by the specific application of identifying individuals based on their facial motion.
This work will be important in a number of applications and future research directions.
A selection of these is listed below.
1.5.1 Main Thrust Areas
1.5.1.1 Computer Vision and Deformable Object Analysis
Many aspects of the research conducted as part of this dissertation will generalize
beyond facial motion analysis, and may be used as tools for analyzing the deformation of
arbitrary objects over time. The mathematical techniques developed in our research for
modeling motion and analyzing surface deformation will find many applications. These
may include studying the deformation of objects during impact or load bearing, clinical
applications such as automatically assessing the Range of Mobility (RoI) of regions of
the body after injury, surgery and rehabilitation, and the automatic analysis of growth,
which finds uses in cancerous growth and treatment.
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1.5.1.2 Biometrics
At present biometrics based on the human face use features derived soley from its
static appearance or shape. Although face recognition is now seen to perform very
reliably in constrained environments, the lack of dynamic information makes it vulner-
able to fraudulent attacks using synthetic models. Furthermore, since facial dynamics
are independent of texture they are robust to changes in appearance brought about
by lighting variation, surface reflectance, and facial texture (for example when wearing
makeup.) Static face recognition also generally fails to distinguish identical twins, yet
work on facial dynamics has indicated that discriminatory characteristics can be found
using motion cues [89]. It has also been postulated that facial motion remains more
invariant to age than appearance [121]. In summary, the use of facial motion signatures
in addition to static signatures will provide an increased layer of security and robustness
to recognising identity.
1.5.2 Other Thrust Areas
1.5.2.1 Perceptual Psychology
Facial motion provides a human observer with not only a wide variety of social infor-
mation but also a potentially unique source of identity information. At present, there
are two competing theories in perceptual psychology attempting to explain why facial
motion assists in human face recognition, which disagree on the precise role of facial
motion [88, 97]. One states that motion facilitates the construction of a more complete
structural model of the face, thus enhancing the quality of the perceptual representation
of a face. The second states that we use facial dynamics as a separate cue learned from
the idiosyncratic patterns of motion which is complementary to structural information.
In this work we evaluate the extent with which facial motion can discriminate individ-
uals which will be useful as empirical evidence for resolving the competing theories.
8
Furthermore, the motion models we will develop may be used as important tools in ex-
perimental psychology. For example, extracted motion signatures can be manipulated
to form complementary or inconsistent identity, gender, or age cues. They can also be
combined to investigate whether complex expressions may be perceived by combining
more primitive motion models associated with the basic expressions.
1.5.2.2 Computer Graphics
Much of the work in facial dynamics analysis is pioneered by research in computer
graphics, where the goal is to create realistic virtual, emotive faces. We expect that
facial motion signatures may be combined in novel ways to animate a face in ways which
were not observed when the motion data was captured.
1.6 Organization of the Dissertation
The structure of the present manuscript is as follows. We start with a review of the
existing approaches for modeling of deformable objects (with an emphasis on face mod-
eling) and for person identification (Chapter 2). In Chapter 3, we present an overview
of the essential background knowledge in the theory of elasticity, motion analysis, and
dimensionality reduction in face recognition. Chapter 4 describes our algorithm for com-
puting strain pattern from a motion field and presents a proof of concept that strain
pattern has the desired discriminative value through our experiments using range data.
Chapter 5 reports our results on person identification using strain maps on a moderately
sized dataset with challenging data conditions. In Chapter 6, we describe our method
for modeling material constants of facial regions from multiple facial expressions and
present results on its application to non-rigid motion tracking and expression invari-
ant person identification. Finally, we conclude the thesis and make outlook for future
research (Chapter 7).
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CHAPTER 2
LITERATURE REVIEW
2.1 Deformable Modeling
Deformable modeling of physical objects has a long history. Since computers become
an indispensable tool in modeling, sophisticated simulation of complex physical scenes
becomes a major everlasting trend in computer graphics and many other applications
dealing with the computer assisted modeling of physical reality.
The simulation of deformable objects is essential for many applications. Histori-
cally, deformable models appeared in computer graphics and were used to create and
edit complex curves, surfaces and solids. Computer aided design uses deformable models
to simulate the deformation of industrial materials and tissues. In image analysis, de-
formable models are used for fitting curved surfaces, boundary smoothing, registration
and image segmentation. Later, deformable models are used in character animation and
computer graphics for the realistic simulation of skin, clothing and human or animal
characters [60, 81, 87, 41]. The modeling of deformable soft tissue is, in particular, of
great interest for a wide range of medical imaging applications, where the realistic in-
teraction with virtual objects is required. Especially, computer assisted surgery (CAS)
applications demand the physically realistic modeling of complex tissue biomechanics.
Generally, existing modeling approaches can be ranged into two major groups. Mod-
els based on solving continuum mechanics problems under consideration of material
properties and other environmental constraints are called physical models. All other
modeling techniques, even if they are somehow related to mathematical physics, are
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known as non-physical models. A comprehensive review of deformable modeling for
computer vision, graphics, and medical applications can be found in [82].
2.1.1 Non-physical Modeling
Non-physical methods for modeling of deformable objects are usually based on pure
heuristic geometric techniques or use a sort of simplified physical principles to achieve
the reality-like effect. These techniques are very popular in computer graphics and
sometimes used in real time applications, since they are computationally efficient in
comparison with expensive physical approaches.
2.1.1.1 Spline Techniques
Many early approaches for modeling deformable objects were developed in the field
of computer aided geometric design (CAGD), where flexible tools for creation of inter-
polating curves and surfaces as well as the intuitive ways to modify and refine these
objects were needed. From this need came Bezier-curves and subsequently many other
methods of compact description of warped curves and surfaces by a small vector of num-
bers, including B-splines, non-uniform rational B-splines (NURBS) and other types of
spline techniques.
The spline technique is based on the representation of both planar and 3D curves
and surfaces by a set of control points, also called landmarks. The main idea of spline
based methods is to modify the shape of complex objects by varying the position of
few control points. Also the number of landmarks as well as their weights can be used
for adjustment of the object deformation. Such parameter-based object representation
is computationally efficient and supports interactive modification. A comprehensive
introduction in curve and surface modeling with splines can be found in [10].
A particular group of landmark-based techniques represent methods, which are used
in the elastic image registration and based on radial basis functions derived from some
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special closed-form solutions of elasticity theory. In [22], a spline technique based on the
radial basis function r log(r) derived from the linear elastic solution of the thin-plate
deformation problem is proposed. Such thin-plate splines (TPS), globally defined in
the image domain, are used for interpolation of the deformation given by the prescribed
displacements of control points. Extended TPS-techniques are described in [98]. In [34],
an analogous landmark-based approach is proposed, where elastic body spline (EBS)
derived from the special solution of 3D elasticity is used as an interpolating radial basis
function.
2.1.1.2 Free-form Deformation
Free-form deformation (FFD) became popular in computer assisted geometric de-
sign and animation in the last two decades. The main idea of FFD is to deform the
shape of an object by deforming the space in which it is embedded. In early work [9], a
general method based on the geometric mappings of 3D space was proposed. This de-
formation technique uses a set of hierarchical transformations for deforming an object,
including rigid motion, stretching, bending, twisting, and other operators. The elemen-
tary space-warpings are obtained by using the surface normal vector of the undeformed
surface and a transformation matrix to calculate the normal vector of an arbitrarily
deformed smooth surface. Complex objects can be created from simpler ones, since
the deformations are easily combined in a hierarchical structure. The position vector
and normal vector in more complex objects are calculated from the position vector and
normal vector in simpler objects. Each level in the deformation hierarchy requires an
additional matrix multiply for the normal vector calculation.
The term free-form deformation has been introduced in a later work [102], where a
more generalized approach based on the embedding an object in a grid of mesh points
of some standard geometry, such as a cube or cylinder, has been proposed. The basic
FFD method has been extended by several others [32, 27].
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2.1.2 Physical Modeling
In the applications, which demand the realistic simulation of deformable physical
bodies, there is no alternative to consistent physical modeling, i.e., numerical solving
partial differential equations (PDEs) of elasticity theory. The major problem of physical
modeling is that
• the observed physical phenomena can be very complex and
• solution of underlying PDEs requires substantial computational expenses.
The answers to these two questions consist in
• finding an adequate simplified model of the given problem covering the essential
observations and
• applying efficient numerical techniques for solving the PDEs.
A variety of approaches for deformable modeling, which have been developed in the
past, were bound to give their particular answers to these two questions.
It is difficult to trace who first proposed a working physical model of deformable
living tissue. The list of names and research groups, which made their contributions
to this topic, is quite long. The study of biomechanical properties of living tissues and
their numerical modeling was triggered by single research programs of car-, space- and
military-industry beginning from the 50s and later substantially boosted in the early
80s with the development of computer tomography [7]. Further physically motivated
techniques for elastic registration and segmentation of medical images are in [8, 61]. At
the same time, first fundamental theoretical and experimental investigations of tissue
biomechanics appear. In the last two decades, a plethora of various approaches and
applications related to biomechanical modeling has been developed. These methods
can be classified by different criteria. One of such classifications is based on the type
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of the numerical technique used in the modeling approach. There are four common
numerical methods for physically based modeling of deformable objects. These are
• mass-spring-damper systems,
• the finite difference method,
• the boundary element method, and
• the finite element method.
2.1.2.1 Mass-Spring-Damper Systems
In the early approaches to soft tissue modeling, an approximation of mechanical
continuum by a mass-spring-damper (MSD) system was used. The physical body is
represented by a set of mass-points connected by springs exerting forces on neighbor
points when a mass is displaced from its rest positions. MSD systems can be seen as a
simplified model of particle interaction, since physical bodies in fact consist of discrete
sub-elements, atoms and molecules. The spring forces Fs are usually considered to be
linear (Hookean), Fs = −ku, where u is the displacement of mass-point and k denotes
the spring constant corresponding to the material stiffness.
In one of the first work on the field of facial animation [92], a muscle model based
on MSD systems, which essentially solve the static system Ku = Fex is presented.
The face is modeled as a two-dimensional mesh of points connected by linear springs.
Muscle actions are represented by forces applied to the corresponding region of mesh
nodes. This approach was expanded in the later work, where a more sophisticated
MSD model of muscles was developed. In [113], muscles directly displace nodes within
zones of influence, which are parameterized by radius, fall-off coefficients, and other
parameters. In [107], dynamic mass-spring systems for facial modeling are described.
In this approach, a multi-layer mesh of mass points representing three anatomically
distinct facial tissue layers: the dermis, the subcutaneous fat layer, and the muscle
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layer is used. This approach has been extended in [68], where a mesh adaptation
algorithm is used that tailors a generic mesh to the individual features by locating these
features in a laser-scanned image. For improved realism, this formulation also includes
constraint forces to prevent muscles and facial nodes from penetrating the skull. In [62],
a mass spring model of facial tissue for the soft tissue prediction in craniofacial surgery
simulations is proposed.
The major drawback of MSD systems is their insufficient approximation of true
material properties. Being a very simplified model of mechanical continuum, particle
systems do not provide the required accuracy for the realistic simulation of complex
composite materials such as soft tissue. MSD systems are also weak, if complex, arbi-
trary shaped objects such as thin surfaces, which are resistant to bending, are to be
modeled.
2.1.2.2 Finite Difference Method
The finite difference method (FDM) is historically the first true discretization tech-
nique for solving partial differential equations. The general approach of the FDM is to
replace the continuous derivatives within the given boundary value problem with finite
difference approximations on a grid of mesh points that spans the domain of interest.
Consequently, the differential operator is approximated by an algebraic operator. The
resulting system of equations can then be solved by a variety of standard techniques.
A general algorithm for the finite difference discretization of linear boundary value
problems is as follows:
• Convert continuous variables to discrete variables.
• Approximate the derivatives at each point using formulae derived from a Taylor
series expansion using the most accurate approximation available that is consistent
with the given problem.
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• Assemble the linear system of equations respectively to the nodal values.
• Apply boundary conditions on the boundary points separately.
• Solve the resulting set of coupled equations using either direct or iterative schemes
as appropriate for the given problem.
The FDM achieves efficiency and accuracy when the geometry of the problem is
regular. The FDM is usually applied on cubic grids, which are naturally given by
pixels or voxels of 2D or 3D digital images, respectively. However, the discretization of
objects with the irregular geometry becomes extremely dense, which requires extensive
computational resources for data storage and system solving. In [101], the FD approach
for the linear elastic prediction of facial tissue in craniofacial surgery planning is applied.
2.1.2.3 Boundary Element Method
A general principle of solving the boundary value problem given by the partial differ-
ential equation (PDE) and the boundary conditions consists in bringing the differential
problem into an integral form. For a certain class of problems, the resulting integra-
tion over the whole domain of interest can be substituted by the integration over the
boundary. Consequently, only the boundary of the domain has to be discretized, which
in turn means that:
• the dimension of the resulting system of equations is significantly smaller than in
the case of total volume discretization and
• the difficult problem of volumetric mesh generation becomes redundant.
For the differential operator of elasticity theory, such boundary integral formulation
can be obtained. In [14], the boundary element method (BEM) for static and dynamic
problems of continuum mechanics is described. Unfortunately, the volume integrals in
the BEM can be completely eliminated only if
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• the material is homogeneous and
• no volumetric forces are given.
This is generally not the case in soft tissue modeling. Furthermore, the system
matrix when using BEM is fully occupied, which makes the application of efficient
iterative solving techniques difficult or even impossible. An example of the application
of the boundary element method for the modeling of deformable objects is given in [55].
2.1.2.4 Finite Element Method
The finite element method (FEM) becomes the ultimate !state of the art technique
in physically based modeling and simulation. The FEM is superior to all previously
discussed methods when accurate solution of continuum mechanics problems with the
complex geometry has to be found. It also provides the most flexible modeling platform
free of all limitations with respect to the material type and the boundary conditions.
More accurate physical models treat deformable objects as a mechanical continuum:
solid bodies with mass and energies distributed throughout the threedimensional domain
they occupy. Unlike the discrete MSD systems, the FEM is derived directly from the
equations of continuum mechanics. In a difference to the FDM, the differential operators
are not approximated by simple algebraic expressions, but applied as they are on the
subspaces of those admissible solution fields. The difference to the BEM consists in the
volume integration, which enables a more general approach to the continuum modeling.
In elasticity theory, the deformation of a physical body is described as the equilib-
rium of external forces and internal stresses. The static equilibrium for an infinitesimal
volume is given by the partial differential equations, which implies the relationship
between the deformation variables such as stresses, strains, or displacements and the
applied force density, and also contains the constants describing the object material
properties. To compute the object deformation, the PDEs of elasticity theory have to
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be integrated over the domain occupied by a body. Since it is usually impossible to find
a closed-form analytical solution for an arbitrary domain, numerical methods are used
to approximate the object deformation for a discrete number of points (mesh nodes).
MSD or FD methods approximate objects as a finite mesh of nodes and discretize the
equilibrium equation at the mesh nodes. The FEM divides the object into a set of
elements and approximate the continuous equilibrium equation over each element. The
main advantage of the FEM over the node-based discretization techniques is the more
flexible node placement and the substantial reduction of the total number of degrees of
freedom needed to achieve the required accuracy of the solution.
The main idea of continuum based deformable modeling consists in the minimization
of the stored deformation energy, since the object reaches equilibrium when its potential
energy is at a minimum. The basic steps of the FEM approach to compute the object
deformations are the following:
• Derive an equilibrium equation for a continuum with given material properties.
• Select the appropriate finite elements and corresponding interpolation functions
for the problem.
• Subdivide the object into the elements.
• All relevant variables on each element have to be interpolated by interpolation
functions.
• Assemble the set of equilibrium equations for all of the elements into a single
system.
• Implement the given boundary constraints.
• Solve the system of equations for the vector of unknowns.
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Finite element methods enable the most realistic simulation of deformable living
objects. However, even this sophisticated approach has its limitations. The material
properties of living tissues are highly complex and usually have to be estimated empiri-
cally. Living objects are composite materials with a very complex geometrical structure.
Various contact and obstacle problems are associated with the modeling of such multi-
body systems. A general problem concerns the modeling of large deformations. A
widely used linear elastic approach can only be applied under the assumption of small
deformations, which often does not hold for soft tissue rearrangements in craniofacial
surgery interventions. All these and many other problems make the consistent FE based
modeling of soft tissue a very challenging task.
The FE analysis is widely used for modeling deformable living tissues in medical
imaging and CAS applications [25, 33, 24, 38]. The most advanced FE based approach
for modeling of facial tissue within the scope of the craniofacial surgery planning is
in [65, 99]. Throughout all these and other early work, the linear elastic approximation
of soft tissue behavior is typically usually used. Till now, no investigations of non-linear
FE-based models of facial tissue are known.
In this work, we investigate the finite difference method and the finite element
method as our solution approach.
2.1.3 Face Modeling and Biomechanics
Efforts have been made to assist face animation and recognition using a highly
accurate model that takes into account anatomical details of a face, such as bones,
musculature, and skin tissues [116, 123]. This is based on the premise that the nuances
recognizable by humans can be synthesized (and fully explained) only by an elaborate
biomechanical model. The early studies in this direction developed models with a
hierarchical biomechanical structure that were capable of simulating linear and sphincter
facial movements [108, 113]. Models of a muscle structure using quadric segments were
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also proposed [58, 59]. Zhang et al. [123, 122] studied a model that incorporates a more
detailed 3-layer skin module to characterize the behavior and interaction among the
epidermis, dermis, hypodermis, and muscular units.
A major challenge of using a sophisticated anatomy–based model is the high com-
putational complexity involved. Although the aforementioned models adopted a much
simplified spring-mass system, it is still a daunting task to employ these models in a real
time application. For example, it is a non–trivial task to create a detailed individual
model for each subject in the database for a biometric study that could consists of a
few hundreds to a tenth of thousands of subjects [45].
An alternative is to extract biomechanical information (that might be adequate for
certain tasks) from images and videos without building a full-scale model. Essa and
Pentland [36] developed a finite element model to estimate visual muscle activations
and to generate motion-energy templates for expression analysis. However, automatic
identification of action units that estimate the muscle activations is still a topic of open
research. In our approach, which is also based on biomechanics, we go a step further by
quantifying the soft tissue properties through its elasticity and effectively representing
it by means of strain maps.
The study of facial strain requires high quality motion data generated by robust
tracking methods, an extensively investigated subject in computer vision. The trend is
to integrate various image cues and prior knowledge into a face model, such as structural
information, depth maps, feature positions, optical flow, statistical shape prior, as well
as internal regularization assumptions [30, 20, 12, 4, 54]. Most of the methods rely on a
certain degree of user intervention, for either model initialization or tracking guidance.
Methods that avoid the use of hand-labeled features and manual correspondence
were also investigated. Such methods employed conformal geometry and soft optical
flow to facilitate the tracking process [112, 119]. Statistical heuristics learned from
training were also explored to improve the tracking robustness [100, 3]. However, those
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methods either require an extensive collection of training samples or work only for
certain facial motions, which makes them unsuitable to handle all the data types that
we have. Therefore, in this study, we adopt an algorithm in its basic form: a robust
optical flow method.
Optical flow is an approximation of the motion field observed on image plane. Many
algorithms have been developed to solve the fundamental optical flow equation which
is based on the principle of image brightness constancy. They are usually accompanied
by local or global smoothness constraints. The solution approach adopted in this study
is based on a robust estimation framework [18].
2.2 Person Identification
It is presumptuous to assume that one can give a complete review of existing face
recognition techniques. There are countless papers in literature that differ in the data
and models they use to solve the problem. Given the scope of this work where a survey
of current techniques is not the primary objective, this section gives an overview of the
most important work in this direction.
In a broadsense, face recognition approaches can be classified into two categories:
• Image-Based Face Recognition Algorithms
• Video-Based Face Recognition Algorithms
The following sections give a brief outline of algorithms that fall into one of the two
categories with an emphasis on video-based approaches that extract dynamic informa-
tion for improved performance.
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2.2.1 Image-Based Algorithms
2.2.1.1 2D Algorithms
Principal Component Analysis (PCA) [109, 90, 86] is a dimensionality reduction
approach which can be used as a recognition technique in the context of learning a sub-
space whose basis vectors correspond to the maximum variance direction in the original
image space. It is one of the first and most popular approach to face recognition which
has a reasonable performance in most scenarios. Independent Component Analysis
(ICA) [11, 74] attempts to find the basis vectors along which the data are statistically
independent. This is done by minimizing the second-order and higher-order dependen-
cies in the input data. Linear Discriminant Analysis (LDA) [77, 13, 124] finds the basis
vectors in the original space that results in maximal separation among different classes.
For all samples of all classes, the goal of LDA is to maximize the between-class scatter
while minimizing the within-class scatter. It is generally believed that object recogni-
tion algorithms based on LDA are superior to those based on PCA. However, in [80],
Martinez and Kak argue that this is not the case always. Results on a face database
showed that PCA outperforms LDA when the training data set is small and also that
PCA is less sensitive to training data sets. Evolutionary Pursuit (EP) [75], a specific
kind of genetic algorithm, is an eigenspace-based dynamic approach that searches for
the best set of projection axes in order to maximize an objective function, while ac-
counting for classification accuracy and generalization capability of the solution. All of
the above methods fall in the category of template-matching approaches.
Elastic Bunch Graph Matching (EBGM) [114] is a feature-based technique in which
faces are represented as graphs, with nodes positioned at some anchor points detected
on the face (eyes, nose, etc...) and edges labeled with 2-D distance vectors. Recognition
is then based on these labeled graphs. Trace transforms [57, 106] is an image processing
technique that is used to recognize objects under transformations, i.e. rotation, scaling
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and translation. First, a functional is computed along tracing lines of an image and
then recognition is performed using a set of trace functionals.
Bayesian Intra/extrapersonal Classifier (BIC) [85, 73] presents a probabilistic frame-
work based on the Bayesian belief that the image intensity differences are characteristic
of typical variations in appearance of an individual. Similarity among individuals is
measured using the Bayesian rule.
Apart from these, there is a different class of face recognition algorithms that are
based on modeling the subspace to better characterize the specific case of faces. Kernel
methods [115, 6, 128, 127] were developed based on the premise that the face manifold
in the subspace need not necessarily be linear. These methods essentially explore direct
non-linear manifold schemes to generalize the linear methods. Methods using Support
Vector Machines (SVM) [47, 51] handle face recognition as a binary classification prob-
lem. They find a hyperplane that separates the largest fraction of data samples from
one class on the same side, while maximizing the distance from either classes to the
hyperplane. PCA is first used to extract features of face images and then discrimination
functions between each pair of images are learned by SVMs. An excellent review of 2D
face recognition algorithms can be found in [28, 125].
2.2.1.2 3D Algorithms
2D algorithms show very good recognition rates over a restricted set of inputs.
However, they are not flexible with respect to pose, illumination or scale changes, which
require multiple templates to perform recognition over varying conditions. In light of
this, a need to explore newer information for face recognition was felt necessary. Using
range data was found to be a promising direction because curvature data which, can be
computed from depth information, opens up new horizons for face recognition methods
in terms of characterizing a face and being viewpoint independent. 3D algorithms can
be further classified into two branches:
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• Using range information only
• Using range and texture information
Methods that use depth information alone perform recognition using geometric prop-
erties of the facial surface such as curvature, depth maps, etc... On the other hand,
algorithms that use both range and texture cues use integrated models which combine
a model of shape variation with a model of the appearance variations in a shape-
normalized frame.
An Active Appearance Model (AAM) [31] contains a statistical model of the shape
and gray-level appearance of the face which can be generalized to any valid face. Match-
ing is done by finding parameters of the model which minimize the difference between
the original image and the projected image obtained from a synthesized model. Mor-
phable models [19, 21], proposed by Blantz et al., is based on the hypothesis that a
human face is intrinsically a surface lying in 3-D space. They proposed a face recogn-
tion method based on a morphable face model that encodes shape and texture in terms
of parameters of the model and an algorithm to recover these parameters from a sin-
gle image of a face. Another seminal work in this direction is a recognition method
based on canonical surfaces [26]. The novel contribution of this work is the ability to
compare facial surfaces irrespective of deformations caused by facial expressions. The
range image is preprocessed by removing certain parts such as hair and eyebrows which
can complicate the recognition step. A canonical form of the facial surface is then
computed. Since such a representation is less sensitive to head orientation and facial
expression, the recognition process is significantly simplified.
Though using 3-D information overcomes the problems pose and illumination in-
troduce, the latency involved in range sensoring equipments make it unfavorable for
practical purposes. In [23], Bowyer et al. present an elaborate discussion on the exist-
ing 3D and multi-modal 2D + 3D face recognition approaches and the challenges that
need to be addressed.
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2.2.2 Video-Based Algorithms
Face recognition in image sequences has received more attention in the last decade.
Video-based face recognition algorithms can be classified into two categories: methods
that do not utilize the motion information present in video and methods that integrate
the motion information for recognition.
The first category of algorithms are those that do not exploit dynamics of video
efficiently and apply still image-based techniques to some “good” frames selected from
image sequences [28]. An example for such an approach is [44], where a video-based face
recognition system based on tracking the positions of the nose and eyes is proposed. The
location of these points is used to make a decision whether the face pose is acceptable
for a still image-based recognition technique to be launched; otherwise the tracking
continues until such a frame occurs. Other approaches in this category include 3-D
reconstruction and recognition via structure from motion or structure from shading. It
is clear that the above approaches exploit the abundance of frames in video and not
essentially the facial dynamics by mainly using the spatial information.
The second category of algorithms are those that attempt to simultaneously use the
spatial and temporal information for recognizing faces undergoing some movements.
These methods efficiently exploit the temporal information by choosing a form of spatio-
temporal representation that includes both the facial structure and its dynamics. Some
of the work using this principle include the condensation method [129] and the method
based on Hidden Markov Models (HMM) [76]. Soatto et al. used a linear dynamic
system model [104] to capture the spatio-temporal information in image sequences [2]. A
discussion of the second class of algorithms that use motion information in the following
section.
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2.2.2.1 Algorithms Using Spatio-Temporal Representation
In [71], Li proposed an approach for modeling facial dynamics using identity surfaces.
A set of model trajectories constructed on identity surfaces is matched with the face
trajectory constructed from the discriminating features. A recognition rate of 93.9%
is reported on a dataset containing 12 training sequences and testing sequences of 3
subjects.
In [69], Li and Chellappa report enhancement over the frame-to-frame matching
scheme by using trajectories of tracked features in video. Gabor filters were used to
extract the features of interest. In the popular work of [126], Zhou and Chellappa
proposed a framework for simultaneous tracking and recognition of faces by including
an identification variable to the state vector of the model.
Condensation algorithm is another way of characterizing temporal information.
Though traditionally used for tracking and recognizing multiple spatio-temporal fea-
tures, this has been extended to video-based face recognition [129, 126].
In methods using Hidden Markov Models [76], an HMM is created to learn both
the statistics and temporal structure of each subject during the training phase. In the
testing phase, the temporal dynamics of the sequence is analyzed over time by the HMM
corresponding to each individual. The highest likelihood score provided by an HMM
establishes the face identity in the video.
In the work of Soatto [104], the auto-regressive and moving average (ARMA) model
was used to characterize a moving face as a linear dynamical system. Other methods for
video-based face recognition include algorithms that incorporate manifold learning. Lee
et al. proposed one such an approach based on probabilistic appearance manifolds [67].
The proposed algorithm of this work falls into the category of video-based face
recognition methods that adopt a spatio-temporal representation. For a face undergoing
some expression, non-rigid displacements are used to characterize the properties of soft
tissue and bone structure that constitute a face. The strain induced by the deformation
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during the expression is used to define the elastic properties of the facial skin which is in
turn used to perform recognition. This opens up newer avenues to the face recognition
community in the context of modeling a face using features beyond visible cues.
2.2.2.2 Facial Dynamics for Identity Recognition
Non-rigid motion information of the facial skin has been exploited in the traditional
face recognition framework to overcome some of the challenges faced by automatic
recognition algorithms. Chen et al. [29] augmented an appearance–based method with
facial motion to overcome illumination problems. Motion data were transformed into a
feature vector by concatenating a subset of flow estimates in an image sequence, which
was then processed by PCA and LDA (Linear Discriminant Analysis). Experimental
results showed that, using the intensity data augmented by dynamic information, face
recognition performed more robustly under varying lighting conditions.
Pamudurthy et al. [89] suggested an approach that uses dynamic facial features.
Features were extracted from still images, and correspondence at the skin pore level
was established by a Digital Image Skin Correlation (DISC) method. Two new images
were composed using intensities derived from the projection of displacement magni-
tude. Experiments using a small sample set (some wearing makeup) showed that the
disguised subjects were successfully recognized by the DISC method, but missed by
an appearance–based method based on PCA+LDA. Empirical evidences were provided
showing that identity signatures based on facial dynamics could help distinguish be-
tween identical twins.
In our work, we used facial dynamics for identity recognition by exploiting the non–
rigid motion of facial skin [121]. The identity signature is based on the elastic property
of facial tissue. By considering a face region influenced by the masseter muscle, we
showed that the strain pattern computed from two face images of closed and opened
jaw positions can reveal the underlying muscular characteristics. In [78], we extended
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the method to video sequences. Strain pattern was put forward as a soft forensic
evidence that can augment existing person identification techniques under drastic con-
ditions such as face camouflage and strong shadows. The robustness of the method was
substantiated by a comprehensive system design and extensive experimental results.
In [79], we improved the system through better characterization of facial soft tissue
by means of a finite element modeling based approach incorporating relative material
properties of individuals. The FEM-based approach works with a sparse motion field
and enforces regularization (smoothness controller for the motion field) which makes
the computational method accurate and robust.
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CHAPTER 3
THEORETICAL BACKGROUND
3.1 Theory of Elasticity
When a body is subjected to external forces, the forces acting on it could either
be surface forces, which act over the surface of the solid, or body forces, which are
distributed over the volume of the solid. The dissemination of these forces through a
solid causes the generation of internal forces. To study these forces, we use a continuum
model of the material in which matter is assumed to be continuously distributed across
the solid [37].
Continuum mechanics deals with the movement of materials when subjected to
applied forces. The motion of a continuous and deformable solid can be described by
a continuous displacement field resulting from a set of forces acting on the solid body.
In general, the displacements and forces may vary continuously with time, but for the
purposes of this work we use a two-state quasistatic model. The initial unloaded state
of the material is referred to as the reference or undeformed state as the displacements
are zero everywhere. The material then reconfigures due to applied loads and reaches an
equilibrium state referred to as the deformed state. The concepts of strain, a measure
of length change or displacement gradient, and stress, the force per unit area on an
infinitesimally small plane surface within the material, are of fundamental importance
for finite deformation elasticity theory.
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3.1.1 Stress and Strain
We define the quantity stress to measure the intensity of each of the external forces
when a solid body is under equilibrium. Stress is used to measure the state of the force
acting on the solid. It defines the force acting per unit area. Stresses can be decomposed
into three components based on the different forces acting on the plane of the solid [37]
as shown in Equation 3.1.
σxx = lim∆A→0(
∆Fx
∆A
)
τxy = lim∆A→0(
∆Fy
∆A
)
τxz = lim∆A→0(
∆Fz
∆A
)
(3.1)
The component σxx is the normal stress which measures the intensity of the normal
force on the plane at a point. The components τxy and τxz are the shear stresses which
measure the intensity of the shear force on the plane. Normal stress provides for change
in the volume of the material while shear stresses are responsible for the deformation
of the material without affecting it’s volume. It can be shown that the normal and the
shear stresses on any three orthogonal planes are sufficient to completely describe the
state of stress at a given point. The stress tensor comprising the stress components can
be expressed in a matrix form [84, 37] as shown in Equation 3.2.
[σ] =


σxx τxy τxz
τyx σyy τyz
τxx τzy σzz

 (3.2)
There are six distinct strain components along with three complimentary shear
stresses along the diagonal which are identical, i.e. (τxy = τyx), (τzy = τyz) and (τxz =
τyz).
Strain is another measure which has to be considered when a body undergoes some
deformation. The effect on the body’s geometry under external forces can be defined in
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terms of the displacements of each point in the body. There are two types of displace-
ments possible:
• Rigid body displacements
• Deformation or non-rigid displacements
While rigid body displacements consists of translations and rotations of the body as
a whole, deformation consists of displacements of points within the body relative to one
another [37]. Strain is used to quantify the deformation undergone. The direct strain
(ε) is defined as:
ε =
ds´− ds
ds
(3.3)
where (ds) is the length before deformation and (ds´) is the length after deformation.
An infinitesimal strain tensor is defined as:
ε =
1
2
[∇u + (∇u)T ] (3.4)
where u is a displacement vector and ∇ is the gradient operator defined as:
∇u =


∂u
∂x
∂u
∂y
∂u
∂z
∂v
∂x
∂v
∂y
∂v
∂z
∂w
∂x
∂w
∂y
∂w
∂z

 . (3.5)
Consequently, the strain tensor in 3D Cartesian coordinate can be expressed as:
ε =


∂u
∂x
1
2
(∂u
∂y
+ ∂v
∂x
) 1
2
(∂u
∂z
+ ∂w
∂x
)
1
2
( ∂v
∂x
+ ∂u
∂y
) ∂v
∂y
1
2
(∂v
∂z
+ ∂w
∂y
)
1
2
(∂w
∂x
+ ∂u
∂z
) 1
2
(∂w
∂y
+ ∂v
∂z
) ∂w
∂z

 . (3.6)
Using the linear constitutive law (material linear, the generalized Hooke’s law) and
isotropic property, the following stress-strain relationship can be derived:
31
σ = λ(trε)I + 2µε = λ(∇ · u)I + µ∇u + µ(∇u)T , (3.7)
where I is the identity matrix, tr denotes trace, λ and µ are the Lame´ constants. The
symmetry of stress tensor (σ = σT ) is automatically derived from the symmetry of
strain tensor (ε = εT ).
With above linear conditions, the governing motion equations can rewritten in terms
of displacement that describes the deformation of an inhomogeneous, isotropic, and
linear elastic object:
ρ
∂2u
∂t2
= ∇ ·
[
λ(∇ · u)I + µ∇u + µ(∇u)T
]
+ F. (3.8)
Material properties more commonly known in the engineering literature such as the
Young’s modulus (E) and the Poisson’s ratio (ν) are related to the Lame´ constants
through the following transformations and can be directly substituted into the motion
equation:
µ =
E
2(1 + ν)
, λ =
νE
(1 + ν)(1− 2ν)
. (3.9)
Since both the Young’s modulus and Poisson’s ratio are considered as spatial func-
tions, the motion equations will not be further simplied into the Navier’s equation.
3.2 Motion Analysis
3.2.1 Optical Flow
Optical flow reflects the changes in the image due to motion during a time interval
dt. It describes the velocity field that represents the three-dimensional motion of object
points across a two-dimensional image. In [105], Sonka et al. quote the following salient
features of an optical flow algorithm:
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• Optical flow should not be sensitive to illumination changes and motion of unim-
portant objects (e.g., shadows)
• Non-zero optical flow is detected if a fixed sphere is illuminated by a moving
source
• Smooth sphere rotating under constant illumination provides no optical flow
Figure 3.11 gives an example of the vector field that would be produced by a typical
optical flow algorithm.
(a) Time t1 (b) Time t2 (c) Optical flow
Figure 3.1 Flow field produced by a typical optical flow algorithm on an image pair.
3.2.2 Flow Computation
Optical flow computation is based on the following assumptions [53]:
• The observed brightness of any object point is constant over time.
• Nearby points in the image plane move in a similar manner (velocity smoothness
constraint).
Let f(x, y, t) be a continuous image. We can use Taylor series to represent a dynamic
image as a function of position and time.
f(x + dx, y + dy, t + dt) = f(x, y, t) + fxdx + fydy + ftdt + O(∂
2) (3.10)
1This example is from the book Image Processing: Analysis and Machine Vision by Sonka et al.
Chapter 14: Motion Analysis.
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where fx, fy and ft are partial derivatives of f and O(∂
2) denotes the higher-order
terms in the expansion.
When an immediate neighborhood of (x,y) is translated some small distance (dx, dy)
during the interval dt, the event can be mathematically expressed as:
f(x + dx, y + dy, t + dt) = f(x, y, t)
If dx, dy, dt are very small, the higher-order terms in equation vanish, and we can
reduce Equation 3.10 as:
−ft = fx
dx
dt
+ fy
dy
dt
(3.11)
The goal of optical flow method is to determine the velocity, c
(
= (u, v) = (dx
dt
, dy
dy
)
)
.
fx, fy, ft can be computed, or at least approximated, from f(x, y, t).
Motion velocity can then be calculated as:
−ft = fxu + fyv = ∇fc (3.12)
where ∇f is a two-dimensional image gradient. From Equation 3.12, it can be seen
that the gray-level difference, ft, at the same location of the image at times t and
t+dt is a product of spatial gray-level difference and velocity in this location. However,
Equation 3.12 does not completely define the velocity vector completely, but rather
provides the component in the direction of the brightest gradient.
In order to handle this, a smoothness constraint is introduced which states that the
velocity vector field changes slowly in a given neighborhood. Thus, the problem now
reduces to minimizing the squared error quantity:
E2(x, y) = (fxu + fyv + ft)
2 + λ(u2x + u
2
y + v
2
x + v
2
y) (3.13)
where u2x, u
2
y, v
2
x, v
2
y denote partial derivatives squared as error terms.
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The first term in Equation 3.13 is the solution to Equation 3.12 and the second term
is the smoothness criterion. λ is a Lagrange multiplier. We can reduce this to solving
the differential equations:
(λ2 + f 2x)u + fxfyv = λ
2u− fxft
fxfyu + (λ
2 + f 2y )v = λ
2v − fyft
(3.14)
where u, v are mean values of the velocity in directions X and Y in some neighborhood
of (x, y).
A solution [105] to the differential equations of 3.14 is:
u = u− fx
P
D
v = v − fy
P
D
(3.15)
P = fxu + fyv, D = λ
2 + f 2x + f
2
y
Measurement of the optical flow is then based on a Gauss-Seidel iteration method [56]
using pairs of consecutive images.
3.2.3 Handling Failure Cases
Errors in optical flow computation occur when the brightness constancy and velocity
smoothness assumptions are violated. Such violations are quite common in real data.
Highly textured regions, moving boundaries, and depth discontinuities are few examples
where optical flow computation fails dramatically.
In addition to constraint violations, global relaxation methods of optical flow com-
putation also results in flow estimation errors propagate across the solution. The reason
for this is the fact that global methods find the smoothest velocity field consistent with
the image data. Thus, a small number of problem areas may cause widespread errors
and poor optical flow estimates.
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Local optical flow estimation was found to be a natural solution to these prob-
lems. The basic idea is to divide the image into small regions where the assumptions
hold good. Though, this solves the error propagation problem, it has it’s own pitfall.
In regions where the spatial gradients change slowly, the optical flow estimation be-
comes ill-conditioned because of lack of motion information, and it cannot be detected
correctly. If a global method is applied to the same region, the information from neigh-
boring image parts propagates and would represent a basis for optical flow computation
even if the local information was not sufficient by itself. The conclusion of this discus-
sion is that global sharing of information is beneficial in constraint sharing but adverse
with respect to error propagation.
A natural question then is - “When to use a global method and when to use a
local approach?”. An answer to this is best obtained by finding when the smoothness
constraint is violated. In order to detect regions in which the smoothness constraints
hold, we have to select a threshold to decide which flow value difference should be
considered substantial. This has it’s own inherent problems:
• If the threshold is too low, many points are considered positioned along flow
discontinuities
• If the threshold is too high, some points violating smoothness remain part of the
computational net
Black and Anandan [18] consider the problem of accurately estimating optical flow
from a pair of images using a novel framework based on robust estimation which ad-
dresses violations of the brightness constancy and spatial smoothness assumptions. We
use this algorithm in our computations of facial motion. The details of this algorithm
are summarized in Chapter 4.
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3.3 Subspace Learning for Face Recognition
3.3.1 Principal Component Analysis
Principal Component Analysis (PCA) is a dimensionality reduction technique wherein
the features along which maximum variation in the dataset is captured are retained.
The classification thus reduces from a higher dimension to a lower dimension called the
eigen space, which is the space defined by the principal components or the eigenvectors
of the data set. In the PCA technique, efforts have been on both fully automatic and
partially automatic algorithms. Partially automatic algorithms are ones in which the
coordinates of landmark points on the image are supplied to the normalization routine
i.e there is no automatic tracking of landmark points. In this work, we use the partially
automatic technique. There are four steps involved in the partially automatic eigen
approach described in the following sections.
3.3.1.1 Preprocessing
• Location of seed points. As mentioned earlier, the PCA approach considered in
this study requires that anchor points be supplied to the normalization routine. So
we need to locate 2 seed points which are present in all the subjects in the dataset
and which will be further used for normalization. In our study, for normalization
of profile images, we use the top of the nose and the corner of the ear as our 2
points as seen in Figure 3.2.
• Geometric Normalization. In this step, the human chosen seed points are lined
up across the subjects. Two fixed locations (using the code) lx, ly, rx, ry, were
decided such that all the chosen seed points for all the subjects rest on these 2
fixed points. For aligning them translation, rotation and scaling are performed.
• Masking. This is done to crop the (scaled and aligned from Step 2) image using a
rectangular mask and the image borders such that only the face from the forehead
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to chin and ear to nose is visible. This is done to remove the unwanted areas such
as hair, background etc. The mask for face/strain map is manually specified from
the mean face/strain map image. In our case we used images sequences of sizes
720x480 which were reduced to 200x250 pixels.
(a) Seed points (b) Masked raw image (c) Normalized strain map
Figure 3.2 The preprocessing step in Principal Component Analysis (PCA).
3.3.1.2 Training
In the training phase, the algorithm learns the subspace from the given inputs, i.e
the eigenvalues and eigenvectors of the training set are extracted. The eigenvectors are
chosen based on the top eigenvalues which represent the feature vectors which retain the
most variations across the images in the training set for discriminative purposes. The
training set should preferably contain images which do not contain much of artifacts,
such as spectacles, earrings, etc. and it should be a set of images that do not have
any duplicates. After extracting the most significant vectors (m), the images are then
projected into the eigen space of m dimensions. Each image is represented as a linear
combination of the m eigen vectors in the reduced dimension.
3.3.1.3 Testing
The testing phase is where the algorithm is provided a set of known/enrolled faces
(strain maps in our case) known as the gallery set and a set of unknown faces/strain
maps known as the probe set. The algorithm matches each probe to its possible identity
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in the gallery by computing the Euclidean distance between each probe and each of the
gallery images.
3.3.1.4 Analysis
Depending on the mode the biometric is operated, the performance of the technique
is measured by it’s:
• Verification Rate. A verification system has to take the measurable features of
the subject (p) and compare it against the known features of the person (g) whose
identity is being claimed, which makes it a one-to-one matching problem. The
performance of the system is measured using 2 statistics, first is the probability of
verification ((PV )) i.e accepting that the probe p is actually the person g who the
subject claims to be, i.e. reporting p = g when p ≡ g and second is the probability
of false alarm ((PF )), i.e reporting p = g when p 6= g. The verification rate is
computed by:
P c,iV =


0 if |Di| = 0
|si(k)≤c given pkεDi|
|Di|
otherwise,
and
P c,iF =


0 if |Fi| = 0
|si(k)≤c given pkεFi|
|Fi|
otherwise,
where si(k) is the similarity measure [95]. Thus a pair of (PV , PF ) are generated
for a given cut-off value c. The cut off value is selected by varying between the
minimum and maximum distances obtained after projecting all the probe images.
By varying c, different combinations of (PV , PF ) are produced. A plot of all
(PV , PF ) is called the Relative (or Receiver) Operating Characteristics (ROC).
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• Identification Rate. Identification scores are reported using the same number of
probe and gallery images. A plot of all the percentage of correct matches on
the vertical axis and the Rank along the horizontal axis is called the Cumulative
Match Scores Curve(CMC). The top rank match is at Rank 1 which indicates the
fraction of probes correctly identified.
It has been shown in [91] that CMC for small gallery sizes (50 in our case) dra-
matically underestimates the recognition performance for large gallery sizes. For this
reason, we present our results as ROCs and similarity score distributions of genuine and
impostor matches.
An alternative to this is to employ methods that use similarity scores of experiments
conducted on small datasets to estimate the performance of the algorithm on a large
dataset having characteristics comparable to that of the smaller dataset [45, 111].
We use the Receiver-Operating Characteristic (ROC) curve [83], score distribution
of genuine and impostor matches, as well as a likelihood ratio to quantify experimental
results.
One way to analyze the strength of a forensic evidence is to examine the increase
in the likelihood ratio [46] that a certain trace material originated from a suspect. For
example, given an original suspect population of size R, if an evidence A can reduce the
suspect population to RA, then the strength of the evidence is evaluated as R/RA. In
this study, RA is the number of potential matches for a strain pattern given a distance
threshold T in the PCA subspace. The higher the likelihood ratio, the stronger the
evidence against a particular suspect.
The threshold T is obtained by analyzing the ROC curve, which is a plot between
the percentage of genuine matches or True Acceptance Rate (TAR) and the percentage
of impostor matches or False Acceptance Rate (FAR) for varying thresholds. The choice
of T depends on the penalty for each type of error, namely, false acceptance and false
rejection. In an authentication system, where the penalty for an incorrect access to a
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confined facility is high, T is chosen such that FAR is very low. On the other hand,
in a forensic identification system, where the penalty is high for completely excluding
the true match in a set of possible matches, T is chosen such that TAR is 100%. We
analyze the strength of strain pattern by choosing a T on the ROC curve such that
TAR = 100% and report the corresponding increase in the likelihood ratio.
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CHAPTER 4
THE ALGORITHM AND COMPUTATIONAL METHODS
A video sequence of a subject undergoing a particular facial expression is the essential
input to the system. The apparent facial motion is empirically estimated using an
optical flow algorithm. Since optical flow traditionally fails on extensive motion, it is
applied on subsequent frame-pairs instead of the start and end frame of the expression.
The displacement vectors from frame-pairs are then combined using a backward-mapped
warping approach. Based on a few points manually selected in the first frame and
the displacement vectors obtained from the previous step, frames are registered to
remove any rigid motion of the face (head). The strain map of the subject’s facial
expression is calculated using a finite difference method or a finite element method
based on whether we have a dense or a sparse motion field. The strain images of
all the subjects are then projected to a lower dimensional space using the Karhunen-
Loeve transform or principal component analysis (PCA) [40]. The main motivation
behind using this is the fact that the features in such subspace provide more salient and
richer information for recognition than the raw images themselves [70]. In this space,
a strain image is efficiently represented as a vector of weights (feature vector) of low
dimensionality. Subspace learning is the process of learning these weights using a set of
training images. During testing, when a query face is to be identified with one of the
faces in the database, distances to each of the training strain patterns are calculated in
the projected subspace. This results in a matrix of similarity scores (known/enrolled
or gallery images vs. unknown or probe images) which are popularly analyzed using
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Receiver Operating Characteristic (ROC) curves [83, 49]. Figure 4.1 shows a flow chart
of the presented method for person identification using strain patterns.
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Figure 4.1 System flow of the presented approach for person identification using strain
patterns.
4.1 Computation of Motion Fields
There are numerous algorithms that have been developed to the solve the Equa-
tion 3.14. These are usually accompanied with local or global smoothness constraints
explained in Section 3.2.3. The method adopted in this study is based on a robust
estimation framework [18].
In [18], Black and Anandan have considered the issues of robustness related to the
recovery of optical flow with multiple motions in an image sequence. It is understood
from the discussions in Section 3.2.3 that measurements are incorrect whenever infor-
mation is used from a spatial neighborhood that spans a motion boundary. This holds
good for both the brightness constancy and velocity smoothness assumptions and vio-
lations of these constraints cause problems for the least-squares formulation of optical
flow in Equation 3.13.
The basic idea is to recast the least squared error formulations with a different error-
norm function instead of the standard quadratic function. To increase robustness, the
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error-norm function should be more forgiving about outlying measurements. One of the
most common error-norm function in computer vision is the truncated quadratic, where
errors are weighted quadratically up to a fixed threshold but receive a constant value
beyond that.
There are numerous other error-norm functions that have been used in the literature,
each with different motivations and efficacies [16]. Lorentzian and Geman-McClure
error-norm functions are used in [18]. The motivation for using these being the fact
that they have differential influential functions1 which provide a more gradual transition
between inliers and outliers than does the truncated quadratic.
The authors explore numerous optimization techniques to solve the robust formula-
tions and found that deterministic continuation methods [17] to be more efficient and
practical as a minimization technique.
To cope with large motions, a coarse-to-fine strategy [5, 43] is employed in which
a pyramid of spatially filtered and sub-sampled images is constructed. Beginning at
the lowest spatial resolution with the flow c being zero, the change in the flow estimate
dc is computed. The new flow field, c + dc, is then projected to the next level in the
pyramid and the first image at that level is warped towards the later image using the
flow information. The warped image is then used to compute the dc at this level. The
process is repeated until the flow has been computed at the full resolution.
Given a pair of frames, the algorithm produces two motion components, u and v.
Examples of the generated dense motion field are shown in Figure 4.2 (c,d).
For the method described in Section 4.3, we use a sparse motion field as the input.
Examples of the generated sparse motion field are shown in Figure 4.3.
1An influential function associated with an error-norm function characterizes the bias that a par-
ticular measurement has on the solution.
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(a) Video frame 12 (b) Video frame 15 (c) Horizontal motion (d) Vertical motion
Figure 4.2 Dense motion field generated by the optical flow method using two video
frames between which the subject opened his mouth slightly. Note the dominance of
vertical motion as displayed with brighter intensities in (d).
(a) Normal Light (b) Low Light (c) Shadow Light (d) Camouflage
Figure 4.3 Sparse motion field generated by the optical flow method using two video
frames between which the subject opened his mouth slightly.
4.2 Strain Computation using the Finite Difference Method
Given a motion field measured between two video frames, we can compute a cor-
responding strain image within the framework of classical elasticity theory. We first
present a brief discussion of strain theory as defined in continuum mechanics, and then
elaborate on the numerical method that is adopted for computing strain in this work.
An object under the influence of external forces can display different types of mo-
tion. While the rigid motion of a body accounts for its translation and rotation as a
whole, the non–rigid motion (deformation) describes the displacements of points within
a body relative to one another. Strain is used to quantify the second type of motion
or deformation. A strain tensor (ε) that is capable of describing large deformations is
defined as:
ε =
1
2
[∇u + (∇u)T + (∇u)T∇u], (4.1)
where u(u, v, w) is the displacement vector, and ∇ is the gradient operator.
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In the case of small deformations, the maximal Eigenvalue of the strain tensor (εi),
which represents the maximal elongation of the principal axes, is significantly smaller
than 1. In this case, the quadratic product term in (4.1), characterizing the geometric
non–linearity, can be neglected and the strain tensor can be linearized:
ε =
1
2
[∇u + (∇u)T ]. (4.2)
In a 2D image coordinate, strain becomes:
ε =

 ∂u∂x 12(∂u∂y + ∂v∂x)
1
2
( ∂v
∂x
+ ∂u
∂y
) ∂v
∂y

 . (4.3)
Strain can be computed as a spatial derivative using the finite difference method
(FDM), filtering method or the Richardson extrapolation method. We chose the central
difference method based on the considerations of both execution speed and numerical
accuracy [93]:
∂u
∂x
=
u(x +4x)− u(x−4x)
24x
,
∂v
∂y
=
v(y +4y)− v(y −4y)
24y
, (4.4)
where 4x and 4y are preset distances (usually 1-3 pixels).
The next step is to integrate all strain components into a single feature. It has
been observed that, when a subject opens his/her mouth, motion is mostly vertical and
strain pattern is dominated by its normal components ( ∂u
∂x
, ∂v
∂y
). Therefore, we compute
a strain magnitude image (εm) with normal strains only:
εm =
√(
∂u
∂x
)2
+
(
∂v
∂y
)2
. (4.5)
A sample of strain magnitude pattern, after being converted to a gray scale of 0-250,
is shown in Figure 4.4.
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(a) Horizontal motion (b) Vertical motion (c) Strain magnitude
Figure 4.4 Strain magnitude images computed from the optical flow data using the finite
difference method.
In [118], Yoshida et al. empirically evaluated a similar strain computation method
and their results are consistent with our observations.
4.3 Strain Computation using the Finite Element Method
The FDM is efficient and accurate when the geometry of the problem is regular.
However, the discretization of objects with irregular geometry becomes extremely in-
volved requiring extensive computational resources for data storage and system solving.
Further, FDM is restricted as a modeling platform because of its limitations with respect
to the material type and the boundary conditions.
Under these situations, the finite element method (FEM) [130] becomes the ulti-
mate state-of-the-art technique in physically based modeling that treats the deformable
objects as a mechanical continuum with mass and energies distributed throughout the
domain they occupy. As against the FDM where the differential operators are approxi-
mated by simple algebraic expressions, FEM applies them as they are on the subspaces
of those admissible solution fields. The FDM approximates the object as a finite mesh
of nodes and discretizes the equilibrium equation at the mesh nodes. The FEM divides
the object into a set of elements and approximates the continuous equilibrium equation
over each element. The main advantage FEM provides over node–based discretization
methods is the more flexible node placement and the substantial reduction of the total
number of degrees of freedom needed to achieve the required solution accuracy.
Such an approach would lead to more accurate strain estimation and seamless incor-
poration of material constants associated with facial tissues. Through the FEM based
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approach, we could also reduce the noise introduced during the motion estimation stage
by the optical flow algorithm. The displacement values computed for a subset of pixels
where the motion estimate is highly reliable can be used to solve for the motion field
in the rest of the regions through the finite element model incorporating the material
properties.
The geometry of the FE model was made generic and the dimensions of the model
and the positions of the landmarks (eyes, nose, and mouth) were defined by taking an
average over the entire dataset. Based on the face anatomy and the observation that
material constants vary for different tissues, we divided the face into regions (forehead,
eyes, nose, left cheek, right cheek, and chin) with varying material constants. Figure 4.5
(a) shows the geometry of the model (each region is represented by a unique color).
Figure 4.5 (b) presents the undeformed meshed model.
(a) Geometry (b) Mesh
Figure 4.5 2D finite element face model.
In this work, the linear elastic approximation of soft tissue behavior was used. This
has been shown to be adequate through experiments in earlier studies [65]. The equa-
tions governing a linear elastic boundary value problem are based on three tensor equa-
tions, namely,
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• the equation of motion (Newton’s second law),
• the strain-displacement equation, and
• the constitutive equations (Hooke’s law).
Given the sparse set of displacements computed using the optical flow method, the
displacements in other facial regions are computed using the equation of motion. The
values of strain due to object deformation are computed using the strain-displacement
equation. Since we do not explicit use forces in our model, we do not utilize the
constitutive equations (stress-strain relation) in our method.
In our approach, each homogeneous and isotropic region of the face is characterized
by the stiffness and the compressibility, which are described by two elastic constants,
the Young’s modulus, Ei and the Poisson’s ratio, νi, respectively. The Poisson’s ratio is
theoretically ranged in ν ∈ [0, 0.5]. Based on the findings in existing literature [42], the
Poisson’s ratio of 0.4 was found to be a good compromise between the requirement of
the constitutive modeling and the computational performance for a pure displacement-
based FEM. This value of ν was used in all the regions of the model for all individuals.
In contrast to the Poisson’s ratio, the values of the Young’s modulus which describes
the stiffness of the facial skin will vary among regions and individuals. We learn the
values of E in different facial regions for each individual based on the observation that
the resulting homogeneous system of equations is not sensitive with respect to the
absolute value of the Young’s modulus if the boundary conditions are given in the form
of prescribed displacements. Thus, we use the concept of relative stiffness which is
defined as a ratio, rel-Ei = Ei/E0, i = 0, 1, 2, ..., where, Ei is the absolute stiffness of
the ith material and E0 is the absolute stiffness of the reference material. As long as no
forces are given, the absolute stiffness Ei can be replaced by rel-Ei.
49
The central idea of the algorithm is to perform a global search over a few possible
values of the relative stiffness and find the optimal settings from this set of combinations.
The algorithm for computing the relative stiffness is as follows:
• Define a finite element model with the forehead as the reference material. The
nose was modeled as a highly rigid region and the eyes were modeled as a region
with varying stiffness (innermost area: highly elastic; outermost area: stiffness of
the region it shares a boundary with). In order to reduce the computational cost
during the search, we assigned the same relative stiffness value for both the left
and the right cheek.
• Define an optimization function:
∑
x,y
|u(x,y)v − u
(x,y)
m |, (4.6)
where, u
(x,y)
v is the measured displacement by the optical flow method at pixel
(x, y) and u
(x,y)
m is the displacement of the node in the finite element mesh corre-
sponding to the position (x, y).
• Use 1
4
th of the sparse motion field to drive the model and the remaining set of
displacements for validation. This step was done using videos obtained in nor-
mal lighting where we can reasonably assume high reliability in the optical flow
estimation. It has to be noted that this step is oﬄine and performed once per
individual registered in the database.
• Compute the value of the optimization function for a preset number of combina-
tions. Use the setting with the least error as the final learned parameter values
for each patch in the finite element model.
• For the query sequences, use the learned parameter values.
50
For the motion field shown in Figure 4.3, Figure 4.6 shows the strain maps of the
same subject under different lighting conditions using the presented method.
(a) Normal Light (b) Low Light (c) Shadow Light (d) Camouflage
Figure 4.6 Strain magnitude images computed from the optical flow data using the finite
element method.
4.4 Proof of Concept using Range Images
We carried out the experiments using range images which allow us to compute strain
with 3D motion providing a more complete description of strain distribution. However,
range scanners require longer acquisition time and demand more cooperation from sub-
jects, which makes it less appealing for real deployments. In this study, experiments
with range images are conducted as a proof of concept that strain pattern has the
desired discriminative value for forensic identification.
A Minolta VIVID 900 scanner was used to acquire the range data that consist of
both 3D positions (x,y,z) and 2D intensity images. The depth is measured from the
scanner to the point where the laser intersects the subject. Range data and 2D intensity
images are fully registered.
During image acquisition, each subject showed two expressions: closed mouth and
opened mouth. For each acquisition session, two lighting conditions were considered:
normal light and low light. As a result, each subject has eight images (Table 4.1). A
total of 50 subjects participated in the experiment, all with profile faces only. Images
of profile faces present more reliable and continuous motion, while an opened mouth in
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frontal view often leads to holes in range images. Figure 4.7 shows a few sample images.
Table 4.1 Range and intensity images for each subject.
Lighting Condition Expression Data Type
Normal Light Opened Mouth Range
Normal Light Opened Mouth 2D Intensity Image
Normal Light Closed Mouth Range
Normal Light Closed Mouth 2D Intensity Image
Low Light Opened Mouth Range
Low Light Opened Mouth 2D Intensity Image
Low Light Closed Mouth Range
Low Light Closed Mouth 2D Intensity Image
(a) Range images (b) Intensity images
Figure 4.7 Samples of range and 2D intensity images. Range and intensity images were
acquired simultaneously and fully registered.
4.4.1 Computing Strain with Range Data
Given two range images of a subject (closed mouth and opened mouth) and reg-
istered intensity images, we can determine feature motion in 3D space. We compute
strain in local coordinates by the following steps:
• Given a set of feature points in the closed mouth image, we generate a triangle
mesh using the Delaunay triangulation method.
• Repeat step 1 for the opened mouth image.
• In the closed mouth image, we establish a fitted plane equation for each element
using its three nodal points.
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• We choose one nodal point as the origin and define a local 2D coordinate system.
This way we obtain the 2D locations of the three nodal points in the fitted plane.
• We then project the corresponding element in the opened mouth image onto the
fitted plane in the closed mouth image. The displacement of the nodal points is
computed using the projections in the local coordinate system defined earlier.
• Within each element, we map nodal point motion to pixel motion by an interpo-
lation method.
• We compute strain for each element using the finite difference approximation of
the Cauchy strain tensor.
The major difference between the strain from range data and the strain from 2D
images is that the former is calculated locally on each triangle element (including the
interpolation step), while the later is obtained directly on the 2D image plane. Con-
sequently, the strain from range data may possess slightly more characteristics of the
“true 3D strain” than the strain from still images. Figure 4.8 shows a few strain samples
from range data.
Figure 4.8 Samples of strain pattern calculated using range data, each for a different
subject.
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4.4.2 PCA Results and Analysis
We designed one test using the range data (see Table 4.2). In the test, the gallery
set consists of strain maps computed using images taken under normal light and the
probe set contains strain maps computed using images taken under low light.
Table 4.2 Experiment design for person identification using strain maps computed from
range data.
Gallery/Suspect Population Probe/Traces
Test-1 50 (regular face, normal light) 50 (regular face, low light)
In other words, given an initial suspect population of 50 (R = 50), we investigate
to what degree the strain pattern, as a forensic evidence, can narrow down the suspect
numbers (RStrain). All experiments were conducted using the principal component
analysis algorithm with the Mahalanobis distance for computing the distance scores.
More details about the PCA implementation used in our experiments can be found
in [15].
Figure 4.9 shows the score (dissimilarity) distribution of the genuine and the impos-
tor matches. It can be seen that the two distributions are well separated, a sign of a
promising biometric source.
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Figure 4.9 Intra-subject and inter-subject variation of strain maps computed from range
data (Note: All values are in generic units).
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The ROC curve of the experiment is plotted in Figure 4.10. A verification rate of 99%
is achieved at a false acceptance rate of 5%. With a slight increase of the false acceptance
rate to 8%, the true acceptance rate reaches 100%. This accounts for an average increase
in the likelihood ratio of 12.5 (R = 50, RStrain = 4, R/RStrain = 12.5), suggesting
that strain pattern can be a very effective forensic evidence.
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Figure 4.10 ROC curves of the PCA experiment using strain maps computed with range
data (Note: All values are in generic units).
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CHAPTER 5
RESULTS ON PERSON IDENTIFICATION
5.1 The Finite Difference Method
In this section, we present the results on person identification using the method
described in Section 4.2.
5.1.1 Video Acquisition Conditions
We collected videos using a Canon Optura–20 digital camcorder at a capture speed
of 30 frames per second and image resolution of 720 x 480 pixels. Subjects sit about
2 meters in front of the camcorder against a grey board. In addition to normal indoor
light, a point-light source was arranged above the subject’s head to create a shadow
effect. Following acquisition conditions were considered: normal light, low light, shadow
light, regular face, and camouflaged face (see Figure 5.1).
(a) Normal light (b) Low light (c) Shadow light (d) Camouflage
Figure 5.1 Video acquisition conditions.
5.1.2 Strain Images
Given a pair of video frames, the optical flow algorithm produces two motion com-
ponents, horizontal (u) and vertical (v). Since optical flow data is already at the pixel
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level, we use them directly to compute strain using (4.4) and (4.5). A sample of strain
magnitude pattern, after being converted to a gray scale of 0-250, is shown in Figure 5.2.
To extract the region of interest influenced by the activity of the underlying masset-
ter muscle, we created a rectangle mask (200 x 250 pixels) using the top of the nose and
the center of the ear as normalization landmarks. We then applied the mask to crop
the strain image (Figure 5.2 (c)) which was then used for PCA experiments (Figure 5.2
(d)).
(a) Horizontal motion (b) Vertical motion (c) Strain magnitude (d) PCA Input
Figure 5.2 Strain images computed from the finite difference method.
5.1.3 Discriminatory and Stability Properties
The deformation of a face is largely determined by the strength of its soft tissues.
Since the appearance of a face allows us to establish its identity, it is natural to argue
that the soft tissues that actually make up a face must contain unique information
about the subject. This type of information can be quantified through a biomechanical
property such as elasticity. The elasticity of a face can be adequately represented
by its strain pattern that can be harnessed by recognition algorithms, provided that
the Dirichlet boundary condition is satisfied. In [36], a similar indirect approach was
employed for expression analysis. But their focus is on modal parameters, while we
make an explicit use of strain pattern.
Strain pattern is discriminative in the sense that it enables us to “see through” the
appearance of a face and analyze its identity from both anatomical and biomechanical
perspectives. Figure 5.3 shows the strain patterns of six subjects under the same il-
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lumination condition. The discriminatory property of strain pattern across subjects is
clearly observable.
(a) Subject 1 (b) Subject 2 (c) Subject 3 (d) Subject 4 (e) Subject 5 (f) Subject 6
Figure 5.3 Samples of facial strain pattern (computed from the finite difference method)
that illustrate inter-subject variability.
The facial strain pattern has a desirable attribute of being relatively stable. This is
partially attributed to the fact that a strain image is derived from the intensity difference
between two frames rather than the absolute intensity value of a single frame. If two
frames were taken under a similar lighting condition, the impact of illumination change
or wearing makeup on strain image is much less severe. Figure 5.4 shows strain images
of the same person under different illumination and camouflage conditions.
(a) Normal light (b) Low light (c) Shadow light (d) Camouflage
Figure 5.4 Samples of facial strain pattern (computed from the finite difference method)
that illustrate intra-subject consistency under different conditions.
5.1.4 Experiments and Results
In this section, we present a more rigorous empirical validation of the discriminatory
and stability criteria through various experiments. A total of 60 subjects participated
in the experiments. Results were obtained using the principal component analysis
algorithm with Mahalanobis distance for computing the metric scores. More details
about the PCA implementation used in our experiments can be found in [15].
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We designed two tests using videos (see Table 5.1). In Test-1, the probe set consists
of videos in which strong shadows are cast on faces (Figure 5.1 (c)). In Test-2, one
probe set comprises of videos in which the appearance of faces is altered by camouflage
(Figure 5.1 (d)).
Table 5.1 Experiment design for person identification using strain maps computed from
the finite difference method.
Gallery/Suspect Population Probe/Traces
Test-1 60 (regular face, normal light) 60 (regular face, shadow light)
Test-2.1 60 (regular face, normal light) 10 (regular face, shadow light)
Test-2.2 60 (regular face, normal light) 10 (camouflaged face, shadow light)
5.1.4.1 Test-1
Figure 5.5 shows the score distribution of the genuine and impostor matches that
have a good separation but also some overlaps. The ROC curve (Figure 5.6) has a
verification rate of 90% at a false acceptance rate of 5%. The 100% TAR is achieved
at a 16.67% FAR, which is equivalent to an average increase in the likelihood ratio of
6.0 (R = 60, RStrain = 10, R/RStrain = 6.0). It should be emphasized that shadows
markedly change the look of a face and could cause a drastic performance degradation
for an appearance–based method. The impact of shadows on the performance of strain
biometric, however, seems much less severe.
5.1.4.2 Test-2.1 and Test-2.2
Camouflage or makeup poses a serious challenge to forensic study that relies on the
traditional face identification method. Wearing camouflage or makeup is common in
criminal operations by law enforcements and in public spaces such as during a football
game. To our knowledge, no research has been done on how to deal with those extreme
yet realistic cases. We use Test-2 to demonstrate that facial strain pattern has the
potential to help recognize a face in spite of the disguise by camouflage or makeup.
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Figure 5.5 Intra-subject and inter-subject variation of strain maps (computed from the
finite difference method) in Test-1 (regular face: normal vs. shadow lighting) (Note:
All values are in generic units).
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Figure 5.6 ROC curve of Test-1 (regular face: normal vs. shadow lighting) (Note: All
values are in generic units).
Because of the small number of camouflaged faces (10 subjects), we only present the
score distributions (Figure 5.7).
Two observations can be made:
• The overall score distributions of Test-2.1 and Test-2.2 are more or less the same,
suggesting that the camouflage does not affect the performance of strain pattern
very much.
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Figure 5.7 Intra-subject and inter-subject variation of strain maps (computed from
the finite difference method) in Test-2.1 (regular face normal vs. regular face shadow
lighting) and Test-2.2 (regular face normal vs. camouflaged face shadow lighting) (Note:
All values are in generic units).
• Test-2.2 shows a slightly better performance than Test-2.1 in terms of the sepa-
ration between the genuine and imposter matches. A possible explanation is that
the camouflaged face images have more features and textures that lead to more
accurate optical flow results. The increases in the likelihood ratio of the two tests
are also consistent with the above observation. Test-2.1 has an increase in the
likelihood ratio of 7.5 (R = 60, RStrain = 8, R/RStrain = 7.5). Test-2.2 has an
increase in the likelihood ratio of 15.0 (R = 60, RStrain = 4, R/RStrain = 15.0).
5.2 The Finite Element Method
In this section, we present the results on person identification using the method
described in Section 4.3.
5.2.1 Video Acquisition Conditions
All videos were acquired using a JVC HD Camera Recorder (GY-HD100) at a default
speed of 30 frames per second and at a spatial resolution of 1280 x 720 pixels. Subjects
sat about 1 meter away from the camcorder against a plain white board. In addition
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to normal indoor light, a point-light source was arranged above the subject’s head
to create a shadow effect. There were 3 illumination conditions (Normal, Low, and
Shadow Lighting) and 2 appearance conditions (Regular and Camouflaged Face). All
experiments were using frontal views with opening the mouth as the facial expression.
Conditions used in this work are illustrated in Figure 5.8.
(a) Normal Light (b) Low Light (c) Shadow Light (d) Camouflage
Figure 5.8 Video acquisition conditions.
5.2.2 Strain Images
Given the sparse set of displacements computed using the optical flow method, the
displacements in other facial regions are computed using the equation of motion. The
values of strain due to object deformation are computed using the strain-displacement
equation. For the sparse motion field shown in Figure 5.9 (a), Figure 5.9 (b) shows the
computed strain map using the method described in Section 4.3.
(a) Motion field (b) Strain pattern
Figure 5.9 Strain images computed from the finite element method.
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As a natural extension to our finite difference based method, where the strain pattern
was computed in the cheek region in profile views, we represented the cheek regions alone
in the final strain maps used for matching. An important difference to be noted is that
the presented FEM-based method requires only 1
25
th of the motion vectors as compared
to the finite difference method that mandates a dense motion computation.
5.2.3 Discriminatory and Stability Properties
Figure 5.10 shows the strain maps of the same subject under different lighting con-
ditions using the presented method. It can be observed that the strain pattern remains
fairly stable across adverse data conditions.
(a) Normal Light (b) Low Light (c) Shadow Light (d) Camouflage
Figure 5.10 Strain maps of the same individual under different lightings.
Figure 5.11 shows the strain maps of 4 subjects for the same expression under the
same lighting. The discriminatory property can be visually observed from these images.
5.2.4 Experiments and Results
In this section, we present experiments with the goal of providing a more empirical
evaluation to the discriminatory and stability criteria. A total of 20 subjects partici-
pated in the experiments. All subjects appeared in video sequences of regular faces. 5
subjects were involved in sessions of Camouflaged Face (Figure 5.8 (d)). Results were
obtained using the principal component analysis algorithm with Mahalanobis distance
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(a) Subject 1 (b) Subject 2 (c) Subject 3 (d) Subject 4
Figure 5.11 Strain maps of different individuals under normal lighting.
for computing the metric scores. More details about the PCA implementation used in
our experiments can be found in [15].
We designed three tests using videos (see Table 5.2). In Test-1, the probe set has
videos in which the ambient lighting was very low (Figure 5.8 (b)). In Test-2, the probe
set consists of videos in which strong shadows are cast on faces (Figure 5.8 (c)). In
Test-3, the probe set comprises of videos in which the appearance of faces is altered by
camouflage (Figure 5.8 (d)).
Table 5.2 Experiment design for person identification using strain maps computed from
the finite element method.
Gallery/Suspect Population Probe/Traces
Test-1 20 (regular face, normal light) 20 (regular face, low light)
Test-2 20 (regular face, normal light) 20 (regular face, shadow light)
Test-3 20 (regular face, normal light) 5 (camouflaged face, normal light)
5.2.4.1 Test-1
In this setup, strain maps computed in normal lighting sequences were used as en-
listed features and those computed in low lighting sequences were used as query features.
Figure 5.12 shows the distribution for the intra-subject and inter-subject variation. It
can be noted that there is a reasonable separation between the two distributions, a sign
of a stable feature.
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Figure 5.12 Intra-subject and inter-subject variation of strain maps (regular face: nor-
mal vs. low lighting) (Note: All values are in generic units).
5.2.4.2 Test-2
In this experiment, strain maps computed in normal lighting sequences were used as
enrolled features and those computed in shadow lighting sequences were used as query
features. Figure 5.13 presents the intra-subject and inter-subject likeness variation. One
can observe that despite a drastic change in the video acquisition condition between the
sample and query sequences, there is only a minor decrease in the performance while
matching strain maps.
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Figure 5.13 Intra-subject and inter-subject variation of strain maps (regular face: nor-
mal vs. shadow lighting) (Note: All values are in generic units).
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Tests 1 and 2 reveal the stability of strain maps for varying illumination conditions
that often plague performance in many image analysis tasks. This can be explained
based on the fact that strain maps are computed from intensity differences between two
image frames as against raw intensity information.
5.2.4.3 Test-3
In this design, strain maps computed using regular faces in normal lighting sequences
were used as catalogued features and those computed using camouflaged faces in normal
lighting sequences were used as query features.
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Figure 5.14 Intra-subject and inter-subject variation of strain maps (normal lighting:
regular vs. camouflaged faces) (Note: All values are in generic units).
Based on the within subject and between subject variation shown in Figure 5.14,
one can make two observations:
• the method can match strain maps of an individual inspite of disguise through
heavy make-up that entirely deforms his/her appearance.
• the better separation between intra-subject and inter-subject similarity distribu-
tion suggests that, in fact, there is a higher chance of match when a subject
manipulates his/her appearance. A possible explanation is that the camouflaged
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face images have more features and texture that result in accurate optical flow
results leading to better strain map computation.
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CHAPTER 6
TOWARDS EXPRESSION INVARIANT MODELING
Through our method described in Section 4.3, we made a first attempt at computing
the Young’s modulus of the facial skin from the motion observed during a particular
facial expression. Through the work described in this chapter, we make the following
advances:
• By using motion observed in multiple facial expressions, we extend the approach
towards more accurate estimation of the elasticity parameters at all regions.
• The matching process is more scalable and allows the query expression to be
different from the enrolled expressions.
• We use a much refined search method to better scan a bigger spectrum of values
in the solution space. This provides a means for much finer estimation of the
parameters.
• Having adopted a sophisticated search technique, we define much finer spatial
subdivisions with different elasticity in our finite element model.
• Finally, the 2D geometry of the model is customized to each individual by appro-
priate localization of facial features such as the eyes and mouth.
In this chapter, we describe individual aspects of our modeling approach and present
results on two prototype image analysis tasks.
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6.1 Algorithm for Modeling Young’s Modulus from Multiple Expressions
The first few steps in our approach to solve for the material constants are the same
as described in Section 4.3. We use the concept of relative stiffness and define a fitness
function that computes the difference between the measured displacement by the optical
flow method and the displacement of the corresponding node in the finite element mesh.
As earlier, we compute the value of the objective function for a few combinations in
this n-dimensional solution space. In Section 4.3, we used the combination that had
the least error as our final set of parameter values. Here, we use these data points as
seeds to further explore the solution space without having to involve the intensive finite
element modeling step.
The steps involved in the modeling algorithm are:
• Define a finite element model with the forehead as the reference material. The
nose was modeled as a highly rigid region and the eyes were modeled as a region
with varying stiffness (innermost area: highly elastic; outermost area: stiffness of
the region it shares a boundary with).
• Define an optimization function:
∑
x,y
|u(x,y)v − u
(x,y)
m |, (6.1)
where, u
(x,y)
v is the measured displacement by the optical flow method at pixel
(x, y) and u
(x,y)
m is the displacement of the node in the finite element mesh corre-
sponding to the position (x, y).
• Use 1
4
th of the sparse motion field to drive the model and the remaining set of
displacements for validation. Obtain the values of the fitness function for a few
combinations of the relative stiffness values.
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• Run a search algorithm to explore this solution space and use the converged values
as the final learned parameter values for each patch in the finite element model.
• Repeat Steps 1–4 for any query sequence.
• Match templates based on enrolled parameter values and the query parameter
values along the appropriate feature dimensions (depending on which patches in
the model are chosen for the matching step).
6.1.1 Automatic Landmark Detection
As a step towards automating the system, reducing the computation by just working
on the region of interest, and building an individual finite element model that conforms
with a subject’s 2D geometry, we implemented a facial landmark detection algorithm
to locate the face and the eyes of the subject in the frame. The detection algorithm
used here was one of the biggest milestones in the area of real-time object detection in
video. It was the work of Viola and Jones [110] which was later extended by Lienhart
and Maydt [72].
The Viola-Jones detector detects objects of interest using a cascade of pre-trained
classifiers of increasing complexity applied to rectangular Haar-like binary wavelet fea-
tures efficiently computed from video frames using the “integral image” preprocessing
technique. More details of the algorithm can be found in [110, 72]. The Intel Open
Source Computer Vision Library (OpenCV) [1] implementation (Version 1.0rc1) of the
Haar object detection algorithm was used for this task. Figure 6.1 shows the output of
the landmark detection algorithm.
6.1.2 The Face Model
As mentioned earlier, we described a 2D finite element model with much finer spatial
subdivision of regions with different elasticity parameters. Further, the geometry of
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Figure 6.1 Results from the Viola-Jones landmark detection algorithm.
each individual’s model was driven by the results from the landmark detection step
described earlier. Figure 6.2 (a) shows the geometry of a model (region’s with different
parameters are represented by unique colors). Figure 6.2 (b) presents the undeformed
meshed model.
(a) Geometry (b) Mesh
Figure 6.2 FE face model with finer subdivisions.
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6.2 Search Algorithm for Computing Material Constants
Before describing our search algorithm, it is important to first analyze our solution
space. Figure 6.3 shows the variation of the objective function for different values of
the relative stiffness for Area-2 shown in Figure 6.2.
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Figure 6.3 Plot of the objective function for different values of relative stiffness for
Area-2 and Area-3 shown in Figure 6.2 (Note: All values are in generic units).
From Figure 6.3, we can make the following two observations:
• The objective function is not smooth.
• There are multiple local optima.
In this situation, a derivative-based optimization method will confront multiple is-
sues –
• They often progress slowly when there is a large number of parameters. If the
gradient is being evaluated numerically, then each iteration of the optimization
requires as many function evaluations as there are parameters. The space to be
searched is vast, so a large number of iterations will probably be required.
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• If the objective function does not have a derivative, then clearly such a method
can not be used.
• Such methods take no allowance of multiple optima – they go to a local optimum
near to where they start. If there are likely to be only a few local optima, then
using several random starts may be enough to solve the problem.
In light of this, a randomized optimization method seemed to be a reasonable choice.
We use Genetic Algorithms for they efficiently address the issues faced with our solution
space. There are numerous other stochastic methods. The choice of genetic algorithms
was motivated by the work of Zhang [120] where such an approach was used in a similar
domain for burn scar assessment.
6.2.1 Genetic Algorithm
A general outline of a genetic algorithm (GA) is as follows:
• (Start) Generate random population of n chromosomes (suitable solutions for the
problem).
• (Fitness) Evaluate the fitness f(x) of each chromosome x in the population.
• (New population) Create a new population by repeating following steps until the
new population is complete.
– (Selection) Select two parent chromosomes from a population according to
their fitness (the better fitness, the bigger chance to be selected).
– (Crossover) With a crossover probability cross over the parents to form a
new offspring (children). If no crossover was performed, offspring is an exact
copy of parents.
– (Mutation) With a mutation probability mutate new offspring at each locus
(position in chromosome).
73
– (Accepting) Place new offspring in a new population.
• (Replace) Use new generated population for a further run of algorithm.
• (Test) If the end condition is satisfied, stop, and return the best solution in current
population.
• (Loop) Go to step 2.
6.2.1.1 Genetic Coding
Given the finite element model of the face, its Young’s modulus can be interpreted
as a chromosome in a GA. The Young’s modulus value of each region is encoded as
a gene in the chromosome through a one-to-one mapping function (Figure 6.4). As a
result, if the finite element model has N regions, the corresponding chromosome would
have N genes. Each chromosome in the population pool represents a possible Young’s
modulus distribution. If adaptive re-meshing is used in the finite element model, more
sophisticated encoding schemes have to be considered that allow the size and shape of
chromosomes to change adaptively during the evolution.
6.2.1.2 Genetic Operators
To minimize the objective function 4.6, several important genetic operators are
defined.
Mutation: A standard Gaussian mutation operator is used,
g∗j = gj + σN(0, 1)gj (6.2)
where gj is the value of gene j before the mutation, g
∗
j is the value of gene j after
the mutation, N(0, 1) is a random Gaussian number (mean = 0, standard deviation
= 1) and σ is the mutation step size. The dynamic control of mutation step size is
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Figure 6.4 Genetic coding of the Young’s modulus in a finite element model.
determined by a pre-defined decay rate τ defined as σ(k + 1) = τσ(k) where, k is the
generation counter. τ is usually set in the range of 0.99 – 1.0. A smaller value of τ may
help speed up the convergence rate but has the risk of premature convergence.
Experiments were conducted with the method of dynamically setting the mutation
probability (Pm) based on population statistics and improvement in terms of the fitness
function. The reasoning behind having a relatively high mutation rate is to maintain
population diversity and prevent premature convergence.
Crossover: It is found that the one-point crossover operator and the multiple-point
crossover operator perform equally well, at least for this particular inverse problem
setting [120]. The crossover probability (Pc) is fixed to 0.7. The one-point crossover
function is implemented in a traditional fashion: children are generated by joining two
parents at a randomly selected crossover position and then swapping each sides.
Parent Selection and Replacement: The parent selection operator is implemented as
tournament selection (k=2). In [120], experiments were conducted with a wide range of
replacement ratios (0.05 - 1.0), i.e., the percentage of parent population to be replaced
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by new chromosomes. Given a population of size S and a replacement ratio of r, the
number of parents to be replaced is: N = rS. Smaller replacement ratios (< 0.3) did not
yield satisfying results because of the lack of contributions from new chromosomes to the
population diversity. However, no significant difference was observed with replacement
ratios ranging from 0.5 to 1.0. On the other hand, a higher the replacement ratio
resulted in a longer simulation time. We used a replacement ratio of 0.8.
An elitism strategy is also enabled during the replacement operation, in which some
elite members of the old generation are chosen to survive to the next generation without
competition (potentially being replaced by a better ospring). Given the genetic param-
eters specified above, trial tests with different elite ratios (1% - 15%) showed that 3%
gave a slightly better result on average (although very marginal). So an elite ratio of
3% is chosen in all the experiments.
Based on the experiments done by Zhang [120], the final setting used in our genetic
algorithm is shown in Table 6.1.
Table 6.1 Parameter settings used in the genetic algorithm.
Replacement Ratio 0.8
Mutation Decay Rate 0.997
Initial Mutation Step Size 0.2
One-point Crossover Probability 0.2
Population Size 50
6.2.2 Training
Out of the six expressions for each subject in the Binghamton dataset, we use
the motion fields from five expressions to compute the Young’s modulus of individual
regions. It is apparent that not all regions present sufficient non-rigid motion for a
particular expression. It is trivial to optimize the material constant values in regions
where there is not much non-rigid motion. This is due to the fact that any setting of the
stiffness matrix will conform with the observed motion (no motion or just rigid motion).
Hence, we use a pre-defined threshold for the number of elements in a region that should
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undergo some deformation in order to optimize the Young’s modulus of that region. We
chose a value of 40% as the threshold. In cases when none of the regions satisfied this
threshold, we used the top two regions with maximal flow information. This was the
case with almost all of the sad expressions, majority of the fear expressions, and some
of the angry expressions.
Although we identified the regions with maximal flow information, we used the
Young’s modulus of all the regions in our genetic coding of the chromosome. The
reasoning behind this is the fact that theoretically in a composite elastic object, defor-
mation in any one part of the object can influence its behavior in other parts of the
body based on its underlying material characteristics. However, we observed that this
was not the case for the domain we are investigating (face). This might be because of
the face anatomy itself and also due to the fact that the regions are fairly large and their
influence is confined to adjoining regions alone (meaning displacements observed in the
cheek region do not have an explicit influence on the forehead region). This is proven by
the observation that when we used the Young’s modulus of only a subset of the regions
(adjoining regions to where substantial flow information was computed), the converged
values of the Young’s modulus were within 5% when compared to using all the regions
in the genetic coding. For a particular expression, we only use the converged values of
the Young’s modulus for regions where there was substantial motion information.
Finally, when we get multiple values of Young’s modulus for a particular region
computed from different expressions, we use the mean of the values as our final setting.
It is worth noting that these multiple values were fairly close enough to justify the use
of their mean as the final value.
6.3 Combination Rules in a Multi-Feature Classification System
Given the fact that the estimation of material constants may not be accurate in all
regions if we were to use one particular expression, it is important to come up with
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a strategy to match templates if we just one query expression. One approach is to
treat the Young’s modulus in each patch as a separate feature in the matching process.
Then, the next question is “How to combine the information inherent in each of these
features to come up with a unified decision?”. We can find many ways to combine
such information in the multibiometrics literature. Based on where the information is
actually combined, they can be broadly classified as: sensor-level fusion, feature-level
fusion, score-level fusion, rank-level fusion, and decision-level fusion techniques.
Among all, fusion at the score level offers the best tradeoff between information
content and ease of fusion. Hence, we adopt it in our experiments. Although a wide
variety of score level fusion techniques have been proposed in the literature, these can
be grouped into three main categories, viz., density-based, transformation-based, and
classifier-based schemes. The performance of each scheme depends on the amount and
quality of the available training data. If a large number of match scores is available for
training the fusion module, then density-based approaches such as the likelihood ratio
test can be used. Estimating the genuine and impostor distributions may not always be
feasible due to the limited number of training samples that are available. In such cases,
transformation-based schemes are a viable alternative. The non-homogeneity of the
similarity scores presented by the different modules raises a number of challenges. Suit-
able score normalization schemes are essential in order to transform these match scores
into a comparable domain. The sum of scores fusion method with simple score nor-
malization (such as z-score) represents a commonly used transformation-based scheme.
Classification-based fusion schemes consolidate the outputs of different matchers into
a single vector of scores which is then fed into a trained classifier. The classifier then
determines to which class the vector belongs to.
Some of the popular combination rules are described below.
Product Rule: This rule is a direct implication of the assumption of statistical in-
dependence between the R feature representations x1, ..., xR. Assuming equal prior for
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all classes (intra- and inter-class variation), the product rule can be stated as:
Assign X → ωr if
R∏
j=1
P (ωr|xj) ≥
R∏
j=1
P (ωk|xj), k = 1, ...,M, (6.3)
where M is the total number of classes (subjects).
One of the main limitations of the product rule is its sensitivity to errors in the
estimation of the posteriori probabilities. Even if one of the classifiers outputs a prob-
ability close to zero, the product of the R posteriori probabilities is rather small and
this often leads to an incorrect classification decision.
Sum Rule: The sum rule is more effective than the product rule when the input
X tends to be noisy, leading to errors in the estimation of the posteriori probabilities.
Assuming equal prior for all classes, the sum rule can be stated as:
Assign X → ωr if
R∑
j=1
P (ωr|xj) ≥
R∑
j=1
P (ωk|xj), k = 1, ...,M. (6.4)
This decision rule is also known as the mean or average decision rule because it is
equivalent to assigning the input pattern to the class that has the maximum average
posteriori probabihty over all the R classifiers.
Max Rule: The max rule approximates the mean of the posteriori probabilities by
their maximum value, i.e.,
1
R
R∑
j=1
P (ωk|xj) ≈ max
R
j=1P (ωk|xj). (6.5)
Assuming equal prior for all classes, the max rule can then be stated as:
Assign X → ωr if
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maxRj=1P (ωr|xj) ≥ max
R
j=1P (ωk|xj), k = 1, ...,M. (6.6)
There are couple of more variations to the above rules such as the min-rule and the
median-rule. We use the sum-rule and the max-rule in our experiments.
6.4 Experiments and Results
In this section, we present our experiment and results on the application of material
constant modeling in two tasks, namely,
• Generating a dense motion field from a set of sparse displacement vectors.
• Expression invariant matching of templates using Young’s modulus values.
6.4.1 BU-4DFE Dataset
Besides continuing our efforts on collecting our in-house data of subjects with mul-
tiple facial expressions and challenging lighting conditions, we also adopted the facial
expression dataset named BU-4DFE (Binghamton University - 4D Facial Expression)
developed by the SUNY Binghamton University, NY [117]. It is a newly created high-
resolution 3D dynamic facial expression database developed with the objective of an-
alyzing facial behavior from a static 3D space to a dynamic 3D space. The 3D facial
expressions are captured at a video rate (25 frames per second). For each subject,
there are six model sequences showing six prototypic facial expressions (anger, disgust,
happiness, fear, sadness, and surprise), respectively. Each expression sequence contains
about 100 frames. The database contains 606 3D facial expression sequences captured
from 101 subjects, with a total of approximately 60,600 frame models. Each 3D model
of a 3D video sequence has the resolution of approximately 35,000 vertices. The texture
video has a resolution of about 1040×1329 pixels per frame. The resulting database
consists of 58 female and 43 male subjects, with a variety of ethnic/racial ancestries, in-
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cluding Asian, Black, Hispanic/Latino, and White. Figure 6.5 shows sample expression
model sequences from this dataset.
Figure 6.5 Sample expression model sequences (male and female).
6.4.2 Non-rigid Motion Tracking
In this experiment, the objective is to compute a dense motion field based on the
sparse displacement observations and the underlying material characteristics of an in-
dividual. As mentioned earlier, given a subset of motion vectors, the displacement in
the other points can be computed using the equation of motion. Here, the Young’s
modulus acts as an adaptive smoothness controller of the motion field.
For evaluating the performance of this method, we use the dense optical flow gen-
erated by the Black and Anandan method as our ground truth. The idea behind this
is to substantiate the fact that a fairly identical dense motion field can be computed
without having to do a full blown temporal matching. Further, we also compare the
performance against an interpolation based method (bicubic) to emphasize the value
added by the modeling of material constants in the deformation domain.
We use a simple error function to describe the error rate of the presented methods:
Error(x, y) =
‖DisplacementModel −DisplacementFlow‖
DisplacementFlow
Total Error =
∑
∀(x,y) Error(x, y)
N
, (6.7)
where, N is the total number of points in the computed motion field.
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Table 6.2 Performance evaluation of model-based tracking and interpolation-based
tracking.
Expression Region
Average Error % Max Error %
Model Interpolation Model Interpolation
Angry
Forehead (Area-1) 6.3 6.7 10.5 15.0
Left upper cheek (Area-2) 4.5 9.3 8.3 20.5
Left middle cheek (Area-3) 4.2 8.7 7.8 19.3
Left lower cheek (Area-4) 2.1 2.3 4.2 4.8
Chin (Area-5) 1.2 1.1 1.5 1.3
Right lower cheek (Area-6) 2.4 2.2 4.0 4.5
Right middle cheek (Area-7) 4.0 8.1 7.3 18.8
Right upper cheek (Area-8) 4.3 9.1 8.1 21.8
Disgust
Forehead (Area-1) 7.1 7.8 11.3 16.8
Left upper cheek (Area-2) 5.4 8.2 9.3 18.5
Left middle cheek (Area-3) 4.8 10.3 8.2 24.5
Left lower cheek (Area-4) 5.7 9.8 10.2 27.8
Chin (Area-5) 3.0 5.1 5.8 11.5
Right lower cheek (Area-6) 5.8 9.5 10.6 28.2
Right middle cheek (Area-7) 4.5 10.6 8.1 22.5
Right upper cheek (Area-8) 5.0 8.1 9.1 17.8
Fear
Forehead (Area-1) 6.2 6.5 10.6 14.8
Left upper cheek (Area-2) 1.7 1.9 3.1 3.6
Left middle cheek (Area-3) 3.0 4.5 5.1 8.8
Left lower cheek (Area-4) 3.7 4.8 5.8 9.3
Chin (Area-5) 1.3 1.7 2.3 2.5
Right lower cheek (Area-6) 3.4 4.7 5.7 9.2
Right middle cheek (Area-7) 2.9 4.2 5.3 9.1
Right upper cheek (Area-8) 1.9 1.7 3.0 3.4
Happy
Forehead (Area-1) 1.6 2.1 2.8 3.1
Left upper cheek (Area-2) 4.2 7.4 8.1 14.4
Left middle cheek (Area-3) 5.1 10.1 9.2 20.3
Left lower cheek (Area-4) 3.9 8.3 6.2 19.0
Chin (Area-5) 1.9 2.3 2.6 3.1
Right lower cheek (Area-6) 4.1 8.7 6.5 19.1
Right middle cheek (Area-7) 4.9 9.8 9.5 20.1
Right upper cheek (Area-8) 4.0 7.0 7.9 14.1
Sad
Forehead (Area-1) 3.2 4.1 5.4 7.8
Left upper cheek (Area-2) 1.0 1.3 1.8 2.3
Left middle cheek (Area-3) 1.2 1.1 1.9 2.7
Left lower cheek (Area-4) 1.5 1.9 2.4 3.1
Chin (Area-5) 2.1 2.7 3.8 4.6
Right lower cheek (Area-6) 1.8 2.1 2.9 3.7
Right middle cheek (Area-7) 1.1 1.4 1.8 2.5
Right upper cheek (Area-8) 1.0 1.2 1.7 2.4
Surprise
Forehead (Area-1) 3.7 6.3 6.2 15.3
Left upper cheek (Area-2) 1.8 2.1 3.4 3.9
Left middle cheek (Area-3) 4.9 8.4 8.4 19.1
Left lower cheek (Area-4) 5.7 10.5 10.8 27.6
Chin (Area-5) 2.9 3.1 4.6 5.9
Right lower cheek (Area-6) 5.9 10.8 11.1 28.6
Right middle cheek (Area-7) 5.0 8.6 8.7 19.4
Right upper cheek (Area-8) 1.6 2.0 3.1 3.4
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Table 6.2 shows the error rates for the model-based tracking method and the inter-
polation method for each of the expressions. We split the results by individual regions
to emphasize the performance of the model-based method in regions where there are
large deformations.
We can make the following observations from Table 6.2:
• The average error is within 7% and the worst case error is within 11% for all regions
across all expressions. This shows that a sparse and reliable feature tracker will
suffice for the generation of a dense motion field. We can alleviate issues related
to automatic motion estimation such as noise sensitivity, temporal matching, and
motion discontinuity.
• The average error from the model-based approach is always less than that of
the interpolation-based method. The worst case error is significantly lower when
compared to the interpolation method. This shows that the stiffness values ap-
proximating the underlying material behavior acts as regularization term which
is better compared to na¨ıve approaches like mere interpolation.
6.4.3 Expression Invariant Matching
In this section, we present our results on expression invariant template matching
algorithm described in Section 6.1. A total of 40 subjects (20 males and 20 females)
were randomly chosen from the Binghamton dataset. Results were obtained using
both the max-rule decision and the sum-rule decision principles (See Section 6.3) with
Equilidean distance for computing the metric scores.
We designed six tests using the six expressions available for each subject (see Ta-
ble 6.3). In Test-1, the enrolled features consisted of Young’s modulus values computed
from the disgust, fear, happy, sad, and surprise expressions and the query features com-
prised of Young’s modulus values computed from the angry expression. We designed
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the rest of the tests in a similar fashion where each of the six expression was used as
the query expression and the model was trained on the remaining five expressions.
Table 6.3 Experiment design for matching based on the Young’s moduli modeled from
multiple expressions.
Enrolled features (training expressions) Query feature
Test-1 40 (disgust, fear, happy, sad, and surprise) 40 (angry)
Test-2 40 (angry, fear, happy, sad, and surprise) 40 (disgust)
Test-3 40 (angry, disgust, happy, sad, and surprise) 40 (fear)
Test-4 40 (angry, disgust, fear, sad, and surprise) 40 (happy)
Test-5 40 (angry, disgust, fear, happy, and surprise) 40 (sad)
Test-6 40 (angry, disgust, fear, happy, and sad) 40 (surprise)
During the matching process, the metric scores were computed along only those
dimensions (patches in the finite element model) where there was sufficient deformation.
As was the case earlier, we use a threshold of 40% for choosing the patches that qualify
for the matching process. Figure 6.6 shows the intra-subject and inter-subject variation
of the metric scores for each of the tests using the max-rule decision principle.
Table 6.4 compares the accuracy of the max-rule decision and the sum-rule decision
principles at a false acceptance rate of 5%.
Table 6.4 Comparing the performance of max-rule and min-rule decision principles for
the expression invariant matching experiment at 5% false acceptance rate.
Max-rule Sum-rule
Test-1 65.0% 57.5%
Test-2 87.5% 75.0%
Test-3 60.0% 57.5%
Test-4 80.0% 65.0%
Test-5 47.5% 50.0%
Test-6 82.5% 72.5%
From the results, we can make the following observations:
• Though on a moderate sized dataset of 40 subjects, the results show that it is
indeed possible to match face templates based on their material constants and
make a step towards an expression invariant matching approach.
• We see that the method doesn’t perform well when the query expression is sad,
fear, or angry as compared to when the query expression is disgust, surprise, or
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Figure 6.6 Intra-subject and inter-subject variation of Young’s modulus using the max-
rule decision principle. The elasticity model was constructed from five random expres-
sions and the query sequence had a completely different expression (Note: All values
are in generic units).
happy. A possible explanation is the fact that there isn’t much of facial deforma-
tion during the sad, fear, or angry expressions leading to less accurate estimation
of the Young’s modulus in almost all of the patches in the model. It is interesting
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to note that this is not a major cause of concern when these expressions are part
of the training set. This is due to the fact that other expressions compensate
for such lack of information. This alludes to the importance of using multiple
expressions during the modeling step.
• The disparity in the performance across expressions aligns with the findings in
existing literature that non-rigid motion plays an important role in facilitating
subsequent recognition both by humans and computers.
• We observe that the max-rule performs better than the sum-rule in our experi-
ments. This is probably because of the fact the max-rule picks the patch with
maximal deformation (meaning the estimation of Young’s modulus is more reliable
in this patch) as against the sum-rule which merges the metric scores that could
potentially maul the score from the patch which has rich and reliable information.
This is indirectly hinted in the results where the sum-rule performs as well as (or
slightly better) the max-rule on the fear and the sad expressions since none of
the patches have reliable information due to the lack of sufficient deformation. In
these cases, the information from other patches aids the performance.
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CHAPTER 7
DISCUSSION AND CONCLUSIONS
We described an effective and efficient way of characterizing the material properties
of the facial soft tissues using strain pattern extracted from the non-rigid facial motion
observed in video. Such a simple and adequate way of modeling deformable physical
bodies has an important implication in many image analysis applications such as facial
expression recognition, age estimation, and person identification from video.
We discussed two techniques for computing the facial strain pattern. The finite
difference method is efficient when the geometry of the problem is regular. Such an
approach is limited with its requirement for a dense motion computation with high
reliability. We improved the system through better characterization of facial soft tissue
by means of a finite element modeling based approach incorporating relative material
properties of individuals. The FEM-based approach works with a sparse motion field
and enforces regularization (smoothness controller for the motion field) which makes
the computational method accurate and robust.
We presented initial results on matching strain maps on a moderate sized database.
Experiments show promising results that strain maps can be used as a discriminative
and stable feature. Its value is further justified by its performance under unfavorable
conditions such as faces with strong shadows and camouflage.
In a subsequent effort, we modeled the material constants (Young’s modulus) of the
skin in sub-regions of the face from the motion observed in multiple facial expressions.
On a public database consisting of subjects undergoing some set of facial motions, we
presented an expression invariant strategy to matching faces using the Young’s modulus
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of the skin. Such an efficient way of describing underlying material properties from the
displacements observed in video has an important application in deformable modeling
of physical objects which are usually gauged by their simplicity and adequacy.
One related issue is that, due to the limited population size (40 to 60 subjects),
this study can only provide a baseline evaluation on the performance of the presented
methods. A large effort spanning a longer timeline that includes a bigger dataset is a
potential topic for future studies.
7.1 Impact on Image Analysis Applications
In this section, we discuss a few image analysis applications where the methods
presented in this dissertation will have an impact on.
7.1.1 Expression Spotting in Video
In a long video sequence comprising of changing facial expressions, detecting the
temporal boundaries of individual expressions will be useful for subsequent analysis.
Using the methods presented in Section 4.2, we can follow the strain magnitude across
frames. The temporal changing pattern of the strain magnitude can then be probed
for saddles using an adaptive local thresholding strategy. The hypothesis is that these
saddle points correspond to expression boundaries as they denote instances where the
face restores to its undeformed shape (neutral face). This falls in line with the general
observation in the literature on facial expressions: the dynamics of a facial expression
consists of three main phases – start, peak, and stop where, the start and the stop
phases match in their facial deformation. Shreve et al. [103] present initial results on
expression spotting using this approach.
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7.1.2 Micro-Expression Detection
A micro-expression is a short lived, mostly involuntary facial expression, shown when
a person is trying to hide his/her true emotions. Micro-expressions usually last anywhere
between one-fifth to one twenty-fifth of a second before it is recognized and suppressed.
The identifying characteristic of a micro-expression is its duration and spatial locality.
Micro-expressions last for very short a period and usually occur in one part of the face
which makes it hard to detect them with the naked eye. By dividing the face into
regions similar to our finite element model and analyzing the strain magnitude in this
regions using the methods presented in Section 4.2, we can detect unusual deformation in
much smaller spatial and temporal extents. The hypothesis is that such unusual activity
should correspond to the micro-expression boundaries. Shreve et al. [103] present initial
results on micro-expression detection using this approach.
7.1.3 Age Estimation
Besides face matching and expression spotting, the methods presented in this work
can be applied to more exploratory tasks such as age estimation. Such an application
has significant impacts on multimedia communication and human–computer interac-
tion. One can find a large amount literature on aging synthesis and rendering [39, 94].
However, due to the non-definitive nature of the classification step, there are relatively
fewer works on age estimation. The individualized uncontrolled nature of age progres-
sion cannot be accurately captured through the assorted information communicated by
human faces.
Using the methods presented in Chapter 6 for age estimation falls in the general
paradigm of physical modeling. Existing methods in this category estimate the age by
modeling growth related changes of face shape and textural patterns. We can build a
method on a more elementary fact that the elasticity properties of facial soft tissues
varies among different age groups and will be reflected in its stiffness values. The
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methodology is very similar to face matching process. In that task, classes correspond
to individuals and on the other hand for the age estimation task, classes correspond
to different age groups. Our hypothesis is substantiated by findings in the existing
literature that report that as a person ages, his/her skin becomes less elastic.
7.2 Ideas for Future Work
The objective of this dissertation has been on developing accurate and robust com-
putational strategies for characterizing facial skin motion properties and analyzing them
from their discriminatory and stability criteria. Some of the possible extensions to this
are listed below:
• Fusion with Intensity Information: One of the important ideas to be explored is
the augmentation of existing technologies for person identification from video with
the value provided by strain pattern and material property characterization. The
fact that the computational methods involved are stable in terms of performance
under drastic conditions such as shadow lighting and camouflage suggests that the
method most certainly has the promise to supplement current technology under
such adverse operational conditions. It will be interesting to validate this by fusing
the orthogonal information provided by the methods presented in this dissertation
with the raw intensity information and check the performance improvement in a
traditional biometrics framework.
• Integration of the optical flow constraints into the FE Model: The solution ap-
proach taken by a finite element method is in breaking up the problem domain into
smaller elements, assembling a global matrix that defines the geometric relation-
ships between elements/nodes, and finally solving for a large system of equations
with the help of boundary conditions. However, for the specific problem that we
investigate, we have additional observations from video. It will be interesting to
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investigate if the two optical flow constraints (intensity conservation and smooth-
ness constraint) can be intelligently integrated into this system of equations. As
a result, we will then have a novel way to estimate displacements on an object
domain by not only looking at image correspondence but also incorporating the
material constants of the object being deformed. Such an approach will be robust
to noise which is usually a cause of big concern in motion estimation algorithms.
Besides the above, the incorporation of these constraints will bring down the de-
grees of freedom for the domain, thus, needing lesser number of equations to solve
the finite element problem.
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