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A WEAK GALERKIN MIXED FINITE ELEMENT METHOD FOR
SECOND-ORDER ELLIPTIC PROBLEMS
JUNPING WANG∗ AND XIU YE†
Abstract. A new weak Galerkin (WG) method is introduced and analyzed for the second order
elliptic equation formulated as a system of two first order linear equations. This method, called
WG-MFEM, is designed by using discontinuous piecewise polynomials on finite element partitions
with arbitrary shape of polygons/polyhedra. The WG-MFEM is capable of providing very accurate
numerical approximations for both the primary and flux variables. Allowing the use of discontinuous
approximating functions on arbitrary shape of polygons/polyhedra makes the method highly flexible
in practical computation. Optimal order error estimates in both discrete H1 and L2 norms are
established for the corresponding weak Galerkin mixed finite element solutions.
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elliptic problems, mixed finite element methods
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1. Introduction. Weak Galerkin (WG) refers to a finite element technique for
partial differential equations in which differential operators are approximated by their
weak forms as distributions. In [29], a weak Galerkin method was introduced and
analyzed for second order elliptic equations based on weak gradients. In this paper,
we shall develop a new weak Galerkin method for second order elliptic equations
formulated as a system of two first order linear equations. Our model problem seeks
a flux function q = q(x) and a scalar function u = u(x) defined in an open bounded
polygonal or polyhedral domain Ω ⊂ Rd (d = 2, 3) satisfying
αq +∇u = 0, ∇ · q = f, in Ω(1.1)
and the following Dirichlet boundary condition
(1.2) u = −g on ∂Ω,
where α = (αij(x))d×d ∈ [L
∞(Ω)]d
2
is a symmetric, uniformly positive definite matrix
on the domain Ω. A weak formulation for (1.1)-(1.2) seeks q ∈ H(div,Ω) and u ∈
L2(Ω) such that
(αq,v) − (∇ · v, u) = 〈g,v · n〉∂Ω, ∀v ∈ H(div,Ω)(1.3)
(∇ · q, w) = (f, w), ∀w ∈ L2(Ω).(1.4)
Here L2(Ω) is the standard space of square integrable functions on Ω, ∇ · v is the
divergence of vector-valued functions v on Ω, H(div,Ω) is the Sobolev space consisting
of vector-valued functions v such that v ∈ [L2(Ω)]d and ∇ · v ∈ L2(Ω), (·, ·) stands
for the L2-inner product in L2(Ω), and 〈·, ·〉∂Ω is the inner product in L
2(∂Ω).
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2Galerkin methods based on the weak formulation (1.3)-(1.4) and finite dimen-
sional subspaces of H(div,Ω)×L2(Ω) with piecewise polynomials are known as mixed
finite element methods (MFEM). MFEMs for (1.1)-(1.2) treat q and u as unknown
functions and are capable of providing accurate approximations for both unknowns
[1, 3, 7, 8, 9, 10, 11, 27, 28]. All the existing MFEMs in literature possess local mass
conservation that makes MFEM a competitive numerical technique in many applica-
tions such as oil reservoir and groundwater flow simulation in porous media. On the
other hand, MFEMs are formulated in subspaces of H(div,Ω)×L2(Ω) which requires
a certain continuity of the finite element functions for the flux variable. More pre-
cisely, the flux functions must be sufficiently continuous so that the usual divergence
is well-defined in the classical sense in L2(Ω). This continuity assumption in turn
imposes a strong restriction on the structure of the finite element partition and the
piecewise polynomials defined on them [27, 11, 9, 10].
The weak Galerkin method introduced in [29] (see also [23, 22] for extensions)
was based on a use of weak gradients in the following variational formulation: find
u ∈ H1(Ω) such that u = −g on ∂Ω and
(1.5) (α−1∇u,∇φ) = (f, φ), ∀φ ∈ H10 (Ω),
where H1(Ω) is the Sobolev space consisting of functions for which all partial deriva-
tives up to order one are square integrable, H10 (Ω) is the subspace of H
1(Ω) consisting
of functions with vanishing value on ∂Ω. Specifically, the weak Galerkin finite element
formulation in [29, 23, 22] can be obtained from (1.5) by simply replacing the gradient
∇ by a discrete gradient ∇w (it was denoted as ∇d in [29]) defined by a distributional
formula. The discrete gradient operator ∇w is locally-defined on each element. It has
been demonstrated [29, 24, 25, 26] that the weak Galerkin method enjoys an easy-to-
implement formulation that is parameter free and inherits the physical property of
mass conservation locally on each element. Furthermore, the weak Galerkin method
has the flexibility of using discontinuous finite element functions, as was commonly
employed in discontinuous Galerkin and hybridized discontinuous Galerkin methods
[2, 15].
The goal of this paper is to extend the weak Galerkin method of [29, 23, 22]
to the variational formulation (1.3)-(1.4) by following the idea of weak gradients. It
is clear that divergence is the principle differential operator in (1.3)-(1.4). Thus,
an essential part of the extension is the development of a weakly-defined discrete
divergence operator, denoted by (∇w ·), for a class of vector-valued weak functions in
a finite element setting. Assuming that there is such a discrete divergence operator
(∇w·) defined on a finite element space Vh for the flux variable q, then formally one
would have a WG method for (1.1)-(1.2) that seeks qh ∈ Vh and uh ∈ Wh satisfying
(αqh,v)− (∇w · v, uh) = 〈g,v · n〉∂Ω, ∀v ∈ Vh
(∇w · qh, w) = (f, w), ∀w ∈ Wh,
where Wh is a properly defined finite element space for the scalar variable. The rest
of the paper will provide details for a rigorous interpretation and justification of the
above formal WG method, which shall be called WG-MFEM methods.
The WG-MFEM methods have the following features. First of all, the finite ele-
ment partition of the domain Ω is allowed to consist of arbitrary shape of polygons for
d = 2 and polyhedra for d = 3. Secondly, the flux approximation space Vh consists of
two components, where the first one is given by piecewise polynomials on each poly-
gon/polyhedra and the second is given by piecewise polynomials on the edges/faces
3of the polygon/polyhedra. The second component shall be used to approximate the
normal component of the flux variable q on each edge/face. Furthermore, the scalar
approximation spaceWh consists of piecewise polynomials on each polygon/polyhedra
with one degree higher than that of the flux. For example, the lowest order of such
elements would consist of piecewise constant for flux and its normal component on
each edge/face plus piecewise linear function for the scalar variable on each poly-
gon/polyhedra. There is no continuity required for any of the finite element functions
in WG-MFEM.
One close relative of the WG-MFEM is the mimetic finite difference (MFD)
method, see [6, 12, 4, 5] and the reference cited therein. Both WG-MFEM and MFD
share the same flexibility of using polygonal/polyhedral elements of the domain. The
lowest order MFD approximates the flux by using only piecewise constants on each
edge/face, and the scalar variable by using another piecewise constant function on each
polygonal/polyhedral element, while WG-MFEM provides a wide class of numerical
schemes with arbitrary order of polynomials. The arbitrary-order mimetic scheme
of [4] is based on the philosophy of approximating the forms in (1.5) using nodal-
based polynomials, which has very minimal overlap with the WG-MFEM. It should
be pointed out that there are other numerical methods designed on general polygo-
nal meshes in existing literature [18, 17, 2, 15, 20, 19]. In particular, a comparison
with existing numerical schemes should be conducted on a certain set of benchmark
problems as demonstrated in [20]. More benchmarks can be found in [19].
Allowing arbitrary shape for mesh elements provides a convenient flexibility in
both numerical approximation and mesh generation, especially in regions where the
domain geometry is complex. Such a flexibility is also very much appreciated in
adaptive mesh refinement methods. This is a highly desirable feature in practice
since a single type of mesh technology is too restrictive in resolving complex multi-
dimensional and multi-scale problems efficiently [21].
The paper is organized as follows. In Section 2, we present a discussion of weak
divergence operator in some weakly-defined spaces. In Section 3, we provide a detailed
description and assumptions for the WG-MFEMmethod. In Section 4, we define some
local projection operators and then derive some approximation properties which are
useful in error analysis. In Section 5, we shall establish an optimal order error estimate
for the WG-MFEM approximations in a norm that is related to the L2 for the flux and
H1 for the scalar function. In Section 6, we derive an optimal order error estimate
in L2 for the scalar approximation by using a duality argument as was commonly
employed in the standard Galerkin finite element methods [14, 7]. Finally, we provide
some technical results in the appendix that are critical in dealing with finite element
functions on arbitrary polygons/polyhedra.
2. Weak Divergence. The key in weak Galerkin methods is the use of weak
derivatives in the place of strong derivatives in the variational form for the underlying
partial differential equations. For the mixed problem (1.1) with boundary condition
(1.2), the corresponding variational form is given by (1.3) and (1.4), where divergence
is the only differential operator involved in the formulation. Thus, understanding
weak divergence is critically important in the corresponding WG method. The goal
of this section is to introduce a weak divergence operator and its approximation by
using piecewise polynomials.
Let K be any polygonal or polyhedral domain with interior K0 and boundary
∂K. A weak vector-valued function on the region K refers to a vector-valued function
v = {v0,vb} such that v0 ∈ [L
2(K)]d and vb ·n ∈ H
− 1
2 (∂K), where n is the outward
4normal direction of K on its boundary. The first component v0 can be understood as
the value of v in the interior of K, and the second component vb represents v on the
boundary of K. The requirement of vb · n ∈ H
− 1
2 (∂K) indicates that we are merely
interested in the normal component of vb. Note that vb may not be necessarily related
to the trace of v0 on ∂K should a trace be well defined. Denote by M(K) the space
of weak vector-valued functions on K; i.e.,
(2.1) M(K) = {v = {v0,vb} : v0 ∈ [L
2(K)]d, vb · n ∈ H
− 1
2 (∂K)}.
Following the definition of weak gradient introduced in [29], we define a weak diver-
gence operator as follows.
Definition 2.1. The dual of L2(K) can be identified with itself by using the
standard L2 inner product as the action of linear functionals. With a similar in-
terpretation, for any v ∈ M(K), the weak divergence of v is defined as a linear
functional ∇w · v in the dual space of H
1(K) whose action on each ϕ ∈ H1(K) is
given by
(2.2) (∇w · v, ϕ)K := −(v0,∇ϕ)K + 〈vb · n, ϕ〉∂K ,
where n is the outward normal direction to ∂K, (v0,∇ϕ)K =
∫
K
v0 · ∇ϕdK is the
action of v0 on ∇ϕ, and 〈vb · n, ϕ〉∂K is the action of vb · n on ϕ ∈ H
1
2 (∂K).
The Sobolev space [H1(K)]d can be embedded into the spaceM(K) by an inclu-
sion map iM : [H
1(K)]d →M(K) defined as follows
iM(q) = {q|K ,q|∂K}.
With the help of the inclusion map iM, the Sobolev space [H
1(K)]d can be viewed
as a subspace of M(K) by identifying each q ∈ [H1(K)]d with iM(q). Analogously,
a weak vector-valued function v = {v0,vb} ∈ M(K) is said to be in [H
1(K)]d if it
can be identified with a function q ∈ [H1(K)]d through the above inclusion map. It
is not hard to see that ∇w · v = ∇ · v if v is a smooth function in [H
1(K)]d.
Next, we introduce a discrete weak divergence operator by approximating (∇w · )
in a polynomial subspace of the dual of H1(K). To this end, for any non-negative
integer r ≥ 0, denote by Pr(K) the set of polynomials on K with degree no more than
r. A discrete weak divergence operator, denoted by (∇w,r·), is defined as the unique
polynomial (∇w,r · v) ∈ Pr(K) that satisfies the following equation
(2.3) (∇w,r · v, φ)K = −(v0,∇φ)K + 〈vb · n, φ〉∂K , ∀φ ∈ Pr(K).
3. Weak Galerkin MFEM: Assumptions and Algorithm. Let Th be a
partition of the domain Ω consisting of polygons in 2D and polyhedra in 3D. Denote
by Eh the set of all edges or flat faces in Th, and let E
0
h = Eh\∂Ω be the set of all
interior edges or flat faces. For every element T ∈ Th, we denote by |T | the area or
volume of T and by hT its diameter. Similarly, we denote by |e| the length or area of
e and by he the diameter of edge or flat face e ∈ Eh. We also set as usual the mesh
size of Th by
h = max
T∈Th
hT .
All the elements of Th are assumed to be closed and simply connected polygons or
polyhedra, see Fig. 3.1. We need some shape regularity for the partition Th described
as below.
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Fig. 3.1. Depiction of a shape-regular polygonal element ABCDEFA.
A1: Assume that there exist two positive constants ̺v and ̺e such that for every
element T ∈ Th we have
(3.1) ̺vh
d
T ≤ |T |, ̺eh
d−1
e ≤ |e|
for all edges or flat faces of T .
A2: Assume that there exists a positive constant κ such that for every element
T ∈ Th we have
(3.2) κhT ≤ he
for all edges or flat faces e of T .
A3: Assume that the mesh edges or faces are flat. We further assume that for every
T ∈ Th, and for every edge/face e ∈ ∂T , there exists a pyramid P (e, T,Ae)
contained in T such that its base is identical with e, its apex is Ae ∈ T , and
its height is proportional to hT with a proportionality constant σe bounded
away from a fixed positive number σ∗ from below. In other words, the height
of the pyramid is given by σehT such that σe ≥ σ
∗ > 0. The pyramid is also
assumed to stand up above the base e in the sense that the angle between the
vector xe − Ae, for any xe ∈ e, and the outward normal direction of e (i.e.,
the vector n in Fig. 3.1) is strictly acute by falling into an interval [0, θ0] with
θ0 <
π
2 .
A4: Assume that each T ∈ Th has a circumscribed simplex S(T ) that is shape
regular and has a diameter hS(T ) proportional to the diameter of T ; i.e.,
hS(T ) ≤ γ∗hT with a constant γ∗ independent of T . Furthermore, assume
that each circumscribed simplex S(T ) intersects with only a fixed and small
number of such simplices for all other elements T ∈ Th.
Figure 3.1 depicts a polygonal element that is shape regular. Reader are referred
to [12] for a similar, but different type of shape regularity assumption for the un-
derlying finite element partition of the domain. The shape regularity is required for
deriving error estimates for locally defined projection operators to be detailed in later
sections.
6Recall that, on each element T ∈ Th, there is a space of weak vector-valued
functions M(T ) defined as in (6.11). Denote by M the weak vector-valued function
space on Th given by
(3.3) M :=
∏
T∈Th
M(T ).
Note that functions in M are defined on each element, and there are two sided values
of vb on each interior edge/face e, depicted as vb|∂T1 and vb|∂T2 in Fig. 3.2.
ne
n1
n2
e
T1
T2
A B
C
D
vb|∂T1 vb|∂T2
Fig. 3.2. An interior edge shared by two elements
Let V ⊂M be a subspace ofM consisting of weak vector-valued functions which
are continuous across each interior edge/face e in the normal direction; i.e.,
(3.4) V = {v ∈M : ∃ q ∈ H(div,Ω) s.t. q|∂T · n = (vb)∂T · n, ∀T ∈ Th} .
The weak divergence operator as defined in (2.2) can be extended to any weak vector-
valued function v ∈ V by taking weak divergence locally on each element T . More
precisely, the weak divergence of any v ∈ V is defined element-by-element as follows:
∇w · v = ∇w · (v|T ), on T ∈ Th.
Similarly, the discrete weak divergence as defined in (2.3) can be extended to V by
defining
(3.5) ∇w,r · v = ∇w,r · (v|T ), on T ∈ Th.
The definition of weak divergence of v = {v0,vb} ∈ V requires the value of v on
each element T , namely v0, and the normal component of vb on each edge or face
e ∈ Eh. Thus, it is the normal component of v on each e ∈ Eh that really enters into
the equation of discussion in numerical methods. For convenience, we introduce a set
of normal directions on Eh as follows
(3.6) Dh = {ne : ne is unit and normal to e, e ∈ Eh}.
Figure 3.2 shows one example of ne pointing from the element T1 to T2. In the
rest of this paper, we will be concerned with a subspace of V in which the second
7component of v = {v0,vb} represents the normal component of v on each e ∈ Eh; i.e.,
(vb)|e = (v|e · ne)ne.
A discrete weak vector-valued function v = {v0, vb} refers to weak vector-valued
functions in which both v0 and vb are vector-valued polynomials. Since the second
component is represented as vb = vbne where ne is the prescribed normal direction
to e ∈ Eh, then vb is required to be a polynomial on each edge or flat face of ∂T .
Recall that, for each element T ∈ Th, Pk(T ) denotes the set of polynomials on T with
degree no more than k ≥ 0 and Pℓ(e) is the set of polynomials on e ∈ Eh with degree
no more than ℓ ≥ 0.
We now introduce two finite element spaces which are necessary for formulating
our numerical schemes. The first one corresponds to the scalar (or pressure) variable
defined as follows
Wh = {w ∈ L
2(Ω); w|T ∈ Pk+1(T )},
where k ≥ 0 is a non-negative integer. The second one corresponds to vector-valued
functions and their normal components on the set Eh of edges or flat faces, and is
given by
(3.7) Vh =
{
v = {v0,vb} : v0|T ∈ [Pk(T )]
d,vb|e = vbne, vb ∈ Pk(e), e ∈ Eh
}
.
The pair Vh × Wh forms a finite element approximation space for the unknowns q
and u of the problem (1.3)-(1.4). For simplicity of notation and discussion, we shall
refer the above defined finite element spaces as ([Pk(T )]
d, Pk(e), Pk+1(T )) element.
The lowest order of such element makes use of piecewise constant for the flux variable
on each element T and its edges/faces and piecewise linear for the pressure (scalar)
variable.
The discrete weak divergence (∇w,k+1·) as defined in (3.5) and (2.3) then provides
a linear map from the finite element space Vh to Wh. In particular, for any v ∈ Vh
and w ∈ Wh, we have the following relation
(∇w,k+1 · v, w) : =
∑
T∈Th
(∇w,k+1 · v, w)T
=
∑
T∈Th
(∫
∂T
(vb · n)wds −
∫
T
v0 · (∇w)dT
)
.(3.8)
With an abuse of notation, we shall use (∇w·) to denote the discrete weak divergence
operator (∇w,k+1·) in the rest of this paper.
With the discrete divergence given by (3.8), one might naively formulate a finite
element method by using (1.3) and (1.4) as follows. Find qh = {q0,qb} ∈ Vh and
uh ∈ Wh such that
(αq0,v0)− (∇w · v, uh) = 〈g,vb · n〉∂Ω, ∀v = {v0,vb} ∈ Vh(3.9)
(∇w · qh, w) = (f, w), ∀w ∈ Wh.(3.10)
Unfortunately, due to an insufficient enforcement on the component qb, the resulting
system of linear equations from (3.9)-(3.10) generally does not have a unique solution.
One remedy to this problem is to stabilize the bilinear form (αq0,v0) by requiring
some communication between q0 and qb. To this end, we introduce three bilinear
8forms as follows.
a(η,v) = (αη0,v0), η,v ∈ Vh,(3.11)
b(η, w) = (∇w · η, w), η ∈ Vh, w ∈ Wh,(3.12)
s(η,v) = ρ
∑
T∈Th
hT 〈(η0 − ηb) · n, (v0 − vb) · n〉∂T , η,v ∈ Vh,(3.13)
and a stabilized bilinear form as(·, ·):
as(η,v) := a(η,v) + s(η,v).
Here ρ > 0 is any parameter and hT is the size of T . In practical computation, one
might chose ρ = 1 and substitute hT by the mesh size h for quasi-uniform partitions;
i.e., partitions for which hT /h is bounded from below and above uniformly in T .
Weak Galerkin MFEM Algorithm 1. Let Th be a shape regular finite ele-
ment partition of Ω and Vh×Wh be the corresponding finite element spaces consisting
of ([Pk(T )]
d, Pk(e), Pk+1(T )) elements with k ≥ 0. An approximation for (1.1)-(1.2)
is given by seeking qh = {q0,qb} ∈ Vh and uh ∈ Wh such that
as(qh,v) − b(v, uh) = 〈g, vb · n〉∂Ω,(3.14)
b(qh, w) = (f, w),(3.15)
for any v = {v0,vb} ∈ Vh and w ∈ Wh. The pair of solutions (qh;uh) is called a
weak Galerkin mixed finite element approximation of (1.1)-(1.2).
The WG-MFEM scheme (3.14)-(3.15) retains the mass conservation property of
(1.1)-(1.2) locally on each element. This can be seen by choosing a piecewise constant
test function w in (3.15). More precisely, for any element T ∈ Th, let w assume the
value 1 on T and zero elsewhere. It follows from (3.15) that
(∇w · qh, 1)T = (f, 1)T .
The definition of weak gradient (3.8) then implies the following identity∫
∂T
qb · nds =
∫
T
fdx,
which asserts a mass conservation for the WG-MFEM method.
The rest of the paper shall provide a theoretical foundation for the solvability and
accuracy of the weak Galerkin mixed finite element scheme (3.14)-(3.15).
4. Local Projections: Definition and Properties. We introduce two projec-
tion operators into the finite element spaces Vh andWh by using local L
2 projections.
To this end, for each element T ∈ Th, denote by Q0 the usual L
2 projection from
L2(T ) onto Pk(T ). Similarly, for each edge or flat face e ∈ Eh, let Qb be the L
2
projection from L2(e) onto Pk(e). For any v = {v0, vbne} ∈ V with vb ∈ L
2(e) on
each edge/face e, denote by
Qhv := {Q0(v0), Qb(vb)ne}
the L2 projection of v in Vh. Next, denote by Qh the L
2 projection from L2(Ω) onto
Wh. Observe that Qh is in fact a composition of locally defined L
2 projections into
the polynomial space Pk+1(T ) for each element T ∈ Th.
9In the usual finite element error analysis, one often reduces the error for finite
element solutions into the error between the exact solution and an appropriately
defined local projection or interpolation of the solution. For the WG-MFEM method
discussed in previous sections, this refers to the error between the exact solution and
its local L2 projection. The difficulty in estimating the projection error arises from
the fact that the finite element partition Th contains arbitrary polygons or polyhedra
that are different from the usual simplices as commonly employed in the standard
finite element methods [14].
For simplicity of notation, we shall use . to denote less than or equal to up to
a constant independent of the mesh size, variables, or other parameters appearing in
the inequality.
Lemma 4.1. Let Th be a finite element partition of Ω satisfying the shape regu-
larity assumptions A1 - A4 as given in Section 3. Then, we have∑
T∈Th
‖q−Q0q‖
2
T . h
2(s+1)‖q‖2s+1, 0 ≤ s ≤ k(4.1)
∑
T∈Th
‖∇(q−Q0q)‖
2
T . h
2s‖q‖2s+1, 0 ≤ s ≤ k(4.2)
∑
T∈Th
(
‖u−Qhu‖
2
T + h
2
T ‖∇(u−Qhu)‖
2
T
)
. h2(s+1)‖u‖2s+1, 0 ≤ s ≤ k + 1.(4.3)
Proof. To derive (4.1), let S(T ) be the circumscribed simplex of T on which q
can be defined by smooth extension if necessary. Let Q˜0q be the projection of q in
the element defined on S(T ). It follows that
(4.4) ‖q−Q0q‖T ≤ ‖q− Q˜0q‖T ≤ ‖q− Q˜0q‖S(T ) . h
s+1
T ‖q‖s+1,S(T )
Using the above estimate we obtain
(4.5)
∑
T∈Th
‖q−Q0q‖
2
T . h
2(s+1)
∑
T∈Th
‖q‖2s+1,S(T ).
It follows from the assumption A4 that the set of the circumscribed simplices {S(T ) :
T ∈ Th} has a fixed and small number of overlaps. Thus, the following estimate holds
true ∑
T∈Th
‖q‖2s+1,S(T ) . ‖q‖
2
s+1.
Substituting the above inequality into (4.5) yields the desired estimate (4.1).
To derive (4.2), we use the triangle inequality and the standard error estimate on
S(T ) to obtain
‖∇(q−Q0q)‖T ≤ ‖∇(q− Q˜0q)‖S(T ) + ‖∇(Q˜0q−Q0q)‖S(T )
≤ ChsT ‖q‖s+1,S(T ) + Ch
−1
T ‖Q˜0q−Q0q‖S(T ),(4.6)
where we have also used the standard inverse inequality in the second line. Notice
that the assumption A3 on Th implies that there exists a ball B ⊂ T with a diameter
proportional to hT . Thus, we have from Lemma A.3 (see Appendix) that
‖Q˜0q−Q0q‖S(T ). ‖Q˜0q−Q0q‖B ≤ ‖Q˜0q−Q0q‖T
≤ ‖q− Q˜0q‖T + ‖q−Q0q‖T
. hs+1T ‖q‖s+1,S(T ).
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Substituting the above estimate into (4.6) yields
‖∇(q−Q0q)‖T . h
s
T ‖q‖s+1,S(T ).
Summing up the above estimate over T ∈ Th leads to the desired estimate (4.2).
Finally, the estimate (4.3) can be established analogously to (4.1) and (4.2).
We shall derive two equations that play useful roles in the error analysis for the
WG-MFEM. The first equation is given by the following Lemma.
Lemma 4.2. For any q ∈ [H1(Ω)]d, let Qhq ∈ Vh be the projection given by local
L2 projections. Then, on each element T , we have
(∇w · (Qhq), w)T = (∇ · q, w)T − 〈q · n−Qb(q · n), w〉∂T(4.7)
for all w ∈ Pk+1(T ). Moreover, by summing (4.7) over all T ∈ Th we obtain
b(Qhq, w) = (∇ · q, w) −
∑
T∈Th
〈q · n−Qb(q · n), w〉∂T .(4.8)
Proof. For q ∈ [H1(Ω)]d, we apply the definition of Qh and the weak divergence
∇w · (Qhq) to obtain
(∇w ·Qhq, w)T = −(Q0q, ∇w)T + 〈Qb(q · ne)ne · n, w〉∂T
= −(Q0q, ∇w)T + 〈Qb(q · n), w〉∂T(4.9)
for all w ∈ Pk+1(T ). Here we have used the fact that ne = ±n. Since Q0 is the L
2
projection into [Pk(T )]
d, then
(Q0q, ∇w)T = (q,∇w)T
= −(∇ · q, w)T + 〈q · n, w〉∂T ,(4.10)
where we have applied the usual divergence theorem in the second line. Substituting
(4.10) into (4.9) yields (4.7). This completes the proof of the lemma.
The second equation is concerned with the bilinear form (∇w ·v,Qhw) for v ∈ Vh
and w ∈ H1(Ω). Using the definition of Qh and the integration by parts, we have for
any v = {v0,vb} ∈ Vh and w ∈ H
1(T ) that
(∇w · v, Qhw)T = −(v0, ∇(Qhw))T + 〈vb · n, Qhw〉∂T
= (∇ · v0, Qhw)T + 〈(vb − v0) · n, Qhw〉∂T
= (∇ · v0, w)T + 〈(vb − v0) · n, Qhw〉∂T
= −(v0, ∇w)T + 〈v0 · n, w〉∂T + 〈(vb − v0) · n, Qhw〉∂T
= −(v0, ∇w)T + 〈(v0 − vb) · n, w −Qhw〉∂T + 〈vb · n, w〉∂T .
The result can be summarized as follows.
Lemma 4.3. For any v = {v0,vb} ∈ Vh and w ∈ H
1(T ) on the element T ∈ Th,
one has
(∇w · v, Qhw)T = −(v0, ∇w)T + 〈(v0 − vb) · n, w −Qhw〉∂T
+〈vb · n, w〉∂T .(4.11)
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Moreover, if w ∈ H1(Ω), then the sum of (4.11) over all T ∈ Th gives
b(v, Qhw) = −(v0, ∇hw) +
∑
T∈Th
〈(v0 − vb) · n, w −Qhw〉∂T
+〈vb · n, w〉∂Ω,(4.12)
where ∇hw is the gradient of w taken element-by-element.
Let T ∈ Th be any element, and q ∈ [H
1(T )]d. Then, we have from the definition
of Qb that
‖q · n−Qb(q · n)‖
2
∂T = 〈q · n−Qb(q · n), q · n−Qb(q · n)〉∂T
= 〈q · n−Qb(q · n), q · n− (Q0q) · n)〉∂T
≤ ‖q · n−Qb(q · n)‖∂T ‖q · n− (Q0q) · n‖∂T .
It follows that
(4.13) ‖q · n−Qb(q · n)‖∂T ≤ ‖q · n− (Q0q) · n‖∂T .
Lemma 4.4. Let q ∈ [Hk+1(Ω)]d and s be any real number such that 0 ≤ s ≤ k.
Then, we have
(4.14)
∑
T∈Th
hT ‖q · n−Qb(q · n)‖
2
∂T . h
2(s+1)‖q‖2s+1,
and
(4.15) |||q−Qhq||| . ρh
s+1‖q‖s+1.
Proof. Apply the trace inequality (A.1) (see Appendix) to the right-hand side of
(4.13) to obtain
(4.16) hT ‖q · n−Qb(q · n)‖
2
∂T . ‖q−Q0q‖
2
T + h
2
T ‖∇(q−Q0q)‖
2
T .
Thus, it follows from Lemma 4.1 that the estimate (4.14) holds true.
To derive (4.15), we have from the definition of the bilinear form s(·, ·) in (3.13),
the definition of Qb, and the inequality (4.13) that
s(q −Qhq,q−Qhq)= ρ
∑
T∈Th
hT ‖(q−Q0q) · n− (q · n−Qb(q · n))‖
2
∂T
. ρ
∑
T∈Th
hT
(
‖(q−Q0q) · n‖
2
∂T + ‖q · n−Qb(q · n)‖
2
∂T
)
. ρ
∑
T∈Th
hT ‖(q−Q0q) · n‖
2
∂T .
Now apply the trace inequality (A.1) to the last term of the above inequality to obtain
s(q−Qhq,q −Qhq) . ρ
∑
T∈Th
(
‖q−Q0q‖
2
T + h
2
T ‖∇(q−Q0q)‖
2
T
)
.(4.17)
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Finally, it follows from the triple-bar norm definition (5.7) and the above inequality
that
|||q−Qhq|||
2
= a(q−Qhq,q−Qhq) + s(q−Qhq,q−Qhq)
= ‖α
1
2 (q −Q0q)‖
2 + s(q−Qhq,q−Qhq),
which, combined with Lemma 4.1, gives rise to the desired estimate (4.15). This
completes the proof.
5. Error Analysis. The goal of this section is to derive some optimal order error
estimates for the WG-MFEM approximation (qh;uh) obtained from (3.14)-(3.15). In
finite element analysis, it is routine to decompose the error into two components in
which the first is the difference between the exact solution and a properly defined
projection of the exact solution while the second is the difference of the finite element
solution with the same projection. In the current application, we shall employ the
following decomposition:
q− qh = (q−Qhq) + (Qhq− qh),
u− uh = (u −Qhu) + (Qhu− uh).
For simplicity, we introduce the following notation:
eh = {e0, eb} := qh −Qhq, ǫh := uh −Qhu.
Moreover, we shall denote
∑
T∈Th
‖∇w‖2T by ‖∇hw‖
2 for any w ∈
∏
T∈Th
H1(T ).
5.1. Error equations. The goal here is to derive equations that eh and ǫh must
satisfy. To this end, for any finite element function v = {v0,vb} ∈ Vh, we test the
first equation of (1.1) against v0 to obtain
(αq,v0) + (∇u,v0) = 0.
Now applying the identity (4.12) to the term (∇u,v0) yields
a(q,v)− b(v,Qhu) =
∑
T∈Th
〈(v0 − vb) · n,Qhu− u〉∂T + 〈g,vb · n〉∂Ω,
where the Dirichlet boundary condition (1.2) was also used. Recall that as(·, ·) =
a(·, ·) + s(·, ·). Adding and subtracting as(Qhq,v) in the equation above gives
as(Qhq,v)− b(v,Qhu) = a(Qhq− q, v) + s(Qhq,v) + 〈g,vb · n〉∂Ω
+
∑
T∈Th
〈(v0 − vb) · n,Qhu− u〉∂T .(5.1)
It follows from the definition of the bilinear form s(·, ·) that for any w ∈ [H1(Ω)]d,
one has
(5.2) s(w,v) = 0, ∀v ∈ V .
Thus, we have s(Qhq,v) = s(Qhq− q,v) and
a(Qhq− q, v) + s(Qhq,v) = as(Qhq− q,v).
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Substituting the above into (5.1) yields
as(Qhq,v) − b(v,Qhu) = as(Qhq− q, v) + 〈g,vb · n〉∂Ω
+
∑
T∈Th
〈(v0 − vb) · n,Qhu− u〉∂T .(5.3)
Next, we test the second equation of (1.1) against any w ∈ Wh to obtain
(∇ · q, w) = (f, w).
Substituting (4.8) into the above equation yields
(5.4) b(Qhq, w) = (f, w) −
∑
T∈Th
〈q · n−Qb(q · n), w〉∂T .
Now, subtracting (5.3) from (3.14) gives
as(eh,v) − b(v, ǫh) = as(q−Qhq, v) −
∑
T∈Th
〈(v0 − vb) · n, Qhu− u〉∂T ,(5.5)
for all v ∈ Vh. Similarly, subtracting (5.4) from (3.15) yields
(5.6) b(eh, w) =
∑
T∈Th
〈q · n−Qb(q · n), w〉∂T ,
for all w ∈ Wh.
The equations (5.5) and (5.6) constitute governing rules for the error term eh and
ǫh. These are called error equations.
5.2. Boundedness and inf-sup condition. For any interior edge or flat face
e ∈ Eh, let T1 and T2 be two elements sharing e in common. The jump of w ∈ Wh on
e is given by
[[w]]e =
{
w|
∂T1
− w|
∂T2
, e ∈ E0h,
w, e ∈ ∂Ω.
We introduce a norm in V as follows
(5.7) |||v|||
2
:= a(v,v) + s(v,v), v ∈ V .
Furthermore, let ‖ · ‖1,h be a norm in the space Wh +H
1(Ω) defined as follows
(5.8) ‖w‖21,h :=
∑
T∈Th
‖∇w‖2T +
∑
e∈Eh
h−1e ‖Qb[[w]]‖
2
e.
It is not hard to see that ‖ · ‖1,h defines a norm in Wh since ‖w‖1,h = 0 would lead to
w = const on each element T and [[w]] = Qb[[w]] = 0 on each edge or flat face e ∈ Eh.
It follows that w = 0 on each element T . As to ||| · |||, assume that |||v||| = 0 for some
v ∈ Vh; i.e.,
(αv0,v0) + ρ
∑
T∈Th
hT 〈(v0 − vb) · n, (v0 − vb) · n〉∂T = 0.
This implies that v0 = 0 on each element T and (v0 − vb) · n = 0 on each edge or
flat face e ∈ Eh. Thus, we have vb · n = 0 on each e ∈ Eh. Recall that vb is a vector
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parallel to n on each e ∈ Eh. Hence, we must have vb = 0 on each e ∈ Eh. The other
properties for a norm can be easily verified for ‖ · ‖1,h and ||| · |||.
It is not hard to see that the triple-bar norm is essentially a discrete L2 norm,
and the norm ‖ · ‖1,h is an H
1-equivalent norm in the corresponding space.
Lemma 5.1. For any ϕ ∈ Wh, there exists at least one v ∈ Vh such that
|b(v, ϕ)| = ‖ϕ‖21,h,(5.9)
|||v||| . ‖ϕ‖1,h.(5.10)
Therefore, the following inf-sup condition is satisfied
(5.11) sup
v∈Vh, |||v|||6=0
|b(v, ϕ)|
|||v|||
≥ β‖ϕ‖1,h
for some positive constant β independent of the meshsize h.
Proof. It follows from the definition of b(·, ·) and the discrete divergence that
b(v, ϕ) = (∇w · v, ϕ)
=
∑
T∈Th
(〈vb · n, ϕ〉∂T − (v0, ∇ϕ)T )
=
∑
e∈Eh
〈vb · ne, [[ϕ]]〉e −
∑
T∈Th
(v0, ∇ϕ)T ,
provided that the jump [[ϕ]] was taken consistently with the direction set Dh. Now
by taking v0 = −∇ϕ on each element T and vb = h
−1
e Qb([[ϕ]])ne on each edge or flat
face e we arrive at
b(v, ϕ) =
∑
T∈Th
(∇ϕ, ∇ϕ)T +
∑
e∈Eh
h−1e 〈Qb[[ϕ]], Qb[[ϕ]]〉e = ‖ϕ‖
2
1,h,
which verifies (5.9). To verify (5.10), we apply the definition of the triple-bar norm
to the above chosen v to obtain
|||v|||
2
= (α∇hϕ,∇hϕ) + ρ
∑
T∈Th
hT ‖∇ϕ · n+ h
−1
e Qb([[ϕ]])ne · n‖
2
∂T
. ‖∇hϕ‖
2 +
∑
e∈Eh
h−1e ‖Qb[[ϕ]]‖
2
e = ‖ϕ‖
2
1,h,
which is what (5.10) states for.
Lemma 5.2. The bilinear form b(·, ·) is bounded in Vh × Wh. In other words,
there exists a constant C such that
(5.12) |b(v, ϕ)| ≤ C|||v||| ‖ϕ‖1,h.
Proof. We note from the definition of weak divergence that
b(v, ϕ) = (∇w · v, ϕ)
=
∑
T∈Th
(〈vb · n, ϕ〉∂T − (v0,∇ϕ)T )
=
∑
e∈Eh
〈vb · ne, [[ϕ]]〉e −
∑
T∈Th
(v0,∇ϕ)T .
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Using Cauchy-Schwarz we obtain
|b(v, ϕ)| ≤
∑
e∈Eh
‖vb · ne‖e ‖[[ϕ]]‖e +
∑
T∈Th
‖v0‖T ‖∇ϕ‖T
≤
(∑
e∈Eh
he‖vb · ne‖
2
e
) 1
2
(∑
e∈Eh
h−1e ‖[[ϕ]]‖
2
e
) 1
2
+ ‖v0‖ ‖∇hϕ‖
≤


(∑
e∈Eh
he‖vb · ne‖
2
e
) 1
2
+ ‖v0‖

 ‖ϕ‖1,h.(5.13)
Let T be an element that takes e as an edge or flat face. Then, using the trace
inequality (A.1) and the inverse inequality (A.21) we obtain
he‖vb · ne‖
2
e ≤ 2he‖(vb − v0) · ne‖
2
e + 2he‖v0 · ne‖
2
e
. he‖(vb − v0) · ne‖
2
e + ‖v0‖
2
T .
Substituting the above inequality into (5.13) yields
|b(v, ϕ)| . |||v||| ‖ϕ‖1,h,
which completes the proof of the lemma.
5.3. Error estimates. We first establish some estimates useful in the forthcom-
ing error estimates.
Lemma 5.3. Let u ∈ Hk+2(Ω) and q ∈ [Hk+1(Ω)]d be two smooth functions on
Ω. Then, the following estimates hold true∑
T∈Th
|〈(v0 − vb) · n, Qhu− u〉∂T | . h
s+1 ‖u‖s+2|||v|||, 0 ≤ s ≤ k,(5.14)
∑
T∈Th
|〈q · n−Qb(q · n), ϕ〉∂T | . h
s+1 ‖q‖s+1‖∇hϕ‖, 0 ≤ s ≤ k,(5.15)
for all v ∈ V and ϕ ∈
∏
T∈Th
H1(T ).
Proof. It follows from the Cauchy-Schwarz inequality, the definition of ||| · |||, and
the trace inequality (A.1) that
∑
T∈Th
|〈(v0 − vb) · n, Qhu− u〉∂T |.
(∑
T∈Th
hT ‖(v0 − vb) · n‖
2
∂T
) 1
2
·
(∑
T∈Th
h−1T ‖Qhu− u‖
2
∂T
) 1
2
. |||v|||
(∑
T∈Th
(
h−2T ‖Qhu− u‖
2
T + ‖∇(Qhu− u)‖
2
T
)) 12
. hs+1|||v||| ‖u‖s+2,
where we have used the estimate (4.3). This verifies the validity of (5.14).
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Next, let ϕ¯ be the average of ϕ over each element T . It follows from the definition
of Qb, the estimates (4.14), and (A.1) that∑
T∈Th
|〈q · n−Qb(q · n), ϕ〉∂T | =
∑
T∈Th
|〈q · n−Qb(q · n), ϕ− ϕ¯〉∂T |
≤
(∑
T∈Th
hT ‖q · n−Qb(q · n)‖
2
∂T
) 1
2
(∑
T∈Th
h−1T ‖ϕ− ϕ¯‖
2
∂T
) 1
2
. hs+1‖q‖s+1
(∑
T∈Th
(
h−2T ‖ϕ− ϕ¯‖
2
T + ‖∇ϕ‖
2
T
)) 12
. hs+1‖q‖s+1‖∇hϕ‖,
which completes the proof of (5.15).
With the help of Lemma 5.3, Lemma 5.1, and Lemma 5.2, we are now in a position
to derive an error estimate for the WG-MFEM solution (qh;uh) in the norm ||| · ||| and
‖ · ‖1,h respectively.
Theorem 5.4. Let qh ∈ Vh and uh ∈ Wh be the solution of the weak Galerkin
mixed finite element scheme (3.14)-(3.15). Assume that the exact solution (q;u) of
(1.3)-(1.4) is regular such that u ∈ Hs+2(Ω) and q ∈ [Hs+1(Ω)]d with s ∈ (0, k].
Then, one has
|||qh −Qhq|||+ ‖uh −Qhu‖1,h. h
s+1 (‖u‖s+2 + ‖q‖s+1) .(5.16)
Proof. Let
ℓ(v) := as(q −Qhq, v)−
∑
T∈Th
〈(v0 − vb) · n, Qhu− u〉∂T
be a linear functional on the finite element space Vh. Also, let
χ(w) :=
∑
T∈Th
〈q · n−Qb(q · n), w〉∂T
be a linear functional on the finite element space Wh. The error equations (5.5) and
(5.6) indicate that the pair (eh; ǫh) is a solution of the following problem
as(eh,v) − b(v, ǫh) = ℓ(v), ∀v ∈ Vh,(5.17)
b(eh, w) = χ(w), ∀w ∈ Wh.(5.18)
The bilinear form as(·, ·) is clearly bounded, symmetric and positive definite in Vh
equipped with the triple-bar norm ||| · |||. Lemma 5.2 indicates that the bilinear form
b(·, ·) is bounded in Vh×Wh, and Lemma 5.1 proved that the usual inf-sup condition
of Babu˘ska [3] and Brezzi [8] is satisfied. Thus, we have from the general theory of
Babu˘ska and Brezzi that
(5.19) |||eh|||+ ‖ǫh‖1,h ≤ C
(
‖ℓ‖V′
h
+ ‖χ‖W′
h
)
,
where ‖ℓ‖V′
h
and ‖χ‖W′
h
are the norm of the corresponding linear functionals. To
estimate the norms, we use (4.15) and (5.14) to come up with
|ℓ(v)| . hs+1 (‖q‖s+1 + ‖u‖s+2) |||v|||.
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Thus, we have
(5.20) ‖ℓ‖V′
h
. hs+1 (‖q‖s+1 + ‖u‖s+2) , 0 ≤ s ≤ k.
As to the norm of χ, we use the estimate (5.15) to obtain
|χ(w)| . hs+1‖q‖s+1‖w‖1,h, 0 ≤ s ≤ k,
which implies that
(5.21) ‖χ‖W′
h
. hs+1‖q‖s+1, 0 ≤ s ≤ k.
Substituting (5.20) and (5.21) into (5.19) yields the desired error estimate (5.16).
6. Error Estimates in L2. To obtain an optimal order error estimate for the
scalar component ǫh = uh − Qhu in the usual L
2-norm, we consider a dual problem
that seeks Ψ and φ satisfying
αΨ+∇φ = 0, in Ω(6.1)
∇ ·Ψ = ǫh, in Ω(6.2)
φ = 0, on ∂Ω.(6.3)
Assume that the usual H2-regularity is satisfied for the dual problem; i.e., for any
ǫh ∈ L
2(Ω), there exists a unique solution (Ψ;φ) ∈ [H1(Ω)]d ×H2(Ω) such that
(6.4) ‖φ‖2 + ‖Ψ‖1 . ‖ǫh‖.
Lemma 6.1. Let (q;u) be the solution of (1.3)-(1.4). Assume that u ∈ Hk+2(Ω),
q ∈ [Hk+1(Ω)]d, and the coefficient function satisfies α ∈ W 1,∞(T ) on each element
T . Then, one has the following estimates
|as(q−Qhq, QhΨ)|. h
k+2‖q‖k+1‖Ψ‖1,(6.5) ∑
T∈Th
|〈Q0Ψ · n−Qb(Ψ · n),Qhu− u〉∂T |. h
k+2‖u‖k+2‖Ψ‖1,(6.6)
∑
T∈Th
|〈q · n−Qb(q · n),Qhφ− φ〉∂T |. h
k+2‖q‖k+1‖φ‖2.(6.7)
Proof. Let α¯ be the average of α on each element T . It follows from the definition
of as(·, ·) and the approximation property (4.15) that
|as(q−Qhq, QhΨ)|≤ |(α(q −Q0q), Q0Ψ)|+ |s(q−Q0q, QhΨ)|
= |(q−Q0q, (α− α¯)Q0Ψ)|+ |s(q−Q0q, QhΨ−Ψ)|
≤ Ch‖∇α‖∞‖q−Q0q‖ ‖Q0Ψ‖+ |||q−Qhq||| |||Ψ−QhΨ|||
. hk+2‖q‖k+1‖Ψ‖1,
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where ‖∇α‖∞ is the L
∞ norm of ∇α taken on each element. As to (6.6), we use (A.1)
and (4.15) to obtain∑
T∈Th
|〈Q0Ψ · n−Qb(Ψ · n),Qhu− u〉∂T |
=
∑
T∈Th
|〈(Q0Ψ−Ψ) · n− (Qb(Ψ · n)−Ψ · n),Qhu− u〉∂T |
. |||QhΨ−Ψ|||
(∑
T∈Th
(h−2T ‖Qhu− u‖
2
T + ‖∇(Qhu− u)‖
2
T )
)1/2
. hk+2‖u‖k+2‖Ψ‖1.
Similarly, using (4.14) we have∑
T∈Th
|〈q · n−Qb(q · n), Qhφ− φ〉∂T |
. hk+1‖q‖k+1
(∑
T∈Th
(h−2T ‖Qhφ− φ‖
2
T + ‖∇(Qhφ− φ)‖
2
T )
) 1
2
. hk+2‖q‖k+1‖φ‖2.
This completes the proof of the lemma.
We are now in a position to establish an optimal order error estimate for the
scalar/pressure component ǫh = uh−Qhu in the usual L
2-norm. The result is stated
in the following theorem.
Theorem 6.2. Let qh ∈ Vh and uh ∈ Wh be the solution of (3.14)-(3.15). As-
sume that the exact solution of (1.3)-(1.4) satisfies u ∈ Hk+2(Ω) and q ∈ [Hk+1(Ω)]d.
Then, one has the following error estimate
(6.8) ‖uh −Qhu‖ . h
k+2 (‖u‖k+2 + ‖q‖k+1) .
Proof. Testing (6.2) by ǫh = uh −Qhu and then using (4.8) yields
(ǫh, ǫh) = (∇ ·Ψ, ǫh)
= b(QhΨ, ǫh) +
∑
T∈Th
〈Ψ · n−Qb(Ψ · n), ǫh〉∂T .(6.9)
It follows from (5.5) that
b(QhΨ, ǫh)= as(eh, QhΨ)− as(q −Qhq, QhΨ)
+
∑
T
〈(Q0Ψ) · n−Qb(Ψ · n), Qhu− u〉∂T .
Substituting the above equation into (6.9) yields
(ǫh, ǫh) = as(eh, QhΨ)− as(q−Qhq, QhΨ)
+
∑
T∈Th
〈Q0Ψ · n−Qb(Ψ · n), Qhu− u〉∂T(6.10)
+
∑
T∈Th
〈Ψ · n−Qb(Ψ · n), ǫh〉∂T .
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Using (6.6) we obtain
(6.11)
∑
T∈Th
〈Q0Ψ · n−Qb(Ψ · n), Qhu− u〉∂T . h
k+2‖u‖k+2 ‖Ψ‖1.
Using (5.15) we arrive at
(6.12)
∑
T∈Th
〈Ψ · n−Qb(Ψ · n), ǫh〉∂T . h‖∇hǫh‖ ‖Ψ‖1.
From (6.5) we have
(6.13) |as(q−Qhq, QhΨ)| . h
k+2‖q‖k+1 ‖Ψ‖1.
Now substituting (6.11)-(6.13) into (6.10) we obtain
(6.14) (ǫh, ǫh) . |as(eh, QhΨ)|+ h
k+2 (‖q‖k+1 + ‖u‖k+2) ‖Ψ‖1 + h‖∇hǫh‖ ‖Ψ‖1.
It remains to deal with |as(eh, QhΨ)| in (6.14). To this end, we note that
as(eh, QhΨ) = as(eh, QhΨ−Ψ) + as(eh,Ψ),
and
|as(eh, QhΨ−Ψ)| ≤ |||eh||| |||QhΨ−Ψ||| . h|||eh||| ‖Ψ‖1.
Thus,
(6.15) |as(eh, QhΨ)| . |as(eh,Ψ)|+ h|||eh||| ‖Ψ‖1.
Since Ψ ∈ [H1(Ω)]d, then we have as(eh,Ψ) = a(eh,Ψ); i.e., the stabilization term
vanishes when one of the components is sufficiently regular. Now testing (6.1) against
eh gives
a(eh,Ψ) = (αΨ, e0) = −(∇φ, e0).
Furthermore, we have from (4.12) (with v = eh and w = φ) and the fact that φ = 0
on ∂Ω that
(∇φ, e0) = −b(eh,Qhφ) +
∑
T∈Th
〈(e0 − eb) · n, φ−Qhφ〉∂T .
Using the error equation (5.6) to replace the term b(eh,Qhφ) in above equation we
obtain
(∇φ, e0) = −
∑
T∈Th
〈q · n−Qb(q · n),Qhφ〉∂T +
∑
T∈Th
〈(e0 − eb) · n, φ−Qhφ〉∂T
=
∑
T∈Th
〈q · n−Qb(q · n), φ−Qhφ〉∂T +
∑
T∈Th
〈(e0 − eb) · n, φ−Qhφ〉∂T ,
where we have used the fact that φ ∈ H1(Ω) and φ = 0 on ∂Ω in the second line.
Now using (6.7) to estimate the first summation in the above equation, and (5.14)
with s = 0, v = eh, u = φ to estimate the second summation we obtain
|(∇φ, e0)| . (h
k+2‖q‖k+1 + h|||eh|||) ‖φ‖2.
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Thus,
|as(eh,Ψ)| = |a(eh,Ψ)| = |(∇φ, e0)| . (h
k+2‖q‖k+1 + h|||eh|||) ‖φ‖2.
Substituting the above into (6.15) yields
(6.16) |as(eh, QhΨ)| . (h
k+2‖q‖k+1 + h|||eh|||) ‖φ‖2 + h|||eh||| ‖Ψ‖1.
Now substituting (6.16) into (6.14) gives
(ǫh, ǫh) .(h
k+2‖q‖k+1 + h|||eh|||) ‖φ‖2 + h|||eh||| ‖Ψ‖1(6.17)
+hk+2 (‖q‖k+1 + ‖u‖k+2) ‖Ψ‖1 + h‖∇hǫh‖ ‖Ψ‖1.
Observe that the H2-regularity of the dual problem implies the following estimate
‖φ‖2 + ‖Ψ‖1 . ‖ǫh‖.
Substituting the above into (6.17) and then dividing both sides by ‖ǫh‖ we obtain
‖ǫh‖ . h(|||eh|||+ ‖∇hǫh‖) + h
k+2 (‖q‖k+1 + ‖u‖k+2) ,
which, together with (5.16), implies the desired L2 error estimate (6.8). This com-
pletes the proof.
Appendix A. The goal of this Appendix is to establish some fundamental esti-
mates useful in the error estimate for WG-MFEM. First, we derive a trace inequality
for functions defined on the finite element partition Th with properties specified in
Section 3.
Lemma A.1 (Trace Inequality). Let Th be a partition of the domain Ω into poly-
gons in 2D or polyhedra in 3D. Assume that the partition Th satisfies the assumptions
(A1), (A2), and (A3) as specified in Section 3. Then, there exists a constant C such
that for any T ∈ Th and edge/face e ∈ ∂T , we have
(A.1) ‖θ‖2e ≤ C
(
h−1T ‖θ‖
2
T + hT ‖∇θ‖
2
T
)
,
where θ ∈ H1(T ) is any function.
Proof. We shall provide a proof for the case of e being a flat face and θ ∈ C1(T ).
To this end, let the flat face e be represented by the following parametric equation:
xe = φ(ξ, η) := (φ1(ξ, η), φ2(ξ, η), φ3(ξ, η))(A.2)
for (ξ, η) ∈ D ⊂ R2. By Assumption A3, there exists a pyramid P (e, T,Ae) with apex
Ae = x∗ := (x
∗
1, x
∗
2, x
∗
3) contained in the element T , see Figure 3.1. This pyramid has
the following parametric representation:
x(t, ξ, η) = (1− t)φ(ξ, η) + tx∗(A.3)
for (t, ξ, η) ∈ [0, 1] × D. For any given xe ∈ e, the line segment joining xe and the
apex x∗ can be represented by
x(t) = xe + t(x∗ − xe).
From the fundamental theorem of Calculus, we have
θ2(xe)− θ
2(x(t)) = −
∫ t
0
∂τθ
2(xe + τω)dτ, ω = x∗ − xe.
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The above can be further rewritten as
θ2(xe)− θ
2(x(t)) = −2
∫ t
0
θ (∇θ · ω) dτ.
It follows from the Cauchy-Schwarz inequality that for any t ∈ [0, 12 ] we have
θ2(xe) ≤ θ
2(x(t)) + h−1T
∫ 1
2
0
θ2|ω|dτ + hT
∫ 1
2
0
|∇θ|2|ω|dτ.
Now we integrate the above inequality over the flat face e by using the parametric
equation (A.2), yielding∫
D
θ2(xe)|φξ × φη|dξdη ≤
∫
D
θ2(x(t))|φξ × φη|dξdη
+h−1T
∫ 1
2
0
∫
D
θ2|ω||φξ × φη|dξdηdτ(A.4)
+hT
∫ 1
2
0
∫
D
|∇θ|2|ω||φξ × φη|dξdηdτ.(A.5)
Observe that the integral of a function over the following prismatoid
P 1
2
:= {x(t, ξ, η) : (t, ξ, η) ∈ [0, 1/2]×D}
is given by
∫
P 1
2
f(x)dx =
∫ 1
2
0
∫
D
f(x(τ, ξ, η))J(τ, ξ, η)dξdηdτ,
where J(τ, ξ, η) = (1− τ)2|(φξ × φη) · ω| is the Jacobian from the coordinate change.
The vector φξ × φη is normal to the face e, and ω = x∗−xe is a vector from the base
point xe to the apex x∗. The angle assumption (see Assumption A3 of Section 3) for
the prism P (e, T,Ae) indicates that the Jacobian satisfies the following relation
(A.6) J(τ, ξ, η) ≥
µ0
4
|φξ × φη| |ω|, τ ∈ [0, 1/2]
for some fixed µ0 ∈ (0, 1). Observe that the left-hand side of (A.4) is the surface
integral of θ2 over the face e. Thus, substituting (A.6) into (A.4) and (A.5) yields∫
e
θ2de ≤
∫
D
θ2(x(t))|φξ × φη|dξdη
+4µ−10 h
−1
T
∫
P 1
2
θ2dx+ 4µ−10 hT
∫
P 1
2
|∇θ|2dx.
Now we integrate the above with respect to t in the interval [0, 12 ] to obtain
1
2
∫
e
θ2de ≤
∫ 1
2
0
∫
D
θ2(x(t))|φξ × φη|dξdηdt(A.7)
+2µ−10 h
−1
T
∫
P 1
2
θ2dx+ 2µ−10 hT
∫
P 1
2
|∇θ|2dx.
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Again, by substituting (A.6) into the right-hand side of (A.7) we arrive at
1
2
∫
e
θ2de ≤ 4µ−10 |ω|
−1
∫ 1
2
0
∫
D
θ2(x(t))J(t, ξ, η)dξdηdt(A.8)
+2µ−10 h
−1
T
∫
P 1
2
θ2dx+ 2µ−10 hT
∫
P 1
2
|∇θ|2dx.
The integral on the right-hand side of (A.8) is the integral of θ2 on the prismatoid
P 1
2
. It can be seen from the Assumption A3 that
|ω|−1 ≤ α∗h
−1
T
for some positive constant α∗. Therefore, we have from the above estimate that∫
e
θ2de ≤ Ch−1T
∫
P 1
2
θ2dx+ ChT
∫
P 1
2
|∇θ|2dx,
which completes the proof of the Lemma.
Next, we would like to establish an estimate for the L2 norm of polynomial func-
tions by their L2 norm on a subdomain. To this end, we first derive a result of similar
nature for general functions in H1.
Lemma A.2. Let K ⊂ Rd be convex and v ∈ H1(K). Then,
(A.9) ‖v‖2K ≤
2|K|
|S|
‖v‖2S +
4δ2(d+1)
|S|2d2
‖∇v‖2K ,
where δ is the diameter of K and S is any measurable subset of K.
Proof. Since C1(K) is dense in H1(K), it is sufficient to establish (A.9) for
v ∈ C1(K). For any x,y ∈ K, we have
v2(x) = v2(y) −
∫ |x−y|
0
∂rv
2(x+ rω)dr, ω =
y − x
|y − x|
.
From the usual chain rule and the Cauchy-Schwarz inequality we obtain
v2(x) = v2(y)− 2
∫ |x−y|
0
v∂rv(x + rω)dr
≤ v2(y) + ǫδ−1
∫ |x−y|
0
v2dr + ǫ−1δ
∫ |x−y|
0
|∂rv|
2dr,(A.10)
where ǫ > 0 is any constant. Let
V (x) =
{
v2(x), x ∈ K
0, x /∈ K
and
W (x) =
{
|∂rv|
2(x), x ∈ K
0, x /∈ K.
Then, the inequality (A.10) can be rewritten as
v2(x) ≤ v2(y) + ǫδ−1
∫ ∞
0
V (x+ rω)dr + ǫ−1δ
∫ ∞
0
W (x+ rω)dr.
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Integrating the above inequality with respect to y in S yields
|S|v2(x) ≤
∫
S
v2dS(A.11)
+
∫
|x−y|≤δ
(
ǫδ−1
∫ ∞
0
V (x+ rω)dr + ǫ−1δ
∫ ∞
0
W (x+ rω)dr
)
dy.
It is not hard to see that∫
|x−y|≤δ
∫ ∞
0
V (x+ rω)drdy =
∫ ∞
0
∫
|ω|=1
∫ δ
0
V (x+ rω)ρd−1 dρ dω dr
=
δd
d
∫ ∞
0
∫
|ω|=1
V (x+ rω)dω dr
=
δd
d
∫
K
|x− y|1−dv2(y)dy.(A.12)
Analogously, we have
(A.13)
∫
|x−y|≤δ
∫ ∞
0
W (x+ rω)drdy =
δd
d
∫
K
|x− y|1−d|∂rv(y)|
2dy.
Substituting (A.12) and (A.13) into (A.11) yields
|S|v2(x) ≤
∫
S
v2dS +
ǫδd−1
d
∫
K
|x− y|1−dv2(y)dy +
δd+1
ǫd
∫
K
|x− y|1−d|∇v(y)|2dy.
Now integrating both sides with respect to x in K gives
|S|
∫
K
v2dK ≤ |K|
∫
S
v2dS +
ǫδd
d
∫
K
v2dK +
δd+2
ǫd
∫
K
|∇v|2dK,
which yields the desired estimate (A.9) by setting ǫ = |S|d
2δd
.
Consider a case of Lemma A.2 in which the convex domain K is a shape regular
d-simplex. Denote by hK the diameter of K. The shape regularity implies that
1. the measure of K is proportional to hdK ,
2. there exists an inscribed ball BK ⊂ K with diameter proportional to hK .
Now let S be a ball inside of K with radius rS ≥ ς∗hK . Then, there exists a fixed
constant κ∗ such that
(A.14) |K| ≤ κ∗|S|.
Apply (A.14) in (A.9) and notice that τ∗|S| ≥ h
d
K and δ = hK . Thus,
(A.15) ‖v‖2K ≤ 2κ∗‖v‖
2
S +
4τ2∗h
2
K
d2
‖∇v‖2K .
For simplicity of notation, we shall rewrite (A.15) in the following form
(A.16) ‖v‖2K ≤ a0‖v‖
2
S + a1h
2
K‖∇v‖
2
K .
If v is infinitely smooth, then a recursive use of the estimate (A.16) yields the following
result
(A.17) ‖v‖2K ≤
n∑
j=0
ajh
2j
K‖∇
jv‖2S + an+1h
2n+2
K ‖∇
n+1v‖2K .
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In particular, if v is a polynomial of degree n, then
(A.18) ‖v‖2K ≤
n∑
j=0
ajh
2j
K‖∇
jv‖2S .
The standard inverse inequality implies that
‖∇jv‖S . h
−j
K ‖v‖S.
Substituting the above into (A.18) gives
(A.19) ‖v‖2K . ‖v‖
2
S .
The result is summarized as follows.
Lemma A.3 (Domain Inverse Inequality). Let K ⊂ Rd be a d-simplex which has
diameter hK and is shape regular. Assume that S is a ball in K with diameter rS
proportional to hK ; i.e., rS ≥ ς∗hK with a fixed ς∗ > 0. Then, there exists a constant
C = C(ς∗, n) such that
(A.20) ‖v‖2K ≤ C(ς∗, n)‖v‖
2
S
for any polynomial v of degree no more than n.
The usual inverse inequality in finite element analysis also holds true for piecewise
polynomials defined on the finite element partition Th provided that it satisfies the
assumptions A1-A4 of Section 3.
Lemma A.4 (Inverse Inequality). Let Th be a finite element partition of Ω con-
sisting of polygons or polyhedra. Assume that Th satisfies all the assumptions A1-A4
as specified in Section 3. Then, there exists a constant C = C(n) such that
(A.21) ‖∇ϕ‖T ≤ C(n)h
−1
T ‖ϕ‖T , ∀T ∈ Th
for any piecewise polynomial ϕ of degree n on Th.
Proof. The proof is merely a combination of Lemma A.3 and the standard inverse
inequality on d-simplices. To this end, for any T ∈ Th, let S(T ) be the circumscribed
simplex that is shape regular. It follows from the standard inverse inequality that
‖∇ϕ‖T ≤ ‖∇ϕ‖S(T ) ≤ Ch
−1
T ‖ϕ‖S(T ).
Then we use the estimate (A.20), with K = S(T ), to obtain
‖∇ϕ‖T ≤ Ch
−1
T ‖ϕ‖S ≤ Ch
−1
T ‖ϕ‖T ,
where S is a ball inside of T with a diameter proportional to hT . This completes the
proof of the lemma.
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