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Introduction
Several authors have documented seasonal effects in means and standard deviations o f m onthly stock market returns and dividends.
The most recent empirical studies documenting such effects include Schwert (1990) , Gallant, Rossi and Tauchen (1992) a n d B o llerslev and Hodrick (1992) . Gallant, Rossi and Tauchen (1992 , Table 1) report, for instance, that the variance of the Standard and Poor composite price index in October is almost a tenfold of the variance for, say, March. Moreover, the variance in November is almost twice that of October and hence almost twenty times that of M a rc h . Bollerslev and Hodrick found further corroborating evidence regarding seasonalitiy in conditional heteroskedasticity for NYSE dividend yields. Indeed, they found significant seasonal lags in ARCH models. In a similar spirit, it is worth noting that Shiller (1992) observed that ten out of the twenty-five stock market crashes which occurred in the U.S. since 1928 were concentrated in one month only, the month of October.
1
T h e fa ct that asset returns exhibit volatility clustering throughout the year is quite interesting both from a theoretical point of view as well as a practical one. Indeed, the intra-year predictability of stock market volatility raises many questions of theoretical interest. For instance, one can think of seasonal habit persistence in preferences and its effect on asset pricing, as documented in Hansen and Sargent (1990) or the fairly regular and institutionalized rhythm of releasing information to the general public, like annual corporate reports and dividend announcements or the calendar of releases of e c o n o my-wide economic data by government agencies. Such factors, and many others, contribute to the volatility being structured with month-specific patterns, and many theoretical models could shed light on the dynamic pattern that should emerge.
B e sides the theoretical questions, another research agenda arises, namely, how to ju d ic io usly choose a parametric structure to capture the dynamics of seasonal conditional heteroskedasticity.
2
It w ill be helpful to first recall some commonly used time-series models to forecast seasonality in the mean. The framework generally adopted is that of seasonal ARIMA models, possibly involving an unobserved component structure, as discussed, for in stance, by Nerlove et al. (1979), Bell and Hillmer (1984) , Hylleberg (1986), Ghysels (1990) T h is is a first of several models introduced in the paper. One should expect a relationship between P-ARCH models and seasonal GARCH processes whereby (1) P -A RCH models outperform seasonal GARCH processes in terms of volatility predictability and by the same token, (2) a seasonal GARCH representation entails an in formation loss relative to P-ARCH structures. Both observations emerge as an analogue to the results obtained by Tiao and Grupe (1980) for periodic ARIMA and seasonal ARIMA models. Yet, the analogue between ARCH models and linear stru c tu re s in the mean only goes through for weak GARCH models, as defined by Drost and Nijman (1993) . Indeed, a strong ARCH structure, which is quite often implicitly imposed through ML estimation, does not yield a direct correspondence between a representation with seasonality in the laws and one with seasonality in the la g s. F or there to be such a correspondence, we first need to weaken the periodic A R C H re p resentation by only considering the linear projections figuring in a weak GARCH model. This means that the information loss alluded to before is more severe with ARCH models than with linear structures.
Section 2 is devoted to P-GARCH models -with P-ARCH as a special case -with a discussion of their stochastic properties and the relationship with seasonal GARCH Nontrading days usually take place after every fifth trading day, but some weeks have holidays which interrupt the weekly pattern.
In such a case, S = 5, but not all trading day cycles attain five consecutive trading days. It should also parenthetically be noted that the lag length p in (2.2b) is independent of S. Throughout the paper, this will be a ssumed with loss of generality, as p may be set equal to the maximal order of lags a c ross all periods. A generalization of (2.1) is the GARCH model, introduced by Bollerslev (1986) Yet, the similarities between periodic ARMA and periodic GARCH processes do not carry through straightforwardly. Indeed, the class of GARCH processes is not closed under temporal and cross-sectional aggregation, because the nonlinearities severely complicate both forms of aggregation [see Drost and Nijman (1993) Since the vectors obtained this way cover an entire periodic cycle, they encompare all possible parameter variations and therefore yield a time invariant vector system.
It may be useful to consider a simple case where S = 2 with alternating periods which
An important distinction has to be made here between the usual multivariate ARCH processes, 6 as studied in various forms by Baba, Engle, Kraft and Kroner (1990) , Bollerslev, Engle and Wooldridge (1988) , Diebold and Nerlove (1989) , among others. Indeed, unlike the usual multivariate ARCH process, the vector of ARCH processes in (2.8) does not involve any conditional cross-covariances as components of the vector. This is a consequence of the fact that each component of the vector represents the same process sampled at a different time.
7 each have a GARCH (1,1) structure. This illustrative example will also be used later fo r n u m e rical computations. Then one can construct, using equation (2.7), the following bivariate representation:
which can also be written as:
Hence, we obtain a bivariate time invariant representation of the , process. It also implicitly establishes a relationship between p, q and P, Q, i.e., the order of the G A R CH process. In general, this relationship is not trivial, as discussed in detail by Osborn (1991) , yet one knows that P $ S whenever p 0. Unfortunately, the Tiao-G ru pe formula does not yield an analytical characterization of the correspondence between the weak GARCH(P,Q) parameters and the S parameter vectors of the weak P-GARCH(p,q). Therefore, we have to rely on numerical computations.
The numerical tool provided by Tiao-Grupes formula can be put to use to evaluate th e loss of prediction accuracy foregone from ignoring seasonal conditioning in the in fo rm a tio n sets used to formulate F . We will focus exclusively on the weak 2 t P -G A R C H model and its relationship with weak GARCH. Hence, the information loss associated with the relaxation from strong P-GARCH to weak P-GARCH will not be assessed here. Obviously, evaluating the prediction accuracy of ARCH models is n o t very straightforward, as the prediction error distribution is generally complex, involves higher moments and is leptokurtic. Despite its drawbacks, we will use the m in imum MSE prediction criterion to assess the information loss attributable to fo re going periodicity in the stochastic structure. Although, it is worth stressing the lim itations of the MSE criterion, as it puts equal weight to forecast errors in a heteroskedastic environment. Following Kolmogorov (1941) and Janacek (1975) , one c a n c o m p u te the minimum MSE from a linear predictor for a process with known spectral density f(T). Namely, (2.14)
This result can be directly applied to equation (2.13), yielding the MSE of the weak Here, we will introduce several extensions of the basic structure developed in section 2, hoping that they may lead us to a b etter understanding and/or prediction of the observed volatility clustering. It w o u ld b e e a sy to simply take all classes of processes suggested so far and define a p e rio d ic v ersion for each of them. Hence, EGARCH would lead to P-EGARCH, IGARCH to P-IGARCH, TARCH to P-TARCH, STARCH to P-STARCH and so on.
Obviously, such an unguided generalization is not very useful. Instead, let us focus on a few cases which might be the most interesting to consider.
Let us first return to equation (2.8) which represented the general (weak) P-GARCH process. In many applications where the conventional GARCH model is fitted to high frequency data, one finds the parameter estimates of the AR and MA polynomials sum to a p p ro ximately one. This has led to the so-called Integrated GARCH(p,q) or IG A R C H (p ,q) model proposed by Engle and Bollerslev (1986) . For periodic heteroskedasticity, it may be useful to extend this to the P-IGARCH process, based on equation (2.8) with the restriction that:
" (1) + $ (1) = 1 s = 1, ..., S. 
I I
This restriction is the ARCH analogue of the I(1) restriction in linear periodic ARMA processes considered by Ghysels and Hall (1993a) who developed tests for the null hypothesis of an integrated process.
A special case of (3.1) is where $ (1) = $(1) s.
I
T h is re stricts the periodic pattern to the AR part, which as noted in the previous section is of practical use.
It is well known that GARCH processes capture the thick tailed distribution of stock market returns and exchange rate data and are able to mimic the observed volatility
clustering. Yet, they are not well suited for capturing leverage effects, i.e., asymmetric responses in the conditional variance function. The exponential GARCH model proposed by Nelson (1991) has {ln(F )} follow an ARMA process. In addition, the 2 t innovation process is constructed such that positive and negative shocks have a distinct effect. The unconstrained P-EGARCH model would then be written as
Obviously, the process (3.2) as such is easily overparameterized. Suppose we restrict o u rse lv e s to the periodicity due to nontrading day effects, i.e., S = 2, but with a variable though perfectly predictable periodic pattern. Then for a P-EGARCH (1,1) model, one has eight parameters to fit. Hence, a negative shock after, say a nontrading day, has a different im p a c t th a n on any other day.
Conversely, with 2 = 2, ( = ( s = 1, ..., S, and I I periodic polynomials, then dynamic responses differ, similar to the P-GARCH model studied in the previous section.
N e lso n (1990) shows that the EGARCH model approximates in discrete time a diffusion of the type: i.e ., th e Ornstein-Uhlenbeck process (3.3b) evolves in an operational time r which d iffers from calendar time t.
There is a functional relationship r = g(t) between the operational and calendar time scales. The changes in operational time, denoted )g(t), b e tween two consecutive discrete sample points t ! 1 and t are assumed to be m e a su rable with respect to the usual time filtration F-algebra in calendar time.
Ghysels and Jasiak (1993) adapt a logistic function suggested by Stock (1998):
See Ghysels and Jasiak (1993) for details.
7
See Anderson (1993) for a discussion of ARCH-type versus SVM characterizations. Estimation, hypothesis testing and model selection of ARCH models for univariate as well as multivariate processes are very well covered in the survey articles by Bera and H ig g in s (1 9 92), and Bollerslev, Engle and Nelson (1993) . It is an area of active ongoing research with still many unresolved issues as both articles clearly emphasize.
T h e scope of this section is not to contribute the basic theory of estimation and h y pothesis testing as such. Instead, our aim is to discuss issues pertaining to the estimation and testing of periodic ARCH processes. In particular, we propose a LM test for periodicity in ARCH processes.
Many aspects regarding MLE of the general class of ARCH processes still remain unresolved. See, e.g., Bollerslev, Engle and Nelson (1993) for further discussion.
13
Suppose we would like to test the null of an aperiodic or conventional ARCH structure a g a in st a p eriodic alternative. A test strategy which is particularly suitable for this p u rp o se is that of the Lagrangian Multiplier test, which was adopted for linear structures by Ghysels and Hall (1992 T h e score test in (4.4) is easy to implement as it only involves estimating the nonperiodic specification and then checking whether the score function evaluated with data from each period s separately is still close to zero. The score test in (4.4) can also be robustified to fit the context of QMLE, as shown by Wooldridge (1990), Bollerslev and Wooldridge (1992) . To accommodate the possibility of a misspecified likelihood function, one must modify the matrix V in (4.4), since the outerproduct of gradients a n d H e ssia n d o not cancel out in the QMLE context. For further details, see, for in sta n c e , Bollerslev and Woodridge (1992 
