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RESUMO
O cultivo em ambiente protegido vem aumentando em escala mun-
dial, devido aos benef´ıcios gerados pelo microclima criado em seu in-
terior, que permite prover um ambiente, se manejado de forma cor-
reta, pro´spero para o cultivo. Este microclima, apesar de proporcionar
benef´ıcios e´ tido como um grande desafio, devido ao fato de necessi-
tar um correto manejo do ambiente. Caso contra´rio, pode gerar um
clima desfavora´vel colocando a cultura em perigo. Ja´ existem sistemas
de controle destes ambientes, pore´m ainda necessitam forte monitora-
mento dos equipamentos, para que o sistema opere adequadamente.
Este trabalho tem como proposta utilizar o conceito de Internet das
Coisas (IoT do ingleˆs Internet of Things) para prover uma arquitetura
de sensoriamento de um abrigo de cultivo, utilizando mo´dulos senso-
res como objetos/coisas que podem promover servic¸os para o sistema
de controle. Ale´m dos conceitos da IoT o trabalho tambe´m propo˜e o
uso da computac¸a˜o autonoˆmica para tornar o sensoriamento do ambi-
ente mais autoˆnomo e seguro do ponto de vista do funcionamento dos
equipamentos de monitoramento. O sistema proposto foi avaliado em
diferentes cena´rios. Com os resultados obtidos foi poss´ıvel demonstrar
as potencialidades do sistema.
Palavras-chave: Internet das Coisas, Computac¸a˜o Autonoˆmica, Ar-
quitetura, Redes autoˆnomas, Abrigos de cultivo

ABSTRACT
Growing in a protected environment is increasing worldwide, due to the
benefits generated by the microclimate created in its interior, which al-
lows to provide an environment, if managed correctly, prosperous for
cultivation. This microclimate, although providing benefits is conside-
red a great challenge, due to the fact that it needs a correct management
of the environment. Otherwise it can generate an unfavorable climate
putting the culture in danger. There are already systems to control
these environments, but they still require a strong monitoring of the
equipment, so that the system operates correctly. This work intends
to use the Internet of Things (IoT) concept to provide an environment
sensing architecture, using sensor modules as objects / things that can
promote services for the control of the environment. In addition to
the IoT concepts the paper also proposes the use of autonomic compu-
ting to make the environment sensing more autonomous and safe from
the point of view of the operation of the monitoring equipment. The
proposed system was evaluated in different scenarios. With the results
obtained it was possible to demonstrate the potential of the system.
Keywords: Internet of Things, Autonomic Computer, Architecture,
Autonomous Networks, crop shelter
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O cultivo em ambiente protegido vem aumentando em escala
mundial, sendo este geralmente feito em estufas cobertas por um ma-
terial translu´cido, onde em seu interior e´ poss´ıvel gerar um microclima
favora´vel para a cultura, proporcionando benef´ıcios jamais alcanc¸ados
no cultivo tradicional (ABREU; BASTOS et al., 2015).
O cultivo em ambientes protegidos permite que o agricultor ob-
tenha maior eficieˆncia no controle de pragas, reduc¸a˜o da sazonalidade,
melhor proveito dos recursos como CO2, a´gua e radiac¸a˜o solar, trazendo
assim uma melhor qualidade para a cultura (GUISELINI et al., 2010).
No Brasil, esta te´cnica foi empregada nos anos 70, crescendo de
maneira abrupta nos anos 80. Apesar da ra´pida popularizac¸a˜o no pa´ıs,
na˜o ha´ dados precisos sobre a a´rea de cultivo protegido no Brasil (VIDA
et al., 2004). As informac¸o˜es te´cnicas sobre o desempenho das plantas
neste aˆmbito provenientes de experimentos e pesquisas, demonstram
que as culturas cultivadas nos abrigos possuem melhor desempenho
comparadas com o cultivo tradicional (ABRAH; RODRIGUES; PAGIUCA,
2014).
O grande benef´ıcio dos ambientes protegidos, ou seja, o micro-
clima, e´ tambe´m seu grande desafio. Gerenciar todas as varia´veis como
temperatura, umidade, luz solar, radiac¸a˜o, nutrientes, ventilac¸a˜o, etc,
e´ algo muito delicado, erros no manejo do ambiente podem ocasionar
um efeito contra´rio, isto e´, gerar um microclima favora´vel para o sur-
gimento de pragas. Ale´m das pragas, a falha no manejo pode tornar o
microclima ino´spito para a cultura, colocando em risco todo o cultivo
(VIDA et al., 2004; PURQUERIO; TIVELLI, 2006).
Atualmente o gerenciamento dos ambientes protegidos sa˜o todos
efetuados de maneira semi autoˆnoma, existem sistemas e ferramentas
que auxiliam no controle e automac¸a˜o do abrigo, como sistemas de aci-
onamento dos equipamentos (exaustores, irrigadores, sombrites, etc)
para a aquisic¸a˜o de informac¸o˜es do ambiente como temperatura e umi-
dade. Pore´m, a responsabilidade do gerenciamento dessas ferramentas
e a correta utilizac¸a˜o das mesmas, e´ de responsabilidade do agricultor.
Este deve estar atento a todas as varia´veis importantes para a cultura
tornando assim o abrigo fortemente dependente do monitoramento do
agricultor (JUNIOR, 2011; UZOCHUKWU et al., 2015).
Devido a adversidade no gerenciamento do ambiente, algumas
abordagens para a automac¸a˜o dos abrigos de cultivos foram desenvol-
vidas, utilizando-se de recursos computacionais e tecnologias embar-
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cadas (MARANGONI; SOUZA; MOREIRA, 2014; ABREU; BASTOS et al.,
2015). De maneira geral, ha´ o monitoramento do ambiente atrave´s
de sensores, que transmitem os dados para uma central, podendo ser
um microcontrolador onde os dados sa˜o interpretados e, com base nas
informac¸o˜es obtidas o microcontrolador atua no ambiente. Este con-
texto de sensoriamento do ambiente, onde ha´ a troca de informac¸o˜es
entre equipamentos, “coisas” e objetos, esta´ relacionado ao conceito de
Internet das Coisas do (ingleˆs IoT - Internet of Things).
A IoT e´ um conceito/paradigma que considera a comunicac¸a˜o e
presenc¸a pervasiva de objetos que interagem e cooperam entre si em
prol de um objetivo comum (FRIESS, 2013). No contexto dos ambientes
protegidos este objetivo pode ser o controle do abrigo, principalmente
para tarefas simples, como a irrigac¸a˜o, controle de temperatura e umi-
dade, ou tarefas ainda mais complexas como identificar pragas, ou qual
o tipo de cultivo e em qual esta´gio de desenvolvimento encontram-se a
cultura (JAMES et al., 2014).
No entanto, neste contexto, ainda e´ necessa´rio um gerencia-
mento, pois o sistema pode apresentar falhas, como sensores danifica-
dos, falha de comunicac¸a˜o entre servic¸os ou ate´ mesmo ataques malicio-
sos. Em vista deste gerenciamento, a IBM, em 2001 notou a necessidade
de sistemas auto-gerenciados, assim propoˆs uma te´cnica chamada com-
putac¸a˜o autonoˆmica. Esta te´cnica se apoia em quatro pilares denomi-
nados, propriedades auto’s, quais sejam: auto-cura, auto-configurac¸a˜o,
auto-otimizac¸a˜o e auto-protec¸a˜o (HORN, 2001).
Assim este trabalho visa integrar o conceito da IoT com as pro-
priedades da computac¸a˜o autonoˆmica de auto-cura e de auto-configu-
rac¸a˜o, no desenvolvimento de um sistema de sensoreamento autoˆnomo
para ambientes protegidos.
1.1 MOTIVAC¸A˜O E JUSTIFICATIVA
Em 2001, o nu´mero de aparelhos conectados na internet ultra-
passou o volume de pessoas em escala mundial, e espera-se que em
2020 o nu´mero de objetos conectados esteja entre os valores de 26 a 50
bilho˜es (JAMES et al., 2014). Ale´m do volume dos aparelhos, a tecnolo-
gia empregada tambe´m evoluiu, possibilitando a criac¸a˜o de dispositivos
inteligentes (GUBBI et al., 2013).
O termo Internet of Things, foi escrito por Kevin Ashton em
1999 perante uma apresentac¸a˜o realizada na empresa Procter & Gam-
ble (ASHTON, 2009), onde propunha que os dispositivos deviam se re-
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conhecer e trocar informac¸o˜es entre si no escopo empresarial. Com os
conceitos da computac¸a˜o ub´ıqua, a IoT se consolidou como realidade,
com aplicac¸o˜es em inu´meras a´reas, como smart cities, health care, au-
tomac¸a˜o industrial, agricultura, etc (VERMESAN; FRIESS, 2014).
Mesmo sendo uma grande revoluc¸a˜o, e um imenso avanc¸o tec-
nolo´gico, a IoT ainda encontra muitos desafios como, qualidade de
servic¸o. Exemplo, demora nas respostas dos servic¸os devido ao grande
nu´mero de dados trafegando na rede (GUBBI et al., 2013). Este nu´mero
volumoso de dados e´ oriundo da vasta quantidade de dispositivos pre-
sentes, o que leva tambe´m a mais um desafio que e´ o gerenciamento
destes dispositivos.
Em 2001, a IBM propoˆs um sistema auto-gerencia´vel, devido
a grande complexidade dos sistemas e a dificuldade em gerencia´-los,
este seria referenciado como sistema autonoˆmico, onde o gerenciamento
ocorre de maneira autoˆnoma, sem a necessidade ou com o mı´nimo de
intervenc¸a˜o humana (KEPHART; CHESS, 2003).
Alguns trabalhos ja´ incluem a necessidade de caracter´ısticas au-
tonoˆmicas na IoT como os trabalhos apresentados por Friess (2013),
Vermesan e Friess (2014), Nunes, Zhang e Silva (2015).
Este trabalho visa a integrac¸a˜o dos conceitos de IoT com base
em algumas propriedades da computac¸a˜o autonoˆmica para ser aplicado
em ambiente de sensoriamento como o cultivo protegido, onde ha´ ne-
cessidade de um monitoramento constante devido a sensibilidade do
microclima criado nos ambientes (PURQUERIO; TIVELLI, 2006).
1.2 OBJETIVOS
Esta sec¸a˜o apresenta o objetivo geral e os objetivos espec´ıficos
deste trabalho.
1.2.1 Objetivo Geral
Desenvolver uma arquitetura de sensoriamento em um abrigo de
cultivos baseada nos conceitos de IoT e nas propriedades de auto-cura
e de auto-configurac¸a˜o da computac¸a˜o autonoˆmica.
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1.2.2 Objetivos Espec´ıficos
1. Propor uma arquitetura de sensoreamento para abrigos de cul-
tivo;
2. Criar um ambiente que simule um abrigo de cultivo para embarcar
o sistema de sensoriamento proposto em (1);
3. Avaliar o sistema proposto com base nos conceitos de auto-cura
e de auto-configurac¸a˜o da computac¸a˜o autonoˆmica;
4. Analisar os resultados obtidos em (3).
1.3 ORGANIZAC¸A˜O DO TRABALHO
Ale´m desta introduc¸a˜o este trabalho esta´ organizado em mais 5
(cinco) cap´ıtulos que abordam os seguintes temas:
• O Cap´ıtulo 2 aborda os principais conceitos a respeito da Inter-
net das Coisas (IoT). Sa˜o definidas as principais arquiteturas e a
infraestrutura para implantac¸a˜o de soluc¸o˜es baseados em IoT.
• O Cap´ıtulo 3 aborda a definic¸a˜o da computac¸a˜o autonoˆmica,
suas propriedades, as propriedades auto’s e a arquitetura base
para outras arquiteturas de computac¸a˜o autonoˆmica.
• No Cap´ıtulo 4 e´ descrita a arquitetura autonoˆmica para redes de
sensoriamento proposta neste trabalho e como ela esta´ disposta
em um ambiente de cultivo. Sera´ apresentado a arquitetura da
rede, caracter´ısticas e seus mo´dulos de hardware e de software.
• No Cap´ıtulo 5 e´ descrita os experimentos e os resultados ob-
tidos com a arquitetura de sensoriamento autonoˆmica proposta.
Inicialmente o cap´ıtulo descreve a metodologia de avaliac¸a˜o em-
pregada e em seguida os resultados obtidos com os experimentos
realizados.
• O Cap´ıtulo 6 apresenta as considerac¸o˜es finais deste trabalho e
algumas propostas para trabalhos futuros.
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2 INTERNET DAS COISAS
Este cap´ıtulo aborda os principais conceitos a respeito da In-
ternet das Coisas (IoT). Sa˜o definidas as principais arquiteturas e a
infraestrutura para implantac¸a˜o de soluc¸o˜es baseados em IoT.
2.1 FUNDAMENTOS DE IOT
IoT e´ um conceito/paradigma que considera a comunicac¸a˜o e
presenc¸a pervasiva de objetos/coisas que interagem e cooperam entre
si atrave´s de uma comunicac¸a˜o sem ou com fio, junto com um esquema
de enderec¸amento u´nico na rede de comunicac¸a˜o, criando servic¸os e
aplicac¸o˜es que buscam objetivos comuns. Neste contexto tem-se a ideia
de um mundo inteligente onde o real, digital e virtual convergem para a
criac¸a˜o de meios como cidades, transportes, agricultura, entre outros. A
meta da IoT e´ permitir que os objetos se conectem na rede em qualquer
hora, lugar e com qualquer um, seja objeto ou na˜o, utilizando algum
caminho da rede ou servic¸o (VERMESAN; FRIESS, 2014).
IoT e´ a nova revoluc¸a˜o da internet onde cada objeto pode conectar-
se na rede, reconhecer coisas e ser reconhecido por outros, atuando no
ambiente de maneira inteligente, devido ao fato de poderem se comuni-
car e disponibilizar suas informac¸o˜es, ou adquirir conhecimento atrave´s
de sensores ou minerando dados de outros objetos na rede (FRIESS,
2013).
A unia˜o dos protocolos de comunicac¸a˜o sem fio, melhor aquisic¸a˜o
de dados do ambientes (aperfeic¸oamento de sensores), reduc¸a˜o do custo
de processadores e microcontroladores, o mercado de startups e grandes
empresas desenvolvendo os softwares necessa´rios de gesta˜o e aplicac¸o˜es,
deram realidade a este conceito de revoluc¸a˜o. Em 2001 o nu´mero de
aparelhos conectados na internet ultrapassou o volume de pessoas em
escala mundial, espera-se que em 2020 o nu´mero de objetos conectados
esteja na faixa de 26 a 50 bilho˜es. Para cada PC ou Smartphone conec-
tados na rede existira˜o por volta de 5 a 10 outros objetos que estara˜o
aptos de fa´bricas a` conexa˜o com a internet. Isso inclui qualquer tipo de
produto eletroˆnico, carros, ma´quinas industrias, ferramentas e muitos
outros que ainda na˜o foram inventados (JAMES et al., 2014).
Nos dias atuais tem-se redes u´nicas, onde objetos trocam in-
formac¸o˜es e agem de maneira autoˆnoma ou semiautoˆnoma, como os
pre´dios comerciais e residenciais que possuem sistemas de controle para
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temperatura, ventilac¸a˜o, iluminac¸a˜o, controle de presenc¸a, etc. Nestes
sistemas, as redes sa˜o individuais, ou seja, na˜o ha´ comunicac¸a˜o com
outras redes fora de seu escopo. A IoT tem como objetivo interconec-
tar as redes individuais, formando enta˜o uma redes de redes (FRIESS,
2013). A Figura 1 ilustra uma visa˜o da IoT onde essas redes u´nicas
esta˜o interconectas
Figura 1 – Internet das coisas vista como uma rede de redes
Fonte: Adapatado de Cisco IBSG, April 2011
A IoT e´ um conceito que envolve muitas a´reas, considerando o
contexto e a tecnologia necessa´ria desde sensores, sistemas de comu-
nicac¸a˜o, acumulo de dados, pre´-processamento e gerac¸a˜o de servic¸os,
na˜o e´ simples definir de maneira na˜o amb´ıgua o que e´ IoT. Neste con-
texto a IoT foi definida pela ITU (International Telecommunications
Union) e IERC (European Research Cluster on the Internet of Things)
como uma infra-estrutura de rede global dinaˆmica com capacidade de
se autoconfigurar baseada nos padro˜es e protocolos de comunicac¸a˜o
interopera´veis, onde as “coisas” tanto virtuais como f´ısicas tem identi-
ficadores, atributos f´ısicos e personalidades latentes, utilizam interfaces
inteligentes e sa˜o perfeitamente integradas na rede de informac¸a˜o (VER-
MESAN; FRIESS, 2014).
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2.1.1 Principais caracter´ısticas da IoT
As principais caracter´ısticas da IoT esta˜o definidas abaixo:
• Interconectividade dos objetos com a informac¸a˜o e infraestrutura
global.
• Coisas relacionadas a servic¸os, ou seja, os objetos conectados po-
dem disponibilizar servic¸os na rede.
• Heterogeneidade, os dispositivos conectados na rede, em suma,
sa˜o heterogeˆneos, isto e´, possuem hardwares e/ou softwares dife-
rentes, e mesmo assim sa˜o capazes de interagir entre si.
• O estado de um dispositivo na rede pode variar com o tempo
e situac¸a˜o, podendo estar em dormeˆncia ou ativo, ate´ mesmo
desconectado da rede, ou em lugares diferentes.
• O nu´mero de coisas/objetos conectados na rede e´ de tamanha
proporc¸a˜o que geram um volume muito considera´vel de dados na
rede.
A IoT na˜o e´ uma simples tecnologia, e´ um conceito onde todas as
“coisas”esta˜o conectadas e capacitadas para prover soluc¸o˜es baseadas
na integrac¸a˜o das informac¸o˜es dos objetos conectados na rede, os quais
captam, processam e armazenam e/ou transmitem os dados. Assim, a
ra´pida convergeˆncia de tecnologia de comunicac¸a˜o esta tomando lugar
em treˆs camadas da inovac¸a˜o da tecnologia: nuvem, dados e comu-
nicac¸a˜o sem ou com fio e dispositivos (DUTTA; BILBAO-OSORIO, 2012).
2.2 ARQUITETURA
A IoT deve ser capaz de conectar inu´meros objetos heterogeˆneos
pela rede de comunicac¸a˜o. Para tal, necessita-se de uma arquitetura
flex´ıvel. Apesar de existirem va´rias propostas, ainda na˜o ha´ modelo
de refereˆncia devido a ra´pido evoluc¸a˜o das arquiteturas (ARORA et al.,
2017). Um dos projetos de arquitetura para IoT, IoT-A tem com foco as
ana´lises das necessidades da indu´stria e de pesquisadores (AL-FUQAHA
et al., 2015).
Segundo Al-Fuqaha et al. (2015), entre as diversas arquitetu-
ras, existe um modelo ba´sico de treˆs camadas para a IoT, sendo elas:
aplicac¸a˜o, comunicac¸a˜o e percepc¸a˜o (do ingleˆs: Application, Network
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e Perception). Nos modelos mais recentes apresentados na literatura,
tem-se a adic¸a˜o de mais algumas camadas de abstrac¸a˜o, alcanc¸ando um
total de cinco, como ilustra a Figura 2.
Figura 2 – Arquitetura IoT. (a) Treˆs camadas. (b) Beaseada em middle-
ware. (c) Arquitetura orientada a servic¸os (d) Cinco camadas
Adpatado de Al-Fuqaha et al. (2015)
A camada de percepc¸a˜o ou objetos (dispositivos) e´ composta
por sensores e atuadores, os quais sa˜o responsa´veis pela aquisic¸a˜o de
dados e atuac¸a˜o no ambiente. Segundo (YUN; YUXIN, 2010; YANG et al.,
2011), esta camada tem func¸a˜o ana´loga aos cinco sentidos (olfato, tato,
audic¸a˜o, paladar e visa˜o), no sentido de obter dados e informac¸o˜es
do ambiente inseridos como temperatura, umidade, movimento, etc.
Nesta camada as informac¸o˜es retiradas sa˜o digitalizadas e transferida
para a pro´xima camada. E´ importante ressaltar que ha´ heterogeneidade
dos dispositivos que compo˜e a camada, necessitando padronizac¸a˜o de
mecanismos plug and play (AL-FUQAHA et al., 2015).
A camada de abstrac¸a˜o de objetos transfere os dados recebidos
da camada de objetos para a camada de gerenciamento de servic¸os
atrave´s de canais seguros. Podendo utilizar diversas tecnologias para
a transmissa˜o, por exemplo, RFID, 3G, WiFi, Bluetooh, entre outras
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(AL-FUQAHA et al., 2015). Segundo (YANG et al., 2011), outras demais
func¸o˜es como computac¸a˜o em nuvem tambe´m fazem parte desta ca-
mada.
A camada de Gerenciamento de Servic¸os, ou camada Middleware
e´ responsa´vel por parear as requisic¸o˜es de servic¸os com os servic¸os dis-
ponibilizados na rede. Nesta camada ha´ abstrac¸a˜o dos hardware per-
mitindo o desenvolvimento de aplicac¸o˜es de IoT, sem a necessidade de
plataformas de hardware espec´ıficos, e tambe´m toma deciso˜es com base
no processamento dos dados obtidos (AL-FUQAHA et al., 2015).
A camada de aplicac¸a˜o proveˆ os servic¸os requisitados, como as in-
formac¸o˜es obtidas pelos sensores. Tem a capacidade de prover servic¸os
inteligentes de alta qualidade, englobando um vasto mercado, como
smart homes, automac¸a˜o industrial, smart healthcare, entre outros (AL-
FUQAHA et al., 2015).
A Camada de Nego´cios e´ responsa´vel por gerenciar de maneira
global as atividades e servic¸os da IoT, criando modelos de nego´cios.
Tem como responsabilidade analisar, implementar, monitorar e desen-
volver elementos relacionados ao sistemas de IoT. Segundo Al-Fuqaha
et al. (2015) esta camada proveˆ suporte para processos de tomadas de
deciso˜es baseados na ana´lise de Big Data.
2.3 INFRAESTRUTURA
Para que a IoT seja uma realidade, Al-Fuqaha et al. (2015) apon-
tam alguns elementos e tecnologias necessa´rias para o funcionamento
da IoT, sendo eles identificac¸a˜o, sensoreamento, comunicac¸a˜o, proces-
samento, servic¸os e semaˆntica. A relac¸a˜o esta´ ilustrada no Quadro 1.
De maneira semelhante, a Freescale tambe´m relacionou as necessidades
e tecnologias necessa´rias da IoT como ilustra a Figura 3 (KHAN et al.,
2012).
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Smart grid, smart homes,
smart city, smart factors,
etc.
Semaˆntica RDF, OWL, EXL
Fonte: Adaptado de (AL-FUQAHA et al., 2015).
33
Figura 3 – Tecnologia necessa´rias para IoT
Fonte: Adapatado de Al-Fuqaha et al. (2015)
O elemento de identificac¸a˜o (ID), como o nome sugere, e´ refe-
rente a identidade e tambe´m ao enderec¸amento u´nicos de cada dis-
positivo e servic¸os conectados na rede. Segundo Vasseur e Dunkels
(2008), Kushalnagar, Montenegro e Schumacher (2007), Montenegro et
al. (2007), ha´ diversos me´todos de identificac¸a˜o para sistemas IoT, tais
como co´digos de produtos eletroˆnicos (EPC do ingleˆs Eletronic Product
Code) e codificac¸o˜es ub´ıquas (uCode) (KOSHIZUKA; SAKAMURA, 2010).
Para o enderec¸amento u´nico na rede existem tecnologias como o pro-
tocolo IP (Protocolo de internet do ingleˆs Internet Protocol) tanto as
verso˜es IPv4 como IPv6. A necessidade de obter tanto enderec¸amento
como identificac¸a˜o u´nicas e´ justificada, segundo (AL-FUQAHA et al.,
2015), pelo fato dos me´todos de identificac¸a˜o, na˜o abrangem uma iden-
tidade exclusiva em termos globais, tem-se a necessidade de um en-
derec¸amento u´nico, por outro lado, objetos podem utilizar IP’s pu´blicos,
necessitando me´todos de identificac¸a˜o exclusiva para uma melhor dis-
tinc¸a˜o.
O elemento de sensoreamento esta relacionado com a camada de
percepc¸a˜o, referente a arquitetura de cinco camadas, onde mo´dulos sen-
sores e atuadores possuem um nu´cleo de processamento como Arduino,
Raspberry Pi, Beagle Bone, etc, capazes de disponibilizarem servic¸os,
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tornando-se enta˜o smart things, objetos inteligentes, ao se conectarem
na rede e transmitirem os dados coletados e processados (AL-FUQAHA
et al., 2015).
Com respeito ao item comunicac¸a˜o, tem-se va´rias tecnologias
e me´todos para suprir tal necessidade, entre elas podem se destacar:
WiFi (Wireless Fidelity), Bluetooth, IEEE 802.15.4. Algumas comu-
nicac¸o˜es com fins espec´ıficos como RFID (Radio-Frequency IDentifica-
tion), NFC (Near Field Communication) entre outras. A tecnologia
RFID foi a pioneira em realizar a comunicac¸a˜o M2M (Ma´quina para
Ma´quina do ingleˆs: Machine to Machine). M2M e´ uma derivac¸a˜o do
conceito de comunicac¸a˜o entre objetos da IoT, voltado para o setor
industrial (WANT, 2006; AL-FUQAHA et al., 2015).
O elemento de processamento refere-se as unidades processadoras
(microcontroladores, microprocessadores, FPGA’s - Field Programma-
ble Gate Array) integradas com software inteligentes de maneira a pro-
ver funcionalidades da IoT. Segundo (AL-FUQAHA et al., 2015), existem
diversas plataformas de softwares para desenvolvimento das funciona-
lidades IoT, nestas plataformas encontram-se sistemas operacionais de
tempo real (RTOS do ingleˆs: Real Time Operating System), estes sa˜o
de grande importaˆncia devido ao fato de executarem durante todo o
tempo de execuc¸a˜o dos dispositivos. Neste elemento tambe´m se encon-
tram os processamentos em nuvem, possibilitando um comportamento
ub´ıquo, onde a nuvem sera´ responsa´vel pelo processamento de dados
mais complexos.
No elemento de Servic¸o, como o nome sugere, tem-se os servic¸os
que a IoT pode fornecer. Neste contexto tem-se um vasto escopo de
aplicac¸o˜es como visto na Figura 3. Algumas tecnologias como RFID e
GPS (Global Positioning System), permitem a integrac¸a˜o desses servic¸os
na IoT(AL-FUQAHA et al., 2015).
O elemento semaˆntica segundo (BARNAGHI et al., 2012), e´ res-
ponsa´vel pela interoperabilidade dos sistemas IoT, permitindo aos sis-
temas heterogeˆneos comunicarem entre si, transferindo dados na˜o amb´ı-
guos. Para isto a semaˆntica permite a extrac¸a˜o de conhecimento entre
ma´quinas, este conhecimento esta´ associado ao descobrimento de dis-
positivos e servic¸os IoT na rede.
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3 COMPUTAC¸A˜O AUTONOˆMICA
Este cap´ıtulo aborda a definic¸a˜o da computac¸a˜o autonoˆmica,
suas propriedades, as propriedades auto’s e a arquitetura base para
outras arquiteturas de computac¸a˜o autonoˆmica.
3.1 DEFINIC¸A˜O
O termo computac¸a˜o autonoˆmica foi criado em 2001 pela IBM e
segundo Horn (2001) a mesma tem como propo´sito gerenciar sistemas
computacionais, sem a intervenc¸a˜o humana isto e´, tecnologia gerenci-
ando tecnologia. O termo autonoˆmico e´ uma refereˆncia a biologia hu-
mana. O sistema nervoso monitora, de maneira autoˆnoma, func¸o˜es vi-
tais sem a necessidade de um est´ımulo consciente da mente humana. De
maneira ana´loga sistemas computacionais autonoˆmicos identificariam
problemas e necessidades do sistema e resolveriam utilizando pouca ou
nenhuma intervenc¸a˜o humana (KEPHART, 2003; PARASHAR; HARIRI,
2005).
Sistemas autonoˆmicos, de acordo com (MACEDO, 2012), sa˜o, em
uma perspectiva, a evoluc¸a˜o dos sistemas automa´ticos. Sistema au-
toma´tico tem como foco evitar a intervenc¸a˜o humana em suas operac¸o˜es,
pore´m isto ocorre para uma faixa de entradas e processos bem definidos.
Em contrapartida sistemas autonoˆmicos devem ter a capacidade de ex-
trapolar as sa´ıdas, isto e´, se adaptar ao ambiente, mesmo que ocorra
uma entrada na˜o esperada pelo sistema, ou seja, deve ter a capacidade
de continuar a operac¸a˜o e lidar com eventuais problemas.
O objetivo principal de um sistema autonoˆmico e´ ser auto-geren-
ciado. Para alcanc¸ar esta meta, sa˜o necessa´rias quatro proprieda-
des: auto-configurac¸a˜o, auto-cura, auto-protec¸a˜o e auto-otimizac¸a˜o (do
ingleˆs: self-configuring, self-healing, self-protecting e self-optimizing,
respectivamente), como ilustra a Figura 4 (CORREˆA; CERQUEIRA, 2009).
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Figura 4 – Propriedades gerais da computac¸a˜o autonoˆmica
Fonte: Adaptado de Correˆa e Cerqueira (2009)
3.2 PROPRIEDADES DA COMPUTAC¸A˜O AUTONOˆMICA
De acordo com Horn (2001), Correˆa e Cerqueira (2009) a de-
finic¸a˜o das quatro propriedades sa˜o:
• Auto-cura: e´ a propriedade que tem como objetivo dar capacidade
ao sistema de recuperar-se quando ocorre uma falha. Para isto
deve habilmente identificar o tipo da falha e enta˜o, se poss´ıvel,
repara-la´. Isto deve ocorrer de maneira que os usua´rios sofram
mı´nima interrupc¸a˜o, evitando tambe´m perdas de dados e atra-
sos significativos no processamento. Caso a recuperac¸a˜o na˜o seja
poss´ıvel e´ deseja´vel que o sistema continue funcionando sem o
componente que veio a falhar. A auto-cura pode ser proativa
onde antecipa a falha, atrave´s de mecanismos identificadores e
realiza processos para prevenir que acontec¸a falhas.
• Auto-protec¸a˜o: e´ a propriedade que tem como objetivo detec-
tar, antecipar, e proteger contra ataques acidentais ou maliciosos.
Os componentes de auto-protec¸a˜o devem ser capazes de detectar
comportamentos hostis e tomar deciso˜es para tornar o sistema
menos vulnera´vel.
• Auto-otimizac¸a˜o: e´ a propriedade que tem como objetivo auto-
ajustar o sistema para que o mesmo seja mais eficaz de acordo
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com suas necessidades. O auto-ajuste pode fazer com que um
dispositivo entre em modo de economia de energia, caso o n´ıvel
da bateria esteja abaixo do aceita´vel. Outro exemplo e´ um sis-
tema onde a temperatura esta´ muito elevada, deve-se diminuir o
processamento. Ate´ mesmo aumentar a produtividade do sistema
alocando mais recursos, caso haja a necessidade.
• Auto-configurac¸a˜o: e´ a propriedade que tem como objetivo dar a
capacidade para o sistema se auto-organizar de maneira dinaˆmica
a mudanc¸as ocorridas no ambientes. Tais alterac¸o˜es podem ser
oriundas devido ao funcionamentos das outras propriedades auto-
cura, auto-protec¸a˜o e auto-otimizac¸a˜o, adic¸a˜o ou remoc¸a˜o de com-
ponentes do sistema, ou mudanc¸as da sua pro´pria caracter´ıstica.
Para que todos estes objetivos sejam alcanc¸ados o sistema au-
tonoˆmico deve possuir conhecimento de seu estado interno, self-aware, e
as condic¸o˜es operacionais externas atuais, environment-aware. Atrave´s
do auto-monitoramento (self-monitoring) deve detectar mudanc¸as de
contextos, assim as adaptac¸o˜es necessa´rias podem ser realizadas (self-
adjusting). De maneira minuciosa, o sistema deve ter conhecimento
de seus componentes, caracter´ısticas de desempenho desejado, estado
atual, a condic¸a˜o das conexo˜es com outros sistemas e de seus recursos
dispon´ıveis (CORREˆA; CERQUEIRA, 2009).
3.3 ARQUITETURA DA COMPUTAC¸A˜O AUTONOˆMICA
Segundo Correˆa e Cerqueira (2009) as arquiteturas para sistemas
autonoˆmicos oferecem, de maneira geral, soluc¸o˜es para automatizar o
ciclo de gereˆncia do sistema, como ilustra a Figura 5, o qual envolve
treˆs etapas:
• Medic¸a˜o: coleta, filtra e agrega dados dos elementos gerenciados
do sistema.
• Ana´lise e decisa˜o: com a obtenc¸a˜o dos dados, provenientes do
monitoramento, examina-os e determina quais ac¸o˜es tomar.
• Controle e execuc¸a˜o: executa o as ac¸o˜es e controla as mudanc¸as
sugeridas pela etapa anterior.
Muitas arquiteturas foram propostas para sistemas autonoˆmicos
(HUEBSCHER; MCCANN, 2008; DOBSON et al., 2006; ROSA; LOPES; RO-
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Figura 5 – Ciclo de gereˆncia
Fonte: Adaptado de Correˆa e Cerqueira (2009)
DRIGUES, 2006) e, segundo Macedo (2012), grande parte das arqui-
teturas sa˜o estruturadas de acordo com a arquitetura MAPE (Moni-
tora, Analisa, Planeja, Executa) proposta pela IBM. Esta arquitetura
e´ gene´rica para sistemas autoˆnomos e serve como base para muitas
adaptac¸o˜es e refinamentos.
A arquitetura MAPE foi proposta pela IBM em 2003, e foi adi-
cionado uma letra K a sigla, que refere-se ao conhecimento, do Ingleˆs,
Knowledge, tornando-se assim MAPE-K e, conforme (TELES; SILVA;
SILVA, 2011) este modelo esta sendo cada vez mais implementado. Sis-
temas autonoˆmicos devem ser constitu´ıdos de elementos autonoˆmicos
todos interconectados.
Elemento autonoˆmico, como ilustra a Figura 6, e´ constitu´ıdo de
um ou mais elementos gerenciados, estes podem ser qualquer parte do
sistema seja software ou hardware, e um u´nico gerente autonoˆmico, que
sera´ o responsa´vel por efetuar os ciclos de controle propostos pela ar-
quitetura MAPE. Para tal objetivo os elementos autonoˆmicos devem
possuir sensores e atuadores, assim sa˜o capazes de monitorar e atuar
no meio em que esta˜o instalados. Em algumas etapas, tomadas de de-
ciso˜es podem ocorrer, com mais frequeˆncia nos passos ana´lise e planeja-
mento, para isto foi adicionado uma base de conhecimento (STERRITT;
BUSTARD, 2003; TELES; SILVA; SILVA, 2011).
Os dados coletados atrave´s dos sensores, sa˜o encaminhados ao
primeiro passo, monitoramento, onde ira´ interpretar, processar e abs-
trair os dados para a fase seguinte, a ana´lise. Nesta etapa, de acordo
com a informac¸a˜o recebida, sera´ avaliado a necessidade de mudanc¸a
da configurac¸a˜o do elemento gerenciado. Para a avaliac¸a˜o podem ser
empregadas diversas te´cnicas como inteligeˆncia artificial, estat´ıstica, te-
oria dos jogos, etc. A etapa planejamento e´ acionada quando na etapa
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anterior, ana´lise, e´ detectada a necessidade de uma modificac¸a˜o, caso
contra´rio retorna-se para a fase de monitoramento. No passo de pla-
nejamento e´ identificado qual a melhor abordagem para a mudanc¸a no
elemento gerenciado. A complexidade da mudanc¸a e´ proporcional a
complexidade do sistema, este estudo sera´ mais aprofundado na Sec¸a˜o
3.4. Apo´s definido qual abordagem deve entrar em execuc¸a˜o inicia-se a
u´ltima etapa, onde sera´ executado o plano apontado pelo passo ante-
rior. Nesta u´ltima etapa constantemente e´ verificado se as instalac¸o˜es
foram realizadas com sucesso (TELES; SILVA; SILVA, 2011; CORREˆA; CER-
QUEIRA, 2009).
Com relac¸a˜o a base de conhecimento, nela sa˜o armazenados in-
formac¸o˜es do gerente autonoˆmico e elemento gerenciado, como con-
texto e funcionamento dos mesmos, estado atual e previso˜es. Na base,
tambe´m devem constar as pol´ıticas que regem o gerente autonoˆmico,
como e´ representado o conhecimento, para que facilite a comunicac¸a˜o
entre gerentes autonoˆmicos, para isto deve-se utilizar protocolos aber-
tos (MACEDO, 2012).
Figura 6 – Elemento autonoˆmico
Fonte: Adaptado de Kopiler (2007)
3.4 TOMADAS DE DECISA˜O
Nas etapas ana´lise e planejamento do gerente autoˆnomo, havera´
a necessidade de tomadas de deciso˜es. Para este objetivo o elemento
autoˆnomo deve possuir, ale´m da base de conhecimento, algoritmos que
auxiliem nestas deciso˜es. As escolhas destes algoritmos esta˜o vincula-
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dos ao grau de complexidade do sistema, e na˜o do problema. Segundo
Macedo (2012), alguns problemas complexos, podem ser solucionados
utilizando me´todos simples, sem a necessidade de algoritmos “inteligen-
tes”. Por exemplo, alguns sistemas requerem apenas uma mudanc¸as de
paraˆmetros, como trocar alguns valores. Assim uma regressa˜o polino-
mial seria suficiente.
Para melhor entendimento das deciso˜es e ter base para qual tipo
de algoritmo/me´todo utilizar, tem-se a necessidade de formalizar os
problemas de decisa˜o em dois tipos: imuta´veis e muta´veis. Para tal
objetivo, Macedo (2012) formaliza problemas de decisa˜o com base na
Equac¸a˜o 3.1.:
f = (i0, i1, ..., it) 7−→ ot (3.1)
Onde f e´ func¸a˜o de resposta do sistema, possuindo um conjunto
de entradas i e um conjunto de paraˆmetros de sa´ıdas o. Onde t ∈
[0,∞). Os valores de entradas e sa´ıdas podem ser tanto discretos quanto
cont´ınuos.
Problemas de decisa˜o imuta´veis sa˜o relativamente mais simples,
onde para um mesmo conjunto de entradas sempre havera´ a mesma
sa´ıda, isto e´, nem sempre para a mesma entrada havera´ a mesma sa´ıda.
Pore´m o contexto deve ser interpretado ou seja, para um conjunto de
entradas o conjunto de sa´ıdas sera´ o mesmo. Para formalizar o que sa˜o
problemas de decisa˜o imuta´veis, e segundo Correˆa e Cerqueira (2009)
estes devem atender a treˆs condic¸o˜es:
• A quantidade de paraˆmetros de entradas e o seu domı´nio de va-
lores na˜o mudam com o tempo.
• A quantidade de paraˆmetros de sa´ıdas e o seus domı´nios de valores
na˜o mudam com o tempo.
• A func¸a˜o f e´ constante no tempo.
Devido a caracter´ıstica invaria´vel do problema de decisa˜o imuta´vel,
uma soluc¸a˜o satisfato´ria pode ser proveniente de modelos ta˜o simples
quanto regresso˜es lineares ou polinomiais, ou soluc¸a˜o mais complexas
como algoritmos gene´ticos, redes neurais, aprendizado de ma´quinas etc.
A escolha do me´todo ira´ depender das capacidades de quem ira´ imple-
menta´-las para identificar a func¸a˜o de resposta e da complexidade do
problema.
Problemas de decisa˜o muta´veis sa˜o aqueles que violam qualquer
uma das treˆs regras citadas anteriormente. Neste cena´rio os problemas
de decisa˜o devem se adaptar as novas regras de operac¸o˜es.
41
Problemas imuta´veis podem ocorrer ao ser acrescentado um novo
tipo de entrada, ou ser demandado novos tipos de respostas. Para este
contexto, segundo Teles, Silva e Silva (2011), e´ aconselha´vel utilizar
algor´ıtimos ou me´todos de aprendizagem de ma´quina ou inteligeˆncia
artificial com aprendizado online. Assim capacita-se o sistema para se
adaptar as mudanc¸as do problema.
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4 ARQUITETURA AUTONOˆMICA PARA REDES DE
SENSORIAMENTO EM ABRIGOS DE CULTIVO
Este cap´ıtulo descreve a arquitetura autonoˆmica para redes de
sensoriamento proposta neste trabalho e como ela esta´ disposta em um
ambiente de cultivo. Sera´ apresentado a arquitetura da rede, carac-
ter´ısticas e seus mo´dulos de hardware e de software.
4.1 ARQUITETURA AUTONOˆMICA PARA ABRIGOS DE CUL-
TIVO
A Figura 7 ilustra a disposic¸a˜o dos elementos da rede autonoˆmica
em um abrigo de cultivo. A central, representada pelo c´ırculo ao meio
com a letra ‘C’, deve estrar sempre posicionada em um ponto onde
consiga receber e enviar mensagem para todos os sensores presentes na
rede. Os c´ırculos vermelhos com a letra ‘S’ em seu interior represen-
tam onde os sensores que devem estar posicionados nas a´reas as quais
pretende-se sensorear.
Figura 7 – Disposic¸a˜o dos sensores e central
Fonte: autoria pro´pria
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Utilizando a Figura 7 como exemplo, os sensores poderiam estar
captando a luminosidade fora e dentro do ambiente, a central poderia
fornecer estes dados para um sistema de controle de luminosidade, de
maneira que o sistema de controle entre em ac¸a˜o de acordo com as
informac¸a˜o fornecidas.
A arquitetura proposta consiste em 2 partes, o hardware sendo
responsa´vel por toda a parte f´ısica da arquitetura, sensores, micro-
controladores, mo´dulos de comunicac¸a˜o, etc, os quais devem prover
condic¸o˜es suficiente para a execuc¸a˜o dos softwares empregados como o
gerente autonoˆmico. O software que e´ responsa´vel por toda a imple-
mentac¸a˜o dos conceitos de IoT e da computac¸a˜o autonoˆmica, garan-
tindo o funcionamento autoˆnomo da rede.
4.1.1 Caracter´ısticas de Hardware
A parte f´ısica do sistema e´ composta por dispositivos de senso-
reamento (mo´dulos sensores) e uma central de processamento. Para
tornar estes dispositivos em smart things, ambos dispo˜e de um mo´dulo
de comunicac¸a˜o e um microcontrolador similares aos da Figura 8. Ale´m
destes mo´dulos os dispositivos de sensoreamento dispo˜e de um ou mais
sensores para captar os dados do ambiente.
Os mo´dulos sensores ira˜o identificar-se ao entrarem na rede de
comunicac¸a˜o, enviando uma mensagem para a central informando o
tipo do mo´dulo e quais servic¸os podem prover para o sistema do abrigo.
A central e´ composta por um microcontrolador com maior capa-
cidade de processamento, comparado aos microcontroladores dos sen-
sores. Este ira´ realizar o gerenciamento dos mo´dulos sensores atrave´s
de um gerente autonoˆmico que ira´ aplicar os ciclos de gereˆncia da com-
putac¸a˜o autonoˆmica, tratando os mo´dulos sensores como elementos ge-
renciados.
Estes componentes citados ate´ enta˜o se enquadram no contexto
de “coisas” no aˆmbito de IoT, onde trocam informac¸o˜es e oferecem
servic¸os em prol do sensoriamento do ambiente. A Figura 8 ilustra os
mo´dulos sensores e mo´dulo central.
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Figura 8 – Mo´dulos: (a) Sensor; (b) Central
4.1.2 Caracter´ısticas de Software
A parte virtual do sistema conta com o gerente autonoˆmico em-
barcado na central que ira´ constantemente monitorar os elementos ge-
renciados (mo´dulos sensores), a fim de realizar as propriedades au-
tonoˆmicas de auto-configurac¸a˜o e de auto-cura. Sempre que o sistema
na˜o estiver operando da maneira correta a propriedade auto-cura deve
ser acionada visando resolver o problema. Sempre que houver mu-
danc¸as na configurac¸a˜o do sistema a propriedade de auto-configurac¸a˜o
deve ser acionada, como estas operac¸o˜es sera˜o realizadas dependera´ das
caracter´ısticas do sistema
A central tem como responsabilidade prover e guardar todas as
informac¸o˜es necessa´rias para o gerente autonoˆmico executar de maneira
correta, ale´m de executar as func¸o˜es regulares do sistema.
Todos os componentes, mo´dulos sensores e central, devem utili-
zar o mesmo protocolo de comunicac¸a˜o para que seja poss´ıvel a troca
de informac¸o˜es entre os componentes, garantindo assim a comunicac¸a˜o
entre os elementos da arquitetura, reforc¸ando o conceito da IoT.
4.1.3 Funcionamento da Arquitetura autonoˆmica para redes
de sensoreamento em abrigo de cultivo
Como citado nas sec¸o˜es anteriores tem-se em mais baixo n´ıvel os
elementos gerenciados, onde cada mo´dulo tera´ uma identificac¸a˜o (ID)
u´nica, assim ao enviarem a mensagem de apresentac¸a˜o esta contera´ o
nome, tipo e estado dos mesmos possibilitando a central o reconheci-
mento de cada mo´dulo. A central onde estara´ empregada o gerente
autonoˆmico, ira´ reconhecer e mapear os mo´dulos e decidir se ira´ ou na˜o
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habilita´-los a entrar em execuc¸a˜o. A mesma ira´ enviar uma mensagem
contendo o ID do destinata´rio, e a ordem de execuc¸a˜o ou standy-by
como ilustra a Figura 9. Os mo´dulos sensores ao receberem a resposta
positiva da central comec¸am a funcionar e enviar os dados de senso-
riamento para a central, que ira´ armazenar e analisar as informac¸o˜es
recebidas, mantendo um histo´rico dos dados para que o gerente au-
tonoˆmico possar fazer ana´lises nestes dados. Os mo´dulos sensores exe-
cutam dois ciclos em paralelos, o primeiro refere-se ao funcionamento
padra˜o de um mo´dulo de sensoriamento. Neste primeiro ciclo o mo´dulo
ira´ se apresentar a central, esperar uma resposta positiva para comec¸ar
a executar ou se tornar um mo´dulo backup como ilustra o fluxograma
da Figura 10. Ja´ o segundo fluxo, mesmo sendo simples, e´ o que torna
o dispositivo inteligente, pois neste ciclo o mo´dulo de sensoreamento
ira´ “conversar”(mensagem ‘m’ ) com a central sobre o seu desempenho,
esperando como resposta se deve continuar em execuc¸a˜o ou na˜o como
ilustra o fluxograma da Figura 11.
Figura 9 – Formatos das mensagens
Fonte: autoria pro´pria
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Figura 10 – Fluxo 1 Sensor
Fonte: autoria pro´pria
Figura 11 – Fluxo 2 Sensor
Fonte: autoria pro´pria
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A central e´ a parte principal da rede de sensoriamento, res-
ponsa´vel por implementar o gerente autonoˆmico e tornar a rede autoˆno-
ma. Ela ira´ executar de acordo com algumas regras pre´-estabelecidas
como quantidade de sensores desejados, quais e quantos tipos de da-
dos ira˜o ser processados (temperatura, luz, etc) e tipo dos dados de
sensoriamento. A central devera´ atribuir estados (Ativo, Backup, Ina-
tivo e Morto) para os sensores que entrarem em contato com ela via
mensagem de apresentac¸a˜o ou via a mensagem ‘m’ ilustrada na Figura
11. O estado ativo representa sensor em funcionamento, Backup sensor
suplentes, inativo sensor que ha´ determinado tempo deixou de enviar
dados e morto sensor com mal funcionamento. O gerente autonoˆmico
implementado na central que ira´ lidar com cada mudanc¸a de estado
dos sensores. A Figura 12 Ilustra o digrama de mudanc¸a de estado dos
sensores.
Figura 12 – Diagrama de estados
Fonte: autoria pro´pria
Os sensores, em seu primeiro momento, ao conectarem-se na
rede, possuem o estado ativo e enviam a mensagem de apresentac¸a˜o
para a central, este pode mudar de acordo com a resposta. Caso a
mensagem seja positiva o estado permanece o mesmo e comec¸a a en-
viar dados de sensoriamento, caso contra´rio o sensor entra em estado
de backup esperando ordens de execuc¸a˜o. A resposta para a mensagem
de apresentac¸a˜o somente podera´ causar a mudanc¸a de estado de ativo
para backup.
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No estado de backup so´ ha´ uma mudanc¸a de estado poss´ıvel, de
backup para ativo. Para ocorrer esta mudanc¸a o sensor no estado de
backup envia periodicamente uma mensagem pedindo permissa˜o para
entrar em execuc¸a˜o, ao receber resposta positiva a mudanc¸a de estado
ocorre e o sensor passa a sensorear o ambiente.
A mudanc¸a de estado ativo para inativo ocorre quando as men-
sagens de sensoreamento do sensor na˜o alcanc¸arem mais a central ou
ocorrer o desligamento do sensor. O inverso e´ poss´ıvel acontecer, se o
problema de recebimento de seus dados na˜o existir mais, o sensor passa
ao estado ativo novamente. Ainda ha´ a possibilidade da mudanc¸a de
inativo para backup, isto pode ocorrer quando a primeira mensagem
de um sensor inativo chegar a central for de tipo ‘m’ e a mesma dar a
ordem para entrar em backup.
A resposta da central devido a uma mensagem do tipo ‘m’ pode
causar a mudanc¸a de estado inativo para ativo ou backup e de ativo
para backup ou morto.
O sensor apenas entrara´ no estado morto caso esteja no estado
ativo e envie dados com alta variac¸a˜o, na˜o tendo consisteˆncias nos da-
dos. Ou ate´ mesmo dados irreais, exemplo luz ou umidade negativas.
Ao adentrar neste estado o sensor ira´ travar e na˜o ira´ mais fazer parte
da rede. A u´nica maneira de o sensor voltar a operar sera´ atrave´s da
ac¸a˜o humana.
Todas as mudanc¸as de estado sa˜o responsa´veis pelas ac¸o˜es do
gerente autonoˆmico o qual ira´ constantemente analisar os dados rece-
bidos dos elementos gerenciados, a fim de acionar as propriedades de
auto-configurac¸a˜o e de auto-cura. Caso ocorra alguma mudanc¸a no sis-
tema, como a inserc¸a˜o de novos elementos gerenciados, a propriedade
auto-configurac¸a˜o ira´ ser executada, ajustando o sistema para a nova
configurac¸a˜o. Caso uma falha seja detectada pelo gerente autonoˆmico,
a propriedade auto-cura sera´ acionada para que garanta a funciona-
lidade do sistema de sensoreamento, sem a perda de confiabilidade,
ou seja, que o sistema execute de maneira correta mesmo com dados
impro´prios ou por queda de sensores.
Por exemplo, caso um mo´dulo sensor venha a falhar, o sistema
ira´ executar um protocolo de recuperac¸a˜o, detectando qual o tipo da
falha e qual a melhor abordagem para a recuperac¸a˜o do sistema. Caso
seja poss´ıvel recuperar o mo´dulo, ou acionar um mo´dulo que esteja em
stand-by, neste caso, apenas a propriedade auto-cura ira´ ser ativada.
Pore´m se na˜o for poss´ıvel contornar a falha, ou seja, a propriedade auto-
configurac¸a˜o deve ser acionada para que o sistema seja configurada para
executar mesmo com a perda do sensor. As Figuras 10 e 11 acima e
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as Figuras 14 e 13 apresentam alguns exemplos de funcionamento do
sistema.
Figura 13 – Fluxo Central
Fonte: autoria pro´pria
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Figura 14 – Diagrama de Sequeˆncia
Fonte: autoria pro´pria
Desta maneira a arquitetura visa minimizar as ac¸o˜es humanas
para gerenciar a rede, pois utiliza-se conceitos da IoT para o funciona-
mento e propriedades de computac¸a˜o autonoˆmica para que ela esteja
funcionando mesmo em condic¸o˜es adversas.
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5 AVALIAC¸A˜O DO SISTEMA DE MONITORAMENTO
Este cap´ıtulo descreve os experimentos e os resultados obtidos
com a arquitetura de sensoriamento autonoˆmica proposta. Inicialmente
o cap´ıtulo descreve a metodologia de avaliac¸a˜o empregada e em seguida
os resultados obtidos com os experimentos realizados.
5.1 PROJETO DE EXPERIMENTAC¸A˜O
Para a implementac¸a˜o da elementos sensor e central presentes
na arquitetura foram utilizados os seguintes componentes:
• 4 Arduinos Uno;
• Sensores de Luminosidade LDR;
• Mo´dulos de transmissa˜o sem fio nrf24l01;
• Led’s vermelho, verde e amarelo;
• Resistores 330 Ω e 4,7k Ω;
• Jumpers diversos;
• 3 Protoboards de 400 furos.
O mo´dulo central foi projetado com um Arduino Uno, um mo´dulo
ra´dio modelo nrf24l01 e um cabo usb para comunicac¸a˜o com o compu-
tador onde, atrave´s da comunicac¸a˜o serial da USB, enviara´ os dados da
rede para o computador. O mo´dulo sensor foi equipado com todos os
itens descritos na lista acima. Os led’s sa˜o utilizados para representar
em qual estado o mo´dulo se encontra (Ativo - verde, Backup - amarelo,
Morto - vermelho), o sensor de luminosidade para adquirir dados do
ambiente e por fim os jumpers e protoboards para fazer as conexo˜es
entre os equipamentos como ilustra a Figura 15.
Os softwares da central e do sensor foram desenvolvidos na li-
guem C, programando diretamente o microcontrolador, ATMEGA328P-
PU. Optou-se por esta abordagem devido a existeˆncia de bibliotecas
prontas para a comunicac¸a˜o sem fio para o mo´dulo nrf24l01, melhor
otimizac¸a˜o do co´digo e necessidade de controle das interrupc¸o˜es. A es-
trutura dos softwares seguem os fluxogramas das Figuras 10, 11 e 13
ilustradas no Cap´ıtulo 4.
54
Figura 15 – Mo´dulo Sensor
Fonte: autoria pro´pria
Para realizar os Ciclos dos sensores foi utilizado interrupc¸a˜o por
tempo usando o Watchdog timer que foi configurado para acionar a
interrupc¸a˜o a cada 8 segundos. Para o ciclo 1 quando o sensor estiver
com o estado ativo ira´ enviar dados do ambiente (luz) para a central a
cada interrupc¸a˜o e para o ciclo 2, a cada 40 segundos ira´ enviar a men-
sagem do tipo ‘m’. A cada 5 mensagens de dados o sensor ira´ enviar
uma mensagem do tipo ‘m’. A frequeˆncia de envio de mensagens foi
configurado desta maneira para que se pudesse observar o comporta-
mento do sistema e o funcionamento da arquitetura de maneira mais
pra´tica e ra´pida.
Para que ocorressem as trocas e envios de mensagens entre a
central e o sensor foram definidos alguns paraˆmetros e configurac¸o˜es:
• Tamanho ma´ximo da mensagem de 32 caracteres.
• A mensagem deve terminar com o caractere ‘\0’.
• Os id’s dos sensores devem possuir 2 caracteres. Exemplo: “D0”.
• O sensor, ao enviar mensagem para central, deve anexar o seu id
nos dois primeiros caracteres da mensagem, preenchendo as duas
primeiras posic¸o˜es, exemplo: “D0...\0”.
• A central, ao enviar mensagem para um sensor, deve anexar o id
do mesmo nos dois primeiros caracteres da mensagem. Exemplo
“D0...\0”.
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• O sensor, ao enviar dados de sensoriamento, deve colocar o ca-
ractere ‘|’ na terceira posic¸a˜o da mensagem antecedendo o dado
de sensoriamento. Exemplo: “D0|56\0”.
• Os dados de sensoriamento sera˜o do tipo inteiro.
• Os tipos de mensagens da central, caracteres vindos apo´s o id do
sensor sa˜o.
– Letra ‘l’ acionamento de sensor.
– Letra ‘s’ colocar sensor em modo backup
– Letra ‘o’ desligar/travar sensor.
• Os tipos de mensagens do sensor sa˜o:
– Letra ‘a’ apresentac¸a˜o.
– Letra ‘m’ mensagem tipo m, a qual espera retorno da central
avisando se deve continuar em ativac¸a˜o.
– Letra ‘n’ mensagem quando em estado de suplente espe-
rando retorno da central se deve entrar em ativac¸a˜o.
A mensagem que o sensor envia em estado de suplente foi or-
ganizada desta maneira pois usualmente os sensores tem uma fonte de
alimentac¸a˜o de energia limitada, assim o sensor na˜o fica todo o tempo
em ativac¸a˜o devido ao fato de entrar em modo de economia de energia
apo´s cada resposta vinda da central.
A Figura 16 ilustra o vetor de caracteres de 32 posic¸o˜es.
Figura 16 – Mensagem de 32 caracteres
Fonte: autoria pro´pria
5.2 PROPRIEDADES AUTO-CONFIGURAC¸A˜O E AUTO-CURA.
A propriedade de auto-cura do experimento representa a capaci-
dade do sistema em ativar os sensores suplentes quando algum sensor
ativo passar a ter um comportamento at´ıpico enviando dados fora da
realidade do sistema (luz negativa, alta variac¸a˜o nos dados) ou pelo fato
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de algum sensor ficar inativo. Ja´ a propriedade de auto-configurac¸a˜o
e´ acionada sempre que um sensor novo envia uma mensagem de apre-
sentac¸a˜o ou do tipo ‘m’ assim atribuindo o estado necessa´rio para estes
sensores ou quando a propriedade auto-cura e´ acionada, visto que sem-
pre que esta u´ltima propriedade for acionada ira´ alterar a configurac¸a˜o
do sistema, seja desativando um sensor ou ativando um mo´dulo su-
plente.
Para identificar que um sensor entrou em inatividade a central
utiliza o mesmo tipo de interrupc¸a˜o interna que o sensor, ou seja , a
cada interrupc¸a˜o a central diminui uma unidade de um contador para
cada sensor ativo, e, caso esse contador chegue a 0 o estado do sensor se
torna inativo. Pore´m a cada mensagem que a central recebe do sensor
este contador e´ incrementado. O valor deste contador, assim que um
sensor se torna ativo, e´ 4, ou seja caso o sensor na˜o envie nenhuma
mensagem em um intervalo de 40 segundos, o mesmo se tornara´ inope-
rante, acionando a propriedade auto-cura caso haja um sensor suplente,
e apo´s isto a propriedade auto-configurac¸a˜o.
5.3 DESCRIC¸A˜O DOS EXPERIMENTOS REALIZADOS
Para validar o funcionamento da arquitetura o sistema foi sub-
metido e avaliado em 3 cena´rios. O cena´rio 1 simula uma rede que
dispo˜e de um sensor em funcionamento e outro em estado de backup.
O cena´rio 2 simula uma rede que dispo˜e de dois sensores em funciona-
mento e apenas um em estado de backup. E o cena´rio 3 um sensor em
execuc¸a˜o e outros dois em estado de backup.
Todos os cena´rios foram realizados em uma bancada de metal,
onde o mo´dulo central estava localizada entre os sensores, conforme
ilustra a Figura 17, e conectado em uma porta USB de um computador
por onde enviava as informac¸o˜es dos acontecimentos da rede. Para
visualizar estas informac¸o˜es foi utilizado a IDE de programac¸a˜o do
arduino, pois a mesma possui uma ferramenta capaz de monitorar as
portas seriais como ilustra a Figura 18.
Para a comunicac¸a˜o estre os sensores utilizou-se uma adaptac¸a˜o
de um dos protocolos utilizado em IoT, MQTT (Message Queuing Te-
lemetry Transport), o qual realiza a comunicac¸a˜o atrave´s de um broker
que seria um dispositivo, geralmente um servidor em nuvem, com papel
de correio, onde todas as mensagem devem passar por ele e o mesmo
ira´ encaminhar as mensagens aos outros dispositivos (AL-FUQAHA et al.,
2015). Para este experimento o broker estava localizada na pro´pria cen-
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tral a qual ao receber as mensagens dos sensores do tipo apresentac¸a˜o
(‘a’ ), ‘m’ e ‘n’ encaminhava respostas para os mesmos.
Figura 17 – Disposic¸a˜o dos elementos da rede
Fonte: autoria pro´pria
Os experimentos realizados tiveram como objetivo testar a pro-
priedade auto-cura, atrave´s da detecc¸a˜o de sensores inativos e o aciona-
mento dos sensores suplentes, e a propriedade auto-configurac¸a˜o, apo´s o
acionamento da auto-cura quando detectava os sensores em estado ina-
tivo e acionava os sensores suplentes. Para tal objetivo conectavam-se
os elementos na rede, esperava-se a central reconhecer todos os mo´dulos,
acionando a propriedade de auto-configurac¸a˜o organizando a rede de
acordo com a quantidade de sensores necessa´rios em estado ativo e
backup, e por fim comec¸ar a operar. Apo´s a rede estar configurada
desligava-se um sensor ativo e atrave´s de um cronoˆmetro, computava-
se o tempo, em segundos, para a mudanc¸a do estado ativo para inativo
referente ao sensor desligado propositalmente e em seguida computava-
se o tempo de acionamento dos sensores suplentes. Para cada cena´rio
foram realizados 5 testes, dos quais o melhor e o pior resultado, os
que tiverem menos e mais tempo, respectivamente, foram descartados,
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visando calcular a me´dia de ativac¸a˜o das propriedades autonoˆmicas.
Figura 18 – Atividade da rede
Fonte: autoria pro´pria
Para o cena´rio 1 foram utilizados 2 sensores, 1 ativo e outro
suplente, os resultados obtidos esta˜o listados na Tabela 1.
Tabela 1 – Resultados do cena´rio 1
Os testes 1 e 5 foram descartados, e a me´dia obtida foi de 41,31
segundos para notar inatividade de sensor e 3,92 segundo para ativar
o backup apo´s inatividade
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Para o cena´rio 2 foram utilizados 3 sensores, 2 ativos e 1 de
suplente, sendo que os resultados obtidos esta˜o na Tabela 2.
Tabela 2 – Resultados do cena´rio 2
Os testes 1 e 5 foram descartados obtendo-se uma me´dia de 40,31
segundos para notar inatividade de um sensor e 13,46 segundos para a
ativac¸a˜o do mo´dulo suplente.
Para o cena´rio 3 foram utilizados 3 sensores, 1 ativo e 2 suplentes,
os resultado obtidos obtidos esta˜o na Tabela 3.
Tabela 3 – Resultados do cena´rio 3
Os testes 3 e 5 foram descartados, a me´dia obtida para de-
tecc¸a˜o de sensor inativo foi de 36,35 segundos e para o acionamento
dos mo´dulos suplente foram 8,2 segundos.
5.4 DESEMPENHO DA REDE AUTONOˆMICA
A rede implementada com todas as caracter´ısticas descritas nas
subsec¸o˜es anteriores, teve o funcionamento muito similar ao esperado,
conforme programado no in´ıcio do cap´ıtulo, salvo o teste nu´mero 3
do Cena´rio 3, devido ao fato dos sensores de backup na˜o conseguirem
enviar suas mensagens para a central. Foi observado, pore´m na˜o com-
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putado, o tempo que a central levou para configurar a rede antes de
serem realizados os testes. Percebeu-se algumas falhas no hardware
dos sensores que estavam utilizando alimentac¸a˜o de uma fonte na˜o pro-
veniente da placa do Arduino Uno. Neste caso, era sempre necessa´rio
reiniciar o mo´dulo apo´s conecta´-lo na fonte de energia. Observou-se que
ao aumentar a taxa de transmisso˜es de dados, no Cena´rio 2, a central
perdia muitas informac¸o˜es tornando os testes com um maior nu´mero
de sensores imposs´ıveis de serem executados. Isto pode ser atribu´ıdo a
capacidade de processamento da central e pela ma´ otimizac¸a˜o do co´digo
de recebimento de dados pelo mo´dulo nrf24l01, pois ao receber as men-
sagens na˜o conseguia processar a tempo os dados para que pudesse
voltar a entrar no modo escuta.
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6 CONSIDERAC¸O˜ES FINAIS
A arquitetura autonoˆmica implementada neste trabalho provou
ser eficaz ao aplicar as propriedades de auto-cura e de auto-configurac¸a˜o
da computac¸a˜o autonoˆmica. Mesmo que de maneira limitada, manteve
a rede operando mesmo sobre circunstaˆncias na˜o favora´veis para to-
dos os treˆs cena´rios experimentados, tornando assim o gerenciamento
da rede mais autoˆnoma. Mesmo que ainda a arquitetura na˜o remova
o fator humano do gerenciamento da rede, pois para revitalizar um
mo´dulo sensor que esteja no estado morto e´ necessa´rio a ac¸a˜o humana,
a arquitetura garante o funcionamento da rede adaptando-se a algumas
circunstaˆncias adversas. Assim, pode-se concluir que a arquitetura pro-
posta ira´ diminuir a ac¸a˜o humana nos cuidados do sensoreamento, dos
ambientes protegidos, e que ira´ fornecer dados confia´veis para qualquer
sistema de controle que seja integrado no abrigo de cultivo, mesmo que
alguma parte da rede na˜o esteja funcionando corretamente.
Foi observado atrave´s dos experimentos realizados que os concei-
tos de smart-things esta´ presente no funcionamento do sistema, onde os
sensores sa˜o identificados pela central e que trocam informac¸o˜es para
conseguir atingir um objetivo que neste caso e´ o sensoreamento de um
ambiente protegido. Nota-se que os sensores sa˜o as “coisas”que forne-
cem servic¸os de monitoramento, e que a central e´ a consumidora destes
servic¸os e que pode requisitar ou cancelar os servic¸os dinamicamente,
sem a interac¸a˜o humana, de acordo com a necessidade. E, caso seja
integrado um sistema de controle utilizando os conceitos de IoT, a cen-
tral seria consumidora de servic¸os no ponto de vista a receber os dados
dos sensores e seria uma prestadora de servic¸os fornecendo dados para
o sistema de controle.
O protocolo MQTT mesmo que tenha sido adaptado para o expe-
rimento cumpriu o objetivo de gerar a comunicac¸a˜o entre os elementos
da rede.
Mesmo que algumas premissas da arquitetura na˜o foram cum-
pridas, como a central dispor de um hardware com maior capacidade
de processamento, na˜o influenciou negativamente o experimento. Infe-
lizmente devido a esta quebra na premissa na˜o foi poss´ıvel analisar o
comportamento da arquitetura para cena´rios mais complexos.
Com o experimento realizado foi poss´ıvel perceber que o sensore-
amento do abrigo esta´ garantido mesmo que ocorram falhas em alguns
mo´dulos, deste modo o responsa´vel pelo ambiente poderia dispor de
mais tempo para agir no ambiente caso alguma falha ocorresse.
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A arquitetura proposta ale´m de fornecer mais tempo para agir
durante uma falha para os responsa´veis do abrigo, tambe´m garante
um funcionamento uniforme devido a utilizac¸a˜o de duas propriedades,
auto-cura e auto-configurac¸a˜o, da computac¸a˜o autonoˆmica.
Para os cena´rios e testes realizados a arquitetura se mostrou
consistente, mesmo com alguns resultados negativos obtidos (teste 3,
cena´rio 3), pode-se afirmar que os objetivos foram atingidos de maneira
satisfato´ria, sobre as restric¸o˜es adotadas.
6.1 PROPOSTA PARA TRABALHOS FUTUROS
Sa˜o listadas nesta sec¸a˜o, algumas propostas para trabalhos fu-
turos que visam melhorar e/ou estender a arquitetura proposta:
• Implementar todas as propriedades da computac¸a˜o autonoˆmica;
• Implementar a arquitetura proposta em um ambiente de cultivo
real e comparar com uma rede comum de sensoreamento;
• Utilizar outras caracter´ısticas da IoT como a computac¸a˜o em nu-
vem;
• Desenvolver um sistema de controle para abrigo de cultivos utili-
zando a arquitetura proposta.
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