A vertex set S of a graph G is geodetic if every vertex of G lies on a shortest path between two vertices in S. Given a graph G and k ∈ N, Geodetic Set asks whether there is a geodetic set of size at most k. We study the parameterized complexity of Geodetic Set with respect to structural parameters and show dichotomy results: We develop fixed-parameter algorithms with respect to the feedback edge number and with respect to the tree-depth. On the negative side, we prove that the problem is W[1]-hard with respect to the feedback vertex number and the path-width. * TK was suppoerted by the DFG, project MATE (NI 369/17).
Introduction
Let G be an undirected, simple graph with vertex set V (G) and edge set E(G). The interval I [u, v] of two vertices u and v of G is the set of vertices of G that are contained in a shortest path between u and v. In particular, u, v ∈ I [u, v] . contains all vertices of G. In this work we study the following problem:
Geodetic Set

Input:
A graph G and an integer k. Question: Does G have a geodetic set of cardinality at most k?
Atici [2] showed that the Geodetic Set problem is NP-complete on general graphs, and it was shown that the hardness holds even if the graph is chordal or bipartite chordal [8] , planar [6] or has maximum degree three [5] . On the other hand, the problem was shown to be polynomialtime solvable for cographs, split graphs and unit interval graphs [8] . Also, upper bounds on the geodetic set size of Cartesian product graphs were studied [4] .
For a graph G and k ∈ N, the closely related Geodetic Hull problem asks whether there is S ⊆ V (G) with I |V (G)| [S] = V (G) and |S| ≤ k, where I j [S] = I[I j−1 ](S) for j > 0. Geodetic Hull was proven to be NP-hard on bipartite [1] , chordal [3] , and P 9 -free graphs [9] . Recently, Kanté et al. [12] studied the parameterized complexity of Geodetic Hull: they show that the problem is W[2]-hard with respect to the solution size k and W [1] -hard with respect to the treewidth combined with k, but XP with respect to the tree-width.
Our Contributions. We study the parameterized complexity of Geodetic Set, focusing on structural graph parameters. To this end we first observe that from the reduction by Dourado et al. [8, Theorem 1] follows W [2] -hardness with respect to the solution size, even if the diameter is bounded by a constant.
Our main result is to show that Geodetic Set is fixed-parameter tractable with respect to the feedback edge number (Section 2). Herein we make use of ideas employed by Eppstein [10] and Epstein et al. [11] who show that the related Metric Dimension problem is fixed-parameter tractable with respect to the max leaf number, respectively in XP with respect to the feedback edge number: First, we apply a set of data reduction rules that give us sufficient structure in the input graph. We then guess how many vertices a minimum geodetic set contains in each subgraph with respect to our so-called feedback edge graph. Finally, we determine the solution vertices using Integer Linear Programing (ILP) with a bounded number of variables.
To complement this result we show W[1]-hardness with respect to the feedback vertex number, the path-width and the solution size (Section 3).
Lastly, we show fixed-parameter tractability with respect to the clique-width combined with the diameter (Section 4). Recall that Geodetic Set is presumably not fixed-parameter tractable with respect to either of the parameters on their own. Since both clique-width and diameter are bounded from above by a function in the tree-depth, fixed-parameter tractability with the latter parameter follows directly.
Preliminaries. For n ∈ N let [n] = {1, 2, . . . , n}. We consider finite, undirected, simple graphs G with vertex set V (G) and edge set E(G). The distance d G (u, v) between two vertices u and v in G is the length of a shortest path between u and v (also called shortest u-v-path), or ∞, if no such path exists. We drop the subscript · G if G is clear from context. Note that w belongs to I [u, v] if and only if d G (u, v) = d G (u, w) + d G (w, v). The diameter diam(G) of G is the maximum distance between any two vertices of G. A multigraph G consists of a vertex set and an edge multiset. The degree of a vertex in G is the number of incident multiedges.
Structural graph parameters. A set F ⊆ E(G) is a feedback edge set if G \ F is a forest. The feedback edge number fen(G) is the cardinality of a smallest such set. Analogously, a set
The feedback vertex number fvn(G) is the cardinality of a smallest such set. For a graph G, a tree decomposition is a pair (T, B), where T is a tree and B :
forms a connected subtree in T . The width of (T, B) is max x∈V (T ) (|B(x)| − 1). The tree-width tw(G) of G is the minimum width of all tree decompositions of G. The path-width pw(G) of G is the minimum width of all tree decompositions (T, B) of G for which T is a path. The treedepth of a connected graph G is defined as follows. Let T be a rooted tree with vertex set V (G), such that if xy ∈ E(G), then x is either an ancestor or a descendant of y in T . We say that G is embedded in T . The depth of T is the number of vertices in a longest path in T from the root to a leaf. The tree-depth td(G) of G is the minimum t such that there is a rooted tree of depth t in which G is embedded. (1) . There is also a hierarchy of computational complexity classes for parameterized problems, the first two of which are W [1] and W [2] . Note that FPT ⊆ W[1] ⊆ W[2] ⊆ XP. To show that a parameterized problem L is (presumably) not in FPT one uses a parameterized reduction from a W[1]-hard or a W [2] -hard problem to L. A parameterized reduction from a parameterized problem L to another parameterized problem L ′ is a function that acts as follows:
For computable functions f and g, given an instance (I, k) of L, it computes in f (k) · |I| O(1) time an instance (I ′ , k ′ ) of L ′ so that (I, k) ∈ L if and only if (I ′ , k ′ ) ∈ L ′ and k ′ ≤ g(k).
Tractability with respect to the Feedback Edge Number
In this section we obtain a fixed-parameter tractable algorithm for the Geodetic Set problem, running in O * (fen(G) fen(G) 3 ) time. 1 We start off by introducing a folklore trick, often used to upper-bound the graph size by the feedback edge number. Next, we provide some reduction rules. Even after exhaustively applying reduction rules, the graph may be arbitrarily large. However, our reduction rules along with some branching steps lead to an instance containing a geodetic set with a desired property: Each vertex is a leaf vertex or lies on a path of degree-two vertices. We can then employ an ILP to find the geodetic set. Since our ILP uses O(fen(G) 3 ) variables, this yields a fixed-parameter algorithm.
The feedback edge graph framework
Before we introduce our data reduction rules, we first introduce the following notion of a feedback edge graph. We will use it later in order to show certain bounds for our ILP approach. Definition 1. Let G be a graph. Then the feedback edge graph G is the multigraph obtained from G by exhaustively applying the following transformations: (1) Remove a degree-1 vertex.
(2) If there is a degree-2 vertex v ∈ V (G) with neighbors u, w / ∈ V (G) \ {v}, then remove v and add an edge (multiedge) uw.
Note that each edge in the feedback edge graph is part of a cycle. Observation 1. If fen(G) ≥ 2, then |V ( G)| ≤ 2 fen(G) − 2 and |E( G)| ≤ 3 fen(G) − 3 holds.
Proof. By definition, |E(G)| ≤ |V (G)| + fen(G) − 1. It follows that |E( G)| ≤ |V ( G)| + fen(G) − 1, since the number of edges decreases by 1 every time we remove a vertex. By the handshake lemma,
Solving the inequalities for |V ( G)| and |E( G)| respectively yields the sought bounds.
When fen(G) = 1, G contains a single vertex with a self-loop. Thus, the feedback edge graph can be used as a simple framework to obtain a kernel with respect to the feedback edge number of the input graph. Consider the following example for an instance (G, k) of Vertex Cover. It is easy to see that the following reduction rules are correct: Let G ′ be the graph after exhaustively applying these rules. Note that G ′ can be obtained from the feedback edge graph G, by subdividing each edge of G at most twice, and then adding at most one leaf to each vertex. Since these steps do not introduce additional cycles, this shows that the size of G ′ is bounded in O(fen(G)).
Preprocessing
We start with two trivial reduction rules. These two rules are based on the following trivial observation.
then remove u and decrease k by 1.
Henceforth we assume that Reduction Rules 2.1 and 2.2 are exhaustively applied (which can be done in linear time). Observe that there is a two-step transformation from the feedback edge graph G to G, as in the example above for Vertex Cover: First, each edge of G is subdivided arbitrary many times. Then, a leaf vertex may be attached to each vertex. Let |E( G)| = m and let E( G) = {e 1 , . . . , e m }. For each i ∈ [m], let P i = (v 0 i , v 1 i , . . . , v hi i ) be the path in G corresponding to e i of length h i . We sometimes refer to the endpoints v 0
We illustrate the definitions in Figure 2 .
The next reduction rule adds a leaf vertex to a long path on vertices of degree 2 (except for its endpoints).
Proof. Let S be a geodetic set and let
Then for each v, v ′ ∈ S, no shortest path between v and v ′ visits a vertex in V i . Hence, we have S ∩ V i = ∅. For the latter part, it is easy to see that S ′ is geodetic because
Reduction Rule 2.3 can be applied in O(|E(G)|) time, given the pairwise distances of V ( G) in G (which can be obtained from the Floyd-Warshall algorithm in O(m 3 ) time). As a consequence of applying Reduction Rule 2.3, we have that the vertices between v
. Thus no shortest path uses v l i if both of its endpoints lie outside of P . It follows that every geodetic set must contain at least one vertex in P . On the other hand, every path with exactly one endpoint in P goes through either v l i or v l ← i i . This shows that Reduction Rule 2.4 is correct. Let R = {←, →}. For r ∈ R, we will use the notation r to denote the opposite direction (that is, r =→ if r =← and r =← if r =→).
and r ∈ R. Proof. We provide the proof for the case r =←. The other case also follows by reversing the path. We can assume that the preconditions of Reduction Rule 2.4 are satisfied. Then, we have
Here we use the fact that
This will be eliminated in the next reduction rule.
}, and decrease k as follows:
It is easy to see that S must contain at least one vertices of V i if h i is even and at least two vertices if h i is odd. On the other hand,
We remark that Geodetic Set can be solved in linear time if fen(G) = 1 by adapting Reduction Rule 2.5. Note that G is obtained from a cycle by attaching at most one leaf vertex to each vertex. If G has a leaf vertex, we can reduce G by choosing the neighbor of the leaf vertex as v in Reduction Rule 2.5, resulting in P 3 . If G has no leaf vertex, it is a yes instance if and only if k ≥ (|E(G)| mod 2) + 2.
This completes our reduction rules for Geodetic Set. Now we provide some observations on the minimum-size geodetic set in the feedback edge graph. The first observation is regarding edges in G without any leaf vertex.
Proof. It suffices to show that S ′ is geodetic. Since we have
Every path with exactly one endpoint in V (P i ) must go though either v ← i or v → i ; hence S ′ is indeed geodetic. The following observation can be proven analogously.
, and let S be a geodetic set of minimum size. Then it holds that
The next observation is on edges in G with at least one leaf vertex.
Proof. Again it suffices to show that S ′ is a geodetic set. Note that
and hence S ′ is indeed a geodetic set. The proof works analogously for S ′′ .
Finding a minimum geodetic set via ILP
In this subsection, we present a fixed-parameter algorithm for finding a minimum geodetic set S of G using ILP. First, we will modify G so that it contains a geodetic set T that fulfills some desired properties.
Assume that our reduction rules are exhaustively applied on G. Let V 0 ⊆ V ( G) be the set of vertices without degree-1 neighbors in G. We guess S = S ∩ V 0 (there are at most 2 |V ( G)| = 2 2 fen(G)−2 possibilities). Then, we attach a leaf vertex l v to each vertex v in S. It is easy to see
We apply a subset of the reduction rules described in the previous subsection for each i ∈ [m] for which K i = ∅. We also adjust T without changing its size. Note that |S ∩ V (P i )| ≤ 3 by Lemma 6.
(1) Suppose that |S ∩ V (P i )| = 3. By Lemma 6 we may assume that 
We prove that T fulfills the following property.
Lemma 9. The vertex set T consists of the set of all leaf vertices and of exactly
Note that T contains all leaf vertices by construction. Also note that for each i ∈ [m] with L i = ∅, at most two vertices of P i are included in T , by rule (1) above.
To see why T contains no other vertices, note that
to the reduction rules described above. Hence, we can assume that |S ∩ V (P i )| = 2 and |S ∩ {v ← i , v → i }| = 2 hold. However, this contradicts T ∩ V (P i ) = ∅. As a consequence, we have
Our goal is to find a geodetic set X fulfilling the property of Lemma 9 via ILP.
Let
Note that X contains at least one vertex in V (P i ) or a leaf vertex adjacent to V (P i ) for each i ∈ I. For each i ∈ I, we introduce two nonnegative variables
or the leaf vertex attached to it. Then, the geodetic set of our interest will be given by
For each i ∈ I, we add the following constraints:
(1)
} for each i ∈ I. We show that Constraint (1) guarantees that the vertices between u ← i and u → i are covered if i ∈ I 0 .
Next, we introduce a set of constraints to determine whether there is a shortest path between u r i and u r ′ i ′ that uses v r i and v r ′ i ′ , for each i = i ′ ∈ [m] and r ∈ R (recall that R = {←, →}). Introducing new binary variables y r,r ′ ,1 i,i ′ , y r,r ′ ,2 i,i ′ , y r,r ′ ,3 i,i ′ , z r,r ′ i,i ′ , we add the following constraint for each i = i ′ ∈ I and r ∈ R. The intended meaning is that if z r,r ′ i,i ′ = 1, then there exists a shortest path as described above.
Here N is some sufficiently large number (for instance, N = 100 · |E(G)| will do).
Proof. We fix i, i ′ , r, r ′ and remove them from the sub-and superscripts of the binary variables. If z = 1, then we obtain 3 − y 1 − y 2 − y 3 ≤ 0. Since y 1 , y 2 , y 3 ∈ {0, 1} we have y 1 = y 2 = y 3 = 1, which in turn implies that there is a shortest path between u r i and u r ′ i ′ that visits v r i and v r ′ i ′ .
We also add a constraint analogous to Constraint (2) regrading shortest paths between u ← i and u → i for each i ∈ I as well. For each i ∈ I and r ∈ R, we add the constraint
Here z r,r i,i is a binary variable. It is easy to see that if z r,r i,i = 1, then there is a shortest path from u r i to u r i going through v r i and v r ′ i . Now we take advantage of Constraints (2) and (3) to cover the remaining vertices. First we handle the paths without any solution vertex. For each i ′′ ∈ I 0 , we add the following constraint to guarantee that there are i, i ′ ∈ [m] and r, r
Similarly, the next constraint ensures that all vertices in V 0 \ S are covered. For each v ∈ V 0 \ S, add the following constraint:
Finally, we deal with the vertices in V ← i and V → i . Note that for each i ∈ [m] and r ∈ R, V r i is in the interval if one of the following hold.
• It holds that x r i ≤ 1 (that is, V r i = ∅).
• There is i ′ ∈ [m] and r ′ ∈ R such that a shortest path between u r i and u r ′ i goes though v r i .
For each i ∈ I and r ∈ R, let y r i be a binary variable and add the following constraint:
It is easy to verify that if y r i = 1, then x r i ≤ 1 must hold. This concludes the ILP formulation. We show that our ILP formulation finds a minimum geodetic set.
Proof. We prove that there is a geodetic set T satisfying Lemma 9 if and only if one of our ILP instances is a yes-instance. The forward direction is clearly correct. The correctness of the other direction is due to the following observations.
• For each i ∈ I 0 , the vertices in P i are covered because of Constraint (4).
• For each i ∈ I, note that the endpoints of P i are covered due to Constraint (5) and V ← i and V → i are covered by Constraint (6) . The remaining vertices are covered due to Lemma 11.
Note that we construct 2 O(fen(G)) instances of ILP and each ILP instance uses O(fen(G) 3 ) variables. Since ILP can be solved in O * (p O(p) ) time, where p is the number of variables [13] , the overall running time of our algorithm is O * (fen(G) O(fen(G) 3 ) ).
Hardness with Path-width and Feedback Vertex Number
In this section we prove the following theorem.
Theorem 2. Geodetic Set is W[1]-hard with respect to the feedback vertex number, the pathwidth, and the solution size, combined.
To this end, we present a parameterized reduction from the Grid Tiling problem, which is W[1]-hard with respect to k [14] , and is defined as follows:
Grid Tiling
Input:
A collection S of k 2 sets S i,j ⊆ [m] × [m], i, j ∈ [k] (called tile sets), each of cardinality exactly n. Question: Can one choose for each i, j ∈ [k] a tile (x i,j , y i,j ) ∈ S i,j such that x i,j = x i,j ′ with j ′ = (j + 1) mod k and y i,j = y i ′ ,j with i ′ = (i + 1) mod k?
Throughout this section we write i ′ and j ′ for short-hand notation of (i + 1) mod k and (j + 1) mod k, respectively. Moreover, we assume that k is even. 
Construction
We start off by introducing a few vertices and edges. Next we describe some structure that models the adjacency and the consequent constraints of two tiles.
Construction 2 (Horizontal connection gadget). Let i, j ∈ [k]. We now show how to build one copy X i,j κ of the horizontal connection gadget. Herein, κ ∈ N is used to differentiate between the copies. Let S i,j = {s i,j 1 , . . . , s i,j n } ⊆ V (G) and S i,j ′ = {s i,j ′ 1 , . . . , s i,j ′ n } ⊆ V (G) be the vertices of two horizontally adjacent tile sets. Introduce the vertices a i,j κ , a i,j κ, * , b i,j κ , and b i,j κ, * . For η ∈ [n] we do the following. Let (x i,j η , y i,j η ) be the tile corresponding to the tile vertex s i,j η ∈ S i,j . We add the vertices t i,j,a κ,η , t i,j,b κ,η , t i,j ′ ,a κ,η and t i,j ′ ,b κ,η . We call these vertices connector vertices towards S i,j , respectively S i,j ′ . Next, we add (1) edges a i,j κ t i,j,a κ,η and a i,j κ, * t i,j,a κ,η ,
Finally, if j is even, then we add an edge between a i,j κ, * and the global vertex α, and an edge between b i,j κ, * and the global vertex β. If j is odd, then we add edges a i,j κ, * β and b i,j κ, * α. Figure 3 illustrates a horizontal connection gadget for the case that j is even. ⊣ Construction 3 (Vertical connection gadget). We now show how to build one copy Y i,j κ of the vertical connection gadget. Herein, κ ∈ N is used to differentiate between the copies. Let S i,j = {s i,j 1 , . . . , s i,j n } ⊆ V (G) and S i ′ ,j = {s i ′ ,j 1 , . . . , s i ′ ,j n } ⊆ V (G) be the vertices of two vertically adjacent tile sets. Introduce the vertices c i,j κ , c i,j κ, * , d i,j κ , and d i,j κ, * . For η ∈ [n], we do the following. Let (x i,j η , y i,j η ) be the tile corresponding to the tile vertex s i,j η ∈ S i,j . We add the vertices t i,j,c κ,η , t i,j,d κ,η , t i ′ ,j,c κ,η and t i ′ ,j,d κ,η . We call these vertices connector vertices towards S i,j , respectively S i ′ ,j . Next, we add Finally, if i is even, then we add an edge between c i,j κ, * and the global vertex γ, and an edge between d i,j κ, * and the global vertex δ. If j is odd, then we add edges c i,j κ, * , δ and d i,j κ, * , γ. ⊣ Finally, we put together the aforementioned constructions.
Construction 4. Let I = (S, k, m, n) be an instance of Grid Tiling, where k is even and every tile set has cardinality exactly n. We construct an instance I ′ = (G, k ′ ) of Geodetic Set as follows: First, we set k ′ = k 2 + 4. We introduce global vertices and tile vertices, as well as edges between the global vertices, as described in Construction 1. Then, for each i, j ∈ [k] we introduce two copies X i,j 1 , X i,j 2 of the horizontal and two copies Y i,j 1 , Y i,j 2 of the vertical connection gadget, as described in Constructions 2 and 3. Lastly, we set k ′ = k 2 + 4.
An illustration of an exemplary construction is shown in Figure 4 . ⊣ Finally, we give an upper bound on the feedback vertex number and on the path-width of G. Let us define J = i,j∈[k],κ∈ [2] {a i,j κ , b i,j κ , c i,j κ , d i,j κ } and J * = i,j∈[k],κ∈ [2] {a i,j κ, * , b i,j κ, * , c i,j κ, * , d i,j κ, * }. Proof. Consider the graph G ′ obtained by removing the vertices in J and J * from G. It is the disjoint union of subgraphs, one for each global vertex in Ξ, and one for each tile vertex. The four subgraphs containing a global vertex are a path of length one. Consider now the subgraph G v that contains some tile vertex v ∈ S i,j , i, j ∈ [k]. Observe that there are eight connection gadgets incident to S i,j . Each of these gadgets gives us exactly two paths that end in v. So G v is a graph obtained by subdividing the edges of a star. Clearly, pw(
It follows that pw(G − (J ∪ J * )) ≤ 2 and fvn(G − (J ∪ J * )) = 0. Adding the vertices J ∪ J * to every bag of the path decomposition, respectively to the feedback vertex set, yields a path decomposition, and a feedback vertex set of G within the sought bounds.
Correctness
The general idea of our reduction is that the tile vertices in the constructed instance of Geodetic Set are corresponding exactly to the tiles in the instance of Grid Tiling. That is, a set of tiles is a solution for an instance of Grid Tiling if and only if the corresponding set of tile vertices is in every solution for the corresponding instance of Geodetic Set.
Before showing the correctness of our reduction, let us introduce some additional notation. Figure 4 : An exemplary reduction from an instance of Grid Tiling, where k = 4. Between every pair of horizontally, resp. vertically adjacent tile sets (big circles) there are two copies of horizontal, resp. vertical connection gadgets. Note that α, β, γ, δ ∈ Ξ are global; every vertex labeled such is in fact the same vertex. The gray vertices are in J, the white vertices are in J * . The gray square marks the vertices of Q 3,2 (note that α, γ / ∈ Q 3,2 ). Finally, note that this illustration wraps around its boundaries, that is, the upper and the lower edge as well as the left and the right edge of the illustration are connected.
We start off by showing that the four vertices in Ξ ′ cover all vertices of G, except for the vertices marked gray in Figures 3 and 4 . This will already suffice to show the forward direction of our correctness. The paths described in (3) and (4) also use vertices in X i,j ′ κ ′ . Note that since j ′ is odd, a i,j ′ κ ′ , * is adjacent to β.
For the case that j is odd, there are 16 shortest α ′ -β ′ -paths for every tile vertex v ∈ S i,j ′ . Note that now α is adjacent to b i,j κ, * , and β is adjacent to a i,j κ, * . Analogously, for every v ∈ S i ′ ,j there are 16 shortest γ ′ -δ ′ -paths, each of which is also a shortest v-visiting path. Again, that the adjacencies of γ and δ depend on the parities of i and i ′ .
This shows that the shortest α ′ -β ′ -paths and the shortest γ ′ -δ ′ -paths visit all tile vertices, and on their way the shortest paths visit all paths that were constructed in Constructions 2 and 3, as well as all vertices in J * . Thus V (G) \ J ⊆ I[Ξ ′ ]. It remains to show that J ∩ I[Ξ ′ ] = ∅. For any vertex v in J let v * be the corresponding vertex in J * ; for example, if v = a i,j κ , then v * = a i,j κ, * . Note that the neighborhood of any vertex v ∈ J is a subset of the neighborhood of v * . Since the only neighbor of each vertex in Ξ ′ is in Ξ, and the vertices in Ξ are only connected to vertices in Ξ ′ and in J * , the claim follows.
Lemma 13. If an instance (S, k, m, n) of Grid Tiling is a yes-instance, then the instance (G, k ′ ) given by Construction 4 is a yes-instance as well.
} be a solution for the instance (S, k, m, n). Then we construct a geodetic set V ′ by adding the vertices in Ξ ′ and, for every i, j ∈ [k], the tile vertex v i,j ∈ S i,j , corresponding to (x i,j , y i,j ). Clearly, |V ′ | = k ′ = k 2 + 4. By Lemma 12, all vertices 
It is easy to see that there are no shorter v i,j -v i,j ′ -paths. So the vertices a i,j κ , b i,j κ , κ ∈ [2] are in I[V ′ ]. Analogously, since y i,j = y i ′ ,j , there exist shortest v i,j -v i ′ ,j -paths that visit c i,j κ and d i,j κ , for κ ∈ [2] ; thus c i,j κ , d i,j κ ∈ I[V ′ ]. Thus I[V ′ ] = V (G), and V ′ is a geodetic set.
In order to show the backward direction of the correctness we are first going to show in Lemma 16 that a geodetic set of a graph given by Construction 4 must contain exactly one vertex of each tile set S i,j . Then it is trivial to find a solution for the corresponding instance of Grid Tiling. Towards this goal, we first prove the following.
Lemma 14. Let G be a graph given by Construction 4. Then for any two vertices u, v ∈ V (G) we have d(u, v) ≤ 36m + 6.
Proof. We define ξ u ∈ Ξ as follows. If u ∈ J ∪ J * ∪ Ξ ∪ Ξ ′ , then let ξ u ∈ Ξ be a global vertex such that d(u, ξ u ) ≤ d(u, ζ), for ζ ∈ Ξ. Suppose that u ∈ V (X i,j κ ) for i, j ∈ [k] and κ ∈ [2] . Then u lies on a path between u ′ ∈ S i,j and a connector vertex u ′′ towards S i,j . Let ξ u ∈ Ξ be a global vertex such that d(u ′′ , ξ u ) ≤ d(u ′′ , ζ), for ζ ∈ Ξ. We define ξ v analogously.
are either x-or y-values of some tile.
So suppose that ξ u = ξ v . By definition we have
We will prove that Since d(ξ v , v, ξ u ) ≤ 36m + 6 follows analogously, we obtain d(u, v) ≤ 36m + 6.
For the following two lemmata we introduce some additional notation. The square Q i,j of tile set (i, j) is the set consisting of the tile vertices S i,j , the vertices that are on the paths between tile vertices and connector vertices towards S i,j constructed in Constructions 2 and 3, and the vertices Figure 4 for an illustration. Note that any two distinct squares are disjoint. We say that two squares are adjacent if they contain vertices of the same connection gadget. The adjacency of a square Q i,j is the set of all squares that are adjacent to Q i,j . The closed adjacency of a square Q i,j is the set Adj Towards a contradiction assume that there exists a non-empty set Q = {Q 1 , . . . Q q } of squares such that Q ∩ V ′ = ∅. We call these squares empty, and all other squares non-empty. We claim that there exists an empty square Q ∈ Q such that | Adj(Q) ∩ V ′ | ≤ 8: Start from a set V ′′ of vertices that are distributed onto the squares such that |Q i,j ∩ V ′′ | = 1 for every i, j ∈ [k]. Clearly, the number of vertices in V ′′ that are in squares adjacent to a square in Q is at most 4. Now, create a set V ′ from V ′′ by replacing for each p ∈ [q] the vertex in V ′′ ∩ Q p with a vertex in Q ′ / ∈ Q. Then, every square Q ′ / ∈ Q contains at least one additional vertex of V ′ , and is adjacent to at most four empty squares. For each of these empty squares, the number of vertices in V ′ that are in their adjacency increases by at most one. Hence, overall,
Let J ′ = J(Q) ∪ v∈Q N (v) ∩ J be the sixteen vertices in J that are either in Q or in the neighborhood of Q. We claim: (1) Regarding (2) , suppose that there exist u, u ′ ∈ Adj(Q) such that there is a shortest u-u ′ -path P that visits v ∈ J ′ . It is easy to see that P must go through v ′ = v ∈ J ′ . Assume without loss of generality that v appears before v ′ in P . In order for P to be a shortest path, it must hold that
Thus, we can assume that d(u, v) + d(u ′ , v ′ ) ≤ 8m + 2. By construction we have that u (respectively u ′ ) lies on a path between a tile vertex and v (respectively v ′ ). It follows that V ′ ∩Adj(Q) can cover at most eight vertices of J ′ -a contradiction because V ′ contains sixteen vertices.
Since G contains k 2 squares and
We are now ready to prove our key lemma. Proof. By Lemma 15 we know that any geodetic set of G contains exactly one vertex per square. Suppose that there is a vertex u ∈ V ′ ∩ (Q i,j \ S i,j ). Without loss of generality assume that u ∈ V (X i,j 1 ). Let u ′ ∈ S i,j be such that u lies on the path between u ′ and a connector vertex towards S i,j . We claim that there is no vertex
2 ). Thus we can assume that d(v, a i,j 1 ) > d(v, a i,j 2 ) and that v is an inner vertex of the path between a i,j 2 and v ′ ∈ S i,j ′ . Without loss of generality, let α be the global vertex adjacent to both a i,j 1 and a i,j 2 . If a shortest u-v-path visits a i,j 1 , then it must go through v ′ . Hence, the length of such a path is
Note that there is a u-v-path via α that is of length
Since ℓ 1 ≤ ℓ 2 , we obtain d(v, v ′ ) ≤ 1. Note that the shortest a i,j 2 -visiting u-v-path is of length
Since these two paths must be of equal length, it follows that 1 , a i,j 2 , b i,j 1 , b i,j 2 } = ∅. Note that any shortest path going through one of a i,j 1 , a i,j 2 , b i,j 1 , b i,j 2 must use tile vertices in S i,j and S i,j ′ . It is easy to verify that the length of such a path is greater than the diameter of the graph (Lemma 14). Hence, it contradicts the assumption that V ′ is geodetic.
The backward direction follows almost trivially from Lemma 16.
Lemma 17. If an instance (G, k ′ ) of Geodetic Set constructed by Construction 4 is a yesinstance, then the corresponding instance (S, k, m, n) of Grid Tiling is a yes-instance as well.
Proof. Let V ′ be a solution for (G, k ′ ). By Lemma 16, V ′ consists only of the vertices in Ξ ′ and one tile vertex of each S i,j , i, j ∈ [k]. For i, j ∈ [k] let {s i,j } = V ′ ∩ S i,j , and let (x i,j , y i,j ) be pair corresponding to the tile vertex s i,j . Note that the vertices a i,j κ , b i,j κ , κ ∈ [2], can only be covered by shortest s i,j -s i,j ′ -paths. But in order for these paths to be of equal length, it must hold that x i,j = x i,j ′ . Analogously, in order to cover the vertices c i,j κ , d i,j κ , y i,j = y i ′ ,j . So choosing the pair (x i,j , y i,j ) for each i, j ∈ [k] yields a solution for the instance (S, k, m, n) of Grid Tiling. Now Theorem 2 follows from Observation 3 and Lemmata 13 and 17.
Tractability with respect to the Tree-Depth
In this section we obtain fixed-parameter tractability results for the clique-width combined with the diameter of the input graph, and for the tree-depth of the input graph.
We first show that the problem can be expressed in M SO 1 logic such that the length of the formula is bounded in a function of the diameter of the graph.
Lemma 18. Geodetic Set is expressible in an M SO 1 -logic formula of length f (diam(G)).
Proof. We need to check whether there exists a set S ⊆ V (G) such that for every v ∈ V (G) \ S there exist u, w ∈ S such that there exists a shortest path from u to w that visits v. For this we first need to determine d(u, w). Since the length of our formula may depend on the diameter of our input graph, we can simply find the minimum 1 ≤ ℓ ≤ diam(G) such that there exists a u-w-path of length ℓ, and then check whether there exists a u-w-path that is of length ℓ and visits v.
Applying the seminal theorem of Courcelle et al. [7] , we obtain the following. The tree-depth of a graph G can be roughly approximated by log h ≤ td(G) ≤ h, where h is the height of a depth-first search tree of G [15] . Hence, the length of all paths in G, specifically the diameter of G, can be upper-bounded by 2 td(G) . Further, it is well known that cw(G) ≤ tw(G) ≤ td(G) − 1. From these two upper bounds together with Theorem 3 we obtain the following. Theorem 4. Geodetic Set is fixed-parameter tractable with respect to the tree-depth.
Conclusion
We presented two dichotomies between fixed-parameter tractability and W[1]-hardness for the Geodetic Set problem. We conclude this work by suggesting some future research directions. Hot candidates for other parameters that can be studied are the cluster vertex deletion number and the solution size combined with the maximum degree. The latter is of interest since the problem (presumably) is not tractable with either of the parameters, and even NP-hard if the maximum degree is three. Going further, is the problem in XP parameterized by the feedback vertex number or the tree-width? Recall that the related Geodetic Hull problem is in XP with the latter [12] ; even the complexity on series-parallel graphs (which have tree-width two) is unknown. Going to related problems and parameters, it is open whether Metric Dimension is fixed-parameter tractable with respect to the feedback edge number [10] . We are optimistic that the method presented here can be adapted to answer this question positively. Finally, it would be interesting to investigate whether there is an algorithm proving Theorem 4 that does not rely on MSO logic.
