Two-photon imaging is a major recording technique in neuroscience, but it suffers 26 from several limitations, including a low sampling rate, the nonlinearity of calcium 27 responses, the slow dynamics of calcium dyes and a low signal-to-noise ratio, all of which 28 impose a severe limitation on the application of two-photon imaging in elucidating 29 neuronal dynamics with high temporal resolution. Here, we developed a hyperacuity 30 algorithm (HA_time) based on an approach combining a generative model and machine 31 learning to improve spike detection and the precision of spike time inference. First, 32 Bayesian inference estimates the calcium spike model by assuming the constancy of the 33 spike shape and size. A support vector machine employs this information and detects 34 spikes with higher temporal precision than the sampling rate. Compared with conventional 35 thresholding, HA_time improved the precision of spike time estimation up to 20-fold for 36 simulated calcium data. Furthermore, the benchmark analysis of experimental data from 37 different brain regions and simulation of a broader range of experimental conditions 38 showed that our algorithm was among the best in a class of hyperacuity algorithms. We 39 encourage experimenters to use the proposed algorithm to precisely estimate hyperacuity 40 spike times from two-photon imaging.
Introduction
For the test data, spike candidates were sampled in the same way as the training 138 data, and the trained SVM detected the spikes among the candidates. We tentatively 139 determined the time when the coincidence score exceeded the threshold as the pseudo- Hyperacuity improvement of HA_time in simulation 146 To illustrate the hyperacuity improvement of HA_time, we compared our method 147 with the thresholding algorithm using the simulated data with no nonlinearity and fast Ca 148 decay time (see Methods). Here, the threshold of the thresholding algorithm was 149 optimized to maximize the F1-score of the training data.
150 Figure 2 shows the hyperacuity improvement, determined as the ratio of the 151 mean of the spike time errors for the traditional thresholding algorithm to that for HA_time 152 (see Methods), as a function of the mean firing frequency of the simulated spike train. 153 Compared with the thresholding algorithm, in cases with a high sampling rate of 40-60 154 Hz, HA_time improved the temporal precision more than 5-fold under low firing rate 155 conditions (<5 Hz) and maintained an approximately 2-fold improvement under high firing 156 rate conditions, probably due to the decreased performance of both algorithms (thicker 157 lines, Fig. 2 ). Such a tendency was also found in the cases with a lower sampling rate of 158 8 10-30 Hz, although the hyperacuity improvement was smaller (thinner lines). These 159 results indicated that even under fairly simple data conditions, for which the conventional 160 methods are widely used, HA_time was able to provide a 2-20-fold improvement in the 161 temporal precision compared to that provided by the thresholding algorithm. For example, 162 if we take an ideal case of a 60 Hz sampling frequency and 2 Hz firing frequency, the 163 hyperacuity improvement was 12, meaning that the effective sampling rate is 164 approximately 60 x 12 = 720 Hz, which is quite satisfactory. Application of HA_time to experimental data 173 We applied HA_time to noisy Ca imaging data obtained in cerebellar, hippocampal 174 and primary visual cortical cells by two-photon recording with relatively low sampling 175 rates.
176
For the two-photon recording of the Ca response from five Purkinje cells in the 177 cerebellum (the dye, Cal-520, and sampling rate, 7.8 Hz), we sampled thirty-six data be due to the sampling jitters. We also conducted a Bayesian estimation of the Ca spike 186 models for the data from the entire hippocampus (n=9 cells, sensor, OGB1-AM and 187 sampling rate, 10 Hz) and visual cortex (n=11 cells, sensor, GCAMP6f, sampling rate of 188 60 Hz). We avoided segments that contain burst activity (interspike interval < 2 s) since 189 the Ca responses in the hippocampus and visual cortex showed strong nonlinearity during 190 the burst activity (see below). A similar tendency to that in the cerebellum data was also 191 noticed in the Ca spike model (red traces, Figs. 3C&E), which was faster in the rise time 192 than the spike-triggered averages (blue traces) for both the hippocampus and visual 193 cortex data. The dynamics of the dyes estimated by our Bayesian method were in 194 agreement with those reported in previous studies (τ1 = 0.01 and τ2 = 0.2 s for GCAMP6f 30 195 and τ1 = 0.1 and τ2 = 0.75 s for OGB1-AM 11 ). 
260
We estimated spike detection performance by the F1-score of receiver operating 261 characteristic (ROC) analysis (cf. Methods). Among all of the algorithms, HA_time 262 performed best, with statistical significance in the F1-score for the visual cortex data (0.6 263 ± 0.04 for HA_time; 0.47 ± 0.05 for MLspike, p = 0.01 for HA_time vs. MLspike; 0.49 ± 264 0.06 for Peeling, p = 0.01 for HA_time vs. Peeling; 0.39 ± 0.06 for MCMC, p = 0.002 for 265 HA_time vs. MCMC; 0.09 ± 0.07 for FRI, p = 0.002 for HA_time vs. FRI). For the 266 hippocampus data, the superiority of HA_time (0.56 ± 0.11) was also clear, with 267 statistically significant F1-scores compared to those for the benchmark algorithms (0.35 268 ± 0.08 for Peeling, p = 0.004 for HA_time vs. Peeling; 0.39 ± 0.04 for MCMC, p = 0.02 for 269 HA_time vs. MCMC; 0.14 ± 0.04 for FRI, p = 0.006 for HA_time vs. FRI) except for 270 MLspike (0.53 ± 0.04). However, the significant superiority of HA_time (0.77 ± 0.21) over 271 the benchmark algorithms was limited to Peeling (0.51 ± 0.16, p = 0.02 for HA_time vs.
272
Peeling) and MCMC (0.34 ± 0.13, p = 0.02 for HA_time vs. MCMC) for the cerebellum 273 data. There was no statistical significance in the difference between HA_time and 274 MLspike (0.66 ± 0.31) or FRI (0.53 ± 0.25), probably due to the smaller number of cells 275 (n=5) in the cerebellum data ( Fig. 6A ).
276
The superiority of HA_time in terms of the precision of spike time estimation was 277 also found by the inverse of the spike distance 31 (cf. Methods). Among all the algorithms, 278 HA_time performed best with statistical significance over all the benchmark algorithms 279 for the visual cortex data (1/spike distance, 2.2 ± 0.3 for HA_time; 0.7 ± 0.2 for MLspike, 280 p = 0.002 for HA_time vs. MLspike; 0.8 ± 0.2 for Peeling, p = 0.002 for HA_time vs. Peeling; 1.2 ± 0.1 for MCMC, p = 0.002 for HA_time vs. MCMC; 1 ± 0.1 for FRI, p = 0.002 282 for HA_time vs. FRI). For the hippocampus data, except for Peeling (2.3 ± 1.1), HA_time for MLspike, p = 0.02 for HA_time vs. MLspike; 1.4 ± 0.2 for MCMC, p = 0.01 for HA_time 285 vs. MCMC; 1.5 ± 0.3 for FRI, p = 0.02 for HA_time vs. FRI). However, for the cerebellum 286 data, no statistical significance was found for HA_time compared with the benchmark 287 algorithms (158.9 ± 309.9 for HA_time; 265.8 ± 325.1 for MLspike; 3.6 ± 1.8 for Peeling; 288 81.4 ± 104.7 for MCMC; 233 ± 462.1 for FRI, cf. Fig. 6B ). 
330
Pseudocolor 3D maps of F1-score and inverse of spike distance as a function of mean firing frequency 331 (abscissa) and nonlinearity (α, ordinate) for the three different sampling rates (10, 30 and 60 Hz). τ2 and SNR were fixed at 0.2 s and 5, respectively. Blank areas indicated that the Peeling algorithm failed to 333 perform in a sufficient time for the cases of high firing frequency and low sampling rate.
335
The performance in the temporal precision of spike timings, estimated as the 336 inverse of the spike distance, also showed the same tendency as that for the F1-score. 
416
The simulation analysis of the performance for HA_time and the benchmark 417 algorithms across a wide range of experimental conditions for two-photon recordings may 418 provide useful information for selection of the best algorithm for given experimental 419 conditions. Although the application of HA_time is limited to cases where ground-truth 420 signals are available, it may also be applicable to cases where simultaneous electrical 421 recordings are unavailable as follows. One may estimate the parameters presently 422 studied for the experimental data of a two-photon recording using a maximum likelihood 423 22 method, then train HA_time with a newly generated simulation data including spikes for 424 the estimated parameters, and finally use the trained HA_time for spike estimation in the 425 experimental data of the two-photon recording. This approach may benefit from the 426 combination of the generative and supervised approaches, as shown by the present 427 study. In summary, HA_time is useful to improve spike detection and temporal precision 444 We estimated the parameters of the Ca response model assuming that all of the Ca 445 responses in the two-photon recording originate from a unique Ca spike model g(t, T, τ) 446 and vary due to the noise and sampling jitters (SJs) 19 . where t, T, τ = (τ1, τ2) are the time, the spike onset, and the rise and decay time constants, 449 respectively. 450 We estimated a Ca response model whose parameters are the model amplitude (a), 456 We conducted spike detection and spike time estimation by an SVM supplemented with 457 the information from the Ca response model to improve the performance of the SVM. We Hyperacuity spike time estimation 470 The trained SVM was used for spike detection in the test data. The pseudo-spike times 471 (PTs) were tentatively determined for the detected spikes as those for which the 472 coincidence score exceeded the threshold. We assumed that the PTs may vary due to 473 the SJ (difference between pseudo-and true spike time) and estimated the SJ to minimize given as the electrical spikes for algorithm optimization, whereas the remaining three 486 algorithms did not. We studied how the performance of the three algorithms may be 487 improved in cases where they are supplemented with our parameter settings for the Ca 488 response model and nonlinearity (cf. 16, 17, 22 ). To compute the temporal improvement in 489 the hyperacuity algorithms, we also conducted a conventional thresholding algorithm, 490 whose threshold was optimized in the range of 0-4 SD by maximizing the F1-score of the 491 training data.
Ca spike model estimation by Bayes inference

Spike detection by SVM
493
Experimental data sets 494 We collected simultaneous recordings of electrical and two-photon recording of the Ca 495 signals in three cortical areas (cerebellar, hippocampal and visual cortices) using three 496 different calcium dyes as described below. 499 We collected experimental data for the complex spikes of five cerebellar Purkinje cells 505 We collected the simultaneous cell-attached recording (sampling rate, 20 KHz) and one- 511 We collected the data from the paper of 30 . The data set contained simultaneous loose- Gaussian noise was added to reproduce the SNR (3, 5, 10) of the experimental data. For 533 each set of simulation parameters, 500 spike signals in a total of ten cells were generated, 534 and those of five cells were used as the training and test data sets. 
498
Recording of cerebellar Purkinje cell complex spikes
Recording of hippocampal CA3 neurons
Recording of the primary visual cortex
