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Аннотация. Доказывается равномерная сходимость разложения абсолют-
но непрерывной функции по собственным функциям задачиШтурма-Лиувилля
−y′′+q (x) y = µy, y (0) = 0, y (pi) cos β+y′ (pi) sinβ = 0, β ∈ (0, pi) с суммируе-
мым потенциалом q ∈ L1
R
[0, pi] . Этот результат используется для получения
новых, более точных асимптотических формул для собственных значений и
нормировочных постоянных этой задачи.
MSC2010 number: 34B24, 34L05, 34L10, 34L20
Ключевые слова: задачаШтурма-Лиувилля; разложение по собственнымфунк-
циям; асимптотика собственных значений и нормировочных постоянных.
1. Введение и формулировка результатов
Обозначим через L (q, α, β) следующую краевую задачу Штурма-Лиувилля
(1.1) − y′′ + q (x) y = µy ≡ λ2y, x ∈ (0, π) , µ ∈ C,
(1.2) y (0) cosα+ y′ (0) sinα = 0, α ∈ (0, π] ,
(1.3) y (π) cosβ + y′ (π) sinβ = 0, β ∈ [0, π) ,
где q вещественная, суммируемая на [0, π] функция (мы пишем q ∈ L1
R
[0, π]).
Через L (q, α, β) будем обозначать также самосопряженный оператор, порожден-
ный задачей (1.1)–(1.3) в гильбертовом пространстве L2 [0, π] (см. [1, 2]). Хорошо
известно, что спектр оператора L (q, α, β) чисто дискретен и состоит из простых,
действительных собственных значений (см. [1]—[3]), которые мы обозначаем че-
рез µn (q, α, β) , n = 0, 1, 2, . . . , подчеркивая зависимость от q, α и β. Предпола-
гается, что собственные значения µn пронумерованы в порядке возрастания:
µ0 (q, α, β) < µ1 (q, α, β) < · · · < µn (q, α, β) < . . . .
1Исследование выполнено при финансовой поддержке Государственного комитета по науке
МОН РА в рамках научного проекта No. 16YR–1A017.
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Обозначим через ϕ (x, µ, α) и ψ (x, µ, β) решения уравнения (1.1), удовлетворяю-
щие начальным условиям
ϕ (0, µ, α) = sinα, ϕ′ (0, µ, α) = − cosα,
ψ (π, µ, β) = sinβ, ψ′ (π, µ, β) = − cosβ.
Хорошо известно ([1, 2, 4]), что для фиксированного x, ϕ, ϕ′, ψ, ψ′ являют-
ся целыми функциями от µ. Обозначим через Wα,β (x, µ) вронскиан решений
ϕ (x, µ, α) и ψ (x, µ, β) :
(1.4) Wα,β (x, µ) := ϕ (x, µ, α)ψ
′ (x, µ, β)− ϕ′ (x, µ, α)ψ (x, µ, β) .
Из формулы Лиувилля для вронскиана следует (см. например, [5]) чтоWα,β (x, µ)
не зависит от x. Легко видеть что функции ϕn (x) := ϕ(x, µn, α) и ψn (x) :=
ψ (x, µn, β) , n = 0, 1, 2, . . . , являются собственными функциями, соответствую-
щими собственному значению µn. Так как собственные значения простые, то
существуют числа βn = βn (q, α, β) , n = 0, 1, 2, . . . , такие что
(1.5) ψn (x) = βnϕn (x) , βn 6= 0.
Квадраты L2-норм этих собственных функций:
(1.6) an = an (q, α, β) =
π∫
0
ϕ2n (x) dx, bn = bn (q, α, β) =
π∫
0
ψ2n (x) dx,
называются нормировочными постоянными.
Одна из основных теорем спектральной теории дифференциальных операто-
ров (см. [1]) гласит:
Теорема 1.1. ([1, стр. 90]) Всякая функция из области определения самосопря-
женного дифференциального оператора разлагается в равномерно сходящийся
обобщенный ряд Фурье по собственным функциям этого оператора.
Этот результат не может быть применен для функций, не принадлежащих
области определения самосопряженного дифференциального оператора. В слу-
чае оператора Штурма-Лиувилля доказано (см. например, [6]), что при условии
sinα 6= 0, sinβ 6= 0 (т.е. α, β ∈ (0, π)) равномерная сходимость разложения имеет
место для любой абсолютно непрерывной функции, а именно имеет место (см.
также [5, 2, 7])
Теорема 1.2. ([6]) Пусть q ∈ L2
R
[0, π] , α, β ∈ (0, π) и f абсолютно непрерывная
функция на [0, π] . Тогда
lim
N→∞
max
x∈[0,π]
∣∣∣∣∣f (x)−
N∑
n=0
cnϕn (x)
∣∣∣∣∣ = 0, cn = 1an
∫ π
0
f (t)ϕn (t)dt,
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где ϕn (x) ≡ ϕ (x, µn (q, α, β) , α) .
Первой целью данной работы является доказательство того, что аналогичные
результаты имеют место также для задач L (q, π, β) , β ∈ (0, π) и L (q, α, 0) , α ∈
(0, π) , причем при более общем условии q ∈ L1
R
[0, π] :
Теорема 1.3. Пусть q ∈ L1
R
[0, π] , α = π, β ∈ (0, π) и f абсолютно непрерывная
функция на [0, π] . Тогда для любого a ∈ (0, π)
(1.7) lim
N→∞
max
x∈[a,π]
∣∣∣∣∣f (x)−
N∑
n=0
cnϕn (x)
∣∣∣∣∣ = 0, cn = 1an
∫ π
0
f (t)ϕn (t)dt,
где ϕn (x) ≡ ϕ (x, µn (q, π, β) , π) ≡ ϕ (x, µn, π) .
Теорема 1.4. Пусть q ∈ L1
R
[0, π] , α ∈ (0, π) , β = 0 и f абсолютно непрерывная
функция на [0, π] . Тогда для любого b ∈ (0, π)
(1.8) lim
N→∞
max
x∈[0,b]
∣∣∣∣∣f (x)−
N∑
n=0
cnϕn (x)
∣∣∣∣∣ = 0, cn = 1an
∫ π
0
f (t)ϕn (t)dt,
где ϕn (x) ≡ ϕ (x, µn (q, α, 0) , α) .
Замечание 1.1. Легко видеть, что улучшить результаты Теорем 1.3 и 1.4
(получить равномерную сходимость рядов в (1.7) и (1.8) на всем отрезке [0, π]
без дополнительных условий) невозможно. Действительно, для абсолютно непре-
рывной функции f ≡
π
2
, x ∈ [0, 2π] , имеет место тождество (см. например,
[8, формула 37 на стр. 578])
π
2
=
∞∑
n=0
sin
(
n+ 12
)
x
n+ 12
, 0 < x < 2π,
т.е. Теорема 1.3 для нее верна, но если заменить max
x∈[a,π]
|. . . | на max
x∈[0,π]
|. . . | , то
теорема перестает быть верной. С другой стороны, если в Теореме 1.3 взять
f (0) = 0, тогда ряд в (1.7) сходится равномерно на всем отрезке [0, π] . Анало-
гичное утверждение верно для Теоремы 1.4, если взять f (π) = 0.
Второй целью нашей работы является получение асимптотической формулы
для собственных значений задачи L (q, π, β) при q ∈ L1
R
[0, π] и β ∈ (0, π) (т.е.
sinβ 6= 0). Прежде чем сформулировать результат, заметим, что в работе [9] Т.
Н. Арутюнян ввел понятие функции δn (α, β) , которая определяется формулой
δn (α, β) :=
√
µn (0, α, β)− n = λn (0, α, β)− λn
(
0,
π
2
,
π
2
)
, n ≥ 2,
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и доказал что −1 ≤ δn (α, β) ≤ 1 и δn (α, β) является решением следующего
трансцендентного уравнения:
(1.9) δn (α, β) =
1
π
arccos
cosα√
(n+ δn (α, β))
2
sin2 α+ cos2 α
−
−
1
π
arccos
cosβ√
(n+ δn (α, β))
2
sin2 β + cos2 β
.
Теорема 1.5. Пусть q ∈ L1
R
[0, π] и пусть λ2n (q, α, β) = µn (q, α, β) . Тогда
(a) имеет место асимптотическое соотношение (n→∞)
(1.10) λn (q, α, β) = n+ δn (α, β) +
[q]
2 (n+ δn (α, β))
+ ln (q, α, β) +O
(
1
n2
)
,
где [q] =
1
π
∫ π
0
q (t) dt,
ln (q, α, β) =
1
2π (n+ δn (α, β))
∫ π
0
q(x) cos 2 (n+ δn (α, β)) xdx, α ∈ (0, π) ,
(1.11) ln = ln (q, π, β) = −
1
2π (n+ δn (π, β))
∫ π
0
q(x) cos 2 (n+ δn (π, β)) xdx.
Оценка остатка O
(
1
n2
)
в (1.10) равномерна по всем α, β ∈ [0, π] и q из
ограниченных подмножеств L1
R
[0, π] (мы будем писать q ∈ BL1
R
[0, π]).
(b) Функция l, определенная формулой
(1.12) l(x) =
∞∑
n=2
ln (q, α, β) sin (n+ δn (α, β)) x,
абсолютно непрерывна на произвольном отрезке [a, b] ⊂ (0, 2π) , т.е. l ∈
AC (0, 2π) .
В работе [10] утверждение (b) теоремы 1.5 было доказано при условии α, β ∈
(0, π) и в случае α = π, β = 0. Мы докажем, что это утверждение верно также
при α = π, β ∈ (0, π) . Этому посвящен раздел 3. Третьей целью нашей работы
является получение асимптотических формул для нормировочных постоянных
an и bn (см. (1.6)).
Теорема 1.6. Для нормировочных постоянных an и bn
(a) имеют место следующие асимптотические соотношения (n→∞) :
an (q, α, β) =
π
2
[
1 +
2 sn (q, α, β)
π [n+ δ (α, β)]
+ rn
]
sin2 α+
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+
π
2 [n+ δn(α, β)]
2
[
1 +
2 sn (q, α, β)
π [n+ δ (α, β)]
+ r˜n
]
cos2 α,
bn (q, α, β) =
π
2
[
1 +
2 sn (q, α, β)
π [n+ δ (α, β)]
+ pn
]
sin2 β+
+
π
2 [n+ δn(α, β)]
2
[
1 +
2 sn (q, α, β)
π [n+ δ (α, β)]
+ p˜n
]
cos2 β,
где
sn = sn (q, α, β) = −
1
2
∫ π
0
(π − t) q (t) sin 2 [n+ δn (α, β)] tdt,
rn = rn (q, α, β) = O
(
1
n2
)
и r˜n = r˜n (q, α, β) = O
(
1
n2
)
(та же оценка
верна для pn и p˜n), когда n → ∞, равномерна по всем α, β ∈ [0, π] и
q ∈ BL1
R
[0, π] .
(b) Функция s, определенная формулой
s (x) =
∞∑
n=2
sn
n+ δn (α, β)
cos [n+ δn (α, β)]x
абсолютно непрерывна на произвольном отрезке [a, b] ⊂ (0, 2π) , т.е. s ∈
AC (0, 2π) .
В работе [11] утверждение (b) теоремы 1.6 было доказано при условии α, β ∈
(0, π) и в случае α = π, β = 0. Методами, примененными при доказательстве
теоремы 1.5 можно доказать, что утверждение верно также при α = π, β ∈ (0, π) .
2. Доказательства теорем 1.3 и 1.4
Мы приведем доказательство для Теоремы 1.3. Теорема 1.4 может быть дока-
зана аналогично.
Доказательство. Для |λ| → ∞, имеют место следующие асимптотические фор-
мулы ([1, 4, 10])
(2.1) ϕ (x, µ, π) := ϕπ (x, µ) ≡ ϕπ
(
x, λ2
)
=
sinλx
λ
+O
(
e|Imλ|x
|λ|
2
)
,
(2.2) ϕ′ (x, µ, π) := ϕ′π (x, µ) ≡ ϕ
′
π
(
x, λ2
)
= cosλx +O
(
e|Imλ|x
|λ|
)
,
ψ (x, µ, β) := ψβ (x, µ) ≡ ψβ
(
x, λ2
)
= cosλ (π − x) sinβ +
sinλ (π − x)
λ
cosβ+
(2.3) +O
(
e|Imλ|(π−x)
|λ|
)
sinβ +O
(
e|Imλ|(π−x)
|λ|
2
)
cosβ,
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ψ′ (x, µ, β) := ψ′β (x, µ) ≡ ψ
′
β
(
x, λ2
)
=
(
λ sinλ (π − x) +O
(
e|Imλ|(π−x)
))
sinβ−
(2.4) −
(
cosλ (π − x) +O
(
e|Imλ|(π−x)
|λ|
))
cosβ.
Из (1.4) и (2.3) следует, что для вронскианаWπ,β (µ) мы имеем следующую оцен-
ку
(2.5) Wπ,β (µ) ≡Wπ,β
(
λ2
)
= −ψβ (0, µ) = − cosλπ sinβ −
sinλπ
λ
cosβ+
+O
(
e|Imλ|π
|λ|
)
sinβ +O
(
e|Imλ|π
|λ|2
)
cosβ.
Обозначим через Z1/6 следующую область комплексной плоскости C:
Z1/6 =
{
λ ∈ C :
∣∣∣λ− n
2
∣∣∣ ≥ 1
6
, n ∈ Z
}
.
Следующая лемма доказана в [12], методами которые использовались в [13].
Лемма 2.1. ([12]) Если λ ∈ Z1/6, тогда
(2.6) |sinπλ| ≥
1
7
e|Imλ|π, |cosπλ| ≥
1
7
e|Imλ|π.
Из (2.5) и (2.6) следует что для достаточно большого λ∗ > 0, существует
константа C1 > 0 такая что
(2.7)
∣∣Wπ,β (λ2)∣∣ ≥ C1e|Imλ|π sinβ, при λ ∈ Z1/6, |λ| > λ∗.
Рассмотрим следующую краевую задачу
(2.8) − y′′ + q (x) y = µy − f (x) , x ∈ (0, π) , µ ∈ C, f ∈ L1 [0, π] ,
(2.9) y (0) = 0, y (π) cosβ + y′ (π) sinβ = 0, β ∈ (0, π) .
Хорошо известно, что решение y (x, µ, f) краевой задачи (2.8)–(2.9) можно запи-
сать в следующей форме (см. например, [1, 7])
(2.10) y (x, µ, f) =
1
Wπ,β (µ)
ψβ (x, µ)
∫ x
0
f (t)ϕπ (t, µ) dt+
+
1
Wπ,β (µ)
ϕπ (x, µ)
∫ π
x
f (t)ψβ (t, µ) dt.
Так как ϕ, ψ и Wπ,β являются целыми функциями от µ, то y (x, µ, f) является
мероморфной функцией от µ, с полюсами в нулях функции Wπ,β или, что то
же самое, в собственных значениях µn, n = 0, 1, 2, . . . . Поскольку W˙π,β (µn) ≡
d
dµ
Wπ,β (µn) = βnan (см. [6, Лемма 1.1.1]), то используя (1.5), мы получаем вычет
(2.11) Res
µ=µn
y (x, µ, f) =
1
an
ϕπ (x, µn)
∫ π
0
f (t)ϕπ (t, µn) dt.
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Из (2.1), (2.3), (2.7) и (2.10) следует, что существуют положительные числа C,
C2, C3, C4 такие что при λ ∈ Z1/6, |λ| > λ
∗ имеет место следующая оценка
(2.12)
∣∣y (x, λ2, f)∣∣ ≤
∣∣ψβ (x, λ2)∣∣ max
t∈[0,x]
∣∣ϕπ (t, λ2)∣∣
∫ x
0
|f (t)| dt
C1e|Imλ|π sinβ
+
+
∣∣ϕπ (x, λ2)∣∣ max
t∈[x,π]
∣∣ψβ (t, λ2)∣∣
∫ π
x
|f (t)| dt
C1e|Imλ|π sinβ
≤
≤
e|Imλ|(π−x)
(
sinβ +
|cosβ|
|λ|
+ C3
sinβ
|λ|
+ C4
|cosβ|
|λ|
2
)
C1e|Imλ|π sinβ
×
× e|Imλ|x
(
1
|λ|
+ C2
1
|λ|2
)∫ π
0
|f (t)| dt ≤
≤
1
C1
∫ π
0
|f (t)| dt
(
1
|λ|
+O
(
1
|λ|
2
))
≤
C
|λ|
.
Рассмотрим теперь функцию f ∈ AC [0, π] . Используя тот факт, что ϕπ (x, µ) и
ψβ (x, µ) являются решениями (1.1), мы можем переписать представление (2.10)
для y (x, µ, f) в следующем виде (сравните с [6]):
(2.13) y (x, µ, f) =
f (x)
µ
+ f (0)
ψβ (x, µ)
µWπ,β (µ)
+
Z1 (x, µ, π, β, f
′)
µ
+
Z2 (x, µ, π, β)
µ
,
где
(2.14)
Z1 (x, µ, π, β, f
′) =
ψβ (x, µ)
∫ x
0
f ′ (t)ϕ′π (t, µ) dt+ ϕπ (x, µ)
∫ π
x
f ′ (t)ψ′β (t, µ) dt
Wπ,β (µ)
,
(2.15) Z2 (x, µ, π, β) = −f (π)ψ
′
β (π, µ)
ϕπ (x, µ)
Wπ,β (µ)
+ y (x, µ, qf) =
= f (π) cosβ
ϕπ (x, µ)
Wπ,β (µ)
+ y (x, µ, qf) .
Покажем, что
(2.16) lim
|λ|→∞
λ∈Z
1/6
max
x∈[0,π]
|Z1 (x, µ, π, β, f
′)| = 0.
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Сначала предположим, что f ′ абсолютно непрерывная функция на [0, π] . Тогда
существует f ′′ ∈ L1 [0, π] и (2.14) можно записать в следующем виде
Z1 (x, µ, π, β, f
′) =
ϕπ (x, µ)
Wπ,β (µ)
f ′ (π) sinβ−
−
ψβ (x, µ)
∫ x
0
f ′′ (t)ϕπ (t, µ) dt+ ϕπ (x, µ)
∫ π
x
f ′′ (t)ψβ (t, µ) dt
Wπ,β (µ)
.
В силу (2.1)–(2.4) и (2.7) мы получаем, что существует число C > 0, такое что
max
x∈[0,π]
|Z1 (x, µ, π, β, f
′)| ≤
C
|λ|
, при λ ∈ Z1/6, |λ| > λ
∗.
Отсюда следует (2.16) в случае f ′ ∈ AC [0, π] .
Теперь обратимся к общему случаю g := f ′ ∈ L1 [0, π] . Зафиксируем ǫ > 0 и
выберем абсолютно непрерывную функцию gǫ, так что∫ π
0
|g (t)− gǫ (t)| dt <
C1 sinβ
16
ǫ.
Тогда, согласно (2.1)–(2.4), (2.7) и (2.14) для λ ∈ Z1/6, |λ| > λ
∗, мы имеем
max
x∈[0,π]
|Z1 (x, µ, π, β, g)| ≤ max
x∈[0,π]
|Z1 (x, µ, π, β, gǫ)|+ max
x∈[0,π]
|Z1 (x, µ, π, β, g − gǫ)| ≤
≤
C(ǫ)
|λ|
+
C1 sinβ
16
ǫ max
x∈[0,π]

 |ψβ (x, µ)| maxt∈[0,x] |ϕ
′
π (t, µ)|+ |ϕπ (x, µ)| max
t∈[0,x]
∣∣∣ψ′β (t, µ)∣∣∣
C1e|Imλ|π sinβ

 ≤
≤
C(ǫ)
|λ|
+
C1 sinβ
16
ǫ max
x∈[0,π]
(
8e|Imλ|π
C1e|Imλ|π sinβ
)
≤
C(ǫ)
|λ|
+
ǫ
2
.
Легко видеть, что если мы выберем λ∗ǫ =
2C (ǫ)
ǫ
, тогда для λ ∈ Z1/6 и |λ| > λ
∗
ǫ
мы имеем max
x∈[0,π]
|Z1 (x, µ, π, β)| ≤ ǫ. В силу произвольности ǫ > 0, мы приходим
к (2.16). Теперь оценим Z2 (x, µ, π, β) (см. (2.15)). Поскольку qf ∈ L
1 [0, π] , то
оценки в (2.12) верны также для y (x, µ, qf) . Используя (2.1), (2.7), (2.12) и тот
факт, что sinβ 6= 0 мы получаем следующие оценки (при λ ∈ Z1/6, |λ| > λ
∗):
(2.17) max
x∈[0,π]
|Z2 (x, µ, π, β)| ≤ max
x∈[0,π]
∣∣∣∣f (π) cosβϕπ (x, µ)Wπ,β (µ)
∣∣∣∣+ maxx∈[0,π] |y (x, µ, qf)| ≤
≤
∣∣∣∣f (π) cosβ C5e|Imλ|π|λ|C1e|Imλ|π sinβ
∣∣∣∣ + C6|λ| ≤ C5C1
|f (π) cotβ|
|λ|
+
C6
|λ|
≤
C7
|λ|
,
где C5−C7 положительные числа. Рассмотрим следующий контурный интеграл
IN (x) =
1
2πi
∮
ΓN
y (x, µ, f) dµ,
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где ΓN =
{
µ : |µ| =
(
N +
3
4
)2}
(с обходом против часовой стрелки). С одной
стороны, используя теорему Коши о вычетах (см. [14]), из (2.11) мы получаем
(2.18) IN (x) =
N∑
n=0
1
an
∫ π
0
f (t)ϕπ (t, µn)dtϕπ (x, µn) .
С другой стороны, из (2.13), (2.16) и (2.17) имеем, что
(2.19) IN (x) = f (x) + f(0)
1
2πi
∮
ΓN
ψβ (x, µ)
µWπ,β (µ)
dµ+ ǫN (x) ,
где ǫN (x) , согласно (2.16) и (2.17), равномерно сходится к 0 :
lim
N→∞
max
x∈[0,π]
|ǫN (x)| = 0.
Без потери общности, будем считать что µ = 0 не является собственным значе-
нием задачи L (q, π, β) . В самом деле, из чистой дискретности спектра следует,
что существует число c такое, что числа µn + c 6= 0, n = 0, 1, 2, . . . , являются
собственными значениями задачи L (q + c, π, β) с теми же собственными функ-
циями ϕn и нормировочными постоянными an, что и у задачи L (q, π, β) . Тогда
функция
ψβ (x, µ)
µWπ,β (µ)
имеет полюсы только первого порядка и используя теорему
Коши о вычетах мы можем легко вычислить, что
φN (x) :=
1
2πi
∮
ΓN
ψβ (x, µ)
µWπ,β (µ)
dµ = Res
µ=0
ψβ (x, µ)
µWπ,β (µ)
+
N∑
n=0
Res
µ=µn
ψβ (x, µ)
µWπ,β (µ)
=
=
ψβ (x, 0)
Wπ,β (0)
+
N∑
n=0
ψβ (x, µn)
µnW˙π,β (µn)
=
ψβ (x, 0)
Wπ,β (0)
+
N∑
n=0
βnϕπ (x, µn)
µnβnan
=
(2.20) =
ψβ (x, 0)
Wπ,β (0)
+
N∑
n=0
1
µnan
ϕn (x).
Теперь покажем, что последовательность φN (x) сходится к 0 (при N → ∞)
равномерно на сегменте [a, π] , для произвольного a ∈ (0, π) .
Так как ϕn (x) =
sin
(
n+ 12
)
x
n+ 12
+O
(
1
n2
)
равномерно на [0, π] (см. (2.1)), µn =
µn (q, π, β) =
(
n+
1
2
)2
+O (1) (см. [9, Теорема 1 на стр. 286 и асимптотические
оценки для δn (π, β) на стр. 292]) и an = an (q, π, β) =
π
2
(
n+ 12
)2
(
1 + o
(
1
n
))
(см. [11, Теорема 1.1 ], стр. 9-10), тогда φN (x) (см. (2.20)) можно записать в
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следующем виде:
φN (x) =
ψβ (x, 0)
Wπ,β (0)
+
2
π
N∑
n=0
sin
(
n+ 12
)
x
n+ 12
+
N∑
n=0
qn (x) ,
где qn (x) = O
(
1
n2
)
равномерно на [0, π] .
Поскольку
∞∑
n=0
sin
(
n+ 12
)
x
n+ 12
=
π
2
, 0 < x < 2π (см. например, [8, формула (37)
на стр. 578]), тогда последовательность φN (x) сходится к непрерывной функции
φ (x) (при N →∞) равномерно на сегменте [a, π] , для произвольного a ∈ (0, π) .
Теперь, чтобы доказать, что φ (x) ≡ 0, x ∈ (0, π] , достаточно показать, что
φ = 0 п.в.
Сделав некоторые вычисления, получим:
(2.21)
π∫
0
φ (x)ϕm (x) dx =
1
Wπ,β (0)
π∫
0
ψβ (x, 0)ϕm (x) dx+
1
µm
, m = 0, 1, 2, . . .
(2.22) µm
π∫
0
ψβ (x, 0)ϕm (x) dx =
π∫
0
(
ϕm (x)ψ
′′
β (x, 0)− ϕ
′′
m (x)ψβ (x, 0)
)
dx =
=
(
ϕm (x)ψ
′
β (x, 0)− ϕ
′
m (x)ψβ (x, 0)
)∣∣π
0
= ψβ (0, 0) = −Wπ,β (0) .
Из (2.21) и (2.22) следует
π∫
0
φ (x)ϕm (x) dx = 0, m = 0, 1, 2, . . . .
Поскольку система собственныхфункций {ϕm (x)}
∞
m=0 краевой задачи L(q, π, β)
является полной и ортогональной в L2 (0, π), то φ = 0 п.в. Сравнивая этот ре-
зультат с (2.18), (2.19) и переходя к пределу при N → ∞ в (2.19), мы приходим
к (1.7). Теорема 1.3 доказана. 
Замечание 2.1. Хорошо известно, что одно из доказательств теоремы 1.2 ос-
новывается на так называемой теореме о равномерной равносходимости, кото-
рая утверждает, что разложение по собственным функциям задачи L (q, α, β) ,
α, β ∈ (0, π) эквивалентно разложению по собственным функциям задачи
L
(
0,
π
2
,
π
2
)
, т.е., {cosnx}n≥0 (см. [5, 2, 7]). Далее можно применить теоре-
му Дирихле-Жордана (см. [15, стр. 121–122]) и Теорема 1.2 будет доказана.
Тот же подход не может быть применен в нашем случае, а именно: нетруд-
но установить что разложение по собственным функциям задачи L (q, π, β) ,
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β ∈ (0, π) будет эквивалентно разложению по sin
(
n+
1
2
)
x, n = 0, 1, 2, . . . ,
т.е., по собственным функциям задачи L
(
0, π,
π
2
)
(см. [5, замечание на стр.
304] и [2, замечание на стр. 71]). С другой стороны, насколько нам известно,
нет аналога теоремы Дирихле-Жордана для разложения по системе функций{
sin
(
n+
1
2
)
x
}
n≥0
(по этому поводу см. [16, Теорема 2.6]).
3. Асимптотика собственных значений
Стоит заметить что приведенное в работе [10] доказательство утверждения
(b) теоремы 1.5 для случая α, β ∈ (0, π) не проходит для случая α = π, β ∈
(0, π) . Ниже, используя теоремы 1.3 и 1.4, мы разберем этот случай. Обозначим
σ (x) =
∫ x
0
q (t) dt и запишем ln (q, π, β) (см. (1.11)) в следующей форме:
ln (q, π, β) = −
σ (π) cos 2πδn (π, β)
2π (n+ δn (π, β))
−
1
2π
∫ 2π
0
σ1 (x) sin (n+ δn (π, β))xdx,
где σ1 (x) ≡ σ
(x
2
)
абсолютно непрерывная функция на [0, 2π] .
Заметим что единственность решения δn (α, β) уравнения (1.9) при α = π
и β ∈ [0, π) можно доказать исходя из того, что arccos является убывающей
функцией.
Из (1.9) легко видеть (подробности см. [9]), что для β ∈ (0, π) мы имеем
(3.1) δn (π, β) =
1
2
+
cotβ
π
(
n+ 12
) +O( 1
n2
)
cotβ =
1
2
+O
(
1
n
)
,
и следовательно,
(3.2) cos 2πδn (π, β) = −1 + dn, sin 2πδn (π, β) = en,
где dn = O
(
1
n2
)
, en = O
(
1
n
)
.
Поэтому, l (x, β) (см. (1.12)) можно представить в виде суммы трех функций
l (x, β) = l1 (x, β) + l2 (x, β) + l3 (x, β) ,
где
l1 (x, β) =
σ (π)
2π
∞∑
n=2
sin (n+ δn (π, β))x
(n+ δn (π, β))
,
(3.3) l2 (x, β) = −
σ (π)
2π
∞∑
n=2
dn
sin (n+ δn (π, β))x
(n+ δn (π, β))
,
(3.4) l3 (x, β) = −
1
2π
∞∑
n=2
fn sin (n+ δn (π, β))x,
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и fn =
∫ 2π
0
σ1 (t) sin (n+ δn (π, β)) tdt.
Поскольку fn =
∫ π
0
σ1 (t) sin (n+ δn (π, β)) tdt+
∫ 2π
π
σ1 (t) sin (n+ δn (π, β)) tdt и
∫ 2π
π
σ1 (t) sin (n+ δn (π, β)) tdt =
∫ −π
−2π
−σ1 (−t) sin (n+ δn (π, β)) tdt =
=
∫ π
0
−σ1 (2π − t) sin (n+ δn (π, β)) (t− 2π) dt =
=
∫ π
0
σ1 (2π − t) ((1− dn) sin (n+ δn (π, β)) t+ en cos (n+ δn (π, β)) t) dt =
=
∫ π
0
σ
(
π −
t
2
)
((1− dn) sin (n+ δn (π, β)) t+ en cos (n+ δn (π, β)) t) dt,
то
(3.5) fn =
∫ π
0
(
σ
(
t
2
)
+ σ
(
π −
t
2
))
sin (n+ δn (π, β)) tdt−
− dn
∫ π
0
σ
(
π −
t
2
)
sin (n+ δn (π, β)) tdt+ en
∫ π
0
σ
(
π −
t
2
)
cos (n+ δn (π, β)) t.
Следует отметить, что δn (α, β) определена только для n ≥ 2, поэтому мы запи-
шем λ0 (0, π, β) , λ1 (0, π, β) и λn (0, π, β) = n+ δn (π, β) для всех n ≥ 2. Учитывая,
что система функций
{ϕn (x)}
∞
n=0 =
{
sinλn (0, π, β)x
λn (0, π, β)
}1
n=0
∪
{
sin (n+ δn (π, β))x
n+ δn (π, β)
}∞
n=2
является системой собственных функций задачи L (0, π, β) и применяя Теорему
1.3, получаем
(3.6) σ
(x
2
)
+ σ
(
π −
x
2
)
= σ2 (x)+
+
∞∑
n=2
∫ π
0
(
σ
(
t
2
)
+ σ
(
π −
t
2
))
sin (n+ δn (π, β)) tdt∫ π
0
sin2 (n+ δn (π, β)) tdt
sin (n+ δn (π, β))x
где ряд сходится равномерно на произвольном отрезке [a, π] ⊂ (0, π] и
σ2 (x) :=
1∑
n=0
∫ π
0
(
σ
(
t
2
)
+ σ
(
π −
t
2
))
sinλn (0, π, β) tdt∫ π
0
sin2 λn (0, π, β) tdt
sinλn (0, π, β)x
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Используя (3.1) и (3.2), мы вычисляем
(3.7)
π∫
0
sin2 (n+ δn (π, β)) tdt =
=
π
2
−
sin 2π (n+ δn(π, β))
4 (n+ δn(π, β))
=
π
2
−
en
4 (n+ δn(π, β))
.
Из (3.7), легко видеть, что
1
π∫
0
sin2 (n+ δn (π, β)) tdt
=
2
π
+gn, где gn =
2en
π (2π (n+ δn (π, β))− en)
= O
(
1
n2
)
.
Теперь мы можем записать (3.6) в форме
(3.8)
∞∑
n=2
2
π
∫ π
0
(
σ
(
t
2
)
+ σ
(
π −
t
2
))
sin (n+ δn (π, β)) tdt sin (n+ δn (π, β))x =
= −
∞∑
n=2
gn
∫ π
0
(
σ
(
t
2
)
+ σ
(
π −
t
2
))
sin (n+ δn (π, β)) tdt sin (n+ δn (π, β))x+
+ σ
(x
2
)
+ σ
(
π −
x
2
)
− σ2 (x) ,
где ряды сходятся равномерно на произвольном отрезке [a, π] ⊂ (0, π] .
Из (3.4), (3.5), (3.8) следует что для произвольного x ∈ (0, π]
(3.9) l3 (x, β) =
1
4
(
−σ
(x
2
)
− σ
(
π −
x
2
)
+ σ2 (x)
)
+
+
∞∑
n=2
gn
4
∫ π
0
(
σ
(
t
2
)
+ σ
(
π −
t
2
))
sin (n+ δn (π, β)) tdt sin (n+ δn (π, β))x+
+
1
2π
∞∑
n=2
dn
∫ π
0
σ
(
π −
t
2
)
sin (n+ δn (π, β)) tdt sin (n+ δn (π, β))x−
−
1
2π
∞∑
n=2
en
∫ π
0
σ
(
π −
t
2
)
cos (n+ δn (π, β)) tdt sin (n+ δn (π, β))x.
Поскольку dn = O
(
1
n2
)
, en
∫ π
0
σ
(
π −
t
2
)
cos (n+ δn (π, β)) tdt = O
(
1
n2
)
, gn =
O
(
1
n2
)
, тогда l3 ∈ AC (0, π] . С другой стороны, так как (см. (3.4) и (3.2))
l3 (2π − x, β) = l3 (x, β) +
1
2π
∞∑
n=2
dnfn sin (n+ δn (π, β))x−
−
1
2π
∞∑
n=2
enfn cos (n+ δn (π, β))x,
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то l3 ∈ AC [π, 2π) и следовательно l3 ∈ AC (0, 2π). Поскольку
∞∑
n=2
sin (n+ δn (π, β))x
(n+ δn (π, β))
абсолютно непрерывная функция на (0, 2π) (см. [12, 10]), тогда l1 ∈ AC (0, 2π).
Поскольку dn = O
(
1
n2
)
, то ряд в (3.3) и его первая производная сходятся аб-
солютно и равномерно на [0, 2π] и, следовательно l2 ∈ AC [0, 2π] . Утверждение
(b) теоремы 1.5 при α = π, β ∈ (0, π) доказано. 
Благодарность. Автор выражает благодарность профессору Т. Н. Арутюняну
за постановку задачи и внимание к работе.
Abstract. Uniform convergence of the expansion of an absolutely continuous function
for eigenfunctions of the Sturm-Liouville problem −y′′ + q (x) y = µy, y (0) = 0,
y (π) cosβ + y′ (π) sinβ = 0, β ∈ (0, π) with summable potential q ∈ L1
R
[0, π] is
proved. This result is used to obtain more precise asymptotic formulae for eigenvalues
and norming constants of this problem.
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