Abstract-Aim of the paper is the qualitative analysis of a quasi-linear parabolic third order equation, which describes the evolution in a large class of dissipative models. As examples of some typical boundary problems, both Dirichlet's and Neumann's type boundary conditions are examined. In the linear case, the related Green functions are explicitly determined, together with rigorous estimates of their behavior when the parameter of dissipation ε is vanishing. These results are basic to study the integral equations to which the non linear problems can be reduced. Moreover, boundary layer estimates can be determined too.
1
Introduction problems can be reduced. For this, a rigorous analysis of the behavior of these kernels when ε → 0 and t → ∞ is achieved in sect 4. At last, as first application, the influence of the dissipation on the wave behavior is estimated by an asymptotic approximation uniformly valid also for large t (sect.5).
Statement of the problem
If u ε (x, t) is a function defined in the strip Ω = {(x, t) : 0 ≤ x ≤ π, t ≥ 0}, let P ε the initial-boundary value problem related to equation (1.1) with conditions u ε (x, 0) = f 0 (x), ∂ t u ε (x, 0) = f 1 (x), x ∈ [0, π], (2.1) u ε (0, t) = ϕ(t), u ε (π, t) = ψ(t), t ≥ 0, (2.2) where f 0 , f 1 , ψ, ϕ are arbitrary date.
The boundary conditions (2.2) represent only an example of the analysis we are going to apply. Equally, flux-boundary conditions or mixedboundary conditions can be considered too. So, another example is given by the problem H ε defined in Ω by (1.1)-(2.1) together with the Neumann conditions
When ε ≡ 0, the parabolic equation (1.1) turns into the hyperbolic telegraph equation
and the problem P ε changes into a problem P 0 for u 0 (x, t) which has the same initial-boundary conditions (2.1) -(2.2) of P ε . When the source term f of (2.4) is linear (f =f (x, t)), P 0 is explicitly solved by means of the well-known Green function:
In order to estimate the influence of the dissipative term ε u xxt on the wave behavior of u 0 , the difference
is to be evaluated and so the following problem ∆ must be analyzed
The source term F is given by
while, in the linear case, it is f =f and F = ε u 0xxt .
As for the problem H ε , instead of (2.7) 3 the following conditions
must be specified.
Linear case and explicit solutions
Letẑ(s) the Laplace-trasform of the function z(t) and let
When F is linear and the Laplace trasform is applied to the problem ∆, the transformv(x, s) of the solution v(x, t) is given bŷ
But, for y ∈ [0, 2π], it results [18] :
and cos (n|x − ξ|) − cos (n|x + ξ|) = 2 sin (nx) sin (nξ). So, by (3.3)-(3.5), it followsĜ
which represents the L -transform of the Green function related to problem ∆.
By means of elementary formulae, one deduces
Then, the esplicit solution v of the problem ∆ is:
with the Green function G ε defined by (3.7), (3.8) .
The formal analysis developed so far can be justified as follows. Referring to (3.9)-(3.7), the terms
represent the Fourier coefficients of the sine series of the function F (x, t):
F n (t) sin(nx) (3.11) and the rapidity of pointwise convergence of this series depends, of course, on the properties of the source F . For instance, it can be sufficiently assumed that F, F x , F xx are continuous in (0, π) and more
Then, the convergence of (3.11) is uniform everywhere in [0, π] and, further, it results:
As consequence, if one puts:
the solution (3.9),(3.7) represents the Fourier sine expansion of v(x, t):
Theorem 3.1-When F (x, ·) ∈ C 2 (Λ) and satisfies 3.12, the solution v(x, t) of the problem ∆ can be given the form :
h n (t, ε) n 2 sin(nx) sin(nξ) (3.17) and the convergence of the series is uniform everywhere in [0, π].
Remark 3.1-Theorem 3.1 can be applied also to the problem H ε , provided that the Green function G ε is substituted by the following function:
h n (t, ε) cos(nx) cos(nξ), (3.18) 4 Estimates and properties of the series H ε
The arguments of sine functions in (3.8) are real parameters when K 1 ≤ n ≤ K 2 , with
So, if a < c and N ≡ [K 2 ] , the h n 's in (3.8) contain trigonometric functions for 1 ≤ n ≤ N and hyperbolic functions for n ≥ N + 1. Otherwise, if a > c, the trigonometric case is related only to [K 1 ] ≤ n ≤ N . This distinction is unimportant to what we are going to demonstrate; however it holds also for the Green function G 0 defined by (2.5) and related to the problem P 0 .
Let g n (x, ξ) = (2/π) sin(nx) sin(nξ) and consider the series
deduced from H ε setting formally ε ≡ 0.
In order to estimate the difference H ε − H 0 , let
with h n (t, ε) defined by (3.8). It results:
If c 0 denotes the Euler constant (c 0 ≃ 0, 5773) and k an arbitrary constant such that 0 < k < 1 , let b 2 1 = c 2 − a 2 and
Further, let c 2 ≡ (1/3) max(1, π/cb 1 ). Then one has:
, when ε is vanishing, the following estimates hold:
where θ denotes the fast time t/ε and ε c 1 (ε) vanishes with arbitrary order k < 1.
Proof-Referring to the trigonometric terms related to R 1 , defined in (4.5), by means of the Laplace transform, by (4.4) one deduces that and so
For each positive constant β , one has ln N < β N 1/β so that for β = k −1 (k < 1) the estimate (4.7) follows, with ρ and c 1 defined by (4.6). As for R 2 one has:
where the terms h n defined in (3.8) represent now hyperbolic functions (B 2 n < 0). For this it results:
h n (t, ε) ≤ t e − c 2 n 2 εn 2 +2a t ∀n ≥ N + 1 (4.14) and N + 1 ≥ 2c/ε for ε < 2(c − a). As consequence:
θ , (4.15) with θ = t/ε. At last, as b n > b 1 n, one deduces that and let b ≡ min (a, c 2 /4ε).Thus, by (4.6),(4.7),(4.8) one has
Then, the following theorem can be stated. 
where the constant γ depends only on k, a, c.
Remark 4.1-The asymptotic analysis of this section and the results of theorem 4.1 can be applied also to the function K ε defined by (3.18) and related to the problem H ε .
Conclusions
To outline a first application and to avoid too many formulae, let consider only the term depending on the source. Then, referring to the problems P ε and P 0 and putting ∆H = H ε − H 0 , it results As consequence of theorem 4.1, when ε → 0 , the following rigorous approximation holds:
where the error r is such that | r | ≤ γ 1 ||u f || ∀t ≥ 0 (5.4) and the constant γ 1 depends only by a, c, k. So, the error of the approximation is neglegible also for large t (t → ∞). ∆H(x, ξ, t − τ )F [ξ, τ, u(ξ, τ ), u τ (ξ, τ ), u ξ (ξ, τ )]dτ (5.5) must be analyzed. These applications will be dealt successively.
