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1. Formulation of the problem and the main results
Let a > 0, b > 0 andΩ = [0, a] × [0, b]. In the rectangleΩ consider the nonlinear hyperbolic equation
u(m,n) = f (x, y, u, . . . , u(m−1,0), . . . , u(0,n−1), . . . , u(m−1,n−1)) (1.1)
with the boundary conditions
u(j−1,0)(xi, y) = ϕ(j−1,0)(xi, y) (j = 1, . . . ,mi; i = 1, . . . , l1),
u(0,k−1)(x, yi) = ϕ(0,k−1)(x, yi) (k = 1, . . . , ni; i = 1, . . . , l2). (1.2)
Here
u(j,k)(x, y) = ∂
j+ku(x, y)
∂xi∂yk
(j = 0, . . . ,m; k = 0, . . . , n),
m ≥ 2, n ≥ 2, l1 ∈ {2, . . . ,m}, l2 ∈ {2, . . . , n},
l1∑
i=1
mi = m,
l2∑
i=1
ni = n, (1.3)
0 ≤ x1 < · · · < xl1 ≤ a, 0 ≤ y1 < · · · yl2 ≤ b, (1.4)
f : Ω → Rmn → R is a continuous function and ϕ ∈ Cm,n(Ω).
By Cm,n(Ω) we denote the Banach space of continuous functions u : Ω → R having continuous partial derivatives
u(i,k)(i = 0, . . . ,m; k = 0, . . . , n) endowed with the norm
‖u‖Cm,n(Ω) = max
{ m∑
i=0
n∑
k=0
|u(i,k)(x, y)| : (x, y) ∈ Ω
}
.
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By a solution of problem (1.1), (1.2) we understand a function u ∈ Cm,n(Ω) satisfying Eq. (1.1) and conditions (1.2)
everywhere onΩ .
Problem (1.1), (1.2), as well as problems considered in [1–21], is a nonclassical boundary value problem. Henceforth we
will call it the Vallée-Poussin problem, since Vallée-Poussinwas first to studied analogous problems for ordinary differential
equations (see [22]).
It should be noted that the Vallée-Poussin problem and its various particular cases for ordinary differential equations
were studied intensively (see, e.g., [23–33] and the literature quoted therein). As for the problem (1.1), (1.2), previously it
was considered only in the case, where l1 = l2 = 2, x1 = 0, x2 = a, y1 = 0 and y2 = b, i.e., when (1.2) are the Dirichlet
boundary conditions [11,12,15–17]. In the general case that problem remained practically unstudied. The present paper is
an attempt to fill the existing gap.
Set
mij = mi + 1− j+ |mi + 1− j|2 , nik =
ni + 1− k+ |ni + 1− k|
2
, (1.5)
µjk(x, y) = a
m+1−j
(m+ 1− j)!
bn+1−k
(n+ 1− k)!
l1∏
i=1
∣∣∣∣x− xia
∣∣∣∣mij l2∏
i=1
∣∣∣∣y− yib
∣∣∣∣nik . (1.6)
Theorem 1.1. Let the inequality
|f (x, y, z11, . . . , zm1, . . . , z1n, . . . , zmn)| ≤
m∑
j=1
n∑
k=1
hjk(x, y)|zjk| + h0 (1.7)
hold onΩ × Rmn, where h0 is a nonnegative constant, and hjk : Ω → [0,+∞) (j = 1, . . . ,m; k = 1, . . . , n) are continuous
functions such that
m∑
j=1
n∑
k=1
µjk(x, y)hjk(x, y) < 1 for (x, y) ∈ Ω. (1.8)
Then problem (1.1), (1.2) has at least one solution.
Along with (1.1), (1.2) consider the perturbed boundary value problem
v(m,n) = f˜ (x, y, v, . . . , v(m−1,0), . . . , v(0,n−1), . . . , v(m−1,n−1)) (1.9)
v(j−1,0)(xi, y) = ϕ˜(j−1,0)(xi, y) (j = 1, . . . ,mi; i = 1, . . . , l1),
v(0,k−1)(x, yi) = ϕ˜(0,k−1)(x, yi) (k = 1, . . . , ni; i = 1, . . . , l2), (1.10)
and introduce the following
Definition 1.1. Problem (1.1), (1.2) is called well–posed if it has a unique solution u and for any ε > 0 there exists δ > 0
such that for arbitrary functions f˜ : Ω × Rmn → R and ϕ˜ ∈ Cm,n(Ω) satisfying the conditions
|˜f (x, y, z11, . . . , zmn)− f (x, y, z11, . . . , zmn)| < δ (x, y, z11, . . . , zmn) ∈ Ω × Rmn (1.11)
and
‖ϕ˜ − ϕ‖Cm,n(Ω) < δ, (1.12)
problem (1.9), (1.10) is solvable and its arbitrary solution v satisfies the inequality
‖v − u‖Cm,n(Ω) < ε. (1.13)
Theorem 1.2. Let the inequality
|f (x, y, z11, . . . , zmn)− f (x, y, z11, . . . , zmn)| ≤
m∑
j=1
n∑
k=1
hjk(x, y)|zjk − z jk| (1.14)
hold on Ω × Rmn, where hjk : Ω → [0,+∞) (j = 1, . . . ,m; k = 1, . . . , n) are continuous functions satisfying inequality
(1.8). Then problem (1.1), (1.2) is well–posed.
Observe that it follows from the example given in Section 4 that inequality (1.8) in Theorems 1.1 and 1.2 cannot be
replaced by the following weaker one
m∑
j=1
n∑
k=1
µjk(x, y)hjk(x, y) < 1+ ε for (x, y) ∈ Ω (1.15)
no matter how small ε > 0 is.
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2. Auxiliary statements
2.1. Lemmas on a priori estimates
Along with problem (1.1), (1.2) we will need to consider the differential inequality
|u(m,n)(x, y)| ≤
m∑
j=1
n∑
k=1
hjk(x, y)|u(j−1,k−1)(x, y)| + h0 (2.1)
subject to boundary conditions (1.2), where hjk : Ω → [0,+∞) (j = 1, . . . ,m; k = 1, . . . , n) are continuous functions, h0
is a nonnegative constant, ϕ ∈ Cm,n(Ω), and mi, xi (i = 1, . . . , l1), nj, yj (j = 1, . . . , i2) are numbers satisfying conditions
(1.3) and (1.4).
We call a function u ∈ Cm,n(Ω) a solution of problem (2.1), (1.2) if it satisfies the differential inequality (2.1) and boundary
conditions (1.2) everywhere inΩ .
Below we give Vallée-Poussin type (see [22]) lemmas for functions depending on one and two variables. On the basis of
those lemmas we establish a priori estimates for solutions of problem (2.1), (1.2).
Lemma 2.1. Let p, l, pi (i = 1, . . . , l) be natural numbers, α, β , ti (i = 1, . . . , l) be real numbers, and w : [α, β] → R be a
p-times continuously differentiable function such that
l∑
i=1
pi = p, α ≤ t1 < · · · < tl ≤ β
and
w(k−1)(ti) = 0 (k = 1, . . . , pi; i = 1, . . . , l).
Then the inequalities
|w(k−1)(t)| ≤ (β − α)
p+1−k
(p+ 1− k)!
l∏
i=1
∣∣∣∣ t − tiβ − α
∣∣∣∣pik ‖w(n)‖C([α,β]) (k = 1, . . . , p)
hold on [α, β], where
pik = p+ 1− k+ |p+ 1− k|2 .
One can see the proof of this lemma in [27] (see [27, Lemma 1.9]).
Lemma 2.2. If a function u ∈ Cm,n(Ω) satisfies the boundary conditions (1.2), then the following inequalities
|u(j−1,k−1)(x, y)| ≤ (‖u(m,n)‖C(Ω) + ‖ϕ(m,n)‖C(Ω))µjk(x, y)+ |ϕ(j−1,k−1)(x, y)| (j = 1, . . . ,m; k = 1, . . . , n) (2.2)
hold true, where µjk (j = 1, . . . ,m; k = 1, . . . , n) are functions defined by (1.5) and (1.6).
Proof. Set
v(x, y) = u(x, y)− ϕ(x, y). (2.3)
According to (1.2), v satisfies the boundary conditions
v(j−1,0)(xi, y) = 0 (j = 1, . . . ,mi; i = 1, . . . , l1),
v(0,k−1)(x, yi) = 0 (k = 1, . . . , ni; i = 1, . . . , l2). (2.4)
Therefore
v(d−1,n)(xi, y) = 0 (d = 1, . . . ,mi; i = 1, . . . , l1) (2.5)
and
v(j−1,d−1)(x, yi) = 0 (j = 1, . . . ,m; d = 1, . . . , ni; i = 1, . . . , l2). (2.6)
By Lemma 2.1 and conditions (1.3) and (2.5), the function v(0,n)(·, y0) : [0, a] → R satisfies the inequalities
|v(j−1,n)(x, y0)| ≤ a
m+1−j
(m+ 1− j)!
l1∏
i=1
∣∣∣∣x− xia
∣∣∣∣mij ‖v(m,n)(·, y0)‖C([0,a])
≤ a
m+1−j
(m+ 1− j)!
l1∏
i=1
∣∣∣∣x− xia
∣∣∣∣mij ‖v(m,n)‖C(Ω) for x ∈ [0, a], (j = 1, . . . ,m) (2.7)
for any fixed y0 ∈ [0, b].
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For arbitrarily fixed x ∈ [0, a] and j ∈ {1, . . . ,m} choose y0 ∈ [0, b] in such a way that
|v(j−1,n)(x, y0)| = ‖v(j−1,n)(x, ·)‖C([0,b]).
Then by Lemma 2.1 and conditions (1.3) and (2.6), we have
|v(j−1,k−1)(x, y)| ≤ b
n+1−k
(n+ 1− k)!
l2∏
i=1
∣∣∣∣y− yib
∣∣∣∣nik |v(j−1,n)(x, y0)| for y ∈ [0, b], (k = 1, . . . , n). (2.8)
In view of (2.7) and (2.8) it is clear that the inequalities
|v(j−1,k−1)(x, y)| ≤ µjk(x, y)‖v(m,n)‖C(Ω) (j = 1, . . . ,m; k = 1, . . . , n)
hold onΩ . The latter inequalities together with identities (2.3) immediately imply estimates (2.2). 
Lemma 2.3. If (1.8) holds, then there exists a positive constant r independent of ϕ and h0 such that an arbitrary solution u of
problem (2.1), (1.2) admits the estimate
‖u‖Cm,n(Ω) ≤ r
(‖ϕ‖Cm,n(Ω) + h0) . (2.9)
Proof. First it should be noted that (1.8) implies the inequality
γ =
∥∥∥∥∥ m∑
j=1
n∑
k=1
µjkhjk
∥∥∥∥∥
C(Ω)
< 1. (2.10)
Let u be an arbitrary solution of problem (2.1), (1.2). Then by Lemma 2.1, inequalities (2.2) hold true. By (2.2) and (2.10),
(2.1) implies∣∣u(m,n)(x, y)∣∣ ≤ γ (∥∥u(m,n)∥∥C(Ω) + ∥∥ϕ(m,n)∥∥C(Ω))+ m∑
j=1
n∑
k=1
hjk(x, y)
∣∣ϕ(j−1,k−1)(x, y)∣∣+ h0 for (x, y) ∈ Ω.
Setting
γ1 = γ +
∥∥∥∥∥ m∑
j=1
n∑
k=1
hjk
∥∥∥∥∥
C(Ω)
,
from the latter inequality we get
‖u(m,n)‖C(Ω) ≤ γ ‖u(m,n)‖C(Ω) + γ1‖ϕ‖Cm,n(Ω) + h0
and, consequently,
‖u(m,n)‖C(Ω) ≤ 1+ γ11− γ
(
γ1‖ϕ‖Cm,n(Ω) + h0
)
. (2.11)
Taking into account (1.6), from (2.2) we obtain
‖u‖Cm−1,n−1(Ω) ≤ γ2
(‖u(m,n)‖C(Ω) + ‖ϕ(m,n)‖C(Ω))+ ‖ϕ‖Cm−1,n−1(Ω),
where
γ2 =
m∑
j=1
am+1−j
(m+ 1− j)!
n∑
k=1
bn+1−k
(n+ 1− k)! .
Therefore
‖u‖Cm,n(Ω) ≤ ‖u(m,n)‖C(Ω) + ‖u‖Cm−1,n−1(Ω) ≤ (1+ γ2)
(‖u(m,n)‖C(Ω) + ‖ϕ‖Cm,n(Ω)) ,
whence, according to inequality (2.11), we get estimate (2.9), where
r = (1+ γ1)
2(1+ γ2)
1− γ
is the number independent of ϕ, h0 and u. 
998 T. Kiguradze / Computers and Mathematics with Applications 59 (2010) 994–1002
2.2. Lemma on solvability of problem (1.1), (1.2)
Along with (1.1) consider the differential equation depending on the parameter λ ∈ (0, 1)
u(m,n) = λf (x, y, u, . . . , u(m−1,0), . . . , u(0,n−1), . . . , u(m−1,n−1)). (2.12)
Lemma 2.4. Let there exist a nonnegative constant ρ such that every solution u of problem (2.12), (1.2) admits the estimate
‖u‖Cm,n(Ω) ≤ ρ (2.13)
for any λ ∈ (0, 1). Then problem (1.1), (1.2) has at least one solution.
Proof. Set
fϕ(x, y, z11, . . . , zmn) = f
(
x, y, z11 + ϕ(x, y), . . . , zmn + ϕ(m−1,n−1)(x, y)
)− ϕ(m,n)(x, y).
Consider the differential equations
v(m,n) = fϕ
(
x, y, v, . . . , v(m−1,0), . . . , v(0,n−1), . . . , v(m−1,n−1)
)
(2.14)
and
v(m,n) = λfϕ
(
x, y, v, . . . , v(m−1,0), . . . , v(0,n−1), . . . , v(m−1,n−1)
)
. (2.15)
It is clear that problem (1.1), (1.2) (problem (2.12), (1.2)) is equivalent to problem (2.14), (2.4) (problem (2.15), (2.4)), and
that equality (2.3) establishes the one-to-one correspondence between the sets of solutions of those problems. Therefore,
in order to prove the lemma, it is sufficient to show the solvability of problem (2.14), (2.4).
By Theorem2.1 from [9], problem (2.14), (2.4) is solvable if there exists a nonnegative constantρ0 such that every solution
of problem (2.15), (2.4) admits the estimate
‖v‖Cm,n(Ω) ≤ ρ0 (2.16)
for any λ ∈ (0, 1).
If a function v is a solution of problem (2.15), (2.4) for some λ ∈ (0, 1), then the function u defined by (2.3) is a solution
of problem (2.12), (1.2). On the other hand, according to the conditions of the lemma, estimate (2.13) holds true. (2.3) and
(2.13) immediately imply estimate (2.16), where ρ0 = ρ + ‖ϕ‖Cm,n(Ω). 
3. Proofs of the main results
Proof of Theorem 1.1. Let r be the number appearing in Lemma 2.3 and
ρ = r (‖ϕ‖Cm,n(Ω) + h0) .
By Lemma 2.4, in order to prove the theorem it is sufficient to show that for any λ ∈ (0, 1) every solution u of problem
(2.12), (1.2) admits the estimate (2.13).
By condition (1.7), u is a solution of problem (2.1), (1.2). Hence, Lemma 2.3 and condition (1.8) imply
‖u‖Cm,n(Ω) ≤ r
(‖ϕ‖Cm,n(Ω) + h0) .
Consequently, estimate (2.13) holds true. 
Proof of Theorem 1.2. Inequality (1.7) follows from (1.14), where h0 = ‖f (·, ·, 0, . . . , 0)‖C(Ω). Consequently, all of the
conditions of Theorem 1.1 hold which guarantees solvability of problem (1.1), (1.2). Let us show that this problem has no
more than one solution. Indeed, let u and u be arbitrary solutions of problem (1.1), (1.2) and
v(x, y) = u(x, y)− u(x, y).
Then by condition (1.14), the function v is a solution of the differential inequality
|v(m,n)(x, y)| ≤
m∑
j=1
n∑
k=1
hjk(x, y)|v(j−1,k−1)(x, y)|
subject to the boundary conditions (2.4). Hence, by Lemma 2.3 and condition (1.8), we get that v(x, y) ≡ 0, i.e., u(x, y) ≡
u(x, y).
To complete the proof of the theorem we need to show that a solution u of problem (1.1), (1.2) is stable with respect to
small perturbations of f and ϕ.
Let r be the number appearing in Lemma 2.3, and ε be an arbitrary positive constant. Set
δ = ε
2r
. (3.1)
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Consider the perturbed problem (1.9), (1.10), where f˜ : Ω × Rmn → R is a continuous function and ϕ˜ ∈ Cm,n(Ω).
Moreover, f˜ and ϕ˜ satisfy the inequalities (1.11) and (1.12).
(1.7) and (1.11) yield that the function f˜ satisfies the inequality
|˜f (x, y, z11, . . . , zm1, . . . , z1n, . . . , zmn)| ≤
m∑
j=1
n∑
k=1
hjk(x, y)|zjk| + h0 + δ
onΩ ×Rmn. By Theorem 1.1, the latter inequality along with condition (1.8) guarantees solvability of problem (1.9), (1.10).
Let v be an arbitrary solution of problem (1.9), (1.10) and
w(x, y) = v(x, y)− u(x, y).
Then ∣∣w(m,n)(x, y)∣∣ = ∣∣f (x, y, u(x, y), . . . , u(m−1,n−1)(x, y))− f˜ (x, y, v(x, y), . . . , v(m−1,n−1)(x, y))∣∣
≤ ∣∣f (x, y, u(x, y), . . . , u(m−1,n−1)(x, y))− f (x, y, v(x, y), . . . , v(m−1,n−1)(x, y))∣∣
+ ∣∣f (x, y, v(x, y), . . . , v(m−1,n−1)(x, y))− f˜ (x, y, v(x, y), . . . , v(m−1,n−1)(x, y))∣∣ .
Hence according to conditions (1.11) and (1.14), there follows the inequality
|w(m,n)(x, y)| ≤
m∑
j=1
n∑
k=1
hjk(x, y)|w(j−1,k−1)(x, y)| + δ. (3.2)
On the other hand, in view of (1.2) and (1.10), we have
w(j−1,0)(xi, y) = ϕ˜(j−1,0)(xi, y)− ϕ(j−1,0)(xi, y) (j = 1, . . . ,mi; i = 1, . . . , l1),
w(0,k−1)(x, yi) = ϕ˜(0,k−1)(x, yi)− ϕ(0,k−1)(x, yi) (k = 1, . . . , ni; i = 1, . . . , l2). (3.3)
By Lemma 2.3 and conditions (1.8), (1.12) and (3.1), every solution of problem (3.2), (3.3) admits the estimate
‖w‖Cm,n(Ω) ≤ r
(‖ϕ˜ − ϕ‖Cm,n(Ω) + δ) < 2rδ = ε.
Consequently, inequality (1.13) holds. Thus well-posedness of problem (1.1), (1.2) is proved. 
4. An example
Letmi, xi (i = 1, . . . , l1), ni, yi (i = 1, . . . , l2) be numbers satisfying conditions (1.3) and (1.4). For arbitrary δ > 0 set
h1i(x; δ) =
{|x− xi|−mi for x 6∈ (xi − δ, xi + δ),
δ−mi for x ∈ (xi − δ, xi + δ);
h2i(y; δ) =
{|y− yi|−ni for y 6∈ (yi − δ, yi + δ),
δ−ni for y ∈ (yi − δ, yi + δ);
h(x, y; δ) = 1
m!n!
l1∏
i=1
h1i(x; δ)
l2∏
i=1
h2i(y; δ) (4.1)
and consider the boundary value problem
u(m,n) = λh(x, y; δ)|u| + 1, (4.2)
u(j−1,0)(xi, y) = 0 (j = 1, . . . ,mi; i = 1, . . . , l1),
u(0,k−1)(x, yi) = 0 (k = 1, . . . , ni; i = 1, . . . , l2), (4.3)
where λ is a nonnegative constant.
Proposition 4.1. If λ ∈ [0, 1), then problem (4.2), (4.3) is well–posed for any δ > 0. However, if λ > 1, then problem (4.2),
(4.3) has no solution for sufficiently small δ > 0.
Proof of Proposition 4.1. In view of (1.6) and (4.1) we have
0 ≤ h(x, y; δ)µ11(x, y) ≤ 1 for (x, y) ∈ Ω. (4.4)
Hence, by Theorem 1.2, it follows that problem (4.2), (4.3) is well–posed for any λ ∈ [0, 1).
Now consider the case where λ > 1, i.e.,
λ = 1+ ε, ε > 0. (4.5)
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By g1 denote the Green’s function of the boundary value problem
v(m) = 0; v(j−1)(xi) = 0 (j = 1, . . . ,mi; i = 1, . . . , l1),
and by g2 denote the Green’s function of the boundary value problem
w(n) = 0; w(k−1)(yi) = 0 (k = 1, . . . , ni; i = 1, . . . , l2).
Then
g(x, y, s, t) = g1(x, s)g2(y, t) for (x, y, s, t) ∈ Ω ×Ω (4.6)
is the Green’s function of the differential equation
u(m,n) = 0
subject to the boundary conditions (4.3). Consequently, if problem (4.2), (4.3) has a solution u, then it admits the
representation
u(x, y) =
∫ a
0
∫ b
0
g(x, y, s, t) (λh(s, t; δ)|u(s, t)| + 1) ds dt. (4.7)
It is well known [31] that
g1(x, s)v0(x) ≥ 0 for 0 ≤ x, s ≤ a,
g2(y, t)w0(y) ≥ 0 for 0 ≤ y, t ≤ b, (4.8)
where
v0(x) =
l1∏
i=1
(x− xi)mi , w0(y) =
l2∏
i=1
(y− yi)ni .
Set
u0(x, y) = 1m!n!v0(x)w0(y).
Then by equalities (1.6), (4.6) and conditions (4.8), we have
µ11(x, y) ≡ |u0(x, y)| (4.9)
and
g(x, y, s, t)u0(x, y) ≥ 0 for (x, y) ∈ Ω, (s, t) ∈ Ω. (4.10)
On the other hand, by Lemma 1.2 from [27], there exists a positive constant γ such that
|g(x, y, s, t)| ≤ γµ11(x, y) for (x, y) ∈ Ω, (s, t) ∈ Ω. (4.11)
It is clear that u0 is the unique solution of the differential equation
u(m,n) = 1
subject to the boundary conditions (4.3). Therefore
u0(x, y) =
∫ a
0
∫ b
0
g(x, y, s, t) ds dt.
Hence, taking into account (4.9) and (4.10), we get∫ a
0
∫ b
0
|g(x, y, s, t)| ds dt ≡ µ11(x, y). (4.12)
Introduce the following notations:
I1(δ) =
l1⋃
i=1
(xi − δ, xi + δ) ∩ [0, a], I2(δ) =
l2⋃
i=1
(yi − δ, yi + δ) ∩ [0, b],
Ω0δ = (I1(δ)× [0, b]) ∪ (([0, a] \ I1(δ))× I2(δ)) , Ωδ = Ω \Ω0δ.
It is clear that
|Ω0δ| ≤ (mb+ n a)δ, (4.13)
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where |Ω0δ| is the area ofΩ0δ . Moreover, ifΩδ 6= ∅, then by equality (4.1) we have
h(x, y; δ)µ11(x, y) = 1 for (x, y) ∈ Ωδ. (4.14)
Our goal is to show that problem (4.2), (4.3) has no solution if along with (4.5) the following condition holds
γ (mb+ na)δ ≤ ε
1+ ε . (4.15)
Assume the contrary that problem (4.2), (4.3) has a solution u. Then representation (4.7) is valid. Setting
ρ = inf {|u(x, y)|/µ11(x, y) : (x, y) ∈ Ω, x 6= xi (i = 1, . . . , l1), y 6= yj (j = 1, . . . , l2)} ,
and taking into account (4.5) and (4.10), from (4.7) we obtain
|u(x, y)| =
∫ a
0
∫ b
0
|g(x, y, s, t)| ((1+ ε)h(s, t; δ)|u(s, t)| + 1) ds dt
≥ ρ(1+ ε)
∫ a
0
∫ b
0
|g(x, y, s, t)|h(s, t; δ)µ11(s, t) ds dt +
∫ a
0
∫ b
0
|g(x, y, s, t)| ds dt.
Hence, in view of (4.12) and (4.14), it follows that
|u(x, y)| ≥ ρ(1+ ε)
∫∫
Ωδ
|g(x, y, s, t)| ds dt + µ11(x, y) for (x, y) ∈ Ω. (4.16)
On the other hand, according to conditions (4.11)–(4.13) and (4.15), we have∫∫
Ωδ
|g(x, y, s, t)| ds dt =
∫ a
0
∫ b
0
|g(x, y, s, t)| ds dt −
∫∫
Ω0δ
|g(x, y, s, t)| ds dt
≥ µ11(x, y)− γ |Ω0ρ |µ11(x, y) ≥ (1− γ (mb+ na)δ)µ11(x, y)
≥ µ11(x, y)
1+ ε for (x, y) ∈ Ω.
Therefore from (4.16) we get
|u(x, y)| ≥ µ11(x, y)(ρ + 1) for (x, y) ∈ Ω
and, consequently,
ρ ≥ ρ + 1.
The obtained contradiction proves that problem (4.2), (4.3) has no solution. 
In view of (4.4) the function
f (x, y, z11, . . . , zmn) = (1+ ε)h(x, y; δ)|z11| + 1
satisfies the condition (1.14), where
h11(x, y) ≡ (1+ ε)h(x, y; δ), hjk(x, y) ≡ 0 for j+ k > 2.
However, by (4.4), instead of (1.8) inequality (1.15) holds true. On the other hand, by Proposition 4.1, problem (1.1), (1.2)
has no solution for sufficiently small δ > 0 and ϕ(x, y) ≡ 0.
Consequently, in Theorems 1.1 and 1.2 condition (1.8) is optimal in the sense that it cannot be replaced by condition
(1.15) no matter how small ε > 0 is.
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