A consequence of the Cheeger-Gromoll splitting theorem states that for any open manifold (M, x) of nonnegative Ricci curvature, if all the minimal geodesic loops at x that represent elements of π 1 (M, x) are contained in a bounded ball, then π 1 (M, x) is virtually abelian. We generalize the above result: if these minimal representing geodesic loops of π 1 (M, x) escape from any bounded metric balls at a sublinear rate with respect to their lengths, then π 1 (M, x) is virtually abelian.
From the definition, it is clear that E(M, x) ≤ 1/2. For open manifolds as warped products [0, ∞)× f S p−1 × h N , where N is a closed manifold with an infinite fundamental group, we can estimate their escape rates and see that E(M, x) is determined by the decay rate of the warping function h (see Appendix B) .
When E(M, x) = 0, the minimal representing geodesic loops of π 1 (M, x) either escape from bounded balls at a sub-linear rate with respect to their lengths, or they are all contained in a bounded ball. It can be shown that whether E(M, x) is zero does not depend on the choice of x ∈ M (see Corollary 3.7).
We state the main theorem of this paper.
Theorem A. Let (M, x) be an open n-manifold of Ric ≥ 0. If E(M, x) = 0, then π 1 (M, x) is virtually abelian.
The converse of Theorem A is not true (see Appendix B). In general, an open manifold of Ric ≥ 0 may not have a virtually abelian fundamental group. Wei showed that any finitely generated torsion-free nilpotent group can be realized as the fundamental group of an open manifold of positive Ricci curvature [Wei] . Based on Wei's construction, Wilking generalized this result to any finitely generated nilpotent group [Wilk] .
Regarding the general structure of fundamental groups of open manifolds with Ric ≥ 0, Milnor showed that any finitely generated subgroup of π 1 (M, x) has polynomial growth [Mil] . Combined with Gromov's work [Gro1] , such a subgroup must be virtually nilpotent. See [KW] for the index bound on the nilpotent subgroup. We mention that it is not difficult to show that E(M, x) < 1/2 implies the finite generation of π 1 (M, x) (see Lemma 2.1).
The contra-positive of Theorem A gives a geometric characterization of open manifolds with Ric ≥ 0 and non-virtually-abelian fundamental groups: if π 1 (M, x) contains a torsion-free nilpotent non-abelian subgroup, then E(M, x) > 0, that is, there is a sequence γ i ∈ π 1 (M, x) such that |γ i | → ∞ and d H (x, c γi ) is proportional to the length of c γi (also see Question 3.13). This also explains why we cannot use certain warping functions to construct an open manifold as a warped product with Ric ≥ 0 and a torsion-free nilpotent non-abelian fundamental group (see Appendix B) .
We briefly explain the strategy to prove Theorem A. The principle is, when viewing ( M ,x, Γ) from afar, we cannot distinguish the bounded case (sup γ∈Γ d H (x, c γ ) is finite) and the sublinear case (E(M, x) = 0). To illustrate this approach rigorously, we study the asymptotic geometry of ( M ,x, Γ) via equivariant Gromov-Hausdorff convergence [FY] :
where r i → ∞ and G acts isometrically and effectively on Y . The limit space (Y, y, G) above is called an equivariant asymptotic cone of ( M , Γ). We prove the following theorem on the relations between E(M, x) and any equivariant asymptotic cone of ( M , Γ).
Theorem 0.2. Let (M, x) be an open manifold of Ric ≥ 0. Then the following statements are equivalent:
(1) E(M, x) = 0;
(2) the orbit Γ ·x is weakly asymptotically geodesic;
(3) for any equivariant asymptotic cone (Y, y, G) of ( M , Γ), the orbit G·y is geodesic in Y ; (4) for any equivariant asymptotic cone (Y, y, G) of ( M , Γ), the orbit G·y is geodesic in Y and is isometric to a standard Euclidean space.
The notion weakly asymptotically geodesic in (2) will be introduced later in Section 2. This extends and is inspired by the notion asymptotically geodesic (see Section 1.2).
The technical part of Theorem 0.2 is to prove (3)⇒(4). Two ingredients are crucial in this part. The first one is the Cheeger-Colding splitting theorem [CC1] , which is a substantial generalization of the Cheeger-Gromoll splitting theorem to the case of Ricci limit spaces. With this splitting theorem, we can reduce the orbit G · y to a metric product R k × Z, where Z is compact (see Lemma 3.2). The second one is a critical rescaling argument, which was first developed in [Pan1] by the author, to rule out the compact factor Z in G · y. The geometric intuition behind the argument here is quite different from the one in [Pan1] (see Remark 3.5 for explanations).
To deduce Theorem A from Theorem 0.2, we further consider a nilpotent subgroup N of Γ of finite index. Note that the existence of such a subgroup of is guaranteed by [Mil, Gro1] . We consider the convergence
Combined with Theorem 0.2, we show that the limit group H acts translations in the Euclidean factor of Y (See Corollary 3.11). Back to the geometry of ( M ,x, Γ), this implies that any element γ ∈ N with large displacement atx acts almost as a translation atx, that is,
Applying an argument in [Pan2, Section 4] , the virtually abelian structure follows. We organize the paper as follows. In Section 1, we go through some preliminaries and background. We prove Theorem 0.2 (1)⇒(2)⇒(3) in Section 2. Then we finish the proof of Theorem 0.2 and Theorem A in Section 3. Appendix A includes a proof of the bounded case by the Cheeger-Gromoll splitting theorem. In Appendix B, we estimate the escape rates of some known and new examples of open manifolds with positive Ricci curvature.
Preliminaries

Gromov-Hausdorff convergence and asymptotic cones
Let (M, x) be an open manifold of Ric ≥ 0. For any sequence r i → ∞, passing to a subsequence if necessary, we obtain the following pointed Gromov-Hausdorff convergence [Gro2] :
. We call the above (Z, z) an asymptotic cone of M , or a tangent cone of M at infinity. The limit space (Z, z) in general is not unique; in other words, it may depend on the scaling sequence r i [CC2] . (Z, z) does not depend on the base point x.
Cheeger and Colding [CC1] proved a splitting theorem for Ricci limit spaces that comes from a sequence of complete manifolds with Ric ≥ −ǫ i → 0, which substantially generalizes the Cheeger-Gromoll splitting theorem. In the context of asymptotic cones of open manifolds with Ric ≥ 0, we obtain the following result.
be an open manifold of nonnegative Ricci curvature and let (Z, z) be an asymptotic cone of (M, x). Suppose that Z contains a line, then Z splits isometrically as R × Z ′ , where Z ′ is a length metric space.
To study the asymptotic geometry of π 1 (M, x)-action on the Riemannian universal cover ( M ,x), we use the equivariant Gromov-Hausdorff convergence, which was introduced by Fukaya and Yamaguchi [FY] . Let r i → ∞, we can always obtain a convergent subsequence as below.
We call (Y, y, G) an equivariant asymptotic cone of ( M , Γ). The limit group G is a Lie group [CC3, CN] that acts isometrically and effectively on Y . Z is isometric to the quotient space Y /G [FY] .
Asymptotically geodesic metrics
Part of the work in this paper is motivated by the following concept in geometric group theory (see [Pansu, (34) ]):
Definition 1.2. Let Γ be a finitely generated group with a left invariant metric ρ. We say that (Γ, ρ) is asymptotically geodesic, if for any ǫ > 0, there is s = s(ǫ) > 0 such that for any γ ∈ Γ, we can find a word
and ρ(e, γ j ) ≤ s for all j.
For instance, any word metric on Γ is asymptotically geodesic by choosing s(ǫ) = 1 for all ǫ > 0.
For a Riemannian manifold (M, x), since Γ = π 1 (M, x) acts on the Riemannian universal cover M freely and isometrically, we can define a natural left-invariant metric on Γ from its orbit atx, that is,
It is well-known that when M is closed, ρ is asymptotically geodesic and is bi-Lipschitz equivalent to any word metric on Γ (see [Pansu, (34)] ).
When Γ has polynomial growth, Gromov proved that for any sequence r i → ∞, the rescaled sequence (r −1 i Γ, ρ, e) is precompact in the pointed Gromov-Hausdorff topology [Gro1] . Consequently, (Γ, ρ) has asymptotic cones as length metric spaces. See [Pansu] for the detailed descriptions of these asymptotic cones.
For an open manifold (M, x), if sup γ∈Γ d H (x, c γ ) is finite, then it is not difficult to see that the corresponding (Γ, ρ) is asymptotically geodesic as well. We will define a notion called weakly asymptotic geodesic below that extends Definition 1.2 and corresponds to the sublinear case E(M, x) = 0 (see Definition 2.2).
Geodesic orbit in the asymptotic cone
In this section, we introduce the notion weakly asymptotically geodesic and show that (1)⇒(2)⇒(3) in Theorem 0.2.
Lemma 2.1. If π 1 (M, x) is not finitely generated, then E(M, x) = 1/2.
Proof. If π 1 (M, x) is not finitely generated, then one can choose a sequence of generators {γ 1 , ...γ i , ..} such that c i , the minimal representing geodesic loop of γ i is minimal up to halfway [Sor, Lemma 5] . In other words, each γ i satisfies
The result follows immediately.
It is conjectured by Milnor that π 1 (M, x) is always finitely generated when M has nonnegative Ricci curvature [Mil] .
Definition 2.2. Let Γ be a finitely generated group with a left invariant metric ρ. We say that (Γ, ρ) is weakly asymptotically geodesic, if there is a function s(ǫ, R) with the properties below:
(1) for every fixed ǫ, R/s(ǫ, R) → ∞ as R → ∞;
(2) for any ǫ > 0, R > 0 and any γ ∈ Γ with ρ(e, γ) = R, we can find a word N j=1 γ j = γ such that 
It is clear that E(M, x) = 0 implies that D(R)/R → 0 as R → ∞. Let ǫ > 0. We define s(ǫ, R) = 2(ǫ −1 + 1)D(R).
For any fixed ǫ > 0, R/s(ǫ, R) → ∞ as R → ∞.
Let γ ∈ Γ with R = ρ(e, γ). If R ≤ s(ǫ, R), condition (2) in Definition 2.2 holds trivially. We assume that R > s(ǫ, R) below. Let c be a minimal geodesic loop based at x that represents γ. c is contained in B D(R) (x). Lifting c to the universal cover ( M ,x), we obtain a minimal geodesicc fromx to γx contained in π −1 (B D(R) (x)) and of length R, where π : M → M is the covering map. Re-parameterizec if necessary, we assume thatc : [0, R] → M is of unit speed. We choose a series of points
It is clear that
.
This completes the proof.
Definition 2.4. Let (X, d) be a length metric space and let Z be a closed subset of X. We say that Z is geodesic in X, if the intrinsic metric on Z coincides with the extrinsic one; in other words, for any z 1 , z 2 ∈ Z, there is a minimal geodesic connecting them that is contained in Z.
Proposition 2.5. Let (M, x) be an open n-manifold of Ric ≥ 0. If the orbit Γ ·x on the universal cover is weakly asymptotically geodesic, then for any equivariant asymptotic cone (Y, y, G) of ( M , Γ), the limit orbit G · y is geodesic in Y .
Proof. By the homogeneity of the orbit of G · y, it suffices to show that for any ǫ, δ > 0 and any g ∈ G that does not fix y, there is a word
Let r i → ∞ such that (r −1 i M ,x, Γ) converges to (Y, y, G) in the equivariant pointed Gromov-Hausdorff sense. We can find γ i ∈ Γ converges to g associated to the above sequence. Let
Combining the above with ρ(e, g i,j ) ≥ δr i /2, we have
Passing to a subsequence of (r −1 i M ,x, Γ) if necessary, we can assume that all K i are the same, denoted as K. For each j = 1, ..., K, {g i,j } i sub-converges some element
Euclidean orbit in the asymptotic cone
We prove (3)⇒(4)⇒(1) in Theorem 0.2 and then Theorem A in this section.
in particular, N is a product metric.
Proof. We denote l(t) = (tv, y) as an arbitrary unit speed line in the slice R k × {y}, where v is some unit vector in R k . Because N is geodesic, for any point z ∈ Z and any point l(t) on the line, we can draw a unit speed minimal geodesic σ z t (s) in N from z to l(t). As t → ∞, σ z t sub-converges to a unit speed ray σ z ∞ (s) starting at z of the form (sv, z) 
where v is of unit length. By drawing minimal geodesics from (t 0 v, y ′ ) to points on l(t) = (tv, y) with s < 0 and passing to a convergent subsequence, we obtain a ray s → ((t 0 − s)v, y ′ ) that is contained in N . As this ray passes through {0} × Y , we see that (0, y ′ ) ∈ Z.
With Lemma 3.1 above and the Cheeger-Colding splitting theorem, we show that a geodesic orbit G · y must be a product of R k and a compact space.
Proof. If G · y is compact, the conclusion holds trivially. We assume that G · y is non-compact. We pick any point q ∈ G · y different from y. Because G · y is geodesic in Y , there is a minimal geodesic c q that is contained in G · y and connects y to q. Let m be the midpoint of c q , and let h ∈ G such that hy = m. Then h −1 • c q is a minimal geodesic contained in G · y of midpoint y and length R = d(y, q). For a sequence q i ∈ G · y with R i = d(y, q i ) → ∞, the above process gives a sequence of minimal geodesics in G · y with the same midpoint y and length R i → ∞. This sequence of minimal geodesics sub-converges to a line in G · y, which is also a line in Y . By the Cheeger-Colding splitting theorem [CC1] , Y splits isometrically as R × Y 1 . By Lemma 3.1, G · y splits isometrically as R × Z 1 as well.
If Z 1 is non-compact, we can apply the above argument and Lemma 3.1 again to split G · y isometrically as R 2 × Z 2 . Repeating this process, eventually we obtain the desired statement.
Next we rule out the compact factor Z in the orbit G · y = R k × Z. To achieve this, we will consider the set of all the equivariant asymptotic cones of ( M , Γ) as a whole, denoted as Ω( M , Γ). The following fact is well-known (see [Pan1, Section 2.1] for a proof). We rule out the compact factor by applying a critical scaling argument, which relies on Proposition 3.3 implicitly. See Remark 3.5 after the proof for differences between the argument here and the one in [Pan1] , where this kind of argument was first introduced.
Then there is an integer k such that G · y is isometric to the standard Euclidean R k for any (Y, y, G) ∈ Ω( M , Γ).
Proof. It suffices to prove that for any space (Y, y, G) ∈ Ω( M , Γ), the orbit G · y is Euclidean, then the uniformity of the dimension follows from Proposition 3.3.
We argue by contradiction. By Lemma 3.2, this means that there is an equivariant asymptotic cone (Y, y, G) ∈ Ω( M , Γ) such that the orbit G · y is isometric to R k × Z, where Z is a compact length metric space but not a single point. We apply a blow-down process and a blow-up one to (Y, y, G): for j → ∞,
It is clear that that G 2 · y 2 is isometric to R k , because G · y is isometric to a metric product of R k and a compact Z. For (Y 1 , y 1 , G 1 ), G 1 · y 1 splits off at least an Euclidean R k+1 -factor. In fact, taking a minimal geodesic in {0} × Z ⊂ G · y starting at y, through the scaling (jY, y, G), this segment subconverges to a ray in G 1 · y 1 ⊂ Y 1 . Thus G 1 · y 1 is isometric to R k × Z 1 for some non-compact Z 1 . It follows from Lemma 3.2 that G 1 · y 1 must split off R k+1 isometrically.
By a standard diagonal argument, both spaces (Y 1 , y 1 , G 1 ) and (Y 2 , y 2 , G 2 ) above belong to Ω( M , Γ). Hence there are sequences s i and r i → ∞ such that
Passing to a subsequence, we can assume that
We look for a suitable intermediate rescaling l i → ∞ and a contradiction in the corresponding limit of (l i N i , q i , Γ i ). For each i, we consider a set of scales as below:
, (W, w, H)) ≤ 1/100 for some space (W, w, H) ∈ Ω( M , Γ) such that H · w is isometric to a standard Euclidean space of dimension at most k}.
Recall that (Y 2 , y 2 , G 2 ) has an orbit G 2 · y 2 isometric to R k , thus t i ∈ L i for all i sufficiently large. We choose l i ∈ L i with inf L i ≤ l i ≤ inf L i + 1/i, which are the critical scales.
Claim 1: l i → ∞. Suppose the contrary, then l i subconverges to some l < ∞. For this subsequence, we have
On the other hand, recall that in (Y 1 , y 1 , G 1 ), the orbit G 1 · y 1 splits off R k+1 isometrically. After a scaling of l, this property holds in (lY 1 , y 1 , G 1 ) as well. However, such an orbit in (lY 1 , y 1 , G 1 ) cannot be 1/10-close to H i · w i in the pointed Gromov-Hausdorff sense, because H i · w i is an Euclidean space of dimension at most k. This contradiction leads to claim 1.
As indicated, in the next step we will consider the convergent sequence
and find a contradiction in the above limit space. We recall that
is an equivariant asymptotic cone of ( M ,x) as well.
Claim 2: In (Y ′ , y ′ , G ′ ), the orbit G ′ · y ′ splits off isometrically a Euclidean factor of dimension at most k. The argument is very similar to the one that we just applied in claim 1. Because the above convergence and l i ∈ L i , there is some space (W, w, H) with the property in the definition of L i such that
If the orbit G ′ · y ′ splits off a Euclidean factor of dimension k + 1, then G ′ · y ′ cannot be close to H · w, which is a Euclidean space of dimension at most k. This proves claim 2.
By Lemma 3.2, the orbit G ′ · y ′ is isometric to a product metric R m × Z ′ , where Z ′ is a compact length metric space. It follows from claim 2 that m ≤ k.
If Z ′ is a single point, we consider the sequence
In the new limit space (2 −1 Y ′ , y ′ , G ′ ), G ′ ·y ′ is isometric to R m as well. Since m ≤ k, this shows that l i /2 ∈ L i for i sufficiently large, which contradicts our choice of l i being close to inf L i . If Z ′ is not a single point, we make use of an asymptotic cone of (Y ′ , y ′ , G ′ ):
′ )) ≤ 1/100 for all i sufficiently large. It follows that l i /J ∈ L i for i large and we end in a contradiction with the choice of l i again.
We have ruled out all the possibilities of (Y ′ , y ′ , G ′ ). This completes the proof.
Remark 3.5. We compare the critical scaling argument above to the one in [Pan1] .
Besides other details, one major difference is when arranging the order of a sequence and its rescaling sequence. Here we have the sequences
arranged so that G 1 · y 1 being strictly larger than G 2 · y 2 ; while in [Pan1] , G 2 is strictly larger than G 1 (see proof of Proposition 3.5 in [Pan1] for instance). Note that both limit spaces are in Ω( M , Γ), so one can arrange any one of the space to be the limit of the (N i , q i , Γ i ) and the other one to be the limit of the rescaling sequence. If one change the order in these proofs, then both arguments actually would not end in the desired contradiction.
There are reasons behind this. We explain the geometric intuitions involved. Since Ω( M , Γ) is connected, one may think of an ǫ-chain connecting two spaces (Y 1 , y 1 , G 1 ) and (Y 2 , y 2 , G 2 ); moreover, each element in the chain is ǫ-close to a blow-up (scale by a number that is slightly larger than 1) of the previous one.
Here, we have the assumption that each space in Ω( M , Γ) has a geodesic orbit at the base point. If one arranges G 2 · y 2 = R k as the limit of (N i , q i , Γ i ) and G 1 · y 1 = R k+1 as the limit of (t i N i , q i , Γ i ), then a possible ǫ chain involving a gradual blow-up process could exist as described below. First, grow a small S 1 factor on R k , then this small factor becomes larger and larger, and eventually, we see R k+1 . The existence of such a chain indicates that if we arrange the sequences in this way, then we would not end in a contradiction. If one arranges the sequence as in the proof, one cannot think of a chain with a gradual blow-up process that changes the orbit from R k+1 to R k while assuming all the spaces in this chain have geodesic orbits.
In [Pan1] , taking proof of Proposition 3.5 for instance, we have the property that small groups cannot grow out of nowhere ([Pan1, Lemma 3.3] ). This eliminates the existence of a gradual blow-up process that changes from a trivial action to a nontrivial one. Other critical scaling arguments in [Pan1] have a similar, though more complicated, logic behind the arrangements.
Next, we complete the proof of Theorem 0.2.
Proof of Theorem 0.2. We have shown (1)⇒(2) as Proposition 2.3, (2)⇒(3) as Proposition 2.5, and (3)⇒(4) as Proposition 3.4. It remains to prove that (4)⇒(1).
Suppose that E(M, x) = δ > 0. By the definition of E(M, x), this means that we can find a sequence γ i ∈ Γ with the properties below: (i) r i = d(γ ix ,x) → ∞, (ii) there is a minimal geodesic loop c i based at x representing γ i , such that c i is not contained in B δri/2 (x).
Lifting c i to ( M ,x), we obtainc i as a minimal geodesic fromx to γx. By the property (ii) above,c i is not contained in π −1 (B δri/2 (x)), where π : M → M is the covering map. We consider the convergence
It is clear that d(gy, y) = 1. By assumption, G · y is a standard Euclidean space. With respect to this convergent sequence,c i subconverges to a minimal geodesic σ from y to gy. Moreover, σ is not contained in π −1 (B 1/3 (z) ). On the other hand, by hypothesis, the unique minimal geodesic from y to gy is contained in G·y = π −1 (z). We result in a contradiction. Therefore, E(M, x) = 0. Proof. We write Γ x and Γ y as π 1 (M, x) and π 1 (M, y) respectively. Let π : M → M be the covering map and letx ∈ π −1 (x),ỹ ∈ π −1 (y). Note that both the orbits Γ x ·x and Γ y ·x are identified as π −1 (x). For any sequence r i → ∞, Γ x ·x = Γ y ·x converges to a geodesic subset in the asymptotic cone (Y, y) of M . Because Γ y ·ỹ converges to the same limit orbit, we see that statement (3) of Theorem 0.2 holds for ( M , Γ y ). It follows from Theorem 0.2 that E(M, y) = 0.
In [Pan1, Pan2] , the author proved that if M satisfies certain stability condition at infinity (see [Pan1, Definition 1 .1] and [Pan2, Definition 0.1]), then the limit orbit in the asymptotic cone of M that comes from a nilpotent group action is always Euclidean. Together with Theorem 0.2, we conclude the following: Proof. Let N be a nilpotent subgroup of Γ = π 1 (M, x) with finite index. In [Pan1, Pan2] , it was shown that under either assumption, for any r i → ∞, the equivariant asymptotic cone of ( M , N )
satisfies that H · y is a Euclidean factor R k in Y . For the corresponding equivariant asymptotic cone of ( M , Γ):
since N has finite index in Γ, it follows that
where G 0 is the identity component subgroup of G. By Theorem 0.2, we conclude that E(M, x) = 0.
We conjecture that Corollary 3.7 can be extended to manifolds whose universal covers have Euclidean volume growth. Also see [Pan2, Conjecture 0.2] . We prove Theorem A in the remaining of this section. We recall the following lemma about elements in a nilpotent subgroup of Isom(R l ). See [Pan2, Lemma 2.4] for a proof.
Lemma 3.9. Let G be a nilpotent subgroup of Isom(R l ) . Let (A, x) and (B, y) be two elements of G . Then (A, x) and (B, y) commutes if and only if A and B commutes.
We derive a result on the transitive nilpotent group actions on R l . Lemma 3.10. Let H be a closed nilpotent subgroup of Isom(R l ). Suppose that H-action is transitive on R l , then H = R l acts as translations.
Proof. We first prove the statement when H is a closed abelian subgroup. We know that H is isomorphic to R m × T × F , where m is an integer, T is a torus, and F is a discrete abelian group. Because H acts transitively on R l , it follows that m = l and H/Iso 0 (H) is diffeomorphic to R l , where Iso 0 (H) is the isotropy subgroup at 0 ∈ R l . We claim that Iso 0 (H) is trivial. Recall that any isometry of R l can be written as (A, v) for some A ∈ O(l) and v ∈ R l . Let (A, 0) be an element of Iso 0 (H).
Since H acts transitively, for any v ∈ R l , there is (B, v) ∈ H that moves 0 to v. By direct calculation, the fact that (A, 0) and (B, v) commutes implies that Av = v.
Since v is arbitrary in R l , we conclude that A = I. This verifies the statement when H is abelian.
For the nilpotent case, let
be the projection map. Let (M, x) be an open manifold of Ric ≥ 0 and E(M, x) = 0. Let N be a nilpotent subgroup of π 1 (M, x) with finite index. Then for any equivariant asymptotic cone (Y, y, H) of ( M ,x, N ), the following holds:
(1) H · y is isometric to a standard Euclidean space R l ;
(2) H acts on H · y as translations.
Proof.
(1) For a sequence r i → ∞, we have
Since N has finite index in Γ and the orbit G · y is isometric to R l (in particular, it is connected), it follows that G · y = G 0 · y = H · y.
(2) Note that H is nilpotent. The result follows directly from (1) and Lemma 3.10.
Proof of Theorem A. With Corollary 3.11 in hand, the remaining proof is essentially Section 4 of [Pan2] . We give a sketch here, with all the details can be found in [Pan2] .
By [Mil, Gro1] , Γ contains a nilpotent subgroup N of finite index. To prove that Γ is almost abelian, it suffices to find an abelian subgroup of N with finite index.
The first step is showing that |γ 2 | ≥ 1.9 · |γ| holds for all γ ∈ N with large displacement, where |γ| = d(γx,x); in other words, γ acts as an almost translation atx. Suppose the statement is not true, then we can find a contradicting sequence γ i ∈ N with |γ 2 i | < 1.9 · |γ i |. Put r i = |γ i | → ∞ and consider the convergent sequence
A contradiction would arise here since h satisfies d(h 2 y, y) ≤ 1.9d(hy, y) but Corollary 3.11 has h acting as a translation at y.
Next, for a left-invariant distance function on a nilpotent group N with the above almost translation property for elements with large displacement, it can be shown inductively that [N, N ] must a finite group (see proof of Lemma 4.7 in [Pan2] ). It follows from a fact from the group theory that Z(N ), the center of N , must have finite index in N (see proof of Theorem 4.1 in [Pan2] ).
Remark 3.12. We can start with a normal nilpotent subgroup N of Γ in the proof. Then the abelian subgroup Z(N ) obtained above is normal in Γ.
We end the main part of this paper with a question (also see Remark B.8). As mentioned in the introduction, it follows from the Cheeger-Gromoll splitting theorem that if sup γ∈Γ d H (x, c γ ) is finite, then π 1 (M, x) is virtually abelian. This result is well-known to experts, but we cannot find a proof in the literature, so we include a proof here for readers' convenience.
where K is a compact Lie group. Then Γ is virtually abelian.
Proof. We first prove the case that K is trivial. We consider the group homomorphism
Let H be the closure of π(Γ) in O(k). H is a compact nilpotent Lie group. Its identity component H 0 has finite index in H. Moreover, because H 0 is connected and nilpotent, it must be a torus. Therefore, by Lemma 3.9, π −1 (H 0 ) is an abelian subgroup of finite index in Γ.
For the general case, let
be the natural projections. We have shown that p 2 (Γ) has an abelian subgroup A 2 of finite index. For p 1 (Γ), its closure is a compact nilpotent subgroup of K. By taking its identity component as in the first paragraph, it follow that p 1 (Γ) has an abelian subgroup A 1 of finite index. Then Γ ∩ (A 1 × A 2 ) is the desired abelian subgroup of finite index in Γ.
Proof of Proposition A.1. From the Cheeger-Gromoll splitting theorem [CG1] , M splits isometrically as R k × Z, where Z does not contain any line. Since isometries take lines to lines, the isometry group of M splits as
Let q : Isom( M ) → Isom(Z) be the natural projection. We writex = (0, z).
We claim that {q(γ)·z|γ ∈ Γ} is bounded in Z. Suppose the contrary, then there is a sequence γ i ∈ Γ such that d Z (z, q(γ i ) · z) → ∞. For each i, letc i : [0, l i ] → M be a unit speed minimal geodesic fromx to γ ix . Let π : M → M be the covering map. By hypothesis,c i is contained in π −1 (B R (x)) for all i, where
• c i is a sequence of minimal geodesics with whose midpoints are at most R away fromx. Projecting these minimal geodesics β −1 i • c i to the Z-factor, we obtain a sequence of minimal geodesics with length equal to d Z (z, q(γ i ) · z) → ∞ and midpoints being at most R away from z. Passing to a subsequence, we result in a line of Z. A contradiction. This verifies the claim.
The claim implies that q(Γ) is pre-compact in Isom(Z). Let K be its closure in Isom(Z). By [Mil, Gro1] , Γ contains a nilpotent subgroup N of finite index. Then N is a subgroup of Isom(R k ) × K. The result follows directly from Lemma A.2.
Appendix B. Examples and their escape rates
We estimate the escape rates of some known and new examples of open manifolds as warped products [0, ∞) × f S p−1 × N r with Ric > 0. We do not seek the most general statements or the most effective estimates here. [Nab] . Later, Bergery generalized Nabonnands method and constructed a double warped product M = [0, ∞) × f S p−1 × h N of Ric M > 0 for any closed manifold N of Ric N ≥ 0 [Ber] . Note that in these examples, because M is diffeomorphic to R p × N and N admits a metric of nonnegative Ricci curvature, π 1 (M ) = π 1 (N ) is virtually abelian.
We write the double warped product on M = [0, ∞) × f S p−1 × h N as
where ds 2 is the standard metric on the unit sphere S p−1 and g 0 is a metric on N . At r = 0, f and h satisfies
In these constructions, h is strictly decreasing and satisfies h = (f ′ ) 1/q , where q = dim(N ). The function f is not explicit, as the solution to a differential equation. f has f ′ > 0 but also the freedom to satisfy f ′ → 0 or f ′ → c > 0 as r → ∞ (see [Ber] ). When f ′ → c > 0, the diameter of N converges to some positive constant as r → ∞.
Proposition B.2. Let M = [0, ∞)× f S p−1 × h S 1 be a double warped product metric as above. Let p : M → R p be the natural projection. Fix a reference point y ∈ S 1 . Let x = (0, y) ∈ M , where 0 ∈ R p , and S 1 (r) be a copy of S 1 at distance r. Suppose that diam(S 1 (r)) is strictly decreasing with a positive limit, then E(M, x) = 0.
Proof. Let δ(r) be the length of the circle S 1 (r) with metric h(r) 2 g 0 . By assumption, δ(r) = c + ǫ(r) for some strictly decreasing function ǫ(r) → 0 and some c > 0. For each positive integer l, we choose r l > 0 such that 2r l = l · ǫ(r l ).
Note that r l /l → 0. Let σ l be a loop based at x constructed as below: first go along a minimal geodesic from x to y ∈ S 1 (r l ), then go around S 1 (r l ) l times, then go back to x along a minimal geodesic. By construction, σ l has length(σ l ) = lc + lǫ(r l ) + 2r l = lc + 4r l .
Let c l be a minimal geodesic loop at x representing the class of σ l in π 1 (M, x) and let R l = d H (x, c l ). We consider a map F from M to a cylinder [0, ∞) × S 1 with a product metric:
where the metric on the S 1 -factor has length c. It is clear that F is a Lipschitz map. F (c l ) is a loop contained exactly in [0, R l ] × S 1 . As a loop based at a point in {0} × S 1 that touches {R l } × S 1 and also warps the circle l times, we can give a lower bound on the length of F (c l ): [Wei] . We briefly recall this construction as below. Let N be a simply connected nilpotent Lie group. Note that N does not admit a metric of nonnegative Ricci curvature, but it admits one of almost nonnegative sectional curvature. Let {X 1 , ..., X n } be a triangular basis of the Lie algebra of N , that is, [X j , X] ∈ l j−1 for all X ∈ Lie( N ), where l j is spanned by X 1 ,..,X j−1 . We define a family of left-invariant metrics g r on N by setting {X i } to be orthogonal and ||X i || r = h i (r) = (1 + r 2 ) −αi , where α n = α > 0 and 2α i − 4α i+1 = 1 for 1 ≤ i ≤ n − 1. Let Γ be a lattice of N , then N = N /Γ endows a family of metrics g r such that
Ric(g r ) ≥ − c 1 + r 2 , where c > 0. Denote (N, g r ) as N r . Then M = [0, ∞) × f S p−1 × N r has positive Ricci curvature with a metric g = dr 2 + f (r) 2 ds 2 + g r , where f (r) = r(1 + r 2 ) −1/4 and p is sufficiently large. Note that this metric is not a double warped product in the usual sense since the metrics on N r decay at different rates for different steps of N . When dim(N ) > 1, π 1 (M ) = Γ is not virtually abelian.
By Theorem A, the above example ought to have a positive escape rate. Here we estimate a positive lower bound of E(M, x) for M = [0, ∞) × f S p−1 × h S 1 , where x = (0, y) ∈ M . The nilpotent example N clearly shares the same lower bound.
Let δ(r) be the length of S 1 (r). Scaling by a constant if necessary, we write δ(r) = (1 + r 2 ) −α , where α > 0. For each integer l > 0, we choose r l such that 2r l = lδ(r l ). Then r l → ∞ as l → ∞. We consider a loop σ l similarly as in the proof of Proposition B.2: first go from x to y ∈ S 1 (r l ) along a minimal geodesic, go around S 1 (r l ) l times, then go back to x. σ l has length length(σ l ) = 2r l + l · δ(r l ) = 4r l = 2lδ(r l ).
Let c l be a minimal geodesic loop based at x representing the class of σ l . Then length(c l ) ≤ length(σ l ).
Let R l = d H (x, c l ). Sine c l is contained in B R l (x), then R l satisfies l · δ(R l ) ≤ length(c l ) ≤ 2lδ(r l ), that is,
(1 + R 2 l ) −α ≤ 2(1 + r 2 l ) −α . Remark B.8. If N is not a circle, for example, N is the Heisenberg 3-manifold, then we can use h 2 (r) = h 3 (r) = (1 + r 2 ) −α , h 1 (r) = (1 + r 2 ) −β , where α > 0 and β = 2α + 1/2 as given in Example B.4. This example actually has a uniform positive bound for E(M, x), regardless of the choice of α > 0. We are
