Abstract. Gauss-Kronrod product quadrature formulas for the numerical approximation of R 1 ?1 k(x)f (x)dx are shown to converge for every Riemann integrable f , and to possess optimal stability. Similar results are proved for the product formulas based on the Kronrod nodes only. An application to the uniform convergence of approximate solutions of integral equations is given.
(we will frequently drop the second index if the meaning is clear from the context). The underlying problem is that of numerical integration of \di cult" integrands, like those which contain singularities or which are highly oscillatory. In particular, this problem occurs with the numerical solution of integral equations (see 1, x 3.4 
]).
Quadrature formulas of the type (1) provide an accurate means for the solution of these problems. They allow that the \di cult" part can be absorbed into the weights w i k], and that only the (mostly smoother) function f is evaluated at distinct nodes (cf. 5, p. 87]). A particular case of interest is that k is xed, and there are many functions f to be integrated.
Following the usual notation for quadrature formulas (cf., e.g. is given. For the case k 1, i.e. ordinary numerical integration, the Gauss-Kronrod formulas
are among the most often used formulas in the numerical software libraries (cf., e.g., 16, 18]). They are based on the union of the nodes of the well known Gaussian formula Q G n , x G 1 ; : : :; x G n , which are the zeros of the Legendre polynomial P n , and on the Kronrod nodes K 1 ; : : :; K n+1 , which are the zeros of the Stieltjes polynomial E n+1 , de ned (up to a multiplicative constant) by Z 1 ?1 P n (x)E n+1 (x) x dx = 0; = 0; 1; : : :; n: (2) The Gauss and the Kronrod nodes are real and lie in (?1; 1), and they interlace (cf. 25] ). In particular, the formulas are of open type. From the de nition (2) , it follows that Q GK 2n+1 has the highest polynomial degree of exactness (with prescribed nodes x G 1 ; : : :; x G n ), deg(R GK 2n+1 ) 3n + 1. The reason why these formulas are used so often in the appplications is that they can be used together with the Gaussian formula Q G n for an e cient practical error estimate 16, 18]. Moreover, they give very accurate results, in particular for smooth functions (cf. 18]). Monegato 12, 13] proved that all weights of Q GK 2n+1 are positive. Interlacing and positivity results exist for more general types of weight functions, cf. the exhaustive surveys of Gautschi 9] and Monegato 14] , and the recent results of Gautschi and Notaris 10] and Peherstorfer 17] .
In this paper, we are interested in the product integration formulas based on the Gauss-Kronrod nodes. There exist only very few results in the literature. Under severe restrictions on the functions k and f, it is proved in 4] that Q GK 2n+1 k; f] converges. In practice, more often the (closed type) Clenshaw-Curtis formulas Q CC n+1 k; f] are used, which are based on the nodes x CC i;n+1 = ? cos (i ? 1) n ; i = 1; : : :; n + 1; and which are also useful for practical error estimation (cf. 18] Moreover, Sloan and Smith proved that, under the same condition, there holds
This result is important for the numerical stability of the product integration formulas, and it is optimal in the sense that the limit on the left hand side of (3) has the smallest possible value. It is also important for the numerical stability of related product integration methods for the solution of integral equations. In 24], the more general result
was proved under the same condition on k and for all R-integrable functions f, and in 24] similar results have been proved also for other sets of nodes. For the Gauss-Kronrod formulas, the convergence for every Riemann integrable function f, under the same assumption, easily follows from recent results of Mastroianni and the author 7]. We prove that these formulas are also optimal with respect to stability. More generally, we prove the equivalent of (4) for Gauss-Kronrod formulas and every continuous function f. Hence, from a practical point of view, Gauss{Kronrod formulas may be considered as equally good as, e.g., the ClenshawCurtis formulas. We obtain similar results for the formulas which are based on the Kronrod nodes only. These results are explained in x2, and the proofs can be found in x3. In x4, we illustrate the results by some numerical examples.
2. Statement of the Main Results. Let y 1 < < y 2n+1 be the Gauss- We rst consider the convergence properties of the Gauss-Kronrod product integration formulas 
The most important application of (5) Next, we are interested in the (interpolatory) product integration formulas which are based on the Kronrod nodes only,
For the convergence of the product integration formula Q K n+1 k; f], k 2 L p for some p > 1 is su cient. The condition in Theorem 2.2 is therefore more general than that in Theorem 2.1. Results for the Gaussian nodes x G 1 ; : : :; x G n were proved by Rabinowitz 19] .
As can be seen in the proof, in order to omit the second assumption in Theorem 2.2
), it is su cient to prove that all weights of the ordinary quadrature formula Q K n+1 1; f] are positive. This is an open problem (cf. 14, p. 150]). As an auxiliary result, which may be of its own interest, we prove that all weights of Q K n+1 ' ?1 ; f] are positive (Lemma 4).
A standard error estimate for product integration formulas is (cf. The results of Theorems 2.1 and 2.2 are also useful for obtaining unifom convergence results for the related product integration method for integral equations of the form
where a and b are nite, f and y are continuous and the kernel k may be weakly singular, more precisely is given by k(t; s) = h(t; s) r(t; s); (7) where r is continuous and h is a possibly singular function. In the (polynomial) product integration method, (6) is replaced by
w i h i (t; )] r(t; s i ) y(s i ); using the interpolatory product quadrature formula. An important question is whether y n ! y uniformly in (a; b) for n ! 1. ( ), but it is less precise for 2 E nE , xed.
Proof. The proof is based on the asymptotic relation E n+1 (cos ) = r 2 C n ( ) n sin Q n (cos ) + O(1); (14) which holds uniformly for 2 E nE n ?1 , C n ( ) as in the lemma, and Q n is the Legendre function of the second kind on the cut, which is de ned by the Cauchy principal value Q n (x) = 1 2 lim !0
This relation was basically proved in 7, Proof of Theorem 2.1], but in order to be self-contained we shortly outline the proof of (14) . Let n be even; for odd n, only minor modi cations are necessary. Let 0 < < . ;n e ?2i where the constant C is independent of j, n and . Proof. For T 2j , the assertion follows from (12) and (13) 3 2 ) n?1 . Then jE n+1 (x L j )j < C; j = 1; : : :; n ? 1; where C is independent of j and n.
Proof. Using Lemma 1 and (13), and setting x L j = ? cos L j , we have for a suitable constant c n
for L j 2 E nE cn ?1 , c is taken as in (13), and C 1 ; C 2 are independent of j and n. For Proof. Given a polynomial p n of degree n and a linear functional L, we de ne the associated polynomial p (1) n?1 (L; t) = L p n ? p n (t)
? t :
Obviously, the map p n 7 ! p (1) n?1 is linear, and p (1) n?1 (L) is a polynomial of degree n ? 1. For the proof of the second assertion it is su cient to prove (cf. 22, x4])
where A is the characteristic function of the set A, and 0 < < 1 is xed. Let x T j = ? cos T j be de ned as in Lemma 2, and let w T i k] be the i-th weight of the interpolatory product integration formula based on x T 1 ; : : :; x T 2n+1 . Using the explicit representation of the Lagrange polynomial interpolating f at y 1 ; : : :; y 2n+1 , we obtain
Let y i 2 EnE . There exists a between x T i and y i such that the rst term is equal to
uniformly in EnE , which follows from 6, Theorem and Corollary 1]. Now we write Let c > 0. We obtain from (16)
n + R (2) n :
We obtain from 6, Corollary 1] that in EnE and for su ciently large n, x T i is nearer to y i than x T j , j 6 = i. Therefore, we can use 11, Lemma 4.1], 7, Lemma 4.6] and Lemma 2, (with = 1 2 ) to obtain jR (1) n j C max where C is independent of n, and h.
The other term in (17) where C h and C are independent of n and , and C is also independent of h. Now let ! 0 and observe that the integrals on the right hand side are continuous in . Finally, let h ! 0 and use (8 
where p is the same as in the assumptions, and p ?1 + q ?1 = 1. Now the convergence for all R-integrable functions f follows from 7, Theorem 3.2]. For the proof of the second assertion, we set
For S 1 (n), we proceed in the same way as in the previous proof, using Lemma (18) where, with the same p as in the assumptions, and C is independent of and n. Using 7, Theorem 3.2] we see that the norms of L n+1 in (19) are bounded by a constant for every p > 1, and obtain jR(h)j C kk h;2 ? 'kk 2p ;
where C is independent of , n and h.
For the other term in (18) , using Lemma 4 we obtain the bound
Since jk h;2 j is continuous, we have
and, sincek h;2 2 C 
where C h is independent of h, n and , and N is the number of the K i which are lying in E . Using the interlacing property of the K i and the x G i , and 8, Satz 93], we obtain N n < C 2 ? arcsin(1 ? ) ;
where C is independent of h, n and . We now conclude in the same way as in the previous proof. The numerical examples suggest that both methods seem to be suitable even for very singular (2) and very oscillatory (6) integrands. In many cases, the GaussKronrod errors seem to be comparable to or even slightly smaller than those of the Clenshaw-Curtis formulas (1,2,5,7), while in the cases with the endpoint singularities (3, 4) , the latter seem to be better. Concerning the ratios in the last two columns, Theorem 2.1 respectively 22,
Theorem 1] asserts that these converge to 1 for n ! 1. Our numerical results are consistent with these results (for the slow convergence in the examples 5,6, see also 23]). It may be remarkable that the Gauss-Kronrod formulas tend to have less negative weights in the (positive) singular cases (1,2). The numerical calculations were carried out with Mathematica 28] , using the arbitrary precision facilities of this software, on a Sun SPARC 2 workstation.
