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Let E ⊂ RN , N ≥ 2. Then the farthest distance function of E is given by
dE(x) = sup
y∈E
|x− y|, for x ∈ RN .
The farthest distance function has been studied extensively in analysis, approxima-
tion theory, optimization theory, and computational geometry. The farthest distance
function can be expressed via the potential of a unique probability measure σE , an
application that arose in the study of reverse triangle inequalities for polynomials.
Specifically, if E ⊂ R2 then
log dE =
∫
log |z − t| dσE(t)
and if E ⊂ RN , N ≥ 3, then
d2−NE =
∫
|z − t|2−N dσE(t).
The properties and density of the measure σE in the planar case E ⊂ R2 was consid-
ered by Laugesen and Pritsker. Their work was continued by Gardiner and Netuka.
The present work considers the properties of dE and σE for E ⊂ RN for N ≥ 2 with
a primary emphasis on N ≥ 3. In addition to proving that d2−NE is the Newtonian
potential of a unique probability measure, where E ⊂ RN , N ≥ 3, we prove results
on the continuity and differentiability of dE. We provide methods to compute σE ,
prove results about the support and density of σE , and consider an open conjecture of
Laugesen and Pritsker regarding the quantity σE(E). Finally, we extend the potential
representation of dE to a certain range of Riesz potentials. Connections to various
applications and explicit examples are provided throughout.
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CHAPTER 1
Introduction
Let E ⊂ RN , N ≥ 2. Then the farthest distance function of E is given by
dE(x) = sup
y∈E
|x− y|, for x ∈ RN .
If E is bounded, we define the farthest point map of E by
yE(x) =
{
y ∈ E : dE(x) = |x− y|
}
where E is the closure of E.
Early work on these functions was done in 1940 by Jessen who gave conditions
for concluding that the map yE is single-valued on the complement of E [36]. Fur-
ther research characterizing the sets on which yE is single-valued was performed by
Motzkin, Strauss, and Valentine in 1953 [50] and Fitzpatrick in 1980 [22]. Fitzpatrick
also connected properties of the map yE to properties of the farthest distance function
dE . Their work is discussed in Section 2.1.
These functions can be defined on more general spaces than the Euclidean spaces
we are using. In fact, Motzkin, Strauss, and Valentine chose to situate E in a metric
space, while Fitzpatrick chose a Banach space. Thus these functions can appear in
wide-ranging fields. The farthest point and farthest distance maps have been studied
extensively in analysis, approximation theory, optimization theory, and computational
geometry. We will discuss these connections in Chapters 2 and 4.
We are particularly interested in the potential theory of the farthest distance
function. The farthest distance function can be expressed via potentials. This repre-
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sentation first appeared in 1994 [12] in connection with the study of norms of products
of polynomials.
Let P (z) =
∏n
i=1(z−αi) be a monic polynomial with complex coefficients and let
‖P‖E be the uniform (sup) norm on E. Then for an arbitrary set of polynomials Pj,
j = 1, . . . , m, it is clear by the triangle inequality that∥∥∥∥∥∥
m∏
j=1
Pj
∥∥∥∥∥∥
E
≤
m∏
j=1
‖Pj‖E.
A reverse inequality requires a multiplicative constant and there was a great deal of
work finding constants M depending only on E so that
m∏
j=1
‖Pj‖E ≤Mn
∥∥∥∥∥∥
m∏
j=1
Pj
∥∥∥∥∥∥
E
(1.1)
where n is the degree of
∏m
j=1 Pj .
Kneser [39] found the first sharp constant M . Let E = [−1, 1] and consider only
two factors so that m = 2. Then (1.1) holds with multiplicative constant
M = 2(n−1)/n
deg P1∏
k=1
(
1 + cos
2k − 1
2n
π
) 1
n
degP2∏
k=1
(
1 + cos
2k − 1
2n
π
)1/n
. (1.2)
The Chebyshev polynomial shows that this constant is sharp. A weaker result was
previously given by Aumann [3]. Borwein [10] provided an alternative proof for this
constant. He showed further that on E = [−1, 1], (1.1) holds for any number of
factors m with multiplicative constant
M = 2(n−1)/n
[n2 ]∏
k=1
(
1 + cos
2k − 1
2n
π
)2/n
. (1.3)
Another series of such constants were found for E = B, the closed unit disk.
Mahler [45], building on a weaker result by Gelfond [26, p. 135], showed that (1.1)
holds for
M = 2. (1.4)
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While the base 2 cannot be decreased, Kroo´ and Pritsker [42] showed that for m ≤ n,
we can use M = 2(n−1)/n. Furthermore, Boyd [12, 11] expressed the multiplicative
constant as a function of the number of factors m and found
M = exp
(
m
π
∫ π/m
0
log
(
2 cos
t
2
))
.
This constant is asymptotically best possible for each fixed m as n→∞.
The work of Boyd relied on a representation of the farthest distance function via
a logarithmic potential. For each Pj , choose cj ∈ B such that ‖Pj‖B = Pj(cj). Let
S ⊂ B be the set of points cj . By taking the logarithm of
∏m
j=1 ‖Pj(z)‖E , it can be
shown that
m∑
j=1
log ‖Pj(z)‖E ≤
∑
α
log dS(α)
where the summation takes place over all zeros α of P , counted with multiplicity.
Using Jensen’s formula, Boyd showed that for a finite set S ⊂ C, there is a measure
σS such that log dS is the logarithmic potential of σS and is given by
log dS(z) =
∫
log |z − t| dσS(t).
Boyd then used this representation in computing the constant M .
Pritsker [53] extended Boyd’s logarithmic potential representation. For any bounded
set E ⊂ C containing at least two points there exists a unique positive unit Borel
measure σE such that
log dE(z) =
∫
log |z − t| dσE(t).
He used this representation to conclude that if such a set E has positive capacity
then a sharp multiplicative constant in (1.1) is given by
ME =
exp
(∫
log dE(z) dµE(z)
)
cap(E)
(1.5)
where cap(E) is the capacity of E, µE is its equilibrium measure, and dE is its farthest
distance function. This constant generalizes several previous results. We can calculate
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that for the segment [−1, 1] we haveM[−1,1] ≈ 3.20991 which is the asymptotic version
of Borwein’s constant from (1.3) since
2(n−1)/n
[n/2]∏
k=1
(
1 + cos
2k − 1
2n
π
)2/n
≈ 3.20991
as n → ∞. For the closed unit disk we find MB = 2, which is the constant given
by Mahler (1.4). Furthermore, Pritsker and Ruscheweyh [57, 55] showed that MB is
a lower bound on ME for any compact E with positive capacity. They conjectured
the M[−1,1] is an upperbound for all non-degenerate continua. Shortly afterward,
Baernstein, Laugesen, and Pritsker [5] showed M[−1,1] is an upper bound for centrally
symmetric continua. The assumption that E has positive capacity is vital. For
example, if E is a finite set, then no inequality of the form (1.1) is possible for
any number of factors m ≥ 2. If E is countable, then the constant M could grow
arbitrarily fast as m grows large.
Laugesen and Pritsker later considered the properties and density of the measure
σE in C [44]. Their work was continued by Gardiner and Netuka who proved the
open conjecture of Laugesen and Pritsker that σE(E) ≤ 1/2 [25]. These results will
be discussed in detail in Chapter 3.
The main focus of this dissertation will be on examining the farthest distance
function for sets E ⊂ RN where N ≥ 3. We will extend previous results for the
farthest distance function in the plane and consider applications.
We will begin by discussing the farthest distance function in Chapter 2. We begin
by computing some examples and developing the properties of dE in Section 2.1.
Theorem 2.1 is an extension of a previous result of Fitzgerald which connects the
smoothness of dE to the smoothness of yE. We consider the special case of polytopes
in Section 2.2 which also includes applications to computational geometry. Section
2.3 provides an introduction to some basic potential theory results. The main result
of this section is Theorem 2.6 which expresses d2−NE as the Newtonian potential of a
4
representing measure σE . Specifically,
d2−NE (x) =
∫
|x− y|2−NdσE(y)
for some unique probability measure σE .
In Chapter 3, we discuss the properties of the representing measure σE . We will
compute the measure for specific examples in Sections 3.1 and 3.2. We will also give
a purely geometric formulation of the representing measure in the case that E is a
polytope in Theorem 3.1. This will lead us to a sharp bound on the sum of certain
angles for polygons [65]. In Section 3.3, we will continue considering examples and
give a characterization of the support and its complement in Propositions 3.7 and 3.8.
Finally, we will consider an open conjecture of Laugesen and Pritsker [44] regarding
the quantity σE(E) in Section 3.4. Proposition 3.13 offers a proof of the conjecture
in the special case of bodies of constant width.
In Chapter 4, we consider Riesz potentials and applications to polarization in-
equalities. In Section 4.1, we present an overview of α-superharmonic functions and
prove Theorem 4.2, which is an extension of Theorem 2.6 to Riesz potentials. We use
this theorem to obtain reverse triangle inequalities for Riesz potentials in Theorem
4.4 of Section 4.2. This representation can be applied to polarization inequalities
[20, 30] which is considered in Section 4.3. This chapter is based on joint work with
Pritsker and Saff [59] which is built on previous work by Pritsker and Saff [58].
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CHAPTER 2
Farthest Distance Function
In this chapter we develop the properties of the farthest distance function dE. We
will begin with examples of dE for some sets E, and establish basic properties of dE in
Section 2.1. We will also consider the differentiability of dE and the behavior of dEn
as the sets En converge in a suitable sense. We specifically address the case where E
is a polytope, such as a polygon or a polyhedron, in Section 2.2. We will particularly
be interested in the so-called farthest point Voronoi cells of the vertices of E.
We will then turn our attention to expressing dE via potentials by expanding
on previous work in the plane. After showing that d2−NE is superharmonic we will
apply the Riesz Decomposition Theorem to express d2−NE as a Newtonian potential
in Section 2.3. All but the simplest proofs may be found in Section 2.4.
2.1 Properties of the Farthest Distance Function
We have defined the farthest distance function
dE(x) = sup
t∈E
|x− t|
for any set E ⊆ RN . However, if E is unbounded, we have dE ≡ +∞. We eliminate
this case by assuming E is bounded and we denote its boundary by ∂E. We begin
our discussion with a simple example. We will then extend our results to more
complicated examples by considering the behavior of dE under various operations on
E.
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Example 2.1 (Ball). Let B be the unit ball in RN centered at the origin and let
x ∈ RN . If x is the origin, then all points on the surface of the ball are simultaneously
farthest and dE(0) = 1. Otherwise, consider the line passing through x and the origin.
This line intersects ∂B in two points, one of which is the nearest point and one of
which is the farthest. Thus dB(x) = |x| + 1. Similarly, we can consider the farthest
distance function of any ball. Denote the ball centered at x0 of radius R > 0 by
B(x0, R). Then dB(x0,R)(x) = |x− x0|+R.
Notice that in Example 2.1, the farthest point always lays on the surface of the
ball. This is a special case of a more general fact.
Proposition 2.1. Let E denote the closure of E and conv(E) denote the convex hull
of E. Then
dE = dE = d∂E = dconv(E).
As a result, when considering dE we may assume E is compact and convex when-
ever convenient. We already assumed that E is bounded to avoid the case where
dE ≡ +∞. If E = y is a singleton, then dE(y) = 0. We will often require that E
contain at least two points in order to avoid this case. If E contains at least two
points then dE is bounded below by diam(E)/2 where diam(E) > 0 is the diameter
of E. When we particularly wish to consider the farthest distance function of a single
point y ∈ RN , we will denote it by dy.
We can apply Proposition 2.1 to find the farthest distance function for new sets.
Example 2.2 (Hot Dog). Let E = B(−a, 1)∪B(a, 1) ⊂ RN , be the union of two unit
balls, outlined in Figure 2.1 in dashed gray. Let H = conv(E), outlined in Figure 2.1
in solid black. Since dH = dE, we obtain a piecewise defined function
dH(x) = max
{
dB(−a,1)(x), dB(a,1)(x)
}
.
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The value of dH in two half-spaces is shown in Figure 2.1. Notice that on the hyper-
plane between the half-spaces, shown as a vertical dashed line, we have dB(−a,1)(x) =
dB(a,1)(x).
dB(−a,1)(x) = |x+ a|+ 1dB(a,1)(x) = |x− a|+ 1
Figure 2.1: Farthest distance function for a hot dog
The farthest distance function behaves particularly well under some standard
transformations of E. We denote the scaling of E by λE = {λy : y ∈ E}.
Proposition 2.2. The farthest distance function dE is invariant under rigid motions
and homogeneous under scaling. In other words, dTE(Tx) = dE(x) for any rigid
transformation T and dλE(λx) = λdE(x) for all λ > 0.
A useful way to extend examples in the plane to R3 is by using bodies of rotation.
We express a point x ∈ R3 in cylindrical coordinates as x = (r, h, θ) with r ≥ 0 being
radius, h being height, and θ ∈ [0, 2π) being the angle. If a set E lies in the (r, h)-
plane and either E lies on the r ≥ 0 side of the plane or E is symmetric about the h
axis, then we may rotate E about the h axis to obtain a body of rotation E ⊂ R3. If
x = (rx, hx, θx) ∈ R3 and y = (ry, hy, θy) ∈ ∂E then
|x− y|2 = (r2x + h2x) + (r2y + h2y)− 2rxry(cos θx cos θy + sin θx sin θy)− 2hxhy.
Since finding dE(x) requires maximizing |x − y| over y ∈ ∂E and ry and hy are
independent of θy, it is clear that θy = θx + π. Hence,
dE(r, h, θ) = dE(−r, h) (2.1)
where dE is the farthest distance function in the plane.
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Example 2.3 (Torus). Consider the ball B = B(x, 1) ⊂ R2, where x = (a, 0) and
a > 1. We may rotate B around the vertical axis to obtain a torus T . Applying (2.1)
and Example 2.1, we conclude that
dT (r, h, θ) = dB(−r, h) =
∣∣(−r, h)− x∣∣ + 1 = ∣∣(r, h) + (a, 0)∣∣+ 1.
Having established some examples and basic properties, we now turn our attention
to continuity and differentiability properties of dE. Our first result is a consequence
of the triangle inequality.
Proposition 2.3. The farthest distance function dE is non-negative and Lipschitz
continuous with constant 1.
Proof. That dE is non-negative is clear. Choose x, y ∈ RN . There exists t ∈ ∂E such
that dE(x) = |x − t|. Applying the triangle inequality we have dE(x) = |x − t| ≤
|x − y| + |y − t| ≤ |x − y| + dE(y). This argument is symmetric and we obtain
|dE(x)− dE(y)| ≤ |x− y|.
Applying Rademacher’s Theorem, we conclude that dE is differentiable almost
everywhere. It is not possible for dE to be differentiable in all of R
N . For example,
notice that dB(0,1) is not differentiable at the center of the ball 0.
Recall that we defined the farthest point map for a compact set E by
yE(x) =
{
y ∈ E : |x− y| = dE(x)
}
.
If E is a singleton y then it is clear that dy is not differentiable at y. If a compact
set E has at least two points, then dE is differentiable at a point x ∈ RN if and only
if yE is single-valued at x [24, Corollary 2.5]. There always exists at least one point
x ∈ conv(E) which does not have a unique farthest point in E [24, Theorem 2.1] and
hence dE cannot be differentiable everywhere. Sketches of these facts are provided in
Section 2.4.
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hE(t)
t
Figure 2.2: Support function and line of an ellipse
There are many results about uniqueness of farthest points. That the differen-
tiability of dE at x implies yE is single-valued was reported by Zhivkov [67] and a
proof was later published by Fitzpatrick [22, Theorem 2.3]. Motzkin, Strauss, and
Valentine [50] characterized the planar sets on which yE is single-valued.
While we assume E ⊂ RN , the work of Fitzpatrick in [22] merely assumed that E
was a subset of a Banach space, while Motzkin, Strauss, and Valentine in [50] situated
E in a metric space. Recent results on the number of farthest points have focused on
spaces such as Banach spaces, Hilbert spaces, and metric spaces, see [16, 17, 19, 6, 35].
We will now discuss some properties of hypersurfaces in RN . The support function
of E is the function hE : R
N → R given by
hE(t) = sup
y∈E
y · t
where y · t denotes the usual dot product given by y · t = ∑Ni=1 yiti. The function
hE is positively homogeneous, meaning h(λt) = λh(t) for all λ ≥ 0, and subadditive,
meaning hE(s + t) ≤ hE(s) + hE(t) [28, Theorem 4.3]. In fact, any function with
these two properties is the support function of a unique compact convex set.
We can picture the meaning of the support function most easily for unit vectors
in R2. Think of the line whose unit normal vector is t. It divides the plane into two
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half-planes. Orient them so that t points toward the positive half-plane. Place the
line so that it intersects ∂E and E lies entirely on the closed negative half-plane, as
shown in Figure 2.2. Then hE (t) is the signed distance from this line to the origin.
This line is called a support line, or, in higher dimensions, a support hyperplane.
Since hE is positively homogeneous, it is determined entirely by its values for unit
vectors.
The support function behaves nicely under various transformations of E, including
translation, rotation, Minkowski addition, and scaling. We denote the Minkowski
addition of sets X and Y by
X + Y := {x+ y : x ∈ X, y ∈ Y } .
For example, the hot dog set H from Example 2.2 may be written as H = [−a, a] +
B(0, 1) where [−a, a] is a line segment. We may now denote translation by a vector
x by E + x. We also establish notation for expressing rotation.
We may express a point x ∈ RN using rectangular or hyperspherical coordinates.
In rectangular coordinates we will write x = (x1, . . . , xN). In hyperspherical coordi-
nates we will write x = (ρ, φ1, . . . , φN−1) where ρ ∈ [0,+∞) is |x|, and the angles given
are generally (but not necessarily) restricted to φk ∈ [0, π] for k = 1, . . . , N − 2 and
φN−1 ∈ [0, 2π). The two coordinate systems are related by the following equations:
x1 = ρ cos(φ1),
x2 = ρ sin(φ1) cos(φ2),
x3 = ρ sin(φ1) sin(φ2) cos(φ3),
xN−1 = ρ sin(φ1) · · · sin(φN−2) cos(φN−1), and
xN = ρ sin(φ1) · · · sin(φN−2) sin(φN−1).
Hyperspherical coordinates are a higher dimensional generalization of the usual po-
lar and spherical coordinates. The ordering of the rectangular coordinates in this
11
convention differs from the usual order for spherical coordinates. We will write
u = (0, θ1, . . . , θN−1) to refer to an angle in RN . Let UN be the set of all such
angles in RN . While an angle u ∈ UN is not actually a point in RN , this nota-
tion is convenient. For example, we may add or subtract two angles coordinate-wise.
Furthermore, we may denote the rotation of x about the origin by the angle u as
x+ u = (ρ, φ1 + θ1, . . . , φN−1 + θN−1)
and the rotation of a set E by E + u. Note that this is different from the usual
addition of points using rectangular coordinates. We will denote the unit vector in
the direction u by ~u = (1, θ1, . . . , θN−1) where ~u is expressed here in hyperspherical
coordinates where the first coordinate is |~u|.
Now we can discuss the behavior of hE under transformations of E. We have
hE+x(t) = hE(t) + x · t for any x ∈ RN , hE+u(t + u) = hE(t) for any u ∈ UN ,
hE+F (t) = hE(t) + hF (t), and hλE(t) = λhE(t) for λ ≥ 0 [49, Theorems 3.4.2 and
3.4.4].
We also wish to consider the curvature of E. We will often refer to curvature
and to radii of curvature. If κ is a curvature, then 1/κ is a radius of curvature.
Assume the hypersurface ∂E is at least C2. Then the Gauss map of ∂E is given by
N : ∂E → ∂B(0, 1) where N(y) is the unit normal vector to ∂E at y. The shape
operator is the differential of the Gauss map, given by S(y) = ∇N(y). The eigenvalues
of the shape operator are the principal curvatures of the surface. Its determinant is
called the Gaussian curvature (or Gauss-Kronecker curvature). For a more complete
discussion of curvatures, see [18, p. 129] and [52, Chapter 4].
For example, if E lies in the plane and ∂E is C2 in a neighborhood of y, then the
surface may be parametrized in a neighborhood of y by (t, φ(t)) where φ : R → R is
C2. Then the Gauss map in this neighborhood is given by N(t) = (φ′(t), 1)/|(φ′(t), 1)|
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and the shape operator is given by
S(t) =
φ′′(t)(
φ′(t)2 + 1
)3/2
which is the curvature at (t, φ(t)). If E ⊂ R3, the shape operator is sometimes referred
to as the second fundamental form, denoted II, of the surface ∂E. However, most
authors distinguish between the two as the second fundamental form is a bilinear
form arising from the shape operator.
We can now offer necessary and sufficient conditions for higher-order differentia-
bility of the farthest distance function dE .
Theorem 2.1. Let E be a convex set containing at least two points and let U ⊂ RN be
an open set where yE is single-valued. Then yE is continuous and dE is differentiable.
Furthermore, dE ∈ Ck+1(U) if and only if yE ∈ Ck(U).
Theorem 2.2. Let x ∈ RN such that yE(x) is single-valued. Assume that all principal
curvatures of ∂E at yE(x) exist, are finite, and are not equal to 1/dE(x), meaning x
does not lie on the evolute of ∂E. Then yE ∈ Ck in a neighborhood of x if one of the
following holds:
1. The surface ∂E is Ck+1 in a neighborhood of yE(x).
2. The support function hE is C
k+2 on a neighborhood of yE(x)− x.
The conditions given in Theorem 2.2 are sufficient but not necessary. If yE(U) is
a single vertex, the boundary ∂E and support function hE are certainly not at all
smooth, but yE and dE are both C
∞. The condition that dE(x) not be a radius of
curvature excludes the case when ∂E at yE(x) nearly approximates a disk with center
x.
We will now consider the properties of dE and dEn for sets En that approximate
E in a suitable sense. We begin with a uniqueness statement.
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Proposition 2.4. Let E and F be compact sets. Then dE = dF if and only if
conv(E) = conv(F ). In fact,
conv(E) =
⋂
x∈RN
B
(
x, dE(x)
)
.
Thus the farthest distance function uniquely determines a compact convex set.
The proof uses a given farthest distance function to construct a unique compact
convex set. In fact, any positive real valued function f on RN can be used to construct
a unique set by calculating
⋂
x∈RN B
(
x, f(x)
)
. If this set is nonempty, then it is
compact and convex. However, there is no guarantee that f is its farthest distance
function. For example, the functions f(x) = |x|2 + 5/4 and g(x) = 100|x| + 1 both
generate the unit ball B(0, 1) using this construction although neither is a farthest
distance function.
An immediate consequence of the construction used in the proof of Proposition
2.4 is containment of a set based on the majorization of its farthest distance function.
Corollary 2.1. Let E and F be compact convex sets. Then dE ≤ dF if and only if
E ⊂ F .
Proof. It is clear that if E ⊂ F then dE ≤ dF . For the opposite conclusion, assume
dE ≤ dF . By Proposition 2.4, we know that E =
⋂
x∈RN B
(
x, dE(x)
)
and F =⋂
x∈RN B
(
x, dF (x)
)
. Since B
(
x, dE(x)
) ⊂ B (x, dF (x)) for each x ∈ RN , it follows
that E ⊂ F .
More generally, uniform convergence of farthest distance functions is equivalent to
convergence of sets under the Hausdorff metric DH . The Hausdorff distance between
two sets X and Y is defined as
DH(X, Y ) := inf
{
ǫ ≥ 0 : X ⊂ Y +B(0, ǫ) and Y ⊂ X +B(0, ǫ)} .
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The set X + B(0, ǫ) is often referred to as the parallel body of X at distance ǫ.
Equivalently, we may write
DH(X, Y ) = max
{
inf
x∈X
sup
y∈Y
|x− y|, inf
y∈Y
sup
x∈X
|x− y|
}
.
The Hausdorff distance is not a metric on bounded subsets of RN . For example, for
any open set U we have DH(U, U) = 0 even though U 6= U . However, it is a metric
on compact convex subsets of RN [28, p. 84].
Lemma 2.1. Let En be a sequence of bounded convex sets. The Hausdorff distances
DH(E,En) converge to zero as n → ∞ if and only if the farthest distance functions
dEn converge uniformly to dE as n→∞.
Here, uniform convergence refers to convergence in the uniform (or sup) norm.
We make a short digression here to provide an alternative characterization of dE. For
a point x ∈ RN , we have
DH(x, E) = max
{
sup
y∈E
|x− y|, inf
y∈E
|x− y|
}
and thus dE(x) = DH(x, E). Using a formula relating Hausdorff distance to the
support function [49, Theorem 3.1.10], we can express dE in terms of the support
function of E by
dE(x) = sup
|t|=1
∣∣hE(t)− x · t∣∣ . (2.2)
Thus we may use any positively homogeneous and subadditive function to construct
the farthest distance function of some compact, convex set.
Given a set E, we wish to establish some specific sequences of sets En such that
dEn has desirable properties and Lemma 2.1 applies. We will examine polytopes more
carefully in Section 2.2, but for now we simply establish a useful convergence property.
Proposition 2.5. Let {xi} ⊂ ∂E be a dense sequence of points and let En be the
convex hull of {xi}ni=1. Then dEn form a monotone increasing sequence of functions
which converge uniformly to dE as n→∞.
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At the other end of the spectrum, we also wish to approximate E with particularly
smooth sets. We can do this via convolution of the support function with a smoothing
kernel. Recall that hE is determined by its values on unit vectors. Thus we can
consider a support function that is defined only on directions. We define the restricted
support function pE : UN → R by
pE(u) = sup
y∈E
y · ~u = hE(~u).
A related function is the width function, wE : UN → R, given by
wE(u) = pE(u) + pE(u+ ψ)
where ψ = (0, π, 0, . . . , 0) ∈ UN plays a role similar to the role of π in polar co-
ordinates. In the plane, the width wE(u) is the distance between parallel support
lines.
We use the smoothing kernels on UN ⊂ RN−1 given in [2, p. 69] as
γn(u) = n
N−1γ(1− n2|u|2),
where |u| is calculated as the usual norm in RN−1,
γ(t) =


CN−1e−1/t t > 0
0 t ≤ 0
,
and CN−1 is a normalizing constant chosen so that
ωN−1
∫ 1
0
tN−2γ(1− t2) dt = 1.
Each kernel γn is supported on B(0, 1/n) ⊂ RN−1. Further, given any continuous
function f , the convolution
(γn ∗ f)(t) =
∫
γn(u− t)f(u) du =
∫
γn(u)f(t+ u) du
converges uniformly to f as n→∞.
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Lemma 2.2. If E ⊂ RN is a compact convex set, then γn∗pE is the restricted support
function of a compact convex set.
Proposition 2.6. Let E be a compact convex set which is the closure of a domain
in RN . There is an increasing sequence of compact convex sets En ⊂ E with C2
boundaries such that dEn converge uniformly to dE. Furthermore, the sets En have
the following properties:
1. All principle curvatures exist and are finite for each En.
2. The restricted support functions pEn are C
∞.
It follows from Proposition 2.6 that at any point x which is not a center of cur-
vature of ∂E at yE(x), the farthest distance function dE can be approximated by a
sequence of farthest distance functions dEn which are C
∞ in a neighborhood of x.
2.2 Farthest Distance Function for Polytopes
The farthest distance functions of polytopes have some special properties and are
studied extensively in computational geometry. We begin with an example of the
simplest polytope, the line segment.
Example 2.4 (Line Segment). Let L = [−a, a] be a line segment in RN centered at
the origin. Then dL(x) = max
{|x− a|, |x+ a|}. As shown in Figure 2.3, dL breaks
RN into two half spaces.
b
−a
b
a
|x− a| |x+ a|
Figure 2.3: Farthest distance function for the segment L
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The example of the segment is an important one that we will return to repeatedly.
For any polytope P , the farthest distance function dP behaves locally like dL almost
everywhere. We consider the triangle to illustrate.
Example 2.5 (Regular Triangle). Let T be the regular triangle in R2 with vertices
a, b, c. Its farthest distance function is given by dT (z) = max
{|z − a|, |z − b|, |z − c|}.
As in the case of the segment, dT a is piecewise defined function that breaks the plane
into three regions as shown in Figure 2.4. Locally dT = dL almost everywhere where
L is chosen as an appropriate side of the triangle. The only exception is the centroid
of the triangle where dT (z) = |z − a| = |z − b| = |z − c|.
b
b
b
c
ba
|x− c| |x− b|
|x− a|
Figure 2.4: Farthest distance function for the regular triangle T
This example is typical for polytopes. Let P be a convex polytope in RN and let
V(P ) denote the outer vertices of P , or the set of vertices which cannot be expressed
as a convex combination of other vertices. We define Fv, the farthest point Voronoi
cell of v, as the set of points x ∈ RN such that dP (x) = |x−v|. In Example 2.5, there
were three farthest point Voronoi cells. The farthest point Voronoi cells are convex
and unbounded [15, p. 164, 165], they cover the space so that
⋃
v∈V(P ) Fv = R
N , and
the interiors of the cells are disjoint. The boundaries of the cells lie on hyperplanes.
Specifically, if Fv∩Fw is nonempty, then it is a closed convex subset of the hyperplane
which is the perpendicular bisector of the segment [v, w].
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The function
dP (x) = dV(P )(x) = max
v∈V(P )
|x− v|
is piecewise defined on the farthest point Voronoi cells. Furthermore, almost every
x ∈ RN has an open neighborhood where dP = dL for an appropriate choice of L.
The set of points where this is not the case consists of the intersections of three of
more farthest point Voronoi cells and is contained in a finite intersection of N − 2-
dimensional hyperplanes. We give two more examples, one in the plane and one in
space.
Example 2.6 (Parallelogram). Let P be the parallelogram shown in Figure 2.5 with
vertices a, b, c, and d. The farthest point Voronoi cells are shown. They intersect
on the dashed lines which lie along the perpendicular bisectors of the segments [a, b],
[b, d], [d, c], [c, a], and [a, d]. Note that, unlike in the triangle example, three cells
intersect at two distinct points.
b a
bb
b c
bd
Fb
Fd
Fa
Fc
Figure 2.5: Farthest point Voronoi cells for a parallelogram
Example 2.7 (Regular Tetrahedron). Let T be the regular tetrahedron in R3. Con-
sider just two vertices, v and w, and the edge between them. The plane of points
equidistant from v and w, which is the perpendicular bisector of the segment [v, w],
passes through the centroid of the tetrahedron and contains the opposite edge of the
tetrahedron. This plane is the boundary of a half-space containing w but not con-
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taining v. The farthest point Voronoi cell Fv is found by intersecting three such half-
spaces, one for each edge adjacent to v. Their intersection is a 3-sided unbounded
pyramid whose apex is the centroid of the tetrahedron and which contains the face of
the tetrahedron opposite from v, as shown in Figure 2.6.
v
Fv
b
b
b
b
Figure 2.6: The farthest point Voronoi cell for vertex v of T
As in the plane, dT = dL locally almost everywhere for an appropriate choice of
the line segment L. This is not true where three or more vertices are farthest. This
includes the centroid, where all four vertices are equidistant, and portions of the lines
passing through the centroids of each face of the tetrahedron.
We refer to the collection of farthest point Voronoi cells and their boundary com-
ponents as a farthest point Voronoi diagram. The farthest point Voronoi diagrams,
and particularly methods to efficiently compute them, are a topic of interest in com-
putational geometry, see [7]. Generalizations that are of current research interest
include order-K Voronoi diagrams [1], farthest colored Voronoi diagrams [68], and
farthest line or polygon Voronoi diagrams [4, 14].
In the plane, the farthest point Voronoi diagram for a polygon may be computed
in O(n logn) time where n is the number of vertices [64]. It can be computed in
linear time as well, but doing so requires a recursive algorithm that involves large
constants [46, 47]. For any v, w ∈ V(P ), the boundary segment Fv ∩Fw is a (possibly
unbounded) line segment. The number of such segments is O(n) [15, Theorem 7.14],
[24, Chapter III]. The lower limit is actually n, as seen in the case of the regular
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triangle. The upper limit is 2n− 3 as seen in the case of the parallelogram.
We complete this section by returning to the regular triangle and considering a
related set which combines the example of the regular triangle with our first example
in Section 2.1, the ball. We are particularly interested in this set because it is a body
of constant width, meaning its width function is constant.
Example 2.8 (Reuleaux Triangle). Let T ⊂ R2 be the regular triangle with vertices
a, b, and c from Example 2.5, drawn in gray in Figure 2.7. Assume T has side length
1. Then we form the Reuleaux triangle by intersecting the three disks B(a, 1), B(b, 1),
and B(c, 1). The result R is outlined with a solid black line in Figure 2.7. The width
function wR ≡ 1 since any two distinct parallel support lines will intersect R at a
vertex v and on the boundary of the ball B(v, 1). The farthest distance function dR
is piecewise defined on six domains in R2 and their boundaries. The dashed black
lines in the figure separate the domains. We observe that in three domains, we have
dR(x) = dT (x) = |x − v|, while in the remaining three domains, we have dR(x) =
dB(v,1)(x) = |x− v|+ 1 where v is one of the vertices of the triangle: a, b, or c.
b
bb
|x− c| |x− b|
|x− a|
|x− a|+ 1
|x− c|+ 1|x− b|+ 1
a
cb
Figure 2.7: Farthest distance function for the Reuleaux triangle R
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2.3 Representation via Newtonian Potentials
We now turn our attention to showing that dE can be expressed via potentials. This
section focuses on Newtonian potentials in RN , N ≥ 3, and closely follows similar
work done on logarithmic potentials in R2 by Boyd [12], Pritsker [53], and Laugesen
and Pritsker [44]. We will consider Riesz potentials in Chapter 4.
We begin with some basic definitions and theorems regarding superharmonic func-
tions drawn primarily from texts by Armitage and Gardiner [2] and Landkof [43]. In
RN , N ≥ 2, harmonic and superharmonic functions fill roles analogous to straight
lines and concave functions in R. Let D ⊂ RN be a domain, meaning an open
connected set.
Definition 2.1. A real-valued function u on a domain D is lower semicontinuous
(l.s.c.) if it takes values in (−∞,+∞] and the set {x|u(x) > a} is open in D for all
real numbers a.
For example, the function u given by u(0) = 0 and u(x) = 1 for all other x ∈ RN is
l.s.c. For convenience we exclude functions which are identically +∞. An equivalent
definition is that a function u : G → (−∞,+∞] is l.s.c. if u(x) ≤ lim inft→x u(t) for
every x ∈ D [2, Theorem 3.1.3 (i)].
We say u is upper semicontinuous (u.s.c.) if −u is l.s.c. Clearly, u is continuous
if it is both u.s.c. and l.s.c. In fact, we can often approximate l.s.c. functions by
continuous ones.
Proposition 2.7. Let u : D → (−∞,+∞] be a l.s.c. function on a domain D which
is bounded below. Then there exists an increasing sequence of continuous functions
whose pointwise limit is u [2, Lemma 3.2.1].
Just as convex functions ‘sit below’ and concave functions ‘sit above’ straight lines,
subharmonic functions ‘sit below’ and superharmonic functions ‘sit above’ harmonic
functions.
22
Definition 2.2. A l.s.c. function u on a domain D is superharmonic if for every
open ball B such that B ⊂ D and for every function h that is continuous on B and
harmonic on B with the property that h(x) ≤ u(x) on ∂B, then we have h(x) ≤ u(x)
on B.
A function u is said to be subharmonic if −u is superharmonic. Just as harmonic
functions satisfy the Mean Value Property and Laplace’s Equation, superharmonic
functions satisfy a Mean Value Inequality and a Laplace Inequality. We introduce
some notation before stating these properties.
For a domain D and a superharmonic function u ∈ C2(D), let ∆u denote the
Laplacian of u on D. Let
ωN :=
2πN/2
Γ(N/2)
denote the surface area of a unit sphere in RN [43, p. 18]. We denote the normalized
surface area measure on the sphere of radius r by dS/(ωNr
N−1) where dS is the
surface area element. We define
M(u; x, r) :=
∫
∂B(x,r)
u(t)
dS(t)
ωNrN−1
as the average of the function u over a sphere centered at x of radius r.
Proposition 2.8. [Mean Value Inequality] A l.s.c. function u on a domain D is
superharmonic if and only if
u(x) ≥M(u; x, r) (2.3)
for every center x ∈ D and every radius r such that B(x, r) ⊂ D [2, Theorem 3.1.3
(ii)].
Proposition 2.9. [Laplace Inequality] A function u ∈ C2(D) is superharmonic in D
if and only if ∆u ≤ 0 everywhere in D [32, p. 40].
Proposition 2.10. [Minimum Principle] Let u be a superharmonic function on a
domain D ⊂ RN . If u attains a global minimum on D then u is constant [43, p. 55].
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We now turn our attention back to the farthest distance function and our goal
of expressing it via potentials. If E ⊂ R2, then it has been shown that − log dE is
superharmonic [53, Lemma 5.1]. In higher dimensions, we will consider d2−NE .
Example 2.9 (Ball). Consider the ball B = B(0, R) in RN , N ≥ 3. Recall that
dB(x) = |x|+R. In hyperspherical coordinates, we write this as dB(x) = ρ+R. Note
that dB ∈ C2
(
RN \ 0) and so we shall consider dB on this domain and at the origin
separately.
We will use the Laplace Inequality to show that d2−NB is superharmonic in R
N \ 0.
For a real-valued function f depending only on ρ, the Laplacian is given in hyper-
spherical coordinates by [34, p. 10]:
∆f =
∂2f
∂ρ2
+
∂f
∂ρ
N − 1
ρ
.
We calculate that in RN \ 0,
∆d2−NB = (2−N)(1−N)(ρ+R)−N + (2−N)(ρ+R)1−N
N − 1
ρ
= (N − 2)(N − 1)(ρ+R)−N
(
1− ρ+R
ρ
)
= (N − 2)(N − 1)(ρ+R)−N
(−R
ρ
)
which is negative for all ρ > 0. By the Laplace Inequality, Proposition 2.9, d2−NB is
superharmonic in RN \ 0.
At the origin, for any r > 0 we have
d2−NB (0) = R
2−N > (r +R)2−N =M(d2−NB ; 0, r)
and hence by the Mean Value Inequality, Proposition 2.8, d2−NB is superharmonic at
the origin. It follows that d2−NB is superharmonic in R
N .
We now consider arbitrary sets E ⊂ RN , N ≥ 3. We begin by expressing d2−NE as
d2−NE (x) =
(
sup
y∈E
|x− y|
)2−N
= inf
y∈E
|x− y|2−N
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where d2−Ny (x) = |x − y|2−N is the Newtonian kernel. Since d2−Ny (x) ∈ C2(RN \ y),
we may calculate the Laplacian to show that it is superharmonic. In rectangular
coordinates,
d2−Ny (x) =

 N∑
i=1
(xi − yi)2


1−N/2
and the partial derivatives are given by
∂d2−Ny
∂xi
= (2−N)d−Ny (xi − yi)
∂2d2−Ny
∂x2i
= (2−N)d−Ny
(
−N(xi − yi)2
d2y
+ 1
)
.
Thus, we have
∆d2−Ny =
N∑
i=1
∂2d2−Ny
∂x2i
= (2−N)d−Ny
(
−Nd2y
d2y
+N
)
= 0
and d2−Ny is harmonic except at y. At the point y, we have d
2−N
y (y) = ∞ and thus
by the Mean Value Inequality, Proposition 2.8, d2−Ny is superharmonic at y and in all
of RN . We have now expressed d2−NE = infy∈E d
2−N
y as an infimum of superharmonic
functions.
Theorem 2.3. Let K be a compact topological space and let v : D×K → [−∞,+∞)
be a function such that
1. v is lower semicontinuous on D ×K and
2. x→ v(x, y) is superharmonic in D for each y ∈ K.
Then the function u given by u(x) = infy∈K v(x, y) is superharmonic on D.
Since by Proposition 2.1 we may assume E is compact whenever convenient, it
follows that d2−NE is superharmonic for any bounded set E ⊂ RN , N ≥ 3. We’ve
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already seen that d2−Ny (x) = |x− y|2−N is harmonic in RN \ y. In a sense, this is the
only case in which d2−NE is harmonic.
Proposition 2.11. Let D be a domain in RN , N ≥ 3. Then d2−NE is harmonic in D
if and only if there exists a point y ∈ ∂E \D such that dE(x) = dy(x) for all x ∈ D.
Proposition 2.11 also holds in the plane R2 for the superharmonic function (− log dE)
[44, Proposition 2.1].
Example 2.10 (Line Segment). Let L = [−a, a] ⊂ RN , N ≥ 3, be the line segment
we considered in Example 2.4. The function d2−NL = min
{|x− a|2−N , |x+ a|2−N} is
harmonic almost everywhere, the exception being the hyperplane which is the perpen-
dicular bisector of the segment L where |x− a| = |x+ a|.
The Riesz Decomposition Theorem states that any superharmonic function is the
sum of a potential and a harmonic function. The theorem is stated here for Newtonian
potentials in RN , N ≥ 3. This theorem also holds in R2 with the logarithmic potential
in place of the Newtonian one.
Theorem 2.4 (Riesz Decomposition Theorem). Let u be a superharmonic function
in a domain D ⊂ RN , N ≥ 3. Then there exists a unique positive Borel measure µ
on D such that for every compact set K ⊂ D,
u(x) =
∫
K
|x− y|2−N dµ(y) + hK(x)
where hK is a harmonic function on the interior of K.
We call the measure µ the representing measure of u. We will denote the Newto-
nian potential of µ by
Uµ(x) :=
∫
|x− y|2−N dµ(y).
There are many published proofs of this important theorem. All proofs choose
µ to be the Laplacian of u, in some suitable sense, and then show that the desired
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properties hold. Most proofs rely on a distributional Laplacian to construct µ since
u need not even be continuous, c.f. Landkof [43], Hayman and Kennedy [32], and
Armitage and Gardiner [2]. Another approach, used by Helms [34], is to approximate
u by sufficiently smooth functions for which the Laplacian does exist.
An immediate consequence of the proof is that the harmonic function hK must
be the greatest harmonic minorant of u on K. See [2, Section 3.4] for a discussion of
harmonic minorants. If D = RN and u is bounded below then the greatest harmonic
minorant is a constant.
Theorem 2.5. Let u be a non-negative superharmonic function in RN and let µ be
its representing measure. Then
u(x) =
∫
RN
|x− y|2−N dµ(y) + c = Uµ(x) + c
where c is the largest non-negative constant bounding u from below [2, p. 105-106].
Recall that for a bounded set E ⊂ RN , the function d2−NE is superharmonic in
RN and hence the Riesz Representation Theorem applies. Clearly, dE(x) is always
nonnegative and grows linearly as |x| → ∞. Thus d2−NE (x) is positive everywhere and
arbitrarily close to zero in a neighborhood of infinity. Theorem 2.5 applies and the
constant given must be zero. It follows that d2−NE is the Newtonian potential of some
measure.
So far we have only required that E ⊂ RN be bounded in order to avoid the case
where dE ≡ +∞. We must now also assume that E contains at least two points to
avoid another degenerate case where dE(y) = 0 for some y ∈ RN .
Theorem 2.6. Let E be a bounded subset of RN , N ≥ 3, consisting of at least two
points. Then there exists a unique positive unit Borel measure σE with unbounded
support on RN such that
d2−NE (x) =
∫
RN
|x− y|2−N dσE(y) = UσE(x). (2.4)
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This theorem was first proved for bounded subsets E in the plane consisting of
at least two points. In that case the theorem states that log dE is the logarithmic
potential of σE , a unique positive unit Borel measure with unbounded support. It
was proved for finite sets, such as the set of vertices of a polygon, by Boyd [12, p.
450] and later for general compact sets by Pritsker [53, p. 3980]. Alternative proofs
are presented in [44] and [25].
We will explore the properties of the representing measure σE in Chapter 3. Many
of those results are straightforward generalizations of previous results in the plane
while other results are new. While the discussion will focus on the higher dimensional
case, this is simply for convenience. Unless otherwise noted, the results and proofs
are given for E ⊂ RN , N ≥ 2. We will consider analogues of Theorem 2.6 for Riesz
potentials in Chapter 4.
2.4 Proofs
Proof of Proposition 2.1. Let x ∈ RN . Since dE(x) = supy∈E |x − y|, it is clear that
dE = dE.
The closure E is compact and hence there exists a point y ∈ E such that dE(x) =
|x− y|. If y is in the interior of E then there exists ǫ > 0 such that B(y, ǫ) ⊂ E and
hence dE(x) ≥ |x− y|+ ǫ which is a contradiction. Thus y ∈ ∂E and it follows that
dE = d∂E.
We turn to the final equality. It is clear that dE ≤ dconv(E) since E ⊂ conv(E).
Without loss of generality, we may assume E is closed and hence so is conv(E). Let
x ∈ RN and choose y ∈ conv(E) such that dE(x) = |x− y|. We express y as a convex
combination of points in E. Let y1, . . . , ym ∈ E and t1, . . . tm ∈ [0, 1] with
∑m
j=1 tj = 1
so that y =
∑m
j=1 tjyj. Then we have
dconv(E)(x) =
∣∣∣∣∣∣x−
m∑
j=1
tjyj
∣∣∣∣∣∣ ≤
m∑
j=1
tj
∣∣x− yj∣∣ ≤ dE(x)
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and hence dE = dconv(E).
Proof of Proposition 2.2. Since rigid motions preserve distances, the first claim is
clear. We turn our attention to scaling. Let λ > 0. Then
dλE(λx) = max
y∈E
|λx− λy|
= λmax
y∈E
|x− y|
= λdE (x) ,
and the second claim holds.
Sketch of proof that yE is not single-valued on all of conv(E). If each point x in a
compact convex set E has a unique farthest point then the map x → yE(x) gives
a continuous mapping. By Brouwer’s fixed point theorem this map has a fixed point.
Since E has at least two points, this is a contradiction. Thus at least one point in E
has two distinct farthest points.
Proof of Theorem 2.1. In the case that k = 0, this statement was proved under more
general conditions in [22, Corollary 3.6]. The proof given here uses the same ideas.
For ease in computation, we define f(x) = d2E(x). Since dE(x) > 0, it will suffice to
show that f ∈ Ck+1(U). Let ~u ∈ ∂B(0, 1) and r > 0. We compute
lim sup
r→0
1
r
(
d2E(x)− d2E(x+ r~u)− r~u ·
(
−2 (x− yE(x)))
)
≤ lim sup
r→0
1
r
(∣∣x− yE(x)∣∣2 − ∣∣x− yE(x) + r~u∣∣2 + 2r~u · (x− yE(x))) .
Since ∣∣x− yE(x) + r~u∣∣2 = (∣∣x− yE(x)∣∣2 + 2r~u · (x− yE(x))+ r2) ,
we conclude that
lim sup
r→0
1
r
(
d2E(x)− d2E(x+ r~u)− r~u ·
(
−2 (x− yE(x)))
)
≤ lim sup
r→0
−r2
r
= 0.
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Since this inequality holds for ~u in any direction, it follows that
lim
r→0
1
r
(
d2E(x)− d2E(x+ r~u)− r~u ·
(
−2 (x− yE(x)))
)
= 0
and hence
∇f(x) = −2 (x− yE(x)) .
Thus f ∈ Ck+1(U) if and only if yE ∈ Ck(U).
Proof of Theorem 2.2. Let x0 be point in RN . In the case k = 0 there is nothing to
prove since we already assume that yE is single-valued on a neighborhood of x and
hence continuous in that neighborhood by Theorem 2.1.
Let k ≥ 1. We assume ∂E is Ck+1 in a neighborhood of yE(x0) for some x0 ∈ U
and show yE is C
k in a neighborhood of x0. This was already shown for E ⊂ R2 in
[24, Theorem 2.6]. A similar statement for the nearest distance function was shown
in [40, Theorem 3]. We mimic the approaches of those proofs here.
We create a sufficiently smooth parametrization of a neighborhood of yE(x
0).
Denote the coordinates of RN by (x1, . . . , xN) and x
0 = (x01, . . . , x
0
N). Translating and
rotating if necessary, we assume that yE(x
0) = 0, E lies in the closed upper half-space
given by xN ≥ 0, and the xN = 0 hyperplane is tangent to ∂E at 0. It follows that
x0 = (0, . . . , 0, dE(x
0)). For a sufficiently small neighborhood V ⊂ ∂E of 0, there is a
Ck+1 map φ : (−ǫ, ǫ)N−1 → R such that (t, φ(t)) = (t1, . . . , tN−1, φ(t1, . . . , tN−1)) is a
parametrization of V . Furthermore, we may assume that φ(0) = 0, and (∂φ/∂ti)(0) =
0 for each i = 0, . . . , N − 1.
Let W be the inverse image of V under yE, which is an open neighborhood of
x0. Let t : W → (−ǫ, ǫ)N−1 be the map such that yE(x) =
(
t(x), φ ◦ t(x)). Then
t(x) =
(
t1(x), . . . , tN−1(x)
)
can be found by maximizing
∣∣(t, φ(t))− x∣∣2. For each
i = 0, . . . , N − 1 we set
Fi(x, t) = (ti − xi) + ∂φ
∂ti
(t)(φ(t)− xN ).
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We wish to apply the Implicit Function Theorem [41, Theorem 3.3.1] to F : W ×
(−ǫ, ǫ)N−1 → RN−1 where F (x, t) = (Fi(x, t)). Since F (x0, 0) = 0, it remains to show
that the Jacobian matrix [∂Fi/∂tj ](x
0, 0) is invertible.
Calculating the partial derivatives we obtain
∂Fi
∂tj
(x, t) =
∂φ
∂ti
(t)
∂φ
∂tj
(t) +
∂2φ
∂ti∂tj
(t)
(
φ(t)− xN
)
for each i 6= j and
∂Fi
∂ti
(x, t) = 1 +
∂φ
∂ti
2
(t) +
∂2φ
∂t2i
(t)
(
φ(t)− xN
)
.
Thus at (x0, 0), we have[
∂Fi
∂tj
]
(x0, 0) = I − dE(x0)Hφ(0) = −dE(x0)
(
Hφ(0)− 1
dE(x0)
I
)
where Hφ is the Hessian matrix of φ.
The Gauss map of V is given by N(t) = v(t)/|v(t)| where N(t) is the normal
vector at the point (t, φ(t)) and
v(t) =
(
∂φ
∂t1
(t), . . . ,
∂φ
∂tN−1
(t),−1
)
.
Thus the shape operator is given by S(t) = Hφ(t). Since no principal curvature at
0 is 1/dE(x
0), it follows that 1/dE(x
0) is not an eigenvalue of Hφ(0) and hence the
Jacobian of F has nonzero determinant at 0. We conclude by the Implicit Function
Theorem that t ∈ Ck(W ) and hence yE ∈ Ck(W ) as desired.
Now we assume that hE is C
k+2 in a neighborhood of yE(x
0)− x0 and show that
∂E is Ck+1 in a neighborhood of yE(x
0). Let U ⊂ UN be a neighborhood of the
direction of the vector yE(x
0)−x0 such that hE is Ck+2 on vectors ~u with u ∈ U . Let
V ⊂ ∂E be the set of points y ∈ ∂E such that hE(~u) = y · ~u for some u ∈ U . Since
E is strictly convex at yE(x
0), V is a neighborhood of yE(x
0). We will show V has a
parametrization which is Ck+1. For later computational convenience, we assume that
~u has no zero rectangular coordinates for all u ∈ UN .
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Let F (ξ, u) = ξ · ~u − hE(~u) for ξ ∈ RN and u ∈ UN . Then the hyperplanes of
support for ∂E in V are given by the equations F (ξ, u) = 0 and (∂F/∂θi)(ξ, u) = 0
for each i where u = (0, θ1, . . . , θN−1). Their envelope is V . Thus, solving these
equations for the point ξ will yield a parametrization of V . If such a solution exists,
the parametrization will depend on u ∈ UN and be in terms of the first partial
derivatives of hE , hence it will be C
k+1.
We will show that such a solution exists by forming a matrix of the equations and
showing that its determinant is nonzero. The equations can be written as
ξ · ~u = hE(~u)
and
ξ · ∂~u
∂θi
=
∂hE(~u)
∂θi
for each i. Recall that in rectangular coordinates the vector ~u is given by
~u = (cos θ1, sin θ1 cos θ2, . . . , sin θ1 · · · sin θN−2 cos θN−1, sin θ1 · · · sin θN−2 sin θN−1).
We choose the N rectangular coordinates of ξ as the variables and form a matrix of
the left hand sides of the equation. This yields the N by N matrix

u1 u2 u3 u4 · · · uN−1 uN
− tan θ1u1 cot θ1u2 cot θ1u3 cot θ1u4 · · · cot θ1uN−1 cot θ1uN
0 − tan θ2u2 cot θ2u3 cot θ2u4 · · · cot θ2uN−1 cot θ2uN
0 0 − tan θ3u3 cot θ3u4 · · · cot θ3uN−1 cot θ3uN
0 0 0 − tan θ4u4 · · · cot θ4uN−1 cot θ4uN
...
...
...
...
...
0 0 0 0 · · · − tan θN−1uN−1 cot θN−1uN


.
Since each component of ~u is nonzero, this matrix has nonzero determinant if the
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matrix
A =


1 1 1 1 · · · 1 1
− tan θ1 cot θ1 cot θ1 cot θ1 · · · cot θ1 cot θ1
0 − tan θ2 cot θ2 cot θ2 · · · cot θ2 cot θ2
0 0 − tan θ3 cot θ3 · · · cot θ3 cot θ3
0 0 0 − tan θ4 · · · cot θ4 cot θ4
...
...
...
...
...
0 0 0 0 · · · − tan θN−1 cot θN−1


.
has nonzero determinant. We compute det(A) by expanding the minors using the
first column. This yields
det(A) = (tan θ1 + cot θ1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 1 · · · 1 1
− tan θ2 cot θ2 cot θ2 · · · cot θ2 cot θ2
0 − tan θ3 cot θ3 · · · cot θ3 cot θ3
0 0 − tan θ4 · · · cot θ4 cot θ4
...
...
...
...
0 0 0 · · · − tan θN−1 cot θN−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Repeating this process we find
det(A) =
N−1∏
i=1
(tan θi + cot θi)
which is nonzero.
Proof of Proposition 2.4. This proof follows one given in [44, Prop 2.7] for the planar
case. We begin by showing that
conv(E) =
⋂
x∈RN
B
(
x, dE(x)
)
.
It is clear that conv(E) ⊂ ⋂x∈RN B (x, dE(x)) since conv(E) ⊂ B (x, dE(x)) for
every x ∈ RN . For the opposite inclusion we proceed by contradiction. Suppose
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Figure 2.8: A convex set separated from a point by a hyperplane
there exists x0 ∈
⋂
x∈RN B
(
x, dE(x)
)
such that x0 6∈ conv(E). Since conv(E) is
compact and convex, there exists a hyperplane S separating x0 and conv(E), as
shown in Figure 2.8. Let L be the line perpendicular to S passing through x0.
There exists x ∈ L on the other side of S from x0 with |x| sufficiently large so
that conv(E) ⊂ B (x, |x− x0|). It follows that dE(x) < |x−x0|. But this contradicts
the assumption that x0 ∈ B
(
x, dE(x)
)
.
If dE = dF then we have shown by this construction that conv(E) = conv(F ). On
the other hand, if conv(E) = conv(F ) then Proposition 2.1 shows us that dE = dF .
Proof of Lemma 2.1. Begin by assuming DH(E,En) converges to 0. For any ǫ > 0,
there exists an n0 ∈ N such that DH(E,En) < ǫ for n ≥ n0. Since E ⊂ En + B(0, ǫ)
and En ⊂ E +B(0, ǫ) it follows that |dEn − dE | < ǫ. Thus the functions dEn converge
uniformly to dE.
Now assume the farthest distance functions dEn converge uniformly to dE. For
any ǫ/2 > 0, there exists an n0 ∈ N such that |dEn − dE| < ǫ/2 for all n ≥ n0. In
other words, dEn < dE + ǫ/2. Since dE+B(0,ǫ/2) = dE + ǫ/2, it follows from Corollary
2.1 that En ⊂ E +B(0, ǫ/2). Similarly, E ⊂ En +B(0, ǫ/2) and hence DH(E,En) ≤
ǫ/2 < ǫ.
Proof of Proposition 2.5. It is clear that the sets En form a monotone increasing se-
quence of subsets of E and thus dEn form a monotone increasing sequence of functions.
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By compactness, for any ǫ > 0, there exists an n0 ∈ N such that ∂E ⊂
⋃n
i=0B(xi, ǫ)
for all n ≥ n0. Thus, E ⊂ En + B(0, ǫ) for all n ≥ n0 and DH(E,En) tends to zero
as n→∞. Applying Lemma 2.1, the conclusion follows.
Proof of Lemma 2.2. This proof is adapted from one given in [25, Lemma 1]. Con-
sider the function
f(x) =
∫
γn(u)hE−u(x) du.
Since hE is subadditive and positively homogeneous of degree 1, the function f is as
well. Hence it is the extended support function of a compact convex set [27, p. 20].
Since hE−u(x) = hE(x + u), it follows that f(x) = (γn ∗ pE)(v) for x ∈ SN−1 and
~v = x.
Proof of Proposition 2.6. From Lemma 2.2, for each n ∈ N, there is a compact convex
set Ln whose support function is γn ∗ pE. Denote the parallel body of Ln by Fn =
Ln +B(0, 1/n). The sets Fn are compact, convex, smooth, and all radii of curvature
are at least 1/n. This sequence is not necessarily increasing. We will choose a
subsequence and perform a suitable dilation to complete the proof. Assume, without
loss of generality, that the origin lies in E and that pE(u) ≥ 1 for all u ∈ UN . Letm be
an integer and let ǫm = 1/(2
m+2−3). Then there exists Fnm such that |pm−pE | ≤ ǫm
where pm = γnm ∗ pE + 1/nm is the support function of Fnm. Let λm = 1/(2m+2ǫm).
The function λmpm is the support function of a set that is compact, convex, smooth,
and has positive radii of curvature. We call it Em and form a new sequence of sets
{Em}∞m=1. The support functions λmpm still converge uniformly to pE. It remains
only to show that the sets Em are increasing. We will show that
(1− 2−m)pE ≤ λmpm ≤ (1− 2−m−1)pE .
It will then follow that pm ≤ pm+1 ≤ pE and hence Em ⊂ Em+1 ⊂ E.
First, note that
λm =
1
2m+2ǫm
=
1− 2−m
1− ǫm =
1− 2−m−1
1 + ǫm
.
35
We begin with the upper bound, calculating that
(1− 2−m−1)pE − λmpm ≥ (1− 2−m−1)pE − 1− 2
−m−1
1 + ǫm
(pE + ǫm)
≥ (1− 2−m−1)
(
pE
(
1− 1
1 + ǫm
)
− ǫm
1 + ǫm
)
≥ (1− 2−m−1)
(
1− 1
1 + ǫm
− ǫm
1 + ǫm
)
= 0
where the first step used the fact that pm ≤ pE+ ǫm and the third step used the facts
that 1 − 1/(1 + ǫm) > 0 and pE ≥ 1. Next we prove the lower bound by calculating
that
λmpm − (1− 2−m)pE ≥ 1− 2
−m
1− ǫm (pE − ǫm)− (1− 2
−m)pE
≥ (1− 2−m)
(
pE
(
1
1− ǫm − 1
)
− ǫm
1− ǫm
)
≥ (1− 2−m)
(
1
1− ǫm − 1−
ǫm
1− ǫm
)
= 0
where the first step used the fact that pm ≥ pE − ǫm and the third step used the facts
that 1/(1− ǫm)− 1 > 0 and pE ≥ 1.
Proof of Theorem 2.3. This proof is adapted from one given in [60, p. 38] for a
similar statement in R2. We begin by showing u : D → [−∞,+∞) is lower semi-
continuous. Choose a ∈ R. If the set {x ∈ D : u(x) > a} is nonempty, let w be an
element. We will find an open neighborhood of w in the set {x ∈ D : u(x) > a}.
Since u(w) = infy∈K v(w, y) > a, we have for each k ∈ K, that v(w, k) > a. The
function v is lower semi-continuous, so for each k ∈ K there exists a neighborhood
of (w, k) ∈ D ×K where v is greater than a. For each k, choose B(w, rk) ⊂ D, with
rk > 0, and Nk ⊂ K such that v(x, y) > a for each (x, y) ∈ B(w, rk) × Nk. The
neighborhoods Nk form an open cover of K. Choose a finite subcover Nk1, . . . , Nkn.
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Let r = min{rk1, . . . , rkn} > 0. Since v(x, y) > a for all (x, y) ∈ B(w, r) × K we
have u(x) > a for x ∈ B(w, r). Thus B(w, r) ⊂ {x ∈ D : u(x) > a} and u is lower
semi-continuous.
We now show u is superharmonic by showing it satisfies the Mean Value Inequality.
Let w ∈ D and choose r > 0 such that B(w, r) ⊂ D. The function v is superharmonic
and thus satisfies the Mean Value Inequality. For each k ∈ K, we have
v(w, k) ≥ 1
ωNrN−1
∫
∂B(w,r)
v(t, k) dt ≥ 1
ωNrN−1
∫
∂B(w,r)
u(t) dS(t).
By taking the infimum of the left hand side over K we find u also satisfies the Mean
Value Inequality.
Proof of Proposition 2.11. This proof is adapted from one given in [44, Proposition
2.1] for a similar statement for − log dE in R2. If dE(x) = dy(x) everywhere in D for
some y ∈ ∂E \D, then we already showed that d2−NE is harmonic in D by calculating
the Laplacian. Now assume d2−NE is harmonic in D. Choose x0 ∈ D and y ∈ ∂E
such that dE(x0) = |x0 − y|. Define u on D by u(x) = |x− y|2−N − d2−NE (x). As the
sum of a superharmonic function, |x− y|2−N , and a harmonic function, −d2−NE (x), u
is superharmonic [43, p. 55]. It is also non-negative since dE(x) ≥ |x − y| for every
x ∈ D. Since u(x0) = 0, we apply the Minimum Principle to see that u ≡ 0. Thus
dE(x) = |x− y| in D. Since d2−NE is continuous in D, it follows that y 6∈ D.
Proof of Theorem 2.6. Applying the Riesz Decomposition Theorem and Theorem 2.5
we previously concluded that d2−NE is the Newtonian potential of a unique positive
Borel measure, denoted σE . It remains to show that σE is unit measure with un-
bounded support.
We may assume that the origin is in E since dE is translation invariant, see
Proposition 3.2. Consider the ball B(0, R) of radius R > diam(E) about the origin.
We average
d2−NE (x) =
∫
RN
|x− y|2−N dσE(y)
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with respect to the surface area measure on B(0, R), and obtain∫
∂B(0,R)
d2−NE (x) dS(x) =
∫
∂B(0,R)
∫
RN
|x− y|2−N dσE(y) dS(x). (2.5)
For ease in notation, we denote the common value by M(R).
Consider the left hand side of (2.5). We know that on ∂B(0, R) the farthest
distance function is bounded above and below by R ≤ dE(x) ≤ R + diam(E). Thus
(
R + diam(E)
)2−N ≤M(R) ≤ R2−N . (2.6)
On the other hand, we may apply Tonelli’s Theorem to the right hand side of (2.5)
to obtain
M(R) =
∫
RN
∫
∂B(0,R)
|x− y|2−N dS(x) dσE(y).
It is a standard fact [2, p. 100] that
∫
∂B(0,R)
|x− y|2−N dS(x)
ωNRN−1
=


R2−N if |y| ≤ R,
|y|2−N if |y| > R.
Thus we have
M(R) = R2−NσE
(
B(0, R)
)
+
∫
RN\B(0,R)
|y|2−N dσE(y).
Since 0 < |y|2−N < R2−N for |y| > R, we obtain
R2−NσE
(
B(0, R)
) ≤M(R) ≤ R2−NσE(RN). (2.7)
Combining inequalities (2.6) and (2.7) we find
R2−NσE
(
B(0, R)
) ≤ R2−N
and (
R + diam(E)
)2−N ≤ R2−NσE(RN).
Hence
σE
(
B(0, R)
) ≤ 1
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and
σE(R
N) ≥
(
R
R + diam(E)
)N−2
for every R ≥ diam(E). By letting R→∞, we conclude σE(RN) = 1.
It remains to show that σE has unbounded support. Suppose not, by way of
contradiction. Then for sufficiently large R, supp σE ⊂ B(0, R). It follows that d2−NE
is harmonic in RN \ B(0, R). By Proposition 2.11 there exists a point y ∈ ∂E such
that dE = |x− y| for all x ∈ RN \B(0, R). Since E contains at least one other point
inside B(0, R) we reach a contradiction.
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CHAPTER 3
Representing Measure
In Chapter 2, we explored the properties of the farthest distance function dE for
bounded sets E ⊂ RN . Our main result was Theorem 2.6 which stated that dE can
be expressed via the potential of a representing measure σE . We will now consider
this representing measure. Throughout this chapter, unless otherwise noted, we will
assume that E is a bounded set in RN , N ≥ 2, consisting of at least two points.
We have focused on the representing measure for the Newtonian potentials d2−NE
where E ⊂ RN , N ≥ 3. However, recall that for E ⊂ R2, the function log dE may
be expressed as the logarithmic potential of a representing measure σE such that
log dP (x) =
∫
log |x−y| dσP (y) [53, p. 3980]. Through some abuse of terminology we
will refer to both of these measures simply as the representing measure of the set E
where the potential used depends on the dimension of the space in which we choose
E to be situated. Notice that the dimension is not intrinsic to E. We may choose to
situation the line segment L, for example, in any RN , N ≥ 2 and thus we must be
explicit about the ambient space we are considering.
In Section 3.1, we discuss properties of representing measures and calculate ex-
amples of σE for certain sets E. We consider the special case of polytopes in Section
3.2, where we give a completely geometric formulation of the representing measure.
In Section 3.3, we will explore the support and density of the representing measure.
We are particularly interested in an open conjecture of Laugesen and Pritsker [44]
regarding the quantity σE(E). We will consider this conjecture in Section 3.4. Proofs
may be found in Section 3.5.
3.1 Calculating the Representing Measure
In Section 2.3, we used the Riesz Decomposition Theorem to prove the existence of a
unique positive unit Borel measure σE such that dE can be expressed via a potential
of σE . The proof of the Riesz Decomposition Theorem is constructive and we will
use this construction to calculate σE for a selection of sets E. We will also consider
methods of approximating the representing measure when we cannot calculate an
explicit formula.
For any function u superharmonic on a domain D, the proof of the Riesz De-
composition Theorem constructs a measure µ on D such that u may be expressed as
the sum of its potential and a harmonic function. The representing measure µ is the
unique measure on D such that
1
(2−N)ωN
∫
D
u∆f dV =
∫
D
f dµ (3.1)
for all f ∈ C∞0 (D) the space of real valued, infinitely differentiable functions on D
with compact support. If u is sufficiently nice, then µ is simply the Laplacian of u.
Proposition 3.1. If u ∈ C2(D) then its representing measure in D is
dµ =
1
(2−N)ωN∆u dV (3.2)
where ωN = 2π
N/2/Γ(N/2) denotes the surface area of the unit ball in RN [32, p.
113].
In the plane, the formula for the representing measure of a superharmonic function
u is given by dµ = −∆u/(2π) [44, Example 1.2].
Example 3.1 (The N -Ball). Consider the ball B = B(0, R) in RN , N ≥ 3. We
calculated in Example 2.9 that
∆d2−NB = −
R(N − 2)(N − 1)
ρ(ρ+R)N
.
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Applying Proposition 3.1 and noting that dV = ωNρ
N−1 dρ in hyperspherical coordi-
nates, we obtain
dσB = R(N − 1) ρ
N−2
(ρ+R)N
dρ (3.3)
in RN \0, where 0 denotes the origin. Since d2−NE is a finite potential, the origin must
have zero mass. Thus we may use this formula to calculate the mass of the measure
in B(0, r) as
σB
(
B(0, r)
)
= R(N − 1)
∫ r
0
ρN−2
(ρ+R)N
dρ.
It follows that σB
(
RN
)
= limr→∞ σB
(
B(0, r)
)
= 1 and σB(B) = σB
(
B(0, R)
)
=
21−N .
Equation (3.3) also holds for the representing measure σB of B = B(0, R) ⊂ R2
[44, Example 1.2].
Notice that the quantity σB(B) does not depend on the radius R. In fact, the
representing measure is invariant under scaling, in addition to rigid motions. Thus
we may choose any size or orientation we find convenient when considering examples.
Proposition 3.2. The representing measure σE is invariant under rigid motions and
scaling. Specifically, if D ⊂ RN , then σTE(TD) = σE(D) for any rigid transformation
T and dλE(λD) = σE(D) for all λ > 0.
The calculation of the representing measure is local and thus we will often sepa-
rately calculate σE on domains of R
N and their boundaries.
Example 3.2 (Hot Dog). We recall the hot dog from Example 2.2. It was the con-
vex hull of two balls given by H = conv
(
B(−a, 1) ∪ B(a, 1)
)
. For convenience
we choose a to lie on the x1 coordinate axis. Let h+ =
{
x ∈ RN : x1 > 0
}
and
h− =
{
x ∈ RN : x1 < 0
}
be two open half spaces. Then dH(x) = dB(−a,1)(x) for
x ∈ h+ and dH(x) = dB(a,1)(x) for x ∈ h−.
Consider dB(a,1) on R
N . Since σB(a,1) is invariant under translation, we may apply
Example 3.1. The representing measure σB(a,1) is a unit measure supported on all of
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R
N and symmetric about the point a. In particular, if h is a half-space containing
a hemisphere of B(a, 1), then σB(a,1)(h) = 1/2 and if D ⊂ RN is a domain, then
σB(a,1)(D) > 0. It follows that σB(a,1)(h+) > 1/2 and hence σH(h−) = σB(a,1)(h−) <
1/2. Similarly σH(h+) = σB(−a,1)(h+) < 1/2.
Denote the x1 = 0 hyperplane by S, which is also R
N \ (h+ ∪ h−). We already
calculated that σH(h+∪h−) < 1. Since σH is a unit measure, it follows that σH(S) > 0.
No other hyperplane has positive mass.
Example 3.3 (Torus). Let T ⊂ R3 be the torus from Example 2.3. Recall that
dT (r, h, θ) =
∣∣(r, h) + (a, 0)∣∣+ 1
for r ≥ 0. The function d−1T is C2 for r > 0. In cylindrical coordinates, the Laplacian
of a rotationally invariant function f is given by
∆f =
1
r
∂
∂r
(
r
∂f
∂r
)
+
∂2f
∂h2
=
1
r
∂f
∂r
+
∂2f
∂r2
+
∂2f
∂h2
and dV = r dθ dh dr [69, p. 443]. We compute that
∆d−1T (r, h, θ) =
−a
r
∣∣(r, h) + (a, 0)∣∣ d2T (r, h, θ)
and thus
dσT =
a
4π
∣∣(r, h) + (a, 0)∣∣−1 d−2T (r, h, θ) dθ dh dr
for r > 0. Since the potential d−1T is finite and the horizontal axis where r = 0 is a
polar set, see [34, Example 4.2.8], its mass must be zero and so this formula holds on
all of R3.
Let E be a strictly convex set with strictly positive radii of curvature and C2
boundary. Recall from Theorem 2.2 that if x ∈ RN is not a center of curvature of ∂E
and yE(x) is single valued, then dE, and hence d
2−N
E , is C
2 in a neighborhood of x.
Thus if we consider subsets of the plane which exclude centers of curvature, we can
compute σE using Proposition 3.1.
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We begin by providing a parametrization of ∂E in terms of its restricted support
function. Since E is strictly convex, for each u ∈ UN there is a unique point γE(u) ∈ E
such that pE(u) = γE(u) · ~u. Furthermore, every point y ∈ ∂E is γE(u) for some u ∈
UN . Thus, γE is a parametrization of ∂E which we call the support parametrization.
The parametrization γE can be expressed in terms of pE and its first partial
derivatives which necessarily exist since E is strictly convex. This is most easily done
in the plane where
γE(u) = pE(u)~u+
∂pE
∂θ
(u)
∂~u
∂θ
(3.4)
where u = (0, θ) and ~u = (cos θ, sin θ) is given in rectangular coordinates.
Example 3.4 (Ellipse). Let E be the ellipse parametrized by (a cosψ, b sinψ). Its sup-
port function is given by pE(u) =
√
a2 cos2 θ + b2 sin2 θ and its support parametrization
is
γE(u) =
1
pE(u)

 a2 cos θ
b2 sin θ

 .
Example 3.5 (Reuleaux Triangle). Let R be the planar Realeaux Triangle we consid-
ered in Example 2.8 with vertices placed at
(
1/
√
3
)
eiφv where φa = π/2, φb = 7π/6,
and φc = 11π/6. Then its support function is piecewise defined much like its farthest
distance function. Specifically,
pR(u) =


1 + 1√
3
cos(θ − φv)
∣∣θ − (φv + π)∣∣ ≤ π6
1√
3
cos(θ − φv) |θ − φv| ≤ π6
where u = (0, θ) and these cases only overlap at the endpoints as shown in Figure 3.1.
The support function has continuous derivative
∂pE
∂θ
(u) = − 1√
3


sin(θ − φv)
∣∣θ − (φv + π)∣∣ ≤ π6
sin(θ − φv) |θ − φv| ≤ π6
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3
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Figure 3.1: Restricted support function for the Reuleaux triangle R
and hence we have the support parametrization
γR(u) =


~u+ 1√
3
eiφv
∣∣θ − (φv + π)∣∣ ≤ π6
1√
3
eiφv |θ − φv| ≤ π6 .
In R3 the support parametrization is given by
γE(u) = pE(u)~u+
∂pE
∂θ1
(u)
∂~u
∂θ1
+
∂pE
∂θ2
(u)
∂~u
∂θ2
csc2 θ1 (3.5)
where u = (0, θ1, θ2) and ~u = (cos θ1, sin θ1 cos θ2, sin θ1 sin θ2) in rectangular coor-
dinates. For example, the support parametrization of a standard ellipsoid E with
semiaxes a, b, and c is given by
γE(u) =
1
pE(u)


a2 cos θ1
b2 sin θ1 cos θ2
c2 sin θ1 sin θ2


where pE(u) = (a
2 cos2 θ1 + b
2 sin2 θ1 cos
2 θ2 + c
2 sin2 θ1 sin
2 θ2)
1/2. A proof of (3.5) is
given in Section 3.5 and a similar computation can be done in higher dimensions.
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Figure 3.2: The unbounded set C2(E) is a subset of the complement of the ellipse E
We say a strictly convex set is c-round, for some c ≥ 1, if for every u ∈ UN we
have
E ⊂ B (γE(u)− cwE(u)~u, cwE(u)) .
For example, the ball and Reuleaux triangles are both 1-round.
Let E be a c-round set with C2 restricted support function pE. For any b ≥ c, we
define
Cb(E) =
{
γE(u)− ρ~u : u ∈ UN and ρ > bwE(u)
}
which is an open set contained in the complement of E. The shape of this set may be
unexpected. If B is a ball, then wB is constant and R
N \ Cb(B) is simply a parallel
body. However, that need not happen and in fact the set RN \ Cb(E) need not even
be convex.
Example 3.6 (Ellipse). Let E be the ellipse considered in Example 3.4 with semiaxes
a = 2 and b = 1. Since E is symmetric about the origin, wE = 2pE and we can
compute that E is 2-round. Figure 3.2 illustrates the boundary of C2(E) in dashed
lines. The evolute, or set of centers of curvature of E, is drawn in gray. The points
(0,±4) are both centers of curvature on the boundary of C2(E). All other centers of
curvature are strictly inside R2 \ C2(E).
Consider the map F : (bwE(u),∞)× UN → Cb(E) given by
F (ρ, u) = γE(u)− ρ~u.
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Since
E ⊂ B (γE(u)− cwE(u)~u, cwE(u)) ⊂ B (F (ρ, u), ρ)
it follows that dE
(
F (ρ, u)
)
= ρ, yE
(
F (ρ, u)
)
= γE(u), and all radii of curvature
at γE(u) are strictly less than bwE(u). Thus, by Theorem 2.2, dE is C
2 in Cb(E).
Furthermore, the map F is one-to-one and hence invertible. Thus we may compute
∆d2−NE in Cb(E) using the Inverse Function Theorem. This was originally done in the
plane where
dσE
(
F (ρ, u)
)
=
1
2π
rE(u)
ρ2
dρ du (3.6)
where rE(u) is the radius of curvature at the point γE(u) [25, Lemma 3]. In R
3 a
similar calculation yields
dσE
(
F (ρ, u)
)
=
sin θ1
2πKE(u)
· HE(u)ρ− 1
ρ3
dρ dθ1 dθ2 (3.7)
where KE(u) and HE(u) are the Gaussian and mean curvatures respectively at the
point γE(u) ∈ ∂E. Proofs of Equations (3.6) and (3.7) are given in Section 3.5.
In the next section we will calculate σP in the case P is a polytope. However, in
other cases a direct computation of σE may be impractical. A version of the following
lemma was given in [63, p. 85] for R2. It provides a way to calculate the mass of the
representing measure in a neighborhood without finding a formula for the measure.
We extend it to higher dimensions.
Proposition 3.3. Let u be a finite superharmonic function on an open set D ⊂ RN ,
N ≥ 3, and µ its representing measure. For almost every r such that B(w, r) ⊂ D,
we have
µ
(
B(w, r)
)
=
rN−1
N − 2 limδ→0
M(u;w, r)−M(u;w, r + δ)
δ
. (3.8)
Another method for calculating σE when E is ill-behaved is to approximate E by
simpler sets whose representing measure is known.
Proposition 3.4. Let {En} be a monotone sequence of sets in RN , N ≥ 3, such that
dEn converges uniformly to dE as n→∞. Then σEn → σE weak* as n→∞.
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In particular, we may use Proposition 2.2 to construct a sequence of sets En such
that σEn can be computed by calculating the Laplacian of d
2−N
En
and the resulting
measures converge weak* to σE .
In the planar case, there is a result similar to Proposition 3.4 which is sufficient
for such purposes. If dEn are monotonically increasing to dE , then
lim inf
n→∞
σEn(V ) ≥ σE(V )
for any open set V [25, Lemma 2].
3.2 Representing Measure for Polytopes
We now turn our attention to polytopes, such as polygons and polyhedra. Let P be
a polytope. Recall from Section 2.2 that V(P ) denotes the set of outer vertices of P
and Fv denotes the farthest point Voronoi cell of v ∈ V(P ). Since dP (x) = |x − v|
on the interior of Fv, it follows by Proposition 2.11 that d
2−N
P is harmonic on the
interior of each farthest point Voronoi cell. Applying Proposition 3.1 we find that the
representing measure σP must be supported entirely on the boundaries of the farthest
point Voronoi cells.
The boundaries of the farthest point Voronoi cells consist of subsets of hyper-
planes and their intersections. We present a lemma that can be used to calculate the
representing measure of a superharmonic function in such a case.
Lemma 3.1. Suppose a Lipschitz continuous function u is superharmonic everywhere
on a domain D ⊂ RN , N ≥ 3, and harmonic except on a hyperplane S. Then its
representing measure is given by
dµ =
1
(2−N)ωN
(
∂u
∂n+
+
∂u
∂n−
)
dS (3.9)
where n± are the normal vectors to S in the positive and negative directions.
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We may use this lemma to calculate a formula for σP when P is a polytope. This
lemma does not apply to the hot dog in Example 3.2. In that case we found that for
a particular hyperplane S, we had σH(S) > 0. However, this formula will not apply
because d2−NH is not harmonic anywhere on R
N \ S.
Example 3.7 (Line Segment). Let L = [−a, a] be the line segment from Example
2.4, positioned along the x1 coordinate axis. Then the farthest distance function is
given by
dL(x) =
[(|x1|+ a)2 + x22 + · · ·+ x2N]1/2 .
Let S be the x1 = 0 hyperplane. While d
2−N
L is not differentiable on S, dL = da for
x1 < 0 and dL = d−a for x1 > 0 and hence d
2−N
L is harmonic in R
N \ S. Choose the
positive normal vector n+ to S to be in the positive x1 direction. Then
∂d2−NL
∂n+
=
∂d2−NL
∂n−
=
(2−N)a
dNL
,
and applying Lemma 3.1 we find
dσL =
2a
ωN
d−NL dS (3.10)
where dS is the area differential on the hyperplane S.
Let P be a polytope. Choose vertices v, w ∈ V(P ) and let Fv and Fw be their
corresponding farthest point Voronoi cells. For any x on the N − 1 dimensional
interior of Fv ∩ Fw there exists a neighborhood where dP = dL where L is the line
segment [v, w]. Thus the representing measure on the N − 1 dimensional interior of
Fv ∩ Fw is given by
dσP =
|v − w|
ωN
d−NP dS. (3.11)
Note that Fv ∩ Fw may be empty. For example, in the parallelogram from Example
2.6 we had Fb ∩ Fc = ∅. The intersections between hyperplanes consist of the sets
Fu ∩ Fv ∩ Fw for u, v, w ∈ V(P ). These are subsets of a countable number of N − 2
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dimensional hyperplanes. Since σP is a finite potential, their mass must be zero. Thus
the formula given in (3.11) is valid on all of Fv ∩ Fw. The representing measure σP
for a polygon P ⊂ R2 is given by the same formula [44, Example 1.3].
We can give a simpler, and purely geometric, formulation for σP . We begin by
considering a polygon P ⊂ R2. Assume that v, w ∈ V(P ) lie on the horizontal x-axis
and are symmetric about the origin, so that v = a and w = −a for some a > 0. Then
Fv ∩ Fw lies on the vertical y-axis. Let S be the segment of Fv ∩ Fw between y1 and
y2.
b
v
b
w
b
S
iy1
iy2
b
b
Fw Fv
θ2
θ1
Figure 3.3: The angle subtended by S, a segment of the support of σP , at vertex w
Applying (3.11), we calculate
σP (S) =
a
π
∫ y2
y1
(a2 + y2)−1 dy
=
1
π
[
tan−1(y/a)
]y2
y1
=
1
π
(θ2 − θ1)
(3.12)
where θ1 and θ2 are as shown in Figure 3.3.
The quantity θ2 − θ1 is the angle that S subtends at both v and w. For a set
S ⊂ RN , we denote the angle that S subtends at v ∈ RN by Ωv(S). Thus, for
polygons in the plane, we may rewrite (3.11) as
σP (S) =
1
π
Ωv(S) =
1
2π
(
Ωv(S) + Ωw(S)
)
.
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In fact, this equation holds for all polytopes.
In higher dimensions Ωv(S) refers to solid angles. Consider a connected set in the
plane, S ⊂ R2. To find the angle subtended by S at a point v, we first find S ′, the
projection of S onto B(v, 1). Then Ωv(S) is the length of S
′. Similarly, if S ⊂ RN is
connected and v is a point, we may project S onto B(v, 1) and calculate its N − 1
dimensional area. This quantity will be denoted by Ωv(S). For example, if S is a
hyperplane in RN and v is any point not on that plane, then the projection of S onto
B(v, 1) is an open hemisphere and Ωv(S) = ωN/2.
Theorem 3.1. Let P ⊂ RN be a compact polytope consisting of at least two points.
Let v, w ∈ V(P ) be outer vertices of P and let S ⊂ Fv ∩ Fw. Then
σP (S) =
2
ωN
Ωv(S) =
1
ωN
(
Ωv(S) + Ωw(S)
)
. (3.13)
Furthermore, if D ⊂ RN , then
σP (D) =
1
ωN
∑
v∈V(P )
Ωv(∂Fv ∩D). (3.14)
Example 3.8 (Regular Triangle). Returning to the regular triangle from Example 2.5,
we see that Ωa(Fa ∩ T ) = π/3 and by symmetry
∑
v∈V(T ) Ωv(Fv ∩ T ) = π. Applying
(3.14), we find σT (T ) = 1/2.
Recall from Example 3.1 that in the plane, σB(B) = 1/2 for B a disk. We now
see that σT (T ) = 1/2 as well. This is not a coincidence. We will consider these
examples in greater depth in Section 3.4. However, we can provide a geometric proof
that covers these special cases.
Proposition 3.5. Let P be a polygon inscribed in a closed disk B. Then σP (B) = 1/2.
It follows that σP (P ) ≤ 1/2. If P is a regular polygon with an odd number of
vertices, then supp(σP )∩B = supp(σP )∩P and hence σP (P ) = 1/2. This result was
previously proved in [44, Theorem 2.5].
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There is no analogue to Proposition 3.5 in higher dimensions. Recall from Example
2.1 that σB(B) = 2
1−N for B ⊂ RN and thus in R3 we have σB(B) = 1/4. We give a
counterexample to show that σP (B) need not be σB(B) for polyhedra P inscribed in
the ball.
Example 3.9 (Tetrahedron). Let T be the regular tetrahedron inscribed in the unit
ball in R3. Recall that for each vertex v, the farthest point Voronoi cell Fv is an
unbounded pyramid containing the face of T opposite from v. Thus the solid angle of
∂Fv ∩ T at v is the same as the solid angle of T at v. Consider the projection of T
onto B(v, 1). It forms a spherical triangle. The angles of the triangle are the dihedral
angles of T . On a unit sphere, the area of a triangle is the sum of its angles minus
π [48, p. 196]. Since the dihedral angles of the regular tetrahedron have measure
arccos(1/3), we conclude that Ωv(Fv ∩ T ) = Ωv(T ) = 3 arccos 13 − π. Applying (3.14)
to the four vertices of T , we have
σT (T ) =
1
4π
4
(
3 arccos
1
3
− π
)
≈ 0.175479656 < 1/4.
Furthermore, if B is the unit ball in RN in which T is inscribed, then we may numer-
ically compute that σT (B) ≈ 0.2685 > 1/4.
We can use (3.11) to compute the measure σP (P ) for random polyhedra in R
3.
Given a number of vertices n, a computer program1 randomly chooses n points,
calculates their convex hull P , and then calculates σP (P ). This process was repeated
one million times for selected small values of n and the largest computed value of
σP (P ) was reported. Those values are summarized in Table 3.1.
Note that for n = 4, the computer program clearly did not find the optimal tetra-
hedron since 0.16115 < σT (T ) where T is the regular tetrahedron. While it appears
that the regular tetrahedron is the extremal case for n = 4, the other extremal cases
1The code, written in Matlab, is available at
http://www.math.okstate.edu/˜wcopley/FDFPolyhedra/.
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Figure 3.4: The closure of the convex hull of a countable sequence of points
are difficult to guess. For example, among polyhedra with 6 vertices inscribed in the
sphere, the regular octahedron has maximum volume and minimum discrete energy
[66]. However, σP (P ) ≈ 0.1475 for the regular octahedron which is not maximal.
Which polyhedra achieve the maximum measure possible for a given number of ver-
tices remains an intriguing mystery.
n σP (P )
4 0.16115
6 0.17241
8 0.18786
12 0.20096
20 0.2229
Table 3.1: Maximum value of σP (P ) found for randomly generated polyhedra
We consider one last example. The following is not a polytope, but its representing
measure can be computed using the same formulas.
Example 3.10 (The Closed Convex Hull of a Countable Set). We define a sequence
of angles
(θn)
∞
n=0 =
(
π
2n−1
)∞
n=0
=
(
2π, π,
π
2
,
π
4
, . . .
)
and set vn = (cos θn, sin θn). Let C ⊂ R2 be the closure of the convex hull of the points
vn, as shown in Figure 3.4.
While C is not a polytope, for each x ∈ R2 there is some n such that dC(x) =
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Figure 3.5: The farthest point Voronoi cells for C
|x−vn| and thus we can define the farthest point Voronoi cells as we did for polytopes.
Let Fn be the farthest point Voronoi cell for vn as shown in Figure 3.5. The shared
boundaries between cells are drawn as dashed rays from the origin. On each of these
rays we may calculate the representing measure using (3.11). Notice that the ray R
from (0, 0) through (−1, 0), drawn in Figure 3.5 as a solid line, is part of the boundary
of the cell F0 but is not on the boundary of any other cell and hence (3.11) does not
apply. The remaining rays are Fn ∩ Fn+1 for some n ≥ 0. We can compute that the
angle subtended by each ray is
Ωvn(Fn ∩ Fn+1) =
θn − θn+1
2
=
π
2n+1
and thus the measure on RN \R is given by
σC
(
R
N \R
)
=
1
2π
∞∑
n=0
Ωvn(∂Fn)
=
1
π
∞∑
n=0
Ωvn (Fn ∩ Fn+1)
= 1.
It follows that σC(R) = 0.
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3.3 Support and Density of the Representing Measure
We have calculated the representing measure for several example sets. These examples
have provided a picture of what the support of the representing measure may be. For
a set E ⊂ RN , we will consider the support of the representing measure σE as well as
what sets must have measure zero.
Our first result applies to the ball, the hot dog, and the torus examples from
Section 3.1, all of which have reasonably smooth boundaries.
Proposition 3.6. If ∂E is C1-smooth, then supp(σE) = R
N .
We also saw that in the case of polytopes, the representing measure is supported
entirely on hyperplanes. In this section we will consider additional examples to il-
lustrate the wide range of shapes the support of the representing measure may take.
For ease in illustrating, these examples are presented in the plane. However, similar
examples may be constructed in higher dimensions.
Example 3.11. [Reuleaux Triangle] Let T be the regular triangle and let R be its as-
sociated Reuleaux triangle as discussed in Example 2.8. We calculated dR in Example
2.8, as shown in Figure 2.7. Notice that log dR is piecewise C
2, and hence we may
calculate σR on the various domains where ∆ log dR exists. Unlike in the case of the
hot dog in Example 3.2, it will also be easy to find a formula for the measure on the
boundaries between those domains.
First, we consider the domains where dR = dv for v an appropriate vertex of T .
In that case, log dR is harmonic [44, Theorem 1.1] and by Proposition 3.1 we have
σR = 0 on those domains. In the remaining domains we have dR = dB(v,1) for v an
appropriate vertex of T and hence σR = σB(v,1). The Reuleaux triangle is drawn in
gray in Figure 3.6 and each of the six domains is labeled with the value of σT on that
domain.
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Let A be the domain where σR = σB(a,1). Note that the boundary of this domain
consists of rays that form an angle of π/3 at a. Since the unit measure σB(a,1) is
rotationally symmetric about a, it follows that σR(A) = 1/6. The domains where
σR = σB(v,1) for a vertex v are rotationally symmetric about the origin and hence
each has measure 1/6, for a total measure of 1/2 on those domains.
b
bb
0 0
0
σB(a,1)
σB(c,1)σB(b,1)
a
cb
Figure 3.6: Representing measure σR for the Reuleaux triangle R on domains in R
2
It remains to calculate the measure on the boundaries between the domains. Those
boundaries are drawn in Figure 3.6 with solid or dashed lines. Let S be the solid lines
which denote the boundaries between domains where dR = dv for some vertex v. Let
D be the dashed lines which denote the boundaries of the domains where dR = dB(v,1)
for some vertex v.
Note that inside R, we have dR = dT . Thus, σR(S) = σT (S) = 1/2 as we
calculated in Example 3.8. Since we already found that the measure of the domains
where dR = dB(y,1) is 1/2, we calculate that σR(R
N \D) = 1 and thus σR(D) = 0.
We are now prepared to characterize the shape of the complement of supp(σE).
Proposition 3.7. The complement of the support of the representing measure, RN \
supp(σE), is either empty or the union of at most countably many disjoint domains.
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Figure 3.7: Representing measure σW for the water drop W on domains in R
2
These domains are precisely the domains where the farthest point function yE is con-
stant. The domains are unbounded and convex.
We already saw in Example 3.10 that the number of such convex disjoint domains
in RN \ supp(σE) need not be finite. The closure of the domains need not be farthest
point Voronoi cells, as the following example demonstrates.
Example 3.12 (Water Drop). Let W ⊂ R2 be the convex hull of B = B ((−2, 0), 1)
and P = (2, 0), drawn in gray in Figure 3.7.
We can easily see that to the right of the water drop, we must have dW = dB and
hence σW = σB. Similarly, on the left of the drop, it is clear the dW = dP and hence
σW = σP = 0. Since σW = σB on a strict subset of R
2, it follows that the boundary
between these two domains has positive mass. We are interested in the shape of that
boundary.
We wish to find the set z ∈ R2 such that dB(z) = dP (z). Let z = (x, y). Then
dB(z) =
√
(x+ 2)2 + y2 + 1, and
dP (z) =
√
(x− 2)2 + y2.
It is clear that for x > 0, and in fact for x > −1/2, that dB > dP . So we may assume
x ≤ −1/2. Since dB and dP are both positive we may square both sides without adding
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extraneous solutions and we find
d2B(z) = d
2
P (z)
(x+ 2)2 + y2 + 1 + 2
√
(x+ 2)2 + y2 = (x− 2)2 + y2√
(−x+ 2)2 + y2 = −4x− 1
2
.
Noting that −4x− 1/2 > 0 since x ≤ −1/2, we square both sides again, finding
x2 + 4x+ 4 + y2 = 16x2 + 4x+
1
4
.
We may rewrite this in the form
x2
a2
− y
2
b2
= 1
where a = 1/2 and b =
√
15/2. This is the equation of a hyperbola. Since we know
x ≤ 0, we are interested in only one branch of the hyperbola, which is drawn in black
in Figure 3.7. The hyperbola has asymptotes y = ±√15x. These asymptotes are the
perpendicular bisectors of the two straight line segments in ∂W .
We now consider the shape of the support. We have seen that the support may be
made up of disjoint domains with their boundaries as well as hyperplane segments.
In fact, these are the only possibilities.
Proposition 3.8. The support of the representing measure supp(σE) is simply con-
nected and is the union of at most countably many sets of the following types:
• disjoint unbounded domains, Ui,
• their boundaries, ∂Ui, and
• closed convex subsets of hyperplanes where the measure is given by Theorem 3.1.
Furthermore, the intersections between the domain boundaries and hyperplane subsets
have zero mass.
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Figure 3.8: The density of σB in R
3
In addition to the shape of the support, we wish to consider the density of the
measure. We begin with simple upper and lower bounds on suitable balls.
Proposition 3.9. Let B(x, r) ⊂ RN be a ball. Then
σE
(
B(x, r)
) ≤ ( r
dE(x)− r
)N−1
for sufficiently small r.
Proposition 3.10. Let B(x, r) ⊂ RN be a ball such that x ∈ E. Then
σE
(
B(x, r)
) ≥ (1− diam(E)
r
)(
1− diam(E)
r + diam(E)
)N−1
for sufficiently large r.
It is clear from these propositions as well as our work on angles in Section 3.2
that the representing measure σE must be concentrated near E. We consider a few
examples for which the density can be explicitly calculated.
Example 3.13 (Ball). Let B be the ball we considered in Example 3.1. If B is
the unit ball in R3, then the measure on a ball of radius r is given by σB
(
B(0, r)
)
=
2
∫ r
0
ρ(ρ+1)−3dρ. Figure 3.8 shows the density of the measure by plotting the integrand
2ρ(ρ+1)−3 with respect to ρ. The dashed line indicates the surface of the ball B. The
maximum occurs at ρ = 1
2
.
Example 3.14 (Line Segment). Let L be the line segment from Example 3.7. If L is
in R3 and a = 1, then the measure is supported on the plane which is the perpendicular
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Figure 3.9: The density of σL in R
3
bisector of L and is given by dσL = d
−3
L dS/(2π). Thus the measure on a ball of radius
r is given by
σL
(
B(0, r)
)
=
1
2π
∫ r
0
∫ 2π
0
d−3L dθ dρ =
∫ r
0
(
1 + ρ2
)−3/2
dρ.
Figure 3.9 shows the density of the measure by plotting the integrand
(
1 + ρ2
)−3/2
with respect to ρ.
In view of these results, as well as Proposition 3.5, it is natural to inquire about
the quantity σE(E), at least in the case that E in convex. We will consider this topic
in detail in the next section.
3.4 The Mass of the Representing Measure on E
We begin our discussion of σE(E) with a straightfoward lower bound.
Proposition 3.11. Suppose E is the closure of a domain. Then σE(E) > 0.
The requirement that E is the closure of a domain is necessary. Consider the
line segment L. Since supp(σL) is the perpendicular bisector of L it follows that
supp(σL) ∩ L is a single point. Since σL has a finite potential and a single point is a
polar set [2, Example 5.1.2], σL(L) = 0.
We will be more interested in finding an upper bound for σE(E). Laugesen and
Pritsker considered this in [44]. Their work primarily focused on the planar case
E ⊂ R2 where they conjectured that σE(E) ≤ 1/2. They proved the conjecture for
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the special case of a polygon inscribed in a disk. A similar proof, written with a
geometric emphasis, is given for Proposition 3.5. Gardiner and Netuka established
the full strength of the conjecture in the plane in [25], where they also characterized
the sets for which the upper bound is achieved. Before presenting their results, we
establish some notation.
Let E∗ denote the farthest point envelope of E which is defined by
E∗ =
⋂
x∈E
B
(
x, dE(x)
)
.
Notice that this is similar to the construction we used in Proposition 2.4, except that
the intersection is only over E rather than all points in RN . It is clear that E ⊂ E∗.
We have already seen an example of a farthest point envelope. If T is a regular
triangle then T ∗ is a Reuleaux triangle. As another example, if L = [−1, 1] is a line
segment and B = B(0, 1), then L∗ = B∗ = B. It is not necessarily the case that
E∗ = conv(E)∗. For example, {−1, 1}∗ is a lens shape that contains B.
Theorem 3.2 (Theorem 1 and 2 given by Gardiner and Netuka in [25]). If
E ⊂ R2 is not a single point, then σE(E) ≤ 1/2. Furthermore, equality is achieved if
and only if F = conv(E)∗ is a body of constant width and σF (F ) = σE(E).
A recent manuscript by Kawohl, Nitsch and Sweers [37] provides a slightly different
proof of Theorem 3.2 in the case that ∂E is C2 and the curvature of ∂E is bounded
below by some positive constant. Much like Gardiner and Netuka’s proof, this proof
relies on selecting a suitable parametrization of ∂E∗. An additional result of their
proof is that if ∂E is C1 and σE(E) = 1/2, then E is of constant width. This excludes
sets, such as the regular triangle, which do not have smooth boundaries.
Since dE = dconv(E) and E ⊂ conv(E), it follows that σE(E) ≤ σconv(E)
(
conv(E)
)
.
Thus we may assume E is convex for convenience, without weakening the results.
Throughout this section we will assume that E ⊂ RN is a compact convex set con-
sisting of at least two points.
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We calculated in Example 3.11 that σR(R) = σT (T ) where T is the regular triangle
and R, the Reuleaux triangle, is a body of constant width. Hence it follows that
σT (T ) = 1/2. In fact, equality will hold for all bodies of constant width [25, Thm 2]
and all regular polygons with an odd number of vertices [44, Thm 2.6].
We can combine (3.14) with Theorem 3.2 to easily obtain an unexpected result
about sums of angles. Proving this result geometrically appears to be nontrivial.
Corollary 3.1. Let P be a compact convex polygon. Then
∑
v∈V(P )
Ωv(Fv ∩ P ) ≤ π.
The proof of Gardiner and Netuka of Theorem 3.2 used several useful properties
of E∗.
Lemma 3.2. The farthest point envelope E∗ is 1-round.
Since E∗ is strictly convex, it follows that pE∗ is differentiable. However, it need
not be C2. The Reuleaux triangle we considered in Example 3.5 is an example of
such a farthest point envelope. However, we can approximate E∗ by smooth sets by
applying Proposition 2.6. Furthermore, these sets are c-round for c arbitrarily close
to 1.
Proposition 3.12. Let E be a compact convex set and let c > 1. Then there exists an
increasing sequence of compact convex sets En ⊂ E∗ such that dEn converge uniformly
to dE∗ and hence σEn converge weak* to σE∗. Furthermore, the sets En have the
following properties:
1. The restricted support functions pEn are C
∞.
2. All radii of curvature are strictly positive for each En.
3. Each set En is c-round.
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Recall that if a set E is c-round and smooth, then the representing measure of E
on a suitable subset of the complement, denoted Cb(E) where b > c, can be computed
using Proposition 3.1. In the plane it is given by (3.6) and in R3 it is given by (3.7).
If c is arbitrarily close to 1 then Cb(E) can be chosen to be arbitrarily close to the
complement of E. Thus Gardiner and Netuka computed the measure σE∗ on the
complement of E∗ ⊂ R2 and concluded that σE∗(E∗) ≤ 1/2 [25, Lemma 6]. A similar
computation in higher dimensions presents difficulties as the curvatures become more
complicated. Gardiner and Netuka then showed that σE ≤ σE∗ on E [25, Lemma 7].
Since E ⊂ E∗, the conclusion immediately follows.
Laugesen and Pritsker made a conjecture on the mass σE(E) for E in higher
dimensions as well.
Conjecture 3.1 (Conjecture given by Laugesen and Pritsker in [44]). For
E ⊂ RN , N ≥ 3, the mass σE(E) is bounded above by 21−N . Furthermore, equality is
achieved if only if E is a closed ball.
We already calculated that σB(B) = 2
1−N for any ball B ⊂ RN in Example 3.1
and so it is clear that equality is achieved in that case. We consider some examples
in R3. We calculated σT (T ) for T the regular tetrahedron in Example 3.9 and found
that it is strictly less than the extreme value of 1/4. In fact, we found the same for
millions of randomly generated polyhedra as shown in Table 3.1.
Next we wish to consider an example of a body of constant width. By rotating
the Reuleaux triangle about one of its axes of symmetry we can generate a body of
constant width in R3 [13].
Example 3.15. [Rotated Reuleaux Triangle]
Recall that we calculated the farthest distance function dR for the Reuleaux triangle
R in Example 2.8. We also calculated σR in Example 3.11.
We will be using cylindrical coordinates (r, h, θ) with r being radius, h being height,
and θ being the angle. Let R lie in the r, h-plane with the vertices a, b, and c as given
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Figure 3.10: Farthest distance function for the rotated Reuleaux triangle R
in Example 3.11. Rotate R about the h axis to generate R, a body of constant width
in R3. We will calculate σR(R).
As we found in Examples 2.3 and 3.3 of the torus, the farthest distance function
of such a body of rotation is rotationally invariant. In particular, by (2.1), we have
dR(r, h, θ) = dR(r, h) which is shown in Figure 2.7.
Let x = (r, h, θ) ∈ R3 be a point such that r > 0. Then the farthest distance
function dR is given in Figure 3.10. The diagram is a cross section so that the upper
region is a cone and symmetric regions drawn on the left and right of the h axis are
a single region. Thus dR is piecewise defined on four regions.
While we know the value of dR in all of the regions, only two intersect R and
hence we only need to calculate σR on those two regions. Denote by A the region
where dR(r, h, θ) = da(r, h). Since a remained constant during rotation, we can apply
Propositions 3.1 and 2.11 to conclude that σR(A) = 0.
Let B be the region where dR(r, h, θ) = db(r, h). Formulas for the Laplacian and
volume differential in cylidrical coordinates were given in Example 3.3. Applying
them, we can calculate that on B, the measure σR is given by
dσR =
1
(2−N)ωN∆d
2−N
R dV =
1
8π
d−3R dθ dh dr.
The set B ∩ R consists of points (r, h, θ) such that r > 0 and the planar point
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(r, h) lies above the line segment [0, c] and below the curve ∂B(c, 1)∩R. Without loss
of generality, we choose the vertices of R to be
a =
(
0,
1√
3
)
,
b =
(
−1
2
,− 1
2
√
3
)
, and
c =
(
1
2
,− 1
2
√
3
)
.
Then these curves are given by
[0, c] =
{
(r, h) | r = −
√
3h
}
∂B(c, 1) ∩ R =
{
(r, h) |
(
r − 1
2
)2
+
(
h+
1
2
√
3
)2
= 1, 0 ≤ r ≤ 1
2
,
−1
2
√
3
≤ h ≤ 1√
3
}
.
Thus we calculate the measure of B by integrating
σR(B) =
∫ 1/2
0
∫ −1/2√3+√−r2−r+3/4
−r/√3
∫ 2π
0
1
8π
d−3R dθ dh dr
and we find that σR(R) = σR(B) ≈ .104225 . . . < 14 .
In the plane, the bodies of constant width achieve the extreme value σE(E) = 1/2.
Conjecture 3.1 states that the equality σE(E) = 2
1−N for E ⊂ RN is achieved only
for balls. The rotated Reuleaux triangle provided an example in support of this part
of the conjecture. We can also prove it in the special case of C2 smooth bodies of
constant width. Notice that the rotated Reuleaux triangle is not C2 smooth and so
the result of Example 3.15 is not implied by the following proposition.
Proposition 3.13. Let E ⊂ RN , N ≥ 3, be a body of constant width with C2
boundary. Then σE(E) ≤ 21−N with equality if and only if E is a closed ball.
The examples of the tetrahedron and rotated Reuleaux triangle, the data in Table
3.1, and Proposition 3.13 provide strong evidence in support of Conjecture 3.1. The
recent manuscript by Kawohl, Nitsch and Sweers [37] provides further results in this
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direction. They prove a more general version of Proposition 3.13 which does not
require E to have a C2 boundary. They also offer a proof of Conjecture 3.1 in the
case of centrally symmetric sets. A centrally symmetric set is a set, such as the
ellipsoid, for which x ∈ E implies −x ∈ E.
3.5 Proofs
Proof of Proposition 3.2. This proof is adapted from [44, Proof of Theorem 2.5] which
proved a similar result in the planar case. Recall from Proposition 2.2 that dE is invari-
ant under rigid transformations, with dTE(Tx) = dE(x) for any rigid transformation
T . It follows that σE is also invariant under rigid transformations.
The function dE is homogeneous under scaling so that dλE(λx) = λdE(x) for
λ > 0. We compute
∫
|λx− y|2−N dσλE(y) = d2−NλE (λx)
= λ2−Nd2−NE (x)
= λ2−N
∫
|x− y|2−N dσE(y)
=
∫
|λx− λy|2−N dσE(y).
Thus dσλE(λy) = dσE(y) and the conclusion follows.
Proof of Equation (3.5). To make the following proof easier to read we will let p be
the restricted support function pE and γ be the support parametrization γE . If we
also let u = (0, φ, θ) then we can denote the partial derivatives of functions using
subscripts. We will use the same notation in the proof of (3.7).
For a set E, we can express γ in terms of p. The planes of support for E are
given by the equations F (ξ, u) = 0, Fφ(ξ, u) = 0, and Fθ(ξ, u) = 0 where F (ξ, u) =
ξ · ~u− p(u). This parametrized set of planes has an envelope and that envelope is the
surface ∂E.
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We begin finding the parametrization γ by calculating the derivatives of F . Let
ξ = (ξ1, ξ2, ξ3). The derivatives of ~u are given by
~uφ =


− sinφ
cosφ cos θ
cosφ sin θ

 .
and
~uθ =


0
− sinφ sin θ
sin φ cos θ

 .
and so we have the system of equations
F (ξ, u) = ξ1 cosφ+ ξ2 sinφ cos θ + ξ3 sin φ sin θ − p(u) = 0
Fφ(ξ, u) = ξ1 sinφ+ ξ2 cosφ cos θ + ξ3 cos φ sin θ − pφ(u) = 0
Fθ(ξ, u) = −ξ2 sin φ sin θ + ξ3 sin φ cos θ − pθ(u) = 0.
Solving these equations yields
ξ =


cos φ
(
p(u) + pφ(u) cotφ
)
sin φ cos θ
(
p(u) + pφ(u) cotφ− pθ(u) csc2 φ tan θ
)
sin φ sin θ
(
p(u) + pφ(u) cotφ+ pθ(u) csc
2 φ cot θ
)


as desired.
Proof of Equation (3.6). The following computation was done in [25, Lemma 3]. The
map F is given by
F (ρ, u) =
(
pE(u)− ρ
)
~u+
∂pE
∂θ
(u)
∂~u
∂θ
=


(
pE(u)− ρ
)
cos θ − ∂pE
∂θ
(u) sin θ(
pE(u)− ρ
)
sin θ + ∂pE
∂θ
(u) cos θ


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for ρ > cwE(u). We will denote the rectangular coordinates by (x1, x2) as usual.
Denote the radius of curvature of E at the point γE(u) by rE(u). It is given by
rE(u) = pE(u)− p′′E(u). Then the derivative matrix of F is
 − cos θ
(
ρ− rE(u)
)
sin θ
− sin θ − (ρ− rE(u)) cos θ


which has determinant ρ− rE(u) and inverse
1
ρ− rE(u)

 −
(
ρ− rE(u)
)
cos θ − (ρ− rE(u)) sin θ
sin θ − cos θ

 .
Since dE
(
F (ρ, u)
)
= ρ, it follows from the Inverse Function Theorem and chain rule
that
∂ log dE
∂x1
(
F (ρ, θ)
)
=
∂
∂ρ
log ρ
∂ρ
∂x1
(
F (ρ, θ)
)
=
− cos θ
ρ
and, by the chain rule again,
∂2 log dE
∂x21
(
F (ρ, θ)
)
=
sin2 θ
ρ
(
ρ− rE(u)
) − cos θ
ρ
.
Similarly,
∂2 log dE
∂x22
(
F (ρ, θ)
)
=
cos2 θ
ρ
(
ρ− rE(u)
) − sin θ
ρ
and hence
∆ log dE
(
F (ρ, θ)
)
=
rE(u)
ρ2
(
ρ− rE(u)
) .
Since (− log dE) is superharmonic, we apply [44, Example 1.2] and write σE as
dσE
(
F (ρ, u)
)
=
1
2π
rE(u)
ρ2
(
ρ− rE(u)
) dx1 dx2.
Using the Jacobian determinant we find
dσE
(
F (ρ, u)
)
=
1
2π
rE(u)
ρ2
dρ du. (3.15)
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Proof of Equation (3.7). We use the same notation we introduced in the proof of
(3.5). We must begin by expressing the curvature of ∂E in terms of the support p. In
R3, curvature is expressed via the fundamental forms. The first fundamental form for
E, denoted I, is the inner product on the tangent space, so that I(v, w) = 〈v, w〉 =
vT Iw where v and w are given in terms of γφ and γθ. It is given by the symmetric
matrix
I =

 γθ · γθ γθ · γφ
γθ · γφ γφ · γφ

 .
It describes the metric properties of the surface including length and area differentials
and is positive definite. The second fundamental form is given by
II =

 γθθ · n γθφ · n
γθφ · n γφφ · n


where n is the unit normal vector to E, given by
n = ± γθ × γφ|γθ × γφ| .
We can compute the fundamental forms of E in terms of p. First, we calcuate
n = ±


cosφ
sin φ cos θ
sinφ sin θ

 .
and choose n = −~u. Computing I and II, we obtain
I =

 e2 csc2 φ+ f 2 f(e csc2 φ+ g)
f(e csc2 φ+ g) g2 + f 2 csc2 φ

 .
and
II =

 e f
f g

 .
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where
e =sin2 φ(p+ pφ cotφ+ pθθ csc
2 φ)
f =pθφ − pθ cotφ
g =p+ pφφ
are the coefficients of the second fundamental form. The matrix I−1II has eigenvalues
(and hence ∂E has principal curvatures)
κ1,2 =
1
2
(
e + g sin2 φ±
√
(e+ g sin2 φ)2 + 4f 2 sin2 φ
)
.
The Gaussian and mean curvatures are given by
K =
sin2 φ
eg − f 2
H =
1
2
e + g sin2 φ
eg − f 2 .
where each curvature depends on the direction u and is the curvature of ∂E at the
point γ(u). Also note that e csc2 φ+ g = 2H/K.
We can now compute the Jacobian of F (ρ, u) = F
(
ρ, (0, φ, θ)
)
which is
J =
(
Fρ Fφ Fθ
)
=−
(
~u (ρ− g)~uφ − f csc2 φ ~uθ (ρ− e csc2 φ)~uθ − f~uφ
)
It has determinant
d =sin φ(ρ− g)(ρ− e csc2 φ)− f 2 csc φ
=sin φ
(
ρ2 − ρ2H
K
+
1
K
)
=
sinφ
K
(
Kρ2 − 2Hρ+ 1) .
Since H2 ≥ K and we are working over Cb(E), the determinant is a positive real
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number. Thus the Jacobian has inverse
J−1 =
∣∣∣∣∣∣∣∣∣∣∣
∂ρ
∂F
∂φ
∂F
∂θ
∂F
∣∣∣∣∣∣∣∣∣∣∣
=
− csc φ
d
∣∣∣∣∣∣∣∣∣∣∣
d sinφ ~u
(ρ sin2 φ− e) ~uφ + f~uθ
(ρ− g)~uθ + f~uφ
∣∣∣∣∣∣∣∣∣∣∣
.
We apply the chain rule and inverse function theorem to find ∆ρ−1 which is
∆ρ−1 =
∂2
∂x21
ρ−1 +
∂2
∂x22
ρ−1 +
∂2
∂x23
ρ−1
=− sinφ
d
(
e csc2 φ+ g
ρ2
− 2(eg − f
2) csc2 φ
ρ3
)
=− 1
d
· 2 sinφ
K
· Hρ− 1
ρ3
.
After a change of variables, we have that on Cb(E) that
dσE =
sin φ
2πK
· Hρ− 1
ρ3
dρ dφ dθ.
Proof of Proposition 3.3. Recall that by the Riesz Decomposition Theorem there ex-
ists a function h which is harmonic in D such that u(x) = Uµ(x) + h(x) in D. We
average u over the sphere ∂B(w, r) to find
M(u;w, r) = 1
ωNrN−1
∫
∂B(w,r)
(
Uµ(x) + h(x)
)
dx
=
1
ωNrN−1
∫
∂B(w,r)
∫
D
|x− y|2−N dµ(y) dx+ 1
ωNrN−1
∫
∂B(w,r)
h(x) dx
=
∫
D
1
ωNrN−1
∫
∂B(w,r)
|x− y|2−N dx dµ(y) + h(w)
=
∫
B(w,r)
r2−N dµ(y) +
∫
D\B(w,r)
|y − w|2−N dµ(y) + h(w).
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where we applied the Fubini-Tonelli Theorem and Mean Value Property on the third
step and [2, p. 100] on the fourth.
The difference between the mean on the ball of radius r and the mean on a slightly
larger ball of radius r + δ, δ > 0, can be calculated as
M(u;w, r)−M(u;w, r+ δ) =
∫
B(w,r)
(
r2−N − (r + δ)2−N
)
dµ(y)
+
∫
B(w,r+δ)\B(w,r)
(
|y − w|2−N − (r + δ)2−N
)
dµ(y)
≤
∫
B(w,r+δ)
(
r2−N − (r + δ)2−N
)
dµ(y)
=
∫
B(w,r+δ)
(
δ(N − 2)
r(r + δ)N−2
+O(δ2)
)
dµ(y).
Taking the limit as δ → 0+, we find
lim
δ→0+
M(u;w, r)−M(u;w, r + δ)
δ
≤ N − 2
rN−1
µ
(
B(w, r)
)
.
Similarly, for −δ < 0, we have
lim
δ→0+
M(u;w, r)−M(u;w, r− δ)
−δ ≥
N − 2
rN−1
µ
(
B(w, r)
)
.
Note that M(u;w, r) is monotonic and bounded for finite values of r. Thus
µ
(
∂B(w, r)
)
= 0 and the limit as δ → 0 exists for all r, with, at most, countably
many exceptions.
Proof of Proposition 3.4. We first prove the lemma for E ⊂ RN , N ≥ 3. If the sets
En are monotone increasing, it follows that the functions dEn are increasing. Hence
their negative powers d2−NEn form a monotone decreasing sequence of potentials. Since
limn→∞ d2−NEn = d
2−N
E , the conclusion follows from [43, Theorem 3.10, p. 192]. On
the other hand, if the sets En are monotone decreasing, then d
2−N
En
forms a monotone
increasing sequence of potentials. Furthermore, the sequence is majorized by the
potential d2−NE and so the conclusion follows from [43, Theorem 3.9, p. 192].
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b
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D
Figure 3.11: A domain intersecting a hyperplane
Proof of Lemma 3.1. This proof follows the proof given in [63, p. 92] for a similar
statement in the plane. We assume without loss of generality that D∩S is connected.
Since u is harmonic except on S, the support of µ is contained in S. We will calculate
µ on D ∩ S. Choose x ∈ D ∩ S and r > 0 such that B(x, r) ⊂ D, as shown in Figure
3.11.
We break D into two pieces by cutting along S. Choose a positive side of S and
denote the normal to S in that direction by n+ and the normal in the other direction
as n−. The open subsets of D and B(x, r) that lie on the positive and negative sides
of S will be denoted with the appropriate subscript.
Let v(x, t) = |x− t|2−N . Notice that for a fixed x, the function v(x, ·) is harmonic
wherever t 6= x and, in particular, on a neighborhood of the compact set D+ \
B(x, r)+. Further, u is harmonic outside a neighborhood of S. Thus we may choose a
compact set which has a neighborhood where both u and v are harmonic. Let Kδ =(
D+ \B(x, r)+
)
\Nδ(S), where Nδ(S) is a small δ-neighborhood of the hyperplane,
as shown in Figure 3.12.
We may use Green’s Identity [32, p. 22] to calculate the integral on Kδ with
respect to t as
∫
Kδ
(v∆u− u∆v) dV = −
∫
∂Kδ
(
v
∂u
∂n
− u ∂v
∂n
)
dS
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Figure 3.12: The compact set Kδ
where n denotes the inward normal derivative on D \B(x, r) in all expressions. Since
u and v are harmonic on a neighborhood of Kδ, the left hand side is zero. Since
u is Lipschitz, the derivatives ∂u/∂n on the right hand side are bounded and will
converge as δ → 0+ a.e. on S. Thus
−
∫
∂(D+\B(x,r)+)
(
v
∂u
∂n
− u ∂v
∂n
)
dS = 0.
We break the left hand side of this expression apart into the component that lies
on S and the two components that do not, obtaining∫
∂(D+\B(x,r)+)\S
(
u
∂v
∂n
− v ∂u
∂n
)
dS +
∫
∂(D+\B(x,r)+)∩S
(
u
∂v
∂n+
− v ∂u
∂n+
)
dS = 0.
Similarly we may find on the negative side of S that∫
∂(D−\B(x,r)−)\S
(
u
∂v
∂n
− v ∂u
∂n
)
dS +
∫
∂(D−\B(x,r)−)∩S
(
u
∂v
∂n−
− v ∂u
∂n−
)
dS = 0.
Adding the expressions for the positive and negative side of S together, and noting
that the normal derivatives of v along S \B(x, r) will cancel each other, we find∫
(D\B(x,r))∩S
v
(
∂u
∂n+
+
∂u
∂n−
)
dS =
∫
∂D
(
u
∂v
∂n
− v ∂u
∂n
)
dS
+
∫
∂B(x,r)
(
u
∂v
∂n
− v ∂u
∂n
)
dS.
In a neighborhood of ∂D, u does not depend on the choice of x while v is harmonic
as a function of x. Therefore the first integral on the right is harmonic as a function
of x. We call it h(x), modulo an appropriate constant. The second integral on the
right can be written as∫
∂B(x,r)
(
u
∂v
∂n
− v ∂u
∂n
)
dS =
∫
∂B(x,r)
u
2−N
rN−1
dS −
∫
∂B(x,r)
1
rN−2
∂u
∂n
dS.
74
As r tends to zero, the continuity of u and boundedness of ∂u/∂n imply that
lim
r→0
∫
∂B(x,r)
(
2−N
rN−1
u− 1
rN−2
∂u
∂n
)
dS = (2−N)ωNu(x).
Therefore,
u(x) =
1
(2−N)ωN
∫
D∩S
v
(
∂u
∂n+
+
∂u
∂n−
)
dS + h(x)
=
1
(2−N)ωN
∫
D∩S
|x− t|2−N
(
∂u
∂n+
+
∂u
∂n−
)
dS + h(x)
and the conclusion follows from the Riesz Decomposition Theorem
Proof of Theorem 3.1. The following proof is presented for polyhedra P ⊂ R3. The
proof in higher dimensions, using hyperspherical coordinates in place of spherical, is
similar hence we omit it.
Assume v and w lie on the z-axis at |v−w|/2 and−|v−w|/2 respectively. Applying
(3.11) we have
dσP (ξ) =
|v − w|
4π
d−3P (ξ) dξ =
|v|
2π
d−3P (ξ) dx dy
for ξ ∈ Fv ∩ Fw.
The angle Ωv(S) can be found by expressing S in spherical coordinates centered
at v so that ξ ∈ S is written as v+ ρ(cos θ sinφ, sin θ sinφ, cosφ) where φ ∈ [0, π] and
θ ∈ [0, 2π). Then Ωt(S) =
∫
S
sinφ dθ dφ, the usual surface area integral in spherical
coordinates.
Let ξ ∈ S have coordinates (x, y, 0). It forms angles θ and φ as shown in Figure
3.13.
Then dP (ξ) = |v| sec(π − φ) = −|v| secφ and we have
x = dP (ξ) sin(π − φ) cos θ = −|v| tanφ cos θ
y = dP (ξ) sin(π − φ) sin θ = −|v| tanφ sin θ.
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bw
y
z
φ
θ
x
ξ = (x, y, 0)b
dP (ξ) = |v − ξ|
Figure 3.13: The point ξ in rectangular coordinates relative to the origin and spherical
coordinates relative to v
We calculate the Jacobian by
∣∣∣∣∂(x, y)∂(θ, φ)
∣∣∣∣ = |v|2
∣∣∣∣∣∣∣
tanφ sin θ − sec2 φ cos θ
− tanφ cos θ − sec2 φ sin θ
∣∣∣∣∣∣∣
= − (|v|2 sec3 φ) sin φ.
We use this result to perform a change of variable and obtain
dσP =
|v|
2π
d−3P dx dy
=
|v|
2π
(|v| secφ)−3 (|v|2 sec3 φ) sinφ dφ dθ
=
1
2π
sin φ dφ dθ.
Thus
σP (S) =
2
4π
Ωv(S) =
1
4π
(
Ωv(S) + Ωw(S)
)
.
For each vertex v ∈ V(P ), the set ∂Fv ∩ D is a collection of subsets of a finite
number of hyperplanes and their intersections. As Fv is the intersection of halfspaces
disjoint from v, the angles subtended at v by each part of the hyperplanes cannot
76
bb
b
b
αvv
∂Fv ∩ B
αv/2
αv
Figure 3.14: The angle Ωv(∂Fv∩B) is shown with dotted lines from v to the endpoints
of ∂Fv ∩B, which is shown in bold
overlap. Taking a sum over all v ∈ V(P ) we find
σP (D) =
1
2
∑
v∈V(P )
σP (∂Fv ∩D)
=
1
ωN
∑
v∈V(P )
Ωv(∂Fv ∩D)
where the 1/2 arises because each planar part in the support of σP lies on the bound-
aries of two farthest point Voronoi cells.
Proof of Proposition 3.5. Let B be a disk and P an inscribed polygon. For v ∈ V(P )
let αv be the external angle at v. The farthest point Voronoi cell Fv is the intersection
of all halfplanes {z : |z − v| ≥ |z − w|} for w ∈ V(P ). Since P is inscribed all edges
are chords. The boundary of each of these halfplanes is a perpendicular bisector of a
chord which must pass through the center of the disk B. Thus Fv is the intersection
of the two halfplanes corresponding to the edges adjacent to v, as shown in Figure
3.14.
The perpendicular bisectors of the adjacent edges form an angle of measure αv
at the center of the disk. The inscribed angle in a disk is half the central angle so
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Ωv(∂Fv ∩B) = αv/2. Applying Theorem 3.1, we calculate
σP (B) =
1
2π
∑
v∈V(P )
Ωv(∂Fv ∩B)
=
1
2π
∑
v∈V(P )
αv
2
.
The sum of exterior angles of a polygon is always 2π and so σP (B) = 1/2.
Proof of Proposition 3.6. If not, then there exists a domain D such that supp(σE) ∩
D = ∅. By Proposition 2.11, there exists t ∈ ∂E \ D such that dE(x) = |x − t| on
D. This implies that the line segment [x, t] is orthogonal to ∂E at t for every x ∈ D,
which is impossible.
Proof of Proposition 3.7. If RN \ supp(σE) is nonempty, then it is necessarily the
union of at most countably many disjoint domains. It follows from Propositions 2.11
and 3.1 that the farthest point function yE is constant on each domain.
Recall that for a polytope, we defined Fy to be the farthest point Voronoi cell for
y, or the set where dE = dy. For an arbitrary set E and point y ∈ ∂E, we define Dy
to be the open set where dE = dy. We will show each Dy is convex and unbounded.
Let x1 and x2 be in Dy and let x be a point on the segment [x1, x2]. Then we have
E ⊂ B (x1, |x1 − y|) ∩B (x2, |x2 − y|) ⊂ B (x, |x− y|) .
Hence dE(x) = |x− y| and x ∈ Dy.
Let x0 ∈ Dy and let L be the line passing through x0 and y. For each x ∈ L
such that |x − y| > |x0 − y| we have E ⊂ B
(
x0, |x0 − y|
) ⊂ B (x, |x− y|) and thus
dE(x) = |x− y|. The same argument holds for every point in a neighborhood of x0.
It follows that an unbounded neighborhood is contained in Dy.
Proof of Proposition 3.8. Applying Proposition 3.7, we conclude that supp(σE) must
be simply connected. We will now consider subsets of supp(σE). Let U be the interior
of supp(σE).
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As an open set, U consists of at most countably many domains. Let Ui be a
domain in the interior of supp(σE). Since yE is single-valued almost everywhere,
there exists x0 ∈ Ui such that yE is single-valued in a neighhborhood of x0. Let
~n = (x0 − yE(x0))/|x0 − yE(x0)| be the vector in the direction from yE(x0) to x0. If
∂E is sufficiently smooth at yE(x0), this is the inward normal vector. Consider the ray
x0+t~n for t ≥ 0. For each x on that ray, E ⊂ B(x0, |x0−yE(x0)|) ⊂ B(x, |x−yE(x0)|)
and hence yE(x) = yE(x0). Now assume that Ui is bounded. Then there exists some
t > 0 such that x = x0 + t~n is in the complement of supp(σE). By Proposition 3.7,
there is a neighborhood of x such that yE is constant and must be yE(x0). Since
this argument applies to any point in a neighborhood of x0, we reach a contradiction.
Thus Ui is unbounded.
Since supp(σE) is closed, it follows that U ⊂ supp(σE).
Finally we consider supp(σE) \ U . This consists of intersections between the
boundaries of domains in the complement of supp(σE). Let S be the intersection of
the boundaries of two such domains D1 and D2. Recall that yE is constant on each
of these domains and let yE ≡ y1 on D1 and let yE ≡ y2 on D2. It follows that for
x ∈ S we have dE(x) = |x − y1| = |x − y2| and hence S is a subset of a hyperplane.
Since S forms a boundary between two convex sets, it must also be convex.
The intersection between hyerplane subsets and the boundaries of domains in
supp(σE) consists of countably many N − 2 dimensional curves which are polar sets
in RN . See [32, Section 5.4] or [2] for a more complete discussion of Hausdorff measure
and capacity. Since the potential of σE is finite, this boundary must have zero mass
and the final claim follows.
Proof of Proposition 3.9. This result is a generalization of [44, Theorem 2.2] which
applies to the planar case. We will apply Proposition 3.3 to estimate the measure of
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the ball B(w, r). In particular,
σE
(
B(x, r)
)
=
rN−1
N − 2 limδ→0
M(d2−NE ; x, r)−M(d2−NE ; x, r + δ)
δ
.
Because dE is Lipschitz 1 we have
dE
(
x+ (r + δ)t
) ≤ dE(x+ rt) + δ
for every t ∈ B(0, 1) and sufficiently small δ > 0. Thus
d2−NE (x+ rt)−d2−NE
(
x+ (r + δ)t
) ≤ d2−NE (x+ rt)− (dE(x+ rt) + δ)2−N
= δ(N − 2)d−1E (x+ rt)
(
dE(x+ rt) + δ
)2−N
+O(δ2).
Using this calculation and the Dominated Convergence Theorem we find
σE
(
B(w, r)
) ≤ rN−1
ωN
lim
δ→0+
∫
∂B(0,1)
(
d−1E (x+ rt)
(
dE(x+ rt) + δ
)2−N
+O(δ)
)
dt
=
rN−1
ωN
∫
∂B(0,1)
lim
δ→0+
(
d−1E (x+ rt)
(
dE(x+ rt) + δ
)2−N
+O(δ)
)
dt
=
rN−1
ωN
∫
∂B(0,1)
d1−NE (x+ rt) dt.
If r < dE(x), we may estimate dE(x+ rt) from below by dE(x)− r and the conclusion
follows.
Proof of Proposition 3.10. This result is a generalization of [44, Theorem 2.2] which
applies to the planar case. Assume r > diam(E).
For each t ∈ ∂B(0, 1) and y ∈ E, the three points x, x+ rt, and y form a triangle,
as shown in Figure 3.15. Denote the angle at the vertex x + rt by α(y, t). Let β be
the angle at y. Then by the Law of Sines we have
sinα(y, t) = |x− y| sin β|x+ rt− x| ≤
diam(E)
r
.
By the Law of Cosines we have
2|x+ rt− x||x+ rt− y| cosα(y, t) = |x+ rt− x|2 + |x+ rt− y|2 − |x− y|2
≥ r2 − diam(E)2
> 0.
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∂B(x, r)
bx b x+ rt
by
α(y, t)
E
Figure 3.15: The angle α(y, t) at the point x+ rt.
Hence, cosα(y, t) > 0 and α(y, t) < π/2. Since these conditions hold for every y in
the compact set E and t in the compact set ∂B(0, 1), we have
α = max
y,t
α(y, t)
such that 0 < α < π/2 and
sinα ≤ diam(E)
r
. (3.16)
For each t ∈ ∂B(0, 1), let yt ∈ E be its farthest point in E so that dE(x + rt) =
|x+ rt− yt|. Then
dE
(
x+ (r + δ)t
)− dE(x+ rt) ≥ ∣∣x+ (r + δ)t− yt∣∣− |x+ rt− yt| (3.17)
≥ δ cosα +O(δ2). (3.18)
and so
d2−NE (x+ rt)− d2−NE
(
x+ (r + δ)t
) ≥ |x+ rt− yt|2−N − ∣∣x+ (r + δ)t− yt∣∣2−N
≥ (N − 2)δ cosα d1−NE (x+ rt) +O(δ2).
Applying Proposition 3.3, we find
σE
(
B(w, r)
) ≥ rN−1
ωN
lim
δ→0+
∫
∂B(0,1)
(
cosα d1−NE (x+ rt) +O(δ)
)
dt
≥ rN−1 (1− sinα) d1−NE (x+ rt)
≥ rN−1
(
1− diam(E)
r
)(
r + diam(E)
)1−N
=
(
1− diam(E)
r
)(
r
r + diam(E)
)N−1
.
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Proof of Proposition 3.11. Let D be a domain such that D = E. Suppose by way of
contradiction that σE(D) = 0. Then d
2−N
E is harmonic in D and so by Proposition
2.11 there exists y ∈ ∂D such that dE(x) = |x − y| for all x ∈ D. Since E is not a
singleton, the function dE is bounded below by diam(E)/2. But |x− y| is arbitrarily
close to zero in a neighborhood of y which is a contradiction.
Proof of Lemma 3.2. The set E∗ is the intersection of a compact family of strictly
convex sets and hence is also strictly convex. Set u ∈ UN and let y ∈ ∂E∗ be the
point γE∗(u). Let w be the width wE∗(u). We wish to show that E
∗ ⊆ B(y−w~u, w).
Let h be a hyperplane passing through y and parallel to ~u. Choose one side of h to
be positive and the other negative. Then define two closed subsets of E, denoted by
E∗+ = {x ∈ E∗ : x ∈ h or x lies on the positive side of h}
and
E∗− = {x ∈ E∗ : x ∈ h or x lies on the negative side of h}.
Similarly, we will use the subscripts + and − to denote closed subsets lying on the
positive or negative sides of h, respectively.
Let F = {x ∈ E : |x − y| = dE(x)}. Clearly F is nonempty, since y ∈ ∂E∗ and
hence on the boundary of at least one of the balls B(x, dE(x)) of which E
∗ is an
intersection.
Now suppose, for the sake of contradiction, that F− = ∅. Then F+ and h can be
separated by a new hyperplane h′, parallel to h and lying on its positive side. Set the
positive and negative sides of h′ in the same direction as h. Let
A =
⋂
{x∈E:x on the negative side of h′}
B(x, dE(x)).
Either E lies entirely on the positive side of h′ and hence A = ∅, or E∗ ⊂ A and y is
in the interior of A. Either way, when we notice that y lies on the negative side of h′
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and
E∗ = A ∩

 ⋂
{x∈E:x on the positive side of h′}
B(x, dE(x))

 ,
we reach the contradictory conclusion that the strictly convex set E∗ contains a non-
trivial portion of the hyperplane perpendicular to h and passing through y. Hence
F− 6= ∅.
Choose x ∈ F−. Notice that E∗ ⊆ B(x, dE(x)) = B(x, |x − y|). Consider the
hyperplane perpendicular to h and passing through y − w~u and let z be the point in
that hyperplane that lies on the line passing through y and x. It follows that E∗ ⊆
B(z, |z− y|). Since z is on the negative side of h, it follows that E∗+ ⊆ B(y−w~u, w).
This can be seen by choosing t ∈ E∗+ and considering the triangle with vertices t,
y − w~u, and z. Since the angle formed at y − w~u is at least π/2, the Law of Cosines
implies that |z − t|2 ≥ |(y − w~u)− t|2.
Similar reasoning may be applied to F+ and E
∗
− to reach the desired inclusion.
Proof of Lemma 3.12. This proof follows the proof given in [25, Lemma 5] which
proves this result in the planar case. We will focus on E ⊂ RN , N ≥ 3. Recall from
the proof of Proposition 2.6 that the sets Fn = γn ∗ pE∗ +B(0, 1/n) have most of the
desired properties. We will show these sets are c-round and then dilate them to form
an increasing sequence.
Let 1 < b < c. As wE∗ is uniformly continuous and wFn → wE∗ uniformly, we may
choose n0 ∈ N sufficiently large to ensure that
wE∗(u1) ≤ bwE∗(u2) whenever |u1 − u2| ≤ 1/n0 (3.19)
and
bwE∗ + 1/n ≤ cwFn whenever n ≥ n0. (3.20)
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Choose u0 ∈ UN . Since E∗ is 1-round we may apply (3.19) to find
E∗ ⊆
⋂
u∈UN
B(γE∗(u)− wE∗(u)~u, wE∗(u))
⊆
⋂
{t∈UN :|t−u0|≤1/n}
B(γE∗(t)− bwE∗(u0)~t, bwE∗(u0)).
We write Bt = B(γE∗(t)− bwE∗(u0)~t, bwE∗(u0)). Then
pFn(u) =
∫
γn(u− v)pE∗(v) dv + 1/n (3.21)
=
∫
γn(u0 − t)pE∗(u− u0 + t) dt+ 1/n (3.22)
≤
∫
γn(u0 − t)pBt(u− u0 + t) dt+ 1/n (3.23)
since E∗ ⊆ Bt. Further, we have equality when u = u0 since γE∗(t) = γBt(t).
Recall that pBt(u − u0 + t) = pBt+u0−t(u). Let zt ∈ RN be the point such that
Bt + u0 − t = B(zt, bwE∗(u0)). The support function for a closed ball is given by
pB(x,R)(u) = x · ~u+R.
Thus we may rewrite (3.21) as
pFn(u) ≤
∫
γn(u0 − t)(~u · zt) dt+ bwE∗(u0) + 1/n
= ~u ·
(∫
γn(u0 − t)zt dt
)
+ bwE∗(u0) + 1/n
with equality when u = u0. Thus Fn is contained in a ball of radius bwE∗(u0) + 1/n.
More specifically,
Fn ⊆ B
(
γFn(u0)−
(
bwE∗(u0) + 1/n
)
~u0, bwE∗(u0) + 1/n
)
⊆ B (γFn(u0)− cwE∗(u0) ~u0, cwE∗(u0))
for n ≥ n0 and thus Fn is c-round.
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By using a suitable dilation centered at a point in E∗ we obtain an increasing
sequence En with all the desired properties. See the proof of Proposition 2.6 for
details on the dilation. It follows from Proposition 3.4 that the measures σEn converge
weak* to σE∗ .
Proof of Proposition 3.13. This proof is adapted from a similar one given in [44, The-
orem 2.6] for the planar case. We will be computing σE(E
C). We may assume for
convenience that 0 ∈ E. Then we have
σE(E
C) = lim
R→∞
σE
(
EC ∩B(0, R)
)
= lim
R→∞
∫
EC∩B(0,R)
1
(2−N)ωN∆d
2−N
E (x) dV
=
1
(2−N)ωN limR→∞
(∫
∂B(0,R)
∂d2−NE
∂~n
(x)| dx| −
∫
∂E
∂d2−NE
∂~n
(x)| dx|
)
=
1
ωN
lim
R→∞
∫
∂B(0,R)
d1−NE (x)
∂dE
∂~n
(x)| dx| − 1
ωN
∫
∂E
d1−NE (x)
∂dE
∂~n
(x)| dx|
where ~n denotes the outward unit normal vector, Proposition 3.1 was used to obtain
the second line, and Green’s Identity [32, p. 22] was used to obtain the third line.
We consider the integral over the ball first. For x ∈ ∂B(0, R), we have R ≤
dE(x) ≤ R + diam(E) and hence
(
R + diam(E)
)1−N ≤ d1−NE (x) ≤ R1−N .
Furthermore, we have
δ
(
1− diam(E)
R
)
+O(δ2) ≤ dE
(
(R + δ)~u
)− dE(R~u) ≤ δ
where the right hand inequality is due to dE being Lipschitz continuous and the left
hand inequality is a consequence of (3.16) and (3.17) from the proof of Proposition
3.10. Thus
1− diam(E)
R
≤ ∂dE
∂~n
(x) ≤ 1
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for x ∈ ∂B(0, R) and we obtain
1
ωN
lim
R→∞
∫
∂B(0,R)
d1−NE (x)
∂dE
∂~n
(x)| dx| = 1.
We now consider the integral over ∂E. Recall that E has a support parametriza-
tion γ(u), u ∈ UN , such that the outer normal vector at γ(u) is ~u. Let x = γ(u) be a
point in ∂E. Consider the points γ(u) and γ(u+ ψ) where we recall that ψ ∈ UN is
given by (0, π, 0, . . . , 0) and the vector in the direction u+ψ is −~u. Then the tangent
planes at γ(u) and γ(u+ ψ) are parallel. Since E has constant width it follows that
|γ(u) − γ(u + ψ)| = diam(E). Therefore, γ(u) = γ(u + ψ) + diam(E)~u. Hence, for
any point x ∈ E we have
dE(x) = dE
(
γ(u)
)
= diam(E)
and
∂dE
∂~n
(x) =
∂dE
∂~u
(
γ(u)
)
= 1
where ~n denotes the outward unit normal vector at x. Thus we have
1
ωN
∫
∂E
d1−NE (x)
∂dE
∂~n
(x)| dx| =
(
diam(E)
)1−N |∂E|
ωN
where |∂E| denotes the N − 1 dimensional surface area of ∂E.
We complete the computation by applying Kubota’s inequality [29, p. 65], which
states that
|∂E| ≤ ωN
(
diam(E)
)N−1
21−N ,
with equality only in the case of the ball. Thus we have
σE(E
C) = 1−
(
diam(E)
)1−N |∂E|
ωN
≥ 1− 21−N .
Since σE is a unit measure, it follows that σE(E) ≤ 21−N with equality only in the
case of the ball.
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CHAPTER 4
Riesz Potentials and Applications
We previously found that dE can be expressed via logarithmic or Newtonian poten-
tials. In Section 4.1, we give a representation of dE via Riesz potentials. We apply it
to obtain reverse triangle inequalities for Riesz potentials in Section 4.2. Connections
between these results and recent work on polarization inequalities are discussed in
Section 4.3. This chapter is based on joint work the author did with Pritsker and Saff
[59].
4.1 Representation via Riesz Potentials
For E ⊂ RN , N ≥ 3, the function d2−NE is a Newtonian potential and for E ⊂ R2,
the function log dE is a logarithmic potential. We can obtain more general results by
considering other exponents. Specifically, we will show that for E ⊂ RN , N ≥ 2, the
function dα−NE is a Riesz potential for a certain range of α.
Let µ be a measure in RN , N ≥ 2. The α-Riesz potential of µ, with 0 < α < N ,
is given by
Uµα (x) :=
∫
|x− y|α−N dµ(y).
For α = 2 and N ≥ 3, these are simply the Newtonian potentials we considered in
the previous chapters. Note that the logarithmic case α = N = 2 is excluded from
consideration.
First, we consider the case where α > 2. Just as in the Newtonian case, the
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function dα−NE is the infimum of Riesz kernels
dα−NE (x) = inf
y∈E
dα−Ny (x).
We previously showed in Section 2.3 that the Newtonian kernel d2−Ny is superharmonic
by calculating its Laplacian. A similar calculation works for all α > 2, in which case
the Laplacian is given by
∆dα−Ny = (α−N)(α− 2)dα−2−Ny < 0,
and hence by Propositions 2.9 and 2.8, dα−Ny is superharmonic in R
N . It follows,
using arguments similar to those in Section 2.3, that for any bounded set E ⊂ RN
there exists a unique positive Borel measure µα such that
dα−NE (x) =
∫
RN
|x− y|2−N dµα(y) = Uµα2 (x).
Unfortunately, this does not lead to a satisfactory extension of Theorem 2.6 because
the resulting measure µα is not a unit measure and, in fact, µα(R
N) =∞.
We turn our attention to the case where 0 < α < 2. The Riesz kernels dα−Ny are
not superharmonic. However, we may use a generalization of superharmonicity which
has many similar properties. The following discussion of α-superharmonic functions
comes from Landkof [43, Section I.6].
Recall from Proposition 2.8 that a function u is superharmonic if u(x) ≥M(u; x, r)
whereM(u; x, r) is the spherical mean of u. We will choose a new measure and define
α-superharmonicity using the mean with respect to this new measure.
For 0 < α < 2 we define
εα,r(y) :=


0 if |y| < r
2rα
ωNΓ(α/2)Γ(α/2−1) (|y|2 − r2)−α/2|y|−N if |y| > r.
This measure is presented with a slightly different formula in Landkof which can be
obtained by noting that sin(πα/2) = π/(Γ(α/2)Γ(α/2−1)) and ωN = 2πN/2/Γ(N/2).
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This measures εα,r converge weak* to the normalized area measure on the sphere of
radius r as α→ 2.
We denote the average of a function u with respect to this measure by
Mα(u; x, r) :=
∫
u(y)εα,r(|y − x|) dy,
where u is locally integrable and∫
|y|>1
|u(y)|
|y|N+α dy <∞. (4.1)
We now define α-superharmonicity using a mean value inequality. The following
definition is global, in contrast to the local definition of regular superharmonicity.
Definition 4.1. Let u be a function in RN satisfying (4.1). Then u is α-superharmonic
if it is nonnegative, l.s.c. and
u(x) ≥Mα(u; x, r)
for all x ∈ RN and r > 0. Further, u is α-harmonic at x0 if it is continuous at x0
and for all sufficiently small r
u(x) =Mα(u; x, r).
We begin with an example, the Riesz α-kernel dα−Ny . Clearly d
α−N
y is nonnegative
and continuous except at y where it is l.s.c. Further, dα−Ny (x) ≥ Mα(dα−Ny ; x, r) for
all x ∈ RN and r > 0 [43, Appendix] and hence dα−Ny is α-superharmonic.
Many properties of superharmonic functions have analogs for α-superharmonic
functions.
Proposition 4.1 (Minimum Principle). Let u be α-superharmonic. If u(x0) =
infx∈RN u(x) for some x0 ∈ RN , then u(x) ≡ u(x0) [43, p. 114].
Proposition 4.2. Let {um}∞m=0 be a family of α-superharmonic functions. If the
functions um are increasing, then their supremum, sup um(x), is either +∞ or α-
superharmonic [43, p. 114]. Further, their finite infinum infm=0,...M um(x) for some
M ∈ N , is α-superharmonic [43, p. 129].
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Theorem 4.1 (Riesz Decomposition Theorem). Let u be α-superharmonic. Then
there exists a unique positive Borel measure µ on RN such that
u(x) =
∫
|x− y|α−N dµ(y) + C = Uµα (x) + C
where C ≥ 0 is a constant [43, Theorem 1.30].
We wish to find an analog of Theorem 2.6 for dα−NE = infy∈E d
α−N
y . Assume E is
finite. Applying Proposition 4.2, we find that dα−NE is α-superharmonic. We use the
Riesz Decomposition Theorem to conclude that dα−NE is a Riesz α-potential. If E is
not finite, but is compact, we can reach the same conclusion.
Theorem 4.2. Let E ⊂ RN be a compact set consisting of at least two points, with
N ≥ 2 and 0 < α ≤ 2. Then there exists a unique positive unit Borel measure σα
such that
dα−NE (x) =
∫
|x− y|α−N dσα(y) = Uσαα (x). (4.2)
We saw in Section 3.1 that the representing measure σE for d
2−N
E is, in a suitable
sense, the Laplacian of d2−NE . Similarly, the representing measure σα for d
α−N
E is the
fractional Laplacian of dα−NE .
Denote the Riesz α-kernel, 0 < α < N by
Kα(x) := A(N,α)|x|α−N
where A(N,α) is a normalization constant given by
A(N,α) := πα−N/2
Γ
(
N−α
2
)
Γ
(
α
2
) .
Under a variety of suitable conditions on f and α we have the relation
f = Kα ∗ (K−α ∗ f)
almost everywhere. See [43, p. 45, 48, 74, 118, 120] for examples of sufficient condi-
tions. Thus, under certain conditions, we may set µ = K−α ∗ f and it will follow that
f = Kα ∗ µ = Uµα .
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In particular, dα−NE , N ≥ 2 and 0 < α < 2, is α-superharmonic and Landkof’s
proof of Theorem 4.2 shows that the representing measure σα for d
α−N
E is given by
σα = K−α ∗ dα−NE . This is also written using fractional Laplacians as
σα = (−∆)α/2 dα−NE .
4.2 Reverse Triangle Inequality for Potentials
Let E be a compact set in C. For any set of real-valued functions fj, j = 1, . . . , m,
we have
m∑
j=1
sup
E
fj ≥ sup
E
m∑
j=1
fj
by the triangle inequality. It is not possible to reverse this inequality for arbitrary
functions, even by introducing additive constants. However, by restricting the class
of functions we can reverse the inequality with sharp additive constants to obtain
expressions of the form
m∑
j=1
sup
E
fj ≤ C + sup
E
m∑
j=1
fj. (4.3)
We begin by considering logarithmic potentials pν(z) =
∫
log |z − t| dν(t). Let
νj , j = 1, . . . , m, be positive compactly supported Borel measures, normalized so
that ν :=
∑m
j=1 νj is a unit measure. We want to find a sharp additive constant C
depending only on E such that
m∑
j=1
sup
E
pνj ≤ C + sup
E
m∑
j=1
pνj = C + sup
E
pν . (4.4)
The motivation for such inequalities comes from inequalities for the norms of
products of polynomials, which also motivated this study of the farthest distance
function. Let P (z) =
∏n
j=1(z − aj) be a monic polynomial. Then log |P (z)| =
n
∫
log |z − t|dτ(t) where τ = 1
n
∑n
j=1 δaj is the normalized counting measure of the
zeros of P , with δaj being the unit point mass at aj . Let ||P ||E be the uniform (sup)
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norm on E. Then for polynomials Pj, j = 1, . . . , m, inequality (4.4) can be rewritten
as (1.1) which we recall is
m∏
j=1
||Pj||E ≤Mn
∣∣∣∣∣∣∣
∣∣∣∣∣∣
m∏
j=1
Pj
∣∣∣∣∣∣
∣∣∣∣∣∣∣
E
(4.5)
where M = eC and n is the degree of
∏m
j=1 Pj.
We discussed work on finding sharp constants M for various sets E in Chapter 1.
These may be extended to results for C in (4.4) with C = logM , see [58]. Specifically,
we can use (1.5) to conclude that
CE =
∫
log dE(z) dµE(z)− log cap(E).
It follows from [57, 55] that CD = log 2 is a lower bound for CE for any compact set
E with positive capacity, while C[−1,1] ≈ log 3.20991 is an upper bound on CE for
certain classes of sets E. Allowing the constant to be dependent on the number of
terms m, Pritsker and Saff [58] found that (4.4) holds for m terms with
CE(m) = max
ck∈∂E
∫
log max
1≤k≤m
|z − ck| dµE(z)− log cap(E).
Note that limm→∞CE(m) = CE .
These results were generalized to Green potentials by Pritsker [54]. Let pj, j =
1, . . . , m, be Green potentials [2, p. 96] on a domain G ⊂ C. Then for any compact
set E ⊂ G we have
m∑
j=1
inf
E
pj ≥ C +M inf
E
m∑
j=1
pj (4.6)
where M and C are given in [54] as explicit constants depending only on G and E,
and C is sharp.
We will now present a reverse triangle inequality for Newtonian and certain Riesz
potentials. We will then consider connections of the reverse triangle inequality with
polarization inequalities for Riesz potentials.
92
Consider a compact set E ⊂ RN , N ≥ 2, and Riesz potentials of the form Uµα (x) =∫ |x− t|α−N dµ(t) for 0 < α ≤ 2. For α = 2, these are Newtonian potentials, and they
are superharmonic in RN , N ≥ 3. If N = α = 2 then one may study inequalities for
logarithmic potentials as done in [58], but we exclude this case. For 0 < α < 2, the
potentials Uµα are not superharmonic, but they are α-superharmonic [43, p. 111]. As
discussed in Section 4.1, many of the standard properties of superharmonic functions
hold for α-superharmonic functions. Our goal is to find a constant C such that
m∑
j=1
inf
E
Uνjα ≥ C + inf
E
m∑
j=1
Uνjα .
We begin by stating some known facts. For a compact set E ⊂ RN , let Wα(E) <∞
be the minimum α-energy of E and let µα be the α-equilibrium measure of E [43,
Chapter 2] so that
Wα(E) =
∫
Uµαα dµα.
Theorem 4.3 (Frostman’s Theorem). For any compact set E ⊂ RN with Wα(E) <
∞, and any α ∈ (0, 2], we have
Uµαα (x) ≤ Wα(E), x ∈ RN .
Further,
Uµαα (x) = Wα(E) for quasi-every x ∈ E,
where quasi-everywhere means except for a set of α-capacity zero [43, p. 137].
Finally, recall from Theorem 4.2 that the function dE may be expressed via po-
tentials as
dα−NE (x) = U
σα
α (x).
We are now prepared to state a reverse triangle inequality.
Theorem 4.4. Let E ⊂ RN be a compact set with the minimum α-energy Wα(E) <
∞, where 0 < α ≤ 2. Suppose that νk, k = 1, . . . , m, are positive compactly supported
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Borel measures, normalized so that ν :=
∑m
k=1 νk is a unit measure, with m ≥ 2.
Then
m∑
k=1
inf
E
Uνkα ≥ CE(α,m) + inf
E
m∑
k=1
Uνkα , (4.7)
where
CE(α,m) := min
ck∈E
∫
min
1≤k≤m
|x− ck|α−N dµα(x)−Wα(E)
cannot be replaced by a larger constant for each m ≥ 2. Furthermore, (4.7) holds with
CE(α,m) replaced by
CE(α) :=
∫
dα−NE (x) dµα(x)−Wα(E),
which does not depend on m.
In the Newtonian case α = 2, the minimum principle holds and so the minimum
in CE(2, m) is achieved on the boundary of E. Thus
CE(2, m) = min
ck∈∂E
∫
min
1≤k≤m
|x− ck|2−N dµ2(x)−W2(E).
A closed set S ⊂ E is called dominant if
dE(x) = max
t∈S
|x− t| for all x ∈ supp(µα).
When E has at least one finite dominant set, we define a minimal dominant set DE as
a dominant set with the smallest number of points denoted by card(DE). Of course,
E might not have finite dominant sets at all, in which case we can take any dominant
set as the minimal dominant set, e.g., DE = ∂E. For example, let E be a polyhedron.
The vertices of E are a dominant set, since dE(x) = maxvertices t ∈ E |x− t| everywhere,
not just in supp(µα). However, this need not be the minimal dominant set. For
example, let E be a pyramid. If the apex is close to the base, then it will not be in
the minimal dominant set. The hemisphere has the equator as the smallest dominant
set, however this set is infinite.
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Corollary 4.1. For every m ≥ 2, we have CE(α,m) ≥ CE(α). In particular, if m <
card(DE) then CE(α,m) > CE(α), while CE(α,m) = CE(α) for all m ≥ card(DE).
Furthermore, the constants CE(α,m) are decreasing in m and limm→∞CE(α,m) =
CE(α).
Corollary 4.2. If E ⊂ RN is a compact set with C1-smooth boundary and with
finitely many connected components, then CE(α,m) > CE(α) for all m ∈ N, m ≥ 2.
If E = L := [−1, 1] ⊂ R2 and 1 < α < 2, then dL(x) = max(|x−1|, |x+1|), x ∈ R2,
so that the endpoints form the minimal dominant set with card(DL) = 2. Thus
CL(α) = CL(α, 2) = CL(α,m), m ≥ 2.
We finish this section with several explicit examples.
Example 4.1 (Unit circle T in C). Let T ⊂ C be the unit circle, and let 1 < α < 2.
We know that dµα(e
iθ) = dθ/2π and
Wα(T) =
2α−2√
π
Γ(α−1
2
)
Γ(α
2
)
,
see [43]. We prove in Section 4.4 that
min
ck∈E
∫
min
1≤k≤m
|x− ck|α−2 dµα(x) = 2α−22m
π
I
(
π
2m
)
,
where I(x) =
∫ x
0
cosα−2 θ dθ. It is obvious that dT(x) = 2, x ∈ T, and that S has no
finite dominant set. Therefore,
CT(α,m) = 2
α−22m
π
I
(
π
2m
)
− 2
α−2
√
π
Γ(α−1
2
)
Γ(α
2
)
> CT(α) = 2
α−2 − 2
α−2
√
π
Γ(α−1
2
)
Γ(α
2
)
.
Example 4.2 (Unit sphere SN−1 in RN). Let SN−1 := {x ∈ RN : |x| = 1}, N ≥ 3,
and let 1 < α ≤ 2. It is known that dµα = dσ/ωN is the normalized surface area on
SN−1 and
Wα(S
N−1) =
2α−2√
π
Γ(N
2
)Γ(α−1
2
)
Γ(N+α−2
2
)
,
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see [43]. It is also clear that dSN−1(x) = 2, x ∈ SN−1, and that SN−1 has no finite
dominant set. Hence
CSN−1(α,m) > CSN−1(α) = 2
α−N − 2
α−2
√
π
Γ(N
2
)Γ(α−1
2
)
Γ(N+α−2
2
)
.
Example 4.3 (Unit ball BN in RN ). Let BN := {x ∈ RN : |x| ≤ 1}, N ≥ 2, and let
0 < α ≤ 2. Again, BN has no finite dominant set. The Wiener constant of the ball
is
Wα(B
N) =
Γ(N−α+2
2
)Γ(α
2
)
Γ(N
2
)
,
see [43].
If α = 2 and N ≥ 3 then the equilibrium measure of the ball dµ2 = dσ/ωN is the
normalized surface area on SN−1 = ∂BN , so that dBN (x) = 2, x ∈ SN−1 = supp(µ2).
Hence
CBN (2, m) > CBN (2) = 2
2−N − 1.
If 0 < α < 2 then the equilibrium measure of the ball is
dµα(x) =
Γ
(
N−α+2
2
)
πN/2Γ
(
1− α
2
) Rα−N dx
(R2 − |x|2)α/2 for |x| < R,
see [43, p. 163]. Since supp(µα) = B
N in this case, we note that dBN (x) = 1+|x|, x ∈
BN , so that
CBN (α,m) > CBN (α) =
∫
(1 + |x|)α−N dµα(x)−
Γ(N−α+2
2
)Γ(α
2
)
Γ(N
2
)
,
where µα is given above.
4.3 Connections to Polarization Inequalities
Let E be a compact set in RN and let Am = {xj}mj=1, denote an m-point subset of E.
The Riesz polarization quantities, introduced by Ohtsuka [51] and recently studied
by Erde´lyi and Saff [20], are given by
Ms(Am, E) := inf
x∈E
m∑
j=1
|x− xj |−s and Msm(E) := sup
Am⊂E
Ms(Am, E), s > 0.
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Let νj denote the normalized point mass δxj/m, so that
∑m
j=1 νj is a unit measure.
The Riesz polarization quantity for s = N−α may be rewritten in terms of potentials
as
MN−α(Am, E) = m inf
E
m∑
j=1
Uνjα .
As proved by Ohtsuka [51], the normalized limit
Ms(E) := lim
m→∞
Msm(E)/m
exists as an extended real number and is called the Chebyshev constant of E for
the Riesz s-potential. Moreover, he showed that this Chebyshev constant is always
greater than or equal to the associated Wiener constant. Combining this fact with
Frostman’s theorem we deduce the following:
Proposition 4.3. For 0 < α ≤ 2 and any compact set E ⊂ RN there holds
MN−α(E) =Wα(E). (4.8)
Indeed, given a unit Borel measure µ, Frostman’s theorem for such α and E gives
inf
E
Uµα ≤
∫
Uµα dµα =
∫
Uµαα dµ ≤Wα(E),
so that MN−α(E) ≤ Wα(E), which together with Ohtsuka’s inequality yields (4.8).
Alternatively, one can deduce (4.8) by observing that for the given range of α, a
maximum principle holds for the equilibrium potential and appealing to Theorem 11
of Farkas and Nagy [21].
Bounds on the quantityMN−αm (E)/m and the sets Am which achieve the maximum
in MN−αm (E) have been the subject of several recent papers [20, 30, 31]. The reverse
triangle inequality in Theorem 4.4 is directly connected with MN−αm (E)/m in the
case of atomic measures. Recall that the inequality (4.7) holds for arbitrary positive
Borel measures νj such that
∑m
j=1 νj is a unit measure. We now introduce a similar
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inequality where each νj = δxj/m is a point mass 1/m supported at xj ∈ E:
1
m
m∑
j=1
inf
x∈E
|x− xj |α−N ≥ CδE(α,m) +
1
m
inf
x∈E
m∑
j=1
|x− xj |α−N ,
where CδE(α,m) denotes the largest (best) constant such that the above inequality
holds for all {xj}mj=1 ⊂ E. Clearly, we have CδE(α,m) ≥ CE(α,m).
From the definitions of CδE(α,m) and M
N−α
m (E) we immediately deduce that for
all α < N ,
max
Am⊂E
1
m
m∑
j=1
dα−NE (xj)−
MN−αm (E)
m
≥ CδE(α,m).
In particular, if E is the unit sphere SN−1 ⊂ RN , we have
2α−N − M
N−α
m (S
N−1)
m
= CδSN−1(α,m). (4.9)
In [30], it is proved that for the unit circle T = S1 the maximum polarization for any
m ≥ 2 is attained for m distinct equally spaced points. Moreover, this maximum,
which occurs at the midpoints of the m subarcs joining adjacent points is known
explicitly (in finite terms) when N − α is a positive even integer, and asymptotically
for all −∞ < α < N . Thereby we obtain the following.
Proposition 4.4. For the unit circle T = S1 there holds, for all −∞ < α < 2,
CδT(α,m) = 2
α−2 − M
2−α(A∗m,T)
m
= 2α−2 − M
2−α
m (T)
m
, (4.10)
where A∗m = {ei2πk/m : k = 1, . . . , m}. Moreover the following asymptotic formulas
hold as m→∞ :
Cδ
T
(α,m) ∼


−2ζ(2− α)
(2π)2−α
(22−α − 1)m1−α , 1 > α > −∞ ,
−1
π
logm, α = 1 ,
2α−2 − 2
α−2
√
π
Γ
(
α−1
2
)
Γ
(
α
2
) = CT(α) , 1 < α < 2,
(4.11)
where ζ(s) denotes the classical Riemann zeta function and am ∼ bm means that
limm→∞ am/bm = 1.
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For 1 < α < 2, we have from Example 2.6 and (4.11) that, for each m ≥ 1,
CT(α) < CT(α,m) ≤ CδT(α,m),
with equality holding throughout in the limit as m → ∞. Consequently, from the
formulas in Example 4.1 we have
MN−αm (T)
m
= 2α−2 − Cδ
T
(α,m) ≤ 2α−2 − CT(α,m)
= Wα(T) + 2
α−2
(
1− 2m
π
I
(
π
2m
))
< Wα(T).
We remark that the inequalityMN−αm (T) ≤ mWα(T) was found by a different method
in (3.7) of [20].
Utilizing (4.10) and the polarization formulas in [30], we list the first few explicit
formulas for Cδ
T
(α,m) that hold whenever α is a nonpositive even integer and m ≥ 1:
CδT(0, m) =
1
4
− m
4
,
Cδ
T
(−2, m) = 1
16
− m
24
− m
3
48
,
CδT(−4, m) =
1
64
− m
120
− m
3
192
− m
5
480
.
For the unit sphere in higher dimensions, we have the following.
Proposition 4.5. For the unit sphere SN−1, N > 2, in RN equation (4.9) holds for
all −∞ < α < N. Moreover, the following asymptotic formulas hold as m→∞ :
CδSN−1(α,m) ∼


−σ(N − α,N − 1)
(
Γ(N/2)
2πN/2
)(N−α)/(N−1)
m
1−α
N−1 , 1 > α > −∞ ,
− logm√
π
Γ(N/2)
(N − 1)Γ((N − 1)/2) , α = 1 ,
2α−N −Wα(SN−1) = CSN−1(α) , 1 < α < N,
(4.12)
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where σ(N −α,N − 1) is a positive constant that depends only on α and N (cf. [8]),
and where the formulas for Wα(S
N−1) and CSN−1(α) are given in Example 2.7.
For the unit ball we have the following result.
Proposition 4.6. For the unit ball BN in RN there holds, for all −∞ < α < N,
1− M
N−α
m (B
N )
m
≥ CδBN (α,m) ≥ 2α−N −
MN−αm (B
N)
m
. (4.13)
Moreover the following asymptotic formulas hold as m→∞ :
CδBN (α,m) ∼


−σ(N − α,N)
(
Γ(1 +N/2)
πN/2
)(N−α)/N
m−α/N , 0 > α > −∞ ,
− logm, α = 0 ,
(4.14)
where σ(N − α,N) is a positive constant that depends only on α and N .
We remark that asymptotic formulas similar to those in Proposition 4.6 can be
obtained for CδE(α,m) for a large class of N -dimensional subsets of R
N by appealing
to the results in [9] and [8].
4.4 Proofs
We begin with a lemma that will be used in the proof of Theorem 4.4. Let Fn =
{xk,n}nk=1 be a set of n points in E. Let τn be their normalized counting measure and
let 0 < α < N . We define the discrete α-energy of τn by
Eα[τn] :=
2
n(n− 1)
∑
1≤j<k≤n
|xj,n − xk,n|α−N .
As E is compact, the minimum discrete α-energy is achieved by some set of points.
Let Fn = {ξk,n}nk=1, be a set of n points in E that minimizes the discrete α-energy.
For α = 2, these are typically called the Fekete points. They provide a way to
approximate the α-equilibrium measure.
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Lemma 4.1. Given 0 < α < N , let Fn := {ξk,n}nk=1 be the points of E minimizing
the discrete α-energy. Let τn be the normalized counting measure associated with the
set Fn. Then the discrete α-energies of the measures τn increase monotonically and
converge weak∗ to the α-equilibrium measure µα. Further,
lim
n→∞
inf
E
U τnα = lim
n→∞
inf
x∈E
1
n
n∑
k=1
|x− ξk,n|α−N = Wα(E).
Proof. The facts that the discrete energies of the measures τn increase monotonically
and converge weak∗ to the equilibrium measure are proved in [43, p. 160-162]. Since τn
is a unit measure, we may apply Tonelli’s Theorem followed by Frostman’s Theorem
4.3 to find ∫
U τnα dµα =
∫
Uµαα dτn ≤Wα(E).
Since supp(µα) ⊂ E, this implies
inf
E
U τnα ≤Wα(E).
On the other hand, for the (n + 1)-tuple (x, ξ1,n, . . . , ξn,n) ⊂ E we may again apply
the extremal property of Fn to obtain
∑
1≤j<k≤n+1
|ξj,n+1 − ξk,n+1|α−N ≤
n∑
k=1
|x− ξk,n|α−N +
∑
1≤j<k≤n
|ξj,n − ξk,n|α−N .
Further, monotonicity of discrete energies gives that
n∑
k=1
|x− ξk,n|α−N ≥ n(n+ 1)
n(n+ 1)
∑
1≤j<k≤n+1
|ξj,n+1 − ξk,n+1|α−N −
∑
1≤j<k≤n
|ξj,n − ξk,n|α−N
≥ n(n+ 1)
n(n− 1)
∑
1≤j<k≤n
|ξj,n − ξk,n|α−N −
∑
1≤j<k≤n
|ξj,n − ξk,n|α−N
=
2
(n− 1)
∑
1≤j<k≤n
|ξj,n − ξk,n|α−N ,
which immediately implies that
Wα(E) ≥ inf
x∈E
1
n
n∑
k=1
|x− ξk,n|α−N ≥ Eα[τn]→Wα(E) as n→∞.
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Proof of Theorem 4.2. We already concluded that dα−NE is an α-potential if E is finite.
If, on the other hand, E is not finite, we consider a sequence of finite subsets Em ⊂
Em+1 ⊂ E that are dense in E as m→∞. Let dm be the farthest distance function
of Em and let σm be the associated measure such that d
α−N
m = U
σm
α , m ∈ N. Since
dm ≤ dm+1, it follows that Uσmα ≥ Uσm+1α , m ∈ N. Thus we obtain a decreasing
sequence of potentials, and Theorem 3.10 of [43] gives a positive unique Borel measure
σα such that σm
∗→ σα and dα−NE = Uσαα quasi-everywhere. Since the set of points
S where dα−NE 6= Uσαα has α-capacity zero, it also has zero volume in RN , see [43,
Theorem 3.13 on p. 196]. Hence Uσαα ∗εα,r = dα−NE ∗εα,r for the averaging measure εα,r
used in the definition of α-superharmonicity in [43, p. 112]. Furthermore, Property
(i) [43, p. 114] for α-superharmonic functions gives that
Uσαα (x) = lim
r→0
Uσαα ∗ εα,r(x) = lim
r→0
dα−NE ∗ εα,r(x) = dα−NE (x), x ∈ RN ,
where we used the fact εα,r
∗→ δ0 as r → 0 [43, p. 112] on the last step.
We now consider the mass of the measure σα. Assume, without loss of generality,
that the origin is a point in E. Consider the ball B(R) of radius R > diam(E) about
the origin. We average
dα−NE (x) =
∫
RN
|x− t|α−N dσα(t)
with respect to the α-equilibrium measure τR of the ball B(R), to obtain
M(R) :=
∫
B(R)
dα−NE (x) dτR(x) =
∫
B(R)
∫
RN
|x− y|α−N dσα(y) dτR(x). (4.15)
The following proof is similar to the proof given in Theorem 2.6 for the α = 2
case. In that case we averaged with respect to the usual equilibrium measure on the
ball, the normalized surface area. The α-equilibrium measure is given in [43, p. 163]
as
dτR(x) = AR
α−N (R2 − |x|2)−α/2 dx for |x| < R,
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where A is the constant
A =
Γ
(
N−α
2
+ 1
)
πN/2Γ
(
1− α
2
) .
Its potential U τRα (x) =
∫ |x− t|α−N dτR(t) is
U τRα (y) = AR
α−N π
N/2+1
Γ(N/2) sin(πα/2)
,
for all |y| ≤ R [43, (A.1)]. Using the fact that
π
sin(πx)
= Γ(x)Γ(1− x),
we calculate for |y| ≤ R that
U τRα (y) =
Γ
(
(N − α)/2 + 1)
πN/2Γ
(
1− α/2) Rα−N π
N/2
Γ(N/2)
Γ(α/2)Γ(1− α/2)
=
Γ(α/2)Γ
(
(N − α)/2 + 1)
Γ(N/2)
Rα−N .
Introducing the notation
c(N,α) = A
πN/2+1
Γ(N/2) sin(πα/2)
=
Γ(α/2)Γ
(
(N − α)/2 + 1)
Γ(N/2)
,
we obtain
U τRα (y) = c(N,α)R
α−N , for all |y| ≤ R. (4.16)
Furthermore, this same value serves as the upper bound of the potential for all |y| >
R. Notice that c(N, 2) = 1 and hence (4.16) is a generalization of the fact that
U τR2 (x) = R
2−N for |x| ≤ R when α = 2.
Consider the left hand side of (4.15). We know |x| ≤ dE(x) ≤ |x| + diam(E) in
B(R). We use the lower bound on dE to find an upper bound on M(R). Applying
the calculations in [43, Appendix] again, we conclude that∫
B(R)
dα−NE (x) dτR(x) ≤
∫
B(R)
|x|α−N dτR(x)
= ARα−N
∫
B(R)
(R2 − |x|2)−α/2|x|α−N dx
= ARα−N
πN/2+1
Γ(N/2) sin(πα/2)
= c(N,α)Rα−N .
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Next we use the upper bound on dE to obtain a lower bound for M(R). Let d =
diam(E). Then for any ǫ > 0 we have d ≤ ǫ|x| for any x not in B(d/ǫ). Hence
∫
B(R)
dα−NE (x)dτR(x) ≥
∫
B(R)
(|x|+ d)α−N dτR(x)
>
∫
B(R)\B(d/ǫ)
(|x|+ d)α−N dτR(x)
≥
∫
B(R)\B(d/ǫ)
|x|α−N (1 + ǫ)α−N dτR(x)
= (1 + ǫ)α−N U τRα (0)− (1 + ǫ)α−N
∫
B(d/ǫ)
|x|α−N dτR(x)
= (1 + ǫ)α−N c(N,α)Rα−N − (1 + ǫ)α−N
∫
B(d/ǫ)
|x|α−N dτR(x)
Estimating the integral over the ball B(d/ǫ), we find
∫
B(d/ǫ)
|x|α−N dτR(x) =Rα−NAωN
∫ d/ǫ
0
|x|α−1(R2 − |x|2)−α/2 d|x|
≤Rα−N
(
R2 − d
2
ǫ2
)−α/2
AωNd
α
αǫα
.
Since the above integral is also bounded below by zero, it follows that it is O(R−N )
and thus
(1 + ǫ)α−N c(N,α)Rα−N −O(R−N ) < M(R) ≤ c(N,α)Rα−N . (4.17)
On the other hand, we may apply Tonelli’s Theorem on the right hand side of
(4.15) to obtain
∫
B(R)
∫
RN
|x− y|α−Ndσα(y) dτR(x) =
∫
RN
∫
B(R)
|x− y|α−NdτR(x) dσα(y)
=
∫
RN
U τRα (y) dσα(y)
=
∫
|y|≤R
U τRα (y) dσα(y) +
∫
|y|>R
U τRα (y) dσα(y).
Applying the calculation of the potential in (4.16), we find
c(N,α)Rα−Nσα(B(R)) ≤M(R) < c(N,α)Rα−Nσα(RN). (4.18)
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Combining (4.17) and (4.18), dividing by Rα−N and then letting R → ∞, we
obtain
(1 + ǫ)α−N ≤ σα(RN) ≤ 1.
Finally, we conclude σα(R
N) = 1 by letting ǫ→ 0.
Proof of Theorem 4.4. For any positive Borel measure µ, the potential
Uµα (t) =
∫
|t− x|α−N dµ(x)
is lower semicontinuous [43, p. 59], and hence attains its infimum on the compact set
E. Thus we may choose ck ∈ E such that
inf
E
Uνkα = U
νk
α (ck)
for each k = 1, . . . , m. It follows that
m∑
k=1
inf
E
Uνkα =
m∑
k=1
Uνkα (ck)
=
m∑
k=1
∫
|ck − x|α−N dνk(x)
≥
∫
min
1≤k≤m
|ck − x|α−N dν(x)
=
∫ (
max
1≤k≤m
|ck − x|
)α−N
dν(x).
The function dm(x) := max1≤k≤m |ck − x| is the farthest distance function on the
set of points ck. By Theorem 4.2, there exists a probability measure σα such that
Uσαα (x) = d
α−N
m (x). Applying Tonelli’s Theorem, we have
m∑
k=1
inf
E
Uνkα ≥
∫
Uσαα (x) dν(x) =
∫
Uνα(t) dσα(t).
We estimate the potential Uνα on R
N . Let µα be the α-equilibrium measure for E
and let Wα(E) be the α-energy for E. Let g(t) := U
µα
α (t) −Wα(E). By Frostman’s
Theorem 4.3, we know g(t) ≤ 0 everywhere. On the other hand, Uνα(t)− infE Uνα ≥ 0
for t ∈ E. Thus
Uνα(t) ≥ inf
E
Uνα + U
µα
α (t)−Wα(E)
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on E. It follows by the Principle of Domination [43, Theorem 1.27 on p. 110 for α = 2
and Theorem 1.29 on p. 115 for 0 < α < 2] that this inequality holds in RN . Thus,
noting that σα is a unit measure and again applying Tonelli’s Theorem, we find
m∑
k=1
inf
E
Uνkα ≥
∫
Uνα(t) dσα(t)
≥
∫ (
inf
E
Uνα +
∫
Uµα(t)−Wα(E)
)
dσα(t)
= inf
E
Uνα +
∫
Uσαα (x) dµα(x)−Wα(E)
= inf
E
Uνα +
∫
dα−Nm (x) dµα(x)−Wα(E).
By minimizing over all m-tuples ck, we conclude that
m∑
k=1
inf
E
Uνk ≥ CE(α,m) + inf
E
m∑
k=1
Uνk
where
CE(α,m) := min
ck∈E
∫
min
1≤k≤m
|x− ck|2−N dµα(x)−Wα(E).
We now show CE(α,m) is the largest possible constant for a fixed m. We present
two proofs of this fact. We begin with the shorter one which requires E to be regular
in the sense that Uµαα (x) = Wα(E) for all x ∈ E. Choose a set c∗k, k = 1, . . . , m, such
that
∫
dα−Nm (x)dµα(x) attains its minimum on E
m. Let d∗m(x) := min1≤k≤m |x − c∗k|
and iteratively define the sets
S1 ={x ∈ supp(µα) : |x− c∗1| = d∗m(x)}
Sk ={x ∈ supp(µα) \ ∪k−1j=1Sj : |x− c∗k| = d∗m(x)}, k = 2, . . . , m.
It is clear that
supp(µα) = ∪mk=1Sk and Sk ∩ Sj = ∅, k 6= j.
Hence we can decompose µα along the sets Sk such that
ν∗k := µα|Sk and µα =
m∑
k=1
ν∗k .
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If E is regular, then
∫ |x − t|α−N dµα(t) = Wα(E) for each x ∈ E by Frostman’s
Theorem. Applying this fact, along with Tonelli’s Theorem, we obtain
m∑
k=1
inf
E
U
ν∗
k
α ≤
m∑
k=1
U
ν∗
k
α (c
∗
k)
=
m∑
k=1
∫
|c∗k − x|α−N dν∗k(x)
=
m∑
k=1
∫
(d∗m(x))
α−N dν∗k(x)
=
∫
(d∗m(x))
α−N dµα(x)
=
∫
(d∗m(x))
α−N dµα(x)−Wα(E) + inf
t∈E
∫
|x− t|α−N dµα(x)
= CE(α,m) +
m∑
k=1
inf
E
U
ν∗j
α .
Hence CE(α,m) is sharp. The alternative proof uses points minimizing the discrete
α-energy and does not require that E be regular. Let Fn = {ξl,n}nl=1 be the points
of E which minimize the discrete α-energy. We will break the set Fn up using the
points c∗k just as we broke up supp(µα) previously. Let Fk,n be a subset of Fn such
that ξl,n ∈ Fl,n if d∗m(ξl,n) = |ξl,n− c∗k|, 1 ≤ l ≤ n. If there is overlap between the sets,
assign ξl,n to only one set Fk,n. It is clear that for any n ∈ N,
Fn = ∪mk=1Fk,n and Fk,n ∩ Fj,n = ∅, k 6= j.
Define the measures
ν∗k,n =
1
n
∑
ξl,n∈Fk,n
δξl,n ,
so that for their potentials
p∗k,n(x) =
1
n
∑
ξl,n∈Fk,n
|x− ξl,n|α−N , k = 1, . . . , m,
we have
inf
E
p∗k,n(x) ≤
1
n
∑
ξl,n∈Fk,n
|c∗k − ξl,n|α−N =
1
n
∑
ξl,n∈Fk,n
(d∗m(ξl,n))
α−N .
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It follows from the weak∗ convergence of νn :=
∑m
k=1 ν
∗
k,n =
1
n
∑n
l=1 δξl,n to µα, as
n→∞, that
lim sup
n→∞
m∑
k=1
inf
E
p∗k,n(x) ≤ lim
n→∞
1
n
n∑
k=1
(d∗m(ξk,n))
α−N
=
∫
(d∗m(x))
α−N dµα(x).
Applying Lemma 4.1 to the potential p∗n of ν
∗
n we find that
lim
n→∞
inf
E
p∗n =Wα(E).
It follows that
lim sup
n→∞
m∑
k=1
inf
E
p∗n ≤ CE(α,m) + lim
n→∞
inf
E
p∗n.
Hence we have asymptotic equality in (4.7) as n→∞ with m ≥ 2 being fixed, which
shows that CE(α,m) is the largest possible constant for each m. Since dm ≤ dE
everywhere, we have CE(α,m) ≥ CE(α).
Proof of Corollary 4.1. If m < card(DE), then there is an x0 ∈ supp(µα) such that
d∗m(x0) < dE(x0). As both functions are continuous, the same strict inequality holds
in a neighborhood of x0, so that
∫
(d∗m(x))
α−Ndµα(x) >
∫
dα−NE (x)dµα(x) and hence
CE(α,m) > CE(α). This argument shows that if DE is infinite, then CE(α,m) >
CE(α) for m ≥ 2. If m ≥ card(DE) then we may choose the points c∗k to include DE
and hence d∗m(x) = dE(x) for x ∈ supp(µα). Thus CE(α,m) = CE(α).
Let ck, k = 1, . . . , m, be a set of points in E that minimize the integral in the
expression of CE(α,m). Choose a point cm+1 ∈ ∂E. Then
CE(α,m) =
∫
min
1≤k≤m
|x− ck|α−N dµα(x)−Wα(E)
≥
∫
min
1≤k≤m+1
|x− ck|α−N dµα(x)−Wα(E)
≥ CE(α,m+ 1).
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Hence the constants CE(α,m) are decreasing. It remains to show that their limit is
CE(α). Let {ak}∞k=1 be a countable dense subset of E. Then
CE(α) ≤ CE(α,m) ≤
∫
min
1≤k≤m
|x− ak|α−N dµα(x)−Wα(E).
Further, applying the Dominated Convergence Theorem, we have
lim
m→∞
∫
min
1≤k≤m
|x− ak|α−N dµα(x) =
∫
lim
m→∞
min
1≤k≤m
|x− ak|α−N dµα(x)
=
∫
dα−NE (x) dµα(x).
The result follows.
Proof of Corollary 4.2. We show the minimal dominant set is infinite and then the
result follows from Corollary 4.1. Suppose to the contrary that DE = {xj}sj=1 is finite.
Let J ⊂ ∂E be a single connected component of the boundary. Define
Jk := {x ∈ J : dE(x) = |x− xk|}, k = 1, . . . , s.
For each x ∈ Jk, the segment [x, xk] is orthogonal to ∂E at xk, by the smoothness
assumption. Hence, each Jk is contained in the normal line to ∂E at xk, k = 1, . . . , s.
We thus obtain that J = ∪sk=1Jk is contained in a union of straight lines which is a
contradiction.
Proof of Example 4.1. To calculate the quantity minck∈T
∫
min1≤k≤m |x−ck|α−Ndµα(x),
we follow an idea of Boyd [12]. Let ck = −eiψk , k = 1, . . . , m, with ψk < ψk+1, and for
notational convenience let ψ0 = ψm. Then we have max1≤k≤m |eiθ−ck| = |eiθ+eiψk | =
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|ei(θ−ψk) + 1| for ψk−1+ψk
2
≤ θ ≤ ψk+ψk+1
2
and hence
∫
min
1≤k≤m
|x− ck|α−N dµα(x) = 1
2π
m∑
k=1
∫ ψk+ψk+1
2
ψk−1+ψk
2
|ei(θ−ψk) + 1|α−2 dθ
=
1
π
m∑
k=1
∫ ψk−ψk−1
2
0
|eiθ + 1|α−2 dθ
=
2α−2
π
m∑
k=1
∫ ψk−ψk−1
2
0
cosα−2
(
θ
2
)
dθ
=2α−2
2
π
m∑
k=1
I(θk),
where θk =
ψk−ψk−1
4
and I(θk) =
∫ θk
0
cosα−2(θ) dθ. Since I(θk) is strictly convex for
0 < θk <
π
4
, and
∑m
k=1 θk = π/2, we have
1
m
m∑
k=1
I(θk) ≥ I
(
π
2m
)
.
Hence
min
ck∈T
∫
min
1≤k≤m
|x− ck|α−N dµα(x) = 2α−2 2m
π
I
(
π
2m
)
,
where the outer minimum is clearly attained for the equally spaced points ck on T.
Proof of Proposition 4.4. Equation (4.10) is a consequence of (4.9) and the main the-
orem proved in [30]. The asymptotic formulas in (4.11) follow from (4.10) and the
asymptotics for Msn(S
1) given in [30].
The proofs of Propositions 4.5 and 4.6 are straightforward consequences of the
main theorems on polarization proved in [20], [9] and [8].
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