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In many scientific fields imaging is used to relate a certain physical quantity to other dependent
variables. Therefore, images can be considered as a map from a real-world coordinate system
to the non-negative measurements being acquired. In this work we describe an approach for
simultaneous modeling and inference of such data, using the mathematics of optimal transport.
To achieve this, we describe a numerical implementation of the linear optimal transport trans-
form, based on the solution of the Monge-Ampère equation, which uses Brenier’s theorem
to characterize the solution of the Monge functional as the derivative of a convex potential
function. We use our implementation of the transform to compute a curl-free mapping be-
tween two images, and show that it is able to match images with lower error that existing
methods. Moreover, we provide theoretical justification for properties of the linear optimal
transport framework observed in the literature, including a theorem for the linear separation of
data classes. Finally, we use our optimal transport method to empirically demonstrate that the
linear separability theorem holds, by rendering non-linearly separable data as linearly separable
following transform to transport space.
Introduction
Many imaging problems relate to analyzing spatial pat-
terns of a certain physical quantity for the purpose of un-
derstanding the spatiotemporal distribution of such quan-
tity in relation to other dependent variables. Historically,
astronomers, for example, used images from telescopes
to understand the mass distribution of different galaxies
(Schwarzschild, 1954; Bertola, 1966). Biologists and pathol-
ogists make use of digital images of cells in order to under-
stand their structure as a function of different experimental
conditions or disease (Yeung et al., 2005; Wang, Ozolek, &
Rohde, 2010). Scientists and radiologists utilize magnetic
resonance images (MRI), computed tomography (CT), and
other imaging modalities, in order to understand the structure
of different organs as they relate to dynamics, physiological,
and other functional characteristics (Gorbunova et al., 2012;
Schmitter et al., 2015).
In the majority of these cases, imaging refers to the mea-
surement of a certain physical quantity which is positive in
nature. In X-ray CT, detectors measure the number of pho-
tons arriving at a certain region of the detector in a certain
window of time. In magnitude reconstructed MRI, the quan-
tity being reconstructed is the magnitude of the magnetiza-
tion density. In light microscopy, detectors also measure
the number of photons arriving within a certain time win-
dow. In transmission microscopy, light is attenuated and a
darker pixel corresponds to an increased density in that lo-
cation. In fluorescence microscopy, the amount of signal be-
ing received is proportional to the concentration of a certain
fluorophore at that location. In these, and other examples,
an image I can be considered as a map from the domain
Ω ∈ Rd representing the coordinate system in which mea-
surements are being made, to the non-negative real numbers:
I : Ω→ R+.
Here we describe an approach for modeling and infer-
ence on such data by considering each image in a database
{I1, I2, · · · , IN} as an instance of a given template I0 ‘mor-
phed’ by a given function fk. That is Ik(x) ∼ D f (x)I0( f (x)),
where D f is the determinant of the Jacobian of f . The asso-
ciation between Ik and fk is made unique by the mathematics
of optimal transport, as explained in (Wang, Slepcˇev, Basu,
Ozolek, & Rohde, 2013; Kolouri, Tosun, Ozolek, & Rohde,
2016). The embedding provided by the so called linear op-
timal transport (LOT) approach can be viewed as mathemat-
ical image transforms with forward and inverse operations,
thus enabling inference and modeling simultaneously. Here
we extend the work presented in (Wang et al., 2013; Kolouri,
Tosun, et al., 2016) to provide theoretical justification for cer-
tain properties observed empirically in the analysis of cell
and brain image data bases (Ozolek et al., 2014; Kolouri,
Tosun, et al., 2016; Tosun, Yergiyev, Kolouri, Silverman, &
Rohde, 2015; Kundu et al., 2018), including a linear separa-
tion theorem in transform space similar to the work shown
in (Park, Kolouri, Kundu, & Rohde, 2017; Kolouri, Park, &
Rohde, 2016).
We note that the framework discussed above, whereby
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images are modeled as actions D f s0 ◦ f has similarities to
the pattern theory approach of Grenander and Mumford,
and others (Grenander, 1994, 1996; Grenander & Miller,
1998; Mumford, 1997). In particular, the pattern theory-
based computational anatomy approach originally proposed
by Grenander and Miller (Grenander & Miller, 1998) in-
volves viewing the orbit formed by the action of a diffeomor-
phism as a generative model for imagery. As such, it attempts
to model each observed image as Ik(x) ∼ I0( f (x)) based on
representations, probabilities, and inference methods that can
be developed within a Bayesian perspective. The framework
has been useful for motivating a number of methods used in
pattern recognition (Grenander & Miller, 2007). The LOT
approach introduced in (Wang et al., 2013; Kolouri, Tosun,
et al., 2016; Park et al., 2017) shares a similar point of view,
and can be seen as a particular version of the more general
pattern theory approach (Grenander, 1994, 1996; Grenander
& Miller, 1998; Mumford, 1997), with the main innovation
being that the transport formulation can encompass both dis-
placement (geometric transformations) as well as photomet-
ric (i.e. intensity differences) information.
Overview
We begin with Section , Definitions and Preliminaries, by
introducing the basics of the mathematics of optimal mass
transport, including the Monge functional, and Brenier’s the-
orem that characterizes the solution of the Monge functional.
We also review basic notions related to the geometry of opti-
mal transport, as well as the LOT metric described in (Wang
et al., 2013; Kolouri, Tosun, et al., 2016). In Section , we
define the basics of the LOT transform, including the for-
ward and inverse operations. In Section we describe sev-
eral mathematical properties of the LOT transform. These
include translation, scaling, and composition claims, as well
as linear separability properties of the transform. Section
describes the numerical discretization and implementation
of the LOT transform based on the solution of the Monge-
Ampère equation, within a multi-resolution framework. Sec-
tion describes computational experiments and concluding
remarks are shown in Section .
Definitions and preliminaries
Optimal Mass Transport
Consider two Borel probability measures µ and ν with fi-
nite ‘p’ moments defined on measure spaces X ⊆ Rd and
Y ⊆ Rd, respectively. Consider the case when the measures
are smooth and are associated with positive density functions
I0 and I1, such that dµ = I0(x)dx and dν(y) = I1(y)dy. The
original optimal transport problem posed by Monge (Monge,
1781) is to find a mass-preserving (MP) map f : X → Y that
pushes µ on to ν and minimizes the objective function
M(µ, ν) = inf
f∈MP
∫
X
c(x, f (x))I0(x)d(x) (1)
where c : X × Y → R+ is the cost function, and MP := { f :
X → Y | f#µ = ν}, where f#µ denotes the push-forward of
measure µ. This is characterized as:∫
f −1(A)
dµ(x) =
∫
A
dν(y) ∀A ⊂ Y (2)
If f is a smooth, one-to-one mapping, Eq. (2) can be written
in a differential form:
D f (x)I1( f (x)) = I0(x) (3)
where D f is the determinant of the Jacobian of f .
In his original paper, Monge considered the Euclidean dis-
tance c(x, f (x)) = ‖ f (x) − x‖ as the cost function (Monge,
1781). However, under the smoothness assumption required
for Eq. (3), the cost function is often chosen to be the L2-
norm, such that Eq. (1) becomes the L2 Wasserstein met-
ric (Haker, Zhu, Tannenbaum, & Angenent, 2004; Trigila &
Tabak, 2016):
M(µ, ν) = inf
f∈MP
∫
X
‖x − f (x)‖2I0(x)dx
s.t. D f (x)I1( f (x)) = I0(x) (4)
It should be noted that both the objective function and
the constraint in Eq. (4) are nonlinear with respect to f (x).
Moreover, an important result in the field is Brenier’s theo-
rem, which characterizes the unique solution to the Monge
problem (Brenier, 1991).
Theorem 1 (Brenier’s Theorem) Let I0 and I1 be non-
negative functions of same total mass and with bounded sup-
port: ∫
X
I0(x)dx =
∫
Y
I1(y)dy.
When c(x, y) = h(x − y) for some strictly convex function h,
then there exists a unique optimal transport map f ∗ that min-
imizes Eq. (1). Furthermore, if c(x, y) = ‖x − y‖2 then there
exists a (unique up to adding a constant) convex function φ
such that f ∗(x) = ∇φ(x). A proof is available in (Villani,
2008; Gangbo & McCann, 1996).
Finally, it should be mentioned that, for certain measures,
the Monge formulation of the optimal transport problem is
ill-posed; in the sense that there is no transport map to rear-
range one measure to another. In such cases the Kantorovich
formulation of the problem using transport plans is preferred.
For brevity, we omit a detailed discussion of the Kantorovich
mass transport formulation and instead refer the reader to
(Kolouri, Park, Thorpe, Slepcˇev, & Rohde, 2017) for more
details.
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Geometry of Optimal Transport
Brenier’s theorem states that the OT map between µ and
ν is unique and, in the continuous setting presented above,
the mass from each point x is moved to a single location,
given as the value of the function f (x). Formally, the set
of measures not just a metric space, but is also a Rieman-
nian manifold equipped with an inner product on the tangent
space at any point (do Carmo, 1992). Specifically, the tan-
gent space at the measureσwith density γ (i.e. dσ = γ(x)dx)
is the set of the following vector fields Tσ = {v : Ω →
Rd such that
∫
Ω
|v(x)|2γ(x)dx < ∞} and the inner product is
the weighted L2 (Wang et al., 2013):
〈v1, v2〉σ =
∫
Ω
v1(x) · v2(x)I0(x)dx
Therefore, the OT distance is the length of the geodesic
connecting two measures (Benamou & Brenier, 2000). For-
tunately, in the context of optimal transport, this has a
straightforward interpretation: if µt, 0 ≤ t ≤ 1 is the
geodesic connecting µ to ν, then µt is the measure obtained
when mass from µ is transported by the transportation map
x→ (1 − t)x + t f (x). Consequently, µt(A) =
∫
f −1t (A)
α(x)dx.
The Linear Optimal Transport Distance
Computational complexity can hinder the application of
OT-related metrics to learning and pattern analysis prob-
lems that involve large numbers of images. For recognition
problems, the application of classification techniques such
as nearest neighbors (Altman, 1992), linear discriminant
analysis (McLachlan, 2004; Wang, Mo, Ozolek, & Rohde,
2011), support vector machines (Cortes & Vapnik, 1995) and
their respective kernel versions (Cristianini & Shawe-Taylor,
2000), would require O(N2) OT computations, with N rep-
resenting the number of images in the dataset. To ease this
burden, Wang et al. (Wang et al., 2013) proposed the lin-
ear optimal transport (LOT) metric, which borrows the sta-
tistical atlas notion often seen in brain morphology studies
(Ashburner & Friston, 2000), and seeks to compare images
to one another based on their relation to a reference.
Consider a given signal I associated with measure µ via
dµ(y) = I(y)dy, y ∈ Y as before, and a reference function I0
associated with measure σ such that dσ(x) = I0(x)dx, x ∈ X.
We can then identify µ (and I) with a map f via the opti-
mization problem stated in Eq. (1). Brenier’s theorem tells
us that this identification is unique and that it is characterized
by the map being the gradient of a potential function φ, that
is f = ∇φ, such that D f (x)I( f (x)) = I0(x). This identification
can be viewed as the projection of µ on to the tangent plane
Tσ described above. More precisely, let the projection of µ
be:
P(µ) = v where v(x) = f (x) − x.
Then v ∈ Tσ:
∫
X
|v(x)|2I0(x)dx = 〈v, v〉σ = ‖P(µ) − P(σ)‖2σ,
where ‖v‖2σ is defined to be 〈v, v〉σ. As explained in (Wang et
al., 2013), this is known as an azimuthal equidistant projec-
tion in cartography, while in differential geometry it would
be the inverse of the exponential map. Finally, given two
measures µ and ν, and a fixed reference σ, the LOT distance
between µ and ν is defined as (Wang et al., 2013):
dLOT (µ, ν) = ‖P(µ) − P(ν)‖σ. (5)
LOT Transform
Consider two measures µ1 and µ2, with corresponding
densities I1 and I2, and let σ be a fixed reference measure
with corresponding density I0. Furthermore, let f1 and f2
correspond to the OT maps linking µ1 to σ and µ2 to σ. That
is D f1 (x)I1( f1(x)) = D f2 (x)I2( f2(x)) = I0(x) such that f is
uniquely defined through the solution to the Monge mini-
mization problem in Eq. (1). From Eq. (5) we have:
d2LOT (µ1, µ2) = ‖P(µ) − P(ν)‖2σ
=
∫
X
|( f1(x) − x) − ( f2(x) − x)|2I0(x)dx
= ‖Iˆ1 − Iˆ2‖2
where ‖Iˆ‖2 is defined to be 〈Iˆ, Iˆ〉, and
Iˆ1 = ( f1(x) − x)
√
I0(x),
Iˆ2 = ( f2(x) − x)
√
I0(x).
The result above motivated Kolouri (Kolouri, Park,
Thorpe, Slepc˘ev, & Rohde, 2016) to define the continuous
LOT embedding (transform) for signals and images. Here,
a signal is interpreted to be a continuous function I(y), with
Y ∈ Rd, where d refers to the dimension of the signal (i.e.
d = 1 for 1D signals, d = 2 for 2D images, etc.). The forward
(analysis) LOT transform of I can then be defined as:
Iˆ(x) = ( f (x) − x) √I0(x), x ∈ X (6)
where f is the gradient of a potential function φ, such that
f = ∇φ, and D f (x)I( f (x)) = I0(x). The inverse (synthesis)
LOT transform of Iˆ is then:
I(y) = f −1(y)I0( f −1(y)), y ∈ Y (7)
where f −1( f (x)) = x. Thus, we can consider the LOT trans-
form as an operation taking signals from one domain (signal
space) to another (displacements). Just like in engineering,
where we consider time/space domain versus frequency do-
main, the LOT transform allows us to consider signal space
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domain versus displacement domain (with respect to a fixed
reference).
The idea was extended by Park et al. (Park et al., 2017),
who exploited the fact that, in 1D, the unique map between
any two positive smooth densities can be computed in closed
form. Consequently, the authors defined the Cumulative Dis-
tribution Transform (CDT) for 1D signals (Park et al., 2017).
This allowed for the definition of several interesting trans-
form pair properties, some of which have relevance to learn-
ing problems that are popular at the time of writing. Kolouri
et al. (Kolouri, Tosun, et al., 2016) expanded the CDT
to higher dimensional signals (images) by using the Radon
transform formalism to obtain a set of 1D projections from
an image, and applying the CDT along these projections.
This is equivalent to obtaining an embedding for the sliced
Wasserstein metric (Kolouri, Park, & Rohde, 2016). Simi-
larly to the LOT transform above, the CDT and Radon-CDT
are invertible operations with forward (analysis) and inverse
(synthesis) operations.
LOT Transform Properties
In this section, we present three properties of the LOT
transform pertaining to changes in density coordinates: the
translation theorem, scaling theorem, and composition theo-
rem. In addition, we demonstrate that the linear separation
property of the CDT and Radon-CDT also holds for the LOT
transform in d-dimensions.
Translation
Let Iµ be the translation of the density I1 by µ, such that
Iµ(y) = I1(y − µ). The transform of Iµ with respect to the
reference density I0 is given by:
Iˆµ(x) = Iˆ1(x) + µ
√
I0(x) x ∈ X (8)
where I0 is defined on measure space X ⊆ Rd. For a proof,
see Appendix A.
Scaling
Let Iσ be the scaling of the density I1 by σ, such that
Iσ(x) = σI1(σx). The transform of Iσ with respect to the
reference density I0 is given by:
Iˆσ(x) =
1
σ
(
Iˆ1(x) − x(σ − 1)
√
I0(x)
)
x ∈ X (9)
where I0 is defined on measure space X ⊆ Rd. For a proof,
see Appendix B.
Composition
Let Ig represent the composition of the density I1 with an
invertible function g, such that Ig(x) = Dg(x)I1(g(x)), where
Dg is the determinant of the Jacobian of g, and g is the gradi-
ent of a convex potential function ϕ (i.e. g = ∇ϕ). The trans-
form of Ig with respect to the reference density I0 is given
by:
Iˆg(x) =
(
g−1
(
Iˆ1(x)√
I0(x)
+ x
)
− x
) √
I0(x) x ∈ X (10)
where I0 is defined on measure space X ⊆ Rd. For a proof,
see Appendix C.
Linear Separability in LOT Space
It is well-known that if two sets are convex and disjoint,
there always exists a hyperplane that is able to separate the
sets (see (Park et al., 2017), for example). As a conse-
quence, the sets are said to be linearly separable. In this sec-
tion we will demonstrate that, under certain conditions, the
LOT transform can enhance the linear separability of image
classes.
Consider two non-overlapping, non-linearly separable
subsets P and Q of a vector space V . All elements pi of
P are generated by transforming a “mother” density p0 with
a differentiable function hi:
pi = Dhi p0 ◦ hi pi ∈ P, hi ∈ H
where h is the gradient of a convex potential φ, such that
h = ∇φ. Moreover, Dh denotes the determinant of the Ja-
cobian of h, p0 ◦ hi(x) = p0(hi(x)) and H is a set of diffeo-
morphisms (e.g. the set of all translations). Similarly, the
elements q j of Q are generated by transforming q0 with a
differentiable function h j ∈ H:
q j = Dh j q0 ◦ h j q j ∈ Q, h j ∈ H
It should also be noted that since sets P andQ do not overlap:
Dh p0 ◦ h , q0 ∀h ∈ H
The definitions above provide a framework that can be
used to construct or interpret image classes. For example,
let H be the set of all translations h(x) = x − µ, where µ is
a random variable. The elements of sets P and Q are given
by p0 ◦ h and q0 ◦ h, respectively, and are translations of the
original “mother” densities p0 and q0. Therefore, the transla-
tion µ becomes the confound parameter that a classifier must
decode in order to separate the classes.
Theorem 2 (Linear separability in LOT space) Let P, Q, H
follow the definitions given above. If Pˆ and Qˆ are the LOT
transforms of P and Q, then Pˆ and Qˆ will be linearly sepa-
rable if H satisfies the following conditions:
i) ∀h ∈ H, h−1 ∈ H
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ii) ∀h ∈ H, ∑i αihi ∈ H where ∑i αi = 1
iii) ∀h1, h2 ∈ H, h1 ◦ h2 ∈ H
For a proof, see Appendix D.
We note that the definition of the embedding (transform)
for a certain image I given in Eq. (6) is in a way redundant
and that the convex potential φ could be used instead. In
fact, doing so would be preferred in many practical situa-
tions, such as performing machine learning-type operations
on digital images. This is because the array used to store the
transform defined in Eq. (6) would be twice the size of the ar-
ray used to store the potential φ, since there would be deriva-
tives in the x− and y−directions. More than just a savings in
computer memory, using the potential directly would trans-
late to performing operations on objects of lower dimension.
Ultimately, the mathematical meaning is the same, as the two
formulations are related by a gradient operation. However,
gradient operations are also known to be noise augmenting,
and thus introduce additional difficulties when dealing with
real data. Thus in the computational examples we utilize the
potential φ, rather than the LOT defined in Eq. (6).
Numerical Implementation
Given image I : Ω → R+, and reference I0 : Ω → R+,
with Ω = [0, 1]2 (in the results shown below we use 2D im-
ages), we compute an approximate solution for the the LOT
transform by solving the associated Monge-Ampère partial
differential equation. Since Brenier’s theorem asserts that the
optimal map between I and I0 is characterized by f = ∇φ, we
can write:
det Hφ(x) =
I0(x)
I(∇φ(x)) (11)
where det Hφ(x) represents the determinant of the Hessian
matrix of second partial derivatives of φ. In our implementa-
tion we use a parametric formulation for the potential func-
tion based on a linear combination of basis functions ρ:
φ(x) =
1
2
|x|2 +
∑
p∈Z
c(p)ρ(x − p) (12)
where c are the coefficients (to be determined via optimiza-
tion), and Z is the pixel grid for the image. For simplic-
ity, we chose the basis function ρ to be a radially symmetric
Gaussian of standard deviation σ, where σ is a user-defined
parameter:
ρ(x) =
1√
2piσ2
e−x
2/(2σ2) (13)
By combining Brenier’s theorem with Eq. (12)), the model
for the spatial transformation is then given by:
f (x) = x −
∑
p∈Z
c(p)∇ρ(x − p). (14)
Rather than solving the Monge-Ampère PDE directly, we
propose to approximate the solution by iterative optimization
of the related cost function (presented in discretized form):
ψ(c) =
1
2
∑
p∈Z
(
D(p)I1( f (p)) − I0(p))2dx (15)
Thus, the solution for the OT problem can be found by solv-
ing a registration-like image processing problem, under the
model for the spatial transformation specified in Eqs. (13)
and (14). Note that for the spatial transformation to remain
invertible, D f (x) = Hφ must be positive definite throughout
the domain of the image, and thus input images must be such
that I0 > 0, I1 > 0. Finally, we note the approach has similar-
ities to other parametric image registration methods based on
basis functions (Rohde, Aldroubi, & Dawant, 2003; Kybic &
Unser, 2003; Rueckert et al., 1999).
Numerical Optimization
The objective function ψ can be minimized using gradient
descent, which can be described by the following iterative
update rule:
ct+1 = ct − ηψc(ct) (16)
where η is the learning rate and ψc is the derivative of ψ with
respect to c. We refer the reader to Appendix E for the full
derivation of ψc for the case when I0 and I1 are 2D images.
It is well known that standard gradient descent can be very
slow to converge to the optimum, and therefore, alternative
methods have been developed that can dramatically increase
the rate of convergence (Nesterov, 1983; Duchi, Hazan, &
Singer, 2011; Kingma & Ba, 2015). In this work, we use the
method known as Adam (Kingma & Ba, 2015), which typi-
cally requires little tuning and has been shown to outperform
other first-order gradient-based methods in neural networks.
The Adam method estimates the first moment mt and second
moment vt of the gradient:
mt = β1mt−1 + (1 − β1)ψc(ct)
vt = β2vt−1 + (1 − β2)ψ2c(ct)
(17)
where β1, β2 ∈ [0, 1) are user-defined exponential decay
rates.
Since mt and vt are initialized as zero, the moment es-
timates are biased towards zero. Kingma and Ba (Kingma
& Ba, 2015) counteract this problem by computing bias-
corrected estimates mˆt and vˆt:
mˆt =
mt
1 − βt1
vˆt =
vt
1 − βt2
(18)
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These estimates are then used to compute an adaptive
learning rate. As a result, the coefficients c are updated as
follows:
ct+1 = ct − η√
vˆt + 
mˆt (19)
The authors suggest default values of β1 = 0.9, β2 =
0.999, and  = 10−8 (Kingma & Ba, 2015). We adopt these
values throughout this work.
Multi-Scale Approach
The efficiency of the minimization not only relies on the
choice of gradient descent algorithm, but also the position
from where the optimization is started. Generally, we can as-
sume that an image comprises a hierarchy of scales. Low fre-
quency features, such as the general shapes within the image,
are found at the coarsest scale, and high frequency features,
such as noise, are found at the finest scale (Paquin, Levy,
Schreibmann, & Xing, 2006). We can guide our method to-
wards the globally optimum potential φ∗, by computing the
optimum potential φ∗i at scale i, and using the result as the ini-
tial position for the gradient descent at the next, finer scale.
For N scales, the globally optimum potential φ∗ can be ex-
pressed as follows:
φ∗(x) =
N∑
i=1
φ∗i (x) (20)
By extension, the optimal transport map f ∗ is given by:
f ∗(x) = x −
N∑
i=1
∇φ∗i (x) (21)
In this work, we generated a hierarchy of image scales
using a Gaussian pyramid. The Gaussian pyramid is con-
structed by smoothing the images I0 and I1 with a Gaussian
filter, and subsampling the smoothed images by a factor of
two in each direction (Adelson, Anderson, Bergen, Burt, &
Ogden, 1984). An illustration of the result is depicted in Fig.
1. During the multi-scale gradient descent, moving from a
coarse scale to a finer scale requires upsampling the poten-
tial φ∗i . Unlike the multi-scale approach developed by Kundu
et al. (Kundu et al., 2018), which requires the transport maps
to be interpolated from one scale to the next, the potential φ∗i
in our method can be upsampled using Eq. (12) with appro-
priate values for x.
Experiments
Image Warping
Data Preparation. We tested our proposed single po-
tential optimal transport method on three separate datasets:
the extended Yale Face Database B (Lee, Ho, & Kriegman,
2005), the LONI Probabilistic Brain Atlas dataset (Shattuck
et al., 2008), and a random sample of images from ImageNet
Figure 1. An illustration of a Gaussian pyramid used in the
multi-scale version of our single potential optimal transport
method.
(Deng et al., 2009). In this section, we briefly describe the
datasets and any pre-processing that was conducted prior to
our experiments.
YaleB. The extended Yale Face Database B (Lee et al.,
2005) (abbreviated to YaleB) comprises 1710 grayscale im-
ages of 38 individuals under 45 different lighting conditions.
The authors of the dataset aligned the images to one another
using the location of the eyes as landmarks. The images were
also cropped to exclude hair and ears (Lee et al., 2005). In
order to limit the number of image matches, we used a single
cropped image from each subject under direct illumination,
resulting in a dataset of 38 images. Exemplar images from
our reduced YaleB dataset are shown in Fig. 2a. Prior to per-
forming the warpings, the images were normalized so that
the sum of intensities was the same in every image. This en-
sured that the total mass constraint in Brenier’s theorem was
satisfied. Identically to Kundu et al. (Kundu et al., 2018),
we normalized the images to a large value (106) in order to
avoid numerical precision errors due to small numbers. We
also added a small constant (0.1) to the normalized images
so that they were strictly positive.
LPBA40. Brain image data from 40 subjects were used
by the Laboratory of Neuro Imaging (LONI) at UCLA
to construct the LONI Probabilistic Brain Atlas (LPBA)
(Shattuck et al., 2008). The three-dimensional magnetic res-
onance images were skull-stripped and aligned to a standard
space using rigid-body transformations (Klein et al., 2009).
In this work, we used the central axial slice from the 40
pre-processed volumes, and normalized these 2D slices in
an identical manner to the YaleB data. Exemplar LPBA40
images are shown in Fig. 2b.
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(a) YaleB
(b) LPBA40
(c) ImageNet
Figure 2. Sample images after pre-processing from (a) the
YaleB dataset, (b) the LPBA40 dataset, and (c) the ImageNet
dataset.
ImageNet. The ImageNet database consists of 3.2 mil-
lion color images spread over 5247 different categories
(Deng et al., 2009). The large dataset is typically used to
train and test machine learning methods for object detection
and recognition. However, in our work, we used a randomly
selected subset of 40 images from the database. Prior to use
in our experiments, we converted the subset of ImageNet
images to grayscale and resized them to 256 × 256 pixels.
The images were normalized using the same procedure as
the YaleB and LPBA40 data. Sample ImageNet images after
pre-preprocessing are shown in Fig. 2c.
Warping Experiments. As indicated in Section , our
single potential optimal transport (SPOT) method has three
user-defined parameters: the standard deviation σ of the
Gaussian basis function, the learning rate η for the gradient
descent, and the number of scales N. In order to assess the
effect of computing the optimal transport maps using a multi-
scale approach, we compared SPOT at a single image scale
(i.e. N = 1) and SPOT with N = 3 (henceforth called multi-
SPOT).
To determine the optimum values for σ and η, we split
each dataset into a training and test set. The three training
sets comprised five images randomly selected from the corre-
sponding dataset. For each of the training sets, we computed
the optimal transport map from every image to every other
image in the set for a range of parameter values. This pro-
duced 20 (52 − 5) transport maps for each set of parameters.
The parameters that resulted in the lowest mean value of the
objective function (Eq. (15)) across the 20 mappings for a
given dataset were used to test (multi-)SPOT on that dataset.
The SPOT and multi-SPOT methods were tested using the
data excluded from the parameter optimization. For each of
the three test datasets, we computed the optimal transport
map from every image to every other image in the set. This
resulted in 1056 (332 − 33) transport maps for the YaleB
dataset, and 1190 (352 − 35) transport maps for the LPBA40
and ImageNet datasets.
Evaluation Measures. Following the computation of
the transport maps, we evaluated the SPOT and multi-
SPOT methods by measuring the relative mean squared er-
ror (MSE) between D f (x)I1( f (x)) and I0, the proportion of
mass transported, and the mean absolute curl of the optimal
transport map. The measures are defined as follows:
Relative MSE =
∫
X
(
D(x)I1( f (x)) − I0(x))2dx∫
X
(
I1(x) − I0(x))2dx (22)
Mass transported =
∫
X ‖ f (x) − x‖2I0(x)dx∫
X I0(x)dx
(23)
Mean absolute curl =
1
vol(X)
∫
X
‖∇ × f (x)‖dx (24)
For all three measures, the smaller the value, the closer the
computed map is to the true OT map.
In order to assess whether the relative MSEs of the SPOT
and multi-SPOT methods were significantly different from
one another, we performed a paired t-test on the relative MSE
results. Furthermore, we also performed paired t-tests for the
mass transported and mean absolute curl.
Comparison to Other Optimal Transport Methods.
We compared our single-scale SPOT method to the three
methods outlined in the following sections: the flow mini-
mization (FM) method by Haker et al. (Haker et al., 2004),
the dual problem minimization (DPM) method by Chartrand
et al. (Chartrand, Wohlberg, Vixie, & Bollt, 2009), and
a single-scale version of the variational optimal transport
(VOT) method by Kundu et al. (Kundu et al., 2018). We also
compared our multi-SPOT method to the multi-scale varia-
tional optimal transport method (multi-VOT) (Kundu et al.,
2018). The optimum parameters for the FM, DPM, VOT, and
multi-VOT methods were determined using the approach de-
scribed in Section . We then repeated the image warping ex-
periments for all of the optimal transport methods, and evalu-
ated the resulting transport maps using the measures defined
in Section .
Flow Minimization (FM). Haker et al. (Haker et al.,
2004) proposed a flow minimization method to compute the
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optimal transport map from the Monge formulation of the op-
timal transport problem. The method first obtains an initial
transport map f0 using the Knothe-Rosenblatt rearrangement
(Rosenblatt, 1952; Knothe, 1957). If the initial map f0 is
considered to be a smooth vector field, Helmholtz’s theorem
can be used to resolve f0 into the sum of a curl-free and a
divergence-free vector field:
f0 = ∇φ − χ
The method by Haker et al. (Haker et al., 2004) uses
the Helmholtz decomposition of f0, and removes the curl by
minimizing the objective function in Eq. (1) with cost func-
tion c(x, f (x)) = ‖ f (x) − x‖2. The minimization is achieved
using a gradient descent scheme:
ft+1(x) = ft(x) + η
1
I0
D(x)
(
ft(x) − ∇(∆−1∇ · ft(x)))
where ∆ is the Laplace operator and ∇ · (·) denotes the diver-
gence operator.
Minimizing the Dual Problem (DPM). To compute the
optimal transport map between two images Chartrand et al.
(Chartrand et al., 2009) use Kantorovich’s dual form of the
problem (Kantorovich, 1948):
KD(u, v) = sup
u,v
∫
X
u(x)I0(x)dx +
∫
Y
v(y)I1(y)dy
over all integrable functions u and v satisfying
u(x) + v(y) ≤ c(x, y)
By considering the cost as a strictly convex function
c(x, y) = 12 ‖x − y‖2, and redefining u(x) → 12 ‖x‖2 − u(x) and
v(x)→ 12 ‖y‖2 − v(y), the resulting problem is to minimize:
KD(u, v) =
∫
X
u(x)I0(x)dx +
∫
Y
v(y)I1(y)dy
where u and v satisfy:
u(x) + v(y) ≥ x · y
Chartrand et al. (Chartrand et al., 2009) apply the proposi-
tion that KD has a unique minimizing pair of functions u and
v that are convex conjugates of one another (i.e. u(x) = v∗(x)
and v(y) = u∗(y)). As a result, the derivative of KD can be
found, and thus the authors develop a gradient descent ap-
proach to update u and compute the optimal transport map:
ut+1 = ut − ηdKD(u)du
where η is the learning rate. For a full derivation, we refer
the reader to (Chartrand et al., 2009).
Variational Optimal Transport (VOT). Similarly to the
work of Haker et al. (Haker et al., 2004), Kundu et al.
(Kundu et al., 2018) compute the optimal transport map from
the Monge formulation of the optimal transport problem.
However, the authors modify the objective function in Eq.
(1) to help guide the solution towards a curl-free mapping.
The optimization problem is relaxed further to incorporate
the mass-preserving constraint in Eq. (3), resulting in the
following objective function:
ψ( f ) =
1
2
∫
X
‖ f (x) − x‖2I0(x)dx + γ2
∫
X
‖∇ × f (x)‖2dx
+
λ
2
∫
X
(
D(x)I1( f (x)) − I0(x))2
where γ and λ are regularization coefficients, and ∇ × (·) is
the curl operator. The objective function is non-convex, so
Kundu et al. (Kundu et al., 2018) use a variational opti-
mization technique to solve it. The authors use the Euler-
Lagrange equations for the objective function ψ to derive its
gradient ψ f , and use Nesterov’s accelerated gradient descent
method (Nesterov, 1983) to compute the optimal transport
map. Moreover, a multi-scale technique is employed to guide
the method towards the globally optimum solution.
Image Classification
In order to demonstrate the linear separability property of
the LOT transform, we tested the SPOT method on five clas-
sification tasks: determining the number of Gaussian peaks
in an image, distinguishing between animal faces, identify-
ing the shape of galaxies, classifying liver nuclei as cancer-
ous or benign, and recognizing handwritten digits. It should
be noted that our aim is not to determine the optimal clas-
sification method for each task, but rather to experimentally
validate the linear separability theorem proposed in Section .
Synthetic Gaussian Data. Using the same terminology
as Section , the “mother” densities for the image classes in
this dataset are a single 2D Gaussian, a mixture of two 2D
Gaussians, and a mixture of three 2D Gaussians. We gen-
erated 1000 128×128px images for each class by randomly
translating the mother patterns. To ensure that the sets of
images were disjoint, only translations that resulted in non-
overlapping Gaussian peaks were selected. Example images
from each class are shown in Fig. 3.
After the Gaussian dataset had been generated, we used
our SPOT method to compute the transport map – and by
extension, the potential φ – between each image Ii and a uni-
form reference density I0. As the linear separability theorem
does not prescribe an optimal classifier, we assessed the clas-
sification accuracy of the potential φ using multiple classi-
fiers: a linear support vector machine (SVM), logistic regres-
sion (LR), and penalized Fisher’s linear discriminant analy-
sis (PLDA) (Wang et al., 2011). Moreover, we employed a
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Figure 3. Sample images from each class of the Gaussian
dataset. The task is to classify the number of Gaussian peaks
in an image.
ten-fold stratified cross-validation scheme. The dataset was
randomly divided into ten subsets, each containing the same
proportion of images from each class. Nine subsets were
used to train the linear classifier, and the remaining subset
was used as the test data. This process was repeated until all
ten subsets had been used as the test set. We then computed
the mean classification accuracy and standard deviation. For
comparison, the classification experiments were conducted
on the original images, as well as the potential.
Although classifiers such as SVM and logistic regression
are more commonly used than PLDA in the literature, PLDA
computes a low-dimensional projection of the data. There-
fore, in addition to a quantitative evaluation of the linear sep-
arability, PLDA can provide a qualitative visual assessment
of the linear separability by projecting the high-dimensional
data into two dimensions. Computing PLDA directly on
the images or potential involves inverting a matrix of size
1282×1282. This is computationally expensive, and there-
fore, prior to classification using PLDA, the size of the input
data was reduced using principal component analysis (PCA).
In all of our classification experiments, we used the maxi-
mum number of principal components (equal to the number
of images, in this case) to transform the data. Mathemati-
cally, this should have no effect on the classification results,
since PCA is linear transformation.
Animal Faces. The LHI-Animal-Faces dataset com-
prises face images from 20 different classes of animals (Si
& Zhu, 2012). To complicate the classification of the an-
imals, the categories exhibit a large range of within-class
variation, including rotation, posture variation, and different
animal sub-types (e.g. deer with and without antlers). In this
work, we used a subset of three classes, namely cats, deer,
and pandas.
In order to better fit the data requirements of the linear
separability theorem, the images were pre-processed using
Figure 4. Sample images from the animal faces dataset (left),
and the corresponding smoothed edge maps used in the clas-
sification experiment described in Section (right).
the same method as (Kolouri, Park, & Rohde, 2016). Firstly,
an edge map was generated by applying Canny edge detec-
tion to the images. Secondly, the edge maps were smoothed
with a Gaussian filter. Example images before and after pre-
processing are shown in Fig. 4.
Following pre-processing, we computed the optimal trans-
port map between each image and a uniform reference image
using our SPOT algorithm. Identically to the Gaussian data
experiment, we then assessed the classification accuracy of
the potential φ using SVM, logistic regression, and PLDA
classifiers with stratified ten-fold cross-validation. For com-
parison, we also computed the classification accuracy using
the pre-processed images.
Galaxy Shapes. In (Shamir, 2009), Shamir proposed a
method that can automatically classify images of elliptical,
spiral, and edge-on galaxies. To test the method, the au-
thor used a random subset of images from the Galaxy Zoo
project (Lintott et al., 2008): 225 elliptical galaxies, 224 spi-
ral galaxies, and 75 edge-on galaxies. We used the same
subset of Galaxy Zoo data in this work, however, prior to
computing the transport maps between the images and a uni-
form reference, we converted the color images to grayscale,
centered the galaxy within each image, and removed back-
ground noise by segmenting the galaxy using a thresholding
technique. Example pre-processed images are shown in Fig.
5. As before, we compared the classification accuracy of the
potential and the original images using three different linear
classifiers.
Liver Nuclei. Another classification task is to classify
liver cell nuclei as either fetal-type hepatoblastoma (a type of
cancer) or benign. The dataset consists of nuclei images from
17 cancer patients and 26 healthy controls. Each patient has
between 60 and 187 nuclei images (mean: 96, standard devi-
ation: 16), resulting in 4145 images in total. Although there
is no guarantee that all of the cells from the cancer patients
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Figure 5. Sample images from each class of the galaxy
dataset after pre-processing.
Figure 6. Sample images from both classes of the liver nuclei
dataset. Since the patient classes (cancer or healthy) were
used as the ground truth labels for the cells, there is no guar-
antee that all of the nuclei in the “cancer" class are cancerous.
are cancerous, we used the subject label (cancer or benign)
and the ground truth for each image. Example images from
each class are shown in Fig. 6.
Unlike the other classification experiments, in which the
transport maps were computed using a uniform reference im-
age, for this task, we used a wide Gaussian distribution as
the reference. The Gaussian had a similar diameter to the
nuclei, resulting a more task-specific reference image. The
remainder of the classification experiment was identical to
those described in the previous sections.
MNIST. The final classification task is to assess the lin-
ear separation theorem on the MNIST database of handwrit-
ten digits. MNIST has become a benchmark dataset for test-
ing machine learning methods, and by using deep neural net-
works, classification errors of less than 0.25% have been re-
ported in the literature (Wan, Zeiler, Zhang, Le Cunn, & Fer-
gus, 2013; Cires¸an, Meier, & Schmidhuber, 2012). The aim
of this work is not to present state-of-the-art classification re-
Table 1
The optimum parameters for the single-scale and multi-scale
versions of our SPOT method, across all three datasets. The
multi-SPOT parameters are ordered from the coarsest scale
to the finest scale, with σ given in units of pixels at the orig-
inal (finest) image resolution.
SPOT Multi-SPOT
σ η σ η
YaleB 1 0.01 {12, 4, 1} {1, 0.1, 0.01}
LPBA40 1 0.01 {4, 2, 1} {0.01, 0.01, 0.01}
ImageNet 1 0.01 {12, 4, 1} {1, 0.1, 0.01}
sults on MNIST, but rather, to assess the ability of linear clas-
sifiers to distinguish between the classes in potential space
compared to image space.
The dataset comprises 60000 training images and 10000
test images, however, to be consistent with our other classifi-
cation experiments, we used ten-fold cross-validation on the
entire set of 70000 images when evaluating the three linear
classifiers in image space and potential space. The transport
maps (and therefore, the potential) were computed using a
uniform reference image I0.
Results
Image Warping Results
The optimum SPOT and multi-SPOT parameters for each
dataset are presented in Table 1. The table shows that a stan-
dard deviation ofσ = 1 universally achieved the lowest mean
relative MSE on the training data. Similarly, a gradient de-
scent learning rate of η = 0.01 was selected at the finest reso-
lution across all datasets. In contrast to the LPBA40 dataset,
the optimum values for σ and η are larger at the coarser
scales for the YaleB and ImageNet datasets.
Figure 7 compares the mean and standard deviation of
the relative MSE and mass transported for the SPOT and
multi-SPOT methods. For all of the datasets tested, multi-
SPOT resulted in a statistically lower mean relative MSE
than SPOT (p < 0.01), and had a smaller standard devia-
tion. Conversely, the SPOT method achieved a significantly
lower mean mass transported than multi-SPOT on the YaleB
and ImageNet datasets (p < 0.01). Although the mean mass
transported for multi-SPOT was only slightly lower than the
mean mass transported for SPOT on the LPBA40 dataset
(0.15 and 0.18, respectively), the two means are significantly
different (p < 0.01). The final evaluation measure, mean ab-
solute curl, has been omitted from Fig. 7 because both meth-
ods achieved zero curl for all three datasets. This is because
the curl of a potential is zero.
Figure 8 shows example results for the single-scale opti-
mal transport methods (FM, DPM, VOT and SPOT) on all
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(a) Relative MSE
(b) Mass transported
Figure 7. Mean and standard deviation of the (a) relative
MSE and (b) mass transported for the single- and multi-scale
SPOT methods on all three datasets. The results for the
mean absolute curl have been omitted, since both methods
achieved zero curl on all of the datasets.
three datasets. The central columns show the warped in-
put image D f (x)I1( f (x)) for each method, after attempting
to map I1 to I0. The relative MSE of each result is displayed
below the warped image. The top and bottom rows of each
subfigure show the mapping that resulted in the lowest and
highest relative MSE, respectively, for the SPOT method. In
all of the examples in Fig. 8, the relative MSE for the SPOT
method was lower than the corresponding relative MSEs for
the other single-scale optimal transport methods. Moreover,
the lowest relative MSE for the SPOT method was two orders
of magnitude smaller than the corresponding relative MSEs
of the other methods.
Analogously to Fig. 8, Fig. 9 shows example results for
the multi-scale optimal transport methods (multi-VOT and
multi-SPOT) on all three datasets. The second and third
columns show the warped input image D f (x)I1( f (x)) for each
method, after attempting to map I1 to I0. The relative MSE
of each result is displayed below the warped image. The
top and bottom rows of each subfigure show the mapping
that resulted in the lowest and highest relative MSE, respec-
tively, for the multi-SPOT method. Similarly to the single-
scale optimal transport results, in all three datasets, the low-
est relative MSE for the multi-SPOT method was an order
of magnitude lower than the corresponding relative MSE for
the multi-VOT method. However, the cases that produced the
highest relative MSE for the multi-SPOT method resulted in
a lower relative MSE in the multi-VOT method.
The mean and standard deviation of the error measures
for the single-scale optimal transport methods (FM, DPM,
VOT, and SPOT) are presented in Fig. 10. For clarity, large
bars have been truncated, and the true mean value of the
error measure is displayed above the bar. Across all three
datasets, SPOT resulted in a significantly lower mean rela-
tive MSE that the other single-scale optimal transport meth-
ods (p < 0.01, corrected for multiple comparisons). The
standard deviation of the relative MSE was also smaller for
SPOT compared to the other methods. A similar trend is
observed for the mass transported in Fig. 10b, except that
the VOT method resulted in a significantly lower mean mass
transported than SPOT (p < 0.01) for the ImageNet dataset.
Since the SPOT and DPM methods are based on Brenier’s
theorem and derive the transport maps from a potential, the
mean and standard deviation of the mean absolute curl were
universally zero for those two methods .
Figure 11 shows the mean and standard deviation of the
error measures for the multi-scale optimal transport methods
(multi-VOT and multi-SPOT). Identically to Fig. 10, large
bars have been truncated, and the true mean value of the
error measure is displayed above the bar. For convenience
of comparison, the mass transported and mean absolute curl
are shown at the same scale as Fig. 10, however, the rel-
ative MSE is shown at a smaller scale to reflect the lower
relative MSEs for the multi-scale optimal transport methods.
For all error measures and datasets, multi-SPOT resulted in
a significantly lower mean value than multi-VOT (p < 0.01).
Moreover, multi-SPOT achieved a smaller standard deviation
than multi-VOT for all error measures and datasets, except
for relative MSE on the LPBA40 dataset.
Classification Results
The mean and standard deviation of the classification ac-
curacy from the five classification tasks are presented in Ta-
ble 2. For the task in which the classifiers have to deter-
mine the number of Gaussian peaks in an image, the mean
classification accuracy of the original image data was only
marginally higher than chance for all three classifiers. In
contrast, when classifying the data using the potential φ, the
mean accuracy was around 90%. This result is illustrated in
Fig. 12, where the classes are indistinguishable in the two-
dimensional PLDA projection of the image data, but are al-
most perfectly linearly separable in the potential space.
Although the increase in classification accuracy between
image and potential space is smaller for the animal faces
dataset than the Gaussians dataset, a higher accuracy was
achieved across all three classifiers when using the potential.
Interestingly, the accuracy of the logistic regression on the
animal faces image data was considerably lower than the ac-
curacy obtained using a SVM or PLDA on the same data. In
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(a) YaleB
(b) LPBA40
(c) ImageNet
Figure 8. Example results for the single-scale optimal transport methods on (a) the YaleB dataset, (b) the LPBA40 dataset,
and (c) the ImageNet dataset. Columns 2-5 show the warped input image D f (x)I1( f (x)) for each method after attempting to
map I1 to I0. The relative MSE of each result is displayed below the image. The top and bottom rows of each subfigure show
the mapping that resulted in the lowest and highest relative MSE, respectively, for the SPOT method.
contrast, all three linear classifiers resulted in a very similar
classification accuracy (∼85%) for the potential derived from
the animal faces data.
For the galaxy and liver nuclei datasets, classification on
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(a) YaleB (b) LPBA40
(c) ImageNet
Figure 9. Example results for the multi-scale optimal transport methods on (a) the YaleB dataset, (b) the LPBA40 dataset, and
(c) the ImageNet dataset. Columns 2-3 show the warped input image D f (x)I1( f (x)) for each method after attempting to map
I1 to I0. The relative MSE of each result is displayed below the image. The top and bottom rows of each subfigure show the
mapping that resulted in the lowest and highest relative MSE, respectively, for the multi-SPOT method.
the potential only resulted in a higher mean accuracy than
image space for two out of the three classifiers. However,
the accuracies on image space and potential space were
very close for the cases where classification on image space
achieved a higher accuracy. Finally, for the MNIST dataset,
classification on potential space resulted in a lower accuracy
than image space using the PLDA classifier. The results for
the SVM and logistic regression classifiers were almost iden-
tical in both image space and potential space, with image
space achieving a marginally smaller standard deviation.
Discussion
In the first set of experiments, we compared our numeri-
cal implementation of the LOT transform, based on the so-
lution of the Monge-Ampère equation, to existing optimal
transport methods from the literature. We showed that our
SPOT method is able to provide a curl-free mapping between
two images, which results in a lower error than other meth-
ods. This is highlighted by the high-quality image matches
in Figs. 8 and 9, as well as the plots of mean MSE in Figs.
10 and 11. For all four methods tested in Section , the low-
est mean relative MSE was obtained on the LPBA40 dataset.
This could be due to the relatively small deformations and in-
tensity changes required to match the brain images compared
to the face images and ImageNet data. This is also reflected
in the optimum multi-SPOT parameters presented in Table 1.
Wider Gaussian basis functions are able to capture larger de-
formations, and larger σ values were selected for the coarsest
scales of the YaleB and ImageNet datasets compared to the
LPBA40 dataset.
Despite achieving a lower mean mass transported than the
multi-VOT method, multi-SPOT resulted in a larger mean
mass transported than its single-scale equivalent. This is pos-
sibly because our cost function in Eq. (15) does not directly
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Table 2
Mean ± standard deviation classification accuracy on the images and potential φ using a linear SVM, logistic regression, and
PLDA. The best results for each classifier are highlighted in bold font.
Dataset
SVM Logistic regression PLDA
Image φ Image φ Image φ
Gaussians 0.348±0.011 0.882±0.030 0.347±0.020 0.895±0.013 0.357±0.024 0.930±0.012
Animal faces 0.714±0.078 0.851±0.058 0.423±0.007 0.851±0.064 0.784±0.071 0.830±0.039
Galaxies 0.636±0.048 0.773±0.034 0.698±0.054 0.810±0.034 0.805±0.057 0.788±0.058
Liver nuclei 0.762±0.019 0.759±0.020 0.769±0.019 0.771±0.017 0.732±0.029 0.763±0.030
MNIST 0.917±0.003 0.917±0.004 0.917±0.003 0.917±0.004 0.810±0.003 0.737±0.005
minimize the mass transported, but rather, the MSE. As a
result, the multi-scale approach to SPOT achieves a signifi-
cantly lower mean MSE than the single-scale approach, at the
expense of a smaller mean mass-transported. However, the
single- and multi-scale versions of our algorithm resulted in a
considerably lower mass transported than the other methods,
suggesting that the map obtained by our numerical imple-
mentation is closer to the true optimal transport map.
The aim of the classification experiments described in
Section was to demonstrate the LOT linear separability theo-
rem stated in Section . Using our synthetic Gaussian dataset,
specifically designed to match the mathematical criteria of
the linear separability theorem, we showed that the data are
linearly inseparable in image space, and almost perfectly sep-
arable in transport space. A visual inspection of the few mis-
classified results in Fig. 12b reveals that these images con-
tain Gaussian peaks close to the edge of the image. Conse-
quently, slight errors in accurately computing the potential at
the boundary could have affected the classification result.
Other than the PLDA classifier on the MNIST dataset,
classification on the potential achieved a similar, if not
higher, accuracy than classification in image space using the
same linear classifier. This suggests that classification in
LOT space can be beneficial on real data as well as synthetic
examples. Moreover, the relatively lower classification accu-
racy of the PLDA classifier on the MNIST dataset could be
due to the handwritten digits not fulfilling the mathematical
requirements of the linear separability theorem. For example,
the confusion matrix of classification results indicates that
images containing the digit “4” were more commonly mis-
classified as “9” in potential space compared to image space.
Example images of 4’s and 9’s that were correctly classified
by the PLDA classifier in image space and potential space
are shown in Figs. 13a and 13b. Images that were correctly
identified as 4’s in image space, but incorrectly classified as
9’s in potential space, are shown in Fig. 13c. In comparison
to the correctly classified 4’s, the misclassified 4’s appear to
be less angular, with the top part of the digit forming a loop
similar to several of the correctly identified 9’s. This suggests
that certain classes in the MNIST dataset are not completely
disjoint, and thus do not meet the requirements of the linear
separability theorem outlined in Section .
Summary and Conclusions
In this work we have presented a pattern theoretic ap-
proach for modeling and inference from image data based
on the mathematics of optimal transport. Inspired by the
work described in (Park et al., 2017; Kolouri, Park, & Ro-
hde, 2016), we have framed the linear optimal transport ap-
proach developed in (Wang et al., 2013; Basu, Kolouri, &
Rohde, 2014; Kolouri, Tosun, et al., 2016) as a nonlinear sig-
nal transform, and described some of its mathematical prop-
erties. The transform involves computing a transport map
between a given image and a chosen reference. Hence – and
in contrast to linear signal transforms such as the Fourier and
Wavelet transforms – the LOT transform allows for encoding
of pixel displacements, and thus allows for the comparison of
pixel intensities at non-fixed image coordinates.
It should be noted that the computational results shown
here relied on a numerical implementation of the underlying
(Monge) OT problem, where the transport map was mod-
eled directly as the gradient of a convex potential function φ.
Furthermore, the potential function was itself modeled as a
linear sum of smooth basis functions. We showed numeri-
cal comparisons to other numerical (Monge) OT approaches
in order to verify the accuracy of the computed solutions.
We clarify, however, that the signal LOT transformation de-
scribed here could make use of any numerical solver for ac-
tual implementation.
We also note that the nature of the numerical implemen-
tation we described here is, in a way, incompatible with the
signal transformation properties (e.g. translation) shown ear-
lier. This is because have have used a numerical PDE ap-
proach which requires both source and target images to be
fixed grids in the square domain [0, 1]2. This could explain in
part some loss in the ability of the numerical transformation
method to make signal classes more linear separable, though
the numerical classification results suggest at times the sig-
nal transformation framework can be valuable in making the
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(a) Relative MSE
(b) Mass transported
(c) Mean absolute curl
Figure 10. Mean and standard deviation of the (a) rela-
tive MSE, (b) mass transported, and (c) mean absolute curl,
for the single-scale optimal transport methods on all three
datasets. For clarity, large bars have been truncated, and the
true mean value of the error measure is displayed above the
bar.
pattern recognition problem simpler to solve.
We believe the contributions presented here could en-
hance the theoretical foundations of the emerging transport
and other Lagrangian signal transformation methods that
have been recently been employed in a variety of applica-
tions including modeling brain anatomy (Kundu et al., 2018)
and cell morphology (Basu et al., 2014), cancer detection
(Ozolek et al., 2014; Tosun et al., 2015; Hanna, Liu, Rohde,
& Singh, 2017), communications (Park et al., 2018), model-
ing turbulence in imagine experiments (Nichols et al., 2017),
inverse problems (Kolouri & Rohde, 2015; Cattell, C.H, Ep-
stein, & Rohde, 2017), and other applications including ma-
chine learning and applied statistics (Kolouri et al., 2017).
(a) Relative MSE
(b) Mass transported
(c) Mean absolute curl
Figure 11. Mean and standard deviation of the (a) rela-
tive MSE, (b) mass transported, and (c) mean absolute curl,
for the multi-scale optimal transport methods on all three
datasets. For clarity, large bars have been truncated, and the
true mean value is displayed above the bar. It should also be
noted that the relative MSE in (a) is shown at a smaller scale
than Figure 10a.
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Appendix A
Proof of the Translation Property
Consider two positive density functions I0 and I1 defined on
measure spaces X ⊆ Rd and Y ⊆ Rd, respectively. We as-
sume that the total mass associated with X is equal to the
total mass associated with Y , such that:
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(a) Image space
(b) Potential space
Figure 12. Two-dimensional PLDA projection of (a) the
original Gaussian image data, and (b) its potential φ. In im-
age space, the classes are indistinguishable, whereas in po-
tential space they are almost perfectly linearly separable. The
results shown here correspond to a single set of test data from
the ten-fold cross validation.
∫
X
I0(x)dx =
∫
Y
I1(y)dy (25)
The optimal transport problem is to find a the least cost trans-
formation that is also a mass-preserving map f1 : X → Y that
maps one density to the other:
∫
A
I0(x)dx =
∫
f1(A)
I1(y)dy ∀A ⊂ X (26)
(a) (b)
(c)
Figure 13. Images from the MNIST dataset that were (a)
correctly identified as the digit “4” by the PLDA classfier
in both spaces, (b) correctly identified as the digit “9” by the
PLDA classifier in both spaces, and (c) correctly classified as
4’s by the PLDA classfier in image space, but misclassified
as 9’s in potential space.
If we consider f1 to be the gradient of a convex potential φ1,
such that f1(x) = ∇( 12 |x|2 − µT x), then by Brenier’s theorem,
there exists a unique (up to a constant) transport map f1 that
will satisfy the equation above. Now let Iµ represent a trans-
lation of I1 by µ, such that Iµ(y) = I1(y − µ). In the same
manner as above, we can solve for fµ : X → Y:∫
A
I0(x)dx =
∫
fµ(A)
Iµ(y)dy
=
∫
fµ(A)
I1(y − µ)dy
(27)
By substituting u = y − µ into Eq. (27) via the change of
variables theorem, and equating Eqs. (26) and (27) we get:∫
f1(A)
I1(y)dy =
∫
fµ(A)−µ
I1(u)du (28)
Since the integrals are equal, we have fµ(x) = f1(x)+µ. If we
define the transform of density I with respect to the reference
density I0 as Iˆ = ( f (x) − x)√I0(x), then:
Iˆµ = ( fµ(x) − x)
√
I0(x)
= ( f1(x) − x + µ)
√
I0(x)
= Iˆ1(x) + µ
√
I0(x)
(29)
Appendix B
Proof of the Scaling Property
Consider two positive density functions I0 and I1 defined on
measure spaces X ⊆ Rd and Y ⊆ Rd, respectively. We as-
sume that the total mass associated with X is equal to the
total mass associated with Y , such that:
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∫
X
I0(x)dx =
∫
Y
I1(y)dy (30)
The optimal transport problem is to find a mass-preserving
map f1 : X → Y that maps one density to the other:
∫
A
I0(x)dx =
∫
f1(A)
I1(y)dy ∀A ⊂ X (31)
If we consider f1 to be the gradient of a convex potential φ1,
such that f1 = ∇(σ2 |x|2), then by Brenier’s theorem, there
exists a unique transport map f1 that will satisfy the equation
above. Now let Iσ represent a scaling of I1 by σ, such that
Iσ(y) = σI1(σy). In the same manner as above, we can solve
for fσ : X → Y:∫
A
I0(x)dx =
∫
fσ(A)
Iσ(y)dy
=
∫
fσ(A)
σI1(σy)dy
(32)
By substituting u = σy into Eq. (32) via the change of vari-
ables theorem, and equating Eqs. (31) and (32) we get:∫
f1(A)
I1(y)dy =
∫
σ fσ(A)
I1(u)du (33)
Since the integrals are equal, we have fσ(x) =
f1(x)
σ
. If we de-
fine the transform of density I with respect to the reference
density I0 as Iˆ = ( f (x) − x)√I0(x), then:
Iˆσ = ( fσ(x) − x)
√
I0(x)
=
1
σ
( f1(x) − x + x − σx)
√
I0(x)
=
1
σ
(
Iˆ1(x) − x(σ − 1)
√
I0(x)
) (34)
Appendix C
Proof of the Composition Property
Consider two positive density functions I0 and I1 defined on
measure spaces X ⊆ Rd and Y ⊆ Rd, respectively. We as-
sume that the total mass associated with X is equal to the
total mass associated with Y , such that:∫
X
I0(x)dx =
∫
Y
I1(y)dy (35)
The optimal transport problem is to find a mass-preserving
map f1 : X → Y that maps one density to the other:
∫
A
I0(x)dx =
∫
f1(A)
I1(y)dy ∀A ⊂ X (36)
If we consider f1 to be the gradient of a convex potential
φ1, such that f1 = ∇φ1, then by Brenier’s theorem, there
exists a unique (up to a constant) transport map f1, that
will satisfy the equation above. Now let Ig represent the
composition of I1 with an invertible function g(y), such that
Ig(y) = Dg(y)I1(g(y)) where Dg is the determinant of the Ja-
cobian of g. Similarly to f1, g is also the gradient of a poten-
tial ϕg (i.e. g = ∇ϕg). In the same manner as before, we can
solve for fg : X → Y:∫
A
I0(x)dx =
∫
fg(A)
Ig(y)dy
=
∫
fg(A)
Dg(y)I1(g(y))dy
(37)
By substituting u = g(y) into Eq. (37) via the change of
variables theorem, and equating Eqs. (36) and (37) we get:∫
f1(A)
I1(y)dy =
∫
g( fg(A))
I1(u)du (38)
Since the integrals are equal, we have fg(x) = g−1( f1(x)).
If we define the transform of density I with respect to the
reference density I0 as Iˆ = ( f (x) − x)√I0(x), then:
Iˆg = ( fg(x) − x)
√
I0(x)
= (g−1( f1(x)) − x)
√
I0(x)
=
(
g−1
(
Iˆ1(x)√
I0(x)
+ x
)
− x
) √
I0(x)
(39)
Appendix D
Proof of the Linear Separability Property
Two non-empty subsets Pˆ and Qˆ of a vector space Ω are lin-
early separable if, and only if, their convex hulls are disjoint,
i.e:
Np∑
i=1
αi pˆi ,
Nq∑
j=1
β jqˆ j (40)
for any subset { pˆ}Npi=1 ⊂ Pˆ and {qˆ}Nqj=1 ⊂ Qˆ, where αi, β j > 0
and
∑
i αi =
∑
j β j = 1. For a proof, we refer the reader to
(Park et al., 2017).
In order to show that the LOT transforms Pˆ and Qˆ (as
defined in Eq. (6)) of sets P and Q are linearly separable, we
first assume that Pˆ and Qˆ are not linearly separable (proof by
contradiction). This implies that the convex hulls of the LOT
transforms are not disjoint, and therefore, from Eq. (40) we
can write: ∑
i
αi pˆi =
∑
j
β jqˆ j (41)
Since the LOT transforms are defined as pˆi = ( fi − x)√I0
and qˆ j = (g j − x)√I0, the equation above can be rewritten in
terms of the transport maps fi and g j:
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∑
i
αi( fi − x)
√
I0 =
∑
j
β j(g j − x)
√
I0∑
i
αi fi =
∑
j
β jg j.
(42)
where, by Brenier’s theorem, fi = ∇φi and g j = ∇ϕ j, and
φi, ϕ j are convex potentials.
Using the Jacobian equation from the Monge formu-
lation of the optimal transport problem (Eq. (3)), and the
fact that the LOT transform uniquely identifies an f0 with
some p0, we can write D f0 p0 ◦ f0 = I0. Moreover, using
the generative model for image classes described in Section
, the elements pi of P are generated via pi = Dhi p0 ◦ hi. By
combining these two results via the composition theorem for
LOT transforms, one can show that fi = h−1i ◦ f0. Similarly,
one can also show that g j = h−1j ◦ g0. These expressions for
fi and g j can then be substituted into Eq. (42):∑
i
αih−1i ◦ f0 =
∑
j
β jh−1j ◦ g0
h−1α ◦ f0 = h−1β ◦ g0
(43)
where h−1α =
∑
i αih−1i and h
−1
β =
∑
j β jh−1j (permitted by con-
ditions i and ii in Section ).
From Eq. (3) we know that D f0 p0 ◦ f0 = Dg0 q0 ◦ g0 =
I0. If we rearrange Eq. (43) and substitute it into this result,
we get:
(DhαDh−1β Dg0 )p0 ◦ (hα ◦ h−1β ◦ g0) = Dg0 q0 ◦ g0 (44)
If we let hαβ = hα ◦ h−1β (permitted by condition iii in Section
), then this becomes:
Dhαβ p0 ◦ hαβ = q0 (45)
However, this contradicts the definition in Section , which
states that:
Dh p0 ◦ h , q0 ∀h ∈ H (46)
Therefore, the LOT transforms Pˆ and Qˆ of classes P
and Q must be linearly separable.
Appendix E
Derivative of the SPOT Objective Function in 2D
Given that this work is primarily concerned with mapping
images to one another, we extend the result in Eq. (14) to
two dimensions: [
f (x, y)
g(x, y)
]
=
[
x
y
]
− ∇φ(x, y) (47)
where f and g are the transport maps in the x and y directions,
respectively.
We can also rewrite Eq. (12) in two dimensions:
φ(x, y) =
∑
p
∑
q
c(p, q)ρ(x − p, y − q) (48)
By combining Eqs. (47) and (48), we can express the
transport maps f and g in terms of the potential φ :
f (x, y) = x −
∑
p
∑
q
c(p, q)ρx(x − p, y − q)
g(x, y) = y −
∑
p
∑
q
c(p, q)ρy(x − p, y − q)
where subscripts denote derivatives with respect to that vari-
able (e.g. ρx =
∂ρ
∂x and ρxx =
∂2ρ
∂x2 ). Consequently, the first
derivatives of the transport maps can be expressed as follows:
fc(x, y) = −ρx(x − p, y − q)
gc(x, y) = −ρy(x − p, y − q)
fx(x, y) = 1 −
∑
p
∑
q
c(p, q)ρxx(x − p, y − q)
fy(x, y) = −
∑
p
∑
q
c(p, q)ρxy(x − p, y − q)
gx(x, y) = −
∑
p
∑
q
c(p, q)ρyx(x − p, y − q)
gy(x, y) = 1 −
∑
p
∑
q
c(p, q)ρyy(x − p, y − q)
In two-dimensions, the SPOT objective function in
Eq. (15) becomes:
ψ(c) =
1
2
∑
m
∑
n
(D(m, n)I1( f (m, n), g(m, n)) − I0(m, n))2
where I0 and I1 are images that have been normalized, such
that the total mass in each image is the same. The derivative
of the objective function with respect to c is given by:
ψc(c) =
∑
m
∑
n
r(m, n)(
∂
∂c
[
D(m, n)
]
I1( f (m, n), g(m, n))
+ D(m, n)
∂
∂c
[
I1( f (m, n), g(m, n))
])
(49)
with
r(x, y) = D(x, y)I1( f (x, y), g(x, y)) − I0(x, y)
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and
D(x, y) =
∣∣∣∣∣∣ fx(x, y) fy(x, y)gx(x, y) gy(x, y)
∣∣∣∣∣∣
= fx(x, y)gy(x, y) − fy(x, y)gx(x, y)
(50)
Using Eq. (50) and the product rule, the first partial
derivative in Eq. (49) can be written:
∂
∂c
D(x, y) = −gy(x, y)ρxx(x − p, y − q)
− fx(x, y)ρyy(x − p, y − q) + gx(x, y)ρxy(x − p, y − q)
+ fy(x, y)ρyx(x − p, y − q) (51)
Similarly, using the chain rule, the second the partial
derivative in Eq. (49) is:
∂
∂c
I1( f (x, y), g(x, y)) =
− I1x( f (x, y), g(x, y))ρx(x − p, y − q)
− I1y( f (x, y), g(x, y))ρy(x − p, y − q) (52)
By substituting Eqs. (51) and (52) into Eq. (49), and
simplifying the result, ψc can be written in the following way:
ψc(c) = Λ1 ∗ ρ˜xy(p, q) + Λ2 ∗ ρ˜yx(p, q) − Λ3 ∗ ρ˜xx(p, q)
− Λ4 ∗ ρ˜yy(p, q) − Λ5 ∗ ρ˜x(p, q) − Λ6 ∗ ρ˜y(p, q)
where ∗ denotes convolution, a tilde above an array denotes
flipping the array horizontally and vertically (i.e. ρ˜(x, y) =
ρ(−x,−y)), and:
Λ1(x, y) = r(x, y)gx(x, y)I1( f (x, y), g(x, y))
Λ2(x, y) = r(x, y) fy(x, y)I1( f (x, y), g(x, y))
Λ3(x, y) = r(x, y)gy(x, y)I1( f (x, y), g(x, y))
Λ4(x, y) = r(x, y) fx(x, y)I1( f (x, y), g(x, y))
Λ5(x, y) = r(x, y)D(x, y)I1x( f (x, y), g(x, y))
Λ6(x, y) = r(x, y)D(x, y)I1y( f (x, y), g(x, y))
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