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Abstract 
 
A technique is described for multiple-path propagation time measurements in the surface 
layer of the atmosphere.  This is based on solving simple bi-directional ray tracing equations 
on successively higher penetrating paths using propagation times for a short acoustic pulse.  
The scattering process from turbulence is shown to be capable of providing signals from 
which phase comparisons can be made and time-of-flight deduced.  Simulations demonstrate 
that the method has potential for deriving continuous temperature and wind profiles. 
In practice a multiple-beam interferometer can be used at each end of the path.  Such an in-
strument has been designed and first results will be given, together with future planned en-
hancements. 
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1.  Introduction 
Acoustic time of flight measurements have been used successfully by Arnold et al (1999) 
to obtain temperature and wind information.  They used direct line-of-sight with a transmitter 
at one end of the propagation path and a receiver at the other end.  The principle of the pre-
sent acoustic interferometer is transmitting a pulse of sound at an oblique angle and measur-
ing the time-of-flight of the sound reflected from turbulent patches. By progressively increas-
ing the elevation of the directional transmitter and reflector, the ray paths of sound can be es-
timated, allowing for temperature and wind profiles to be deduced.  In order to obtain both 
wind and temperature, it is necessary to transmit from either end of a baseline. 
Brown et al. (1978) made measurements of pulse propagation time using a simple acoustic 
interferometer and demonstrated potential of the method.  However, Ostashev (1984) con-
cluded that time intervals could not be measured sufficiently well, even for the zero-wind 
case, given the diffuse nature of acoustic returns. 
 
We describe the acoustic design and implementation using small piezo speakers in a linear 
phased array.  The design was validated in an anechoic chamber.  A major part of this pre-
liminary investigation is, however, to understand the equations giving time-of-flight so that 
they can be inverted to give refractive index.  We show that it is relatively straight-forward to 
retrieve temperatures in the absence of wind shear, but the system of equations becomes more 
complex in the general case.  We review Ostashev’s finding, given advances in acoustic tech-
nology. 
 
 
2.  Phase of turbulent scattering 
Previous treatments have assumed no phase shift effects due to the random nature of turbu-
lence or to the scattering of sound from turbulence.  Since this is a central assumption, we 
first examine the phase of turbulent scattering.  The theory has been thoroughly treated by 
Tartarski (1961) and many others, so we give an abbreviated coverage here, concentrating on 
amplitude rather than intensity.  Scattering from turbulence satisfies an acoustic wave equa-
tion with the strength of scattering dependent on refractive index variation n  ′
T
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where n is the refractive index, rˆ  is the unit vector in the direction of r  from the source to the 
scatterers, k is the wavenumber, v ′ is the turbulent velocity variation, c the speed of sound, 
and T and T’ the temperature and temperature variation respectively.  When adding contribu-
tions from scatterers S1, S2, ….. (see Fig. 1), the correct phase for Sj is taken into account by 
allowing for phase path 
( )ojj rrrrk ′++•′ ˆ  
where 
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For the origin close to the scatterers and with observations at a large distance, 
ojooj rrrr ˆ•′−≈′      (3) 
where orˆ  is the unit vector in the direction of or .  The phase is therefore 
( ) ( )ooj rrkrrrk ++−•′ ˆˆ . 
At a large distance  compared with dimensions H of the scattering volume, the angular de-
pendence of scattering from all scatterers will be ≈ same, say 
or
( )θf , where ( )orr ˆˆcos •≈θ . 
Allowing for the 1/r factor for amplitude fall-off, the amplitude will have the form 
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where (x,z) are the Cartesian coordinates within the scattering volume V.  The usual treatment 
is to consider intensities, proportional to A*A, which involve correlation functions 
( ) ( )2211 ,, zxnzxn ′′  .  Here we are interested in the phase contribution from scattering, and 
therefore the amplitude. 
For back-scatter, rˆ  is in the positive z direction and or  in the negative z direction, giving 
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where  is the integral of  over x, and( )znz′ ( zxn ,′ ( )kNz 2′  is its Fourier transform.  The am-
plitude is therefore sensitive to scattering from fluctuations of scales ≈ 2k ± 1/H.  However, 
the fluctuations are random, and so the volume-averaged phase contribution of η will be zero.  
This means that the phase observed will be due to the ( )orrike +  term in (4a):  this is just the 
phase path to the scattering volume and back to the receiver.  For transmission at zenith angle 
θ and reception at zenith angle φ similar results are obtained, with sensitivity to horizontal 
scales of ( )φ+θ sinsink  and vertical scales of ( )φ+θ coscosk .  The conclusions regarding 
phase are unaltered.  Consequently we need only consider the geometric phase path in consid-
ering propagation times. 
 
3.  Acoustic design 
  
A number of sensors were examined: the Sonitron SCS17, 24, 57 and 77 (the numeric code 
gives the diameter of the speaker), and the Motorola KSN1001A, a super-horn of diameter d 
= 85 mm.  Some results from the super-horn will be given, since it has the highest output 
power and superior signal-to-noise.  The single-speaker response is quite broad, which is re-
quired for wide steering of zenith angles in a phased array (Fig. 2). 
 
Simulations were conducted for different numbers of speakers and at various spacings L 
and wavelength λ.  Figure 3 shows an array pattern for 12 speakers spaced at 2.5 wave-
lengths.  The peaks should appear at ⎟⎠
⎞⎜⎝
⎛ λ=θ −
L
m1sin  for m = 0, ±1, ±2,… and for inter-
speaker spacing L.   Calculated angles in the table agree closely with measurements.  Note 
that the aim is to retain a number of diffraction grating side-lobes, whereas usual SODAR de-
sign is to suppress these.  The multiple-lobe structure allows for the possibility of simultane-
ously recording multiple path times of flight, with a bi-static arrangement consisting of two 
such linear arrays.  Alternatively, speaker spacing can be chosen to give a single lobe which is 
steered in conventional fashion by appropriate phasing.  The difficulty here is in obtaining 
low-angle beams.  
 
4.  Ray tracing for zero wind 
4.1 The lowest layer (n =1) 
The curvature of the ray is very small for typical temperature profiles: after travelling 30 m 
a ray at 25° to the vertical has only deviated by 20 cm if the lapse rate is 0.05oC m-1.  Time-
of-flight methods are therefore necessary.  Ostashev (1984) has described obtaining the inte-
gral of sound speed over the propagation path in the no-wind, small temperature deviation 
  
case.  Ultimately use of his method requires discretization, so we consider the case of slabs of 
homogeneous atmosphere as an approximation to the continuous case.  Consider transmission 
upward at zenith angle θ11 and reception at zenith angle φ11 distance D away.  Here the first 
subscript refers to the interrogating beam, with 1 for the lowest elevation, 2 for the next high-
est elevation, and so on.  The second subscript refers to the layer the beam is passing through, 
1 for the lowest, 2 for the next highest, and so on. The strategy is to consider transmission at 
the lowest elevation first, measuring time-of-flight t1, and inferring the sound speed in layer 1.  
Then a higher elevation beam is used to infer the sound speed in layer 2 from the time-of-
flight t2, using the known sound speed v1 in layer 1.  The layer thickness, hn, are established 
from the ray trace of the nth beam. 
From Fig. 4, 
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from which v1 can be found. 
 
4.2 Successive layers (n = 2, 3,…) 
We measure 
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From previous layers we know 1,1,1 ,, −−− φθ nnnnnv , and 1−nh  leaving 7 unknowns:  
.  Based on Fig. 5 and Snell’s Law, and appropriate alge-
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From (5a-e) one can solve progressively for nµ , n = 2,3,… 
 
  
  
4.3  Simulation of temperature retrievals 
A simulation was run with the layer and beam structure shown in Fig. 6.  Various combi-
nations of 0°, 25° and 55° were used for beam zenith angles.  The propagation times for the 5 
beam combinations and temperatures were first found.   A random error of 0.1 ms was intro-
duced to these times and the inverse procedure used to find layer heights and temperatures.  
The rms error in retrieved temperature was 0.2°.  For an interrogating frequency of 5000 Hz, 
this time measurement error amounts to ½ cycle.  In practice it should not be difficult to 
measure phase delays to better than 1/36 cycle (10°): in that case the rms temperature error is 
0.015°C. 
 
5.  Temperature and wind estimates 
The problem with profiling in the presence of both temperature and wind gradients is that 
the sound speed is a function of direction, and this introduces further variables. 
5.1 System of equations 
For the first layer there are the measurements of transmitted and reception angles and time 
of flight for both upwind and downwind directions: there are two unknowns v and wind speed 
w and the two measured travel times.  A set of 12 equations based on simple geometry gives 
the unknown layer height, sound speed and wind speed, as well as upward and downward 
travel times, propagation angles and propagation speeds.  Each successive layer has a similar 
set of equations, with the addition of two Snell’s Law equations to give the two new ray an-
gles at the base of the layer. 
5.2 Temperature and wind retrievals 
A simulation was again run with the parameters shown in Fig. 6 and with winds of  1, 1.5, 
1, 0, and –1 m s-1 from the lowest to highest layers.  This gave 
dt
dT  = 5 x 103 K s-1  
dt
dv  = 6 x 103 m s-2     
for the errors in estimated temperature T and wind speed v for given measurement errors in 
time of flight t.  A measurement error of 0.1 ms in time of flight therefore gives rms errors of 
0.5 K and 0.6 m s-1 for temperature and speed.  Because the deviations of the sound path are 
very small, the predicted errors in estimated layer heights are negligible. 
 
6.  Practical implementation 
The above treatment suggests there may be a practical application for the method.  A bi-
static arrangement is required, however, and a substantial baseline is necessary to allow good 
angle definition.  Furthermore, a triangular system of sensors is required to obtain wind vec-
tors.  This limits the sites in which such a system could be used.  Nevertheless, the potential 
exists for continuous profiling of wind and temperature on flat land using relatively inexpen-
sive apparatus.  Note that only arrival times are required and not signal strength or frequency.  
This lends itself to a simple phase-locked-loop detection method. 
Brown et al (1978) obtained measurements using a bi-static SODAR and a facsimile out-
put.  One such plot is reproduced in Fig. 7 with the dark bands showing arrivals from different 
beams in a multiple-beam interferometer.  This demonstrates practical feasibility using more 
limited technology than presently available. 
A prototype system consisting of a linear array of speakers has been constructed and is un-
dergoing field trials.  This has the flexibility of the speakers being mounted on rails so 
speaker spacing can be readily changed, as shown in Fig. 8.  
  
  
Ostashev (1984) concluded that propagation speed methods for temperature retrievals were 
unlikely to be successful.  This was based on detecting the leading edge of a pulse from a sys-
tem having a beam width of 2°, where the range of ray paths over the beam width leads to a 
diffuse pulse arrival.  Modest speaker arrays can achieve such narrow beam widths (see Fig. 
3).  However, much improved phase measurements are possible if the information contained 
in the whole pulse is used.  For example,  Bradley et al (2001) have measured phase returns 
from conventional phased-array SODARs to much better accuracy than possible by using the 
pulse leading edge.  The phase-encoded pulse system described by Bradley (1999) has the ca-
pability of optimising the information available in the 400-500 cycles typically available in a 
pulse.  In this case it is necessary to perform a Doppler search, since the pulse is significantly 
compressed or extended by Doppler shift in typical atmospheric situations.  The theoretical 
phase limitation if phase is modulated on a half-wavelength basis is better than 0.5°.  This 
technique in itself gives an alternate measure of wind speed, and so provides added redun-
dancy.  
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Figure captions 
 
FIG. 1.  Scattering geometry. 
FIG. 2. Angular beam pattern for a single speaker. 
FIG. 3. Array of 12 speakers spaced at L = 2.5 λ. 
FIG. 4. Single layer ray trace. 
FIG. 5. Rays in layer n-1 and layer n. 
FIG. 6. Profile simulation parameters. 
FIG. 7.  Detail from Brown et al. (1978) showing dark bands on a facsimile trace due to indi-
vidual arrivals. 
FIG. 8. Adjustable linear array configuration. 
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FIG. 1.  Scattering geometry. 
 
  
 
 
 
 
 
FIG. 2. Angular beam pattern for a single speaker. 
 
  
 
 
 
 
 
 
FIG. 3. Array of 12 speakers spaced at L = 2.5 λ. 
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FIG. 4. Single layer ray trace. 
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FIG. 5. Rays in layer n-1 and layer n. 
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FIG. 6. Profile simulation parameters. 
 
  
 
 
 
 
 
 
 
 
 
FIG. 7.  Detail from Brown et al. (1978) showing dark bands on a facsimile trace due to individual arrivals. 
 
  
 
 
 
 
 
 
 
 
FIG. 8. Adjustable linear array configuration. 
 
 
  
