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1. Introduction
Let C(d, n) denote the set of all d-tuples of commuting n× nmatrices over an algebraically closed
field F of characteristic zero. The commutativity of a d-tuple of n × n matrices is described by
(
d
2
)
n2
quadratic equations, therefore the set C(d, n) can be viewed as an affine variety in Fdn
2
defined by
these equations. The oldest result regarding the irreducibility of these varieties is the classical result of
Motzkin and Taussky [9]. They proved that for any positive integer n the variety C(2, n) is irreducible.
On the contrary, for d ≥ 4 the variety C(d, n) is irreducible if and only if n ≤ 4, as proved in [2,7,3].
However, the question of irreducibility of the variety of commuting triples (i.e. for d = 3) turnedout
to be much more difficult and it is still not solved completely. The problem of irreducibility of C(3, n)
is equivalent to the problem of approximation of triples of commuting n × n matrices by triples of
commuting generic or 1-regular matrices. Recall from [11] that for each r ≤ n a matrix A ∈ Mn(F) is
called r-regular, if each its eigenspace is at most r-dimensional, or equivalently, ifFn is generated by at
most r elements as anF[A]-module. By Proposition 1 of [11] the set of all r-regular n×nmatrices is an
open subset ofMn(F), therefore the set R
r(3, n) of all triples (A, B, C) ∈ C(3, n)withA, B or C r-regular
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is an open subset of C(3, n) for each r = 1, 2, . . . , n. Hence, if the variety C(3, n) is irreducible, then
for each r ≤ n the set Rr(3, n) is dense in C(3, n) in the Zariski topology onF3n2 . On the other hand, for
r = 1 the converse also holds. Namely, each matrix commuting with 1-regular matrix is a polynomial
in that matrix, therefore the Zariski closure R1(3, n) is an irreducible variety of dimension n2 + 2n.
Hence, the variety C(3, n) is irreducible if and only if it is equal to R1(3, n). The same result can be
obtained for triples of generic matrices. As defined in [6], a n × n matrix is called generic if it has n
distinct eigenvalues. The set of all generic n× nmatrices is an open subset ofMn(F), since the matrix
A ∈ Mn(F) is generic if and only if det(p′A(A)) = 0where pA denotes the characteristic polynomial of A
and p′A its derivative. The set G(3, n) of all triples (A, B, C) ∈ C(3, n)with A, B and C generic is then an
open subset of C(3, n) and of R1(3, n). Since R1(3, n) is irreducible, the varieties G(3, n) and R1(3, n)
are equal, and the variety G(3, n) is irreducible and of dimension n2 + 2n. Hence the set G(3, n) is
dense in C(3, n) if and only if the variety C(3, n) is irreducible.
As we showed, to prove the irreducibility of C(3, n)we have to prove that each triple of commuting
n × nmatrices belongs to G(3, n), or equivalently, it can be approximated arbitrary well by triples of
commuting generic n × n matrices. For n ≤ 8, using simultaneous commutative approximation of
pairs of commuting matrices in the centralizer of the third matrix by pairs of 1-regular commuting
matrices in the centralizer of the same matrix, in [4,6,12,5,14] it was proved that the variety C(3, n)
is irreducible. On the contrary, for n ≥ 30 the variety C(3, n) has dimension bigger than n2 + 2n, as
shown in [3,6], therefore it cannot be irreducible. In this paper we will consider two of the remaining
cases. We will prove that the varieties C(3, 9) and C(3, 10) are also irreducible. To prove this we have
to show that each triple of commuting 9 × 9 and 10 × 10 matrices belongs to G(3, 9) or to G(3, 10),
respectively. Similarly as in [12,5,14] wewill show this using simultaneous commutative perturbation
of pairs of commuting matrices in the centralizer of the third matrix by pairs of 1-regular commuting
matrices in the centralizer of the same matrix. Moreover, as we will see, it suffices to consider only
triples generating vector spaces of nilpotent matrices. Furthermore, we can assume that one of the
matrices in the triple is in the Jordan canonical form.
Some cases of triples of commuting matrices were already considered in various papers. In [15] it
was shown (for any n) that if one matrix in the triple of commuting n× nmatrices is either 3-regular
or it is 4-regular and its Jordan canonical form has at least two zero Jordan blocks for each eigenvalue,
then the triple belongs toG(3, n) (see also [11] for the same result in 2-regular case). On the other hand,
there exist two results for triples ofmatriceswithmany small Jordan blocks thatwill be used in this pa-
per. If the Jordan canonical form of one of thematrices in the triple hasmore zero than nonzero Jordan
blocks, then by [14] the triple belongs to G(3, n) if all triples containing a matrix of higher rank were
already proved to belong to G(3, n). The other result was obtained by Holbrook and Omladicˇ [6] (see
also [12]). They proved that if the algebra generated by a triple of commuting n×nmatrices has radical
of square zero, then the triple belongs to G(3, n). Note that if the commuting n×nmatrices generate a
vector space of nilpotentmatrices, then the algebra generated by A, B and C has square zero if and only
if the Jordan canonical form of each linear combination of thesematrices has all Jordan blocks of order
atmost two. In the paperwewill first generalize the result of Holbrook andOmladicˇ.Wewill prove that
the same holds if we allow one Jordan block of the Jordan canonical form of each linear combination of
A, B and C to be of order more than two. This case will be proved using the tools of algebraic geometry,
since, unlike in the other cases, the perturbed triples will not be computed explicitly, but their exis-
tence will be proved using well-known inequalities for the dimension of the intersection of varieties
and of the fibres of polynomial maps. After proving this result, one case in dimension 9 and four cases
in dimension 10 are left. We consider these cases separately and we prove that triples of commuting
matrices occurring in these cases are perturbable by triples of generic commuting matrices.
The overall plan of the paper is as follows. In Section 2 we develop the tools that will be needed in
the sequel. These results occur here and there in the literature, therefore they are likely to be known
to someone involved in commuting matrices. However, we state these results here, since they will
be referred to in the sequel. We will introduce the simultaneous commutative approximation used
in [12,5,14], and we will describe the reductions that can be done while proving that certain triple
belongs to G(3, n). The main goal of Section 3 is to generalize the result of Holbrook and Omladicˇ
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[6]. In this section sizes of the matrices will be arbitrary. First we will prove the irreducibility and
compute the dimensions of various varieties that will occur in the proof and then we will prove that
each triple of commuting n × n matrices whose each linear combination has Jordan canonical form
with at most one Jordan block of order exceeding two belongs to G(3, n). Here wewill need additional
assumptions that the varieties of commuting triples are irreducible in smaller dimensions and that
all triples of matrices containing a matrix of higher rank or a matrix with square of higher rank were
already proved to belong to G(3, n). However, this additional assumptions have no influence to the
irreducibility of C(3, n), since in the case of irreducibility of C(3, n) all triples have to belong toG(3, n).
After proving this result, in dimension 9 only the case with Jordan blocks of sizes 3, 3, 2 and 1 is left. In
Section 4 we prove that suchmatrices belong to G(3, 9), and the irreducibility of C(3, 9) then follows.
In Sections 5–8 we consider special cases of triples that occur in dimension 10. We prove that such
triples belong to G(3, 10) and in Section 9 we conclude that the variety C(3, 10) is irreducible.
2. Approximation by triples of generic matrices
In this sectionweprove somestandard results about approximationby triplesof generic commuting
matrices and about reductions that can be done while proving that certain triple of commuting n× n
matrices belongs to G(3, n). The techniques presented here were used already in the proofs of the
results in [12,5,14].
While perturbing the triple (A, B, C) ∈ C(3, n) by triples of generic commuting matrices in many
times the calculations simplify substantially if we assume some nonempty open condition on the
matrices A, B and C. In general, such open conditions cannot be assumed without loss of generality,
but if the triple (A, B, C) belongs to some irreducible subvariety of C(3, n), then the following lemma
implies that we can assume any open condition on A, B and C. We will state this lemma without the
proof, since its proof is essentially the same as the proof of Lemma 8 of [15].
Lemma1. Assume that the triple (A, B, C) ∈ C(3, n)belongs to some irreducible subvarietyV of C(3, n). If
there exists a nonempty open subsetU ⊆ V such that (A′, B′, C′) ∈ G(3, n) for each triple (A′, B′, C′) ∈ U ,
then the triple (A, B, C) belongs to G(3, n).
While proving that a triple of commuting matrices is perturbable by triples of generic commut-
ing matrices some reductions are useful. In what follows we will justify these reductions. All of the
reductions will be consequences of the following lemma.
Lemma 2. Let ϕ : C(3, n) → C(3, n) be a polynomial map that maps G(3, n) to G(3, n). Suppose that
the triple (A, B, C) belongs to G(3, n). Then the triple ϕ(A, B, C) also belongs to G(3, n).
Proof. The lemma follows immediately from the continuity of polynomial map. Namely, since ϕ is
continuous in the Zariski topology, the inclusion ϕ(G(3, n)) ⊆ G(3, n) implies that ϕ(G(3, n)) ⊆
ϕ(G(3, n)) ⊆ G(3, n). 
The lemma immediately implies the following two corollaries.
Corollary 3. Let P ∈ GLn(F) be any invertible matrix and (A, B, C) ∈ C(3, n). Then (A, B, C) ∈ G(3, n)
if and only if (P−1AP, P−1BP, P−1CP) ∈ G(3, n).
Proof. The corollary is a direct consequence of the previous lemma applied to the linear maps ϕ,ψ :
C(3, n) → C(3, n) defined by ϕ(X, Y, Z) = (P−1XP, P−1YP, P−1ZP) and ψ(X, Y, Z) = (PXP−1,
PYP−1, PZP−1). 
Corollary 4. The triple (A, B, C) ∈ C(3, n) belongs to G(3, n) if and only if the triple (AT , BT , CT ) belongs
toG(3, n).Moreover, if P ∈ GLn(F) is any invertiblematrix satisfyingA = PATP−1, then the triple (A, B, C)
belongs to G(3, n) if and only if the triple (A, PBTP−1, PCTP−1) does.
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Proof. Transposition is clearly an automorphism of C(3, n)whichmaps G(3, n) to itself, therefore the
first part of the corollary follows immediately from the previous lemma, while the second part follows
then from the previous corollary. 
By Corollary 3we can assume that one of thematrices in the triple is in the Jordan canonical form, a
factmentionedalready in the introduction. This assumptionwill substantially simplify our calculations
in the sequel.
The next lemmawas proved already in [5] (Lemma 2.4). Because of this lemma for small values of n
the irreducibility of C(3, n) is proved inductively on n, and to prove that G(3, n) = C(3, n) it suffices
to perturb only those triples of commutingmatriceswhich do not commutewith amatrixwith at least
two distinct eigenvalues. In particular, we have to consider only triples which generate linear spaces
of nilpotent matrices.
Lemma 5. Suppose that the variety C(3,m) is irreducible for each m < n. If n × n commuting matrices
A, B and C commute with a matrix which has at least two distinct eigenvalues, then the triple (A, B, C)
belongs to G(3, n).
Proof. Since the matrices commute with a matrix having at least two distinct eigenvalues, by conju-
gation with appropriate invertible matrix they can be simultaneously put into block diagonal form.
Because of Corollary 3 we can in fact assume that they are all block diagonal, i.e.
A =
⎡⎣ A1 0
0 A2
⎤⎦ , B =
⎡⎣ B1 0
0 B2
⎤⎦ and C =
⎡⎣ C1 0
0 C2
⎤⎦
for some (A1, B1, C1) ∈ C(3, n1) and (A2, B2, C2) ∈ C(3, n2), where 0 < n1, n2 < n and n1 + n2 = n.
By assumption of the lemma C(3,m) = G(3,m) for each m < n, therefore (Ai, Bi, Ci) ∈ G(3, ni) for
i = 1, 2 and (A, B, C) ∈ G(3, n1) × G(3, n2). However, for any triple (X, Y, Z) ∈ G(3, n1) × G(3, n2)
let L be the affine space of all triples⎛⎝X +
⎡⎣ 0 0
0 λI
⎤⎦ , Y +
⎡⎣ 0 0
0 μI
⎤⎦ , Z +
⎡⎣ 0 0
0 νI
⎤⎦⎞⎠ ,
where λ,μ, ν ∈ F are arbitrary. The set L ∩ G(3, n) is open in L and clearly it is nonempty. The
irreducibility of L then implies that L = L ∩ G(3, n) ⊆ G(3, n). Therefore (X, Y, Z) ∈ G(3, n), which
shows that G(3, n1) × G(3, n2) ⊆ G(3, n) and therefore also G(3, n1) × G(3, n2) ⊆ G(3, n). In
particular, (A, B, C) ∈ G(3, n). 
The second part of the proof shows also:
Lemma 6. For any positive integer n the variety G(3, n) contains all triples of simultaneously diagonaliz-
able matrices.
The next corollary of the previous lemma and Lemma 2 was also proved in [5] (Lemma 2.5).
Corollary 7. Assume that (A, B, C) ∈ C(3, n) and (A′, B′, C′) ∈ C(3, n) are such triples that the algebra
generated by A′, B′ and C′ is contained in the algebra generated by A, B and C, and that (A, B, C) ∈ G(3, n).
Then the triple (A′, B′, C′) also belongs to G(3, n). In particular, the property that a triple of commuting
n × n matrices belongs to G(3, n) depends only on the algebra generated by the triple and not on the
generators.
Proof. Since the algebra generated by A′, B′ and C′ is contained in the algebra generated by A, B
and C, there exist polynomials p, q, r ∈ F[x, y, z] such that A′ = p(A, B, C), B′ = q(A, B, C) and
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C′ = r(A, B, C). We define the polynomial map ϕ : C(3, n) → C(3, n) by ϕ(X, Y, Z) = (p(X, Y, Z),
q(X, Y, Z), r(X, Y, Z)). This map clearly maps generic commuting triples into simultaneously diago-
nalizable triples, thereforeϕ(G(3, n)) ⊆ G(3, n)by theprevious lemma, and the corollary then follows
directly from Lemma 2. 
Wewill end this section by showing the concept of simultaneous commutative approximation. The
irreducibility of C(3, n) for n ≤ 8 obtained in [4,6,12,5,14] was based on the following two results,
and also the perturbability of all 9 × 9 and 10 × 10 matrices will be proved using these two results.
Lemma 8. Let (A, B, C) be a triple of commuting n×nmatrices and let X, Y, Z ∈ Mn(F) be suchmatrices
that (A+λX, B+λY, C+λZ) ∈ C(3, n) for eachλ ∈ F. Furthermore, assume that there exists a nonempty
open subset U ofF such that (A+λX, B+λY, C+λZ) ∈ G(3, n) for each λ ∈ U . Then the triple (A, B, C)
belongs to G(3, n).
Proof. Let L = {(A + λX, B + λY, C + λZ); λ ∈ F} and let ϕ : F → L be the map defined by
ϕ(λ) = (A + λX, B + λY, C + λZ). Then ϕ(U) ⊆ G(3, n) by the assumption of the lemma, and since
F is irreducible, we obtain L = ϕ(F) = ϕ(U) ⊆ ϕ(U) ⊆ G(3, n). In particular, the triple (A, B, C)
belongs to G(3, n). 
Lemmas 5 and 8 immediately imply:
Corollary 9. Assume that the variety C(3,m) is irreducible for each m < n. Let (A, B, C) be a triple of
commuting n × n matrices and let X, Y, Z ∈ Mn(F) be such matrices that (A + λX, B + λY, C + λZ) ∈
C(3, n) for each λ ∈ F. Furthermore, assume that there exists a nonempty open subset U ofF such that for
each λ ∈ U at least one of the matrices A + λX, B + λY and C + λZ has at least two distinct eigenvalues.
Then the triple (A, B, C) belongs to G(3, n).
3. Triples of matrices with only one Jordan block of order exceeding two
First we consider some types of triples of commuting matrices which can be in any dimension
approximated by triples of generic commutingmatrices. Two such results were proved already in [15].
There it was proved that in any dimension the triple of commuting matrices can be approximated by
triples of generic commuting matrices if one of the matrices in the triple is either 3-regular or it is
4-regular and its Jordan canonical form has at most two nonzero Jordan blocks for each eigenvalue. In
particular, in [15] the triples of matrices whose Jordan canonical forms have small number of Jordan
blocks were considered. On the other hand, some general results can be obtained also if the sizes
of Jordan blocks of Jordan canonical forms of the matrices in the triple are small. In particular, the
following result was proved in [6] (Corollary 5.2; see also Theorem 1 of [12]):
Theorem 10. Let n be an arbitrary positive integer. If commuting n × n matrices A, B and C generate an
algebra with radical of square zero, then the triple (A, B, C) belongs to G(3, n).
To prove irreducibility of the variety C(3, n) by Lemma 5 it suffices to consider only triples of
commuting n× nmatrices which generate a vector space of nilpotent matrices, i.e. it suffices to prove
that such triples belong to G(3, n). Moreover, we can assume that the matrices in the triple generate
a 3-dimensional vectors space, since otherwise by Corollary 7 we can assume that one of the matrices
in the triple is the zero matrix and the triple then belongs to G(3, n) by the theorem of Motzkin
and Taussky [9] for the variety C(2, n). However, if commuting n × n matrices A, B and C generate
a vector space of nilpotent matrices, then the algebra F[A, B, C] is a direct sum of its radical and the
algebra of all scalar matrices. The condition that the radical of the algebra F[A, B, C] is of square zero
is then equivalent to the condition that each matrix from the linear span of A, B and C has square zero,
or equivalently, that the Jordan canonical form of each linear combination of A, B and C has Jordan
blocks of order at most two only. In this section we will generalize Theorem 10 allowing one of these
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Jordan blocks to be of order more than two. As usual, the proof of this result will use simultaneous
commutative approximation by triples of generic commuting matrices. However, this proof will be
somewhat different from the others, since the perturbed matrices will not be defined explicitly. Their
existence will be proved using the tools of algebraic geometry: the well-known inequalities about
the dimension of the intersection of varieties and about the dimension of fibres of polynomial maps
between varieties.
We will need a slight generalization of Theorem 10 and first we will prove this generalization. This
proof follows the ideas from the proofs of Theorem 10 from [6,12]. Recall from [15] that for a matrix
A ∈ Mn(F) we denote by C2(A) the variety of all pairs of commuting matrices in the centralizer of A
and by R2(A) the set of all pairs (B, C) ∈ C2(A) where B or C is 1-regular matrix. Then the following
generalization of Theorem 10 holds.
Proposition 11. Let A ∈ Mn(F) be any matrix of square zero and let (B, C) ∈ C2(A) be any pair such that
each linear combination of A, B and C is of square zero. Then the pair (B, C) belongs to the closure R2(A).
Proof. Denote by Lin (A, B, C) the linear span of thematrices A, B and C, and let V be the intersection of
all kernels of thematrices from Lin (A, B, C) and V ′ the linear span of all their images. Since the square
of each matrix from Lin (A, B, C) is zero, the product XY has to be zero for each X, Y ∈ Lin (A, B, C),
therefore V ′ ⊆ V . By Corollary 3 we can write the matrices A, B and C with respect to some basis
of V and some basis of one of the complements of V , therefore we can assume that A =
⎡⎣ 0 A˜
0 0
⎤⎦,
B =
⎡⎣ 0 B˜
0 0
⎤⎦ and C =
⎡⎣ 0 C˜
0 0
⎤⎦ for some matrices A˜, B˜, C˜ ∈ Ml×(n−l)(F), where 0 < l < n. Let
Q =
⎡⎢⎢⎢⎣
0 0 Imin{n−l,l}
0 I|2l−n| 0
Imin{n−l,l} 0 0
⎤⎥⎥⎥⎦, where by Ik we denote the identity k × k matrix. By Corollary
7(iii) of [15] the pair (B, C) belongs to R2(A) if and only if the pair (Q
−1BTQ ,Q−1CTQ) belongs to
R2(Q−1ATQ), thereforewe can assume that l ≤ n− l, i.e. there existsm ≥ 0 such that n = 2l+m. Then
A =
⎡⎢⎢⎢⎣
0 W V
0 0 0
0 0 0
⎤⎥⎥⎥⎦, B =
⎡⎢⎢⎢⎣
0 W ′ V ′
0 0 0
0 0 0
⎤⎥⎥⎥⎦ and C =
⎡⎢⎢⎢⎣
0 W ′′ V ′′
0 0 0
0 0 0
⎤⎥⎥⎥⎦ for some matrices W,W ′,W ′′ ∈ Ml(F)
and V, V ′, V ′′ ∈ Ml×m(F), where the first two rows and columns of the matrices A, B and C are of
dimension l, while the last ones are of dimensionm.
Wewill prove thepropositionby inductiononn. Ifn = 0, then there is nothing toprove, therefore let
n be positive integer and assume that the inductive assumption is satisfied for all nonnegative integers
n′ < n. If l = 0 or if A = 0, then by Theorem 5 of [9] the variety C2(A) = C(2, n) is irreducible,
therefore R2(A) = C2(A), and in particular (B, C) ∈ R2(A). In the sequel let l be positive and A nonzero
matrix.
We will first prove that there exists a nontrivial projector P ∈ Mn(F) that commutes with A
and some other matrix from Lin (A, B, C) which is linearly independent of A, such that XPX = 0 for
each X ∈ Lin (A, B, C). If m > 0 and rank A = l, then, since we can simultaneously conjugate the
matrices A, B and C, we can assume that W = Il and V = 0. By the proof of Proposition 4.3 of [6]
then there exists a nontrivial idempotent P which commutes with A and some linear combination
λA + μB + νC where μ and ν are not both zero, such that XPX = 0 for each X ∈ Lin (A, B, C).
On the other hand, if m > 0 and rank A < l, then the pair (B, C) belongs to an irreducible variety
isomorphic to (Ml×(m+l)(F))2, therefore by Lemma 8 of [15] we can assume any nonempty open
condition on B and C, and in particular, we assume that rank B = l. Moreover, we can assume that
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W ′ = Il and V ′ = 0, since we can simultaneously conjugate the matrices A, B and C. However, then
the proof Proposition 4.3 of [6] shows that there exists a nontrivial idempotent P which commutes
with A and B such that XPX = 0 for each X ∈ Lin (A, B, C). It remains to consider the case m = 0.
Then A =
⎡⎣ 0 W
0 0
⎤⎦, B =
⎡⎣ 0 W ′
0 0
⎤⎦ and C =
⎡⎣ 0 W ′′
0 0
⎤⎦. The pair (B, C) belongs to an irreducible
subvariety of C2(A) isomorphic to Ml(F) × Ml(F), therefore by Lemma 8 of [15] we can assume any
nonempty open condition on B and C. In particular, sinceW = 0, we can assume thatW ′ is invertible
matrix andW ′−1W is not nilpotent. Since we can simultaneously conjugate thematrices A, B and C by
Q =
⎡⎣W ′ 0
0 Il
⎤⎦, we can assume thatW ′ = Il and thatW is not nilpotent. Then there exists a nontrivial
projector P′ ∈ Ml(F)which commutes withW , and the projector P =
⎡⎣ P′ 0
0 P′
⎤⎦ then commutes with
A and B, and XPX = 0 for each X ∈ Lin (A, B, C).
We proved that in any case there exists a nontrivial idempotent P which commutes with A and
some linear combination λA+ μB+ νC whereμ and ν are not both zero, such that XPX = 0 for each
X ∈ Lin (A, B, C). Moreover, by Corollaries 7(iv) and 7(v) of [15]we can assume that P commuteswithA
andwith B and that CPC = 0. Since P is idempotent, thematrix C+λP cannot have a single eigenvalue
for each λ ∈ F. However, since the condition that amatrix has a single eigenvalue is closed, there exits
an open subset U ⊆ F such that for eachλ ∈ U thematrix C+λP has at least two distinct eigenvalues.
Let λ ∈ U . Then an easy computation, using CPC = 0, shows that (C + λP)2(C + λP − λIn)2 = 0,
i.e. C + λP has eigenvalues 0 and λ. Since C + λP has two distinct eigenvalues and it commutes with
A and B, the space Fn decomposes as Fn = V1 ⊕ V2, where V1 and V2 are invariant subspaces for
C + λP, A and B such that the restrictions (C + λP)|V1 and (C + λP − λIn)|V2 are nilpotent matrices.
Moreover, the equation (C + λP)2(C + λP − λIn)2 = 0 implies that the restrictions (C + λP)|V1 and
(C + λP − λIn)|V2 are square-zero matrices. Let A1 = A|V1 , B1 = B|V1 , C1 = (C + λP)|V1 , A2 = A|V2 ,
B2 = B|V2 and C2 = (C + λP − λIn)|V2 . If x ∈ V1, then
0 = C21x = (C + λP)2x = λ(CP + PC + λP)x.
Since CPC = 0, multiplying this equation by C we obtain λ2CPx = 0, therefore
CPx = 0 and (PC + λP)x = P(C + λIn)x = 0. (1)
Similarly, if x ∈ V2, then
0 = C22x = (C + λP − λIn)2x = λ(−2C + CP + PC + λ(In − P))x.
Again, multiplying by C we obtain λ2(Cx − CPx) = 0, therefore
CPx = Cx and (In − P)(C − λIn)x = 0. (2)
Let
P′ = In − P − 1
λ
PC − 1
λ
CP + 2
λ
PCP.
Then, using the condition CPC = 0, an easy computation shows that P′2 = P′, i.e. P′ is an idempotent.
Moreover, if x ∈ V1, then (1) implies that
P′x = x − Px − 1
λ
PCx − 1
λ
CPx + 2
λ
PCPx = x − Px − 1
λ
PCx = x,
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and if x ∈ V2, then (2) implies that
P′x = x − Px − 1
λ
PCx − 1
λ
CPx + 2
λ
PCPx = x − Px − 1
λ
Cx + 1
λ
PCx = 0.
Since Fn = V1 ⊕ V2, P′ is the projector to V1 along V2, i.e. ker P′ = V2 and im P′ = V1, and similarly,
In − P′ is the projector to V2 along V1. Hence
A1 = P′AP′, A2 = (In − P′)A(In − P′), B1 = P′BP′, B2 = (In − P′)B(In − P′),
C1 = P′(C + λP)P′ and C2 = (In − P′)(C + λP − λIn)(In − P′).
However, since P commutes with A and B, and AC = CA = BC = CB = 0 and CPC = 0, it follows that
A1 = (In − P)A, A2 = PA, B1 = (In − P)B, B2 = PB,
C1 = (In − P)C(In − P) and C2 = PCP.
Again, since P commutes with A and B and since AC = CA = BC = CB = 0, it follows that A1C1 =
C1A1 = B1C1 = C1B1 = 0 and A2C2 = C2A2 = B2C2 = C2B2 = 0, i.e. the triples (A1, B1, C1) and
(A2, B2, C2) generate vector spaces of square-zero matrices. The inductive assumption then implies
that (B1, C1) ∈ R2(A1) and (B2, C2) ∈ R2(A2). However, as in Lemma 9 of [15] we can prove that
R2(A1) × R2(A2) ⊆ R2(A), therefore (B, C + λP) ∈ R2(A) for each λ ∈ U . However, then Lemma 10 of
[15] implies that (B, C) ∈ R2(A), which proves the proposition. 
Next, we prove two technical lemmas that will be used in the sequel.
Lemma 12. Let l be a positive integer and let a, a′, b, b′ ∈ Fl be such vectors that aTb′ = a′Tb and the
following condition is satisfied: either a = 0 or a = a′ = 0, and either b = 0 or b = b′ = 0. Then there
exists a matrix X ∈ Ml(F) such that aTX = a′T and Xb = b′.
Proof. Write X = [xij]li,j=1, a = [ai]li=1, a′ = [a′i]li=1, b = [bi]li=1 and b′ = [b′i]li=1. If a = 0 or b = 0,
then the conclusion of the lemma clearly holds, therefore we can assume that ak = 0 and bm = 0 for
some indices k andm. We define the entries of X by
xij =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
0 if i = k and j = m
a′j
ak
if i = k and j = m
b′i
bm
if i = k and j = m
1
ak
(
a′m −
∑
t =k
atb
′
t
bm
)
if i = k and j = m
.
Then an easy computation shows that aTX = a′T . However, from the condition aTb′ = a′Tb it follows
that xkm = 1bm (b′k −
∑
t =m
bta
′
t
ak
) which implies that Xb = b′. 
Lemma 13. Let l ≥ 3, 1 < r, s ≤ l, s = r and let a, b, c, d ∈ Fl be such vectors that aTd = bTc,
aTei = 0 for i = 1, 2 and ejTc = 0 for j = r, s. Then there exists a matrix X ∈ Ml(F) with zeros on the
diagonal that satisfies aTX = bT and Xc = d.
Proof. Similarly as in the previous lemmawewriteX = [xij]li,j=1, a = [ai]li=1,b = [bi]li=1, c = [ci]li=1
and d = [di]li=1. We define X the following way: first we define x21 = b1a2 and xj1 = 0 for j = 2. Then
for i = 1, r, s we define x1i = bia1 and xji = 0 for j = 1. Then we define xsr = 1cr (ds − xs1c1),
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x1r = 1a1 (br − asxsr) and xir = 0 for i = 1, s. Finally we define xss = 0 and xis = 1cs (di −
∑
j =s xijcj)
for i = s. Clearly X has zeros on the diagonal. Since
l∑
j=1
xsjcj = xs1c1 + xsrcr = ds and
l∑
j=1
xijcj =
∑
j =s
xijcj + xiscs = di for i = s,
we obtain the equality Xc = d. To prove aTX = bT we use the equalities ds − ∑k =s xskck = 0 and
aTd = bTc, and we obtain
x1s = 1
cs
⎛⎝d1 −∑
j =s
x1jcj
⎞⎠ = 1
cs
⎛⎝d1 − ∑
j =1,s
bjcj
a1
+ asxsr
a1
cr
⎞⎠
= 1
cs
(
d1 − 1
a1
(bTc − b1c1 − bscs) + asxsrcr
a1
)
= d1
cs
− a
Td
a1cs
+ a2c1
a1cs
x21 + bs
a1
+ asxsrcr
csa1
= 1
a1
⎛⎝− l∑
j=2
ajdj
cs
+ a2
cs
x21c1 + bs + as
cs
xsrcr
⎞⎠ = 1
a1
⎛⎝bs − l∑
j=2
aj
cs
(dj − xj1c1 − xjrcr)
⎞⎠
= 1
a1
⎛⎝bs − l∑
j=2
aj
cs
⎛⎝dj −∑
k =s
xjkck
⎞⎠⎞⎠ = 1
a1
⎛⎝bs − l∑
j=2
ajxjs
⎞⎠ .
Therefore
l∑
j=1
ajxjs = a1x1s +
l∑
j=2
ajxjs = bs,
l∑
j=1
ajxj1 = a2 b1
a2
= b1,
l∑
j=1
ajxjr = a1x1r + asxsr = br
and
l∑
j=1
ajxji = a1 bi
a1
= bi for i = 1, r, s,
which implies that aTX = bT . 
In the proof that a triple (A, B, C) of commuting n × n matrices belongs to G(3, n) if the Jordan
canonical form of each their linear combination has at most one Jordan block of order exceeding two,
many cases have to be considered. However, the number of these cases reduces if we assume some
open condition on A, B and C. To assume this, we have to prove, in view of Lemma1, the irreducibility of
some subvariety of C(3, n) the triple (A, B, C) belongs to. First we prove the following generalization
of Proposition 6 in Chapter 4, §5 of [1] that will be used in the proof of the irreducibility of such variety.
This generalization may be well-known to the expert, but the author was unable to find a proper
reference of it.
Proposition 14. Let ϕ : V → W be a rational map between affine varieties V ⊆ Fm andW ⊆ Fn, and
suppose that V is irreducible andW = ϕ(V). Then the varietyW is also irreducible.
Proof. There exists a proper subvariety Z of V such that ϕ is defined on V\Z . Furthermore, we can
assume that the map ϕ : V\Z → W is defined by
ϕ(t1, t2, . . . , tm) =
(
f1(t1, t2, . . . , tm)
g1(t1, t2, . . . , tm)
,
f2(t1, t2, . . . , tm)
g2(t1, t2, . . . , tm)
, . . . ,
fn(t1, t2, . . . , tm)
gn(t1, t2, . . . , tm)
)
,
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where f1, f2, . . . , fn, g1, g2, . . . , gn ∈ F[x1, x2, . . . , xm] are some polynomials, and Z ⊆ V is the set
of all zeros of the product g1g2 · · · gn.
By I(W)wedefine the ideal of all polynomials inF[x1, x2, . . . , xn] that vanish onW . By Proposition
3 of Chapter 4, §5 of [1] the variety W is irreducible if and only if I(W) is a prime ideal. Since W =
ϕ(V\Z) and I(ϕ(V\Z)) = I(ϕ(V\Z)), a polynomial h ∈ F[x1, x2, . . . , xn] belongs to I(W) if and
only if the composition h ◦ ϕ vanish on V\Z . Moreover, since g1(t1, t2, . . . , tm)g2(t1, t2, . . . , tm) · · ·
gn(t1, t2, . . . , tm) = 0 for any (t1, t2, . . . , tm) ∈ V\Z , the polynomial h ∈ F[x1, x2, . . . , xn] belongs
to I(W) if and only if the rational function (g1g2 · · · gn)N(h◦ϕ) vanish on V\Z for any positive integer
N. However, ifN is the total degree of the polynomial h ∈ F[x1, x2, . . . , xn], then (g1g2 · · · gn)N(h◦ϕ)
is a polynomial in F[x1, x2, . . . , xm], and h ∈ I(W) if and only if (g1g2 · · · gn)N(h ◦ ϕ) ∈ I(V\Z).
However, since the variety V is irreducible, it follows that V\Z = V , therefore I(V) = I(V\Z), and the
polynomial h ∈ F[x1, x2, . . . , xn] belongs to I(W) if and only if (g1g2 · · · gn)N(h ◦ ϕ) ∈ I(V).
Wewill now prove that I(W) is a prime ideal. Let p, q ∈ F[x1, x2, . . . , xn] be arbitrary polynomials
such that pq ∈ I(W), and let M and N be the total degrees of the polynomials p and q, respectively.
Then by the previous paragraph the polynomial (g1g2 · · · gn)M+N((pq) ◦ ϕ) belongs to I(V). However,
clearly (pq) ◦ ϕ = (p ◦ ϕ) · (q ◦ ϕ), therefore (g1g2 · · · gn)M(p ◦ ϕ) · (g1g2 · · · gn)N(q ◦ ϕ) ∈ I(V).
Since the variety V is irreducible, the ideal I(V) is prime, therefore (g1g2 · · · gn)M(p ◦ ϕ) ∈ I(V) or
(g1g2 · · · gn)N(q ◦ ϕ) ∈ I(V). In the first case we obtain p ∈ I(W) and in the second case we obtain
q ∈ I(W). Therefore I(W) is prime ideal and the varietyW is irreducible. 
Using the previous proposition we will now prove the irreducibility of the variety that will be in
the sequel frequently used together with Lemma 1 to assume some open condition on the triple of
commuting n × nmatrices A, B and C.
Proposition 15. Let l > 1 be a positive integer, m a nonnegative integer and let
Ul,m =
{
(W,W ′, V, V ′, x, x′, y, y′,w,w′, v, v′, z, z′, u, u′)
∈ Ml(F)2 × Ml×m(F)2 × F8l × F4m;
detW = 0, x = 0, xTW ′ = x′TW, xTV ′ = x′TV,Ww′ + Vu′ = W ′w + V ′u,
xTw′ = x′Tw, xTv′ + yTw′ + zTu′ = x′Tv + y′Tw + z′Tu
}
.
The closure Ul,m is then an irreducible variety.
Proof. Let
Zl,m =
{
(W,W ′, V, V ′, x, x′, y, y′,w,w′, v, v′, z, z′, u, u′)
∈ Ml(F)2 × Ml×m(F)2 × F8l × F4m;
x = 0, x′T = xTW ′W,w′ = W(W ′w + V ′u − Vu′), xT (V ′ − W ′WV) = 0,
xT ((WW ′ − W ′W)w + W(V ′u − Vu′)) = 0,
xT (v′ − W ′Wv) + yTW(W ′w + V ′u − Vu′) + zTu′ = y′Tw + z′Tu
}
and let
Z ′l,m = {(W,W ′, V, V ′, x, x′, y, y′,w,w′, v, v′, z, z′, u, u′) ∈ Zl,m; x = e1}.
If (W,W ′, V, V ′, x, x′, y, y′,w,w′, v, v′, z, z′, u, u′) ∈ Z ′l,m, then
V ′ = e1e1TW ′WV + V ′′
and
v′ = e1
(
e1
TW ′Wv − yTW(W ′w + V ′u − Vu′) − zTu′ + y′Tw + z′Tu
)
+ v′′
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for some V ′′ ∈ Ml×m(F) and v′′ ∈ Fl satisfying e1TV ′′ = 0 and e1Tv′′ = 0. Moreover, the equation
e1
T ((WW ′ − W ′W)w + W(e1e1TW ′WV + V ′′)u − WVu′) = 0
is satisfied. Since the polynomial e1
T ((WW ′ −W ′W)w+W(e1e1TW ′WV +V ′′)u−WVu′) is linear in
the entries ofw, u and u′, and clearly the coefficients at e1Tw and e2Tw are coprime, the polynomial
e1
T ((WW ′ −W ′W)w+W(e1e1TW ′WV +V ′′)u−WVu′) is irreducible. Hence,Z ′l,m is an irreducible
variety.
Now we define rational map ϕ : Z ′l,m × GLl(F) → Zl,m by
ϕ(W,W ′, V, V ′, x, x′, y, y′,w,w′, v, v′, z, z′, u, u′, P)
= (P−1WP, P−1W ′P, P−1V, P−1V ′, xTP, x′TP, yTP, y′TP, zT , z′T ,
P−1w, P−1w′, P−1v, P−1v′, u, u′).
This map is clearly surjective, therefore by the previous proposition the variety Zl,m =
ϕ(Z ′l,m × GLl(F)) is irreducible, and each nonempty open subset of Zl,m is dense in Zl,m. In par-
ticular, the set
Wl,m = {(W,W ′, V, V ′, x, x′, y, y′,w,w′, v, v′, z, z′, u, u′) ∈ Zl,m; detW = 0}
is dense in Zl,m and therefore the closureWl,m = Zl,m is irreducible variety.
After proving the irreducibility ofWl,m to prove the proposition we have only to apply the previous
proposition to the rational map ψ : Wl,m → Ul,m defined by
ψ(W,W ′, V, V ′, x, x′, y, y′,w,w′, v, v′, z, z′, u, u′)
= (W−1,W ′, V, V ′, x, x′, y, y′,w,w′, v, v′, z, z′, u, u′). 
In the next two lemmas we will use the following notation: if l is an arbitrary positive integer and
X ∈ Ml(F) any matrix, then for any i = 1, 2, . . . , l by X(i) we will denote the i × i submatrix of X
consisting of the first i rows and the first i columns of the matrix X .
Lemma 16. Let l > 1 be an arbitrary positive integer and a1, a2, . . . , al pairwise distinct elements of F.
Let
W =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1
0 1
. . .
. . .
0 1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
and W ′ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1 a1 + a2
a2 a2 + a3
. . .
. . .
al−1 al−1 + al
al
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
and let Z and Z′ be l × l matrices satisfying ZZ′ = Z′Z and ZW ′ + WZ′ = Z′W + W ′Z. Furthermore,
assume that Z and Z′ are generic and lower triangular and that the matrix
W ′(i) − ai+1Ii −
(
Z′(i) − (ei+1TZ′ei+1)Ii
) (
Z(i) − (ei+1TZei+1)Ii
)−1
W(i)
is invertible for each i = 1, 2, . . . , l − 1. Then the matrices Z and Z′ are diagonal and
ei+1TZ′ei+1 − e1TZ′ei
ei+1TZei+1 − eiTZei = ai+1 + ai
for each i = 1, 2, . . . , l − 1.
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Proof. We prove the lemma by induction on l. For l = 2 the conclusion of the lemma follows from
an easy computation, using a1 = a2. Let l > 2 and suppose that the conclusion of the lemma is
satisfied for l − 1. Since Z and Z′ are lower triangular, we can write W =
⎡⎣W(l−1) el−1
0 0
⎤⎦, W ′ =
⎡⎣W ′(l−1) (al−1 + al)el−1
0 al
⎤⎦, Z =
⎡⎣ Z(l−1) 0
zT ζ
⎤⎦ and Z′ =
⎡⎣ Z′(l−1) 0
z′T ζ ′
⎤⎦ for some z, z′ ∈ Fl−1 and some
ζ, ζ ′ ∈ F. The equations ZZ′ = Z′Z and ZW ′ + WZ′ = Z′W + W ′Z imply that zTZ′(l−1) + ζ z′T =
z′TZ(l−1) +ζ ′zT and zTW ′(l−1) = z′TW(l−1) +alzT . Since thematrix Z is generic, ζ is not an eigenvalue
of Z(l−1), therefore
z′T = zT
(
Z′(l−1) − ζ ′Il−1
) (
Z(l−1) − ζ Il−1)−1
and
zT
(
W ′(l−1) − alIl−1 −
(
Z′(l−1) − ζ ′Il−1
) (
Z(l−1) − ζ Il−1)−1 W(l−1)) = 0.
However, by the assumption of the lemma the matrix
W ′(l−1) − alIl−1 −
(
Z′(l−1) − ζ ′Il−1
) (
Z(l−1) − ζ Il−1)−1 W(l−1)
is invertible, therefore z = z′ = 0. The equations ZZ′ = Z′Z and ZW ′ + WZ′ = Z′W + W ′Z are now
equivalent to
Z(l−1)Z′(l−1) = Z′(l−1)Z(l−1), Z(l−1)W ′(l−1) + W(l−1)Z′(l−1) = Z′(l−1)W(l−1) + W ′(l−1)Z(l−1)
and
(al−1 + al)Z(l−1)el−1 + ζ ′el−1 = Z′(l−1)el−1 + (al−1 + al)ζel−1.
To the first two equations we apply the inductive assumption and we obtain that the matrices Z(l−1)
and Z′(l−1) are diagonal and
ei+1TZ′ei+1 − e1TZ′ei
ei+1TZei+1 − eiTZei = ai+1 + ai
for each i = 1, 2, . . . , l − 2. Moreover, the third equation implies that
ζ ′ − el−1TZ′el−1
ζ − el−1TZel−1 = al−1 + al,
which proves the lemma. 
Lemma 17. Let l ≥ 2 and let a1, a2, . . . , al be pairwise distinct nonzero elements ofF such that ai+aj =
ai′ + aj′ if {i, j} = {i′, j′}. Let
W =
l−1∑
i=1
eiei+1T , W ′ =
l−1∑
i=1
(ai + ai+1)eiei+1T +
l∑
i=1
aieiei
T ,
x = e1, x′ = a1e1, y =
l∑
i=1
ei and y
′ =
l∑
i=1
aiei
and let Z and Z′ be generic l × l matrices satisfying ZZ′ = Z′Z, ZW ′ + WZ′ = Z′W + W ′Z, xTZ′ = x′TZ
and Zy′ = Z′y. Furthermore, assume that Z′ − a1Z is generic, that the matrix Z′ − (ai+1 + ai)Z has at
least l − 1 distinct eigenvalues for each i = 1, 2, . . . , l − 1 and that the matrix W ′(i) − ai+1Ii − (Z′(i) −
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(ei+1TZ′ei+1)Ii)(Z(i) − (ei+1TZei+1)Ii)−1W(i) is invertible for each i = 1, 2, . . . , l − 1. Then
Z = λ
⎡⎢⎢⎢⎢⎢⎢⎢⎣
a1
a2
. . .
al
⎤⎥⎥⎥⎥⎥⎥⎥⎦
and Z′ = λ
⎡⎢⎢⎢⎢⎢⎢⎢⎣
a21
a22
. . .
a2l
⎤⎥⎥⎥⎥⎥⎥⎥⎦
for some λ ∈ F.
Proof. First we note that an easy computation shows that for each λ ∈ F the matrices Z =
λ
∑l
i=1 aieieiT and Z′ = λ
∑l
i=1 a2i eieiT satisfy the conditions of the lemma.
Let Z and Z′ be arbitrary l × l matrices that satisfy the conditions of the lemma. The condition
e1
TZ′ = a1e1TZ is equivalent to e1T (Z′ −a1Z) = 0 i.e. the vector e1T belongs to the kernel of Z′ −a1Z ,
or equivalently, thefirst rowof Z′−a1Z contains the zero entries only.However, since Z′−a1Z is generic
and it commutes with Z and Z′, the matrices Z and Z′ are block lower triangular, i.e. Z =
⎡⎣ ζ1 0
u1 T1
⎤⎦
and Z′ =
⎡⎣ ζ ′1 0
u1
′ T ′1
⎤⎦ for some ζ1, ζ ′1 ∈ F, some u1, u1′ ∈ Fl−1 and some T1, T ′1 ∈ Ml−1(F). If we
multiply the equation
ZW ′ + WZ′ = Z′W + W ′Z (3)
by e1
T , we obtain e2
T (Z′ − (a1 + a2)Z) = (ζ ′1 − (a1 + a2)ζ1)e2T , i.e.
Z′ − (a1 + a2)Z =
⎡⎣ (ζ ′1 − (a1 + a2)ζ1)I2 0
U T
⎤⎦
for some U ∈ M(l−2)×2(F) and some T ∈ Ml−2(F). Since the matrix Z′ − (a1 + a2)Z has l− 1 distinct
eigenvalues, the matrix T is generic and ζ ′1 − (a1 + a2)ζ1 is not contained in its spectrum. Moreover,
since Z and Z′ commute with Z′ − (a1 + a2)Z , they are block lower triangular, i.e. Z =
⎡⎣ V2 0
U2 T2
⎤⎦ and
Z′ =
⎡⎣ V ′2 0
U′2 T ′2
⎤⎦ for some matrices V2, V ′2 ∈ M2(F), U2,U′2 ∈ M(l−2)×2(F) and T2, T ′2 ∈ Ml−2(F),
where V2 and V
′
2 are lower triangular.
By induction we will prove that Z and Z′ are lower triangular. Assume that 2 ≤ i ≤ l − 2 and
that Z =
⎡⎣ Vi 0
Ui Ti
⎤⎦ and Z′ =
⎡⎣ V ′i 0
U′i T ′i
⎤⎦ for some matrices Vi, V ′i ∈ Mi(F), Ui,U′i ∈ M(l−i)×i(F) and
Ti, T
′
i ∈ Ml−i(F) where Vi and V ′i are lower triangular. Let ζ1, ζ2, . . . , ζi be the diagonal elements of
Vi and ζ
′
1, ζ
′
2, . . . , ζ
′
i the diagonal elements of V
′
i . If we multiply the equation (3) by ei
T from the left
and by ej from the right, then for j > i + 1 we obtain
ei+1T (Z′ − (ai + ai+1)Z)ej = 0,
while for j = i + 1 we obtain
ei+1T (Z′ − (ai + ai+1)Z)ei+1 = ζ ′i − (ai + ai+1)ζi.
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Therefore
Z′ − (ai + ai+1)Z =
⎡⎢⎢⎢⎣
V˜ 0 0
V˜ ′ (ζ ′i − (ai + ai+1)ζi)I2 + V ′′ 0
U˜ T˜ ′ T˜
⎤⎥⎥⎥⎦
for somematrices V ′′ ∈ M2(F), V˜ ∈ Mi−1(F), V˜ ′ ∈ M2×(i−1)(F), U˜ ∈ Ml−i−1(F), T˜ ′ ∈ M(l−i−1)×2(F)
and T˜ ∈ Ml−i−1(F) where V˜ is lower triangular and V ′′ is strictly lower triangular. Since the matrix
Z′ − (ai + ai+1)Z has l − 1 distinct eigenvalues, the submatrices V˜ and T˜ are generic with disjoint
spectrums and none of their spectrums contains ζ ′i − (ai + ai+1)ζi. Since thematrix Z′ − (ai + ai+1)Z
commutes with Z and Z′, it follows that Z =
⎡⎣ Vi+1 0
Ui+1 Ti+1
⎤⎦ and Z′ =
⎡⎣ V ′i+1 0
U′i+1 T ′i+1
⎤⎦ for somematrices
Vi+1, V ′i+1 ∈ Mi+1(F), Ui+1,U′i+1 ∈ M(l−i−1)×(i+1)(F) and Ti+1, T ′i+1 ∈ Ml−i−1(F) where Vi+1 and
V ′i+1 are lower triangular, and we can proceed with the induction.
We have proved that the matrices Z and Z′ are lower triangular. Let ζ1, ζ2, . . . , ζl be the diagonal
elements of Z and let ζ ′1, ζ ′2, . . . , ζ ′l be the diagonal elements of Z′. The previous lemma then implies
that Z and Z′ are diagonal and
ζ ′i+1 − ζ ′i
ζi+1 − ζi = ai + ai+1 (4)
for each i = 1, 2, . . . , l− 1. Since Z and Z′ are diagonal, the equation Zy′ = Z′y implies that ζ ′i = aiζi
for each i = 1, 2, . . . , l. However, the equation (4) then implies that ζi+1 = ai+1ai ζi for each i =
1, 2, . . . , l − 1, and the lemma follows. 
To prove that the triple (A, B, C) belongs to G(3, n) if the Jordan canonical form of each linear
combination of A, B and C has only one Jordan block of order more than two we will use tools of
algebraic geometry. First we will develop these tools in the case when the Jordan canonical form of A
has no zero Jordan blocks. For any positive integer l let
Wl =
{
(Z, Z′,W,W ′, x, x′, y, y′) ∈ Ml(F)4 × (Fl)4; Z generic and invertible,
ZZ′ = Z′Z, ZW ′ + WZ′ = Z′W + W ′Z, xTZ′ = x′TZ, Zy′ = Z′y, xTy′ = x′Ty
}
and
W ′l = {(W,W ′, x, x′, y, y′) ∈ Ml(F)2 × (Fl)4; xTy′ = x′Ty}.
If the Jordan canonical form of A has no zero Jordan blocks, then the crucial part in the proof of
(A, B, C) ∈ G(3, n) will be to prove that the projection fromWl toW ′l is surjective. To prove this we
will use the theorem on the dimension of fibres. First we have to compute the dimensions ofWl and
ofW ′l . The second part is easy. Since the varietyW ′l is defined by a single polynomial which is clearly
nonzero and irreducible, this variety is irreducible and of dimension 2l2 + 4l − 1. The dimension of
Wl will be computed in the following lemmas.
Lemma 18. Let l be a positive integer and let X, Y ∈ Ml(F) be arbitrary matrices and p an arbitrary
polynomial of degree at most l − 1. Then there exists Z ∈ Ml(F) which is a polynomial in X, Y and the
coefficients of p such that XZ − ZX = p(X)Y − Yp(X).
K. Šivic / Linear Algebra and its Applications 437 (2012) 393–460 407
Proof. Let p(x) = α0 + α1x + · · · + αl−1xl−1. Then we can compute
p(X)Y − Yp(X) =
l−1∑
i=1
αi(X
iY − YXi) =
l−1∑
i=1
αi
i∑
j=1
(XjYXi−j − Xj−1YXi−j+1)
=
l−1∑
i=1
αi
i∑
j=1
(X(Xj−1YXi−j) − (Xj−1YXi−j)X),
so the matrix Z = ∑l−1i=1 αi∑ij=1 Xj−1YXi−j satisfies the lemma. 
Lemma 19. For any positive integer l the varietyWl is irreducible and of dimension 2l2 + 4l.
Proof. If (Z, Z′,W,W ′, x, x′, y, y′) ∈ Wl , then there exist α0, α1, . . . , αl−1 ∈ F such that Z′ =∑l−1
i=0 αiZi, since Z is generic. By Lemma 18 then there exists amatrix V ∈ Ml(F)which is a polynomial
in Z , W and α0, α1, . . . , αl−1 such that ZW ′ − W ′Z = ZV − VZ. Since Z is generic, it follows that
W ′ = V + ∑l−1i=0 βiZi for some β0, β1, . . . , βl−1 ∈ F. Moreover, using the invertibility of Z , we can
express x′T = ∑l−1i=0 αixTZi−1 and y′ = ∑l−1i=0 αiZi−1y, and then the equation xTy′ = x′Ty is also
satisfied. As we proved, the set Wl is rationally parametrized by Z , W , x, y, α0, α1, . . . , αl−1 and
β0, β1, . . . , βl−1, so by Proposition 6 in Chapter 4, §5 of [1] the closureWl is irreducible. On the other
hand, the scalars α0, . . . , αl−1 and β0, . . . , βl−1 can be defined as rational functions in Z , Z′, W and
W ′, so the setWl is birationally equivalent to some open subset ofF2l
2+4l , and by Corollary 7 in Chapter
9, §5 of [1] the closureWl has dimension 2l2 + 4l. 
Proposition 20. For any positive integer l the projection π : Wl → W ′l defined by
π(Z, Z′,W,W ′, x, x′, y, y′) = (W,W ′, x, x′, y, y′)
is surjective.
Proof. The conclusion of the proposition is clearly true for l = 1, sowewill assume that l ≥ 2. Assume
that the projection π is not surjective. Since the equations definingWl andW ′l are homogeneous, the
varieties Wl and W ′l can be viewed as projective varieties, and the projection π is closed map by
Theorem 2 in Chapter I, §5.2 of [13]. In particular, the set π(Wl) is closed. Since π(Wl) = W ′l and
W ′l is irreducible, the dimension of the variety π(Wl) is at most 2l2 + 4l − 2. Moreover, this variety
is irreducible, since it is a projection of an irreducible variety. Theorem 7 in Chapter I, §6.3 of [13]
then implies that every component of π−1(W,W ′, x, x′, y, y′) is at least 2-dimensional for each
(W,W ′, x, x′, y, y′) ∈ W ′l .
However, let
W =
l−1∑
i=1
eiei+1T , W ′ =
l−1∑
i=1
(ai + ai+1)eiei+1T +
l∑
i=1
aieiei
T ,
x = e1, x′ = a1e1, y =
l∑
i=1
ei and y
′ =
l∑
i=1
aiei,
where a1, a2, . . . , al are pairwise distinct elements of F such that ai + aj = ai′ + aj′ if {i, j} =
{i′, j′}. By Lemma 17 the set of all (Z, Z′,W,W ′, x, x′, y, y′) ∈ π−1(W,W ′, x, x′, y, y′) such that
Z and Z′ are generic, Z′ − a1Z is generic, the matrix Z′ − (ai+1 + ai)Z has at least l − 1 distinct
eigenvalues for each i = 1, 2, . . . , l− 1 and the matrixW ′(i) − ai+1Ii − (Z′(i) − (ei+1TZ′ei+1)Ii)(Z(i) −
(ei+1TZei+1)Ii)−1W(i) is invertible for each i = 1, 2, . . . , l − 1 is 1-dimensional. Since this set is
open in the preimage π−1(W,W ′, x, x′, y, y′), its closure is a union of some irreducible components
of π−1(W,W ′, x, x′, y, y′). In particular, there exists an irreducible component of π−1(W,W ′, x,
x′, y, y′) which is 1-dimensional. The contradiction shows that π must be surjective map. 
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Corollary 21. Let l be a positive integer. If W,W ′ ∈ Ml(F) are any matrices and x, x′, y, y′ ∈ Fl are any
vectors satisfying xTy′ = x′Ty, then there exist matrices Z, Z′ ∈ Ml(F), not both of them zero, such that
ZZ′ = Z′Z, ZW ′ + WZ′ = Z′W + W ′Z, xTZ′ = x′TZ and Zy′ = Z′y.
Proof. By the previous proposition the projection π : Wl → W ′l is surjective. Since dimWl =
2l2 + 4l and dimW ′l = 2l2 + 4l − 1, Theorem 7 in Chapter I, §6.3 of [13] implies that for each
(W,W ′, x, x′, y, y′) ∈ W ′l the fibre π−1(W,W ′, x, x′, y, y′) has dimension at least 1, and the corol-
lary follows. 
If the Jordan canonical form of each linear combination of commuting n × n matrices A, B and C
has only one Jordan block of order more than 2 and the Jordan canonical form of A has no zero Jordan
blocks, then in the proof of (A, B, C) ∈ G(3, n) Corollary 21 will be used to prove the existence of
perturbed triples. We now prove analogous result which will be used in the case when the Jordan
canonical form of Awill have also zero Jordan blocks.
Proposition 22. Let l and m be positive integers. Then for any matrices W,W ′ ∈ Ml(F) and V, V ′ ∈
Ml×m(F) and any vectors x, x′, y, y′ ∈ Fl there exist matrices Z, Z′ ∈ Ml(F), U,U′ ∈ Mm×l(F) and
T, T ∈ Mm(F), not all of them zero, such that
ZZ′ = Z′Z, UZ′ + TU′ = U′Z + T ′U, TT ′ = T ′T,
ZW ′ + WZ′ + VU′ = Z′W + W ′Z + V ′U, ZV ′ + VT ′ = Z′V + V ′T,
xTZ′ = x′TZ, Zy′ = Z′y and Uy′ = U′y.
Proof. For any positive integers l andmwe denote by Vl,m the set R2
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
0 Il 0
0 0 0
0 0 0
⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠where the first two
rows and columns are of dimension l and the last ones are of dimensionm, i.e. Vl,m is the set of all pairs
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
Z W V
0 Z 0
0 U T
⎤⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎣
Z′ W ′ V ′
0 Z′ 0
0 U′ T ′
⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠ ∈ C2
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
0 Il 0
0 0 0
0 0 0
⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠
with at least one of the matrices in the pair 1-regular. Moreover, let
V ′l,m =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
0 W V
0 0 0
0 0 0
⎤⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎣
0 W ′ V ′
0 0 0
0 0 0
⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠ ;W,W ′ ∈ Ml(F), V, V ′ ∈ Ml×m(F)
⎫⎪⎪⎪⎬⎪⎪⎪⎭
and for each quadruple of matrices (W,W ′, V, V ′) ∈ Ml(F)2 × Ml×m(F)2 we define
VW,W ′,V,V ′ =
{
(Z, Z′,U,U′, T, T ′) ∈ Ml(F)2 × Mm×l(F)2 × Mm(F)2;
ZZ′ = Z′Z,UZ′ + TU′ = U′Z + T ′U, TT ′ = T ′T,
ZW ′ + WZ′ + VU′ = Z′W + W ′Z + V ′U, ZV ′ + VT ′ = Z′V + V ′T
}
.
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Clearly, dim V ′l,m = 2l2 + 2ml, and Proposition 4 of [15] implies that Vl,m is an irreducible variety of
dimension 2l2 + 2ml + m2 + 2l + m. Moreover, by Proposition 11 the pair⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
0 W V
0 0 0
0 0 0
⎤⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎣
0 W ′ V ′
0 0 0
0 0 0
⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠
belongs toVl,m for anyW,W ′ ∈ Ml(F)andV, V ′ ∈ Ml×m(F), therefore theprojectionπ : Vl,m → V ′l,m
defined by
π
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
Z W V
0 Z 0
0 U T
⎤⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎣
Z′ W ′ V ′
0 Z′ 0
0 U′ T ′
⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
0 W V
0 0 0
0 0 0
⎤⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎣
0 W ′ V ′
0 0 0
0 0 0
⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠
is surjective. Theorem 7 in Chapter I, §6.3 of [13] then implies that each component of each fibre of
this map has dimension at least dim Vl,m − dim V ′l,m = m2 + 2l + m. However, since
π−1
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
0 W V
0 0 0
0 0 0
⎤⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎣
0 W ′ V ′
0 0 0
0 0 0
⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠
is isomorphic to some subset of VW,W ′,V,V ′ , it follows that some component V ′ of VW,W ′,V,V ′ that
contains zero has dimension at leastm2 + 2l + m.
We define now another variety. For any positive integers l andm and arbitrary vectors x, x′, y, y′ ∈
F
l let
Zl,m,x,x′,y,y′ =
{
(Z, Z′,U,U′, T, T ′) ∈ Ml(F)2 × Mm×l(F)2 × Mm(F)2;
xTZ′ = x′TZ, Zy′ = Z′y,Uy′ = U′y
}
.
The variety Zl,m,x,x′,y,y′ is a vector space, therefore it is irreducible and its dimension is at least 2l2 +
2ml + 2m2 − 2l − m. Since the varieties V ′ and Zl,m,x,x′,y,y′ intersect (at least in zero), we can use
Theorem 6 in Chapter I, §6.2 of [13] to obtain that
dim(WW,W ′,V,V ′ ∩ Zl,m,x,x′,y,y′) ≥ dim(V ′ ∩ Zl,m,x,x′,y,y′)
≥ dim V ′ + dimZl,m,x,x′,y,y′ − (2l2 + 2ml + 2m2) ≥ m2,
and the proposition follows. 
Now we can prove the main results of this section. We will prove that if the Jordan canonical form
of n × nmatrix A has one Jordan block of order k > 2, l Jordan blocks of order two andm zero Jordan
blocks and if the triples of n× nmatrices of rank at least k + l and the triples of matrices with square
of rank at least k − 1 were proved to belong to G(3, n), then the triple (A, B, C) belongs to G(3, n) for
each pair (B, C) ∈ C2(A). Since the commutativity relations are somewhat different for k = 3 and for
k > 3, these two cases will be proved separately.
Theorem 23. Let l and m be arbitrary nonnegative integers and n = 2l + m + 3. Assume that C(3, n′)
is irreducible for each n′ < n and that each triple (A′, B′, C′) of commuting n × n matrices satisfying
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rank (αA′ + βB′ + γ C′) ≥ l + 3 or rank (αA′ + βB′ + γ C′)2 ≥ 2 for some α, β, γ ∈ F belongs to
G(3, n). If (A, B, C) is any triple of commuting n × n matrices generating a 3-dimensional vector space of
nilpotent matrices such that the Jordan canonical form of A has one Jordan block of order three, l Jordan
blocks of order two and m zero Jordan blocks, then the triple (A, B, C) belongs to G(3, n).
Proof. By Corollary 3 the matrices A, B and C can be simultaneously conjugated by any invertible ma-
trix, therefore we can assume that A =
⎡⎢⎢⎢⎢⎢⎢⎣
J3 0 0 0
0 0 Il 0
0 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦where the first row and column are of dimension
3, the next two rows and columns are of dimension l and the last row and column are of dimensionm,
and where J3 denotes the nilpotent Jordan block of order three. The matrices B and C then look like
B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
p(J3) e1a
T e2a
T + e1bT e1cT
de2
T + fe3T D E F
de3
T 0 D 0
ge3
T 0 G H
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
C =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p′(J3) e1a′T e2a′T + e1b′T e1c′T
d′e2T + f ′e3T D′ E′ F ′
d′e3T 0 D′ 0
g′e3T 0 G′ H′
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
for some polynomials p, p′ ∈ F[x], some vectors a, a′, b, b′, d, d′, f, f ′ ∈ Fl and c, c′, g, g′ ∈ Fm and
some matrices D,D′, E, E′ ∈ Ml(F), F, F ′ ∈ Ml×m(F), G, G′ ∈ Mm×l(F) and H,H′ ∈ Mm(F). First,
by Corollary 7 the triple (A, B, C) belongs to G(3, n) if and only if the triple (A, B − p(A), C − p′(A))
does, therefore we can assume that p and p′ are the zero polynomials. Next, by the assumptions of the
theorem we can assume that each linear combination of A, B and C is of rank at most l + 2 and its
square is of rank at most 1, which implies that H = H′ = 0 and D = D′ = 0.
If l = 0, then for m ≤ 2 the matrix A is 3-regular and the triple (A, B, C) belongs to G(3, n) by
Corollary 21 of [15]. On the other hand, ifm ≥ 3, then the triple (A, B, C)belongs toG(3, n)by Theorem
5.3 of [6] (or by Theorem 2 of [12]). Therefore in the sequel l will be always positive. Assume first that
a and a′ are not both zero and that d and d′ are also not both zero. Since by Corollary 7 we can add
any multiple of C to B, we can assume that a = 0 and d = 0. Then there exist matrices Q ∈ Ml×m(F)
and R ∈ Mm×l(F) satisfying aTQ = −cT and Rd = g. By Corollary 3 the matrices A, B and C can be
simultaneously conjugated by P =
⎡⎢⎢⎢⎢⎢⎢⎣
I3 0 0 0
0 Il 0 Q
0 0 Il 0
0 0 R Im
⎤⎥⎥⎥⎥⎥⎥⎦, therefore we can assume that c = 0 and g = 0.
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Then
(B + λA)2 =
⎡⎢⎢⎢⎢⎢⎢⎣
(aTd)J3 + (λ2 + aT f + bTd)J23 0 e1(2λaT + aTE) e1aT F
(2λd + Ed)e3T 0 daT + FG 0
0 0 0 0
Gde3
T 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦
for each λ ∈ F. By the assumption of the theorem we can assume that rank (B + λA)2 ≤ 1 for each
λ ∈ F, therefore
0 = det
⎡⎣ λ2 + aT f + bTd (2λaT + aTE)ei
ej
T (2λd + Ed) ejT (daT + FG)ei
⎤⎦
= ejT
(
(FG − 3daT )λ2 − 2(daTE + EdaT )λ + (aT f + bTd)(daT + FG) − EdaTE
)
ei
for each λ ∈ F and each i, j ∈ {1, 2, . . . , l}. Therefore
FG − 3daT = 0, (5)
daTE + EdaT = 0, (6)
(aT f + bTd)(daT + FG) − EdaTE = 0. (7)
The first equation implies that FG = 3daT , and in particular,m = 0, since a = 0 and d = 0. Moreover,
the second equation can hold only if Ed = ηd and aTE = −ηaT for some η ∈ F, and (7) is then
equivalent to
(4(aT f + bTd) + η2)daT = 0.
Since a andd are nonzero vectors, it follows thatη2 = −4(aT f+bTd). If x ∈ Fl is any vector satisfying
xTd = 0, then η2 = −4(aT f + (bT + μxT )d) for any μ ∈ F. Since d = 0, there exists x′ ∈ Fl such
that xTd′ = x′Td. Let
X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 e1x
T 0
0 0 0 0
0 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 e1x
′T 0
0 0 0 0
0 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ .
Then the matrices A, B + μX and C + μY commute for each μ ∈ F and for each μ = 0 there
exists λ ∈ F such that rank (B + μX + λA)2 ≥ 2. The assumption of the theorem then implies that
(A, B + μX, C + μY) ∈ G(3, n) for each μ = 0, and Lemma 8 implies that (A, B, C) ∈ G(3, n).
In the sequel we will assume that either a = a′ = 0 or d = d′ = 0. If P ∈ GLn(F) is any matrix
satisfying AT = P−1AP, then the transformation (B, C) → (PBTP−1, PCTP−1) exchanges awith d and
a′ with d′, therefore by Corollary 4 we can assume that d = d′ = 0. We will now consider the cases
m = 0 andm > 0 separately.
Case 1: Assume thatm = 0. Then
B =
⎡⎢⎢⎢⎣
0 e1a
T e2a
T + e1bT
fe3
T 0 E
0 0 0
⎤⎥⎥⎥⎦ and C =
⎡⎢⎢⎢⎣
0 e1a
′T e2a′T + e1b′T
f ′e3T 0 E′
0 0 0
⎤⎥⎥⎥⎦ .
412 K. Šivic / Linear Algebra and its Applications 437 (2012) 393–460
If l ≤ 2, then A is 3-regular matrix and the triple (A, B, C) belongs to G(3, n) by Corollary 21 of [15],
therefore we will assume that l ≥ 3. Then there exist vectors x, x′ ∈ Fl , not both zero, such that
xT f ′ = x′T f and xTE′ = x′TE. Let
X =
⎡⎢⎢⎢⎣
0 e1x
T e2x
T
0 0 0
0 0 0
⎤⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎣
0 e1x
′T e2x′T
0 0 0
0 0 0
⎤⎥⎥⎥⎦ .
Thematrices A, B+λX and C+λY commute for eachλ ∈ F, therefore by Lemma8we can assume that
a and a′ are not both zero vectors. Moreover, by Corollary 7we can add anymultiple of C to B, therefore
we can assume that a = 0. Let x ∈ Fl be any vector linearly independent of a. Since a = 0, then there
exist y ∈ Fl and Z ∈ Ml(F) such that xT f = aTy and xTE = aTZ. Thematrix X =
⎡⎢⎢⎢⎣
0 e1x
T e2x
T
ye3
T 0 Z
0 0 0
⎤⎥⎥⎥⎦
then commutes with A and B, and by Corollary 8 it suffices to prove that (A, B, C + λX) ∈ G(3, n) for
each λ = 0. Therefore we can assume that the vectors a and a′ are linearly independent. Then there
exists a matrix Q ∈ Ml(F) satisfying aTQ = −bT and a′TQ = −b′T . By Corollary 3 we can conjugate
the matrices A, B and C simultaneously by the matrix P =
⎡⎢⎢⎢⎣
I3 0 0
0 Il Q
0 0 Il
⎤⎥⎥⎥⎦, therefore we can assume that
b = b′ = 0.
The commutativity relation of B and C implies that aT f ′ = a′T f , therefore by Corollary 21 there
exist Z, Z′ ∈ Ml(F), not both of them zero, such that ZZ′ = Z′Z , ZE′ + EZ′ = Z′E + E′Z , aTZ′ = a′TZ
and Zf ′ = Z′f . If we define
X =
⎡⎢⎢⎢⎣
0 0 0
0 Z 0
0 0 Z
⎤⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎣
0 0 0
0 Z′ 0
0 0 Z′
⎤⎥⎥⎥⎦ ,
then the matrices A, B + λX and C + λY commute for each λ ∈ F. Moreover, for λ = 0 either one of
the matrices B + λX and C + λY has two distinct eigenvalues or they are nilpotent and the square of
some linear combination of A, B + λX and C + λY has rank at least two. In both cases for each λ = 0
the triple (A, B + λX, C + λY) belongs to G(3, n) by the assumptions of the theorem, and Lemma 8
implies that (A, B, C) ∈ G(3, n).
Case 2: Let m > 0. Assume first that there exist μ, ν ∈ F, not both of them zero, such that
rank
⎡⎣μcT + νc′T
μF + νF ′
⎤⎦ ≤ m− 1 and rank [μg+ νg′ μG+ νG′] ≤ m− 1. Then by Corollary 7 we can
assume that rank
⎡⎣ cT
F
⎤⎦ ≤ m−1 and rank [g G] ≤ m−1. However, then there exist x, y ∈ Fm such
that cTx = 0, Fx = 0, yTg = 0 and yTG = 0. The matrix X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 xyT
⎤⎥⎥⎥⎥⎥⎥⎦ then commutes with
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A and B. Moreover, for ν = 0 either the matrix C + νX has two distinct eigenvalues or it is nilpotent
and rank (C + νX +λA) ≥ l+ 3 for some λ ∈ F. In both cases by the assumptions of the theorem the
triple (A, B, C + νX) belongs to G(3, n) for each ν = 0, and Lemma 8 implies that (A, B, C) ∈ G(3, n).
In the sequel we will assume that for each pair (μ, ν) = (0, 0) at least one of the matrices⎡⎣μcT + νc′T
μF + νF ′
⎤⎦ and [μg+νg′ μG+νG′] has rank at leastm. Since by the assumption of the theorem
we can assume that rank (B + λA) ≤ l + 2 for each λ ∈ F, it follows that
det
⎡⎢⎢⎢⎣
λ aT 0
f E + λIl Fei
ej
Tg ej
TG 0
⎤⎥⎥⎥⎦ = 0
for each λ ∈ F and for each i, j ∈ {1, 2, . . . ,m}. In particular, the coefficient at λl has to be zero, i.e.
0 =
l∑
t=1
et
T Feiej
TGet = ejTGFei
for each i and j, thereforeGF = 0. On the other hand, by the assumption of the theoremwe can assume
also that rank (B + λA)2 ≤ 1 for each λ ∈ F. However,
(B + λA)2 =
⎡⎢⎢⎢⎢⎢⎢⎣
(λ2 + aT f + cTg)J23 0 e1(2λaT + aTE + cTG) e1aT F
Fge3
T 0 FG 0
0 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ ,
therefore FG = 0 and either Fg = 0 or a = 0 and cTG = 0. More generally, since by Corollary 7 we
can add any multiple of C to B or exchange Bwith C, we can assume that (μF + νF ′)(μG + νG′) = 0
and (μG + νG′)(μF + νF ′) = 0 for each μ, ν ∈ F and either (μF + νF ′)(μg + νg′) = 0 for
each μ, ν ∈ F or a = a′ = 0 and (μcT + νc′T )(μG + νG′) = 0 for each μ, ν ∈ F. However,
if a = a′ = 0, then if P ∈ GLn(F) is any matrix satisfying A = PATP−1, then the transformation
(B, C) → (PBTP−1, PCTP−1) exchanges c with g, c′ with g′, F with G and F ′ with G′. Hence, by
Corollary 4 we can also in the case a = a′ = 0 assume that (μF + νF ′)(μg + νg′) = 0 for each
μ, ν ∈ F.
Nowwewill first prove thatm ≤ l. Assume the contrary. Thenm = l+1, since one of thematrices⎡⎣ cT
F
⎤⎦ and [g G] has rank at least m. Then one of the matrices F and G has rank l and the equation
(μG + νG′)(μF + νF ′) = 0 for all μ, ν ∈ F implies that either G = G′ = 0 or F = F ′ = 0.
Then either rank
⎡⎣μcT + νc′T
μF + νF ′
⎤⎦ ≤ 1 ≤ m − 1 or rank [μg + νg′ μG + νG′] ≤ 1 ≤ m − 1
for each μ, ν ∈ F. However, in the first case there exist μ, ν ∈ F, not both of them zero, such that
rank [μg + νg′ μG + νG′] ≤ m − 1 and in the second case there exist μ, ν ∈ F, not both of them
zero, such that rank
⎡⎣μcT + νc′T
μF + νF ′
⎤⎦ ≤ m−1. In both caseswe get a contradiction, thereforem cannot
be greater than l. In particular, we can assume that l > 1, since for l = 1 and m ≤ l the matrix A is
3-regular and the triple (A, B, C) belongs to G(3, n) by Corollary 21 of [15].
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Next, we will prove that either F = F ′ = 0 or G = G′ = 0. Assume the contrary. Then we can
assume that F = 0 and G = 0, since by Corollary 7 we can add any multiple of C to B. Moreover, we
can assume that rank F ≥ rank (μF + νF ′) and rank G ≥ rank (μG + νG′) for eachμ, ν ∈ F, and let
r = max{rank F, rank G}. The conditions (μF + νF ′)(μG + νG′) = 0, (μG + νG′)(μF + νF ′) = 0
and (μF + νF ′)(μg + νg′) = 0 for all μ, ν ∈ F are equivalent to
FG = 0, GF = 0, Fg = 0, (8)
FG′ + F ′G = 0, GF ′ + G′F = 0, Fg′ + F ′g = 0, (9)
F ′G′ = 0, G′F ′ = 0, F ′g′ = 0. (10)
Moreover, the commutativity relation of B and C implies that FG′ = F ′G and Fg′ = F ′g, therefore
FG′ = F ′G = 0 and Fg′ = F ′g = 0. (11)
Since FG = 0 and thematrices F and G are nonzero,m > 1 and the rank r cannot be equal tom. On the
other hand, since rank
⎡⎣ cT
F
⎤⎦ = m or rank [g G] = m, it follows that r = m − 1. Assume first that
rank F = m − 1. By Corollary 3 we can conjugate the matrices A, B and C by any matrix of the form
P =
⎡⎢⎢⎢⎢⎢⎢⎣
I3 0 0 0
0 Q 0 0
0 0 Q 0
0 0 0 R
⎤⎥⎥⎥⎥⎥⎥⎦, where Q ∈ GLl(F) and R ∈ GLm(F) are arbitrary invertible matrices, therefore
we can assume that F = ∑m−1i=1 eieiT . The equation (8) then implies that Gei = 0 and eiTG = 0 for
i = 1, 2, . . . ,m − 1, and again we can use conjugation to assume that G = ememT . However, the
equations (8) and (11) then imply that ei
TG′ = 0, eiTg′ = 0 and eiTg = 0 for i = 1, 2, . . . ,m − 1,
thereforeei
T (μG+νG′) = 0andeiT (μg+νg′) = 0 foreachμ, ν ∈ Fand foreach i = 1, 2, . . . ,m−1,
so rank [μg + νg′ μG + νG′] ≤ 1 for each μ, ν ∈ F. On the other hand, the equation (11) implies
that F ′em = 0, therefore (μF + νF ′)em = 0 for each μ, ν ∈ F. However, there exist μ, ν ∈ F, not
both of them zero, such that (μcT + νc′T )em = 0, which implies that rank
⎡⎣μcT + νc′T
μF + νF ′
⎤⎦ ≤ m− 1,
which is a contradiction. Similarly, if rank G = r, then using simultaneous conjugation of the matrices
A, B and C, we can assume that G = ∑m−1i=1 eieiT and F = ememT . Again, the equations (8) and (11)
imply that em
T (μG+νG′) = 0 and emT (μg+νg′) = 0 for eachμ, ν ∈ F and that (μF +νF ′)ei = 0
for each μ, ν ∈ F and each i = 1, 2, . . . ,m − 1. However, again there exist μ, ν ∈ F, not both
of them zero, such that (μcT + νc′T )e1 = 0, therefore rank [μg + νg′ μG + νG′] ≤ m − 1 and
rank
⎡⎣μcT + νc′T
μF + νF ′
⎤⎦ ≤ m − 1, which is again a contradiction.
The contradiction in the previous paragraph shows that either F = F ′ = 0 or G = G′ = 0. We will
consider these two cases separately.
(1) Assume that F = F ′ = 0, but G = 0 or G′ = 0. First we note that there exist x, x′ ∈ Fl , not
both of them zero, such that xT f ′ = x′T f and xTE′ = x′TE. Let
X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 e1x
T e2x
T 0
0 0 0 0
0 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎢⎢⎣
0 e1x
′T e2x′T 0
0 0 0 0
0 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ .
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Then thematrices B+λX and C +λY commute for each λ ∈ F, therefore we can by Lemma 8 assume
that a = 0or a′ = 0.Moreover, sincewe can exchange thematricesB andC, we can assume that a = 0.
Moreover, let x ∈ Fl be any vector linearly independent of a, and let y ∈ Fl and Z ∈ Ml(F) be such
vector and such matrix that aTy = xT f and aTZ = xTE. The matrix X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 e1x
T e2x
T 0
ye3
T 0 Z 0
0 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ then
commutes with A and B, therefore by Lemma 8 we can assume that a and a′ are linearly independent
vectors. Then there exist matrices Q ∈ Ml(F) and R ∈ Ml×m(F) such that aTQ = −bT , a′TQ = −b′T ,
aTR = −cT and a′TR = −c′T . Since by Corollary 3 we can conjugate the matrices A, B and C by
P =
⎡⎢⎢⎢⎢⎢⎢⎣
I3 0 0 0
0 Il Q R
0 0 Il 0
0 0 0 Im
⎤⎥⎥⎥⎥⎥⎥⎦, we can assume that b = b
′ = 0 and c = c′ = 0.
Now we define the varieties
W =
{
(Z, Z′, V, V ′, T, T ′) ∈ Ml(F)2 × Ml×m(F)2 × Mm(F)2;
ZZ′ = Z′Z, ZV ′ + VT ′ = Z′V + V ′T, TT ′ = T ′T,
EZ′ + ZE′ + VG′ = E′Z + Z′E + V ′G, GZ′ + TG′ = G′Z + T ′G
}
and
Z =
{
(Z, Z′, V, V ′, T, T ′) ∈ Ml(F)2 × Ml×m(F)2 × Mm(F)2;
aTZ′ = a′TZ, aTV ′ = a′TV, Zf ′ + Vg′ = Z′f + V ′g, Tg′ = T ′g
}
.
ThevarietyW is clearly isomorphic to thevarietyVET ,E′T ,GT ,G′T defined inProposition22, therefore some
its irreducible componentW ′ that contains zero is at least (m2 + 2l + m)-dimensional. Moreover, Z
is a vector space, therefore it is irreducible and its dimension is at least (2l2 + 2ml+ 2m2 − 2l− 2m).
Since the varietiesW ′ and Z intersect (at least in zero), Theorem 6 in Chapter I, §6.2 implies that
dim(Z ∩W) ≥ dim(Z ∩W ′) ≥ dimZ + dimW ′ − (2l2 + 2ml + 2m2) ≥ m2 − m.
If m > 1, this implies that there exist matrices Z, Z′ ∈ Ml(F), V, V ′ ∈ Ml×m(F) and T, T ′ ∈ Mm(F),
not all of them zero, such that (Z, Z′, V, V ′, T, T ′) ∈ Z ∩W . If we define
X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 Z 0 V
0 0 Z 0
0 0 0 T
⎤⎥⎥⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 Z′ 0 V ′
0 0 Z′ 0
0 0 0 T ′
⎤⎥⎥⎥⎥⎥⎥⎦ ,
then the matrices A, B + λX and C + λY commute for each λ ∈ F. Moreover, for λ = 0 either one of
the matrices B + λX and C + λY has two distinct eigenvalues or they are nilpotent and some linear
combination of A, B+λX and C +λY has rank at least l+3 or its square has rank at least 2. In any case
the triple (A, B + λX, C + λY) belongs to G(3, n) by the assumptions of the theorem for each λ = 0,
and Lemma 8 implies that (A, B, C) ∈ G(3, n).
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However, form = 1 let x, y ∈ Fl be any linearly independent vectors and
X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 xT 0
⎤⎥⎥⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 yT 0
⎤⎥⎥⎥⎥⎥⎥⎦ .
Then the matrices A, B + λX and C + λY commute for each λ ∈ F, therefore by Lemma 8 we can
assume that the vectors GT and G′T are linearly independent. Then there exists x ∈ Fl such that
Gx = −g and G′x = −g′. By Corollaries 3 and 7 the triple (A, B, C) belongs to G(3, n) if and only if
the triple (A, P−1BP − (aTx)A, P−1CP − (a′Tx)A) belongs to G(3, n), where P =
⎡⎢⎢⎢⎢⎢⎢⎣
I3 0 0 0
xe2
T Il 0 0
xe3
T 0 Il 0
0 0 0 Im
⎤⎥⎥⎥⎥⎥⎥⎦,
therefore we can assume that g = g′ = 0. However, then the variety Z is isomorphic to the variety
Zl,m,f,f ′,a,a′ defined in Proposition 22, therefore there exist matrices Z, Z′ ∈ Ml(F), V, V ′ ∈ Ml×m(F)
and T, T ′ ∈ Mm(F), not all of them zero, such that (Z, Z′, V, V ′, T, T ′) ∈ Z ∩W . As in the casem > 1
we define
X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 Z 0 V
0 0 Z 0
0 0 0 T
⎤⎥⎥⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 Z′ 0 V ′
0 0 Z′ 0
0 0 0 T ′
⎤⎥⎥⎥⎥⎥⎥⎦
and as in the casem > 1 the triple (A, B + λX, C + λY) belongs to G(3, n) for each λ = 0. Lemma 8
then implies that (A, B, C) ∈ G(3, n), which proves this subcase.
(2) Assume that G = G′ = 0. If F = F ′ = 0, then m = 1, since the matrix
⎡⎣ cT
F
⎤⎦ has rank m.
However, then there exist x, y ∈ Fl , not both zero, such that cyT = c′xT . If we define
X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 xT 0
⎤⎥⎥⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 yT 0
⎤⎥⎥⎥⎥⎥⎥⎦ ,
then the triple (A, B + λX, C + λY) belongs to G(3, n) by subcase (1) for each λ = 0, and Lemma 8
implies that (A, B, C) ∈ G(3, n).
In the sequel we will assume that F is nonzero matrix. Ifm = 1, then the equations Fg = Fg′ = 0
imply that g = g′ = 0. However, if m ≥ 2, then the vectors g and g′ also have to be zero, since if
g = 0, then the equations (8) and (11) imply that (μF + νF ′)g = 0, and since there exist μ, ν ∈ F
such that (μcT + νc′T )g = 0, we have a contradiction that rank
⎡⎣μcT + νc′T
μF + νF ′
⎤⎦ ≤ m − 1 and
rank [μg + νg′ μG + νG′] ≤ 1 ≤ m − 1.
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If a = a′ = 0, then there exist x, x′ ∈ Fl , not both of them zero, such that bTx′ = b′Tx and
Ex′ = E′x. Let
X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
xe2
T 0 0 0
xe3
T 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
x′e2T 0 0 0
x′e3T 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦
and let P ∈ GLn(F) be any matrix such that A = PATP−1. Then for λ = 0 the triple (A, P(BT +
λXT )P−1, P(CT + λYT )P−1) belongs to G(3, n) for each λ ∈ F by subcase (1). Therefore (A, B +
λX, C + λY) ∈ G(3, n) for each λ ∈ F by Corollary 4, and Lemma 8 implies that the triple (A, B, C)
also belongs to G(3, n).
In the sequel we will assume that a = 0 or a′ = 0. Since we can add any multiple of C to B, we can
assume that a = 0. Let x ∈ Fl be any vector linearly independent of a and let y ∈ Fl be any vector
satisfying aTy = xT f and let Z ∈ Ml(F) and W ∈ Ml×m(F) be any matrices such that aTZ = xTE
and aTW = xT F . The matrix X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 e1x
T e2x
T 0
ye3
T 0 Z W
0 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ then commutes with A and B, therefore by
Lemma 8we can assume that a and a′ are linearly independent vectors. Therefore there exist matrices
Q ∈ Ml(F) and R ∈ Ml×m(F) such that aTQ = −bT , a′TQ = −b′T , aTR = −cT and a′TR = −c′T .
Since by Corollary 3 we can conjugate the matrices A, B and C by P =
⎡⎢⎢⎢⎢⎢⎢⎣
I3 0 0 0
0 Il Q R
0 0 Il 0
0 0 0 Im
⎤⎥⎥⎥⎥⎥⎥⎦, we can assume
that b = b′ = 0 and c = c′ = 0.
By Proposition 22 there exist matrices Z, Z′ ∈ Ml(F), U,U′ ∈ Mm×l(F) and T, T ′ ∈ Mm(F)
such that ZZ′ = Z′Z , UZ′ + TU′ = U′Z + T ′U, TT ′ = T ′T , ZE′ + EZ′ + FU′ = Z′E + E′Z + F ′U,
ZF ′ + FT ′ = Z′F + F ′T , aTZ′ = a′TZ and Zf ′ = Z′f . If we define
X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 Z 0 0
0 0 Z 0
0 0 U T
⎤⎥⎥⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 Z′ 0 0
0 0 Z′ 0
0 0 U′ T ′
⎤⎥⎥⎥⎥⎥⎥⎦ ,
then thematrices A, B+λX and C+λY commute for each λ ∈ F. For λ = 0 either one of thematrices
B + λX and C + λY has two distinct eigenvalues or they are nilpotent and some linear combination
of A, B + λX and C + λY has rank at least l + 3 or its square has rank at least 2. Therefore for each
λ = 0 the triple (A, B+ λX, C + λY) belongs to G(3, n) by the assumptions of the theorem. However,
Lemma 8 then implies that (A, B, C) ∈ G(3, n), which completes the proof of the theorem. 
Theorem 24. Let l and m be arbitrary nonnegative integers, k > 3 and n = k + 2l + m. Assume that
C(3, n′) is irreducible for each n′ < n and that each triple (A′, B′, C′) of commuting n × n matrices
satisfying rank (αA′ + βB′ + γ C′) ≥ k + l or rank (αA′ + βB′ + γ C′)2 ≥ k − 1 for some α, β, γ ∈ F
belongs to G(3, n). If (A, B, C) is any triple of commuting n×nmatrices generating a 3-dimensional vector
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space of nilpotent matrices such that the Jordan canonical form of A has one Jordan block of order k, l Jordan
blocks of order two and m zero Jordan blocks, then the triple (A, B, C) belongs to G(3, n).
Proof. By Corollary 3 we can simultaneously conjugate thematrices A, B and C by any invertible n×n
matrix, therefore we can assume that the matrix A looks like A =
⎡⎢⎢⎢⎢⎢⎢⎣
Jk 0 0 0
0 0 Il 0
0 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦, where the first row
and column are of dimension k, next two rows and columns are of dimension l and the last row and
column are of dimensionm. The matrices B and C then look like
B =
⎡⎢⎢⎢⎢⎢⎢⎣
p(Jk) e1a
T e2a
T + e1bT e1cT
dek−1T + fekT D E F
dek
T 0 D 0
gek
T 0 G H
⎤⎥⎥⎥⎥⎥⎥⎦
and
C =
⎡⎢⎢⎢⎢⎢⎢⎣
p′(Jk) e1a′T e2a′T + e1b′T e1c′T
d′ek−1T + f ′ekT D′ E′ F ′
d′ekT 0 D′ 0
g′ekT 0 G′ H′
⎤⎥⎥⎥⎥⎥⎥⎦
for some polynomials p, p′ ∈ F[x], some vectors a, a′, b, b′, d, d′, f, f ′ ∈ Fl and c, c′, g, g′ ∈ Fm
and some matrices D,D′, E, E′ ∈ Ml(F), F, F ′ ∈ Ml×m(F), G, G′ ∈ Mm×l(F) and H,H′ ∈ Mm(F).
By Corollary 7 the triple (A, B, C) belongs to G(3, n) if and only if the triple (A, B − p(A), C − p′(A))
belongs to G(3, n), therefore we can assume that p and p′ are the zero polynomials. Moreover, by the
assumptions of the theorem we can assume that each linear combination of A, B and C has rank at
most k + l − 1 and its square has rank at most k − 2, therefore we can assume that H = H′ = 0 and
D = D′ = 0.
If l = 0, then for m ≤ 2 the matrix A is 3-regular and the triple (A, B, C) belongs to G(3, n) by
Corollary 21 of [15], and form ≥ 3 the triple (A, B, C) belongs to G(3, n) by Theorem 5.3 of [6]. Hence,
we can assume that l is nonzero. If m > 0 and there exist μ, ν ∈ F, not both of them zero, such that
rank
⎡⎣μcT + νc′T
μF + νF ′
⎤⎦ ≤ m − 1 and rank [μg + νg′ μG + νG′] ≤ m − 1, then by Corollary 7 we
can assume that rank
⎡⎣ cT
F
⎤⎦ ≤ m − 1 and rank [g G] ≤ m − 1. Then there exist nonzero vectors
x, y ∈ Fm such that cTx = 0, Fx = 0, yTg = 0 and yTG = 0. If we define X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 xyT
⎤⎥⎥⎥⎥⎥⎥⎦, then
X commutes with A and with B, and for λ = 0 either the matrix C + λX has two distinct eigenvalues
or it is nilpotent and some linear combination of A, B and C + λX has rank at least k + l. In both cases
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by the assumptions of the theorem the triple (A, B, C + λX) belongs to G(3, n) for each λ = 0, and
Lemma 8 implies that (A, B, C) ∈ G(3, n).
In the sequel we will assume that eitherm = 0 orm > 0 and for each pair (μ, ν) = (0, 0) at least
one of the matrices
⎡⎣μcT + νc′T
μF + νF ′
⎤⎦ and [μg + νg′ μG + νG′] has rank at leastm. In particular, this
implies thatm ≤ l + 1. Ifm > 0, then
(B + λA)2 =
⎡⎢⎢⎢⎢⎢⎢⎣
λ2J2k + μJk−2k + νJk−1k 0 e1(2λaT + aTE + cTG) e1aT F
(2λd + Ed + Fg)ekT 0 FG 0
0 0 0 0
Gdek
T 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ ,
whereμ = aTd and ν = aT f+bTd+cTg. Since by the assumption of the theoremwe can assume that
rank (B + λA)2 ≤ k − 2, we can assume that FG = 0. Moreover, since by Corollary 7 we can add any
multiple of C to B or exchange the matrices B and C, we can assume that (μF + νF ′)(μG + νG′) = 0
for eachμ, ν ∈ F. On the other hand, the condition rank (B+ λA) ≤ k+ l− 1 for each λ ∈ F implies
that
det
⎡⎢⎢⎢⎣
λIk−1 e2aT + e1bT e1cTei
dek−2T + fek−1T E + λIl Fei
ej
Tgek−1T ejTG 0
⎤⎥⎥⎥⎦ = 0
for each λ ∈ F and for each i, j ∈ {1, 2, . . . ,m}. In particular, the coefficient at λk+l−2 has to be zero,
i.e.
0 =
l∑
t=1
et
T Feiej
TGet = ejTGFei
for each i, j ∈ {1, 2, . . . ,m}, therefore GF = 0. Similarly, since we can add any multiple of C to B and
exchange the matrices B and C, we can assume that (μG + νG′)(μF + νF ′) = 0 for each μ, ν ∈ F.
However, the equations (μF + νF ′)(μG + νG′) = 0 and (μG + νG′)(μF + νF ′) = 0 for allμ, ν ∈ F
are equivalent to the following equations:
FG = 0, GF = 0, (12)
FG′ + F ′G = 0, GF ′ + G′F = 0, (13)
F ′G′ = 0, G′F ′ = 0. (14)
Moreover, the commutativity relation of B and C implies that FG′ = F ′G, therefore
FG′ = F ′G = 0. (15)
Ifm = l + 1, then for l = 1 the triple (A, B, C) belongs to G(3, n) by Corollary 21 of [15], therefore
we can assume that l > 1 and m > 2. However, in this case at least one of the matrices
⎡⎣ cT
F
⎤⎦ and
[g G] has rank l + 1, therefore at least one of the matrices F and G has rank l. However, the condition
(μG + νG′)(μF + νF ′) = 0 for all μ, ν ∈ F then implies that either F = F ′ = 0 or G = G′ = 0,
420 K. Šivic / Linear Algebra and its Applications 437 (2012) 393–460
therefore either rank
⎡⎣μcT + νc′T
μF + νF ′
⎤⎦ ≤ 1 ≤ m−1 for eachμ, ν ∈ For rank [μg+νg′ μG+νG′] ≤
1 ≤ m − 1 for each μ, ν ∈ F. However, in the first case there exist μ, ν ∈ F, not both of them zero,
such that rank [μg + νg′ μG + νG′] ≤ m − 1 and in the second case there exist μ, ν ∈ F, not
both of them zero, such that rank
⎡⎣μcT + νc′T
μF + νF ′
⎤⎦ ≤ m − 1. In both cases we obtain a contradiction,
thereforem cannot be bigger than l. In particular, we can assume that l ≥ 2, since for l = 1 the matrix
A is 3-regular and the triple (A, B, C) belongs to G(3, n) by Corollary 21 of [15].
Next, we will prove that if m > 0, then either F = F ′ = 0 or G = G′ = 0. Assume the contrary.
Then m ≥ 2. Since by Corollary 7 we can add any multiple of C to B, we can assume that F = 0 and
G = 0. Moreover, we can assume that rank F ≥ rank (μF + νF ′) and rank G ≥ rank (μG + νG′) for
each μ, ν ∈ F. Furthermore, by Corollary 4 we can assume that rank F ≥ rank G. If rank F ≤ m − 2,
then rank
⎡⎣ cT
F
⎤⎦ ≤ m − 1 and rank [g G] ≤ m − 1, which is a contradiction. On the other hand,
since FG = 0 and G = 0, F cannot be of rank m, therefore rank F = m − 1. By Corollary 3 we can
simultaneously conjugate thematrices A, B and C by anymatrix of the form P =
⎡⎢⎢⎢⎢⎢⎢⎣
Ik 0 0 0
0 Q 0 0
0 0 Q 0
0 0 0 R
⎤⎥⎥⎥⎥⎥⎥⎦, where
Q ∈ GLl(F) and R ∈ GLm(F) are arbitrary invertible matrices, therefore we can assume that F =∑m−1
i=1 eieiT . Since FG = 0 and GF = 0, we obtain eiTG = 0 and Gei = 0 for each i = 1, 2, . . . ,m− 1.
Again, using simultaneous conjugation of thematrices A, B and C, we can assume thatG = ememT . The
equation (15) then implies that F ′em = 0 and eiTG′ = 0 for each i < m. Since eiT (μG + νG′) = 0 for
each i = 1, 2, . . . ,m−1, the rank of thematrix [μg+νg′ μG+νG′] is at most 2 for eachμ, ν ∈ F.
On the other side, (μF + νF ′)em = 0 for each μ, ν ∈ F and there exist μ, ν ∈ F, not both of them
zero, such that (μcT +νc′T )em = 0, therefore rank
⎡⎣μcT + νc′T
μF + νF ′
⎤⎦ ≤ m−1. Ifm ≥ 3, thenwe have
a contradiction, thereforem = 2. If there exist μ, ν ∈ F such that μa + νa′ = 0 and μd + νd′ = 0,
then there exist matrices Q ∈ Ml×2(F) and R ∈ M2×l(F) such that (μaT + νa′T )Q = −μcT − νc′T
and R(μd + νd′) = μg + νg′. Since by Corollary 3 we can simultaneously conjugate the matrices A,
B and C by P =
⎡⎢⎢⎢⎢⎢⎢⎣
Ik 0 0 0
0 Il 0 Q
0 0 Il 0
0 0 R Im
⎤⎥⎥⎥⎥⎥⎥⎦, we can assume that μc + νc
′ = 0 and μg + νg′ = 0. However, then
rank
⎡⎣μcT + νc′T
μF + νF ′
⎤⎦ ≤ 1 and rank [μg + νg′ μG + νG′] ≤ 1, which is a contradiction. Therefore
either a = a′ = 0 or d = d′ = 0, and by Corollary 4 we can assume that a = a′ = 0. The
commutativity relation of B and C then implies that cTG′ = c′TG. Since F = e1e1T and G = e2e2T ,
the equation (15) implies that G′ = e2xT and F ′ = ye1T for some x, y ∈ Fl . The equality cTG′ = c′TG
is then equivalent to cTe2x
T = c′Te2e2T . If x is not parallel to e2, then cTe2 = c′Te2 = 0 and the
matrix
⎡⎣μcT + νc′T
μF + νF ′
⎤⎦ has rank at most 1 for each μ, ν ∈ F. Since there exist μ, ν ∈ F, not both of
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them zero, such that e1
T (μg + νg′) = 0, we obtain a contradiction rank [μg + νg′ μG + νG′] ≤ 1
for such μ and ν . However, if x = λe2 for some λ ∈ F, then c′Te2 = λcTe2, therefore the matrices⎡⎣ c′T − λcT
F ′ − λF
⎤⎦ and [g′ − λg G′ − λG] have rank at most 1, which is a contradiction again. Since we
got a contradiction in any case, we proved that either F = F ′ = 0 or G = G′ = 0 ifm > 0. Moreover,
by Corollary 4 we can assume that G = G′ = 0 ifm > 0.
By Corollary 7 we can add any multiple of C to B, therefore we can assume that either a = a′ = 0
or a = 0 and at the same time either d = d′ = 0 or d = 0. Since the equation aTd′ = a′Td follows
from the commutativity relation of B and C, Lemma 12 implies that there exists a matrix Z ∈ Ml(F)
such that aTZ = a′T and Zd = d′. If we define
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 Il 0
0 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
and Y =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 Z 0
0 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,
then the matrices A, B + λX and C + λY commute for each λ ∈ F. Since by Lemma 8 it suffices to
prove (A, B + λX, C + λY) ∈ G(3, n) for each λ from some open subset of F, we can assume that E is
invertible matrix.
For the rest of the proof we consider two cases.
Case 1: Assume that a = 0 or a′ = 0. Then by Corollary 7 we can assume that a = 0, and then the
commutativity relation of B and C implies that the triple (A, B, C) belongs to a subvariety of C(3, n)
isomorphic to the variety Ul,m defined in Proposition 15. By the same proposition this variety is irre-
ducible, therefore by Lemma 1we can assume any nonempty open condition on B and C. In particular,
we can assume that a and a′ are linearly independent and that d and d′ are linearly independent.
Therefore, for m > 0, there exist matrices Q ∈ Ml×m(F) and R ∈ Mm×l(F) such that aTQ = −cT ,
a′TQ = −c′T , Rd = g and Rd′ = g′. By Corollary 3 we can simultaneously conjugate the matrices A,
B and C by P =
⎡⎢⎢⎢⎢⎢⎢⎣
Ik 0 0 0
0 Il 0 Q
0 0 Il 0
0 0 R Im
⎤⎥⎥⎥⎥⎥⎥⎦, therefore we can assume that c = c
′ = 0 and g = g′ = 0. However,
after this conjugation the matrix E changes and it need not to be invertible any more. In this case we
can again approximate the matrices B and C using the matrices X and Y defined just before Case 1 to
obtain E invertible.
The commutativity relation of B and C is then equivalent to the following equations:
a′T = aTE′E−1, (16)
d′ = E−1E′d, (17)
aT (E−1E′ − E′E−1)d = 0, (18)
aT (f ′ − E′E−1f) = (b′T − bTE−1E′)d, (19)
aT (F ′ − E′E−1F) = 0. (20)
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(1) Assume first that l ≥ 3. Let Ul,m be the set defined in Proposition 15 and
U ′l,m={(W,W ′, V, V ′, x, x′, y, y′,w,w′, v, v′, z, z′, u, u′) ∈ Ul,m; z=z′ = 0, u = u′ = 0}.
The same argument as in Proposition 15 shows that U ′l,m is an irreducible variety. Since the triple
(A, B, C) belongs to some subvariety of C(3, n) isomorphic to U ′l,m, by Lemma 1 we can assume any
nonempty open condition on thematrices A, B and C. In particular, we can assume that E−1E′ is generic
matrix, that the vectorsaTE,aTE′ andaTE′E−1E′ are linearly independent and that the vectorsd,E−1E′d
and (E−1E′)2d are linearly independent. Since by Corollary 3 we can conjugate the matrices A, B and
C by any matrix of the form P =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
Ik 0 0 0
0 Q 0 0
0 0 Q 0
0 0 0 Im
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, where Q ∈ GLl(F) is any invertible matrix, we can
assume that E−1E′ is diagonal matrix. Moreover, since the vectors aTE, aTE′ and aTE′E−1E′ are linearly
independent and the vectors d, E−1E′d and (E−1E′)2d are linearly independent, each of the vectors
aTE and d has at least three nonzero components, and we can assume that aTEei = 0 for i = 1, 2 and
ej
Td = 0 for j = r, s, where r and s are some distinct indices which are also distinct from 1. Since
the equation (19) implies that aTE(E−1f ′ − E−1E′E−1f) = (b′T − bTE−1E′)d, by Lemma 13 there
exists a matrix Z ∈ Ml(F) with zeros on the diagonal such that aTEZ = bTE−1E′ − b′T and Zd =
(E−1E′E−1f − E−1f ′). Since the matrix Z has zeros on the diagonal and E−1E′ is generic, there exists
W ∈ Ml(F) such that Z = (E−1E′)W − W(E−1E′). We define Q = EW , xT = aTQE−1 + bTE−1 and
y = E−1Qd−E−1f . Since the vectors a and a′ are linearly independent, form > 0 there exists amatrix
R ∈ Ml×m(F) such thataTR = xT F anda′TR = xT F ′. LetP =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
Ik e1x
T e2x
T 0
yek−1T Il Q R
yek
T 0 Il 0
0 0 0 Im
⎤⎥⎥⎥⎥⎥⎥⎥⎦
. ByCorollaries
3 and 7 the triple (A, B, C) belongs to G(3, n) if and only if the triple (A, P−1BP + (xTd− aTy)Ak−2 +
(xTEy+xT f−bTy−xTQd)Ak−1, P−1CP+ (xTd′ −a′Ty)Ak−2+ (xTE′y+xT f ′ −b′Ty−xTQd′)Ak−1)
belongs to G(3, n), therefore we can assume that b = b′ = 0 and f = f ′ = 0.
Ifm = 0, then by Corollary 21 there exist matrices Z, Z′ ∈ Ml(F), not both of them zero, such that
ZZ′ = Z′Z , ZE′ + EZ′ = Z′E + E′Z , aTZ′ = a′TZ and Zd′ = Z′d. If we define
X =
⎡⎢⎢⎢⎢⎣
0 0 0
0 Z 0
0 0 Z
⎤⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎣
0 0 0
0 Z′ 0
0 0 Z′
⎤⎥⎥⎥⎥⎦ ,
then thematrices A, B+λX and C+λY commute for each λ ∈ F. For λ = 0 either one of thematrices
B + λX and C + λY has at least two distinct eigenvalues or they are nilpotent and rank (αA + β(B +
λX) + γ (C + λY))2 ≥ k − 1 for some α, β, γ ∈ F. In both cases the triple (A, B + λX, C + λY)
belongs to G(3, n) for each λ = 0 by the assumptions of the theorem, and Lemma 8 implies that
(A, B, C) ∈ G(3, n).
However, if m > 0, then by Proposition 22 there exist matrices Z, Z′ ∈ Ml(F), U,U′ ∈ Mm×l(F)
and T, T ′ ∈ Mm(F), not all of them zero, such that ZZ′ = Z′Z , UZ′ + TU′ = U′Z + T ′U, TT ′ = T ′T ,
ZE′ + EZ′ + FU′ = Z′E + E′Z + F ′U, ZF ′ + FT ′ = Z′F + F ′T , aTZ′ = a′TZ , Zd′ = Z′d and Ud′ = U′d.
K. Šivic / Linear Algebra and its Applications 437 (2012) 393–460 423
Let
X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 Z 0 0
0 0 Z 0
0 0 U T
⎤⎥⎥⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 Z′ 0 0
0 0 Z′ 0
0 0 U′ T ′
⎤⎥⎥⎥⎥⎥⎥⎦ .
Then the matrices A, B + λX and C + λY commute for each λ ∈ F, and for λ = 0 either one
of the matrices B + λX and C + λY has at least two distinct eigenvalues or they are nilpotent and
rank (αA+ β(B + λX) + γ (C + λY)) ≥ k + l or rank (αA+ β(B + λX) + γ (C + λY))2 ≥ k − 1 for
some α, β, γ ∈ F. In all cases the triple (A, B+ λX, C + λY) belongs to G(3, n) for each λ = 0 by the
assumptions of the theorem, and Lemma 8 implies that (A, B, C) ∈ G(3, n).
(2)Assume that l = 2. Ifm = 0, thenA is 3-regularmatrix and the triple (A, B, C) belongs toG(3, n)
by Corollary 21 of [15], therefore we will assume that m is positive integer, i.e. m ∈ {1, 2}. Again, by
Proposition 22 there exist matrices Z, Z′ ∈ M2(F), U,U′ ∈ Mm×2(F) and T, T ′ ∈ Mm(F), not all of
them zero, such that ZZ′ = Z′Z ,UZ′ +TU′ = U′Z+T ′U, TT ′ = T ′T , ZE′ +EZ′ +FU′ = Z′E+E′Z+F ′U,
ZF ′ + FT ′ = Z′F + F ′T , aTZ′ = a′TZ , Zd′ = Z′d and Ud′ = U′d. Since Z and Z′ are commuting
2× 2 matrices, the matrices I2, Z and Z′ are linearly dependent. Since by Corollary 7 we can exchange
B with C (which exchanges also Z with Z′), we can assume that Z′ is a linear combination of I2 and
Z , i.e. Z′ = μI2 + νZ for some μ, ν ∈ F. The commutativity relations (16), (17) and (19) imply that
μaT f ′ − μa′T f = μb′Td − μbTd′, therefore
μ
(
a′T − νaT
)
f + μaT (νf − f ′) = μbT (d′ − νd) + μ
(
νbT − b′T
)
d.
Since a′TZ = μaT + νaTZ and Zd′ = μd + νZd, the above equality is equivalent to
(a′T − νaT )(μf + Z(νf − f ′)) =
(
μbT +
(
νbT − b′T
)
Z
)
(d′ − νd).
Since (a, a′) and (d, d′) are pairs of linearly independent vectors, the vectors a′ − νa and d′ − νd
are nonzero, therefore by Lemma 12 there exists a matrix W ∈ Ml(F) satisfying (a′T − νaT )W =
μbT + (νbT − b′T )Z andW(d′ − νd) = μf + Z(νf − f ′). Let
X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 Z W 0
0 0 Z 0
0 0 U T
⎤⎥⎥⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 Z′ νW 0
0 0 Z′ 0
0 0 U′ T ′
⎤⎥⎥⎥⎥⎥⎥⎦ .
For each λ ∈ F the matrices A, B + λX and C + λY commute. Moreover, for λ = 0 either one
of the matrices B + λX and C + λY has at least two distinct eigenvalues or they are nilpotent and
rank (αA+ β(B + λY) + γ (C + λY)) ≥ k + l or rank (αA+ β(B + λX) + γ (C + λY))2 ≥ k − 1 for
some α, β, γ ∈ F. In all cases the triple (A, B + λX, C + λY) belongs to G(3, n) by the assumptions
of the theorem, and Lemma 8 implies that (A, B, C) ∈ G(3, n), which proves this case.
Case 2: Assume that a = a′ = 0. There clearly exist vectors x, x′ ∈ Fl , not both of them zero, such
that bTx′ = b′Tx and Ex′ = E′x. If we define the matrices
X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
xek−1T 0 0 0
xek
T 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
x′ek−1T 0 0 0
x′ekT 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ ,
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then the matrices A, B + λX and C + λY commute for each λ ∈ F, therefore by Lemma 8 we can
assume that d = 0 or d′ = 0. Moreover, since by Corollary 7 we can add any multiple of C to
B, we can assume that d = 0. If m = 0, then let P ∈ GLn(F) be any invertible matrix satisfying
A = PATP−1. Then the triple (A, PBTP−1, PCTP−1) belongs toG(3, n) by Case 1, and Corollary 4 implies
that (A, B, C) ∈ G(3, n). In the sequel we will therefore assume thatm > 0.
Let y ∈ Fl be any vector, linearly independent from d. Then there exist a matrix Z ∈ Ml(F) and
a vector x ∈ Fl such that Zd = Ey and xTd = bTy. Since the matrix X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 e1x
T 0
yek−1T 0 Z 0
yek
T 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦
then commutes with A and with B, we can by Lemma 8 assume that d and d′ are linearly independent
vectors. Therefore there exists a matrix Q ∈ Ml(F) such that Qd = f and Qd′ = f ′. By Corollary 3 we
can conjugate the matrices A, B and C by
⎡⎢⎢⎢⎢⎢⎢⎣
Ik 0 0 0
0 Il Q 0
0 0 Il 0
0 0 0 Im
⎤⎥⎥⎥⎥⎥⎥⎦, therefore we can assume that f = f
′ = 0.
For the matrices E, E′ ∈ Ml(F) and F, F ′ ∈ Ml×m(F) let VE,E′,F,F ′ be the variety defined in Proposi-
tion 22 and let
V = {(Z, Z′,U,U′, T, T ′, x, x′) ∈ Ml(F)2 × Mm×l(F)2 × Mm(F)2 × (Fl)2;
(Z, Z′,U,U′, T, T ′) ∈ VE,E′,F,F ′ }
and
Z =
{
(Z, Z′,U,U′, T, T ′, x, x′) ∈ Ml(F)2 × Mm×l(F)2 × Mm(F)2 × (Fl)2;
xTZ′ = x′TZ, xTd′ = x′Td, xTE′ + bTZ′ + cTU′ = x′TE + b′TZ + c′TU,
xT F ′ + cTT ′ = x′T F + c′TT, Zd′ = Z′d,Ud′ + Tg′ = U′d + T ′d
}
.
By Proposition 22 some irreducible component of VE,E′,F,F ′ that contains zero is at least
(m2 + 2l + m)-dimensional, therefore some component V ′ of V that contains zero is at least (m2 +
4l + m)-dimensional. On the other hand it is clear that each component of Z has dimension at least
2l2 + 2ml + 2m2 − l − 2m − 1. Since the varieties Z and V ′ intersect (at least in zero), Theorem 6 in
Chapter I, §6.2 of [13] implies that the intersection Z ∩ V has dimension at least
dim(Z ∩ V ′) ≥ dim V ′ + dimZ − (2l2 + 2ml + 2m2 + 2l) ≥ m2 − m + l − 1.
Since m > 0 and l ≥ 2, it follows that dim(Z ∩ V) ≥ 1, and there exist Z, Z′ ∈ Ml(F), U,U′ ∈
Mm×l(F), T, T ′ ∈ Mm(F) and x, x′ ∈ Fl , such that not all of them are zero and that (Z, Z′,U,U′, T,
T ′, x, x′) ∈ V ∩ Z . If we define the matrices
X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 e1x
T e2x
T 0
0 Z 0 0
0 0 Z 0
0 0 U T
⎤⎥⎥⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎢⎢⎣
0 e1x
′T e2x′T 0
0 Z′ 0 0
0 0 Z′ 0
0 0 U′ T ′
⎤⎥⎥⎥⎥⎥⎥⎦ ,
then the matrices A, B + λX and C + λY commute for each λ ∈ F. For each λ = 0 either one of the
matrices B+ λX and C + λY has two distinct eigenvalues or they are nilpotent and rank (αA+ β(B+
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λX)+γ (C +λY)) ≥ k+ l or rank (αA+β(B+λX)+γ (C +λY))2 ≥ k− 1 for some α, β, γ ∈ F or
the triple (A, B+λX, C +λY) satisfies Case 1. Therefore for each λ = 0 the triple (A, B+λX, C +λY)
belongs to G(3, n), and Lemma 8 implies that (A, B, C) ∈ G(3, n), which completes the proof of the
theorem. 
4. The irreducibility of C(3, 9)
Because of Corollary 21 of [15], Theorem 16 of [14] and Theorems 10, 23 and 24 to prove the
irreducibility of C(3, 9) we have to consider only the triples of nilpotent commuting 9 × 9 matrices
whose Jordan canonical forms have Jordan blocks of sizes 3, 3, 2 and 1. In this section we prove that
such triples belong to G(3, 9), and then the irreducibility of C(3, 9) will follow.
Theorem 25. If (A, B, C) is any triple of commuting 9 × 9 matrices generating a 3-dimensional vector
space of nilpotent matrices such that the Jordan canonical form of A has two Jordan blocks of order 3, one
Jordan block of order 2 and one zero Jordan block, then the triple (A, B, C) belongs to G(3, 9).
Proof. By Corollary 3 we can simultaneously conjugate thematrices A, B and C by any invertible 9×9
matrix, therefore we can assume that A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 I2 0 0 0
0 0 I2 0 0
0 0 0 0 0
0 0 0 J2 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, where the first four rows and columns are
of dimension 2 and the last ones are of dimension 1. Since the matrices B and C are nilpotent and they
commute with A, they look like
B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
D E F ae1
T + be2T c
0 D E ae2
T 0
0 0 D 0 0
0 e1d
T e2d
T + e1fT ρJ2 σe1
0 0 gT τe2
T 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
C =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
D′ E′ F ′ a′e1T + b′e2T c′
0 D′ E′ a′e2T 0
0 0 D′ 0 0
0 e1d
′T e2d′T + e1f ′T ρ′J2 σ ′e1
0 0 g′T τ ′e2T 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
for some scalars ρ, ρ′, σ, σ ′, τ, τ ′ ∈ F, some vectors a, a′, b, b′, c, c′, d, d′, f, f ′, g, g′ ∈ F2 and
some matrices D,D′, E, E′, F, F ′ ∈ M2(F). If some matrix of the form (αA + βB + γ C)3 is nonzero,
then there exist such scalars α, β, γ ∈ F that (αA+ βB+ γ C)3 = 0 and rank (αA+ βB+ γ C) ≥ 5.
Therefore the matrix αA+ βB+ γ C is 4-regular and its Jordan canonical form has at least one Jordan
block of ordermore than three. Hence it is either 3-regular or 4-regular with two zero Jordan blocks or
4-regular with only one Jordan block of order more than two. In the first two cases the triple (A, B, C)
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belongs to G(3, 9) by Corollary 21 of [15], and in the last case by Theorem 24. In the sequel we will
therefore assume that (αA + βB + γ C)3 = 0 for any α, β, γ ∈ F. In particular, we will assume that
D = D′ = 0. Moreover, by Corollary 7 the triple (A, B, C) belongs to G(3, 9) if and only if the triple
(A, B − ρA, C − ρ′A) does, therefore we can assume that ρ = ρ′ = 0. Moreover,
(B + λA)3 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 3λadT + EadT + adTE + σagT + τcdT a(dTa + στ)e2T 0
0 0 0 0 0
0 0 0 0 0
0 0 e1(d
Ta + στ)dT 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Since we assumed that (B + λA)3 = 0 for each λ ∈ F, it follows that ad = 0, i.e. a = 0 or d = 0.
Moreover, since by Corollary 7we can add anymultiple of C to B, we can assume that either a = a′ = 0
or d = d′ = 0, and by Corollary 4 we can assume that d = d′ = 0. In the sequel we will consider two
cases.
Case 1: Assume that a = 0 or a′ = 0. By Corollary 7 we can add any multiple of C to B, therefore
we can assume that a = 0. The condition (αA + βB + γ C)3 = 0 for all α, β, γ ∈ F implies that
(βσ + γ σ ′)(βgT + γ g′T ) = 0 and (βσ + γ σ ′)(βτ + γ τ ′) = 0 for each β, γ ∈ F, i.e. either
σ = σ ′ = 0 or g = g′ = 0 and τ = τ ′ = 0. We will consider these two cases separately.
(1) Assume that σ = 0 or σ ′ = 0. Then g = g′ = 0 and τ = τ ′ = 0. Moreover, by Corollary 7 we
can assume that σ = 0. The commutativity relation of B and C implies that σa′ = σ ′a, i.e. the vectors
a and a are linearly dependent. Moreover, since a = 0 and by Corollary 7 we can add any multiple of
B to C, we can assume that a′ = 0, and then σ ′ is also zero.
If E′ = 0, then the commutativity relation of B and C and the condition a = 0 imply that f ′ = 0.
There clearly exist Z ∈ M2(F), x, y ∈ F2 and ζ ∈ F, not all of them zero, such that F ′Z+b′xT +c′yT =
ZF ′, Zb′ = 0 and Zc′ = ζ c′, and then the matrix X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Z 0 0 0 0
0 Z 0 0 0
0 0 Z 0 0
0 e1x
T e2x
T 0 0
0 0 yT 0 ζ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
commutes with A and
C. For λ = 0 either the matrix B + λX has two distinct eigenvalues or it is nilpotent and there exists
μ ∈ F such that (B + λX + μA)3 = 0. Therefore for each λ = 0 the triple (A, B + λX, C) belongs to
G(3, 9), in the first case by Lemma 5 and in the second case by Corollary 21 of [15] or by Theorem 24.
In all cases Lemma 8 implies that (A, B, C) ∈ G(3, 9).
Assume now that E′ = 0. By Corollary 3 we can conjugate the matrices A, B and C by any matrix
of the form P =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Q 0 0 0 0
0 Q 0 0 0
0 0 Q 0 0
0 0 0 I2 0
0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, where Q ∈ GL2(F), therefore we can assume that a = e1. The
commutativity relation of B and C implies that E′e1 = 0 and EE′ + e1f ′T = E′E. Since E′ = 0, the
second equation implies that f ′T = e1T (E′E− EE′) and that E is upper triangular matrix. Since E′ = 0,
K. Šivic / Linear Algebra and its Applications 437 (2012) 393–460 427
there exists an upper triangular matrix Z ∈ M2(F) which does not commute with E′. Let
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 Z 0 0 0
0 0 Z 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and Y =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 e1e1
T (E′Z − ZE′) 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Then the matrices A, B + λX and C + λY commute for each λ ∈ F, therefore by Lemma 8 we can
assume that the matrices E and E′ do not commute. In particular, since e2T (E′E − EE′) = 0, we
can assume that f ′T = e1T (E′E − EE′) = 0. There clearly exist x, y, z ∈ F2 and η, ζ ∈ F, not all
of them zero, such that b′yT + c′zT = xf ′T , E′x + ηc′ = ζb′ and ζ f ′Te2 = yTE′e2. The matrix
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ζ I2 0 0 xe1
T 0
0 ζ I2 0 xe2
T 0
0 0 ζ I2 0 0
0 e1y
T e2y
T 0 0
0 0 zT ηe2
T ζ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
then commutes with A and with C. Since ζ = η = 0, y = z = 0 and
x = 0 is not possible, for λ = 0 either the matrix B + λX has two distinct eigenvalues or there exists
μ ∈ F such that (B + λX + μA)3 = 0. Therefore for each λ = 0 the triple (A, B + λX, C) belongs to
G(3, 9), either by Lemma 5, by Corollary 21 of [15] or by Theorem 24. Again we use Lemma 8 to obtain
(A, B, C) ∈ G(3, 9).
(2) Assume that σ = σ ′ = 0. The commutativity relation of B and C is then equivalent to the
following equations:
EE′ + af ′T + cg′T = E′E + a′fT + c′gT and Ea′ + τ ′c = E′a + τc′.
(a) First we will assume that c and c′ are linearly independent vectors. Then we can from the
above equations express g, g′, τ and τ ′ rationally in terms of E, E′, a, a′, c, c′, f and f ′. The triple
(A, B, C) thereforebelongs to somesubvarietyofC(3, 9)which is rationallyparametrizedand therefore
irreducible by Proposition 6 in Chapter 4, §5 of [1]. By Lemma1we can therefore assumeanynonempty
open condition on the matrices A, B and C, and in particular we assume that a and a′ are linearly
independent vectors.
If there exist x ∈ F2 and η ∈ F, not both of them zero, such that ηE + axT = 0, then the
matrices ηE+axT and ηE′ +a′xT commute. Moreover, in this case η cannot be zero, since a is nonzero
vector. Otherwise let V = {(ηE + axT , ηE′ + a′xT ); η ∈ F, x ∈ F2}. This variety is a vector space,
therefore it is irreducible. Moreover, since by the assumption there exist no pair (η, x) = (0, 0) such
that ηE + axT = 0, V is 3-dimensional. Since the variety V intersects C(2, 2) (at least in (0, 0))
and since C(2, 2) is 6-dimensional irreducible subvariety of M2(F)
2, Theorem 6 in Chapter I, §6.2
of [13] implies that dim(V ∩ C(2, 2)) ≥ dim V + dim C(2, 2) − 8 = 1. In particular, again there
exist η ∈ F and x ∈ F2, not both of them zero, such that the matrices ηE + axT and ηE′ + a′xT
commute. Again, η cannot be zero, since if η = 0, then axTa′xT = a′xTaxT , which is not possible
for x = 0, as the vectors a and a′ are linearly independent. However, since η = 0, we can define the
matrix P =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I2 0 0 0 0
0 I2 0 0 0
0 0 I2 0 0
0 1
η
e1x
T 1
η
e2x
T I2 0
0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. By Corollaries 3 and 7 the triple (A, B, C) belongs to G(3, 9) if
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and only if the triple (A, P−1BP + 1
η
(xTa)A, P−1CP + 1
η
(xTa′)A) belongs to G(3, 9), therefore we can
assume that the matrices E and E′ commute. Hence the matrices E, E′ and I2 are linearly dependent.
Moreover, since by Corollary 7 we can exchange the matrices B and C or add anymultiple of B to C, we
can assume that E′ = νI2 for some ν ∈ F.
The commutativity relation of B and C is now equivalent to the following equations:
af ′T + cg′T = a′fT + c′gT , (21)
Ea′ + τ ′c = νa + τc′. (22)
Again, g, g′, τ and τ ′ are rationally parametrized by E, a, a′, c, c′, f , f ′ and ν , therefore the triple (A, B, C)
belongs to some irreducible subvariety of C(3, 9), and by Lemma 1 we can assume any nonempty
condition on the matrices A, B and C. In particular, we can assume that τ = 0 and that the vectors
a′ and c′ are linearly independent. Therefore there exist x, y ∈ F2 such that F ′ = −a′xT − c′yT .
There also exists a matrix Q ∈ M2(F) satisfying Qa = b and Qa′ = b′. By Corollary 3 we can
conjugate the matrices A, B and C by P =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I2 Q 0 0 0
0 I2 Q 0 0
0 0 I2 0 0
0 0 e1x
T I2 0
0 0 yT 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, so we can assume that F ′ = 0 and
b = b′ = 0. Moreover, since a and a′ are linearly independent vectors, there exists Q ∈ GL2(F)
such that Q−1a = e1 and Q−1a′ = e2. Since by Corollary 3 we can conjugate the matrices A, B and
C by P =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Q 0 0 0 0
0 Q 0 0 0
0 0 Q 0 0
0 0 0 I2 0
0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, we can assume that a = e1 and a′ = e2. The equation (21) is then
equivalent to
fT = e2T
(
cg′T − c′gT
)
and f ′T = e1T
(
c′gT − cg′T
)
. (23)
There clearly exist η, ξ, ζ ∈ F, not all of them zero, such that
η
(
gTc′ − g′Tc
)
= ξ
(
g′Te2 − τ
′
τ
gTe2
)
, (24)
η
(
g′Te1 − gTe2
)
= ζ
(
g′Te2 − τ
′
τ
gTe2
)
, (25)
ξ
(
g′Te1 − gTe2
)
= ζ
(
gTc′ − g′Tc
)
. (26)
Using the equalities (23), after short calculation from (24)–(26) we obtain also
η
(
gTc′ − g′Tc
)
= ξ
(
g′Te2 − τ
′
τ
g′Te1
)
+ ζ τ
′
τ
(
gTc′ − g′Tc
)
, (27)
η
(
fTc′ − f ′Tc
)
= ζ
(
f ′Tc′ − τ
′
τ
f ′Tc
)
+ ξ
(
f ′Te2 − τ
′
τ
f ′Te1 + τ
′
τ
gTc′ − g′Tc′
)
. (28)
Moreover, since e2 and c
′ are linearly independent, there exists a matrix Z ∈ M2(F) satisfying the
following equations:
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Ze2 = ηe1, (29)
Zc′ = ηc + ξ
(
e2 − τ
′
τ
e1
)
+ ζ
(
c′ − τ
′
τ
c
)
. (30)
The equations (23)–(25), (27) and (28) yield
f ′TZe2 =
(
ηfT + ξg′T − ξτ
′
τ
gT
)
e2,
g′TZe2 =
(
ηgT + ζg′T − ζ τ
′
τ
gT
)
e2,
g′TZc′ =
(
ηgT + ζg′T − ζ τ
′
τ
gT
)
c′,
f ′TZc′ =
(
ηfT + ξg′T − ξτ
′
τ
gT
)
c′.
Since the vectors e2 and c
′ are linearly independent, we obtain f ′TZ = ηfT + ξ
(
g′T − τ ′
τ
gT
)
and
g′TZ = ηgT + ζ
(
g′T − τ ′
τ
gT
)
. If ξ ′ = τ ′
τ
ξ , ζ ′ = τ ′
τ
ζ ,
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Z 0 0 0 0
0 Z 0 0 0
0 0 Z 0 0
0 0 0 0 ξe1
0 0 0 0 ζ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and Y =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ηI2 0 0 0 0
0 ηI2 0 0 0
0 0 ηI2 0 0
0 0 0 0 ξ ′e1
0 0 0 0 ζ ′
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
then the matrices A, B + λX and C + λY commute for each λ ∈ F. Moreover, for each λ = 0 the
triple (A, B + λX, C + λY) belongs to G(3, 9) by Lemma 5, by Corollary 21 of [15] or by Theorem
24, since either one of the matrices B + λX and C + λY has two distinct eigenvalues or they are
nilpotent and there exists μ ∈ F such that (B + λX + μA)3 = 0. Lemma 8 in all cases implies that
(A, B, C) ∈ G(3, 9).
(b) Assume that the vectors c and c′ are linearly dependent. If the vectors c + ηa and c′ + ηa′
are linearly independent for some η ∈ F, then let P =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I2 0 0 0 0
0 I2 0 0 0
0 0 I2 0 0
0 0 0 I2 −ηe1
0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. By (a) the triple
(A, P−1BP − τηA, P−1CP − τ ′ηA) belongs to G(3, 9), and Corollaries 3 and 7 imply that (A, B, C) ∈
G(3, 9). In the sequel we will therefore assume that for each η ∈ F the vectors c + ηa and c′ + ηa′
are linearly dependent. In particular, the vectors a and a′ are linearly dependent. Moreover, since
a = 0 and by Corollary 7 we can add any multiple of B to C, we can assume that a′ = 0. The lin-
ear dependence of c′ and c + ηa for each η ∈ F then implies that either c′ = 0 or the vectors
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a, c and c′ are collinear. However, since the matrix X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 −τ I2 0 0 a
0 0 −τ I2 0 0
0 0 0 0 0
0 0 e1g
T 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
commutes with A
and B, we can by Lemma 8 assume that c′ = 0. Therefore a, c′ and c are collinear, and since by
Corollary 7 we can add any multiple of C to B, we can assume that c = 0. By Corollary 3 we can
conjugate the matrices A, B and C by P =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Q 0 0 0 0
0 Q 0 0 0
0 0 Q 0 0
0 0 0 I2 0
0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where Q ∈ GL2(F) is any matrix satis-
fying Q−1a = e1, therefore we can assume that a = e1 and c′ = γ ′e1 for some γ ′ ∈ F. As we
proved, we can assume that γ ′ is nonzero. The commutativity relation of B and C is now equivalent
to
EE′ + e1f ′ = E′E + γ ′e1gT and E′e1 + τγ ′e1 = 0.
In particular, the second equation implies that E′ is upper triangular matrix.
Assume first that the matrix E is not upper triangular. There clearly exist Z ∈ M2(F), x ∈ F2 and
η ∈ F, not all of them zero, such that EZ + e1xT = ZE + ηe2fT and ηEe2 = Ze1. If η = 0, then
Z = ze2T for some z ∈ F2, therefore Eze2T + e1xT = ze2TE, and in particular e2TEze2T = e2Tze2TE.
Since E is not upper triangular, the last equation implies that z = 0 and then also x = 0, which is a
contradiction. Therefore η = 0. Since the matrix X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 Z 0 ηe2e1
T 0
0 0 Z ηe2e2
T 0
0 0 0 0 0
0 0 e1x
T 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
commutes with A and
with B, and since the vectors e1 and e2 are linearly independent, the triple (A, B, C + λX) belongs to
G(3, 9) for each λ = 0, and Lemma 8 implies that (A, B, C) ∈ G(3, 9).
On the other hand, if E is upper triangular matrix, then we define the matrix
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 e1e2
T 0 0 0
0 0 e1e2
T 0 0
0 0 0 0 0
0 0 e1(e2
TEe2 − e1TEe1)e2T 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Since X commutes with A and with B, we can by Lemma 8 assume that E′ is not diagonal matrix. There
clearly exist ξ, η, ζ, ξ ′, η′, ζ ′ ∈ F, not all of them zero, such that
ξ ′e1TEe2 = ξe1TE′e2, (31)
ξ ′e2TEe2e1T + ξe1TE′ + ηf ′T + ζg′T = ξe2TE′e2e1T + ξ ′e1TE + η′fT + ζ ′gT , (32)
η′Ee2 + ζ τ ′e2 = ηE′e2 + ξ ′e2 + ζ ′τe2. (33)
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If we define
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ξe2e1
T 0 ηe2e1
T ζe2
0 0 ξe2e1
T ηe2e2
T 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
Y =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ξ ′e2e1T 0 η′e2e1T ζ ′e2
0 0 ξ ′e2e1T η′e2e2T 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
then the matrices A, B + λX and C + λY commute for each λ ∈ F. If either η′ or ζ is nonzero or
ζ ′ = γ ′η, then the vectors λζe2 + μ(e1 + ληe2) and γ ′e1 + λζ ′e2 + μλη′e2 are linearly inde-
pendent for all pairs (μ, λ) from some open subset of F2. Therefore the triple (A, B + λX, C + λY)
belongs to G(3, 9) for all except finitely many scalars λ ∈ F, and Lemma 8 implies that (A, B, C) ∈
G(3, 9). However, if ζ = η′ = 0 and ζ ′ = γ ′η, then, since e1TE′e2 = 0, from (33) we obtain
η = ξ ′ = 0 and then from (31) we get also ξ = 0, which is a contradiction. This completes the proof
of Case 1.
Case 2: Assume that a = a′ = 0. If some linear combination of A, B and C has rank at least 6,
then it is 3-regular and the triple (A, B, C) belongs to G(3, 9) by Corollary 21 of [15]. In the sequel
we will therefore assume that rank (αA + βB + γ C) ≤ 5 for each α, β, γ ∈ F, and in particular
either σ = σ ′ = 0 or τ = τ ′ = 0. Moreover, by Corollary 4 we can assume that τ = τ ′ = 0.
Furthermore, by Corollary 7 we can exchange the matrices B and C or add any multiple of B to
C, therefore we can assume also that σ ′ = 0. Since the matrix X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 I2 0 0 0
0 0 I2 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
commutes
with B, by Lemma 8 we can assume that E′ is invertible matrix. Therefore we can define the ma-
trix
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I2 −E′−1b′f ′TE′−1 0 E′−1b′e1T 0
0 I2 −E′−1b′f ′TE′−1 E′−1b′e2T 0
0 0 I2 0 0
0 e1f
′TE′−1 e2f ′TE′−1 0 0
0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
which commuteswithA andwithC. Since it has distinct eigenvalues 0 and1, the triple (A, B, C)belongs
to G(3, 9) by Corollary 9, which completes the proof of the theorem. 
Now we are able to prove the first one of the two main results of this paper.
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Theorem 26. The variety C(3, 9) is irreducible.
Proof. As we showed in the introduction, it suffices to prove that each triple of commuting 9 × 9
matrices belongs to G(3, 9). Moreover, since the variety C(3, 8) is irreducible, by Lemma 5 it suffices
to consider only triples which generate vector spaces of nilpotent matrices. Furthermore, since the
variety C(2, 9) is irreducible, it suffices to consider only the triples of linearly independent matrices.
Let (A, B, C) ∈ C(3, 9) be such triple. By Corollary 7 we can assume that the rank of A is not smaller
than the rank of any linear combination of A, B and C. If rank A ≥ 6, then A is 3-regular matrix and the
triple (A, B, C) belongs to G(3, 9) by Corollary 21 of [15]. If rank A = 5, then the Jordan canonical form
of A has either at most two nonzero Jordan blocks, only one Jordan block of order more than two or
Jordan blocks of sizes 3, 3, 2 and 1. In the first case the triple (A, B, C) belongs to G(3, 9) by Corollary
21 of [15], in the second case by Theorem 24 or by Theorem 23 and in the last case by Theorem 25.
However, if rank A ≤ 4, then the Jordan canonical form of A has either more zero than nonzero Jordan
blocks or at most one Jordan block of order three. The triple (A, B, C) therefore belongs to G(3, 9) by
Theorem 16 of [14], by Corollary 5.2 of [6] or by Theorem 23. 
5. 4 + 3 + 2 + 1 case
After proving the irreducibility of C(3, 9) we turn to C(3, 10). To prove its irreducibility we have
to consider only the triples of commuting 10 × 10 matrices, which are either 4-regular and their
Jordan canonical forms have at most one nonzero Jordan block, or they are 5-regular and their Jordan
canonical forms have at least two Jordan blocks of order exceeding two. In this and the following three
sections we prove that such triples belong to the closure G(3, 10).
First we prove the following lemma which will be together with Lemma 1 used to assume open
conditions on the matrices of the triple we want to perturb.
Lemma 27. Let U1, U2, . . . , Um be open subsets of a variety V such that their closures are irreducible
varieties. Then U1 ∪ U2 ∪ · · · ∪ Um = Ui for each i = 1, 2, . . . ,m. Moreover, if for any point x ∈ V there
exists y ∈ V such that the line L = {x + λy; λ ∈ F} intersects the union U1 ∪ U2 ∪ · · · ∪ Um, then the
variety V is irreducible.
Proof. For each i = 1, 2, . . . ,m the intersection U1 ∩ U2 ∩ · · · ∩ Um is an open subset of the variety
Ui which is irreducible, therefore U1 ∩ U2 ∩ · · · ∩ Um = Ui. In particular, all varieties Ui are equal, and
the first part of the lemma follows. For the second part of the lemma observe that the intersection
L ∩ (U1 ∪ U2 ∪ · · · ∪ Um) is an open subset of L, and since each line is irreducible, it follows that
L = L ∩ (U1 ∪ U2 ∪ · · · ∪ Um) ⊆ U1 ∪ U2 ∪ · · · ∪ Um. In particular, x ∈ U1 ∪ U2 ∪ · · · ∪ Um, and
since x ∈ V was arbitrary, it follows that V = U1 ∪ U2 ∪ · · · ∪ Um, which is an irreducible variety. 
Theorem 28. If (A, B, C) is any triple of commuting 10× 10matrices generating a 3-dimensional vector
space of nilpotent matrices such that the Jordan canonical form of A has Jordan blocks of sizes 4, 3, 2 and 1,
then the triple (A, B, C) belongs to G(3, 10).
Proof. By Corollary 3 we can assume that thematrix A is in the Jordan canonical form. To describe the
matrices B and C wewill use the polynomial notation defined in [11] (see also [15]). Since thematrices
B and C are nilpotent, they look like
B =
⎡⎢⎢⎢⎢⎢⎢⎣
ta(t) tb(t) t2c(t) dt3
e(t) tf (t) tg(t) ht2
i(t) j(t) kt lt
m n o 0
⎤⎥⎥⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎢⎢⎣
ta′(t) tb′(t) t2c′(t) d′t3
e′(t) tf ′(t) tg′(t) h′t2
i′(t) j′(t) k′t l′t
m′ n′ o′ 0
⎤⎥⎥⎥⎥⎥⎥⎦ ,
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where thefirst rowsof thematricesB andC belong toF[t]/t4, the secondones toF[t]/t3, the third ones
toF[t]/t2 and the last ones toF (i.e.a, a′, b, b′, e, e′ ∈ F[t]/t3, c, c′, f , f ′, g, g′, i, i′, j, j′ ∈ F[t]/t2 and
d, d′, h, h′, k, k′, l, l′,m,m′, n, n′, o, o′ ∈ F). In this proof the coefficient of an arbitrary polynomial p
at ti will be denoted by pi.
ByCorollary7 the triple (A, B, C)belongs toG(3, 10) if andonly if the triple (A, B−Aa(A), C−Aa′(A))
does, therefore we can assume that a(t) and a′(t) are the zero polynomials.
Assume that there is λ ∈ F such that (B + λA)4 = 0. Then there clearly exists λ ∈ F such that
(B + λA)4 = 0 and rank (B + λA) ≤ 6. The second condition implies that B + λA is 4-regular and
the first one implies that its Jordan canonical form has a Jordan block of order at least 5. Hence the
triple (A, B, C) belongs to G(3, 10) by Corollary 21 of [15] or by Theorem 24. In the sequel we will
therefore assume that (B + λA)4 = 0 for each λ ∈ F, and in particular, b0 = 0 or e0 = 0. Moreover,
since we can add any multiple of C to B, we can assume that either b0 = b′0 = 0 or e0 = e′0 = 0.
Furthermore, if P ∈ GLn(F) is any invertible matrix satisfying A = PATP−1, then the transformation
(B, C) → (PBTP−1, PCTP−1) exchanges b(t) with e(t) and b′(t) with e′(t), therefore by Corollary 4
we can assume that e0 = e′0 = 0. On the other hand, for b0 and b′0 we will consider two cases.
Case 1: Assume that b0 = 0 or b′0 = 0. By Corollary 7 we can assume that b0 = 0. Moreover,
since by Corollary 3 we can conjugate the matrices A, B and C by P =
⎡⎢⎢⎢⎢⎢⎢⎣
b(t) 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦, we can assume
that b(t) = 1. Furthermore, by Corollary 7 we can subtract b′(A)B from C, therefore we can assume
that b′(t) = 0. If there exists λ ∈ F such that rank (B + λA) ≥ 7, then the matrix B + λA is 3-
regular and the triple (A, B, C) belongs to G(3, 10) by Corollary 21 of [15]. Therefore we can assume
that rank (B + λA) ≤ 6 for each λ ∈ F, and in particular, that g0 = 0 or j0 = 0. Moreover, since by
Corollary 7 we can add any multiple of C to B, we can assume that either g0 = g′0 = 0 or j0 = j′0 = 0.
We will consider these two cases separately.
(1) Assume that g0 = 0 or g′0 = 0. By Corollary 7 we can add any multiple of C to B, therefore
we can assume that g0 = 0. The condition rank (B + λA) ≤ 6 for each λ ∈ F then implies that
i0 = j0 = 0. Moreover, by Corollary 7 we can assume also that i′0 = j′0 = 0. If l = 0 or l′ = 0, then
by Corollary 7 we can assume that l = 0. However, then dim(ker A ∩ ker B) = 1 and Theorem 3 of
[8] implies that dimF[A, B] = 10. Hence the algebra F[A, B] is self-centralizing by the equivalence
(1) ⇔ (3) of Theorem 1.1 of [10]. Since the matrix C commutes with A and B, therefore there exists
a polynomial in two variables p ∈ F[x, y], such that C = p(A, B). However, by Corollary 7 the triple
(A, B, C) belongs to G(3, 10) if and only if the triple (A, B, C − p(A, B)) does, therefore we can assume
that C = 0. If X ∈ M10(F) is any matrix with at least two distinct eigenvalues that commutes with A,
then it commutes alsowith C, and for each λ from some nonempty open subset ofF thematrix B+λX
has two distinct eigenvalues. Therefore Corollary 9 implies that (A, B, C) ∈ G(3, 10).
In the rest of this subcase we will assume that l = l′ = 0. Since g0 = 0, the matrix
P =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 tc(t) dt2
e(t)
t
+ (c0i1 + dm)t f (t) + (c0j1 + dn)t g(t) + (c0k + do)t ht
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
is invertible. By Corollaries 3 and 7 the triple (A, B, C) belongs to G(3, 10) if and only if the triple
(A, PBP−1, P(C + Ac′(A)(e(A)+ (c0i1 + dm)A2)(g(A)− Ac(A)f (A)+ (c0k+ do)A)−1 + Ac′(A)(f (A)+
(c0j1+dn)A)(g(A)−Ac(A)f (A)+(c0k+do)A)−1B)P−1) belongs toG(3, 10), thereforewe can assume
that c(t) = 0, d = 0, e(t) = 0, f (t) = 0, g(t) = 1 and h = 0. The commutativity relation of B and C
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is then equivalent to h′ = k′ = 0, i′(t) = j′(t) = 0 and
e′(t) = (c′0i1 + d′m)t2, f ′(t) = (c′0j1 + d′n)t, g′(t) = (c′0k + d′o)t.
Therefore the triple (A, B, C) belongs to some subvariety of C(3, 10) which is polynomially parame-
trized and therefore irreducible. By Lemma 1 we can assume any nonempty open condition on B and
C, and in particular we assume that o′ = 0. If we define
X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 −o′ 0 0
0 n′ 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 n′tc′(t) 0 0
o′ e
′(t)
t
n′g′(t) n′tc′(t) + o′g′(t) 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ ,
then thematrices A, B+λX and C +λY commute for each λ ∈ F, and since for each λ = 0 thematrix
B + λX has two distinct eigenvalues, Corollary 9 implies that the triple (A, B, C) belongs to G(3, 10).
(2) Assume that g0 = g′0 = 0. Since the rank of the matrix B + λX is at most 6 for each λ ∈ F, we
obtain l = 0 or o = 0. Moreover, by Corollary 7 we can assume that either l = l′ = 0 or o = o′ = 0.
We will consider these two cases separately.
(a) Assume that l = 0 or l′ = 0. Therefore o = o′ = 0 and by Corollary 7 we can assume that
l = 0. The matrix
P =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
1
2
(f (t) + c(t)j(t) + dnt) 1 −t(lc(t) + d( 1
2
f0 + 32 c0j0 − k)t) −dt2
0 0 l 0
0 0 1
2
f0 + 32 c0j0 − k 1
⎤⎥⎥⎥⎥⎥⎥⎦
is then invertible and by Corollaries 3 and 7 the triple (A, B, C) belongs to G(3, 10) if and only if the
triple (A, P−1BP − 1
2
A(f (A)+ c(A)j(A)+ dnA), P−1CP) belongs to G(3, 10). Therefore we can assume
that c(t) = 0, d = 0, f (t) = 0, k = 0 and l = 1. The commutativity relation of B and C is then
equivalent to the following equations:
e′(t) = tc′(t)i(t) + d′mt2, f ′(t) = c′(t)j(t) + d′nt, g′(t) = 0, h′ = c′0,
m′ = e1j′0 + i0k′ + ml′ − i0j0c′0, n′ = i′0 + j0k′ + nl′ − j20c′0
and
(e1j0 + hi0j0 +m)c′0 = g1i′0 + h(e1j′0 + i0k′ +ml′), (i0 + hj20 + n)c′0 = g1j′0 + h(i′0 + j0k′ + nl′).
Therefore the triple (A, B, C) belongs to some subvariety of C(3, 10)which is a closure of a polynomial
image of a product of some affine space and the variety
V =
{
(e1, i0, j0, c
′
0, i
′
0, j
′
0, g1, h,m, n, k
′, l′) ∈ F12;
(e1j0 + hi0j0 + m)c′0 = g1i′0 + h(e1j′0 + i0k′ + ml′),
(i0 + hj20 + n)c′0 = g1j′0 + h(i′0 + j0k′ + nl′)
}
.
First we will prove that the variety V is irreducible. If c′0 = 0, g1 = 0 or h = 0, then from the
last equation defining V we can express i0, j′0 or i′0 rationally in terms of the other variables, and in all
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three cases the remaining equation defining V is described by an irreducible polynomial. Proposition
14 then implies that the closures of the open sets
Uc′0 = {(e1, i0, j0, c′0, i′0, j′0, g1, h,m, n, k′, l′) ∈ V; c′0 = 0},
Ug1 = {(e1, i0, j0, c′0, i′0, j′0, g1, h,m, n, k′, l′) ∈ V; g1 = 0}
and
Uh = {(e1, i0, j0, c′0, i′0, j′0, g1, h,m, n, k′, l′) ∈ V; h = 0}
are irreducible. Moreover, for each (e1, i0, j0, c
′
0, i
′
0, j
′
0, g1, h,m, n, k
′, l′) ∈ V there exist ξ, η, ζ ∈ F,
not all of them zero, such that
(e1j0 + hi0j0 + m)ξ = i′0η + (e1j′0 + i0k′ + ml′)ζ, (i0 + hj20 + n)ξ = j′0η + (i′0 + j0k′ + nl′)ζ,
therefore the line L = {(e1, i0, j0, c′0 + λξ, i′0, j′0, g1 + λη, h+ λζ,m, n, k′, l′); λ ∈ F} intersects the
union Uc′0 ∪ Ug1 ∪ Uh, and Lemma 27 implies that the variety V is equal to Uc′0 ∪ Ug1 ∪ Uh and that it is
irreducible.
Since the variety V is irreducible, the triple (A, B, C) belongs to some irreducible subvariety of
C(3, 10), therefore by Lemma 1we can assume any nonempty open condition on B and C. In particular,
we assume that c′0 = 0 and c′0 = hl′. Moreover, since by Corollary 3 we can conjugate the matrices A,
B and C by the matrix P =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 c′(t) d′t
0 0 0 c′0
⎤⎥⎥⎥⎥⎥⎥⎦
−1
, we can assume that c′(t) = 1, d′ = 0 and hl′ = 1.
The commutativity relation of B and C is then equivalent to the following equations: e′(t) = ti(t),
f ′(t) = j(t), g′(t) = 0, h′ = 1,
m′ = e1j′0 + i0k′ + ml′ − i0j0, n′ = i′0 + j0k′ + nl′ − j20, (34)
g1i
′
0 + hm′ = e1j0 + m and g1j′0 + hn′ = i0 + n. (35)
There clearly exist polynomials p, q, r ∈ F[t]/t2, not all of them divisible by t, such that
i(t)q(t) = j(t)p(t), j′(t)p(t) + i(t)r(t) = 0 and j′(t)q(t) + j(t)r(t) = 0 in F[t]/t2.
If we define
ϕ = g1r0 + p0
1 − hl′ , ψ =
hr0 + q0
1 − hl′ ,
X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
p(t) q(t) 0 0
0 0 0 0
0 0 ϕ ψ
⎤⎥⎥⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 r(t) 0
0 0 l′ϕ l′ψ + r0
⎤⎥⎥⎥⎥⎥⎥⎦ ,
then by (34) and (35) the matrices A, B + λX and C + λY commute for each λ ∈ F. Moreover, for
λ = 0 either thematrix B+λX or C+λY has two distinct eigenvalues or there existsμ ∈ F such that
(B + λX + μA)4 = 0. In all cases the triple (A, B + λX, C + λY) belongs to G(3, 10) for each λ = 0,
and Lemma 8 implies that (A, B, C) ∈ G(3, 10).
(b) Assume that l = l′ = 0. Since (B + λA)4 = 0 for each λ ∈ F, the products hoi0 and hoj0 must
be zero. We will consider two cases.
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(i) Assume first that o = 0. Then either h = 0 or i0 = j0 = 0. If h = 0, then by Corollary 7
we can assume also that i′0 = j′0 = 0. Moreover, the commutativity relation of B and C implies that
e′1 = f ′0 = h′ = m′ = n′ = o′ = 0. There existϕ,ψ ∈ F, not both zero, such that c′0ϕ+d′ψ = 0, and
then the matrix X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 ϕt
0 0 0 ψ
⎤⎥⎥⎥⎥⎥⎥⎦ commutes with A and with C. Since for λ = 0 either the matrix
B + λX has two distinct eigenvalues or the triple (A, B + λX, C) satisfies (a), the triple (A, B + λX, C)
belongs to G(3, 10) for each λ = 0, and Lemma 8 implies that (A, B, C) ∈ G(3, 10).
In the sequel we will assume that h = 0, and since by Corollary 7 we can add any multiple of C to
B, we will assume also that h′ = 0. The matrix
P =
⎡⎢⎢⎢⎢⎢⎢⎣
o 0 0 0
p(t) o + ntc(t) −tc(t) (−do − c0(k − 12 f0 − 32 c0j0))t2
−m − 1
2
n(f (t) + c(t)j(t)) −n 1 (k − 1
2
f0 − 32 c0j0)t
0 0 0 o
⎤⎥⎥⎥⎥⎥⎥⎦ ,
where p(t) = 1
2
(o+2ntc(t))(f (t)+c(t)j(t))+(m− 1
2
kn)tc(t)− 1
2
g1nt is invertible and by Corollaries
3 and7 the triple (A, B, C)belongs toG(3, 10) if and only if the triple (A, P−1BP− 1
2
A(f (A)+c(A)j(A)+
n
o
(Ac(A)2j(A) + Ac(A)f (A) − kAc(A) − g1A)), P−1(C + no Ac′(A)B)P + mo A2c′(A) − n
2
2o2
(Ac(A)f (A) +
Ac2(A)j(A) − kAc(A) − g1A)A2c′(A)) does. Therefore we can assume that c(t) = 0, d = 0, f (t) = 0,
k = m = n = 0 and o = 1. The commutativity relation of B and C then implies that either c′0 = d′ =
k′ = o′ = 0 or i20 = e1j20. In the first case there exist ϕ,ψ, ϑ, χ, η ∈ F, not all of them zero, such that
f ′1ϕ = e′2η + i′1ψ + m′ϑ, j′1ψ + n′ϑ = 0, j′1ϕ = m′χ, j′1η = n′χ, m′η = n′ϕ
and then the matrix X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
ϕ η ψ t ϑ t2
0 0 0 χ t
0 0 0 η
⎤⎥⎥⎥⎥⎥⎥⎦ commutes with A and with C. For λ = 0 the triple
(A, B + λ, C) belongs to G(3, 10) by one of the previous cases, and Lemma 8 implies that (A, B, C) ∈
G(3, 10).
In the sequel we will assume that i20 = e1j20. If j0 = 0, then the commutativity relation of B and C
is equivalent to the following equations: e′(t) = ti(t)c′(t), f ′(t) = j(t)c′(t), g′1 = d′ = g1o′ − i0c
′
j0
,
i′0 = o′i0, j′0 = o′j0 and k′ = j0c′0 − i0o
′
j0
. In particular, the triple (A, B, C) belongs to a subvariety of
C(3, 10) which is rationally parametrized and therefore irreducible, and by Lemma 1 we can assume
that o′ = 0. If we define
X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
m′
j0
t n
′
j0
t − c′0n′
j0o
′ t2 c′0t2
0 0 0 o′t
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 c′0o′t2
0 0 0 o′2t
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ ,
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then the matrices A, B + λX and C + λY commute for each λ ∈ F. Since for λ = 0 there existsμ ∈ F
such that rank (B+ λX +μA) ≥ 7, the triple (A, B+ λX, C + λY) belongs to G(3, 10) for each λ = 0,
and (A, B, C) ∈ G(3, 10) by Lemma 8.
However, if j0 = 0, then also i0 = 0 and the commutativity relation of B and C is equivalent to
e′(t) = ti(t)c′(t), f ′(t) = j(t)c′(t), g′1 = d′ and i′0 = j′0 = 0. Again, the triple (A, B, C) belongs to some
subvariety of C(3, 10) which is polynomially parametrized and therefore irreducible, and by Lemma
1 we can again assume that o′ = 0. Then there exist ϕ,ψ, ϑ, χ, η ∈ F, not all of them zero, such that
(g1n
′ − c′0j1)ϕ + (g1o′ − d′)ϑ + m′ψ +
(
i′1c′0
o′
− n
′e1c′0
o′
− i1c′0
)
χ = 0,
c′0ϑ − n′ψ +
(
n′d′
o′
+ j1c′0 − g1n′ −
j′1c′0
o′
)
χ = 0,
c′0ϕ + o′ψ − c′0η +
(
g1o
′ + k
′c′0
o′
− d′
)
χ = 0,
j′1ϕ + k′ϑ − m′η + (n′e1 + o′i1 − i′1)χ = 0,
n′ϕ + o′ϑ − n′η +
(
k′n′
o′
+ o′j1 − j′1
)
χ = 0,
since multiplying the fifth equation by
c′0
o′ and the third one by − n
′
o′ and then adding them we obtain
the second one. We define
X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
ϕ 0 tp(t) ψ t2
ϑ n
′
o′ χ χ ηt
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
ϑ tc′(t) n′
o′ χ tc
′(t) χ tc′(t) c′0ηt2
q(t) r(t) o′χ o′ηt
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ ,
where we denoted p(t) = o′χc′(t)(o′2 − n′tc′(t))−1 (where (o′2 − n′tc′(t))−1 is the inverse of
o′2 − n′tc′(t) in F[t]/t2), q(t) = 1
o′2 (o
′2 − n′tc′(t))(n′ϕ + o′ϑ) and r(t) = n′
o′2 χ(o
′2 − n′tc′(t)). Then
thematrices A, B+λX and C+λY commute for each λ = 0 and the triple (A, B+λX, C+λY) belongs
to G(3, 10) by one of the previous cases. Lemma 8 then implies that (A, B, C) ∈ G(3, 10).
(ii) Assume that o = 0. Since by Corollary 7 we can add any multiple of C to B, we can assume also
that o′ = 0. If P =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
1
2
(f (t) + c(t)j(t) + dnt) 1 −tc(t) −dt2
0 0 1 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦, then by Corollaries 3 and 7 the triple
(A, B, C) belongs to G(3, 10) if and only if the triple (A, P−1BP − 1
2
A(f (A) + c(A)j(A) + dnA), P−1CP)
belongs to G(3, 10), therefore we can assume that c(t) = 0, d = 0 and f (t) = 0. The commutativity
relation of B and C then implies that e′(t) = tc′(t)i(t) + dmt2, f ′(t) = c′(t)j(t) + dnt, g′1 = c′0k and
h′ = 0.
Assume that there exist ϕ,ψ, ϑ, ϕ′, ψ ′, ϑ ′ ∈ F, such that ϑ and ϑ ′ are not both zero and the
following equations are satisfied:
g1ϕ
′ + m′ϕ = kc′0ψ + mc′0ϑ, g1ψ ′ + n′ϕ = c′0ψ + nc′0ϑ, (36)
j0c
′
0ψ + kϕ′ + m′ϑ = k′ψ + e1ψ ′ + mϑ ′, kψ ′ + n′ϑ = ϕ′ + nϑ ′. (37)
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Then we define
X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 ϕt2
ψ 0 0 ϑ t
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
ψ tc′(t) 0 0 c′0ϑ t2
ϕ′ ψ ′ 0 ϑ ′t
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ .
ThematricesA,B+λX andC+λY commute for eachλ ∈ F and forλ = 0 the triple (A, B+λX, C+λY)
belongs to G(3, 10) by (a). Lemma 8 then implies that (A, B, C) ∈ G(3, 10).
In the sequel we will assume that ϑ and ϑ ′ are zero for each solution (ϕ, ψ, ϑ, ϕ′, ψ ′, ϑ ′) ∈ F6
of the system of equations (36) and (37). Since the set of solutions of the above system is at least
2-dimensional vector space, the matrix
Z =
⎡⎢⎢⎢⎢⎢⎢⎣
m′ −kc′0 g1 0
n′ −c′0 0 g1
0 j0c
′
0 − k′ k −e1
0 0 1 −k
⎤⎥⎥⎥⎥⎥⎥⎦ (38)
has rank at most 2. If m′ = n′ = 0, then there exist ϕ,ψ ∈ F, not both of them zero, such that
c′0ϕ + d′ψ = 0, and the matrix X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 ϕt
0 0 0 ψ
⎤⎥⎥⎥⎥⎥⎥⎦ commutes with A and with C. For each λ = 0
either the matrix B + λX has two distinct eigenvalues or the triple (A, B + λX, C) belongs to G(3, 10)
by (a), and in both cases Lemma 8 implies that (A, B, C) ∈ G(3, 10).
However, if n′ = 0 or m′ = 0, then the condition rank Z ≤ 2 implies that k′ = j0c′0, e1 = k2, and
the commutativity relation of B and C is equivalent to i′0 = j′0k, (m′ −kn′)((i0+ j0k)c′0−g1j′0) = 0 and
eitherh = (i0+j0k)c′0−g1j′0
n′ orh = km′ ((i0+j0k)c′0−g1j′0). Ifm′ = kn′, thenh = 0and (i0+j0k)c′0 = g1j′0.
Since the last equation is defined by an irreducible polynomial, the triple (A, B, C) belongs to some
irreducible subvariety of C(3, 10) and by Lemma 1 we can assume any open condition on B and C. In
particular we can assume that c′0 = 0. Then the matrix Z has rank 3 and the triple (A, B, C) belongs to
G(3, 10), as proved above. However, ifm′ = kn′, then the triple (A, B, C) belongs to some subvariety of
C(3, 10) which is rationally parametrized and therefore irreducible, and by Lemma 1 we can assume
that j′0 = 0. Moreover, as in the previous paragraph there exist ϕ,ψ ∈ F, not both of them zero, such
that c′0ϕ + d′ψ = 0, and let X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 −n′ϕt j′0ϕt
0 0 −n′ψ j′0ψ
⎤⎥⎥⎥⎥⎥⎥⎦. Since m
′ = kn′ and i′0 = kj′0, the matrix X
commutes with A and with C, and for λ = 0 either the matrix B + λX has two distinct eigenvalues or
the triple (A, B+λX, C) satisfies (a). In both cases Lemma 8 implies that (A, B, C) belongs to G(3, 10),
which proves Case 1.
Case 2: Assume that b0 = b′0 = 0. Since rank (B + λA) ≤ 6 for each λ ∈ F, one of the constant
terms g0 and j0 has to be zero. Moreover, since by Corollary 7we can add anymultiple of C to B, we can
assume that either g0 = g′0 = 0 or j0 = j′0 = 0, and by Corollary 4 we can assume that j0 = j′0 = 0.
On the other hand, for g0 and g
′
0 we have two possibilities:
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(1) Assume first that g0 = 0 or g′0 = 0. By Corollary 7 we can assume that g0 = 0. Moreover, by
Corollary 3 we can conjugate thematrices A, B and C by P =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 g(t) 0 0
0 0 1 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦, therefore we can assume
that g(t) = 1. Furthermore, by Corollary 7 we can subtract g′(A)B from C, so we can assume also that
g′(t) = 0. If rank (B+λA)3 ≥ 2 for someλ ∈ F, then there exists λ ∈ F such that rank (B+λA)3 ≥ 2
and rank (B+ λA) ≥ 6. The second condition implies that the matrix B+ λA is 4-regular and the first
one that its Jordan canonical form has either a Jordan block of order more than 4 or at least two Jordan
blocks of order exceeding 3. The triple (A, B, C) then belongs to G(3, 10) by Corollary 21 of [15] or by
Theorem 24. In the sequel we will therefore assume that rank (B + λA)3 ≤ 1 for each λ ∈ F, and in
particular, that ln = lo = 0. Moreover, since by Corollary 7 we can add any multiple of C to B we can
assume that either l = l′ = 0 or n = n′ = o = o′ = 0.
(a) If l = 0 or l′ = 0, then n = n′ = o = o′ = 0 and by Corollary 7 we can assume that l = 0.
Moreover, the commutativity relation of B and C implies that c′0 = i′0 = j′1 = l′ = 0, k′ = f ′0, b′1 = c0f ′0
and (b1−c0f0)f ′0 = 0. If f ′0 = 0, then thematrixX =
⎡⎢⎢⎢⎢⎢⎢⎣
0 c′1t2 0 0
0 0 0 0
e′1 f ′0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ commuteswithA andwithC and
for each λ ∈ F there isμ ∈ F such that rank (B + λX + μA) ≥ 7. Therefore for each λ = 0 the triple
(A, B + λB, C) belongs to G(3, 10) and then Lemma 8 implies that (A, B, C) ∈ G(3, 10). However, if
f ′0 = 0, then there exist ϕ,ψ, ϑ ∈ F such that e′1ϕ = b′2ψ , e′1ϑ = f ′1ψ and thatψ and ϑ are not both
zero. The matrix X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ϕt2 0 0
ψ ϑ t 0 0
0 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
then commutes with A and with C. If e′1 = 0, then ψ = 0, and
let P ∈ GL10(F) be amatrix satisfying A = PATP−1. By Case 1 the triple (A, P(BT +λXT )P−1, PCTP−1)
belongs to G(3, 10), and Lemma 8 and Corollary 4 imply that (A, B, C) ∈ G(3, 10). However, if e′1 = 0,
then we can take ϑ nonzero and by Lemma 8 we can assume that f ′0 = 0. Then the triple (A, B, C)
again belongs to G(3, 10), as proved above.
(b) Assume that l = l′ = 0. If i0 = 0, then we define
ϕ = j1c0 + dn − b1ho − kb1, ψ = j1 − kf0 + hn − hof0 − c0i0,
p(t) = ψe(t) − f (t)i(t) and q(t) = b(t)
t
+ (c(t)p(t) − ϕe(t) − (b1h − df0)mt)i(t)−1
(where the inverse is computed in F[t]/t2), and the matrix
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ϕt2 t2q(t) (b1h − df0)t3
i(t) ψ t 0 0
p(t) b(t)i(t) (j1 − kf0)t 0
0 0 n − of0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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commutes with A and B. If P ∈ GL10(F) is a matrix satisfying A = PATP−1, then for λ = 0 the triple
(A, PBTP−1, P(CT +λXT )P−1) belongs toG(3, 10) by Case 1, and the triple (A, B, C) belongs toG(3, 10)
by Lemma 8 and Corollary 4.
In the sequel wewill assume that i0 = 0. Moreover, the condition i′0 = 0 follows from the commu-
tativity relation of B and C. If P =
⎡⎢⎢⎢⎢⎢⎢⎣
1 −tc(t) 0 0
0 1 0 0
e(t)
t
f (t) + e(t)
t
c(t) 1 ht
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦, then by Corollaries 3 and 7 the triple
(A, B, C) belongs to G(3, 10) if and only if the triple (A, PBP−1 + Ac(A)e(A), PCP−1 + Ac(A)e′(A) +
Ac′(A)e(A)) belongs toG(3, 10). Thereforewe can assume that c(t) = 0, e(t) = 0, f (t) = 0 and h = 0.
The commutativity relation of B and C is then equivalent to
i′1 = h′m, j′1 = h′n, k′ = f ′0 + h′o, b′1 = do′ − d′o − c′0k,
b1e
′
1 − c′0i1 − d′m + dm′ = 0 and b1f ′0 − c′0j1 − d′n + dn′ = 0. (39)
Let V be the variety of all (b1, e′1, c′0, f ′0, d, d′, i1, j1,m,m′, n, n′) ∈ F12 satisfying (39). Then the triple
(A, B, C) belongs to a subvariety of C(3, 10) parametrized by a product of some affine space and the
variety V .
First we will prove that the variety V is irreducible. If b1 = 0, d = 0 or d′ = 0 then from the
equations defining V we can rationally express e′1 and f ′0, m′ and n′ or m and n, respectively. The
closures of the sets
Ub1 = {(b1, e′1, c′0, f ′0, d, d′, i1, j1,m,m′, n, n′) ∈ V; b1 = 0},
Ud = {(b1, e′1, c′0, f ′0, d, d′, i1, j1,m,m′, n, n′) ∈ V; d = 0}
and
Ud′ = {(b1, e′1, c′0, f ′0, d, d′, i1, j1,m,m′, n, n′) ∈ V; d′ = 0}
are therefore rationally parametrized, hence they are irreducible. Moreover, for each (b1, e
′
1, c
′
0, f
′
0, d,
d′, i1, j1,m,m′, n, n′) ∈ V thereexistϕ,ψ, ϑ ∈ F, not all of themzero, such that e′1ϕ+m′ψ−mϑ = 0
and f ′0ϕ + n′ψ − nϑ = 0. Therefore the line
L = {(b1 + λϕ, e′1, c′0, f ′0, d + λψ, d′ + λϑ, i1, j1,m,m′, n, n′); λ ∈ F}
intersects the union Ub1 ∪Ud ∪Ud′ , and Lemma 27 implies that the variety V is equal to Ub1 ∪ Ud ∪ Ud′
and irreducible.
Since the variety V is irreducible, the triple (A, B, C) belongs to some irreducible subvariety of
C(3, 10), and by Lemma 1 we can assume any nonempty open condition on B and C. In particular, we
can assume that c′0 = 0. Moreover, since by Corollary 3 we can conjugate the matrices A, B and C by
P =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 c′(t) 0 0
0 0 c′(t) 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦, we can assume that c
′(t) = 1. From the equation (39) we can now express
i1 and j1 as polynomials in the other terms, therefore the triple (A, B, C) belongs to a subvariety of
C(3, 10) which is polynomially parametrized and therefore irreducible. By Lemma 1 we can assume
any nonempty open condition on B and C, therefore we assume that o′ = 0, do′2 − d′oo′ − h′o2 = 0
and o′(do′ − d′o)2 + (d′o − do′)(h′o2 + ko′ + n′) + h′o(ko + n) = 0. Denote the last expression by
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ϕ, let ϕ′ = b1(do′2 − d′oo′ − h′o2) + d(n′o − no′) and let (ψ ′, ϑ ′) ∈ F2 be any nontrivial solution
of the equation
(b1e
′
1(h
′o2 + d′oo′ − do′2) + b1h′(o′m − om′) + de′1(no′ − n′o)
+(d′m − dm′)(do′2 − d′oo′ − ko′ − n′) + h′m(doo′ − d′o2 − ko − n))ϑ ′
= (b1f ′0(h′o2 + d′oo′ − do′2) + (b1h′ + df ′0)(no′ − n′o)
+(d′n − dn′)(do′2 − d′oo′ − ko′ − n′) + h′n(doo′ − d′o2 − ko − n))ψ ′.
We define also ψ = ψ ′ϕ′
ϕ
, ϑ = ϑ ′ϕ′
ϕ
, η′ = h′oo′ϑ+(d′oo′+h′o2)ϑ ′
h′o2+d′oo′−do′2 , η = oo′ (η′ − ϑ ′),
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
ψ ϑ 0 0
ψ ′ b(t)
t
− ψ b′(t)
t
ϑ ′ b(t)
t
− ϑ b′(t)
t
0 (dη′ − d′η)t
0 0 0 η
⎤⎥⎥⎥⎥⎥⎥⎥⎦
and
Y =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
ψ ′ ϑ ′ 0 0
ψ f ′(t) − ϑ e′(t)
t
ψ ′b(t) − ψb′(t) ϑ ′ − ψ t (h′η − h′ϑ)t
0 0 0 η′
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
Then the matrices A, B + λX and C + λY commute for each λ ∈ F. If ϑ ′ = 0, then for λ = 0 the
matrix C + λY has two distinct eigenvalues and the triple (A, B, C) belongs to G(3, 10) by Corollary 9.
On the other hand, if ϑ ′ = 0, thenψ ′ = 0 and if P ∈ GL10(F) is a matrix satisfying A = PATP−1, then
for λ = 0 the triple (A, P(BT + λXT )P−1, P(CT + λYT )P−1) satisfies Case 1 and therefore belongs to
G(3, 10). However, then Lemma 8 together with Corollary 4 implies that (A, B, C) ∈ G(3, 10), which
proves this subcase.
(2) Assume that g0 = g′0 = 0. Since rank (αA + βB + γ C) ≤ 6 for all α, β, γ ∈ F, it follows that
l = l′ = 0 or o = o′ = 0. Moreover, by Corollary 4 we can assume that o = o′ = 0, while for l and l′
we will consider two cases.
(a) If l = 0 or l′ = 0, then by Corollary 7 we can assume that l = 0. Moreover, we can assume also
that l′ = 0, since by Corollary 7 we can add any multiple of B to C. Moreover, if P =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 dt2 0
0 l ht 0
0 0 l 0
0 −j1 −k 1
⎤⎥⎥⎥⎥⎥⎥⎦,
then by Corollaries 3 and 7 the triple (A, B, C) belongs to G(3, 10) if and only if the triple (A, P−1BP +
d
l
A2i(A), P−1CP + d
l
A2i′(A)) does, therefore we can assume that j(t) = 0, d = h = k = 0 and l = 1.
The commutativity relation of B and C then implies that c′0 = m′ = 0.
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If c0 = 0, then the commutativity relation of B and C implies also that i′0 = k′ = m′ = 0.
Moreover, we can assume that c(t) = 1, since by Corollary 3 we can conjugate the matrices A, B and
C by P =
⎡⎢⎢⎢⎢⎢⎢⎣
c(t) 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦. There exist ϕ,ψ ∈ F, not both of them zero, such that g
′
1ϕ + h′ψ = 0. Let
X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 ϕ 0
0 0 ψ 0
⎤⎥⎥⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 (c′1ϕ + d′ψ)t 0
(i0c
′
0 − i′1)ϕ + i0d′ψ −j′1ϕ 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ .
Then the matrices A, B + λX and C + λY commute for each λ ∈ F, and for λ = 0 either the matrix
B + λX has two distinct eigenvalues or there exists μ ∈ F such that rank (B + λX + μA) ≥ 7.
Therefore the triple (A, B + λX, C + λY) belongs to G(3, 10) for each λ = 0, and Lemma 8 implies
that (A, B, C) ∈ G(3, 10).
Assume now that c0 = 0. If n = 0, then the matrix X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 c1t
3
0 0 0 g1t
2
m n 0 0
e1n f0n 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ commutes with A
and with B, and for each λ = 0 the triple (A, B, C + λX) belongs to G(3, 10) by the subcase (1) and
Corollary 4. Lemma 8 then implies that (A, B, C) ∈ G(3, 10).
In the sequel we will assume that n = 0. The commutativity relation of B and C is then equivalent
to the following equations:
m′ = i0k′, b1f ′0 = b′1f0, b1e′1 + c1i′0 = b′1e1 + c′1i0 + d′m and f0e′1 + g1i′0 = f ′0e1 + g′1i0 + h′m,
and the triple (A, B, C) belongs to a subvariety of C(3, 10) parametrized by the product of some affine
space and the variety
V = {(b1, b′1, e1, e′1, f0, f ′0, i0, i′0, c1, c′1, d′, g1, g′1, h′,m) ∈ F15;
b1f
′
0 = b′1f0, b1e′1 + c1i′0 = b′1e1 + c′1i0 + d′m, f0e′1 + g1i′0 = f ′0e1 + g′1i0 + h′m}.
If f ′0 = 0, b′1 = 0, e′1 = 0 or i′0 = 0 then from two of the equations defining V we can rationally in
terms of the other variables express b1 and e1, f0 and e1, b1 and f0 or g1 and c1, respectively, and in all
cases the remaining equation defining V is defined by an irreducible polynomial. Proposition 14 then
implies that the closures of the sets
Uf ′0 = {(b1, b′1, e1, e′1, f0, f ′0, i0, i′0, c1, c′1, d′, g1, g′1, h′,m) ∈ V; f ′0 = 0},
Ub′1 = {(b1, b′1, e1, e′1, f0, f ′0, i0, i′0, c1, c′1, d′, g1, g′1, h′,m) ∈ V; b′1 = 0},
Ue′1 = {(b1, b′1, e1, e′1, f0, f ′0, i0, i′0, c1, c′1, d′, g1, g′1, h′,m) ∈ V; e′1 = 0}
and
Ui′0 = {(b1, b′1, e1, e′1, f0, f ′0, i0, i′0, c1, c′1, d′, g1, g′1, h′,m) ∈ V; i′0 = 0}
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are irreducible. Moreover, for arbitrary (b1, b
′
1, e1, e
′
1, f0, f
′
0, i0, i
′
0, c1, c
′
1, d
′, g1, g′1, h′,m) ∈ V there
exist ϕ,ψ, ϑ, χ ∈ F, not all of them zero, such that b1ϕ = f0ψ , b1ϑ + c1χ = e1ψ and f0ϑ + g1χ =
e1ϕ, and the line
L = {(b1, b′1 + λψ, e1, e′1 + λϑ, f0, f ′0 + λϕ, i0, i′0 + λχ, c1, c′1, d′, g1, g′1, h′,m); λ ∈ F}
intersects the union Uf ′0 ∪ Ub′1 ∪ Ue′1 ∪ Ui′0 . Lemma 27 then implies that the variety V is equal to
Uf ′0 ∪ Ub′1 ∪ Ue′1 ∪ Ui′0 and irreducible.
Since V is irreducible, by Lemma 1 we can assume that f ′0 = 0. By Corollaries 7 and 3 we can
subtract
f0
f ′0
C from B and then again change the basis of F10 to obtain j(t) = 0 and d = h = k = 0,
therefore we can assume that f0 = 0. Moreover, the commutativity relation of B and C implies that
b1 is also zero. Since f
′
0 = 0, we can from the last equation defining V express e1 and the remain-
ing equation is defined by an irreducible polynomial, therefore by Proposition 14 the triple (A, B, C)
belongs to some irreducible subvariety of C(3, 10). Lemma 1 then implies that we can assume any
nonempty open condition on B and C, and in particular, we will assume that e1 = 0. Then the matrix
X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 b2t
2 0 0
e1 f1t 0 0
0 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ commutes with A and with B, and if P ∈ GL10(F) is a matrix satisfying
A = PATP−1, then for λ = 0 the triple (A, PBTP−1, P(CT + λXT )P−1) belongs to G(3, 10) by Case
1. However, then Lemma 8 together with Corollary 4 implies that (A, B, C) ∈ G(3, 10).
(b) However, if l = l′ = 0, then the commutativity relation of B and C implies that h′n = hn′, i.e.
the vectors (h, n) and (h′, n′) are linearly dependent. Since by Corollary 7 we can add any multiple
of C to B or exchange the matrices B and C, we can assume that h = n = 0. If c0 or i0 is nonzero,
then by Corollary 4 we can assume that c0 = 0. Then we define X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 −dϕt −dψ t
0 0 c0ϕ c0ψ
⎤⎥⎥⎥⎥⎥⎥⎦ where
(ϕ, ψ) ∈ F2 is some nontrivial solution of the equation i0ϕ +mψ = 0. The matrix X commutes with
A and with B, and for λ = 0 either the matrix C + λX has two distinct eigenvalues or for a matrix
P ∈ GL10(F) satisfying A = PATP−1 the triple (A, PBTP−1, P(CT + λXT )P−1) satisfies the subcase (a).
Therefore the triple (A, B, C + λX) belongs to G(3, 10) for each λ = 0 by Corollary 4, and Lemma 8
implies that (A, B, C) ∈ G(3, 10).
However, if c0 = i0 = 0, then the matrix X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 t2 0 0
0 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ commutes with C, therefore we can
by Lemma 8 assume that at least one of the polynomials b(t), e(t), tf (t), g(t), j(t) and kt is nonzero,
and let tr (where r ∈ {1, 2}) be the highest power of t dividing all of them. Then the matrix X =⎡⎢⎢⎢⎢⎢⎢⎣
0 t
b(t)
tr
c1t
2 0
e(t)
tr
tf (t)
tr
g1t 0
i1 j1 k 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ commuteswith A andwith B and for eachλ = 0 the triple (A, B, C+λX) belongs
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to G(3, 10) by previous cases. Lemma 8 then implies that (A, B, C) ∈ G(3, 10), which completes the
proof of the theorem. 
6. 3 + 3 + 3 + 1 case
Theorem 29. If (A, B, C) is any triple of commuting 10× 10matrices generating a 3-dimensional vector
space of nilpotent matrices such that the Jordan canonical form of A has three Jordan blocks of orders 3 and
one zero Jordan block, then the triple (A, B, C) belongs to G(3, 10).
Proof. By Corollary 3 we can assume that the matrix A looks like A =
⎡⎢⎢⎢⎢⎢⎢⎣
0 I3 0 0
0 0 I3 0
0 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦, where the first
three rows and columns are of dimension 3 and the last ones are of dimension 1. Since the matrices B
and C are nilpotent and they commute with A, they look like
B =
⎡⎢⎢⎢⎢⎢⎢⎣
D E F a
0 D E 0
0 0 D 0
0 0 bT 0
⎤⎥⎥⎥⎥⎥⎥⎦ and C =
⎡⎢⎢⎢⎢⎢⎢⎣
D′ E′ F ′ a′
0 D′ E′ 0
0 0 D′ 0
0 0 b′T 0
⎤⎥⎥⎥⎥⎥⎥⎦
for some D,D′, E, E′, F, F ′ ∈ M3(F) and some a, a′, b, b′ ∈ F3. If D = 0 or D′ = 0, then we can
assume that D = 0, since by Corollary 7 we can add any multiple of C to B. However, if D = 0, then
(B + λA)3 = 0 for all scalars λ from some open subset of F. On the other hand, since the rank of A is
6, the rank of B + λA is at least 6 for all scalars λ from some open subset of F. Therefore there exists
λ ∈ F such that rank (B + λA) ≥ 6 and (B + λA)3 = 0. The first condition implies that B + λA is
4-regular matrix and the second one that its Jordan canonical form has some Jordan block of order at
least 4. Therefore the triple (A, B, C) belongs to G(3, 10) by Corollary 21 of [15], by Theorem 24 or by
Theorem 28.
In the rest of the proof we will assume that D = D′ = 0. Then the commutativity relation of B and
C is equivalent to
EE′ + ab′T = E′E + a′bT .
Let Z ∈ M3(F) be any 1-regular matrix commuting with E′ and let X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 Z 0 0
0 0 Z 0
0 0 0 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦. Since the matrix
X commutes with A and C, by Lemma 8 it suffices to prove that (A, B + λX, C) ∈ G(3, 10) for each λ
from some open subset of F. Hence we can assume that E is 1-regular matrix.
We will first prove that in two special cases the triple (A, B, C) can be perturbed by generic triples.
Case 1: If there existα, β ∈ F such that E2a = αa+βEa and bTE2 = αbT +βbTE, then thematrix
X =
⎡⎢⎢⎢⎢⎢⎢⎣
αI3 + βE − E2 βF − EF − FE 0 0
0 αI3 + βE − E2 βF − EF − FE 0
0 0 αI3 + βE − E2 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦
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commuteswithA and B. Since E is 1-regularmatrix, thematrixαI3+βE−E2 is nonzero,which implies
that for each nonzero scalar λ either the matrix C + λX has two distinct eigenvalues or it is nilpotent
and there exists μ ∈ F such that (C + λX + μA)3 = 0. In the first case triple (A, B, C + λX) belongs
to G(3, 10) for each λ = 0 by Lemma 5 and in the second case by Corollary 21 of [15], by Theorem 24
or by Theorem 28. In all cases Lemma 8 then implies that (A, B, C) ∈ G(3, 10).
Case 2: If there exist α, β, γ ∈ F such that a′ = −αa − βEa − γ E2a and b′T = −αbT − βbTE
− γ bTE2, then let Z = αI3 + βE + γ E2,W = βF + γ EF + γ FE,
X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦ and Y =
⎡⎢⎢⎢⎢⎢⎢⎣
Z W 0 0
0 Z W 0
0 0 Z 0
0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ .
The matrices A, B + λX and C + λY commute for each λ ∈ F and since for λ = 0 the matrix B + λX
has distinct eigenvalues 0 and λ, the triple (A, B, C) belongs to G(3, 10) by Corollary 9.
Now we will prove that one of the above cases always occurs. Assume first that the vectors a, Ea
and E2a are linearly independent. Then there exist α, β, γ ∈ F such that a′ = −αa − βEa − γ E2a.
Since
Tr (Ei+1E′ − EiE′E) = Tr (EE′Ei − E′Ei+1) = Tr (EiE′E − Ei+1E′),
the trace of the matrix Ei(EE′ − E′E) is zero for each i = 0, 1, 2, and the commutativity relation
EE′ + ab′T = E′E + a′bT implies that
0 = Tr (Ei(a′bT − ab′T )) = bTEia′ − b′TEia = −bTEi(αa + βEa + γ E2a) − b′TEia
= −(b′T + αbT + βbTE + γ bTE2)Eia
for each i = 0, 1, 2. Since the vectors a, Ea and E2a are linearly independent, it follows that b′T =
−αbT − βbTE − γ bTE2 and the triple (A, B, C) satisfies Case 2 and thus it belongs to G(3, 10). The
same argument would show also, that if the vectors bT , bTE and bTE2 are linearly independent, then
the triple (A, B, C) belongs to G(3, 10) by Case 2.
In the sequel we can therefore assume that the vectors a, Ea and E2a are linearly dependent and
that the vectors bT , bTE and bTE2 are also linearly dependent. Since the matrix X =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 a′
0 0 0 0
0 0 0 0
0 0 b′T 0
⎤⎥⎥⎥⎥⎥⎥⎦
commuteswith A and C, by Lemma 8 it suffices to prove that (A, B+λX, C) ∈ G(3, 10) for eachλ = 0.
If there exists λ ∈ F such that the vectors a+λa′, E(a+λa′) and E2(a+λa′) are linearly independent
or bT +λb′T , (bT +λb′T )E and (bT +λb′T )E2 are linearly independent, then the triple (A, B+λX, C)
belongs to G(3, 10). Moreover, since linear dependence is an open condition, in this case the triple
(A, B + λX, C) belongs to G(3, 10) for each λ from some open subset of F, and Lemma 8 implies that
(A, B, C) ∈ G(3, 10). In the sequel we will therefore assume that a+ λa′, E(a+ λa′) and E2(a+ λa′)
are linearly dependent and that bT + λb′T , (bT + λb′T )E and (bT + λb′T )E2 are linearly dependent
for each λ ∈ F.
ByCorollary3wecanconjugate thematricesA,B andC byanymatrixof the formP =
⎡⎢⎢⎢⎢⎢⎢⎣
Q 0 0 0
0 Q 0 0
0 0 Q 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦,
where Q ∈ GL3(F) is any invertible matrix, therefore we can assume that thematrix E is in the Jordan
446 K. Šivic / Linear Algebra and its Applications 437 (2012) 393–460
canonical form. Since it is 1-regular andbyCorollary7wecanmultiplyBwithanynonzero constant and
add anymultiple of A to it, we have the following possibilities: either E =
⎡⎢⎢⎢⎣
0 1 0
0 0 1
0 0 0
⎤⎥⎥⎥⎦ or E =
⎡⎢⎢⎢⎣
0 1 0
0 0 0
0 0 1
⎤⎥⎥⎥⎦
or E is diagonal with pairwise distinct diagonal elements. We will consider these cases separately.
(1) If E =
⎡⎢⎢⎢⎣
0 1 0
0 0 1
0 0 0
⎤⎥⎥⎥⎦, then it follows from linear dependences of a, Ea and E2a and of bT , bTE and
bTE2 that e3
Ta = 0 and bTe1 = 0. These equalities are equivalent to E2a = 0 and bTE2 = 0, so the
triple (A, B, C) belongs to G(3, 10) by Case 1.
(2) If E =
⎡⎢⎢⎢⎣
0 1 0
0 0 0
0 0 1
⎤⎥⎥⎥⎦, then the linear dependences of a, Ea and E2a and of bT , bTE and bTE2 imply
that either e2
Ta = 0 or e3Ta = 0 and either bTe1 = 0 or bTe3 = 0. Equivalently, either E2a = Ea
or E2a = 0 and either bTE2 = bTE or bTE2 = 0. If E2a = 0 and bTE2 = 0 or if E2a = Ea and
bTE2 = bTE, then (A, B, C) ∈ G(3, 10) by Case 1, so we can assume that either E2a = 0 = Ea and
bTE2 = bTE = 0 or E2a = Ea = 0 and bTE2 = 0 = bTE, and by Corollary 4 we can assume that
E2a = 0 = Ea and bTE2 = bTE = 0. As we proved, we can then assume also that E2a′ = 0 and
b′TE2 = b′TE. Since E2a = 0 andbTE2 = 0, there existα, β, γ ∈ F such that a′ = −αa−βEa−γ E2a
and (b′T +αbT +βbTE + γ bTE2)e3 = 0. Furthermore, as before the commutativity relation of B and
C implies that
0 = Tr (Ei(ab′T − a′bT )) = b′TEia − bTEia′ = b′TEia + bTEi(αa + βEa + γ E2a)
= (b′T + αbT + βbTE + γ bTE2)Eia
for i = 0, 1. Since the vectors a, Ea and e3 are linearly independent, it follows that b′T = −αbT −
βbTE − γ bTE2 and the triple (A, B, C) belongs to G(3, 10) by Case 2.
(3)AssumenowthatE is diagonalmatrixwithpairwisedistinct diagonal elements. Since thevectors
a, Ea and E2a are linearly dependent, it follows that ei
Ta = 0 for some i ∈ {1, 2, 3}, and the same
argument shows that bTej = 0 for some j ∈ {1, 2, 3}. If eiTa = 0 and bTei = 0 for some i ∈ {1, 2, 3},
then there are α, β ∈ F such that E2a = αa + βEa and bTE2 = αbT + βbTE, and the triple (A, B, C)
belongs to G(3, 10) by Case 1. Therefore we can assume that for each i ∈ {1, 2, 3} at least one of the
components ei
Ta and bTei is nonzero. In particular, at least one of the vectors a and b has at least two
nonzero components. Using Corollary 4we can assume that ei
Ta = 0 for i = 1, 2, e3Ta = 0, bTe1 = 0
and bTe3 = 0. We can also assume that e3Ta′ = 0 and b′Te1 = 0. The equality b′Ta = bTa′, which
follows from the commutativity relation of B and C, is then equivalent to e2
Tab′Te2 = e2Ta′bTe2. This
equation implies that the equalities δa′ +αa+βEa+γ E2a = 0 and δb′T +αbT +βbTE+γ bTE2 = 0
are described by three homogeneous linear equations and therefore they have a nontrivial solution,
i.e. there existα, β, γ, δ ∈ F, not all of them zero, such that the above equations are satisfied. If δ = 0,
then the triple (A, B, C) satisfies Case 1, and otherwise it satisfies Case 2. As in both cases the triple
(A, B, C) belongs to G(3, 10), the theorem is proved. 
7. 3 + 3 + 2 + 2 case
Theorem 30. If (A, B, C) is any triple of commuting 10× 10matrices generating a 3-dimensional vector
space of nilpotent matrices such that the Jordan canonical form of A has two Jordan blocks of order 3 and
two Jordan blocks of order 2, then the triple (A, B, C) belongs to G(3, 10).
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Proof. By Corollary 3 we can assume that A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 I2 0 0 0
0 0 I2 0 0
0 0 0 0 0
0 0 0 0 I2
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, where all rows and columns are of
dimension 2. Since the matrices B and C commute with A, they look like
B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B1 B2 B3 B4 B5
0 B1 B2 0 B4
0 0 B1 0 0
0 B6 B7 B8 B9
0 0 B6 0 B8
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and C =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C1 C2 C3 C4 C5
0 C1 C2 0 C4
0 0 C1 0 0
0 C6 C7 C8 C9
0 0 C6 0 C8
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
for some B1, . . . , B9, C1, . . . , C9 ∈ M2(F).
If one of the matrices B1 and C1 is nonzero, then we can assume that B1 = 0, since by Corollary 7
we can exchange the matrices B and C. However, if B1 = 0, then (B + λA)3 = 0 for all scalars λ from
some open subset of F. On the other hand, since the rank of A is 6, the rank of B + λA is at least 6 for
all scalars λ from some open subset of F. Therefore there exists λ ∈ F such that (B + λA)3 = 0 and
rank (B + λA) ≥ 6. The second condition implies that B + λA is 4-regular and the first one implies
that the Jordan canonical form of B + λA has a Jordan block of order more than 3. Therefore the triple
(A, B, C) belongs to G(3, 10) by Corollary 21 of [15], by Theorem 24 or by Theorem 28. In the sequel
we will therefore assume that B1 = C1 = 0.
Similarly, if B8 or C8 is nonzero, then by Corollary 7 we can assume that B8 = 0 and then there
exists λ ∈ F such that rank (B + λA)2 > 2 and rank (B + λA) ≥ 6. The second relation implies that
B + λA is 4-regular and the first one that its Jordan canonical form has either Jordan block of order at
least 5 or at least two Jordan blocks which have orders at least 4 and at least 3 or at least three Jordan
blocks of order 3. Therefore the triple (A, B, C) belongs to G(3, 10) by Corollary 21 of [15], by Theorem
24, by Theorem 28 or by Theorem 29. We will therefore assume also that B8 = C8 = 0.
We also proved that we can assume that rank (B + λA)2 ≤ 2 and that (B + λA)3 = 0 for each
λ ∈ F. Since
(B + λA)2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 B4B6 λ
2I + 2λB2 + B22 + B4B7 + B5B6 0 2λB4 + B2B4 + B4B9
0 0 B4B6 0 0
0 0 0 0 0
0 0 2λB6 + B6B2 + B9B6 0 B6B4
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
(B + λA)3 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 3λB4B6 + B2B4B6 + B4B6B2 + B4B9B6 0 B4B6B4
0 0 0 0 0
0 0 0 0 0
0 0 B6B4B6 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
448 K. Šivic / Linear Algebra and its Applications 437 (2012) 393–460
we can assume that B4B6 = 0 and B6B4 = 0. Moreover, since by Corollary 7 we can add any multiple
of B to C, we can assume that (μB4 + νC4)(μB6 + νC6) = 0 and (μB6 + νC6)(μB4 + νC4) = 0 for
each μ, ν ∈ F. We will consider two cases.
Case 1: Assume that there exist μ, ν ∈ F such that μB4 + νC4 = 0 and μB6 + νC4 = 0. Clearly
μ and ν are not both zero, therefore by Corollary 7 we can assume that μ = 1 and ν = 0, i.e.
B4 = 0 and B6 = 0. Thematrices B4 and B6 then cannot be invertible. By Corollary 3 we can conjugate
the matrices A, B and C by any matrix of the form P =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Q 0 0 0 0
0 Q 0 0 0
0 0 Q 0 0
0 0 0 R 0
0 0 0 0 R
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, where Q , R ∈ GL2(F) are
arbitrary invertible matrices, therefore we can assume that B4 = J2. Since B4B6 = B6B4 = 0, B6 is
some multiple of J2. Moreover, using Corollary 7 again, we can assume that B6 = J2. The equalities
(μB4 + νC4)(μB6 + νC6) = 0 and (μB6 + νC6)(μB4 + νC4) = 0must be satisfied for eachμ, ν ∈ F,
which implies that B4C6 + C4B6 = 0 and B6C4 + C6B4 = 0. On the other hand, the commutativity
relation of B and C implies that B4C6 = C4B6 and B6C4 = C6B4, so B4C6 = C4B6 = B6C4 = C6B4 = 0,
and therefore C4 and C6 are multiples of J2. Since (B + λA)3 = 0 for each λ ∈ F, it follows that
B4B9B6 = 0, therefore B9 is upper triangular. The condition rank (B+λA)2 ≤ 2 for each λ ∈ F is then
equivalent to
det
⎡⎣ λ2I + 2λB2 + B22 + B4B7 + B5B6 (2λJ2 + B2J2 + J2B9)e2
e1
T (2λJ2 + J2B2 + B9J2) 0
⎤⎦ = 0
for each λ ∈ F. Considering the coefficient at λ3 we obtain that B2 is also upper triangular. There
clearly exist ξ, η, ζ ∈ F, not all of them zero, such that
ξe1
TB2e1 + ζ = ξe2TB2e2 + η
and
ξe2
TB5e1 + ηe1T (B9 − B2)e1 = ξe2TB7e1 + ζe2T (B9 − B2)e2.
Since B2 is upper triangular, the first equation implies that ξB2J2 + ζ J2 = ξ J2B2 + ηJ2. More-
over, the second equation implies that by Lemma 12 there exists X3 ∈ M2(F) such that e2TX3 =
ξe2
TB5+ηe1T (B9−B2e1e1T ) andX3e1 = ξB7e1+ζ(B9−e2e2TB2)e2. Since B2 and B9 are upper trian-
gular, these twoequations areequivalent toηB2e1e1
T+J2X3 = ξ J2B5+ηe1e1TB9 andξB7J2+ζB9e2e2T= ζe2e2TB2 + X3J2. There also exist matrices X1, X2 ∈ M2(F) such that ξB3J2 + J2X2 + ζB5e2e2T
= ξ J2B3 + ηe1e1TB7 + X1J2, and then the matrix X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ξ J2 0 0 ηe1e1
T X1
0 ξ J2 0 0 ηe1e1
T
0 0 ξ J2 0 0
0 ζe2e2
T X2 0 X3
0 0 ζe2e2
T 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
commuteswithB. Since for eachλ = 0 thereexistμ, ν ∈ F such that either (B+μ(C+λX)+νA)3 = 0
or rank (B+μ(C +λX)+ νA)2 > 2, the triple (A, B, C +λX) belongs to G(3, 10) for each λ = 0, and
Lemma 8 implies that (A, B, C) ∈ G(3, 10).
Case 2: Assume that either B4 = C4 = 0 or B6 = C6 = 0. Then by Corollary 4 we can assume that
B6 = C6 = 0. The commutativity relation of B and C is then equivalent to the following two equations:
B2C2 + B4C7 = C2B2 + C4B7 and B2C4 + B4C9 = C2B4 + C4B9.
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If the matrices B4 and C4 are linearly dependent, then by Corollary 7 we can assume that B4 = 0.
If C4 is invertible, then let Z ∈ M2(F) be any non-scalar matrix that commutes with C2 and let
W = C−14 ZC4. On the other hand, if C4 is singular, then let Z be the zero 2× 2 matrix andW ∈ M2(F)
any non-scalar matrix satisfying C4W = 0. In both cases the matrix X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 Z 0 0 0
0 0 Z 0 0
0 0 0 0 0
0 0 0 0 W
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
commutes
with A and with C, therefore by Lemma 8 we can assume that B9 is not a scalar matrix. However, we
can assume that its trace is zero, since by Corollary 7 we can add any multiple of A to B. Clearly the
matrix X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B2 B3 0 B5 0
0 B2 B3 0 B5
0 0 B2 0 0
0 B7 0 B9 0
0 0 B7 0 B9
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
commutes with B. Moreover, since B9 is of trace zero and not a scalar
matrix, for each λ = 0 either the matrix C + λX has two distinct eigenvalues or it is nilpotent and
rank (C + λX +μA)2 > 2 for someμ ∈ F. In both cases the triple (A, B, C + λX) belongs to G(3, 10)
for each λ = 0, and Lemma 8 implies that (A, B, C) ∈ G(3, 10).
In the rest of the proof we will assume that the matrices B4 and C4 are linearly independent. We
will consider two subcases.
(1) Assume first that some linear combination of B4 and C4 is invertible. By Corollary 7 we can
assume that B4 is invertible. Moreover, since by Corollary 3 we can conjugate the matrices A, B and C
by anymatrix of the form P =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Q 0 0 0 0
0 Q 0 0 0
0 0 Q 0 0
0 0 0 R 0
0 0 0 0 R
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where Q and R are arbitrary invertible 2× 2matrices,
we can assume that B4 = I2 and at the same time the matrix C4 is in the Jordan canonical form. The
commutativity relation of B and C is then equivalent to
C7 = C2B2 − B2C2 + C4B7 and C9 = C2 − B2C4 + C4B9.
Since by Corollary 7 we can add any multiple of B to C, we can assume that C4 is singular. Since B4
and C4 are linearly independent, it follows that either C4 = e1e1T or C4 = e1e2T . In the first case we
define γ = 1 and in the second one γ = 0. Note that then C24 = γ C4. The triple (A, B, C) belongs
to the union of two subvarieties of C(3, 10) which are polynomially parametrized by B2, C2, B3, C3,
B5, C5, B7 and B9 and therefore irreducible. One of these irreducible components corresponds to the
case C4 = e1e1T and the other to the case C4 = e1e2T . In both cases we can by Lemma 1 assume any
nonempty open condition on B and C. In particular, since C4 is nonzero matrix, we can assume that
the commutators [C4, B9 + B2] and [C4, B9C4 − C2 + γ B2] are linearly independent matrices. Hence
they span the image of the adjoint map ad (C4). By an easy computation we verify that the matrix
W = γ [C2, B2]+ [B2C4, C2]+ [B2, C2C4] is upper triangular with trace zero if C4 = e1e2T and thatW
has zero diagonal entries if C4 = e1e1T , so in both cases it belongs to the image of ad (C4). Therefore
there exist α, β ∈ F such that
W + [C4, C4B7 − B9C2] = −α[C4, B9 + B2] − β[C4, B9C4 + γ B2 − C2].
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We define also
Z = B5C2C4 − C3C4 − C5C2 + (C5 − B5C4)(αI + βC4)
and
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
γ I2 − C4 0 0 0 0
0 γ I2 − C4 0 0 0
0 0 γ I2 − C4 0 0
0 αI2 + βC4 − C2 −C3 0 −C5
0 0 αI2 + βC4 − C2 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
Y =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 (αI2 + βC4 − C2)C4 Z 0 −γ C5
0 0 (αI2 + βC4 − C2)C4 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Then the matrices B + λX and C + λY commute for each λ ∈ F and for λ = 0 either the matrix
B + λX has two distinct eigenvalues or it is nilpotent and (B + λX + μA)3 = 0 for some μ ∈ F. In
both cases the triple (A, B + λX, C + λY) belongs to G(3, 10) for each λ = 0, and Lemma 8 implies
that (A, B, C) ∈ G(3, 10).
(2) Assume that each linear combination of B4 and C4 is singularmatrix. In particular, B4 is singular,
and similarly as in (1), using Corollary 3, we can assume that B4 = e1e1T . Since each linear combi-
nation of B4 and C4 is singular, it follows that e2
TC4 = 0 or C4e2 = 0. Moreover, since by Corollary
7 we can add any multiple of B to C, we can assume that e1
TC4e1 = 0. Since B4 and C4 are linearly
independent, it follows that either C4 = e1e2T or C4 = e2e1T .
(a) If C4 = e1e2T , then the equality B2C4 + B4C9 = C2B4 + C4B9 implies that B2 and C2 are upper
triangular matrices. There clearly exist η ∈ F and x, y ∈ F2, not all of them zero, such that
e2
TB5y = ηe2TC3e1 + e2TC5x, e1Ty + ηe2TC2e2 = ηe1TC2e1 + e2Tx
and
B9y + xe2TC2e2 = ηC7e1 + C9x + ye2TB2e2.
We define zT = η(e1TC3e1 − e2TC3e2)e2T + e2TC5xe1T + e1T (C5x − B5y)e2T ,
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
ηe1e2
T 0 0 0 0
0 ηe1e2
T 0 0 0
0 0 ηe1e2
T 0 0
0 xe2
T (C5x + ηC3e1)e1T 0 0
0 0 xe2
T 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
Y =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 ye2
T e1z
T 0 −ηe1e2TC5
0 0 ye2
T 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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Since B2 and C2 are upper triangular, the matrices B + λX and C + λY commute for each λ ∈ F.
Moreover, for λ = 0 the triple (A, B + λX, C + λY) belongs to G(3, 10), since either it satisfies Case
1 or (B + λX + μA)3 = 0 for some μ ∈ F. Therefore the triple (A, B, C) belongs to G(3, 10) by
Lemma 8.
(b) However, if C4 = e2e1T , then the equality B2C4 + B4C9 = C2B4 + C4B9 implies that B9 and C9
are lower triangular. Similarly as in the previous case there exist x, y ∈ F2, not both of them zero, such
that
e2
TB9e2y
T + xTC2 = e2TC9e2xT + yTB2 and xTe2 = yTe1.
We define
zT = e2T (B5e2yT − C5e2xT ), wT = e1T (C5e2xT − B5e2yT ),
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 e2x
T e1z
T 0 0
0 0 e2x
T 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and Y =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 e2y
T e1w
T 0 0
0 0 e2y
T 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Since B9 and C9 are lower triangular, the matrices B + λX and C + λY commute for each λ ∈ F.
Moreover, for λ = 0 the triple (A, B + λX, C + λY) belongs to G(3, 10), since it satisfies Case 1. By
Lemma 8 then the triple (A, B, C) belongs to G(3, 10), and the theorem is proved. 
8. 3 + 3 + 2 + 1 + 1 case
Theorem 31. If (A, B, C) is any triple of commuting 10 × 10 matrices generating a 3-dimensional
vector space of nilpotent matrices such that the Jordan canonical form of A has two Jordan blocks of
order 3, one Jordan block of order 2 and two zero Jordan blocks, then the triple (A, B, C) belongs to
G(3, 10).
Proof. By Corollary 3 we can assume that A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 I2 0 0 0
0 0 I2 0 0
0 0 0 0 0
0 0 0 J2 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, where all rows and columns are of
dimension 2. The matrices B and C then look like
B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
D E F ae1
T + be2T G
0 D E ae2
T 0
0 0 D 0 0
0 e1c
T e2c
T + e1dT ρJ2 e1fT
0 0 H ge2
T K
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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and
C =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
D′ E′ F ′ a′e1T + b′e2T G′
0 D′ E′ a′e2T 0
0 0 D′ 0 0
0 e1c
′T e2c′T + e1d′T ρ′J2 e1f ′T
0 0 H′ g′e2T K ′
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
for some2×2matricesD,D′, E, E′, F , F ′,G,G′,H,H′,K andK ′, some vectors a, a′, b, b′, c, c′, d, d′, f, f ′,
g, g′ ∈ F2 and some ρ, ρ′ ∈ F. However, since by Corollary 7 the triple (A, B, C) belongs to G(3, 10)
if and only if the triple (A, B − ρA, C − ρ′A) does, we can assume that ρ = ρ′ = 0.
If some linear combinationofA,B andC has rankat least 6, then thismatrix is 4-regular, therefore the
triple (A, B, C) belongs to G(3, 10) by Corollary 21 of [15], by Theorem 24, by Theorem 28, by Theorem
29 or by Theorem 30. Thereforewewill assume that each linear combination of thematrices A, B and C
has rank at most 5. In particular, we can assume that K = K ′ = 0. Similarly, if there exist α, β, γ ∈ F
such that (αA + βB + γ C)3 = 0, then there exist α, β, γ ∈ F such that (αA + βB + γ C)3 = 0 and
rank (αA+βB+γ C) = 5. The second condition implies that thematrixαA+βB+γ C is 5-regular and
the first one that its Jordan canonical form has at least one Jordan block of order exceeding 3. Therefore
the triple (A, B, C) belongs to G(3, 10) by Theorem 16 of [14] or by Theorem 24. In the sequel we will
therefore assume also that (αA + βB + γ C)3 = 0 for each α, β, γ ∈ F, and in particular, we can
assume that D = D′ = 0. Moreover, since
(B + λA)3 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 3λacT + EacT + acTE + afTH + GgcT a(cTa + fTg)e2T 0
0 0 0 0 0
0 0 0 0 0
0 0 e1(c
Ta + fTg)cT 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
for each λ ∈ F, we can assume that acT = 0. Moreover, since by Corollary 7 we can add any multiple
of C to B, we can assume that either a = a′ = 0 or c = c′ = 0, and by Corollary 4 we can assume that
c = c′ = 0. On the other hand, for a and a′ we will consider two cases.
Case 1: If a = 0 or a′ = 0, then in view of Corollary 7 we can assume that a = 0. The condition
(B+λA)3 = 0 for each λ ∈ F then implies that fTH = 0 and fTg = 0.Wewill consider two subcases.
(1) Assume first that f = 0. By Corollary 3 we can conjugate the matrices A, B and C by any
matrix of the form P =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Q 0 0 0 0
0 Q 0 0 0
0 0 Q 0 0
0 0 0 I2 0
0 0 0 0 R
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, where Q and R are arbitrary invertible 2 × 2 matrices,
therefore we can assume that a = f = e1, and then e1TH = 0 and e1Tg = 0. A short calcu-
lation shows that there exist η, ζ ∈ F such that EGe2 − Ge2e2TEe2 = ηEe1 − ζe1. The matrix
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ηE 0 Ge2e1
T 0
0 0 ηE Ge2e2
T 0
0 0 0 0 0
0 0 0 ζ J2 0
0 0 e2d
T −e2e2TEe2e2T e2e1T
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
then commutes with A and with B, and for λ = 0 there
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existsμ ∈ F such that rank (C+λX+μA) ≥ 6. Therefore the triple (A, B, C+λX) belongs toG(3, 10)
for each λ = 0 and Lemma 8 implies that (A, B, C) ∈ G(3, 10).
(2) In the rest of the proof of Case 1 let f be the zero vector. Since by Corollary 7 we can add any
multiple of C to B, we can assume that f ′ is also zero. There clearly exist vectors x, y ∈ F2, not both of
them zero, such that Gy = G′x. If we define the matrices
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 xe2
T 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and Y =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 ye2
T 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
then thematrices A, B+λX and C+λY commute for eachλ ∈ F, therefore by Lemma8we can assume
that at least one of the vectors g and g′ is nonzero, and by Lemma 7 we can assume that g = 0.
If H = ghT for some h ∈ F2, then there exists x ∈ F2\{0} such that xTg = 0 and xTH = 0. There
also exist η ∈ {0, 1} and y ∈ F2\{0} such that ηa+Gy = 0. Then thematrix X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 ηe1x
T
0 0 0 0 yxT
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
commutes with A and B. Moreover, for λ = 0 either the matrix C + λX has two distinct eigenvalues
or it is nilpotent and there exists μ ∈ F such that rank (C + λX + μA) ≥ 6. Therefore the triple
(A, B, C + λX) belongs to G(3, 10) for each λ = 0, and Lemma 8 implies that (A, B, C) ∈ G(3, 10).
In the sequel we will assume that H = ghT for any h ∈ F2. Therefore there exists x ∈ F2 such that
the matrix H + gxT is invertible. If P =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I2 0 0 0 0
0 I2 0 0 0
0 0 I2 0 0
0 e1x
T e2x
T I2 0
0 0 0 0 I2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, then by Corollaries 3 and 7 the triple
(A, B, C) belongs to G(3, 10) if and only if the triple (A, P−1BP + (xTa)A, P−1CP + (xTa′)A) belongs
to G(3, 10), therefore we can assume that H is invertible matrix. Moreover, there exists an invertible
matrix Z ∈ M2(F) that maps g′ − H′H−1g to ηa for some η ∈ {0, 1}. If we define the matrices
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 Z
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and Y =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ηI2 0 0 ZH
′H−1
0 0 ηI2 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
then the matrices A, B+ λX and C + λY commute for each λ ∈ F, so by Lemma 8 we can assume that
G is also invertible. Furthermore, if x ∈ F2 is any vector linearly independent of a, then the matrix
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X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 xe1
T 0
0 0 0 xe2
T 0
0 0 0 0 0
0 0 0 0 0
0 0 G−1xdT −G−1Exe2T 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
commutes with A and B, therefore by Lemma 8 we can assume
that a and a′ are linearly independent vectors.
If there exist x ∈ F2 and η ∈ F, not both of them zero, such that ηE + axT = 0, then the
matrices ηE+axT and ηE′ +a′xT commute. Moreover, in this case η cannot be zero, since a is nonzero
vector. Otherwise let V = {(ηE + axT , ηE′ + a′xT ); η ∈ F, x ∈ F2}. This variety is a vector space,
therefore it is irreducible. Moreover, since by the assumption there exist no pair (η, x) = (0, 0) such
that ηE + axT = 0, V is 3-dimensional. Since the variety V intersects C(2, 2) (at least in (0, 0))
and since C(2, 2) is 6-dimensional irreducible subvariety of M2(F)
2, Theorem 6 in Chapter I, §6.2
of [13] implies that dim(V ∩ C(2, 2)) ≥ dim V + dim C(2, 2) − 8 = 1. In particular, again there
exist η ∈ F and x ∈ F2, not both of them zero, such that the matrices ηE + axT and ηE′ + a′xT
commute. Again, η cannot be zero, since if η = 0, then axTa′xT = a′xTaxT , which is not possible
for x = 0, as the vectors a and a′ are linearly independent. However, since η = 0, we can define the
matrix P =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I2 0 0 0 0
0 I2 0 0 0
0 0 I2 0 0
0 1
η
e1x
T 1
η
e2x
T I2 0
0 0 0 0 I2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. By Corollaries 3 and 7 the triple (A, B, C) belongs to G(3, 10)
if and only the triple (A, P−1BP + 1
η
(xTa)A, P−1CP + 1
η
(xTa′)A) belongs to G(3, 10), therefore we can
assume that thematrices E and E′ commute. Therefore thematrices E, E′ and I2 are linearly dependent.
Moreover, since by Corollary 7 we can exchange the matrices B and C or add anymultiple of C to B, we
can assume that E = νI2 for some ν ∈ F. Furthermore, by Corollary 3 we can conjugate the matrices
A, B and C by any matrix of the form P =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Q 0 0 0 0
0 Q 0 0 0
0 0 Q 0 0
0 0 0 I2 0
0 0 0 0 I2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where Q is an arbitrary invertible 2 × 2
matrix, therefore we can assume that a = e1 and a′ = e2.
However, we cannot assume anymore that g or g′ is nonzero, that H is not of the formH = ghT for
some h ∈ F2 or that G or H is invertible, since the matrices G and H and the vectors g and g′ change
after the transformations of the matrices B and C in the previous paragraph. On the other hand, the
commutativity relation of the matrices B and C is equivalent to the following equations:
e1d
′T + GH′ = e2dT + G′H, (40)
νe2 + Gg′ = E′e1 + G′g, (41)
and from the above equations the vectors d and d′ and the entries of the first column of E′ can be
polynomially expressed in terms of G, G′, H, H′, g, g′ and ν . Therefore the triple (A, B, C) belongs to
some subvariety of C(3, 10) which is polynomially parametrized and therefore irreducible, and by
Lemma 1 we can assume any open condition on B and C. In particular, we will assume that G, H and
H′ are invertible matrices.
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LetQ ∈ M2(F)be thematrix satisfyingQe1 = b andQe2 = b′, and letP =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I2 Q 0 0 0
0 I2 Q 0 0
0 0 I2 0 0
0 0 0 I2 0
0 0 −G−1F 0 I2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
By Corollary 3 we can conjugate the matrices A, B and C by P, therefore we can assume that F = 0 and
b = b′ = 0. The commutativity relation of B and C is still equivalent to the equations (40) and (41),
and again the triple(A, B, C) belongs to some irreducible subvariety of C(3, 10).
There exist uniquely determined η0 ∈ F, z0 ∈ F2 and γ0 ∈ F such that e1d′T + GH′ = γ0I2 +
η0e2e1
T + z0e2T . Moreover, η0, z0 and γ0 are polynomials in d′, G andH′. For any η ∈ F and z ∈ F2 let
Z′(η, z) = ηe2e1T + ze2T (in particular, Z′(η0, z0) = e1d′T + GH′ − γ0I2). Since the triple (A, B, C)
belongs to some irreducible subvariety of C(3, 10), by Lemma 1 we can assume any nonempty open
condition on B and C, and in particular, we can assume that the matrix e1d
′T + GH′ is not upper
triangular and therefore η0 = 0.Moreover, by Lemma 1we can assume also that dTH−1H′ = d′T , that
H′e1 and He2 are linearly independent vectors, that η0H′ − HZ′(η0, z0) is invertible matrix and that
the matrices I2, Z
′(η0, z0), e1(dTH−1H′ − d′T )(η0H′ − HZ′(η0, z0))−1H and e1dT + GH are linearly
independent. Furthermore, since the matrix η0H
′ − HZ′(η0, z0) is invertible and invertibility is an
open condition, the matrix ηH′ −HZ′(η, z) is invertible for all pairs (η, z) from some nonempty open
subset U1 of F× F2. For each pair (η, z) ∈ U1 we define also V ′(η, z) = e1(dTH−1H′ − d′T )(ηH′ −
HZ′(η, z))−1H. Sinceηmust be nonzero for each pair (η, z) ∈ U1, thematrices I2, Z′(η, z) andV ′(η, z)
are linearly independent for all pairs (η, z) ∈ U1. Moreover, the matrices I2, Z′(η0, z0), V ′(η0, z0) and
e1d
T + GH are linearly independent, therefore the set U2 ⊆ U1 of all pairs (η, z) ∈ U1 such that
I2, Z
′(η, z), V ′(η, z) and e1dT + GH are linearly independent matrices is nonempty, and clearly it is
an open subset of F × F2. If (η, z) is any pair from U2, then there exist uniquely determined scalars
α(η, z), β(η, z), γ (η, z), δ(η, z) ∈ F, which are rational functions in η, z and the entries of B and C,
such that
e1d
′T + GH′ = γ (η, z)I2 + δ(η, z)Z′(η, z) + α(η, z)V ′(η, z) + β(η, z)(e1d + GH).
Let U3 be the set of all pairs (η, z) ∈ U2 such that H′ − β(η, z)H and ηH′ + α(η, z)H − HZ′(η, z)
are invertible matrices. Since invertibility is an open condition and (η0, z0) ∈ U3 (since α(η0, z0) =
β(η0, z0) = 0), it follows that U3 is nonempty open subset of F× F2.
Let
W = {(Z′,W,W ′, x, x′, η) ∈ M2(F)3 × (F2)2 × F;
xTW ′ = x′TW,WW ′ = W ′W, ηe2 = Z′e1, e1x′T + GW ′ + ηG′ = e2xT + G′W + Z′G,
dTZ′ + xTH′ = ηd′T + x′TH,HZ′ + WH′ = ηH′ + W ′H}
and for each pair (w,w′) ∈ (F2)2 let
Zw,w′ = {(Z′,W,W ′, x, x′, η) ∈ M2(F)3 × (F2)2 × F; xTw′ = x′Tw,Ww′ = W ′w}
and
Z ′w,w′ = {(Z′,W,W ′, x, x′, η) ∈ M2(F)3 × (F2)2 × F;Ww′ = W ′w}.
The variety Z ′w,w′ is a vector space, therefore it is irreducible variety and of dimension at least 15.
Furthermore, for each pair (η, z) ∈ U3 we define also
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W(η, z) = (ηH′ + α(η, z)H − HZ′(η, z))(H′ − β(η, z)H)−1
and
yT (η, z) = (ηd′T − dTZ′(η, z))(ηH′ − HZ′(η, z))−1,
and let
V = {(Z′(η, z),W(η, z), α(η, z)I2 + β(η, z)W(η, z),
yT (η, z)W(η, z), α(η, z)yT (η, z) + β(η, z)yT (η, z)W(η, z), η); (η, z) ∈ U3}.
The setsU3 andV are clearly birationally equivalent, therefore thevarietyV is irreducible byProposition
6 in Chapter 4, §5 of [1] and dim V = dim U3 = 3 by Corollary 7 in Chapter 9, §5 of [1].
We will first prove that V ⊆ W . Since the other equalities are clearly satisfied, we have to prove
only that
αe1y
T + βe1yTW + αG + βGW + ηG′ = e2yTW + G′W + Z′G, (42)
where for simplicity we wrote Z′ = Z′(η, z), W = W(η, z), yT = yT (η, z), α = α(η, z) and
β = β(η, z). We prove the above equality as follows. Setting the definitions ofW and y into the above
equality and then multiplying by H′ − βH from the right we obtain an equivalent equality
βη(e1d
′T + GH′ − G′H) + β(Z′GH − GHZ′ − e1dTZ′)
+α(GH′ − G′H + ηe1d′T (ηH′ − HZ′)−1H′ − e1dTZ′(ηH′ − HZ′)−1H′
−ηe2d′T (ηH′ − HZ′)−1H + e2dTZ′(ηH′ − HZ′)−1H)
= ηe2d′T − e2dTZ′ − G′HZ′ + Z′GH′.
Using the equalities ηe2 = Z′e1 and (40) we obtain the following equivalent equality:
β[Z′, e1dT + GH] + α(GH′ − G′H + ηe1d′T (ηH′ − HZ′)−1H′ − e1dTZ′(ηH′ − HZ′)−1H′
−Z′e1d′T (ηH′ − HZ′)−1H + e2dTZ′(ηH′ − HZ′)−1H) = [Z′, e1d′T + GH′].
Now, using ηe2 = Z′e1, the obvious equalities
Z′(ηH′ − HZ′)−1 = ηH−1H′(ηH′ − HZ′)−1 − H−1
and
η(ηH′ − HZ′)−1H′ = I2 + (ηH′ − HZ′)−1HZ′,
and the relation (40) we obtain that (42) is equivalent to
β[Z′, e1dT + GH] + α[Z′, e1(dTH−1H′ − d′T )(ηH′ − HZ′)−1H] = [Z′, e1d′T + GH′].
However, this equation is satisfied, since
e1d
′T + GH′ = γ I2 + δZ′ + αe1(dTH−1H′ − d′T )(ηH′ − HZ′)−1H + β(e1d + GH).
Therefore V ⊆ W .
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Now we define also
V ′ = {(Z′,W,W ′, x, x′, η,w,w′) ∈ V × (F2)2;Ww′ = W ′w}
and
V ′′ = {α(η, z)W(η, z)−1 + β(η, z)I2; (η, z) ∈ U3}.
Since all the matrices W(η, z) where (η, z) ∈ U3 are invertible, the set V ′′ is well-defined and the
condition Ww′ = W ′w in the definition of V ′ is equivalent to w′ = W−1W ′w. This implies that
V ′ is parametrized by all pairs (η, z) ∈ U3 and all vectors w ∈ F2, and it is therefore birationally
equivalent to U3 × F2. Therefore the variety V ′ is irreducible by Proposition 6 in Chapter 4, §5 of [1]
and dim V ′ = dim U3 + dimF2 = 5 by Corollary 7 in Chapter 9, §5 of [1]. Moreover, clearly the set
V ′′ is rationally parametrized by U3, and Proposition 6 in Chapter 4, §5 of [1] implies that V ′′ is also an
irreducible variety.
Let U ′ be the set of all scalars ζ ∈ F such that the vectors He2 −H′e1 and (H′ − ζH)e1 are linearly
independent and that there exists a pair (η, z) ∈ U3 such that β(η, z) = ζ and α(η, z) = 0. For each
ζ ∈ F we can define η(ζ ) = e2TG(H′ − ζH)e1, γ (ζ ) = (d′T − ζdT )e1 + e1TG(H′ − ζH)e1 and
z(ζ ) = e1T (d′T − ζdT )e2 + G(H′ − ζH)e2, and then the equality
e1d
′T + GH′ = γ (ζ )I2 + η(ζ )e2e1T + z(ζ )e2T + ζ(e1dT + GH)
is satisfied. If (η(ζ ), z(ζ )) ∈ U3, which is an open condition, then the above equality implies that
α(η(ζ ), z(ζ )) = 0 and β(η(ζ ), z(ζ )) = ζ . The set U ′ therefore contains the open subset U ′′ of
all scalars ζ ∈ F, satisfying (η(ζ ), z(ζ )) ∈ U3 such that He2 − H′e1 and (H′ − ζH)e1 are linearly
independent vectors. Moreover, U ′′ is nonempty, since it contains zero. By the definition the matrix
ζ I2 belongs to V ′′ for each ζ ∈ U ′′, so the variety V ′′ contains at least all scalar matrices. Wewill prove
that dim V ′′ ≥ 2. Assume the contrary. Then the variety V ′′ contains exactly all scalar matrices, since
it is irreducible. Let ζ ∈ U ′′ be arbitrary and let (η, z) ∈ U3 be any pair such that α(η, z)W(η, z)−1 +
β(η, z)I2 = ζ I2, or equivalently,
(β(η, z)ηH′ − β(η, z)HZ′(η, z) + α(η, z)H′)(ηH′ + α(η, z)H − HZ′(η, z))−1 = ζ I2.
After multiplying this equality by ηH′ + α(η, z)H − HZ′(η, z) we obtain
(ζ − β(η, z))HZ′(η, z) = η(ζ − β(η, z))H′ + α(η, z)(ζH − H′).
Now we multiply this equality by e1 and we obtain
η(ζ − β(η, z))(He2 − H′e1) = α(η, z)(ζH − H′)e1.
Since the vectors He2 − H′e1 and (ζH − H′)e1 are linearly independent, the scalars η(ζ − β(η, z))
and α(η, z) have to be zero. As (η, z) ∈ U3, η cannot be zero, so α(η, z) = 0 and β(η, z) = ζ . Now
it follows that
e1(d
′T − ζdT ) + G(H′ − ζH) = γ I2 + δηe2e1T + δze2T
for some γ, δ ∈ F, which implies that δη and δz are uniquely determined, i.e. the pair (η, z) is
determined up to scalar multiplication. However, it is clear that if (η, z) ∈ U3 is arbitrary, then
(λη, λz) ∈ U3 for each λ = 0. Therefore the set U4 = {(η, z) ∈ U3; η = 1} is an open subset
of {1} × F2 and the map ϕ : U4 → V ′′ defined by ϕ(1, z) = α(1, z)W(1, z)−1 + β(1, z)I2, is
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bijective when restricted to the preimage ϕ−1({ζ I2; ζ ∈ U ′′}). However, as shown above, the inverse
ϕ−1 : {ζ I2; ζ ∈ U ′′} → ϕ−1({ζ I2; ζ ∈ U ′′}) is also a rationalmap, so the varietiesF ∼= {ζ I2; ζ ∈ U ′′}
and ϕ−1({ζ I2; ζ ∈ U ′′}) are birationally equivalent, which implies that dimϕ−1({ζ I2; ζ ∈ U ′′}) =
dim{ζ I2; ζ ∈ U ′′} = 1. On the other hand, since the map ϕ is surjective and V ′′ = {ζ I2; ζ ∈ F}, the
inverse image ϕ−1({ζ I2; ζ ∈ U ′′}) is an open subset of U4 (see for example Exercise 12 in Chapter 5,
§5 of [1]) and therefore of dimension 2. We obtained a contradiction, which implies that dim V ′′ ≥ 2.
Assume that
dim{(w, (α(η, z)W(η, z)−1 + β(η, z)I2)w);w ∈ F2, (η, z) ∈ U3} ≤ 3.
Since the projection from the above set to the first vector is clearly surjective, Theorem 7 in Chapter I,
§6.3 of [13] implies that dim {Uw;U ∈ V ′′} ≤ 1 for eachw from someopen subset ofF2. However, this
variety is irreducible and it contains at least all multiples of w, since V ′′ contains all scalar matrices.
Therefore each vectorw from some open subset of F2 is an eigenvector of each matrix from V ′′. Since
dim V ′′ ≥ 2, this is not possible, therefore
dim{(w, (α(η, z)W(η, z)−1 + β(η, z)I2)w);w ∈ F2, (η, z) ∈ U3} ≥ 4.
The above set is the image of the projection π : V ′ → (F2)2 defined by
π(Z′,W,W ′, x, x′, η,w,w′) = (w,w′),
therefore this projection is a dominant map, and some open subset U of (F2)2 is contained in its
image. We know that the triple (A, B, C) belongs to (some open subset of) an irreducible subvariety
of C(3, 10), therefore by Lemma 1 we can assume any nonempty open condition on B and C, and in
particular we can assume that (g, g′) ∈ U . Therefore the pair (g, g′) is contained in the image of the
projection π and there exists (Z′,W,W ′, x, x′, η) ∈ V such thatWg′ = W ′g, and therefore
(Z′,W,W ′, x, x′, η) ∈ V ∩ Z ′g,g′ ⊆ W ∩ Z ′g,g′ .
Moreover, from (Z′,W,W ′, x, x′, η) ∈ V ∩ Z ′
g,g′ it follows also that
xTg′ − x′Tg = yT (η, z)W(η, z)g′ − (α(η, z)yT (η, z) + β(η, z)yT (η, z)W(η, z))g
= y(η, z)(Wg′ − W ′g) = 0,
i.e. (Z′,W,W ′, x, x′, η) ∈ Zg,g′ . Now we define
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ηI2 0 0 0 0
0 ηI2 0 0 0
0 0 ηI2 0 0
0 0 0 0 e1x
T
0 0 0 0 W
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and Y =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Z′ 0 0 0 0
0 Z′ 0 0 0
0 0 Z′ 0 0
0 0 0 0 e1x
′T
0 0 0 0 W ′
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Since (Z′,W,W ′, x, x′, η) ∈ W ∩ Zg,g′ , the matrices A, B+ λX and C + λY commute for each λ ∈ F.
Moreover, for λ = 0 either one of the matrices B + λX and C + λY has two distinct eigenvalues
or there exists μ ∈ F such that either rank (B + λX + μA) ≥ 6 or rank (C + λY + μA) ≥ 6 or
(B+λX+μA)3 = 0 or (C+λY +μA)3 = 0 or the triple (A, B+λX, C+λY) satisfies the subcase (1).
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In each of these cases the triple (A, B + λX, C + λY) belongs to G(3, 10) for each λ = 0, and Lemma
8 implies that (A, B, C) ∈ G(3, 10).
Case 2: Assume that a = a′ = 0. Since rank (B + λA) ≤ 5 for each λ ∈ F, one of the vectors f
and g must be zero. Moreover, since by Corollary 7 we can add any multiple of C to B, we can assume
that either f = f ′ = 0 or g = g′ = 0. There clearly exist x, y ∈ F2, not both of them zero, such that
Gy = G′x and fTy = f ′Tx. If we define
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 xe2
T 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and Y =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 ye2
T 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
then the matrices A, B+ λX and C + λY commute for each λ ∈ F, so by Lemma 8 we can assume that
g or g′ is nonzero. Similarly, there exist z,w ∈ F2, not both of them zero, such that zTH′ = wTH and
zTg′ = wTg, and we define
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 e1z
T
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and Y =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 e1w
T
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The matrices A, B + λX and C + λY then commute for each λ ∈ F, so by Lemma 8 we can assume
also that f or f ′ is nonzero. Therefore there exists some linear combination of A, B and C, which is of
rank at least 6, and the triple (A, B, C) belongs to G(3, 10) by Corollary 21 of [15], by Theorem 24, by
Theorem 28, by Theorem 29 or by Theorem 30. 
9. The irreducibility of C(3, 10)
Now we can prove the second one of our main theorems.
Theorem 32. The variety C(3, 10) is irreducible.
Proof. Like in the proof of Theorem 26 it suffices to prove that each triple of commuting 10 × 10
matrices belongs to G(3, 10), and we need to consider only triples which generate 3-dimensional
vector spaces of nilpotent matrices. Let (A, B, C) ∈ C(3, 10) be such triple. By Corollary 7 we can
assume that the rank of A is not smaller than the rank of any linear combination of A, B and C. If
rank A ≥ 7, then A is 3-regular matrix and the triple (A, B, C) belongs to G(3, 10) by Corollary 21
of [15]. If rank A = 6, then the Jordan canonical form of A has either at most two nonzero Jordan
blocks, only one Jordan block of ordermore than two or Jordan blocks of sizes 4 + 3 + 2 + 1, 3 + 3 + 3 + 1
or 3 + 3 + 2 + 2. In the first case the triple (A, B, C) belongs to G(3, 10) by Corollary 21 of [15], in the
second case by Theorem24 and in the remaining cases by one of the Theorems 28, 29 and 30. However,
if rank A ≤ 5, then the Jordan canonical form of A has either more zero than nonzero Jordan blocks or
at most one Jordan block of order exceeding two or Jordan blocks of sizes 3, 3, 2, 1 and 1. The triple
(A, B, C) in the first case belongs to G(3, 10) by Theorem 16 of [14], in the second case by Corollary 5.2
of [6], by Theorem 24 or by Theorem 23, and in the last case by Theorem 31. 
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Corollary 33. Each unital algebra generated by three commuting matrices of size n × n, where n ≤ 10,
has dimension at most n.
Proof. Let F[A, B, C] be the unital algebra generated by n × n commuting matrices A, B and C where
n ≤ 10. It is well-known (see e.g. the proof of Theorem 1 of [3]) that dimF[A, B, C] ≤ n is a closed
condition in the Zariski topology on F3n
2
, or equivalently, the set
Vn = {(A, B, C) ∈ C(3, n); dimF[A, B, C] ≤ n}
is a subvariety of C(3, n). However, this subvariety clearly contains the set G(3, n), which is dense in
C(3, n) for n ≤ 10, so Vn must be equal to C(3, n) for each n ≤ 10. 
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