1. The evidence. Besicovitch made important contributions to the theory of almost periodic functions and the measure theory of fractal sets. There is a connection between these two areas, in which the almost periodic functions are associated to zero-dimensional measures. Here is the evidence. An almost periodic function on R n is in essence a function F(x) that can be represented as a series 
(See [B2].) We can regard (1) as a Fourier transform formula F -(fdju)
A where ju is counting measure on the set of ay's and ƒ (a,) = Cy. There is a Parseval formula for almost periodic functions, where B r (y) denotes the ball of radius r about y, £2 denotes the volume of the unit ball and y is an arbitrary but fixed point in R n . The left side of (2) is the Bohr mean of |F| 2 . A well-known theorem of Wiener [W] gives a generalization of (2). Let v be any finite measure on R", and write
for the decomposition into discrete (ƒ dju as above) and continuous v c parts.
y dv c {y) be the Fourier transform of the measure v. Then Wiener's theorem says (2) continues to hold. This means that the Fourier transform v c of the continuous portion of the measure does not contribute to the Bohr mean of |F| 2 . We will interpret Wiener's theorem to mean that every finite measure is in some sense zerodimensional, but the discrete part is the significant zero-dimensional part.
At the other extreme, the «-dimensional theory is just the Plancherel formula, which we write is the Fourier transform of ƒ dji and ju is some sort of a-dimensional measure, for 0 < a < n. Now there is a well-known a-dimensional measure, called the Hausdorff measure (see Falconer [F] for an extremely readable exposition), which we denote ju a . Since ju a is not a-finite we will usually want to restrict it to a set E so that ju a \ E is a-finite. The first naive conjecture is that (6) should hold if t* = Va\E and ƒ € L 2 (dju). This would nicely generalize (2), (4), and (5), but it doesn't explain Wiener's theorem. Thus we look for a more general class of a-dimensional measures. We say that a Borel measure is locally uniformly a-dimensional if (7) li(Br(y)) < cr a for all r < 1 and all y.
This easily implies that ju is absolutely continuous with respect to pi a , but since ju, a is not cr-finite the Radon-Nikodym theorem does not apply. Instead we have the following substitute. THEOREM 1. ix -<p dfXa+iÂ 1 where jn' has the property jic a (A) < oo implies H'{A) = 0. This is the analogue of (3) when a -0, so a naive conjecture for the analogue of Wiener's theorem would say
A (for simplicity we take (p = XE, since we can absorb the q> into the ƒ ). Although the JLL' component becomes negligible in the limit, it will contribute something along the way, so we might also conjecture (9) sup-^/ \F(x)\ 2 dx<cf\f\ 2 dn. r >\ r n a J Br{y) J We will actually be able to establish this last conjecture for all locally uniformly a-dimensional measures; the other conjectures will have to be substantially modified. However, we should also note that the condition that ju be locally uniformly a-dimensional already represents a retreat from the greatest possible generality. For example, it is not true that {i a \ E necessarily satisfies this condition, even if ju(E) < oo and even if E satisfies other regularity conditions (see below). But there is a theorem of Besicovitch (see [F] ) that asserts that every Borel set G such that ju a (G) = +00 contains E such that 0 < fi a (E) < 00 and jLt a \ E is locally uniformly adimensional; thus there are many examples. When a = 0 the condition is just that ju(B\(x)) be uniformly bounded, so there are some almost periodic functions (whose frequencies have finite limit points) which do not fall into the scope of our results. On the other hand, (9) is not valid for all almost periodic functions.
3. The results. From now on we assume that jx is a locally uniformly a-dimensional measure and 0 < a < n.
THEOREM 2. There exists a constant c such that (9) holds for F = {fdju)
A and all f e L 2 (dju).
The proof is based on a maximal theorem. Define
0<K1
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THEOREM 3. The operator ƒ -• m a f is bounded on L p (dju) for 1 < p < 00 and satisfies a weak~L l (d/i) estimate.
The proof of Theorem 3 is almost a verbatim repeat of one of the proofs of the Hardy-Littlewood maximal theorem [G, pp. 39-43 ] using the Besicovitch covering lemma which is purely geometric and makes no reference to a measure. To prove Theorem 2 we observe that ƒ dpi is a tempered distribution so (ƒ dju)
A is well defined. It is technically easier to deal with Gaussian averages t (n-a)/2 f e -t\x\ 2 \F(x)\ 2 dx as t -• 0, and it is immediate that (9) and it is routine to estimate
L-a/2 ƒ e-\*-y\ 2 l At f{x)dii(x)\ < cm a f(y).
This yields (11) using Theorem 3.
Concerning the conjectures (6) and (8), we have to give up the hope of obtaining exact identities in most cases and settle for inequalities. First we look at upper bounds. THEOREM 4. There exist a constant c such that
lim sup-^ f \F(x)\ 2 dx < c f \f\ 2 d^i a r _oo r n <* J Br{y) J E ifju = ju a \ E + ii' is the decomposition in Theorem 1, and ƒ e L 2 (dju).
In order to describe lower bounds we need some more definitions. The upper and lower densities D a (fi,x) and D^(fi,x) are defined to be the respective limsup and liminf of (2r)~aju(B r (x)) as r -• 0. An a-dimensional set E is called regular if Z) a (// a |£, x) = D^(jii a \ Et x) -1 for //«-almost every x in E. Regular sets are very rare (in particular, they only occur if a is an integer), so we define a weaker notion of quasi-regular set by the condition Hai^E**) > c > 0 for n a -almost every x in E. For example, the usual Cantor set is quasi-regular, as are all self-similar fractals. When a is an integer and E is a C 1 manifold, these results are essentially contained in [AH] .
The proof of these theorems is again based on ( 12). As before we reduce the proof to the analogous statements for Gaussian averages. Theorem 2 shows that we may apply the dominated convergence theorem provided we can say something about the limiting behavior of (15) r° ' Da(f*'>y) = 0 for ju a -almost every y in R" (again using the Besicovitch covering lemma), the proof of Theorem 4 is essentially complete. The proof of Theorem 5 follows the same ideas, using now the hypotheses on the densities. It is clear that the regularity assumptions in Theorems 4 and 5 are really going to be needed, but the hypotheses that ju be locally uniformly a-dimensional seems less essential. It seems plausible that it can be relaxed. For example, when a = 0, Besicovitch [B2] shows how to associate an almost periodic function to any set of amplitudes satisfying X) \CJ\ 2 < oo and any set of frequencies, such that (2) holds. In the general case there is an immediate problem with the definition of the Fourier transform since ƒ dju need not be a tempered distribution. We do have the following result, when a = 0, strengthening Wiener's theorem but not containing Besicovitch's. These results show that the functions of the form (ƒ dfi) A have more or less predictable asymptotic behavior. An interesting open question is whether there is some intrinsic characterization of these functions akin to the characterization of almost periodic functions.
Complete proofs are given in [Str2] .
