Bratteli-Vershik models for partial actions of $\mathbb{Z}$ by Giordano, Thierry et al.
ar
X
iv
:1
61
1.
04
38
9v
2 
 [m
ath
.D
S]
  1
5 N
ov
 20
16
Bratteli-Vershik models for partial actions of Z
Thierry Giordano∗, Daniel Gonc¸alves†, Charles Starling‡
Abstract
Let U and V be open subsets of the Cantor set with finite disjoint complements,
and let h : U → V be a homeomorphism with dense orbits. Building on the ideas
of Herman, Putnam, and Skau, we show that the partial action induced by h can be
realized as the Vershik map on a Bratteli diagram, and that any two such diagrams
are equivalent.
1 Introduction
A Bratteli-Vershik model is a combinatorial realization of a dynamical system formed by
a map (now called the Vershik map) acting on the path space of an infinite graph called
a Bratteli diagram. Such models were introduced in the study of measurable dynamics by
Vershik [29, 30] who showed that any ergodic automorphism has such a model. Building
on the work of Vershik, an analogous result was obtained in the topological setting by
Herman, Putnam and Skau: any minimal homeomorphism of the Cantor set has a Bratteli-
Vershik model, see [25]. The ideas in [25] led to the classification of Cantor minimal
systems up to orbit equivalence, see [18, 19, 20, 21]. Also, other important results in
the topological setting were obtained: in [22] Bratteli-Vershik models were developed for
interval exchange transformations and used to study conjugation of these system as well
as orbit equivalence to Sturmian systems. Substitutional dynamical systems were studied
through their Bratteli-Vershik model in [9] and Bratteli-Vershik models for Cantor aperiodic
systems were developed in [3, 26]. Very recently a category structure for ordered Bratteli
diagrams was proposed such that isomorphism in this category coincides with Herman,
Putnam, and Skau’s notion of equivalence, see [2].
As defined, the Vershik map is naturally only a partially defined map. The edges of the
Bratteli diagram are given a partial order which extends to a partial order on the finite paths
beginning at the root, and the Vershik map sends an infinite path to its successor induced
by this ordering. This map is only defined on the paths with at least one nonmaximal edge,
which is an open subset of the space of infinite paths. In many of the works above, the
constructed model can be arranged to produce only one maximal path and one minimal
path, and the Vershik model can hence be extended to a globally defined homeomorphism
by sending the maximal path to the minimal path.
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Of course, there are examples of ordered Bratteli diagrams which have a different number
of maximal and minimal paths (see [4, 5], also see Example 2.8) – in this case extending to
a globally defined homeomorphism is impossible. In cases such as this, we still have that
the Vershik map is a homeomorphism between open subsets of the path space, and we can
hence study it as a partial action of Z (the Vershik map has been studied as a partially
defined map before in the literature, see [23, 27]).
Partial actions were originally defined in [11] and gradually gained importance as many
C*-algebras and algebras were realized as partial crossed products (approximately finite,
Bunce-Deddens and Cuntz-Krieger algebras, graph algebras, Leavitt path algebras, algebras
associated with integral domains, and self-similar graph algebras among others, see [6, 8, 12,
13, 14, 16, 24]). In the topological category a partial action of Z provides the correct setting
to study the dynamics of a partial homeomorphism: given a homeomorphism h : U → V
between two open sets of the topological space X one considers the iterates hn, with n ∈ Z,
restricted to the appropriate domains. This is the approach taken in [11, 15].
It is our goal in this paper to link the theory of minimal partial actions of Z on the
Cantor set with Bratteli diagrams. Our main result, Theorem 3.10 states that any minimal
homeomorphism between open subsets of the Cantor set (whose complements are finite and
disjoint) has a Bratteli-Vershik model. In our model the points in the complement of the
open sets are identified with maximal and minimal paths in the Bratteli diagram.
We divide our work in three sections. In Section 2 we recall background material on
Bratteli diagrams and partial actions. In Section 3 we construct our Bratteli-Vershik model
by first carefully developing a suitable “first return time” (Proposition 3.4), using that to
construct an ordered Bratteli diagram (Proposition 3.7), and showing that the resulting
Vershik map is isomorphic to our original homeomorphism (Theorem 3.10).
2 Background
2.1 Bratteli diagrams
In this section we recall relevant concepts regarding Bratteli diagrams. We begin with the
definition, as introduced by Bratteli in [7]
Definition 2.1. A Bratteli diagram is an infinite directed graph (V,E). The vertex set V
is the union of a sequence of finite, nonempty, pairwise disjoint sets Vn, n ≥ 0. The set V0 is
assumed to consist of a single vertex v0 called the root. Similarly, the edge set is the union
of a sequence of finite, nonempty, pairwise disjoint sets, En, n ≥ 0. Moreover, we have maps
r, s : E → V , called range (r) and source (s), such that r(En) = Vn and s(En) = Vn−1,
n = 1, 2, 3, . . .. The graph is always assumed to have no sources other than v0 and no sinks,
that is, s−1(v) and r−1(v) are non-empty for any v in V (other than r−1(v0)).
Let B = (V,E) be a Bratteli diagram, and let E∗ be the set of all finite paths in B,
including the vertices (treated as paths of length zero). That is,
E∗ = {e1e2 · · · ek | ei ∈ E, r(ei) = s(ei+1) for 1 ≤ i ≤ k} ∪ V.
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The range and source can be extended to E∗ by setting
r(e1e2 · · · ek) = r(ek), s(e1e2 · · · ek) = s(e1), r(v) = s(v) = v for all v ∈ V.
For v, w ∈ V ∪ E, let vE∗ denote all the paths starting with v, let E∗w be all the paths
ending with w, and let vE∗w be all the paths starting with v and ending with w.
Following [25, Definition 2.2], for integers l > k > 0, let
Pk,l =
⋃
v∈Vk ,w∈Vl
vE∗w.
Then given a strictly increasing sequence mn of nonnegative integers with m0 = 0, the
contraction of (V,E) to (mn)n≥0 is the Bratteli diagram (V
′, E ′) where V ′n = Vmn, E
′
n =
Pmn−1,mn , and r and s are as defined above.
Definition 2.2. (cf [25, Definition 2.2]) Two Bratteli diagrams (V,E) and (V ′, E ′) are said
to be isomorphic if there exists a pair of bijections between V and V ′ and between E and
E ′ preserving the gradings and intertwining the respective range and source maps. We let
∼ denote the equivalence relation generated by isomorphism and contraction, and we say
that (V,E) and (V ′, E ′) are equivalent if (V,E) ∼ (V ′, E ′).
We now recall the notion of an ordered Bratteli diagram.
Definition 2.3. An ordered Bratteli diagram (V,E,≥) is a Bratteli diagram (V,E) together
with a partial order ≥ on E so that edges e and e′ are comparable if and only if r(e) = r(e′).
If B = (V,E,≥) is an ordered Bratteli diagram, then for any integers l > k > 0,
v ∈ Vl, w ∈ Vk, the set vEw is linearly ordered under the lexicographic ordering. Hence if
(V ′, E ′) is a contraction of (V,E), it becomes an ordered Bratteli diagram in the natural
way, and the notion of equivalence in Definition 2.2 extends to ordered Bratteli diagrams.
Since r−1(v) is linearly ordered for each v ∈ V \ V0, each has a maximal element and
a minimal element. We let Emaxn (resp. E
min
n ) denote the set of maximal (resp. minimal)
edges at level n, and let Emax (resp. Emin) denote the set of all maximal (resp. minimal)
edges. We can now describe the partial Bratteli-Vershik system associated to an ordered
Bratteli diagram, as in [23].
Let B = (V,E,≥) be an ordered Bratteli diagram. We define the infinite path space
associated to the diagram, denoted by XB, as the following compact subspace (with the
product topology) of
∞∏
n=1
En:
XB =
{
ξ ∈
∞∏
n=1
En
∣∣∣∣∣r(ξj) = s(ξj+1) for each j ≥ 1
}
.
Let X1 := X \X
min
B and X−1 := X \Xmax, where
XmaxB = {ξ ∈ X | ξj ∈ E
max
j , ∀j ≥ 1}
and
XminB = {ξ ∈ X | ξj ∈ E
min
j , ∀j ≥ 1}.
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To define λ : X−1 → X1 we proceed in the following way: given ξ ∈ X−1, let n be such
that ξi ∈ E
max
i , for 1 ≤ i ≤ n− 1, and ξn /∈ E
max
n and define λ(ξ) = g1...gn−1gnξn+1ξn+2... ∈
XB, where gn is the successor of ξn and g1...gn−1gn is the unique path such that gj ∈ E
min
j
for each j ∈ {1, ..., n− 1}. We note that λ : X−1 → X1 is a homeomorphism and that this
definition does not depend on the number of elements of XmaxB or X
min
B . In the sequel, we
will call λ the Vershik map associated to B.
2.2 Partial Actions
Definition 2.4. A partial action of a group G on a set Ω is a pair θ = ({∆t}t∈G, {θt}t∈G),
where for each t ∈ G, ∆t is a subset of Ω and θt : ∆t−1 → ∆t is a bijection such that:
1. ∆e = Ω and θe is the identity map on Ω;
2. θt(∆t−1 ∩∆s) = ∆t ∩∆ts for all s, t ∈ G;
3. θt(θs(x)) = θts(x) for all x ∈ ∆s−1 ∩∆s−1t−1 and s, t ∈ G.
If Ω is a topological space, we also require that each ∆t is an open subset of Ω and that
each θt is a homeomorphism of ∆t−1 onto ∆t.
Analogously, a pair θ = ({Dt}t∈G, {θt}t∈G) is a partial action of G on a C*-algebra A if
each Dt is a closed two sided ideal and each θt is a *-isomorphism of Dt−1 onto Dt.
In this work we consider a partial action of Z which is obtained by iteration of a single
partially defined homeomorphism as follows.
Proposition 2.5. Let X be a locally compact Hausdorff space, let U and V open sub-
sets of X and let h a homeomorphism from U to V . Let X−n = dom(h
n). Then θ =
({Xn}n∈Z, {h
n}n∈Z) is a partial action of Z.
Proof. See [11, Section 3].
Definition 2.6. Let X be a locally compact Hausdorff space, let U and V open subsets of
X and let h a homeomorphism from U to V . Then we let (X, h) denote the induced partial
action of Z from Proposition 2.5.
Suppose that we have h : U → V as in Proposition 2.5. Let
O(x) := {hn(x) | n ∈ Z, hn(x) is defined};
this is called the orbit of x. We say that h is minimal if the orbit of x is dense in X for all
x ∈ X . We give two examples of minimal partial homeomorphisms.
Example 2.7. The Odometer
Let X = {0, 1}∞ =
∏
N
{0, 1}. Let max = 1∞ (the sequence of all 1s), min = 0∞
(sequence of all 0s), X−1 = X \ {max}, X1 = X \ {min} and h : X−1 → X1 be addition of
1 with carryover to the right. Then θ = ({Xn}n∈Z, {h
n}n∈Z), where X−n = dom(h
n), is a
topological partial action. It is straightforward to check that h is minimal. We note that
in this case the partial action can be extended to a global action by setting h(max) = min.
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Example 2.8. Consider the following ordered Bratteli diagram B = (V,E,≥):
1 3 5
2 4
1 3 5
2 4
...
The ordering is given by 1 ≤ 2 ≤ 3 and 4 ≤ 5, and the diagram and ordering repeat
at each level. Here, XmaxB = {3
∞, 5∞} and XminB = {1
∞}. In contrast with the previous
example, we cannot extend the Vershik map to all of XB, because X
max
B and X
min
B have
different cardinalities. It is also easy to check that λ is minimal.
Remark 2.9. More examples of partial actions can be obtained from full actions. In fact,
in [1] it is shown that every partial action on a topological space can be obtained as a
restriction of a full action on an envelope space (criteria for when this envelope space is
Hausdorff are given in [17]).
Definition 2.10. (cf [1, Definition 1.1]) Let α = ({Xt}t∈G, {αt}t∈G) and β = ({Yt}t∈G,
{βt}t∈G) be two partial actions of G on the spaces X and Y respectively. Then a morphism
φ : α → β is a continuous function φ : X → Y such that for every t ∈ G, φ(Xt) ⊆ Yt and
the restriction of βt ◦ φ to Xt−1 equals φ ◦ αt.
We now give a criterion for partial actions as in Proposition 2.5 to be isomorphic.
Proposition 2.11. Let X, Y be locally compact Hausdorff spaces, U, V be open subsets
of X , and W,Z be open subsets of Y . Let α be a homeomorphism from U to V and β
be a homeomorphism from W to Z. If there exists a homeomorphism φ : X → Y such
that φ(U) = W and φ ◦ α = β ◦ φ in U then (X,α) and (Y, β) (as in Definition 2.6) are
isomorphic.
Proof. In our setting we have that X−n = dom(α
n), Y−n = dom(β
n), n ∈ Z, αn = α
n and
βn = β
n. We have to show that, for all n ∈ Z, φ(Xn) = Yn and φ ◦ α
n = βn ◦ φ in X−n.
We prove first that φ ◦ αn = βn ◦ φ in X−n for all n ∈ N. Notice that if x ∈ dom(α
n)
then αn−k(x) ∈ dom(α) for all k = 1, . . . , n. So the usual computation
φ ◦ αn(x) = φ ◦ α ◦ αn−1(x) = β ◦ φαn−1(x) = . . . = βn ◦ φ(x)
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is well defined at every step and we obtain the desired result. Now, since α−1(V ) = U ,
φ ◦ α = β ◦ φ implies that β−1 ◦ φ = φ ◦ α−1 in V and hence it follows that φ ◦ αn = βn ◦ φ
in X−n for all n ∈ Z.
Next we prove that, for all n ∈ Z, φ(Xn) = Yn. Notice that φ ◦α
n = βn ◦φ implies that
φ(Xn) ⊆ Yn for all n ∈ Z. For the other inclusion, notice first that Z = β(W ) = β ◦φ(U) =
φ ◦ α(U) = φ(V ). Also, since U = φ−(W ), we have that α ◦ φ−1 = φ−1 ◦ β in W and hence
αn ◦ φ−1 = φ−1 ◦ βn, which implies that φ−1(Yn) ⊆ Xn as desired.
3 Construction of the Bratteli-Vershik model
For the rest of this paper, we let X be the Cantor set, and let U, V ⊂ X be open sets such
that
XU := X \ U, XV := X \ V
are nonempty disjoint finite sets. Suppose we have a homeomorphism
h : U → V (1)
which is minimal, which we recall means that for all x ∈ X , the orbit O(x) := {hn(x) | n ∈
Z, hn(x) is defined} is dense in X . We note that if x ∈ X is such that there exists k ∈ Z
such that hk(x) ∈ XU , then O(x) = {h
n(x) | n ≤ k}. Likewise, if there instead exists k ∈ Z
such that hk(x) ∈ XV , then O(x) = {h
n(x) | n ≥ k}.
Our main result, Theorem 3.10, is that we can find an ordered Bratteli diagram whose
Vershik map is isomorphic (in the sense of Definition 2.10) to the partial action derived
from h. This is accomplished with a sequence of lemmas which comprise the rest of the
paper.
We begin with a lemma concerning sequences which converge to points in XU or XV .
Lemma 3.1. 1. Let x ∈ XU and suppose that (xn)n∈N is a sequence in U such that
xn → x. Then every accumulation point of (h(xn))n∈N is in XV .
2. Let x ∈ XV and suppose that (xn)n∈N is a sequence in V such that xn → x. Then
every accumulation point of (h−1(xn))n∈N is in XU .
Proof. We prove the first statement – the second statement has an analogous proof. Suppose
that xn → x ∈ XU , let y be an accumulation point of (h(xn))n∈N, and suppose that y ∈ V .
Find a subsequence (h(xnk))k∈N which converges to y. For all n ∈ N, h(xn) ∈ V , and so we
have
h(xnk) → y
h−1(h(xnk)) → h
−1(y)
xnk → h
−1(y)
and so h−1(y) = x, which implies that x ∈ U , a contradiction. Hence y ∈ XV .
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We make the following definitions. For x ∈ X , let
O+(x) := {hn(x) | n ∈ N},
O−(x) := {h−n(x) | n ∈ N}.
Also, let
nU (x) = sup{n ∈ Z | h
n(x) ∈ U}+ 1 (2)
Lemma 3.2. Let W be a clopen set containing XV , and let x ∈ X . Then,
1. if O+(x) is infinite, it intersects W , and
2. if x /∈ XV , then O
−(x) intersects W .
Proof. We prove the first statement first. Take x ∈ X , suppose that O+(x) is infinite, and
suppose that it does not intersect W . Then (hn(x))n∈N is a sequence in the compact set
X \W , and so has a convergent subsequence hnk(x)→ y ∈ X \W . Note that hn(y) cannot
be in XU for any n ∈ N, because if we could find such an n, by Lemma 3.1 we would be able
to find a subsequence of (hnk+n+1(x))k∈N converging to an element of XV , which contradicts
our assumption that O+(x) does not intersect W .
Now, find m ∈ Z such that hm(y) ∈ W , and find K such that nk ≥ m for all k ≥ K.
Then the sequence (hnk+m(x))k≥K is contained in O
+(x) and converges to hm(y) ∈ W , a
contradiction. Hence O+(x) intersects W .
To prove the second statement, suppose x /∈ XV . If O
−(x) is finite, say O−(x) =
{h−n(x) | 1 ≤ n ≤ k}, then h−k(x) ∈ XV ⊂ W . If O
−(x) is infinite, a similar argument to
the above yields that O−(x) intersects W .
Lemma 3.3. Let W be a clopen set containing XV . Then h
−1(W \XV ) ∪XU is clopen.
Proof. Set K := h−1(W \XV ) ∪ XU . To show that this set is closed, we take a sequence
(xn)n∈N in K converging to x ∈ X and prove that x ∈ K. If x ∈ XU we are done, so we
suppose x ∈ U , and without loss of generality we may assume that no xn is in XU . Hence
h(xn) → h(x) and, since h(xn) ∈ W for all n, we must have that h(x) ∈ W . Since XV is
not in the image of h, we must have h(x) ∈ W \XV and so x ∈ h
−1(W \XV ) ⊂ K.
We now show that K is open. Since h−1(W \ XV ) is open, we need only show that
for all x ∈ XU we can find an open set around x in K. Suppose that this is not possible,
that is, every clopen neighborhood of x contains a point outside of K. Let (Zn)n∈N be a
sequence of clopen sets with intersection x, and for each n take zn ∈ Zn with zn ∈ K
c =
[h−1(W \ XV )]
c ∩ U . By Lemma 3.1, there exists a subsequence (znk)k∈N of (zn)n∈N such
that h(znk) converges to a point y ∈ XV . But because znk /∈ h
−1(W \K) for all k ∈ N, and
each is in V , h(znk) is not in W for any k. This is a contradiction, because this sequence
was supposed to converge to y ∈ W and W is clopen. Hence K is open.
As stated above, our goal is to construct a sequence of partitions so as to obtain a
Bratteli- Vershik model for our partial dynamical system. In previously studied cases of
globally defined homeomorphisms, the key ingredient for getting such partitions is a “first
return time” map which sends each point x in a given clopen set W to the first positive
integer such that hn(x) is back again in W . In our setup, there are some points in X whose
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positive orbit may not intersect a given clopen set at all – these are the points whose orbit
ends in XU . Hence, a first return time may not be defined. We deal with this problem by
taking our initial clopen set W to contain XV and interpreting Lemma 3.1 as saying that
“h(XU) = XV ”, so that if O
+(x) does not intersect W and hn(x) ∈ XU , then the return
time of x to W “should be” n + 1.
Proposition 3.4. Let W ⊂ X be a clopen set containing XV and disjoint from XU , and
define r˜W : X → N by
r˜W (x) =
{
inf{n ∈ N | hn(x) ∈ W} if hn(x) ∈ W for some n ∈ N
nU(x) + 1 otherwise
where nU is as defined in (2). Then r˜W is continuous.
Proof. We first note that this map is well-defined by Lemma 3.2.
Let n ∈ N and suppose that x ∈ r˜−1W (n). We have two cases to consider. The first is to
suppose that hn(x) ∈ W and hk(x) /∈ W for all 1 ≤ k < n. Find a clopen set W0 inside
W \XV containing h
n(x), and let
W1 = h
−1(W0) ∩W
c
W2 = h
−1(W1) ∩W
c
...
Wn = h
−1(Wn−1).
EachWk is clopen and disjoint from XU andW for 1 ≤ k < n. Furthermore, h(Wk) ⊂Wk−1
for all 1 ≤ k ≤ n, x ∈ Wn and h
n(Wn) ⊂ W0 ⊂W . Hence Wn is a clopen set inside r˜
−1
W (n)
around x.
For the second case, we suppose that x ∈ r˜−1W (n) and that nU (x) + 1 = n, which is to
say that hn−1(x) ∈ XU and h
k(x) /∈ W for any 1 ≤ k < n−1. Let K = h−1(W \XV )∪XU ,
and recall from Lemma 3.3 that K is clopen. Similarly to the above, let
W1 = K ∩W
c
W2 = h
−1(W1) ∩W
c
...
Wn = h
−1(Wn−1).
Then h(Wk) ⊂ Wk−1 for all 2 ≤ k ≤ n, and each Wk is a nonempty clopen set disjoint
from XU and W . For 2 ≤ k ≤ n, if y ∈ Wk, then h
k−1(y) ∈ W1. If h
k−1(y) ∈ XU , then
hm(y) is not in W for any natural number m and so r˜W (y) = k. If on the other hand
hk−1(y) ∈ h−1(W \ V ), then hk(y) ∈ W and k is the first natural number for which this is
true, and so again r˜W (y) = k. Hence Wn is a clopen set around x contained in r˜
−1
W (n) and
we are done.
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Now that we have a well-defined return time, we can construct the partitions we need
to define a Bratteli diagram.
Proposition 3.5. Let h be as in (1), let W be a clopen set containing XV disjoint from
XU , and let P be a finite partition of X into clopen sets. Then there exist positive integers
K, J(1), J(2), . . . , J(K) and a partition {E(k, j) | 1 ≤ k ≤ K, 1 ≤ j ≤ J(k)} of X into
clopen sets which is finer than P and which has the following properties:
1. XU ⊂
⋃K
k=1E(k, J(k)), XV ⊂
⋃K
k=1E(k, 1) =W
2. h(E(k, j)) = E(k, j + 1) for 1 ≤ k ≤ K and 1 ≤ j < J(k)
3.
⋃K
k=1 h(E(k, J(k)) \XU) ∪XV =
⋃K
k=1E(k, 1)
Proof. Let W be a clopen set containing XV and disjoint from XU , and let rW := r˜W |W .
Since rW is continuous and W is compact, its image is a finite set in N, say rW (W ) =
{J(1), J(2), . . . , J(K)}. For k = 1, . . . , K, let Wk = r
−1
W (J(k)), so that W = ∪kWk (where
this union is a disjoint union). For k = 1, . . . , K and 1 ≤ j ≤ J(K), let
E(k, j) = hj−1(Wk).
This is well-defined because hj−1(x) will not be in XU for any x ∈ Wk and j < J(K).
We claim that the family {E(k, j) | 1 ≤ k ≤ K, 1 ≤ j ≤ J(k)} satisfies all the
conditions given, except possibly that it is finer than P. First we show that the given
family of sets is pairwise disjoint, for each member is clearly clopen. Suppose that we have
x ∈ E(k, j) ∩ E(g, l), where 1 ≤ k, g ≤ K, 0 ≤ j ≤ J(K), and 1 ≤ l ≤ J(g). Without
loss of generality, we may assume that j ≤ l. If j = l, then h−j+1(x) is in both Wk and
Wg, which is only possible if k = g. If j < l, then h
−j+1(x) ∈ Wk, h
−l+1(x) ∈ Wg, and
hl−j(h−l+1(x)) = h−j(x) ∈ Wk ⊂ W . Since l − j < J(g), this contradicts the fact that
h−l+1(x) ∈ Wg. Hence this family is disjoint.
Before we prove that this family forms a partition of X , we prove the numbered state-
ments. For statement 1, if x ∈ XU , let k = min{j ∈ N : j
−j(x) ∈ W} (notice that k is well
defined since O(x) is dense). Then rW (h
−k(x)) = k+1, and thus k+1 = J(l) for some l and
h−k(x) ∈ E(l, 1). Hence x = hk(h−k(x)) ∈ E(l, J(l)). Hence XU ⊂
⋃K
k=1E(k, J(k)). The
second part of statement 1 is true by the assumption on W . Statement 2 is by definition.
For statement 3, the containment ⊂ is straightforward. For the other containment, suppose
that x ∈
⋃K
k=1E(k, 1), and that x /∈ XV . Then h
−j(x) ∈ W for some j ∈ N by Lemma
3.2.2 – we assume that this is the first j for which this is true. Then j = J(k) for some k
and h−1(x) = hj−1(h−j(x)) ∈ E(k, J(k)) \XU , proving statement 3.
Finally, we show that this family is a partition of X . Let x ∈ X . If x ∈ W we
are done, so suppose that x /∈ W . By Lemma 3.2.2, O−(x) intersects W , so let j be
the first positive integer such that h−j(x) ∈ W . Then h−j(x) ∈ Wk for some k, and so
x ∈ hj(Wk) = E(k, j − 1). Hence the union of all the E(k, j) is X .
To show that we can achieve the above properties and also be finer than P, one can use
a similar argument to that used to prove [28, Lemma 3.1].
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Definition 3.6. Let X be the Cantor set and let h : U → V be as in (1). We will say that
a partition
{E(k, j) | 1 ≤ k ≤ K, 1 ≤ j ≤ J(k)}
of X into clopen sets is a Kakutani-Rokhlin partition for (X, h) if it satisfies conditions 1–3
of Proposition 3.5. For each k with 1 ≤ k ≤ K, we call the collection Tk := {E(k, j) |
1 ≤ j ≤ J(k)} a tower – in this case we will say that E(k, 1) is the base of Tk and that
E(k, J(k)) is the top of Tk.
As in [25, Theorem 4.2], we can obtain a sequence of Kakutani-Rohlin partitions for
(X, h) with the aim of producing an ordered Bratteli diagram.
Proposition 3.7. Let X be the Cantor set and let h : U → V be as in (1). Then for each
n ≥ 0 there exist Kn, J(n, 1), J(n, 2), . . . J(n,Kn) ∈ N and a Kakutani-Rokhlin partition
Pn = {E(n, k, j) | 1 ≤ k ≤ Kn, 1 ≤ j ≤ J(n, k)} (3)
of (X, h) such that
1. {
⋃Kn
k=1E(n, k, 1)}n≥0 is a decreasing sequence of clopen sets with intersection XV ,
2. for all n ∈ N, Pn+1 is finer than Pn, and
3.
⋃
n∈NPn generates the topology on X .
Proof. This is proved in the same way as in the analogous result for the minimal homeo-
morphism case; we apply Proposition 3.5 inductively on a decreasing sequence {W (n)}n≥0
of clopen sets disjoint from XU which converge to XV . For more details, see the proof of
[25, Theorem 4.2].
From the sequence of Kakutani-Rokhlin partitions (3) we produce an ordered Bratteli
diagram, as in [25]. To start we let K0 = 1, J(0, 1) = 1 and E(0, 1, 1) = X . For each n ≥ 0,
we have one vertex in Vn for each tower in Pn, that is
Vn = {(n, 1), (n, 2), . . . , (n,Kn)}.
To define the set of edges En from Vn−1 to Vn, we consider how towers in Pn intersect towers
in Pn−1. For all n and all k such that 1 ≤ k ≤ Kn, let T(n,k) be the tower
T(n,k) = {E(n, k, j) | 1 ≤ j ≤ J(k)}.
We say that a tower T(n,k) passes through a tower T(n−1,m) if there exists j
′ with 1 ≤ j′ ≤ J(k)
such that
E(n, k, j + j′) ⊂ E(n− 1, m, j) for all 1 ≤ j ≤ J(n− 1, m)
in Pn. By Proposition 3.7.1 the base of T(n,k) must be contained in the base of some tower
in Pn−1, and the top of T(n,k) must be contained in the top of some tower in Pn−1. Since Pn
is a refinement of Pn−1, we must have that T(n,k) passes through some number of towers in
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Pn−1. There will be an edge in En from the vertex (n− 1, m) to the vertex (n, k) for each
time T(n,k) passes through T(n−1,m); more formally,
En = {(n,m, k, j
′) | E(n, k, j + j′) ⊂ E(n− 1, m, j) for all 1 ≤ j ≤ J(n− 1, m)}.
From the above, we have that the range and source maps are given by
r(n,m, k, j′) = (n, k), s(n,m, k, j′) = (n− 1, m).
Every edge with range (n, k) has the form (n,m, k, j′), and we give all such edges an order
based on the fourth coordinate – this corresponds to ordering the edges based on what
order T(n,k) passes through towers in Pn. In symbols, we have
(n,m1, k, j1) ≥ (n,m2, k, j2)⇔ j1 ≥ j2.
From the above, letting V = ∪Vn, E = ∪En, we have that (V,E,≥) is an ordered
Bratteli diagram. This construction mirrors that from [25, pp. 841–842], where they
consider minimal homeomorphisms on the Cantor set which give rise to Bratteli diagrams
with one max path and one min path. The following two results mirror [25, Lemma 4.3]
and [25, Theorem 4.4]. Their proofs are exactly the same, since the proofs in [25] do not
rely on uniqueness of max and min path.
Lemma 3.8. (cf [25, Lemma 4.3]) Let X be the Cantor set, let h : U → V be as in
(1), let {Pn}n≥0 be as in (3) satisfying the conditions of Proposition 3.7, let (V,E,≥) be
the ordered Bratteli diagram constructed above, and let {mn}n≥0 be a strictly increasing
sequence of integers with m0 = 0. If (V
′, E ′,≥′) is the ordered Bratteli diagram obtained
by contracting (V,E,≥) to the vertices at levels {mn}n≥0 and (V
′′, E ′′,≥′′) is the ordered
Bratteli diagram constructed from the sequence {Pmn}n≥0 of Kakutani-Rokhlin partitions,
then (V ′, E ′,≥′) and (V ′′, E ′′,≥′′) are isomorphic.
Theorem 3.9. (cf [25, Lemma 4.4]) Let X be the Cantor set, let h : U → V be as in (1),
and suppose that {Pn}n≥0 and {Qn}n≥0 are two sequences of Kakutani-Rokhlin partitions
satisfying the conditions of Proposition 3.7. Then the ordered Bratteli diagrams constructed
from {Pn}n≥0 and {Qn}n≥0 are equivalent.
Hence, while there is no reason to expect that constructing a Bratteli diagram from
(X, h) from two different sequences of clopen sets converging to XV will result in isomorphic
diagrams, they always result in equivalent diagrams.
We can now prove that for any B constructed from (X, h), the two partial dynamical
systems (X, h) and (XB, λ) are isomorphic.
Theorem 3.10. Let X be the Cantor set, let h : U → V be as in (1), and let B = (V,E,≥)
be an ordered Bratteli diagram constructed from (X, h) as above. Let (XB, λ) be the partial
dynamical system arising from the Vershik map. Then (X, h) and (XB, λ) are isomorphic.
Proof. Let {Pn}n≥0 be a sequence of Kakutani-Rokhlin partitions as in (3) satisfying the
conditions of Proposition 3.7, and let B = (V,E,≥) be the Bratteli diagram constructed
from it. First we describe the infinite path space XB. Let {(r,mr, kr, j
′
r)}
n
r=0 be a finite
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path in B ending at level n. Being a path implies that kn−1 = mn for all n. From the
definition of the edges, we must have
E(s, ks, j
′
s + j) ⊂ E(s− 1, ks−1, j) for all j = 1, . . . J(s− 1, ks−1),
for 1 ≤ s ≤ n. In particular, we must have
E(s, ks, j
′
s + j
′
s−1) ⊂ E(s− 1, ks−1, j
′
s−1)
and furthermore
E(s, ks, j
′
s + j
′
s−1 + j
′
s−2) ⊂ E(s− 1, ks−1, j
′
s−1 + j
′
s−2) ⊂ E(s− 2, ks−2, j
′
s−2).
Inductively, we must have
E
(
n, kn,
n∑
s=0
j′s
)
⊂ E
(
n− 1, kn−1,
n−1∑
s=0
j′s
)
⊂ · · · ⊂ E(0, 1, 1) = X. (4)
On the other hand, if we start with a partition element as in the left hand side of (4), the
sequence in (4) must be unique because Pk refines Pk−1 for all k. Hence the map
{(r,mr, kr, j
′
r)}
n
r=0 7→ E
(
n, kn,
n∑
s=0
j′s
)
(5)
is a bijection from the set of paths ending at level n in B onto Pn.
Now, let x ∈ X , and consider the set ξx = {E(n, k, j) | x ∈ E(n, k, j)} which can be
identified using (5) as a sequence of finite paths starting from the root in B. Also, for
n > m and E(n, kn, jn), E(m, km, jn) ∈ ξx, we must have that E(n, kn, jn) ⊂ E(m, km, jn),
and so the path corresponding to E(m, km, jn) must a prefix of the path corresponding to
E(n, kn, jn). Let φ(x) be the infinite path in B starting at the root determined by the
sequence of finite paths ξx.
The map φ : X → XB must be injective, because if we have x, y ∈ X with x 6= y, there
must be an n such that x and y are in different elements of Pn, since the union of the Pn
generates the topology. Also, given an infinite path γ ∈ XB, the corresponding sequence
of finite paths corresponds to a nested sequence of clopen sets in X via (5) which must
have nonempty intersection. If x is in this intersection, we must have φ(x) = γ, so φ is
surjective. Because φ is built as a correspondence between clopen sets which generate the
topology on X and cylinder sets in XB, it is easily seen to be bicontinuous. Hence φ is a
homeomorphism.
Now, take x ∈ U . If x is in the base of some tower in Pn for all n, we must have
that x ∈ XV . Furthermore, if x is in the top of some tower in Pn for all n, this means
that h(x) is in the base of some tower in Pn for all n, hence h(x) ∈ XV , a contradiction.
Hence, x ∈ U if and only if x is not at the top of a tower at every level. Again, let
ξx = {E(n, kn, jn) | x ∈ E(n, kn, jn)}. Let a be the first integer for which x is not an element
of the top of a tower in Pa, say x ∈ E(a, ka, ja). Since ξx = {E(n, kn, jn) | x ∈ E(n, kn, jn)},
we must have that
φ(x) = (0, 1, k0, j
′
0)(1, k0, k1, j
′
1) · · ·
(
a− 1, ka−2, ka−1, j
′
a−1
)
(a, ka−1, ka, j
′
a) · · ·
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where the equation
∑n
s=0 j
′
s = jn holds for all n ≥ 0. From the definition of a, the ath level
is the first level for which φ(a) does not have a maximal edge. Hence
λ(φ(x)) = (0, 1, m′0, 0)(1, m
′
0, m
′
1, 0) · · · (a−1, m
′
a−2, m
′
a−1, 0)
(
a,m′a−1, ka, J + j
′
a
)
(a+1, ka, ka+1, j
′
a+1) · · ·
for some integer J and some integers m′i which are uniquely determined by λ. The edge
(a, ka−1, ka, j
′
a) in φ(x) indicates that E(a, ka, j + ja) ⊂ E(a − 1, ka−1, j) for all 1 ≤ j ≤
J(a− 1, ka−1). Hence, the integer J is the height of T(a−1,ka−1), that is, J = J(a− 1, ka−1).
Furthermore, since E(a − 1, ka−1, ja−1) was assumed to be the top of the tower, we must
have
ja−1 = J(a− 1, ka−1)− 1. (6)
Now we turn to computing φ(h(x)). By definition of a we have h(x) ∈ E(a, ka, ja + 1),
and moreover
ξh(x) = {E(n, k
′
n, 1)}
a−1
n=0 ∪ {E(n, kn, jn + 1)}
∞
n=a
where the k′n above are determined uniquely by E(a, ka, ja + 1). Hence we must have that
φ(h(x)) = (0, 1, k′0, 0)(1, k
′
0, k
′
1, 0) · · · (a−1, k
′
a−1, k
′
a, 0)(a, k
′
a, ka, ja+1)(a+1, ka, ka+1, j
′′
a+1) · · ·
Using (6) we calculate
ja + 1 =
a−1∑
s=0
j′s + j
′
a + 1 = ja−1 + j
′
a + 1 = j
′
a + J(a− 1, ka−1).
The fact that j′′a+1+ja+1 = ja+1+1 implies that j
′
a+1 = j
′′
a+1, and induction on i shows that
j′a+i = j
′′
a+i for all i ≥ 1. Finally, the initial segments of the paths φ(h(x)) and λ(φ(x)) must
be the same due to the bijective correspondence given in (5). Hence φ(h(x)) = λ(φ(x)) for
all x ∈ U .
Since x ∈ U if and only if x is not at the top of a tower at every level, it is easy to see
that φ(XU) = X
max
B , and since φ is bijective we have φ(U) = XB \ X
max
B . Hence we can
apply Proposition 2.11 to conclude that (XB, λ) and (X, h) are isomorphic.
Remark 3.11. Although the connections of the above model with C*-algebras were not
explored in this paper we remark, as previously pointed out in [23], that the partial crossed
product associated to the partial Bratteli-Vershik system, in the case of a simple well
ordered diagram, is the ”large” AF algebra (tail equivalence) used in the study of Cantor
minimal systems and orbit equivalence (see for example [18]). Hence, we expect that our
model will be useful in the study of general Bratelli-Vershik systems.
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