In this paper we introduce a class of backward stochastic equations that contains as special cases the classical as well as many interesting examples of generalized backward stochastic differential equations. We prove that such equations have solutions by translating them into fixed point problems on a space of random vectors. This makes it possible to apply general fixed point results, such as those of Banach and Krasnoselskii. The former yields general existence and uniqueness results for equations with Lipschitz coefficients. The latter also works without Lipschitz assumptions. In particular, it can be applied to equations with coefficients of super-linear growth.
Introduction
In this paper we study backward stochastic equations (BSEs) of the form
(1.1)
For a given maturity T , filtered probability space (Ω, F, (F t ) 0≤t≤T , P), terminal condition ξ ∈ L p (F T They are similar to the jump-diffusion extensions of Tang and Li (1994) of the classical BSDEs introduced by Pardoux and Peng (1990) . But here we also consider functional drivers f , which can depend on the whole process Y and random vectors Z M s , U M s instead of only the realizations Y s (ω), Z M s (ω), U M s (ω). This includes mean-field BSDEs as in Buckdahn et al. (2009) , or more generally, McKean-Vlasov type BSDEs with coefficients depending on the distributions of Y , Z M and U M .
Our approach to proving that a BSE has a solution is to translate it into a fixed point problem for a mapping G :
This makes it possible to apply general fixed point results, such as those of Banach and Krasnoselskii (see e.g., Smart (1974) for an overview of different fixed point theorems). An application of Banach's theorem leads to general existence and uniqueness results for equations with Lipschitz coefficients. Krasnoselskii's theorem also works without Lipschitzness. In particular, it can be applied to equations with coefficients of super-linear growth. On the other hand, it needs compactness assumptions. By reducing a BSE to a fixed point problem in L p (F T ) d , one eliminates the time-dimension. But one still has to find compact subsets of L p (F T ) d . We do that by making use of Sobolev spaces corresponding to infinite-dimensional Gaussian measures.
In addition to general results for BSEs, our method also yields interesting findings for BSDEs. For instance, in Section 3 we obtain existence and uniqueness results for BSDEs with general pathdependent functional drivers and in Section 4 existence results for multidimensional mean-field BSDEs with coefficients of quadratic growth. The latter complements results of e.g., Tevzadze (2008) and Cheridito and Nam (2014) on multidimensional quadratic BSDEs, which are known to not always have solutions (see e.g., Peng, 1999 , or Frei and dos Reis, 2011).
The structure of the paper is as follows. In Section 2 we formally introduce BSEs and relate them to fixed point problems in L p (F T ) d . In Section 3 we show how Banach's fixed point theorem can be applied to derive existence and uniqueness results for BSE and BSDEs with general Lipschitz functional coefficients. In Section 4 we study equations with non-Lipschitz coefficients using Krasnoselskii's fixed point theorem.
BSEs and fixed points in L p
In this section we introduce BSEs and relate them to fixed point problems in L p -spaces. We fix a finite time horizon T ∈ R + and let (Ω, F, F, P) be a filtered probability space with a filtration F := (F t ) t∈[0,T ] satisfying the usual conditions. Then all martingales admit a RCLL modification. By |.| we denote the Euclidean norm on R d , and for p > 1, we set:
To relate solutions of the BSE (2.1) to fixed points of G, we define the mappings
Theorem 2.3. Assume F satisfies (S). Then the following hold:
for all t,
In the special case, where F does not depend on Y , condition (S) holds trivially, and it is enough to find a fixed point of the mapping
Corollary 2.4. If F does not depend on Y , the following hold:
, one has MṼ = M V , and therefore,
So it follows from Theorem 2.3 that the pair (Y, M ) given by
c) V is a fixed point of G 0 if and only if V + E 0 G(V ) is a fixed point of G. Therefore, the result follows from part d) of Theorem 2.3.
The following lemma provides a sufficient condition for F to satisfy condition (S).
where Y (k,M ) is recursively given by
, there exist a number k ∈ N and a constant C < 1 such that 
General existence and uniqueness results
Denote
If there exist a number k ∈ N and a constant C < c p such that
Proof. Since C < 1, it follows from Lemma 2.5 that F satisfies (S). So by Theorem 2.3, it is enough to prove that G has a unique fixed point in
Therefore,
and it follows that
In particular,
and therefore,
Hence,
and
This shows that G is a contraction.
If the generator is of integral form
the BSE (2.1) becomes a BSDE of the general form
For a RCLL measurable process (X t ), we denote X S
Then the following holds:
and driver of the form (3.1) satisfying the following conditions:
(ii) There exist nonnegative constants
and by iteration,
So for k large enough, there exists a constant C < c p such that
and the theorem follows from Proposition 3.1.
So the assumptions of Theorem 3.2 only hold if the constants D 1 and D 2 are small enough, or alternatively, the maturity T is sufficiently short. This is consistent with the findings of Delong and Imkeller (2010), who gave examples of path-dependent BSDEs with Lipschitz coefficients that have no solutions or several ones. However, in the following special case it follows from Theorem 3.2 that the BSDE (3.2) has a unique solution for arbitrary Lipschitz constant C and maturity T :
for all X, X ′ ∈ S p 0 .
Generalized Lipschitz BSDEs based on a Brownian motion and a Poisson random measure
Let W be an n-dimensional Brownian motion and N an independent Poisson random measure on [0, T ] × E, where E = R m \ {0}, with an intensity measure of the form dtµ(dx) for a measure µ over the Borel σ-algebra B(E) of E satisfying
Denote byÑ the compensated random measure N (dt, dx) − dtµ(dx), and assume that W andÑ ([0, t] × A) for A ∈ B(E) with µ(A) < ∞, are martingales with respect to F. We need the following spaces of integrands:
• H 2 : all R d×n -valued predictable processes Z satisfying
where P is the σ-algebra of F-predictable subsets of [0, T ] × Ω.
Any square-integrable F-martingale M ∈ M 2 0 has a unique representation of the form Jacod; 1979) . Therefore, one can consider BSDEs
In the special case where the filtration F is generated by W and N , the orthogonal part K M in the representation (3.3) vanishes (see e.g. Ikeda and Watanabe, 1989) , and as a result, (3.4) can be written as
This almost looks like a standard BSDE. The difference is that the driver in (3.6) is a functional of the process Y and the random vectors Z M s and U M s , whereas in the standard case, it only depends on the realizations
The following result is a version of Theorem 3.2 for BSDEs whose drivers depend on M through Z M s and U M s . Its proof needs the isometry
see Jacod (1979) .
and driver of the form (3.5) satisfying the following conditions:
is progressively measurable, and
(ii) There exist nonnegative constants C 1 and C 2 such that
Proof. It follows from (3.7) that for every M ∈ M 2 0 , one has
Therefore, one obtains from the assumptions that for all
Here, the first inequality follows from the same argument as in the proof of Theorem 3.2. In particular, for every pair
and it follows that for k large enough, there exists a constant C < 1/5 such that
Now the theorem follows from Proposition 3.1.
As in Theorem 3.2, the driver in Theorem 3.4 can depend on the paths of Y . Consequently, the constants C 1 and C 2 or the maturity T must be sufficiently small for the assmumptions to be satsfied. But if the driver is not path-dependent, this restricition can be removed by solving the BSDE iteratively on small time intervals.
Proposition 3.5. The BSDE
satisfying the following two conditions:
Proof. It follows from condition (ii) that there is a constant C ′ ≥ 0 such that
. Choose δ > 0 small enough so that
It can be shown as in the proof of Theorem 3.4 that
, one obtains from Proposition 3.1 that the BSDE
0 . Analogously one deduces that the BSDE
The following corollary gives an existence and uniqueness result for McKean-Vlasov type BSDEs with drivers depending on the realizations
It generalizes the existence and uniqueness result for meanfield BSDEs of Buckdahn et al. (2009).
We recall that if M(X ) is the set of all probability measures defined on the Borel σ-algebra of a normed vector space (X , · ), the p-Wasserstein metric on M p (X ) := ν ∈ M(X ) : X x p ν(dx) < ∞ is given by
Corollary 3.6. Consider a BSDE of the form
f (·, ·, y, z, u, ν, η, κ) is progressively measurable, and the following two conditions hold:
Proof. It follows from the assumptions that the driver f is progressively measurable in (t, ω) and continuous in (y, z, u, ν, η, κ). Since
is a separable metric space, it follows from Lemma 4.51 of Aliprantis and Border (2006) that f is jointly measurable in all its arguments. This implies that
. It follows that condition (i) of Proposition 3.5 holds, and it just remains to show that
for some constant D. But this is a consequence of condition (ii) since one has
, and analogously,
.
Existence of solutions to BSEs and BSDEs via Krasnoselskii's fixed point theorem
In this section we use the following result, which combines the fixed point theorems of Banach and Schauder. It guarantees the existence of a fixed point. But in contrast to Banach's fixed theorem, it does not give uniqueness. 
Then, G 1 + G 2 has a fixed point in C.
Compact embedding and Lipschitz random variables
To find compact sets in the space L 2 (F T ) d , we assume in all of Section 4 that Ω is an infinitedimensional separable Hilbert space with inner product ·, · . We fix a complete orthonormal system e j , j ∈ N, of Ω together with positive numbers λ j , j ∈ N satisfying j∈N λ j < ∞. Then Qe j = λ j e j defines a positive self-adjoint trace class operator Q : Ω → Ω. The mean zero Gaussian measure P with covariance Q is the unique probability measure on the Borel σ-algebra B(Ω) of Ω under which the functions φ j (ω) = ω, e j , j ∈ N, are independent normal random variables with mean zero and variance λ j , j ∈ N; see Da Prato (2006) for details. The map e j → φ j / λ j has a unique continuous linear extension W : Ω → L 2 (Ω), called white noise mapping. It is an isometry between Ω and the closed subspace of L 2 (Ω) generated by φ j , j ∈ N.
To define the Sobolev space
, let E(Ω) be the linear span of all real and imaginary parts of functions ψ η , η ∈ Ω, of the form ψ η (ω) = e i ω,η . For ϕ ∈ E(Ω), D j ϕ denotes the derivative of ϕ in the direction of e j :
We maintain the notation D for the closure of D and denote its domain by W 1,2 (Ω). Endowed with the inner product 
It follows from Propositon 10.11 of Da Prato (2006) that every L-Lipschitz function ϕ :
In particular, one obtains that for given constants K, L ≥ 0, the set of all L-Lipschitz functions ϕ :
Moreover, the following holds:
Remark 4.3.
The assumptions on Ω in this section are not restrictive for the purpose of studying BSEs and BSDEs. For instance, (Ω, B(Ω), P) is rich enough to support an n-dimensional Brownian motion and an independent Poisson random measure on [0, T ]× R m \{0}. For an explicit construction, one can e.g., choose Ω to be of the form
is the space of square-integrable measurable functions from [0, T ] to R n and l 2 the space of square-summable sequences. The inner product on
where · denotes the standard scalar product on R n . Let P be a mean zero Gaussian measure corresponding to a positive self-adjoint trace class operator given by Qe j = λ j e j for a complete orthonormal system (e j ) of Ω and positive numbers (λ j )
is the corresponding white noise mapping, b i denotes the i-th unit vector in R n and (c j ) is a complete orthonormal system in l 2 , then
, 0) defines an n-dimensional Brownian motion independent of the sequence ζ j := W (0, c j ) of independent standard normals. For a given σ-finite measure µ on the Borel σ-algebra of R m \{0}, a Poisson random measure N on [0, T ]× R m \{0} with intensity measure dtµ(dx) can be realized as a function of ζ j , j ∈ N. Alternatively, N can be realized with only ζ 2j−1 , j ∈ N, and ζ 2j , j ∈ N, can be used to model additional noise.
Non-Lipschitz BSEs and BSDEs with path-dependent generators
Denote by F the completion of the Borel σ-algebra B(Ω) with respect to P. F = (F t ) t∈[0,T ] is a general filtration satisfying the usual conditions. The following theorem provides a general existence result for non-Lipschitz BSEs:
if there exist constants C < 1 and R 1 , R 2 , R 3 ≥ 0 such that the following hold:
Proof. By Lemma 2.5, it follows from condition (i) that F satisfies (S). So by Theorem 2.3, it is enough to show that the mapping
and show that the assumptions of Krasnoselskii's fixed point theorem are satisfied.
Step 1:
. Therefore,
, which shows that G 1 is a contraction.
Step 2:
and it follows from the second part of
This proves the continuity of G 2 .
Step 3:
So it follows from (iii) that
Step 4:
So Krasnoselskii's theorem applies, and one can conclude that G has a fixed point in
Assumption (i) of Theorem 4.4 is needed to ensure that condition (S) holds and F 2 T (Y, M ) is continuous in (Y, M ). In the following special case it is not needed.
if there exist a constant C < 1 and a nondecreasing function ρ :
such that the following two conditions hold:
Proof. Since F only depends on Y 0 and M , condition (S) holds trivially. By Theorem 2.3, the proposition follows if it can be shown that 
Due to (4.3), one has
and, by Poincaré's inequality,
).
As a consequence of Proposition 4.5 one obtains an existence result for BSDEs
with drivers f depending on Y 0 and the whole martingale M . 
Proof. It follows from the assumptions that for all Y 0 and M ,
, and
So the conditions of Proposition 4.5 hold with CT instead of C, and the corollary follows.
If F does not depend on Y , the assumptions of Theorem 4.4 can be relaxed further, and one obtains the following
if there exist a constant C < 1/2 and a nondecreasing function ρ :
Proof. By Corollary 2.4, it is enough to show that the mapping
. By (i) and Doob's L 2 -maximal inequality, one has
By (4.5), one has G 1 0 (V ) + G 2 0 (V ′ ) ∈ C for R ≥ 0 large enough, and it follows from Krasnoselskii's theorem that 
Corollary 4.8. A BSDE of the form
(ii) For all M ∈ M 2 0 , f 2 (., M ) is progressively measurable with Proof. As in Corollary 4.6, it follows from the assumptions that F i t (M ) = t 0 f i (s, M )ds is in S 2 0 for i = 1, 2 and all M ∈ M 2 0 . Moreover,
and since T 0 f 2 (s, M )ds is ρ( M S 2 )-Lipschitz, one has DF 2 T (M ) 2 ≤ ρ( M S 2 ). So the conditions of Theorem 4.7 hold with CT instead of C, and one obtains the corollary as a consequence.
Non-Lipschitz BSDEs based on a Brownian motion and a Poisson random measure
We now focus on BSDEs with non-Lipschtiz coefficients that depend on an n-dimensional Brownian motion W and an independent Poisson random measure N on [0, T ] × E, where E = R m \ {0}, with an intensity measure of the form dtµ(dx) for a measure µ over the Borel σ-algebra B(E) of E satisfying E (1 ∧ |x| 2 )µ(dx) < ∞;
see Remark 4.3 above for a construction of W and N in the case where P is a mean zero Gaussian measure on the infinite-dimensional separable Hilbert space Ω.
Moreover, B(s, Eb(s, Z s , U s )) is C(1 + |Eb(s, Z s , U s )|)-Lipschitz, and
from which one obtains that B(s, Eb(s, Z s , U s )) is C(1 + √ C(1 + Z s 2 + U s L 2 (P⊗µ) ))-Lipschitz. 
. 
Hence,
Moreover, B(s, Eb(s, Z s , U s )) is C(1 + |Eb(s, Z s , U s )|)-Lipschitz. So since
B(s, Eb(s, Z s , U s )) is C 1 + C 1 + Z s 2 + U s P⊗L 2 (µ) -Lipschitz. This shows that the conditions of Proposition 4.9 hold, and the corollary follows.
