We consider a supply chain consisting of a sequence of buffer queues and processors with certain throughput times and capacities. Based on a simple rule for releasing parts, i.e. batches of product or individual product items, from the buffers into the processors we derive a hyperbolic conservation law for the part density and flux in the supply chain. The conservation law will be asymptotically valid in regimes with a large number of parts in the supply chain. Solutions of this conservation law will in general develop concentrations corresponding to bottlenecks in the supply chain.
Introduction
This paper is concerned with the development and analysis of continuum models for supply chains. We consider a chain of M suppliers or processors S 0 , .., S M −1 . In the generic picture of a supply chain (see c.f. [12] for an overview) each supplier processes a certain good (measured in units of parts) and passes it on to the next supplier in the chain. Labelling the parts by the index n, we denote by τ (m, n) the time at which part number n passes from supplier number m − 1 to supplier number m. The goal of supply chain modelling and control is to derive rules governing the evolution of the times τ (m, n), and, in further consequence, design such rules to, in some pre-defined sense, optimally manage the supply chain. There is a hierarchy of models available for this purpose. If the times τ (m, n) are used as primary variables, and therefore each part is considered individually, this leads to so called discrete event simulation models (see [7] for an overview), which represent the most exact, and computationally most expensive, simulation tool. On the other end of the spectrum lie so called fluid models, which replace the individual parts by a continuum and use rate equations for the flow of product through a supplier (see [1] , [8] for an overview). For a large number of parts, fluid models are much less expensive but necessarily represent an approximation to the actual situation. As a compromise between the two extremes, so called traffic flow models have received a lot of attention recently. The name derives from the analogy of the parts moving like cars on a highway and the use of a large already developed body of theory for modelling traffic flows. This theory employs the methodology of an even older, and better developed theory, namely that of gas dynamics. So, discrete event simulation takes the place of particle based (i.e. Monte Carlo type) models for gases, which can be approximated by the equations of gas dynamics (see [10] for an overview) and so on. The analogy is of course not one to one, since the basic rules governing the parts in a supply chain, the cars on a highway and the molecules in a gas will be different [2] , [3] , [4] , [6] , [11] , [16] .
This paper is concerned with the derivation of a type of traffic flow model, namely a conservation law for a partial differential equation, out of very simple principles governing the evolution of the times τ (m, n). Given the times τ (m, n) conservation of the number of parts is expressed via the introduction of so called N-curves (originally defined by Newell [17] ). The N-curve U (t) at supplier S m is given by the number of parts which have passed from processor S m−1 to processor S m at time t, i.e. by
where H denotes the usual Heaviside function. The flux from processor S m−1 into processor S m is given by the derivative of U (m, t), i.e. 
holds with F (0, t) and F (M, t) the total influx and outflux of the supply chain. So N-curves are just the antiderivatives of fluxes. The work in progress (WIP) W (m, t) of processor S m , the total number of parts currently at the supplier S m at time t, is now given by the difference of two consecutive N-curves, i.e.
W (m, t) = U (m, t) − U (m + 1, t) + K(m), m = 0, .., M − 1,
where the time independent constants K(m) are determined from the initial situation. Combining (2) and (3) yields the conservation law
for the WIP W (m, t) and the flux F (m, t), both given in terms of the transition times τ (m, n). Note that in (4) W (m, t) is a step function in time while F (m, t) is a superposition of δ− functions. Furthermore, if each of the suppliers S m has a given minimal processing time T (m), τ (m + 1, n) ≥ τ (m, n) + T (m) will hold, which implies, amongst other things, that the WIP W m (t) can never become negative. Fluid and traffic models replace the WIP W and the flux F by continuous functions and eliminate the dependence on individual parts, either by ad hoc assumptions, constitutive relations derived from stochastic queuing theory in quasi steady state (see c.f. [9] ), or via asymptotic methodology borrowed from the theory of gas dynamics [4] , [5] , [14] [15], [18] . In the simplest fluid models, the fluxes F (m, t) in (4) are prescribed and the WIP's W (m, t) are computed from F . Constraints have to be placed on the fluxes in order to guarantee non -negative WIP's. This is usually done in a linear programming framework [19] . The basic concept of the approach presented in this paper is somewhat different. Rather than artificially constraining the fluxes, we will derive a continuum model which contains as an input parameter a service rate µ, and in which the WIP's W (m, t) will always be non -negative. The model is based on very simple assumptions, namely that each supplier functions as a single processor with a processing time T and a buffer queue in front of it. Based on this assumption, we derive, in a continuum limit, a conservation law of the form
where the artificial continuous variable x indexes the suppliers and the ρ(x, t) denotes the product density over x, i.e. W = ρ dx holds. If the number of parts considered is very large, then solving the conservation law (5) is obviously much more effective than to directly compute the τ (m, n).
Other than in previously presented approaches [2] , [3] , [4] , [5] , the approach in this paper is based on first principles. While purely fluid dynamic approaches rely on constitutive laws (usually for the equivalent of the pressure tensor [4] ) we derive the conservation law (5) rigorously from a simple recursion of the arrival times τ (m, n).
This paper is organized as follows. In Section 2 we define the basic rule governing the transition times τ (m, n), modelling one supplier in the chain as a processor with a given throughput time and a linear buffer queue in front of it. We heuristically derive simplified formulas to compute the WIP density ρ and the flux from the transition times. These formulas are simpler than (2) and (3), in the sense that they depend only locally on the τ (m, n). This will allow us to derive simple constitutive relations for the flux and WIP density leading to the conservation law (5) . However, with this simple constitutive relation, the conservation law (5) will only be satisfied approximately. In Section 3 we show that (5) is satisfied asymptotically in the limit for a large number of suppliers. The main difficulty here is that, as it turns out, the conservation law (5) will in general have only distributional solutions. ρ(x, t) will develop δ− function concentrations, corresponding to bottlenecks in the supply chain. We will resolve this problem by instead deriving the corresponding hyperbolic equation for the N-function U in (1). This will also allow us to numerically compute the distributional solutions of (5) in a reasonable way. The assumption of a large number of nodes in the supply chain is actually unreasonable for many applications. In Section 4 we remove this assumption by replacing one individual supplier with an arbitrary number of virtual suppliers, allowing us to pass to a continuum limit in almost every situation. Section 5 is devoted to numerical experiments. We demonstrate the asymptotic validity of the continuum model on two examples, one with only a few nodes in the supply chain where we utilize the concept of virtual suppliers, and one example of a long supply chain with randomly generated processing times and capacities.
The basic model
In this section we first define the basic rules governing the supply chain. We then give a more or less heuristic reasoning for a formula which expresses the flux and the density of parts locally in time, i.e. dependent only on differences of neighboring transition times τ , in what is essentially a large time regime. With these local formulas we derive in Theorem T1 a constitutive relation which expresses the flux in terms of the density. We first present the basic model for a single node in the supply chain. We assume that the node consists of a processor which processes parts at a rate µ. In front of this 'machine' we assume a buffer queue, i.e. parts arrive at the end of the queue wait until they reach the front, and then are fed into the processor. We denote by a n , n = 0, 1, .. the time part number n arrives at the end of the queue and by b n the 'release time', i.e. the time part number n reaches the front of the queue and is fed into the processor. If the queue is full, the interval between two consecutive release times b n will be given by the processing rate µ, i.e.
will hold as long as a n ≤ b n−1 + 1 µ holds, meaning that part number n has already arrived when we want to feed it into the processor. If, on the other hand, the queue is empty, i.e. if at the desired release time b n−1 + 1 µ part number n has not arrived yet at the end of the queue, then we wait for its arrival and then immediately feed it into the processor. So, a n > b n−1 + 1 µ will imply b n = a n . This gives altogether the relation
We assume that the processor takes a time T to finish the part and denote by e n = b n + T the time the part leaves the processor (and enters the next queue). Inserting this relation into (6) gives
as the basic law relating the arrival times a n to the exit times e n . We now consider a chain of M suppliers S 0 , .., S M −1 and denote with τ (m, n) the time part number n arrives at supplier S m . Using the obvious change of notation a n → τ (m, n) and e n → τ (m + 1, n) we obtain from (7)
Here T (m) denotes the processing time of processor S m and we have made the processing rates µ time dependent, i.e. dependent on the part index n as well. The reason for the latter is that the service rates µ are used to control the supply chain. So, after part number n − 1 has been fed into processor S m we wait a time interval
before feeding in the next part. We assume that the processor belonging to the node S m has a finite capacity C(m), so
has to hold, but otherwise the µ's can be chosen arbitrarily. The recursion (8) still needs initial and boundary conditions. They are of the form 
would be the number of parts in the queue at the time part number 0 arrives. This, in a sense, records the history of what has happened in the system before the first part went through and determines the queue length at the initial time. This somewhat awkward definition is necessitated by the fact that, for an actual simulation, we have to start somewhere. This issue will be resolved once the problem is formulated in terms of an approximate conservation law.
The goal of this paper is to asymptotically replace (8) by a conservation law with a simple constitutive relation. The rest of this section is devoted to considerations of what the appropriate form of the constitutive relation F = F (W ) in (4) should be. In the next section we will then show that with this relation an equivalent of (5) holds in a weak sense. We start by re-defining the flux. First, we map (4) onto a grid in an artificial spatial variable x, called the 'Degree of Completion' (DOC). We define a mesh 0 = x 0 < .. < x M = X and replace F (m, t) by F (x m , t). So, parts enter the supply chain at the DOC x = 0 and leave at the DOC x = X. Next, we observe that, for an arbitrary test function ψ(t)
holds. We re-write this into a Riemann sum for an integral as
where ∆ n τ denotes the difference of τ (m, n) in the index n and the function f (x, t) is given at x = x m and t = τ (m, n) as the reciprocal difference, i.e.
holds. On a time scale, where ∆ n τ is small, (10) becomes
So (11)(b) will be the definition of our approximate flux f , which is given on the grid τ (m, n) for x = x m . To find an approximate expression for the density ρ of parts per unit DOC, we consider the case, when the arrival times τ would be distributed continuously, i.e. if they were given as a function τ (x, y). In this case (11)
. The N-function U (x, t), the antiderivative of the flux, would then satisfy the relations
) is a function of the DOC variable x only, which we set equal to the arbitrarily chosen function K(x). So, for a continuum τ (x, y) of arrival times, we set f (x, τ ) = . Direct calculus yields that, if so defined, ρ and f satisfy a conservation law of the form ∂ t ρ + ∂ x f = 0. Motivated by this, we define the approximate density ρ and the approximate flux f from the arrival times τ by
The density and flux defined by (13) are approximate in the sense that they will, as will be seen in Section 3, satisfy an approximate or discretized version of the conservation law. However, the definition (13) allows us to derive a simple constitutive relation of the form f = f (ρ). Under what circumstances ρ and f satisfy an approximate conservation law will be the subject of the next section. We have the following Theorem T1: Let the arrival times τ (m, n) satisfy the recursion (8) . Let the approximate density ρ and flux f be defined by (13) . Then the approximate flux can be written in terms of the approximate density via a constitutive relation of the form
with the flux function φ m given by
The proof of Theorem T1 is rather lengthy and therefore deferred to the Appendix. The advantage of the approximative constitutive law (14) over the exact law given by (2) and (3) lies in the fact that it does not involve the transition times τ (m, n) anymore. The subject of the next two sections will be if, and in what sense, ρ and f will still satisfy a conservation law of the form ∂ t ρ + ∂ x f = 0.
Asymptotic validity of the conservation law
In this section we show that the approximate density ρ and flux f , defined by (13) satisfy, in a certain sense, a conservation law of the form ∂ t ρ + ∂ x f = 0 asymptotically. The asymptotic regime we consider is one for a large number of nodes in the supply chain and for large time scales. The assumption of a large number of nodes is to some extent artificial and will be removed in Section 4. As it turns out the limiting density ρ will in general not be a classical function but a distribution. We therefore show the asymptotic validity for the corresponding hyperbolic differential equation for the limiting N-curve U in (1).
Scaling and dimensionless formulation
We define by T 0 the average processing time, i.e.
holds. So M T 0 would be the time for a part to be processed in the empty system, without waiting in any queue. This is chosen as the overall time scale, whereas we scale the individual processing times T (m) and service rates µ(m, n) by T 0 . Denoting scaled variables with the subindex s, this gives
We will consider a regime where M >> 1 holds and set ε = 
where we have scaled τ A and τ I in the same way as τ (m, n). Also we have made grid functions out of the throughput times and processing times. We assume that the differences between two consecutive arrival times τ are of the same order as the average processing time T 0 . This is reasonable since otherwise the total WIP would either go to zero or infinity. So we set
In accordance with (13), we scale the density ρ and the flux f by
where X is the length of the DOC interval. This gives
as a definition for the scaled flux an density with f s , ρ s = O(1). The scaled version of the constitutive relation (14) then reads
} .
(18)(b) suggests a natural choice for the grid in x− direction, namely
which makes the propagation velocity in (18) equal to unity, i.e. we assign an interval in the DOC variable x to processor S m which is proportional to its processing time. We will use this choice of the mesh from here on. Also, from now on we will drop the subscript s for simplicity.
Interpolation and weak formulation
We now proceed to show the asymptotic validity of a conservation law in the limit ε → 0. The goal is an initial boundary value problem for a conservation law of the form
together with some initial condition. There are several complications in this approach.
• First, the resulting initial boundary value problem not be defined on a strip in (x, t) plane but on a domain bounded by t > τ I . This is more of a notational inconvenience, but impacts the definition of initial conditions.
• From the original definition of the problem we cannot assume any kind of smooth relation between two consecutive processors, i.e. we cannot assume that the throughput times T (x m ) and service rates µ(x m , t), defined by (15) will converge to a smooth function in the limit ε → 0. The limiting problem therefore has to be defined weakly.
• The most severe problem is that the flux function f can become discontinuous. This can be seen from the following consideration. Since we cannot assume any smooth relation between consecutive processors, we have to allow for the possibility of a sharp drop in the service rate µ, i.e. µ(x m , t) > µ(x m+1 , t), which does not vanish in the limit M → ∞. At this point we can easily construct a situation where f (x m , t) > µ(x m+1 , t) holds. Since f (x m+1 , t) is cut off by the min − function, the limiting flux f will have to be discontinuous. Because mass still has to be conserved, this discontinuity has to be compensated by a δ− function concentration in the density ρ at this point. This corresponds to a bottleneck situation, where we feed into a processor at a rate higher than its capacity over a significant period of time. Consequently, the queues will grow, which is expressed as a δ− function in the limit. This situation will actually occur right in the beginning of the supply chain if the boundary flux f B (t) is chosen larger than the capacity of the first processor.
We deal with the above problem by re-defining our concept of a solution. Instead of deriving a conservation law for the density ρ we derive a hyperbolic equation for the limiting N − function U in (2). We denote its approximation by u, set ρ(x, t) = −∂ x u(x, t), and integrate (20) once with respect to x. This gives
Clearly, if the solution u(x, t) is continuous and has a bounded x− derivative, we obtain a solution ρ(x, t) of (20) by differentiating u with respect to x. However, the equation (21) allows for shock solutions which result in δ− functions in the variable ρ. Although the x− derivative of u in this case becomes unbounded, the flux will remain bounded because of the min − function. (−∂ x u = ρ will always be bounded from below by zero.) We will therefore show that, in the limit ε → 0 the N-function u satisfies a hyperbolic problem of the form (21) weakly in x and t. To do so, we first have to define the variables given on the nonuniform and non-rectangular mesh in (x, t) for continuous arguments by piecewise constant interpolation. For a given gridpoint x m we first interpolate the grid functions ρ and f defined by (17) in
Next we define the N-function u(x m , t) by
Given the functions φ 1 , u 1 which are now defined for continuous time and discrete space, we define the functions
as functions of continuous space and time.
The limit ε → 0
We can now show that the so defined interpolant u 2 , f 2 satisfies a weak version of (21). We have Theorem T2 Given the scaled density and flux at the discrete points x m , τ (m, n), as defined in (16) . Let the piecewise constant interpolant u 2 and f 2 be defined as in (22). Let the scaled throughput times T (x m ) stay uniformly bounded, i.e. h m = O(ε) holds uniformly in m. Assume finitely many bottlenecks for a finite amount of time, i.e. let ∆ m τ (m, n) be bounded for ε → 0 except for a certain number of nodes m and a finite number of parts n, which stays bounded as ε → 0 . Then, for ε → 0 and max h m → 0 the interpolated Nfunction and flux u 2 , f 2 satisfy the initial boundary value problem
in the limit ε → 0, weakly in x and t. The proof of Theorem T2 is deferred to the Appendix.
Remark: Theorem T2 establishes the asymptotic validity of the integrated conservation law (25)(a) for any N-curve u and any flux function f , derived from an arbitrary sequence τ via the definition (13) and the interpolation formulas (22) and (24). The constitutive relation f 2 = min{µ, −∂ x u 2 } is a consequence of the recursion relation satisfied by the sequence {τ (m, n)} and, consequently, of Theorem T1.
Remark: In unscaled variables Theorem T2 implies that the density ρ(x, t) can be approximately computed as ρ = −∂ x u where the unscaled N-function u(x, t) is the solution of
Remark: The assumptions of Theorem T2 state that the number of nodes in the supply chain is large, that the number of bottlenecks is small compared to the number of processors, and that each of the processing times is small compared to the overall throughput time, i.e. T (m) << M −1 m =0 T (m ) holds. At first glance, these assumptions might seem rather restrictive. We will remove these restrictions in the next section by introducing the concept of virtual processors, which will allow us to arbitrarily increase M . , and we prescribe an arrival rate f A which can be processed by the processors in front of the bottleneck, but is larger then the capacity of the processors behind the bottleneck. So we have
An exact solution for a single bottleneck
The solution ρ(x, t) will then be given by a classical part ρ c (x, t), with a jump discontinuity at x = 1 2 , and a δ− function of the form q(t)δ(x −
), compensating the jump in the fluxes. The classical part ρ c will just satisfy a one way wave equation with constant velocity. So, we have
whose solution is given via characteristics by
In order for the whole solution ρ(x, t) = ρ c (x, t) + q(t)δ(x − 1 2
) to be a spatially weak solution of the conservation law (20), we have to satisfy
for any arbitrarily smooth test function φ(x). Integrating by parts separately on the intervals (0, 1 2 ) and (
Since ρ c (x, t) < µ(x) will hold everywhere and ρ c (0, t) = f A (t) holds, this reduces to
Thus, away from the bottleneck at x = 1 2 the solution is given by (27), and the bottleneck produces a buildup of the queue (a δ− function in this framework) with strength (or queuelength) q, which is governed by (28).
Virtual processors
As pointed out in Section 3, the asymptotic validity of the differential equation (26) is only given for the case when the number M of processors is large and the each of the individual processing times T (m) is small compared to the total processing time M T 0 = M −1 m=0 T (m). So, it excludes c.f. the situation where one processor takes up half of the overall processing time. In this section we will relax this restriction by introducing the concept of virtual processors. The basic idea is that one processor with a processing time T and a service rate µ can be replaced by K virtual processors with the same service rate µ and processing times T K . Thus we can make the total number of processors as large as we like, and the relative processing times as small as we like, by introducing enough virtual processors. The purpose of this section is to make this statement precise. Since, in doing so, we will keep the service rates µ constant but decrease the processing times T , eventual bottlenecks will only occur in the first virtual processor and the queues of the additional virtual processors will always remain empty. Given the recursion formula (8), we therefore derive a condition for queues being always empty.
Lemma L1 : Given the recursion (8) for the arrival times τ (m, n), Let the arrival rate in node S m be below the service rate µ, i.e. let
hold. Let furthermore the queue be empty at the arrival of the first part, i.e. let
hold. Then
holds.
Proof of Lemma L1: Define waiting time in the queue number m as Q(m, n) = τ (m + 1, n) − τ (m, n) − T (m). Inserting this into (8) gives
as a recursion for the waiting times Q(m, n). In particular,
holds because of (30). Because of (29), the term τ (m, n) − τ (m, n + 1) +
is always non -positive and therefore the recursion (31) has the trivial solution Q(m, n) = 0 for n ≥ 1.
Lemma L1 will provide the basic tool to split a processor into K virtual processors. The basic building block of the underlying idea is to split one processor into two. Without loss of generality we perform this split on the first node in the supply chain. We have Lemma L2: Let the flow of parts in processor S 0 be governed by
with τ (0, n), n ≥ 0 and τ (1, 0) given and satisfying the compatibility condition τ (1, 0) ≥ τ (0, 0) + T (0). We replace (32) by two virtual nodes with the same processing rates and the same total throughput time; i.e.
(a)τ (1, n + 1) = max{τ (0, n + 1)
holds withT (0) +T (1) = T (0). Then the system (33) produces the same outflux as the system (32), i.e.τ (2, n) = τ (1, n) n ≥ 0 holds. Proof of Lemma L2: We show that the second virtual processor, i.e. the timesτ (1, n) andτ (2, n), satisfy the assumptions of Lemma L1 . Because of (33)(a)
, n ≥ 0 holds, giving (29). To show (30) we note that
holds, and (34) trivially holds for n = 0 as well because of the initial condition (33)(c). We now eliminateτ (1, n) by insertingτ (1, n) =τ (2, n) −T (1) into (33)(a) and obtain
i.e.τ (0, n),τ (2, n) satisfy the same difference equation and initial and boundary conditions as τ (0, n), τ (1, n).
By repeatedly using Lemma L2, we immediately obtain, as a corollary Theorem T3: Let the first processor S 0 in the chain be governed by (8) . If we replace the single processor by K virtual processors with the same processing rates and the same total throughput time, i.e. bŷ
then we obtain the same outflux, i.e.
So, in order to create the conditions appropriate for the application of Theorem T2, we would proceed as follows.
Given the processing times
If the number of virtual processors M 1 is still too small for the asymptotic regime in Theorem T2 to be valid, cut each of the virtual processors into additional L subprocessors to arrive at M 2 = LM 1 total processors.
Clearly, the number M 2 of virtual processors can be made as large as we like. No additional bottlenecks are created by this procedure since µ remains constant within each virtual processor belonging to one real processor and a bottleneck only can occur if there is a drop in the processing rate µ. So, the number of bottlenecks remains finite as M 2 → ∞. There is, however, a limit to this process since we have used the average processing time T 0 also to scale the service rates µ in (15) . So, sending T 0 → 0 would result in the scaled service rates µ, and therefore also the fluxes, going to zero. To obtain a reasonable limiting problem we should choose M 2 and T 0 in such a way that T 0 C 0 = O(1) holds, where C 0 is some characteristic value for the capacities, the bounds on µ in (9) . So, with the introduction of virtual nodes in the supply chain, the results of Section 3 really apply to the case when
For a stochastic queuing model in steady state, this is according to Little's law (see c.f. [13] ), a measure of the number of parts in the system. So the hyperbolic equation (25) in Theorem T2 is asymptotically valid for a large number of individual parts, i.e. precisely in situations where continuum models are computationally more efficient than discrete event simulators.
Numerical experiments
In this section we conduct two numerical experiments to verify Theorem T2 by comparing the solution of the hyperbolic problem (26) with the direct solution of the recursion (8) for the transition times τ . In both cases we solve (8) , compute the WIP W the N-curve U and the flux F according to (1) , (2) and (3), and compare it to ρ, u and f computed from the solution of the hyperbolic equation (26). The hyperbolic problem for the approximate Ncurve u is solved via a standard finite difference scheme of the form
For simplicity, we use constant time steps satisfying a CFL condition of the form ∆t ≤ M T 0 X min{∆x m }. If the spatial meshsizes ∆x m of the discretization of the conservation law are chosen equal to the the h m in (19), i.e. if we assign one gridpoint to one node in the supply chain, this would give ∆x m = XT (m) M T 0 , m = 0, .., M −1 and a CFL condition ∆t ≤ min{T (m)}. While this seems a natural choice it is not a necessary one. In particular, in regions where the service rates µ vary slowly, a larger spatial meshsize might be appropriate. Regardless of the choice of the spatial mesh the node S m in the supply chain will always occupy an interval of length h m . The influx f A is computed according (11)(b) by
and piecewise linear interpolation. Note, that the discretization (35) is equivalent to discretizing the conservation law directly, i.e. if we define the discretized density ρ by
So, the discretization (35) is equivalent to directly discretizing the conservation law for the density ρ, ignoring the issue of distributional solutions. Of course u in (35) will still be discontinuous at bottlenecks and ρ in (36) will grow like 1 ∆x at these gridpoints. The discretization (36) represents only the simplest first order upwinding scheme for the hyperbolic conservation law. One could of course solve the hyperbolic problem (26) by more sophisticated high resolution methods on a correspondingly coarser mesh. Since this paper is concerned with the model per se, we felt that using a higher order method would somehow cloud the issue of model properties by introducing the artifacts of the numerical method.
In the first example we consider a supply chain of three suppliers with throughput times T (0) = 1, T (1) = 3, T (2) = 1 time units and capacities C(0) = 15, C(1) = 10, C(2) = 15 parts per time unit. Setting the characteristic value for the capacity C 0 = 10, this gives a value of C 0 M T 0 = 50 >> 1 for the average number of parts in steady state. Thus, we can create the regime of theorem T2 by introducing virtual processors according to Section 4. We split the nodes S 0 and S 2 into ten virtual nodes each with capacities of 15 parts per unit time and node S 1 into 30 virtual nodes with capacities of 10 parts per unit time. We expect two possible bottlenecks, namely at x = 0.2, where the capacity drops, and possibly at x = 0 if the influx exceeds 15 parts per unit time. We first solve the recursion (8) for the transition times τ , starting with all empty queues, i.e. τ I (m + 1) − τ I (m) = T (m) = 0.1 holds, and set τ I (M ) = 0. We compute the arrival times randomly according to τ
, τ A (0) = τ I (0). To study the development of bottlenecks, we choose a function f A (t) as the influx rate, which is first below the minimum capacity C(1) = 10, then between the minimum and the maximum capacity 10 and 15, then above the maximum capacity, and finally drops back to its original value. We add a random perturbation to a piecewise constant function. The influx rate f A is shown in Figure 1 . We compute fluxes and densities from the recursion (8) and the discretized conservation law (36). Figure 2 shows the corresponding WIP and Figure 3 shows the outflux of each node in the supply chain. The dots are computed from a time averaging of the solution of the recursion (8) for the transition times τ and the solid line is computed from the conservation law (36). So, the WIP of node S 0 m in the chain is computed as Figure 4 shows the antiderivative of the density ρ in the DOC direction, i.e. −u(x, t) + u(0, t), and Figure 5 shows the flux. As expected, we see bottlenecks, i.e. discontinuities, developing and vanishing again at x = 0 and x = 0.2. As long as the nodes in the supply chain work below capacity, i.e. as long as the governing equation is ∂ t ρ + X M T 0 ∂ x ρ = 0 we see the propagation of the fluctuations in the influx f A through the system. As soon as the nodes go into saturation, i.e. as soon as ∂ t ρ + ∂ x µ holds, the solution becomes constant but develops discontinuities at the bottlenecks. Figure 6 shows the density ρ, which develops concentrations at x = 0 and x = 0.2, on a logarithmic scale.
As a second example, we consider a 'long' supply chain with unstructured throughput times and capacities. We choose M = 80 and choose 80 random throughput times between T = 1 and T = 5 time units. For simplicity, we set
, m = 0, .., M − 1. So each processor handles only one part per unit time and we use the maximally possible relase rates µ. Figure 7 shows the corresponding mesh in the DOC variable 0 ≤ x ≤ X = 1 and the capacities. So the meshsizes h m are according to (19) randomly distributed. All the assumptions of Theorem T2 are satisfied, except that we cannot guarantee a relatively small number of bottlenecks, since the service rates µ now have an arbitrary number of significant drops. We choose ∆x m = h m , i.e. we assign precisely one gridpoint per node for the numerical solution of the partial differential equation. Again, this goes beyond standard convergence theory, since we do not resolve the rapidly varying function µ(x) in the continuous formulation. Figure 8 shows the influx and the outflux of the last node in the supply chain. Again, the dots denote the time averaged results computed from the recursion formula (8) . The influx is chosen at and below the minimum capacity C min = 0.2, with a spike at t ≈ 1500. Figure 9 shows the corresponding total WIP of the whole supply chain. We observe almost perfect agreement although we have not resolved the service rate function µ(x) on the computational mesh. Figure 10 shows the density ρ on a logarithmic scale. We see the development of six bottlenecks. So, although the relationship between capacities of neighboring processors is completely random, the supply chain organizes itself to produce only a few bottlenecks and the assumptions of Theorem T2 are still satisfied.
Conclusions
We have derived a partial differential equation modelling a supply chain of arbitrary length with a large number of parts. Other than in similar approaches, this model is not based on some quasi steady state assumptions about the stochastic behavior of the involved queues, but rather on a simple deterministic rule for releasing parts from the buffer queues into the processors. The presented model incorporates the concept of the capacity of a processor in a natural way in a transient setting, while models based on queuing theory have to achieve this through a relation between throughput time and Work in Progress which is somehow extrapolated from the steady state situation. The model contains a distributed parameter (the service rates), which is constrained by the capacities, and can be used to control the behavior of the supply chain. It can be expected, that relatively simple rules can be found, governing these service rates which guarantee a certain behavior of the supply chain, c.f. the avoidance of bottlenecks. 
Combining (41) and (42) gives
which, in the limit ε → 0, is the weak formulation of
Because of the definition of u 1 (x 0 , t) in (23) this is the solution of (25) on the interval [0, X].
