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Abstract
The internet we have known thus far has been an internet of people, as it has con-
nected people with one another. However, these connections are forecasted to occupy
only a minuscule of future communications. The internet of tomorrow is indeed: the
internet of things. The Internet of Things (IoT) promises to improve all aspects of
life by connecting everything to everything. An enormous amount of effort is being
exerted to turn these visions into a reality. Sensors and actuators will communicate
and operate in an automated fashion with no or minimal human intervention. In the
current literature, these sensors and actuators are referred to as machines, and the
communication amongst these machines is referred to as Machine to Machine (M2M)
communication or Machine-Type Communication (MTC). As IoT requires a seamless
mode of communication that is available anywhere and anytime, wireless communi-
cations will be one of the key enabling technologies for IoT.
In existing wireless cellular networks, users with data to transmit first need to request
channel access. All access requests are processed by a central unit that in return either
grants or denies the access request. Once granted access, users’ data transmissions
are non-overlapping and interference free. However, as the number of IoT devices
is forecasted to be in the order of hundreds of millions, if not billions, in the near
future, the access channels of existing cellular networks are predicted to suffer from
severe congestion and, thus, incur unpredictable latencies in the system. On the
other hand, in random access, users with data to transmit will access the channel
in an uncoordinated and probabilistic fashion, thus, requiring little or no signalling
overhead. However, this reduction in overhead is at the expense of reliability and
efficiency due to the interference caused by contending users. In most existing random
access schemes, packets are lost when they experience interference from other packets
transmitted over the same resources. Moreover, most existing random access schemes
are best-effort schemes with almost no Quality of Service (QoS) guarantees. In this
thesis, we investigate the performance of different random access schemes in different
settings to resolve the problem of the massive access of IoT devices with diverse QoS
guarantees.
First, we take a step towards re-designing existing random access protocols such
that they are more practical and more efficient. For many years, researchers have
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adopted the collision channel model in random access schemes: a collision is the
event of two or more users transmitting over the same time-frequency resources. In
the event of a collision, all the involved data is lost, and users need to retransmit
their information. However, in practice, data can be recovered even in the presence of
interference provided that the power of the signal is sufficiently larger than the power
of the noise and the power of the interference. Based on this, we re-define the event of
collision as the event of the interference power exceeding a pre-determined threshold.
We propose a new analytical framework to compute the probability of packet recovery
failure inspired by error control codes on graph. We optimize the random access
parameters based on evolution strategies. Our results show a significant improvement
in performance in terms of reliability and efficiency.
Next, we focus on supporting the heterogeneous IoT applications and accommodating
their diverse latency and reliability requirements in a unified access scheme. We
propose a multi-stage approach where each group of applications transmits in different
stages with different probabilities. We propose a new analytical framework to compute
the probability of packet recovery failure for each group in each stage. We also
optimize the random access parameters using evolution strategies. Our results show
that our proposed scheme can outperform coordinated access schemes of existing
cellular networks when the number of users is very large.
Finally, we investigate random non-orthogonal multiple access schemes that are known
to achieve a higher spectrum efficiency and are known to support higher loads. In
our proposed scheme, user detection and channel estimation are carried out via pilot
sequences that are transmitted simultaneously with the user’s data. Here, a collision
event is defined as the event of two or more users selecting the same pilot sequence.
All collisions are regarded as interference to the remaining users. We first study the
distribution of the interference power and derive its expression. Then, we use this
expression to derive simple yet accurate analytical bounds on the throughput and out-
age probability of the proposed scheme. We consider both joint decoding as well as
successive interference cancellation. We show that the proposed scheme is especially
useful in the case of short packet transmissions.
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Chapter 1
Introduction
1.1 Internet of Things
"IoT enables physical objects to see, hear, think and perform jobs by having them “talk”
together, to share information and to coordinate decisions. The IoT transforms these
objects from being traditional to smart by exploiting its underlying technologies such as
ubiquitous and pervasive computing, embedded devices, communication technologies,
sensor networks, Internet protocols and applications,"[1].
This is one of the many definitions of IoT that can be found in the research community
and in the industry [2, 3, 4, 5, 6]. The existing large number of definitions, albeit
confusing at times, emphasizes the importance of IoT on many levels [4, 7, 8, 9, 10,
11, 12, 1, 13]. The term was first coined in the context of the management of supply
chains back in 1999 [14]. Since then, IoT has been generalized to cover a vast range
of applications. Although its range of applications continues to grow and its enabling
technologies continue to evolve, the objective remains to improve the quality of life,
society and industry as well as their productivity. IoT will achieve these objectives
by connecting all the different related systems to one another so that decision-making
policies and actions are based on the integrated data and, thus, are more effective.
In what follows, some of the main applications of IoT are reviewed.
1
1.1 Internet of Things 2
• Smart Home: Smart Homes allow the customization and control of homes via
a touch panel and, consequently, provide means to reduce costs, save time, in-
crease security and improve energy efficiency. Some of the technologies available
include: smart electricity and water meters, smart refrigerators, smart garden
irrigation systems, automated heating, ventilation and air conditioning systems,
automated indoor and outdoor lighting, automated sound and security systems,
etc.
• Smart City: Smart Cities will tackle major problems such as the growing and
aging populations, climate changes, pollution, traffic congestion, energy supply
shortage, etc. Use cases cover smart surveillance and maintenance, smart en-
ergy management systems, smart water distribution, environmental monitoring,
traffic congestion control, waste management, etc.
• Intelligent Transport Systems: The first generation of Intelligent Transporta-
tion Systems (ITS) included stand-alone systems. However, future ITS will
require the cooperation of these systems and the sharing of data for better de-
cision making policies and, consequently, improved efficiency, safety, durability,
environmental impact and overall in-car experience. Thus, the future genera-
tion of ITS is now being referred to as Cooperative Intelligent Transportation
Systems (C-ITS).
• Industrial Applications: One application of Industrial Internet of Things (IIoT)
is the reliable prediction of onshore and offshore pump failures in oil and gas
mining industries to reduce production losses. IIoT will also allow the reliable
detection of sources of power outages and faults in Smart Grids. More general
use cases involve remote monitoring of large scale areas (that are too costly
to survey manually), reduction of factory carbon emissions, fast and reliable
prediction, detection and response to critical events, etc.
• Health care and Medicine: IoT will enable the tracking and monitoring of all
related objects in the health care system, i.e., patients, doctors, hospitals, equip-
ment, medicine, etc. The collection of information such as temperature, pres-
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sure, daily activity, and the availability of this information to the doctors and
laboratories at any given time or place will allow remote consultation, diagnosis,
therapy, medication, and even surgery.
1.2 Research Problems and Contributions
No doubt, there are many challenges facing the realization and evolution of IoT.
To name a few, these challenges include device identification, sensing and actua-
tion, computational and processing capabilities, device power, manufacturing cost,
communications and networking, security, etc. This thesis focuses on the wireless
communications part of the system. Both the research and industry communities
agree that wireless communications will be a key component of IoT, especially when
involving mobility, deployment in remote areas, high temperature or pressure environ-
ments, underground, underwater, etc. In such environments, wired communications
is either too costly or not possible at all.
In particular, this thesis focuses on the wireless access of the involved devices, which
was highlighted by the Third Generation Partnership Project (3GPP) as one of the
major challenges that are hindering the progress of M2M. The main idea is that prior
to data transmission, users need to request access to the available time-frequency
resources. Coordinated access relies on a central processing unit that controls the
time and frequency resource allocation based on either the received requests or on
polling.
It is clear that the applications of IoT are heterogeneous both in nature and re-
quirements. Therefore, one access scheme will not suffice to satisfy all requirements.
In fact, these applications have been categorized into two main streams. The first
stream encompasses mission critical applications that require Ultra-high Reliability
Low Latency Communication (URLLC), e.g., robotic surgery, critical safety messages
in ITS, etc. On the other hand, the second stream encompasses applications with
less stringent requirements on reliability and latency, e.g., smart metering. The main
challenge for these applications is scalability: the support of the massive number
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of devices while guaranteeing satisfactory performances. Thus, it is referred to as
massive Machine-Type Communication (mMTC). In this thesis, we focus on mMTC.
For mMTC, we can summarize the main research problems into four categories. The
first category is related to the large number of devices and the sporadic nature of
their traffic which is predicted to lead to severe congestion at the access channels;
consequently, cellular networks will suffer from unpredictable delays, increased energy
expenditure due to the increased number of retransmissions and increased processing
and computational complexity at the central unit. The second category is related to
the small payloads of these devices that are often smaller than the signalling over-
head required in cellular networks; thus, the current access protocols are inefficient.
The third category is related to the heterogeneity of the applications and use cases
covered, which lead to a large variation in the delay and reliability requirements. Fi-
nally, the forth category is in relation to the low power budget of these devices which
requires them to have low duty cycles, low transmission powers and low computa-
tional and processing capabilities. Based on all of the above, in particular categories
one and two, there is large consensus among research and industry partners that un-
coordinated/random access is more suitable than coordinated access, and, for that,
we focus on the analysis, design and optimization of random wireless access in this
thesis to satisfy the delay, reliability and power requirements of mMTC. The main
contributions are listed below.
1.2.1 The Analysis and Design of Practical Random Access
for Higher System Throughput
Most works on random access consider the collision model where a collision is de-
fined as the event of two or more users transmitting over the same time-frequency
resources. A collision leads to the loss of these users’ information, and users usu-
ally need to retransmit their information. However, this model treats interference
as a binary parameter. In the absence of interference, a packet is said to be clean
and successfully recovered with high probability. Otherwise, it is corrupted and lost.
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In practice, interference is the accumulation of the power received from other users
that are concurrently transmitting, which can never be zero. For that, the Signal-
to-Interference and Noise Ratio (SINR) is a more accurate metric for analyzing and
designing random access schemes [15], as it distinguishes between different levels of
interference. Thus, a more practical definition of collision is the event of having
a user’s SINR drop below a predefined threshold. An SINR-based random access
model can support higher system loads subject to the same power and performance
requirements. Based on the above, the first research problem we tackle in this thesis
(Chapter 3) is the analysis and design of SINR-based Random Access (RA) using
Successive Interference Cancellation (SIC) (ref. [C5] and [C4]).
1. The packet recovery process in conventional RA using SIC was shown to be
analogous to the iterative recovery process of codes-on-graph for the Binary
Erasure Channel (BEC), thus, allowing the direct application of the AND-OR
tree analysis. In this chapter, we first extend the AND-OR tree analysis to a
more generalized framework that can track the evolution of error probabilities
in each iteration of the SIC process based on the SINR metric.
2. Based on the derived analytical framework, we optimize the design parameters
using evolution strategies such that the error probabilities are minimized. Our
numerical results show that the SINR metric allows for the support of a larger
number of devices, under the same power constraints and reliability require-
ments.
3. We apply the proposed SINR-based RA to Cognitive Radio Networks (CRNs),
where the Secondary Users (SUs) can reuse the resources of the Primary Users
(PUs), provided that the QoS of the primary network is protected. We for-
mulate and solve a new optimization problem to find the optimal transmission
scheme that maximizes the throughput of the SU network. Our proposed design
can achieve higher throughput and is more energy efficient than conventional
schemes.
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1.2.2 The Analysis and Design of Random Access with Di-
verse Quality of Service Requirements
As mentioned before, a major challenge in the design of access schemes for MTC is the
heterogeneity of the applications. Although current research trends now distinguish
between at least two types of MTC (URLLC and mMTC), applications within each
of these two categories still have heterogeneous reliability and latency requirements.
Thus, the second research problem (Chapter 4) we tackle in this thesis is the analysis
and design of RA schemes with SIC that can simultaneously satisfy different QoS
guarantees (ref. [J3]).
1. We consider two different schemes where devices are grouped based on their
QoS requirements. The first scheme is called the ACK-All scheme. In this
scheme, MTC devices from all groups transmit simultaneously over the same
radio resources in all stages of the transmission frame. The second scheme is
called the ACK-Group scheme. In this scheme, MTC devices from different
groups transmit in distinct stages. We present the case scenarios where our
proposed RA schemes can service a larger system load.
2. In our schemes, successfully recovered packets are acknowledged via the feed-
back channel. A device that successfully receives an acknowledgement stops
transmitting in the remaining part of the transmission frame. This behavior
leads to dynamic and random reductions in the sizes of the groups during the
same transmission frame. Based on this, we reformulate the AND-OR tree
to accurately model these reductions and, consequently, accurately track the
evolution of the error probabilities for each group in each iteration of the SIC
process.
3. Finally, we use the derived expressions to design systems that can guarantee the
QoS requirements of different groups with significantly high energy efficiency
and high reliability. We also propose a guideline that allows us to design the
access probabilities using the AND-OR tree, which was originally designed for
asymptotically large systems, for a finite number of devices and resources.
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1.2.3 The Analysis and Design of Grant-Free Non-Orthogonal
Multiple Access
The random access schemes considered in Chapter 3 and Chapter 4 are orthogonal
in nature. That is, the spectrum is divided into equal sized non-overlapping time-
frequency units, and the number of users that can be supported is tightly coupled to
the number of the available resource units. Nevertheless, in the presence of spectrum
scarcity, Non-Orthogonal Multiple Access (NOMA) is more suitable for mMTC as it
can support overloading, i.e., number of users supported is larger than the number
of available resource units. Thus, the third and last research problem we tackle
(Chapter 5) is the massive uncoordinated NOMA problem (ref. [J2]).
1. We consider an uplink grant-free NOMA setting where devices use pilot se-
quences as their signature. As these pilots are chosen uniformly at random,
there is always a non-zero probability that two or more devices choose the same
pilot sequence. In this case, a collision occurs and the receiver cannot distin-
guish the collided devices from one another. The receiver can only estimate their
sum power. We propose to treat these signals as interference and prove that the
interference power can be well approximated by a Poisson Point Process (PPP).
This approximation proves useful in deriving closed form expressions of different
performance metrics.
2. We first consider the case where all the devices transmit at the same fixed code-
rate. We derive the expression of the outage probability for the case of joint
decoding and successive interference cancellation. The evaluation of the exact
expressions is shown to be daunting especially for the case of joint decoding.
However, we show that by using the PPP approximation and the assumption
of a massive number of devices, the expressions can be significantly simplified.
The accuracy of the simplified expressions is demonstrated through simulations.
3. Then, we consider the case where all the devices transmit using rateless codes.
In this case, the rate is determined on the fly and varies from slot to slot
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based on the system load, received powers and interferers. The receiver stops
transmissions by broadcasting a beacon when the throughput is maximized. We
derive the expression for the maximum throughput for the case of joint decoding
and successive interference cancellation. We also propose simplified expressions
by using the PPP approximation and the assumption of a massive number of
devices. The accuracy of the simplified expressions is demonstrated through
simulations.
1.3 Thesis Outline
The rest of this thesis is organized as follows.
Chapter 2 starts with briefly introducing the concepts related to multiple access
channels from an information-theoretic perspective. Then, it presents the literature
review on uncoordinated and coordinated access. It also explains the motivation and
challenges of the re-emerging non-orthogonal multiple access. The main contributions
of this thesis can be found in Chapter 3-5. Each chapter has its one separate notations
which are tabulated and presented at the beginning of every chapter for the readers’
convenience. Chapter 3 focuses on SINR-based RA. In Chapter 4, we extend this to
support multiple QoS requirements. In Chapter 5, we consider uncoordinated NOMA.
Finally, a summary of this thesis and its major findings is provided in Chapter 6 along
with some concluding remarks and future directions.
Chapter 2
Literature Review
In this chapter, we present the necessary background information for our research
work. In Section 2.1, we briefly summarize the fundamentals of multiple access chan-
nels from an information-theoretic perspective. In Section 2.2, we explain the concept
of random access and compare between some of the most popular protocols in this
area. In Section 2.3, we explain how random access is applied to the control chan-
nels of some of the existing cellular networks, whereas data transmissions in cellular
networks take place in a coordinated fashion. We also explain the challenges of sup-
porting IoT with coordinated access, and we present some existing as well as potential
future solutions. Finally, in Section 2.4, we explain the re-emerging concept of NOMA
and its value to mMTC. We also shed light on the challenges hindering its realization.
2.1 Fundamentals of Multiple Access Channels
A multiple access channel is a channel shared by two or more transmitters that
communicate with one receiver or more. Received signals are corrupted by noise and
by mutual interference between transmitters. Each transmitter can have a sequence
of messages to send that arrive at random instants of time. Thus, often, only a
subset of these users have messages to transmit at the same time. Then, the problem
is to determine how the time and frequency resources are to be shared among them.
9
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In this thesis, we consider the simplest form of multiple access channels where all
transmitters want to communicate with the same receiver.
In this section, we present the capacity limits of such multiple access channels. We
start with the special case of a single transmitter. Then, we extend to a two-user
case. The results herein can be easily extended to any number of transmitters. The
channels considered here are all memoryless, with no channel side information and
no feedback. Most importantly, we consider continuous Gaussian channels where the
messages are corrupted by Additive White Gaussian Noise (AWGN). The extension
of the work in this thesis to other channels, although possible, is considered out of
scope.
2.1.1 Point-to-Point Channel
Encoder DecoderChannelb x^
x y
Figure 2.1 – Schematic Diagram of a point-to-point channel
A point-to-point channel consists of the communication between a single transmitter
and a single receiver over a noisy channel (ref. Figure 2.1). The transmitter maps
his k-letter message b into an n-letter codeword x drawn with some probability from
the input alphabet X . This mapping process is called encoding. The received signal
y is a noisy version of x in the output alphabet Y . The task of the receiver is to
decode y, which is defined as the process of obtaining an accurate estimate xˆ of the
transmitted signal x. We assume that the noise w is of the additive form such that
y = x + w. (2.1)
For AWGN, the channel transition probability of X → Y is expressed as
PY |X(y|x) =
(
1√
2pi
)n
e−
||y−x||2
2 . (2.2)
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A popular objective in information theory is to design a (n,M, d) code such that one
can communicate M(= 2k) different messages with the largest possible code rate
Rc :=
log2M
n
, (2.3)
and a sufficiently small decoding error probability
d :=
1
M
M∑
i=1
P (xˆ 6= xi), (2.4)
assuming equally likely messages.
The efficiency of the code is characterized by Rc, and its reliability is characterized
by d. We will see that, in theory, d can be made arbitrarily small by transmitting at
higher powers. However, in practice, the transmit power is limited by the capabilities
of the radio circuit power amplifiers. This power constraint can be expressed as
follows:
1
n
||x||2 ≤ Pt. (2.5)
Asymptotic Results for the Gaussian Point-to-Point Channel
For many years, the focus of information theory was on the achievable rates for
asymptotically long codewords. Shannon [16] showed that a randomly selected code
is good with high probability when its rate Rc is smaller than the channel capacity.
The channel capacity is defined as the maximum number of information bits that can
be received reliably in one channel use. He showed that the channel capacity of a
Gaussian point-to-point channel, in the limit of n→∞, is
C(SNR) := log2(1 + SNR), (2.6)
where the Signal-to-Noise Ratio (SNR) is defined as the ratio of the received signal
power P to the noise power σ2w. For simplicity, and without loss of generality, we will
take σ2w to be one in all what follows. Lastly, Shannon showed that this capacity is
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achievable with a Gaussian distributed input alphabet (as it will yield the optimal
output distribution CN (0, 1 + P )).
Non-Asymptotic Results for the Gaussian Point-to-Point Channel
A classical visualization of the communication channel is a pipe that allows the re-
liable transmission of C information bits per channel use. However, when n is not
asymptotically large, the size of this pipe turns out to vary over time. In fact, these
variations follow a Gaussian distribution with average C and variance V/n [17], where
V is dubbed the channel dispersion parameter. Three main observations can be made
from this analogy. The first one is that the achievable rate is a function of the block
length. The second one is that the decoding error probability d becomes more sig-
nificant for short block transmissions. That is because the variations of the size of
the pipe are random and unpredictable; therefore, the probability that the chosen
code rate is larger than the size of the bit pipe increases as n decreases. The third
observation, albeit intuitive, is that when n→∞, the effect of the channel dispersion
is negligible and the size of the bit pipe, the channel capacity, is almost constant at
all times as devised by Shannon.
The study of achievable rates in the finite block length regime started with Strassen
[18] and was later significantly improved and extended by Polyanksiy, Poor and Verdu
[19] as well as Hayashi [20]. The most recent results consist of a third-order approxi-
mation of the maximum achievable rate over a Gaussian point-to-point channel. This
can be expressed as [21]
Rc(n, d) ≤ C(P )−
√
V (P )
n
+ log2 n2n +O
( 1
n
)
, where (2.7)
V (P) := log
2
2 e
2
(
1− 1(1 + P )2
)
, and (2.8)
Q(x) :=
∫ ∞
x
1√
2pi
e−t
2/2dt. (2.9)
It is worthy of noting here that a Gaussian distributed input alphabet is sub-optimal.
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In fact, Shannon stated this earlier on. The reasoning behind this is that a significant
portion of the transmitted blocks will be transmitted at a power much less than the
maximum allowed, thus, not efficiently utilized the available power resource.
Finally, another approach to the study of finite block length transmissions over the
point-to-point Gaussian channel is based on error exponents. This research focuses on
characterizing the rate of decay of the error probability as a function of n. Interested
readers are referred to the works in [22, 23, 24, 25] for more information.
2.1.2 Multiple Access Channel
The information-theoretic approach for multiple access channels started in 1973 by
Ahswede [26] and Liao [27]. Let us consider an example with two transmitters, U1 and
U2, as shown in Figure 2.2. If these two users transmit over the same time-frequency
resource unit, the received signal at the receiver can be expressed as
y = x1 + x2 + w, (2.10)
where x1 and x2 are the transmitted codewords by U1 and U2, respectively. Moreover,
||x1||2 ≤ P1 and ||x2||2 ≤ P2, where P1 and P2 are the transmit power constraints
of U1 and U2, respectively. As before, w is a vector of independent and identically
distributed (i.i.d.) zero-mean AWGN with variance 1.
Asymptotic Results of the Gaussian Multiple Access Channel
A pair of rates (Rc,1, Rc,2) is said to be achievable for asymptotically long blocks if they
belong to the capacity region of the multiple access channel. The set of achievable
rates for a multi-user Gaussian Multiple Access Channel (MAC) is the set of all rates
within the pentagonal capacity region devised by Cover [28] and Wyner [29]. This
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U1 U2
AP
x1 x2
Figure 2.2 – Multiple Access Channel with Two Users and a Common Receiver
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Figure 2.3 – Capacity Region of a Two User Gaussian Multiple Access Channel
capacity region is illustrated in Figure 2.3 and expressed below for the two-user case.
Rc,1 ≤ log2 (1 + P1) (2.11)
Rc,2 ≤ log2 (1 + P2) (2.12)
Rc,1 +Rc,2 ≤ log2 (1 + P1 + P2) . (2.13)
The first two constraints dictate that users cannot exceed the capacity of their re-
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spective point-to-point channel while the third constraint dictates that the sum rate
Rc,1 + Rc,2 cannot exceed the capacity of a point-to-point channel with the total
power P1 +P2. Consequently, the two users cannot transmit at their maximum rates
simultaneously.
In this context, we introduce three popular multiple access schemes and their re-
spective capacity regions. The first one is Time Division Multiple Access (TDMA).
Let us assume that each channel use is of duration T seconds. U1 transmits in
the first T1 = αT seconds, where 0 ≤ α ≤ 1, and U2 transmits in the remaining
T − T1 = (1 − α)T seconds. In this way, the transmissions of the two users do not
interfere with one another. As the users’ transmissions are shorter in time, they can
enhance their rates by scaling up their transmit power. The achievable rate region in
this case is a subset of the aforementioned capacity region as shown below.
Rc,1 ≤ α log2
(
1 + 1
α
P1
)
Rc,2 ≤ (1− α) log2
(
1 + 11− αP2
)
Rc,1 +Rc,2 ≤ α log2
(
1 + 1
α
P1
)
+ (1− α) log2
(
1 + 11− αP2
)
.
Now, let us assume that a channel use has a bandwidth W Hz. Frequency Division
Multiple Access (FDMA) operates in a similar fashion except that both users transmit
simultaneously for the entire T but over different frequencies [30]. To be specific, U1
transmits over a fraction α of the bandwidth (W1 = αW ), and U2 transmits on the
remaining portion W −W1 = (1−α)W . As the users are transmitting over narrower
bandwidths, their transmissions are subject to less noise. In particular, the noise
power is scaled down by a factor of α for U1 and by a factor of 1 − α for U2. Thus,
the achievable rate region is the same as that of TDMA.
In Code Division Multiple Access (CDMA), each user uses a long spreading code to
spread its message over the entire duration T and the entire bandwidthW , simultane-
ously with other users. The receiver receives the superposition of all the transmitted
messages. Each user is decoded by considering the other users’ signals as interference.
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Thus, we have
Rc,1 ≤ log2
(
1 + P11 + P2
)
, and
Rc,2 ≤ log2
(
1 + P21 + P1
)
.
The capacity regions of these schemes are illustrated in Figure 2.3 for the two user
case. Although Equation 2.13 indicates that both users cannot transmit at their
maximum rate simultaneously, the corner points of the capacity region indicate that
one user can in fact achieve its point-to-point capacity while the other user’s rate
is non-zero. These corner points are achievable via simultaneous transmissions of
both users over the entire time and bandwidth. The receiver decodes the superposed
signals in two stages. In the first stage, the receiver decodes the strongest signal while
regarding the second one as interference. Then, if successful, it uses SIC to cancel the
recovered signal from y. In the second stage, it will decode the weaker signal which
is no longer suffering from any interference.
Interestingly, Orthogonal Multiple Access (OMA), e.g., TDMA and FDMA, can
achieve one optimal point when α = P1
P1+P2 . That is, it is optimal when the resources
are split in proportion to their received powers. However, this resource allocation
scheme is unfair as it allocates more resources to the user with the better channel.
The remaining points can be achieved through time sharing or rate splitting.
Non-Asymptotic Results for the Gaussian Multiple Access Channel
Upon first glance, the achievable capacity region for multiple access channels in the
finite block length regime might seem readily derivable from Equation 2.11, Equa-
tion 2.12, and Equation 2.13 to the following:
Rc,1 ≤ C(SNR1)−
√
V (SNR1)
n
+ log2 n2n +O
( 1
n
)
, (2.14)
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Rc,2 ≤ C(SNR2)−
√
V (SNR2)
n
+ log2 n2n +O
( 1
n
)
, (2.15)
Rc,1 +Rc,2 ≤ C(SNR1 + SNR2)−
√
V (SNR1 + SNR2)
n
+ log2 n2n +O
( 1
n
)
. (2.16)
However, the expressions on the right-hand side of the above inequalities are only
upper bounds and are most likely not achievable. This is because they assume that
||x1 + x2||2 = ||x1||2 + ||x2||2, where, in reality, the left-hand side is strictly less.
The second-order approximation of the capacity region of a multi-user Gaussian MAC
was derived in [31] and was shown to be quite cumbersome as it involves the evaluation
of multi-dimensional Gaussian distribution. This capacity region is given below for
interested readers for the case of two users.
Rc,1
Rc,2
Rc,1 +Rc,2
 ∈

C (P1)
C (P2)
C (P1 + P2)
− 1√nQ−1 (d,V (P1, P2)) +O
( 1
n
)
1, (2.17)
where
Q−1 (d,V) =
{
α ∈ R3 : Pr (N (0,V) ≤ α) ≥ 1− d
}
, (2.18)
and the channel dispersion matrix is
V (P1, P2) := 
V (P1) V1,2(P1, P2) V1,3(P1, P2)
V1,2(P1, P2) V (P2) V2,3(P1, P2)
V1,3(P1, P3) V2,3(P1, P2) V (P1 + P2) + V3(P1, P2).
 (2.19)
For OMA, we know that the users’ transmissions do not overlap. Thus, the probability
of decoding x1 is independent of the probability of decoding x2, and vice versa. Then,
d can be expressed as β1d + β2d− β1β22d, where β1d and β2d are the probabilities
of decoding x1 and x2 erroneously, respectively. For 0 ≤ α, β1, β2 ≤ 1, the achievable
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set of rates for OMA are bounded by the following constraints:
Rc,1 ≤ αC
(
P1
α
)
−
√
α
n
V
(
P1
α
)
Q−1(β1) +O
( 1
n
)
, (2.20)
Rc,2 ≤ (1− α)C
(
P2
1− α
)
−
√
1− α
n
V
(
P2
1− α
)
Q−1(β2) +O
( 1
n
)
. (2.21)
The main take-away from these results is that OMA schemes are sub-optimal for short
block transmissions. In fact, it was shown in [32] that the gap to the capacity increases
with the increase in the number of users. These results emphasize the compatibility
of NOMA schemes with the requirements of MTC. We will see next that current
cellular networks are unfortunately based on OMA and thus not suitable to provide
IoT and M2M services.
2.2 ALOHA-based Random Access Protocols
2.2.1 Brief History of ALOHA
Abramson proposed the ALOHA random access protocol at the University of Hawaii
in 1970 [33] to provide a wireless connection between the computer resources of differ-
ent islands of the state of Hawaii. At the time, only wired-based communications, e.g.,
dial-up telephone, could allow remote access to large information processing systems.
Moreover, centralized control was used where a central control system determined
distinct channel access times to the transmitters to avoid interference. In general,
centralized control is complex to design and incurs large overhead especially in the
case of brief and infrequent transmissions. To this end, ALOHA is a wireless commu-
nication protocol that multiplexes a large number of transmitters with bursty traffic
over one radio channel. In ALOHA, transmitters access the channel at random, yet
independent, times and in an asynchronous fashion. Thus, it does not require any
centralized control and incurs almost no overhead.
In ALOHA, a transmitted packet is said to be successful if it is received without
interference, and if it is decoded successfully. Interference is caused by other packets
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transmitted within the duration of the packet. Packets suffering from interference are
said to have collided, and the data is said to be lost. On the other hand, decoding
errors depend on random noise errors introduced by the channel itself. Erroneously
decoded packets can be detected via a Cyclic Redundancy Check (CRC). In case of
no decoding error, transmitters are sent acknowledgements via a feedback channel.
If a transmitter does not receive an acknowledgement within a certain time frame,
it re-transmits a copy of its packet at another randomly chosen instant of time (ref.
Figure 2.4).
User A
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A A A
B
C C C
B
Figure 2.4 – Schematic Diagram of ALOHA with 4 transmitters. The shaded ar-
eas correspond to interference between overlapping segments of different packets.
Packets suffering from interference are said to have collided and irretrievable.
Now, let us model the inter-arrival times of the new packets as well as the re-
transmission times of previously unsuccessful packets as independent and exponen-
tially distributed processes. For a small number of transmitters with low duty cycles,
the probability of a packet overlapping and, thus, interfering/colliding with another
packet is small. More specifically, for a packet arrival rate of λ packets per second,
where each packet is τ seconds long, the normalized throughput is equal to λτe−2λτ .
Moreover, the maximum normalized throughput is 12e
−1 ∼ 0.184.
A few years later, Slotted ALOHA (S-ALOHA) was proposed by Roberts [34] and
Abramson in 1977 [35]. S-ALOHA pre-defines a set of contiguous time slots of equal
duration. The transmitters should align the start of their packets to the start of
any of the slots (ref. Figure 2.5). By eliminating asynchronous transmissions, the
maximum achievable throughput is doubled (e−1 ∼ 0.368). However, it is worthy of
noting that this improvement is based on the assumption of equal packet lengths.
Otherwise, the loss in throughput due to the wasted portions of the time slots can be
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larger than the factor of two improvement. Furthermore, S-ALOHA requires perfect
synchronization which requires more overhead than ALOHA. Motivated by this and
by the fact that long packets are more susceptible to interference, variants of the
protocol were proposed to reserve resources a priori for long packets, e.g., Reserved
ALOHA (R-ALOHA) [36] and Demand Assigned Multiple Access (DAMA).
User A
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Figure 2.5 – Schematic Diagram of ALOHA with 4 transmitters
Collision avoidance protocols were later proposed to minimize the probability of col-
lision. To this end, Carrier Sense Multiple Access (CSMA) was introduced to avoid
collisions at the expense of hardware and software complexities. In CSMA, prior to
transmission, the transmitter senses the environment to see if the channel is occu-
pied, i.e., any other transmission is already taking place. Sensing can be done by
measuring some received power and comparing it to a predetermined threshold. Fur-
thermore, Carrier Sense Multiple Access with Collision Avoidance (CSMA-CA) was
proposed where the back-off follows an exponential distribution so as to minimize the
probability of a second collision. The intuition behind this is that the more collisions
occur, the more congested the network is. Thus, retransmissions need to be less fre-
quent (more spaced apart in time). However, CSMA suffers from the hidden terminal
problem, i.e., when the transmitters are not within the sensing range of one another.
CSMA is also unsuitable for long range communications where the propagation de-
lay is larger than the packet transmission time, e.g., satellite communications and
broadband hybrid fiber coaxial networks.
In the above ALOHA-based protocols, slots can be categorized into three types:
idle slots (no packets received), singleton slots (one packet received) and collision
slots (multiple packets received). These protocols assume that only interference-free
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copies of the packet can be correctly recovered, i.e., singleton slots. Thus, idle slots
are wasteful of resources. Moreover, collision slots are wasteful of both resources and
power. Next, we will explore collision resolution protocols that can retrieve some of
the collided packets and, thus, achieve a higher throughput.
2.2.2 ALOHA and Successive Interference Cancellation
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Figure 2.6 – An example of Random Access with Successive Interference Cancellation
Amongst the numerous ALOHA variants that were proposed, the major break-through
started with the introduction of SIC for contention resolution. A simple example is
illustrated in Figure 2.6 where three types of packets are transmitted over three time
slots. Only the third slot is an idle slot. Thus, packet C can be recovered at the
receiver. Now, let us suppose, that each packet header contains pointers to all other
slots containing the same copy. The receiver could exploit this information to cancel
packet C from slot 1 and slot 2. Assuming packet C can be perfectly cancelled from
slot 2, a new idle slot is created containing packet B as shown in Figure 2.6b. Sim-
ilarly, packets B and C can be cancelled from slot 1 allowing the recovery of packet
A as shown in Figure 2.6c. For this particular example, the throughput is improved
by factor of 3 with SIC.
One of earlier protocols using SIC is Contention Resolution Diversity Slotted Aloha
(CRDSA) [37]. In CRDSA, users transmit two copies of their information. It is suc-
cessful if one of the two copies is received with no interference. The recovered packet
is assumed to have a pointer indicating the location of its replica. Then, the Access
Point (AP) uses SIC to cancel out the interference of this packet in the other slot.
The interference cancellation process is iterated until most of the packets in the frame
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that were lost due to collision are recovered. This leads to the potential recovery of
more packets and eventually a higher throughput. Packets are also assumed to be
appended by orthogonal preambles that enable the receiver to estimate the chan-
nel parameters such as carrier frequency, amplitude and timing estimation which is
identical for all copies. This estimation is possible provided that these parameters
remain constant for the duration of the slot. However, the phase would be different
in different slots.
Other random access protocols using SIC are SICTA [38], Zigzag [39] and Sigsag [40].
The latter two were proposed especially for asynchronous transmissions. In general,
for many years, these protocols were shown to exhibit excellent delay-throughput
characteristics when traffic is low. On the other hand, coordinated multiple access
schemes, such as those based on TDMA, FDMA and CDMA, were seen suitable for
steady and relatively heavy traffic. Nevertheless, we saw in Section 2.1 that orthogonal
schemes are strictly sub-optimal in the finite block length regime and, thus, strictly
sub-optimal for the transmission of the short payloads of mMTC. Similarly, we will
later see that the above statement does not hold for mMTC. In particular, we will
show that coordinated access is sub-optimal in massive access mainly due to the large
overhead that scales larger than the packet lengths.
2.2.3 Coded Random Access
Although the aforementioned works on random access and SIC demonstrated a promis-
ing increase in the system throughput, the analysis and design of these protocol was
still quite complex. It was not until the seminal paper [41], that a solid analytical
framework was available for analysis and optimization. In Irregular Repeat Slotted
ALOHA (IRSA) [41], the number of transmissions for every user is a random variable
whose distribution is predetermined by the Base Station (BS)1 and broadcasted at the
beginning of each transmission period. Liva [41] drew a remarkable analogy between
1We will use the term Base Station (BS) and Access Point (AP) interchangeably in this thesis.
In practice, BS is usually used in cellular networks whereas AP is usually used in WiFi. Both provide
users with wireless access to wired networks.
2.2 ALOHA-based Random Access Protocols 23
A
B
C
A
B
C
D
B B
D D
B
DD
A B C D
Figure 2.7 – An example of Irregular Repeat Slotted ALOHA with 4 Transmitters
and 6 Slots. The circles represent the users and the squares represent the slots.
RA and SIC and iterative message passing decoding codes-on-graph for the BEC, i.e.,
Low Density Parity Check (LDPC) [42], Luby Transform (LT) [43], Raptor codes [44],
etc. Similar to codes-on-graph, IRSA can be represented in terms of a bipartite graph
with two sets of nodes representing the number of users and the number of slots. The
nodes are connected by edges representing the packet transmissions (ref. Figure 2.8).
Moreover, for asymptotically large sets of nodes, the graph can be approximated by
a tree topology, for which the AND-OR tree analysis [45] can be used to analyze the
convergence of the SIC process and to calculate the average recovery error probability.
It can also be used to find the necessary probabilities and the maximum load that
can be supported.
Many extensions have been proposed since that have further emphasized the scal-
ability of RA with SIC and its capability of supporting a large number of devices
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Figure 2.8 – A Graphical Representation of SIC in Irregular Repeat Slotted ALOHA
with 4 Transmitters and 6 Slots
without prior identification [46, 47, 48]. By requiring little signalling overhead and
centralized processing, it is being considered as a possible candidate for future M2M
communications [49].
2.3 The Random Access Channel in LTE
From Chapter 1, we learnt that a general consensus has been reached on the need
for the fifth generation of communication systems to support new services, besides
the traditional voice and data services, namely, IoT and M2M services. In Long
Term Evolution Advanced (LTE-A), devices are required to establish an air interface
connection prior to data transmission. Access requests are transmitted in an uncoor-
dinated manner over the Random Access Channel (RACH) using protocols similar to
those explained in Section 2.2. The RACH is a sequence of time-frequency resources
called RA slots. It constitutes the transport layer channel and is responsible for the
management of the channel access requests triggered by the end devices.
However, the emerging IoT and M2M services are fundamentally different in nature
and requirements from the conventional Human to Human (H2H) communications.
H2H communications are characterized by the transmissions of large amounts of data,
with high data rates, and a somewhat predictable traffic. On the other hand, M2M
communications are characterized by the transmissions of very small amounts of data,
with low data rates, low power budget, low computational and processing capabilities
and a sporadic traffic. This calls for major changes in the air interface and communi-
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cation protocols. To this end, the enhancement of the operation of the random access
channel of Long Term Evolution - 4G (LTE) and LTE-A has been identified as one
of the key challenges for future MTC [50]. We will explain this operation next. In
what follows, we refer to a user as User Equipment (UE) and to the BS as Evolved
Node-B (eNB) as per LTE terminology.
2.3.1 Random Access Procedure
In LTE-A, RA can be used for initial access to establish a radio link, to perform
uplink synchronization, to schedule a request, to re-establish a radio link after failure
and to handover from one eNB to another. The minimum resource scheduling unit
of downlink and uplink transmission is referred to as a Resource Block (RB). In the
frequency domain, a RB consists of 12 sub-carriers each with a bandwidth of 180
kHz. In the time domain, a RB consists of one sub-frame each with a duration of
1 ms. Random access takes place over allowable time slots, called an Access Grant
Time Interval (AGTI) or RA opportunity. The time-frequency resource on which RA
is performed is called the Physical Random Access Channel (PRACH). The RA slots
have a bandwidth of 1.08 MHz which corresponds to six RBs, and a basic duration
of 1 ms.
The available set of PRACH resources for transmitting preambles is broadcasted
by the eNB. The RA procedure, often referred to as the four-way handshake, is
summarized as follows:
Message 1: Preamble transmission
In the first available RA slot, the UE randomly chooses an orthogonal preamble,
an Orthogonal Frequency Division Multiplexing (OFDM)-based signal, uniformly at
random from a predetermined set. The selected preamble acts as the UE’s digital sig-
nature. The periodicity of the RA slots and the number of preambles are determined
by the eNB. In general, each LTE cell has 64 preambles created by the Zadoff-Chu
sequence. However, some of these preambles are reserved for contention-free RA.
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Message 2: RAR over PDSCH
The eNB detects the preambles by performing cross-correlations between the received
signals and all the preambles from the set. When a preamble is auto-correlated with
itself, it results in a Channel Impulse Response (CIR). Furthermore, due to the or-
thogonality nature, when a preamble is cross-correlated from another preamble from
its set, it will result in the all-zero sequence. The eNB will decode the transmit-
ted access requests to estimate the channel parameters, e.g., timing off-set, channel
gains, etc. If two or more UEs choose the same preamble, the received signals ap-
pear as a single transmission going through multiple fading paths which allows the
eNB to detect the collisions. Collisions are discarded. The eNB sends the successful
UEs an Random Access Response (RAR) with an ID indicating the time-frequency
slot in which the preamble was sent, uplink scheduling grant, respective Timing Ad-
vance (TA), assigned Physical Uplink Shared Channel (PUSCH) resources, Cell Radio
Network Temporary Identifier (C-RNTI) and optional back-off offset. The latter is
necessary in case of failure to reduce the probability of another collision by dispersing
the access attempts over time. We will elaborate on this later.
Message 3: Connection Request on PUSCH
The RAR contains different sub-headers dedicated to the successfully detected pream-
ble. If the RAR does not contain the UE’s preamble, it flags access attempt as a failed
attempt and re-transmits based on the indicated back-off time. Similarly, if a UE does
not received a RAR within a specified time interval, it also flags its access attempt as
a failed attempt. The rest of the devices transmit a Connect Request message to the
eNB in the granted resources in Message 2. This takes place using Hybrid Automatic
Repeat Request (HARQ). It is worthy of noting that when two or more UEs involved
in a collision are at the same distance from the eNB, the eNB is very likely not to
be able to detect a collision as their received signals will be received constructively.
In this case, a collision will occur by their Message 3 in every transmission attempt
until the maximum number of retransmissions is reached. Then, the involved UEs
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will declare a failed access attempt.
Message 4: Contention Resolution
Finally, the eNB answers the received Connection Requests with a Contention Res-
olution message. The UEs that do not receive a Contention Resolution message will
re-attempt access in the next available RA after any necessary back-off. After a pre-
determined number of failed access attempts, the network is declared as unavailable
to the UE and the issue is raised to the upper layers.
The RA procedure is either contention-based or contention-free. In the contention-
free case, devices use dedicated preambles for access, leading to lower access latencies
in comparison to the contention-based approach. It is mainly used in scenarios with
critical delay requirements, e.g., a handover. In most cases, 10 out of the 64 available
preambles are reserved for contention-free access.
Once an MTC device has been granted access, it is scheduled to specific radio resources
over which data transmission takes place in a deterministic manner. As mentioned
above, there are approximately 54 preambles available for contention-based access.
Moreover, access opportunities have a period of 5 ms which is equivalent to a maxi-
mum system capacity of 10,800 preambles per second [51]. This capacity is achievable
only in the absence of collisions, i.e., the case where each preamble is chosen by only
one device. Thus, in reality, the number of successful access attempts is less than
10,800 per second. In fact, the number of successful access attempts is inversely pro-
portional to the network load, as an increased load leads to an increased number of
collisions.
Therefore, it is straightforward to see that standard LTE will not scale well with
the massive access attempts, leading to a sharp degradation of the quality offered to
M2M as well as H2H services. This performance degradation is in the form of long
and unpredictable access delays, larger access failure rates, larger energy expenditure
due to the increased number of retransmissions, and resource wastage.
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2.3.2 Random Access Channel Congestion Control
We now review some of the solutions that have been proposed and even standardized
to mitigate the RACH overload problem.
Access Barring
The basic idea is that the eNB broadcasts a certain access probability (usually a
function of the system load). Prior to every access attempt, the UE draws a random
number between zero and one. If the selected number is larger than the access prob-
ability, the device is blocked and not allowed access. Otherwise, the device follows
the procedure outlined above. Although Access Class Barring (ACB) is efficient in
reducing collisions, it does not suffice as a stand-alone solution as it incurs longer
access delays.
Back-Off Schemes
As mentioned above, UEs with failed access attempts can refrain from re-attempting
access in the next available RA opportunity. By delaying access through random back-
off times, the access attempts are dispersed over time and the number of collisions is
reduced. Naturally, the random back-off time grows with the network load.
Dynamic Resource Allocation
LTE defines 64 different configurations for the RACH. These configurations represent
different tradeoffs between the amount of RA opportunities and the number of data
channels (resources available for data transmission). Increasing the number of RA
slots implies decreasing the amount of resources available for data transmission. With
dynamic resource allocation, these resources are dynamically based on the changes in
the network load. Some self-optimizing algorithms have been proposed in this context
[52, 53, 54].
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Pull-Based Schemes
In pull-based schemes, the eNB controls the number of devices that access the network
by paging them individually. If the UE receives a paging message and requires access,
it will follow the procedure outlined above. Otherwise, it will ignore the message.
However, for large networks, this scheme incurs far too much overhead and is, thus,
inefficient.
Clustering
Devices can be grouped into clusters based on their application type, QoS require-
ments, geographical location and Channel State Information (CSI). Each cluster
is assigned a cluster head which is responsible for communicating with the eNB on
behalf of the cluster members. This can be enabled with peer-to-peer or Device to De-
vice (D2D) communication technologies. By restricting communication to the eNB to
the cluster heads, the number of access requests is reduced. Consequently, the access
failure rate is reduced as well.
Collision Detection and Resolution
Other schemes have aimed at finding different ways to detect and resolve collisions.
For example, users can send their IDs during the four-way handshake. If only one ID
is sent, the BS can recover this. In case of a collision, eNB receives the superposition
of two or more IDs and is unable to retrieve any of them. Failure to recover a
valid ID allows the eNB to detect a collision. By increasing the collision detection
success rate, fewer data channels will be wasted by being allocated to multiple users
simultaneously. Alternatively, if the users who chose the same preamble sequence
are at different distances from the receiver, their preambles will be received with
distinguishable multi-path propagation delays allowing the eNB to detect a collision.
In this case, the eNB can either choose to serve the user with the smallest propagation
delay or, if practical, can choose to serve them all. For the latter approach, users are
2.3 The Random Access Channel in LTE 30
said to be identified via their different propagation delays. Note that the feasibility
of the latter approach lies in having static users such that their timing advance does
not change significantly over time [55].
2.3.3 Other Challenges
Aside from the overload problem of the RACH, we now present some of the other
challenges related to providing M2M services over cellular networks.
Energy Efficiency
Unlike human-type devices that can be plugged into charging ports whenever the
battery is running low, many machine-type devices will be deployed in remote areas
and will be required to operate without a battery replacement for more than 10 years.
Thus, enabling technologies and algorithms should consist of low computational, pro-
cessing and storage requirements as well as low duty cycles. For instance, protocols
involving many retransmissions are desirable here.
QoS Requirements: Latency and Reliability
One of the major challenges in providing M2M services is addressing the diverse
QoS requirements for the heterogeneous applications. These QoS requirements are
most commonly defined by the latency and reliability requirements, with the latter
encompassing cases of failed attempts as well as network unavailability. LTE has
defined a total of 16 different classes. In the case of network overload, the eNB
invokes ACB where it transmits a set of probability factors and barring timers as
part of the system information corresponding to the set of different classes available.
For Extended Access Barring (EAB) [56], devices that belong to lower classes, i.e.,
delay-tolerant applications, are completely barred from accessing the network.
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Effect on H2H Communications
Most solutions provide some form of separation between H2H and M2M. That is, the
preambles are divided into two subsets allocated exclusively to H2H and M2M com-
munications, respectively. Otherwise, the performance of M2M can highly jeopardize
that of H2H.
Control Overhead
In coordinated access, the control overhead will scale larger than the payloads them-
selves, which is highly inefficient. Thus, the four way handshake in LTE needs to be
revised and re-optimized.
2.4 Non-Orthogonal Multiple Access
2.4.1 The Re-emergence of NOMA
The term NOMA was previously known as superposition coding and was first pro-
posed by Cover in 2011 [57]. In fact, NOMA has been used in previous wireless
systems, such as a 3G Wide-band Code Division Multiple Access (WCDMA) sys-
tem (ref. Section 2.1. Higher throughput performances are achieved in 3.9/4G by
adopting Orthogonal Frequency Division Multiple Access (OFDMA) and Single Car-
rier Frequency Division Multiple Access (SCFDMA) as the multiple access schemes.
The OFDM signal is robust against multi-path interference and is in harmony with
Multiple Input Multiple Output (MIMO) technologies.
Nonetheless, the re-emerging NOMA exploits a new domain that has been under-
utilized so far: the power domain. In NOMA, the multiplexing of signals with
disparate power levels allows for the efficient use of SIC and point-to-point capac-
ity achieving forward error correction codes, e.g., Turbo code and LDPC. NOMA
can score significant performance gains over OFDMA in many case studies when the
power levels are sufficiently disparate.
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Conventional resource allocation strategies, such as water filling strategies, allocate
more resources, i.e., power, time and bandwidth, to users with strong channel con-
ditions. These strategies are based on the assumption that the channel conditions
of the different users follow the same distribution. In other words, users are equally
likely to have good channels and, thus, are allocated an equal number of times and
an equal number of resources, on average. However, this is obviously not true in the
case of static devices that are to operate from the same location for over 10 years. In
this context, NOMA has re-emerged to emphasize the importance of allocating more
power to the far users such that they have acceptable QoS. In particular, the far users
should be allocated enough power to be able to reliably recover their own messages
directly by treating the other users’ information as noise. On the other hand, the
near user needs to first recover the message of the far user. Then, it subtracts this
message from the received signal to recover to its own message. Thus, the feature of
NOMA is not only to yield large throughput (larger than that of OMA) but also to
ensure fairness.
For the uplink transmission, this concept of allocating more power to the far users
cannot be applied as it dictates that the far users expend more power in comparison
to the near users, which is unfair. However, uplink NOMA is still desirable for
future MTC for many reasons: it can serve more users than OMA over the same
resources due to its capability for overloading, the processing complexity due to the
superposition of the signals is at the BS which suits the characteristics of MTC, and,
finally, it is capacity achieving for short packet transmissions (ref. Section 2.1). All in
all, NOMA is forecasted to play an essential role in the future generation of cellular
networks, for both uplink and downlink transmissions.
2.4.2 Challenges of NOMA
In this section, we highlight the main challenges hindering the progress and feasibility
of both uplink and downlink NOMA.
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Processors
Advanced detection and decoding techniques are essential to separate and recover the
individual signals that are received in superposition. Moreover, the receivers require
high and fast processing and storage capabilities to keep the end-to-end delay low.
Power Constraints
In the uplink, the users’ maximum transmit power is dependent on their battery
power. Users can independently transmit with their maximum battery power. How-
ever, the performance of NOMA (especially with SIC) is very sensitive to the differ-
ences between the channels gains of these users in this case. Thus, centralized power
control is necessary when the channel gains are too close to maintain these differences
and, consequently, maintain good performance.
SIC Error Propagation
When the signals are not recovered correctly at a certain stage of SIC, interference
cannot be cancelled perfectly. This will lead to the propagation errors whose im-
pact increases with the increase in the number of stages. This significantly degrades
the performance of NOMA in reality. Some potential solutions include non-linear
detection techniques that can marginalize this effect [58].
Residual Time-Offset
For downlink transmissions, the BS controls the transmissions and thus can easily
achieve near perfect synchronization. However, the case is not as simple in the uplink
due to the spatial distribution and mobile characteristics of the users. In asynchronous
communications, the superposed OFDM symbols are not aligned well in time, and
this relative timing offset has a significant impact on the performance of NOMA
users [63]. Accurate information on multiple symbols is required to be available at
the receiver for reliable user detection and interference cancellation.
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Extension to Multi-cell
In multi-cell scenarios, the interference is both of intra-cell and inter-cell nature. Com-
batting interference in a multi-cell scenario requires joint pre-coding across neighbor-
ing cells. The feasibility of such joint designs is in question [59, 60, 61].
User and Resource Allocation
In current LTE, the UEs perform power control to have the same receive power.
The power control process is a coordinated and centralized process. In NOMA, UEs
have to perform power control to have different receive powers. This also requires
coordination. Let us consider a simple two-user scenario: one near and one far. For a
required QoS guarantee, the throughput of the near user is dependent on the distance
of the far user to the receiver. More specifically, for a target throughput R∗, the far
user needs to be located beyond a distance D from the receiver such that the following
condition is satisfied.
R∗ =
(
1 + P1D−α
P2
)− 1
α
(2.22)
This lays the selection criteria necessary for user pairing. The extension of this
concept to a multiple user scenario is very complex. In fact, the optimal resource
and user allocation problem is NP hard. Alternatively, the development of powerful
yet practical resource and user allocation is a well-investigated topic [62, 63, 64, 65,
66, 67, 68, 69, 70, 71, 72]. In brief, it is forecasted that future communications will
involve hybrid multiple access schemes of OMA and NOMA. We will elaborate on
this later.
2.4.3 NOMA for Uplink Transmissions: Code Domain
As mentioned before, power control for uplink transmissions is needed for NOMA to
perform well. However, NOMA can also multiplex users in the code domain, e.g.,
CDMA. We list some of the recent schemes proposed in this direction.
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Low Density Spreading
In Low-Density Spreading (LDS) [73], the low density property is based on each
user transmitting in a small fraction of the available resources units, e.g., frequency
channels. However, there can be more than one user occupying the same resource
unit. In LDS-CDMA, low-density spreading sequences are used to restrict the effect
of interference on each chip of CDMA systems. On the other hand, LDS-OFDM can
be thought of as a combination of LDS-CDMA and OFDM. In LDS-OFDM, after
the information symbols are spread across the low-density spreading sequences, the
chips are transmitted on a set of orthogonal frequency channels [73].
Sparse Code Multiple Access
Sparse Code Multiple Access (SCMA) is based on LDS-CDMA. It combines bit
mapping and bit spreading [74, 75, 76]. SCMA maps the information bits to sparse
codewords drawn from a multi-dimensional code book. Then, SCMA multiplexes the
codewords over a set of orthogonal time-frequency resources, e.g., OFDM. The spar-
sity of the code allows the receiver to use low-complexity message passing algorithms
to recover the information.
Pattern Division Multiple Access
In MIMO channels, the diversity order of a layer increases with its detection order.
Inspired by this property and the fact that a multiple access channel resembles a
virtual MIMO channel, Pattern Division Multiple Access (PDMA) maps the data to
a resource group with a specific diversity order. The diversity order of a resource
group is a function of the number of time, frequency and spatial resources it consists
of [77]. The disparate diversity orders aim to mitigate propagation errors in the SIC
process.
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Spatial Division Multiple Access (SDMA)
Spatial Division Multiple Access (SDMA) [78, 79, 80, 81] assigns each user a unique
CIR which allows the receiver to detect each user separately and accurately. SDMA
is of particular benefit when the number of transmitting users is moderate yet larger
than the number of receive antennas. However, it is suspected that applying SDMA
to networks with a large number of users is challenging due to the degradation in the
accuracy of CIR estimation.
Uplink MUSA
The uplink Multiple User Spectrum Access (MUSA) scheme is based on the enhanced
Multi-Carrier Code Division Multiple Access (MC-CDMA) scheme. MUSA can score
large performance gains due to its advanced low correlation spreading sequences, SIC
techniques at the receiver, and linear processing. MUSA is of particular benefit when
the ratio of the number of users to the number of resources (aka the overloading
factor) is relatively high. Nonlinear detection algorithms such as SIC, Maximum a
Posteriori (MAP), or Maximum Likelihood (ML) are used at the receiver side to
separate the multiplexed users.
2.4.4 Software Defined Multiple Access
As mentioned before, user and resource allocation, whether static or dynamic, is very
challenging in NOMA systems. In fact, the optimization problem is of combinatorial
nature and is computationally prohibitive. Thus, new low-complexity algorithms are
needed to determine the optimal user clustering. On the other hand, authors can
restrict cluster sizes to pairs and resort to hybrid schemes of OMA and NOMA. In
this case, the available resources are first split into several identical and orthogonal
sub-channels via OMA techniques, e.g., FDMA, TDMA, OFDMA, etc. Thus, users in
different sub-channels are orthogonal and can be decoded independently. Moreover,
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each sub-channel can be shared with at most two users to reduce detection and
decoding complexity.
The concept of Software Defined Multiple Access (SoDeMA) is a flexible and adap-
tive configuration of several multiple access schemes, orthogonal and non-orthogonal.
These schemes will co-exist to satisfy different requirements of diverse services and
heterogeneous applications. Real-time video services will need OMA schemes to guar-
antee their high data rate requirements. On the other hand, mobile social applications
will need NOMA for the support of massive connectivity and short packet transmis-
sions.
These schemes will also co-exist to offer trade-offs between performance and complex-
ity. For example, power-domain NOMA and SIC, when feasible, offer low complexity
receivers. On the other hand, code-domain NOMA and near-optimal iterative joint
decoding can offer high data rates and high reliability. Furthermore, for a large num-
ber of users with similar channel gains, code domain NOMA such as LDS-OFDM or
MUSA are good choices as they do not require the design of a different codebook per
user.
2.4.5 Standardization Activities
Many industry parties such as CATR, CHTTL, HTC, Huawei, HiSilicon, ITRI, Me-
diaTek, NTT DOCOMO, OPPO, and Sony, are involved in investigating the per-
formance of NOMA and the possible standardization in future 3GPP LTE [82] as
well as 5G. In fact, 3GPP is conducting a study on NOMA titled Multi User Su-
perposition Transmission (MUST) which is focused on non-orthogonal transmission
schemes, advanced processing, detection and decoding at the receiver side, advanced
signalling schemes, etc. Achievable cell-average and cell-edge throughput gains are
approximated to be as high as 20 percent of existing values. Moreover, 3GPP LTE
Release 14 has recently approved a new work item of downlink MUST, whose main
goal is to identify the necessary means for enabling downlink intra-cell MUST for the
Physical Downlink Shared Channel (PDSCH) in LTE.
Chapter 3
Design of SINR-Based Random
Access using Codes-On-Graph
3.1 Chapter Introduction
3.1.1 Chapter Overview
In RA, multiple users transmit to a common AP in different time-frequency resources
according to predefined probabilities. When more than one user transmits in the
same time-frequency resource, a collision occurs, leading to the loss of these users’
information, and users usually need to retransmit their information. There has been
a significant amount of work in this field, and various access protocols have been
developed to increase access efficiency or to minimize error probabilities. We refer
the readers to Section 2.2 for a summary of the main works. However, the simplistic
clean packet model1 discussed therein does not distinguish between different levels of
interference but rather treats it as a binary parameter.
Alternatively, when regarding the interference as the accumulation of the power re-
ceived from other users that are concurrently transmitting, the SINR proves to be a
1A clean packet refers to an interference free packet, and the clean packet model is another term
for the collision channel model.
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more accurate metric for analyzing and designing random access [15]. In this case,
a collision is defined as the event of a user’s SINR’s level dropping below a prede-
fined threshold. By relaxing the clean packet constraint, higher system loads can be
achieved for the same power and performance requirements. Previous works have
applied the SINR model to a set of ad hoc transmitter/receiver pairs and often refer
to it as the physical interference model [83, 84, 85, 86]. However, optimal solutions
are shown to be prohibitively complex with no extension to RA.
Motivated by the above, in the first part of this chapter, we investigate the perfor-
mance of SINR-based RA employing SIC to recover the users’ information at the AP.
Our objective is to maximize the system load. At each iteration of the SIC process,
we assume that a user’s information is successfully recovered if its updated SINR is
above a predetermined threshold [87]. Following on that assumption, the analogy to
the iterative recovery process of codes-on-graph for the BEC no longer holds as having
degree-one nodes at each iteration of the SIC process is not a strict requirement for
successful recovery in our model; thus, we cannot use the conventional AND-OR tree
analysis adopted in [41]. To solve this problem, we develop a new message passing
algorithm of the SIC process along with a tree-based analytical framework to evaluate
the maximum achievable system load. We show that our work is a generalization of
the AND-OR tree-based analysis.
In the second part of this chapter, we investigate the application of this scheme in
a CRN setting. Cognitive radio has been recognized as a promising technology to
achieve the efficient utilization of the radio spectrum. In CRNs, unlicensed SUs
are allowed access to the radio spectrum owned by the licensed PUs, provided that
the PUs are guaranteed a certain level of protection. Optimal resource allocation
algorithms i.e., channel and power allocation, among the SUs that maximize their
data rates or minimize their transmit power requirements have been well-investigated
for multiple scenarios and are known to be NP-hard. Accordingly, numerous sub-
optimal algorithms for resource allocation have been proposed for both downlink and
uplink CR transmissions [88, 89]. However, these approaches do not scale well as the
number of users in the network increases and their activity becomes more dynamic.
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To overcome these problems, RA protocols provide a simple solution that significantly
reduces processing and signalling overhead. For example, in [90], authors proposed
another random access approach where the Cognitive Base Station (CBS) predeter-
mines a certain transmission probability and makes it known to all the SUs. The
PUs’ transmissions are fixed whereas the SUs transmissions are randomized accord-
ing to the assigned transmission probability. It is shown that such a simple random
transmission can offer significant improvements in performance, in certain cases, for
both the PUs and SUs, compared to fixed transmissions. It is argued that, from a
design point of view, controlling the probabilities is easier than controlling the power.
However, the authors only considered a very single case of a single channel and no
analysis was done to derive the design criteria for choosing the optimal transmission
probability.
3.1.2 Chapter Contributions
The main contributions of this chapter are summarized below.
Tree-based Analysis of SINR-based Random Access
We revisit random access for wireless systems with SIC employed at the AP. We
consider an asymptotically large number of devices that transmit over a large num-
ber of orthogonal sub-channels. In each transmission block, each device chooses a
degree d, where d is a random variable that follows a predefined degree distribution
Ω(x). Then, devices transmit in d sub-channels chosen uniformly at random. Specif-
ically, we consider SINR-based RA where it is assumed that a device’s information
can be recovered successfully at a given iteration of the SIC process when its up-
dated SINR is above a predetermined threshold. We develop a generalized analytical
framework based on the codes-on-graph representation to track the evolution of er-
ror probabilities in each iteration of the SIC process. We compare our approach to
the conventional RA employing SIC which assumes that only clean, interference-free
transmissions can be recovered successfully. This clean packet model relies on having
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time slots with a single device’s transmission at each iteration of the SIC process.
It was shown to be analogous to the iterative recovery process of codes-on-graph for
the BEC, thus, allowing the direct application of the AND-OR tree analysis. We
show that the clean packet model is a special case of our more generalized tree-based
analytical framework.
Degree Distribution Optimization of SINR-based Random Access
Based on the derived analytical framework, we optimize the design parameters evo-
lution strategies, e.g., differential evolution, such that the error probabilities are min-
imized. Our numerical results show that the SINR metric allows for the support of
a larger number of devices, under the same power constraints and reliability require-
ments.
Design of SINR-based Random Access in Cognitive Radio Networks
We investigate the application of SINR-based RA in CRNs. The CBS allows the
SUs to reuse the sub-channels of the PUs provided that the interference of the SUs
to the PUs is below a predetermined threshold. PUs transmit over a fixed set of
channels with fixed transmission powers that are scheduled by the CBS. Once the
signals of the SUs and PUs are received, CBS then implements SIC to recover both
the SUs’ and PUs’ signals. In the signal recovery, we assume that the PUs’ signals
can be recovered if the Interference Power (IP) of the SUs to the PUs is below a
predetermined threshold. On the other hand, we assume that the SUs’ signals can
be recovered if its received SINR is above a predetermined threshold. We formulate
a new optimization problem to find the optimal degree distribution function that
maximizes the probability of successfully recovering the signals of an SU in the SIC
process under the SINR constraints of the SUs while satisfying the IP constraints of
the PUs. Simulation results show that our proposed design can achieve higher success
probabilities and a lower number of transmissions in comparison with conventional
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Table 3.1 – Notation Summary
Notation Description
K Number of active MTC devices
K Set of active MTC devices
Dk kth MTC devices
N Number of orthogonal sub-channels
CHn nth orthogonal sub-channel
Nk Set of channels chosen by Dk
hkn Channel gain between Dk and the AP over CHn
Pnk Transmit power of Dk over the CHn
γ(k,`) SINR of Dk after ` iterations of SIC
γ
(k)
th Required SINR threshold for Dk
Po Received power level per device per sub-channel
Ω(x) Generator polynomial of the degree distribution of the
sub-channels
Ωi Probability of a sub-channel with degree equal to i
Ω¯ Average degree of a sub-channel
Λ(x) Generator polynomial of the degree distribution of the
devices
Λi Probability of a device with degree equal to i
Λ¯ Average degree of a device
schemes, thus, significantly improving the signal recovery performance and reducing
energy consumption.
3.1.3 Chapter Outline
The rest of this chapter is organized as follows. Section 3.2 presents the system
model. In Section 3.3, we describe the transmission scheme and the SIC process.
In Section 3.4, we analyze the system performance in an asymptotic setting and
formulate our degree distribution optimization problem. Section 3.5 is dedicated to
the application of SINR-Based RA to CRN. It covers the system modelling, analysis,
optimization and comparison to conventional RA. Numerical results are shown in
Section 3.6. Finally, Section 3.7 concludes the chapter.
The notations used in this chapter are summarized in Table 3.1 for quick reference.
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3.2 System Model
We consider a multiple access channel with a single AP and a set of active devices
K of size K. Devices are denoted by {D1,...,DK}. We consider a total number of
N orthogonal sub-channels denoted by {CH1,...,CHN}, over which the devices are
allowed to transmit their information.
Channels are assumed to be reciprocal and block fading; that is, we assume that the
channel coefficients remain constant for the whole block length but vary independently
from one block to the other. Let y=[yn]1≤n≤N denote the received signal vector at
the AP and is given by:
y = Hx + e, (3.1)
where H = [hk,n]1≤k≤K,1≤n≤N is the channel matrix, where hk,n denotes the channel
gain between Dk and the AP over the nth sub-channel. x = [xk]1≤k≤K is the trans-
mitted signal vector, and e is the AWGN vector with zero mean and variance σ2In.
Let Nk denote the set of sub-channels that have been selected by Uk. We denote by
Pn,k the transmit power of Dk over the nth sub-channel. Then, Pk =
∑N
n=1 Pk,n is the
total transmit power of Dk, where Pk,n = 0 for n /∈ Nk.
For simplicity, we also assume that each device transmits the same message with
equal power over all chosen sub-channels. This approach has been justified in [91] for
uplink networks. The system can, then, be represented by a bipartite graph shown
in Figure 3.1, where the devices and sub-channels are shown by circles and squares,
representing the variable nodes and check nodes, respectively.
3.3 SINR-Based Random Access Scheme
In this section, we describe the transmission scheme for the previously described sys-
tem. First, we introduce the main design parameter, namely the degree distribution
Ω(x). Then, we provide a novel message passing representation of the SIC process in
SINR-based RA.
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U1 ...U2 U3 U5U4 UK
CH1 ...CH2 CH3 CH5CH4 CHN
Figure 3.1 – Bipartite Graph Representation of SINR-Based Random Access.
3.3.1 Degree Distribution
For a given transmission block, each device chooses a degree d obtained from a pre-
defined Probability Density Function (PDF) whose generator polynomial is defined
as Ω(x) := ∑i Ωixi, where Ωi is the probability of the degree being i. We refer to
Ω(x) as the degree distribution. Then, the device chooses d sub-channels uniformly
at random to transmit over. The degree of each device is defined as the number of
edges connected to that device in the bipartite graph (Figure 3.1).
Since the sub-channels are selected by devices uniformly at random, the degree of
each sub-channel, defined as the number of devices transmitting in that sub-channel,
follows the Poisson distribution [44]. For a degree d sub-channel, Λi denotes the
probability of d = i. Then, Λi is given by:
Λi = e−α
αi
i! , (3.2)
which can be also expressed in generator polynomial form as Λ(x) = expα(x−1), in the
asymptotic setting [44], where α = K
N
Ω¯ and Ω¯ = ∑d dΩd is the average device degree.
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3.3.2 Successive-Interference Cancellation
We assume that the AP employs SIC to recover the transmitted information of each
device. For a given iteration of the SIC process, a device’s information can be success-
fully recovered provided that its received SINR is above a predetermined threshold
γ
(k)
th , where k ∈ K [87]. Once a device is recovered at the AP, the interference caused
by that device can be completely removed from its selected sub-channels, which in
turn increases the SINRs of the remaining devices in the following iterations.
Let Kn denote the set of devices transmitting in the nth sub-channel. Let U (`) denote
the set of all successfully recovered devices after ` iterations of the SIC process at the
AP. The total SINR of Uk after ` iterations of the SIC process is denoted by γ(k,`)
and can be calculated as follows:
γ(k,`) =
∑
n∈Nk
|hk,n|2 Pk|Nk|∑
i∈Kn−U`,i 6=k
|hi,n|2 Pi|Ni| + σ
2
, for k /∈ U `, (3.3)
where |X | is cardinality of the set X . The AP can recover Uk’s information in the `th
iteration of the SIC process, if and only if γ(k,`) ≥ γ(k)th for k ∈ K, which will happen
for a certain level of interference.
For a large number of devices, centralized power control is not feasible. Instead,
devices are assumed to tune their transmit powers adaptively, as required, while
having the received power level known at the AP [92]. For ease of analysis, we assume
that the received power level of each device over each of its chosen sub-channels is Po,
with the extension to the general case being straightforward. Moreover, we assume
that all devices share the same SINR threshold γth. Thus, the interference caused
to Uk’s transmission over the nth sub-channel can be expressed as d(k,`)n Po, where
d(k,`)n is a random variable that represents the number of unrecovered devices in the
`th iteration that are transmitting in the nth sub-channel, other than k. Thus, from
Equation 3.3, d(k,`)n = |Kn − U (`)| − 1, for n ∈ Nk.
For a given device Uk, we define d(k,`) = [d(k,`)n ], for n ∈ Nk, as its observation vector.
Moreover, we define a search set V(i) as the set of all vectors v that can satisfy the
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SINR threshold for a degree i device. It can, then, be found as follows:
V(i) = {(v1, v2, ..., vi)|
i∑
n=1
Po
vnPo + σ2
≥ γth}. (3.4)
Thus, the AP can recover Uk’s information if and only if the observation vector d(k,`)
belongs to V(|Nk|). Thus, the probability of recovering Uk’s information with error at
the `th iteration of the SIC process can be expressed as follows:
q(k,`) = 1− Pr(d(k,`) ∈ V(|Nk|)). (3.5)
3.4 Iterative Convergence Analysis
In this section, we first propose a novel message representation of the SIC algorithm
in SINR-based RA. Then, we propose an iterative tree-based analytical framework
for analyzing the error probability of the proposed random transmission scheme. We
show that this approach is more general compared to the existing AND-OR tree
analysis [45], which has been widely used for analyzing iterative decoding of codes-
on-graph for the BEC [43, 44]. Finally, we show that the SINR model allows for lower
error probabilities in comparison to the clean packet model for the same system load.
3.4.1 Representing SIC as a Message Passing Algorithm
Let us first rephrase the SIC process for the proposed approach as a message passing
algorithm. For a given system with K devices and N sub-channels, we first construct
the corresponding bipartite graph. Let Ni denote the set of variable nodes connected
to check node i and Ni\j denote the set of variable nodes connected to check node i
except variable node j. LetMj denote the set of check nodes connected to variable
node j. The message passed from check node i to variable node j in the `th iteration
of the SIC process is denoted by m(`)i,j , and the message passed from variable node j
to check node i in the `th iteration of the SIC process is denoted by n(`)j,i . In what
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follows, we provide a novel message passing representation of the SIC process.
• Initialisation: Each variable node is assigned with a value of 0, i.e., n(0)i,j = 0
for 1 ≤ i ≤ K and 1 ≤ j ≤ N .
• For each iteration ` ≥ 1:
1. Check-to-Variable node update: The message passed from check node i to
variable node j in the `th iteration of the SIC process, denoted by m(`)i,j , is given
by:
m
(`)
i,j =
∑
j′∈Ni\j
(1− n(`−1)j′,i ). (3.6)
2. Variable-to-Check node update: The message passed from variable node j to
check node i in the `th iteration of the SIC process, denoted by n(`)j,i , is given by:
n
(`)
j,i =

1 if (m(`)i1,j, ...,m
(`)
i|Mj |,j
) ∈ V(|Mj |),
0 Otherwise,
where V(|Mj |) = {v|∑|Mj |i=1 PoviPo+σ2 ≥ γth}.
3. Repeat steps 1 and 2 until all variable nodes have received message 1 or a
predetermined number of iterations has passed.
In the above representation, it is important to note that each variable node sends a
message to its neighboring check node if and only if its total SINR is larger than the
SINR threshold. Moreover, a check node sends a message v to its neighboring variable
node if and only if that check node is connected to v unrecovered variable nodes from
the remaining variable nodes. This is exactly what happens in the SIC process, as the
message of value 1 from variable to check node means that the variable node has been
recovered and its corresponding edges have been removed from the bipartite graph.
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3.4.2 Generalized Tree Analysis
...
...
...
...
j with probability ωj
d with probabilty λd
Figure 3.2 – C-V tree T`.
Here, we propose a general framework to analyze SINR-based RA employing SIC. As
in the conventional iterative analysis techniques (AND-OR tree technique), we first
represent the graph as a tree. Let T denote the bipartite graph corresponding to the
multi-user system at the AP. Consider a random subgraph T` as follows: Choose an
edge (v, w) uniformly at random. Subgraph T` is the graph induced by variable node
v and all the neighbors of v within distance 2` after removing the edge (v, w). As
shown in [44], T` is a tree asymptotically, so we refer to T` as a C-V tree, where C
and V nodes refer to check and variable nodes, respectively.
Figure 3.2 illustrates the C-V tree of depth 2`. Nodes at depth i have children at
depth i + 1. The root of the tree is a variable node at depth 0. More specifically,
variable nodes are located at depths 0, 2, ..., 2` and have j children with probability
ωj; on the other hand, check nodes are located at depths 1, 3, ..., 2` − 1 and have j
children with probability λj.
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From a graphical perspective, ωj is the probability that a uniformly chosen edge
is connected to a variable node of degree j. Similarly, λj is the probability that a
uniformly chosen edge is connected to a degree-j check node. It follows that the
degree distributions from an edge perspective can be defined as follows:
ω(x) , 1
Ω¯
∑
i
iΩixi−1, λ(x) ,
1
α
∑
i
iΛixi−1. (3.7)
Since a subgraph expanded from each variable node is asymptotically a tree, the
message passing between variable and check nodes in the bipartite graph can be seen
as the message passing between V and C nodes in the tree. In each iteration of the
SIC process, V nodes at depth 2i pass messages to their C node parents at depth
2i− 1, which, in return, calculate messages of their own to be passed to their V node
parents at depth 2i− 2. Starting from depth 2`, we see that ` iterations are required
to have the messages reach the root of the tree. Then, the error probability is defined
as the probability that the messages received at the root do not satisfy the SINR
threshold.
The following lemma gives the recovery error probability of the SIC process in SINR-
based RA.
Lemma 1. For SINR-based RA, let q` denote the probability that a device cannot be
recovered at the `th iteration of the SIC process with the SINR threshold γth. Then,
q` is expressed as follows:
q` = 1−
N−1∑
i=0
ωi
∑
v∈V(i+1)
i+1∏
j=1
K−1∑
d=vj
λd
(
d
vj
)
(1− q`−1)d−vjqvj`−1, (3.8)
where q0 = 1 and V(i+1) = {v|∑i+1j=1 PovjPo+σ2 ≥ γth}.
The proof of this lemma is provided in Section A.1. As outlined, this work is a gen-
eralisation of the conventional AND-OR tree analysis. This is shown in the following
proposition.
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Proposition 3.1. Conventional RA employing SIC, where only clean packets can
be successfully recovered, is a special case of our approach with the search set Vconv
expressed below.
V(i)conv = {v|∃j, vj = 0, 1 ≤ j ≤ i},
and the following recovery error probability q` [41]:
q` = ω(1− λ(1− q(`−1))). (3.9)
The proof of this proposition is provided in Section A.2.
Proposition 3.2. The recovery error probability of the proposed approach with the
SINR threshold γth ≤ Poσ2 can be rewritten as follows:
q` = ω(1− λ(1− q(`−1)))−
N−1∑
i=0
ωi
∑
v∈V(i+1)0
i+1∏
j=1
K−1∑
d=vj
λd
(
d
vj
)
(1− q`−1)d−vjqvj`−1,
where V(i+1)0 = {v|
∑i+1
j=1
Po
vjPo+σ2 ≥ γth, vi > 0}.
This proposition can be easily proved by using the results of Proposition 3.1 to simplify
the results of Lemma 1. This proposition shows that the SINR model achieves a lower
recovery error probability compared to conventional SIC techniques based on the clean
packet model.
3.4.3 Degree Distribution Optimization
The system load C is defined as the ratio K
N
, and the maximum system load C∗ is
restricted by the following condition for convergence:
C∗ = max
C
{qi < qi−1}, for i > 0. (3.10)
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Table 3.2 – Optimal Degree Distributions for SINR-based RA
Po 1 dB 3 dB 5 dB
γth 1 dB 3 dB 5 dB
Ω1 0.0000 0.0000 0.0000
Ω2 0.3047 0.5631 0.5102
Ω3 0.1491 0.0436 0.0000
Ω4 0.5462 0.3933 0.4898
C∗ 1.3740 1.0450 0.8680
Ω¯ 3.2415 3.2235 2.9796
Given the received power levels and the SINR thresholds, we formulate an optimiza-
tion problem to find the degree distribution that can maximize the achievable system
load. It can be written as:
maxΩ(x) C∗,
s.t. (i) 0 ≤ Ωi ≤ 1, ∀1 ≤ i ≤ dm.
(ii)
dm∑
i=1
Ωi = 1.
Using differential evolution [93], we can find the optimal degree distribution that
maximizes C∗ for any Po and γth. In brief, differential evolution is a numerical op-
timization method that solves the formulated problem in an iterative fashion. In
each iteration, a number of candidate solutions are produced and are given weights
representing a measure of quality. The algorithm aims at improving the measure of
quality of the generated candidates in each iteration. For a large number of iterations,
the algorithm will converge to either an optimal or sub-optimal solution. However,
although it cannot guarantee optimality, we have found it to be a valuable tool for
our problem.
We denote by dm the maximum allowed degree such that Ωi = 0 for i > dm. Table 3.2
shows the optimal degree distributions for dm = 4 and different SINR thresholds.
For fair comparison between the SINR model and the clean packet model, we only
considered the case where Po = γth. The evolution of the error probabilities in each
iteration of the SIC process according to Lemma 1 is shown in Figure 3.3.
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Figure 3.3 – Evolution of the probability q according to the equation derived in
Lemma 1 for Po = γth = 3 dB, Ω(x) = 0.5631x2 + 0.0436x3 + 0.3933x4, and
C = 1.045.
From Proposition 3.2, we expect the performance of the SINR model to be equivalent
or better than the clean packet model depending on the values of Po and γth. Inter-
estingly, we find that for Po = γth = 5 dB, the optimal degree distribution and C∗
are the same as that found in [41] for dm = 4. That is because V (i)0 yields an empty
set ∀ i, and the achievable performance is expected to be the same for both models
in that case.
3.5 Application of SINR-based Random Access to
Cognitive Radio Networks
In the second part of this chapter, we investigate the application of SINR-based RA
to CRNs. For clarity purposes, we have provided another table of notations for this
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Table 3.3 – Section 3.5 Notation Summary
Notation Description
Kp Number of active PUs
Kp Set of active PUs
Ks Number of active SUs
PUk kth PU
SUk kth SU
Ks Set of active SUs
N (k)p Set of sub-channels allocated to PUk
N (k)s Set of sub-channels chosen by SUk
N Number of orthogonal sub-channels
CHn nth orthogonal sub-channel
hkn Channel gain between Dk and the AP over CHn
Pk,n Transmit power of PUk over the CHn
Qk,n Transmit power of SUk over the CHn
γ(k,`)p SINR of PUk after ` iterations of SIC
γ(k,`)s SINR of SUk after ` iterations of SIC
section, namely, Table 3.3.
3.5.1 CRN System Model
We consider an uplink CRN, including a CBS, a set of Kp active PUs, denoted by
Kp, and a set of Ks active SUs denoted by Ks. There are in total N orthogonal sub-
channels of equal bandwidth in the network. Channels are assumed to be reciprocal
and block fading; that is, we assume that the channel coefficients remain constant
for the whole transmission block but vary independently from one block to the other.
Let yn denote the received signal vector at the CBS over the nth sub-channel, where
1 ≤ n ≤ N . Then, it can be expressed as follows:
yn =
∑
k∈Kp
gk,nxk,n +
∑
i∈Ks
hi,nui,n + en, (3.11)
where gk,n is the channel gain between PUk and the CBS over the nth sub-channel,
and hk,n is the channel gain between SUk and the CBS over the nth sub-channel. xk,n
and ui,n are the transmitted signals of each of the PUs and SUs to the CBS, over the
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nth sub-channel. en is a AWGN random variable with zero mean and variance σ2e .
Each PU is allocated one distinct set of sub-channels. We denote by N (k)p the set of
N (k)p sub-channels allocated to PUk. We denote by N (k)s the set of N (k)s sub-channels
chosen by SUk. Then, xk,n = 0 for n /∈ N (k)p , and uk,n = 0 for n /∈ N (k)s . Moreover,
we denote by Qk,n and Pk,n the power of xk,n and uk,n, respectively.
3.5.2 CRN Transmission Scheme
For a given transmission block, each SU chooses a random degree d obtained from a
predefined degree distribution whose generator polynomial is given as Ω(x) = ∑i Ωixi,
where Ωi is the probability that d = i. Then, the SU chooses d sub-channels uniformly
at random to transmit over. We define a Ks × N random channel access matrix A
with integer elements ak,n ∈ {0, 1}, where ak,n = 1 means SUk is transmitting in
sub-channel n, and ak,n = 0 means SUk is not transmitting in sub-channel n. Thus,
it is easy to show that the elements of A are i.i.d. Bernoulli random variables with
a success probability of 1
N
Ω¯, where Ω¯ is the average degree and is given by ∑i iΩi.
Then, we can represent the probabilistic random transmission scheme by a bipartite
PU1 PU2 ...
CH1 CH2 CH3 CH5CH4
SU1 SU2 SUKs...PUKp
... CHNCH6 CH7 CH8
N (1)p N (2)p N (Kp)p
...
Figure 3.4 – Bipartite Graph Illustration of the SINR-Based RA Scheme in a CRN
graph as shown in Figure 3.4. The PUs and SUs are shown by circles and referred
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to as variable nodes while the sub-channels [CHi]1 ≤ i ≤ N are shown by squares
and referred to as check nodes. The number of edges connected to each variable node
corresponds to the number of sub-channels it is allocated, and it is called the degree
of the respective variable node. The solid edges represent the transmissions of the
PUs whose number is assumed to be fixed, e.g., PU1 is of degree 2 in Figure 3.4.
On the other hand, the dashed edges represent the transmissions of the SUs whose
number is a random variable with a distribution pre-determined by the CBS.
The CBS employs SIC to recover each device’s signal. Each device is assumed to
transmit the same signals over its respective sub-channels. The CBS can, then, com-
bine the received transmissions of each device over all respective sub-channels using
Maximal Ratio Combining (MRC), and the overall received SINR at the CBS can
be represented as the sum of all individual SINRs. Note that the CBS is assumed to
have the perfect knowledge of the PUs’ channel state, transmit power and allocated
sub-channels. We also assume that the CBS first attempts to recover the signals of
the PUs. The maximum achievable rate of PUi, where 1 ≤ i ≤ Kp, is shown below:
R(i)p =
N (i)p
N
log
1 + ∑
n∈N (i)p
γ(i)p,n
 , (3.12)
where
γ(i)p,n =
|gi,n|2Qi,n∑Ks
k=1 ak,n|hk,n|2Pk,n + σ2e
. (3.13)
We denote by I(i)p,n =
∑
k∈Ks ak,n|hk,n|2Pk,n the interference power caused to PUi’s
transmission over the nth sub-channel, where n ∈ N (i)p . Thus, the total interference
caused by the SUs to PUi can be expressed as I(i)p =
∑
n∈N (i)p I
(i)
p,n. The signals of PUi
can be successfully recovered provided that I(i)p is below the threshold I
(i)
th .
Without loss of generality, we assume the SUs’ signals are recovered through the SIC
process according to their received SINR, in an ascending order. More specifically, we
assume that the SINR of SUk is larger than that of SUk−1, for 1 ≤ k ≤ Ks. Assuming
the signals of the first i − 1 SUs have been successfully recovered, the maximum
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achievable rate of SUi, where 1 ≤ i ≤ Ks, is shown below:
R(i)s =
N (i)s
N
log
1 + ∑
n∈N (i)s
γ(i)s,n
 , (3.14)
where
γ(i)s,n =
ai,n|hi,n|2Pi,n∑Ks
k=i+1 ak,n|hk,n|2Pk,n + σ2e
. (3.15)
Thus, we can express the total SINR of SUi as γ(i)s =
∑
n∈N (i)s γ
(i)
s,n. The signals of
SUi can be successfully recovered provided that their received SINR γ(i)s at the ith
iteration of SIC is above the threshold γ(i)th .
It will be shown later that the design problem is dependent on the SUs’ received
power rather than transmit power. Assuming that the SUs are able to estimate their
channel gains from the downlink given the reciprocity of the channel, the CBS needs
to broadcast the received power constraints only, imposed on each sub-channel on
a per device basis. The SUs can, then, adaptively tune their power as necessary.
Accordingly, we define a power vector p = [Pn]1≤n≤N , where Pn is the received power
constraint imposed on the nth sub-channel on a per device basis.
3.5.3 Asymptotic Performance Analysis of SINR-Based RA
in CRNs
In this section, we analyze the relationship between the system constraints (Ith and
γth) and the different system metrics (N , Kp and Ks). We formulate an optimiza-
tion problem to find the degree distribution that can maximize this probability of
successfully recovering the signals of the SUs for a given setup.
Probability Density Function of the IP
Let us first calculate the power of interference introduced to the PUs.
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Lemma 2. In an asymptotically large network (N → ∞, Ks → ∞), the probability
density function of the total interference power induced over the sub-channels of PUk,
∀k ∈ Kp, follows the Poisson distribution below:
Pr(I(k)p = iP (k)o ) = e−αN
(k)
p
(
αN (k)p
)i
i! , (3.16)
where α = Ks
N
Ω¯, and Pn = P (k)o ∀n ∈ N (k)p . Its average and standard deviation are
given below:
E[I(k)p ] = αN (k)p P (k)o , σI(k)p = αN
(k)
p P
(k)
o . (3.17)
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Figure 3.5 – The average interference power for a total of N = 128 sub-channels
assigned equally to Kp = 60 PUs and shared by Ks SUs.
The proof of this lemma is provided in Section A.3. In Figure 3.5, the average IP is
shown as a function of the average degree Ω¯ and the number of devices Ks. P (k)o is
set to 0 dB ∀k ∈ Kp. The average IP per PU is shown to increase with the number
of Ks, as expected from Lemma 1. It is worthy of noting that N is fixed for all three
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simulations and that the increase in the average IP in fact corresponds to the increase
in the ratio Ks
N
rather than Ks itself.
Probability of Success of the SUs
As before, the SUs’ signals are recovered in an ascending order, based on their received
SINR, with γ(i)s ≤ γ(i−1)s for 1 ≤ i ≤ Ks. Given that the signals of the first i− 1 SUs
have been successfully recovered, we can rewrite Equation 3.15 and express the total
SINR of SUi as follows:
γ(i)s =
∑
n∈N (i)s
Pn
d
(i)
n Pn + σ2e
, (3.18)
where d(i)n is a random variable that represents the number of devices, other than
SUi, transmitting in the nth sub-channel and whose signals have not been recovered
yet. We define d(i) = [d(i)n ]1≤n≤N(i)s and refer to it as the observation vector. The CBS
can then recover the signals of SUi, if and only if, γ(i)s ≥ γ(i)th , which will happen for
certain values of d(i). Let V(k) denote the set of all vectors v that can satisfy the
SINR constraint for SUk. It can then be found that:
V(k) = {(v1, v2, ..., vN(k)s )|
∑
n∈N (k)s
Pn
vnPn + σ2e
≥ γ(k)th }. (3.19)
In other words, the CBS can recover the signals of SUk if and only if the observation
vector d(k) belongs to V(k). We then have the following proposition:
Proposition 3.3. For the recovery of the SUs’ signals, we assume that the PUs’
signals have been successfully recovered and that the SUs’ signals are ordered and
recovered in an ascending order, based on their received SINR. Let Si be the event of
having γ(i)s ≥ γ(i)th . Then, the probability of successfully recovering the signals of SUi,
through the SIC process, can be calculated as follows:
Pr(Si) = Pr(γ(i)s ≥ γ(i)th )
= Pr(γ(i)s ≥ γ(i)th |Si−1)Pr(Sk)
= Pr(d(i) ∈ V(i)|Si−1)Pr(Sk),
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for 1 ≤ i ≤ Ks.
Clean Packet Model
As mentioned before, authors in [41, 94, 95] have implemented the iterative recovery
process of codes-on-graph for the BEC in RA schemes. As in Figure 3.4, the system
is mapped onto a bipartite graph and the signal recovery is visualized as a message
passing algorithm [45]. However, at the receiver side, successful signal recovery can
only take place if an interference-free clean packet has been received at the destination.
The observation vector of the ‘clean packet’ model has the following form for successful
signal recovery:
{d(i)|∃j, d(i)j = 0, 1 ≤ j ≤ i}.
Let us consider the case where the received power of an SU’s signal is less than or
equal to its SINR threshold. Then, if the received signal is interference-free, it can be
successfully recovered in our design. For such a case, the observation vectors of both
designs are the same for dm = 1.
On the other hand, from Equation 3.19, we can see that the set of observation vectors
that ensure successful recovery will generally be larger for our design; thus, it is
expected to provide a higher probability of success. The ‘clean packet’ model can be
seen as a special case of our design. Interestingly, when the SINR threshold is higher
than that of the received power per signal for an SU, the ‘clean packet’ model fails to
service any SUs at all. However, for sufficiently high degrees, our approach can still
service a significant fraction of the SUs.
Optimization of the Degree Distribution
Given a CRN system of Kp PUs and Ks SUs transmitting over a set of N sub-
channels, we formulate an optimization problem to find the degree distribution that
maximizes the probability of successfully recovering the SUs’ signals through the
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SIC process, while satisfying the IP constraints of the PUs. The CBS has the perfect
knowledge of the PUs channel allocation, power, and respective IP constraints. It also
has knowledge of the number of active SUs and their respective SINR constraints.
Accordingly, the optimization problem can be formulated as follows:
maxp,Ω(x)
Ks∑
k=1
Pr(Sk)
s.t. (i)
dm∑
i=1
Ωi = 1, Ωi ≥ 0, ∀1 ≤ i ≤ dm
(ii)E
[∑
n
I(k)p,n
]
≤ I(k)th , ∀k ∈ Kp.
Condition (i) ensures the sum of all probabilities is equal to 1. Condition (ii) ensures
that the PUs are protected by the IP constraints on a per device basis. With refer-
ence to Lemma 2, it can easily be seen that this condition determines the value of
Ω¯ and p. Optimization is carried out using the Covariance Matrix Adaptation Evo-
lution Strategy (CMA-ES)[96] and can be easily modified for different IP and SINR
thresholds.
3.5.4 Practical Considerations for CRNs
In our system, the CBS is assumed to have the perfect knowledge of the PUs’ activity
and channel conditions, their respective IP constraints, the number of active SUs and
their respective SINR threshold. We assume this is made known to the CBS over
the control channel, where transmissions are deterministic in duration and nature.
Accordingly, the CBS can find the received power constraints necessary and the op-
timal degree distribution to meet the system constraints. Then, the control channel
can also be used to make the degree distribution known to the SUs. As the SUs are
assumed to be able to estimate their channel gains from the downlink given the reci-
procity of the channel, the signalling overhead is significantly reduced in comparison
to fixed resource allocation.
For a given transmission block, the SIC process cannot be initiated without the
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knowledge of how many and which sub-channels were accessed by which devices. We
assume the SUs share the same seed with the CBS to determine the number and index
of the chosen sub-channels through a pre-defined pseudo-random number generator
[41].
Finally, it is worthy of noting that the IP constraint can be defined as either the
average IP constraint or the peak IP constraint. However, throughout this chapter,
we only consider the former definition. This was justified in [97], where it was shown
that the average IP constraint provides a higher system capacity than that of the
peak IP.
3.6 Numerical Results
3.6.1 General SINR-Based Random Access
Figure 3.6 shows the achievable recovery error probabilities of the SIC process for the
clean packet model and the SINR model in an asymptotic setting where the recovery
error probability for C ≤ C∗ is essentially zero. On the other hand, Figure 3.7 shows
the achievable recovery error probabilities of both models for N = 200. Simulation
results were averaged over a total of 10,000 iterations. As predicted from Proposi-
tion 3.2, the SINR model always yields lower or equal recovery error probabilities in
comparison to the clean packet model. That is particularly the case for higher system
loads. In addition, we see that the lower the SINR threshold, the higher the perfor-
mance gain in comparison to the clean packet model whose performance is unaffected
by the SINR threshold. This can be further justified by considering how the SINR
model makes use of all received transmissions over the different sub-channels in each
iteration of the SIC process, rather than the clean transmissions only. Finally, we see
that the performance of the SINR model for Po = γth = 5 dB matches that of the
clean packet model even for the non-asymptotic case.
It is worthy of noting that the recovery error probabilities found through simulations
are higher than that expected from Lemma 1. According to Lemma 1, only the
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Figure 3.6 – Asymptotic recovery error probability of the clean packet model and the
SINR model for Po = γth.
ratio K/N affects the system performance rather than the actual values of K and N .
However, that is provided that K,N → ∞. Thus, we would expect the simulation
results to approach more and more that of Lemma 1 as the values of K and N
increase.
Finally, it is important to make mention that the average degree Ω¯ directly cor-
responds to the average received power. Moreover, by averaging over all possible
channel realizations, the average received power would also correspond to the average
transmit power required by the system. Similarly, the maximum degree dm corre-
sponds to the peak received power and eventually to the peak transmit power. As
shown in Table 3.2, the optimal degree distributions obtained have approximately the
same average and peak power requirements. Therefore, we can say that the SINR
model is more energy efficient than the clean packet model.
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Figure 3.7 – Simulated recovery error probability of the clean packet model and the
SINR model for Po = γth and N = 200.
3.6.2 SINR-Based Random Access in CRNs
We now investigate the system performance in a CRN under different setups. Results
are averaged over 10000 iterations. For ease of analysis, we now assume that Pn =
Po, where 1 ≤ n ≤ N . This condition dictates that all sub-channels have the same
received power constraint. For a practical system, this also reduces the signalling
overhead. This can be easily justified for the case where N (i)p = Np and I
(i)
th = Ith, for
1 ≤ i ≤ Kp. The received power constraint per sub-channel Po is taken to be 0 dB,
and the number of sub-channels N is set to 128 [98]. We adopt this assumption in
our simulations. We also assume that γ(i)th = γth, for 1 ≤ i ≤ Ks.
In Table 3.4, we show the results of CMA-ES for Ks
N
= 60128 and a maximum degree
of 4 and 8. Using the results of [41], we proceed to compare the achievable error
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Table 3.4 – Optimal Degree Distributions for KsN =
60
128
log10 γth/Po 0 dB 1 dB
dm 4 8 4 8
Ω1 0.0002 0.0003 0.0001 0.0002
Ω2 0.5072 0.0831 0.1108 0.1295
Ω3 0.0041 0.1619 0.1727 0.1529
Ω4 0.4885 0.1744 0.7163 0.2112
Ω5 0.2255 0.0674
Ω6 0.0382 0.2406
Ω7 0.1758 0.1188
Ω8 0.1408 0.0794
 3.00e-03 3.75e-04 2.67e-04 4.05e-04
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probabilities of both designs; the error probability is denoted by  and defined as
1− 1
Ks
∑Ks
k−1 Ps,k. Results are shown in Figure 3.8. As predicted, the proposed design
outperforms the ‘clean packet’ model even for γth
Po
= 1. As our proposed design relies
on the overall received SINR, the sum of all individual SINRs, it makes use of all
transmissions over the different sub-channels rather than interference-free transmis-
sions only, thus, achieving better performance for the same power requirements.
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Figure 3.8 – Error probability of proposed scheme in comparison to the ‘Clean Packet’
model for different ratios of KsN
Finally, in Figure 3.9, we consider the probability of having the IP caused by the SUs
to the PUs below a given threshold. We use the results from Table 3.4, for dm = 8
and log10 γthPo = 0dB. We find Ω¯ to be around 5.23. Interestingly, for Ith ≤ -5dB,
the probability of successfully recovering a PU’s signals becomes independent of the
threshold and solely dependent on the number of SUs supported in the network. Even
more so, for thresholds as high as 10 dB, the probability of successfully recovering
a PU’s signals is almost one for any number of SUs. It is worthy of noting that
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Figure 3.9 – Probability of IP being below the threshold for different values of Ks
Condition (ii) in Section 3.5.3 can be easily modified to limit this probability by
ensuring Pr
(∑
n I
(k)
p,n ≤ I(k)th
)
≤ δ, where δ is a predefined threshold.
3.7 Chapter Summary
In the first part of this chapter, we represented the SIC process in SINR-based RA
systems as a novel message passing algorithm. We proposed a novel tree-based analyt-
ical framework to track the error probabilities and showed that it is a generalization
of the conventional AND-OR tree analysis used for the clean packet model. Finally,
we provided analytical and numerical proof that our model achieves higher system
loads in comparison to the clean packet model.
In the second part of this chapter, we proposed a new design of probabilistic random
access schemes for CRNs. We showed that the conventional ‘clean packet’ model is
sub-optimal under the IP and SINR constraints. Motivated by this, we formulated a
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new optimization problem, based on CMA-ES, to maximize the probability of success-
ful recovering the SUs’ signals in the SIC process while satisfying the IP constraints
of the PUs. Our numerical results showed that our designed degree distributions can
achieve lower error probabilities with lower number of transmissions, and thus, with
lower power requirements.
Chapter 4
Coded Slotted ALOHA with QoS
Guarantees
4.1 Chapter Introduction
4.1.1 Chapter Overview
As mentioned in Chapter 1, one of the main motivations behind our work on the
multiple access channel of mMTC is that highly emphasized RACH overload problem
in LTE-A [50]. In LTE-A, devices are required to establish an air interface connection
prior to data transmission. Access requests are transmitted in an uncoordinated man-
ner over the RACH. Once an MTC device has been granted access, it is scheduled
to specific radio resources over which data transmission takes place in a deterministic
manner. Readers are referred to Section 2.3 for the details of the process. Never-
theless, with the massive number of MTC devices forecasted to operate in the near
future, the RACH in current access schemes will be overloaded and will suffer from
continuous collisions requiring multiple re-transmissions. This will result in a large
energy expenditure, unexpected delays, and time-frequency resource wastage. Some
solutions have been proposed and even standardized to mitigate the RACH over-
load problem [99, 51], e.g., access class barring schemes, separate RACH resources
68
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for M2M, dynamic allocation of RACH resources, backoff schemes, slotted access,
pull-based and group-based schemes.
Aside from the RACH overload problem, establishing energy efficient access schemes
with QoS guarantees is another design challenge in M2M networks. We list some of the
works proposed in this direction. A group-based approach was proposed in [100] where
devices are grouped based on their latency requirements. Each group is allocated
specific time intervals with predefined durations over which data transmission takes
place in a deterministic manner. The allocated time intervals are non-overlapping and
their periodicity is proportional to the packet arrival rates. Thus, groups with higher
packet arrival rates are assumed to have tighter latency requirements. An extension
of this work can be found in [101] where this assumption is dropped and a generalized
access management scheme was proposed with an adaptive resource allocation scheme
based on the incoming traffic. In [102], devices with the same QoS requirement are
scheduled to transmit over the same resources simultaneously. Using well-designed
codes, the superposed codewords can be reliably decoded at the BS allowing for a more
efficient use of resources and reduction in the number of retransmissions at the RACH.
Other approaches [103, 104, 105] have studied uncoordinated access schemes which
do not use any RACHs and instead assign all the resources as uplink data channels.
These works have shown potential performance gains in supporting a larger number of
devices in comparison to coordinated access schemes for small packet transmissions.
In the following, we review the recent works tackling the massive access problem
through uncoordinated access which is the main focus of this chapter.
For a single cell scenario with a large number of devices contending to access the same
BS, the slotted ALOHA protocol has been widely studied (ref. Section 2.2. Authors
in [106] extended this model to a heterogeneous slotted ALOHA setting using the
extended AND-OR tree framework derived in [107]. In [106], the heterogeneity in the
network represented the different packet loss rates amongst the devices corresponding
to their different channel conditions. Using a similar analytical framework, authors in
[108] considered the heterogeneous QoS requirements in the network and formulated
a multi-edge-type density evolution optimization problem to find the probabilities
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and the system load that maximize the overall system utility. This was later shown
to be equivalent to single-edge-type density evolution in [109]. Authors in [109] also
extended existing finite frame length error floor approximations to the multi-class case
and propose a heuristic approach to optimize the degree distributions in the finite
frame length regime for low-medium system loads. All these works on heterogeneous
coded slotted ALOHA focused on the heterogeneous reliability requirements, e.g.,
packet loss rate. However, the extension of these transmission schemes to the case of
heterogeneous latency requirements is not straightforward. In this chapter, we address
this issue by dividing the transmission scheme into multiple stages whose durations
are determined by the latency requirements of the different existing classes of devices.
Based on this, we develop the analytical expressions and formulate the designs and
optimization problems to satisfy the unique requirements and design constraints of
M2M communications.
4.1.2 Chapter Contributions
The main contributions of this chapter are summarized below.
Random Acess Scheme
We propose a generalized slotted uncoordinated data transmission scheme for the
case of diverse QoS requirements. We consider two different schemes where devices
are grouped based on their QoS requirements. The first scheme is called the ACK-
All scheme. In this scheme, MTC devices from all groups transmit simultaneously
over the same radio resources in all stages of the transmission frame. The second
scheme is called the ACK-Group scheme. In this scheme, MTC devices from different
groups transmit in distinct stages. We discuss the advantages of these schemes over
coordinated access schemes. We show that the proposed RA schemes can service a
larger number of devices when the number of time-frequency resources is sufficiently
large, while guaranteeing the diverse QoS requirements. We further show that the
ACK-All scheme is advantageous over the ACK-Group scheme when the number of
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devices with tighter latency requirements is less than that with more flexible latency
requirements.
AND-OR Tree Based Performance Analysis
We use the AND-OR tree to analyze the system performance characterized by the
average probability of device resolution error for both transmission schemes: ACK-All
and ACK-Group. The derived analytical expressions can be seen as a generalization
of those in [108] which only characterizes the error probabilities at the end of the
first sub-frame. As the devices that are acknowledged do not retransmit in following
sub-frames, the intermediate feedback introduced between the sub-frames results in
graphs with reduced sets of nodes as well as reduced edges. We characterize these
reductions by reformulating the AND-OR tree expressions based on the reduced sets
of active devices and slots along with their reduced degree distributions1. We validate
the accuracy of the expressions under different settings using simulations.
System Design for QoS Guarantees
We show how the derived expressions can be used to design systems that can guaran-
tee the QoS requirements of different groups with significantly high energy efficiency
and high reliability for the proposed scheme. For this, we cannot use the optimization
problem formulated in [108]. Authors in [108] simplify their optimization problem by
assuming vanishing error probabilities, i.e., all classes have a packet loss rate of zero.
However, the error probabilities cannot be assumed to be vanishing at the end of each
sub-frame in the proposed scheme. For example, lower priority groups can tolerate
larger delays and, thus, their error probabilities will be far from vanishing in the
early stages of transmission. Moreover, vanishing error probabilities are only rele-
vant to ultra-reliable applications [110] which are only a subset of M2M applications.
Therefore, we need to guarantee the diverse latency requirements with diverse error
1It is worthy of noting that the work in this chapter can be directly extended to the SINR-based
model in the previous chapter at the expense of a slight increase in analytical complexity.
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probabilities. Accordingly, we propose a guideline that allows us to design the access
probabilities using the AND-OR tree, which was originally designed for asymptoti-
cally large systems, for a finite number of devices and resources.
4.1.3 Chapter Outline
The rest of this chapter is organized as follows. In Section 4.2, we present the sys-
tem model and the proposed RA schemes. In Section 4.3, we consider a tree-based
analytical framework and derive the expressions for the average probabilities of de-
vice resolution. An energy efficient system design is discussed in Section 4.4 along
with the limitations on the system load. A reliable system design is discussed in
Section 4.5 and is shown to be valid for a finite number of devices. Numerical results
and practical considerations are presented in Section 4.6. Conclusions are drawn in
Section 4.7.
The notations used in this chapter are summarized in Table 4.1 for quick reference.
4.2 System Model
4.2.1 Overview
We consider a scenario where K uniformly distributed MTC devices communicate
with a BS located at the origin. The devices are assumed to have fixed locations. We
consider the uplink of an OFDMA system, where the frequency resources are divided
into several sub-channels each with a bandwidth ∆f . A radio resource unit consists
of a sub-channel along with a time slot of duration T . We characterize the QoS of
MTC devices in terms of the delay as diverse M2M applications have diverse latency
requirements. More specifically, we consider a batch arrival model with different delay
groups denoted by C1, C2, ..., Cr. Their respective delay requirements are quantified in
terms of time slots and denoted by N1, N2, . . . , Nr, where Ni < Ni′ for i < i′, i.e.,
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Table 4.1 – Notation Summary
Notation Description
K Number of MTC devices
r Number of groups of MTC devices
Ni Latency requirement of the ith group of MTC Devices
Ci Group of MTC devices with a latency requirement of Ni
C(s)i,k Subset of MTC devices in Ci that potentially transmit-
ted in the first k sub-frames, k ≤ s
∆Ni Number of times slots in sub-frame i
N Total number of time slots in a frame
p
(s)
i Access probability allocated to Ci in sub-frame s
g
(s)
i Average degree of a check node in sub-frame s
ζ
(s)
i Average degree of a variable node in C(s)i,s

(s)
i Average probability of device resolution error of Ci after
s sub-frames
∗i Target probability of device resolution error of Ci
αi Fraction of MTC devices in Ci
βs Fraction of time slots in sub-frame s
Mi Average number of transmissions of a device in Ci
γref Received SNR of a device’s packet
devices from the group Ci have a tighter latency requirement than devices from the
group Ci′ for i < i′.
The resources allocated for M2M may either be fixed or may vary from one frame to
the other. For every transmission frame, the BS is assumed to be capable of estimating
the number of active devices and grouping them based on their QoS requirements.
Similarly, the number of active devices and the number of groups may either be fixed
or may vary from one frame to the other. Active devices are devices with at least one
packet to transmit. Furthermore, we assume devices transmit one packet within one
transmission frame. Packets are assumed to be of equal size and can be transmitted
in one radio resource unit.
We assume a block fading channel, i.e., the channel gains remain unchanged for the
duration of the transmission frame and vary randomly and independently from one
frame to the other. Channels are also assumed to be reciprocal, i.e., uplink and
downlink channel states are the same. Therefore, each device can estimate the uplink
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channel gain from the pilot signal sent periodically over the downlink channel by the
BS. The devices also use these pilot signals to synchronize their timing to that of
the BS [111, 112]. The devices perform channel inversion such that they all have
the same received SNR γref [101]. γref is determined by the coding and modulation
schemes adopted in the system such that the BS can reliably recover a device’s packet
if its SNR is greater than or equal to γref . In reality, MTC devices are power limited.
For channels with low SNR, the device may not always be able to perform channel
inversion. In this case, the device’s channel is said to be in outage and the device
remains silent.
4.2.2 Probabilistic Data Transmission
Each transmission frame is of length N = Nr time slots. The frame is divided into
r sub-frames, where the length of sub-frame s is denoted by ∆Ns and is equal to
Ns − Ns−1, for 1 ≤ s ≤ r and N0 = 0. For a given sub-frame s, we consider the
collision channel model and transmission scheme in [46, 47, 48, 107]. The BS assigns
every group Ci an access probability p(s)i . That is, a device in group Ci transmits
in a given time slot of sub-frame s with a probability p(s)i and remains silent with
a probability 1 − p(s)i . We emphasize that the number of probabilities that are to
be distributed to the devices is equal to the number of different groups and not the
number of devices. Therefore, the signalling overhead is fairly small and can be easily
incorporated alongside the pilot signals, beacons, acknowledgements and other control
data.
The BS is assumed to be able to distinguish between idle slots, singleton slots, and
collision slots. This is feasible with the assumed power control strategy. Once the BS
detects the reception of a singleton slot, the transmitted packet is recovered and the
respective device is said to be resolved. The BS and the devices can share a common
pseudo-random generator function that computes a random seed based on the device
identity. The devices use these seeds to generate the indices of the slots they want to
transmit in. Once a device’s packet is recovered at the BS, the BS can extract the
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respective device’s identity from the header file. Then, the BS can generate the seed
and the necessary indices of slots to perform SIC. That is, the copies of the recovered
packet are cancelled from the remaining slots. This allows for the potential of having
more singleton slots in the following iteration, and, thus, the potential of recovering
more packets. We assume perfect SIC.
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Figure 4.1 – The ACK-All scheme (r = 4) in three consecutive sub-frames. The dotted
and dashed lines denote the edges that were removed at the receiver side after the
first and second sub-frame respectively, and the solid lines denote the edges that
have remained.
The BS performs SIC at the end of each sub-frame s using all the received packets
over the Ns time slots. We assume a perfect feedback channel. A batch of acknowl-
edgements is sent at the end of each sub-frame to all successfully resolved devices,
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and all acknowledged devices do not transmit in future time slots. We refer to this
scheme as the ACK-All scheme. The transmission scheme in [108] can be seen as a
special case with a single sub-frame of our more generalized ACK-All scheme. For
a heterogeneous random access setting, having devices from different groups share
the same resources and transmit simultaneously over the same frames results in a
performance degradation to the lower-prioritized devices [108]. This behavior was
originally noted for codes-on-graph in [113]. In [C3]-[C2], we showed that by dividing
the transmission of codes-on-graph into multiple stages separated by intermediate
feedback, we can better serve these lower-prioritized devices while still guaranteeing
the diverse QoS requirements. In this chapter, we extend this concept to the random
access setting.
An example of the ACK-All scheme is illustrated in Figure 4.1 in terms of a bipartite
graph. The circles represent the devices and are referred to as Variable Nodes (VNs).
The squares represent the time slots and are referred to as Check Nodes (CNs). An
edge between two nodes indicates that the device transmitted in the respective time
slot. No edge between two nodes indicates that the device was silent in the respective
time slot. As mentioned before, the BS performs SIC by cancelling the copies of the
recovered packet from the remaining slots. In that case, the edges connecting the
resolved VNs to the CNs are removed from the graph. Moreover, we denote by C(s)i,k
the subset of devices in group Ci that potentially transmitted in the first k sub-frames,
where 1 ≤ k ≤ s.
We consider another scheme, namely, the ACK-Group scheme. In this case, devices
from the group Ci are scheduled to transmit in sub-frame i only and remain silent
otherwise. The two schemes are illustrated and compared in Figure 4.2. For the
ACK-Group scheme, transmissions of devices from different groups are shown to be
separated. It is worth mentioning that Figure 4.1 assumes flexible latency require-
ments as unresolved devices continue to transmit even after their delay has been
violated, whereas Figure 4.2 assumes strict latency requirements, i.e., unresolved de-
vices are dropped from the network once their latency requirement is violated.
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Figure 4.2 – Overall bipartite graph representation of the two transmission schemes
with r = 4: (a) ACK-All and (b) ACK-Group.
4.3 AND-OR Analysis of the Proposed RA Schemes
The number of edges branching out of a node is said to be the degree of the respective
node. These degrees are random variables that play an important role in the system
performance. In this section, we first derive the expressions of the degree distributions
of the VNs and the CNs. We also introduce the AND-OR tree which is a well-known
tool for calculating the decoding error probabilities of information symbols in codes
on graph. Then, we propose a more generalized AND-OR tree to model the system
with the ACK-All and ACK-Group schemes.
4.3.1 Degree Distributions
For generality purposes, we assume flexible latency requirements, i.e., p(s)i ≥ 0 for
i > s. We denote by Gs the bipartite graph formed by the first s sub-frames. As
mentioned before, for a given sub-frame s, each group Ci can be divided into s subsets:
C(s)i,1 , C(s)i,2 , . . . , C(s)i,s .
The probability that a device from C(s)i,s transmits in a given time slot of sub-frame s
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is a Bernoulli random variable with a success probability of p(s)i . As this probability is
independent of previous transmissions, the probability that a device from the group
C(s)i,s transmits in d time slots in a sub-frame s is the sum of d i.i.d. Bernoulli random
variables and is denoted by Λ(s)i,d . From [46, 47, 48, 107], this is equivalent to the
following binomial distribution:
Λ(s)i,d =
∆Ns
d
(p(s)i )d (1− p(s)i )∆Ns−d . (4.1)
Furthermore, the probability that d devices from the group C(s)i,s transmit in a given
time slot of sub-frame s, is also the sum of d i.i.d. Bernoulli random variables. From
[46, 47, 48, 107], the equivalent binomial distribution is given as
Ω(s)i,d =
|C(s)i,s |
d
(p(s)i )d (1− p(s)i )|C(s)i |−d . (4.2)
For convenience, let p(s)i =
g
(s)
i
|C(s)i,s |
, where 0 ≤ g(s)i ≤ |C(s)i,s | is the average number
of devices from the group C(s)i,s that access a given time slot of sub-frame s. For
sufficiently large K and N , the expression in Equation 4.1 can be approximated, as
in[46, 47, 48, 107], by the following Poisson distribution
Λ(s)i,d =
(
ζ
(s)
i
)d
exp
(
−ζ(s)i
)
d! , for 1 ≤ k ≤ s, (4.3)
where ζ(s)i =
g
(s)
i ∆Ns
|C(s)i,s |
is the average number of time slots from sub-frame s that are se-
lected by a given device from the group C(s)i,s . Similarly, the expression in Equation 4.2
can be approximated by the following
Ω(s)i,d =
(
g
(s)
i
)d
exp
(
−g(s)i
)
d! . (4.4)
We now consider the generator polynomial Ψ(s)i (x) =
∑
d Ψ
(s)
i,dx
d to represent the
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overall degree distribution of a VN in group C(s)i,s in the bipartite graph Gs. With a
slight abuse of notation, the superscript here denotes the sum degree over the first
s sub-frames rather than that of a single sub-frame s as in Equation 4.1. For every
VN, we define a vector m of dimension s, where its ith element, mi, corresponds
to its number of transmissions in the ith sub-frame. mi is an independent binomial
random variable with a distinct success probability as given in Equation 4.1. The
overall degree of a VN is the sum of all elements of m and, thus, follows a Poisson
binomial distribution. We also define M(s)j , {m :
∑s
k=1mk = j}, for 1 ≤ j ≤ Ns.
The set M(s)j contains all possible realizations of m whose elements add up to an
overall degree of j. Therefore, in the subgraph Gs, the probability that a VN of group
C(s)i,s is of degree j can be expressed as
Ψ(s)i,j =
∑
m∈M(s)j
s∏
s′=1
Λ(s
′)
i,ms′ . (4.5)
We also consider the generator polynomial ∆(s)(x) = ∑d ∆(s)d xd to represent the
overall degree distribution of a CN in sub-frame s. For every CN, we define a vector l of
dimension r, where its ith element, li, corresponds to the number of transmissions from
the ith group, Ci. li is an independent binomial random variable with a distinct success
probability as given in Equation 4.2. Thus, the overall degree also follows a Poisson
binomial distribution. We also define L(s)j , {l :
∑r
i=1 li = j}, for 1 ≤ j ≤
∑r
i=1 |C(s)i,s |.
L(s)j contains all possible realizations of l whose elements add up to an overall degree
of j. Then, we can write
∆(s)j =
∑
l∈L(s)j
r∏
i=1
Ω(s)i,li , for 1 ≤ l ≤ r. (4.6)
For sufficiently large K and N , the sum degree can be seen as the sum of independent
Poisson random variables with different averages, which is also a Poisson random
variable with an average equal to the sum of its individual components. Accordingly,
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we can rewrite Equation 4.5 as
Ψ(s)i (x) = exp
(
−
s∑
s′=1
ζ
(s′)
i (1− x)
)
. (4.7)
Based on the same argument, we can rewrite Equation 4.6 as
∆(s)(x) = exp
(
−
r∑
i=1
g
(s)
i (1− x)
)
. (4.8)
From an edge perspective, the generator polynomials corresponding to the degree
distributions of both VNs and CNs are defined as follows:
ψ
(s)
i (x) ,
∑
d dΨ
(s)
i,dx
d−1
Ψ¯(s)i
and δ(s)(x) ,
∑
d d∆
(s)
d x
d−1
∆¯(s)
, (4.9)
where Ψ¯(s)i =
∑
d dΨ
(s)
i,d and ∆¯(s) =
∑
d d∆
(s)
d are the average degrees of the devices
and the slots in sub-frame s, respectively.
4.3.2 Tree Assumption
Consider an edge (v, c) chosen uniformly at random from Gs connecting a VN v to
an arbitrary CN c. By removing that edge, a subgraph is generated by v and all
the neighbors of v within distance 2`. This subgraph was shown in [45] to be a tree
asymptotically with v being its root at depth 0 and its leaves at depth 2`. Nodes at
depth i have children at depths i + 1. The CNs are located at depth 1, 3, ..., 2` − 1,
and the VNs are located at depth 0, 2, ..., 2`. For a given iteration of the SIC process,
an edge of a CN can be removed if and only if all remaining edges have been removed
in previous iterations. Thus, CNs act as AND-nodes. Conversely, an edge of a VN
can be removed if at least one of the remaining edges has been removed in previous
iterations. Thus, VNs act as OR-nodes. Hence these trees are often referred to as
AND-OR trees [45].
AND-nodes are categorized into s different types where each type corresponds to one
of the sub-frames. Similarly, OR-nodes are categorized into r different types where
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each type corresponds to one group of devices. For each graph Gs, we consider r trees
where the ith tree is denoted by T (s)i,` with depth 2` and a Type-i OR-node at its root
(depth 0). Initially, each Type-i OR-node at depth 2` is assigned a value 0 with a
probability q(s)i [0] and is 1 otherwise. We are interested in finding the probability that
the root of each tree evaluates to 0.
In general, the tree assumption holds with high probability provided that the frame
length is large enough [114, 42, 115]. For lack of space, we do not derive the explicit
requirements for this assumption to hold. Instead, we rely on numerical evidence to
prove the accuracy of the tree- assumption in characterizing the system performance
in our case.
4.3.3 ACK-All Transmission Scheme
We define (s)i as the average fraction of devices in Ci that remain unresolved at the
end of sub-frame s. The following lemma models the evolution of the average error
probabilities in a given SIC iteration at the end of the transmission sub-frame s for
the ACK-All scheme (Figure 4.2) and calculates (s)i for 1 ≤ i, s ≤ r.
In the first sub-frame, all the packets are unknown and, thus, the expressions are
simplified to those in [108]. However, as the devices that are acknowledged do not
retransmit in following sub-frames, the intermediate feedback introduced at interme-
diate stages of the transmission frame will lead to reductions in the graph that need
to be carefully characterized. Namely, in the following lemma, we characterize the
reduced sets of active devices and slots along with their reduced degree distributions
to derive the expressions for the error probabilities for each group at the end of every
sub-frame. Readers are referred to Section B.1 for the proof of this lemma.
Lemma 3. For the ACK-All scheme, the probability that a device from the group Ci
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remains unresolved at the end of sub-frame s is given below as:

(s)
i = lim
`→∞
q
(s)
i [`], where
q
(s)
i [`] =
ψ
(s)
i
1− s∑
s′=1
c¯
(s′)
i δ
(s′)
1− r∑
i′=1
v¯
(s′)
i′
q
(s)
i′ [`− 1]
q
(s′)
i′ [0]
 ,
q
(s)
i [0] = 
(s−1)
i , q
(1)
i [0] = 1,
v¯
(s)
i =
p
(s)
i |C(s)i,s |∑r
i′=1 p
(s)
i′ |C(s)i′,s|
= g
(s)
i∑r
i′=1 g
(s)
i′
, and
c¯
(s)
i =
p
(s)
i ∆Ns∑s
s′=1 p
(s′)
i ∆Ns′
= ζ
(s)
i∑s
s′=1 ζ
(s′)
i
.
4.3.4 ACK-Group Transmission Scheme
In the case of separate transmissions, the transmissions of devices within a group
are non-overlapping with the transmissions of devices from other groups. Therefore,
the CNs in each sub-frame are only connected to one group of VNs. In other words,
Type-i AND-nodes are only connected to Type-i OR-nodes, for 1 ≤ i ≤ r. Following
on the proof of Lemma 3, the ACK-Group scheme is a special case of our proposed
scheme where g(s)i = 0 for i 6= s. The following proposition is then derived.
Proposition 4.1. For the ACK-Group scheme, the probability that a device from the
group Ci remains unresolved at the end of sub-frame i is given below as:

(i)
i = lim
`→∞
qi[`], where
qi[`] = λ(i)i
(
1− ω(i)i (1− qi[`− 1])
)
, qi[0] = 1,
λ
(s)
i (x) ,
1∑
d dΛ
(s)
i,d
∑
d
dΛ(s)i,dxd−1 and
ω(s)(x) , 1∑
d dΩ
(s)
i,d
∑
d
dΩ(s)d xd−1.
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Another possible data transmission scheme is to acknowledge the resolved devices
from Ci only at the end of sub-frame i. Based on the work in [116] on codes-on-graph,
authors showed that the encoding of already decoded information symbols is useful
in the evolution of the decoding process at the receiver. However, we found that
the transmissions of resolved devices in the following sub-frames were unnecessary
and actually degraded the performance of the SIC process at the BS. The scheme
performed poorly in comparison to the ACK-All scheme and demonstrated little per-
formance gains in comparison to the ACK-Group scheme [C3]; therefore, we will not
consider it in this thesis.
4.4 Design of Energy Efficient RA Schemes
4.4.1 Performance Metrics
For ease of notation, we denote the size of each group Ci by αiK where 0 < αi < 1
and ∑i αi = 1. We also define a set of ratios β1, β2, ..., βr, where βi , NiN . We now
list the main performance metrics to be considered:
System Load
The system load is denoted by L and is defined as the ratio of the number of active
devices K to the number of time slots in the transmission frame N .
Device Resolution Error
We define another QoS requirement, namely, the target average probability of device
resolution error ∗i , for 1 ≤ i ≤ r. This is the maximum acceptable fraction of devices
from group Ci that violate their latency requirement, on average. That is, we need to
ensure that (i)i ≤ ∗i .
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Blocking Probability
In some cases, the system load may be very large such that there is no solution that
can satisfy the QoS requirements, i.e., delay and probability of device resolution.
The system is said to be overloaded. In this case, the BS enforces some access
barring techniques [99] to block some devices from accessing the network so as not to
jeopardize the system performance. Details on this will be explained in Section 4.4.4.
Average Number of Transmissions
M2M devices are notorious for having low power budgets. The average number of
transmissions required for a device to meet its QoS requirement should be limited
below a certain threshold for an energy efficient system. The average number of
transmissions for each group can be calculated from the following proposition. Read-
ers are referred to Section B.2 for the proof of this proposition.
Proposition 4.2. The average number of transmissions of a device from the group
Ci can be calculated as
Mi =
r∑
s=1
g
(s)
i
βs
αi
N
K
.
4.4.2 Design Objectives
We denote by G an r × r matrix given as
G =

g
(1)
1 . . . g
(1)
r
. . .
g
(r)
1 . . . g
(r)
r
 .
The main design objective is to find a matrixG that satisfies the latency requirements
with an acceptable average probability of device resolution error. In all what follows,
for simplicity, we only consider strict latency requirements, i.e., g(s)i = 0 for i > s,
which is a special case of the previously derived expressions. Therefore, we have to
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solve for ∑ri=1 r − i + 1 variables instead of r2 variables. The main design objective
becomes to find a matrix G that satisfies the following constraint:

(i)
i ≤ ∗i , for 1 ≤ i ≤ r. (4.10)
Let L∗() denote the maximum load for which a group of devices can be resolved
within the required time with an average error probability of . The load of each
group in each sub-frame is defined as the ratio of the number of unresolved devices in
that group to the number of time slots in that sub-frame. Based on this definition,
we present the following proposition with the cases where it is possible to satisfy the
constraints in Equation 4.10. Readers are referred to Section B.3 for the proof of this
proposition.
Proposition 4.3. There exists a matrix G that can satisfy the latency requirements
of all the groups in the ACK-All and ACK-Group schemes if and only if the following
condition is satisfied:

(i−1)
i αi
βi
K
N
≤ L∗
(
∗i

(i−1)
i
)
, (4.11)
where (0)i = 1 and 1 ≤ i ≤ r.
For the special case when the actual load of a particular group is approximately
equal to the bound in Equation 4.11, the devices of the respective group have to
transmit separately to guarantee their QoS requirements in the two schemes: ACK-All
and ACK-Group. Furthermore, when the actual load of all groups is approximately
equal to L∗, the matrix G that best satisfies the necessary constraints is the same
for both schemes. In other words, the best performance is achieved with separate
transmissions.
For the ACK-Group scheme, with reference to Proposition 4.3, we have to ensure
that L∗(∗i ) ≥ αiKβiN . Consider the special case when ∗i =  for 1 ≤ i ≤ r. We have the
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following design constraint
K
N
≤ L∗() min{β1
α1
, . . . ,
βr
αr
}. (4.12)
The arguments of the min function imply that some sub-frames may have a lower
system load than others. Consider the case when the number of devices in group C1
is relatively small in comparison to its latency requirement. Then, it is likely that
devices of the first group will be resolved with less than β1N time slots. In fact, from
the definition of L∗(), these devices can satisfy their QoS requirement with only α1K
L(∗1)
time slots. Therefore, for fair comparison, the length of every sub-frame s < r is set
to a length of min
(
βsN,
αsK
L(∗s)
)
which will allow the remaining groups more time slots
to meet or improve their performance, if needed.
4.4.3 Special case of Two Groups
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Figure 4.3 – Achievable probabilities of device resolution error for two groups of MTC
devices with N/K = 2.0, β1 = 0.7, α1 = 0.5 and N = 8000: (a) ACK-All and (b)
ACK-Group.
We compare the two transmission schemes for the same system loads and QoS re-
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Figure 4.4 – Achievable probabilities of device resolution error for two groups of MTC
devices with N/K = 1.6, β1 = 0.7, α1 = 0.5 and N = 8000: (a) ACK-All and (b)
ACK-Group.
quirements. Consider the case where r = 2. We set ∗1 = ∗2 = 10−3 and use differential
evolution [93] to find G that minimizes the sum of average transmissions M1 + M2
whose expressions were given in Proposition 4.2. Figure 4.3 shows the analytical re-
sults (AND-OR) for both schemes as well as the simulation results (sim) forK = 4000.
The simulation results closely match those calculated from the AND-OR tree. For
the ACK-All scheme, we can see that group C1 achieves the desired error probabil-
ity of 10−3 after βN time slots. As C2 participates in encoding in this sub-frame,
C1 needs more time to reach its target error probability in comparison to the ACK-
Group scheme where only devices of C1 participate in encoding. However, we see
the disadvantage of ACK-Group in Figure 4.4. The achievable error probabilities are
plotted for a larger system load. In this figure, we can see that even though group
C1 maintains the same performance, group C2 fails to satisfy its QoS with the ACK-
Group scheme. Thus, we say that the ACK-All scheme can service more devices in
this case. We will elaborate on this in Section 4.5.
The other disadvantage of the ACK-Group scheme is shown in Figure 4.5a. Although
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Figure 4.5 – Average number of transmissions of each group of MTC devices with
β1 = 0.7 and α1 = 0.5: (a) ACK-All and (b) ACK-Group.
M1 is the same in both schemes, M2 is reduced in the ACK-All scheme, leading to a
reduction in the overall average number of transmissions of all devices in the system
as shown in Figure 4.5b. As the average number of transmissions is related to the
energy expenditure, we say that the ACK-All scheme is more energy efficient in this
case. Nevertheless, we can see that the average number of transmissions for both
RA schemes is quite comparable to the number of transmissions allowed in cellular
access networks over the RACH [102], which further supports RA as a good candidate
for future M2M communication networks. Finally, we would like to note that error
floors are a common feature of iterative decoding whether for random access or for
codes on graph. Error floors are due to having a non-zero probability of devices not
transmitting a packet at all in a frame and, thus, no chance of being recovered at
the BS [46]. However, we will show in Section 4.5 that the probability of a device
not transmitting is very small. In Section 4.6.1, we will show that this probability
is further reduced when unsuccessful devices are allowed to retransmit in following
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frames.
4.4.4 Access Barring
Finally, let L∗r(α,β, ∗) be the maximum system load that the BS can service for the
parameters α = [α1, α2, ..., αr], β = [β1, β2, ..., 1] and constraints ∗ = [∗1, ∗2, ..., ∗r].
Conventionally, whenever a device has a packet to transmit, it needs to locate and
synchronize to a suitable BS based on its broadcast information. When the number
of active devices is larger than L∗rN , granting all devices access into the network will
jeopardize the performance of all groups. In this case, the system may implement some
form of access barring to limit the number of active devices in a given transmission
frame. A simple example is given in the proposition below.
Proposition 4.4. Let N
K
be the system load at the beginning of a transmission frame.
These devices are blocked with a probability of b where b is calculated below as
b = 1−min
(
1, L∗r(α,β, ∗)
N
K
)
. (4.13)
Given α,β, ∗ and N , the system can guarantee the required QoS requirements for at
most L∗r(α,β, ∗)N devices. Proposition 4.4 shows that when K ≤ L∗r(α,β, ∗)N , all
active devices are allowed access into the system (b = 0). On the other hand, when
K > L∗r(α,β, ∗)N , an average of only (1 − b)K = L∗r(α,β, ∗)N active devices are
allowed access into the system. Otherwise, the system will be overloaded and will fail
to satisfy the QoS requirements. This access barring technique is often referred to as
Dynamic Access Barring (DAB) as the probability is updated in each transmission
frame based on the current load and is not fixed a priori. It is worthy of noting
that ACB schemes [99] can also be implemented to block more devices of the less
important applications rather than all applications equally.
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Figure 4.6 – Average error probabilities achievable by different access probabilities and
different loads. The solid lines represent the error probabilities calculated from the
AND-OR tree expressions. The dashed lines and the dash dotted lines represent
the error probabilities obtained from simulations for N = 200 and N = 2000,
respectively.
When concerned with maximizing the system reliability, i.e., minimizing the device
resolution error probabilities, the inaccuracy of the asymptotic AND-OR tree results
for finite values of K and N has been noted in previous works [46]. In this section, we
elaborate on this discrepancy and propose a guideline that enables us to use the AND-
OR tree expressions to design the access probabilities for a finite number of devices.
We start off by considering only a single group (r = 1) of K devices transmitting
with an access probability of g
K
, where g = g(1)1 > 0 is the average number of devices
that access a given time slot.
Let us denote by 
(
g, K
N
)
the average probability of device resolution error (1)1 (ref.
Section 4.2) when the system load is K
N
and the access probability is g
K
. Here, we add
the arguments g and K
N
to distinguish between the error probabilities achievable under
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different system loads and using different access probabilities. It is also to emphasize
that they are the only parameters necessary to calculate the average probability of
device resolution error in the asymptotic case. We calculate 
(
g, K
N
)
from Propo-
sition 4.1 under different settings and plot the results in Figure 4.6 along with the
simulation results for N = 200 and N = 2000. Let us denote by g∗ the corresponding
values of g at the extrema points, i.e., g∗ = arg ming 
(
g, K
N
)
. We notice that for both
values of N there is a significant mismatch between the simulation results and the
AND-OR expressions in the region [g∗ − σ, g∗ + σ], where σ is a positive decreasing
function of N , i.e., σ → 0 when N →∞.
Moreover, we also observe that the error probabilities for all loads decrease gradually
as g approaches the extrema points g∗. On the other hand, the error probability
curves beyond that point become sharply increasing. For example, at N/K = 1.2,
the error probability jumps from 0.02 to 0.61 when g increases from 3.49 to only
3.50. That is, in that region, the achievable error probability is very sensitive to
the variations in g. Now, recall from Figure 4.1a, that the probability of an edge
connecting a pair of VN and CN is Bernoulli distributed with a success probability of
g
K
. Therefore, the sum of edges in a bipartite graph is a Poisson distributed random
variable with an average of gN . Accordingly, we can generate an infinite number of
random bipartite graphs given the parameters K, N , and g. Let us denote by X
the sum of edges of a random bipartite graph, and let G = X
N
. Then, G
K
denotes
the effective access probability of this bipartite graph. It is straightforward to see
that G is also a Poisson distributed random variable with an average of g/N . Thus,
the variations in G and the effective access probability of the graph increases with
the decrease in N . For example, for g ≤ 4, the standard deviation of G would be
approximately 0.14 and 0.04 for N = 200 and N = 2000, respectively. Therefore, a
system with a finite number of devices operating at the optimal points g∗ will exhibit
large variations in system performance, leading to the discrepancies observed between
the actual average system performances and that predicted by the AND-OR tree in
Figure 4.6.
Based on all the above, it is now clear why the optimal values of g∗ for a finite
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Figure 4.7 – Average error probabilities achievable by the proposed design guideline
for c = 10. The solid lines represent the minimum error probabilities achievable in
simulations and the dashed lines represent the error probabilities achieved by the
design.
number of devices cannot be calculated directly from the AND-OR tree expressions.
This behavior was noted in [46] and was avoided by conducting a simulation-based
search of the optimal access probabilities. While this approach may be acceptable for
a small number of devices, it becomes very tedious with the increase in the number
of devices as well as the number of groups. We find that a much simpler way to find
the optimal access probabilities for a given number of devices K and number of time
slots N is searching for the value of g, which minimizes the average of all three values:

(
g − σ, K
N
)
, 
(
g, K
N
)
and 
(
g + σ, K
N
)
, where σ = c
√
g
N
for some positive constant c.
Here, c determines the accuracy of the search. The accuracy of our proposed design is
shown in Figure 4.7. We make note that was not necessary in the previous section as
we were concerned with minimizing the number of transmissions rather than the error
probabilities. In other words, we were not concerned with operating at the extrema
points.
For the sake of completeness, we extend our design to the case of multiple QoS
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requirements with 3 groups of devices. We set the acceptable average probability of
device resolution error to 10−3 for all groups. Furthermore, for the sake of energy
efficiency, we limit the average number of transmissions and only consider ranges of
0 ≤ g(s)i ≤ 4. In Figure 4.8, we consider the case where all the groups in the system
contain the same number of devices. We plot the achievable error probabilities with
access probabilities designed directly from the AND-OR tree expressions and those
designed using the aforementioned guideline. First of all, we observe the biggest
mismatch between the two approaches for C1, whose minimum average probability of
device resolution error is above the required threshold. This validates the importance
of our proposed guideline in determining suitable points of operation.
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Figure 4.8 – Achievable probabilities of device resolution error by each scheme for
N/K = 2, β = [0.2, 0.5, 1] and α = [13 ,
1
3 ,
1
3 ]. The solid lines and dotted lines
correspond to the ACK-All scheme with c = 10 and c = 0, respectively. The
dashed lines correspond to the ACK-Group scheme with c = 10.
Interestingly, we observe that both schemes demonstrate the same performance. This
validates the results of Proposition 4.3 that non-separate transmissions are only pos-
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sible when the load per each group is larger than the given bound. Otherwise, the
optimal performance converges to that of the ACK-Group scheme. In Figure 4.8, we
consider the same setup but for the case where the number of devices in each group
is almost proportional to its delay requirement. In this case, the load per group is
significantly larger than the bound in Equation 4.11, which allows for the sharing of
resources. We plot the achievable performance of each group for different loads. For
N/K approximately larger than 2, the ACK-All scheme can significantly improve the
performance of C3 while guaranteeing C1 and C2 their required thresholds. Such an
assumption on the sizes of the groups is practical when considering a Poisson packet
arrival model where all devices arrive at the same rate. As devices with tighter delay
requirements are served faster than others, the average number of queuing devices in
Ci at the beginning of each transmission frame will be always less than those in Cj,
for i < j.
4.6 Performance Evaluation
4.6.1 LTE Setting
In this section, we evaluate the performance of RA in an LTE-based setting. In each
transmission frame, a random number of resource blocks (RBs) is assumed to be
available for M2M communications [54]. In LTE, a RB is the smallest radio resource
unit that can be allocated to a device. It is made up of one time slot and one
sub-channel. Thus, the incorporation of RA into an LTE-based setting requires an
efficient resource management scheme of the two-dimensional resources. Although
this is outside the scope of our work, we show that even with a simple setup, RA can
still score better performance over coordinated access. The total number of RBs is
assumed to be a uniformly distributed random variable with a predetermined mean.
These RBs are divided between the RACH and the data channels. We assume that
we can construct 8 preambles from each RB allocated to the RACH. In general, the
number of preambles that can be constructed from one RB depends on the cell radius,
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detection requirements and timing estimation accuracy [54]. We also assume that we
can transmit one packet in each RB allocated to the data channels.
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Figure 4.9 – Achievable probabilities of device resolution error by each scheme for
α = [0.2, 0.3, 0.5]. The solid lines correspond to the ACK-All scheme, and the
dashed lines correspond to the ACK-Group scheme with c = 10.
As access barring is said to be the best currently available solution to the RACH
overload problem and has been used in the standardization process of LTE-A [117],
we consider two schemes based on DAB as benchmarks. In the first scheme, we assume
that the number of RBs allocated to the RACH in each transmission frame is fixed;
thus, the number of available preambles is also fixed. However, for fair comparison,
we still consider that the total number of RBs is a random variable; thus, the number
of data channels in this case will vary from frame to frame. In the second scheme,
we assume that the percentage of the RBs allocated for M2M communication in each
transmission frame is fixed. Therefore, both the number of preambles and the number
of data channels will vary from frame to frame. The blocking probability is dynamic
in the sense that it changes from frame to frame based on the estimated load. The
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blocking probability is calculated in the same way as in [54] to maximize throughput.
Devices that are blocked or are unsuccessfully resolved are allowed to retransmit in the
following frames. Nevertheless, as recent works [51] have shown that access barring
and even DAB will not suffice as a stand-alone solution in future cellular networks,
we consider the work of [54] which combines DAB with the dynamic allocation of
RBs to the RACH and data channels as another benchmark. That is, the available
RBs are allocated dynamically to each of the RACH and the data channels based on
the estimated load to maximize throughput.
For RA, we use N to denote the number of RBs in a frame which is not necessarily the
number of time slots. In fact, each transmission frame is assumed to be fixed in time
duration, and the Poisson packet arrival rate λ is defined as the number of packets
per frame. The BS is assumed to be capable of estimating the load in each frame.
Therefore, each frame is the same as that in Section 4.2, with the total number of
devices being the sum of new arrivals and unsuccessful transmissions from previous
frames. Packets arriving during a frame are backlogged and wait for the next frame
to start. DAB is also incorporated here to maximize the throughput in each frame.
Figure 4.10 shows the throughput of the system defined as the average number of
resolved devices per transmission frame. In each transmission frame, the number of
RBs reserved for M2M communications is a uniformly distributed random variable
varying from 0 to 100. Simulation results are plotted for different packet arrival rates.
The average number of resolved devices is shown to increase for all schemes with the
increase in λ until it reaches a certain saturation point. We observe that RA can
achieve a higher throughput and, thus, can support a larger packet arrival rate.
When the throughput saturates, the system is said to be unable to service all active
devices and the blocking probability will start to increase. As more and more de-
vices are barred from access, the expected delays increase, and the system becomes
unstable. We note that the system is said to be stable provided that the expected
delay experienced by the devices is bounded below a certain threshold. This is shown
in Figure 4.11, where the expected delay is expressed as the number of transmission
frames. We can see that again RA can support a larger packet arrival rate while
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Figure 4.10 – Number of successfully recovered packets per frame for RA, DAB and
the dynamic resource allocation scheme in [54]
guaranteeing smaller latencies. Finally, in Figure 4.12, we show the capacity of these
schemes for different average number of RBs. The capacity is defined as the maxi-
mum throughput that can be stably supported. The capacity of RA is shown to be
the largest when the number of RBs available is sufficiently large.
4.6.2 Practical Considerations
We now shed light on a number of important practical considerations that arise with
the considered framework.
Load Estimation
We refer the readers to the work [118] for a load estimation algorithm for the case of
batch arrivals. Authors in [118] claim that their algorithm can be readily extended
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Figure 4.11 – Expected delay in number of frames for RA, DAB and the dynamic
resource allocation scheme in [54]
to the case of Poisson packet arrivals, yet still admit that the evaluation complexity
can be high. For that, we provide the readers here with a simpler load estimation
algorithm that appears to work well for the selected case studies. In a nutshell, we
can incorporate the number of resolved devices in each frame into the estimation.
Let K[i], Ks[i] and b[i] be the estimated number of participating devices, the number
of successfully resolved devices and the access barring probability, in frame i, re-
spectively. Then, the estimated number of participating devices can be expressed as
K[i] = λ+((1− b[i− 1])K[i− 1]−Ks[i− 1])+b[i−1]K[i−1], where the first, second
and third terms correspond to the new packet arrivals in frame i, the unsuccessfully
recovered packets in frame i−1 and the barred packets in frame i−1, respectively. In
Figure 4.12, we show that the performance degradation due to inaccurate load esti-
mation is quite negligible. This estimate can be further improved by considering the
statistical information of the previous singleton, collision, and idle slots. Performance
can also be improved by designing the system for a value of K(1 + ρ), where ρ is the
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Figure 4.12 – Maximum achievable throughput for different average number of RBs.
fractional offset error in estimation.
Finally, we note that for all codes-on-graph [114, 115, 42] and random access schemes
[41] with iterative decoding, there exists an upper bound on the rate/load below which
we can have a zero or close to zero error probability. The threshold effect dictates
that the error probability becomes more and more sensitive on the load as the load
approaches the threshold. The threshold effect is important to note when considering
load estimation errors. It is important to have estimation errors small enough to
maintain sufficiently small error probabilities.
Lossy Feedback Channel
So far, we have assumed a perfect feedback. However, in some cases, acknowledge-
ments to successfully resolved devices might be lost in the network. These unac-
knowledged devices will retransmit in the following sub-frames/frames assuming their
packets have not been successfully recovered yet. This will induce a dynamic behavior
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in the system and can affect the stability of the system. We investigate the impact of
lossy feedback channels on the system performance in Figure 4.13. We can see that
with an imperfect feedback channel, the losses in performance are minimal provided
that the losses in acknowledgements are relatively small (< 0.01), as is generally as-
sumed. Moreover, knowing the feedback channel state, one may redesign the system
to a target error probability equal to the product of that of the SIC and that of the
feedback channel.
We refer the readers to the work in [17] for a study on the reliability of control in-
formation and techniques to increase this reliability. In addition, we emphasize that
some of the newly proposed paradigms are considering open-loop communications,
where packets are not acknowledged. In this case, device transmissions are either
limited in number or within a certain time frame, after which the devices either start
transmitting another packet or become idle. Such settings have been shown to have
significant gains in terms of network latency in comparison to closed-loop communi-
cations [119].
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Figure 4.13 – The effect of lossy feedback channels on the stability of RA
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Channel Estimation
Channel estimation is necessary in RA for two main reasons. First of all, based on the
received power and known CSI, the BS can distinguish between idle slots, singleton
slots and collision slots. Second of all, the received power needs to be large enough
to allow correct decoding of the information for the given coding and modulation
scheme at the receiver.
As we assume that packets can only be recovered from singleton slots, the detection of
a singleton slot is based solely on the received power level. Therefore, issues with inter-
symbol interference can be resolved using the same techniques used for point-to-point
scenarios. We assume the inter-symbol interference caused by the overlapping between
different packets in different slots will have little impact on the SIC performance due
to the very low interference levels for small synchronization errors. To prevent such
misalignment, some guard zone can be added at the beginning and the end of each
symbol. Since we assume small synchronization errors, the duration of the guard
zone in each symbol is also negligible. Furthermore, once a packet is recovered from a
singleton slot, the BS can determine its timing offset. As the devices are assumed to
be static for the duration of the transmission frame, the BS can use this information
to accurately cancel the packet out from other collision slots.
Other RA schemes consider the capture effect where the BS can recover the packet
from a collision slot provided that the SINR is larger than a certain threshold [48]-[C4].
For this setup, the system performance may be more sensitive to channel estimation
errors. However, we do not consider the capture effect in this work. Finally, other
practical considerations concerning the complexity and feasibility of the proposal in a
real network are left for future work to be addressed in a more experimental approach.
4.7 Chapter Summary
In this chapter, we proposed a random access scheme with QoS guarantees for a het-
erogenous M2M communication network. We considered two transmission schemes:
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ACK-All and ACK-Group. The ACK-All scheme allows for the simultaneous trans-
missions of different device groups over the same resources. Meanwhile, the ACK-
Group scheme assumes that devices from different groups transmit over different re-
sources. We drew an analogy between our proposed scheme and the codes on graph,
and we derived the expressions for the average probability of device resolution for
each of these two schemes based on the AND-OR tree. We showed the accuracy of
these expressions in calculating the error probabilities and proposed a guideline to de-
sign the access probabilities in practical M2M settings. We showed that non-separate
transmissions are only beneficial when the loads of the groups with tighter deadlines
are relatively low to enable them to share their resources with the remaining groups.
Otherwise, we showed through analysis and simulations that ACK-Group is opti-
mal. Finally, we showed that the proposed scheme is superior to coordinated access
schemes when the number of active devices and available resources is large enough.
Chapter 5
Grant Free Massive NOMA
5.1 Chapter Introduction
5.1.1 Chapter Background
One of the most common uncoordinated access schemes is the slotted ALOHA pro-
tocol of which many variants have been proposed over the past decade that aim at
improving the system throughput as discussed in Section 2.2. However, as these
protocols are orthogonal in nature, i.e., transmissions take place over a set of non-
overlapping resource units, the number of devices that can be supported is dependent
on the number of available resource units. Moreover, from an information-theoretic
perspective, orthogonal multiple access has been shown to be strictly sub-optimal for
short packet transmissions [32]. The gap between the achievable sum-rate of orthogo-
nal multiple access and the maximum sum-rate increases as the system load increases
[32].
On the other hand, authors in [120] showed that the maximum sum-rate is achievable
through NOMA and joint decoding. This is because NOMA allows multiple users to
share the different resources, e.g., time, frequency, and space, either through power
domain multiplexing or code domain multiplexing [121, 122, 123]. Thus, unlike or-
thogonal multiple access, overloading is possible at the expense of increased processing
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complexity at the receiver [123]. As mMTC communications are uplink-oriented, this
complexity is at the AP and is, thus, acceptable. NOMA allows multiple users to
share time and frequency resources in the same spatial layer via power domain or
code domain multiplexing.
For uncoordinated NOMA, the problem is that the set of active users as well as their
respective channel conditions are not known a priori at the AP. Different approaches
to solve this problem have been proposed. In [124], a message passing algorithm was
proposed to jointly detect user activity and their data. This problem was also solved
in [125] using compressive sensing. In their technique, the estimated user set in each
slot depends on prior information from previous transmissions. This is valid when
there exist temporal correlations between user transmissions. In [74], another user
detection technique was proposed using a set of orthogonal pilot sequences which are
chosen uniformly at random by the set of active users. As long as every pilot sequence
is chosen by only one user, users can be accurately detected at the receiver side and
their channel state information can be accurately estimated. However, even when
the number of pilot sequences is very large, the probability that two or more users
choose the same pilot sequence is non-zero. In this case, a collision is said to have
occurred as these devices cannot be distinguished by the AP. While authors in [75]
suggest that devices adopt some back-off scheme to resolve this collision, this implies
that any collision will lead to the loss of all data including those devices that did not
collide. This is very wasteful of resources.
5.1.2 Contributions
Motivated by these findings, this chapter investigates the performance of an uncoordi-
nated massive NOMA scheme where user detection and channel estimation is carried
out via pilot sequences that are transmitted simultaneously with the device’s data. In
particular, we investigate the performance of massive NOMA with collisions, which is
missing from previous works in this area. If the AP is not able to resolve the collisions,
they are regarded as interference. In this case, other devices that did not collide in
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the given slot can still be recovered. This allows for a more practical transmission
scheme along with a more rounded assessment of its performance and suitability for
mMTC. All in all, this chapter provides the following three major contributions.
Grant-Free Massive NOMA Scheme
We consider an uplink grant-free NOMA setting where devices jointly transmit a ran-
domly chosen pilot sequence along with their data. For this setting, there is always
a non-zero probability that two or more devices choose the same pilot sequence. The
receiver is only able to estimate their aggregate power. However, it is unable to dis-
tinguish the devices from one and another, and a collision is said to have occurred.
In this work, we propose to treat these codewords as interfering signals at the AP.
We derive the distribution of the number of collided devices and show that the ag-
gregate interference power can be well approximated by a PPP. Finally, we present
the characteristic function of the aggregate interference power, which is an essential
parameter in the performance analysis of this system.
Outage Probability of Massive NOMA
For the proposed framework, we first consider the case where all the devices transmit
at the same fixed code-rate. We derive the expression of the outage probability for
the case of joint decoding and successive interference cancellation. The evaluation of
the exact expression is shown to be daunting especially for the case of joint decoding.
To overcome this problem, we propose a simplified expression and demonstrate its
accuracy through simulations. Our results show that the optimal length of the pilot
sequences scales linearly with the packet arrival rate. Our results also show that SIC
achieves a similar performance as SJD while reducing the decoding complexity.
Throughput of Grant-Free Massive NOMA
We then consider the case where the devices transmit using rateless codes. In this
case, the rate is determined on the fly and varies from slot to slot based on the system
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load, received powers and interferers. The receiver stops transmissions by broadcast-
ing a beacon when the throughput is maximized. We derive the expression for the
maximum throughput for the case of joint decoding and successive interference cancel-
lation. The evaluation of the exact expression is shown to be very complicated. Based
on this, we propose a simplified expression and demonstrate its accuracy through sim-
ulations. Our results show that the maximum throughput of SJD is almost double
that of SIC. However, we explain that the maximum throughput under SIC is achiev-
able in practice whereas the existence of code books that can achieve the maximum
throughput in the case of SJD is questionable.
5.1.3 Chapter Outline
The rest of this chapter is organized as follows. In Section 5.2, we present the system
model and transmission schemes. In Section 5.3, we derive the distribution of the
received power, interference power, and number of interferers that will prove useful in
our analysis. More importantly, we show that the received power is Pareto-distributed
and that the interference can be well approximated by a PPP. In Section 5.4, we
derive the outage probability and throughput of NOMA under SJD. In Section 5.5,
we derive the outage probability and throughput expressions under SIC. Numerical
results and practical considerations are presented in Section 5.6 and Section 5.7,
respectively. Conclusions are drawn in Section 5.8.
The notations used in this chapter are summarized in Table 5.1 for quick reference.
Also, in this chapter, we denote by fX(x), FX(x), ψX(ω) and µX(n) the PDF, the
Cumulative Density Function (CDF), the Characteristic Function (CF), and the nth
moment of X, respectively. The cardinality of the set X is denoted by |X | = X. All
logarithms are taken to the base 2, unless otherwise indicated. C(x) = log(1 + x)
is the point-to-point Gaussian channel capacity with x denoting the SNR, Γ(·) is the
Gamma function, and j =
√−1. Finally, δ(x) is the indicator function such that
δ(x) = 1 if x > 0 and is zero otherwise.
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Table 5.1 – Notation Summary
Notation Description
M Number of symbols in a time slot
K Number of information bits in a packet
q Number of symbols in a pilot sequence
N Set of transmitting devices
L Set of pilot sequences
Ls Set of singleton pilot sequences/layers/devices
N` Set of devices that chose the `th pilot sequence
Z Set of devices in collision (interfering)
PT Maximum transmit power of a device
Pi Received power of device i
Pˆi Received power of the device in `th singleton layer
ρ` SINR of layer `, ` ∈ Ls
ρˆ` SINR of the `th singleton layer
Rc Device code rate
Rf Device effective rate
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5.2 System Model
5.2.1 Overview
We model the location of the devices transmitting in any time slot as a homogeneous
PPP on an annular region with minimum and maximum radii dmin and dmax [126,
127, 128, 129, 130], respectively. The AP is located at the center, and the average
number of transmitting devices surrounding the AP per time slot is denoted by λ.
Devices are considered to be static, and the channel is modelled as a block fading
channel. That is, the devices’ channel conditions remain constant for the duration
of one packet and vary randomly and independently from one slot to the other. For
reciprocal channels, each device can make use of the pilot signal sent periodically over
the downlink channel by the AP to synchronize their timing to that of the AP. The
impact of asynchrony is discussed in Section 5.7.
For each time slot, the AP initiates uplink transmissions through beaconing. To min-
imize signalling overhead, we assume that the beacon signal carries load information
based on which the devices adjust their code rate. The received signal at the AP for
a given time slot t can be expressed as:
y(t) =
∑
i∈N (t)
x(t)i + w(t), (5.1)
where x(t)i is the codeword transmitted by device i from the total set of transmit-
ting devices N (t) with a received power of P (t)i , and w(t) is a circular symmetric
white Gaussian noise with unity variance (could include inter-cell interference). We
consider Rayleigh fading and a path-loss channel model. Thus, P (t)i = |h(t)i |2d−αi PT ,
where hi, di, α and PT denote the small scale fading gain of the ith device, the dis-
tance between the ith device and the AP, the path-loss exponent and the transmit
power, respectively. In what follows, we consider tight latency requirements where
no retransmission opportunities are available, i.e., if the transmission of the packet
is not successful in one slot, the packet is dropped. Thus, for the remaining part
of the chapter, we focus our analysis on a single time-slot and, thus, we drop the
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superscripts.
In this work, each codeword is concatenated with a pilot sequence of length q symbols
for user detection and decoding. Thus, each codeword is of length M − q symbols.
Assuming each device has a set of K information bits to transmit, the code rate per
device is defined as
Rc :=
K
M − q bits/symbol. (5.2)
On the other hand, the effective rate per device is defined as
Rf :=
K
M
bits/symbol. (5.3)
Rf represents the ratio of the number of information bits to the total number of
symbols transmitted. Thus, the effective rate takes into consideration the redundancy
incurred by the pilot sequence.
5.2.2 Transmission Scheme
In each slot, each device chooses a pilot sequence of length q symbols independently
and uniformly at random from a set L = {1, 2, ..., L}. We categorize the pilots
sequence into three types. An idle pilot sequence is a pilot sequence which has not
been chosen by any device. A singleton pilot is a pilot sequence chosen by only one
device, and a collision pilot sequence is a pilot sequence chosen by two or more devices.
Each pilot sequence ` is made unique to a specific code book C` and, thus, acts as the
device’s signature. A device i that has chosen the pilot sequence ` encodes its data
bi into a codeword xi = f`(bi).
In practice, the set of received pilot sequences is determined by the AP via the power
delay profile which is constructed by performing cross-correlations between the known
pilot sequences and the received signals and averaging the absolute square values of
the created channel impulse responses [131]. This is based on the fact that the auto-
correlation of orthogonal pilot sequences can be approximated by a delta function,
and its cross-correlation with other pilot sequences yields all-zero sequences [131].
5.2 System Model 110
Thus, it is essential that the chosen set of pilot sequences have good auto and cross-
correlation properties, e.g., Zadoff-chu [132], Golden codes [133], m-sequences [134].
In what follows, we assume perfect pilot sequence detection and power estimation,
i.e., perfect device detection and channel estimation.
Some examples are illustrated in Figure 5.1. In Figure 5.1a, the four transmitting de-
vices choose unique pilot sequences (1, 2, 4 and 8). Thus, there are no collisions. The
received powers are estimated as P1, P2, P4, and P8. The remaining pilot sequences
(3, 5, 6, 7, 9 and 10) are idle pilot sequences. In Figure 5.1b, three devices choose
the first pilot sequences. Devices that choose the same pilot sequence also choose the
same code book. These devices cannot be distinguished by the AP and are said to
have collided. We will refer to each code book as a layer. Thus, these devices have
collided over the first layer. In what follows, we assume that the AP can distinguish
between collision layers and singleton layers. However, for collision layers, the AP
does not know the number of colliding devices and is, thus, unable to decode the
collision layers. Instead, the AP treats them as interference whose aggregate power
can be estimated from the power delay profile. The feasibility of these assumptions
will be discussed in Section 5.7.
We denote by N` the set of devices that have chosen the `th pilot sequence of size N`.
For a sufficiently large number of pilot sequences, the random variables N1, N2, ..., NL
are Poisson random variables with average λ/L. This is a practical assumption as the
length of the pilot sequences need to be large enough for the AP to accurately calculate
the received powers, and the number of pilot sequences increases with its length [132].
The set of devices that have collided is denoted by Z = {i
∣∣∣∣i ∈ N`, N` > 1,∀` ∈ L}.
Moreover, the set of singleton layers is denoted by Ls = {`
∣∣∣∣N` = 1, ∀` ∈ L}. Then,
the equivalent received signal as seen by the AP can be expressed as
y =
∑
n∈N`,`∈Ls
xn +
∑
n′∈Z
xn′ + w, (5.4)
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Figure 5.1 – Different case scenarios of a network with L = 10 pilot sequences: (a)
N = 4, (b) N = 8 and (c) N = 2.
where xi = f`(bi) for i ∈ N`. The received SINR of the singleton layers is given as
ρ` =
Pi
I + σ2 , for i ∈ N`, ` ∈ Ls, (5.5)
where I denotes the aggregate interference power caused by these collisions given as:
I =
∑
n∈Z
|hn|2d−αn PT . (5.6)
It is worthy of pointing out the main differences between this transmission scheme
and that of LTE. In LTE [54], the set of orthogonal sequences used for user detection
are called preambles. Users transmit their chosen preambles separately from their
data on a dedicated random access channel, and the AP allocates resources on the
uplink data channel for each of the detected preambles. A collision occurs when two
or more devices choose the same preamble. These devices will transmit their packets
over the same time-frequency resources, and the AP will not be able to decode them
correctly. Although many techniques have been proposed to resolve these collisions,
e.g. [63], LTE remains a form of coordinated orthogonal transmission scheme and,
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thus, is not suitable for massive access as explained in Section I. More importantly,
the control signals and the data are transmitted over separate channels at different
times which was shown to be strictly sub-optimal for small payloads [17].
5.3 Preliminaries
In this section, we first derive the distribution for the received power of a single user
randomly located in the cell. Then, for Poisson packet arrivals, we show that the
colliding/interfering devices can be well approximated by a PPP. Based on this,
we find the CF for the aggregate power I defined as ψI(jω) := E
[
e−jωI
]
. These
parameters will be useful in evaluating the outage probability and the throughput of
the considered uncoordinated NOMA setting.
5.3.1 Distribution of Received Power
For the case where devices always transmit with maximum transmit power PT over
a channel subject to Rayleigh fading and path-loss, the distribution of the received
power of a singleton layer is given in the following corollary. We refer the readers
to Section C.1 for the proof. We make note that the extension of this to Nakagami
fading or any other fading distribution is straightforward.
Corollary 1. For a device uniformly distributed in an annulus with a minimum radius
of dmin and a maximum radius of dmax, the CDF of the received power P = |h|2d−α
(PT = 1) at the origin under Rayleigh fading is
FP (p) = 1−
p−
2
αΓ
[
2
α
+ 1
]
d2max − d2min
+ d
2
min
d2max − d2min
. (5.7)
5.3.2 Aggregate Interference Power
We now proceed to find the distribution of the aggregate interference power I. For
that, we first find the exact distribution of the number of interferers in the following
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lemma, i.e., number of devices in collision Z. We refer the readers to Section C.2 for
the proof.
Lemma 4. Consider a total of L layers where packet arrivals over each layer are
Poisson distributed with an average of λ/L. Given that the number of singleton layers
is Ls < L, the probability of having a total of n packets collide in a given time slot is
expressed in Equation 5.8.
Pr
(
Z = n
∣∣∣∣Ls) =(
(L−Ls)λ
L
)n
e−
(L−Ls)λ
L
n!(1− λe−λ)L−Ls
1 + min{L−Ls−1,n}∑
c=1
L− Ls
c
(−λe−λ)c
(
(L− Ls − c) λL
)n−c
e−(L−Ls−c)
λ
L
(n− c)!
 .
(5.8)
Although Z devices are only Poisson distributed in space and not in number, our
results in Figure 5.2 show that their aggregate power can be well approximated by a
PPP. Accordingly, the distribution of the aggregate interference power I, given Ls,
can be well approximated by the skewed truncated stable distribution [135], and its
CF can be expressed as
ψI(jω) = eγIΓ(−aI)((gI−jω)
αI−gαII ), (5.9)
where the parameters αI , gI and γI determine the shape of the distribution. In par-
ticular, the parameters αI and γI are related to the dispersion and the characteristic
exponent of the stable distribution, respectively, and the parameter gI is the argu-
ment of the exponential function used to smooth the tail of the stable distribution.
These parameters are found through the method of the cumulants [135] and are given
as
αI =
2
α
, (5.10)
gI =
κI(1)(1− αI)
κI(2)
, (5.11)
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γI =
−κI(1)
Γ[−αI ]αI
(
κI(1)(1−αI)
κI(2)
)αI−1 . (5.12)
Here, κI(n) denotes the nth cumulant of the interference power and is given as
κI(n) =
2λZ
nα− 2
d2−nαmin − d2−nαmax
d2max − d2min
µv(n)P nT , (5.13)
where v = |h|2 is a chi-squared distributed random variable under Rayleigh-fading,
µv(n) is its nth moment, and λZ(Ls) := E[Z
∣∣∣Ls].
Finally, the inversion theorem [135] dictates that the CDF of I can be computed as
FI(x) =
1
2 −
1
2pi
∫ ∞
0
Re
{
ψI(−jω)ejωx − ψI(jω)e−jωx
jω
}
dω, (5.14)
and the PDF of I can be computed as
fI(x) =
1
2pi
∫ ∞
0
e−jωxψI(−jω)dω. (5.15)
5.4 Performance of Massive NOMA with Succes-
sive Joint Decoding
In this section, we consider the case where all the singleton layers are jointly decoded
at the receiver using a maximum likelihood decoder. Although jointly decoding all
of the singleton layers is optimal in terms of the common outage event, i.e., the
probability that at least one layer decoded incorrectly, it is not optimal in terms of
the individual outage event, i.e., the probability that one layer is decoded incorrectly.
Therefore, we consider the successive joint decoder (SJD) where a subset of the layers
can be decoded jointly while regarding the remaining layers as interference. For that,
we derive the expressions for the outage probability and the throughput. For ease of
notation, we define Pˆ := [Pˆ`]1≤`≤Ls , where Pˆ` is the received power of the device in
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Figure 5.2 – Aggregate interference power for L−Ls = 200. The solid lines correspond
to the actual distribution, and the dashed lines correspond to the Poisson distri-
bution. Readers are referred to Table 5.2 for the remaining system parameters.
the `th singleton layer. Similarly, we define ρˆ := [ρˆ`]1≤`≤Ls , where ρˆ` is the SINR of
the `th singleton layer.
5.4.1 Outage Probability with SJD
Consider the case where all the devices encode their data using a fixed rate code with
code rate Rc := KM−q . In this case, we are interested in characterizing and evaluating
the outage probability of the system. That is, the probability that a device is not
successfully decoded in a given time slot. Given Ls singleton layers with a received
power vector Pˆ, subject to an interference power I, a successive joint decoder first
tries to decode all Ls layers jointly. However, if the equal-rate point (R, ..., R) ∈ RLs+
is outside the Ls-dimensional capacity region defined by the received SINRs ρˆ, the
AP will try to decode the strongest Ls − 1 devices by treating the weakest layer as
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interference. The weakest layer is defined as the singleton layer with the smallest
received power. Similarly, if the equal-rate point (R, ..., R) ∈ RLs−1+ is outside the
Ls − 1-dimensional capacity region, the AP will try to decode the strongest Ls − 2
layers by treating the two weakest layers as interference. The process repeats until
decoding is successful or until there are no more layers to decode. Now, consider the
descending ordered set Pˆ(1) ≥ Pˆ(2) ≥ . . . ≥ Pˆ(Ls).
For that, the outage probability is defined as the average number of singleton layers
that cannot be decoded successfully. Given Ls singleton layers with a received power
vector P, subject to an interference power I, the fraction of layers in outage can be
expressed as
SJD(Ls, I, Pˆ) = 1− max0≤`≤Ls
`
Ls
, (5.16)
s.t. Rc ≤ min1≤i≤`
1
i
log
1 + ∑`c=`−i+1 Pˆ(c)∑Ls
c′=`+1 Pˆ(c′) + I + σ2
 .
Here, ` denotes the maximum number of layers that can be decoded out of the Ls
singleton layers. In general, the outage probability can be expressed as
SJD = 1− ELs,I,Pˆ
[
Ls∑
`=0
`
Ls
Pr
(
φ¯Ls,Ls , . . . , φ¯`+1,Ls , φ`,Ls
)]
, (5.17)
where φ`,Ls =
δ
Rc ≤ min1≤i≤` 1i log
1 + ∑`c=`−i+1 Pˆ(c)∑Ls
c′=`+1 Pˆ(c′) + I + σ2
 ,
Thus, to find the outage probability, not only do we need to average over the different
number of singleton layers as well as the different aggregate interference powers, we
also need to average over the numerous realizations of the received power vector.
Thus, computing the outage probability for uncoordinated multiple access is even
more daunting than that for coordinated multiple access [136]. In what follows, we
make use of the massive aspect of mMTC to simplify this expression.
Consider a set of L i.i.d. random variables [Xi]1≤i≤L, where X1 ≥ X2 ≥ ... ≥ XL.
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Then, from ordered statistics [137], we have
lim
L→∞
Pr
(
|XbyLc − F−1X (1− y)| > ν
)
= 0, (5.18)
for all y ∈ [0, 1] and ν > 0. Based on this, for an asymptotically large number of
singleton layers, the following equality holds for all `1, `2 ∈ [1, Ls].
lim
Ls→∞
`2∑
i=`1
Pˆ(i) =Ls
∫ `2/Ls
`1/Ls
F−1P (1− y)dy
=Ls (g(`2/Ls)− g(`1/Ls)) , (5.19)
where g(y) :=
∫
F−1P (1 − y)dy. For Rayleigh fading and a path-loss channel model,
g(y) is evaluated by integrating the inverse of (5.7) and is expressed in Equation 5.20.
g(y) = 2 ((d
2
max − d2min)y − d2min)
(α− 2)(d2max − d2min)
(
Γ
[
2
α
+ 1
])−α
2 ((d2max − d2min)y − d2min)
α
2
. (5.20)
For the special case of Rayleigh fading only, we have
gRay.(y) = (1− y) loge(1− y)− (1− y). (5.21)
Using this property, the complexity of computing the outage probability of massive
NOMA in Equation 5.17 is significantly reduced as P converges to a deterministic
value as Ls → ∞. The expression for that is derived in the following lemma. We
refer the readers to Section C.3 for the proof. We make note that in practice, we find
that this property gives sufficiently accurate results for Ls > 10.
Lemma 5. Consider a time slot of length M symbol durations. For a code rate Rc, L
pilot sequences of length q and a packet arrival rate of λ packets, the outage probability
of the massive NOMA system with SJD can be expressed as
SJD = 1− ELs
[∫ 1
0
v
2pi
∫ ∞
0
e−jωI
∗
SJD(v)ψI(−jω)dω
]
, (5.22)
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where I∗SJD(v) is the solution to the equation below
LsRc − min0<u≤1
1
uv
log
1 + g(v)− g(v − uv)
g(1)− g(v) + I+σ2
Ls
 = 0. (5.23)
Here, I∗SJD(v) denotes the largest interference power for which the largest fraction of
layers that can be decoded successfully is v. The integral in Lemma 5 averages over
the aggregate interference power, and the expectation averages over the number of
singleton layers.
5.4.2 Maximum Throughput with SJD
We now consider the case where devices can transmit as many coded symbols as
necessary. This is feasible when devices use rateless channel codes to encode their
information [138]. With rateless codes, the length of the codeword is determined on
the fly and is adaptive to the load, received powers and interference power. Thus,
the duration of the slot (M) as well as the devices’ code rate (Rc) also varies from
one slot to the other. Transmissions are stopped by the AP when the throughput is
maximized through beaconing. The throughput is defined as the ratio of the number
of successfully decoded information bits to the length of the transmitted codeword
(M − q). This is determined by the AP and can be made known to the devices
through beacons. Given Ls singleton layers, a received power vector Pˆ, subject to an
interference power I, the maximum instantaneous throughput is given as
ζSJD(Ls, I, Pˆ) = max1≤`≤Ls min1≤i≤`
`
i
log
1 + ∑`c=`−i+1 Pˆ(c)∑Ls
c′=`+1 Pˆ(c′) + I + σ2
 .
As the throughput varies from slot to slot, the maximum average throughput should
be averaged over all possible values of Ls, I and Pˆ. However, from Equation 5.18, the
maximum instantaneous system throughput under massive access can be expressed
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from [136] as
ζSJD(Ls, I, Pˆ) = max0≤v≤1 min0<u≤1
1
u
log
1 + g(v)− g(v − uv)
g(1)− g(v) + I+σ2
Ls
 . (5.24)
Then, the average maximum system throughput under massive access is derived in
the following lemma. We refer the readers to Section C.4 for the proof.
Lemma 6. For L pilot sequences of length q and a packet arrival rate of λ packets, the
average maximum system throughput of massive NOMA with SJD can be expressed
as in Equation 5.25.
ζSJD = ELs
[
max
0≤v≤1
min
0<u≤1
1
u
∫ ∞
0
ψI(−s)
s
(
e−s((g(1)−g(v))Ls+σ
2) − e−s((g(1)−g(v−uv))Ls+σ2
)
ds
]
.
(5.25)
5.5 Performance of Massive NOMA with Succes-
sive Interference Cancellation
As joint decoding is often infeasible in practice due to complexity constraints, we
consider SIC in this section. In each stage of SIC, the strongest layer is decoded by
regarding remaining layers as interference. Thus, we only need a single-user decoder.
If the layer is decoded successfully, the decoded layer is subtracted from the received
signal. We assume perfect SIC. In the second stage, the second strongest layer is
decoded by regarding the remaining layers as interference. SIC stops when a layer is
decoded unsuccessfully or when there are no more layers to decode.
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5.5.1 Outage Probability with SIC
Given that the strongest `−1 layers have been decoded successfully, the `th strongest
layer is decoded successfully if the following condition is true.
Pˆ(`)∑Ls
c=`+1 Pˆ(c) + I + σ2
≥ 2Rc − 1. (5.26)
Thus, given that the strongest `− 1 layers have been decoded successfully, the prob-
ability that the `th strongest layer is decoded successfully is given as
Pr
I ≤ Pˆ(`) −
(
2Rc − 1
) (∑Ls
c=`+1 Pˆ(c) + σ2
)
2Rc − 1
 .
From Equation 5.18, given Ls and I, the SINR at each stage of the SIC is deterministic
under massive access. Based on this, the outage probability under SIC is derived in
the following proposition. The definition of the outage probability is as given in
Section 5.4.1, and the proof of the proposition is similar to that of Lemma 5.
Proposition 5.1. For a code rate Rc, L pilot sequences of length q and a packet
arrival rate of λ packets, the outage probability of massive NOMA with SIC can be
expressed as
SIC(R) = 1− ELs
[∫ 1
0
v
2pi
∫ ∞
0
e−jωI
∗
SIC(v)ψI(−jω)dω
]
, (5.27)
where
I∗SIC(v) :=
F−1P (v)−
(
2Rc − 1
)
((g(1)− g(v))Ls + σ2)
2Rc − 1 . (5.28)
Here, I∗SIC(v) denotes the largest interference power for which the largest fraction of
layers that can be decoded successfully is v.
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Table 5.2 – System Parameters
Parameter Value
Cell Radius 500 m
Reference Distance 50 m
Bandwidth 15 kHz
Transmit Power 23 dBm
Thermal Noise Density -174 dBm/Hz
Receiver Noise Figure 3 dB
Path loss exponent 3.5
5.5.2 Maximum Throughput with Successive Interference Can-
cellation
We now consider the same setup in Section 5.4.2. Given Ls singleton layers with a
received power vector Pˆ, subject to an interference power I, the maximum instanta-
neous throughput is given as
ζSIC (P, Ls, I) = Ls max0<v≤1 v log
(
1 + min
0<v′≤v
F−1P (1− v′)
(g(1)− g(v′))Ls + I + σ2
)
. (5.29)
The average maximum system throughput is given in the following proposition. The
proof of this proposition is similar to that of Lemma 6.
Proposition 5.2. For L pilot sequences of length q and with a packet arrival rate
of λ packets, the average maximum system throughput of massive NOMA under SIC
can be evaluated from Equation 5.30.
ζSIC = ELs
[
max
0<v≤1
vLs min0<v′≤v
∫ ∞
0
ψI(−s)
s
e−s((g(1)−g(v
′))Ls+σ2)
(
1− e−sF−1P (1−v′)
)
ds
]
.
(5.30)
5.6 Numerical Results
In our simulations, we consider single-tone transmissions with the system parameters
listed in Table II [139, 140, 141]. The number of pilot sequences L is determined
5.6 Numerical Results 122
such that 1 − e− λL = β, where β denotes the probability that a device suffers from
collision. We also assume that q = L [132, 133, 134]. This means that the overhead
associated with channel estimation and user detection scales linearly with the packet
arrival rate. In what follows, we evaluate the performance of massive NOMA for
different collision probabilities.
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Figure 5.3 – Outage Probability for massive NOMA with SJD for different values of
β. The code rate KM−q is equal to 0.1 and the slot duration is M = 2000 symbols.
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Figure 5.4 – Outage Probability for massive NOMA with SIC for different values of
β. The code rate KM−q is equal to 0.1 and the slot duration is M = 2000 symbols.
First, we evaluate the outage probability for massive NOMA. Each time slot is of
length M = 2000 [139] over which the devices transmit with a code rate of 0.1.
Results for SJD and SIC are shown in Figure 5.3 and Figure 5.4, respectively. We
first observe that the analytical results from Lemma 5 and Proposition 5.1(PROP 5.1)
provide a good approximation of the actual performance obtained from Monte Carlo
simulations. When comparing the performance for different collision probabilities, we
find that the gap between the number of successfully decoded devices and the number
of singleton layers becomes more significant as β increases for both SJD and SIC. This
is because collisions in NOMA act as interference to the remaining singleton layers,
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which leads to more outages.
In Figure 5.3c and Figure 5.4c, the effective sum-rate is evaluated as the product of
the number of successfully decoded devices and the effective rate K
M
. In general, if
the number of pilot sequences is too small, the number of singleton layers will be
low. Thus, the number of successfully decoded devices will be low as well. On the
other hand, when the number/length of pilot sequences is too large, the overhead
will be large. Thus, the effective rate will be low. Interestingly, it seems that the
optimal value of L scales linearly with the packet arrival rate. Finally, in Figure 5.3d
and Figure 5.4d, we plot the maximum payload sizes that can be transmitted and
compare them to the overhead induced by the pilot sequences. In general, we can say
that for applications with payloads of size 100-200 bits and a target outage probability
of ≈ 0.01, we can simultaneously support up to 7 devices with SJD and up to 6 devices
with SIC.
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Figure 5.5 – Outage Probability for Grant-Free Massive NOMA with SJD and SIC
for different values of β. The code rate KM−q is equal to 1 and the slot duration is
M = 2000 symbols.
In Figure 5.5, we evaluate the outage probability for a larger code rate (Rc = 1).
Here, we notice that the performance gap between SJD and SIC is more significant.
In fact, from Figure 5.5b, we can see that SIC can barely decode any packet. However,
although the outage probability of SJD is better, it is still too high for any practical
use. Moreover, as mMTC are characterized by their low data rate transmissions, SIC
seems to be a good candidate for our uncoordinated massive NOMA scheme when
low processing complexity is needed.
Next, we evaluate the throughput for massive NOMA in Figure 5.6 and Figure 5.7.
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Figure 5.6 – Average system Throughput for massive NOMA with SJD for different
values of β (K = 1024).
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Figure 5.7 – Average system Throughput for massive NOMA with SIC for different
values of β (K = 1024).
In this setup, each device has a set of 1024 information bits to transmit [139]. The
number and length of pilot sequences is determined as before. We observe that the
analytical results from Lemma 6 and Proposition 5.2 (PROP 5.2) also provide a good
approximation of the actual performance obtained from Monte Carlo simulations. We
also observe that the throughput gain of SJD is almost double of that of SIC, thus,
SJD is in theory far more superior in this case. However, in the following section, we
explain that the maximum throughput under SIC is achievable in practice whereas
the achievability in the case of SJD is questionable. Finally, we make note that, in
practice, M should not be larger than the coherence time. In this case, collision
probabilities lower than 0.01 cannot be supported by this scheme as it will require
longer pilot sequences.
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5.7 Practical Considerations
5.7.1 Detection of Collision Layers and Achievability
For SIC, the detection of collision layers can be implemented through a simple algo-
rithm. At first, the AP assumes that all the layers are singleton layers and orders
the layers according to their respective received powers in descending order. In the
first iteration, the AP attempts to decode the strongest layer. The AP can verify
that the decoded information is correct through a simple CRC-check. If decoding is
successful, the decoded signal is cancelled from the received signal. If not, the AP
assumes that this is a collision layer. In the second iteration, the AP attempts to
decode the second strongest layer while regarding the previously undecoded layer as
interference. The AP can continue to follow the same steps until there are no more
layers to decode. Detecting collision layers for SJD is also possible at the expense
of a larger complexity, as the AP would need decode all possible subsets of layers
while regarding the remaining layers as interference. When decoding finishes, the AP
would choose the largest subset of successfully decoded layers.
It is straightforward to see that the derived bounds for SIC are achievable when
capacity achieving point-to-point channel codes are used. However, for SJD, it is
uncertain whether there exist channel codes suitable for grant-free coordinated access
with joint decoding. That is mainly because these codes would not only have to adapt
to the different channel conditions but also to the different channel loads. Finally, we
would like to point out that there exist practical low-complex decoders such as belief-
propagation-based decoders that can score performances close to that of maximum
likelihood decoding.
5.7.2 Synchronization
In conventional communication systems, synchronization takes place beforehand.
However, it has been well established that massive access control signals should be
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minimal if not null. We would like to point out that, as most MTDs are stationary
devices, their timing advance need not be communicated very frequently. Alterna-
tively, time asynchrony can provide another contention unit by which devices can be
distinguished from one another without having to increase the pilot sequence length
and thus without introducing redundancy. Moreover, time asynchrony can help in
detecting the number of devices in collision layers. This allows the opportunity to
resolve collisions layers and decode the packets of the involved devices. However, the
performance analysis for this case scenario is not straightforward as the maximum
achievable rate with code-reuse is strictly lower than that with unique codes and is
dependent on the codes used [142].
In general, the AP can feedback a timing advance signal in the acknowledgement. For
that, the operator can either choose to operate either in a fully synchronous mode or
allow the devices to introduce random asynchrony into their transmissions to create
more contention units [143].
5.8 Chapter Summary
In this chapter, we considered a massive uncoordinated NOMA setting where devices
choose pilot sequences from a predetermined set as their signature. Then, each device
encodes its data using the pilot as the signature and transmits its selected pilot and
data simultaneously with the rest of the devices. In our proposed scheme, a collision
occurs when more than one device choose the same pilot sequence. The set of collided
packets are treated as interference. For that, we show that the aggregate interference
power can be well approximated by a PPP. Based on this, we derive the outage
probability and the maximum system throughput under successive joint decoding
(SJD) as well as successive interference cancellation (SIC) for a Rayleigh fading and
path loss channel model. We verified the accuracy of our derived expressions via
simulations. Our results show that SIC performs close to that of SJD in terms of
outage probability for packet arrival rates up to 10 packets per slot. In terms of
throughput, although SJD scores almost double the throughput gain of that of SIC,
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we explained that this throughput might not be achievable with practical modulation
and channel coding schemes.
Chapter 6
Conclusion
In this thesis, we studied the uncoordinated access of the emerging mMTC. We
proposed several schemes with demonstrated improved throughput, energy efficiency,
reliability as well as diverse QoS guarantees. This chapter provides a summary of
the thesis content, a summary of the contributions and results, and sheds light on
potential future directions.
6.1 Summary of Content and Results
In Chapter 2, we provided the background information of the main topics studied
in this thesis. We first presented the fundamentals of the multiple access channel in
terms of its definition, main components, and capacity limits. We also introduced the
basic multiple access schemes used in previous and current wireless communications.
Based on that, we distinguished between two main forms of access, namely, random
access and coordinated access. The latter access scheme has been used in previous
generations of cellular network. On the other hand, random access has been confined
mostly to control channels so far. Then, we show that the characteristics of mMTC
are significantly different than conventional human type communications for which
cellular networks have targeted so far. In particular, the sporadic transmissions of
short blocks of data by an enormous amount of power-limited MTC devices cannot
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be supported efficiently and reliably over current cellular access networks. For that,
there is a large consensus in this field that random access is more suitable. Finally, as
IoT is forecasted to occupy a significant portion of future wireless communications,
our study is focused on the analysis, design and optimization of random access for
the heterogeneous applications of mMTC.
In Chapter 3, we proposed an SINR-based random access scheme where collisions
are defined as the event of the received SINR of a packet dropping below the desired
threshold. A packet in collision cannot be recovered directly unless the interference
it suffers from is made known. This is possible through SIC. We drew an analogy
between the packet recovery process in SINR-based RA using SIC and the iterative
decoding process of codes-on-graph over the BEC channel. Based on this analogy,
we proposed a tree-based analytical framework to track the evolution of the error
probabilities in each iteration of the SIC process. We also derived the necessary
conditions for convergence, i.e., the necessary conditions to achieve error probabilities
close to zero after a large number of iterations. Based on the derived expressions,
we solve for the optimal transmission probabilities via evolution-based strategies.
The SINR-based model scores significantly larger throughput and can support loads
larger than one. Finally, we extend this scheme to a CRN where the transmission
probabilities of the SUs are optimized. Namely, their throughput is maximized while
maintaining the interference to the primary network below an acceptable threshold.
Our numerical results showed that our design is more reliable and more energy efficient
than conventional RA schemes.
In Chapter 4, we proposed a multi-stage random access scheme that can guarantee
the diverse latency requirements of the heterogeneous applications of mMTC. We
proposed two different schemes where the devices are grouped based on their QoS
requirements. In the ACK-All scheme, all groups transmit simultaneously over the
same radio resources in all stages of the transmission frame. In the ACK-Group
scheme, each group transmits in a distinct stage. We used the AND-OR tree to
analyze the system performance characterized by the average probability of device
resolution error for both schemes. Then, we used the derived expressions to design
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schemes that can guarantee the QoS requirements of different groups with significantly
high energy efficiency and high reliability. We showed that the proposed RA schemes
can service a larger system load in comparison to coordinated access when the number
of time-frequency resources is sufficiently large. Finally, we proposed a guideline that
uses the derived expressions, suitable for asymptotically large networks, to optimize
the transmission parameters for small networks. We demonstrated the simplicity and
accuracy of our guideline in finding the optimal parameters in several case scenarios
that would otherwise require an exhaustive search.
In Chapter 5, we proposed a massive uncoordinated NOMA scheme where user
detection and channel estimation are carried out via orthogonal pilot sequences that
are transmitted simultaneously with the devices’ data. A collision event is defined
as the event of two or more devices choosing the same pilot sequence. The receiver
cannot directly detect collisions. It can only estimate the aggregate power of each
detected pilot sequence. We propose practical schemes to implicitly detect these
collisions to recover the data of the devices that have not collided. By treating these
collisions as interference, we derive the maximum outage probabilities and throughput
of uncoordinated NOMA under SJD and SIC. By demonstrating that the aggregate
interference power can be well approximated by a PPP, and by assuming a massive
access setting, we show how, the otherwise daunting, expressions can be evaluated in a
simplified manner. We compare the two decoding schemes for different case scenarios.
Our results show that SIC performs close to that of SJD in terms of outage probability
for packet arrival rates up to 10 packets per slot. In terms of throughput, although
SJD scores almost double the throughput gain of that of SIC, we explained that this
throughput might not be achievable with practical modulation and channel coding
schemes.
6.2 Future Work
To conclude this thesis, we list a number of promising research directions that follow
from the work conducted herein.
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6.2.1 Grant-Free NOMA with Short Packet Transmissions
We showed in Chapter 2 that RA is more suitable than coordinated access for mMTC
as it incurs little or no overhead when the number of users is large and the trans-
mitted packets are small. Furthermore, we showed that NOMA is capacity achieving
whereas OMA schemes are strictly sub-optimal in this sense. Motivated by this, our
future research work will focus on designing and optimizing practical uncoordinated
NOMA schemes that can achieve, or at least approach, the capacity limits dictated
by information theory. Our first step towards this goal was conducted in [C1] where
some initial results were presented comparing the achievable rates in the asymptotic
block length regime to that of the finite block length regime.
6.2.2 Scheduling Policies for Machine Type Communications
The latency considered in this thesis is mainly related to the access delay and trans-
mission delay. In general, the system delay also constitutes the queuing delay which is
defined as the waiting time of a packet in the queue. While some IoT applications are
event triggered and their traffic is unpredictable, other applications generate frequent
and possibly periodic data that can be modelled accurately via known distributions,
e.g., Poisson, geometric beta, etc. For Poisson packet arrivals, we use Markov Deci-
sion Process and linear programming in [J1] to find the optimal scheduling policy for
a single user scenario. The objective of our optimization problem is to minimize the
total system delay. Our results show that concatenating queued packets into larger
blocks holds promising reductions in system delay when the packets are relatively
short.
Appendix A
Proofs of Chapter 3
A.1 Proof of Lemma 1
As mentioned earlier, the probability that a user can be recovered after ` iterations
of the SIC process equals to the probability that the messages received at the root
of tree T` do not satisfy the SINR threshold. Starting from V nodes at depth 2`, we
assign each node a value 0, as none of them have been recovered yet. A C node at
depth 2m−1 will send a message v to its parent V node with the following probability:
Q =
K−1∑
d=v
λd
(
d
v
)
(1− qm−1)d−vqvm−1,
which arises from the fact that a C node of degree i sends a message v to its parent
if and only if exactly v out of i of its children have not been recovered yet.
On the other hand, a V node at depth 2(m − 1) will send a message 1 to its parent
if it receives messages from its children that can satisfy the SINR threshold. For a
degree i V node, this happens when the messages received from its children belong to
the set V(i+1). Since the messages passed from different C nodes to the same V node
parent are mutually independent (according to the tree assumption), the probability
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that a degree i V node sends a message 1 to its parent can be calculated as follows:
Qi =
∑
v∈V(i+1)
i+1∏
j=1
K−1∑
d=vj
λd
(
d
vj
)
(1− q`−1)d−vjqvj`−1.
Finally, by averaging Qi over the degree distribution ω(x), it is straightforward to
arrive at the expression in (3.8).
A.2 Proof of Proposition 3.1
By substituting V(i)conv = {v|∃j, vj = 0, 1 ≤ j ≤ i} instead of V(i) in (3.8), we have:
q`
(a)=
N−1∑
i=0
ωi
1− ∑
v∈V(i)conv
i∏
j=1
K−1∑
d=vj
λd
(
d
vj
)
(1− q`)d−vjqvj`−1

(b)=
N−1∑
i=0
ωi
 ∑
v/∈V(i)conv
i∏
j=1
K−1∑
d=vj
λd
(
d
vj
)
(1− q`)d−vjqvj`−1

(c)=
N−1∑
i=0
ωi
(
K−1∑
d=1
d∑
v=1
λd
(
d
v
)
(1− q`)d−vqv`−1
)i
(d)=
N−1∑
i=0
ωi
K−1∑
d=vj
λd(1− (1− q`)d)
i
(e)=
N−1∑
i=0
ωi
1− K−1∑
d=vj
λd(1− q`)d
i .
Step (a) follows from the fact that ∑i ωi = 1. Step (b) follows from taking the
conjugate of the expression in (3.5). Step (c) follows from the fact that the conjugate
of V(i)conv is {v|vj > 0}, and {v|vj > 0} = ({vj|vj > 0})i; step (d) follows from the
binomial expansion of the expression given; finally, step (e) follows from ∑i λi = 1.
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A.3 Proof of Lemma 2
Since the sub-channels are chosen uniformly at random, the degree of each sub-
channel, defined as the number of users transmitting in that sub-channel, follows
the binomial distribution. Let us denote this pdf by Λ(x). In the asymptotic case,
that is for a large number of sub-channels and SUs, the distribution converges to
Poisson [44] as follows:
Λi = e−α
αi
i! , where α =
Ks
N
Ω¯.
From (3.12), the IP constraint for PUk was defined as: I(i)p =
∑N(k)p
n=1
∑
k∈Ks ak,nPn =∑N(k)p
n=1 unPn, where un is a random variable representing the number of SUs transmit-
ting in the nth sub-channel. Intuitively, the probability of having un SUs transmitting
in a sub-channel n is the same for all 1 ≤ n ≤ N , and Pr(I(k)p,n = unPn) is simply Λun .
Assuming equal power allocation, that is Pn = P (k)o ∀ n ∈ N (k)p , we can express the
pdf of I(k)p as follows:
Pr(I(k)p = i) = Pr(u1P (k)o + u2P (k)o + ...+ uN(k)p P
(k)
o = i) =
N
(k)
p⊗
n=1
Λz|z= i
P
(k)
o
,∀k ∈ Kp,
where ⊗ denotes the convolution operation. As Λ(x) was shown to be Poisson dis-
tributed, and as the sum of Poisson distributed random variables is also a Poisson
random variable, we arrive at (3.16).
Appendix B
Proofs of Chapter 4
B.1 Proof of Lemma 3
Consider an arbitrary graph Gs constructed with the ACK-All scheme. Let q(s)i [`] be
the probability that a Type-i OR-node remains unresolved in the `th iteration of the
SIC process. This probability is initialized as q(s)i [0] =
|C(s)i,s |
|Ci| . AND-nodes are divided
into s types corresponding to the s sub-frames. A Type-i AND-node is said to have
d children with a probability δ(i)d . On the other hand, OR-nodes are divided into r
types corresponding to the r groups. Each type of OR-node is further divided into
s sub-Types corresponding to the s subsets, where the first s − 1 sub-Types have a
value of 1 (having been resolved previously). A Type-i OR-node is said to have d
children with a probability of ψ(j)i,d .
A Type-i OR-node is said to be connected to a Type-j AND-node with a probability
c¯
(j)
i . This probability is given below as the normalized selection probability of the
corresponding sub-frame by group i.
c¯
(j)
i =

p
(j)
i ∆Nj∑j
j′=1 p
(j′)
i ∆Nj′
= ζ
(j)
i∑j
j′=1 ζ
(j′)
i
for sub-Types 1, ..., j
0 otherwise
.
From Figure 4.1, we find that the degrees of some AND-nodes are reduced in each
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sub-frame as more of their edges are removed. Based on Equation 4.2, the probability
that a Type-j AND-node is still connected to d Type-i OR-nodes in Gs is given as :
Ω(j→s)i,d =
|C(s)i,s |
d

 g(j)i
|C(j)i,j |
d1− g(j)i
|C(j)i,j |
|C
(s)
i,s |−d
.
For K,N , the Poisson approximation of the former equation is given as
∆(j→s)(x) = exp
− r∑
i=1
q
(s)
i [0]
q
(j)
i [0]
g
(j)
i (1− x)
 , (B.1)
Moreover, given that an edge of a Type-j AND-node has not been removed in the
previous ` − 1 iterations of the SIC, this edge is said to be connected to a Type-i
OR-node with a probability v¯(j→s)i [`]. v¯
(j→s)
i [`] is expressed below as the normalized
access probability of the corresponding subset in sub-frame j.
v¯
(j→s)
i =
p
(j)
i |C(s)i,s |∑s
i′=1 p
(j)
i′ |C(s)i′,s|
=
q
(s)
i [0]
q
(j)
i [0]
g
(j)
i∑s
i′=1
q
(s)
i′ [0]
q
(j)
i′ [0]
g
(j)
i′
. (B.2)
In general, each AND-Node at depth 2`− 1 calculates its value by performing AND
operation on its children at depth 2`. Assume that a child of an AND-node has a
value of 1 with a probability 1−qc. Then, the probability that an AND-node of degree
d has a value of 0 is 1 − (1 − qc)d. Similarly, each OR-node at depth 2` calculates
its value by performing OR operation on its children at depth 2` + 1. Assume that
a child of an OR-node has a value of 1 with a probability qv. Then, the probability
that an OR-node of degree d has a value of 0 is (qv)d. More generally, we can write
1− qc,j =
r∑
i=1
v¯
(j→s)
i
qv,i
q
(s)
i [0]
,
where qc,j is the probability that a child of an AND-node of Type-j has a value of 0.
Similarly, qv,i is the probability that a child of an OR-node of Type-i has a value of
1. By averaging this expression over the degree distribution in Equation B.1 and the
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different types of AND-nodes, we arrive at
qv,i =
s∑
j=1
c¯
(j)
i
∑
d
δ
(j→s)
d
(
1− (1− qc,j)d
)
= 1−
s∑
j=1
c¯
(j)
i
∑
d
δ
(j→s)
d (1− qc,j)d
= 1−
s∑
j=1
c¯
(j)
i δ
(j→s) (1− qc,j) .
Similarly, by averaging qv,i over the degree distribution in Equation 4.7, we arrive at
qv,i =
∑
d
ψ
(s)
i,d (qv,i)
d = ψ(s)i (qv,i).
Finally, with a slight modification in notations, it is straightforward to arrive at the
expression in Lemma 3.
B.2 Proof of Proposition 4.2
In the ACK-All scheme, devices from the group Ci continue to transmit in following
sub-frames provided they have not been resolved in previous sub-frames. Let a(s)i,n be a
Bernoulli random variable denoting the probability that a device D from the group Ci
has transmitted in the nth time slot of the sth sub-frame. Then, the average number
of transmissions of a device from the group Ci, denoted by Mi, is derived as the sum
of average number of transmissions of this device in each sub-frame.
Mi = E
 r∑
s=1
∆Ns∑
n=1
a
(s)
i,n

=
r∑
s=1
E
∆Ns∑
n=1
a
(s)
i,n

=
r∑
s=1
∆NsPr
(
D ∈ C(s)i,s
∣∣∣D ∈ Ci)Pr (a(s)i,n = 1∣∣∣D ∈ C(s)i,s )
=
r∑
s=1
∆Ns
g
(s)
i
|C(s)i,s |
∣∣∣C(s)i,s ∣∣∣
|Ci| =
r∑
s=1
∆Ns
g
(s)
i
|Ci| .
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B.3 Proof of Proposition 4.3
Following on the analogy between our RA schemes and codes on graph, the system
load is analogous to the code rate. The code rate is the ratio of the number of in-
formation symbols to the number of coded symbols. The channel capacity dictates
the maximum achievable code rate for a given channel SNR at which reliable trans-
mission is possible. Similarly, the bound L∗() dictates the maximum system load
for a given target error probability  at which a reliable communication is possible.
While the channel capacity can be calculated from the Shannon bound, L∗() can be
calculated from the AND-OR tree equations given in Proposition 4.1. For example, in
Figure 4.6, the achievable error probabilities are shown for different loads and differ-
ent values of g for the case of r = 1. For  = 0.02, the system load is said to be upper
bounded by 1/1.2, i.e., there exists a g > 0 that can guarantee an average probability
of device resolution error of 0.02 for every K/N less than 1/1.2. It is straightforward
to generalize this concept for r > 1 for the ACK-Group scheme. Moreover, as the
ACK-Group scheme is a special case of the ACK-All scheme, we can say that if there
exists a matrix G that can satisfy the latency requirements of all the groups in the
ACK-Group scheme, then, there exists a matrix G that can satisfy these require-
ments in the ACK-All scheme as well. The argument of L∗ in Equation 4.11 takes
into consideration that some of the devices of Ci have been resolved in the previous
i − 1 sub-frames. Therefore, the error probability is scaled according to the number
of unresolved devices. For the ACK-Group scheme, (s)i = 1 for i ≤ s.
Appendix C
Proofs of Chapter 5
C.1 Proof of Corollary 1
For a device uniformly distributed in an annulus of minimum radius dmin and max-
imum radius dmax, the CDF of the distance d with respect to the origin follows the
truncated Pareto distribution below
FD(d) =
d2 − d2min
d2max − d2min
.
For X = d−α,
FX(x) = Pr(d−α < x)
= Pr(d > x− 1α )
= 1− x
− 2
α − d2min
d2max − d2min
.
For Rayleigh fading, we can write
FP (p) =
∫ ∞
0
Pr(vd−α < p|v)Pr(v)dv
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=
∫ ∞
0
1−
(
p
v
)− 2
α − d2min
d2max − d2min
 e−vdv.
= 1−
∫ ∞
0
(
p
v
)− 2
α − d2min
d2max − d2min
e−vdv.
= 1− p
− 2
α
d2max − d2min
Γ
[ 2
α
+ 1
]
+ d
2
min
d2max − d2min
.
C.2 Proof of Lemma 4
Consider a vector N = {Ni}1≤i≤L, where Ni ∈ N are independent and identically
distributed Poisson distributed random variables with average λ. For that, we define
the following events:
Ai : Event of Ni = 1.
B : Event of Ni 6= 1,∀i.
Sn : Event of
L∑
i=1
Ni = n.
Following from the definition of Poisson distributions, we have
Pr(Ai) = Pr(A) = λe−λ, ∀i,
Pr(B) = (1− Pr(A))L =
(
1− λe−λ
)L
, and
Pr (Sn) =
(Lλ)n e−Lλ
n! .
The last equation follows from the fact that the sum of any c elements of N is a
Poisson distributed random variable with average cλ.
We want to calculate the probability that the sum of these elements is equal to some
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positive integer n given that Ni 6= 1 for 1 ≤ i ≤ L. This can be expressed as
Pr (Sn|B) = Pr (B|Sn)Pr (Sn)Pr (B) =
(
1− Pr
(
B¯|Sn
))
Pr (Sn)
1− Pr
(
B¯
) .
Moreover, we have
Pr
(
A1 ∩ A2 ∩ ...Ac
∣∣∣∣Sn) = Pr (A)c ((L− c)λ)n−c e−(L−c)λ(n− c)! ,
for c ≤ min{L − 1, n}; it is zero otherwise. Given Sn, the probability that at least
one of the elements of vector N is equal to 1 can be expressed as:
Pr
(
B¯|Sn
)
= Pr
(
L⋃
i=1
Ai
∣∣∣∣Sn
)
=
L∑
c=1
(−1)c+1 ∑
i1,...,ic:
1≤i1<...<ic≤L
Pr (Ai1 ∩ . . . ∩ Aic |Sn)
= LPr(A)((L− 1)λ)
n−1 e−(L−1)λ
(n− 1)! −L
2
Pr (A)2 ((L− 2)λ)n−2 e−(L−2)λ(n− 2)! + . . .+
(−1)θ
L
θ
Pr (A)θ ((L− θ)λ)n−θ e−(L−θ)λ(n− θ)!
=
θ∑
c=1
(−1)c+1
L
c
(λe−λ)c ((L− c)λ)n−c e−(L−c)λ(n− c)! ,
where θ = min{L − 1, n}. Then, it is straightforward to arrive at Lemma 4 by
calculating (1−Pr(B¯|Sn))Pr(Sn)1−Pr(B¯) and substituting L by L− Ls and λ by
λ
L
.
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C.3 Proof of Lemma 5
SJD
(a)=1− ELs
∫ ∞
0
max
v
v,R ≤ min0≤u≤1 1uvLs log
1 + g(v)− g(v − uv)
g(1)− g(v) + x+σ2
Ls
 fI(x)dI

(b)=1− ELs
[∫ 1
0
vfI(I∗SJD(v))dv
]
.
EI
max
0≤v≤1
min
0<u≤1
1
u
log
1 + g(v)− g(v − uv)
g(1)− g(v) + I+σ2
Ls
 (c)=
EI
max
0≤v≤1
min
0<u≤1
1
u
∫ ∞
0
e−z
z
1− e−z(g(v)−g(v−uv))g(1)−g(v)+ I+σ2Ls
 dz
 (d)=
EI
[
max
0≤v≤1
min
0<u≤1
1
u
∫ ∞
0
e−s((g(1)−g(v))Ls+σ
2)
s
e−sI
(
1− e−s(g(v)−g(v−uv))Ls
)
ds
]
(e)=
max
0≤v≤1
min
0<u≤1
1
u
∫ ∞
0
e−s((g(1)−g(v))Ls+σ
2)
s
EI
[
e−sI
] (
1− e−s(g(v)−g(v−uv))Ls
)
ds (f)=
max
0≤v≤1
min
0<u≤1
1
u
∫ ∞
0
e−s((g(1)−g(v))Ls+σ
2)
s
ψI(−s)
(
1− e−s(g(v)−g(v−uv))Ls
)
ds.
From Equation 5.19 and Equation 5.22, the outage probability converges to a deter-
ministic value given below as
SJD(Ls, I, Pˆ) = 1−
max
0≤v≤Ls
v,R ≤ min0<u≤1 1uvLs log
1 + g(v)− g(u− uv)
g(1)− g(v) + I+σ2
Ls
 ,
where u := i
`
and v := `
Ls
. As we are considering a massive access setting, the average
number of singleton layers λe− λL is taken to be asymptotically large. Moreover, as
the ordered received powers converge to deterministic values under massive access,
we can see that expression above for the outage probability for a given number of
singleton layers depends only on the interference power. Based on this, in step (a),
we average over Ls and I. Then, in step (b), we decompose the integral such that
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I∗SJD( `Ls ) denotes the maximum interference power for which ` out of Ls layers can be
decoded correctly. It is expressed in Equation 5.23. Finally, we arrive at Lemma 5
by applying the inversion theorem in (5.14).
C.4 Proof of Lemma 6
The average system throughput can be evaluated by averaging the expression in (5.25)
over Ls and I. Step (c) follows from averaging over the latter and using the following
identity [144]:
log(1 + x) =
∫ ∞
0
e−z
z
(
1− e−xz
)
.
Step (d) follows from a change of variable: z = s (I + σ2), and step (e) follows from
interchanging the integration and the expectation. Finally, step (f) follows from the
definition of CFs.
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