ABSTRACT
INTRODUCTION
A manipulator may have more control inputs than required in order to control a desired motion. This is called redundancy, where more degrees-of-freedom are needed than necessary in a working space [1] . Redundancy offers high degree of manipu- * Address all correspondence to this author. lability during the implementation of the motion of the end effectors, and beneficial for specific task such as avoiding collision with obstacles, avoiding singularities, optimization of some cost function.
Usually, inverse kinematic solution of non-redundant manipulators offer minimal numerical complexity. When a manipulator has redundancy, it has the capability of moving the joints in infinite ways for the same specified end effector motion. Therefore, despite their important features, inverse kinematic solutions and control of redundant/hyper-redundant manipulators become more and more complicated and trajectory planning problem also become increasingly difficult with each added redundant degreeof-freedom [2] .
Most of the work that has been done for redundant/hyperredundant manipulators so far focused on finding a smooth path consisting of points close enough to each other in order to avoid infinite number of kinematic solution [3, 4] . In some applications, the redundancy can also be used to satisfy other performance criterion such as avoiding collision with obstacles [1, [5] [6] [7] [8] , avoiding singularities where the manipulator lose some degrees-offreedom [9] . Most of the research on redundant/hyper-redundant manipulators concentrate on effective path following algorithms to avoid obstacles for large number of links.
The trajectory planning problem for redundant/hyperredundant manipulators is also considered to be an optimization problem minimizing a dynamic cost function. For example, a cost function consisting of the input electrical energy and trajectory error of a redundant manipulator was investigated in [10] . In another study the jerk was minimized to achieve a soft motion trajectory [11] . An objective function consisting of two terms was considered [12] . One of the terms was proportional to the integral of the squared jerk (to provide a smooth trajectory) and the other term was the total execution time. A fifth order BSpline curve was introduced to create the overall trajectory of a robot manipulator system. Another approach has presented by Saramago and Ceccarelli [13] in which robot actuating energy and grasping force in manipulator gripper were considered for trajectory path planning. A multi objective function has been developed by considering the mechanical power in terms of actuators for manipulator motion and energy for gripper action. Physical and torque/force constraints and also payload limits were taken into account along the path of the desired motion. Similarly, Saramago and Steffen [14] carried out manipulator motion with a minimum cost by taking into account the optimal travelling time and minimum energy of the actuators in order to build a multi objective function. In their optimization technique, joint, velocity, jerk and torque constraint equations have been applied to the system in order to get optimal solution.
A planning mode of trajectory motion for serial-link manipulators with higher-degree polynomial has been presented by Boryga and Grabos [15] . In their system, each coordinate was assumed to be polynomials of degrees 9, 7 and 5. Polynomial trajectory was used in order to implement an optimal trajectory for a multiple robotic configurations by Garg and Kumar [16] . Genetic algorithm and Simulated Annealing (SA) have been applied to the optimization technique. An energy minimization technique has been also discussed. The subject of energy minimization continues to be of interest in the robotics and automated manufacturing. For example, in related research effort, Lo Bianco and Piazzi [17] carried out a global optimization approach for the minimum time trajectory planning problem of robot manipulators. Trajectory of the cubic-spline and constraints are given for limited joint torques and torque derivatives for non-linear manipulator dynamics. A hybrid genetic/interval algorithm is adopted for solving global minimum time optimization problem. The methodology was demonstrated for a two-link planar arm and a PUMA six-link manipulator.
This paper develops an efficient control algorithm in order to avoid computational complexity of the redundant and hyperredundant manipulators. The cost function for an optimum path is based on minimum torque and/or energy consumption. The technique utilizes an inverse dynamic analysis and uses a fifth order B-spline function for the desired trajectory. The proposed method has the following advantages:
1. All the redundant links are considered as a single link. Therefore, control complexity of redundant/hyperredundant links is reduced. 2. Optimization procedure considers dynamic cost functions through an inverse dynamic analysis. 3. Optimization algorithm is computationally efficient as kinematic and dynamic constraints are included in the cost function to prevent running the inverse dynamic model when constraints are not satisfied. 4. Control forces are also calculated for each link.
SYSTEM DYNAMICS
Dynamic modeling of the robot is based on Lagrangian dynamics [18] , which describes the system in terms of its energy. Lagrange equation of motion is given by:
where L is the Lagrangian function, q i s are generalized coordinates, N is the number of generalized coordinates, M is the number of degrees of freedom, λ j s are Lagrangian multipliers, f j s are constraint equations, Q i s are generalized inputs, and i, j are integers. The Lagrangian function of a system, which is the difference between kinetic and potential energy, and can be written in the following general form in terms of the generalized coordinates [19] :
where a i, j s are functions of the generalized coordinates and time. Due to superfluous coordinates in the system, (N − M) constraints equations are needed.
Inserting Eq. (2) into Eq. (1) and double differentiating Eq. (3), following (2N − M) algebraic differentiating equations can be obtained:
where A is an N × N array of a i, j functions, F is the constraint Jacobian matrix, 0 is a matrix of zeros, D 1 and D 2 are vectors of q,q and t, and Q is the vector of generalized inputs. 2N − M unknowns, namely the second derivatives of generalized coordinates and Lagrangian multipliers, can be obtained by solving Eq. (4). Time history of Lagrange multipliers will also be calculated automatically and hence forces of constraints can be calculated. In inverse dynamic analysis, an K ≤ M degrees of freedom desired motion are specified in terms of the second derivatives of the K generalized coordinates.
where C 1 of dimensions K × N is the coefficient matrix to specify motion defining coordinates. The control input vector U of dimension K can be added to the generalized input vector with a coefficient matrix of B specifying the location of the control action.
Inverse dynamic model can be formulated in various ways as discussed in [19] . A general formulation can be obtained by moving the unknown control input vector to the left hand side in Eq. (4) and using the desired motion as additional equations.
Equation (6) can be solved for the second derivatives of the generalized coordinates. In order to obtain the motion of the system generalized coordinates can be double integrated. The required control inputs vector U and the Lagrange multipliers λ will be automatically calculated during the process. The DYSIM [19] software will be used to construct the equations of motion automatically, and to build both forwards and inverse dynamic models for the system. In this study DYSIM will operate within the MatLab/Simulink environment [20] .
FORMULATION OF THE OPTIMIZATION PROBLEM
Consider the n-links manipulator shown in Fig. 1 , where absolute joint angles are denoted by θ i and joint lengths are denoted by l i for the ith link. The manipulator task consists of transporting a load mass m l from an initial point P i to a destination P f in Cartesian space. This system can be modeled by using the Lagrange's equation of motion as described in the previous section. Dysim is utilized to automatically developed a dynamic model of the system. Cartesian coordinates of the centre of gravity and absolute angles of each link plus the Cartesian coordinates of the load are selected as generalized coordinates, i.e. a total of (3n + 2) generalized coordinates for the n degrees of freedom system. Dysim automatically develops (2n + 2) constraint equations and constraint Jacobian matrix F.
For the formulation of the inverse dynamic model, the parametric desired motion for this n degrees of freedom system is specified by using the Cartesian coordinates of the end effector ( f x and f y ), and the first (n − 2) absolute angles of the redundant manipulator (θ i , i = 1 · · · n − 2). The last two absolute angles (θ n−1 and θ n ) are selected as dependant coordinates. The n control input locations are selected to be the absolute angles of all n links (i.e. the joint actuator torques).
Defining Trajectory By Means Of Uniform Fifth Order B-Spline Function
Selection of the parametric path function is the first step of the trajectory optimization technique. The parametric path function has to be at least twice differentiable in order to provide smooth and continuous acceleration profile for inverse dynamic scheme.
In this study, a uniform fifth order B-spline function was used to define path functions. B-spline function is based on piecewise approximations of polynomial functions and the fifthorder B-spline function consists of five segments and each segment is a polynomial with a maximum degree of four (for details see [21, 22] ). Three steps are required to define a uniform fifthorder B-spline curve at a given time, t:
1-Find the section in which t lies as follow:
where T is the duration of the signal.
2-Compute the fifth order basis functions as follow: 
where
3-Constract the uniform B-spline function by using 9 control points (r 1 · · · r 9 ).
Fifth order B-spline function with 5 sections requires nine control point, r 1 to r 9 . In order to satisfy initial and desired final conditions, three control points (r 1 , r 2 and r 3 ) were used to satisfy the initial conditions (position, its first and second derivatives) and the other three control points (r 7 , r 8 and r 9 ) were used to satisfy the end conditions (position, its first and second derivatives). The remaining three free control points (r 4 , r 5 and r 6 ) are optimized by the optimization algorithm. As a result of this, 6 free parameters for trajectory of the end-effector in Cartesian coordinates ( f x (t) and f y (t)), and 4 free parameters for the relative angle of each redundant links are used by the optimization algorithm. In the case of redundant manipulators, the end position of the redundant links are also to be optimized and not known in advance.
In order to start the optimization algorithm, initial values of the free parameters have to be specified. Arbitrary selection for the free parameters is used for the initial trajectory in the optimization algorithm.
Cost Function
Various dynamic cost functions are considered in the literature [12] , including travel time, energy, actuator effort and jerk. The proposed method can take into account of any cost function that can be calculated by using the inverse dynamic model. This study uses the following cost function, C:
where g i the required actuator torque to be applied at joint i to achieve the desired motion, and T is the motion duration. Calculation of the cost function in Eq. (11) requires the running of the inverse dynamic model for T seconds at each iteration.
Constraints
A robot manipulator will have some physical constraints such as the limits on the joint angles, velocities, accelerations, torques etc in addition to the constraints due to obstacles along the path. Constraint equations have to be specified to provide the kinematic and dynamic boundary condition for the optimization system. Although linear and nonlinear constraints can be incorporated in standard optimization packages (such as the fmincon function in Matlab), the cost function will still be called even if the parameters do not satisfy the constraints. As cost function calculations requires the running of the computationally intensive inverse dynamic model, an alternative method of handling constraints within the cost function is introduced here. The proposed approach involves running the optimization without the constraints, and checking the constraints within the cost function before calling the inverse dynamic simulation as shown in Fig. 2 . The process can be summarized as follows: 
where k is a large base value, and is set to k = 10 6 . This will ensure that the cost value will always increase at each violation of the constraints to avoid a local minimum to be found outside the constraints.
In addition to constraints that may be imposed on the position, velocity and acceleration of each joint, it is important to ensure that the parametric trajectory functions generated by the optimization algorithm results a realizable motion within the workspace of the manipulator. Otherwise, the inverse dynamic simulation will fail to run during the cost function calculation and hence the optimization will fail. For example during the motion, the Cartesian coordinates of the end effector may not be achieved by the angles of the redundant links (i.e. the first n − 2 links). Therefore, the following two additional constraint equations are added to the existing constraints to prevent inverse dynamic simulation failing.
End Effector Reach.
It is obvious that the parametric trajectory functions for the end effector motion in Cartesian coordinates must satisfy the following constraint:
for 0 ≤ t ≤ T . Since f x and f y are generated from the optimization parameters, this constraints can be checked before calling the inverse dynamics.
Redundant Links Reach. Another requirement for the motion defined by the optimization parameters to be realizable is that the distance between the end of the last redundant link (point at x r , y r ) and the end effector (point at f x , f y ) must be less than or equal to (l n−1 + l n ). This is equivalent to replacing the redundant links by a single virtual link R rm as shown in Fig. 1 . This constraint can be formulated as follows:
where x r and y r can be calculated from the optimization parameters as follows:
SYSTEM DESCRIPTION
To demonstrate the proposed method, a 5-link redundant (with three DOF redundancy) manipulator is introduced. The manipulator has five identical links, and each link length is selected as 0.4 m. Each link has an inertia of 0.0001 kgm 2 . All the links have identical mass of 1 kg each. The manipulator task consists of transporting the load mass from an initial point P i (1.48 m, 0.68 m) to destination P f (0, 0) in Cartesian coordinates. The initial and final velocities and accelerations are zero for all joints.
The viscous friction effects of the joints are also included with a coefficient of friction of 0.4 Nms/rad. The motion duration is specified as T = 2 s. Mass centre of gravity of the links are in the middle of the each link and the load mass is m l = 1 kg attached to the end of the last link.
The Dysim program selects 17 generalized coordinates (three for each links and two for the load) for the manipulator. The system consists of 12 constraints. The Lagrangian function and the dynamic equations of motion including constraint equations and differential-algebraic equations are automatically developed by the program.
RESULTS
The proposed method was implemented in Simulink. The optimization routine is based on inverse dynamic analysis which requires acceleration profile of the motion as defined by fifth order B-spline functions, which guarantee continuity of velocity and acceleration and provide zero velocity and acceleration for the start and end positions.
There are total of 18 parameter to be optimized, 1 for the end position, and 3 for the uniform B-spline function for each of the links 1, 2 and 3. Also 6 for the two B-splines specifying f x and f y . The initial values of the free parameters are selected randomly. These correspond to a motion profile as shown in Fig. 3 , giving an initial cost value of C = 14, 486.
After optimization, the cost function is reduced to C = 3, 022, which corresponds to 79% reduction. The corresponding path is shown in 
CONCLUSIONS
A methodology for optimal trajectory planning of redundant and hyper redundant manipulators has been described in this paper. A numerical inverse dynamic model for five degree of freedom redundant manipulator is performed by using Lagrangian dynamics and in-house software package Dysim. Uniform fifth order B-spline functions were used to define the trajectory. The constraints are handled within the cost function to improve computational efficiency by preventing calls to inverse dynamic model when constraints are not satisfied. Furthermore, a virtual link concept has been introduced to replace all redundant links to simplify the process of eliminating physically unrealizable paths before calling the inverse dynamic simulation. This makes the proposed generic approach applicable to manipulators with large degree of redundant links. The required torques were also calculated for each redundant links in the system. 
