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群馬大学では，平成 22 年 3 月に荒牧キャンパスの学内 LAN を再構築した．新しいネットワークは各部
屋とコアスイッチをそれぞれ光ファイバーで直接接続し，部屋ごとに 1Gbps の帯域を占有できる超高速の光
直収ネットワークである．本稿では，新ネットワークの構築と運用，ならびにこれらを通し明らかになった課
題について報告する．
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We have reconstructed campus LAN of Aramaki at March, 2010 in Gunma University. The new
network has great new feature that can transport from desktop to network hub by 1Gbps because
of direct connection of optical ber. In this paper, we report the construction, administration and
future task of the new network.
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1 はじめに
学内 LAN は教育研究に必須のインフラストラク
チャである．全国の国立大学法人では平成 12 ～ 13
年度補正予算で Gigabit Ethernet が構築されてい
るものの，構築からの経年変化で学内 LAN が老朽
化していることが問題視されており [1]，平成 21 年
度学術情報基盤実態調査で， 86 ある国立大学法人
のうち 52 法人が「学内 LAN の老朽化・陳腐化」を
問題点に挙げている [2]ことからも分かる通り，学
内 LAN の刷新が大学全体の焦眉の検討課題となっ
ている．この課題を解決するため，群馬大学 (以下
「本学」とする) 荒牧キャンパスでは，光直収ネット
ワーク (Fiber to the desk ，以下「 FTTD ネット
ワーク」とする) による学内 LAN の再構築という
手法を取った．併せて部局での分散管理となってい
たネットワークを総合情報メディアセンター (以下
「メディアセンター」とする) での一元管理へと移
行した．本稿では， FTTD ネットワーク導入の経
緯，構築ならびに運用を通して明らかになった本手
法の利点に加え，今後の課題について報告する．
2 FTTD ネットワーク導入の経緯
2.1 これまでの学内 LAN の問題点
図 1に，旧来の学内 LAN と FTTD ネットワー
クを比較した図を示す．本学の学内 LAN (群馬大
学学術情報ネットワーク， Gunet) の歴史は 1989
年にさかのぼる． FTTD ネットワーク導入前まで
には各キャンパスごとにコアのルータそれぞれ 1
または 2 台とし，ルータ間は RIP によりルーティ
ングの制御を行うシンプルな構成を追求してきた．
FTTD ネットワーク導入を検討した理由には，背
景に次の問題点があった．
■将来性が無い PC 等端末が利用できるネット
ワークの帯域はこの 10 年で 10Mbps から 1Gbps
と 100 倍になった．しかしながらインフラ側の
ネットワークは 1Gbps が限界であり， 10 年先，
次期中期，次次期中期のスパンで考えると，将来
性のある (つまり増速にも対応できる) 手法による
学内 LAN の再構築が必須であった．全面光ファ
イバによる FTTD ネットワークはこの要件を満た
すものであった．メタルによる 10Gbps Ethernet
ネットワークの構築という選択肢も考慮したもの
の，ネットワーク機器の全面刷新という意味では
FTTD ネットワークと本質的には変わらないため，
長期的視点から光ファイバによる刷新を選択した．
■トラブルへの対応が困難 前述の通り本学では，
ルータの台数を削減することによりトラブルに強い
シンプルなネットワーク構成を追求してきたが，や
はりフロア単位などで設置されている L2 スイッチ
の故障は避けられない．メディアセンターから末端
の端末までの間に介在するネットワーク機器の数が
多ければ多いほど故障の確率が高くなっていくこと
も問題であった．加えて，ネットワーク末端でのト
ラブルの原因がメディアセンター以外の機器である
場合，その管理部局ではそもそもどこにどんな機器
があるのかさえ把握していないことが多く，メディ
アセンターでは管理部局との折衝など，復旧のため
に多大の時間を費やすことが度々あった．これらの
問題点を解決するため，ユーザとメディアセンター
の責任分界点が明確で，故障の少ないネットワーク
が必要とされていた．
■部局ごとに運用がバラバラ 旧来の LAN では，
機器をツリー状に部局ごとに配置してきたため，部
局ごとのローカルなルールでの運用を行ってきた．
たとえばある部局では LAN ケーブルを繋げばす
ぐネットワークが利用できるのに，他の部局では
MAC アドレスの登録が必要であったり (しかも認
証とは無関係) ，別のある部局では特定の教員に申
請を行わなければ接続のための設定情報を教えても
らえないなど，利用者のためのネットワークとは言
い難い状況であった．加えて，各キャンパスのルー
タには部局サブネット，キャンパスごとの通信制
御を行うための膨大な歴史的 ACL が蓄積されてお
り，「 A キャンパスでは○○ができるが，B キャン
パスではできない」．「 C キャンパスと D キャンパ
ス間では○○が繋がるが， C キャンパスと B キャ
ンパスでは繋がらない」．といった不満が日常的に
寄せられていた．すなわち，ネットワークが精神
的，物理的障壁の一因となりコラボレーションが困
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図 1 旧来の LAN (左) と FTTD ネットワーク (右) の比較:旧来の LAN は将来性が無く，トラブル
への対応が困難でインフラとしての可用性に欠ける．加えて，部局ごとに運用がバラバラでコラボレー
ションを阻害してきた． FTTD ネットワークはこれらの問題を解決する高速かつシンプルなネット
ワークである．
難であるという憂慮すべき自体を招いていた．我々
はこの原因が「歴史的 ACL 」が原因であろうと推
察していたが， ACL が設定された当時の部局の管
理担当者の交代などによりその経緯を知る者が誰も
いなくなるなど，全く管理できていない状態であっ
た．従って，部局の壁を越えた柔軟な運用が可能な
ネットワークが必要とされていた．
2.2 FTTD ネットワークとは
FTTD ネットワークとは，コアスイッチから各
部屋に直接光ファイバーを敷設するスター型ネット
ワークである (すなわちファイバーの芯数=部屋数
となる) ．光ファイバーの末端となる各部屋にはメ
ディアコンバータを設置し， UTP での接続ができ
るようにするのが一般的である．同様の事例として
は千葉工業大学，了徳寺大学，埼玉大学 [3]，琉球大
学などの事例があり，学内 LAN 再構築の一手法と
なりつつある．
2.3 学内合意の形成
平成 19 年度より， CIO のもと本学の情報化を
一元的に推進するため「情報化推進室」が組織され
た．室員には研究担当理事，事務担当理事を含んで
いるため，情報化推進室での決定事項が実質的なも
のとなるのが強みである．平成 19 年 12 月に開催
された情報化推進室会議において， FTTD ネット
ワークを設備マスタープラン枠で平成 21 年度概算
要求に係る重点事項に盛り込むことが決定された．
2.4 システム更新との関係
FTTD ネットワークが概算要求で認められたと
しても，平成 21 年 3 月に更新時期を迎える本学情
報基盤システムの構築との同期は不可能であった．
そこで，情報基盤システムの仕様は FTTD ネット
ワークの実現を前提とし策定することとした．具体
的には，コアスイッチに FTTD ネットワークで実
績のある Alcatel-Lucent 社製を採用した．
2.5 予算の獲得
平成 21 年度第一次補正予算にて FTTD ネット
ワークの整備を行うことが認められた*1．しかしな
がら，本学の全 4 キャンパスに必要な経費には到底
届かない予算額であったため，部屋数約 600 の荒
牧キャンパス学内 LAN を FTTD ネットワークに
より再構築することとなった．また，補正予算で認
められたのは「施設整備」であり，光ファイバーを
*1 政権交代で一時執行が危ぶまれた．
敷設する「工事」は学内経費からの負担とならざる
を得なかった．つまり， 1 つの FTTD ネットワー
クの構築に「施設整備」と「工事」の 2 つの調達が
関わることになり，本事業を成功させるには， 2 つ
の調達が互いに連携できるような政治的/ 事務的コ
ントロールが必要であった．
3 FTTD ネットワークの構築
FTTD ネットワークの構築は平成 21 年 6 月か
ら開始し平成 22年 3月に完成を見た．今回 FTTD
ネットワークを構築した荒牧キャンパスには教育学
部，社会情報学部と大学本部があり，全学部の一年
生は荒牧キャンパスで教養教育を受けることになっ
ている．荒牧地区に割り当てられている VLAN 数
は 45 であり，メディアセンターが管理している教
育用端末が合計 216 台設置されている．
3.1 構築の方針
平成 21 年 3 月に更新した情報基盤システムを
拡張する形で構築する．すなわち，既存の荒牧キャ
ンパスコアスイッチ (以下「既存コア」とする) が
ルーティングを担うことは変わらない． 600 部屋
からの光ファイバを直収する認証スイッチを導入
し，既存コアと 20G で接続する．ユーザにとって
は， FTTD ネットワークを選択しても旧来の学内
LAN のままでも良い環境が実現することとなる．
3.2 FTTD ネットワークの概要
3.2.1 物理層
総合情報メディアセンター情報基盤部門荒牧セン
ターサーバ室 (以下「サーバ室」とする) に設置し
た認証スイッチから各部屋までシングルモード光
ファイバーを敷設している．より詳細には，サーバ
室の認証スイッチに実装した 670 個の SFP それ
ぞれから，サーバ室/ 各建物パッチパネル経由で各
部屋光コンセントまでそれぞれ 2 芯が配線されて
いる．予備を含め合計 1,668 芯の光ファイバーが
サーバ室の 43 枚の 1U パッチパネルで 19 インチ
ラック 2 本に分け収容され，各建屋，各部屋に向
かうことになる．すなわち途中のネットワーク機器
による変換*2や枝分かれが一切無いスター型ネット
ワークである．図 2にサーバ室のパッチパネルを示
す．パッチパネルから光コンセントまでが「工事」
での構築範囲となる．光コンセントの位置はほとん
どの場合天井近くに設置されている．これは，多く
の居室では足元近くへの配線工事が困難であったこ
とと，メディアコンバータの電源確保が容易という
意味合いがある．ほとんどのネットワーク機器は光
ファイバーを直接接続することはできないため，光
コンセントからメディアコンバータまでパッチケー
ブルにて接続している．図 3 に光コンセントとメ
ディアコンバータを示す．メディアコンバータは多
様なユーザの機器に対応するため，10/100/1000 対
応の製品を選択した．対応機器と接続すれば，部屋
ごとに 1Gbps の帯域をベストエフォートで共有で
はなく「占有」できる環境が整う．このような構成
の FTTD ネットワークは日本で初めてである．
図 2 荒牧キャンパスの光ファイバーが収容され
るパッチパネル:認証コアスイッチからの光ファイ
バーをキャンパス内の全ての部屋に配線する起点
となっている．
3.2.2 データリンク層
FTTD ネットワークの概要図を図 4 に示す．
コアスイッチは前述の通り，既存コアと合わせ
*2 先行事例ではサーバ室側に集合メディアコンバータがあ
り，コアスイッチ側 UTP と光ファイバーの変換が必要
であった．本学の構成は光ファイバーをコアスイッチに
直収した，よりシンプルな構成である．
図 3 各部屋に設置されている光コンセントとメ
ディアコンバータ: 多くの場合天井近くの壁面に
設置されている．
図 4 FTTD ネットワークの概要: 各部屋ごとに
1Gbps を占有できる高速ネットワークを日本で初
めて実現した．
Alcatel-Lucent 社 OmniSwitch 9800 を計 3 台採
用した．既存コアはルーティングと旧来の LAN の
接続，新規追加の 2 台のコアスイッチは FTTD
ネットワークの認証と VLAN へのバインドのみを
行う構成とすることで，旧来の LAN からのスムー
ズな移行が可能になるよう配慮した．図 5に新規追
加したコアスイッチを示す．認証方式は MAC ア
ドレス認証をデフォルトとし， MAC アドレスに
対応した VLAN にバインドできるものとした．こ
の仕組みを実現するため，ユーザが自分の機器の
MAC アドレスと VLAN の対応を登録するシステ
ムを構築した．このシステムについては後述する．
MAC アドレス認証に失敗した場合は，自動的に
Web 認証に遷移する構成とすることで，ユーザの
心理的障壁の払拭を狙った．
図 5 新規追加したコアスイッチ (下) と Radius
サーバ (上):670 個の SFP が実装されている．既
存コアとは 20G で接続されている．
3.2.3 ネットワーク層
基本的に DHCP サーバで IP アドレスを割り当
てて運用することとなった．ルーティングについて
は，荒牧キャンパスではルータを独自に運用管理し
ている学部が一つあり， FTTD ネットワークへの
スムーズな移行を進めるためには，学部ルータを廃
止するためのネットワーク停止が僅かな時間である
が発生した．アクセス制御については，本学では対
外接続装置の直下に Firewall 機器を設置し，平成
21 年 4 月より，学外から学内への接続を全て拒否
すること，学外にサーバを公開したい場合には申請
いただくことになっている．この変更と，学部ルー
タの廃止により，2.1で述べた「歴史的 ACL 」を全
てクリアすることができ，結果としてキャンパス内
で統一したネットワーク運用となった．すなわち，
FTTD ネットワークの構築により，学内 LAN を
可用性の高いインフラストラクチャとして再構築す
ることができたと言えるだろう．
3.3 MAC アドレスベース認証 VLAN の実現
FTTD ネットワークの利点はルーティングと
VLAN の割り当てを集中管理できることである．
加えて，OmniSwitch には 1 ポートで複数 VLAN
を割り当てることができるため， MAC アドレス
を認証に用い，かつ端末をその MAC アドレスに
応じた VLAN に所属させる MAC アドレスベー
ス VLAN が最も FTTD ネットワークのメリット
を生かすことができる．この機能は図 6 に示す通
り，認証スイッチ， Radius サーバ，ユーザ向けの
MAC アドレス登録システム，全学認証基盤が連
携することで実現される．認証スイッチは Radius
サーバに登録された MAC アドレスと VLAN の
対応づけに基づいて認証成功したネットワーク機
器を VLAN にバインドする． Radius サーバには
FreeRADIUS[4] を使用しており，バックエンドに
は MySQL を動作させている．
図 6 MAC アドレスベース認証 VLAN の実現
手法:全学認証基盤を起点とし， MAC アドレス/
ユーザ ID による認証によりネットワーク接続が
可能となる．
本学では全学的な認証基盤として「全学認証アカ
ウント」を学生・教職員に配布しており，本システム
に「全学認証アカウント」でログインしネットワー
ク機器の MAC アドレスの登録を行う．ログイン
したユーザの部局情報をもとに，ユーザの所属，身
分に応じたサブネット候補が表示されるようにシス
テムを開発した (図 7) ．アドレスとサブネットの
登録が完了すれば，MySQL のレプリケーション機
能により，Radius サーバの MySQL データベース
に登録情報が伝搬し， FTTD ネットワークに接続
可能な状態となる．該当サブネットに DHCP サー
バが存在すれば，情報コンセントに UTP で PC
を接続するだけで FTTD ネットワークを利用でき
る． MAC アドレスを登録していない場合，情報コ
ンセントに PC を接続し Web ブラウザを起動する
と，認証スイッチの Web インターフェースにリダ
イレクトされる．ここで全学認証アカウントで認証
の後ネットワークが利用できる．
現状の OmniSwitch9800のファームウェアでは，
Web インターフェースとブラウザの通信を暗号化
するための証明書が自己署名のものとなっており，
認証に至るまでのプロセスでユーザを不安にさせる
エラーやワーニングが表示される．証明書は認証の
礎であるとの問題意識から，我々は Alcatel-Lucent
社に数度改善を申し入れ，近い将来のファームウェ
ア更新で改善されるとの回答を得ている．
4 FTTD ネットワークの運用
本学荒牧キャンパス FTTD ネットワークは平成
22 年 3 月 23 日より運用を開始した．運用開始か
ら現在まで特に目立った障害もなく順調に稼動して
いる．
現在の荒牧キャンパスに着任した新しいユーザ
は，まず全学認証アカウントの取得を行い，ネット
ワーク利用時に全学認証アカウントによる Web 認
証か MAC アドレス認証により自身の VLAN にバ
インドできるようになる．メディアセンターで行わ
なければならないことは基本的には全学認証アカウ
ントのメンテナンスのみである．このことにより表
1に示す通り，運用管理の省力化とセキュリティの
向上を実現した．
図 7 MAC アドレス登録システム:総合情報メ
ディアセンター アカウントポータル内にあり，
ユーザの所属，身分 に応じたサブネット候補が表
示されるよう全学認証基盤との連携を行っている．
表 1 旧来の LAN と FTTD ネットワークの運
用管理の観点からの比較．運用管理の省力化と
セキュリティの向上を実現したことに加え，学
内 LAN が将来性の高いインフラストラクチャと
なった．
旧来の LAN FTTD ネットワーク
将来性 低 (最大 1Gbps を共有) 高 (1Gbps を占有可能)
トラブル対応 困難 容易 (メディアコンバータが責任分界点)
運用 部局によって異なる キャンパスで統一
4.1 運用開始
大学においては構成員や組織そのものの性格上，
トップダウンでの変革は困難なものである．加え
て，メディアセンターとしても FTTD ネットワー
クの運用はこれまで行ったことのないものであるた
め，旧来の LAN からの移行を徐々にお願いすると
いうスタンスで運用を開始した (FTTDネットワー
クは旧来の LAN との共存が可能である) ．キャン
パス内で FTTD ネットワークへの接続・移行に関
する講習会を数回開催し，旧来の LAN よりも高速
であること，故障に強いことを説明し，MAC アド
レスを登録するメリットを強調するよう努めた．よ
り詳細には次の通りである．
平成 22 年 3 月 23 日 耐震改修工事の関係上，
FTTD しか LAN がない建屋のユーザに運
用開始当日に説明会を開催
平成 22 年 4 月 26 日 キャンパス全体に向けた説
明会を開催
今後，建屋の改修などに合わせ，今年度中の完了
を目指して移行を進めていく予定である．
4.2 事務ネットワークの FTTD 移行
本学の事務系ネットワークは端末を Active Di-
rectory により管理している．また，各キャンパス
に Firewall を複数設置し VPN 接続することで複
数のサブネットを事務系ネットワークとして束ねて
いる． FTTD ネットワークはルーティングを全て
コアスイッチで行うため， 事務ネットワークにつ
いては徐々に FTTD ネットワーク へ移行するとい
うことはできず， 完全な移行が必要であった．
そこで，平成 22 年 5 月の GW に移行作業を行
うこととなった．移行にあたりすべての事務系の端
末の MAC アドレスを事前に調査し Radius サーバ
に登録した．加えて， Firewall を事務局からから
サーバ室に移設した．これにより事務系ネットワー
クは全面光ファイバとなり，荒牧キャンパスのどこ
であっても事務ドメインにログインできることと
なった．たとえば図書館司書がガイダンスのため説
明を行う部屋でネットワークを使いたい場合，これ
までは部屋の情報コンセントの先のネットワークを
事務系ネットワークに手動で差し替える操作が必要
であったが， FTTD ネットワークへの移行後は情
報コンセントへの接続だけで事務系ネットワークが
利用できるようになった．加えて，ネットワーク接
続には MAC アドレスの登録が必須となったため，
セキュリティを重視する事務系ネットワークには歓
迎されている．
4.3 運用上の課題
FTTD ネットワークの運用を開始して半年とな
るが，各部屋に設置したメディアコンバータを含
め，機器の故障は今のところ発生していない．ま
た，FTTD ネットワークは構成がシンプルなため，
機器そのものの運用における課題も今のところ見当
らない．
一方，ユーザへの対応の部分では課題が少なから
ず存在する．4.1節で述べた通り，荒牧キャンパス
で 2 回に分けて説明会を行い， FTTD ネットワー
クへの接続手順書を Web ページにて公開した．し
かしながら， FTTD ネットワークに移行しなくて
も旧来の LAN が使える状態であるユーザが大多数
であることから，説明会の出席者は少なく，残念な
がら説明会の開催そのものが効果的であるとは言え
なかった．
また，これまでのユーザからの問い合わせは，
FTTD ネットワークへの接続・移行のために必
要となる MAC アドレス登録について，そもそも
MAC アドレスとは何かという部分からの説明が必
要である場合が大部分であり， MAC アドレスの
登録という手法がユーザにとっては敷居が高く感じ
られる場合があることが報告されている．加えて，
Web 認証と MAC アドレス認証の 2 つの認証方式
が存在するため，この 2 つがどのような関係にある
のか十分に理解してもらえず，混乱の原因となる場
合があった．これらを解決するため，今後 FTTD
ネットワークへの移行を本格化させていく過程で，
ユーザにとって分かりやすいマニュアルや Web サ
イトの整備をしていく必要がある．
MAC アドレス登録システムの運用についても課
題がある．たとえば，雇用 (つまり認証基盤上) は
事務局所属であるが所属したいサブネットは○○学
部という，雇用上の組織と実質的にコミットしてい
る組織 (つまりサブネット) が異なるというケース
に対応できなかった．これは大学という組織の抱え
ている問題点であるとも言えるが，他キャンパスで
認証 VLAN を構築するためには，まずはユーザの
グルーピングをどうするか，綿密に考慮する必要性
が浮き彫りになったと考えられる．
5 まとめと今後の課題
本稿では，日本で初めて 1Gbps の帯域を部屋ご
とに占有できる FTTD ネットワークの構築と運用
について報告した． FTTD ネットワークの導入に
より，学内 LAN が将来性の高い，柔軟な運用が
可能なインフラストラクチャとして再構築された．
旧来の LAN では物理的ロケーションとサブネッ
トは基本的に不可分の関係であるとされてきたが，
FTTD ネットワークをベースとした認証 VLAN
は，ネットワークはユーザ中心というパラダイム
シフトを我々に提示した．今回の経験を生かし，他
キャンパスにおいても FTTD ネットワークで学内
LAN を再構築するためのアクションを継続する予
定である．
このことに限らず， ICT の進歩は大学を変革す
るためのトリガーとなるであろう．変化することを
恐れず，変化を先取りする気概を持って大学のネッ
トワーク，情報システムの運用を行って行きたいも
のである．
謝辞
今回，本学荒牧キャンパス FTTD ネットワーク
構築が成功したのはセンター関係者に加え，契約担
当者，施設部担当者，「設備整備」「工事」の調達関
係者が一丸となり協力したからである．ここに厚く
御礼申し上げる．
参考文献
[1] 科学技術・学術審議会 学術文科会 研究環境作
業部会学術情報基盤作業部会. 学術情報基盤の
今後の在り方について (報告), 2006.
[2] 平成 21年度 学術情報基盤実態調査, 2010.
[3] 田邊俊治,小川康一,伊藤和人,吉浦紀晃. 光直収
ネットワークによるキャンパスネットワークの
管理運用. 第 9回 インターネットテクノロジー
ワークショップ (WIT2008), 小樽, June 2008.
インターネットテクノロジー研究会.
[4] The FreeRADIUS Server Project. Freeradius.
http://freeradius.org.
