Abstract-In this paper, we develop some new automatic repeat request (ARQ) protocols for multiple-input multiple-out (MIMO) flat-fading channels which adapt the bit-to-symbol mapping of each ARQ retransmission. We begin by defining a model for distinctly mapped transmissions through flat-fading MIMO channels. We characterize the effect that such a mapping diversity has on an integrated receiver utilizing sphere decoding. Varying the symbol mapping complicates the sphere decoding process, particularly for the enumeration of candidate solutions within the sphere. A technique that enables quick candidate enumeration is presented, utilizing concepts from existing closest point search schemes. The advantage of mapping diversity, in reducing bit error rate and reducing computational complexity, is presented along with simulation examples.
I. INTRODUCTION
C RITICAL figures of merit for a communication system often include low frame error rates and high data throughput to its end users. Effective handling and reduction of packet retransmissions are vital to performance improvement of wireless automatic repeat request (ARQ) networks. Generally, if errors remain after error correction in reception of a transmitted data packet, a request for retransmission is issued to the transmitter. Clearly, ARQ protocols and forward error-correction codes are two important types of error correction mechanism in wireless networks. As a result, the development and exploitation of ARQ protocols have been the subject of much research at both the network and the physical layers. A general discussion of ARQ systems from a coding perspective can be found in [1] .
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Z. strategies, including an approach that combines soft-decoded codewords from multiple packet transmissions into a single soft codeword [3] . Others, including Hagenauer and Rowitch and Milstein, have developed schemes utilizing rate-compatible codes, where retransmitted copies of a packet are each uniquely punctured to improve throughput [4] , [5] . Stuber and Narayanan developed an ARQ receiver using error-correcting codes where the extrinsic information from the decoding of previous packets is reused [6] . Zhang and Kassam outlined a hybrid ARQ protocol for rate-compatible codes in fading channels that selectively combines a subset of the received transmissions [7] . Recently, an approach that adapts the bit-to-symbol mapping for each retransmission was developed for an integrated receiver, providing significant reduction in bit error rate (BER) while requiring minimal increase in system complexity [8] , [9] . Also, approaches exist that exploit retransmission diversity at the output of intersymbol interference channels [10] , [11] .
This paper studies the effectiveness of packet retransmissions in multiple-input multiple-output (MIMO) systems, where multiple antennas may be present at the transmitter and/or receiver. The spatial dimension provided by multiple antennas is known to dramatically increase system capacity [12] , [13] . As a result, MIMO systems have become important and popular research subjects. In particular, the combination of MIMO spatial diversity with temporal diversity has led to widespread development of space-time coding schemes. Many approaches have been proposed for space-time coding; some of the more popular are V-BLAST, space-time trellis coding, space-time bitinterleaving coded modulation (BICM), and space-time block coding [14] - [18] .
As packet retransmissions in MIMO systems utilize spatiotemporal diversity, this work has many similarities to space-time coding. However, with ARQ we utilize incremental redundancy (i.e., retransmissions made only when necessary) to minimize the number of retransmissions for better throughput; with space-time coding, the redundancy or number of retransmissions (or code rate) is predetermined. Others have recently studied packet retransmissions in MIMO systems. Onggosanusi et al. introduced methods for combining packet transmissions by using zero-forcing and minimum mean squared error (MMSE) receivers [19] . Ding and Rice proposed a hybrid ARQ protocol involving spatiotemporal vector coding and multidimensional trellis-coded modulation (TCM) [20] . Nguyen and Ingram investigated hybrid ARQ protocols for systems that use recursive space-time codes [21] . Zheng et al. suggested separating the ARQ process into ARQ subprocesses that operate over an isolated pairing of a transmitter and receiver antenna [22] .
In this paper, we define an ARQ protocol for MIMO flat-fading channels where the bit-to-symbol mapping is adapted per retransmission using symbol mapping diversity. After reviewing mapping diversity, we define a model for distinctly mapped transmissions through MIMO channels and the impact that mapping diversity has on a sphere decoding receiver. Varying the symbol mapping complicates the sphere decoding process, mostly in the enumeration of candidates within the sphere. We propose a method that delivers fast candidate enumeration, using a technique developed for computational vision problems. An application of mapping diversity is provided, along with insight into its effect on BER improvement and computational complexity. A second, but very similar, ARQ protocol is described involving hybrid retransmissions that are composed of both retransmitted symbols and original symbols. Precoding (per retransmission) techniques are introduced to increase the diversity among retransmissions through identical MIMO channels. Also, a discussion of the relationship between these protocols and space-time coding is presented. We conclude with simulation results to validate the primary ARQ protocol.
Standard notations are used in this paper. 
II. ARQ AND MAPPING DIVERSITY
The ARQ protocol utilized herein is fairly straightforward: a packet of labels is initially transmitted, and subsequent retransmissions of this packet are made until the entire packet is received error-free. With regard to error-checking, generally the bits that comprise the packet undergo a cyclic redundancy and parity check at the receiver. If that check fails, the receiver saves the received packet and requests the transmitter to retransmit the packet itself or some additional information about the packet. Previous erroneous transmissions are saved so that they can aid in mitigating errors of the current transmission, typically through some type of packet combining.
Before describing an ARQ protocol for MIMO systems that employs mapping diversity, we review mapping diversity in single-input single-output flat-fading channels [9] . We begin with a set of real-or complex-valued points that represents the points of a signal constellation, e.g., 16 -QAM. Given a packet of bits, consecutive groups of bits are assigned to symbols in via a symbol mapping function . Herein, these groups of bits are referred to as labels (which is consistent with [23] ) and label represents the decimal equivalent of these bits. The key concept of mapping diversity lies in each retransmission using a symbol mapping that differs from the mappings of previous transmissions in order to minimize the BER at the receiver. Fig. 1 illustrates the basic operational and informational flow of ARQ with mapping diversity. For transmissions of the same packet, we define symbol mapping functions . The transmitter sends symbols , and the receiver obtains samples , where and is . The variable represents the fading gain of the th transmission and is Gaussian. The receiver stores the previously received transmissions, and thus uses a maximum likelihood (ML) receiver on samples (1) For choosing the appropriate mappings, optimality is defined as minimizing the BER. A generic BER upper bound was developed for transmissions under symbol mapping diversity (2) where is the probability of transmitting (generally ) is defined to account for the number of bit errors that result from a label misdetection and is the pairwise error probability (PEP) that is more likely than to be detected given that is transmitted. Here, the metric is defined as
Rather than jointly computing the mappings, we compute the th mapping given the previous 1 mappings, usually starting with any Gray mapping for . This solution is optimal for ARQ-type applications which have a secondary objective to minimize the number of transmissions (mappings) needed to achieve a desired BER. In other words, it is desirable to choose mapping without expecting or relying on future (re)transmissions. Our optimization problem then simplifies to (3) where is the set of all possible mappings and is the pairwise BER that results from mapping label to symbol and label to symbol in the th mapping Though still computationally difficult, (3) falls into a category of combinatorial optimization problems referred to as the quadratic assignment problem, and exact and approximate solvers are available. For the optimization posed in (3) leading to a PEP of with and . This PEP is numerically computed to provide the function for solving (3), generating optimal mappings for fading channels [9] .
Rather than computing mappings in real-time, we compute the mappings for a set of appropriate signal-to-noise ratio (SNR) values (and perhaps Rice factors) offline and store them in a table at both the transmitter and receiver. This avoids both the prohibitive computational costs and the need to transmit/receive mapping information.
III. SYSTEM MODEL
We now extend mapping diversity to MIMO scenarios. We consider transmissions of a packet of labels, illustrated in Fig. 2 , with a transmitter of antennas and a receiver of antennas. More specifically, we narrow our focus on blocks of the packet, with each block containing user labels, that are transmitted times. Each transmission utilizes a unique symbol mapping for all labels. A matrix represents the th transmission channel response, with its th element indicating the fading coefficient between transmit antenna and receive antenna . This fading gain is Rayleigh distributed, so that is a Gaussian variable of . For the th transmission, the receiver obtains
The noise vectors are independent identically distributed with Gaussian distribution . Note that each label is distinctly mapped via mapping functions . Later in this paper, we shall discuss the selection of optimal mappings.
The receiver employs a joint ML decoder that integrates multiple received signal vectors to generate more reliable source signal estimates . Assuming that the channels are perfectly known to the receiver, the ML decoder leads to (5) At first glance, minimizing the metric in (5) appears to require an exhaustive search over all candidates of . Fortunately, through algebraic manipulations, the metric can be rewritten to avoid an exhaustive search. By defining , the metric is Let be an upper triangular matrix that satisfies . This is typically accomplished with a Cholesky decomposition [24] , [25] . The elements of are indicated using (or ), and the metric becomes (6) This metric bears many similarities with the metric that is minimized using sphere decoding. The primary difference involves the inclusion of multiple transmissions and their different mappings. We now discuss the application of sphere decoding to minimize our metric while maintaining a low computational burden.
IV. APPLYING SPHERE DECODING
Recently, sphere decoding has become a low-cost alternative to exhaustive, brute-force ML searches [26] , [27] . The primary strategy in search reduction is the removal of all points outside of a hypersphere centered about the received data point . Beginning with , labels whose mapped symbols fall inside the hypersphere are sequentially selected to compose a data estimate . Several techniques exist that quickly enumerate all symbols/labels within the hypersphere [17] , [27] . This estimate is saved, and the radius of the hypersphere is decreased to the distance between the symbols of and . This process is repeated until no candidates exist within the hypersphere, and the most recent data estimate becomes the ML estimate. The expected complexity of sphere decoding is cubic in most instances [26] .
In applying sphere decoding to our multiple-transmission scenario, we first define a hypersphere of radius , with a modification of the rule proposed by Hochwald and ten Brink [17] The parameter is chosen to ensure that the hypersphere contains some candidates. From the metric (6), we focus on the label by looking only at the term of the summation. Thus, we seek to choose a label that satisfies the inequality
The set of all candidate labels that satisfy (7) is denoted by . With , techniques exist to enumerate candidates that satisfy (7) [17] . These techniques lead to fast enumeration, one of the critical benefits of sphere decoding. Unfortunately, these techniques do not extend feasibly to cases where . One solution is to directly compute (7) for all possible labels and sort these in ascending order to produce a list of viable candidates for . However, this is an exhaustive solution and renders sphere decoding less useful. The issue of quickly enumerating these labels is discussed shortly.
Given a method for fast candidate enumeration, the sphere decoding algorithm is easily applied. With the set , a candidate label is chosen and removed from , and we proceed in finding a candidate for . The process described above is repeated, where the term of the summation in (6) is isolated, and is substituted into the term. A candidate is chosen and removed from , and we proceed to find and , etc. In constructing the candidate set , the inequality of interest becomes (8) with and radius
The variable is the center of the region defined by (8), and adjusts the radius of this region by accounting for the 1 through terms of the summation in (6).
When the decoder finishes with the stage, we have a complete estimate . This estimate is not necessarily the true ML estimate, as other points may still lie within the hypersphere. The radius is updated to the distance between and , which is computed using (6) . The decoding process starts over using this updated radius to determine if a better estimate exists.
When the set is empty, then at least one of the previously chosen candidates is incorrect and should be changed. The decoder moves sequentially through the existing candidate sets starting from to until a nonempty set is encountered. It then chooses and removes a new candidate from and continues the decoding process with the creation of a new and , etc. When the sets are all empty, there are two possible actions. If estimates for already exist, then the most recent estimate is the true ML estimate. Otherwise, the initial radius is too small and is increased; the decoding process starts over with this new radius.
V. CANDIDATE ENUMERATION
We propose an enumeration method that incorporates concepts applied in many computational vision problems that require pattern matching using eigendecompositions. These problems frequently require closest point searches to find the point , in a fixed set of points embedded in a -dimensional space, that is closest in Euclidean distance to a query point . To accomplish this search efficiently, an algorithm was introduced where the points of are sorted along each dimension, creating sorted lists [28] . Given a point , a hypercube is defined with center , and points within the hypercube are quickly identified from the sorted lists.
The region specified by (8) can be rewritten, separating the real and imaginary components, as This form follows that of a 2 -dimensional hyperellipsoid region with axes of length along the th real and imaginary components and center To find the candidate values of inside , an orthotope (or hyperbox) region is defined that has center and edge length along the th real and imaginary components. Since tightly bounds , all points in will also be in . Assuming that all symbols are sorted along the real and imaginary dimensions, a set of labels inside is easily created. The set of candidate labels that fall in are discovered by evaluating (7) for all labels in . The details of using sorted lists to create are found in the work of Nene and Nayar, who indicate that the computational complexity of this search algorithm is generally independent of the problem dimensionality [28] . We apply and review the basic principles of their search algorithm to enumerate labels in the orthotope .
A. Sorting and Searching
The indexes of the labels sorted along the th real and imaginary dimensions are indicated by the sets and , respectively, so that [1] is the label with the smallest real component in mapping and label has the largest real component. Thus, the sorted list is organized so that . Conversely, the sets and contain the indexes that are the reverse of and , where is the location of label in the list , so that . We note that these sorted lists and sets can be created off-line and stored in memory at the receiver.
Using and the axes , the labels that fall in the intervals and are quickly identified. More specifically, a search of is employed to find the index of the smallest element in greater than . Similarly, the index indicates the largest element in less than . This search is closely related to the well-known binary search, with worst case complexity [29] . Moreover, finding these boundary indexes for all 2 dimensions implies a worst case complexity . From the dimension that has the minimum (or ), the set of labels is initialized to
The minimizing dimension is used to initialize since it contains the smallest number of labels. Cases where no labels exist in are easily noticed by cases such as , or when , and/or do not exist because the real or imaginary interval does not intersect the space inhabited by . Each label is then checked among the remaining real and imaginary dimensions by simple integer comparisons. The label is eliminated from if , and/or . This elimination stage has worst case complexity , with as the number of labels initially in . Hence, the worst case complexity for creating is
The creation of involves evaluating (8) over all elements in , leading to a final enumeration complexity of Since , the enumeration complexity simplifies back to (9) . Clearly, this is linear in the number of transmissions , but the nature of is not so easily apparent.
B. Other Complexity Issues
To fully analyze the complexity, a key geometrical issue arises regarding the intersection of and the mappings of all possible labels. This obviously depends upon the mappings , as they may produce a sparser distribution the labels among the 2 dimensions. This desire of a sparser distribution is related to the objective of reducing BER, and is discussed in the following section. As increases, proper mappings should result in a more sparser distribution of the labels. The intersection is also dependent upon the center and eccentricity of the region ; both are highly dependent upon the channel and thus difficult to directly analyze. However, as increases, the likelihood of one or more large values among the , and variables increases. A large results in a high eccentricity, while a large or (in terms of magnitude) offsets the center of . Either one of these scenarios will shrink the intersection space and produce a smaller . We thus hypothesize that as increases, the intersection space will contain fewer labels, as will .
A second geometrical issue of interest is the volumetric relationship between and . Comparing the volume of a hyperellipsoid with the volume of orthotope that bounds it provides insight into the number of labels in that are not in . The ratio of these volumes is
The function is the gamma function, and when is an integer, . For , this ratio implies that approximately 78.5% of the labels in are also in . With this in mind, an alternative to evaluating all labels in may be to directly assign . Any label selected from that is not in will produce an that is negative, so is empty, and the decoder will backtrack to select another label from . This alternative is only practical for small ; for , and , the respective ratios are 30.8%, 8.1%, and 1.6%. As increases, approaches zero, the unavoidable consequence of approaching zero.
VI. APPLYING MAPPING DIVERSITY
We now discuss the selection of effective mapping functions . Previously we discussed systems where the transmitter and receiver each had a single antenna. Thus, every transmitted label was considered individually, without any interference from other labels within the packet. With multiple antennas, clearly this is not the case, as all labels are simultaneously transmitted and will interfere with each other.
However, as illustrated in (8), there are still advantages to adaptive mapping. In the initial mapping , consider any pair of labels that are mapped to a pair of closely spaced symbols in . Additional mappings can increase the Euclidean distance between this pair of labels by mapping them to symbols in much further apart. This obviously reduces the probability of label misdetection during the decoding process. In some sense, the sphere decoding process allows us to consider each label as though it were transmitted independently of the other 1 labels. Given this observation, the variables effectively act as fading gains on transmissions of the label . Hence, the mappings previously devised for flat-fading channels are highly appropriate for the MIMO version of mapping diversity. Also, as previously discussed, mapping diversity may also distribute the points more evenly (sparsely), so that fewer candidates will fall inside (and ), thereby reducing the computational complexity of the sphere decoder.
VII. GENERALIZATIONS

A. Hybrid Retransmissions
Thus far in this paper, only full retransmissions of packets have been discussed. In other words, when a block (of a packet) of labels is originally transmitted, the entire block is always retransmitted. For bandwidth efficiency, it may be advantageous to not retransmit all labels, but instead to puncture or retransmit a subset of these labels. A simple puncturing technique is to use only a subset of the transmit antennas. However, the full capacity of the MIMO channel is not utilized by this technique. An alternative is using the remaining antennas to transmit new labels. The th transmitted block would then consist of of the initially transmitted labels, while new labels are yet to be transmitted later. The modified sphere decoder can accommodate hybrid retransmissions with some additional indexing. Rather than considering only the original labels, one would consider labels over the transmissions. There are potential advantages to these hybrid retransmissions. First, since new labels are included in the retransmissions, the overall throughput is increased. Second, the new labels are interfered by the retransmitted labels, but additional information about these retransmitted labels exists from previous transmissions. Ergo, detection of the new labels is likely to improve in comparison to transmitting them separate of previously sent labels.
B. Precoding in Static Channels
In discussing multiple transmissions for MIMO systems, the effect of the channels has been ignored. Intuitively, more variation among these channels results in a stronger diversity effect, improving BER performance. Yet in many cases, the channel variation between retransmissions may be negligible. In these instances, some type of linear precoding can be significantly beneficial.
When , we propose distinct, linear precoding of each retransmission using an matrix . Fig. 3 illustrates transmissions through a static channel with linear precoding. This precoding is easily incorporated into the receiver by replacing with for . The objective in selecting is to modify so that it appears independent of . A trace constraint tr is necessary to maintain the transmitted signal power. Also, we seek generic precoders that are not specific to any particular channel , removing the requirement that the transmitter have some knowledge of . Finally, the selection of must only consider the previous precoders , since future transmissions are neither guaranteed nor desired.
Onggosanusi et al. studied these types of precoders in their work on combining packet transmissions using zero-forcing and MMSE receivers [19] . They described their approach as basis hopping, with the purpose of precoding being the avoidance of correlated interference between transmissions. They suggest unitary precoders that are parameterized, as is the case with Givens rotations. Another precoding design was first proposed by Giraud et al. and later studied by Xin et al., effectively employing a Vandermonde matrix as the precoder in both singleand multiple-antenna systems [30] - [32] .
Several simpler precoders are available to enhance the channel diversity. The simplest precoder is a permutation matrix, which simply shuffles the label-transmit antenna assignments for each transmission. A second option is a fast Fourier transform (FFT) [or inverse FFT (IFFT)] matrix, which spreads the symbol energy evenly among the transmit antennas so that the effects of any deep fades (i.e., small values in ) are alleviated. We combine these two options and suggest constructing by uniquely permuting the rows and columns of an FFT matrix. This corresponds to permuting the vector , multiplication with an FFT matrix, and again permuting the multiplied result. These permutation and FFT matrix multiplication operations are of low complexity.
C. Using Retransmission Diversity as Space-Time Coding
By combining MIMO retransmissions at the receiver, the spatial diversity of MIMO systems is combined with the temporal diversity of retransmissions. As previously mentioned, space-time coding similarly seeks to jointly exploit spatial and temporal diversity. The ARQ mapping diversity protocol proposed in this paper is akin to a space-time block code of rate . Since the block transmissions are made using consecutive blocks, the MIMO channel does not vary, and precoding should be employed. The fundamental difference lies in the mapping design itself. The mappings are optimized iteratively, with each mapping ignoring the existence of future transmissions. In a space-time coding scheme, the number of blocks is guaranteed, and the mappings should be selected jointly using an optimization like that in (2) . Unfortunately, this optimization problem is presently intractable. Fortunately, the iteratively obtained mappings are still quite effective in yielding significant coding gains. In the following section, we present some simulations illustrating the coding gains provided when the ARQ protocol is viewed as a space-time code. 
VIII. SIMULATION RESULTS
We now present simulation results that demonstrate the effectiveness of mapping diversity in MIMO environments. The modulations of interest are 16-and 64-QAM, in a system with transmit and receiver antennas. With a packet size of 800 bits (50 blocks), we compare retransmissions made using mapping diversity against those using identical Gray mappings, for transmissions. Results are obtained via Monte Carlo simulation of 2000 packets, with SNR defined as . We define three different relationships between channels . Fig. 4 contains BER simulation results from retransmissions through independent channels. Fig. 5 deals with retransmissions through identical channels . Fig. 6 contains results for precoded retransmissions through identical channels. For precoded retransmissions, the precoding strategy in Section VII-B is applied. Clearly, mapping diversity provides significant gains in reducing BER. For retransmissions, there is a 2 dB improvement for 16-QAM and more than a 4 dB gain for 64-QAM under independent retransmission channels. With identical retransmission channels, the gains are substantially larger; for , there is a 4 dB improvement for 16-QAM and about a 7 dB improvement for 64 QAM. A useful observation from comparing Figs. 4 and 5 is the inherent gain achieved from the channel variation between retransmissions, regardless of the mapping strategy employed. The suggested precoding strategy produces results in Fig. 6 that closely resemble those in Fig. 4 . Thus, it is as expected that retransmission precoding transforms identical channels into nearly independent channels.
We repeated the experiment as in Fig. 4 but considered spatial correlation amongst the MIMO channel elements for another realistic scenario. In other words, the transmission channel is , with being the MIMO channel defined in Section III. The and matrices represent the correlation matrices at the receiver and transmitter antenna arrays, respectively. We apply the following measured 4 4 matrices from the METRA project (environment FB7B2) [33] :
The gains, as shown in Fig. 7 , are very similar to those found in Fig. 4 . This indicates that the benefits of mapping diversity are broad and are not significantly affected by the spatial correlations among antenna elements.
As a virtual space-time code/diversity, we compare the mapping diversity results in Fig. 6 to the Gray mapping results in Fig. 5 . This corresponds to the comparison of a space-time code that utilizes mapping diversity and precoding against a simple repetition code. With , we have a full-rate space-time code. The coding gains, with respect to the repetition code, are approximately 8 dB for 16-QAM and 12 dB for 64-QAM.
Figs. 8 and 9 contain some computational complexity results pertaining to the 64-QAM simulations for independent retransmission channels. Specifically, the result of interest is the median number of candidates evaluated in the candidate enumeration stage of sphere decoding. For any value of , BER measurement is rejected whenever fewer than 200 packets require an th transmission. Fig. 8 compares the numbers of evaluated candidates for decoding mapping diversity retransmissions against those for decoding identical Gray mapped retransmissions. The primary observation here is the ability of mapping diversity to reduce the number of candidates within any given hyperellipsoid. Fig. 9 considers only mapping diversity retransmissions and compares an exhaustive enumeration approach against the proposed enumeration method using a bounding hyperbox. This figure validates the usefulness of a bounding hyperbox in eliminating the majority of potential candidates, thereby greatly lowering the receiver complexity.
IX. CONCLUSION
We propose a new ARQ protocol for MIMO flat-fading channels that incorporates mapping diversity and an integrated receiver. By combining distinctly mapped transmissions through MIMO channels, we can achieve significant performance gains. We develop an integrated receiver with the application of sphere decoding that requires an important modification for the enumeration of candidates within the sphere. Borrowing concepts from an existing closest point search technique used for pattern matching applications, we propose a fast enumeration method. Additionally, we note that this retransmission protocol serves as a flexible and effective space-time coding technique. 
