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TÓM TẮT 
Phương pháp lập luận mờ sử dụng đại số gia tử theo tiếp cận hiệu chỉnh định lượng ngữ 
nghĩa [1] được xem là công cụ hữu hiệu để giải quyết một số bài toán điều khiển. Tuy nhiên các 
kết quả thu được mới dừng ở việc mô phỏng trên máy tính. Vì vậy, để khẳng định việc đưa đại 
số gia tử vào công nghiệp, bài báo tiếp tục nghiên cứu thử nghiệm phương pháp lập luận sử dụng 
đại số gia tử trên hệ thống vật lí thực. 
Từ khóa: đại số gia tử, định lượng ngữ nghĩa, điều khiển. 
1. MỞ ĐẦU 
Đại số gia tử (ĐSGT), một cấu trúc đại số định lượng ngữ nghĩa của miền giá trị ngôn ngữ 
của biến ngôn ngữ, đã được thiết lập, nghiên cứu và phát triển từ hơn hai chục năm nay [1, 2,  3]. 
Một tính chất tự nhiên của ngữ nghĩa các giá trị ngôn ngữ là ngữ nghĩa có tính so sánh được, 
nghĩa là giữa chúng có tồn tại khách quan một quan hệ thứ tự. Trong khi ngữ nghĩa ngôn ngữ 
dựa trên tập mờ bỏ qua quan hệ thức tự này, ĐSGT cố gắng phát hiện các tính chất của ngữ 
nghĩa các giá trị ngôn ngữ dựa trên các mối quan hệ thứ tự đó [4]. Như vậy, ĐSGT mô hình hóa 
ngữ nghĩa các giá trị ngôn ngữ, nó cố gắng phát hiện các tính chất tự nhiên của các giá trị ngôn 
ngữ vốn tồn tại trong cấu trúc thứ tự đó.  
Phần lớn các nghiên cứu ứng dụng công nghệ thông tin đòi hỏi việc định lượng hóa ngữ 
nghĩa của các giá trị ngôn ngữ. Cấu trúc thứ tự tự nhiên của ĐSGT, một cấu trúc toán học mô 
hình hóa ngữ nghĩa các giá trị ngôn ngữ [2], đã cho phép phát triển phương pháp định lượng ngữ 
nghĩa của các giá trị ngôn ngữ một cách chặt chẽ dựa trên phương pháp tiên đề hóa. Trong 
trường hợp ĐSGT tuyến tính [5, 6], ánh xạ định lượng ngữ nghĩa bảo toàn thứ tự ngữ nghĩa định 
tính, vì vậy phương pháp định lượng ngữ nghĩa này vốn hàm chứa những lợi thế trong việc 
chuyển “trung thành” các mô hình mờ sang mô hình định lượng để giải nhiều bài toán ứng dụng. 
Có thể vì vậy ĐSGT đã chứng tỏ bước đầu được nghiên cứu ứng dụng hiệu quả trong việc giải 
một số bài toán trong điều khiển mờ [7, 8, 9, 10, 11], đặc biệt một số kết quả nghiên cứu ứng 
 
 





dụng ĐSGT gần đây vào bài toán điều khiển dao động đối với các các hệ dân dụng có cấu trúc 
chống động đất [12, 13, 14] đã mở ra khả năng giải quyết hiệu dụng nhiều bài toán tương tự.  
Tuy nhiên tất cả các nghiên cứu trên đều được thực hiện qua mô phỏng trên máy tính. Để 
có thể có những ứng dụng gần thực tiễn hơn, cần phải có những nghiên cứu trên mô hình vật lí 
cụ thể và chỉ có như vậy ĐSGT mới khẳng  định được rộng hơn giá trị khoa học và ứng dụng 
thực tiễn của mình. Bài báo [15] là một kết quả bước đầu minh chứng cho khả năng đưa ĐSGT 
vào công nghiệp. Tiếp tục ý tưởng trên, bài báo này trình bày nghiên cứu thử nghiệm tiếp cận 
ĐSGT với tham số hiệu chỉnh ngữ nghĩa cũng trên hệ thống vật lí, hệ thống điều khiển lưu lượng 
và mức nước Koester có trong Phòng thí nghiệm Trọng điểm Quốc Gia“ Công nghệ Mạng và Đa 
phương tiện” đặt tại Viện Công nghệ thông tin.  
2. TIẾP CẬN ĐSGT VỚI THAM SỐ HIỆU CHỈNH NGỮ NGHĨA 
Như chúng ta đã biết, phương pháp lập luận mờ sử dụng ĐSGT phụ thuộc vào việc chọn 
các tham số cho các ĐSGT của biến ngôn ngữ và việc chọn phép nội suy cho phương pháp lập 
luận. Trong các tài liệu gần đây đã đưa ra giải pháp: Sử dụng phép kết nhập có trọng số và nội 
suy tuyến tính, theo đó các tham số của phương pháp lập luận bao gồm các trọng số kết nhập và 
các tham số của ĐSGT. Các tham số trên được xác định nhờ giải thuật di truyền và được gọi là 
phương pháp lập luận xấp xỉ tối ưu.  
Mục đích cuối cùng giải pháp trên vẫn là xác định được giá trị ngữ nghĩa định lượng làm 
cho lập luận xấp xỉ trở thành hợp lí hoặc tốt hơn nữa là tối ưu. Giá trị ngữ nghĩa định lượng theo 
nghĩa như vậy được gọi là giá trị địng lượng ngữ nghĩa tối ưu. Vì vậy có thể có một hướng khác 
đơn giản hơn là chấp nhận việc chọn các giá trị biến ngôn ngữ theo trực giác trên cơ sở  ĐSGT 
của các biến ngôn ngữ và như vậy tương ứng là các giá trị ngữ nghĩa địng lượng tương đối hợp lí 
nhưng chưa tối ưu. Như vậy chỉ cần xác định thêm các giá trị ngữ nghĩa định lượng có tính chất 
hiệu chỉnh sao cho các giá trị ngữ nghĩa định lượng tương ứng với các giá trị biến ngôn ngữ đã 
chọn trước theo trực giác đạt đến các giá trị ngữ nghĩa định lượng làm cho lập luận xấp xỉ trở 
thành tối ưu.   
Ví dụ: Xét ĐSGT của biến ngôn ngữ tốc độ vòng quay của một mô tơ với c– = Slow, W = 
Medium và c+ = Fast; ta thấy việc chọn fm(Slow) = 0,5 và fm(Fast) = 0,5 cũng là hợp lí vì trên 
thực tế vai trò của Slow và Fast là như nhau và khó có thể giải thích tại sao chọn fm(Slow) = 0,4 
và fm(Fast) = 0,6. Như vậy ta có thể cố định các tham số của ĐSGT bằng trực giác, tuy nhiên để 
tạo ra tính mềm dẻo ta có thể điều chỉnh định lượng ngữ nghĩa của các giá trị ngôn ngữ bằng 
cách đưa vào các tham số điều chỉnh, các tham số này phải nhỏ hơn giá trị ngưỡng điều chỉnh 
nào đó. 
2.1 Khái niệm ngưỡng điều chỉnh định lượng ngữ nghĩa của giá trị ngôn ngữ 
Trước hết ta vẫn giả thiết  ĐSGT  AX* = (X*, G, H, , , ) là tuyến tính và đầy đủ trong 
đó X* là tập cơ sở, G = (0, c, W,  c+, 1) là tập các phần tử sinh, H là tập các gia tử âm và 
dương,  là quan hệ thứ tự toàn phần trên X*,  và  là hai phép toán mở rộng sao cho với mọi  
x  X*, x, x tương ứng là cận dưới đúng và cận trên đúng trong X* của tập H(x), là tập tất cả 
các phần tử sinh ra từ x nhờ các gia tử trong H, H = HH+, và giả sử rằng H = {h-1, ..., h-q}, 
với h-1<h-2< ... <h-q, và H+ = {h1,..., hp}, với h1< ...<hp, trong đó ta quy ước h0 = I, toán tử đơn vị 
trên X*. Giả thiết AX* là ĐSGT tự do, tức là  x  H(G), h  H, hx  x, ta có các định lí sau:  
 
 




Định lí 2.1. ([5]) Cho AX* = (X*, G, H, , , ) là ĐSGT đầy đủ, tuyến tính và tự do. Khi đó ta 
có: x, y  X* ,  x < y    (z  H(G) ){x <H(z)< y}, với H(z) thoả mãn một trong các điều 
kiện sau đây:  
(i) H(z)  H(x’) = ,  
(ii) H(z)  H(y’) = ,  
(iii) H(z)  H(x’), (iv) H(z)  H(y’), trong đó x’ = x, y’ = y nếu x, y  H(G) và x = ox’, y 
= o’y’ với o, o’ {,} nếu x, y  Lim(X*). 
Định nghĩa 2.1. Về hệ khoảng mờ liên kết với fm ([5]): Cho AX* là ĐSGT tuyến tính, đầy đủ 
và tự do và fm là một độ đo tính mờ của AX*. Ánh xạ J: X  P([0,1]) được gọi là phép gán 
khoảng mờ dựa trên fm nếu nó được xây dựng theo quy nạp theo độ dài của x như sau: Với | x | 
= 1: ta xây dựng các khoảng mờ J(c) và J(c+), với |J(x)| = fm(x), sao cho chúng lập thành một 
phân hoạch của đoạn [0,1] và thứ tự giữa chúng được cảm sinh từ thứ tự của các phần tử c và 
c+, theo đó ta có J(c)   J(c+). 
Giả sử khoảng mờ J(x) với |J(x)| = fm(x) đã được xây dựng với x  H(G), | x | = n  1 ta 
xây dựng các khoảng mờ J(hix) sao cho chúng tạo thành một phân hoạch của J(x), |J(hix)| = 
fm(hix) và thứ tự giữa chúng được cảm sinh từ thứ tự giữa các phần tử trong {hix: – q  i  p, i  
0} 
Ta gọi J(x) là khoảng mờ của phần tử x, và kí hiệu  = {J(x) : x  X} là tập các khoảng mờ 
của X. Với k là một số nguyên dương, ta đặt Xk = {x  X: | x | = k}. Mệnh đề sau đây xác định 
phân hoạch của khoảng mờ : 
Mệnh đề 2.1. ([5])  Cho độ đo tính mờ fm trên ĐSGT AX* và fm là hệ khoảng mờ của  AX* 
liên kết với fm. Khi đó, với x  H(G), tập fm(x, k) = {J(y): y = hk hk-1 … h1x & hk, hk-1 … , h1 
 H} là phân hoạch của khoảng mờ J(x); Tập fm(k) = {J(x): x  Xk}, được gọi là tập các 
khoảng mờ độ sâu k, là một phân hoạch của tập J(c)  J(c+). Ngoài ra, với x, y  Xk, ta có x 
 y kéo theo J(x)  J(y). 
Trên cơ sở định nghĩa hệ khoảng mờ, việc định lượng giá trị cho giá trị ngôn ngữ được tiến 
hành như sau: Giá trị định lượng của giá trị ngôn ngữ x là điểm chia đoạn J(x) theo tỷ lệ  : , 
nếu Sign(hpx) = +1 và theo tỷ lệ  : , nếu Sign(hpx) = –1. 
Như đã đề cập ở trên ta sẽ hạn chế độ sâu của giá trị ngôn ngữ, nghĩa là ta chỉ xét các giá trị 
ngôn ngữ của biến ngôn ngữ trong ĐSGT AX* với độ sâu k. Với k là một số nguyên dương, ta 
đặt Xk = {x  X: | x |  k}. Lưu ý rằng Xk  Xk.  
Sau đây ta định nghĩa khái niệm ngưỡng điều chỉnh định lượng ngữ nghĩa và gọi ngắn gọn 
là tham số hiệu chỉnh ngữ nghĩa.  
Định nghĩa 2.2. Số thực , 01 được gọi là ngưỡng điều chỉnh định lượng ngữ nghĩa của các 
giá trị ngôn ngữ trong Xk nếu với mọi x, y  Xk thỏa x  y kéo theo  v(x)    v(y)   với  
< 
Định lí 2.2. Cho AX* là ĐSGT tuyến tính, đầy đủ và tự do, ngưỡng điều chỉnh ngữ nghĩa định 
lượng cho các giá trị ngôn ngữ trong Xk là k = min {fm(x)/2, fm(x)/2 | x  Xk }, với k là số 
nguyên dương tùy ý. 
 
 





Chứng minh: Ta chứng minh bằng quy nạp 
+ Với k = 1, khi đó 1 = min {fm(c–)/2, fm(c–)/2, fm(c+)/2, fm(c+)/2 }, ta chứng 
minh với mọi  < 1 ta có v(c–)   < v(W)   < v(c+)   
 
                                       Hình 2.1. Các khoảng mờ của X1. 
Theo mệnh đề 2.1, {J(c–), J(c+)} là phân hoạch của [0,1] và v(c–) là điểm chia khoảng J(c–
) theo tỷ lệ :  và v(c+) là điểm chia khoảng J(c+) theo tỉ lệ : (Hình 2.1). Từ đó ta thấy rằng: 
v(c–)+fm(c–)/2  v(W)- fm(c–)/2, trong khi đó  < 1  fm(c–)/2 nên v(c–)+ < v(W)- 
 , do đó v(c–)    < v(W)   với mọi  < 1 
v(W)+fm(c+)/2  v(c+)- fm(c+)/2, trong khi đó  <1 fm(c+)/2 nên v(W)+  < v(c+)- 
 , do đó v(W)   < v(c+)    với mọi  < 1 
Như vậy v(c–)   < v(W)   < v(c+)   với mọi  < 1, định lí đúng với k = 1 
+ Giả sử định lí đúng với k, ta có giả thiết quy nạp sau:  
k = min {fm(x)/2, fm(x)/2 | x  Xk }, với mọi x, y  Xk thỏa x  y ta có v(x)    
v(y)   với  < k 
+ Sau đây ta chứng minh định lí đúng với k+1, tức là với mọi x, y  Xk+1 thỏa x  y và 
với mọi  < k+1 ta có v(x)    v(y)    
Ta có k+1 = min {fm(x)/2, fm(x)/2 | x  Xk+1 } = min {fm(hy)/2, fm(hy)/2 | yXk, 
hH} 
Theo định nghĩa 2.1, fm(hy) < fm(y) (Hình 2.2), do đó min {fm(hy)/2, fm(hy)/2 | yXk, 
hH} < min {fm(y)/2, fm(y)/2 | yXk} nên k+1 < k. 
 
Hình 2.2. Khoảng mờ J(y) và phân hoạch của nó. 
Bây giờ ta xét các trường hợp sau: 
Trường hợp 1: | x |  k và | y |  k, nếu x  y theo giả thiết quy nạp ta có  v(x)    v(y)  
 với mọi  < k, vì k+1 < k nên v(x)     v(y)   với mọi  < k+1. 
Trường hợp 2: | x | = | y |= k+1, khi đó J(x), J(y) thuộc cùng một phân hoạch, do x  y nên 
theo mệnh đề 2.1 ta có J(x) < J(y), Vì v(x) là điểm chia trong J(x) theo tỉ lệ :  (hoặc :) và 
v(y) là điểm chia J(y) theo tỉ lệ :  (hoặc :). Mặt khác k+1 = min {fm(x)/2, fm(x)/2 | x  
Xk+1 }. Nên  v(x)    v(y)   với mọi  <k+1. 
 
 





Hình 2.3. Khoảng mờ J(x) và J(y) – Trường hợp 2. 
Trường hợp 3: | x |  k, | y | = k+1 
Vì x < y, theo định lí 2.1  tồn tại x’  sao cho | x’ | = | x | và  x < x’ < y. Mặt khác do  x < x’ 
và | x’ | = | x |  k nên theo trường hợp 1 ta có v(x)    v(x’)   với mọi  < k+1. Do x’ < y 
nên v(x’) < v(y). Từ đó suy ra v(x)    v(y)   với mọi  <k+1. 
Trường hợp 4: | x | = k+1, | y |  k 
Vì x < y, theo định lí 2.1 tồn tại x’  sao cho | x’ | = | y | và  x < x’ < y. Mặt khác do x’ < y và 
| x’ | = | y | k nên theo trường hợp 1 v(x’)    v(y)   với mọi  < k+1. Do x < x’ nên v(x) 
< v(x’). v(x)    v(y)   với mọi  < k+1. 
Định lí hoàn toàn được chứng minh.  
2.2. Phương pháp lập luận mờ sử dụng ĐSGT theo tiếp cận hiệu chỉnh giá trị định lượng 
ngữ nghĩa  
Phương pháp lập luận mờ sử dụng ĐSGT sẽ khác với các phương pháp lập luận trước đây ở 
bước xác định các tham số định lượng ngữ nghĩa của các giá trị ngôn ngữ và thực hiện phép nội 
suy. Bây giờ, chúng ta sử dụng lại phương pháp này nhưng các tham số định lượng ngữ nghĩa 
của các giá trị ngôn ngữ bằng cách đưa các tham số điều chỉnh, các tham số điều chỉnh này phải 
nhỏ hơn ngưỡng điều chỉnh tồn tại như trong định lí 2.2 đã đề cập. Cũng lưu ý rằng, trong 
phương pháp nội suy sử dụng mạng nơ ron RBF, các tham số điều chỉnh định lượng ngữ nghĩa 
sẽ được chọn bằng giải thuật di truyền và ta gọi phương pháp này là phương pháp lập luận mờ 
sử dụng ĐSGT theo hướng điều chỉnh định lượng ngữ nghĩa. Theo đó phương pháp gồm các 
bước sau; 
1) Xây dựng các ĐSGT AXi cho các biến ngôn ngữ Xi, và ĐSGT AY cho biến ngôn ngữ 
Y.  
2) Sử dụng các ánh xạ định lượng ngữ nghĩa có tham số điều chỉnh định lượng ngữ nghĩa 
(vXi  + Xi) và (vY+ Y),  chuyển đổi mô hình mờ FAM về mô hình SAM có tham số điều 
chỉnh định lượng ngữ nghĩa. Trong đó Xi là tham số điều chỉnh định lượng ngữ nghĩa của Xi, 
Y là tham số điều chỉnh định lượng ngữ nghĩa của Y. 
3) Xây dựng một phép nội suy trên cơ sở các mốc nội suy là các điểm của mô hình SAM. 
4) Ứng với giá trị đầu vào thực hoặc mờ xác định đầu ra tương ứng nhờ phép nội suy được 
xây dựng ở bước 3. 
Do phương pháp lập luận sử dụng tham số điều chỉnh định lượng ngữ nghĩa, nên ta ký hiệu 
phương pháp này là OpvHAR.  
Nhận xét: Phương pháp lập luận mờ sử dụng ĐSGT với ánh xạ định lượng ngữ nghĩa v (các 
tham số được chọn bằng trực giác) ký hiệu là HAR là trường hợp riêng của phương pháp 
OpvHAR (trường hợp riêng xẩy ra khi Xi = 0 và Y = 0, I = 1,..., m+1).  
 
 





Một vấn đề đặt ra là tìm các tham số hiệu chỉnh định lượng ngữ nghĩa của các giá trị ngôn 
ngữ như thế nào, quay trở lại phương pháp lập luận sử dụng ĐSGT đề cập ở mục 2.1, giả sử các 
tham số của các ĐSGT ứng với các biến ngôn ngữ trong mô hình FAM đã được chọn trước và 
mô hình FAM có m giá trị ngôn ngữ, khi đó ta có m tham số điều chỉnh, ký hiệu là OpvPAR và 
khi đó OpvHAR sẽ phụ thuộc vào bộ tham số này.   
Giả sử tồn tại mô hình sai số của phương pháp lập luận cho bởi hàm  
h(g,OpvHAR(OpvPAR))  0, trong đó g là mô hình thực mong muốn và OpvHAR(OpvPAR) là 
mô hình được xấp xỉ bằng OpvHAR. Khi đó bài toán xác xác định các tham số điều chỉnh ngữ 
nghĩa định lượng được phát biểu như sau: Tìm các tham số OpvPAR sao cho h(g, 
OpvHAR(OpvPAR))  min. Và một trong những công cụ hữu hiệu để giải quyết bài toán này 
chính là giải thuật di truyền. 
3.  HỆ THỐNG ĐIỀU KHIỂN HAI ĐẦU VÀO – MỘT ĐẦU RA KOESTER 
3.1. Mô tả hệ thống  
Hệ thống điều khiển lưu lượng và mức nước Koester (hệ thống Koester) của Phòng thí nghiệm 
Trọng điểm Quốc gia “Công nghệ Mạng và Đa phương tiện” (hình 3.1) là đối tượng vật lí được 
dùng để nghiên cứu và thử nghiệm các phương pháp điều khiển với những nguyên lí mới.  
 Hệ thống Koester có hai bể chứa. Bể phía trên chứa nước được cấp, bể phía dưới chứa nước 
dự trữ. Nước được bơm từ bể dưới, qua van tiết lưu có điều khiển, lên bể trên. Nước từ bể trên 
được chảy tự do xuống bể dưới. Nước từ bể dự trữ được được bơm ra qua hai nhánh: nhánh thứ 
nhất (nhánh chính) qua đường ống có van servo chảy lên bể trên, nhánh thứ hai dẫn nước hồi lưu 
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 Mức nước ở bể trên là đại lượng được điều khiển. Mức nước cần điều chỉnh được đo qua 
đầu đo áp suất/độ cao LIS1. Việc điều khiển mức nước ở bể trên được thực hiện qua điều khiển 
lưu lượng vào bể, việc này được thực hiện qua điều khiển van servo và van xả có điều khiển. 
Lưu lượng nước chảy vào bể nước được giám sát qua đồng hồ đo lưu lượng và vị trí của viên bi 
trong cột hiển thị lưu lượng. Hệ thống này cho phép thực hiện điều khiển kiểu hai đầu vào-một 
đầu ra.  
Hệ thống Koester được điều khiển bằng máy tính qua mạng máy tính công nghiệp của 
SIEMENS. Mức nước của bể phía trên là đại lượng đầu ra y(t) cần điều chỉnh, van servo và van 
xả có điều khiển là các bộ phận chấp hành. Nước chảy thoát tự do qua van xả cố định đóng vai 
trò nhiễu tác động lên hệ thống. Mức nước hiện thời y(t) của bể nước được đo bằng đầu đo LIS1 
và được chuyển đổi từ tín hiệu tương tự sang dạng tín  hiệu số thông qua thiết bị ADC nằm trên 
module ET 200M. Bộ điều chỉnh (là chương trình được cài trên PLC S7-400) tính toán giá trị 
điều khiển theo thuật toán điều khiển xác định và đưa ra các giá trị điều khiển u1, u2. Đại lượng 
này được chuyển từ dạng số sang dạng tương tự thông qua thành phần DAC (nằm trên ET 200 
M) tạo thành tín hiệu xác lập vị trí van servo, qua đó điều chỉnh lưu lượng nước chảy vào bể. 
Lưu lượng này sẽ tác động đến mức nước cần điều chỉnh của bể. Sơ đồ khối hệ thống điều khiển 








Hình 3.2. Hệ thống điều khiển hai đầu vào - một đầu ra. 
3.2. Cấu hình hệ thống mạng máy tính giám sát và điều khiển  
Hệ thống mạng máy tính giám sát và điều khiển quá trình của Phòng thí nghiệm trọng điểm 
“ Công nghệ mạng và Đa phương tiện” được xây dựng trên cơ sở tích hợp các thiết bị của hãng 









Hình 3.3. Hệ thống mạng máy tính giám sát và điều khiển. 
Cảm biến 
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Bộ điều khiển trung tâm PLC S7-400 với CPU 414-3:  
 Trên phương diện điều khiển thì PLC S7-400 đóng vai trò là một bộ điều khiển trung tâm . 
Bộ điều khiển trung tâm PLC S7-400 được lập trình để thực hiện việc thu thập dữ liệu quá trình, 
điều khiển và điều phối hoạt động của các thiết bị vào/ra phân tán  và các đối tượng điều khiển 
nằm phân tán trên mạng. Trạm PLC S7-400 bao gồm một CPU 414-3DP với 4 mô-dun mở rộng 
: CP 443-1, DI 16 bit (SM 421),  DO 16 bit (SM 422),  AI 16 kênh 16 bit (SM 431) và AO 8 
kênh 13 bit (SM 432). 
Modul ET 200M:  
 ET 200M là một thiết bị vào/ra phân tán và đóng vai trò một trạm thợ DP trong mạng . ET 
200M được cài đặt và xác lập cấu hình giống như một PLC với cấu hình gồm: 
- Một mô-dun giao diện IM 153-X . 
- Các mô-dun tín hiệu SM : DI/DO 8 bit (SM323), AI (ADC) 2 kênh 12 bit (SM331), AO 
(DAC) 2 kênh 12 bit (SM 332).  
- Các mô-dun chức năng FM. 
3.3. Tổng hợp bộ điều khiển lôgic mờ cho hệ thống Koester 
Biến ngôn ngữ đầu vào của bộ điều khiển lôgic mờ là độ sai lệch  e = yđ - y 
Trong đó yđ là mức nước đặt và y là mức nước đo được. Ở đây e có miền giá trị xác định 
vật lí trong khoảng [-0.4 , +0.4] với các giá trị ngôn ngữ: n_big, n_small, zero, p_small và p_big. 
Các hàm thuộc và miền xác định tương ứng của đầu vào được chọn như mô tả ở Hình 3.4 với 
các khoảng xác định: n_big   [-0.40 ; -0.20]; n_small  [-0.40 ; 0.00 ]; zero  [-0.20 ; 0.20 ]; 
p_small  [0.00 ; 0.40 ] và p_big  [0.20 ; 0.40]. 
 
Hình 3.4.  Phân hoạch các hàm thuộc đầu vào e. 








Bảng 3.1. Hệ luật điều khiển (bảng FAM). 
Đầu vào  
Input01 (e) 
n_big n_small zero  p_small  p_big 
Đầu ra 1 
Output01 (u1) 

















Trong đó: Biến đầu ra Output01 =  u1 có các giá trị : n_big,  n_small, zero,  p_small,  p_big 
với các hàm thuộc dạng singleton và các giá trị xác định tương ứng là (0,0; 2,0; 4,0; 6,0; 100) 











Hình 3.5a. Phân hoạch hàm thuộc đầu ra u1 điều khiển. 
Biến đầu ra Output02 = u2 có các giá trị: zero- đóng hoàn toàn; big- mở hoàn toàn với các 











Hình 3.5b. Phân hoạch hàm thuộc đầu ra u2 điều khiển. 
 
 





Luật hợp thành được sử dụng là luật MAX-MIN.  
Phương pháp giải mờ được dùng là phương pháp điểm trọng tâm. Phần mềm điều khiển 
lôgic mờ được cài và chạy trên máy tính PLC S7-400, thông qua mạng Profibus, điều khiển trực 
tuyến trong thời gian thực hệ thống Koester. Kết quả điều khiển mờ được quan sát và giám sát 
qua mạng dưới dạng đồ họa trên hình 3.6.   
 
Hình 3.6.  Kết quả điều khiển mờ với các mức nước đặt khác nhau. 
4. ĐIỀU KHIỂN HỆ THỐNG HAI ĐẦU VÀO – MỘT ĐẦU RA SỬ DỤNG TIẾP CẬN 
ĐẠI SỐ GIA TỬ VỚI THAM SỐ HIỆU CHỈNH NGỮ NGHĨA 
4.1. Định lượng hóa ngữ ngữ nghĩa cho các giá trị ngôn ngữ 
Các tập mờ được chuyển sang nhãn ngôn ngữ của ĐSGT như sau: 
Đối với Đầu vào (input 01) và Đầu ra 1 (output01) 
n_big  => Absolute Small ( VS );  
n_Small => Small ( S );  
zero => Middle ( M ) 
p_Small => Large ( L );  
p_big => Absolute Large (AL ) 
Các tập mờ của đầu ra u2 được chuyển sang các nhãn ngôn ngữ của ĐSGT như sau:  
zero => Absolute Small ( AS );  
big => Absolute Large ( AL ) 
Bộ tham số của tiếp cận ĐSGT được chọn như sau: 
             C = { 0, Small, , Large, 1};  = 0,5 ;   =  = 0,5.  
Như vậy: fm(Small) =   = 0,5 và fm(Large) = 1-fm(Small) = 1 – 0,5 = 0,5 
Các giá trị định lượng ngữ nghĩa cho các biến đầu vào e và đầu ra u1, u2 được tính toán như sau: 
   v(Small) =   - fm(Small) =  0,25                                                         
  v(Large) =   +  fm(Large) =  0,75                                                       
 
 




v(Absolute Small) = 0                                                                              
v(Absolute Large) = 1                                                                              
Từ bảng FAM (bảng 3.1) và từ các giá trị định lượng ngữ nghĩa tính được cho các biến đầu 
vào và biến đầu ra trên đây, xây dựng bảng SAM biểu diễn hệ luật điều khiển dựa trên ĐSGT 
với tham số hiệu chỉnh ngữ nghĩa có dạng bảng 3.2  như sau:  
Bảng 3.2. Hệ luật điều khiển dựa trên ĐSGT (bảng SAM). 
Đầu vào  
es 
AS 

































Bộ điều khiển sử dụng đại số gia tử thực hiện các bước sau đây: 
Bước 1: Ngữ nghĩa hóa biến đầu vào e và biến đầu ra u1, u2 
es = 1.25e + 0.5                                      
u1s = (1/6)u1                                            
u2s =  u2 
Bước 2 : Xây dựng ánh xạ ĐLNN và cơ chế suy luận:   
Hình 3.7 mô tả đường cong định lượng ngữ nghĩa, trong đó đại lượng e là giá trị thực đầu 
vào, es là giá trị ngữ nghĩa đầu vào; u1 và u2 là các giá trị thực đầu ra 1và đầu ra 2 ,u1s và u2s là 
các giá trị ngữ nghĩa đầu ra 1 và 2 tương ứng  
           
Hình 3.7a. Đường cong định lượng ngữ nghĩa. 
 
 







Hình 3.7b. Đường cong định lượng ngữ nghĩa. 
Bước 3: Giải ngữ nghĩa (Desemanticization) 
    u1 = 6u1s                                                                                  
    u2 = u2s 
Lưu ý rằng: khi e > 0.4 van được mở hoàn toàn và khi e < - 0.4 van được đóng hoàn toàn. 
Do đầu ra u2 chỉ có khả năng đóng hoặc mở hoàn toàn, vì vậy các giá trị tham số hiệu 
chỉnh ngữ nghĩa chỉ cần chọn cho từng giá trị ngôn ngữ của đầu ra u1 tương ứng như sau: S là 
giá trị tham số hiệu chỉnh ngữ nghĩa đối với giá trị ngôn ngữ S; M  là giá trị tham số hiệu chỉnh 
ngữ nghĩa đối với giá trị ngôn ngữ M; L là giá trị tham số hiệu chỉnh ngữ nghĩa đối với giá trị 
ngôn ngữ L. Lưu ý rằng các giá trị ngôn ngữ AS và AL là cố định, vì vậy không có tham số hiệu 
chỉnh ngữ nghĩa tại các giá trị này. 
Sử dụng tiếp cận ĐSGT với tham số hiệu chỉnh đã trình bày tại mục 2 và mục 4 ở trên, ta 
xây dựng được hệ luật điều khiển có dạng như trong Bảng 3.3 sau đây: 
Bảng 3.3. Hệ luật điều khiển dựa trên ĐSGT với tham số hiệu chỉnh. 
Đầu vào  
es 
AS 

































Với độ xâu gia tử k = 1, ngưỡng điều chỉnh định lượng ngữ nghĩa được xác định theo Định 
lí 2.2 là 0.125 
 
 




Để thử nghiệm, có thể chọn các giá trị tham số hiệu chỉnh ngữ nghĩa như sau: 
S   = M   = L   = - 0.1 
Với những giá trị  tham số hiệu chỉnh được chọn như trên, chương trinh điều khiển theo 
tiếp cận ĐSGT được cài và chạy trên máy tính PLC S7-400, thông qua mạng Profibus, điều 
khiển trực tuyến trong thời gian thực hệ thống Koester. Kết quả điều khiển  được quan sát và 
giám sát dưới dạng đồ họa trên hình 3.8a và hình 3.8b. 
 
Hình 3.8a. Kết quả điều khiển dựa trên ĐSGT không có tham số hiệu chỉnh ngữ nghĩa. 
 
Hình 3.8b. Kết quả điều khiển dựa trên ĐSGT có tham số hiệu chỉnh ngữ nghĩa. 
So sánh các kết quả thử nghiệm điều khiển trực tuyến trong thời gian thực hệ thống Koester 
theo tiếp cận điều khiển mờ truyền thống (hình 3.6), tiếp cận ĐSGT chưa sử dụng tham số hiệu 
chỉnh ngữ nghĩa (hình 3.8a) và tiếp cận ĐSGT với tham số hiệu chỉnh ngữ nghĩa (hình 3.8b), có 
thể nhận thấy rằng điều khiển sử dụng tiếp cận ĐSGT với tham số hiệu chỉnh ngữ nghĩa là hợp lí 
và tốt hơn tiếp cận điều khiển mờ đang phổ biến hiện nay. Tiếp cận này là một cải biên khá hữu 
hiệu cho bài toán điều khiển mô hình vật lí thực và từ đây có thể khẳng định tính khả thi cao của 
tiếp cận ĐSGT đối với bài toán điều khiển trên thực tiễn.  
 
 





5.  KẾT LUẬN 
ĐSGT vẫn còn là một lí thuyết mới, có tiềm năng phát triển và ứng dụng. Bên cạnh những 
vấn đề cần nghiên cứu phát triển các phương pháp luận ứng dụng vào các bài toán được cộng 
đồng quốc tế quan tâm, cần có những nghiên cứu thử nghiệm trên các mô hình vật lí thực để 
chứng tỏ vai trò của ĐSGT trong ứng dụng thực tiễn. Vì vậy, kết quả thử nghiệm điều khiển hệ 
thống vật lí hai đầu vào-một đầu ra Koester một lần nữa là một minh chứng quan trọng cho tính 
đúng đắn trong mục tiêu nghiên cứu ứng dụng ĐSGT một cách hiệu quả vào giải quyết một số 
bài toán có giá trị khoa học và ứng dụng thực tiễn trong lĩnh vực điều khiển hiện nay ở Việt Nam 
cũng như trên thế giới.  
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Reasoning fuzzy method using hedge algebras (HAR) for the adjustment of quantitative 
semantic values [15], HAR is an effective tool to solve the control problems. However, the 
results are just in the computer simulation. Thus, to confirm that using HAR in industry, the 
paper continues to experimentally research on reasoning method using HAR in the real physic 
systems.  











CHƯƠNG TRÌNH ĐIỀU KHIỂN MỜ & ĐIỀU KHIỂN SỬ DỤNG ĐSGT  
VỚI THAM SỐ HIỆU CHỈNH NGỮ NGHĨA 
 
CALL  "SCALE" 
       IN0    :=PIW580 
       IN1    :=1.000000e+002 
       IN2    :=0.000000e+000 
       IN3    :=FALSE 
       RET_VAL:=#Temp 
       OUT4   :=MD0 
 
      L     MD     0 
      L     2.600000e+000 
      -R     
      T     MD     0 
 
      A     Q      4.1 
      =     Q      4.0 
      JCN   ENDP 
 
      L     MD     8 
      L     MD     0 
      -R     
      T     MD    12 
 
      A     M     20.0 
      JC    FU 
 
      L     MD    12 
      L     4.000000e-001 
      >R     
      JC    END1 
 
      L     MD    12 
 
 




      L     -4.000000e-001 
      <R     
      JC    END2 
 
      L     MD    12 
      L     1.250000e+000 
      *R     
      T     MD    16 
 
      T     MD    16 
      L    5.000000e-001 
      +R     
      T     MD    16 
 
      L     MD    16 
      L     6.000000e+000 
      *R     
      T     MD     4 
 
      L     MD     4 
      L     0.600000e+000  %  us = (1/6)u;  us  giảm 0.1 thì u giảm 0.6 
      -R     
      T     MD     4 
 
      SET    
      R     Q      4.2 
      JP    END 
 
END1: L     1.000000e+002 
      T     MD     4 
      SET    
      R     Q      4.2 
      JP    END 
 
END2: L     0.000000e+000 
      T     MD     4 
 
 





      SET    
      S     Q      4.2 
      JP    END 
 
FU:   CALL  "FUZZY CONTROL" , DB30 
       IN0  :=MD12 
       IN1  := 
       IN2  := 
       IN3  := 
       IN4  := 
       IN5  := 
       IN6  := 
       IN7  := 
       OUT8 :=MD4 
       OUT9 :=MD24 
       OUT10:= 
       OUT11:= 
       OUT12:= 
 
      L     1.000000e+000 
      L     MD    24 
      ==R    
      =     Q      4.2 
 
END:  CALL  "UNSCALE" 
       IN0    :=MD4 
       IN1    :=1.000000e+002 
       IN2    :=0.000000e+000 
       IN3    :=FALSE 
       RET_VAL:=#Temp 
       OUT4   :=PQW5 
 
ENDP: NOP   0 
