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Abstract
In the preceeding paper we constructed an infinite exact sequence a la Villamayor-
Zelinsky for a symmetric finite tensor category. It consists of cohomology groups
evaluated at three types of coefficients which repeat periodically. In the present pa-
per we interpret the middle cohomology group in the second level of the sequence.
We introduce the notion of coring categories and we obtain that the mentioned
middle cohomology group is isomorphic to the group of Azumaya quasi coring cat-
egories. This result is a categorical generalization of the classical Crossed Product
Theorem, which relates the relative Brauer group and the second Galois cohomol-
ogy group with respect to a Galois field extension. We construct the colimit over
symmetric finite tensor categories of the relative groups of Azumaya quasi coring
categories and the full group of Azumaya quasi coring categories over vec. We prove
that the latter two groups are isomorphic.
Mathematics Subject Classification (2010): 18D10, 16W30, 19D23.
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egory, cohomology groups.
1 Introduction
In its origins, the Brauer group was defined for a field: it consists of equivalence classes
of central simple algebras over a field. Its first generalization is over a commutative ring
R: central simple algebras are replaced by Azumaya algebras A, satisfying A ⊗R Aop ∼=
EndR(A). Further generalizations are crowned by the Brauer group of a braided monoidal
category C constructed in [22], it consists of equivalence classes of Azumaya algebras A ∈ C
such that A⊗ Aop ∼= [A,A] and Aop ⊗ A ∼= [A,A]op, where [A,A] denotes the inner hom
object.
By the classical Crossed Product Theorem the relative Brauer group Br(l/k) is iso-
morphic to the second Galois cohomology group with respect to the Galois field extension
l/k. Since every central simple algebra can be split by a Galois field extension, the full
Brauer group Br(k) of the field k is a limit of the relative Brauer groups Br(l/k) for Galois
field extensions l/k, and as such it is isomorphic to the second Galois cohomology group
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with respect to the separable closure of the field. If we change the setting and we consider
Galois extensions of commutative rings, we have that not every Azumaya algebra can be
split by a Galois ring extension. On the other hand, for the relative Brauer group instead
of the Crossed Product Theorem we have an infinite exact sequence by Villamayor and
Zelinsky [23]. It involves cohomology groups which are evaluated at three types of coeffi-
cients so that the three types of cohomology groups appear periodically in the sequence.
As they observed, when the ring extension is faithfully flat, the relative Brauer group em-
beds into the middle term in the second level of the sequence. If the extension is faithfully
projective, the embedding is indeed an isomorphism, and the Crossed Product Theorem
is recovered.
In [3] we introduced the Brauer group of Azumaya corings and we proved that it is
isomorphic to the mentioned middle term cohomology group. In this setting a commuta-
tive ring extension R −→ S is faithfully flat and S⊗R S is the basic Azumaya S/R-coring.
We also have that the full Brauer group Br(R), which is the limit of the relative Brauer
groups Br(S/R) over faithfully flat ring extension R −→ S, is isomorphic to the full group
of Azumaya corings over R. This resolves the deficiency in the cohomological interpre-
tation of the Brauer group of a commutative ring. Corings were introduced in [21] and
a later interest for them was revived by the appearance of [2], where it was shown that
various structure theorems for entwining structures in the context of gauge theory on
non-commutative spaces, Doi-Koppinen Hopf modules, just to mention some, are special
cases of structure theorems for the category of comodules of a coring.
Replacing a commutative ring S by a symmetric finite tensor category C, we proved
in [11] that there exists an analogous infinite exact sequence to that of Villamayor and
Zelinsky. On the other hand, replacing Azumaya algebras in a braided monoidal category
from the mentioned construction in [22] by invertible (exact) bimodule categories over a
finite tensor category, in [9] the authors introduced the Brauer-Picard group of a finite
tensor category. It consists of equivalence classes of exact invertible C-bimodule categories
M, where C is a finite tensor category, satisfying: M ⊠C Mop ≃ C (and equivalently
Mop⊠CM≃ C). This group is of great importance in the classification of extensions of a
given tensor category by a finite group, and it is also related to mathematical physics, e.g.
rational Conformal Field Theory and 3-dimensional Topological Field Theory, [12, 15]. In
particular, it is also shown that BrPic(V eck) ∼= Br(k), that is, the Brauer-Picard group of
the category of k-vector spaces is isomorphic to the Brauer group of the field k. When C is
braided one may consider one-sided C-module categories in which the action on the other
side is induced via the braiding. Their equivalence classes form a group, called the Picard
group of C and denoted by Pic(C), and it is a subgroup of BrPic(C). It is also known, [6],
that Pic(C) is isomorphic to the Brauer group of exact Azumaya algebras. In particular,
for the braided monoidal category of modules over a finite-dimensional quasitriangular
Hopf algebra (H,R), it is proved in [7] that the Picard and the Brauer group of C = HM
are isomorphic.
In the present paper we introduce the notion of coring categories and of Azumaya quasi
coring categories. We prove that the middle cohomology group in the second level of the
sequence from [11] is isomorphic to the group of Azumaya quasi coring categories. These
are invertible categories coming from Pic(C ⊠ C) equipped with an additional structure.
The reason that we obtain quasi coring categories (coring categories without the counit
functor) is that we do not have a suitable notion of “faithful flatness” in the setting of
module categories (we lack of examples for a formal definition). This notion was crucial in
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recovering the counit for the Azumaya corings in [3]. Nevertheless, Proposition 5.8 is valid
even without the “faithful flatness” condition. This result is fundamental in Section 7
for few reasons. Firstly, to construct the colimit of the relative groups of Azumaya quasi
coring categories, secondly to introduce the corresponding full group and finally to prove
that the two groups are isomorphic. The interpretation of the middle term in the first
level of our infinite exact sequence encounters the same difficulty as the one mentioned
above concerning the “faithful flatness” condition, whereas the interpretation in the third
level is left for a further investigation.
The paper is organized as follows. In the next section we recall some definitions as
well as some results from [11] that we will be using here, and we pursue with some basic
results. In Section 3 we develop some results based on certain adjoint pairs of functors
which will help us to obtain the 1-1 correspondence in Lemma 6.1. In the following sec-
tion we introduce coring categories over finite tensor categories, which will be used in our
cohomological interpretation. Section 5 is dedicated to recall our Amitsur cohomology
over symmetric finite tensor categories from [11] and we consider what we call extended
cocycles. We also prove here some new results, among others Proposition 5.1 and Propo-
sition 5.8 by which any two functors F,G : C −→ D between symmetric finite tensor
categories induce one and the same map between the n-th Amitsur cohomology groups:
F∗ = G∗ : H
n(C, P ) −→ Hn(D, P ), where P is any of the three types of coefficients con-
sidered in our sequence. This result enables one to construct the colimit over symmetric
finite tensor categories of Hn(•/vec, P ). The subject of Section 6 is the interpretation
of the middle cohomology group in the second level of the sequence, where we get the
group of Azumaya quasi C-coring categories, for a symmetric finite tensor category C. We
also construct the connecting map in the second level of the sequence that ends up in the
novel group. In the last section we prove that the colimit over symmetric finite tensor
categories of the relative groups of Azumaya quasi coring categories is isomorphic to the
full group of Azumaya quasi coring categories over vec.
2 Preliminaries and notation
Throughout k will be an algebraically closed field of characteristic zero, I will denote the
unit object in a monoidal category C. When there is no confusion we will denote the
identity functor on a categoryM byM. We recall some definitions and basic properties.
A finite category over k is a k-linear abelian category equivalent to a category of finite-
dimensional representations of a finite-dimensional k-algebra. A tensor category over k is
a k-linear abelian rigid monoidal category such that the unit object is simple. An object
X is said to be simple if End(X) = k IdX . A finite tensor category is a tensor category
such that the underlying category is finite. For a finite-dimensional Hopf algebra H (or,
more generally, a finite-dimensional quasi-Hopf algebra) the category of its representations
RepH is a finite tensor category.
All categories will be finite, all tensor categories will be over k, and all functors will
be k-linear.
We assume the reader is familiar with the notions of a left, right and bimodule cate-
gories over a tensor category, (bi)module functors, Deligne tensor product of finite abelian
categories, tensor product of bimodule categories and exact module categories. For the
respective definitions we refer to [10], [9], [13], [8]. The Deligne tensor product bifunctor
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−⊠− and the action bifunctor for module categories −⊗− are biexact in both variables
[8, Proposition 1.46.2].
For finite tensor categories C,D, E , a C-D-bimodule categoryM and a (D, E)-bimodule
category N , the tensor product over D: M⊠DN is a (C, E)-bimodule category. Given an
E-F -bimodule category P, there is a canonical equivalence of C-F -bimodule categories:
(M⊠D N )⊠E P ≃M⊠D (N ⊠E P), [9, Remark 3.6].
Given a tensor functor η : C −→ E , then E is a left (and similarly a right) C-module
category. The action bifunctor C × E −→ E is given by ⊗(η × IdE), where ⊗ is the tensor
product in E , and the associator functor is
mX,Y,F = αη(X),η(Y ),E(ξX,Y ⊗ E) (1)
for every X, Y ∈ C and E ∈ E , where ξX,Y : η(X ⊗ Y ) −→ η(X) ⊗ η(Y ) determines
the monoidal structure of the functor η and α is the associativity constraint for E . The
constraint for the action of the unit is defined in the obvious manner. Moreover, E is a
C-E-bimodule category with the bimodule constraint γX,E,F : (X⊗E)⊗F −→ X⊗(E⊗F )
for X ∈ C, E, F ∈ E , given via γX,E,F = αη(X),E,F .
C-balanced functors. Let M be a right C-module and N a left C-module category.
For any abelian category A a bifunctor F : M×N −→ A additive in every argument is
called C-balanced if there are natural isomorphisms bM,X,N : F (M⊗X,N)
∼=
−→ F (M,X⊗N)
for all M ∈M, X ∈ C, N ∈ N s.t.
F ((M⊗X)⊗Y,N) F (M⊗(X ⊗ Y ), N)✛
F (mrM,X,Y , N)
F (M, (X ⊗ Y )⊗N)✲
bM,X⊗Y,N
❄
F (M,mlX,Y,N)
❄
bM⊗X,Y,N
F ((M⊗X), Y⊗N) F (M,X⊗(Y⊗N))✲
bM,X,Y⊗N
(2)
commutes.
A C-balanced natural transformation Ψ : F −→ G between two C-balanced func-
tors F,G : M×N −→ A with their respective balancing isomorphisms fX and gX , is a
natural transformation such that the following diagram commutes:
F ((M⊗X), N) F (M, (X⊗N))✲
fM,X,N
G((M⊗X), N) G(M, (X⊗N)).✲
gM,X,N
❄
Ψ(M⊗X,N)
❄
Ψ(M,X⊗N)
(3)
A right C-module category M gives rise to a left C-module category Mop with the
action given by (4) and associativity isomorphisms mopX,Y,M = mM,∗Y,∗X for all X, Y ∈
C,M ∈ M. Similarly, a left C-module categoryM gives rise to a right C-module category
Mop with the action given via (5). Here ∗X denotes the left dual object and X∗ the right
dual object for X ∈ C. IfM is a (C,D)-bimodule category thenMop is a (D, C)-bimodule
category and (Mop)op ∼=M as (C,D)-bimodule categories.
X⊗
op
M =M⊗∗X (4) M⊗
op
X = X∗⊗M (5)
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For a C-D-bimodule functor F : M −→ N the D-C-bimodule functor opF : opN
−→ opM is given by opF = σ−1M,C ◦ F
∗ ◦ σN ,C. Here F∗ : FunC(N , C) −→ FunC(M, C) is
given by F∗(G) = G ◦ F and σ is the equivalence proved in [11, Lemma 4.3] and given
by σM,N : M ⊠C opN −→ Fun(N ,M)C, σ(M ⊠C N) = M⊗HomN (−, N). If F is an
equivalence, it is (F∗)−1 = (F−1)∗ = − ◦ F−1 and consequently: (opF)−1 = op(F−1).
A (C,D)-bimodule category M is called invertible [9] if there are equivalences of
bimodule categories
Mop ⊠C M≃ D, M⊠D M
op ≃ C.
The group of equivalence classes of exact invertible module categories over a finite tensor
category C is called the Brauer-Picard group. It was introduced in [9] and it is denoted
by BrPic(C).
One-sided C-bimodule categories. When C is braided with a braiding Φ, then
every left C-module category is a right and a C-bimodule category: M⊗X = X⊗M with
the isomorphism functors mrM,X,Y : M⊗(X ⊗ Y ) −→ (M⊗X)⊗Y defined via:
M⊗(X ⊗ Y ) (M⊗X)⊗Y✲
mrM,X,Y
(X⊗Y )⊗M (Y ⊗X)⊗M✲
ΦX,Y⊗M
Y⊗(X⊗M),✲
mlY,X,M
❄
=
❄
=
(6)
see [6, Section 2.8]. Moreover, the C-bimodule associativity constraint is given by:
(X⊗M)⊗Y X⊗(M⊗Y )✲
aX,M,Y
Y⊗(X⊗M) (Y⊗X)⊗M✲
(ml)−1Y,X,M
(X⊗ Y )⊗M✲
ΦY,X ⊗M
X⊗(Y⊗M)✲
mlX,Y,M
❄
=
✻
=
(7)
for all X, Y ∈ C,M ∈ M. The C-bimodule categories obtained in this way are called
one-sided C-bimodule categories. We denote their category by Cbr-Mod. We have that
(Cbr-Mod,⊠C, C) is monoidal.
For a braided finite tensor category C we denote by Pic(C) the monoidal category
(Pic(C),⊠C, C) of exact invertible one-sided C-bimodule categories. The Grothendieck
group of Pic(C) – the Picard group of equivalence classes of exact invertible one-sided
C-bimodule categories – is denoted by Pic(C). It is a subgroup of BrPic(C), [9, Section
4.4], [6, Section 2.8]. Moreover, Inv(C) will denote the group of isomorphism classes
of invertible objects in C (objects X such that there exists an object Y ∈ C such that
X ⊗ Y ∼= I ∼= Y ⊗X). The inverse object of X we will denote by X−1. The product is
induced by the tensor product in C. If C is braided Inv(C) is an abelian group (in two
ways).
In [11, Proposition 4.2 and Proposition 4.7] we proved that given a C-bimodule category
M its left and right dual objects in the monoidal category of C-bimodule categories
(C- Bimod, C,⊠C) are M
op and opM, respectively. The corresponding dual basis functors
are given as follows.
ev :M⊠C M
op −→ C and coev : C −→Mop ⊠C M
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where ev(M ⊠C N) = HomM(M,N) and coev(I) = ⊕i∈JWi ⊠C Vi is such an object in
Mop ⊠C M that IdM = ⊕i∈JHomM(−,Wi)⊗Vi. Similarly, for
ev : opM⊠C M−→ C and coev : C −→M⊠C
opM
one has: ev(M ⊠C N) = HomM(N,M) and coev(I) = ⊕i∈JVi ⊠C Wi is such an object in
M⊠C opM that
IdM = ⊕i∈JVi⊗HomM(−,Wi). (8)
Here HomM(M,N) and HomM(M,N) are inner hom objects in C determined as follows:
HomM(M,−) :M−→ C is a right adjoint functor to −⊗M : C −→M, and HomM(M,−)
is a right adjoint functor to M⊗−. We also proved that ifM is an invertible C-bimodule
category, the evaluation and coevaluation functors are equivalences. Moreover, if C is
symmetric, the left and the right dual objects coincide: Mop = opM. We also have:
Corollary 2.1 [11, Corollary 4.11] For a symmetric finite tensor category C and M ∈
Pic(C), it is ev−1 ≃ coev. In particular, it is ⊕i∈JHomM(Vi,Wi) ∼= I.
Corollary 2.2 [11, Corollary 3.3] If C is a symmetric finite tensor category, then every
C-bimodule category M is a one-sided C ⊠ C-bimodule category.
As we commented after [11, Corollary 3.3], for a symmetric finite tensor category C
we have:
M∈ C Bimod ⇔ M ∈ C ⊠ C-Mod ⇔ M ∈ Mod -C ⊠ C (9)
and moreover M is a one-sided C ⊠ C-bimodule category.
For any finite tensor category C, in order to simplify the notation we will often write:
X1 · · ·Xn for the tensor product X1 ⊗ . . . ⊗ Xn in C. We will write an object X ∈ C⊠n
as X = X1 ⊠X2 ⊠ · · ·⊠Xn, where the direct summation we understand implicitly. The
category C⊠n is a finite tensor category with unit object I⊠n and the componentwise tensor
product: (X1 ⊠X2 ⊠ · · ·⊠Xn)⊙ (Y 1 ⊠ Y 2 ⊠ · · ·⊠ Y n) = X1Y1 ⊠ · · ·⊠XnYn.
For a braided (symmetric) finite tensor category C the category C⊠n is a braided
(symmetric) finite tensor category for every n ∈ N. If C is braided, every left C⊠n-module
category is a C⊠n-bimodule category so we may consider the Picard group Pic(C⊠n). We
proved:
Proposition 2.3 [11, Proposition 3.4] For a symmetric finite tensor category C the cat-
egory (Cbr-Mod,⊠C, C) is symmetric monoidal.
Consequently, for a symmetric finite tensor category C the Picard group Pic(C⊠n) is
abelian for every n ∈ N. The main result of our previous paper is:
Theorem 2.4 [11, Theorem 8.2] Let C be a symmetric finite tensor category. There is a
long exact sequence
1 −→ H2(C, Inv)
α2−→ H1(C,Pic)
β2
−→ H1(C,Pic) (10)
γ2
−→ H3(C, Inv)
α3−→ H2(C,Pic)
β3
−→ H2(C,Pic)
γ3−→ H4(C, Inv)
α4−→ H3(C,Pic)
β4−→ H3(C,Pic)
γ4−→ · · ·
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In Section 5 we will recall the construction of the category Pic(C). The following will
be useful throughout the paper:
Lemma 2.5 [11, Lemma 2.1] Let C and D be finite tensor categories. Given a right
C-module category M, a left C-module category M′, a right D-module category N and a
left D-module category N ′, there is an isomorphism of categories:
(M⊠C M
′)⊠ (N ⊠D N
′) ∼= (M⊠N )⊠C⊠D (M
′
⊠N ′).
Lemma 2.6 [11, Lemma 4.9] Let F ,G : M −→ N be D-C-bimodule functors and let P
be an invertible C-bimodule category.
1. It is F ⊠C IdP = G ⊠C IdP if and only if F = G.
2. If H : P −→ L is a C-bimodule equivalence functor, it is F ⊠C H = G ⊠C H if and
only if F = G.
Now we prove:
Lemma 2.7 Let C be a finite tensor category and M an exact C-bimodule category and
let α : M −→ C be a C-bimodule equivalence. Define α† = ev(idopM ⊠C α
−1) : opM −→ C.
Then:
1. ev = α† ⊠C α as right C-linear functors.
2. α† = (opα)−1 as C-bimodule functors.
Proof. Take M ∈ opM and N ∈M. 1). Observe that α† is the composition:
α† = (opM≃ opM⊠C C opM⊠C M✲
opM⊠C α−1 C).✲ev
We compute:
(α† ⊠C α)(M ⊠C N) = α
†(M)⊠C α(N)
= ev(M ⊠C α
−1(I))⊠C α(N)
= ev(M ⊠C α
−1(I)⊗α(N))
= ev(M ⊠C α
−1(I ⊗ α(N)))
= ev(M ⊠C N).
In the third and the fourth equality we used that ev, respectively α−1, is right C-linear.
The second claim follows by Lemma 2.6 from the parts 1) and 2).
2.1 Tensor product of bimodule categories as a braided monoidal
category
In [11] we introduced Amitsur cohomology associated to Deligne tensor powers C⊠n, which
is a braided monoidal category if so is C. In Subsection 5.2 we will want to consider
Amitsur complex assotiated to Deligne tensor powers of the form (C ⊠ C)⊠Cn. For this
purpose let us see how the braided monoidal structure of such a category looks like.
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Lemma 2.8 Let D be a C-bimodule category which is a left and a right C-module category
through two tensor functors σ, τ : C −→ D, respectively. Suppose that D is braided. Then
D ⊠C D is a braided finite tensor category.
Proof. We define the tensor product ⊡ between two objects D ⊠C D
′ and E ⊠C E
′ in
D ⊠C D as follows:
(D ⊠C D
′)⊡ (E ⊠C E
′) := DE ⊡D′E ′
(or, what is the same, so that the following diagram commutes:
D ⊠D ×D ⊠D D ⊠C D ×D ⊠C D✲
Π× Π
D ⊠D D ⊠C D.)✲
Π
❄
⊙
❄
⊡
In order to see that this is a well-defined operation, we need to check that it is C-balanced
at two places, so that
((D⊗X)⊠C D
′)⊡ (E ⊠C E
′) ∼= (D ⊠C (X⊗D
′))⊡ (E ⊠C E
′)
and
(D ⊠C D
′)⊡ ((E⊗X)⊠C E
′) ∼= (D ⊠C D
′)⊡ (E ⊠C (X⊗E
′))
for all X ∈ C. We will consider the corresponding isomorphisms defined as follows:
((D⊗X)⊠C D
′)⊡ (E ⊠C E
′) (D ⊠C (X⊗D
′))⊡ (E ⊠C E
′)✲
bD,X,D′
Dτ(X)E ⊠C D
′E ′ DEτ(X)⊠C D
′E ′ = DE ⊠C σ(X)D
′E ′✲
D ⊗ Φ˜τ(X),E ⊠C D′E ′
❄
=
❄
=
(11)
and
(D ⊠C D
′)⊡ ((E⊗X)⊠C E ′) (D ⊠C D′)⊡ (E ⊠C (X⊗E ′))✲
b˜E,X,E′
DEτ(X)⊠C D
′E ′ = DE ⊠C σ(X)D
′E ′ DE ⊠C D
′σ(X)E ′.✲
DE ⊠C Φ˜σ(X),D′ ⊗E
′❄
=
❄
=
(12)
We only show that the isomorphism bD,X,D′ satisfies the coherence diagram (2), the check
for b˜E,X,E′ is done similarly. For this purpose we should prove that
Dτ(XY )E ⊠C D
′E ′✏✏✏✏✏✏✏✏✏✏✮
D ⊗ ωτ ⊗ E ⊠C D′E ′
Dτ(X)τ(Y )E ⊠C D
′E ′
D ⊗ Φ˜τ(XY ),E ⊠C D′E ′
PPPPPPPPPPPq
DE ⊠C σ(XY )D
′E ′
❄
DE ⊠C ωσ ⊗D′E ′
❄
Dτ(X)⊗ Φ˜τ(Y ),E ⊠C D
′E ′
Dτ(X)E ⊠C σ(Y )D
′E ′ DE ⊠C σ(X)σ(Y )D
′E ′✲
D ⊗ Φ˜τ(X),E ⊠C σ(Y )D
′E ′
commutes. This turns out to be fulfilled, as we have:
τ(XY )E
ωτ
❤
❤
E σ(X) σ(Y )
nat.Φ˜
=
τ(XY ) E
❤
ωσ
E σ(X) σ(Y )
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(here the empty circle denotes that τ switches to σ because the corresponding object from
C passes to act from the other side of ⊠C). The associativity constraint on D ⊠C D is
induced by α ⊠C α, where α is the associativity constraint for D. Then it is clear that
D ⊠C D is a monoidal category.
The braiding Ψ in D ⊠C D between two objects D ⊠C D′ and E ⊠C E ′ is given by the
following morphism in D ⊠C D:
(D ⊠C D
′)⊡ (E ⊠C E
′) (E ⊠C E
′)⊡ (D ⊠C D
′)✲Ψ
DE ⊠C D
′E ′ ED ⊠C E
′D′.✲
Φ˜⊠C Φ˜
❄
=
❄
=
(13)
We have to check that Ψ is a C-balanced natural transformation at two places. This
means that two coherence diagrams like (3) should commute, one of which we show and
it is the following:
((Dτ(X))E ⊠C D
′E ′ DE ⊠C (σ(X)D
′)E ′✲
bD,X,D′
E(Dτ(X))⊠C E
′D′ ED ⊠C E
′(σ(X)D′).✲
b˜D,X,D′
❄
Φ˜Dτ(X),E ⊠C Φ˜D′,E′
❄
Φ˜D,E ⊠C Φ˜σ(X)D′,E′
with b and b˜ from (11) and (12), respectively. It commutes indeed, since:
D τ(X)E D′ E′
❤
E D E′ σ(X) D′
=
D τ(X)E D′ E′
❤
E D E′ σ(X) D′
by a braiding axiom. The braiding axioms for Ψ follow by those for Φ˜ in D.
Remark 2.9 Similar structures to the ones presented in the proof of Lemma 2.8 were
considered in [5] and [14]. Recall that given a braided monoidal category D the Mu¨ger’s
center category D′ is a braided subcategory of D such that for all M ∈ D′ and all
D ∈ D the braiding Φ˜ of D is symmetric when acting between M and D, that is: Φ˜M,X =
(Φ˜M,X)
−1, [18, Definition 2.9]. Another term used in the literature for such objects (of D′)
is that they are transparent, (see [1]). In Lemma 2.8 we do not require that the functors
σ and τ factor through the Mu¨ger’s center category D′, that is that Φ˜ be symmetric when
acting between τ(X), for every X ∈ C, and any D ∈ D (and the same for σ).
3 Some equivalences of categories of functors
The next result can be seen as a special case of [11, Proposition 4.5]. Suppose a finite
tensor category E is a left C-module category via a monoidal functor η : C −→ E , as in
(1). Then − ⊠C E has a right adjoint Fun(E ,−)E ≃ Id : Mod -E −→ Mod -C. Given a
right E-module category A, the category Fun(E ,A)E ≃ A is a right C-module category
via the left C-module structure of E (by (F⊗X)(E) = F (X⊗E) for F ∈ Fun(E ,A)E and
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X ∈ C, E ∈ E), that is, via η : C −→ E . Otherwise stated, A ∈ Mod -E is a right C-module
category via A⊗C = A⊗η(C), for A ∈ A, C ∈ C. We denote this C-module by G(A).
This right adjoint functor Mod -E −→ Mod -C we will call the restriction of scalars functor.
By the notation F : C −→ D : G we will mean that a functor F is left adjoint to G.
Corollary 3.1 Given a functor of tensor categories η : C −→ E , there is an adjoint pair of
functors F = −⊠C E : Mod -C −→ Mod -E : G, where F is the induction functor and G the
restriction of scalars functor, so that there is an isomorphism of F-D-bimodule categories:
Fun(N ⊠C E ,A)E ∼= Fun(N ,G(A))C
for every N ∈ D-C-Bimod and A ∈ F-E-Bimod.
Given a right C-module functor H : N −→ G(A), a right E-module functor H˜ : N ⊠C E
−→ A is given by
H˜(N ⊠C E) = H(N)⊗E = H(N)⊠C E (14)
for every N ∈ N , E ∈ E .
Definition and Lemma 3.2 [11, Definition and Lemma 5.2] Let F : D −→ C be a tensor
functor.
• Given another tensor functor G : D′ −→ C and a C-bimodule categoryM, the category
FMG equal to M as an abelian category with actions:
X⊗M⊗X ′ = F(X)⊗M⊗G(X ′)
for all X ∈ D, X ′ ∈ D′ and M ∈M is a D-D′-bimodule category.
• If H : C −→ E is another tensor functor and M is a left E-module category, then
there is an obvious equivalence of left D-modules categories:
FC ⊠C HM≃ HFM. (15)
Let eni : C
⊠n −→ C⊠(n+1) with i = 1, · · · , n + 1, denote the tensor functors that we
introduced in [11, Section 5] and which are given by:
eni (X
1
⊠ · · ·⊠Xn) = X1 ⊠ · · ·⊠ I ⊠X i ⊠ · · ·⊠Xn (16)
Let us now consider η = e2i : C ⊠ C −→ C ⊠ C ⊠ C, i = 1, 2, 3 in Corollary 3.1 and let us
write the corresponding adjoint pair of functors as (Fi,Gi). Denote by Mi = Fi(M) =
M⊠C⊠C e2i (C ⊠ C ⊠ C) for i = 1, 2, 3. In particular, an object in M3 is of the form:
M ⊠C⊠C e23(X
1
⊠X2⊠X3) = M⊗(X1⊠X2)⊠C⊠C e23(I ⊠ I ⊠X
3) ∼= (M⊗(X1⊠X2))⊠X3
for some M ∈M, X1, X2, X3 ∈ C. Therefore, M3 ≃M⊠ C. Similarly, an object in M1
is of the form: X ⊠M for some X ∈ C, and M1 ≃ C ⊠M.
We will also denote: Mi = (M ⊠C⊠C e2i )(M) for some M ∈ M and i = 1, 2, 3. In
particular,
M3 = M ⊠C⊠C e23(I ⊠ I ⊠ I) =M ⊠ I and M1 =M ⊠C⊠C e21(I ⊠ I ⊠ I) = I ⊠M.
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To simplify the calculations in the following lemmas we introduce the Sweedler-type
notation. For a functor H :M−→M⊠C M and M ∈M we will write:
H(M) =M(1) ⊠C M(2),
where the direct sums are understood implicitly.
Lemma 3.3 Let C be a symmetric finite tensor category and let M∈ C⊠C-Mod. There
is an isomorphism of categories
FunC(M,M⊠C M)C ∼= FunC⊠3(M2,M3 ⊠C⊠3 M1).
The functor H˜ corresponding to the functor H ∈ FunC(M,M ⊠C M)C, with H(M) =
M(1) ⊠C M(2) is given by the formula:
H˜(M2) =M(1)3 ⊠C⊗3 M(2)1. (17)
Proof. Observe that the property (9) applies. First we will show the isomorphism:
G2(M3 ⊠C⊠3 M1) ∼= M ⊠C M. We consider M as a C-bimodule category, with its
left and right C ⊠ C-module structures as in [11, Proposition 3.1]. Then Mi are (one-
sided) C ⊠ C ⊠ C-bimodule categories. Let A : M3 ⊠M1 −→ M ⊠C M be defined by
A((M ⊠ X) ⊠ (Y ⊠ N)) := (Y⊗M) ⊠C (N⊗X). Let us show that it induces a functor
A : M3 ⊠C⊠3 M1 −→ M ⊠C M. For this, we need to check if A is C
⊠3-balanced, that is,
that there is a natural isomorphism between
Σ := A
(
((M ⊠X)⊗(Z1 ⊠ Z2 ⊠ Z3))⊠ (Y ⊠N)
)
and
Ω := A
(
(M ⊠X)⊠ ((Z1 ⊠ Z2 ⊠ Z3)⊗(Y ⊠N))
)
satisfying condition (2). We first note that (M⊠X)⊗(Z1⊠Z2⊠Z3) ∼= (M⊗(Z1⊠Z2))⊠
(X ⊗Z3) ∼= (Z1⊗M⊗Z2)⊠ (X ⊗Z3) and (Z1⊠Z2⊠Z3)⊗(Y ⊠N) ∼= (Z1⊗Y )⊠ ((Z2⊠
Z3)⊗N) ∼= (Z1 ⊗ Y )⊠ (Z2⊗N⊗Z3). Now we have:
Σ = A((Z1⊗M⊗Z2)⊠ (X ⊗ Z3))⊠ (Y ⊠N))
= (Y⊗(Z1⊗M⊗Z2))⊠C (N⊗(X ⊗ Z
3))
∼= ((Y ⊗ Z1)⊗M)⊠C ((Z
2⊗N)⊗(X ⊗ Z3))
and
Ω = A((M ⊠X)⊠ ((Z1 ⊗ Y )⊠ (Z2⊗N⊗Z3)))
= ((Z1 ⊗ Y )⊗M)⊠C ((Z
2⊗N⊗Z3)⊗X)
∼= ((Z1 ⊗ Y )⊗M)⊠C (Z
2⊗N⊗(Z3 ⊗X)).
We define the wanted isomorphism bM⊠X,Z,Y⊠N between Σ and Ω as:
A(((M ⊠X)⊗Z)⊠ (Y ⊠N)) A((M ⊠X)⊠ (Z⊗(Y ⊠N)))✲
bM⊠X,Z,Y⊠N
(Y⊗(Z1⊗M⊗Z2))⊠C (N⊗(X ⊗ Z3)) ((Z1 ⊗ Y )⊗M)⊠C ((Z2⊗N⊗Z3)⊗X)✲
Φ−1
Y,Z1
⊠ Id⊠ΦX,Z3
❄
=
❄
=
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where Z = Z1 ⊠ Z2 ⊠ Z3. In the coherence condition (2) the left and right associator
functors that are to apply are mL and mR defined in [11, Proposition 3.1]. Apart from the
compatibilities of the left, right and bimodule associators, the coherence condition comes
down to:
Y Z1 W 1 X Z3 W 3
Z1W 1 Y W 3Z3 X
=
Y Z1W 1 X Z3 W 3
Z1W 1 Y W 3Z3 X
where W = W 1 ⊠ W 2 ⊠ W 3 is another object from C⊠3. This identity is fulfilled by
naturality.
The functor B :M⊠M−→M3 ⊠C⊠3 M1 given by B(M ⊠N) = M3⊠C⊠3 N1 induces
the functor B : M ⊠C M −→ M3 ⊠C⊠3 M1. To see that B is C-balanced, observe that
the identity B((M⊗X)⊠N) = M3⊗(I ⊠X ⊠ I)⊠C⊠3 N1 = M3 ⊠C⊠3 (I ⊠X ⊠ I)⊗N1 =
B(M ⊗ (X⊗N)) satisfies condition (2) as the identity functor on M3 ⊠C⊠3 N1 is C
⊠3-
balanced. Now, we easily see that A((M ⊠X)⊠C⊠3 (Y ⊠N)) = (Y⊗M)⊠C (N⊗X) and
B(M ⊠C N) = (M ⊠ I)⊠C⊠3 (I ⊠N) are inverse to each other:
BA((M ⊠X)⊠C⊠3 (Y ⊠N)) = B((Y⊗M)⊠C (N⊗X))
= ((Y⊗M)⊠ I)⊠C⊠3 (I ⊠ (N⊗X))
∼= (M ⊠X)⊠C⊠3 (Y ⊠N)
and
AB((M ⊠C N) = A((M ⊠ I)⊠C⊠3 (I ⊠N))
= (I⊗M)⊠C (N⊗I) = M ⊠C N.
On morphisms we define A as follows. Let f : (M⊠X)⊠C⊠3 (Y ⊠N) −→ (M
′
⊠X ′)⊠C⊠3
(Y ′ ⊠ N ′) be a morphism in M3 ⊠C⊠3 M1. Then A(f) = α ◦ f ◦ β : (Y⊗M) ⊠C (N⊗X)
−→ (Y ′⊗M ′) ⊠C (N
′⊗X ′) - here α : (M ′ ⊠ X ′) ⊠C⊠3 (Y
′
⊠ N ′) −→ (Y ′⊗M ′) ⊠C (N
′⊗X ′)
is given by α((m′ ⊠ x′)⊠C⊠3 (y
′
⊠ n′)) = (y′⊗m′)⊠C (n′⊗x′) and β : (Y⊗M)⊠C (N⊗X)
−→ (M ⊠ X) ⊠C⊠3 (Y ⊠ N) by β((y⊗m) ⊠C (n⊗x)) = (m ⊠ x) ⊠C⊠3 (y ⊠ n), with x ∈
X, x′ ∈ X ′, y ∈ Y, y′ ∈ Y ′, m ∈ M,m′ ∈M ′, n ∈ N, n′ ∈ N ′.
On the other hand, B is defined on morphisms as follows. For f : M⊠CN −→ M ′⊠CN ′
a morphism in M⊠C M we define B(f) as the composition:
M3 ⊠C⊠3 N1 M
′
3 ⊠C⊠3 N
′
1
✲B(f)
(I⊗M)⊠C (N⊗I) M ⊠C N✲lM ⊠C rN
M ′ ⊠C N
′✲
f
(I⊗M ′)⊠C (N ′⊗I)✲
l−1M ′ ⊠C r
−1
N ′
❄
β−1I
✻
α−1I
where α−1I and β
−1
I are obvious maps arising from α and β with X = Y = I.
ThenM⊠CM andM3⊠C⊠3M1 are isomorphic as abelian categories. Let us see that
A is an isomorphism of C-bimodule categories, whereM3⊠C⊠3M1 is seen as a C-bimodule
category through F2 : Mod -C⊠2 −→ Mod -C⊠3. For this purpose observe the isomorphism
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sc defined via:
A(C⊗(M ⊠X)⊠C⊠3 (Y ⊠N)) C⊗A((M ⊠X)⊠C⊠3 (Y ⊠N))
✲sC
Y⊗(C⊗M)⊠C (N⊗X)
❄
(ml)−1 ⊠C Id
((Y ⊗ C)⊗M)⊠C (N⊗X) ((C ⊗ Y )⊗M)⊠C (N⊗X)✲ΦY,C ⊠C Id
❄
=
✻
=
✻
ml ⊠C Id
(C⊗(Y⊗M))⊠C (N⊗X)
The check that it satisfies the coherence for a left C-linear functor comes down to: (C ⊗
ΦY,D)(ΦY,C⊗D) = ΦY,C⊗D, which is fulfilled by an axiom for the braiding. (The rest in the
coherence check holds by naturality and the coherence of the left associator functor ml.)
The proof that A is right C-linear is similar. This yields that G2(M3⊠C⊠3M1) ∼=M⊠CM
as C-bimodule categories.
Finally, the adjunction F2 = − ⊠C⊠C e22(C
⊠3) : Mod -C⊠2 −→ Mod -C⊠3 : G2 yields that
there is an isomorphism:
FunC(M,M⊠C M)C ∼= FunC(M,G2(M3 ⊠C⊠3 M1))C
∼= FunC⊠3(F2(M),M3 ⊠C⊠3 M1)
= FunC⊠3(M2,M3 ⊠C⊠3 M1).
In particular, given a C-bimodule functor H :M−→M⊠C M and M ∈ M, we have by
(14) that H˜(M2) = B(H(M)) = M(1)3 ⊠C⊗3 M(2)1. Since H˜ is C
⊠3-linear, it extends to
all M2 (an arbitrary object in M2 is of the form: M = M ⊠C⊠C e22(X
1
⊠ X2 ⊠ X3) =
M2⊗(X
1
⊠X2 ⊠X3), so H˜(M) = H˜(M2)⊗(X
1
⊠X2 ⊠X3)).
Lemma 3.4 Let C be a symmetric finite tensor category and let M∈ C⊠C-Mod. There
is an isomorphism of categories
FunC(M,M⊠C M⊠C M)C ∼= FunC⊠4(M23,M34 ⊠C⊠4 M14 ⊠C⊠4 M12).
Given H ∈ FunC(M,M ⊠C M ⊠C M)C, with H(M) = M(1) ⊠C M(2) ⊠C M(3), its corre-
sponding functor H˜ is given by:
H˜(M23) =M(1)34 ⊠C⊗4 M(2)14 ⊠C⊗4 M(3)12. (18)
Proof. As in the proof of Lemma 3.3, one proves that A : M34 ⊠C⊠4 M14 ⊠C⊠4 M12
−→M⊠C M⊠C M given by
A((M ⊠X ⊠ Y ) ⊠C⊠4 (X
′
⊠N ⊠ Y ′)⊠C⊠4 (X
′′
⊠ Y ′′ ⊠ P )) =
((X ′′ ⊗X ′)⊗M)⊠C (Y
′′⊗N⊗X)⊠C (P⊗(Y ⊗ Y
′))
and
B :M⊠C M⊠C M−→M34 ⊠C⊠4 M14 ⊠C⊠4 M12
given by
B(M ⊠C N ⊠C P ) :=M34 ⊠C⊠4 N14 ⊠C⊠4 P12
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are well-defined C-bilinear functors inverse to each other, where M34 ⊠C⊠4 M14 ⊠C⊠4
M12 is a C-bimodule category through F23 : C ⊠ C −→ C ⊠ C ⊠ C ⊠ C. Observe that
F23 = − ⊠C⊠C e22(C
⊠3) ⊠C⊠3 e33(C
⊠4) = − ⊠C⊠C (e22◦e33)(C
⊠4) : Mod -C⊠2 −→ Mod -C⊠4. Then
M ⊠C M ⊠C M ∼= G23(M34 ⊠C⊠4 M14 ⊠C⊠4 M12) as C-bimodule categories and by the
adjunction (F23,G23) we have the isomorphism:
FunC(M,M⊠C M⊠C M)C ∼= FunC(M,G23(M34 ⊠C⊠4 M14 ⊠C⊠4 M12))C
∼= FunC⊠4(F23(M),M34 ⊠C⊠4 M14 ⊠C⊠4 M12)
= FunC⊠4(M23,M34 ⊠C⊠4 M14 ⊠C⊠4 M12).
By (14), ifH ∈ FunC(M,M⊠CM⊠CM)C, its corresponding functor H˜ in FunC⊠4(M23,
M34⊠C⊠4M14⊠C⊠4M12) is given by H˜(M23) = B(H(M)) which extends as a C
⊠4-module
functor to all M23 and we get (18).
4 Comonoidal categories and coring categories over
finite tensor categories
Let k be an algebraically closed field and let Ck denote the 2-category of (small) finite
abelian categories. We will denote by vec the category of finite-dimensional k-vector
spaces. Then (Ck,⊠, vec) is a symmetric monoidal 2-category ([20, Lemma 2.6], [17,
Proposition 2.9.10, Ejercicio 2.9.8]). We also have that given a finite tensor category C
the 2-category of C-bimodule categories (C- Bimod,⊠C, C) is a monoidal 2-category, [13,
Theorem 1.1]. We will consider their truncations to usual monoidal categories.
Comonoidal categories were introduced in [20, Chapter 3]. A finite abelian category C
is comonoidal if there are k-linear functors ∆ : C −→ C ⊠ C and ε : C −→ vec with natural
isomorphisms:
a : (IdC ⊠∆)∆ −→ (∆⊠ IdC)∆
l : (ε⊠ IdC)∆ −→ IdC
r : (IdC ⊠ε)∆ −→ IdC
which satisfy 2 coherence diagrams:
(C ⊠ C ⊠∆)(C ⊠∆)∆ (C ⊠∆⊠ C)(C ⊠∆)∆✲
(C ⊠ a)∆
(C ⊠∆⊠ C)(∆⊠ C)∆✲
(C ⊠∆⊠ C)a
❄
(C ⊠ C ⊠∆)a
❄
(a⊠ C)∆
(∆⊠∆)∆ (∆⊠ C ⊠ C)(∆⊠ C)∆✲
(∆⊠ C ⊠ C)a
and
(C ⊠ (ε⊠ C))(C ⊠∆)∆ ((C ⊠ ε)⊠ C)(∆⊠ C)∆✲
(C ⊠ ε⊠ C)a
∆
(C ⊠ l)∆
❅
❅
❅❅❘
(r ⊠ C)∆
 
 
  ✠
In other words, a comonoidal category is a coalgebra object in the monoidal 2-category
(Ck,⊠, vec).
The coherence theorem for comonoidal categories holds, see [4, Theorem 3.1]. We
generalize the above definition:
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Definition 4.1 Let C be a finite tensor category and A an abelian finite category. We
say that A is a comonoidal C-category if there are C-bimodule functors ∆ : A −→ A⊠C A
and ε : A −→ C with C-bimodule natural isomorphisms:
a : (IdA⊠C∆)∆ −→ (∆⊠C IdA)∆
l : (ε⊠C IdA)∆ −→ IdA
r : (IdA⊠Cε)∆ −→ IdA
which satisfy 2 coherence diagrams:
(A⊠C A⊠C ∆)(A⊠C ∆)∆ (A⊠C ∆⊠C A)(A⊠C ∆)∆✲
(A⊠C a)∆
(A⊠C ∆⊠C A)(∆⊠C A)∆✲
(A⊠C ∆⊠C A)a
❄
(A⊠C A⊠C ∆)a
❄
(a⊠C A)∆
(∆⊠C ∆)∆ (∆⊠C A⊠C A)(∆⊠C A)∆✲
(∆⊠C A⊠C A)a
and
(A⊠C (ε⊠C A))(A⊠C ∆)∆ ((A⊠C ε)⊠C A)(∆⊠C A)∆✲
(A⊠C ε⊠C A)a
∆
PPPPPPPPPPq
(A⊠C l)∆
✏✏✏✏✏✏✏✏✏✏✮
(r ⊠C A)∆
Otherwise stated, a comonoidal C-category is a coalgebra object in the monoidal 2-
category (C- Bimod,⊠C , C).
Example 4.2 Let C be a finite tensor category, take an invertible C-bimodule category
N and consider A = Can(N ; C)C = opN ⊠N with the C-bimodule functors ∆ : opN ⊠N
−→ (opN ⊠N )⊠C (opN ⊠N ) ≃ opN ⊠ C ⊠N and ε : opN ⊠N −→ C given on objects as
follows. Let ∆(M ⊠N) = M ⊠ coev(I)⊠N ∼= M ⊠ I ⊠N and let ε be the composition:
opN ⊠N opN ⊠C N✲
pi
C✲
ev
which is given by ε(M ⊠N) = HomN (N,M). On a morphism f : M ⊠N −→M ′ ⊠N ′ in
M⊠N we define ∆(f) = f2 : M⊠I⊠N −→M ′⊠I⊠M ′. We lack of the definition of ε on
morphisms: ε(f) : HomN (N,M) −→ HomN (N ′,M ′)). Let us see that (up to the lack of
the definition of the functor ε on morphisms) Can(N ; C)C is a comonoidal C-category. For
the coassociativity of ∆ the associativity isomorphism a : (IdA⊠C∆)∆ −→ (∆ ⊠C IdA)∆
for every M ⊠N ∈ opN ⊠N is a morphism in (opN ⊠N )⊠C3:
a(M⊠N) :
⊕
j∈J
i∈J
(M⊠Vi)⊠C((Wi⊠Vj)⊠C(Wj⊠N)) −→
⊕
i∈J
j∈J
((M⊠Vi)⊠C(Wi⊠Vj))⊠C(Wj⊠N)
induced by the canonical associativity equivalence, which clearly satisfies the pentagon
axiom. The natural isomorphism r : (IdA⊠Cε)∆ −→ IdA is given by the identity functor,
because of (8). In other words, r is identity because of one axiom for the dual object:
(N ⊠C ev)(coev⊠CN ) ∼= IdN . On the other hand, the natural isomorphism l : (ε⊠C IdA)∆
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−→ IdA is identity because of the other dual object axiom: (ev ⊠C opN )(opN ⊠C coev) ∼=
IdopN , as we see here:
opN ⊠N (opN ⊠N )⊠C (opN ⊠N )✲
∆ C ⊠C opN ⊠N✲
ε⊠C
opN ⊠N
❄
≃ (opN ⊠C N )⊠C (
opN ⊠N )
❄
pi ⊠C
opN ⊠N
❄
≃
✏✏
✏✏
✏✏
✏✏
✏✏✶(
opN ⊠C coev)⊠N PPPPPPPPPPq
(ev ⊠C
opN )⊠N
(opN ⊠C C)⊠N opN ⊠N✲≃ ⊠N
1
3
2
Here the inner diagrams 〈1〉 and 〈2〉 commute by the definitions of ∆ and ε, respectively,
and the triangle 〈3〉 commutes by the latter axiom for the dual object opN . The com-
patibility condition for a, l and r is easily proved, as well as that they all are C-bimodule
natural isomorphisms.
Similarly, there is a structure of an (almost) comonoidal C-category on Can C(N ; C) =
N ⊠ N op, induced by the functors coev and ev (up to the lack of the definition of the
counit functor on morphisms).
In the particular case when N = C in the above example, we obtain indeed a
comonoidal C-category (with properly defined counit functor).
Lemma 4.3 For any finite tensor category C the category A = C ⊠ C is a comonoidal
C-category with the functors ∆ : C ⊠ C −→ (C ⊠ C) ⊠C (C ⊠ C) ≃ C ⊠ C ⊠ C and ε : C ⊠ C
−→ C given by
∆(X ⊠ Y ) = (X ⊠ I)⊠C (I ⊠ Y ) and ε(X ⊠ Y ) = X ⊗ Y
on objects and ∆(f) = f2 : X ⊠ I ⊠ Y −→ X ′ ⊠ I ⊠ Y ′ and ε(f) is the induced morphism
between X ⊗ Y −→ X ′ ⊗ Y ′, for f : X ⊠ Y −→ X ′ ⊠ Y ′.
Proof. The tensor product functor of C is biexact, hence it induces a well-defined functor
⊗ : C⊠C −→ C given by X⊠Y 7→ X⊗Y . Thus ε(f) is given by the commuting diagram:
X ⊗ Y X ′ ⊗ Y ′✲
ε(f)
X ⊠ Y X ′ ⊠ Y ′✲
f
✻
⊗
✻
⊗
The functors ∆ and ε are directly proved to be C-bilinear. For the coassociativity we
find: (∆⊠C id)∆(X ⊠ Y ) = ∆(X ⊠ I)⊠C (I ⊠ Y ) = (X ⊠ I)⊠C (I ⊠ I)⊠C (I ⊠ Y ) and
(id⊠C∆)∆(X ⊠Y ) = (X⊠ I)⊠C∆(I⊠Y ) = (X⊠ I)⊠C (I⊠ I)⊠C (I⊠Y ), for X, Y ∈ C.
Then the natural isomorphism a is the identity. For the compatibility with the counit
functor we find: (ε⊠C id)∆(X⊠Y ) = ε(X⊠ I)⊠C (I⊠Y ) = (X⊗ I)⊠C (I⊠Y ) ∼= X⊠Y
and (id⊠Cε)∆(X⊠Y ) = (X⊠ I)⊠C ε(I⊠Y ) = (X⊠ I)⊠C (I⊗Y ) ∼= X ⊠Y . So we may
take the natural isomorphisms l and r to be identities, then all the coherence diagrams
are trivially satisfied. The rest of the proof is direct.
We will be interested in the following:
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Definition 4.4 Let C be a finite tensor category and A an abelian finite category. We say
that A is a C-coring category if A is a coalgebra in the monoidal category (C-Bimod,⊠C, C).
That is, if there are C-bimodule functors ∆ : A −→ A ⊠C A and ε : A −→ C with
C-bimodule natural isomorphisms:
a : (IdA⊠C∆)∆ −→ (∆⊠C IdA)∆
l : (ε⊠C IdA)∆ −→ IdA
r : (IdA⊠Cε)∆ −→ IdA .
Definition 4.5 A functor of two C-coring categories A1 and A2 is a C-bimodule functor
F : A1 −→ A2 with two C-bimodule natural isomorphisms
γ : ∆2 ◦ F −→ (F ⊠C F )∆1 and δ : ε2 ◦ F −→ ε1.
Example 4.6 The objects Can(N ; C)C and CanC(N ; C) from Example 4.2 are examples
of almost C-coring categories (up to the lack of the definition of the counit functor on
morphisms). If we consider them without the counit “functor” ε, we will call them
canonical quasi C-coring categories. The structure discussed in Lemma 4.3 we will call a
proper canonical C-coring category.
5 Amitsur cohomology over symmetric finite tensor
categories
Let us recall first the definition of the Amitsur cohomology groups for a symmetric finite
tensor category C that we introduced in [11, Section 7].
Let P be an additive covariant functor from a full subcategory of the category of
symmetric tensor categories that contains all Deligne tensor powers C⊠n of C to abelian
groups. We define C⊠0 = k. Then we consider
δn =
n+1∑
i=1
(−1)i−1P (eni ) : P (C
⊠n) −→ P (C⊠(n+1))
where eni : C
⊠n −→ C⊠(n+1) for i = 1, · · · , n + 1 are the augmentation functors from (16):
eni (X
1
⊠ · · · ⊠ Xn) = X1 ⊠ · · · ⊠ I ⊠ X i ⊠ · · · ⊠ Xn. One proves that δn+1 ◦ δn = 0 is
fulfilled, so we obtain a complex:
0 P (C)✲ P (C⊠2)✲
δ1 P (C⊠3)✲
δ2 · · ·✲
δ3
which we call Amitsur complex C(C/vec, P ). We set:
Zn(C, P ) = Ker δn, B
n(C, P ) = Im δn−1 and H
n(C, P ) = Zn(C, P )/Bn(C, P )
and we call the latter the n-th Amitsur cohomology group of C with values in P . Elements
in Zn(C, P ) and Bn(C, P ) are called n-cocycles and n-coboundaries, respectively.
We now prove:
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Proposition 5.1 Let F : C −→ D be a functor between two symmetric finite tensor
categories. Then F induces group maps F∗ : H
n(C, P ) −→ Hn(D, P ). If G : C −→ D is
another symmetric tensor functor, then F∗ = G∗ (for n ≥ 1).
Proof. The functor F induces the functor F n : C⊠n −→ D⊠n given by F n(X1 ⊠ . . . ⊠
Xn) = F (X1)⊠ . . .⊠ F (Xn). It is a monoidal functor with the tensor functor structure
ξnX,Y : F
n(X ⊙Y ) −→ F n(X)⊙F n(Y ), for X = X1⊠ · · ·⊠Xn, Y = X1⊠ · · ·⊠Xn ∈ C⊠n,
given by:
F n(X ⊙ Y ) F n(X)⊙ F n(Y )✲
ξnX,Y
F (X1Y 1)⊠ · · ·⊠ F (XnY n) F (X1)F (Y 1)⊠ · · ·⊠ F (Xn)F (Y n)✲
ξX1,Y 1 ⊠ · · ·⊠ ξXn,Y n
❄
=
❄
=
where ξ−,− : F (−⊗−) −→ F (−)⊗F (−) is the monoidal structure of F . Set F ′(n) = P (F n) :
P (C⊠n) −→ P (D⊠n) and F ′ : C(C, P ) −→ C(D, P ) for the map induced on the Amitsur
complexes. Then F∗ : H
n(C, P ) −→ Hn(D, P ) is given by F∗([X ]) = [F
′(n)(X)]. The
proof that F∗ = G∗ is analogous to that of [16, Prop. 5.1.7]. We prove that the induced
maps on the Amitsur complexes F ′, G′ : C(C, P ) −→ C(D, P ) are homotopic. Recall that
a homotopy between F ′ and G′ is a collection of maps θ(n) : Cn+1(C, P ) −→ Cn(D, P )
such that δ′n−1 ◦ θ
(n−1) + θ(n) ◦ δn = G′(n) − F ′(n), where δn : P (C⊠n) −→ P (C⊠(n+1)) and
δ′n−1 : P (D
⊠(n−1)) −→ P (D⊠n).
For every i ∈ {1, . . . , n} we define θni : C
⊠(n+1) −→ D⊠n to be the functor given by
θni (X
1
⊠ · · ·⊠Xn+1) = F (X1)⊠ · · ·⊠F (X i)G(X i+1)⊠ · · ·⊠G(Xn+1). Here the product
F (X i)G(X i+1) obviously is the tensor product in D. Let us see that θni is a symmetric
tensor functor, with the tensor structure: cn,iX,Y : θ
n
i (X ⊙ Y ) −→ θ
n
i (X)⊙ θ
n
i (Y ) given by:
θni (X ⊙ Y ) θ
n
i (X)⊙ θ
n
i (Y )
✲
cn,iX,Y
F (X1Y 1)⊠ · · ·⊠ F (X iY i)G(X i+1Y i+1)⊠ · · ·⊠G(Xn+1Y n+1)
F (X1)F (Y 1)⊠ · · ·⊠ F (X i)F (Y i)G(X i+1)G(Y i+1)⊠ · · ·⊠G(Xn+1)G(Y n+1)
ξ ⊠ · · ·⊠ (ξ ⊗ ζ)⊠ · · ·⊠ ζ
 
 
 
 
  ✠
F (X1)F (Y 1)⊠ · · ·⊠ F (X i)G(X i+1)F (Y i)G(Y i+1)⊠ · · ·⊠G(Xn+1)G(Y n+1)
Id⊠ · · ·⊠ (Id⊗ · · · ⊗ ΦF (Y i),G(Xi+1) ⊗ · · · ⊗ Id)⊠ · · ·⊠ Id
❅
❅
❅
❅
❅
❅❅❘
❄
=
❄
=
(19)
where Φ is the braiding in D. To prove that cn,iX,Y defines a monoidal functor structure on
θni one uses the properties of the tensor structures ξ of F and ζ of G and the properties
of the braiding. The parts where only F (or only G) appears will work since F (and G)
are braided monoidal functors, that, is, ξ and ζ are compatible with the braidings of C
and D. We only show here the part of the check that is affected by the braiding (where
F (−) and G(−) interchange their places), which comes down to check that Σ = Ω in
the computation bellow. In this part Φ acts on the components i and i + 1 of objects
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X, Y, Z ∈ C⊠n. To simplify the notation, in the computation that follows we will identify:
X = X i and X ′ = X i+1 by abuse, where X i actually denotes the i-th component of an
object X ∈ C⊠n, and similarly for Y, Z ∈ C⊠n. We find:
Σ =
F ((XY )Z) G((X′Y ′)Z′)
ξXY,Z ζX′Y ′,Z′
ξX,Y ζX,Y
F (X)G(X′) F (Y ) G(Y ′) F (Z) G(Z′)
nat.Φ
=
F ((XY )Z) G((X′Y ′)Z′)
ξXY,Z ζX′Y ′,Z′
ξX,Y ζX,Y
F (X)G(X′) F (Y ) G(Y ′) F (Z) G(Z′)
ξ,ζ
=
F (X(Y Z)) G(X′(Y ′Z′))
ξX,Y Z ζX′,Y ′Z′
ξX,Y ζX,Y
F (X)G(X′) F (Y ) G(Y ′) F (Z) G(Z′)
nat.Φ
=
F (X(Y Z)) G(X′(Y ′Z′))
ξXY,Z ζX′Y ′,Z′
ξX,Y ζX,Y
F (X)G(X′) F (Y ) G(Y ′) F (Z) G(Z′)
= Ω.
To prove that θni is a symmetric monoidal functor, we should check if
θni (X ⊙ Y ) θ
n
i (X)⊙ θ
n
i (Y )
✲
cn,iX,Y
θni (Y ⊙X) θ
n
i (Y )⊙ θ
n
i (X)
✲
cn,iY,X
❄
θni (Φ)
❄
Φθni (X),θni (Y )
commutes, where cn,iX,Y is the composition in the left hand-side of the diagram (19). As
above, the parts of the Deligne tensor powers in this computation where only F or G
are present work since these are braided monoidal functors, let us see the places in the
computation where F (−) and G(−) interchange their places. We find:
F (XiY i) G(Xi+1Y i+1)
F (ΦC) G(ΦC)
ξ ζ
F (Y i) G(Y i+1) F (Xi) G(Xi+1)
ξ,ζ are braided
=
F (XiY i) G(Xi+1Y i+1)
ξ ζ
F (Y i) G(Y i+1) F (Xi) G(Xi+1)
Φ symm.
=
F (XiY i) G(Xi+1Y i+1)
ξ ζ
F (Y i) G(Y i+1) F (Xi) G(Xi+1).
Here we used that the category D (its braiding Φ) is symmetric. Thus θni is indeed a
symmetric monoidal functor.
Now the desired map θ(n) is given by θ(n) =
n∑
i=1
(−1)i−1P (θ(n)i ).
Moreover, let σni : C
⊠n −→ D⊠n be the symmetric tensor functors given by σi(X1 ⊠
· · · ⊠ Xn) = F (X1) ⊠ · · · ⊠ F (X i−1) ⊠ G(X i) ⊠ · · · ⊠ G(Xn) for i = 1, . . . , n + 1. Its
monoidal structure is similar to that of the functor F n. Then we obtain the relations:
θnj e
n
i =


en−1i−1 θ
n−1
j , for j ≤ i− 2
σni , j = i− 1 or j = i
en−1i θ
n−1
j−1 , j ≥ i+ 1
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Now let us prove the homotopy relation. We find:
θ(n) ◦ δn =
∑
1≤i≤n+1
1≤j≤n
(−1)i+jP (θnj e
n
i )
=
∑
3≤i≤n+1
1≤j≤i−2
(−1)i+jP (en−1i−1 θ
n−1
j ) +
∑
2≤i≤n+1
j=i−1
(−1)i+jP (σni )
+
∑
1≤i≤n
j=i
(−1)i+jP (σni ) +
∑
1≤i≤n−1
i+1≤j≤n
(−1)i+jP (en−1i θ
n−1
j−1 ).
The two middle sums are equal to: −P (σ2) − · · · − P (σn+1) + P (σ1) + · · · + P (σn) =
P (σ1)− P (σn+1) = G′(n) − F ′(n). Then:
θ(n) ◦ δn + F
′(n) −G′(n) =
−
∑
3≤i≤n+1
1≤j≤(i−1)−1
(−1)i+j−1P (en−1i−1 θ
n−1
j )−
∑
1≤i≤n−1
i≤j−1≤n−1
(−1)i+j−1P (en−1i θ
n−1
j−1 )
= −
∑
2≤i≤n
1≤j≤i−1
(−1)i+jP (en−1i θ
n−1
j )−
∑
1≤i≤n−1
i≤j≤n−1
(−1)i+jP (en−1i θ
n−1
j )
= −
∑
2≤i≤n−1
1≤j≤n−1
(−1)i+jP (en−1i θ
n−1
j )−
∑
1≤j≤n−1
(−1)1+jP (en−11 θ
n−1
j )−
∑
1≤j≤n−1
(−1)n+jP (en−1n θ
n−1
j )
=
∑
1≤i≤n
1≤j≤n−1
(−1)i+jP (en−1i θ
n−1
j ) = δ
′
n−1 ◦ θ
n−1.
Thus the maps F ′, G′ : C(C, P ) −→ C(D, P ) are homotopic and this clearly implies that
the induced group maps F∗ and G∗ are equal.
We will consider the cases: P = Pic, where Pic(C) is the Picard group of a symmetric
finite tensor category C, and P = Inv, where Inv(C) is the group of invertible objects of
C.
5.1 On 3-cocycles on invertible objects
We start with a more general definition:
Definition 5.2 Let X = X1⊠ · · ·⊠Xn ∈ C⊠n. The object |X| := X1 · · ·Xn ∈ C is called
the norm of X. For any cocycle we will say that it is normalized if its norm is isomorphic
to the unit object I.
Assume from now on that C is symmetric.
We will denote Xi = e
n
i (X) for i = 1, 2, . . . , n+ 1 (mind the difference between upper
and lower indeces). In particular, X ∈ Inv(C⊠3) is a cocycle in Z3(C, Inv) if and only if
X1X
−1
2 X3X
−1
4
∼= I⊠4.
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Given that C is symmetric, this is equivalent to: X1X3 ∼= X2X4, which means:
X1 ⊠X1X2 ⊠X2 ⊠X3X3 ∼= X1X1 ⊠X2 ⊠X2X3 ⊠X3. (20)
Lemma 5.3 For [X ] ∈ Z3(C, Inv) the following hold:
1. X1 ⊠ |X|−1X2X3 ∼= I ⊠ I ∼= |X|−1X1X2 ⊠X3.
2. X is cohomologous to a normalized cocycle.
Proof. Denote X = X1 ⊠ X2 ⊠ X3 = U1 ⊠ U2 ⊠ U3 and Y = X−1 = Y 1 ⊠ Y 2 ⊠ Y 3 =
V 1 ⊠ V 2 ⊠ V 3. The 3-cocycle condition then reads:
X1U1V 1 ⊠ U2Y 1V 2 ⊠X2U3Y 2 ⊠X3Y 3V 3 ∼= I ⊠ I ⊠ I ⊠ I. (21)
Tensoring out the second, third and fourth Deligne tensor factors above we get:
X1U1V 1 ⊠ |Y | U2V 2X2U3V 3X3 ∼= X1 ⊠ |X|−1X2X3 ∼= I ⊠ I
which is the first equality that was to prove. The second one is obtained similarly, after
tensoring out the first three Deligne tensor factors in the 3-cocycle condition.
For the second part, first note that δ2(|X|−1 ⊠ I) ∼= I ⊠ |X|−1 ⊠ I. The cocycle
Xδ2(|X|−1 ⊠ I) ∼= X1 ⊠ |X|−1X2 ⊠X3 is obviously normalized and cohomologous to X .
5.2 Extended cocycles yield coboundaries
In this subsection we will consider the Amitsur complex C(C ⊠ C/C, P ) and we will show
that cocycles from the complex C(C/vec, P ) give rise to coboundaries in the former com-
plex.
Let σ, τ : C −→ D be two tensor functors. Consider a D-bimodule category N as a
left C-module category through σ and a right C-module category through τ . Then N is
a C-bimodule category. If D is braided we may consider N as a one-sided D-bimodule
category. If, moreover, σ and τ are braided tensor functors, N is a one-sided C-bimodule
category in two ways - via σ and via τ . As an example think of D = C ⊠ C with
σ(X) = X ⊠ I and τ(X) = I ⊠X for all X ∈ C.
Suppose D is braided and N ∈ Pic(D). The category N op ⊠C N is a quasi D-coring
category similarly as in Example 4.2. We will call it a canonical quasi D/C-coring category
and will denote it by Can(N ;D/C). Moreover, by Lemma 2.8 the category D ⊠C D is
braided and N op ⊠C N is a one-sided D ⊠C D-bimodule category.
Now, let D = C ⊠ C. The n-th Deligne tensor power of C ⊠ C in the Amitsur com-
plex C(C ⊠ C/C, P ) is (C ⊠ C)⊠C · · ·⊠C (C ⊠ C)︸ ︷︷ ︸
n
= (C ⊠ C)⊠Cn. The corresponding n-th
cohomology group we will denote by Hn(C ⊠ C/C, P ) for a suitable functor P .
Observe that there is a natural equivalence:
(C ⊠ C)⊠Cn ≃ C⊠(n+1) (22)
given by
(X1 ⊠ Y 1)⊠C · · ·⊠C (X
n
⊠ Y n) 7→ X1 ⊠ · · ·⊠Xn ⊠ Y 1 · · ·Y n.
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Lemma 5.4 For a braided finite tensor category C the above assignment defines a tensor
equivalence. If C is symmetric, it is a braided monoidal equivalence of categories.
Proof. It suffices to prove the claim for n = 2, let F : (C⊠C)⊠C (C⊠C) −→ C⊠C⊠C denote
the corresponding equivalence. Consider the morphism ω defined via the commuting
diagram:
F (((C ⊠D)⊠C (E ⊠ F ))⊡ ((C
′
⊠D′)⊠C (E
′
⊠ F ′)))
F ((CC ′ ⊠DD′)⊠C (EE
′
⊠ FF ′))
=
✟✟✟✟✙
✟✟✟✟✙
=
CC ′ ⊠ EE ′ ⊠DD′FF ′
CC ′ ⊠ EE ′ ⊠DFD′F ′
❍❍❍❍❍❍❍❍❍❥
Id⊗ΦD′,F ⊗ Id
✟✟
✟✟
✯
=
(C ⊠E ⊠DF )⊙ (C ′ ⊠E ′ ⊠D′F ′)
=✟✟
✟✟
✟✯
F (((C ⊠D)⊠C (E ⊠ F ))⊙ F ((C ′ ⊠D′)⊠C (E ′ ⊠ F ′))
ω
❍❍❍❍❍❍❍❍❥
To prove that ω defines a monoidal structure on F we take a third object (C ′′ ⊠D′′)⊠C
(E ′′ ⊠ F ′′) and we should check that the identity (Id⊗ω)ω•,••F (α) = αF,F,F (ω ⊗ Id)ω••,•
holds, where α is the associativity constraint in D⊠C D. Since ω for the first two objects
is basically given by ΦD′,F , the above identity (neglecting the associativity constraint) will
be fulfilled if we prove that: (FD′⊗ΦD′′,F ′)(ΦD′D′′,F⊗F ′) = (ΦD′,F⊗F ′D′′)(D′⊗ΦD′′,FF ′).
But this is true by the two braiding axioms and naturality.
Let us now prove that ω is a braided tensor equivalence. Recall that the braiding Ψ
in (C⊠C)⊠C (C⊠C) is given by Ψ = Φ˜⊠C Φ˜ (13), where Φ˜ is the braiding in C⊠C, which
is given by Φ˜ = Φ⊠ Φ, being Φ the braiding in C, that is:
(X ⊠ Y )⊙ (X ′ ⊠ Y ′) (X ′ ⊠ Y ′)⊙ (X ⊠ Y )✲
Φ˜X⊠Y,X′⊠Y ′
(X ⊗X ′)⊠ (Y ⊗ Y ′) (X ′ ⊗X)⊠ (Y ′ ⊗ Y ).✲
ΦX,X′ ⊠ ΦY,Y ′
❄
=
❄
=
Denote by X = (C ⊠ D) ⊠C (E ⊠ F ) and Y = (C
′
⊠ D′) ⊠C (E
′
⊠ F ′), then we should
check that
F (XY ) F (X)F (Y )✲
ωX,Y
F (Y X) F (Y )F (X)✲
ωY,X
❄
F (Ψ)
❄
Φ⊠3
commutes. Observe that this is the same as:
CC ′ ⊠EE ′ ⊠DD′FF ′ CC ′ ⊠EE ′ ⊠ (DF )(D′F ′)✲
Id⊗ΦD′,F ⊗ Id
F ((CC ′ ⊠DD′)⊠C (EE
′
⊠ FF ′))
❄
=
F ((C ′C ⊠D′D)⊠C (E
′E ⊠ F ′F ))
❄
F (Φ˜⊠C Φ˜)
❄
=
C ′C ⊠E ′E ⊠D′DF ′F C ′C ⊠E ′E ⊠D′F ′DF✲
Id⊗ΦD,F ′ ⊗ Id
❄
ΦC,C′ ⊠ ΦE,E′ ⊠ ΦDF,D′F ′
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Observe that the composition of the left three vertical arrows in the above diagram equals:
ΦC,C′ ⊠ ΦE,E′ ⊠ ΦD,D′ΦF,F ′. So, to check the commutativity of the above diagram, it is
sufficient to see if (D′⊗ΦD,F ′⊗F )(ΦD,D′⊗ΦF,F ′) = ΦDF,D′F ′(D⊗ΦD′,F⊗F
′). Graphically
this means that the identity
D D′ F F ′
D′ F ′ D F
=
D D′ F F ′
D′ F ′ D F
should hold true. Well, this is only possible if ΦD′,F = (ΦD′,F )
−1, which is fulfilled if C is
symmetric.
We defined in [11, Section 5.1] monoidal functors Eni , δn : Pic(C
⊠n) −→ Pic(C⊠(n+1)) for
i = 1, · · · , n+ 1 by Eni (M) =Mi =M⊠C⊠n eni C
⊠(n+1) and
δn(M) =M1 ⊠C⊠(n+1) M
op
2 ⊠C⊠(n+1) · · ·⊠C⊠(n+1) Nn+1
on objects. One computes that
δn+1δn(M) = (⊠C⊠(n+2))
n+2
j=2 (⊠C⊠(n+2))
j−1
i=1 (Mij ⊠C⊠(n+2) M
op
ij ),
hence the functor
λM = (⊠C⊠(n+2))
n+2
j=2 (⊠C⊠(n+2))
j−1
i=1evMij : δn+1δn(M) −→ C
⊠(n+2)
is an equivalence (since so is ev, Corollary 2.1). For M ∈ Pic(C⊠n) we proved in [11,
Lemma 5.6] and the identity (44) ib´ıdem:
Mij ∼=Mj(i+1) (23)
when i ≥ j ∈ {1, . . . , n+ 1}, where Mij = E
n+1
j ◦ E
n
i (M), and:
δn+1δn(evM) = λM ⊠C⊠(n+2) λM. (24)
Let us now denote the functors corresponding to Eni and δn in the setting of the
Amitsur complex C(C ⊠ C/C,Pic) by:
E
′n
i , δ
′
n : Pic((C ⊠ C)
⊠Cn) −→ Pic((C ⊠ C)⊠C(n+1)).
Suppose that C is symmetric. Due to Lemma 5.4 the augmentation functors
η˜ni : (C ⊠ C)
⊠Cn −→ (C ⊠ C)⊠C(n+1)
for i = 1, 2, · · · , n+ 1 can be viewed as functors
ηn+1i : C
⊠(n+1) −→ C⊠(n+2). (25)
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Lemma 5.5 For a symmetric category C the above functors ηni : C
⊠n −→ C⊠(n+1) (25)
coincide with the augmentation functors eni : C
⊠n −→ C⊠(n+1) from (16) for i = 1, 2, · · · , n.
Consequently:
1. eni (X) = η˜
n−1
i (X), for all X ∈ Inv(C
⊠n) ∼= Inv((C ⊠ C)⊠C(n−1)) for i = 1, 2, · · · , n;
2. Eni (M) = M ⊠C⊠n eni C
⊠(n+1) ≃ M ⊠(C⊠C)⊠C (n−1) η˜n−1i (C ⊠ C)
⊠Cn = E
′n−1
i (M) for all
M∈ Pic(C⊠n) for i = 1, 2, · · · , n.
Proof. Since X = X1⊠· · ·⊠Xn corresponds to (X1⊠I)⊠C · · ·⊠C (Xn−2⊠I)⊠C (Xn−1⊠Xn)
in (C⊠C)⊠C(n−1) by the equivalence (22), for every i = 1, 2, · · · , n−1 we have: η˜n−1i (X) =
(X1 ⊠ I) ⊠C · · · ⊠C (I ⊠ I) ⊠C (X i ⊠ I) ⊠C · · · ⊠C (Xn−2 ⊠ I) ⊠C (Xn−1 ⊠ Xn) which
corresponds to X1 ⊠ · · ·⊠ I ⊠X i ⊠ · · ·⊠Xn−2 ⊠Xn−1 ⊠Xn = eni (X), whereas for i = n
we find: η˜n−1n (X) = (X
1
⊠ I) ⊠C · · · ⊠C (X
n−1
⊠ Xn) ⊠C (I ⊠ I), which corresponds to:
X1 ⊠ · · ·⊠Xn−1 ⊠ I ⊠Xn = enn(X).
We recall that in [11, Section 5.1] we defined the category Zn(C,Pic) whose objects
are (M, α), whereM ∈ Pic(C⊠n), and α : δn(M) −→ C
⊠(n+1) is an equivalence of C⊠(n+1)-
module categories so that δn+1(α) ≃ λM. A morphism (M, α) −→ (N , β) is an equivalence
of C⊠n-module categories F : M−→ N fulfilling β ◦δn(F ) ≃ α. Equipped with the tensor
product (M, α)⊗ (N , β) = (M ⊠C⊠n N , α⊠C⊠(n+1) β) and the unit object (C
⊠n, C⊠(n+1))
the category Zn(C,Pic) is symmetric monoidal. Every object in this category is invertible
and the corresponding Grothendieck group we denote by Zn(C,Pic). Furthermore, we
denoted by dn−1 : Pic(C
⊠(n−1)) −→ Zn(C,Pic) the monoidal functor given by dn−1(N ) =
(δn−1(N ), λN ). The subgroup of Zn(C,Pic) consisting of elements represented by dn−1(N )
we denoted by Bn(C,Pic) and we defined:
Hn(C,Pic) = Zn(C,Pic)/Bn(C,Pic). (26)
Let now d′n−1 : Pic((C ⊠ C)
⊠C(n−1)) −→ Zn(C ⊠ C/C,Pic) denote the corresponding
functor in the Amitsur complex C(C⊠C/C,Pic). It is given by d′n−1(M) = (δ
′
n−1(M), λ
′
M).
Lemma 5.6 If [X ] ∈ Zn(C, Inv), then [X ⊠ I] ∈ Bn(C ⊠ C/C, Inv).
If (M, α) ∈ Zn(C,Pic), then (M⊠ C, α⊠ C) ∼= d′n−1(M) = (δ
′
n−1(M), λ
′
M) ∈ B
n(C ⊠
C/C,Pic).
Proof. By the n-cocycle condition and Lemma 5.5 we have: X⊠I = Xn+1 = X1X
−1
2 · · ·X
±1
n
= δ′n−1(X) ∈ B
n(C ⊠ C/C, Inv).
For the second part, observe that the equivalence α : M1 ⊠C⊠(n+1) M
op
2 ⊠C⊠(n+1)
· · ·⊠C⊠n+1 M
±1
n+1 −→ C
⊠(n+1) induces an equivalence
β : M±1n+1 =M
±1
⊠ C −→Mop1 ⊠C⊠n+1 M2 ⊠C⊠n+1 · · ·⊠C⊠n+1 M
±1
n = δ
′
n−1(M
op).
It is given by the universal property of the evaluation functor through
evδ′n−1(M)(Idδ′n−1(M)⊠C⊠(n+1)β) = α. (27)
We have δ′n(evδ′n−1(M)) = δ
′
nδ
′
n−1(evM)
(24)
= λ′M ⊠C⊠(n+2) λ
′
M. Applying the functor δ
′
n to
the equation (27) and by its monoidality we obtain:
(λ′M ⊠C⊠(n+2) λ
′
M)(δ
′
n(Idδ′n−1(M))⊠C⊠(n+2) δ
′
n(β)) =
λ′M ⊠C⊠(n+2) (λ
′
M ◦ δ
′
n(β)) = α1 ⊠C⊠(n+2) α
−1
2 ⊠C⊠(n+2) . . .⊠C⊠(n+2) α
±1
n+1.
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Here α±1n+1 is αn+1 if n is odd, and it is α
−1
n+1 if n is even. Now, observe that M ∈
Pic(C⊠n) = Pic((C⊠C)⊠C(n−1)), so λ′M = (⊠C⊠(n+2))
n+1
j=2 (⊠C⊠(n+2))
j−1
i=1evMij . Here we use the
identification (22): (C ⊠ C)⊠C(n+1) ∼= C⊠(n+2) in the Deligne tensor product of bimodule
categories. On the other hand, we have that δn+1(α) = λM, which means:
α1 ⊠C⊠(n+2) α
−1
2 ⊠C⊠(n+2) . . .⊠C⊠(n+2) α
∓1
n+2 =
(⊠C⊠(n+2))
n+2
j=2 (⊠C⊠(n+2))
j−1
i=1evMij = λ
′
M ⊠C⊠(n+2) (⊠C⊠(n+2))
n+1
i=1 evMi,n+2
Combining the last two equations and cancelling out the functor λ′M by Lemma 2.6, 2),
we get:
(λ′M ◦ δ
′
n(β))⊠C⊠(n+2) α
∓1
n+2 = (⊠C⊠(n+2))
n+1
i=1 evMi,n+2 = δn(evM)n+2 = (evδn(M))n+2.
Due to Lemma 2.7, the right hand-side is equal to (α⊠C⊠(n+1)α
−1)n+2 = αn+2⊠C⊠(n+2)α
−1
n+2.
Now by Lemma 2.6, 2), applied to the functor α∓1n+2 yields λ
′
M ◦ δ
′
n(β) = α
±1
n+2 = α
±1
⊠ C
depending on whether n is odd or even. We have proved that β is an isomorphism between
(M⊠ C, α⊠ C) and (δ′n−1(M), λ
′
M) in Z
n(C ⊠ C/C,Pic).
Corollary 5.7 Let M∈ Pic(C⊠n). Then δ′n(M⊠ C) = δn(M)⊠ C.
Proof. We have that M ⊠ C ∈ Pic(C⊠(n+1)) ∼= Pic((C ⊠ C)⊠Cn) and by Lemma 5.5
M⊠ C =Mn+1 in both categories. Thus, applying (23), we find:
δ′n(M⊠ C) = Mn+1,1 ⊠C⊠(n+2) M
op
n+1,2 ⊠C⊠(n+2) · · ·⊠C⊠(n+2) M
±1
n+1,n+1
= M1,n+2 ⊠C⊠(n+2) M
op
2,n+2 ⊠C⊠(n+2) · · ·⊠C⊠(n+2) M
±1
n+1,n+2
= (M1 ⊠ C)⊠(C⊠(n+1)⊠C) (M
op
2 ⊠ C)⊠(C⊠(n+1)⊠C) · · ·⊠(C⊠(n+1)⊠C) (M
±1
n+1 ⊠ C)
∼= (M1 ⊠C⊠(n+1) M
op
2 ⊠C⊠(n+1) · · ·⊠C⊠(n+1) (M
±1
n+1)⊠ C
= δn(M)⊠ C
where the isomorphism in the penultimate line is due to Lemma 2.5.
5.3 Few words on middle cohomology groups Hn(C,Pic)
The following result will be crucial in Subsection 7.2 where we discuss the full group of
Azumaya quasi coring categories.
Proposition 5.8 Let F : C −→ D be a functor between two symmetric finite tensor
categories. Then F induces group morphisms F∗ : H
n(C,Pic) −→ Hn(D,Pic). If G : C
−→ D is another symmetric tensor functor, then F∗ = G∗.
Proof. The induced functor F ∗ : Zn(C,Pic) −→ Zn(D,Pic) is given by
F ∗(M, α) = (M⊠C⊠n F⊠n(D
⊠n), α⊠C⊠(n+1) F⊠(n+1)(D
⊠(n+1))). (28)
It induces maps F∗ : H
n(C,Pic) −→ Hn(D,Pic) - recall (26) - as we clearly have:
(δn−1(N )⊠C⊠n D
⊠n, λN ⊠C⊠(n+1) D
⊠(n+1)) = (δn−1(N ⊠C⊠(n−1) D
⊠(n−1)), λN⊠
C⊠(n−1)
D⊠(n−1)).
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(Here the action of the functor F is suppressed in the notation.) So far we have that two
tensor functors F and G induce maps F∗, G∗ : H
n(C, P ) −→ Hn(D, P ) for P being one
of the functors: Inv,Pic and Pic, and for every natural n, recall Proposition 5.1. Hence
we have the corresponding maps between the exact sequence (10) and its analog with C
replaced by D. We know from Proposition 5.1 that these maps coincide on Hn(C, Inv)
and Hn(D,Pic). Then by the five lemma we obtain that they also coincide on Hn(D,Pic).
The result of Proposition 5.8 enables us to build a functor
Hn(•/vec,Pic) : FTCsymm −→ Ab (29)
from the category of symmetric finite tensor categories to that of abelian groups. Then
we can consider the colimit of Hn(C/vec,Pic) over symmetric finite tensor categories
C. Namely, let Ωsf denote the family of equivalence classes of symmetric finite tensor
categories. Consider the following relation of order on Ωsf : [C] ≤ [D] if and only if there
is a symmetric tensor functor C −→ D. Then Ωsf is a directed family: given C and D,
the category C ⊠D ∈ FTCsymm and we have symmetric tensor functors C −→ C ⊠D and
D −→ C ⊠ D, given by X 7→ X ⊠ I and Y 7→ I ⊠ Y , respectively. For each symmetric
tensor functor C −→ D, by Proposition 5.8 we have a unique group map ΩC,D : Hn(C,Pic)
−→ Hn(D,Pic) satisfying ΩC,C = Id and ΩD,E ◦ΩC,D = ΩC,E for every triple [C] ≤ [D] ≤ [E ].
Then we may define
Hn(vec,Pic) = colim[C]∈ΩsfH
n(C/vec,Pic) = colim Hn(•/vec,Pic).
6 Interpretation of H2(C,Pic)
Let C throughout be a symmetric finite tensor category. To develop the results on the
interpretation of the middle term in the second level of the sequence (10) necessary pieces
of information are the following. On one hand, a fact that we already needed when
defining Amitsur cohomology in Section 5 - that the dual object for an invertible one-
sided bimodule category is its opposite category and that the evaluation functor involved
is an equivalence functor, [11, Section 4]. At this point we will also use the result of
Corollary 2.1 that the coevaluation functor is the quasi-inverse of the evaluation functor.
On the other hand, crucial are: Proposition 2.3 - which enables us to freely interchange
the order of the factors in the Deligne tensor product over C, since (Cbr-Mod,⊠C, C) is a
symmetric monoidal category; Lemma 2.6 - which justifies the cancellation of equivalence
functors between two invertible C-bimodule categories in the product in Pic(C), and finally
Lemma 6.1, as we see next.
Lemma 6.1 Let M ∈ Pic(C ⊠ C). Let ∆ : M −→ M ⊠C M be a C-bimodule functor
and assume that its corresponding C⊠3-module functor ∆˜ : M2 −→ M3 ⊠C⊠3 M1 (from
Lemma 3.3) is an equivalence. Then we may consider the following equivalence of C⊠3-
module categories:
α−1 := (∆˜⊠C⊠3 M
op
2 )coevM2 : C
⊠3 −→M3 ⊠C⊠3 M1 ⊠C⊠3 M
op
2 . (30)
Then ∆ is coassociative (in the sense that (∆ ⊠C Id)∆ ≃ (Id⊠C∆)∆) if and only if
(M, α) ∈ Z2(C,Pic).
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Proof. In this setting, (M, α) ∈ Z2(C,Pic) if and only if δ3(α) = λM. Observe that
λM = (⊠C⊠4)
4
j=2(⊠C⊠4)
j−1
i=1evMij = ev12 ⊠C⊠4 ev13 ⊠C⊠4 ev14
⊠C⊠4ev23 ⊠C⊠4 ev24
⊠C⊠4ev34.
and that by Lemma 2.7 we have δ3(α) = α1 ⊠C⊠4 α
†
2 ⊠C⊠4 α3 ⊠C⊠4 α
†
4. We tensor the
equation δ3(α) = λM (by ⊠C⊠4) with the equivalence functor α
†
1 ⊠C⊠4 α
†
3. Then due to
Lemma 2.7 and Lemma 2.6, 2), it is equivalent to
evδ2(M)op1 ⊠C⊠4 evδ2(M)
op
3
⊠C⊠4 α
†
2 ⊠C⊠4 α
†
4
= ev12 ⊠C⊠4 ev13 ⊠C⊠4 ev14 ⊠C⊠4 ev23 ⊠C⊠4 ev24 ⊠C⊠4 ev34 ⊠C⊠4 α
†
1 ⊠C⊠4 α
†
3
Observe that
δ2(M)1 ⊠C⊠3 δ2(M)3 =M11 ⊠C⊠3 M
op
21 ⊠C⊠3 M31 ⊠C⊠3 M13 ⊠C⊠3 M
op
23 ⊠C⊠3 M33
= M12 ⊠C⊠3 M
op
13 ⊠C⊠3 M14 ⊠C⊠3 M13 ⊠C⊠3 M
op
23 ⊠C⊠3 M34
then canceling out the same evaluation functors in the above equation we get equivalently:
ev13 ⊠C⊠4 α
†
2 ⊠C⊠4 α
†
4 = ev24 ⊠C⊠4 α
†
1 ⊠C⊠4 α
†
3. (31)
Recall that the equivalence functor α†i : δ2(M)
op
i −→ C
⊠4 is given by:
α†i = evδ2(M)i(Idδ2(M)opi ⊠C⊠4α
−1
i ) = evδ2(M)i(Idδ2(M)opi ⊠C⊠4(∆˜i ⊠C⊠4 M
op
2i )coevM2i).
Let us write α†i in braided diagrams. Observe that ∆˜i : M2i −→M3i ⊠C⊠4 M1i. We will
write ij for Mij and ij for M
op
ij , we have:
α†i =
1i 2i 3i ✎ ☞
∆˜i
✡✠
✍ ✌
✍ ✌
Equation (31) written in braided diagrams (in the symmetric monoidal category Pic(C⊠4),
so the order of the in- and output objects is irrelevant! and the same holds for the sign
of the braiding) looks like this:
13 13 12 22 32=24 14 24 34
✡✠ ✎ ☞ ✎ ☞
∆˜2 ∆˜4
✡✠ ✡✠
✍ ✌ ✍ ✌
✍ ✌✍ ✌
=
24 24
11
12
21
13
31
14 13 23
33
34
✡✠ ✎ ☞ ✎ ☞
∆˜1 ∆˜3
✡✠ ✡✠
✍ ✌ ✍ ✌
✍ ✌✍ ✌
We now cancel out ev12, ev14, ev34 and the (identity functors on) the tensor factors 12, 14
and 34 to get equivalently:
13 13 23 24 24
✡✠ ✎ ☞ ✎ ☞
∆˜2 ∆˜4
✡✠
✍ ✌
✡✠
12 34 14
=
24 24
21
13 13 23
✡✠ ✎ ☞ ✎ ☞
∆˜1 ∆˜3
✡✠ ✡✠✡✠
31
14
11
12 34
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Next, apply the dual basis axiom for the factors 23 and 24 on the left hand-side, and on
the factors 13 and 23 on the right hand-side (recall that we identify ev and ev = ev ◦ τ),
to obtain:
13 13 24 23 24
✡✠
∆˜2 ∆˜4
✡✠
12 34 14
=
24 24 13 23 13
✡✠
∆˜1 ∆˜3
✡✠
14 12 34
Finally, compose from “above” with equivalent functors coev13 and coev24. By Corol-
lary 2.1 we have ev ◦ coev = Id, so we get equivalently:
23 ✎ ☞
∆˜2 ∆˜4
✡✠
12 34 14
=
23✎ ☞
∆˜1 ∆˜3
✡✠
14 12 34
Applying the dual basis axiom for 24 on the left hand-side and 13 on the right hand-side,
we obtain equivalently:
23
∆˜2
∆˜4
34 14 12
=
23
∆˜3
∆˜1
34 14 12
When we apply this equation to M2 ∈M2 we obtain:
(∆˜4 ⊠C⊠4 M12)∆˜2(M22) ∼= (M34 ⊠C⊠4 ∆˜1)∆˜3(M22)
which by (17) is equal to:
∆˜4(M(1)32)⊠C⊠4 M(2)12
∼= M(1)33 ⊠C⊠4 ∆˜1(M(2)13)
which we can read as:
∆˜4(M(1)24)⊠C⊠4 M(2)12
∼= M(1)34 ⊠C⊠4 ∆˜1(M(2)21)
and then again by (17) interpret as:
M(1)(1)34 ⊠C⊠4 M(1)(2)14 ⊠C⊠4 M(2)12
∼= M(1)34 ⊠C⊠4 M(2)(1)31 ⊠C⊠4 M(2)(2)11 .
The above is an identity in FunC⊠4(M23,M34⊠C⊠4M14⊠C⊠4M12) that by (18) corresponds
to the identity:
M(1)(1) ⊠C M(1)(2) ⊠C M(2)
∼= M(1) ⊠C M(2)(1) ⊠C M(2)(2) .
This is precisely the coassociativity condition for ∆ :M−→M⊠C M.
Remark 6.2 Observe that if M = C ⊠ C, then ∆˜((X ⊠ Y )2) = ∆˜(X ⊠ I ⊠ Y ) =
(X ⊠ I ⊠ I)⊠C⊠3 (I ⊠ I ⊠ Y ) ≃ X ⊠ I ⊠ Y , hence ∆˜ ≃ Id.
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Remark 6.3 Let N ∈ Pic(C). Then δ1(N ) = (C ⊠ N ) ⊠C⊠2 (N
op
⊠ C) ≃ N op ⊠ N =
Can(N ; C) with the coassociative comultiplication functor as in Example 4.2, Example 4.6.
We then have: δ1(N )2 ≃ N
op
⊠ C ⊠N . Observe that there is an equivalence:
(N op⊠N )3⊠C⊠3(N
op
⊠N )1 = (N
op
⊠N⊠C)⊠C⊠3(C⊠N
op
⊠N ) ≃ N op⊠C⊠N = (N op⊠N )2
where we applied Lemma 2.5 and it involves ev for N in the middle component of the
threefold Deligne tensor product. This makes ∆˜ : (N op⊠N )2 −→ (N op⊠N )3⊠C⊠3 (N
op
⊠
N )1 ≃ (N op⊠N )2 an equivalence (recall from Lemma 3.3 how ∆˜ is defined). In particular
we may write: ∆˜−1 ≃ N op ⊠ evN ⊠N ≃ evN13 ⊠C⊠3 (N
op
⊠ C ⊠N ).
Furthermore, it is:
δ2δ1(N ) = δ1(N )1 ⊠C⊠3 δ1(N )3 ⊠C⊠3 δ1(N
op)2
= N11 ⊠C⊠3 N
op
21 ⊠C⊠3 N13 ⊠C⊠3 N
op
23 ⊠C⊠3 N
op
12 ⊠C⊠3 N22
= N12 ⊠C⊠3 N
op
13 ⊠C⊠3 N13 ⊠C⊠3 N
op
23 ⊠C⊠3 N
op
12 ⊠C⊠3 N23
and λN = evN12 ⊠C⊠3 evN13 ⊠C⊠3 evN23 . Putting ∆˜ in the formula (30), we get:
α = coev−1
δ1(N )2
◦ (∆˜−1 ⊠C⊠3 δ1(N )
op
2 )
= evδ1(N )2 ◦ (evN13 ⊠C⊠3 (N
op
⊠ C ⊠N )⊠C⊠3 (N
op
⊠ C ⊠N ))
= λN , (32)
where we applied Corollary 2.1.
Lemma 6.4 Let M ∈ Pic(C ⊠ C), ∆ : M −→ M ⊠C M, ∆˜ : M2 −→ M3 ⊠C⊠3 M1 and
α : M3 ⊠C⊠3 M1 ⊠C⊠3 M
op
2 −→ C
⊠3 be as in Lemma 6.1, and let N ∈ Pic(C). Then
there is an equivalence functor M≃ N op⊠N = Can(N , C) of C-bimodule categories with
coassociative comultiplication functors if and only if (M, α) ∼= (δ1(N ), λN ) in Z
2(C,Pic).
Proof. Set ∆′, ∆˜′ and α′ for the corresponding functors for δ1(N ). By (32) we know
that α′ = λN . There is an equivalence F : M −→ δ1(N ) of C-bimodule categories with
coassociative comultiplication functors if and only if F is C-bilinear and the following
diagram commutes:
M M⊠C M✲
∆
δ1(N ) δ1(N )⊠C δ1(N ).✲
∆′
❄
F
❄
F ⊠C F
(33)
By the adjunction isomorphism from Lemma 3.3 this is equivalent to commutativity of
the diagram
M2 M3 ⊠C⊠3 M1✲
∆˜
δ1(N )2 δ1(N )3 ⊠C⊠3 δ1(N )1✲
∆˜′
❄
F2
❄
F3 ⊠C⊠3 F1
(34)
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where F is C-bilinear. This, in turn, is equivalent to commutativity of the right square in
the next diagram
C⊠3 M2 ⊠C⊠3 M
op
2
✲coevM2
C⊠3 δ1(N )2 ⊠C⊠3 δ1(N )
op
2
✲
coevδ1(N )2
❄
=
❄
F2 ⊠C⊠3 (F
op
2 )
−1
M3 ⊠C⊠3 M1 ⊠C⊠3 M
op
2
✲∆˜⊠C⊠3 M
op
2
δ1(N )3 ⊠C⊠3 δ1(N )1 ⊠C⊠3 δ1(N )
op
2 .
✲∆˜
′
⊠C⊠3 δ1(N )
op
2
❄
F3 ⊠C⊠3 F1 ⊠C⊠3 (F
op
2 )
−1
(35)
Observe that the left square is also commutative. Now, commutativity of the full diagram
is equivalent to α′ ◦ δ2(F ) = α, meaning that (M, α) ∼= (δ1(N ), λN ).
Lemma 6.5 Let M∈ Pic(C⊠C), ∆ :M−→M⊠CM, ∆˜ :M2 −→M3⊠C⊠3 M1 and α :
M3⊠C⊠3M1⊠C⊠3M
op
2 −→ C
⊠3 be as in Lemma 6.1. If ∆ is coassociative (or, equivalently,
(M, α) ∈ Z2(C,Pic)), then there is an equivalence functor M⊠ C ≃ Can(M; C⊠ C/C) of
bimodule categories with coassociative comultiplication functors.
Proof. If (M, α) ∈ Z2(C,Pic), by Lemma 5.6 we have: (M ⊠ C, α ⊠ C) ∼= (δ′1(M), λ
′
M)
in B2(C ⊠ C/C,Pic). Then there is an equivalence M ⊠ C ≃ δ′1(M) = ((C ⊠ C) ⊠C
M)⊠(C⊠C)C(C⊠C) (M
op
⊠C (C ⊠ C)) ≃ Mop ⊠C M = Can(M; C ⊠ C/C) of C ⊠ C-bimodule
categories. By Lemma 6.4 this equivalence is compatible with the comultiplication func-
tors.
Definition 6.6 Let C be a symmetric finite tensor category. An invertible C-bimodule
category M with a coassociative C-bimodule functor ∆ :M−→M⊠C M is an invertible
quasi C-coring category. If moreover the corresponding C⊠3-module functor ∆˜ : M2 −→
M3 ⊠C⊠3 M1 (from Lemma 3.3) is an equivalence, we will say that M is an Azumaya
quasi C-coring category.
Remark 6.7 The name Azumaya in the above definition is inherited from Azumaya
corings introduced in [3, Theorem 3.4]. It has to do with the fact that in the case
of Azumaya corings the coassociativity of the map ∆ is equivalent to an isomorphism
analogous to the equivalence of categories in Lemma 6.5. When working with Azumaya
coring categories, the coassociativity only implies the mentioned equivalence. The reason
for loosing the “if” part in the claim is the missing of the “faithful flatness” condition, as
we announced in the introduction.
Example 6.8 From the definition and due to Remark 6.3 it is clear that the canonical
quasi coring categories Can(N ; C) = N op ⊠ N with N ∈ Pic(C) are Azumaya quasi C-
coring categories. Similarly, by Remark 6.2 and Example 4.6 we have that C ⊠ C is an
Azumaya C-coring category.
We will denote by AzQCor(C) the category of Azumaya quasi C-coring categories and
their equivalences. We have:
Proposition 6.9 For a symmetric finite tensor category C the category
(AzQCor(C),⊠C⊠2 ,Can(C; C)) is symmetric monoidal.
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Proof. Let (M,∆) and (M′,∆′) be two Azumaya quasi C-coring categories. We define
D˜ to be the composition:
(M⊠C⊠2 M
′)2 =M2 ⊠C⊠3 M
′
2 M3 ⊠C⊠3 M1 ⊠C⊠3 M
′
3 ⊠C⊠3 M
′
1
✲∆˜⊠C⊠3 ∆˜
′
M3 ⊠C⊠3 M
′
3 ⊠C⊠3 M1 ⊠C⊠3 M
′
1
✲M3 ⊠C⊠3 τ ⊠C⊠3 M
′
1
(M⊠C⊠2 M
′)3 ⊠C⊠3 (M⊠C⊠2 M
′)1.✲
=
The functor corresponding to D˜ by the isomorphism in Lemma 3.3 is the comultiplication
functor on M⊠C⊠2 M
′:
D : M⊠C⊠2 M
′ −→ (M⊠C⊠2 M
′)⊠C (M⊠C⊠2 M
′).
From the definition of D˜ we have:
D˜(M ⊠C⊠2 M
′)2 = (M(1) ⊠C⊠2 M
′
(1))3 ⊠C⊠2 (M(2) ⊠C⊠2 M
′
(2))1,
and this yields:
D(M ⊠C⊠2 M
′) = (M(1) ⊠C⊠2 M
′
(1))⊠C (M(2) ⊠C⊠2 M
′
(2)). (36)
Now it is easy to see that D is coassociative.
Furthermore, we have:
Theorem 6.10 Let C be a symmetric finite tensor category and let (M,∆) and (M′,∆′)
be Azumaya quasi C-coring categories. Consider the corresponding (M, α), (M′, α′) ∈
Z2(C,Pic). Let F : M−→M′ be an equivalence in Pic(C⊠C). Then F is an equivalence
of quasi coring categories if and only if F defines an isomorphism in Z2(C,Pic).
Proof. The proof is analogous to that of Lemma 6.4 with M′ = δ1(N ) and α′ = λN .
Consecuently, there is a monoidal isomorphism of categories:
H : AzQCor(C) −→ Z2(C,Pic). (37)
Let K0[AzQCor(C)] be the Grothendieck group of Azumaya quasi C-coring categories
and let Can(C) denote its subgroup consisting of equivalence classes of quasi C-coring
categories represented by a category Can(N ; C) for some N ∈ Pic(C). Set
AzQCor(C) = K0[AzQCor(C)]/Can(C)
for the group of Azumaya quasi C-coring categories.
Corollary 6.11 There is an isomorphism of abelian groups
χ : AzQCor(C) −→ H2(C,Pic).
Consequently, there is an exact sequence
1 −→ H2(C, Inv)
α2−→ H1(C,Pic)
β2
−→ H1(C,Pic) (38)
γ2
−→ H3(C, Inv)
ω
−→ AzQCor(C)
β3
−→ H2(C,Pic)
γ3−→ H4(C, Inv)
α4−→ H3(C,Pic)
β4−→ H3(C,Pic)
γ4−→ · · ·
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6.1 The connecting map on the second level
Here we will describe the map ω appearing in the second level of the above sequence.
Lemma 6.12 Let C be a symmetric finite tensor category and let [X ] ∈ H3(C, Inv) with
X = X1 ⊠ X2 ⊠ X3. There is a structure of a C-coring category on (C ⊠ C)X , where
(C ⊠ C)X = C ⊠ C as tensor categories with the C-bilinear comultiplication and the counit
functors ∆X : (C ⊠ C)X −→ (C ⊠ C)X ⊠C (C ⊠ C)X ≃ C ⊠ C ⊠ C and εX : (C ⊠ C)X −→ C
defined via ∆X(I ⊠ I) = X
1
⊠X2⊠X3 and εX(I ⊠ I) = |X|−1 on objects. For f : Y ⊠Z
−→ Y ′ ⊠ Z ′ in C ⊠ C we define ∆X(f) by the commuting diagram
Y X1 ⊠X2 ⊠X3Z Y ′X1 ⊠X2 ⊠X3Z ′✲
∆X(f)
Y X1 ⊠X2 ⊠ ZX3 Y ⊠ I ⊠ Z✲
m(X−1)
Y ′ ⊠ I ⊠ Z ′✲
f2
Y ′X1 ⊠X2 ⊠ Z ′X3✲
m(X)
❄
Id⊠ Id⊠ΦX3,Z
✻
Id⊠ Id⊠ΦZ′,X3
(39)
and εX(f) = |X|−1 ⊗ ε(f), where ε(f) is from Lemma 4.3.
Proof. The functors ∆X and εX extend to C-bilinear functors as follows: ∆X(Y ⊠ Z) =
(Y X1 ⊠ X2) ⊠C (I ⊠ X
3Z) ≃ Y X1 ⊠ X2 ⊠ X3Z and εX(Y ⊠ Z) = Y |X|−1Z. The
coassociativity of ∆X means that there is a C-bimodule natural isomorphism between
the functors: F = (IdC⊠C ⊠C∆X)∆X and G = (∆X ⊠C IdC⊠C)∆X . Applying them to
an object Y ⊠ Z ∈ C ⊠ C we obtain: (IdC⊠C ⊠C∆X)((Y X
1
⊠ X2) ⊠C (I ⊠ X
3Z)) =
(Y X1 ⊠ X2) ⊠C (IX1 ⊠ X2) ⊠C (I ⊠ X3X
3Z)) ≃ Y X1 ⊠ X2X1 ⊠ X2 ⊠ X3X3Z, where
X = X1⊠X2⊠X3 = X1⊠X2⊠X3. On the other hand, (∆X ⊠C IdC⊠C)((Y X
1
⊠X2)⊠C
(I⊠X3Z)) = (Y X1X1⊠X2)⊠C (I⊠X3X
2)⊠C (I⊠X
3Z) ≃ Y X1X1⊠X2⊠X3X2⊠X3Z.
Let α : F −→ G be the following transformation:
Y X1 ⊠X2X
1
⊠X
2
⊠X
3
X3Z = F (Y ⊠ Z) G(Y ⊠ Z) = Y X1X
1
⊠X
2
⊠X
3
X2 ⊠X3Z✲
α(Y ⊠ Z)
Y X1 ⊠X
1
X2 ⊠X
2
⊠X
3
X3Z Y X1X1 ⊠X2 ⊠X2X3 ⊠X3Z
✲
=
❄
Id⊠Φ
X2,X
1 ⊠ Id⊠ Id
✻
Id⊠ Id⊠Φ
X2,X3
⊠ Id
(40)
where the bottom line is equality by the 3-cocycle condition (20). It is clear that α(Y ⊠Z)
is an isomorphism for all Y ⊠ Z ∈ C ⊠ C. Observe that by definition (39) the morphism
F (f) for f : Y ⊠ Z −→ Y ′ ⊠ Z ′ in C ⊠ C is given by the commuting diagram 〈1〉 (and the
outer diagram) in:
Y X1 ⊠X2X
1
⊠X
2
⊠X
3
X3Z = F (Y ⊠ Z) F (Y ′ ⊠ Z ′) = Y ′X1 ⊠X2X
1
⊠X
2
⊠X
3
X3Z ′✲
F (f)
Y X1 ⊠X2X
1
⊠X
2
⊠ ZX
3
X3
❄
Id⊠ Id⊠ Id⊠Φ
X
3
X3,Z
(Y ⊠ I ⊠ I ⊠ Z)⊠C4 W
❄
=
(Y ′ ⊠ I ⊠ I ⊠ Z ′)⊠C4 W✲
f23 ⊠C4 W
Y ⊠ I ⊠ I ⊠ Z
m(W−1)
❅
❅
❅
❅❘
Y ′ ⊠ I ⊠ I ⊠ Z ′✲
f23
m(W )
 
 
 
  ✒
Y ′X1 ⊠X2X
1
⊠X
2
⊠ Z ′X
3
X3
✻=
✻
Id⊠ Id⊠ Id⊠Φ
Z′,X3X3
1
2
(41)
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where W = X1 ⊠ X2X
1
⊠ X
2
⊠ X
3
X3 (observe that the trapeze 〈2〉 above commutes
automatically). The morphism G(f) is similarly defined, withW replaced by U = X1X
1
⊠
X
2
⊠X
3
X2 ⊠X3. Set aX = α(I ⊠ I). To see that α is a natural transformation observe
the following diagram:
Y⊗W⊗Z = F (Y ⊠ Z) G(Y ⊠ Z) = Y⊗U⊗Z✲
α(Y ⊠ Z)
❄
Id⊠ Id⊠ Id⊠Φ
X
3
X3,Z
(Y ⊠ I ⊠ I ⊠ Z)⊠C4 W (Y ⊠ I ⊠ I ⊠ Z)⊠C4 U✲
Id⊠C4aX ❄
Id⊠ Id⊠ Id⊠ΦX3,Z
❄
f23 ⊠C4 U
❄
Id⊠ Id⊠ Id⊠ΦZ′,X3
❄
f23 ⊠C4 W
(Y ′ ⊠ I ⊠ I ⊠ Z ′)⊠C4 W (Y
′
⊠ I ⊠ I ⊠ Z ′)⊠C4 U✲
Id⊠C4aX
❄
Id⊠ Id⊠ Id⊠Φ
Z′,X
3
X3
Y ′⊗W⊗Z ′ = F (Y ′ ⊠ Z ′) G(Y ′ ⊠ Z ′) = Y ′⊗U⊗Z ′✲
α(Y ′ ⊠ Z ′)
All the three inner rectangulars above clearly commute, and the commutativity of the
outer diagram assures the naturality of α. It is direct to see that α is a C-bilinear
transformation.
We next prove the compatibility condition for the comultiplication and the counit func-
tors: (εX⊠C Id)∆X(Y ⊠Z) = (εX⊠C Id)((Y X
1
⊠X2)⊠C (I⊠X
3Z)) = Y X1|X|−1X2⊠C (I⊠
X3Z) ≃ Y X1|X|−1X2⊠X3Z and (Id⊠CεX)∆X(Y ⊠Z) = (Id⊠CεX)((Y X1⊠X2)⊠C (I⊠
X3Z)) = (Y X1⊠X2)⊠C |X|
−1X3Z ≃ Y X1⊠X2|X|−1X3Z. Consider the transformations
l and r defined below:
Y ⊠ Z
❍❍❍❍❍❍❍❍❍❥
l
✲
∼=
Y X1|X|−1X2 ⊠X3Z
Y |X|−1X1X2 ⊠X3Z
❄
ΦX1,|X|−1X
1X2 ⊠ Id
and Y ⊠ Z
❍❍❍❍❍❍❍❍❍❥
r
✲
∼=
Y X1 ⊠X2|X|−1X3Z
Y X1 ⊠ |X|−1X2X3Z
❄
Id⊠ΦX2,|X|−1X
3Z
where the bottom isomorphisms are due to Lemma 5.3. They are clearly C-bimodule
natural isomorphisms.
The coring structure presented in the previous lemma is the main protagonist in the
next result:
Proposition 6.13 Let C be a symmetric finite tensor category. There is a group mor-
phism
ω : H3(C, Inv) −→ AzQCor(C)
given by ω([X ]) = [(C ⊠ C)X ] for [X ] ∈ H3(C, Inv).
Proof. Set [X = X1 ⊠ X2 ⊠ X3] ∈ H3(C, Inv). Let us prove that ω does not depend
on the representatives of classes. If X ∼ Y in H3(C, Inv), then there is Z = Z1 ⊠ Z2 =
Z1 ⊠ Z2 ∈ Inv(C ⊠ C) such that X ∼= δ˜Z · Y , or, equivalently,
Z1X1 ⊠X2 ⊠ Z2X3 ∼= Z1Y 1 ⊠ Z1Z2Y 2 ⊠ Z2Y 3. (42)
In order to prove that ω([X ]) = ω([Y ]), observe the following C-bimodule functor: F :
(C ⊠ C)Y −→ (C ⊠ C)X , given by F (I ⊠ I) = Z1 ⊠Z2. We find that (F ⊠C F )∆Y (I ⊠ I) =
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(F⊠CF )((Y
1
⊠Y 2)⊠C(I⊠Y
3)) = (Y 1Z1⊠Z2Y 2)⊠C(Z1⊠Z2Y
3) ≃ Y 1Z1⊠Z2Y 2Z1⊠Z2Y 3,
whereas ∆XF (I⊠I) = ∆X(Z
1
⊠Z2) = (Z1X1⊠X2)⊠C (I⊠X
3Z2) ≃ Z1X1⊠X2⊠X3Z2.
Let γ : ∆X ◦F −→ (F ⊠C F )∆Y be the (obviously) C-bimodule natural isomorphism given
by the commuting diagram:
UZ1X1 ⊠X2 ⊠X3Z2V UY 1Z1 ⊠ Z2Y 2Z
1
⊠ Z
2
Y 3V
✲γ(U ⊠ V )
UZ1X1 ⊠X2 ⊠ Z2X3V UZ1Y 1 ⊠ Z
1
Z2Y 2 ⊠ Z
2
Y 3V
✲
∼=
❄
Id⊠ Id⊠ΦX3,Z2 ⊗ V
✻
U ⊗ ΦZ1,Y 1 ⊠ ΦZ1,Z2Y 2 ⊠ Id
The bottom isomorphism is due to (42). Then it is clear that F : (C ⊠ C)Y −→ (C ⊠ C)X
defines an equivalence of quasi C-coring categories, since Z is invertible.
Finally we prove that ω is a group map. Take [X ], [Y ] ∈ H3(C, Inv). We have:
ω([X ][Y ]) = ω([XY ]) = [(C ⊠ C)XY ] and ω([X ])ω([Y ]) = [(C ⊠ C)X ][(C ⊠ C)Y ] = [(C ⊠
C)X ⊠C⊠C (C ⊠ C)Y ]. The comultiplication functor for the latter coring category is given
by (36), that is, D((I ⊠ I)⊠C⊠C (I ⊠ I)) = ((X
1
⊠X2)⊠C⊠C (Y
1
⊠Y 2))⊠C ((I ⊠X
3)⊠C⊠C
(I ⊠ Y 3)) ≃ (X1Y 1 ⊠X2Y 2)⊠C (I ⊠X
3Y 3) ≃ XY = ∆XY (I ⊠ I). Then it is clear that
ω([X ][Y ]) and ω([X ])ω([Y ]) determine the same quasi coring category.
Remark 6.14 Given two coring categoriesM andN one would expect the counit functor
on their product ε :M⊠C⊠CN −→ C to be given by ε(M⊠N) = εM(M)εN (N). However,
it is not clear how to prove the compatibility of the counit and the comultiplication
functors on M ⊠C⊠C N . This is even not clear in such a simple case as for the 3-cocycle
twisted coring categories (C ⊠ C)X .
Though, we do have that the map ω restricted to the set H3(C, Inv) produces proper
C-coring categories (the class of the coring [(C⊠ C)X ] - with the counit functor - does not
depend on the representative of the class of X in the cohomology group). Indeed, with
the notations as in the above proof we have that εX ◦ F (U ⊠ V ) = εX(UZ
1
⊠ Z2V ) =
UZ1|X|−1Z2V and εY (U ⊠ V ) = U |Y |−1V = U |X|−1|Z|V , so define the (obviously)
C-bimodule natural isomorphism δ : εX ◦F −→ εY to be δ(U ⊠V ) = U ⊗ΦZ1,|X|−1 ⊗Z
2V .
The map ω from Proposition 6.13 makes the following diagram commutative (up to
an anti-group switch):
H3(C, Inv) H2(C,Pic)✲
α3
ω
❅
❅
❅❘
AzQCor(C)
χ
 
 
 ✒
[X ] (C ⊠ C, m(X))✲✲
α3
ω
❅
❅
❅❘
❘
((C ⊠ C)X ,∆X).
χ
 
 
 ✒
✒
Here χ is the map from Corollary 6.11 and χ([(M,∆)]) = [(M, α(∆˜))], with α from (30).
To see this, recall from (17) that ∆˜(M2) = M(1)3⊠C⊗3M(2)1, whereM(1)⊠C⊗2M(2) = ∆(M).
Then it is immediate that ∆˜X = m(X), so it is indeed a C⊠3-module equivalence. Let us
compute α(∆˜X). First of all observe that ∆˜X((Y ⊠Z)2) = (Y X
1
⊠X2⊠ I)⊠C⊗3 (I ⊠ I ⊠
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X3Z), then by (30) we have:
α−1(∆˜X)(I
⊠3) = (∆˜X ⊠C⊠3 (C ⊠ C)
op
2 ) ◦ coev(C⊠C)2(I
⊠3)
= (∆˜X ⊠C⊠3 (C ⊠ C)
op
2 )(
⊕
i∈J
j∈J
(Vi ⊠ I ⊠ V
′
j )⊠C⊗3 (Wi ⊠ I ⊠W
′
j))
=
⊕
i∈J
j∈J
(ViX
1
⊠X2 ⊠ I)⊠C⊗3 (I ⊠ I ⊠X
3V ′j )⊠C⊗3 (Wi ⊠ I ⊠W
′
j)
≃
⊕
i∈J
j∈J
(ViX
1
⊠X2 ⊠X3V ′j )⊠C⊗3 (Wi ⊠ I ⊠W
′
j)
≃ m(X)(
⊕
i∈J
j∈J
(Vi ⊠ I ⊠ V
′
j )⊠C⊗3 (Wi ⊠ I ⊠W
′
j))
ev(C⊠C)2
≃ m(X)(
⊕
i∈J
j∈J
HomC(Vi,Wi)⊠ I ⊠HomC(V
′
j ,W
′
j))
≃ m(X)
where the last identity is due to Corollary 2.1. Then α(∆˜X) ≃ m((X)−1), and we obtain
χ([((C ⊠ C)X ,∆X)]) = [((C ⊠ C)X , m(X−1))].
7 The full group of Azumaya quasi coring categories
So far we have studied module categories over a symmetric finite tensor category C. In
the next two subsections we will investigate which relations we have if we take another
symmetric finite tensor category D into a consideration.
7.1 The colimit over symmetric finite tensor categories
Let F : C −→ D be a functor between symmetric finite tensor categories. Then the
induced functor F ′ : AzQCor(C) −→ AzQCor(D) is given by F ′(M) = M ⊠C⊠2 D ⊠ D.
The comultiplication functor on the latter is induced by those onM and D⊠D. That is,
∆ :M⊠C⊠2D⊠D −→ (M⊠C⊠2D⊠D)⊠D(M⊠C⊠2D⊠D) is given by: ∆(M⊠C⊠2 (D⊠D
′)) =
(M(1) ⊠C⊠2 (D⊠ I))⊠D (M(2) ⊠C⊠2 (I ⊠D
′)) for M ∈M, D,D′ ∈ D. It is direct to check
that ∆ is C⊠C-balanced, as C and D are symmetric. The left D-module category structure
onM⊠C⊠2 D⊠D is induced by that on D⊠D. The functor F
′ is such that the following
diagram commutes:
AzQCor(C) ✲H
❄
F ′
Z2(C,Pic)
❄
F∗
AzQCor(D) Z2(D,Pic)✲H
where H is the monoidal isomorphism from (37) and F∗ was defined in (28). After taking
the corresponding Grothendieck groups and their quotients, we obtain a commutative
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diagram:
AzQCor(C) ✲
∼=
❄
F ′′
H2(C,Pic)
❄
F∗
AzQCor(D) H2(D,Pic).✲
∼=
This is to say that the group isomorphisms in Corollary 6.11 induces an isomorphism of
functors
AzQCor(•/vec) ∼= H2(•/vec,Pic) : FTCsymm −→ Ab
where the second functor is that from (29) for n = 2. Here we identify AzQCor(C) =
AzQCor(C/vec) for any C ∈ FTCsymm. So for the colimits we have:
colim AzQCor(•/vec) ∼= colim H2(•/vec,Pic). (43)
7.2 The full group of Azumaya quasi coring categories
In this subsection we will introduce the full group of Azumaya quasi coring categories
and we will prove that it is the colimit of the relative groups AzQCor(C/vec). For these
constructions Proposition 5.8 is of great importance.
We define an Azumaya quasi coring category over vec as a pair (C,M), where C is a
symmetric finite tensor category, and M is an Azumaya quasi C-coring category. Given
two Azumaya quasi coring categories (C,M) and (D,N ) over vec, a morphism between
them is a pair (F,F), where F : C −→ D is an equivalence of symmetric tensor categories
and F : M−→ N is a C-bimodule category equivalence that preserves the comultiplication
functors. Let AzQCor(vec) be the category of Azumaya quasi coring categories over vec.
In what follows, the (canonical) Azumaya quasi coring categories of the form δ1(N ) for
N ∈ Pic(C) and C a symmetric finite tensor category, we will call elementary.
We start by an easy to prove result:
Lemma 7.1 Let C and D be tensor categories. If M ∈ C-Mod and N ∈ D-Mod, then
M⊠N ∈ C ⊠D-Mod.
Lemma 7.2 Suppose that C and D are braided tensor categories. If M is an Azumaya
quasi C-coring category and N is an Azumaya quasi D-coring category, then M ⊠ N is
an Azumaya quasi C ⊠D-coring category.
An analogous statement holds true for invertible coring categories.
Proof. Since C and D are braided, so is C ⊠ D (e.g. [11, Section 2.1, equation (8)]). We
have that M⊠N is indeed an invertible C ⊠D-bimodule category:
(M⊠N )⊠C⊠D (M
op
⊠N op)
Lemma 2.5
≃ (M⊠C M
op)⊠ (N ⊠D N
op) ≃ C ⊠D.
The functor ∆ defined through the composition:
M⊠N (M⊠C M)⊠ (N ⊠D N )✲
∆M ⊠∆N
(M⊠N )⊠C⊠D (M⊠N )✲
≃
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is C⊠D-bilinear, because ∆M is C-bilinear and ∆N is D-bilinear. ForM ∈M and N ∈ N
it is ∆(M ⊠N) = (M(1)⊠N(1))⊠C⊠D (M(2)⊠N(2)). Then it is clear thatM⊠N equipped
with ∆ is a quasi C ⊠D-coring category.
Let ∆˜ denote the corresponding functor for M⊠N . To see that it is an equivalence,
we compute:
∆˜((M ⊠N)2) = (M ⊠N)(1)3 ⊠(C⊠D)⊠3 (M ⊠N)(2)1
≃ (M(1) ⊠N(1))3 ⊠(C⊠D)⊠3 (M(2) ⊠N(2))1
≃ (M(1)3 ⊠N(1)3)⊠(C⊠D)⊠3 (M(2)1 ⊠N(2)1)
≃ ∆˜M(M2)⊠ ∆˜N (N2).
Since both ∆˜M and ∆˜N are equivalences and the bifunctor ⊠ is biexact, we conclude that
∆˜ is an equivalence, too, proving that M⊠N is Azumaya.
If εM and εN are the counit functors forM and N respectively, then ε := εM⊠ εN is
clearly the counit functor for M⊠N .
Take (M, α), (N , β) ∈ Z2(C,Pic) such that [(M, α)] = [(N , β)] in H2(C,Pic). Let
F : C −→ D be a symmetric tensor functor and consider two further functors: Λ,Ψ : C
−→ C ⊠D given by:
Λ(X) = IC ⊠ F (X) and Ψ(X) = X ⊠ ID
for X ∈ C, here IC, ID are the unit objects in C and D, respectively. They are symmetric
monoidal functors. We may rewrite them as: Λ = (IdC ⊠F )e1 and Ψ = − ⊠ IdD. Then
clearly if C = D and F = IdC, we have: Λ = e1 and Ψ = e2, where the functors e1, e2 : C
−→ C ⊠ C are those from (16). Applying Proposition 5.8 to the functors Λ and Ψ we
obtain:
[Λ∗(M, α)] = [Ψ∗(N , β)]
in H2(C ⊠ D/vec,Pic), where Λ∗,Ψ∗ : Z2(C,Pic) −→ Z2(C ⊠ D,Pic) are the induced
functors as in (28). We apply χ−1 from Corollary 6.11 to both sides and we get:
[(M⊠C⊠2 Λ⊠2(C ⊠D)
⊠2] = [(N ⊠C⊠2 Ψ⊠2(C ⊠D)
⊠2]
in AzQCor(C ⊠D). By the definition of Λ and Ψ this can be rewritten as:
[C ⊠ C ⊠ (M⊠C⊠2 F⊠2(D
⊠2))] = [N ⊠D ⊠D].
If we multiply the inverse of one of them with the other one we get the unit, hence the
quasi coring categories:
(C ⊠ C ⊠ (Mop ⊠C⊠2 F⊠2(D ⊠D)))⊠C⊠C⊠D⊠D (N ⊠D ⊠D)
≃ N ⊠Mop ⊠C⊠C F⊠2(D
⊠2) (44)
and similarly:
N op ⊠ (M⊠C⊠C F⊠2(D
⊠2)) (45)
are elementary.
We will apply this idea in the results that follow. Observe that for an Azumaya quasi
C-coring category (M,∆) and its corresponding (M, α) ∈ Z2(C,Pic), the inverse of the
latter in Z2(C,Pic) is represented by (Mop, (αop)−1), and its corresponding quasi coring
category is (Mop, (∆op)−1).
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Proposition 7.3 Let M be an Azumaya quasi C-coring category. Then M⊠Mop is an
elementary quasi coring category over vec.
Proof. Consider H(M) = (M, α) ∈ Z2(C,Pic), where H is from (37). The assertion
follows from (44) with N =M, C = D and F = IdC.
Let (C,M) and (D,N ) be Azumaya quasi coring categories over vec. We say thatM
and N are Brauer equivalent (notation: M ∼ N ) if there exist elementary quasi coring
categories E1 and E2 over vec such that M⊠ E1 ≃ N ⊠ E2 as (Azumaya) invertible quasi
coring categories over vec. Since the Deligne tensor product of two elementary quasi
coring categories is elementary, it is easy to show that ∼ is an equivalence relation. Let
AzQCor(vec) be the set of Brauer equivalence classes of equivalence classes of Azumaya
quasi coring categories over vec. From Proposition 7.3 it follows that AzQCor(vec) is
an (abelian) group under the operation induced by the Deligne tensor product ⊠, with
unit element [vec] and the inverse [(Mop, (∆op)−1)] of [(M,∆)]. Observe that it is abelian
since the monoidal category (Ck,⊠, vec) is symmetric.
Lemma 7.4 Let M and E be Azumaya quasi C-coring categories so that E = Can(L; C)
is elementary, for some L ∈ Pic(C). Then the Azumaya quasi coring categories M⊠C⊠2 E
and M are Brauer equivalent.
Proof. For E elementary we have H(E) = (Lop⊠L, λL), and if H(M) = (M, α), we have:
[(M⊠C⊠2 E , α⊠C⊠3 λL)] = [(M, α)]
in H2(C,Pic). Let now N =M⊠C⊠2 E , C = D and F = IdC in (44). Then (M⊠C⊠2 E)⊠
Mop = P is an elementary quasi coring category, and
(M⊠C⊠2 E)⊠M
op
⊠M = P ⊠M.
By Proposition 7.3 we have thatM⊠Mop is elementary, so it follows thatM⊠C⊠2E ∼M.
Lemma 7.5 Let F : C −→ D be a functor between two symmetric finite tensor categories.
IfM is an Azumaya quasi C-coring category, thenM∼ F ′(M) =M⊠C⊠2 F⊠2 Can(D;D).
Proof. We set H(M) = (M, α) as before, now putting N = M in (45) we have that
Mop ⊠ (M ⊠C⊠2 F⊠2 Can(D;D)) = E is an elementary quasi C ⊠ D-coring category. We
then have:
M⊠Mop ⊠ (M⊠C⊠2 Can(D;D)) ≃M⊠ E ,
beingM⊠Mop elementary, we may deduce thatM∼ F ′(M) =M⊠C⊠2 F⊠2 Can(D;D).
Proposition 7.6 Let C be a symmetric finite tensor category. There is a well-defined
group monomorphism:
iC : AzQCor(C) −→ AzQCor(vec), iC([M]) = [M].
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If F : C −→ D is a functor between two symmetric finite tensor categories, then there is a
commutative diagram:
AzQCor(D).
❄
F˜
AzQCor(C) AzQCor(vec)✲
iC
✟✟
✟✟
✟✟
✟✯
iD
Proof. Let us first make sure that iC is well-defined. For that purpose take [M] = [N ]
in AzQCor(C) = K0[AzQCor(C)]/Can(C). That means that for an elementary quasi
C-coring category E we haveM⊠C⊠2 N
op ≃ E . Multiplying this in the group AzQCor(C)
by N , i.e. tensoring the equation over C ⊠ C by N , we obtain M ≃ N ⊠C⊠2 E . By
Lemma 7.4 this is Brauer equivalent to N in AzQCor(vec), thus iC is well-defined. Let
us now show that iC is a group homomorphism. Let M and N be two Azumaya quasi C-
coring categories. Then by Proposition 7.3 the quasi C⊠C-coring categoryMop⊠M = E1,
and clearly the quasi C-coring category M⊠C⊠2 M
op = E2, are both elementary. Now we
find:
M⊠N ∼ (M⊠N )⊠C⊠4 (M
op
⊠M)
≃ (M⊠C⊠2 M
op)⊠ (N ⊠C⊠2 M)
∼ N ⊠C⊠2 M≃M⊠C⊠2 N
where the first identity holds by Lemma 7.4, the second identity is due to Lemma 2.5 and
the third one holds because vec is trivially an elementary quasi coring category. Thus, in
AzQCor(vec) we have:
iC([M⊠C⊠2 N ]) = [M⊠N ] = iC([M])iC([N ]).
This proves that iC is a group map. It is clearly injective.
Finally, from Lemma 7.5 it follows that iC([M]) = [M] = [M ⊠C⊠2 F⊠2(D ⊠ D)] =
(iD ◦ F˜ )([M]).
Theorem 7.7 We have the following isomorphism of groups:
AzQCor(vec) ∼= colim AzQCor(•/vec) ∼= colim H2(•/vec,Pic).
Proof. From Proposition 7.6 and the definition of the colimit we have that there is a
unique map
i : colim AzQCor(•/vec) −→ AzQCor(vec).
Let A be an arbitrary abelian group, and let βC : AzQCor(C) −→ A be a collection of
maps such that
βD ◦ F˜ = βC,
for every functor of symmetric finite tensor categories F : C −→ D.
We define the map
β : AzQCor(vec) −→ A
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as follows. An element X of AzQCor(vec) is represented by an Azumaya quasi C-coring
category M for some symmetric finite tensor category C. Then define
β(X) = βC([M]).
To show that it is well-defined, take an Azumaya quasi D-coring category N such that
[N ] = [M]. Then
M⊠ (D ⊠D) ∼M ∼ N ∼ N ⊠ (C ⊠ C)
and from the injectivity of iC⊠D (see Proposition 7.6) we obtain that [M ⊠ (D ⊠ D)] =
[N ⊠ (C ⊠ C)] in AzQCor(C ⊠D), hence
βC([M]) = βC⊠D([M⊠ (D ⊠D)]) = βC⊠D([N ⊠ (C ⊠ C)]) = βD([N ]),
so β is well-defined. It is constructed so that the diagrams
❍❍❍❍❍❍❍❥
βC
A
❄
β
AzQCor(C) AzQCor(vec)✲
iC
commute for all C ∈ FTCsymm. To prove that β is unique with such a property, assume
that there exists γ : AzQCor(vec) −→ A with γiC = βC for all symmetric finite tensor
categories C. Let X = [M] ∈ AzQCor(vec) for some symmetric finite tensor category
C and an Azumaya quasi C-coring category M. We then have: γ(X) = γiC([M]) =
βC([M]) = βiC([M]) = β(X), hence γ = β. This means that AzQCor(vec) satisfies the
required universal property of a colimit. Finally, apply (43).
Observe that all the results in this subsection are valid for Azumaya quasi- as well for
proper coring categories, so we have:
AzCor∗(vec) ∼= colim AzCor∗(•/vec)
for the corresponding groups of Azumaya coring categories.
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