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Introduction
An important topic in quantum mechanics is the spectral theory of Schrödinger operators on the Hilbert space
, 2, 3}, with potentials supported on a discrete (finite or countable) set of points of R d . There is an extensive literature on such operators (see [1, 3-5, 8, 10, 20, 22, 26, 28] and references therein). The first mathematical problem is to associate a self-adjoint operator (Hamiltonian) on L 2 (R d ) with the differential expression
α j δ(· − x j ), α j ∈ R, m ∈ N.
(1.1)
There are at least two natural ways to associate self-adjoint operator H X,α with the following differential expression in L 2 (R 1 )
α j δ(· − x j ), m ∈ N for any fixed set α := {α j } m j=1 ⊂ R. The first one is based on the quadratic forms method. Another way to introduce local interactions on X := {x j } m j=1 ⊂ R is to consider maximal operator corresponding to L 1 and impose boundary conditions at x j , j ∈ {1, .., m} (see [3] ), i.e., dom(H X,α ) = {f ∈ W 2,2 (R \ X) ∩ W 1,2 (R) :
In contrast to one-dimensional case, the differential expression (1.1) does not define an operator in L 2 (R d ), d ≥ 2, by means of the quadratic forms since the linear functional δ x : f → f (x) is not continuous in W 1,2 (R d ) for d ≥ 2. However, it is still possible to apply the extension theory approach. Namely, F. Berezin and L. Faddeev in their pioneering paper [8] proposed to consider (1.1) (with m = 1 and d = 3) in the framework of extension theory. They associated with L d the family of all self-adjoint extensions of the following symmetric operator H := −∆, dom(H) := f ∈ W 2,2 (R d ) : f (x j ) = 0, j ∈ {1, .., m} , m ∈ N.
(1.
2) It is well known that H is closed non-negative symmetric operator with equal deficiency indices n ± (H) = m (see [3] ). In [3] , the authors proposed to associate with the Hamiltonian (1.1) certain m-parametric family H (d) X,α describing local point interactions. They parameterized the family in terms of the resolvents. The latter enabled the authors to obtain an explicit description of the spectrum for any operator from the family H
X,α . In the recent publications [5, 10, 20] , boundary triplets and the corresponding Weyl functions technique (see [12, 19] and also Section 2.1) was involved to investigate multi-dimensional Schrödinger operators with point interactions (the cases d ∈ {2, 3}). In the present paper, we apply boundary triplets approach to parametrize all self-adjoint extensions of H. Besides, using Weyl functions technique, we investigate their spectra. Moreover, we substantially involve the theory of radial positive definite functions [2, chapter V] in our approach. In particular, we employ strict positive definiteness (see Definition 3.1) of the functions sin s|·| s|·| and the Bessel functions J 0 (s|·|) with any s > 0 on R 3 and R 2 , respectively, to prove pure absolute continuity of non-negative spectrum of any self-adjoint realization of L d . For this purpose we complete the classical Schoenberg theorem [31] regarding the integral representation of radial positive definite functions.
The paper is organized as follows. Section 2 is introductory. It contains definitions of a boundary triplet and the corresponding Weyl function [12, 19] and also facts about the Weyl functions [9, 23] . In Section 3, we complete Schoenberg theorem by establishing strict positive definiteness of any non-constant radial positive definite function on R n , n ≥ 2. In Sections 4 and 5, we investigate 3D-and 2D-Schrödinger operators with point interactions, respectively. Namely, in Subsection 4.1 (resp., 5.1), we define boundary triplet Π = {H, Γ 0 , Γ 1 } for H * and compute the corresponding Weyl function. It appears to be close to that contained in Krein's resolvent formula for the family H X,α in [3] . In particular, for the proof of the surjectivity of the mapping Γ = (Γ 0 , Γ 1 )
⊤ we employ the strict positive definiteness of the function e −|·| on R n for any n ∈ N. Subsections 4.2 and 5.2 are devoted to the spectral analysis of the self-adjoint realizations of L d . To investigate the absolutely continuous spectrum we apply technique elaborated in [9, 23] . For this purpose we need invertibility of the matrices
and
, x ∈ R + , which we extract from the strict positive definiteness of the functions sin s|·| s|·| and J 0 (s| · |), s > 0, on R 3 and R 2 , respectively. We emphasize that in the proof of Theorems 4.7 and 5.7 our complement to Schoenberg theorem is used in full generality. Indeed, it follows from the integral representation (3.2) that the strict positive definiteness of sin s|·| s|·| and J 0 (s| · |) for all s > 0 yields the strict positive definiteness of any radial positive definite function f on R 3 and R 2 , respectively. Finally, description of the non-negative self-adjoint extensions of H (d = 3) is provided in Subsection 4.3. For suitable choice of a boundary triplet Π strong resolvent limit of the corresponding Weyl function M (x) at x = 0 appears to be positive definite matrix in a view of strict positive definiteness of the function 
Extension theory of symmetric operators

Boundary triplets and proper extensions
In this subsection, we recall basic notions and facts of the theory of boundary triplets (we refer the reader to [12, 13, 19] for a detailed exposition). In what follows A always denotes a closed symmetric operator in separable Hilbert space H with equal deficiency indices n − (A) = n + (A) ≤ ∞. Definition 2.1 [19] A totality Π = {H, Γ 0 , Γ 1 } is called a boundary triplet for the adjoint operator A * of A if H is an auxiliary Hilbert space and Γ 0 , Γ 1 : dom(A * ) → H are linear mappings such that (i) the following abstract second Green identity holds
With a boundary triplet Π = {H, Γ 0 , Γ 1 } for A * one associates two self-adjoint extensions of A defined by
The set of all proper extensions of A is denoted by Ext A .
(ii) Two proper extensions A 1 and
Remark 2.3 (i)
For any symmetric operator A with n + (A) = n − (A), a boundary triplet Π = {H, Γ 0 , Γ 1 } for A * exists and is not unique [19] . It is known also that dim H = n ± (A) and ker Γ = ker(Γ 0 ,
A role of a boundary triplet for A * in the extension theory is similar to that of coordinate system in the analytic geometry. Namely, it allows one to parameterize the set Ext A by means of linear relations in H in place of J.von Neumann formulas. To explain this we recall the following definitions.
Definition 2.4 (i)
(iii) The adjoint relation Θ * is defined by
(iv) A closed linear relation Θ is called self-adjoint if both Θ and Θ * are maximal symmetric, i.e., they do not admit symmetric extensions.
For the symmetric relation Θ ⊆ Θ * in H the multivalued part mul (Θ) is the orthogonal complement of dom(Θ) in H. Setting H op := dom(Θ) and H ∞ = mul (Θ), one verifies that Θ can be rewritten as the direct orthogonal sum of a self-adjoint operator Θ op in the subspace H op and a "pure" relation
Proposition 2.5 [12, 19] Let Π = {H, Γ 0 , Γ 1 } be a boundary triplet for A * . Then the mapping
establishes a bijective correspondence between the set of all closed proper extensions Ext A of A and the set of all closed linear relations C(H) in H. Furthermore, the following assertions hold.
(iii) If, in addition, the closed extensions A Θ and A 0 are disjoint, then (2.2) takes the form
exists and is finite for a.e. x ∈ R.
To state the next proposition we need a concept of the absolutely continuous closure cl ac (δ) of a Borel subset δ ⊂ R introduced in [9] and [16] . We refer to [16, 23] for the definition and basic properties. 
Positive definite functions. Complement of the Schoenberg theorem
Let (u, v) = u 1 v 1 + . . . + u n v n be a scalar product of two vectors u = (u 1 , . . . , u n ) and v = (v 1 , . . . , v n ) from R n , n ∈ N, and let |u| = (u, u) be Euclidean norm. Recall some basic facts and notions of the theory of positive definite functions [2] . Definition 3.1 [2, 33] (i) Function g(·) : R n → C is said to be positive definite on R n and is referred to the class Φ(R n ) if it is continuous at 0 and for any finite subsets
(ii) Moreover, g(·) is said to be strictly positive on R n if the inequality (3.1) is strict for any subset of distinct points X = {x k } m k=1 ⊂ R n and for any subset ξ = {ξ k } m k=1 ⊂ C satisfying condition m k=1 |ξ k | > 0. Clearly, positive definiteness of the function g(·) is equivalent to the non-negative definiteness of the matrix
n , while its strict positive definiteness is equivalent to (strict) positive definiteness of the matrix G(X) for any subset of distinct points
The following classical Bochner theorem gives the description of the class Φ(R n ).
Theorem 3.2 [11] A function g(·) is positive definite on R n if and only if
where µ is a finite non-negative Borel measure on R n .
A characterization of the class Φ n is given by the following Schoenberg theorem [30, 31] (see also [2, Theorem 5.4.2]).
Theorem 3.4 Function f (·) belongs to the class Φ n if and only if
where µ is a non-negative finite Borel measure on [0, ∞), and
Here ν n is the Borel measure uniformly distributed over the unit sphere S n centered at the origin and ν n (S n ) = 1. Remark 3.5 It is not difficult to show that for any n ∈ N the strict inclusion Φ n+1 ⊂ Φ n takes place. Indeed, it is known [18] , [34, Theorem 5] , [35, Example 1] 
2 . Earlier Askey [6] and Trigub [32] considered the case of natural δ and proved the necessity for odd n.
On the other hand, the strict inclusion Φ n+1 ⊂ Φ n follows from another example. Namely,
Our complement to the Schoenberg theorem reads as follows.
We start with the following auxiliary lemma and present two different proofs. Lemma 3.7 Let S r n (y) be a sphere of radius r in R n centered at y and n ≥ 2, let also
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The first proof. Without loss of generality we may assume that y = 0 and r = 1. Let also for definiteness
be the standard orthogonal basis in R n . We may assume that x 1 = R 0 e 1 . Let P be the orthogonal projector onto span{e 1 , e 2 }. Then P x p = r p (cos ϕ p e 1 + sin ϕ p e 2 ) with 0
Evidently, we may also assume that 0 = ϕ 1 < ϕ 2 < . . . < ϕ m ′ < 2π. Put in (3.5) u = cos ϕe 1 + sin ϕe 2 ∈ S 1 n (0), ϕ ∈ R. Therefore the equality (3.5) takes the form
It is well known that generating function for the Bessel functions admits the following representation [15,
Putting in (3.7) z = ie i(ϕ−ϕp) and a = r p , p ∈ {1, .., m}, we arrive at the following expansion into Fourier series for the functions
It is easily seen that from (3.6) and (3.8) follows the equality
Using the following expansion into series for
, where
Multiplying the equality (3.
where right-hand side equals 0 if m
Since arithmetic means of the sequence in (3.10) converges to ξ 1 (ϕ 1 = 0), then ξ 1 = 0. Thus, the theorem is proved. The second proof. As in the first proof, we reduce considerations to investigation of equality (3.6). By uniqueness theorem for analytic functions, equality (3.6) remains valid for any
Since, by Euler formula, cos(z − ϕ p ) = (e i(z−ϕp) + e −i(z−ϕp) )/2, we have
Multiplying (3.12) by exp(−R 0 sh y), we arrive at
(3.13)
in (3.13) and passing to the limit as y → +∞, we obtain ξ 1 = 0.
Remark 3.8
The first proof of Lemma 3.7 belongs to Viktor Zastavnyi. Chronologically it was obtained earlier then the second proof proposed by the other two authors.
Remark 3.9 It might be easily shown that Lemma 3.7 is not valid for any manifold in R n . Below we give the explanatory example. It is obvious that any hyperplane π a in R n , n ≥ 2, which does not contain the origin, is given by
Then on such hyperplane the expression 1 + exp(i(u, πa)) is identically zero. Thus, for any finite set of hyperplanes with the above property there exists a set of points y k ∈ R n , y k = 0, k ∈ {1, .., q} such that
Here m ≥ 2, ξ p > 0, p ∈ {1, .., m} and X = {x p } m p=1 is a subset of R n such that x p = x j as p = j.
Now we are ready to prove the complement of Theorem 3.4. Below we present two slightly different proofs.
The first proof of Theorem 3.6. Let µ be non-negative finite Borel measure on [0, +∞) from the representation (3.2) for the function f . It is obvious that
⊂ C be subsets such that x p = x j as p = j and 
Thus, the theorem is proved.
The second proof. By Theorem 3.2, we have
where µ is non-negative finite Borel measure on R n . It is easily seen that supp µ is a radial set, i.e., if x 0 ∈ supp µ, then the support contains sphere S r n (0) of radius r = |x 0 | ≥ 0 centered at the origin. If
i(u,x k ) equals 0 on supp µ and therefore equals 0 on S r n (0). Finally, Lemma 3.7 yields that ξ k = 0, k ∈ {1, .., m}.
Schoenberg noted in [30, 31] (ii) Theorem 3.6 was formulated in [33, Theorem 6.18] and [14, Theorem 3.7] under the additional condition
Example 3.13 Let us present some examples of strictly positive functions.
(1) Using the equality Γ(2p) =
By Theorem 3.6, the functions Ω n (s|x|) are strictly positive definite on R n for any s > 0 and n ≥ 2.
(2) It is easily seen that the functions e −t and (1−e −t )/t = 1 0 e −ts ds are completely monotonic on [0, +∞).
Thus, by Corollary 3.11, the functions e −|x| and (1 − e −|x| )/|x| are strictly positive definite on R n for all n ∈ N.
4 Three-dimensional Schrödinger operator with point interactions
Boundary triplet and Weyl function
First we define a boundary triplet for the operator H * . Denote r j := |x − x j |, x ∈ R 3 , let also √ · stands for the branch of the corresponding multifunction defined on C \ R + by the condition √ 1 = 1. 
(ii) The adjoint operator H * is given by
2)
where (ii) Clearly, e −rj ∈ W 2,2 (R 3 ) ⊂ dom(H * ) for j ∈ {1, .., m}.
Since the function e −|x| is strictly positive definite on R 3 (Example 3.13), the matrix (e −|x k −xj | ) m k,j=1 is positive definite. Therefore the functions e −rj , j ∈ {1, .., m} are linearly independent. Consider the operator H defined by
Since dom( H) = dom(−∆) = W 2,2 (R 3 ) and both operators H and −∆ are proper extensions of H, we have H = −∆ and the operator H is self-adjoint.
Further, since the functions e −r j 4πrj ∈ N −1 , j ∈ {1, .., m} are linearly independent, and, by the second J. von Neumann formula,
where f H , g H ∈ dom(H), and ξ 0k , ξ 1k , η 0k , η 1k ∈ C, k ∈ {1, .., m}.
Applying (4.4)-(4.5) to f, g ∈ dom(H * ), we obtain
It is easily seen that 
where n stands for the exterior normal vector to S r (x j ) and S 1 r (x j ), respectively. 
Indeed, noticing that
.
Copyright line will be provided by the publisher Finally, by (4.7),
Thus, the Green identity is satisfied. Let us show that that the mapping Γ = (
are vectors from C m . According to (4.2), any
ξ 0j e −r j rj + ξ 1j e −rj . Let us put 
Combining Proposition 2.2 with formulas (4.2), (4.7)
, we arrive at the following proposition. (1.2) , Π = {H, Γ 0 , Γ 1 } a boundary triplet for H * defined by (4.5) and let the matrices E 0 , E 1 be defined by (4.9). Then the set of self-adjoint extensions H ∈ Ext H is parameterized as
Proposition 4.2 Let H be the minimal Schrödinger operator defined by
where Θ runs through the set of all self-adjoint linear relations in H. Moreover, Θ ∞ and Θ op are defined by 
It is easily seen that self-adjointness of the relation Θ is equivalent to the condition (E 1 ξ 1 , ξ 0 ) = (ξ 0 , E 1 ξ 1 ). Since H ∞ = mul (Θ) ⊥ dom(Θ) = H op , this condition is equivalent to (4.11)-(4.12). For instance, it follows from (4.11) and (4.12) that (E 1 ξ
Hence (E 1 ξ 1 , ξ 0 ) = (ξ 0 , E 1 ξ 1 ). The arguments can be reversed. 
where
4π|x| , x =0; 0, x=0. and δ kj denotes the Kronecker symbol;
(ii) the corresponding γ(·)-field is given by
4πrj , a j ∈ C. Applying Γ 0 and Γ 1 to f z , we get (ii) The first construction of the boundary triplet, in the case m = 1, goes apparently back to the paper by Lyantse and Majorga [22, Theorem 2.1]. Slightly different boundary triplet was obtained in [10, Section 5.4] . Another construction of the boundary triplet in the situation of general elliptic operator with boundary conditions on a set of zero Lebesgue measure was obtained by A. Kochubei [21] . However this construction is not suitable for our purpose.
(iii) The Weyl function in the form (4.15) has appeared in Krein's formula for resolvent of H 
Spectrum of the self-adjoint extensions of the minimal Schrödinger operator H
In what follows we need the following lemma. Lemma 4.6 Let H * be defined by (4.2)-(4.3). Then 0 / ∈ σ p (H * ).
P r o o f. Let f 0 ∈ dom(H * ) and H * f 0 = 0. Observing that
loc (R 3 ) for any j ∈ {1, .., m}, we obtain from (4.2) that f 0 admits a representation
By definition of H * , we get (f 0 , ∆ϕ) = 0, ϕ ∈ C ∞ 0 (R 3 \X), i.e., f 0 is a week solution of the equation ∆f 0 = 0. By regularity theorem (Weyl's lemma [17, chapter 8] 
is harmonic function for x / ∈ X and continuous on R 3 by Sobolev embedding theorem. It follows from definition (4.17) that g(·) is bounded. Therefore, by desingularization theorem (see [24, chapter IV, §3]), it can be extended by continuity to X, and the extended function is harmonic on R 3 . Therefore, by the Liouville theorem for harmonic functions,
., m} and that the functions 1/r j are linearly independent, we have
In the following theorem we describe spectrum of the self-adjoint extensions of H. (ii) Point spectrum of the extension H Θ consists of at most m negative eigenvalues (counting multiplicities),
(4.18)
The corresponding eigenfunctions ψ z have the form 
. P r o o f. (i) Note that symmetric operator H is not simple since the multiplicity of the spectrum of its extension H 0 = H * 0 is infinite. Therefore H admits the representation H = H ⊕ H s , where H and H s are the simple and the self-adjoint part of H, respectively, defined by
where P H and P Hs are orthogonal projectors onto H and H s , respectively. Clearly, a totality Π = {H, Γ 0 , Γ 1 } =: {H, Γ 0 ↾ H, Γ 1 ↾ H} forms a boundary triplet for H * . Then the operator H 0 takes the form
where H 0 = H * ↾ ker( Γ 0 ) = H * 0 . For simplicity, we confine ourselves to the case of realizations H Θ disjoint with H 0 , i.e., dom(
The appropriate Weyl function is M B (z) = (B − M (z)) −1 . Moreover, it is easily seen that
It follows from (4.15) that the strong limit M (x + i0) = s − lim y↓0 M (x + iy) exists for all x ∈ R and
and Im(M (x + i0)) = 0 for x ≤ 0. Combining this fact with (4.20), we conclude that
Since the functions sin sx sx ∈ Φ 3 , s > 0 (see Example 3.13), we conclude that the matrix Im(M (x + i0))/ √ x is positive definite for all x > 0. Hence the matrix Im(M B (x + i0))/ √ x is also positive definite for every x > 0. Thereby, the matrix B − M (x + i0) is invertible for all x ∈ R + and consequently σ p ( H B ) ∩ R + = ∅. It also follows from (4.22) that the multiplicity function
Therefore, by Proposition 2.9(ii), H ac 0 and H ac B are unitarily equivalent. By Proposition 2. (ii) According to the decomposition
and H s ≥ 0, Proposition 2.7 applied to the simple part H of H yields the equivalences
Combining this formula with formula (4.15) for the Weyl function yields (4.18). Formula (4.19) follows from (4.16) and Proposition 2.7(ii) applied to the simple part H of H.
It remains to note that the inequality κ − (H Θ ) = κ − ( H Θ ) ≤ m is immediate from the fact that H ≥ 0 and n ± (H) = n ± ( H) = m (see [25, chapter 4, §14] ).
(iii) Combining Proposition 2.8(ii) with (4.15), we arrive at (iii). 
and B runs over the set of all matrices satisfying the condition 0 < B < 4π
where E 0 is defined by (4.9). Then M (z) = M (z) − 1 4π E 0 . Using (4.15), we obtain
. By Proposition 2.8, non-negative self-adjoint extensions H Θ are described by the condition Θ − M (0) ≥ 0. Since the function f (t) = Remark 4.11 It should be noted that the above description is close to the following obtained by Yu. Arlinskii and E. Tsekanovskii (see [5, Theorem 5.1] ) in the framework of another approach. Namely, any non-negative self-adjoint extension H of the minimal operator H admits the representation
where U = (u kj ) m k,j=1 runs over the set of matrices satisfying the condition 0 ≤ UG ≤ GW −1 0 G with W 0 and G defined by, respectively,
, 2π
, where r kj = |x k − x j |.
5 Two-dimensional Schrödinger operator with point interactions
Boundary triplet and Weyl function
Let H
0 (·) denote the Hankel function of the first kind and zero-order. It is known that the function H 
3)
where 
is the kernel of the free Hamiltonian resolvent R z (H 0 ) (see [3, chapter I.5]), we get
Clearly, the functions {H (ii) It is known (see [3, 4] ) that
Obviously, the functions f j = e −rj ln(r j ) and g j = e −rj , j ∈ {1, .., m} belong to dom(H * ). Their linear independency might be derived as in 3D case. Since dim(dom(H * )/ dom(H)) = 2m, the domain dom(H * ) takes the form (5.3).
(iii) Let f, g ∈ dom(H * ). By assertion (i), we have
where f H , g H ∈ dom(H), and ξ 0k , ξ 1k , η 0k , η 1k ∈ C, k ∈ {1, .., m}. Applying Γ 0 , Γ 1 to f and g, we obtain
Left-hand side of the Green identity (2.1) takes the form
(ξ 0j H * (e −rj ln(r j )), η 1k e −r k ) − (ξ 0j e −rj ln(r j ), η 1k H * (e −r k )) + (ξ 1j H * (e −rj ), η 0k e −r k ln(r k )) − (ξ 1j e −rj , η 0k H * (e −r k ln(r k ))) .
Applying the second Green formula yields As above, invertibility of the matrix E 1 might be derived from the fact that the function e −|x| is strictly positive definite on R 2 (see Example 3.13). Therefore, setting ξ 0 = 
Spectrum of the self-adjoint extensions of the minimal Schrödinger operator
As above, the following lemma holds. where (e −rj − 1) ln(r j ) ∈ W 2,2 loc (R 2 ) for any j ∈ {1, .., m}.
