It is shown that solutions of a system x' = f(t, x) approach constant vectors as /-* oc, under assumptions which do not require that \\f(t, x)\\ * w(t, 11*11), where w is nondecreasing in ||xll, and which permit some or all of the integral smallness conditions on / to be stated in terms of ordinary-rather than absolute-convergence.
Theorems which imply that solutions of a system (1)
x'=f(t,x) approach constant vectors as ' -oo are usually obtained by assuming that (2) ll/(/,je)||<w(fJje||),
where w is decreasing in r for r > 0, and subject to some integral condition such as (3) j w(t, r)dt < oo, r » 0;
for examples, see [1, 4, 6] . Sometimes, instead of (3), it is required that the equation r' = w(t, r) have a bounded positive solution on some half-line [t0, oo); for example, see [2] , Clearly, any integral condition like (3) requires absolute convergence, and there are systems for which no majorizing function w as in (2) is increasing in ||jc||.
Here we present results which do not require this kind of bound on /, and are based on integral conditions involving ordinary-that is, not necessarily absolute-convergence of some of the improper integrals in question. Moreover, our results include information on the order of convergence of solutions of (1). Throughout this paper the norm M of a vector or matrix is the sum of the absolute values of its elements, and W and K are as in the following assumption. The motivation for this definition will become clear after the statement of the main theorem (Remark 1, below).
Assumption A. The n X n matrix function W is continuously differentiable and invertible on [T, oo) for some T > 0, and (4) [e°\\lV(t)(W-l(s))'\\ds<K< oo, t>f. 't -Henceforth we assume that t > T. Notice that (5) f°||(»'-,i»)'ll<fe<oo J and so (6) lim WHO exists (finite), t-00 because of (4).
Lemma 1. // q is a continuous n-vector function on [T, oo) and f°°W(t)q(t)dt converges, then jxq(t)dt converges, and
where
Proof. With (5), we can let / -oo in (10) and obtain
Multiplying by W(t) and invoking (4), (8), and (9) yields (7). From (20) and (21), ( 
22) \\J(t;h)\\^M/(\+ K) if t >TX and h G BM(TX).
IfhG HM(TX), define h = UJh by h(t) = -f f(s,c + h(s))ds, t>Tx.
Jt From (13) and Lemma 1 with q(t) = f(t,c + «(/)), h is defined and satisfies the inequality \\W(t)h(t)\\^(\ + K)sup\\J(t;h)\\, t>Tx.
From this and (22), \\W(t)h(t)\\ < M, t> Tx. Therefore, h G HM(TX); that is, T\ transforms HM(TX) into itself.
Now suppose/i, E BM(TX) and h, -f\ h, (i = 1,2). Then Lemma 1 with g(t)=f(t,c + hx(t))-f(,,c + h2(t))
implies that \\W(t)(hx(t)-h2(t))\\ =£(1 + K)\\J(t; hx)-J(t; h2)\\, t>Tx, and so, from ( 11 ) and ( 14) (with 7" = 7", ),
N{Tx;hx -ii2)<8(] + K)N(Tx;hx -h2).
Hence, from (16), 5 is a contraction mapping of HM(TX) into itself, and therefore there is an «n in HM(TX) such that hQ = lJ«(); that is, h0(t) = -rf(s,c + h0(s))ds, t>Tx.
J t
From Lemma 1 with q(t) =f(t,c + h0(t)), lim,^ W(t)hQ(t) -0. Therefore, the function x0 -c + h0 satisfies ( 1 ) and ( 17).
If x, satisfies (1) and (18), then hx = xx -eis in HM(T2) for some T2 > Tx. and
By an argument like that which led to (23).
iV(r2;A,-A0)<a(l +K)N(T2;hx -h0), which implies that hx(t) = h0(t) for / ^ T2, because of (16). This implies (19) for t s* T2, and completes the proof. We now apply Theorem 1 to the system (24) x' = A(t)Hx) + g(t), t>0. We must first show that/is continuous on ñ as defined in (12). If (t, x) G ß, then
||x -ell ^ WW~l(t)H \\W(t)(x -c)\\ <oM = p, because of (29) and (31). Since \p is continuous for all x satisfying (25), while A and g are continuous on [0, oo), it follows that / is continuous on £2, and /(/, c + h(t)) is continuous on [T, oo) if h G HM(T) with T > T0. Moreover, if (15) holds, then U(c + hx(t)) -xp(c + h2(t))\\ ^X\\hx(t) -h2(t)\\ <MW'lU)nw{ty(kl(t)-ki(t))\\
X\\W-](t)\\N(T;hx-h2), t>T.
where we have used (11) (34) x' = A{t)x + g(t), r>0.
We omit the proof of the following theorem, which is similar to that of Theorem 2. The special case of this with w = 1 and/ = 0 is known [5] . Example 5. If (42) is nonoscillatory, we may choose z, and z2 so that z2/z, tends monotonically to infinity [3, p. 357 .:
