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Vorwort
Eigen- und Singula¨rwertberechnungen za¨hlen zu den Grundaufgaben vieler
wissenschaftlicher Anwendungen. Je nach Aufgabenstellung steht eine Aus-
wahl verschiedener numerischer Lo¨sungsverfahren bereit, die Na¨herungen an
die gesuchten Gro¨ßen liefern.
In exakter Arithmetik lassen sich elementare Beziehungen zwischen dem sym-
metrischen Eigenwertproblem und der Singula¨rwertzerlegung herleiten. Der
naheliegende Ansatz, bewa¨hrte Eigenwertverfahren als Black-Box entweder
auf die Normalengleichungen oder die Jordan-Wielandt-Darstellung anzu-
wenden, fu¨hrt aber durch Rundungsfehler bedingt oft nicht zu befriedigen-
den Ergebnissen. Die Folge ist teilweise hoher zusa¨tzlicher algorithmischer
Aufwand oder die Entwicklung speziell auf die Singula¨rwertzerlegung zuge-
schnittener Lo¨sungen.
¦
Fu¨r das durch eine symmetrisch tridiagonale Matrix gestellte Eigenwertpro-
blem gilt der RRR-Algorithmus (RRR = relativ robuste Repra¨sentationen)
als Standardmethode. Das Hauptziel dieser Arbeit ist die U¨bertragung dieses
Algorithmus auf die Singula¨rwertzerlegung einer bidiagonalen Matrix. Die
dazu angestellten Untersuchungen mu¨nden in die Einfu¨hrung von Kopplungs-
mechanismen, die die Erfu¨llung der zusa¨tzlichen Genauigkeitsanforderungen
gewa¨hrleisten. Daneben ergeben sich einige Verbesserungsvorschla¨ge fu¨r den
RRR-Algorithmus selbst.
In dieser Arbeit werden theoretische Resultate u¨ber die Qualita¨t der Eigen-
werte bei separaten und gekoppelten Faktorisierungen hergeleitet. Als Kom-
plement zum RRR-Algorithmus wird eine Methode zur Konstruktion idealer
i
ii
Systeme vorgeschlagen. Im Anschluß zeigen ausfu¨hrliche numerische Experi-
mente die grundlegende U¨berlegenheit der RRR-basierten Ansa¨tze gegenu¨ber
konkurrierenden Lo¨sungsverfahren. Daru¨berhinaus wird die Eignung fu¨r par-
allele Rechnerarchitekturen demonstriert.
¦
Nach Einfu¨hrung elementarer Notation behandelt das erste Kapitel bisher
bekannte Ergebnisse der relativen Sto¨rungstheorie. Insbesondere wird hier
auf die Eigenschaft einer Matrix eingegangen, eine RRR zu besitzen. Es folgt
die Pra¨sentation ga¨ngiger Lo¨sungsstrategien fu¨r Singula¨rwertzerlegungen und
symmetrische Eigenwertprobleme. Fu¨r den wichtigen Fall bidiagonaler bzw.
symmetrisch tridiagonaler Matrizen existieren eine Reihe speziell ausgerich-
teter Verfahren.
Zu diesen geho¨rt auch der RRR-Algorithmus, dessen Beschreibung das zweite
Kapitel gewidmet ist. Obwohl in der Grundidee leicht zu verstehen, erfordert
die nachfolgend beschriebene U¨bertragung auf die Singula¨rwertzerlegung eine
teilweise sehr detaillierte Schilderung.
Nach diesen Vorbereitungen werden im dritten Kapitel Probleme bei ei-
ner Black-Box-Anwendung auf die Normalengleichungen und die Jordan-
Wielandt-Darstellung konkretisiert. Die vorgeschlagene Lo¨sung besteht dar-
in, den RRR-Algorithmus explizit nur auf eine der Normalengleichungen
anzuwenden und die entsprechenden Faktorisierungen der zweiten implizit
mitzufu¨hren. Die dazu vorgestellten Kopplungsmechanismen erlauben die
Herleitung verschiedener sto¨rungstheoretischer Resultate. Die Einbettung
der Kopplungen in den RRR-Algorithmus kann ohne gro¨ßere A¨nderungen
des eigentlichen Verfahrens erfolgen. Auch der zusa¨tzlich anfallende Rechen-
aufwand bleibt beschra¨nkt.
Der soweit entwickelte Kernalgorithmus wird im vierten Kapitel mit ei-
nem Pra¨konditionierungsansatz und der Konstruktion idealer Systeme er-
weitert zu einem Gesamtverfahren fu¨r die Bestimmung der bidiagonalen Sin-
gula¨rwertzerlegung. Es folgt die eingehende Darstellung serieller numerischer
Experimente.
Das fu¨nfte Kapitel befaßt sich mit der Parallelisierung des Gesamtverfah-
rens. Die fu¨r den Kernalgorithmus per se gegebenen guten Skalierungseigen-
schaften werden bei der Implementierung umgesetzt. Bei den umrahmenden
Teilaufgaben stehen schnelle, aber serialisierende Methoden gut skalierenden
Verfahren gegenu¨ber, die aber auf kleinen Prozessorzahlen noch unterlegen
sind. Lo¨sungsvorschlag ist hier eine hybride Strategie, die durch Einstellung
von Parametern gesteuert werden kann.
iii
Eine kurze Zusammenfassung der wichtigsten Ergebnisse und einige Vor-
schla¨ge fu¨r zuku¨nftige Aufgaben schließen die Arbeit ab. Als Orientierungs-
hilfe empfiehlt sich der Anhang mit einem U¨berblick der wichtigsten Fakten
in Stichworten.
¦
Die vorliegende Dissertation entstand im Zeitraum vom August 1997 bis Ja-
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Kapitel 1
Einleitung
Die Behandlung von Singula¨rwertzerlegungen (engl. Singular Value Decom-
position, kurz SVD1) oder den nahe verwandten symmetrischen Eigenwert-
problemen (engl. Symmetric Eigenproblem, kurz SEP) ist eine ha¨ufig wie-
derkehrende elementare Aufgabe in einer Vielzahl von Anwendungsbereichen.
Da eine analytische Darstellung der Lo¨sungen fu¨r das SEP und fu¨r die SVD
ab Matrixdimensionen n > 4 i.a. nicht mehr mo¨glich ist, versuchen wir mit
Hilfe von numerischen Lo¨sungsverfahren (auch kurz als Lo¨ser bezeichnet)
Na¨herungen zu gewinnen. Die Eigenschaften solcher Lo¨sungsverfahren sind
im hohen Maße von der zugrunde liegenden Rechnerarchitektur abha¨ngig. Die
Beurteilung und der Einsatz von Lo¨sungsverfahren und deren Implementie-
rungen erfolgen unter Einbeziehung diverser Faktoren, die in Abbildung 1
skizziert sind.
Besonderes Interesse gilt Lo¨sungsverfahren, die mit mo¨glichst geringem Zeit-
aufwand arbeiten. Die Komplexita¨t ha¨ngt neben dem Umfang der zu ermit-
telnden Ergebnisse vor allem von der Matrixdimension n ab. Fu¨r gro¨ßere
Probleme kommt ferner der effizienten Speicherverwaltung eine wichtige Be-
deutung zu. Bei der Parallelisierung wird versucht, das Arbeitsvolumen
mo¨glichst gleichma¨ßig auf mehrere Rechner zu verteilen. Nicht zuletzt wird
von einem Lo¨ser erwartet, daß er den Genauigkeitsanforderungen genu¨gende
Resultate liefert.
Nach der Einfu¨hrung von Notation beschreiben wir in diesem Kapitel
die Aufgabenstellung, den Einfluß der Rechnerarchitektur sowie ga¨ngige
1Wir werden Abku¨rzungen jeweils fu¨r alle auftretenden Deklinationsformen verwenden.
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Abbildung 1.1: Numerische Behandlung von SEP und SVD.
Lo¨sungsverfahren. Zur Vorbereitung der nachfolgenden Kapitel betrach-
ten wir auch die Spezialfa¨lle der bidiagonalen Singula¨rwertzerlegung (kurz
bSVD) und des tridiagonalen symmetrischen Eigenwertproblems (kurz
tSEP).
1.1 Notation
1.1.1 Matrizen, Vektoren, Doppelpunkt-Notation
Wir beschreiben reelle Matrizen durch große und reelle Vektoren durch klei-
ne lateinische Buchstaben. Eintra¨ge von Vektoren werden durch Indizes
spezifiziert wie z.B. x = [x1, . . . , xn]. Der k-te Einheitsvektor wird mit
ek bezeichnet. Einzelne Elemente von Matrizen sind durch die Darstellung
A = (ai,j) gegeben. Fu¨r den Zugriff auf gro¨ßere Blo¨cke verwenden wir auch
die Doppelpunkt-Notation [61]:
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Definition 1.1 (Doppelpunkt-Notation)
Seien f, l ∈ N, s ∈ Z. Ein Vektor [f, f + s, f + 2s . . . , f + ks] mit{
f + ks ≤ l < f + (k + 1)s, falls s > 0
f + ks ≥ l > f + (k + 1)s, falls s < 0
wird durch die Doppelpunkt-Notation f : s : l abgeku¨rzt. Fu¨r x ∈ Rn ist
dann x(f : s : l) := [xf , xf+s, . . . , xf+ks]. Fu¨r s = 1 schreiben wir auch f : l.
Fu¨r f = s = 1, l = n notieren wir 1 : n oder einfach nur einen Doppelpunkt.
Im Falle f > l ist x(f : l) als leeres Tupel zu betrachten.
Mit x(n : −1 : 1) bezeichnen wir also den Vektor, der die Elemente von x in
umgekehrter Reihenfolge entha¨lt.
Die Doppelpunkt-Notation auf Matrizen A ∈ Rm×n u¨bertragend beschreiben
wir beispielsweise einzelne Spalten durch A(:, j), j ≤ n und d + 1 aufein-
anderfolgende Spalten durch A(:, j : j + d). Analog ko¨nnen einzelne Zeilen
durch A(i, :), i ≤ m dargestellt werden. Mit A(1 : 2 : n, :) extrahieren wir
folglich die ungeraden Zeilen von A. Gelegentlich stellen wir Matrizen aber
auch durch ihre Spaltenvektoren A = [a1, a2, . . . , an] dar. Die Bedeutung
von Schreibweisen wie aj wird jeweils aus dem Zusammenhang klar.
Die Doppelpunkt-Notation wird auch zur Beschreibung von Za¨hlschleifen bei
der Formulierung von Algorithmen verwendet.
Definition 1.2 (Eigenschaften, speziell strukturierte Matrizen)
Eine quadratische Matrix A ∈ Rn×n heißt symmetrisch, wenn ihre Trans-
ponierte AT = A ist, und orthogonal, wenn ATA = AAT = I, wobei I die
Einheitsmatrix der Dimension n ist. A heißt regula¨r, wenn ihre Inverse A−1
existiert, ansonsten singula¨r.
Neben dicht besetzten Matrizen, fu¨r die die Doppelpunkt-Notation eine ge-
eignete Beschreibung ist, werden wir ha¨ufig Matrizen benutzen, die nur sehr
wenige nicht-triviale Eintra¨ge haben. Fu¨r diese verwenden wir eine andere
Art der Darstellung [61]:
• Zu einem gegebenen Vektor x ∈ Rn definieren wir diag(x, k) als eine
quadratische Matrix der Dimension n+|k|mit den Elementen von x auf
der k-ten Nebendiagonalen. Fu¨r k = 0 entsteht eine Diagonalmatrix.
Bei k > 0 liegen die Eintra¨ge von x oberhalb, bei k < 0 unterhalb der
Hauptdiagonalen. Abbildung 1.2 zeigt einige Beispiele.
• Die Eintra¨ge einer oberen bidiagonalen Matrix sind gegeben durch
B = diag([a1, . . . , an]) + diag([b1, . . . , bn−1], 1)
• Obere und untere Bidiagonalmatrizen mit Einsen auf der Dia-
gonalen bezeichnen wir mit L = I + diag([l1, . . . , ln−1],−1) und
U = I + diag([u1, . . . , un−1], 1).
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x ∈ R3
diag(x,−1)diag(x, 2)
Abbildung 1.2: Beispiele zur diag-Notation.
• Eine symmetrisch tridiagonale Matrix notieren wir mit
T = diag([a1, . . . , an]) + diag([b1, . . . , bn−1],±1)
• Fu¨r d = [d1, . . . , dn] beschreiben wir Diagonalmatrizen auch durch
D = diag(d). Ist der Zusammenhang klar, verwenden wir D und d
synonym.
• Fu¨r die Darstellung von Block-Diagonalmatrizen verwenden wir
diag(A1, . . . , Am) mit quadratischen Matrizen Ak.
Zum bequemeren Lesen von Algorithmen setzen wir außerhalb der Matrix
liegende Elemente wie a0 oder ln auf Null.
1.1.2 Elementare Operationen auf Matrizen
Definition 1.3 (Translation, LDU-Faktorisierung, Breakdowns)
Fu¨r eine Matrix A und einen reellen Shift τ bezeichnen wir die Matrix A−τI
als Translation von A.
Fu¨r Matrizen und ihre Translationen sind ha¨ufig Faktorisierungen
A− τI = LDUT zu bilden. Dabei ist D eine Diagonalmatrix, wa¨hrend L
und U obere bzw. untere Dreiecksmatrizen mit Einsen auf der Diagonalen
sind. Die Diagonaleintra¨ge von D bezeichnen wir auch als Pivotelemente.
LDU -Faktorisierungen sind nicht immer mo¨glich, beispielsweise wenn
A− τI =
[
0 1
1 0
]
Wir sprechen deshalb von einem Breakdown, wenn eine derartige Zerlegung
nicht durchfu¨hrbar ist. Kennzeichen fu¨r diese Situation ist, daß ein Pivotele-
ment di = 0 mit i < n auftritt. Solche Breakdowns sind entweder wie oben
durch die Struktur der Matrix bedingt oder entstehen durch Rundungsfehler
in numerischen Verfahren.
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In manchen Fa¨llen la¨ßt sich aber Abhilfe schaffen. Fu¨r eine spezielle Variante
der LDU -Zerlegung (Stichwort QD-artige Transformationen) gehen wir in
Abschnitt 2.3 auf die Behandlung von Breakdowns genauer ein.
Definition 1.4 (QR-Faktorisierung)
Eine QR-Faktorisierung einer Matrix A ∈ Rm×n ist gegeben durch A = QR,
wobei Q ∈ Rm×m orthogonal und R ∈ Rm×n obere Dreiecksmatrix ist.
Definition 1.5 (Minoren)
Fu¨r A ∈ Rn×n sei minor(A, i, j) die Matrix, die durch Streichen der i-ten
Zeile und j-ten Spalte entsteht. Ist i = j, so schreiben wir auch abku¨rzend
minor(A, j).
Definition 1.6 (Determinante)
Fu¨r A ∈ R1×1 ist die Determinante gegeben durch det(A) = a1,1. Fu¨r
A ∈ Rn×n definieren wir rekursiv
det(A) =
n∑
j=1
(−1)j+1a1,jdet(minor(A, 1, j))
1.2 Die Aufgabenstellung: SVD und SEP
1.2.1 Problemstellung
Die (reduzierte) Singula¨rwertzerlegung (SVD) einer Matrix A ∈ Rm×n
(m ≥ n) ist eine Faktorisierung
A = UΣV T
Die Matrix Σ = diag([σ1, . . . , σn]) entha¨lt die Singula¨rwerte
0 ≤ σ1 ≤ . . . ≤ σn in aufsteigender Reihenfolge. Die orthogonalen Ma-
trizen U ∈ Rm×n und V ∈ Rn×n, beschreiben die linken bzw. rechten
Singula¨rvektoren. Ein Tripel (σj, U(:, j), V (:, j)) heißt j-tes Singula¨rtripel
und (U(:, j), V (:, j)) heißt j-tes Singula¨rvektorpaar.
Gesucht beim symmetrischen Eigenwertproblem (kurz SEP) ist die Faktori-
sierung einer symmetrischen Matrix
H = QΛQT
in eine Matrix Λ = diag([λ1, . . . , λn]) mit Eigenwerten in aufsteigender Rei-
henfolge und eine orthogonale Matrix Q bestehend aus zugeho¨rigen Eigen-
vektoren. Fu¨r symmetrische Matrizen ist bekannt (Spektralsatz), daß eine
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solche Faktorisierung existiert, und daß ferner die Eigenwerte reell sind. Ein
Tupel (λj, Q(:, j)) heißt j-tes Eigenpaar. Fu¨r λj = · · · = λj+d beschreibt
Q(:, j : j+d) den zugeho¨rigen (d+1)-dimensionalen invarianten Unterraum.
Aus dem Spektralsatz ko¨nnen wir die Existenz einer SVD von A folgern,
indem wir folgende symmetrische Eigenwertprobleme betrachten:
1. Normalengleichungen: ATA = V Σ2V T bzw. AAT = UΣ2UT
2. Jordan-Wielandt-Darstellung:[
0 A
AT 0
]
=
(
1√
2
[
U U
−V V
])[ −Σ 0
0 Σ
](
1√
2
[
U U
−V V
])T
Definition 1.7 (Normen)
Die p-Norm eines Vektors x ∈ Rn definiert als
‖x‖p := (|x1|p + · · ·+ |xn|p)1/p
und die p-Norm einer Matrix A ∈ Rn×n als
‖A‖p := max
x∈Rn
‖Ax‖p
‖x‖p
Fu¨r p = 2 schreiben wir die Norm auch ohne Index. Eine weitere Matrixnorm
ist die Frobenius-Norm
‖A‖F :=
√√√√ n∑
i=1
n∑
j=1
a2i,j
Bemerkung 1.8 (Durch SVD bestimmbare Gro¨ßen)
Folgende Gro¨ßen lassen sich bei bekannter SVD bestimmen [13].
• die 2-Norm ‖A‖2 = σn (auch fu¨r m > n)
• die Frobenius-Norm ‖A‖2F =
∑n
j=1 σ
2
j
• die Konditionszahl cond(A) = σn
σ1
• der Rang r als die Anzahl der von Null verschiedenen Singula¨rwerte
• der Kern als der von den zu den Singula¨rwerten mit σj = 0 geho¨renden
rechten Singula¨rvektoren aufgespannte Unterraum
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• Fu¨rm = n ist A regula¨r, wenn σ1 > 0 gilt, sonst singula¨r. Ist A regula¨r,
so gilt fu¨r die Inverse A−1 = V Σ−1UT . Dabei ist Σ−1Σ = I.
Bemerkung 1.9 (Invarianzen)
Viele SEP- und SVD-Lo¨ser basieren auf folgenden Eigenschaften:
• Eigenwerte sind invariant unter orthogonalen A¨hnlichkeits-
transformationen.
• Eigenvektoren sind invariant unter Translation und Inversion und dem-
nach auch unter der Spektraltransformation Aτ = (A− τI)−1.
• Singula¨rwerte sind invariant unter orthogonalen Transformationen.
Ein weiteres klassisches Resultat u¨ber Invarianzen ist das Tra¨gheitsgesetz
von Sylvester.
Definition 1.10 (Signatur, Definitheit)
Eine symmetrische Matrix H ∈ Rn×n besitze pi positive Eigenwerte, ν nega-
tive Eigenwerte und ξ Eigenwerte, die Null sind. Wir bezeichnen das Tripel
(pi, ν, ξ) = sign(H)
als Signatur von H. Fu¨r eine skalare Gro¨ße h definieren wir dagegen die
Signatur als Vorzeichen:
sign(h) =

1 falls h > 0
−1 falls h < 0
0 falls h = 0
Wir bezeichnen H als positiv bzw. negativ definit, wenn pi = n bzw. ν = n
gilt. Ansonsten ist H indefinit.
Satz 1.11 (Das Tra¨gheitsgesetz von Sylvester)
Sei H eine symmetrische und X eine regula¨re Matrix. Dann haben H und
XHXT dieselbe Signatur.
Beweis: Siehe [17]. ¤
Definition 1.12 (Cholesky-Faktorisierung)
Ist H symmetrisch und positiv definit, so existiert eine eindeutig bestimmte
untere Dreiecksmatrix L mit positiven Diagonaleintra¨gen, so daß H = LLT .
Wir bezeichnen L als Cholesky-Faktor [44].
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1.2.2 tSEP und bSVD
In dieser Arbeit untersuchen wir insbesondere das symmetrische Ei-
genwertproblem fu¨r tridiagonale Matrizen (kurz tSEP) und die Sin-
gula¨rwertzerlegung von Bidiagonalmatrizen (kurz bSVD).
Die Beziehung zwischen beiden Problemen ko¨nnen wir einerseits wieder
durch die Normalengleichungen beschreiben. Auf der anderen Seite ergibt
eine Perfect-Shuﬄe-Permutation Pps = [e2, e4, . . . , e2n, e1, e3, . . . , e2n−1] der
Jordan-Wielandt-Darstellung die sogennante Golub-Kahan Matrix [43]
TGK = Pps
[
0 B
BT 0
]
P Tps = diag([a1, b1, a2, . . . , bn−1, an],±1)
Ihre Diagonalelemente sind Null. Die Struktur der von Null verschiedenen
Eintra¨ge kann der Abbildung 3.6 auf Seite 71 entnommen werden. Aus der
Lo¨sung des tSEP
TGK = QΛQ
T
ko¨nnen wir die linken bzw. rechten Singula¨rvektoren gewinnen, indem wir
die geraden bzw. ungeraden Zeilen von Q betrachten:
√
2Q = Pps
[
U U
−V V
]
Bemerkung 1.13 (Reduziertheit)
Eine Matrix heißt reduziert, wenn sie sich schreiben la¨ßt als
A = diag(A1, A2). In diesen Fa¨llen ko¨nnen wir die SVD oder das
SEP fu¨r A1 und A2 getrennt betrachten. Wir nehmen daher o.E. an, daß die
vorliegenden Matrizen unreduziert sind. Bei der Untersuchung der bSVD
und des tSEP gehen wir also davon aus, daß die Nebendiagonalelemente von
T bzw. Haupt- und Nebendiagonalelemente von B (vgl. Golub-Kahan Ma-
trix) von Null verschieden sind. Ferner sollen alle nicht-trivialen Eintra¨ge
von B positiv sein. Ansonsten ko¨nnen wir durch Anwenden geeigneter
Diagonalmatrizen, deren Elemente vom Betrag Eins sind, diese Eigenschaft
herstellen.
Nach [63] sind alle Eigenwerte einer unreduzierten symmetrischen Tridiago-
nalmatrix paarweise verschieden. Außerdem gilt fu¨r alle Eigenvektoren, daß
sa¨mtliche Komponenten von Null verschieden sind.
Dennoch kann es vorkommen, daß Na¨herungen an Eigenwerte im Rahmen
der verfu¨gbaren Genauigkeit und aufgrund von Rundungsfehlern nicht von-
einander zu unterscheiden sind. Siehe Abschnitt 1.3 sowie Beispiele 1.18
und 1.19.
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Fu¨r Na¨herungen an Eigenvektoren zeigt sich ferner, daß oft viele der Kom-
ponenten
”
vernachla¨ssigbar klein“ sind. Diese Erkenntnis nutzen wir in Ab-
schnitt 4.2 aus, um sowohl die Genauigkeit als auch die Geschwindigkeit
des in dieser Arbeit vorgeschlagenen bSVD-Lo¨sungsverfahrens zu verbes-
sern (Stichwort Ideale Systeme).
1.2.3 Cluster von Eigen- und Singula¨rwerten
Neben der absoluten Distanz |x−y| zweier Skalare werden wir ha¨ufig relative
Distanzen verwenden, um sto¨rungstheoretische Ergebnisse oder die Stuktur
von Spektren zu beschreiben. Zu Eigenschaften und Entwicklung der Begriffe
in diesem Zusammenhang siehe [58].
Definition 1.14 (Relative Distanzen)
Die p-relativen Distanzen ρp zwischen x, y ∈ R sind definiert als
ρp(x, y) :=
|x− y|
p
√|x|p + |y|p fu¨r 1 ≤ p ≤ ∞
In diesem Zusammenhang verwenden wir die Konvention 0/0 = 0. Fu¨r ρ2
schreiben wir auch ρ.
Die p-relativen Distanzen sind Metriken [4]. Fu¨r einen gewissen Schwel-
lenwert t und ein geordnetes Zahlentupel (beispielsweise Eigen- oder Sin-
gula¨rwerte) ko¨nnen wir dann den Begriff des Clusters einfu¨hren.
Definition 1.15 (Cluster)
Sei x = [x1, . . . , xn] ∈ Rn aufsteigend sortiert. x(f : l) heißt Cluster, wenn
ρp(xj, xj+1) ≤ t fu¨r j = f : l − 1 und ρp(xf−1, xf ) > t sowie ρp(xl, xl+1) > t
gilt. (Fu¨r f = 1 und l = n ist je eines der beiden letzten Kriterien hinfa¨llig.)
Geho¨rt das Element xj zu keinem Cluster, nennen wir es isoliert.
Bemerkung 1.16 (Relative Distanzen und Translationen)
Relative Distanzen sind nicht invariant unter Translation: Seien x und y
Zahlen mit ρ(x, y) < t. Fu¨r einen Shift-Parameter τ ≈ x beobachten wir
ρ(x, y) ¿ ρ(x − τ, y − τ). Beispielsweise gelten fu¨r p = 2 und t = 0.01 die
Elemente von [1.001, 1.002, 1.003] als geclustert. Wa¨hlen wir jedoch τ = 1,
so sind die Elemente von [1.001−1, 1.002−1, 1.003−1] = [0.001, 0.002, 0.003]
als isoliert zu betrachten.
Definition 1.17 (Lu¨cken)
Sei x = [x1, . . . , xn] ∈ Rn. Wir definieren fu¨r xj 6= 0
absgap(j, x) := mini6=j{|xi−xj|} und relgap(j, x) := mini6=j{|xi−xj|/|xj|}
als absolute und relative Lu¨cke (engl. gap).
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1.2.4 Testmatrizen fu¨r bSVD und tSEP
Aus der Unreduziertheit von symmetrisch tridiagonalen Matrizen folgt, daß
ihre Eigenwerte paarweise verschieden sind. Dennoch lassen sich leicht Klas-
sen von Testmatrizen mit sehr dichten Clustern in ihren Spektren erzeugen.
Beispiel 1.18 (Wilkinson-Matrix)
Die (2n+ 1)-dimensionale symmetrisch tridiagonale Matrix
W+2n+1 = diag([n, n− 1, n− 2, . . . , n− 2, n− 1, n]) + diag([1, . . . , 1],±1)
gilt als klassisches Testproblem. Bei moderater Kondition ist sie unreduziert
und ihre Eigenwerte sind in exakter Arithmetik damit alle verschieden. Fu¨r
n = 10 gilt jedoch ρ∞(λ20, λ21) ≈ 6.6 × 10−15. Erho¨hen wir n, so gibt es
Paare von Eigenwerten, deren relative Distanz kleiner ist als die Konstante
² = 2−52, die sogenannte Maschinengenauigkeit fu¨r doppelt genaue Zahlen,
vgl. Abschnitt 1.3.2. Es kann also vorkommen, daß Eigenwerte im Rahmen
einer vorgegebenen Genauigkeit nicht mehr unterscheidbar sind, obwohl die
zugeho¨rige Matrix unreduziert ist.
Wenn wir einen Shift τ < λ1 wa¨hlen, ko¨nnen wir durch eine Cholesky-
Faktorisierung BTB = W+2n+1 − τI eine Testmatrix fu¨r die bSVD erzeugen.
Beispiel 1.19 (Geleimte Matrizen)
Zu einer gegebenen symmetrisch tridiagonalen Basismatrix T ∈ Rn×n und
einem reellen Parameter g ko¨nnen wir eine sogenannte k-fach geleimte sym-
metrisch tridiagonale Matrix T (n, k, g) ∈ R(k+1)n×(k+1)n erzeugen, indem wir
T darin als Blockdiagonale (k + 1)-mal eintragen und die restlichen Neben-
diagonalelemente auf g setzen. In Abha¨ngigkeit von g erzeugen wir damit
mehr oder weniger dichte Cluster in der Na¨he der Eigenwerte von T . Analog
lassen sich bidiagonale Matrizen erzeugen.
Weitere Beispiele fu¨r Testmatrizen sind in [23, 46] beschrieben. Wir gehen
in Abschnitt 4.3 ausfu¨hrlicher darauf ein.
1.3 Einfluß von Rechnerarchitekturen
Numerische Lo¨sungsverfahren werden als Programme auf elektronischen Re-
chenanlagen (Computern) implementiert. Neben theoretischen Beurteilun-
gen spielt also auch der Umgang mit deren Ressourcen eine Rolle.
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1.3.1 U¨ber serielle und parallele Rechner
Die Leistungsfa¨higkeit eines Rechners beschreiben wir mit einigen Kenn-
gro¨ßen. Durch den Prozessor ist die Arithmetik, also die Durchfu¨hrung von
Rechenoperationen, festgelegt. Die Ausfu¨hrungsgeschwindigkeiten werden
bestimmt durch die Anzahl von Operationen, die pro Sekunde durchgefu¨hrt
werden ko¨nnen (Flops/s), und durch die Effizienz der Speicherzugriffe. Die
theoretisch mo¨gliche Spitzenleistung (engl. Peak-Performance) wird in An-
wendungen i.d.R. jedoch nicht erreicht. Durch den Einsatz von auf Herstel-
lerseite optimierten Compilern und Software-Bibliotheken kann aber oft eine
zufriedenstellende Leistung des Rechners erzielt werden. Zur Zwischenab-
lage von Daten sollte ferner Arbeitsspeicher in hinreichendem Umfang zur
Verfu¨gung stehen.
Wir sprechen von seriellen Rechnern, wenn ein Programm nur auf einem
einzigen Prozessor (auch Knoten) ausgefu¨hrt wird. Sind mehrere Knoten
durch ein Netzwerk verbunden, so liegt eine parallele Rechnerarchitektur vor.
Der Arbeitsspeicher kann dann gemeinsam (shared memory) oder verteilt
(distributed memory) realisiert sein.
1.3.2 Modell der Gleitpunktarithmetik
Neben der Ausfu¨hrungsgeschwindigkeit und dem verfu¨gbaren Speicherplatz
haben alle numerischen Verfahren bei einer Implementierung als Computer-
programm das grundsa¨tzliche Problem, daß moderne Rechnerarchitekturen
in der Regel nur mit endlicher Genauigkeit arbeiten ko¨nnen.
Die nach dem IEEE standard for binary arithmetic [2] codierten Gleitpunkt-
zahlen (engl. floating point numbers) bilden nur eine Teilmenge der reellen
Zahlen ab. Somit ist jedes Ergebnis x¯ einer Rechnung in Gleitpunktarith-
metik bedingt durch Rundungsfehler nur als Na¨herung (Approximation) an
die tatsa¨chliche Lo¨sung x ∈ R aufzufassen. Wir messen den relativen Fehler
in x durch |x−x¯
x
| = ρ∞(x, x¯). Fu¨r eine elementare Operation ◦ ∈ {+,−, ∗, /}
bezeichnen wir mit fl(x ◦ y) das als Gleitpunktzahl dargestellte Ergebnis von
x ◦ y. Wir verwenden in Rundungsfehleranalysen folgendes Modell, um die
Rundungsfehler zu beschreiben:
fl(x ◦ y) = (x ◦ y)(1 + δ) = (x ◦ y)/(1 + η)
Dabei ha¨ngen die relativen Fehler δ und η von x, y und ◦ sowie der arith-
metischen Einheit des Rechners ab. Sie sind betragsma¨ßig beschra¨nkt durch
die Maschinengenauigkeit ² (der kleinsten positiven Gleitpunktzahl, fu¨r die
fl(1 + ²) 6= 1 gilt). Im einfach bzw. doppelt genauen Format der nach IEEE
codierten Zahlen betra¨gt ² = 2−23 bzw. ² = 2−52.
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Oft dru¨cken wir |x−x¯
x
| = κ · ² als Vielfaches der Maschinengenauigkeit aus
und sagen dann, daß sich x und x¯ in ho¨chstens κ ULP (engl. Units in the
Last Place) unterscheiden.
Die IEEE-Arithmetik verwendet ferner Symbole ±∞ and NaN (Not a Num-
ber), um Operationen zu beschreiben, die außerhalb des darstellbaren Zah-
lenbereichs liegen, und stellt ferner standardisierte Rechenregeln fu¨r solche
Ausnahmen bereit [2, 41]. In diesem Zusammenhang ist ferner die Behand-
lung von Unter- und U¨berla¨ufen (Under- und Overflow) zu beachten.
1.3.3 Stabilita¨tsanalyse
Die Abbildung f beschreibe eine exakte Rechnung, die durch ein numeri-
sches Verfahren vorgeschrieben ist, um aus gegebenen Eingangsdaten x ein
Resultat f(x) zu bestimmen.
Bei der Vorwa¨rtsanalyse wird untersucht, wie weit das durch Rundungsfehler
gesto¨rte Resultat f¯(x) von f(x) abweicht: x−→f(x) V A−→ f¯(x)
Ziel der Ru¨ckwa¨rtsanalyse ist, das berechnete Resultat als exaktes Ergebnis
von (leicht) gesto¨rten Ausgangsdaten x¯ darzustellen: x
RA−→ x¯−→f(x¯)
Die gemischte Stabilita¨tsanalyse kombiniert beide Ansa¨tze. Wir kontrollieren
zuna¨chst die Sto¨rung in x, wenden dann auf x¯ die exakte Rechnung f an und
versuchen anschließend, das so gewonnene Resultat f(x¯) als Sto¨rung von f¯(x)
zu interpretieren: x
RA−→ x¯ −→ f(x¯) V A−→ f¯(x)
Wir sind stark daran interessiert, anstelle von additiven Sto¨rungen kleine
multiplikative Sto¨rungen (um wenige ULP) zu verwenden, um Resultate von
hoher relativer Genauigkeit zu erzielen. So sind z.B. Verfahren, die nur Mul-
tiplikationen, Divisionen, Additionen positiver Zahlen sowie Subtraktionen
exakt darstellbarer positiver Zahlen (z.B. Eingangsdaten) verwenden, mit die-
ser Eigenschaft ausgestattet.
1.3.4 Sto¨rungstheorie fu¨r SEP und SVD
Wir stellen nun wichtige Aussagen u¨ber die Empfindlichkeit von Eigenpaa-
ren und Singula¨rtripeln auf Sto¨rungen in der Eingangsmatrix zusammen
(Ru¨ckwa¨rtsanalyse). Fu¨r Details siehe [17].
Wir betrachten jeweils fu¨r A,H und leicht gesto¨rte Matrizen A¯, H¯
• SEP H = QΛQT und H¯ = Q¯Λ¯Q¯T
• SVD A = UΣV T und A¯ = U¯Σ¯V¯ T
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Ferner seien jeweils die spitzen Winkel zwischen Vektoren gegeben:
θQj = ∠(Q(:, j), Q¯(:, j))
θUj = ∠(U(:, j), U¯(:, j))
θVj = ∠(V (:, j), V¯ (:, j))
Satz 1.20 (Weyl, Variation des sin θ-Theorems, absolute Fehler)
Sei H¯ = H + E. Dann gilt fu¨r j = 1 : n
|λj − λ¯j| ≤ ‖E‖
sowie
1
2
sin(2θQj ) ≤
‖E‖
absgap(j,Λ)
und
1
2
sin(2θQj ) ≤
‖E‖
absgap(j, Λ¯)
Folgerung 1.21 (U¨bertragung auf SVD)
Sei A¯ = A+ F . Dann gilt fu¨r j = 1 : n
|σj − σ¯j| ≤ ‖F‖
sowie
1√
2
max{sin(2θUj ), sin(2θVj )} ≤
‖F‖
absgap(j,Σ)
und
1√
2
max{sin(2θUj ), sin(2θVj )} ≤
‖F‖
absgap(j, Σ¯)
Beweis: Klar durch Anwenden des vorigen Satzes auf die Jordan-Wielandt-
Darstellungen von A und A¯. ¤
Die bisherigen Abscha¨tzungen gehen von additiven Sto¨rungen aus. Vor al-
lem fu¨r die kleinsten Eigen- und Singula¨rwerte kann dies bedeuten, daß
die exakten und die gesto¨rten Resultate nur auf wenigen Nachkommastel-
len u¨bereinstimmen. (Klein bedeutet in diesem Zusammenhang λj ≈ ²λn.)
Bei additiven Sto¨rungen ha¨ngt ferner die Empfindlichkeit der Vektoren ge-
genu¨ber Sto¨rungen stark von den absoluten Lu¨cken im Spektrum ab. Diese
Problematik wird beispielsweise bei der Inversen Iteration deutlich, vgl. Ab-
schnitt 1.5.5.
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Beispiel 1.22
• Wir betrachten H = 1
2
[
1 + ² 1− ²
1− ² 1 + ²
]
und E = ²
2
[
1 −1
−1 1
]
als
additive Sto¨rung mit ‖E‖ = ². Der kleinere Eigenwert vonH ist λ1 = ².
Fu¨r den kleineren Eigenwert der gesto¨rten Matrix H¯ = H+E gilt aber
λ¯1 = 0. Im Extremfall stimmen also keine signifikanten Stellen der
Eigenwerte mehr u¨berein.
• Siehe [63]. Wir betrachten H(t) =
[
1 + t cos 2
t
t sin 2
t
t sin 2
t
1− t cos 2
t
]
mit Ei-
genwerten 1 − t und 1 + t und Q(t) =
[
cos 1
t
sin 1
t
sin 1
t
− cos 1
t
]
. Die Un-
tersuchung der die Eigenvektoren beschreibenden Matrix Q(t) zeigt
fu¨r t → 0, daß bei kleinen Variationen δt beliebig große Winkel zwi-
schen Q(t) und Q(t + δt) auftreten ko¨nnen, wa¨hrend die Sto¨rung
E = H(t+ δt)−H(t) klein bleibt.
Im folgenden Satz stellen wir einen multiplikativen Sto¨rungsansatz vor. Die-
ser erlaubt es, die Empfindlichkeit der Vektoren in Abha¨ngigkeit der rela-
tiven Lu¨cken zu beschreiben sowie die relativen Fehler der Eigen- und Sin-
gula¨rwerte zu beschra¨nken [17, 59].
Satz 1.23 (Variation des sin θ-Theorems, relative Fehler)
Sei H¯ = XTHX und ²1 = ‖I − (XXT )−1‖. Dann gilt fu¨r j = 1 : n
|λj − λ¯j| ≤ |λj|‖XTX − I‖
sowie
1
2
sin(2θQj ) ≤
²1
1− ²1 ·
1
relgap(j,Λ)
+ ‖X − I‖
und
1
2
sin(2θQj ) ≤
²1
1− ²1 ·
1
relgap(j, Λ¯)
+ ‖X − I‖
Folgerung 1.24 (U¨bertragung auf SVD)
Sei A¯ = Y THZ sowie ²1 = max{‖I − (Y Y T )−1‖, ‖I − (ZZT )−1‖} und
²2 = max{‖X − I‖, ‖Y − I‖}. Dann gilt fu¨r j = 1 : n
|σj − σ¯j| ≤ |σj|max{‖Y TY − I‖, ‖ZTZ − I‖}
sowie
1√
2
max{sin(2θUj ), sin(2θVj )} ≤
²1
1− ²1 ·
1
relgap(j,Σ)
+ ²2
und
1√
2
max{sin(2θUj ), sin(2θVj )} ≤
²1
1− ²1 ·
1
relgap(j, Σ¯)
+ ²2
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Beweis: Verwende den vorigen Satz mit X = diag(Y, Z). ¤
Verallgemeinerungen auf ho¨herdimensionale invariante Unterra¨ume gelten
sinngema¨ß (siehe [59] sowie die dort aufgefu¨hrten Referenzen).
Lo¨sungsverfahren fu¨r SEP und SVD, die eine Ru¨ckwa¨rtsanalyse mit ei-
nem multiplikativen Sto¨rungsansatz erlauben, bestimmen demnach die ge-
suchten Gro¨ßen auf ho¨here Genauigkeit. So ko¨nnen beispielsweise auch die
kleinsten Singula¨rwerte (oder Eigenwerte) mit einer Abweichung von wenigen
ULP angena¨hert werden. Insbesondere wird die Null immer exakt bestimmt.
Es stellt sich nun die Frage, fu¨r welche Klassen von Matrizen eine relati-
ve Sto¨rungstheorie wie in Satz 1.23 mo¨glich ist und ob darauf aufbauend
Lo¨sungsverfahren entwickelt werden ko¨nnen. Es ist also nach einer geeigne-
ten Darstellung (Repra¨sentation) der Matrix gesucht [27, 29]:
Definition 1.25 (Relativ robuste Repra¨sentation (RRR))
Eine relativ robuste Repra¨sentation (engl. relatively robust representation,
kurz RRR) ist eine Darstellung einer Matrix A durch eine Menge von Zahlen
A = {αi} in einer Weise, daß kleine multiplikative Sto¨rungen αi(1+ κi²) nur
zu kleinen multiplikativen Sto¨rungen der gesuchten Elemente der Spektral-
zerlegung oder SVD von A fu¨hren.
Beispiel 1.26
1. Die Eintra¨ge einer Bidiagonalmatrix B, also die Darstellung
A = {a1, . . . , an, b1, . . . , bn−1}, bilden eine RRR fu¨r alle Singula¨rwerte
und -vektoren [21]. Lo¨sungsansa¨tze wie das QR-Verfahren, das QD-
Verfahren [38] und das Bisektionsverfahren [37] nutzen dies aus. Die
beiden letztgenannten Verfahren bestimmen nur Singula¨rwerte.
2. Ist die das tSEP definierende Matrix T als BTB, BBT oder durch
die Golub-Kahan Matrix gegeben, so bestimmt die o.a. Repra¨sentation
A naturgema¨ß alle Eigenwerte (und entsprechend auch Eigenvektoren)
auf hohe relative Genauigkeit.
3. Ist T jedoch explizit durch ihre Eintra¨ge auf der Haupt- und Nebendia-
gonalen gegeben, so bilden diese Eintra¨ge im allgemeinen keine RRR.
Siehe Beispiel 1.22.
4. Eine Matrix muß nicht unbedingt Bi- oder Tridiagonalgestalt aufwei-
sen, um eine RRR zu besitzen. Siehe auch [19, 22, 24].
5. Manchmal ist es hinreichend, daß A nicht das gesamte Spektrum,
sondern nur Teile davon auf hohe relative Genauigkeit bestimmt.
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Der RRR-Algorithmus macht starken Gebrauch von solchen partiel-
len RRR. Es gibt a priori und a posteriori Kriterien, die wir in Ab-
schnitt 2.4 diskutieren. Siehe auch [27, 29].
Es erhebt sich die Frage nach Abscha¨tzungen fu¨r die Fehler der Eigen- oder
Singula¨rwerte, wenn die Menge A durch kleine multiplikative Terme modi-
fiziert wird. Einerseits ha¨ngen diese Fehler naturgema¨ß von den Sto¨rungen
der Menge A ab. Fu¨r konkrete Schranken beno¨tigen wir aber zusa¨tzliche
Eigenschaften der jeweiligen Matrizen. Beispielsweise wird in [21] folgende
Aussage gezeigt:
Lemma 1.27 (Fehlerschranken fu¨r die Singula¨rwerte von B)
Sei mit B eine Bidiagonalmatrix und eine gesto¨rte Variante mit
ÄB = diag([a1(1 + κ1²), . . . , an(1 + κn²)]) +
diag([b1(1 + κn+1²), . . . , bn−1(1 + κ2n−1²)], 1)
gegeben. Sei κ¯ :=
∏2n−1
i=1 max{|(1 + κi²)|, |(1 + κi²)|−1}. Fu¨r die Sin-
gula¨rwerte Äσj von ÄB gilt dann
σj
κ¯
≤ Äσj ≤ σjκ¯
Sind also z.B. alle |κi| ≤ 1, kann demnach kein Singula¨rwert um mehr als
einen Faktor κ¯ = (1− ²)1−2n gesto¨rt werden.
Die Eigenschaft einer Matrix, eine RRR zu besitzen, kann sowohl bei
sto¨rungstheoretischen U¨berlegungen (z.B. Sa¨tze 3.1, 3.14 und 3.21) als auch
bei der praktischen Entwicklung von Algorithmen vorteilhaft ausgenutzt wer-
den. Einen U¨berblick zur relativen Sto¨rungstheorie finden wir ferner in [53].
Bemerkung 1.28 (Partielle RRR fu¨r indefinite Matrizen)
Im Rahmen dieser Arbeit werden wir fu¨r die o.g. Sa¨tze voraussetzen, daß
gewisse indefinite, als LDLT -Faktorisierung gegebene Matrizen eine partielle
RRR bilden. Wir verzichten dabei darauf, genaue Abscha¨tzungen fu¨r die
Fehler der Eigenwerte anzugeben. Wichtig ist nur, daß bei einem U¨bergang
D,L //
Sto¨rung
ÄD, ÄL
der Fehler kontrollierbar bleibt, d.h. λj = Äλj(1 + κ²) fu¨r j = f : l mit einem
moderaten Wert fu¨r κ.
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1.3.5 Anforderungen an die Genauigkeit
Bei Implementierungen von numerischen Lo¨sungsverfahren in der Gleit-
punktarithmetik akzeptieren wir Approximationen als hinreichend genau,
wenn folgende Kriterien erfu¨llt sind:
SEP
• Numerische Orthogonalita¨t, d.h. Q¯(:, i)T Q¯(:, j) = O(n²) fu¨r i 6= j
• Kleine Residuen bzgl. H, d.h. ‖HQ¯(:, j)− λ¯jQ¯(:, j)‖ = O(‖H‖n²)
SVD
• Numerische Orthogonalita¨t, d.h. U¯(:, i)T U¯(:, j) = O(n²) und
V¯ (:, i)
T
V¯ (:, j) = O(n²) fu¨r i 6= j
• Kleine Residuen bzgl. A, d.h. ‖AV¯ (:, j)− σ¯jU¯(:, j)‖ = O(‖A‖n²). Wir
bezeichnen Na¨herungen an Singula¨rvektorpaare in Abha¨ngigkeit von
diesem Maß als gut oder schlecht gekoppelt.
Diese Forderungen sind i.A. bestmo¨glich. Typischerweise treten bereits beim
Abspeichern der Komponenten exakter Eigenvektoren als Gleitpunktzahlen
durch Rundungsfehler bedingt die beschriebenen Abweichungen von der Or-
thogonalita¨t auf. Auch die Auswertung des Skalarprodukts in Gleitpunkt-
arithmetik kann nur mit dieser Genauigkeit gestaltet werden. Bei den Re-
siduen begrenzen die Matrix-Normen die Skalierungen mit den Eigen- bzw.
Singula¨rwerten.
Bemerkung 1.29 (O-Notation)
Zu einer gegebenen Funktion f steht O(f) fu¨r eine gewisse Funktion g mit
|g| ≤ c|f |, wobei c eine (mo¨glichst kleine) Konstante ist. Vernachla¨ssigbare
Terme werden also hinter der O-Notation versteckt, um Rechnungen zu ver-
einfachen und das Augenmerk auf die wesentlichen Bestandteile eines Sach-
verhalts zu lenken. Wir machen von dieser Notation Gebrauch, um die Ab-
weichung von Na¨herungen an exakte Werte zu beschreiben und um Aussagen
u¨ber die Komplexita¨t eines Verfahrens zu machen.
Ein naives Vorgehen
Aufgrund der nahen mathematischen Verwandtschaft zum SEP dra¨ngt sich
die nachfolgend beschriebene Strategie zur Bestimmung der SVD auf:
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• Berechne H = ATA.
• Verwende ein Lo¨sungsverfahren fu¨r die Zerlegung H = V ΛV T .
• Bestimme Σ aus den Quadratwurzeln der Diagonalelemente von Λ.
• Bestimme U durch Lo¨sen von UΣ = AV .
Dieses Vorgehen erweist sich aber als numerisch nicht praktikabel, da allein
durch die explizite Bildung von H = ATA entscheidende Informationen u¨ber
A verloren gehen ko¨nnen:
Beispiel 1.30
Fu¨r η = ²/2 ist A =
[
1 1
0 η
]
regula¨r, jedoch fl(ATA) =
[
1 1
1 1
]
— also das
in Gleitpunktarithmetik berechnete Produkt — singula¨r. Somit kann keine
hohe relative Genauigkeit fu¨r den kleineren Singula¨rwert erzielt werden.
Fu¨r die weitere Diskussion des o.g. Vorgehens nehmen wir an, daß die Aus-
wertung in Gleitpunktarithmetik durch fl(ATA) = A¯T A¯ mit A¯ = (A + E)
beschrieben werden kann. Die Symmetrie ausnutzend berechnen wir bei-
spielsweise nur die Elemente des oberen Dreiecks von ATA. Dann ergibt sich
fu¨r die Eigenwerte
|λj − λ¯j| ≤ ‖fl(ATA)− ATA‖ = ‖ATE + ETA+ ETE‖ = O(‖A‖‖E‖)
und damit fu¨r die Singula¨rwerte
|σj − σ¯j| ≈
∣∣∣∣λj − λ¯jσj
∣∣∣∣ = O(‖A‖‖E‖/σj) ,
also eine Na¨herung, die im Vergleich zu Folgerung 1.21 um einen Faktor
‖A‖/σj schlechter sein kann. Hiervon sind vor allem die kleinsten Sin-
gula¨rwerte stark betroffen. Zur Bestimmung der SVD sollte also immer mit
der Eingangsmatrix A und nie mit explizit ausmultiplizierten Produkten ATA
oder AAT gearbeitet werden. Daher ist auch nicht jedes Lo¨sungsverfahren
fu¨r SEP ohne eingehende Modifikationen geeignet, um gute Na¨herungen an
eine SVD zu erhalten.
Bei der Bestimmung der linken Singula¨rvektoren kann ferner das Lo¨sen von
UΣ = AV in der Gleitpunktarithmetik zu großen Fehlern fu¨hren, wenn die
Konditionszahl von A hoch ist. Insbesondere kann die Na¨herung an U sehr
weit von numerischer Orthogonalita¨t entfernt sein.
Im na¨chsten Abschnitt stellen wir weitere Varianten des oben skizzierten
Ansatzes vor, zeigen aber gleichzeitig mo¨gliche Problemfa¨lle auf.
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1.3.6 Probleme fu¨r SEP-Lo¨ser bei Normalengleichun-
gen und der Jordan-Wielandt-Darstellung
Ein wichtiges Merkmal von numerischen Lo¨sungsverfahren fu¨r SEP und
SVD bezieht sich darauf, wie Na¨herungen an Unterra¨ume zu geclusterten
Eigen- und Singula¨rwerten aufgestellt werden. Aus der Sto¨rungstheorie wis-
sen wir, daß diese Unterra¨ume selbst gut bestimmbar sind [59]. Die Her-
ausforderung fu¨r Lo¨sungsverfahren liegt jetzt darin, mo¨glichst effizient eine
Orthonormalbasis zu diesen Unterra¨umen anzuna¨hern. Sei im Folgenden eine
Rotation R gegeben durch
R =
[
c s
−s c
]
mit c2 + s2 = 1
Beispiel 1.31 (Bisektoren)
Die Matrix H besitze Eigenwerte λj+1 = λj(1+²). Sei Q der zugeho¨rige inva-
riante Unterraum. Eine gute Na¨herung {Q¯(:, j), Q¯(:, j+1)} an eine beliebige
Orthonormalbasis von Q erfu¨llt dann bereits die Genauigkeitsanforderun-
gen bzgl. des Residuums. Ebenso gut ko¨nnten wir aber auch die aus den
zugeho¨rigen Bisektoren
Q¯(:, j)± Q¯(:, j + 1)√
2
gebildete Na¨herung an Q verwenden, beispielsweise um die Anforderungen
an die numerische Orthogonalita¨t zu verbessern [64].
Beispiel 1.32 (Probleme bei Normalengleichungen)
Wir nehmen an, daß ein SEP-Lo¨sungsverfahren Na¨herungen bestimmen
kann, ohne die Produkte aus A und AT explizit zu berechnen (z.B. Itera-
tive Methoden, Inverse Iteration, RRR-Algorithmus):
• Verwende ein Lo¨sungsverfahren fu¨r die Zerlegung ATA = V ΛV T .
• Verwende ein Lo¨sungsverfahren fu¨r die Zerlegung AAT = UΛUT .
• Bestimme Σ aus den Quadratwurzeln der Diagonalelemente von Λ.
A besitze einen Cluster σf ≈ . . . ≈ σl. Wir nehmen ferner an, daß U¯ = U
korrekt approximiert wird, wa¨hrend V¯ von V in den Spalten f bis l ab-
weicht: V¯ (:, f : l) = V (:, f : l) · R′, wobei R′ eine orthogonale Matrix ist,
die beispielsweise durch das Akkumulieren einzelner Rotationen oder durch
den Einsatz von Bisektoren entstanden ist. Wa¨hrend die Genauigkeitsanfor-
derungen an beide Eigenwertprobleme erfu¨llt sind, ist die Interpretation der
Na¨herungen fu¨r die SVD unbefriedigend: UTAV¯ = Σ · diag(If−1, R′, In−l).
Abbildung 1.3 versinnbildlicht die Problematik bei mehreren Clustern.
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Abbildung 1.3: Typisches Resultat bei getrennter Anwendung eines SEP-
Lo¨sers auf die Normalengleichungen. Fu¨r eine Matrix A, die drei enge Cluster
mit je vier Singula¨rwerten aufweist, wa¨re das erwu¨nschte Ergebnis fu¨r U¯TAV¯
eine Diagonalmatrix (≈ Σ, links). Da die Basen aber ohne direkten Bezug
zueinander aufgestellt werden, sind sie oft schlecht gekoppelt (rechts).
Beispiel 1.33 (Probleme bei der Jordan-Wielandt-Darstellung)
Dieses Beispiel zeigt, daß auch eine hinreichend genaue Na¨herungslo¨sung fu¨r
das SEP einer Jordan-Wielandt-Darstellung u.U. keine befriedigende Appro-
ximation fu¨r die entsprechende SVD ergeben muß.
Wir suchen eine Na¨herungslo¨sung zur SVD A = UΣV T , indem wir das
SEP
[
0 A
AT 0
]
= QΛQT betrachten. (Die Matrix Q setzt sich dabei aus
U und V zusammen.) Mit λj+1 = λj(1+ ²) sei ein eng geclustertes Paar von
Eigenwerten gegeben. Eine Na¨herung Q¯(:, j : j + 1) = R′ ·Q(:, j : j + 1) sei
beschrieben durch eine Rotation R′, die lediglich auf die ku-te und kv-te Zeile
wirkt. Dabei seien ku ≤ n und kv > n so gewa¨hlt, daß jeweils eine Zeile von
U und V betroffen ist.(
q¯ku,k
q¯kv,k
)
= R ·
(
qku,k
qkv ,k
)
fu¨r k = j : j + 1
Wa¨hrend Q¯ die Genauigkeitsanforderungen fu¨r das SEP gut erfu¨llt, stellen
wir fest, daß fu¨r die extrahierten Lo¨sungen U¯ und V¯ zwar immer noch kleine
Residuen bzgl. A vorliegen, jedoch starke Abweichungen von der numerischen
Orthogonalita¨t auftreten ko¨nnen.
Ein Zahlenbeispiel:
Q(:, j : j + 1) =
1
2

1 1
1 −1
1 1
−1 1
 R′ =

1
c s
−s c
1

ergibt
U¯ =
1√
2
[
1 1
c+ s s− c
]
V¯ =
1√
2
[
c− s s+ c
−1 1
]
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mit U¯T U¯ =
[
1 + cs s2
s2 1− cs
]
und V¯ T V¯ =
[
1− cs −s2
−s2 1 + cs
]
.
Wir halten als Ergebnis fest:
1. Bei Normalengleichungen kann sich das Residuum unserer Kontrolle
entziehen.
2. Bei der Jordan-Wielandt-Darstellung ist die numerische Orthogonalita¨t
gefa¨hrdet.
1.4 Lo¨sungsverfahren
Nach der allgemeinen Beschreibung der Aufgabenstellung SVD und SEP
sowie der Darstellung der durch Rechnerarchitekturen gegebenen Rahmenbe-
dingungen sollen nun die ga¨ngigen numerischen Lo¨sungsverfahren kurz skiz-
ziert werden. Es gibt eine große Auswahl von verschiedenen Ansa¨tzen. Wel-
che Methode am besten geeignet ist, ha¨ngt von der Anforderungsschnittstelle
(
”
Was ist gegeben?“ –
”
Was ist gesucht?“) ab.
• Eingangsdaten: Haben wir aus der Problemstellung heraus Informatio-
nen u¨ber das Spektrum? Ko¨nnen wir die Struktur der Matrix (vollbe-
setzt, du¨nn besetzt, Bandstruktur) ausnutzen?
• Quantita¨t der Ergebnisse: Ist das gesamte Spektrum gefragt oder nur
Teile davon? Beno¨tigen wir lediglich Approximationen an Eigen- oder
Singula¨rwerte oder sind auch Na¨herungen an die zugeho¨rigen Vektoren
zu bestimmen?
• Qualita¨t der Ergebnisse: Genauigkeit, Aufwand, d.h. Geschwindigkeit
und Speicherbedarf (→ Parallelisierbarkeit?)
• Verfu¨gbarkeit, Zuverla¨ssigkeit, Wartbarkeit und einfache Benutzung
von Software-Implementierungen
Aus Anwendersicht kommt dem letzten Punkt besondere Bedeutung zu, da
die Aufgaben SVD und SEP oft als Teilprobleme gro¨ßerer Anwendungen
auftreten.
Im Folgenden geben wir einen kurzen U¨berblick der ga¨ngigen Verfahren. Wir
skizzieren dabei jeweils die Idee und versuchen eine Beurteilung bzgl. der
oben genannten Kriterien, soweit dies im Rahmen dieser Arbeit mo¨glich ist.
Ausfu¨hrlicher werden wir auf die Verfahren mit Vorverarbeitung eingehen,
vgl. Abschnitte 1.4.4 und 1.5.
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Viele der hier vorgestellten Methoden zielen in erster Linie auf die Lo¨sung
des SEP ab. Wie in Abschnitt 1.3.6 erwa¨hnt, erfordert eine U¨bertragung auf
die SVD oft zusa¨tzlichen algorithmischen Aufwand. Dieser fu¨hrt teilweise
zu Varianten, die sich vom SEP-Lo¨ser substantiell unterscheiden.
1.4.1 Iterative Methoden
Obwohl alle Lo¨sungsverfahren grundsa¨tzlich iterativer Natur sind, wird in
der Literatur der Begriff Iterative Methoden verwendet, wenn die nachge-
fragte Information u¨ber das Spektrum ermittelt wird, ohne die Matrizen
A oder H explizit aufzustellen und abzuspeichern. Stattdessen ist in der
Regel nur die Wirkung der Matrix H auf einen beliebigen Vektor x, also
y = Hx bekannt. Software-Implementierungen arbeiten meistens mit einem
sogenannten Reverse Communication Interface, bei dem der Benutzer die
Wirkung y = Hx spezifizieren muß. Iterative Methoden eignen sich, wenn
bei sehr großer Dimension n die Matrix mit du¨nner Struktur besetzt ist und
nur Teile des Spektrums angena¨hert werden sollen.
Eine Vorgehensweise fu¨r das SEP ist der Lanczos-Algorithmus. Durch Auf-
bauen von geeigneten Krylov-Unterra¨umen wird in k Schritten eine partielle
Reduktion auf symmetrisch tridiagonale Form erzeugt:
Tpart = Q
THQ, Q = [Qk, Qn−k]
Hier ist T = QTkHQk symmetrisch tridiagonal; die u¨brigen Blo¨cke von Tpart
sind i.A. beliebig besetzt. Die Lo¨sung [Λ, V ] des tSEP T = V ΛV T mit den
sogenannten Ritz-Werten Λ liefert zusammen mit den Ritz-Vektoren QkV
Na¨herungen an Eigenpaare von H. Als Probleme treten die Notwendigkeit
expliziter Reorthogonalisierung sowie das Pha¨nomen der
”
Fehlkonvergenz“
auf [17].
In der Regel mu¨ssen der Lanczos-Algorithmus oder andere Standard-
Verfahren, die z.B. in der ARPACK-Bibliothek [3] implemen-
tiert vorliegen, beim Auftreten von Problemen durch Einsatz von
Pra¨konditionierungstechniken oder durch Einbetten von aus der Pro-
blemstellung heraus bekannten Zusatzinformationen angepaßt und optimiert
werden.
Die U¨bertragung auf die SVD stu¨tzt sich meistens auf das Lo¨sen der entspre-
chenden Normalengleichungen oder der Jordan-Wielandt-Darstellung. So
wird im einfachsten Fall bei der Spezifikation fu¨r das Reverse Communication
Interface als Wirkung entweder y = ATx′ mit x′ = Ax oder y =
[
0 A
AT 0
]
x
verwendet. Bei den Normalengleichungen erho¨ht sich also wieder die Kondi-
tionszahl.
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Obwohl hier nur sehr oberfla¨chlich behandelt, kommt den iterativen Metho-
den eine hohe Bedeutung zu, da sie bei den nachgefragten Problemgro¨ßen
und der verfu¨gbaren Rechnerkapazita¨t oft die einzig praktikable Mo¨glichkeit
sind, u¨berhaupt Informationen u¨ber das Spektrum zu erhalten. Fu¨r eine
gegebene Anwendung ko¨nnen ha¨ufig sehr effiziente Varianten der Standard-
Lo¨sungsverfahren entwickelt werden.
1.4.2 Jacobi-Verfahren
Liegt die Matrix H oder A explizit im Speicher vor, unterscheiden wir zwi-
schen Verfahren, die den iterativen Prozeß sofort auf der dicht besetzten
Eingangsmatrix aufsetzen und Ansa¨tzen, die in einer Vorverarbeitungsphase
zuna¨chst eine Reduktion auf spezielle Gestalt (Tridiagonal- oder Bidiagonal-
matrix) durchfu¨hren und danach mit der Diagonalisierungsphase beginnen.
Zu den erstgenannten geho¨rt das Jacobi-Verfahren. Wir beschreiben
zuna¨chst die Vorgehensweise fu¨r das SEP. Mit dem Ziel, die Eingangsmatrix
zu diagonalisieren — also der Bestimmung des vollsta¨ndigen Spektrums —
werden gewisse links- und rechtsseitige Rotationen [44] ausgefu¨hrt. Solche
orthogonalen Transformationen — auch Jacobi-Rotationen genannt — wir-
ken jeweils nur auf vier Elemente hi,i, hi,j, hj,i und hj,j der Matrix. Sie sind
derart gewa¨hlt, daß sie das SEP fu¨r die so gebildete 2× 2-Submatrix lo¨sen.
Durch wiederholte Anwendung solcher Rotationen auf geeignete Teilmatrizen
erfolgt Konvergenz gegen eine Diagonalmatrix.
Zur Bestimmung der SVD lassen sich zwei Strategien verfolgen: Zweiseitige
Jacobi-Verfahren diagonalisieren die Eingangsmatrix A, indem wechselsei-
tig Rotationen bestimmt werden, die eine SVD einer ausgewa¨hlten 2 × 2-
Submatrix bewirken. Der alternative Ansatz verwendet wieder Normalenglei-
chungen, bei denen Jacobi-Rotationen nur einseitig auf A ausgefu¨hrt werden.
In Rahmen der Untersuchungen, welche Verfahren Na¨herungslo¨sungen von
hoher relativer Genauigkeit erzeugen, kann fu¨r gewisse Klassen von Test-
problemen nachgewiesen werden, daß das Jacobi-Verfahren solche Kriterien
erfu¨llt [24]. Diese Testprobleme sind also weitere Beispielklassen fu¨r relativ
robuste Repra¨sentationen, vgl. Definition 1.25. Um der aufgrund des Kon-
vergenzverhaltens vergleichsweise hohen Komplexita¨t und den damit verbun-
denen großen Ausfu¨hrungszeiten zu begegnen, ko¨nnen Blockungsstrategien
und effiziente parallele Implementierungen [5, 6] verwendet werden.
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1.4.3 Spectral Divide and Conquer
Bei diesem Ansatz wird versucht, eine Zerlegung
[Q1, Q2]
TH[Q1, Q2] =
[
H1 0
0 H2
]
einer dicht besetzten Matrix zu generieren und dann rekursiv die so gewon-
nenen Teilprobleme H1 und H2 zu betrachten. Eine wie oben skizzierte Zer-
legung erfolgt (abstrahierend von Detailfragen) i.d.R. nach folgendem Sche-
ma [7]:
Skalierung: Bestimme X = αH + βI, so daß die Eigenwerte von X im
Intervall [0, 1] liegen.
Gla¨ttung: Bestimme eine Folge analytischer Funktionen fi(x), i = 1, 2, . . .
(typischerweise Polynome), so daß
lim
i→∞
(fi ◦ fi−1 ◦ . . . ◦ f1)([0, 1]) = {0, 1}
d.h. daß im Grenzwert alle Werte aus dem Intervall [0, 1] entweder auf
0 oder auf 1 abgebildet werden. Fu¨hre die Iteration
Y0 = X, Yi = fi(Yi−1)
aus, bis alle Eigenwerte von Yk ”
nahe bei“ 0 oder 1 liegen.
Berechnung invarianter Unterra¨ume: Nachdem das Spektrum von Yk
in Eigenwerte
”
nahe bei“ 0 und 1 aufgeteilt wurde, bestimme ortho-
gonale Basen Q1 und Q2 fu¨r die jeweiligen invarianten Unterra¨ume:
BildYkQ1 = BildQ1 und Q
T
1Q2 = 0.
Zerlegung: Wir ko¨nnen nun ausnutzen, daß die Eigenvektoren invariant
unter der Transformation H → Yk bleiben. Mit Hilfe der Basen Q1
und Q2 la¨ßt sich also die angestrebte Zerlegung von H erreichen.
Bei der Konkretisierung dieses Schemas lassen sich nun verschiedene Stra-
tegien zur Lo¨sung der aufgelisteten Teilaufgaben einsetzen und kombinie-
ren. Durch geschickte Auswahl der fi ko¨nnen wir beispielsweise gezielt nach
Teilen des Spektrums suchen. Neben den fi beeinflußt auch das Konver-
genzkriterium die Genauigkeit der Lo¨sungen sowie die Ausfu¨hrungszeiten.
Ein einzelner Iterationsschritt wird dominiert durch den Aufwand fu¨r dicht
besetzte Matrix-Matrix-Multiplikationen, die aber unter Einsatz hochop-
timierter Bibliotheksroutinen (Basic Linear Algebra Subprograms, kurz
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BLAS [33]) sehr effizient ausgefu¨hrt werden ko¨nnen. Parallelisierbarkeit ist
sowohl durch den Divide-and-Conquer Ansatz (die Teilprobleme H1 und H2
ko¨nnen unabha¨ngig auf verschiedenen Prozessoren bearbeitet werden) als
auch durch effiziente Verteilbarkeit der Matrixoperationen (Parallel BLAS,
kurz PBLAS [11]) gegeben.
Verallgemeinerungen auf das unsymmetrische Eigenwertproblem sind in [20]
und den dort zitierten Referenzen zusammengefaßt. Eine U¨bertragung auf
die SVD, die eine Alternative zum Lo¨sen der Normalengleichungen bzw. der
Jordan-Wielandt-Darstellung bietet, ist noch offen.
1.4.4 Verfahren mit Vorverarbeitung
Wa¨hrend Jacobi-Verfahren und Spectral Divide-and-Conquer Ansa¨tze den
iterativen Prozeß auf der vollbesetzten Eingangsmatrix beginnen, verfolgen
die Verfahren mit Vorverarbeitung zuna¨chst die Strategie, die gegebene Ma-
trix auf symmetrisch tridiagonale bzw. bidiagonale Form zu reduzieren:
H = Q1TQ
T
1 bzw. A = U1BV
T
1
Dies geschieht mit Hilfe direkter Methoden durch Anwenden geeigneter Or-
thogonaltransformationen. Direkte Methoden haben unabha¨ngig von den
Daten der Eingangsmatrizen einen Aufwand von O(n2b), wobei b die Band-
breite der zu reduzierenden Matrix ist. Anschließend wenden wir iterative
Lo¨sungsverfahren fu¨r das tSEP und die bSVD an
T = Q2ΛQ
T
2 bzw. B = U2ΣV
T
2
und erhalten somit Na¨herungen fu¨r das SEP und die SVD durch Ru¨ck-
Akkumulation
H = Q1Q2Λ(Q1Q2)
T bzw. A = U1U2Σ(V1V2)
T
Wir reduzieren also in der Vorverarbeitungsphase die Information von
O(nb) Daten auf Matrizen, die nur noch O(n) nicht-triviale Eintra¨ge ha-
ben. Verwenden wir diese kompakten Darstellungen in der Diagonalisie-
rungsphase, so ergeben sich einerseits Vorteile bzgl. Geschwindigkeit und
Speicherbedarf. Außerdem gibt es Verfahren, die ausgehend von Bidiagonal-
und speziellen Tridiagonalmatrizen Approximationen von hoher relativer
Genauigkeit erzeugen ko¨nnen (Stichwort RRR). Zudem liegen mit der
LAPACK-Bibliothek (Linear Algebra PACKage [1, 57]) fu¨r serielle und der
ScaLAPACK-Bibliothek [10] fu¨r parallele Rechner sehr effiziente und stabile
Software-Implementierungen vor.
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A voll
B  Bandb
diagonalΛQ
voll    band
T  Band
T tridiagonal
H voll
diagonal
b
B bidiagonal
ΣU,V
band    tridi
voll    tridi
band    bidi
voll    bidi
voll    band
Abbildung 1.4: Schematischer U¨berblick der Reduktionsphasen.
Abbildung 1.4 skizziert die Vorgehensweise: Es ist mo¨glich, die vollbesetz-
te Eingangsmatrix direkt auf Tridiagonal- oder Bidiagonalgestalt zu brin-
gen [12]. Diese Verfahren sind als LAPACK-Routinen DSYTRD und DGEBRD
umgesetzt. Alternativ ko¨nnen wir die Reduktionsphase noch weiter unter-
teilen, indem wir erst auf Bandgestalt reduzieren und von dieser Zwischen-
stufe weiter ausgehend B oder T ermitteln. Obwohl dies auf den ersten
Blick wie ein Umweg aussieht, la¨ßt sich durch Verwendung effizient optimier-
ter BLAS-Routinen ho¨here Ausfu¨hrungsgeschwindigkeit erzielen [8, 48, 56].
Selbstversta¨ndlich ko¨nnen die Verfahren band→ {tridi, bidi} auch eingesetzt
werden, wenn die Eingangsmatrix bereits in Bandgestalt vorliegt.
Fu¨r die Diagonalisierungsphase stehen eine Reihe von Verfahren zur Behand-
lung von tSEP und bSVD zur Verfu¨gung, die im folgenden Abschnitt be-
handelt werden.
1.5 Verfahren fu¨r tSEP und bSVD
Bei den bisher vorgestellten Lo¨sungsverfahren wird meist prima¨r das SEP
betrachtet und die Anwendung auf die SVD als
”
Nebenprodukt“ behan-
delt. Da jedoch die bidiagonale Singula¨rwertzerlegung (bSVD) eine relative
Sto¨rungstheorie erlaubt (die Eintra¨ge von B sind eine RRR), wa¨hrend dies
fu¨r das allgemeine symmetrisch tridiagonale Eigenwertproblem (tSEP) nicht
durchga¨ngig mo¨glich ist, gibt es einige speziell auf die bSVD zugeschnitte-
ne Varianten. Diese lassen sich wiederum in der Umkehrung auf spezielle
abgeleitete tSEP (positiv definit, Golub-Kahan Matrix) anwenden. Um die
in Tabelle 1.1 aufgefu¨hrten Ansa¨tze grob einzuteilen, ko¨nnen wir die Frage
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D&C QR QD Bis. Inv. It. RRR
Technik Basis Basis Werte Werte unabh. unabh.
Fehler abs. rel. rel. rel.
adaptiv nein nein nein ja ja ja
parallel shared vs. Aufdat. nein ja Problem ja
distributed Vektoren bei MGS
Aufwand b.c. O(n2) O(n3) O(n2) O(kn) b.c. O(kn) O(kn)
w.c. O(n3) w.c. O(kn2)
∃ Impl. ja ja ja ja ja(?) nein
Tabelle 1.1: U¨berblick der tSEP- und bSVD-Lo¨sungsverfahren. Die
Abku¨rzungen b.c. und w.c. stehen fu¨r best case und worst case.
nach der zugrunde liegenden Technik stellen.
Zuna¨chst gibt es Verfahren (QD, Bisektion, auch QR), die eingesetzt werden,
wenn lediglich Eigen- und Singula¨rwerte gefragt sind. Fu¨r die bSVD (und
abgeleitete tSEP) erlauben solche Verfahren entweder eine absolute oder
relative Fehleranalyse.
Sind die zugeho¨rigen Vektoren gesucht, ko¨nnen wir weiter zwischen zwei
verschiedenen Techniken unterscheiden:
Auf der einen Seite versuchen Methoden wie QR oder Divide-and-Conquer
wa¨hrend des gesamten Verfahrens (T, I)→ (Λ, Q) eine orthogonale Basis auf-
recht zu erhalten. Alle zur Diagonalisierung von T verwendeten Operationen
werden durch sukzessives Aufdatieren von I in einer Matrix Q akkumuliert.
Die Na¨herungen zeichnen sich daher durch gute numerische Orthogonalita¨t
aus, die jedoch im worst case mit einem hohen Aufwand bezahlt wird. Beide
Verfahren liefern sowohl Eigen- bzw. Singula¨rwerte als auch Vektoren (siehe
auch Abbildung 1.4).
Auf der anderen Seite stellen Verfahren wie die Inverse Iteration oder der
RRR-Algorithmus die Vektoren voneinander unabha¨ngig auf. Zu einer ge-
gebenen Na¨herung an einen Eigen- oder Singula¨rwert wird durch Lo¨sen ge-
eigneter Gleichungssysteme eine Approximation an den zugeho¨rigen Vektor
bestimmt. Bei Clustern mu¨ssen jedoch Vorkehrungen getroffen werden, da-
mit die numerische Orthogonalita¨t nicht verloren geht. Wa¨hrend bei der
Inversen Iteration oft nur eine explizite Reorthogonalisierung mo¨glich ist,
garantiert der RRR-Algorithmus durch geschickte Auswahl der zu lo¨senden
Gleichungssysteme numerische Orthogonalita¨t. Das unabha¨ngige Aufstellen
der Basisvektoren macht die Verfahren adaptiv, d.h. daß fu¨r k gesuchte Ele-
mente des Spektrums nur ein entsprechend reduzierter Aufwand betrieben
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werden muß. Adaptive Verfahren sind grundsa¨tzlich einfach parallelisierbar.
Zu den Beurteilungskriterien geho¨rt auch hier noch die Verfu¨gbarkeit von
stabilen und geschwindigkeitsoptimierten Implementierungen. Fast alle be-
schriebenen Verfahren liegen als Routinen der LAPACK-Bibliothek vor.
Wir werden auf die in Tabelle 1.1 aufgefu¨hrten Methoden in den na¨chsten
Abschnitten detailliert eingehen. Da wir in den folgenden Kapiteln ein Ver-
fahren vorschlagen werden, das alternativ zu den u¨brigen bSVD-Lo¨sern ver-
wendet werden kann, nutzen wir den Rest dieses Kapitels auch, um unsere
Anknu¨pfungspunkte deutlich zu machen.
1.5.1 Divide and Conquer
Im Unterschied zu der in Abschnitt 1.4.3 erwa¨hnten Methode (Spectral
Divide-and-Conquer) zielt dieser Ansatz auf die Lo¨sung des tSEP ab. Die
Idee ist, die Matrix T als Summe einer reduzierten Matrix und einer kon-
trollierbaren Sto¨rung (z.B. Rang-1-Modifikation mit x ∈ Rn) darzustellen.
Aus den rekursiv zu bearbeitenden Teilsystemen wird dann eine Lo¨sung des
urspru¨nglichen Problems erzeugt [9, 14, 42].
Divide:
Zerlege T = diag(T1, T2) + xx
T .
Teilprobleme:
Bearbeite rekursiv die tSEP T1 = Q1Λ1Q
T
1 und T2 = Q2Λ2Q
T
2 .
Conquer:
Ermittle aus (Λ1,Λ2, Q1, Q2) eine Lo¨sung des tSEP T = QΛQ
T .
Dieses rekursive Vorgehen ermittelt alle Eigenwerte und datiert wahlweise
die Basis aus Eigenvektoren auf.
Der Ansatz gilt als sehr attraktiv, da sich bereits serielle Implementierun-
gen als sehr schnell gegenu¨ber den bis dahin eingesetzten Standardverfah-
ren (QR) erweisen. Bei Clustern von Eigenwerten kann durch Deflation
die Komplexita¨t von O(n3) (w.c.) auf O(n2) (b.c.) verringert werden.
Das Aufdatieren der Eigenvektorbasis erfolgt mit Hilfe von Matrix-Matrix-
Multiplikationen. Fu¨r diese stehen optimierte datenparallele Bibliotheken
(PBLAS) zur Verfu¨gung. Parallelisierbarkeit ist ferner gegeben durch die
Bildung von Teilproblemen, die unabha¨ngig auf verschiedenen Prozessoren
bearbeitet werden ko¨nnen.
Auftretende Probleme bei der Entwicklung einer numerisch stabilen Imple-
mentierung — insbesondere der Lo¨sung der sogenannten secular equation —
sind weitgehend gelo¨st [50, 52]. Eine serielle Version ist mit der LAPACK-
Routine DSTEDC verfu¨gbar [66]. Es stellt sich heraus, daß eine Parallelisierung
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fu¨r Shared-Memory-Rechner [30] leichter zu erzielen ist als fu¨r Distributed-
Memory-Architekturen [31].
Der relativ hohe Bedarf an zusa¨tzlichem Arbeitsspeicher kann reduziert wer-
den, indem die Information u¨ber die aufdatierte Basis implizit abgespeichert
wird und daraus explizite Darstellungen von Eigenvektoren erst bei Bedarf
ermittelt werden.
Gezielte Modifikationen des Verfahrens erlauben den Entwurf eines Divide-
and-Conquer Ansatzes fu¨r die bSVD [51]. Auch hier steht mit der Routine
DBDSDC eine Implementierung mit Bibliotheksstandard bereit.
Als Gegenstand intensiver Forschungsarbeiten gilt der Divide-and-Conquer
Ansatz als gut verstanden, wird aber mo¨glicherweise seine Position als
schnellstes Verfahren bald an den spa¨ter beschriebenen RRR-Algorithmus
abtreten mu¨ssen.
1.5.2 Das QR-Verfahren
Auch dieses Verfahren ([44] und die dort aufgefu¨hrten Referenzen) erzeugt
— vergleichbar mit dem Divide-and-Conquer Ansatz — eine Basis aus
Eigenvektoren durch sukzessives Aufdatieren, nun aber mit orthogonalen
A¨hnlichkeitstransformationen:
T0 = T, Ti − τiI QR= QiRi, Ti+1 = RiQi + τiI, i = 0, 1, . . .
Mit geeignet gewa¨hlten Shift-Parametern τi konvergiert die Folge Ti glo-
bal und kubisch gegen die gesuchte diagonale Matrix Λ aus Eigenwerten.
Das Produkt Q0Q1 · · ·Qi na¨hert eine Basis Q aus Eigenvektoren an. Die
Transformationen Qi lassen sich als Akkumulation geeigneter Givensrota-
tionen so wa¨hlen, daß die Tridiagonalgestalt von Ti erhalten bleibt. Bis
zum Aufkommen des Divide-and-Conquer Ansatzes als Standardlo¨sung gel-
tend, wenn alle Eigenwerte und -vektoren zu bestimmen sind, liegt die-
ses Verfahren als LAPACK-Routine DSTEQR implementiert vor. Der QR-
Algorithmus ist inha¨rent seriell. Wir ko¨nnen aber das Aufdatieren der
A¨hnlichkeitstransformationen parallelisieren, indem wir jedem Prozessor eine
mo¨glichst gleich verteilte Anzahl von Eigenvektoren zuordnen.
Sind wir nicht an den Eigenvektoren, sondern nur an den Eigenwerten in-
teressiert, so bietet sich die Variante von Pal-Walker-Kahan [63] an, die als
wurzelfreies QR-Verfahren interpretiert werden kann und deutlich niedrigere
Ausfu¨hrungszeiten erlaubt, jedoch in manchen Fa¨llen schlechteres Konver-
genzverhalten zeigt. Die zugeho¨rige LAPACK-Routine heißt DSTERF [45].
Die U¨bertragung des geshifteten QR-Verfahrens vom tSEP auf die bSVD
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fu¨hrt zu einer Folge
B0 = B, Bi+1 = U
T
i BiVi, i = 0, 1, . . . (1.1)
von Bidiagonalmatrizen, die gegen eine Diagonalmatrix Σ konvergiert [44].
Wir ko¨nnen die Vi analog zu den Qi wa¨hlen. Die Matrizen Ui sind ebenfalls
als Akkumulation von geeigneten Givensrotationen zu interpretieren, die fu¨r
die Erhaltung der bidiagonalen Gestalt sorgen.
Bei der Bestimmung der bSVD sind entscheidende Verbesserungen des QR-
Verfahrens mo¨glich, die eine relative Sto¨rungstheorie erlauben [21]. Diese
werden erreicht durch geeignete Auswahl der Shifts sowie durch Verwen-
dung von Kriterien, die es ermo¨glichen, ein Nebendiagonalelement auf Null
zu setzen, ohne die relative Genauigkeit der Approximationen an die Sin-
gula¨rwerte zu beeintra¨chtigen. Eine Implementierung liegt als LAPACK-
Routine DBDSQR vor.
Fu¨r unser Ziel, ein schnelles und stabiles Lo¨sungsverfahren fu¨r die
bSVD zu entwerfen, wenden wir einige Schritte des QR-Verfahrens als
Pra¨konditionierung der Eingangsmatrix B an. Unser Gesamtalgorithmus
sieht als Option vor, anstelle von B = B0 die Matrix Bk mit einem ge-
wissen k ¿ n als Eingangsmatrix fu¨r den Kernalgorithmus zu verwenden.
Fu¨r Details siehe Abschnitt 4.1.2.
1.5.3 Das QD-Verfahren
Anstelle von QR-Zerlegungen lassen sich auch LU- oder Cholesky-
Faktorisierungen im iterativen Diagonalisierungsprozeß anwenden [34, 38,
65]:
B0 = B, B
T
i+1Bi+1
Chol.
= BiB
T
i − τ 2i I, i = 0, 1, . . .
Ist i gerade und sind τi = τi+1 = 0, so lassen sich zwei aufeinander folgende
Iterationsschritte als ein Iterationsschritt des (ungeshifteten) QR-Verfahrens
interpretieren:
Bi+1 = B
T
i Ui/2 Bi+2 = B
T
i+1Vi/2
Wir bezeichnen von nun an zwei aufeinander folgende Iterierte mit B = Bi
und B+ = Bi+1. Die Auswertung der einzelnen Eintra¨ge der Gleichung
(B+)TB+ = BBT − τ 2I ergibt (
”
Rhombus-Regel“)
(a+j+1)
2 + (b+j )
2 = a2j+1 + b
2
j+1 − τ 2 und (a+j )2(b+j )2 = a2j+1b2j
Mit Einfu¨hrung der Gro¨ßen qj = a
2
j und ej = b
2
j kann die Iteration ohne
Verwendung von Wurzeln ausgefu¨hrt werden. Der U¨bergang B → B+ wird
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nun mit einer Quotienten-Differenzen-Transformation (QD) gestaltet. Mit
den Hilfsvariablen
dj+1 := q
+
j+1 − ej+1
= qj+1 − e+j − τ 2
=
qj+1
q+j
(
q+j −
q+j
qj+1
e+j
)
− τ 2
=
qj+1
q+j
(
q+j − ej
)− τ 2
=
qj+1
q+j
dj − τ 2 (1.2)
ko¨nnen wir den U¨bergang in Algorithmus 1.1 formulieren. Die Abku¨rzung
dqds steht fu¨r
”
differential quotient difference with shift“.
Algorithmus 1.1 Die dqds-Transformation (klassisch).
1: d1 = q1 − τ 2
2: for j = 1 : n− 1 do
3: q+j = dj + ej
4: t =
qj+1
q+j
5: e+j = tej
6: dj+1 = tdj − τ 2
7: end for
8: q+n = dn
Wir werden auf dieser Basis weitere QD-artige Transformationen entwickeln.
Fu¨r τ = 0 ist dieser Algorithmus ru¨ckwa¨rtsstabil und erlaubt ansonsten
eine gemischte Stabilita¨tsanalyse mit relativen Sto¨rungen. Solche Analysen
werden in Abschnitt 2.3 eingehend dargestellt.
Eine effiziente Implementierung der LAPACK-Routine DLASQ1 fu¨r das
QD-Verfahren fu¨hrt zu deutlich besseren Ausfu¨hrungszeiten als der QR-
Algorithmus, wenn nur Singula¨rwerte gefragt sind [60]. Sind auch Sin-
gula¨rvektoren gesucht, so ist letzterer vorzuziehen. Auch das QD-Verfahren
ist inha¨rent seriell, jedoch deutlich schneller als das nachfolgend vorge-
stellte Bisektionsverfahren. Die U¨bertragung auf durch Normalengleichun-
gen oder Jordan-Wielandt-Darstellungen gestellte tSEP ist ohne gro¨ßeren
zusa¨tzlichen Aufwand mo¨glich.
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1.5.4 Das Bisektionsverfahren
Zu einer symmetrisch tridiagonalen Matrix T und einem reellen Shift τ exi-
stiere eine Zerlegung
T−τI = LDLT , D = diag([d1, . . . , dn]), L = I+diag([l1, . . . , ln−1],−1)
Diese la¨ßt sich beispielsweise mit Varianten des Gaußverfahrens aufstellen.
Nach dem Tra¨gheitsgesetz von Sylvester (Satz 1.11) gilt
sign(T − τI) = sign(D)
Sei nτ := #{di|di < 0} die Anzahl der negativen Pivotelemente. Der Wert
von nτ entspricht der Anzahl der Eigenwerte von T , die kleiner als τ sind,
also
λ1 < . . . < λnτ < τ ≤ λnτ+1 < . . . < λn
Entsprechend ist die Anzahl der Eigenwerte in dem halboffenen Intervall
[α, β[ beschrieben durch nβ − nα. Dieses Intervall kann feiner unterteilt
werden durch die Bestimmung von nτ mit α < τ < β. Daraus las-
sen sich Algorithmen wie das Bisektionsverfahren entwickeln, die Intervall-
Einschließungen fu¨r ausgewa¨hlte Eigenwerte bestimmen. Unter Beachtung
der zugrunde liegenden Gleitpunktarithmetik gibt es numerisch stabile seri-
elle (DSTEBZ) und parallele (PDSTEBZ) Computer-Implementierungen [18, 54].
Ihr Vorteil gegenu¨ber dem QD-Verfahren oder der Methode von Pal, Wal-
ker und Kahan ist, daß Teilspektren mit entsprechend reduziertem Aufwand
bestimmt werden ko¨nnen (Adaptivita¨t). Zur Berechnung aller Eigenwertap-
proximationen beno¨tigen sie allerdings deutlich mehr Rechenzeit.
Die U¨bertragung auf das Za¨hlen von Singula¨rwerten einer bidiagonalen Ma-
trix B ist in [37] beschrieben. Hier wird ausgenutzt, daß die zu bearbeitende
Tridiagonalmatrix mit BTB, BBT oder TGK bereits als RRR vorliegt. Ferner
wird beschrieben, wie die LDLT -Faktorisierungen dieser drei Darstellungen
untereinander in Beziehung gesetzt werden ko¨nnen. In Kapitel 3 werden wir
dieses Konzept wesentlich erweitern, um gut gekoppelte Singula¨rvektorpaare
zu bestimmen.
1.5.5 Inverse Iteration
Die Eigenwerte aus dem SEP fu¨r (T − λ¯I)−1 ko¨nnen ausgedru¨ckt werden
durch 1/(λj − λ¯), wa¨hrend die Eigenvektoren im Vergleich zu dem durch die
Matrix T gestellten tSEP unvera¨ndert bleiben, vgl. Bemerkung 1.9. Das
Verfahren der Inversen Iteration erlaubt es damit, zu einer gegebenen (gu-
ten) Na¨herung λ¯ = λ¯(0) an einen Eigenwert und einem Startvektor q¯(0) eine
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Approximation fu¨r den zugeho¨rigen Eigenvektor zu bestimmen:
Lo¨se (T − λ¯(i−1)I) · q¯(i) = ζ(i)q¯(i−1), i = 1, 2, . . . (1.3)
Dabei ist in jedem Schritt ein lineares Gleichungssystem (LGS) zu lo¨sen
und die neue Iterierte zu normieren (angedeutet durch die Skalierungsfak-
toren ζ(i)). Die Shift-Parameter λ¯(i−1) ko¨nnen variiert werden, um weiter
verbesserte Na¨herungen an den entsprechenden Eigenwert zu erhalten.
Ist λ¯ eine Na¨herung an den j-ten Eigenwert von T und außerdem
|λj − λ¯| ¿ minl 6=j{|λl − λ¯|}, so konvergieren die q¯(i) der Richtung nach ge-
gen den j-ten Eigenvektor [63]. (Eventuell alternieren die Vorzeichen der
Iterierten q¯(i).) Wa¨hrend dieses Verfahren fu¨r isolierte Eigenwerte eine sehr
hohe Konvergenzgeschwindigkeit besitzt, mu¨ssen bei Clustern die ermittelten
Basisvektoren oft explizit reorthogonalisiert werden. Sind k Vektoren mit
einem Verfahren wie der Modifizierten Gram-Schmidt Orthogonalisierung
(MGS, vgl. Algorithmus 1.2) nachzubearbeiten, so ergibt sich ein zusa¨tzlicher
Aufwand von O(k2n). Hat k die Gro¨ßenordnung von n, verliert die Inver-
se Iteration ihre Eigenschaft eines urspru¨nglich einfach zu parallelisierenden
Verfahrens mit quadratischem Aufwand.
Algorithmus 1.2 Modifizierte Gram-Schmidt Orthogonalisierung (MGS).
Gegeben: Eine zu orthogonalisierende Matrix W ∈ Rn×k.
Gesucht: Eine Zerlegung W = Q · R mit orthogonalem Q ∈ Rn×k und
oberer Dreiecksmatrix R ∈ Rk×k.
1: for j = 1 : k do
2: Q(:, j) = W (:, j)
3: for i = 1 : j − 1 do
4: rij = Q(:, i)
TQ(:, j)
5: Q(:, j) = Q(:, j)− rijQ(:, i)
6: end for
7: rjj = ‖Q(:, j)‖
8: Q(:, j) = Q(:, j)/rjj
9: end for
Das Kernproblem fu¨r numerisch stabile Implementierungen bleibt die Sen-
sitivita¨t der Vektoren bei kleinen absoluten Lu¨cken in der Verteilung der
Eigenwerte. Es gibt gezielt konstruierte Matrizen, bei denen die aktuelle
Version der LAPACK-Routine DSTEIN zu fehlerhaften Ergebnissen fu¨hren
kann [25]. Fu¨r viele andere Problemklassen (mit weitgehend isolierten Ei-
genwerten) za¨hlt die Inverse Iteration aber zu den schnellsten Verfahren mit
zufriedenstellender Genauigkeit.
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Wir weisen darauf hin, daß gerade die Inverse Iteration bei engen Clustern
oft eine beliebige Basis des betreffenden Unterraumes erzeugt (siehe auch Ab-
schnitt 1.3.6). Fu¨r die Bestimmung der bSVD ist deshalb zu gewa¨hrleisten,
daß die Iterationsschritte fu¨r linke und rechte Singula¨rvektoren aufeinander
abgestimmt werden. Insbesondere mu¨ssen Kopplungen bei eventuellen Reor-
thogonalisierungsmaßnahmen erhalten bleiben.
Kapitel 2
Der RRR-Algorithmus
Ein sehr effizientes tSEP-Lo¨sungsverfahren ist der RRR-Algorithmus (RRR
= relativ robuste Repra¨sentationen, vgl. Definition 1.25). Er setzt sich
aus der Anwendung verschiedener Teilkonzepte zusammen. Diese werden
im Anschluß an einen U¨berblick der grundsa¨tzlichen Arbeitsweise genau-
er dargestellt. Danach geben wir eine vorla¨ufige Beurteilung und schlie-
ßen damit die Diskussion aller ga¨ngigen Lo¨sungsverfahren fu¨r das tSEP aus
dem vorigen Kapitel ab. Die Kombination der einzelnen Teilkonzepte zum
RRR-Algorithmus findet sich erstmalig in [29].
Bei der Beschreibung nutzen wir wieder die Gelegenheit, Ansatzpunkte fu¨r
Verbesserungsvorschla¨ge herauszustellen. Wir befassen uns ausfu¨hrlich mit
der U¨bertragung dieses Lo¨sungsverfahrens auf die bSVD in Kapitel 3. Diese
mu¨ndet in die Einfu¨hrung des sogenannten Kernalgorithmus. Ein Vorschlag
fu¨r ein umfassendes bSVD-Lo¨sungsverfahren und serielle numerische Expe-
rimente erfolgen in Kapitel 4.
2.1 Einfu¨hrung
Der RRR-Algorithmus la¨ßt sich in einem Satz beschreiben als eine Variante
der Inversen Iteration, die auch bei Clustern ohne explizite Reorthogonali-
sierung der Eigenvektoren auskommt. Diese Variante erfu¨llt die wichtigsten
Eigenschaften, die bei der Bearbeitung des tSEP nachgefragt werden (Auf-
wand, Geschwindigkeit, Genauigkeit, Adaptivita¨t, Parallelisierbarkeit) sehr
gut durch das Verwenden der folgenden Strategien:
35
36 Kapitel 2. Der RRR-Algorithmus
path(T,4)
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Abbildung 2.1: Ein Darstellungbaum. Auf der ersten Ebene (Stufe) ist
das Spektrum von T angedeutet. Bei isolierten Eigenwerten kann mit Hilfe
von BABE-Faktorisierungen direkt eine Eigenvektorapproximation bestimmt
werden (gefu¨llte Pfeile). Sind die Eigenwerte geclustert, so wa¨hlen wir einen
geeigneten Shift-Parameter (offene Pfeile) und arbeiten mit der Translation
weiter, bis alle Eigenwerte isoliert sind. Fu¨r den Pfad math(T, 4) sind zwei
Shift-Parameter notwendig, um eine Translation von T zu finden, bzgl. de-
rer der vierte Eigenwert isoliert ist. Der dritte Shift-Parameter wird dann
benutzt, um ein lineares Gleichungssystem mit einer BABE-Faktorisierung
aufzustellen.
1. Darstellung von T und ihren Translationen als Produkte von diagonalen
und bidiagonalen Matrizen (z.B. T = L(0)D(0)(L(0))T ) mit dem Ziel,
relativ robuste Repra¨sentationen zu erzeugen (siehe Abschnitt 1.3.4
u¨ber Sto¨rungstheorie und insbesondere Definition 1.25).
2. Faktorisierungen von Translationen wie
LDLT − νI = L+D+(L+)T
werden berechnet mit QD-artigen Transformationen (Varianten von Al-
gorithmus 1.1). Diese beschreiben wir in Abschnitt 2.3.
3. Bestimmung von guten Na¨herungen an Eigenvektoren zu isolierten Ei-
genwerten mit einer auf sogenannten BABE-Faktorisierungen basieren-
den Technik. Fu¨r Details siehe Abschnitt 2.2.
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4. Der Begriff von relativen Distanzen erlaubt es, eine Strategie zu ent-
wickeln, um mit Clustern von Eigenwerten umzugehen. Dabei nutzen
wir folgende Beobachtungen aus:
• Eigenvektoren sind invariant unter Translation (Bemerkung 1.9).
• Relative Distanzen sind nicht invariant unter Translation (Bemer-
kung 1.16).
Sind Eigenwerte einer Matrix LDLT bzgl. ρp als geclustert an-
zusehen, wa¨hlen wir einen Shift ν
”
nahe bei“ diesem Cluster
und setzen das Verfahren mit einer Faktorisierung der Translation
LDLT − νI = L+D+(L+)T fort. Siehe auch Beispiel 2.1 im Abschnitt
u¨ber BABE-Faktorisierungen.
5. Die Durchfu¨hrung des RRR-Algorithmus auf dem Spektrum kann in-
terpretiert werden als das Abarbeiten eines Darstellungsbaumes (engl.
representation tree, vgl. Abbildung 2.1). Die Konstruktion einer Eigen-
vektorapproximation zu einem einzelnen Eigenwert λj ko¨nnen wir als
das Beschreiten eines speziellen Pfades von der Wurzel zu einem Blatt
dieses Baumes auffassen. Ein Pfad kann beschrieben werden durch die
Auswahl der Shift-Parameter math(T, j) := (ν
(1)
j , . . . , ν
(recj)
j ).
Mit der Routine DSTEGR existiert ab der LAPACK-Version 3.0 eine vorla¨ufige
Implementierung des RRR-basierten Ansatzes.
2.2 Bestimmung eines Eigenvektors
Eine Kernidee des RRR-Algorithmus ist das Anwenden eines bestimmten
Verfahrens zur Bestimmung von guten Na¨herungen an Eigenvektoren, sofern
die zugeho¨rigen Eigenwerte gut approximiert sind. Dieses Verfahren kann so-
wohl als Modifikation des Godunov-Schemas [39, 40] interpretiert werden als
auch als Lo¨sung eines linearen Gleichungssystems, dessen Matrix dargestellt
wird als sogenannte BABE-Faktorisierung1 [35, 36]. Die Beziehung zwischen
beiden Interpretationen und die Einbettung in den RRR-Algorithmus sind
in [26, 28] dargestellt.
Ist λ = λj ein Eigenwert von T , so erhalten wir den zugeho¨rigen Eigenvektor
q = Q(:, j) durch Lo¨sen der Gleichung
(T − λI) · q = 0
1(engl. BABE = Burn At Both Ends)
38 Kapitel 2. Der RRR-Algorithmus
In der Gleitpunktarithmetik steht i.d.R. nur eine Na¨herung λ¯ an λ zur
Verfu¨gung, so daß wir auf die Lo¨sung von
(T − λ¯I) · q¯ = r (2.1)
ausweichen mu¨ssen, wobei r hier fu¨r ein (kleines) Residuum steht. Konkret
betrachten wir nun
(T − λ¯I) · q¯(k) = γ+k ek mit q¯(k)k = 1 (2.2)
Wir nehmen an, daß folgende Faktorisierungen existieren:
T − λ¯I = L+D+(L+)T = U+R+(U+)T
Dabei seien D+ und R+ Diagonalmatrizen und L+ bzw. U+ untere bzw.
obere Einheits-Bidiagonalmatrizen, also z.B.
D+ = diag([d+1 , . . . , d
+
n ]) und L
+ = I + diag([l+1 , . . . , l
+
n−1],−1)
Wir ko¨nnen dann q¯(k) bestimmen durch
q¯
(k)
k = 1
q¯
(k)
i = −l+i q¯(k)i+1 fu¨r i = k − 1 : −1 : 1
q¯
(k)
i+1 = −u+i q¯(k)i fu¨r i = k : n− 1
(2.3)
Formal lo¨sen wir damit ein LGS
(T − λ¯I) · q¯(k) = (N+k G+k (N+k )T ) · q¯(k) = γ+k ek (2.4)
dessen Matrix gegeben ist durch eine BABE-Faktorisierung N+k G
+
k (N
+
k )
T
mit
G+k = diag([d
+
1 , . . . , d
+
k−1, γ
+
k , r
+
k+1, . . . , r
+
n ]) und
N+k = I + diag([l
+
1 , . . . , l
+
k−1, 0, . . . , 0],−1)
+ diag([0, . . . , 0, u+k , . . . , u
+
n−1], 1)
Siehe dazu Abbildung 2.2. Durch Auswerten von
eTk (T − λ¯I)ek = eTk (N+k G+k (N+k )T )ek
erhalten wir Γ+ = [γ+1 , . . . , γ
+
n ] mit
γ+k = d
+
k + r
+
k − (Tk,k − λ¯), k = 1 : n (2.5)
Wegen der Gleitpunktarithmetik werden wir jedoch numerisch stabilere For-
meln verwenden, siehe Gleichung (3.3) auf Seite 73. Die Werte γ+k bezeichnen
wir auch als Twist-Elemente, die zugeho¨rigen Indizes als Twist-Positionen.
Anhand von vier Leitfragen erfolgt nun eine Diskussion der wichtigsten Ei-
genschaften von Γ+. Fu¨r Details siehe [29].
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=1
γ+k ek(N
+
k )
T q¯(k)G+kN
+
k
Abbildung 2.2: Lo¨sung von Gleichung (2.4) mit einer BABE-Faktorisierung.
N+k kann auch als verdrehte (engl. twisted) Matrix angesehen werden. Der
Index k entspricht dann der Twist-Position.
1. Welche Wahl von k fu¨hrt zu einer guten Na¨herung an den Ei-
genvektor?
Es liegt nahe, das betragskleinste Element von Γ+ zu wa¨hlen, um das Re-
siduum ‖(T − λ¯I) · q¯(k)‖ = |γ+k | = mini{|γ+i |} zu minimieren. Prinzipiell
ko¨nnen wir alle Twist-Elemente mit |γ+i | = O(|γ+k |) in Betracht ziehen.
Unter Beachtung der im Satz von Davis und Kahan [15, 16, 29, 63] beschrie-
benen Abscha¨tzung fu¨r die Winkel∣∣sin (∠(q, q¯(i)))∣∣ ≤ ‖(T − λ¯I) · q¯(i)‖
minl 6=j{|λl − λ¯|} · ‖q¯(i)‖
=
1
minl 6=j{|λl − λ¯|}
· |γ
+
i |
‖q¯(i)‖
ko¨nnen wir auch nach |γ+i |/‖q¯(i)‖ minimieren, indem wir∥∥q¯(i+1)∥∥2 = l2i ∥∥q¯(i)(1 : i)∥∥2 + 1u2i ∥∥q¯(i)(i+ 1 : n)∥∥2
ausnutzen, um die 2-Normen der q¯(i) effizient zu berechnen [26].
2. In welcher Beziehung steht Γ+ zu Q(:, j)?
Wir betrachten zuna¨chst die Spektralzerlegung
(T − λ¯I)−1 = Q(Λ− λ¯I)−1QT =
n∑
i=1
Q(:, i)Q(:, i)T (λi − λ¯)−1
Fu¨r λ¯→ λj bilden wir den Grenzwert
(λj − λ¯)(T − λ¯I)−1 =
n∑
i=1
Q(:, i)Q(:, i)T
λj − λ¯
λi − λ¯
→ Q(:, j)Q(:, j)T
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und betrachten die (k, k)-te Komponente dieser Gleichung
(λj − λ¯) 1
γ+k
= (λj − λ¯) 1
γ+k
(
λ¯
) → Q(k, j)2 fu¨r λ¯→ λj
Im Grenzwert ist also 1
γ+k
proportional zum Quadrat der k-ten Komponente
des zu approximierenden j-ten Eigenvektors. Der betragskleinste Eintrag
von Γ+ korreliert also mit dem betragsgro¨ßten Eintrag von Q(:, j).
3. Wann ist |γ+k | hinreichend klein?
In [29] wird gezeigt, daß fu¨r gute Approximationen λ¯ mit
|λj − λ¯|
minl 6=j{|λl − λ¯|}
≤ 1
M
· 1
n− 1 wobei M > 1
und |Q(k, j)| ≥ n−1/2 die Abscha¨tzung
|γ+k | ≤
|λj − λ¯|
Q(k, j)2
· M
M − 1 ≤ n|λj − λ¯| ·
M
M − 1
gilt. Wir halten als Zwischenergebnis fest, daß die (normierte) Lo¨sung von
(T − λ¯I) · q¯(k) = γ+k ek eine gute Eigenvektorapproximation ist, wenn
|γ+k | = mini {|γ
+
i |} (2.6)
|λj − λ¯|
minl 6=j{|λl − λ¯|}
¿ 1 (2.7)
Um die zweite Bedingung zu erreichen, greifen wir auf das Konzept von
relativen Distanzen der Eigenwerte zuru¨ck:
Beispiel 2.1 (Bessere Na¨herungen durch Translationen)
Wir nehmen an, daß λj und λj+1 = (1+²)λj einen Eigenwertcluster von T bil-
den. In der Gleitpunktarithmetik ko¨nnen wir bestenfalls eine Na¨herung λ¯ an
λj mit |λ¯− λj| = O(²|λj|) bestimmen und wegen |λj − λ¯|/|λj+1 − λ¯| = O(1)
und (2.7) keine gute Abscha¨tzung fu¨r ein entsprechendes |γ+k | einer BABE-
Faktorisierung erwarten.
Zur Lo¨sung dieses Problems suchen wir nach einem Shift-Parameter τ ≈ λj,
der die Erzeugung einer RRR fu¨r T − τI erlaubt. Mit einer guten Na¨herung
λ¯+ an den j-ten Eigenwert von T −τI ist die Bedingung (2.7) deutlich besser
erfu¨llt. Wir ko¨nnen nun anstelle von T mit T − τI arbeiten, um Approxi-
mationen an die Eigenvektoren zu bestimmen. Details zur Erzeugung einer
RRR und zur Bestimmung hinreichend genauer Eigenwertna¨herungen sind
in [28, 29] sowie in den Abschnitten 2.4 und 3.4.3 beschrieben.
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4. Welchen Einfluß haben Rundungsfehler auf die numerische Qua-
lita¨t der Eigenvektorna¨herungen?
Wir untersuchen nun die Na¨herungslo¨sungen Λ¯ und Q¯ fu¨r das durch T ge-
gebene tSEP. Die Eigenwertapproximationen seien dabei auf hohe relative
Genauigkeit bestimmt. Die Berechnung von Q¯ erfolge fu¨r j = 1 : n durch
das Lo¨sen eines LGS
(T − λ¯jI) · Q¯(:, j) = (N+k G+k (N+k )T ) · Q¯(:, j) = γ+k ek
mit dem jeweils betragskleinsten Twist-Element γ+k . Zusa¨tzlich fordern wir
bei der Implementierung in der Gleitpunktarithmetik, daß die Matrizen N+k
und G+k mit QD-artigen Transformationen (Varianten von Algorithmus 1.1,
vgl. Abschnitt 2.3) bestimmt werden. Nach [29] gilt dann
‖(T − λ¯jI)Q¯(:, j)‖ = O(n²‖T‖) (2.8)∣∣∣Q¯(:, j)T Q¯(:, j + 1)∣∣∣ = O(n²)
ρ(λj, λj+1)
(2.9)
Die numerische Orthogonalita¨t der Eigenvektorna¨herungen ha¨ngt also von
den relativen Distanzen der Eigenwerte ab. Fu¨r Cluster verwenden wir die
in Beispiel 2.1 skizzierte Shift-Strategie. In numerischen Experimenten ([29],
siehe auch Abschnitt 4.3) bewa¨hrt sich eine Wahl t = min{0.01, 1/n} fu¨r
die Klassifizierung des Spektrums in Cluster und isolierte Eigenwerte, vgl.
Definition 1.15.
Im na¨chsten Abschnitt pra¨sentieren wir die bereits o¨fter erwa¨hnten QD-
artigen Transformationen.
2.3 QD-artige Transformationen
Wir betrachten zuna¨chst einige Quotienten-Differenzen-Transformationen:
• In Algorithmus 2.1 (links) bestimmen wir BBT − µ2I = Lˆ+Dˆ+(Lˆ+)T
mit Hilfe von sˆi+1 = dˆ
+
i+1 − a2i+1 = bi lˆ
+
i
ai
sˆi − µ2.
• In Algorithmus 2.1 (rechts) bestimmen wir BTB−µ2I = Lˇ+Dˇ+(Lˇ+)T
mit Hilfe von pˇi+1 = dˇ
+
i+1 − b2i+1 = ai+1 lˇ
+
i
bi
pˇi − µ2.
• In Algorithmus 2.2 bestimmen wir TGK − µI = L˜+D˜+(L˜+)T .
• In Algorithmus 2.3 bestimmen wir LDLT − τI = L+D+(L+)T mit
Hilfe von si+1 = d
+
i+1 − di+1 = l+i lisi − τ .
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Algorithmus 2.1 Faktorisiere BTB − µ2I (links) und BBT − µ2I (rechts).
Gegeben: B, µ
Gesucht: Dˆ+, Lˆ+, Sˆ
1: sˆ1 = −µ2
2: for i = 1 : n− 1 do
3: dˆ+i = sˆi + a
2
i
4: lˆ+i =
aibi
dˆ+i
5: sˆi+1 =
bi lˆ
+
i
ai
sˆi − µ2
6: end for
7: dˆ+n = sˆn + a
2
n
Gegeben: B, µ
Gesucht: Dˇ+, Lˇ+, Pˇ
1: pˇ1 = a
2
1 − µ2
2: for i = 1 : n− 1 do
3: dˇ+i = pˇi + b
2
i
4: lˇ+i =
ai+1bi
dˇ+i
5: pˇi+1 =
ai+1 lˇ
+
i
bi
pˇi − µ2
6: end for
7: dˇ+n = pˇn
Algorithmus 2.2 Faktorisiere TGK − µI = L˜+D˜+(L˜+)T .
Gegeben: c := [a1, b1, a2, . . . , bn−1, an], µ
Gesucht: D˜+, L˜+
1: d˜+1 = −µ
2: for i = 1 : 2n− 1 do
3: l˜+i =
ci
d˜+i
4: d˜+i+1 = − c
2
i
d˜+i
− µ {= −cil˜+i − µ}
5: end for
Algorithmus 2.3 Faktorisiere LDLT − τI = L+D+(L+)T .
Gegeben: D,L, τ
Gesucht: D+, L+, S
1: s1 = −τ
2: for i = 1 : n− 1 do
3: d+i = di + si
4: l+i =
dili
d+i
5: si+1 = l
+
i lisi − τ
6: end for
7: d+n = dn + sn
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Diese Alternativen zur klassischen Gauss-Elimination werden in [37] (Algo-
rithmen 2.1 und 2.2) bzw. in [29] (Algorithmus 2.3) vorgeschlagen. Sie bauen
auf der in Abschnitt 1.5.3 dargestellten dqds-Transformation auf.
Die Verallgemeinerung von LDLT -Faktorisierungen auf BABE-
Faktorisierungen beschreiben wir in Abschnitt 3.2.1, Algorithmus 3.1
und Abschnitt 3.3.1, Algorithmus 3.5. Zuna¨chst erfolgt eine Diskussion der
numerischen Stabilita¨t dieser Faktorisierungen. Wir gehen anschließend auf
mo¨gliche Breakdowns bei der Durchfu¨hrung in der Gleitpunktarithmetik
ein.
Gemischte relative Stabilita¨tsanalyse
Bei Formulierungen wie
Faktorisiere BTB − µ2I = Lˆ+Dˆ+(Lˆ+)T mit Hilfe von Algorithmus 2.1.
mu¨ssen wir uns in der Gleitpunktarithmetik normalerweise mit Ergebnis-
sen [Dˆ+, Lˆ+, Sˆ] zufrieden geben, die durch Rundungsfehler bedingt nur ei-
ne Na¨herung der Zerlegung sind. Wir diskutieren nun die Qualita¨t der
mit den Algorithmen 2.1, 2.2 und 2.3 generierten Daten. Dazu geben
wir repra¨sentativ eine gemischte Stabilita¨tsanalyse fu¨r die Faktorisierung
BTB − µ2I = Lˆ+Dˆ+(Lˆ+)T an. Wir betrachten also eine leichte multipli-
kative Sto¨rung ÄB der Eingangsmatrix B und fu¨hren darauf Algorithmus 2.1
in exakter Arithmetik aus. Die so gewonnenen Ergebnisse ÄD+, ÄL+ und ÄS
werden wiederum komponentenweise gesto¨rt und lassen sich dann als die
durch Algorithmus 2.1 in Gleitpunktarithmetik berechnete Gro¨ßen Dˆ+, Lˆ+
und Sˆ interpretieren. Das Bemerkenswerte am folgendem Satz und Beweis
ist, daß die Aussagen weitgehend unabha¨ngig vom Wert des gewa¨hlten Shift-
Parameters µ sind. Es ist lediglich gefordert, daß kein Unter- oder U¨berlauf
und damit auch kein Breakdown auftritt.
Satz 2.2 (Stabilita¨tsanalyse fu¨r BTB − µ2I = Lˆ+Dˆ+(Lˆ+)T )
Wir nehmen an, daß die linke Seite von Algorithmus 2.1 ohne Unter- und
U¨berlauf durchgefu¨hrt werden kann. Dann kommutiert das nachfolgende
Diagramm.
B
²²
Sto¨rung (2.10)
//
berechnet
Alg.2.1, links
Dˆ+, Lˆ+, Sˆ
ÄB //
exakt
Alg.2.1, links
ÄD+, ÄL+, ÄS
OO
Sto¨rung (2.11)
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Die multiplikativen Sto¨rungen sind dabei wie folgt festgelegt:
Äai = ai(1 + κ
(i)
a ²), |κ(i)a | ≤ 1/2 +O(²)
Äbi = bi(1 + κ
(i)
b ²), |κ(i)b | ≤ 3 +O(²)
(2.10)
Äd+i = dˆ
+
i (1 + κ
(i)
d+²), |κ(i)d+ | ≤ 3 +O(²)
Äl+i = lˆ
+
i (1 + κ
(i)
l+ ²), |κ(i)l+ | ≤ 5 +O(²)
Äsi = si(1 + κ
(i)
s ²), |κ(i)s | ≤ 1 +O(²)
(2.11)
Beweis: Der Satz ist eine Variante einschla¨giger Theoreme aus [29, 37, 38].
Wir betrachten zuna¨chst die Rechnung in exakter Arithmetik:
Äd+i = Äsi + Äa
2
i (A1)
Äl+i =
Äai
Äbi
Äsi+Äa2i
(B1)
Äsi+1 =
Äsi
Äsi+Äa2i
Äb2i − µ2 (C1)
Unter Verwendung des Modells der Gleitpunktarithmetik (1.3.2) erhalten wir
weiter
dˆ+i = (sˆi + a
2
i )/((1 + ²+)(1 + ²a2)) (A2)
lˆ+i =
aibi
sˆi+a2i
(1 + ²+)(1 + ²a2)(1 + ²/)(1 + ²ab) (B2)
Die Fehleranalyse
sˆi+1 =
(
sˆi
dˆ+i
· b2i (1 + ²//)(1 + ²∗)(1 + ²b2)− µ2
)
/(1 + ²
(i+1)
µ2 )
schreiben wir um zu
(1 + ²
(i+1)
µ2 )sˆi+1 =
sˆi
sˆi+a2i
b2i (1 + δb)− µ2 (C2)
mit (1 + δb) = (1 + ²+)(1 + ²a2)(1 + ²//)(1 + ²∗)(1 + ²b2). Zur Vereinfachung
lassen wir dabei mit Ausnahme von ²
(i+1)
µ2 die entsprechenden Laufindizes
weg. Mit den Sto¨rungsansa¨tzen
Äai = ai
√
1 + ²
(i)
µ2
Äbi = bi
√
1 + δb
Äsi = sˆi(1 + ²
(i)
µ2)
Äd+i = dˆ
+
i (1 + ²
(i)
µ2)(1 + ²+)(1 + ²a2)
Äl+i = lˆ
+
i (1 + δl+)
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lassen sich die A¨quivalenzen
(A1)⇔ (A2) und (C1)⇔ (C2)
leicht u¨berpru¨fen. Die Wahl von
(1 + δl+) =
1
(1 + ²/)(1 + ²ab)
√√√√ (1 + ²//)(1 + ²∗)(1 + ²b2)
(1 + ²+)(1 + ²a2)(1 + ²
(i)
µ2)
= 1 + 5²+O(²2)
ergibt sich durch den Nachweis von (B1)⇔ (B2):
(B1) ⇔ Äl+i =
ÄaiÄbi
Äsi + Äa2i
⇔ lˆ+i (1 + δl+) =
ai
√
1 + ²
(i)
µ2bi
√
1 + δb
sˆi(1 + ²
(i)
µ2) + a
2
i (1 + ²
(i)
µ2)
⇔ lˆ+i =
aibi
sˆi + a2i
 √1 + δb√
1 + ²
(i)
µ2
· 1
(1 + δl+)

⇔ (B2)
Der letzte Schritt wird durch das Nachrechnen von
√
1 + δb√
1 + ²
(i)
µ2
· 1
(1 + δl+)
= (1 + ²+)(1 + ²a2)(1 + ²/)(1 + ²ab)
gezeigt. ¤
Bemerkung 2.3
Auch fu¨r die u¨brigen Faktorisierungsalgorithmen ko¨nnen wir eine gemischte
Stabilita¨tsanalyse mit kleinen multiplikativen Sto¨rungsansa¨tzen durchfu¨hren.
Vergleiche [29, 37, 38]. Im Anhang B pra¨sentieren wir weitere Rundungsfeh-
leranalysen fu¨r die allgemeineren BABE-Faktorisierungen.
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Breakdowns
Fu¨r gewisse Shift-Parameter sind Faktorisierungen der Translationen nicht
mo¨glich. Wir untersuchen die Gru¨nde und mo¨gliche Abhilfen nun genauer.
Satz 2.4 (Cauchy Interlacing Theorem)
Sei H symmetrisch und fu¨r r = 1 : n die entsprechende Spektralzerlegung
H(1 : r) = Q(r)Λ(r)(Q(r))T gegeben. Dann gilt fu¨r r = 2 : n
λ
(r)
1 ≤ λ(r−1)1 ≤ λ(r)2 ≤ . . . ≤ λ(r)r−1 ≤ λ(r−1)r−1 ≤ λ(r)r
Beweis: Siehe [44], Seite 396. ¤
Bemerkung 2.5 (U¨ber Minoren)
Nach Definition 1.5 ist mit minor(A, j) die Matrix bezeichnet, die durch
Streichen der j-ten Zeile und Spalte von A entsteht. Wir fassen einige Ei-
genschaften von Minoren zusammen:
1. A(1 : n− 1, 1 : n− 1) = minor(A, n)
2. A(1 : r, 1 : r) mit r = n − 1 : −1 : 1 entsteht durch (n − r)-maliges
Bilden von Minoren wie unter 1.
3. Das (n − r)-malige Streichen beliebiger Zeilen und Spalten — jeweils
mit identischem Index — kann mit Hilfe einer geeigneten Permutati-
onsmatrix Pr dargestellt werden:
As = (PrAP
T
r )(1 : r, 1 : r)
Dabei sei s ein Vektor der La¨nge (n − r), der die Nummern der ge-
strichenen Zeilen und Spalten entha¨lt. Die Eigenwerte von As heißen
Ritz-Werte, vgl. Abschnitt 1.4.1.
4. Jeder Minor von TGK ist singula¨r.
Beweis: Um die letzte Aussage zu zeigen, streichen wir die j-te Zeile
und Spalte nicht, sondern setzen die entsprechenden Elemente der Golub-
Kahan Matrix auf Null. In der zugeho¨rigen Bidiagonalmatrix B ist dann ein
Diagonalelement ai = 0 und damit wegen 0 =
∏n
i=1 ai = det(B) =
∏n
i=1 σi
mindestens σ1 = 0. Damit sind mindestens zwei Eigenwerte von der mo-
difizierten Golub-Kahan Matrix Null. Entfernen wir nun die j-te Zeile und
Spalte, ist nach Satz 2.4 ein Eigenwert des Minors Null. Der Minor der
modifizierten Matrix entspricht aber minor(TGK , j). ¤
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Bemerkung 2.6 (Breakdowns bei Faktorisierungen)
Wenn der Shift τ genau als ein Eigenwert von T (1 : r, 1 : r) (mit r < n)
gewa¨hlt wird, ist wegen d+r = 0 eine LDL
T -Faktorisierung nicht mo¨glich.2
Wir sprechen dann von einem Breakdown der Faktorisierung. Gema¨ß Bemer-
kung 2.5 tritt diese Situation beispielsweise auf, wenn wir Algorithmus 2.2
mit µ = 0 ausfu¨hren wollen.
Liegt τ sehr nahe bei einem Eigenwert von T (1 : r, 1 : r), so kann wegen
Rundungsfehlern ebenfalls ein Pivotelement d+r auf Null gesetzt werden.
Wir ko¨nnen aber trotzdem versuchen, noch mo¨glichst viel Information u¨ber
die Faktorisierung zu erhalten, indem wir die in [2] festgelegten Rechenregeln
mit dem Symbol ∞ verwenden. Eine modifizierte Variante der linken Seite
von Algorithmus 2.1 stellt beispielsweise folgende Sequenz auf:
dˆ+r = 0, lˆ
+
r = sˆr+1 = dˆ
+
r+1 =∞, lˆ+r+1 = 0, sˆr+2 = b2r+1 − µ2 (2.12)
Ist dˆ+r das einzige auftretende Null-Pivotelement (mit r < n), so gilt
L+D+(L+)T =

(T − τI)(1:r)

0
...
0
∞

[0, . . . , 0,∞] ∞ [0, 0, . . . , 0]
0
0
...
0
 (T − τI)(r+2:n)

(2.13)
Dabei steht (T − τI)(1:r) fu¨r die ersten r und (T − τI)(r+2:n) fu¨r die letzten
n−r−1 Zeilen und Spalten von T−τI. Bis auf die (r+1)-te Zeile und Spalte
sind also alle Daten der LDLT -Faktorisierung mit gu¨ltigen Werten belegt.
Eine solche Darstellung macht durchaus Sinn, wenn beispielsweise mit korre-
spondierenden BABE-Faktorisierungen eine Na¨herung fu¨r einen Eigenvektor
bestimmt werden soll, siehe Gleichung (2.4). Die ungu¨ltige (r + 1)-te Zeile
kann dann geschickt u¨bersprungen werden [29].
Die Faktorisierung aus Gleichung (2.13) kann natu¨rlich nicht verwendet wer-
den, wenn eine weitere Translation erfolgen soll (z.B. zur Bestimmung neuer
Eigenwerte, wenn τ in einem Cluster liegt). Es ist offensichtlich, daß sie als
Kandidatin fu¨r eine RRR a priori ausscheidet.
Wir wenden uns nun der Frage zu, unter welchen Umsta¨nden eine Faktori-
sierung eine RRR einer Matrix darstellt.
2Zur Vereinfachung sei r dabei kleinstmo¨glich gewa¨hlt, d.h. daß alle vorausgehenden
Pivotelemente von Null verschieden sind.
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2.4 Bestimmung einer RRR
Der RRR-Algorithmus verlangt Approximationen an die Eigenwerte von T
und ihren Translationen mit hoher relativer Genauigkeit. Ein kritisches Pro-
blem ist also die Erzeugung von relativ robusten Repra¨sentationen (RRR).
Eine RRR fu¨r die Eingangsmatrix T
Der RRR-Algorithmus ist ein Verfahren zur Na¨herung von Eigenvektoren. Es
ist prinzipiell mo¨glich, daß fu¨r die Eingangsmatrix T selbst keine RRR gefun-
den werden kann, um hinreichend genaue Approximationen an Eigenwerte zu
erhalten. Da Eigenvektoren aber invariant unter Translation sind, du¨rfen wir
einen Shift µ so wa¨hlen, daß eine Cholesky-Zerlegung T+µI = BTB existiert.
Die Bestimmung der Singula¨rwerte von B erfolgt dann durch Anwendung des
QD-Verfahrens (siehe Abschnitt 1.5.3) oder des Bisektionsverfahrens (siehe
Abschnitt 1.5.4). Sehr pra¨zise Na¨herungen an Eigenwerte von T+µI erhalten
wir dann durch Quadrieren. Wir nehmen also o.E. an, daß Approximationen
fu¨r die Eigenwerte der Eingangsmatrix T mit hoher relativer Genauigkeit
bestimmt werden ko¨nnen.
Wann ist L+D+(L+)T eine RRR?
Sei T eine Translation von T . Anstelle der u¨blichen Darstellung L+D+(L+)T
verwenden wir
T = LΩLT mit Eigenpaar (λ, q) (2.14)
Dabei entsteht L = L+√|D+|, indem fu¨r i = 1 : n die i-te Spalte von L+
mit
√
|d+i | multipliziert wird. Die Diagonalmatrix Ω = diag([ω1, . . . , ωn])
mit ωi = sign(d
+
i ) entha¨lt die Information u¨ber die Vorzeichen von D
+.
Ein multiplikativer Sto¨rungsansatz fu¨r L kann durch zwei diagonale Matrizen
X1 und X2 beschrieben werden:
T¯ = X1LX2ΩX2LTX1 mit Eigenwert λ¯
Sei ferner
T¯ = LX2ΩX2LT mit Eigenwert λ¯
Mit der Abku¨rzung ∆1 = X T1 X1 − I folgt aus Satz 1.23∣∣∣∣∣ λ¯− λ¯λ¯
∣∣∣∣∣ ≤ ‖∆1‖ (2.15)
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Diese Ungleichung ko¨nnen wir umschreiben zu
λ¯(1− sign(λ¯)‖∆1‖) ≤ λ¯ ≤ λ¯(1 + sign(λ¯)‖∆1‖) (2.16)
Wie in [27, 29] definieren wir als relative Konditionszahl
κrel(λ) :=
∣∣∣∣ qTLLT qqTLΩLT q
∣∣∣∣ = ∣∣∣∣qTL+|D+|(L+)T qλqT q
∣∣∣∣ (2.17)
und erhalten mit ∆2 = X2 − I nach [29], Theorem 5.2.1∣∣∣∣∣ λ¯− λλ
∣∣∣∣∣ ≤ κrel(λ) · 2‖∆2‖+O((κrel(λ) · 2‖∆2‖)2) =: h (2.18)
Analog zum U¨bergang von (2.15) nach (2.16) notieren wir (2.18) als
λ(1− sign(λ)h) ≤ λ¯ ≤ λ(1 + sign(λ)h) (2.19)
Die Kombination der linken Abscha¨tzung aus (2.16) mit der rechten
Abscha¨tzung aus (2.19) ergibt
λ¯(1− sign(λ¯)‖∆1‖) ≤ λ(1 + sign(λ)h)
⇔ (λ¯− λ)(1− sign(λ¯)‖∆1‖) ≤ λ(sign(λ)h+ sign(λ¯)‖∆1‖)
⇔ (λ¯− λ)(1− sign(λ¯)‖∆1‖) ≤ |λ|(h+ sign(λ¯)sign(λ)‖∆1‖)
⇔ λ¯−λ|λ| ≤ h+sign(λ¯)sign(λ)‖∆1‖1−sign(λ¯)‖∆1‖
Wir betrachten die Betra¨ge der letzten Ungleichung und lo¨sen die Vorzeichen
sign(λ) und sign(λ¯) auf der rechten Seite durch einfache Abscha¨tzungen nach
oben auf. Ersetzen wir h durch die Terme aus (2.18), so erhalten wir schließ-
lich ∣∣∣∣ λ¯− λλ
∣∣∣∣ ≤ ‖∆1‖+ κrel(λ) · 2‖∆2‖+O((κrel(λ) · 2‖∆2‖)2)1− ‖∆1‖ (2.20)
Zur Vereinfachung nehmen wir an, daß die relativen Sto¨rungen der Elemente
von L durch ‖∆1‖ ≤ η und 2‖∆2‖ ≤ η mit η = O(²) kontrollierbar bleiben:∣∣∣∣ λ¯− λλ
∣∣∣∣ ≤ (1 + κrel(λ)) · η +O((κrel(λ) · η)2)1− η (2.21)
Die relative Konditionszahl κrel(λ) nimmt also entscheidenden Einfluß auf
die Qualita¨t einer Approximation λ¯ an λ.
Wir beachten dabei, daß κrel(λj) fu¨r j = f : l unterschiedliche Werte an-
nehmen kann. Liegt sie unterhalb einer zu spezifizierenden Toleranzgrenze
κtol, so betrachten wir LΩLT = L+D+(L+)T als partielle RRR fu¨r den j-ten
Eigenwert. Fu¨r Ω = ±I nimmt die relative Konditionszahl ihren minimalen
Wert 1 an.
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Ein Kriterium fu¨r eine RRR (a posteriori)
In Algorithmus 2.4 skizzieren wir die Vorgehensweise, um zu einer gegebenen
symmetrisch tridiagonalen Matrix in der Darstellung LDLT einen geeigneten
Shift τ und eine Faktorisierung LDLT − τI = L+D+(L+)T zu ermitteln, die
folgende Eigenschaften hat:
• L+D+(L+)T ist eine partielle RRR fu¨r alle Eigenwerte, die zu einem
gewissen Cluster geho¨ren.
• Durch den Shift τ werden die relativen Distanzen der interessierenden
Eigenwerte deutlich vergro¨ßert.
Algorithmus 2.4 Bestimmung einer RRR.
Gegeben: D,L als RRR einer Translation von T , deren Eigenwerte λj fu¨r
j = f : l einen Cluster bilden.
Ein Schwellenwert κtol (z.B. 100).
Gesucht: Ein Shift τ , so daß D+, L+ eine RRR von LDLT − τI beschrei-
ben, deren Eigenwerte besser isoliert sind.
1: repeat
2: Wa¨hle τ .
3: Faktorisiere LDLT − τI = L+D+(L+)T .
4: Bestimme Eigenwertapproximationen λ¯+j fu¨r j = f : l.
5: Bestimme κmax = max{κrel(λ¯+j ) | j = f : l}.
6: until κmax ≤ κtol
An dieser Stelle ist zu betonen, daß die Bestimmung der Eigen-
wertna¨herungen in Zeile 4 der weitaus aufwendigste Teil des Verfahrens ist.
Mit den Gro¨ßen aus Zeile 5 la¨ßt sich also nur a posteriori bestimmen, ob
der Shift τ fu¨r eine RRR geeignet ist oder nicht. Sollte das Abbruchkrite-
rium (Zeile 6) nicht erfu¨llt sein, ist die zuvor investierte Arbeit gro¨ßtenteils
vergeblich. Fu¨r diesen kritischen Teil einer effizienten Implementierung des
RRR-Algorithmus sind also Antworten auf verschiedene Fragen gesucht. Wir
diskutieren hier nur die erste und verlagern Lo¨sungsvorschla¨ge fu¨r die u¨brigen
Probleme auf die nachfolgenden Abschnitte.
1. Ko¨nnen wir a priori bestimmen, ob ein Shift τ zu einer RRR fu¨hrt?
2. Wie bestimmen wir die λ¯+j schnell und (mo¨glichst) genau?
– Abschnitt 3.4.3
3. Wie ko¨nnen wir die relativen Konditionszahlen numerisch stabil be-
stimmen?
– Abschnitt 3.4.5
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Eine Heuristik fu¨r eine RRR (a priori)
Unser Ziel ist nun die Entwicklung einer Strategie, die mit wenig Aufwand
die Bestimmung von geeigneten Shift-Parametern τ zur Bearbeitung eines
Clusters λf ≤ · · · ≤ λl von Eigenwerten erlaubt. Zuna¨chst einmal sind
fu¨r f = 1 bzw. l = n minimale relative Konditionszahlen gegeben, wenn
wir τ < λ1 bzw. τ > λn wa¨hlen, da dann Ω = I bzw. Ω = −I. Diese
einfache Strategie ist in der aktuellen Version der LAPACK-Routine DSTEGR
implementiert. Fu¨r innere Cluster (f > 1 bzw. l < n) ist es mo¨glich, die
relativen Konditionszahlen abzuscha¨tzen:
Satz 2.7 (Schranken fu¨r κrel(λ
+
j ))
Sei λf−1 ¿ τ < λf , also τ nahe am linken Rand des Clusters gewa¨hlt, so daß
die Zerlegung (2.14) exisitiert und deren Eigenwerte λ+j fu¨r j = f : l bekannt
sind. Dann gilt:∑
j=f :l
κrel(λ
+
j ) ≤ (l − f + 1) +
2
τ − λf−1
∑
d+i <0
‖L+
√
|D+|ei‖
2
Eine a¨hnliche Abscha¨tzung ergibt sich fu¨r eine Wahl λl < τ ¿ λl+1 am
rechten Rand des Clusters.
Beweis: Siehe [27]. ¤
Wa¨hlen wir also τ nahe bei, aber noch außerhalb des Clusters, so ko¨nnen wir
moderate relative Konditionszahlen erwarten, wenn die einfach zu bestim-
menden Gro¨ßen τ −λf−1 bzw. λl+1− τ und ‖L+
√|D+|ei‖2 = |d+i |(1+ (l+i )2)
eine kleine obere Schranke ergeben. Sie wird beeinflußt durch den absoluten
Abstand zum na¨chstgelegen Eigenwert außerhalb des Clusters — nachfolgend
kurz absoluter Abstand genannt — und durch das Elementwachstum
elg(T, τ) := max
i
{|d+i |(1 + (l+i )2)} (2.22)
Bevor wir diese Schranken diskutieren, weisen wir darauf hin, daß in [27]
noch scha¨rfere Abscha¨tzungen angegeben sind. Die dort verwendeten Gro¨ßen
entziehen sich jedoch einer einfachen numerischen Berechnung.
Beispiel 2.8 (Abha¨ngigkeit vom absoluten Abstand)
In diesem Beispiel illustrieren wir die Abha¨ngigkeit der Schranken vom Ab-
stand τ − λf−1 bzw. λl+1 − τ . Zur Vereinfachung gehen wir davon aus, daß
nur moderates Elementwachstum auftritt. Eine Matrix T besitze Eigenwerte
Λ = diag([², 1 + ², 1 +
√
², 1 +
√
²+ ², 1 + 2
√
², 2])
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Abbildung 2.3: Cluster [², 1+², 1+
√
², 1+
√
²+², 1+2
√
², 2] mit Substruktur.
mit einem Darstellungsbaum wie in Abbildung 2.3. Wa¨hlen wir τ ≈ 1, so ist
der Abstand O(1). Wenn fu¨r die interessierenden Eigenwerte von T − τI
Λ+ = diag([∗,O(²),O(√²),O(√²+ ²),O(2√²), ∗])
ein weiterer Cluster vorliegt, so hat ein Shift-Parameter τ+, der diesen
auflo¨sen soll, nun einen Abstand von O(√²). Dadurch kann die Abscha¨tzung
aus Satz 2.7 erheblich schlechter ausfallen.
Beispiel 2.9 (Golub-Kahan Matrix vs. Normalengleichungen)
In diesem Beispiel wird verdeutlicht, daß auch das Elementwachstum
ungu¨nstigen Einfluß auf die Abscha¨tzung haben kann. Eine Bidiagonalma-
trix B mit a1 = O(1) besitze Singula¨rwerte
[
√
²(1 + ²),
√
²+ ², 2
√
², 2
√
²+ ², 1]
Abbildung 3.4 auf Seite 68 verdeutlicht die Cluster-Struktur von TGK .
Wa¨hlen wir als Shift-Parameter τ =
√
², so ist der Abstand zum
na¨chstgelegenen Eigenwert mit τ − (−√²(1 + ²)) ≈ 2√² bereits sehr klein.
Betrachten wir ferner die ersten Schritte einer mit Algorithmus 2.2 durch-
gefu¨hrten Faktorisierung TGK − τI = L˜+D˜+(L˜+)T , also
d˜+1 = −²1/2 < 0, l˜+1 = −a1²−1/2, d˜+2 = −a21²−1/2−²1/2 < 0, l˜+2 = −
b1²
1/2
a21 − ²
so ergibt sich
|d˜+1 |(1 + (l˜+1 )2) = ²1/2 + a21²−1/2
|d˜+2 |(1 + (l˜+2 )2) = (²1/2 + a21²−1/2)
(
1 +
b21²
(a21 − ²)2
)
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und damit ein Elementwachstum
elg(TGK ,
√
²) ≥ a21²−1/2 = O(²−1/2)
Viel gu¨nstiger erscheint hier das Arbeiten mit BTB. Mit τ =
√
² ist eine
Faktorisierung BTB − τ 2I = Lˆ+Dˆ+(Lˆ+)T positiv definit. Vergleichen wir
ferner die ersten Schritte der Faktorisierung durch Algorithmus 2.1, erkennen
wir
dˆ+1 = −d˜+1 d˜+2 und lˆ+1 = −l˜+1 l˜+2
und insbesondere mit
|d˜+1 d˜+2 |(1 + (l˜+1 l˜+2 )2) = |a21 − ²|+ sign(a21 − ²)a1b1
die Andeutung eines deutlich kleineren Elementwachstums im Vergleich zur
Faktorisierung der Golub-Kahan Matrix (zumindest in den ersten Kompo-
nenten).
Bemerkung 2.10 (Beispiel 2.9 deutet einen Trend an.)
Fu¨r eine Reihe von Testproblemen ist die Beobachtung aus Beispiel 2.9 ty-
pisch: Die Faktorisierung von TGK − µI ist mit großem Elementwachstum
verbunden, wa¨hrend die a¨quivalenten Faktorisierungen von BTB − µ2I oder
BBT − µ2I in dieser Hinsicht moderat bleiben. Obwohl das Elementwachs-
tum alleine noch keine Aussage daru¨ber macht, ob eine Faktorisierung eine
RRR ist oder nicht, sind wir bei der a priori Auswahl der Shift-Kandidaten
teilweise erheblich eingeschra¨nkt, wenn wir mit TGK anstelle der Normalen-
gleichungen arbeiten wollen. Wir werden diese in der Literatur noch nicht
diskutierte Problematik in Abschnitt 3.1 weiter verfolgen.
Bemerkung 2.11 (Ist Satz 2.7 zu pessimistisch?)
Es ist wichtig zu erwa¨hnen, daß in vielen Fa¨llen die a posteriori U¨berpru¨fung
der Konditionszahlen κrel(λ
+
j ) = O(1) ergibt, obwohl eine scheinbar
ungu¨nstige Schranke aufgrund von sehr großem Elementwachstum oder nur
sehr kleinem absoluten Abstand zum na¨chstgelegenen Eigenwert vorliegt.
Das einzig sichere Kriterium ist also nach wie vor die a posteriori Bestim-
mung der relativen Konditionszahlen. Der Nutzen von Satz 2.7 liegt darin,
in vielen Fa¨llen gute Vorhersagen fu¨r geeignete Shift-Parameter τ zu liefern.
Bemerkung 2.12 (Reihenfolge der Shift-Kandidaten)
Als Reihenfolge fu¨r die Shift-Kandidaten ist zu empfehlen, zuna¨chst eine
Wahl
”
etwas kleiner“ als λf bzw. ”
etwas gro¨ßer“ als λl zu versuchen. Sollte
das a posteriori Kriterium der relativen Konditionszahlen nicht erfu¨llt sein,
so probieren wir nacheinander λf , λl, λf+1, . . . , λl−1 als Shift-Kandidaten
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Abbildung 2.4: Zur Reihenfolge der Shift-Kandidaten.
durch, vgl. Abbildung 2.4. Durch gezielte Konstruktion von Testmatrizen
lassen sich Situationen erzeugen, in denen alle Shift-Kandidaten scheitern.
Eine Abhilfe fu¨r diese allerdings extrem seltenen Fa¨lle beschreiben wir in
Kapitel 4 (Stichworte Pra¨konditionierung und Ideale Systeme).
Bemerkung 2.13 (Andere Faktorisierungen als L+D+(L+)T )
Die Suche nach a priori Kriterien muß nicht notwendigerweise auf die LDLT -
Faktorisierung beschra¨nkt bleiben, sondern kann beispielsweise auf allgemei-
ne BABE-Faktorisierungen erweitert werden. Nach [27] sind jedoch zumin-
dest beim Elementwachstum keine großen Variationen beim U¨bergang von
L+D+(L+)T auf N+k G
+
k (N
+
k )
T zu erwarten. Im Rahmen dieser Arbeit durch-
gefu¨hrte numerische Experimente untermauern diese Aussage.
2.5 Zusammenfassung
In Algorithmus 2.5 kombinieren wir nun alle Konzepte. Das Kernstu¨ck ei-
ner Implementierung des RRR-Verfahrens ist der effiziente Aufbau der Pfade
path(T, j) fu¨r j = 1 : n. Sind die Pfade bekannt, ko¨nnen wir die entsprechen-
den Faktorisierungen und Eigenvektorapproximationen leicht reproduzieren.
Bei der Parallelisierung des RRR-Algorithmus la¨ßt sich also die entscheiden-
de Information sehr kompakt formulieren und kann in kleinen Datenpaketen
versendet werden. Ist im Folgenden klar, welcher Pfad gemeint ist, lassen
wir den Index j weg.
Algorithmus 2.5 kann so modifiziert werden, daß nur k ausgewa¨hlte Eigenpaa-
re bestimmt werden. Der RRR-Algorithmus hat einen Aufwand von O(kn),
wenn es gelingt, die Tiefe des Darstellungsbaumes rmax = maxj{recj} zu be-
schra¨nken. Bei einem Großteil der in Abschnitt 4.3 getesteten Matrixklassen
ist rmax = 1. Es kann jedoch vorkommen, daß sich Eigenwerte nicht iso-
lieren lassen (z.B. bedingt durch zu hohe relative Konditionszahlen fu¨r alle
2.5. Zusammenfassung 55
Algorithmus 2.5 Eine grobe Beschreibung des RRR-Algorithmus.
Gegeben: Eine Faktorisierung L(0)D(0)(L(0))T von T sowie mit hoher re-
lativer Genauigkeit bestimmte Na¨herungen λ¯
(1)
1 ≤ . . . ≤ λ¯(1)n .
Gesucht: Eine Matrix Q¯ mit Na¨herungen an das Eigensystem von T .
Pfade path(T, j) := (ν
(1)
j , . . . , ν
(recj)
j ), die fu¨r j = 1 : n die
Konstruktion von Q¯(:, j) beschreiben.
1: Beschreibe die Cluster-Struktur des Spektrums in einer Liste L.
2: Bearbeite isolierte Eigenwerte (BABE-Faktorisierung).
3: while L 6= ∅ do
4: Wa¨hle einen Cluster aus L.
5: {Sei r die Ebene im Darstellungsbaum, vgl. Abbildung 2.1. Die (be-
reits bekannten) Eigenwertna¨herungen λ¯
(r)
f ≤ . . . ≤ λ¯(r)l seien bzgl. der
Matrix L(r−1)D(r−1)(L(r−1))T geclustert.}
Wa¨hle einen geeigneten Shift ν(r).
6: Faktorisiere L(r−1)D(r−1)(L(r−1))T − ν(r)I = L(r)D(r)(L(r))T .
7: Bestimme Na¨herungen an die Eigenwerte λ¯
(r+1)
f ≤ . . . ≤ λ¯(r+1)l von
L(r)D(r)(L(r))T .
8: Bestimme Eigenvektorapproximationen Q¯(:, f : l) mit Hilfe von
BABE-Faktorisierungen. Pru¨fe dabei a posteriori , ob die mit dem
Shift ν(r) erzeugte Matrix L(r)D(r)(L(r))T eine partielle RRR bildet.
{Aktualisiere path(T, j) fu¨r j = f : l sowie die Liste L.}
9: if L(r)D(r)(L(r))T eine partielle RRR bildet then
10: Gruppiere λ¯
(r+1)
f , . . . , λ¯
(r+1)
l in Cluster und isolierte Elemente.
11: Fu¨r isolierte Elemente erga¨nze path(T, j) um λ¯
(r+1)
f . Bei Elementen,
die zu einem der neuen Cluster geho¨ren, erga¨nze path(T, j) um ν(r).
12: Fu¨ge die neuen Cluster in L ein.
13: else
14: Fu¨ge den Cluster λ¯
(r)
f , . . . , λ¯
(r)
l wieder in L ein. Markiere den Shift-
Kandidaten ν(r) als ungeeignet.
15: end if
16: end while
ermittelten Shift-Kandidaten).
Aber auch unabha¨ngig von der numerischen Sichtweise lassen sich Matrizen
konstruieren, bei denen eine große Anzahl von Ebenen im Darstellungsbaum
abgearbeitet werden muß. So kann beispielsweise das Spektrum einer Matrix
gegeben sein durch
Λ = diag([², 1± 10−3, 1± 10−5, . . . , 1± 10−15, 2])
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Es liegt also ein Cluster mit 14 Eigenwerten vor. Wa¨hlen wir nun Shift-
Parameter immer außerhalb der Cluster, so ko¨nnen pro Ebene nur zwei Ele-
mente isoliert werden, vgl. Abbildung 2.5. Auf diese Weise lassen sich leicht
weitere Beispiele finden, bei denen der Darstellungsbaum stark anwa¨chst. In
Einzelfa¨llen kann also die quadratische Komplexita¨t des RRR-Algorithmus
gefa¨hrdet sein. Wir betonen jedoch ausdru¨cklich, daß solche problematischen
Matrizen gezielt konstruiert werden mu¨ssen, wa¨hrend das Verfahren anson-
sten seine hervorragenden Eigenschaften ausspielen kann. Außerdem werden
wir in Kapitel 4 zusa¨tzliche Maßnahmen (Stichworte Pra¨konditionierung und
Ideale Systeme) zur Abfederung von Problemfa¨llen vorschlagen.
1
0τ
τ
τ
usw.
2
v
v
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Abbildung 2.5: Cluster [², 1±10−3, 1±10−5, . . . , 1±10−15, 2] mit Substruk-
tur. Pro Ebene ko¨nnen nur zwei Eigenwerte isoliert werden.
Zur Interpretation des RRR-Algorithmus als Variante der klassischen Inver-
sen Iteration wiederholen wir noch einmal deren definierende Gleichung (1.3)
Lo¨se (T − λ¯(i−1)I) · q¯(i) = ζ(i)q¯(i−1), i = 1, 2, . . .
und stellen dieser eine vergleichbare Vorschrift fu¨r die Iterierten aus Algo-
rithmus 2.5 gegenu¨ber:
Lo¨se (N
(i)
ki
G
(i)
ki
(N
(i)
ki
)
T
) · q¯(ki) = ζ(i)γ(i)ki eki , i = 1 : rec
Die Normierungen der Lo¨sungsvektoren sind wieder durch die Parameter
ζ(i) angedeutet. Bei der Inversen Iteration wird in jedem Schritt u¨ber die
rechte Seite q¯(i) und ggf. u¨ber den Shift-Parameter λ¯(i−1) variiert. Jedoch ist
λ¯(i−1) ≈ λ¯(0) in jedem Iterationsschritt, so daß bei Clustern die beschriebenen
Probleme auftreten. Diese ko¨nnen i.d.R. nur durch explizites Reorthogonali-
sieren behoben werden. Außerdem ist das Lo¨sen des LGS entweder nur mit
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einer LDLT - oder einer URUT -Faktorisierung mo¨glich. Die spezielle Wahl
der rechten Seite beim RRR-Algorithmus erlaubt das Verwenden der BABE-
Faktorisierungen, so daß jedes LGS mit einem kleinen Residuum und gerin-
gerem Aufwand als bei der Inversen Iteration gelo¨st werden kann. Außerdem
werden durch geeignete Shift-Strategien Systeme gelo¨st, deren Eigenwerte
isoliert sind. Meistens bricht das Verfahren bereits mit sehr kleinem rec ab,
wa¨hrend bei der Inversen Iteration i.d.R. ha¨ufiger iteriert werden muß, bis
ein zufriedenstellendes Abbruchkriterium erreicht ist.
Die U¨bertragung des RRR-Algorithmus auf die bSVD ist Gegenstand dieser
Dissertation und ausfu¨hrlich im na¨chsten Kapitel beschrieben.
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Kapitel 3
Kopplungen und die Adaption
auf die bidiagonale SVD
In diesem Kapitel ero¨rtern wir Strategien, wie der RRR-Algorithmus auf die
bSVD anzuwenden ist. Wir stellen zuna¨chst fest, daß der naheliegende An-
satz, die tSEP fu¨r BTB, BBT oder TGK getrennt zu betrachten, in vielen
Fa¨llen nicht zum gewu¨nschten Ergebnis fu¨hrt. Diese Problematik motiviert
unsere Strategie, den RRR-Algorithmus explizit nur auf BTB anzuwenden,
wa¨hrend die entsprechenden Faktorisierungen von BBT implizit mitgefu¨hrt
werden [49]. Dazu stellen wir eine Reihe von Kopplungsmechanismen bereit,
deren sto¨rungstheoretischen Eigenschaften und praktische Implementierun-
gen ausfu¨hrlich diskutiert werden. Anschließend geben wir ein Geru¨st fu¨r
den sogenannten Kernalgorithmus an.
3.1 Black-Box Strategien
Die Anwendung des RRR-Algorithmus auf die bSVD soll den Genauig-
keitsanforderungen genu¨gen, die in Abschnitt 1.3.5 spezifiziert sind: Bei
Durchfu¨hrung in der Gleitpunktarithmetik verlangen wir sowohl numerische
Orthogonalita¨t als auch gute Kopplungen der Singula¨rvektorpaare bzgl. B.
Wir konkretisieren zuna¨chst die in Abschnitt 1.3.6 skizzierten Probleme.
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3.1.1 Normalengleichungen
Die Zerlegung B = UΣV T kann verknu¨pft werden mit den Eigen-
wertproblemen BTB = V Σ2V T und BBT = UΣ2UT . Wenden wir den
RRR-Algorithmus auf beide Probleme getrennt an, so erhalten wir Appro-
ximationen an U und V , die numerisch orthogonal sind. Sind große Sin-
gula¨rwerte von B stark geclustert, beobachten wir aber andererseits, daß
diese Strategie teilweise nur sehr schlecht gekoppelte Singula¨rvektorpaare er-
zeugt (‖BV¯ (:, j) − σ¯jU¯(:, j)‖ wird zu groß). Zur Ergru¨ndung der Ursachen
gehen wir in vier Schritten vor:
1. Wir formulieren einen Satz u¨ber die Eigenwerte der LDLT -
Faktorisierungen von BTB − µ2I und BBT − µ2I.
2. Wir diskutieren dessen Konsequenzen fu¨r den RRR-Algorithmus.
3. Wir geben ein ausfu¨hrliches numerisches Beispiel.
4. Zusammenfassung.
1. Eigenwerte von BTB − µ2I und BBT − µ2I
Wir tragen zuna¨chst die Fakten bei Rechnung in exakter Arithmetik zusam-
men. Die Matrix B besitze einen Cluster σf ≤ . . . ≤ σl von Singula¨rwerten.
Wir wa¨hlen einen Shift-Parameter
”
nahe bei“ einem Singula¨rwert aus diesem
Cluster:
µ2 = (1 + κ0²)σ
2
j (3.1)
Der Shift-Parameter µ ist typischerweise eine im Gleitpunktsystem darstell-
bare Zahl, die σj approximiert. Dann ist
λˆ+j = σ
2
j − µ2 Eigenwert von BTB − µ2I = Lˆ+Dˆ+(Lˆ+)T
und
λˇ+j = σ
2
j − µ2 Eigenwert von BBT − µ2I = Lˇ+Dˇ+(Lˇ+)T
Die Daten von Dˆ+, Lˆ+, Dˇ+ und Lˇ+ seien dabei mit Algorithmus 2.1 generiert.
Beim U¨bergang zur Gleitpunktarithmetik greifen wir nun auf die gemischte
relative Stabilita¨tsanalyse aus Abschnitt 2.3, Satz 2.2 und Bemerkung 2.3
zuru¨ck. Analog zu der Zerlegung BTB − µ2I = Lˆ+Dˆ+(Lˆ+)T arbeiten wir
bei der Faktorisierung BBT − µ2I = Lˇ+Dˇ+(Lˇ+)T mit Sto¨rungen B˘ fu¨r B
sowie D˘+ und L˘+ fu¨r Dˇ+ und Lˇ+. Wir verknu¨pfen diese Ergebnisse nun mit
der Fehleranalyse fu¨r Eigenwerte, deren Matrix eine partielle relativ robuste
Repra¨sentation (RRR) besitzt.
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Satz 3.1 (U¨ber die Fehler der Eigenwerte λˆ+j und λˇ
+
j )
Wir betrachten die kommutierenden Diagramme
B, (σ2j )
²²
Sto¨rung
//
berechnet
Alg.2.1, links
Dˆ+, Lˆ+, (λˆ+j )
ÄB, (Äσ2j)
//
exakt
Alg.2.1, links
ÄD+, ÄL+, (Äλ+j )
OO
Sto¨rung
der Faktorisierung BTB − µ2I = Lˆ+Dˆ+(Lˆ+)T und
B, (σ2j )
²²
Sto¨rung
//
berechnet
Alg.2.1, rechts
Dˇ+, Lˇ+, (λˇ+j )
B˘, (σ˘2j )
//
exakt
Alg.2.1, rechts
D˘+, L˘+, (λ˘+j )
OO
Sto¨rung
der Faktorisierung BBT − µ2I = Lˇ+Dˇ+(Lˇ+)T . Die Singula¨rwerte der
Sto¨rungen ÄB und B˘ von B beschreiben wir durch
Äσ2j = σ
2
j (1 + Äκ
(j)
1 ²) und σ˘
2
j = σ
2
j (1 + κ˘
(j)
1 ²)
Wir setzen ferner voraus, daß Dˆ+ und Lˆ+ sowie Dˇ+ und Lˇ+ jeweils eine
partielle RRR fu¨r die interessierenden Eigenwerte bilden, so daß also
λˆ+j =
Äλ+j (1 + Äκ
(j)
2 ²) und λˇ
+
j = λ˘
+
j (1 + κ˘
(j)
2 ²) fu¨r j = f : l
Dann gilt fu¨r j = f : l∣∣∣λˆ+j − λˇ+j ∣∣∣ = O(λˆ+j ²) +O(λˇ+j ²) +O(σ2j ²) = O(σ2j ²) (3.2)
Beweis: Die Darstellung der Eigenwerte ko¨nnen wir umformen zu
λˆ+j =
Äλ+j (1 + Äκ
(j)
2 ²)
= (Äσ2j − µ2)(1 + Äκ(j)2 ²)
= (σ2j − µ2)(1 + Äκ(j)2 ²) + σ2j Äκ(j)1 ²+O(σ2j ²2)
und entsprechend
λˇ+j = (σ
2
j − µ2)(1 + κ˘(j)2 ²) + σ2j κ˘(j)1 ²+O(σ2j ²2)
Innerhalb des Clusters der Singula¨rwerte dominiert aber σ2j gegenu¨ber
σ2j − µ2 ≈ λˆ+j ≈ λˇ+j . ¤
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2. Konsequenzen fu¨r den RRR-Algorithmus
Wir halten zuna¨chst fest, daß σ2j − µ2 meistens keine gute Wahl ist, um den
Eigenwert λˆ+j der Faktorisierung Lˆ
+Dˆ+(Lˆ+)T auf die beno¨tigte hohe relati-
ve Genauigkeit zu approximieren. Wegen der Gleichungen (3.1) und (3.2)
ko¨nnen sich insbesondere σ2j −µ2 und λˆ+j in allen signifikanten Stellen unter-
scheiden.
Die kleinsten Eigenwerte von Lˆ+Dˆ+(Lˆ+)T und Lˇ+Dˇ+(Lˇ+)T ko¨nnen also stark
voneinander abweichen. Es ist zu betonen, daß die Unterschiede bereits
bei den exakten Eigenwerten auftreten und nicht erst bei den berechneten
Na¨herungen. Verantwortlich sind also Rundungsfehler bei den Zerlegungen
und nicht etwa Probleme bei den Eigenwert-Lo¨sungsverfahren, die auf diese
faktorisierten Darstellungen angewendet werden.
Im Gegensatz zur bSVD spielen die Abweichungen der Eigenwerte von
Lˆ+Dˆ+(Lˆ+)T und Lˇ+Dˇ+(Lˇ+)T keine Rolle, wenn wir die getrennt gestellten
tSEP BTB = V Σ2V T und BBT = UΣ2UT betrachten. Bei einem Eigen-
wertcluster σ2f ≤ . . . ≤ σ2l genu¨gt jeweils eine beliebige RRR von BTB− µˆ2I
und BTB− µˇ2I, um den Cluster aufzulo¨sen. Wir ko¨nnten sogar unterschied-
liche Shift-Parameter wa¨hlen, um die beim tSEP geforderten numerischen
Genauigkeitsanforderungen (vgl. Abschnitt 1.3.5) zu erfu¨llen.
Fatale Folgen haben unterschiedliche Eigenwerte von Lˆ+Dˆ+(Lˆ+)T und
Lˇ+Dˇ+(Lˇ+)T jedoch, wenn wir uns fu¨r die Kopplungseigenschaften der
Na¨herungen an die linken und rechten Singula¨rvektoren interessieren. Dazu
pra¨sentieren wir nun ein ausfu¨hrliches Beispiel.
3. Auswirkungen bei numerischen Experimenten
Wir betrachten BTB = W+21− τI mit τ < λ1 (vgl. Beispiel 1.18) und wenden
unsere Implementierung des RRR-Algorithmus auf BTB und BBT getrennt
an. Die Darstellungsba¨ume sind in beiden Fa¨llen identisch: Fu¨r jeden Cluster
vvvvvvv
v v v v v v v v v v v v v v
Abbildung 3.1: Darstellungsbaum fu¨r BTB = W+21 − τI.
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werden jeweils u¨bereinstimmende Shift-Parameter gewa¨hlt. Diese sind in
Tabelle 3.1 mit einem Stern gekennzeichnet. Siehe auch Abbildung 3.1.
Wir bilden also
BTB − µ2I = Lˆ+Dˆ+(Lˆ+)T und BBT − µ2I = Lˇ+Dˇ+(Lˇ+)T
mit jeweils identischen Shift-Strategien. Fu¨r die Zerlegungen verwenden wir
die QD-artigen Transformationen aus Algorithmus 2.1.
Durch die numerische U¨berpru¨fung der a posteriori Kriterien kann nach-
gewiesen werden, daß alle Faktorisierungen jeweils eine partielle RRR bil-
den. Daher sind die Eigenwerte λˆ+j und λˇ
+
j auf hohe relative Genauigkeit
bestimmt. Wir beobachten die durch Gleichung (3.2) zu erwartenden Ab-
weichungen. Bei den jeweils kleineren Eigenwerten stimmen nur noch sehr
wenige signifikante Stellen u¨berein.
j λj = σ
2
j λˆ
+
j λˇ
+
j
8 *5.998048201384 8.6013525452083D-15 8.6448127042717D-15
9 6.006354023441 8.3058220572403D-03 8.3058220572403D-03
10 *7.001782477743 6.6765339180722D-15 6.9574116568442D-15
11 7.002244425002 4.6194725901782D-04 4.6194725901810D-04
12 8.002217522257 -1.6509327081740D-05 -1.6509327081365D-05
13 *8.002234031585 -1.2863778785396D-14 -1.2488543209404D-14
14 9.005951798617 -4.1091231558744D-07 -4.1091231507153D-07
15 *9.005952209529 -1.4882896339264D-14 -1.4366985384200D-14
16 10.040941115815 -7.0147628503429D-09 -7.0147629270521D-09
17 *10.040941122829 -1.2922467590762D-14 -1.2999176683819D-14
18 11.212678647305 -5.6426308574546D-11 -5.6426258580880D-11
19 *11.212678647362 -1.2794598835728D-14 -1.2744594323512D-14
20 12.748194182904 -9.0249074144178D-14 -9.0667129038281D-14
21 *12.748194182904 -1.8608310027439D-14 -1.8992680959841D-14
Tabelle 3.1: Vergleich der Eigenwertapproximationen. Fu¨r j = 8 : 2 : 20
zeigen die dritte und vierte Spalte jeweils die Na¨herungen an den j-ten und
(j + 1)-ten Eigenwert von Lˆ+Dˆ+(Lˆ+)T bzw. Lˇ+Dˇ+(Lˇ+)T . Die jeweiligen
Shift-Parameter sind mit einem Stern versehen.
Da sich die jeweils interessierenden Eigenwerte von Lˆ+Dˆ+(Lˆ+)T und
Lˇ+Dˇ+(Lˇ+)T unterscheiden, werden die entsprechenden Approximationen an
Eigenvektoren weitgehend unabha¨ngig voneinander aufgestellt. Bei der Inter-
pretation als linke und rechte Singula¨rvektoren stellen wir deswegen schlechte
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Kopplungen innerhalb der invarianten Unterra¨ume fest. Siehe Abbildun-
gen 3.2 und 1.3.
-12
-14
-11
-8
-11
-7
-5
-2
Σ
B
linke Vektoren rechte Vektoren
BV=U
Abbildung 3.2: Links sind die Fehler von UTBV − Σ fu¨r die betrachtete
Wilkinson-Matrix angedeutet. Die Zahlen geben deren Gro¨ßenordnung an.
So ist beispielsweise U(:, 16)TBV (:, 17) = O(10−7). Rechts wird das Problem
noch einmal symbolisch dargestellt: Nach der Sto¨rungstheorie sind bei engen
Clustern die Unterra¨ume sehr gut bestimmt. Deren exakte Basen (gefu¨llte
Pfeile) werden durch numerisch orthogonale Vektoren (offene Pfeile) appro-
ximiert. Erfolgt die Konstruktion unabha¨ngig voneinander, kann oft keine
gute Kopplung bzgl. B mehr gewa¨hrleistet werden.
In diesem Beispiel sind alle Eigenwerte nach einmaligem Anwenden der Shift-
Strategie isoliert. In Fa¨llen, bei denen wir einen Darstellungsbaum mit meh-
reren Ebenen benutzen mu¨ssen, wu¨rde der RRR-Algorithmus auf beiden Pro-
blemen mit unterschiedlichen Shift-Parametern arbeiten und damit die Kopp-
lungseigenschaften weiter negativ beeinflussen: path(BTB) 6= path(BBT )
4. Zusammenfassung der Probleme
Wir halten abschließend einige grundsa¨tzliche Probleme beim getrennten An-
wenden des RRR-Algorithmus auf die Normalengleichungen fest:
• Die Eigenwerte von Lˆ+Dˆ+(Lˆ+)T und Lˇ+Dˇ+(Lˇ+)T ko¨nnen sich stark
unterscheiden: ∣∣∣λˆ+j − λˇ+j ∣∣∣ = O(σ2j ²)
Deshalb kann eine gute Kopplung der Singula¨rvektoren nicht garantiert
werden.
• Dieses Problem versta¨rkt sich bei Darstellungsba¨umen mit mehreren
Ebenen, d.h. wenn Translationen von Lˆ+Dˆ+(Lˆ+)T und Lˇ+Dˇ+(Lˇ+)T
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zu faktorisieren sind. In diesen Fa¨llen erfolgt die Auswahl von Shift-
Parametern mo¨glicherweise nach unterschiedlichen Kriterien.
• Verwenden wir zusa¨tzlich Techniken zur Verbesserung der Orthogo-
nalita¨t wie in Beispiel 1.31 (Bisektoren), kann die Kopplung der Sin-
gula¨rvektoren weiter beeintra¨chtigt werden.
Andererseits fallen solche Probleme fu¨r sehr kleine Singula¨rwerte nicht ins
Gewicht. Fu¨r σj ≤ σnn² ist bereits
‖Bv − σju‖ ≤ ‖Bv‖+ ‖σju‖ = O(σj) = O(σnn²)
und damit eine schlechte Kopplung numerisch nicht mehr meßbar.
3.1.2 Golub-Kahan Matrix
Bei der Behandlung des tSEP fu¨r die Golub-Kahan Matrix TGK = QΛQ
T
reicht es, nur die positiven Eigenwerte und die letzten n Spalten von Q
anzuna¨hern. Wir haben bereits festgestellt, daß bei der Anwendung eines
numerischen Lo¨sungsverfahrens Approximationen Q¯ erzeugt werden, die nu-
merisch orthogonal sind. Extrahieren wir U¯ = Q¯(2 : 2 : 2n, n + 1 : 2n) und
V¯ = Q¯(1 : 2 : 2n− 1, n+ 1 : 2n), so sind auch die numerischen Kriterien fu¨r
‖BV¯ − U¯Σ¯‖ erfu¨llt. Es gibt aber Fa¨lle, in denen U¯ und V¯ selbst sehr weit
von numerischer Orthogonalita¨t entfernt sind, vgl. Beispiel 1.33.
Eine Fallstudie
Neben der oben skizzierten grundsa¨tzlichen Problematik treten bei der An-
wendung des RRR-Algorithmus auf die Golub-Kahan Matrix einige verfah-
rensspezifische Besonderheiten auf, die wir nun genauer untersuchen. Ein
ha¨ufig beobachtetes Pha¨nomen ist das Auftreten von großem Elementwachs-
tum bei Faktorisierungen von TGK − µI.
Als Erweiterung der bereits in Beispiel 2.9 dargestellten Problematik betrach-
ten wir nun eine Bidiagonalmatrix B′ mit Singula¨rwerten
σ1 =
√
², σj = 1 + j
4
√
² fu¨r j = 2 : 9, σ10 =
√
2
Aus B′ bilden wir dann eine geleimte Matrix B := B′(10, 1, 200²). (Auf
diese Weise ko¨nnen wir beliebig viele Testprobleme erzeugen, bei denen die
Situation a¨hnlich ist, vgl. Beispiel 1.19.) Wir wa¨hlen τ nun etwas kleiner als
den kleinsten Singula¨rwert von B und vergleichen das Elementwachstum von
TGK − τI = L˜+D˜+(L˜+)T und BTB − τ 2I = Lˆ+Dˆ+(Lˆ+)T in Tabelle 3.2 und
Abbildung 3.3. Wir beobachten mit elg(TGK , τ) = O(108) ein viel gro¨ßeres
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Elementwachstum bei der Faktorisierung der Golub-Kahan Matrix als bei der
Verwendung der Normalengleichung: elg(BTB, τ 2) = O(1). In diesem Bei-
spiel sind die geraden Pivotelemente von D˜+ fu¨r das große Elementwachstum
verantwortlich. Andererseits ist auffa¨llig, daß die Produkte d˜+2i−1d˜
+
2i jeweils
klein sind. Wir werden diese Beobachtung in Abschnitt 3.2 wieder aufgreifen.
i d˜+i |d˜+i |(1 + (l˜+i )2) dˆ+i/2 |dˆ+i/2|(1 + (lˆ+i/2)2)
1 -1.4901E-08 2.5586E+07
2 2.5586E+07 2.5586E+07 3.8123E-01 1.0005E+00
3 -3.9102E-08 1.0129E+00
4 1.0129E+00 2.0007E+00 3.9608E-08 1.0005E+00
...
...
...
...
...
39 -1.5099E-08 1.3065E+08
40 1.3065E+08 1.3065E+08 1.9727E+00 1.9727E+00
Tabelle 3.2: Ausgewa¨hlte diagonale Pivotelemente und Terme, die das Ele-
mentwachstum beeinflussen. Vergleich der Matrizen L˜+D˜+(L˜+)T (Golub-
Kahan Matrix) und Lˆ+Dˆ+(Lˆ+)T (Normalengleichung).
Zusammenfassung der Probleme
Wir tragen einige Beobachtungen zusammen, die sich beim Anwenden des
RRR-Algorithmus auf die Golub-Kahan Matrix nachteilig auswirken ko¨nnen.
Das Kernproblem ist, daß Faktorisierungen von TGK −µI deutlich anfa¨lliger
fu¨r unerwu¨nschte Effekte sind als die a¨quivalenten Faktorisierungen von
BTB − µ2I oder BBT − µ2I.
• Ein Cluster aus kleinen Singula¨rwerten von B fu¨hrt zu eng beieinan-
der liegenden Eigenwerten der Golub-Kahan Matrix, die symmetrisch
um die Null herum angeordnet sind. Wa¨hrend der relative Abstand
ρ(−σ1, σ1) > 1 unbedenklich ist, kann der absolute Abstand zwischen
−σ1 und σ1 zu Verschlechterungen der Schranke des a priori Kriteriums
fu¨hren, vgl. Satz 2.7 sowie Beispiele 2.8 und 2.9.
• Wa¨hlen wir den Shift τ ungu¨nstig in der Na¨he eines Ritz-Wertes der
Golub-Kahan Matrix, so mu¨ssen wir mit hohem Elementwachstum
oder sogar einem Breakdown der Faktorisierung rechnen. Da jeder
Minor von TGK singula¨r ist, tritt diese Situation im Vergleich zu den
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Abbildung 3.3: Vergleich der Gro¨ßenordnung der diagonalen Pivotelemen-
te (oben) und der Terme, die das Elementwachstum beeinflussen (unten).
Dargestellt sind die Daten der Faktorisierungen Lˆ+Dˆ+(Lˆ+)T (Normalenglei-
chung) und L˜+D˜+(L˜+)T (Golub-Kahan Matrix). In den Diagrammen sind
die Gro¨ßen log10(|d˜+i |) und log10(|d˜+i |(1 + (l˜+i )2)) als ausgefu¨llte Quadrate
aufgetragen. Die Werte von log10(|dˆ+i/2|) und log10(|dˆ+i/2|(1 + (lˆ+i/2)2)) sind als
Kreuze markiert und zur Verdeutlichung durch Linien verbunden.
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Normalengleichungen ha¨ufiger ein. Deswegen sind oft mehrere Shift-
Kandidaten zu testen, und wir mu¨ssen versta¨rkt auf das a posteriori
Kriterium (Kontrolle der relativen Konditionszahlen, Abschnitt 2.4)
zuru¨ckgreifen, um gesicherte Ergebnisse zu erhalten. Dadurch kann
sich der Aufwand gegenu¨ber der Arbeit auf den Normalengleichungen
merkbar erho¨hen. Siehe auch Abbildung 3.4.
TGK B  B
T
0 0
Abbildung 3.4: Eigen- und Ritzwerte von TGK bzw. B
TB und BBT .
• Kritisch sind große Schwankungen bei den diagonalen Pivotelementen
auch fu¨r die Bestimmung einer Approximation an einen Eigenvektor
q, aus der anschließend Na¨herungen an den linken und rechten Sin-
gula¨rvektor von B extrahiert werden sollen: Es kann zu einer
”
Verschie-
bung der Information“ von den kleinen auf die großen Komponenten
von q kommen. Wenn betragsgroße und -kleine Komponenten von q ge-
rade alternieren, ko¨nnen die gewonnenen Na¨herungen an u und v weit
von numerischer Orthogonalita¨t entfernt sein, obwohl die Na¨herung an
q selbst hinreichend genau ist. Dieses Pha¨nomen beobachten wir bei
numerischen Experimenten, wenn wir Testla¨ufe fu¨r geleimte Matrizen
mit hoher Konditionszahl durchfu¨hren.
• Maßnahmen zur Verbesserung der numerischen Orthogonalita¨t der mit
dem RRR-Algorithmus ermittelten Na¨herungen an Q ko¨nnen unge-
wollten und schwer kontrollierbaren Einfluß auf die Qualita¨t der extra-
hierten Na¨herungen an U und V haben. Siehe auch Beispiel 1.33 auf
Seite 20.
• Als letztes Argument gegen Black-Box-Anwendung des
RRR-Algorithmus auf die Golub-Kahan Matrix ist anzufu¨hren, daß wir
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innere Schleifen der La¨nge 2n anstatt n abarbeiten mu¨ssen. Im Ver-
gleich zur zweimaligen Black-Box-Anwendung des RRR-Algorithmus
auf BTB bzw. BBT verdoppelt sich damit der Rechenaufwand fu¨r
einzelne Teilaufgaben, z.B. fu¨r die Bestimmung der interessierenden Ei-
genwerte auf Zwischenstufen im Darstellungsbaum. Dieser zusa¨tzliche
Aufwand schla¨gt sich in meßbar ho¨heren Ausfu¨hrungszeiten nieder.
Ein hybrider Algorithmus?
? Matrix okay
Golub-KahanNormalen-
gleichungen okay
v vv v
v
v
v v v
v
v v
v v
v
Abbildung 3.5: Ein hybrider Algorithmus.
Die oben genannten Schwierigkeiten bei Verwendung der Golub-Kahan Ma-
trix treten versta¨rkt bei Clustern kleiner Singula¨rwerte auf. Fu¨r vie-
le Testmatrizen erhalten wir jedoch durch Black-Box-Anwendung des
RRR-Algorithmus auf TGK Na¨herungen, die auch den Genauigkeitsanforde-
rungen an die urspru¨ngliche bSVD sehr gut genu¨gen. So ist beispielsweise
das Wilkinson-Problem auf der Basis der Golub-Kahan Matrix hinreichend
genau lo¨sbar. Andererseits ist es in manchen Fa¨llen gu¨nstiger, die Norma-
lengleichungen zu verwenden. Zusammengefaßt bedeutet dies:
• Die Anwendung des RRR-Algorithmus auf die Golub-Kahan Matrix
fu¨hrt zu gut gekoppelten Na¨herungen an die Singula¨rvektoren. Proble-
matisch sind Cluster kleiner Singula¨rwerte.
70 Kapitel 3. Kopplungen und die Adaption auf die bidiagonale SVD
• Die Anwendung des RRR-Algorithmus auf die Normalengleichungen
fu¨hrt zu Na¨herungen an Singula¨rvektoren, die numerisch orthogonal
sind. Schlechte Kopplungen treten bei Clustern großer Singula¨rwerte
auf.
Diese Beobachtungen und die Adaptivita¨t des RRR-Algorithmus legen die
Verwendung eines hybriden Verfahrens nahe, vgl. Abbildung 3.5. Dieser
Ansatz bleibt aber ingesamt unbefriedigend. Es fehlen allgemeingu¨ltige
Aussagen, die fu¨r beliebige Spektren angeben, wann die Verwendung der
Normalengleichungen angemessen ist und wo auf die Golub-Kahan Matrix
zuru¨ckgegriffen werden sollte. Insbesondere ist nicht gekla¨rt, ob immer eine
der beiden Varianten zum Erfolg fu¨hrt.
3.1.3 Der Lo¨sungsansatz: Kopplungen
Nach den Beobachtungen der vorigen Abschnitte fu¨hrt das getrennte Anwen-
den des RRR-Algorithmus auf BTB, BBT oder TGK i.a. nicht zu Ergebnis-
sen, die den Genauigkeitsanforderungen der urspru¨nglich gestellten bSVD
genu¨gen. Auch bei hybriden Strategien fehlen hinreichende Kriterien fu¨r ein
generell zuverla¨ssiges Verfahren.
Um Singula¨rvektorpaare zu bestimmen, die sowohl numerisch orthogonal
als auch gut gekoppelt sind, schlagen wir eine Methode vor, die das tSEP
BTB = V Σ2V T mit dem RRR-Algorithmus lo¨st. Dabei fu¨hren wir aber die
entsprechenden Faktorisierungen von BBT implizit mit, vgl. Abbildung 3.6.
Als Ergebnis dieser Strategie weisen wir weitaus gu¨nstigere Eigenschaften der
Eigenwerte der so verknu¨pften Faktorisierungen nach. In numerischen Ex-
perimenten zeigt sich ferner, daß die auf diese Weise gebildeten Na¨herungen
an die linken Singula¨rvektoren vorzu¨glich gekoppelt sind. Im Folgenden stel-
len wir ein System von Kopplungsmechanismen zur Verfu¨gung, mit denen
wir die Faktorisierungen von BTB, BBT und TGK in Beziehung zueinander
setzen ko¨nnen.
Wir nehmen an, daß wir den RRR-Algorithmus auf BTB und BBT mit
identischen Shift-Parametern anwenden. Zu einem interessierenden Sin-
gula¨rvektorpaar bezeichnen wir die entsprechenden Pfade mit
path(BTB) = path(BBT ) = (ν(1), . . . , ν(rec))
Wir bestimmen also beispielsweise BABE-Faktorisierungen
BTB − ν(1)I = Lˆ(1)Dˆ(1)(Lˆ(1))T = Uˆ (1)Rˆ(1)(Uˆ (1))T
= Nˆ
(1)
k Gˆ
(1)
k (Nˆ
(1)
k )
T , k = 1:n
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Abbildung 3.6: Grundidee der Kopplungen: Anstatt Translationen von BTB,
BBT und TGK explizit und unabha¨ngig voneinander zu faktorisieren (offe-
ne Pfeile nach oben), wenden wir den RRR-Algorithmus auf BTB an und
benutzen Kopplungsmechanismen, mit denen die Beziehungen zwischen den
Daten Zˆ+, Zˇ+ und Z˜+ beschrieben werden ko¨nnen (gefu¨llte Pfeile unten).
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und
Lˆ(r−1)Dˆ(r−1)(Lˆ(r−1))T − ν(r)I = Lˆ(r)Dˆ(r)(Lˆ(r))T = Uˆ (r)Rˆ(r)(Uˆ (r))T
= Nˆ
(r)
k Gˆ
(r)
k (Nˆ
(r)
k )
T , k = 1:n
mit Hilfe QD-artiger Transformationen, die wir in den Abschnitten 3.2
und 3.3 na¨her spezifizieren. Die entsprechenden Parametrisierungen spei-
chern wir fu¨r r = 1 : rec in Matrix-Tupeln Zˆ(r) = [Dˆ(r), Lˆ(r), Rˆ(r), Uˆ (r), Γˆ(r)].
Faktorisierungen basierend auf BBT bzw. TGK fassen wir zu entsprechenden
Matrix-Tupeln Zˇ(r) bzw. Z˜(r) zusammen.
Definition 3.2 (Ein a¨quivalenter Pfad fu¨r TGK)
Wir definieren einen zu path(BTB) = path(BBT ) = (ν(1), . . . , ν(rec))
a¨quivalenten Pfad fu¨r TGK durch
for r = 1 : rec do
νsum =
∑r−1
j=1 ν
(j)
µsum =
∑r−1
j=1 µ
(j)
Wa¨hle µ(r) als betragskleinere Lo¨sung von (µsum + µ
(r))
2
= (νsum + ν
(r)).
end for
path(TGK) := (µ
(1), . . . , µ(rec))
Es gilt
∑r
j=1 ν
(j) = (
∑r
j=1 µ
(j))
2
fu¨r alle r ≤ rec.
In den na¨chsten beiden Abschnitten untersuchen wir die Kopplungen zwi-
schen den Daten von Zˆ(r), Zˇ(r) und Z˜(r) und bescha¨ftigen uns mit der Frage,
wie die Umrechnungsmechanismen genutzt werden ko¨nnen, um gut gekop-
pelte Singula¨rvektorpaare zu erhalten, vgl. Abbildung 3.7. Es stellen sich
signifikante Unterschiede zwischen Kopplungen auf der ersten Ebene (r = 1)
und Kopplungen auf ho¨heren Ebenen (r > 1) heraus.
BTB TGK BB
T
Ebene 1 νˆ(1), Zˆ(1)
?←→ µ˜(1), Z˜(1) ?←→ νˇ(1), Zˇ(1)
Ebene 2 νˆ(2), Zˆ(2)
?←→ µ˜(2), Z˜(2) ?←→ νˇ(2), Zˇ(2)
...
Ebene rec νˆ(rec), Zˆ(rec)
?←→ µ˜(rec), Z˜(rec) ?←→ νˇ(rec), Zˇ(rec)
v q = Pps
(
u
v
)
u
Abbildung 3.7: Pfade und Parametrisierungen zur Bestimmung von Sin-
gula¨rvektoren eines einzelnen Singula¨rwertes σ.
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3.2 Kopplungen auf der ersten Ebene
Wir betrachten Zusammenha¨nge zwischen Faktorisierungen auf der ersten
Ebene des Darstellungsbaumes. In diesem Fall ist ν(1) = (µ(1))2. Wir ku¨rzen
µ(1) = µ ab und schreiben bei den Faktorisierungen anstelle der Indizes
lediglich ein Pluszeichen, also beispielsweise
BTB − µ2I = Lˆ+Dˆ+(Lˆ+)T
als u¨bersichtlichere Abku¨rzung fu¨r
BTB − ν(1)I = Lˆ(1)Dˆ(1)(Lˆ(1))T
Bei Kopplungen auf der ersten Ebene untersuchen wir also Zerlegungen von
BTB − µ2I, BBT − µ2I und TGK − µI
Wir finden hier die gu¨nstige Situation vor, daß in allen drei Fa¨llen die zu fak-
torisierende Matrix durch die Eingangsdaten der Matrix B gegeben ist. Wir
ko¨nnen insbesondere die Eigenschaft diag(TGK) = 0 (Nullvektor) intensiv
ausnutzen.
3.2.1 Faktorisierungen
Wir verallgemeinern nun die Algorithmen 2.1 und 2.2 von LDLT -
Faktorisierungen auf allgemeine BABE-Faktorisierungen. Wir fu¨hren dazu
weitere Hilfsvariablen
pˆi = rˆ
+
i − b2i−1 =
aiuˆ
+
i
bi
pˆi+1 − µ2 und pˇi+1 = dˇ+i+1 − b2i =
ai+1lˇ
+
i
bi
pˇi − µ2
ein und verwenden das folgende in [29] bewiesene Lemma, das nu¨tzliche For-
meln fu¨r die Berechnung der Twist-Elemente bereitstellt. Siehe auch Glei-
chung (2.5) auf Seite 38.
Lemma 3.3 (Formeln fu¨r Γ+)
Fu¨r eine symmetrisch tridiagonale Matrix T und einen Shift-Parameter τ
mo¨gen die Faktorisierungen
T − τI = L+D+(L+)T = U+R+(U+)T = N+k G+k (N+k )T , k = 1 : n
existieren. Dann gilt
det(T − τI) = d+1 · · · d+k−1γ+k r+k+1 · · · r+n (3.3)
γ+k r
+
k+1 = d
+
k γ
+
k+1 (3.4)
γ+k = sk + pk + τ (3.5)
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Die Transformationen aus Algorithmus 3.1 erlauben dann eine gemischte
Stabilita¨tsanalyse mit kleinen multiplikativen Sto¨rungen. Die Aussagen von
Satz 2.2 sind also u¨bertragbar auf BABE-Faktorisierungen. Siehe auch [29,
37] und Anhang B.
Algorithmus 3.1 Faktorisiere BTB − µ2I (links) und BBT − µ2I (rechts).
Gegeben: B, µ
Gesucht: Zˆ+ = [Dˆ+, Lˆ+, Sˆ,
Rˆ+, Uˆ+, Pˆ , Γˆ+]
1: sˆ1 = −µ2
2: for i = 1 : n− 1 do
3: dˆ+i = sˆi + a
2
i
4: lˆ+i =
aibi
dˆ+i
5: sˆi+1 =
b2i
dˆ+i
sˆi − µ2
6: end for
7: dˆ+n = sˆn + a
2
n
8: pˆn = a
2
n − µ2
9: for i = n− 1 : −1 : 1 do
10: rˆ+i+1 = pˆi+1 + b
2
i
11: uˆ+i =
aibi
rˆ+i+1
12: pˆi =
aiuˆ
+
i
bi
pˆi+1 − µ2
13: end for
14: rˆ+1 = pˆ1
15: for i = 1 : n do
16: γˆ+i = sˆi + pˆi + µ
2
17: end for
Gegeben: B, µ
Gesucht: Zˇ+ = [Dˇ+, Lˇ+, Pˇ ,
Rˇ+, Uˇ+, Sˇ, Γˇ+]
1: sˇn = −µ2
2: for i = n− 1 : −1 : 1 do
3: rˇ+i+1 = sˇi+1 + a
2
i+1
4: uˇ+i =
ai+1bi
rˇ+i+1
5: sˇi =
biuˇ
+
i
ai+1
sˇi+1 − µ2
6: end for
7: rˇ+1 = sˇ1 + a
2
1
8: pˇ1 = a
2
1 − µ2
9: for i = 1 : n− 1 do
10: dˇ+i = pˇi + b
2
i
11: lˇ+i =
ai+1bi
dˇ+i
12: pˇi+1 =
ai+1 lˇ
+
i
bi
pˇi − µ2
13: end for
14: dˇ+n = pˇn
15: for i = 1 : n do
16: γˇ+i = sˇi + pˇi + µ
2
17: end for
Bemerkung 3.4 (Linke und rechte Seite von Algorithmus 3.1)
Die Matrix B(rev) = diag([an, . . . , a1]) + diag([bn−1, . . . , b1]), 1) enthalte die
Eintra¨ge von B in umgekehrter Reihenfolge. Die Faktorisierungen
BTB − µ2I = LˆDˆLˆT und B(rev)(B(rev))T − µ2I = Uˇ (rev)Rˇ(rev)(Uˇ (rev))T
seien mit den Zeilen 1 bis 7 der linken und rechten Seite von Algorithmus 3.1
berechnet. Dann gilt fu¨r i = 1 : n
dˆn−i+1 = rˇ
(rev)
i , lˆn−i = uˇ
(rev)
i , sˆn−i+1 = sˇ
(rev)
i
Fu¨r die Faktorisierungen
BTB − µ2I = UˆRˆUˆT und B(rev)(B(rev))T − µ2I = Lˇ(rev)Dˇ(rev)(Lˇ(rev))T
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gegeben durch die Zeilen 8 bis 14 gilt analog
rˆn−i+1 = dˇ
(rev)
i , uˆn−i = lˇ
(rev)
i , pˆn−i+1 = pˇ
(rev)
i
und entsprechend den Zeilen 16
γˆn−i+1 = γˇ
(rev)
i
Wir ko¨nnen also die linke Seite von Algorithmus 3.1 auch definieren durch
Anwenden der rechten Seite auf B(rev) und umgekehrt.
Algorithmus 3.2 Faktorisiere TGK − µI = N˜+k G˜+k (N˜+k )
T
, k = 1 : 2n.
Gegeben: c := [a1, b1, a2, . . . , bn−1, an], µ
Gesucht: Z˜+ = [D˜+, L˜+, R˜+, U˜+, Γ˜+]
1: d˜+1 = −µ
2: for i = 1 : 2n− 1 do
3: l˜+i =
ci
d˜+i
4: d˜+i+1 = − c
2
i
d˜+i
− µ {= −cil˜+i − µ}
5: end for
6: r˜+2n = −µ
7: for i = 2n− 1 : −1 : 1 do
8: u˜+i =
ci
r˜+i+1
9: r˜+i = − c
2
i
r˜+i+1
− µ {= −ciu˜+i − µ}
10: end for
11: for i = 1 : 2n do
12: γ˜+i = d˜
+
i + r˜
+
i + µ
13: end for
Bemerkung 3.5 (Faktorisierungen von TGK − µI und TGK + µI)
Beim Vergleich der Faktorisierungen
TGK − µI = N˜+k G˜+k (N˜+k )
T
und TGK + µI =
˜˜N+k
˜˜G+k (
˜˜N+k )
T
ergibt sich fu¨r i = 1 : 2n
d˜+i = − ˜˜d+i , l˜+i = −˜˜l+i , r˜+i = −˜˜r+i , u˜+i = − ˜˜u+i , γ˜+i = −˜˜γ
+
i
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3.2.2 Kopplungen
In [37], Theorem 3.3, sind Zusammenha¨nge zwischen LDLT -Faktorisierungen
von BTB−µ2I, BBT −µ2I und TGK−µI in exakter Arithmetik dargestellt.
Wir fassen die Ergebnisse in der ersten Zeile des nachfolgenden Lemmas zu-
sammen und erga¨nzen die entsprechenden Zusammenha¨nge fu¨r allgemeinere
BABE-Faktorisierungen.
Lemma 3.6 (Kopplung von Zˆ+ ↔ Z˜+ ↔ Zˇ+)
Wenn die entsprechenden Faktorisierungen existieren, dann gilt fu¨r i = 1 : n
µd˜+2i−1 = sˆi µd˜
+
2i = pˇi ([37], Theorem 3.3)
µr˜+2i−1 = pˆi µr˜
+
2i = sˇi
µγ˜+2i−1 = γˆ
+
i µγ˜
+
2i = γˇ
+
i
Beweis: Stellvertretend fu¨r die ersten vier Formeln zeigen wir µr˜+2i−1 = pˆi.
Mit Hilfe von Algorithmus 3.2 dru¨cken wir r˜+2i−1 durch r˜
+
2i+1 aus:
r˜+2i−1
Z.9
= −c
2
2i−1
r˜+2i
− µ Z.9= − a
2
i
− c22i
r˜+2i+1
− µ
− µ = a2i
r˜+2i+1
b2i + µr˜
+
2i+1
− µ
Algorithmus 3.1 liefert eine Beschreibung von pˆi durch pˆi+1
pˆi
Z.11,12
=
a2i
rˆ+i+1
pˆi+1 − µ2 Z.10= a2i
pˆi+1
b2i + pˆi+1
− µ2
und damit den Induktionsschluß.
Die Kopplungen von Γˆ+, Γˇ+ und Γ˜+ ergeben sich aus dem Vergleich der
Zeile 12 von Algorithmus 3.2 mit den Zeilen 16 von Algorithmus 3.1. ¤
Mit Lemma 3.6 ko¨nnen wir also die Gro¨ßen Zˆ+ ↔ Z˜+ ↔ Zˇ+ leicht ineinander
umrechnen. Die na¨chste Folgerung erlaubt es, Z˜+ zu eliminieren und damit
Zˆ+ ↔ Zˇ+ direkt miteinander zu verknu¨pfen.
Folgerung 3.7 (Direkte Kopplung Zˆ+ ↔ Zˇ+)
Setzen wir sˆn+1 = sˇ0 = sˆ1 = −µ2 und rˆ+n+1 = pˆn+1 = dˇ+0 = pˇ0 = 1, so ergibt
sich fu¨r i = 1 : n
dˇ+i = sˆi+1
dˆ+i
sˆi
, pˇi = −µ2 dˆ
+
i
sˆi
, rˇ+i = pˆi
rˆ+i+1
pˆi+1
, sˇi = −µ2 rˆ
+
i+1
pˆi+1
dˆ+i = pˇi
dˇ+i−1
pˇi−1
, sˆi = −µ2 dˇ
+
i−1
pˇi−1
, rˆ+i = sˇi−1
rˇ+i
sˇi
, pˆi = −µ2 rˇ
+
i
sˇi
γˆ+i sˇi = γˇ
+
i sˆi
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Beweis: Stellvertretend fu¨r die ersten beiden Zeilen zeigen wir sˇi = −µ2 rˆ
+
i+1
pˆi+1
.
Mit Zeile 9 von Algorithmus 3.2, Zeile 10 von Algorithmus 3.1 und dem
vorigen Lemma ergibt sich
sˇi = µr˜
+
2i = µ
(
− c
2
2i
r˜+2i+1
− µ
)
= −µ2
(
b2i + µr˜
+
2i+1
µr˜+2i+1
)
= −µ2 rˆ
+
i+1
pˆi+1
Auf a¨hnliche Weise zeigen wir pˆi = −µ2 rˇ
+
i
sˇi
und ko¨nnen rˇ+i = −µ−2pˆisˇi =
pˆi
rˆ+i+1
pˆi+1
folgern.
Zum Beweis von γˆ+i sˇi = γˇ
+
i sˆi verwenden wir die rekursive Darstellung
γ˜+2id˜
+
2i−1 = r˜
+
2iγ˜
+
2i−1 aus Lemma 3.3 und beachten das vorige Lemma. ¤
Folgerung 3.8 (Kopplung der Pivotelemente)
Sei d˜+2n+1 = r˜
+
0 = −µ. Mit Lemma 3.6 und Folgerung 3.7 erhalten wir
dˆ+i = −d˜+2i−1d˜+2i dˇ+i = −d˜+2id˜+2i+1 i = 1 : n
lˆ+i = −l˜+2i−1l˜+2i lˇ+i = −l˜+2il˜+2i+1 i = 1 : n− 1
rˆ+i = −r˜+2i−2r˜+2i−1 rˇ+i = −r˜+2i−1r˜+2i i = 1 : n
uˆ+i = −u˜+2i−1u˜+2i uˇ+i = −u˜+2iu˜+2i+1 i = 1 : n− 1
γˆ+i = µγ˜
+
2i−1 γˇ
+
i = µγ˜
+
2i i = 1 : n
Beweis: Wir betrachten wieder stellvertretend fu¨r alle Formeln
rˇ+i = −µ−2pˆisˇi = −r˜+2i−1r˜+2i
¤
Bemerkung 3.9 (Kopplungen in Matrix-Notation)
Wir nehmen an, daß wir durch Lo¨sen von Nˆ+k Gˆ
+
k (Nˆ
+
k )
T · v = γˆ+k ek und
Nˇ+k Gˇ
+
k (Nˇ
+
k )
T · u = γˇ+k ek ein singula¨res Tripel (σ, u, v) von B exakt bestim-
men ko¨nnen. Ein Vergleich der Komponenten von u und v ergibt fu¨r i < k
ui
vi
=
k−1∏
j=i
lˇ+j
lˆ+j
=
k−1∏
j=i
l˜+2j+1
l˜+2j−1
=
l˜+2k−1
l˜+2i−1
und fu¨r i ≥ k
ui+1
vi+1
=
i∏
j=k
uˇ+j
uˆ+j
=
i∏
j=k
u˜+2j+1
u˜+2j−1
=
u˜+2i+1
u˜+2k−1
.
Definieren wir also die Diagonalmatrix
Xk := diag
([
l˜+2k−1
l˜+1
, . . . ,
l˜+2k−1
l˜+2k−3
, 1,
u˜+2k+1
u˜+2k−1
, . . . ,
u˜+2n−1
u˜+2k−1
])
so sind wir jetzt in der Lage, die klassische Umrechnung u = 1
σ
B · v zu
ersetzen durch u = Xk · v.
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In der Gleitpunktarithmetik ist die Verwendung der Bidiagonalmatrix kri-
tisch, wenn beispielsweise die Eintra¨ge von B stark alternieren. Die berech-
nete Gro¨ße fl( 1
σ
B · v) approximiert dann verursacht durch Auslo¨schung das
tatsa¨chliche Ergebnis u nur sehr schlecht. Diese negativen Effekte versta¨rken
sich, wenn σ innerhalb eines Clusters liegt. Die klassische Umrechnung
u = 1
σ
B · v ist also numerisch nicht praktikabel.
Nach Bemerkung 3.9 ko¨nnen wir zu jedem Singula¨rvektorpaar eine Diago-
nalmatrix Xk finden, die sich aus Daten zusammensetzt, bei denen der ent-
sprechende Singula¨rwert als isoliert betrachtet werden kann. Im Gegensatz
zur Umrechnung mit B werden die Komponenten der Vektoren ausschließ-
lich unter Verwendung von Multiplikationen und Divisionen verknu¨pft, so
daß eine Berechnung fl(Xk · v) ru¨ckwa¨rts stabil ist.
3.2.3 Singula¨rvektorpaare fu¨r isolierte Singula¨rwerte
Wir geben nun ein Verfahren zur Bestimmung gut gekoppelter Sin-
gula¨rvektorpaare fu¨r isolierte Singula¨rwerte an. Dazu behandlen wir fu¨nf
Unterpunkte.
1. Umrechnung Zˆ+ → Zˇ+ auf der ersten Ebene.
2. Verhalten bei Breakdowns.
3. Bestimmung gekoppelter Singula¨rvektorpaare.
4. Minimierung des Rechenaufwands.
5. Nachiteration zur Verbesserung der Genauigkeit.
1. Umrechnung Zˆ+ → Zˇ+ auf der ersten Ebene
Das Verfahren basiert auf der Idee, die Faktorisierung von BTB− µ2I expli-
zit durchzufu¨hren, wa¨hrend die Zerlegungen von BBT −µ2I (und TGK −µI)
implizit aufgestellt werden. Zu diesem Zweck erlaubt Folgerung 3.7 die For-
mulierung der Umrechnung in Algorithmus 3.3 auf Seite 79. Der Datenfluß
ist in Abbildung 3.8 dargestellt. Da wir ausschließlich Multiplikationen und
Divisionen verwenden, ist die Transformation Zˆ+ → Zˇ+ ru¨ckwa¨rts stabil mit
hoher relativer Genauigkeit.
Bemerkung 3.10 (Zˆ+ → Zˇ+ oder Zˇ+ → Zˆ+ ?)
Sei wie in Bemerkung 3.4 die Matrix mit umgekehrt angeordneten Eintra¨gen
B(rev) = diag([an, . . . , a1]) + diag([bn−1, . . . , b1]), 1) und eine Permutations-
matrix P mit P · x = x(n : −1 : 1) gegeben. Wegen B(rev) = PBTP ist fu¨r
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Algorithmus 3.3 Umrechnung Zˆ+ → Zˇ+ auf der ersten Ebene (r = 1).
Gegeben: Dˆ+, Sˆ, Rˆ+, Pˆ , Γˆ+, B, µ
Gesucht: Zˇ+ = [Dˇ+, Lˇ+, Pˇ , Rˇ+, Uˇ+, Sˇ, Γˇ+]
{Umrechnung [Dˆ+, Sˆ]→ [Dˇ+, Lˇ+, Pˇ ]}
1: for i = 1 : n− 1 do
2: t =
dˆ+i
sˆi
3: pˇi = −µ2t
4: dˇ+i = sˆi+1t
5: lˇ+i =
ai+1bi
dˇ+i
6: end for
7: dˇ+n = pˇn {= −µ2 dˆ
+
n
sˆn
}
{Umrechnung [Rˆ+, Pˆ ]→ [Rˇ+, Uˇ+, Sˇ]}
8: sˇn = −µ2
9: rˇ+n = pˆn
10: for i = n− 1 : −1 : 1 do
11: t =
rˆ+i+1
pˆi+1
12: sˇi = −µ2t
13: rˇ+i = pˆit
14: uˇ+i =
ai+1bi
rˇ+i+1
15: end for
{Umrechnung [Γˆ+, Sˆ, Sˇ]→ Γˇ+}
16: for i = 1 : n do
17: γˇ+i = γˆ
+
i
sˇi
sˆi
18: end for
 
 
















	
	
	


























Dˇ+Dˆ+
Sˆ
Abbildung 3.8: Datenfluß bei Umrechnung [Dˆ+, Sˆ]→ [Dˇ+] (erste Ebene).
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die Singula¨rwertzerlegungen B = UΣV T und B(rev) = U (rev)Σ(V (rev))T ein
Zusammenhang gegeben durch U = PV (rev) und V = PU (rev). Bei dieser
Umrechnung wirkt die Permutation auf die Zeilen der Matrizen. Wir ko¨nnen
also ohne Beschra¨nkung der Allgemeinheit grundsa¨tzlich immer Kopplungen
Zˆ+ → Zˇ+ betrachten. Wir geben in Abschnitt 4.1.1 an, wann es dennoch
sinnvoll ist, mit B(rev) anstelle von B zu arbeiten.
2. Verhalten bei Breakdowns
Wir ero¨rtern nun die Frage, wie sich Breakdowns bei den Faktorisierungen
BTB − µ2I = Nˆ+k Gˆ+k (Nˆ+k )T auf die Kopplungen auswirken. Stellvertretend
fu¨r die gesamte BABE-Faktorisierung untersuchen wir hier wie in Bemer-
kung 2.6 (Seite 47) die Sequenz aus Gleichung (2.12)
dˆ+r = 0, lˆ
+
r = sˆr+1 = dˆ
+
r+1 =∞, lˆ+r+1 = 0, sˆr+2 = b2r+1 − µ2
In der Umrechnung [Dˆ+, Sˆ] → [Dˇ+, Lˇ+, Pˇ ] ko¨nnen wir die problematischen
Elemente wie folgt umgehen:
pˇr = −µ2 dˆ+rsˆr = 0, dˇ+r = pˇr + b2r = b2r, lˇ+r =
ar+1
br
pˇr+1 =
ar+1 lˇ
+
r
br
pˇr − µ2 = −µ2, dˇ+r+1 = pˇr+1 + b2r+1 = b2r+1 − µ2 = sˆr+2
Wir beachten weiter, daß wegen pˇr = µd˜
+
2r = 0
dˆ+r = 0 ⇒ d˜+2r = 0, d˜+2r+1 =∞
ein Breakdown der LDLT -Faktorisierung von BTB immer gekoppelt ist mit
dem Auftreten einer Null in einem gradzahligem Pivotelement der impli-
ziten LDLT -Faktorisierung von TGK . Dennoch ist das Produkt von d˜
+
2r
und d˜+2r+1 wegen dˇ
+
r = b
2
r wohlbestimmt. Wird bei der impliziten Fakto-
risierung von TGK ein ungerades Pivotelement Null, so erhalten wir wegen
0 = −d˜+2r−2d˜+2r−1 = dˇ+r−1 folgende Sequenz:
dˇ+r−1 = 0, lˇ
+
r−1 = pˇr = dˇ
+
r =∞, lˇ+r = 0, pˇr+1 = a2r+1 − µ2
Wir sehen eine vorteilhafte Eigenschaft von Algorithmus 3.3 darin, daß er
in diesem Falle keiner Modifikationen bedarf, wenn er fu¨r einen Rechner mit
IEEE-Norm [2] implementiert wird. (Beachte sˆr = 0 ⇒ sˆr+1 = −µ2. Auch
hier ist das Produkt von d˜+2r−1 und d˜
+
2r wegen dˆ
+
r = a
2
r wohlbestimmt.)
3. Bestimmung gekoppelter Singula¨rvektorpaare
Wir ko¨nnen die Ergebnisse des in Algorithmus 3.4 vorgeschlagenen Verfah-
rens wie folgt interpretieren. Sei
BTB − µ2I = Nˆ+
kˆ
Gˆ+
kˆ
(Nˆ+
kˆ
)T
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Algorithmus 3.4 Bestimmung eines Singula¨rvektorpaares fu¨r isoliertes µ2.
Gegeben: B, µ
Gesucht: Na¨herungen (u¯, v¯) an die zu µ geho¨renden Singula¨rvektoren.
Faktorisiere BTB − µ2I = Lˆ+Dˆ+(Lˆ+)T = Uˆ+Rˆ+(Uˆ+)T = Nˆ+
kˆ
Gˆ+
kˆ
(Nˆ+
kˆ
)T .
Lo¨se (Nˆ+
kˆ
Gˆ+
kˆ
(Nˆ+
kˆ
)T ) · v¯ = γˆkˆekˆ.
Verwende Algorithmus 3.3 fu¨r die Umrechnung Zˆ+ → Zˇ+.
Lo¨se (Nˇ+
kˇ
Gˇ+
kˇ
(Nˇ+
kˇ
)T ) · u¯ = γˇkˇekˇ.
Kennen wir v¯ als Lo¨sung von
Nˆ+
kˆ
Gˆ+
kˆ
(Nˆ+
kˆ
)T · v¯ = γˆ+
kˆ
ekˆ
so ko¨nnen wir u¯ als Lo¨sung von
Nˇ+
kˇ
Gˇ+
kˇ
(Nˇ+
kˇ
)T · u¯ = γˇ+
kˇ
ekˇ
bestimmen, ohne die Gro¨ßen Nˇ+
kˇ
und Gˇ+
kˇ
durch eine explizite Faktorisierung
BBT − µ2I = Nˇ+
kˇ
Gˇ+
kˇ
(Nˇ+
kˇ
)T
zu ermitteln.
Abbildung 3.9 zeigt alle Mo¨glichkeiten, um Faktorisierungen implizit zu kop-
peln. Sind beispielsweise die Daten Z˜+ aus einer expliziten Faktorisierung
einer Translation der Golub-Kahan Matrix gegeben, so ko¨nnen wir die Daten
der u¨brigen Faktorisierungen implizit bestimmen usw. Alle Transformatio-
nen sind ru¨ckwa¨rts stabil.
Lemma 3.6Lemma 3.6
Z˜+
BTB
Zˆ+ Zˇ+
BBT
TGK
Folg. 3.7
Abbildung 3.9: Ru¨ckwa¨rts stabile Kopplungen auf der ersten Ebene.
Der Rest dieses Abschnitts entha¨lt einige Hinweise fu¨r eine effiziente Imple-
mentierung von Algorithmus 3.4. Wir betrachten Mo¨glichkeiten zur Verbes-
serung der Ausfu¨hrungsgeschwindigkeit und der numerischen Genauigkeit.
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4. Minimierung des Rechenaufwands
Fu¨r die Daten von U und V mu¨ssen wir 2n2 Gleitpunktzahlen abspeichern.
Da der RRR-Algorithmus nur einen Bedarf von O(n) an zusa¨tzlichem Ar-
beitsspeicher beno¨tigt, lohnt es sich, in einer Vorverarbeitungsphase Gro¨ßen
wie aibi, a
2
i oder 1/ai einmalig zu berechnen und separat abzuspeichern, um
bei nachfolgenden Operationen Rechenaufwand einzusparen.
Wir betrachten noch einmal eine dahingehend optimierte Versi-
on der linken Seite von Algorithmus 3.1 zur Faktorisierung von
BTB − µ2I:
1: τ = −µ2
2: sˆ1 = τ
{2 Additionen, 3 Multiplikationen, 1 Division pro Durchlauf}
3: for i = 1 : n− 1 do
4: dˆ+i = sˆi + a
2
i
5: d̂d
+
i =
1
dˆ+i
6: lˆ+i = aibi · d̂d
+
i
7: sˆi+1 = b
2
i · sˆi · d̂d
+
i + τ
8: end for
9: dˆ+n = sˆn + a
2
n
10: pˆn = a
2
n + τ
{2 Additionen, 3 Multiplikationen, 1 Division pro Durchlauf}
11: for i = n− 1 : −1 : 1 do
12: rˆ+i+1 = pˆi+1 + b
2
i
13: r̂r+i+1 =
1
rˆ+i+1
14: uˆ+i = aibi · r̂r+i+1
15: p̂pi = a
2
i · pˆi+1 · r̂r+i+1
16: pˆi = p̂pi + τ
17: end for
18: rˆ+1 = pˆ1
19: for i = 1 : n do
20: γˆ+i = sˆi + p̂pi
21: end for
Fu¨r die in dieser Weise durchgefu¨hrten LDLT - und URUT -Faktorisierungen
ist also jeweils ein Aufwand von ca. 2n Additionen, 3n Multiplikationen und
n Divisionen zu verzeichnen. Die Bestimmung von Γˆ+ erfolgt dann mit n
zusa¨tzlichen Additionen und Vergleichsoperationen zur Bestimmung des be-
tragsminimalen Twist-Elementes.
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Kennen wir von vorneherein einen Index kˆ, so daß |γˆ+
kˆ
| hinreichend klein
ist, so beno¨tigen wir zum Aufstellen des rechten Singula¨rvektors lediglich
die Daten von Nˆ+
kˆ
und ko¨nnen somit mehr als die Ha¨lfte der Operationen
einsparen. Einige Heuristiken zur Bestimmung von kˆ ohne vollsta¨ndige Be-
rechnung von Γˆ+ sind in [26, 29] beschrieben und in der danach entwickelten
LAPACK-Routine DSTEGR implementiert, vgl. Abschnitt 4.3.
Das Lo¨sen von (Nˆ+
kˆ
Gˆ+
kˆ
(Nˆ+
kˆ
)T ) · v = γˆ+
kˆ
ekˆ ist mit einem Aufwand von n Mul-
tiplikationen verbunden. Die vollsta¨ndige Umrechnung Zˆ+ → Zˇ+ mit Algo-
rithmus 3.3 hat einen Aufwand von je 5n Multiplikationen und Divisionen.
Fu¨r das Lo¨sen von (Nˇ+
kˇ
Gˇ+
kˇ
(Nˇ+
kˇ
)T ) · u = γˇ+
kˇ
ekˇ kommen auch hier n Multipli-
kationen hinzu. Wir zeigen nun einige Einsparpotentiale auf.
Bemerkung 3.11 (Optimierungsoption I)
Als erste Optimierungsmo¨glichkeit betrachten wir den Fall |γˇ+
kˆ
| = O(|γˆ+
kˆ
|).
Wir nehmen also an, daß durch den Twist-Index kˆ ein hinreichend betrags-
kleines Element von Γˇ+ festgelegt ist. Diese leicht nachzupru¨fende Bedingung
ist fu¨r viele Matrizen erfu¨llt. Wir beno¨tigen dann lediglich einen Teil der
Gro¨ßen aus Algorithmus 3.3 und ko¨nnen deswegen erhebliche Einsparungen
an Rechenaufwand erzielen.
Sei k ein geeignet gewa¨hlter Index, z.B. k = kˆ
Berechne sˇk nach Folgerung 3.7: sˇk = sˆk
γˇ+k
γˆ+k
if |sˇk| = O(|sˆkˆ|) then
for i = 1 : k − 1 do
lˇ+i = ai+1bi · d̂d
+
i · sˆisˆi+1 {2 Multiplikationen, 1 Division}
end for
for i = k : n− 1 do
uˇ+i = ai+1bi · r̂r+i+2 · pˆi+1pˆi+2 {2 Multiplikationen, 1 Division}
{Es ist uˇ+n−1 = anbn−1rˆ+n .}
end for
end if
Die Bestimmung einer Na¨herung an den gekoppelten linken Singula¨rvektor
hat also in dieser Form einen Aufwand von insgesamt 3n Multiplikationen
und n Divisionen. Sollte γˇ+k = O(γˆ+kˆ ) fu¨r k = kˆ nicht erfu¨llt sein, so ko¨nnen
wir inkrementell zuna¨chst nach weiteren betragskleinen Elementen von Γˇ+
suchen, indem wir die Informationen u¨ber Γˆ+ geschickt ausnutzen. Die Be-
rechnung der Nebendiagonalelemente fu¨hren wir erst dann aus, wenn ein
geeigneter Index k gefunden ist.
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Bemerkung 3.12 (Optimierungsoption II)
Ausgehend von Bemerkung 3.9 ko¨nnen wir im Fall |γˇ+k | = O(|γˆ+kˆ |) die Be-
rechnung von Lˇ+ und Uˇ+ vollsta¨ndig einsparen. Nach dem Lo¨sen von
(BTB − µ2I) · v = (Nˆ+k Gˆ+k (Nˆ+k )T ) · v = γˆ+k ek
bestimmen wir die Komponenten fu¨r die Na¨herung an den linken Sin-
gula¨rvektor wie folgt:
uk = vk = 1
ui =
u˜+2i−1
u˜+2k−1
vi =
ak
p̂pk
· p̂pi ·
1
ai
· vi fu¨r i = 1 : k − 1
ui =
l˜+2k−1
l˜+2i−1
vi =
ak
sˆk
· sˆi · 1
ai
· vi fu¨r i = k + 1 : n
Berechnen wir die beiden Quotienten akcppk und aksˆk voraus, ko¨nnen wir im Ver-
gleich zu dem in der vorigen Bemerkung dargestellten Verfahren auf weitere
n Divisionen verzichten. Allerdings beschreiben die Gro¨ßen p̂pi die unge-
shifteten Hilfsvariablen der Quotienten-Differenzen-Transformation aus Algo-
rithmus 3.3. Numerische Experimente zeigen, daß die Qualita¨t der Na¨herung
an u schlechter ist als bei Verwendung der Optimierungsoption I.
Bemerkung 3.13 (Weitere Optimierungsoptionen)
Fu¨r große n sind oft viele Komponenten von u und v vernachla¨ssigbar klein
und ko¨nnen auf Null gesetzt werden, ohne unsere numerischen Genauigkeits-
anforderungen zu beeintra¨chtigen. Wir beschreiben in Abschnitt 4.2 detail-
liert weitere Mo¨glichkeiten zur Aufwandsminimierung, die sich aus dieser
Beobachtung ergeben (Stichwort Ideale Systeme).
5. Nachiteration zur Verbesserung der Genauigkeit
Ist eine Verbesserung der Genauigkeit unserer Na¨herungen erwu¨nscht, emp-
fiehlt sich die Durchfu¨hrung einer Nachiteration. Im Anschluß an die Bear-
beitung von
(N+k G
+
k (N
+
k )
T ) · x = γ+k ek
erfolgt eine weitere Lo¨sung des LGS
(N+k G
+
k (N
+
k )
T ) · z = x
mit einem zusa¨tzlichen Aufwand von 3nMultiplikationen und 2n Subtraktio-
nen. Die Daten von (G+k )
−1 werden bereits bei den Faktorisierungen beno¨tigt
und ko¨nnen separat abgespeichert werden. Bei isolierten Eigen- bzw. Sin-
gula¨rwerten kann durch Nachiteration eine weitere Verbesserung der nume-
rischen Qualita¨t der Na¨herungen erzielt werden.
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3.2.4 Vergleich der expliziten mit der gekoppelten
Faktorisierung
Wir vergleichen nun numerische Eigenschaften der expliziten Faktorisierung
mit der gekoppelten Variante in der Gleitpunktarithmetik. Dazu bezeichnen
wir mit [Dˇ+, Lˇ+, Pˇ ] die Daten, die durch explizites Faktorisieren
BBT − µ2I = Lˇ+Dˇ+(Lˇ+)T
mit der rechten Seite von Algorithmus 3.1 generiert werden. Auf der anderen
Seite haben wir Daten, die aus der Umrechnung
[Dˆ+, Sˆ] −→ [ ˇˇD+, ˇˇL+, ˇˇP ]
durch Anwenden von Algorithmus 3.3 entstehen.
Eigenwerte der gekoppelten Faktorisierungen
Bei der Rechnung in exakter Arithmetik sind die Eigenwerte von
Lˆ+Dˆ+(Lˆ+)T , Lˇ+Dˇ+(Lˇ+)T und ˇˇL+ ˇˇD+( ˇˇL+)T identisch. Bei der Durchfu¨hrung
in der Gleitpunktarithmetik haben wir in Satz 3.1 (Seite 61) bereits folgende
Abweichung der interessierenden Eigenwerte nachgewiesen:∣∣∣λˆ+j − λˇ+j ∣∣∣ = O(σ2j ²) fu¨r j = f : l
Kopplungen bringen hier eine deutliche Verbesserung. Im folgenden Satz
zeigen wir: ∣∣∣∣∣∣ λˆ
+
j − ˇˇλ
+
j
λˆ+j
∣∣∣∣∣∣ = O(²) fu¨r j = f : l
Die Eigenwerte von Lˆ+Dˆ+(Lˆ+)T und ˇˇL+ ˇˇD+( ˇˇL+)T haben also einen klei-
nen relativen Abstand. Die numerisch berechneten Daten dieser Matrizen
sind also gut miteinander gekoppelt. Diese Eigenschaft u¨bertra¨gt sich auch
auf die BABE-Faktorisierungen. Wir ko¨nnen also erwarten, daß die dar-
aus gebildeten Approximationen an die Singula¨rvektorpaare gut gekoppelt
sind (kleine Residuen). Auch die numerische Orthogonalita¨t im Rahmen des
RRR-Algorithmus ist gewa¨hrleistet: Ist λˆ+j isoliert, so gilt dies auch fu¨r
ˇˇλ
+
j .
Fu¨r die Eigenwerte der getrennt berechneten Faktorisierungen (vgl. Satz 3.1)
kann dies i.a. nicht garantiert werden.
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Satz 3.14 (U¨ber den Abstand der Eigenwerte λˆ+j und
ˇˇλ
+
j )
Wir betrachten eine Erweiterung der kommutierenden Diagramme aus
Satz 3.1:
B, (σ2j )
²²
Sto¨rung
//
berechnet
Alg.3.1, links
Dˆ+, Lˆ+, (λˆ+j )
//
berechnet
Alg.3.3
''
Sto¨rung
O
O
O
O
O
O
O
O
O
O
O
O
ˇˇD
+
, ˇˇL
+
, (ˇˇλ
+
j )
ÄB, (Äσ2j)
//
exakt
Alg.3.1, links
ÄD+, ÄL+, (Äλ+j )
OO
Sto¨rung
ÄÄD
+
,
ÄÄL
+
, (
ÄÄλ
+
j )
77
exakt
Alg.3.3
o
o
o
o
o
o
o
o
o
o
o
Wir setzen weiter voraus, daß Dˆ+ und Lˆ+ eine partielle RRR fu¨r die inter-
essierenden Eigenwerte bilden. Dann gilt
ˇˇλ
+
j = λˆ
+
j (1 +
ÄÄκ(j)²) fu¨r j = f : l (3.6)
Beweis: Es existiert eine Bidiagonalmatrix Bˆ = diag([aˆ1, . . . , aˆn]) +
diag([bˆ1, . . . , bˆn−1]), 1), so daß
BˆT Bˆ − µ2I = Lˆ+Dˆ+(Lˆ+)T
exakt erfu¨llt ist. Wir betrachten die Rechnung in exakter Arithmetik
ˇˇd+i = (
ÄÄsi+1
ÄÄd
+
i )/
ÄÄsi (A1)
ˇˇl+i = (
ÄÄai+1
ÄÄbiÄÄsi)/(ÄÄsi+1
ÄÄd
+
i ) (B1)
und im Vergleich dazu die Analyse von Algorithmus 3.3 nach dem Modell
der Gleitpunktarithmetik (Gleichung 1.3.2):
ˇˇd+i = (sˆi+1dˆ
+
i )/sˆi · (1 + ²(i+1)∗ )(1 + ²/) (A2)
ˇˇl+i = (aˆi+1bˆi)/
ˇˇd+i · (1 + ²aˆbˆ)(1 + ²//)
= (aˆi+1bˆisˆi)/(sˆi+1dˆ
+
i ) · (1+²aˆbˆ)(1+²//)(1+²(i+1)∗ )(1+²/) (B2)
Mit Ausnahme von ²
(i+1)
∗ lassen wir fu¨r die multiplikativen Fehlerterme wieder
die Indizes weg. Als Ansatz fu¨r die Sto¨rung wa¨hlen wir
ÄÄsi+1 = sˆi+1(1 + ²
(i+1)
∗ )
ÄÄd
+
i = dˆ
+
i (1 + ²
(i)
∗ )(1 + ²/)
ÄÄai = aˆi(1 + ²aˆbˆ)
ÄÄbi = bˆi(1 + ²//)
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Ein Vergleich der rechten Seiten von (A1) und (A2) bzw. (B1) und (B2)
vervollsta¨ndigt die Ru¨ckwa¨rtsanalyse.
Aus der Identita¨t
ÄÄB
ÄÄB
T − µ2I = ˇˇL+ ˇˇD+( ˇˇL+)T erhalten wir ˇˇλ+j = ÄÄλ
+
j . Da
Lˆ+Dˆ+(Lˆ+)T die interessierenden Eigenwerte auf hohe relative Genauigkeit
bestimmt, folgt daraus die Behauptung
ˇˇλ
+
j = λˆ
+
j (1 +
ÄÄκ(j)²)
mit einem moderaten Wert fu¨r ÄÄκ(j). ¤
Fu¨r den vorigen Satz haben wir vorausgesetzt, daß die (typischerweise) in-
definite Matrix Lˆ+Dˆ+(Lˆ+)
T
eine partielle RRR bildet. Diese Eigenschaft
la¨ßt sich beispielsweise mit den a priori und a posteriori Kriterien aus Ab-
schnitt 2.4 nachpru¨fen. Ferner verzichten wir nach Bemerkung 1.28 auf ge-
nauere Abscha¨tzungen fu¨r den Fehler zwischen ˇˇλ
+
j und λˆ
+
j . Es reicht zu
wissen, daß ÄÄκ(j) kontrollierbar bleibt.
Auswirkungen bei numerischen Experimenten
Wir betrachten wie in Abschnitt 3.1.1 wieder die Bidiagonalmatrix B als
Cholesky-Faktor einer Wilkinson-Matrix gema¨ß BTB = W+21 − τI. Diesmal
wenden wir unsere Implementierung des RRR-Algorithmus explizit nur auf
BTB an, wa¨hrend die Faktorisierungen von BBT jetzt als Kopplungen mit
Hilfe der Algorithmen 3.3 und 3.4 erzeugt werden. Der Darstellungsbaum fu¨r
die Arbeit auf BTB ist wieder durch Abbildung 3.2 skizziert. Beim Vergleich
der Eigenwertapproximationen auf der ersten Ebene stellt sich nun heraus,
daß die jeweils interessierenden Na¨herungen an λˆ+j und
ˇˇλ
+
j sich nur um sehr
wenige ULP voneinander unterscheiden. Fu¨r dieses Beispiel beobachten wir
im numerischen Experiment mit maxj=8:21{ÄÄκ(j)} ≤ 2 eine extrem kleine Ab-
weichung. In vielen Fa¨llen sind die jeweiligen Na¨herungen sogar identisch.
Im Vergleich zu den in Tabelle 3.1 aufgelisteten Unterschieden zwischen λˆ+j
und λˇ+j wird der Vorteil von Kopplungsmechanismen deutlich.
Dieser schla¨gt sich auch bei der Gu¨te der Kopplung der Singula¨rvektoren
nieder. Im Falle der geclusterten Eigenwerte faktorisieren wir dazu
Lˆ+Dˆ+(Lˆ+)T − λˆ+j I und ˇˇL+ ˇˇD+( ˇˇL+)T − ˇˇλ
+
j I
und lo¨sen entsprechende Gleichungssysteme, um Approximationen an die
rechten und linken Singula¨rvektoren zu erhalten. In diesem Beispiel ergibt
sich
max
j
{‖BV¯ (:, j)− σ¯jU¯(:, j)‖} < 0.256 · n²σn
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Eine weitere Beobachtung
Fu¨r numerisch gewonnene Daten [Dˇ+, Lˇ+] (explizite Faktorisierung) und
[ ˇˇD+, ˇˇL+] (Kopplung) la¨ßt sich noch Folgendes feststellen: Vergleichen wir
die Eintra¨ge von Dˇ+ und ˇˇD+ komponentenweise, so ergeben sich deutliche
Unterschiede. Fu¨r die ausmultiplizierten Matrizen ist jedoch∥∥∥Lˇ+Dˇ+(Lˇ+)T − ˇˇL+ ˇˇD+( ˇˇL+)T∥∥∥
1
klein. Die Gleichung BBT −µ2I = ˇˇL+ ˇˇD+( ˇˇL+)T wird also genauso gut erfu¨llt
wie bei einer expliziten Faktorisierung. Daru¨berhinaus enthalten die Daten
[ ˇˇD+, ˇˇL+] aber noch wichtige Bezu¨ge zu [Dˆ+, Lˆ+].
3.2.5 Der Anwendungsbereich von Kopplungen auf
der ersten Ebene
Wir fassen die bisher erzielten neuen Ergebnisse zusammen. Zur Ermitt-
lung von Singula¨rvektorpaaren auf der ersten Ebene (r = 1) verwenden wir
Kopplungsmechanismen fu¨r die Umrechnungen der Zerlegungen
BTB − µ2I = Lˆ(1)Dˆ(1)(Lˆ(1))T = Uˆ (1)Rˆ(1)(Uˆ (1))T
BBT − µ2I = Lˇ(1)Dˇ(1)(Lˇ(1))T = Uˇ (1)Rˇ(1)(Uˇ (1))T
TGK − µI = L˜(1)D˜(1)(L˜(1))T = U˜ (1)R˜(1)(U˜ (1))T
und der zugeho¨rigen BABE-Faktorisierungen.
Fu¨r isolierte Singula¨rwerte ko¨nnen wir mit Hilfe von Algorithmus 3.4 und den
vorgeschlagenen Optimierungsoptionen gut gekoppelte Singula¨rvektorpaare
erzeugen.
Bei geclusterten Singula¨rwerten bestimmen wir BTB−µ2I = Lˆ(1)Dˆ(1)(Lˆ(1))T
explizit durch eine Faktorisierung und ˇˇL(1) ˇˇD(1)( ˇˇL(1))T durch implizites Kop-
peln. Satz 3.14 zeigt, daß bei den interessierenden Eigenwerten λˆ
(1)
j und
ˇˇλ
(1)
j
nur kleine relative Abweichungen auftreten. Sind diese Eigenwerte isoliert,
ko¨nnen wir also Faktorisierungen
Lˆ(1)Dˆ(1)(Lˆ(1))T − λˆ(1)j I = Nˆ (2)k Gˆ(2)k (Nˆ (2)k )T , k = 1 : n
ˇˇL(1) ˇˇD(1)( ˇˇL(1))T − ˇˇλ(1)j I = Nˇ (2)k Gˇ(2)k (Nˇ (2)k )T , k = 1 : n
bilden und durch Lo¨sen von
(Nˆ
(2)
kˆ
Gˆ
(2)
kˆ
(Nˆ
(2)
kˆ
)T ) · v¯ = γˆkˆekˆ
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(Nˇ
(2)
kˇ
Gˇ
(2)
kˇ
(Nˇ
(2)
kˇ
)T ) · u¯ = γˇkˇekˇ
Na¨herungen an die Singula¨rvektorpaare erhalten, die sowohl numerisch or-
thogonal als auch gut gekoppelt sind. Mit der vorgeschlagenen Strategie ist
die U¨bertragung des RRR-Algorithmus auf die bSVD fu¨r eine Vielzahl von
Problemklassen abgeschlossen, vgl. Abbildung 3.10.
v vv v
v
v
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Abbildung 3.10: Anwendungsbereich von Kopplungen auf der ersten Ebene.
Die dunkelgrau unterlegten Vektoren ko¨nnen komponentenweise gekoppelt
werden. Fu¨r die hellgrau unterlegten Vektoren sind immerhin die Daten von
Lˆ(1)Dˆ(1)(Lˆ(1))T und Lˇ(1)Dˇ(1)(Lˇ(1))T gekoppelt. Damit wissen wir zumindest,
daß die Eigenwerte nur um kleine relative Absta¨nde voneinander abweichen.
Es bleibt zu kla¨ren, wie Kopplungen auf ho¨heren Stufen (r > 1) beschrieben
und angewendet werden ko¨nnen.
3.3 Kopplungen auf ho¨heren Ebenen
Wir untersuchen im folgenden Beziehungen auf ho¨heren Ebenen im Darstel-
lungsbaum (r > 1). Faktorisierungen basierend auf BTB, BBT bzw. TGK
stellen wir als Matrix-Tupel Zˆ(r), Zˇ(r) bzw. Z˜(r) dar, vgl. Abschnitt 3.1.3.
Zur Vereinfachung verwenden wir innerhalb dieses Abschnitts jedoch wieder
abku¨rzende Darstellungen. So schreiben wir µ = µ(r) und ν = ν(r) fu¨r die
Shift-Parameter und sparen uns die Indizes bei Faktorisierungen wie
Lˆ(r−1)Dˆ(r−1)(Lˆ(r−1))T − ν(r)I = Lˆ(r)Dˆ(r)(Lˆ(r))T = Uˆ (r)Rˆ(r)(Uˆ (r))T
= Nˆ
(r)
k Gˆ
(r)
k (Nˆ
(r)
k )
T , k = 1:n
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indem wir sie wie folgt notieren:
LˆDˆLˆT − νI = Lˆ+Dˆ+(Lˆ+)T = Uˆ+Rˆ+(Uˆ+)T
= Nˆ+k Gˆ
+
k (Nˆ
+
k )
T , k = 1:n
Der entscheidende Unterschied zur Situation auf der ersten Ebene ist, daß
die Matrizen auf der linken Seite nun selbst bereits als LDLT -Faktorisierung
vorliegen und nicht durch die Daten der Eingangsmatrix B gegeben sind.
Wa¨hrend die Matrix BTB positiv definit ist, gilt dies fu¨r Lˆ(r)Dˆ(r)(Lˆ(r))T
i.a. nicht. Entsprechend finden wir auf ho¨heren Ebenen eine vergleichbare
Eigenschaft zu diag(TGK) = 0 nicht mehr vor. Insgesamt treffen wir hier
also auf schwa¨chere Voraussetzungen fu¨r Kopplungsmechanismen.
3.3.1 Faktorisierungen
Algorithmus 3.5 zeigt, wie die n BABE-Faktorisierungen auf ho¨heren Ebenen
bestimmt werden ko¨nnen. Wir verwenden dabei wieder Hilfsvariablen
si+1 = d
+
i+1 − di+1 = l+i lisi − τ
zur Berechnung der Zerlegung LDLT − τI = L+D+(L+)T und
pi = r
+
i − di−1l2i−1 =
di
r+i+1
pi+1 − τ
fu¨r LDLT − τI = U+R+(U+)T . Zusammengenommen erhalten wir damit
die sogenannte dtwqds-Transformation1.
Bemerkung 3.15 (Verallgemeinerung der dtwqds-Transformation)
In [29] wird gezeigt, daß fu¨r diese Transformation auch wieder eine gemischte
Stabilita¨tsanalyse mit kleinen multiplikativen Sto¨rungen mo¨glich ist. Wir
ko¨nnen das Konzept von Faktorisierungen der Form
LDLT − τI = N+k G+k (N+k )T
erweitern auf Zerlegungen, bei denen die linke Seite nicht durch eine LDLT -
sondern auch durch eine BABE-Faktorisierung gegeben ist:
NκGκNκ
T − τI = N+k G+k (N+k )T
Die einschla¨gigen Sa¨tze und Beweise sind im Anhang B dargestellt.
1differential twisted quotient-difference with shift
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Algorithmus 3.5 Faktorisiere LDLT − τI = N+k G+k (N+k )T , k = 1 : n.
Gegeben: [D,L], τ
Gesucht: Z+ = [D+, L+, S, R+, U+, P,Γ+]
{Faktorisiere LDLT − τI = L+D+(L+)T .}
1: s1 = −τ
2: for i = 1 : n− 1 do
3: d+i = di + si
4: l+i =
dili
d+i
5: si+1 = l
+
i lisi − τ
6: end for
7: d+n = dn + sn
{Faktorisiere LDLT − τI = U+R+(U+)T .}
8: pn = dn − τ
9: for i = n− 1 : −1 : 1 do
10: r+i+1 = dil
2
i + pi+1
11: t = di
r+i+1
12: u+i = lit
13: pi = pi+1t− τ
14: end for
15: r+1 = p1
{Bestimme Γ+}
16: for i = 1 : n do
17: γ+i = si + pi + τ
18: end for
Bei der Abarbeitung eines Pfades im Darstellungsbaum sind u.U. mehrere
LDLT -Zerlegungen hintereinander auszufu¨hren. In der folgenden Bemerkung
stellen wir dar, daß diese sukzessiven Faktorisierungen sto¨rungstheoretisch
zusammengefaßt werden ko¨nnen.
Bemerkung 3.16 (Sukzessive Faktorisierungen)
Nach [29] ist fu¨r die Faktorisierung
LDLT − τI = L+D+(L+)T
mit dem ersten Teil von Algorithmus 3.5 eine gemischte Stabilita¨tsanalyse
mo¨glich. Auch die wiederholte Durchfu¨hrung solcher Transformationen la¨ßt
sich mit relativer Sto¨rungstheorie beschreiben. Schalten wir eine weitere
Faktorisierung
L−D−(L−)T − τ−I = LDLT
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vor, so sind die beiden folgenden Diagramme a¨quivalent:
D−, L−
²²
Sto¨rung R1
//
berechnet
Alg.3.5
D,L
¾¾
Sto¨rung R2
7
7
7
7
7
7
7
7
7
7
7
7
7
7
//
berechnet
Alg.3.5
D+, L+
D¯−, L¯− //exakt
Alg.3.5
D¯, L¯
CC
Sto¨rung V1
©
©
©
©
©
©
©
©
©
©
©
©
©
©
D¯, L¯ //
exakt
Alg.3.5
D¯+, L¯+
OO
Sto¨rung V2
D−, L−
²²
Sto¨rung R1
//
berechnet
Alg.3.5
D,L //berechnet
Alg.3.5
D+, L+
D¯−, L¯− //exakt
Alg.3.5
D¯, L¯ //
Sto¨rung V1 und R2
D¯, L¯ //
exakt
Alg.3.5
D¯+, L¯+
OO
Sto¨rung V2
3.3.2 Kopplungen
Wir stellen zuna¨chst die Zusammenha¨nge zwischen den Faktorisierungen ba-
sierend auf BTB, BBT bzw. TGK in exakter Arithmetik dar. Numerische
Eigenschaften konkreter Umrechnungen behandeln wir in Abschnitt 3.3.3.
Beschreibung der Kopplungen auf ho¨heren Ebenen
Wir sind zuna¨chst an Beziehungen zwischen LDLT -Faktorisierungen der
Translationen von LˆDˆLˆT , LˇDˇLˇT und L˜D˜L˜T interessiert. Der nachfolgen-
de Satz beschreibt eine Umrechnung [Dˆ+, Lˆ+]↔ [D˜+, L˜+]↔ [Dˇ+, Lˇ+]:
Satz 3.17 (Kopplung von [Dˆ+, Lˆ+]↔ [D˜+, L˜+]↔ [Dˇ+, Lˇ+])
Wir nehmen an, daß der RRR-Algorithmus (vgl. Algorithmus 2.5) auf BTB,
BBT und TGK mit a¨quivalenten Shift-Strategien angewendet wird. Es gel-
te also path(BTB) = path(BBT ) = (ν(1), . . . , ν(rec)), wa¨hrend das Tupel
path(TGK) = (µ
(1), . . . , µ(rec)) gema¨ß der in Abschnitt 3.1.3 beschriebenen
Vorschrift gewa¨hlt sei. Fu¨r ein fixiertes r < rec setzen wir ν = ν(r) und
µ = µ(r) und betrachten die drei Faktorisierungen
LˆDˆLˆT − νI = Lˆ+Dˆ+(Lˆ+)T
LˇDˇLˇT − νI = Lˇ+Dˇ+(Lˇ+)T
L˜D˜L˜T − µI = L˜+D˜+(L˜+)T
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Tritt bei diesen Zerlegungen kein Breakdown auf, so gilt
dˆ+i = −d˜+2i−1d˜+2i dˇ+i = −d˜+2id˜+2i+1 i = 1 : n
lˆ+i = −l˜+2i−1l˜+2i lˇ+i = −l˜+2il˜+2i+1 i = 1 : n− 1
Dabei setzen wir d˜+2n+1 = d˜
+
1 .
Beweis: Seien ν¯ =
∑r−1
j=1 ν
(j) und µ¯ =
∑r−1
j=1 µ
(j) sowie
H :=
(
Lˇ+Dˇ+(Lˇ+)
T
0
0 Lˆ+Dˆ+(Lˆ+)
T
)
(3.7)
=
(
BBT − (µ¯+ µ)2I 0
0 BTB − (µ¯+ µ)2I
)
=
(
(µ¯+ µ)I B
BT (µ¯+ µ)I
)
·
( −(µ¯+ µ)I B
BT −(µ¯+ µ)I
)
= P Tps(TGK + (µ¯+ µ)I)PpsP
T
ps(TGK − (µ¯+ µ)I)Pps
= P Tps
˜˜L+ ˜˜D+( ˜˜L+)
T
L˜+D˜+(L˜+)
T
Pps (3.8)
Die letzte Zeile ergibt sich aus Bemerkung 3.5 auf Seite 75: Die Faktorisierung
TGK +(µ¯+µ)I =
˜˜L+ ˜˜D+( ˜˜L+)
T
la¨ßt sich aus der fu¨r TGK − (µ¯+µ)I ableiten,
indem wir die Vorzeichen der Eintra¨ge vertauschen.
Wir definieren nun u, v ∈ Rn und q+, q− ∈ R2n wie folgt:
un = 1 vn = 1
ui = −lˇ+i ui+1 vi = −lˆ+i vi+1 fu¨r i = n− 1 : −1 : 1
q±n = 1 q
±
2n = ±1
q±i = l˜
+
2il˜
+
2i+1q
±
i+1 q
±
i+n = l˜
+
2i−1l˜
+
2iq
±
i+1+n fu¨r i = n− 1 : −1 : 1
Fu¨r regula¨res H erhalten wir wegen Gleichung (3.7)
H
(
v
u
)
= dˆ+n en + dˇ
+
n e2n und H
(
v
−u
)
= dˆ+n en − dˇ+n e2n
und weiter
span
{
H
(
u
v
)
, H
(
u
−v
)}
= span{en, e2n}
Durch Anwendung der Gleichung (3.8) ergibt sich
Hq+ = −d˜+2n−1d˜+2nen − d˜+1 d˜+2ne2n und Hq− = −d˜+2n−1d˜+2nen + d˜+1 d˜+2ne2n
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und damit
span{Hq+, Hq−} = span{en, e2n}
Wir haben vorausgesetzt, daß die Zerlegungen ohne Breakdown durchgefu¨hrt
werden ko¨nnen. Zu untersuchen ist also noch der Fall dˆ+n = dˇ
+
n = d˜
+
2n = 0.
Bei singula¨rem H ist (µ¯+ µ)2 einfacher Eigenwert von BTB bzw. BBT und
v bzw. u zugeho¨riger Eigenvektor, normiert durch vn = un = 1. Es gilt also
span
{(
u
v
)
,
(
u
−v
)}
= kernH
Fu¨r singula¨res H gilt ferner, daß (µ¯+ µ) bzw. −(µ¯+ µ) zwei einfache Ei-
genwerte von TGK sind und q
+ bzw. q− zugeho¨rige Eigenvektoren, normiert
durch q+n = q
−
n = 1. Es gilt also auch
span
{
q+, q−
}
= kernH
und wir erhalten
span
{(
u
v
)
,
(
u
−v
)}
= span{q+, q−}
sowohl fu¨r regula¨res als auch fu¨r singula¨res H. Es existieren demnach Skalare
φ+, φ−, ψ+, ψ− mit
[
q+, q−
]
=
[(
u
v
)
,
(
u
−v
)]
·
(
φ+ φ−
ψ+ ψ−
)
Auswerten der Zeilen n und 2n dieses Systems ergeben φ+ = ψ− = 1 und
φ− = ψ+ = 0. Daraus folgt q+ =
(
u
v
)
und q− =
(
u
−v
)
. Ein Koeffizientenver-
gleich fu¨hrt zu
lˆ+i = −l˜+2i−1l˜+2i i = 1 : n− 1
lˇ+i = −l˜+2il˜+2i+1 i = 1 : n− 1
Die u¨brigen Formeln folgen aus den Identita¨ten
ai = d˜
+
2i−1l˜
+
2i−1 aibi = dˆ
+
i lˆ
+
i i = 1 : n− 1
bi = d˜
+
2il˜
+
2i ai+1bi = dˇ
+
i lˇ
+
i i = 1 : n− 1
¤
Wir erweitern dieses Resultat nun auf BABE-Faktorisierungen der Transla-
tionen von LˆDˆLˆT , LˇDˇLˇT und L˜D˜L˜T .
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Folgerung 3.18 ([Rˆ+, Uˆ+, Γˆ+]↔ [R˜+, U˜+, Γ˜+]↔ [Rˇ+, Uˇ+, Γˇ+])
Die Kopplungen der BABE-Faktorisierungen
LˆDˆLˆT − νI = Nˆ+
kˆ
Gˆ+
kˆ
(Nˆ+
kˆ
)T
LˇDˇLˇT − νI = Nˇ+
kˇ
Gˇ+
kˇ
(Nˇ+
kˇ
)T
L˜D˜L˜T − µI = N˜+
k˜
G˜+
k˜
(N˜+
k˜
)T
sind vollsta¨ndig beschrieben durch
rˆ+i = −r˜+2i−2r˜+2i−1 rˇ+i = −r˜+2i−1r˜+2i i = 1 : n
uˆ+i = −u˜+2i−1u˜+2i uˇ+i = −u˜+2iu˜+2i+1 i = 1 : n− 1
γˆ+i = (µ¯+ µ)γ˜
+
2i−1 γˇ
+
i = (µ¯+ µ)γ˜
+
2i i = 1 : n
Dabei setzen wir r˜+0 = r˜
+
2n.
Beweis: Die Kopplungsformeln fu¨r [Rˆ+, Uˆ+], [R˜+, U˜+] und [Rˇ+, Uˇ+] werden
analog zum vorigen Beweis gezeigt. Die Beziehungen zwischen [Γˆ+], [Γˇ+] und
[Γ˜+] ergeben sich durch Ausnutzen der rekursiven Darstellung γ+i+1 =
r+i+1
d+i
γ+i
(i = 1 : n− 1). ¤
Bemerkung 3.19 (Vergleich mit Kopplungen der ersten Ebene)
Durch Ausnutzen der speziellen Struktur der Golub-Kahan Matrix ist es bei
Kopplungen auf der ersten Ebene mo¨glich, zusa¨tzliche Beziehungen wie etwa
zwischen D˜+ und Sˆ auf sehr kompakte Weise zu formulieren. Im gerade
behandelten allgemeineren Fall sind diese gu¨nstigen Strukturen nicht mehr
gegeben. Daher ko¨nnen wir hier im wesentlichen nicht mehr als die Aussagen
aus Satz 3.17 und Folgerung 3.18 machen.
Mit den vorhandenen Ergebnissen ko¨nnen wir jedoch eine vergleichbare In-
terpretation wie in Bemerkung 3.9 angeben. Wir halten insbesondere fest,
daß die Matrix-Notation der Kopplungen unabha¨ngig von dem gewa¨hlten
Verfahren zur Bildung der entsprechenden Faktorisierungen gu¨ltig ist.
Bemerkung 3.20 (Kopplungen in Matrix-Notation)
Sei σ =
∑rec
j=1 µ
(j). Wir nehmen an, daß wir (σ, u, v) exakt als Sin-
gula¨rtripel von B bestimmen ko¨nnen, indem wir Nˆ+k Gˆ
+
k (Nˆ
+
k )
T · v = γˆ+k ek und
Nˇ+k Gˇ
+
k (Nˇ
+
k )
T · u = γˇ+k ek lo¨sen. Definieren wir Xk wie in Bemerkung 3.9, so
ko¨nnen wir auch hier die klassische Umrechnung u = 1
σ
B · v durch die Mul-
tiplikation mit einer Diagonalmatrix ersetzen: u = Xk · v.
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3.3.3 U¨ber die numerische Qualita¨t der Kopplungen
Wie auch auf der ersten Ebene im Darstellungsbaum liefert ein Vergleich der
Eigenwerte wieder ein gutes Maß fu¨r die Qualita¨t der Kopplungen. Zu deren
Beschreibung gehen wir schrittweise vor:
1. Wir betrachten die Umrechnung von Z˜+ nach [Zˆ+, Zˇ+].
2. Wir formulieren einen Satz u¨ber die zugeho¨rigen Eigenwerte.
3. Wir diskutieren dessen Konsequenzen fu¨r den RRR-Algorithmus.
4. Wir ero¨rtern die alternative Umrechnung von Zˆ+ u¨ber Z˜+ nach Zˇ+.
5. Wir treffen einige Aussagen u¨ber die zugeho¨rigen Eigenwerte.
1. Umrechnung von Z˜+ nach [Zˆ+, Zˇ+]
Mit dem Ziel, auch die Kopplungen auf ho¨heren Ebenen in eine Implemen-
tierung des RRR-Algorithmus einzubetten, untersuchen wir nun den Einfluß
der Gleitpunktarithmetik. Wir gehen zuna¨chst davon aus, daß die Daten
von Z˜+ gegeben sind. Konkret betrachten wir die Umrechnung der LDLT -
Faktorisierungen, vgl. Algorithmus 3.6 und Abbildung 3.11.
Algorithmus 3.6 Umrechnung von [D˜+, L˜+] nach [Dˆ+, Lˆ+, Dˇ+, Lˇ+]
Gegeben: [D˜+, L˜+]
Gesucht: [Dˆ+, Lˆ+, Dˇ+, Lˇ+]
1: for i = 1 : n− 1 do
2: dˆ+i = −d˜+2i−1d˜+2i
3: dˇ+i = −d˜+2id˜+2i+1
4: lˆ+i = −l˜+2i−1l˜+2i
5: lˇ+i = −l˜+2il˜+2i+1
6: end for
7: dˆ+n = −d˜+2n−1d˜+2n
8: dˇ+n = −d˜+1 d˜+2n
Offensichtlich ko¨nnen wir diese Umrechnung als vorwa¨rts und ru¨ckwa¨rts sta-
bil mit kleinen multiplikativen Sto¨rungen interpretieren.
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Abbildung 3.11: Datenfluß bei Umrechnung D˜+ nach [Dˆ+, Dˇ+].
2. U¨ber die Eigenwerte der Kopplung Z˜+ → [Zˆ+, Zˇ+]
Fu¨r die Untersuchung der Eigenwerte betrachten wir zur Orientierung
zuna¨chst die Situation in exakter Arithmetik. Fu¨r den (j + n)-ten Eigen-
wert von L˜+D˜+(L˜+)T gilt λ˜+ := λ˜+j+n = σj − µ¯. Die zugeho¨rigen Eigenwerte
λˆ+ := λˆ+j bzw. λˇ
+ := λˇ+j von Lˆ
+Dˆ+(Lˆ+)T bzw. Lˇ+Dˇ+(Lˇ+)T ko¨nnen wir
dann bestimmen durch
λˇ+ = λˆ+ = σ2j − µ¯2 = λ˜+(σj + µ¯) = λ˜+(2µ¯+ λ˜+)
Die Auswirkungen der Gleitpunktarithmetik diskutieren wir im folgen-
den Satz. Dabei kombinieren wir wieder hintereinandergeschaltete Stabi-
lita¨tsanalysen mit den Eigenschaften einer partiellen RRR.
Satz 3.21 (U¨ber die Eigenwerte der Kopplungen)
Die Faktorisierung L˜+D˜+(L˜+)T bilde eine partielle RRR fu¨r die interessie-
renden Eigenwerte. Dann bilden auch Lˆ+Dˆ+(Lˆ+)T und Lˇ+Dˇ+(Lˇ+)T jeweils
eine partielle RRR.
Ferner gilt fu¨r die Eigenwerte
λˆ+ = λ¯+(2µ¯+ λ¯+)(1 + κˆ²) und λˇ+ = λ¯+(2µ¯+ λ¯+)(1 + κˇ²)
und damit ∣∣∣∣∣ λˆ+ − λˇ+λˆ+
∣∣∣∣∣ = ²
∣∣∣∣ κˆ− κˇ1 + κˆ²
∣∣∣∣ = O(²)
Beweis: Wir analysieren das nachfolgende Diagramm fu¨r die Umrechnung
B → D˜+ → Dˆ+. Die Variante B → D˜+ → Dˇ+ wir analog durchgefu¨hrt. Wir
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notieren nur die jeweiligen diagonalen Pivotelemente repra¨sentativ fu¨r die
Daten der entsprechenden LDLT -Faktorisierung sowie des interessierenden
Eigenwertes. Eine wichtige Beobachtung ist, daß einige U¨berga¨nge durch
identische Sto¨rungen beschrieben sind.
B
²²
Sto¨rung 1
//
berechnet
Alg.3.5 suk. D˜
+
ÃÃ
Sto¨rung 3
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
A
//
berechnet
Alg.3.6 Dˆ
+
B¯ //
exakt
Alg.3.5 suk. D¯
+
OO
Sto¨rung 2
²²
exaktAlg.3.6
D¯+ //
exakt
Alg.3.6
ÄD+
OO
Sto¨rung 4
ˆ¯D+
//
Sto¨rung 2
Ä¯D
+
OO
Sto¨rung 3
Wir betrachten zuna¨chst die gemischte Stabilita¨tsanalyse zur Faktorisierung
TGK − µ¯I = L˜+D˜+(L˜+)T also B //berechnetAlg.3.5 suk. D˜+
Dabei ist zu beachten, daß i.d.R. mehrere Zerlegungen sukzessiv mit den
Shift-Parametern µ(1) bis µ(r) auszufu¨hren sind. Wegen Bemerkung 3.16
ko¨nnen wir die Rundungsfehleranalyse aber zusammenfassend betrachten:
Die Eingangsmatrix B geht durch kleine multiplikative Sto¨rungen u¨ber in
eine Matrix B¯. Dabei a¨ndert sich der interessierende j-te Singula¨rwert nur
geringfu¨gig:
B //
Sto¨rung 1
B¯ ⇒ σ¯ = σ(1 + κ1²)
(Mit Lemma 1.27 lassen sich fu¨r κ1 Fehlerschranken ermitteln. Nach Bemer-
kung 1.28 verzichten wir aber ansonsten wieder auf die genauere Diskussion
solcher Schranken.) Der Eigenwert der durch den exakten U¨bergang
B¯ //
exakt
Alg.3.5 suk. D¯
+
bestimmten Matrix L¯+D¯+(L¯+)T ist durch λ¯+ = σ¯ − µ¯ gegeben. Ausgehend
von den Daten D¯+ (und L¯+) werden nun zwei Wege beschritten. Zum einen
haben wir vorausgesetzt, daß L˜+D˜+(L˜+)T eine partielle RRR bildet. Daher
a¨ndern sich die Eigenwerte beim folgenden U¨bergang nur geringfu¨gig:
D¯+ //
Sto¨rung 2
D˜+ ⇒ λ˜+ = λ¯+(1 + κ2²)
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Zum anderen wenden wir Algorithmus 3.6 auf D¯+ in exakter Arithmetik an
D¯+ //
exakt
Alg.3.6
ˆ¯D+ ⇒ ˆ¯λ
+
= λ¯+(2µ¯+ λ¯+)
Wir erhalten somit eine Darstellung fu¨r den Eigenwert ˆ¯λ
+
von ˆ¯L+ ˆ¯D+( ˆ¯L+)T .
Die Kernidee dieses Beweises ist, daß wir nun den U¨bergang
D¯+ //
Sto¨rung 2
D˜+
simultan auch auf den Daten von ˆ¯D+ durchfu¨hren ko¨nnen. Fu¨r i = 1 : n gilt
d¯+2i−1 = d˜
+
2i−1(1 + η2i−1²) und d¯
+
2i = d˜
+
2i(1 + η2i²)
und wir ko¨nnen wegen ˆ¯d+i = −d¯+2i−1d¯+2i mit
Äd¯
+
i :=
ˆ¯d+i (1 + η2i−1²)(1 + η2i²)
den U¨bergang
ˆ¯D+
//
Sto¨rung 2
Ä¯D
+ ⇒ Ä¯λ+ = ˆ¯λ+(1 + κˆ3²)
definieren. Auch bei diesem a¨ndern sich die interessierenden Eigenwerte nur
marginal.
Wir untersuchen jetzt die Anwendung von Algorithmus 3.6 in Gleitpunkta-
rithmetik, also den U¨bergang
D˜+ //
berechnet
Alg.3.6 Dˆ
+
mit einer gemischten Stabilita¨tsanalyse. Im ersten Schritt sto¨ren wir die
Daten von D˜+ und Ä¯D
+
wieder simultan:
D˜+ //
Sto¨rung 3
D¯+ ⇒ Ä¯D+ //
Sto¨rung 3
ÄD+
Auch diese U¨berga¨nge beeintra¨chtigen wieder nur die relative Genauigkeit
der entsprechenden Eigenwerte:
λ˜+ = λ¯
+
(1 + κ4²) und Äλ
+ = Ä¯λ
+
(1 + κˆ5²)
Das exakte Anwenden von Algorithmus 3.6 auf D¯+ ergibt dann ÄD+. Der
abschließende U¨bergang
ÄD+ //
Sto¨rung 4
Dˆ+ ⇒ λˆ+ = Äλ+(1 + κˆ6²)
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vervollsta¨ndigt das Diagramm.
Mit
κˆ :=
(1 + κˆ3²)(1 + κˆ5²)(1 + κˆ6²)− 1
²
folgt die Behauptung fu¨r λˆ+. Damit bildet Lˆ+Dˆ+(Lˆ+)T eine partielle RRR.
Analog finden wir eine Darstellung fu¨r den Eigenwert λˇ+ von Lˇ+Dˇ+(Lˇ+)T
und zeigen, daß auch diese Darstellung eine partielle RRR ist. ¤
Bemerkung 3.22
Die Faktorisierungen aus Algorithmus 3.5 werden generell mit einer gemisch-
ten Stabilita¨tsanalyse behandelt. Da die Umrechnungen mit Algorithmus 3.6
sowohl eine Vorwa¨rts- als auch eine Ru¨ckwa¨rtsanalyse erlauben, ko¨nnen wir
im Beweis entweder auf Sto¨rung 3 oder auf Sto¨rung 4 verzichten. Insge-
samt basiert die Aussage u¨ber die Eigenwerte jedoch auf einer gemischten
Fehleranalyse.
3. Konsequenzen fu¨r den RRR-Algorithmus
Unter der Voraussetzung, daß die Faktorisierung von TGK − µ¯I eine RRR
bildet, ko¨nnen wir wieder kleine relative Unterschiede zwischen den Ei-
genwerten der durch Kopplungen ermittelten Faktorisierungen Lˆ+Dˆ+(Lˆ+)T
und Lˇ+Dˇ+(Lˇ+)T erwarten. Fu¨hren wir die (sukzessiven) Zerlegungen von
BTB − µ¯2I und BBT − µ¯2I explizit, also unabha¨ngig voneinander aus, so
mu¨ssen wir –wie in Satz 3.1 bereits diskutiert– mit schlechteren Ergebnissen
rechnen.
Demgegenu¨ber steht die Beobachtung, daß es fu¨r L˜+D˜+(L˜+)T a priori oft
viel schwieriger zu entscheiden ist, ob eine RRR vorliegt als fu¨r die entspre-
chenden Darstellungen Lˆ+Dˆ+(Lˆ+)T oder Lˇ+Dˇ+(Lˇ+)T , vgl. Beispiel 2.9 und
die Fallstudie aus Abschnitt 3.1.2. Daher ist noch zu untersuchen, wie wir
Umrechnungen der Art [Dˆ+, Lˆ+] → [Dˇ+, Lˇ+] auf ho¨heren Ebenen im Dar-
stellungsbaum durchfu¨hren ko¨nnen.
4. Umrechnung von Zˆ+ u¨ber Z˜+ nach Zˇ+
Wir betrachten nun den Fall, daß die Daten von Zˆ+ gegeben sind und dar-
aus die Daten von Z˜+ und Zˇ+ ermittelt werden sollen. Bei Kopplungen auf
der ersten Ebene im Darstellungsbaum ko¨nnen wir zu diesem Zweck Zusam-
menha¨nge zwischen den Hilfsvariablen Sˆ, Pˆ , Sˇ sowie Pˇ und den diagonalen
Pivotelementen D˜+ und R˜+ ausnutzen. Vergleichbare Beziehungen wie in
Lemma 3.6 oder Folgerung 3.7 sind bei Kopplungen auf ho¨heren Ebenen
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nicht mehr gegeben. In Algorithmus 3.7 wird deshalb ein Verfahren zur Um-
rechnung der LDLT -Faktorisierungen vorgeschlagen, bei dem die geraden
Pivotelemente von D˜+ aus den Daten von Dˆ+ ermittelt werden (Zeile 3).
Die nachfolgenden ungeraden Elemente werden dann mit Hilfe eines einzel-
nen Schrittes der dstqds-Transformation bestimmt (Zeilen 6 bis 8). Siehe
auch Abbildung 3.12. Bei der URUT -Faktorisierung ist die Situation a¨hnlich.
Algorithmus 3.7 Die Umrechnung [Dˆ+] → [D˜+gerade] → [D˜+ungerade] → [Dˇ+].
Gegeben: [Dˆ+, D˜, L˜, B, µ]
Gesucht: [Dˇ+, Lˇ+, D˜+, L˜+]
1: s˜1 = −µ; d˜+1 = d˜1 + s˜1; l˜+1 = a1d˜+1
2: for i = 1 : n− 1 do
3: d˜+2i = − dˆ
+
i
d˜+2i−1
4: s˜2i = l˜
+
2i−1l˜2i−1s˜2i−1 − µ {= d˜+2i − d˜2i}
5: l˜+2i =
bi
d˜+2i
6: s˜2i+1 = l˜
+
2il˜2is˜2i − µ
7: d˜+2i+1 = d˜2i+1 + s˜2i+1
8: l˜+2i+1 =
ai
d˜+2i+1
9: dˇ+i = −d˜+2id˜+2i+1
10: lˇ+i =
ai+1bi
dˇ+i
11: end for
12: d˜+2n = − dˆ
+
n
d˜+2n−1
13: dˇ+n = −d˜2nd˜1
5. U¨ber die Eigenwerte der Kopplung [Zˆ+] → [Z˜+] → [Zˇ+]
Neben die explizite Faktorisierung fu¨r die Daten Dˆ+ und Lˆ+ tritt bei die-
sem Kopplungsansatz eine weitere explizite Teilfaktorisierung fu¨r die unge-
raden Elemente der auf der Golub-Kahan Matrix basierenden L+D+(L+)T -
Zerlegungen. Bei dieser in Algorithmus 3.7 vorgeschlagenen Mischform
ko¨nnen wir die Auswirkungen auf die entsprechenden Eigenwerte nicht mehr
wie in den Sa¨tzen 3.14 und 3.21 kontrollieren.
Wir stu¨tzen uns daher auf numerische Beobachtungen, indem wir die
Na¨herung an den interessierenden Eigenwert λˆ+ von Lˆ+Dˆ+(Lˆ+)T mit der
Approximation fu¨r den Eigenwert λˇ+ der durch Algorithmus 3.7 generierten
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Abbildung 3.12: Datenfluß bei Umrechnung von Dˆ+ u¨ber D˜+ nach Dˇ+
(ho¨here Ebenen).
Matrix vergleichen. Dieses Kriterium la¨ßt sich bei einer konkreten Imple-
mentierung a posteriori leicht u¨berpru¨fen.
In Rechnerexperimenten finden wir viele Problemklassen, bei denen die
Na¨herungen an λˆ+ und λˇ+ nur sehr kleine relative Unterschiede aufweisen und
die entsprechenden Singula¨rvektorpaare damit gut gekoppelt sind. Daneben
gibt es aber auch Testmatrizen, fu¨r die λˆ+ und λˇ+ stark voneinander abwei-
chen. In diesen Fa¨llen wirkt sich also die Teilfaktorisierung fu¨r die ungeraden
Elemente zumindest auf die Eigenwerte negativ aus. Im folgenden Abschnitt
geben wir Hinweise, wie dann fortzufahren ist (Stichwort Vergleichsvektoren).
Wir verdeutlichen die Mo¨glichkeiten zur Umrechnung der auf BTB, BBT
und TGK basierenden Faktorisierungen in Abbildung 3.13.
Dˆ+
LˆDˆLˆT
Dˇ+
LˇDˇLˇT
D˜+
L˜D˜L˜T
D˜+ungerade
Satz 3.17
Alg. 3.7
Alg. 3.7
D˜+gerade
Alg. 3.6 Alg. 3.6
Abbildung 3.13: Kopplungen auf ho¨heren Ebenen im Darstellungsbaum. Die
ausgefu¨llten Pfeile bezeichnen ru¨ckwa¨rts stabile Transformationen. Verglei-
che mit Abbildung 3.9 auf Seite 81.
Mit den Kopplungsmechanismen fu¨r ho¨here Ebenen sind die theoretischen
Vorarbeiten fu¨r die Anwendung des RRR-Algorithmus auf die bSVD ab-
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geschlossen, vgl. Abbildung 3.14. Im na¨chsten Abschnitt skizzieren wir das
Vorgehen fu¨r die Implementierung des Verfahrens.
v v
v
v
v v v
v v
v v
v v
vv
Abbildung 3.14: Anwendungsbereich von Kopplungen auf allen Ebenen.
3.4 Einbettung in den RRR-Algorithmus
In diesem Abschnitt formulieren wir den Kernalgorithmus zur Bestimmung
der Singula¨rwertzerlegung einer bidiagonalen Matrix. Dieser basiert auf dem
in [29] vorgeschlagenen Verfahren, in das wir die vorgestellten Ergebnisse
u¨ber Kopplungen einbetten.
Unsere grundsa¨tzliche Strategie besteht darin, den RRR-Algorithmus (vgl.
Algorithmus 2.5) auf BTB anzuwenden und die entsprechenden Faktorisie-
rungen von BBT und TGK weitgehend implizit mit Hilfe der bereitgestellten
Kopplungsmechanismen durchzufu¨hren.
Nach einem U¨berblick in Abschnitt 3.4.1 erfolgt eine Beschreibung der wich-
tigsten Detailaufgaben. In Abschnitt 3.4.6 wird zusammenfassend diskutiert,
inwieweit sich der Aufwand beim U¨bergang von dem tSEP- auf das bSVD-
Lo¨sungsverfahren erho¨ht.
3.4.1 Der Kernalgorithmus
Als ersten Baustein beschreiben wir in Algorithmus 3.8, wie in einer prakti-
schen Implementierung Kopplungen auf ho¨heren Ebenen im Darstellungs-
baum realisiert werden ko¨nnen. Unter der Voraussetzung, daß die Dar-
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Algorithmus 3.8 Kopplung der LDLT -Faktorisierungen (ho¨here Stufen).
Gegeben: [Dˆ(ρ−1), Lˆ(ρ−1), D˜(ρ−1), L˜(ρ−1)] fu¨r ρ > 1 sowie die Shift-
Parameter µ(ρ) bzw. ν(ρ).
Gesucht: [Dˆ(ρ), Lˆ(ρ), D˜(ρ), L˜(ρ), Dˇ(ρ), Lˇ(ρ)]
1: Faktorisiere L˜(ρ−1)D˜(ρ−1)(L˜(ρ−1))T−µ(ρ)I = L˜(ρ)D˜(ρ)(L˜(ρ))T mit Algorith-
mus 2.3.
2: Entscheide mit Hilfe von Satz 2.7, ob L˜(ρ)D˜(ρ)(L˜(ρ))T a priori als RRR
zu erkennen ist (ok = 1) oder nicht (ok = 0).
3: if ok = 1 then
4: Verwende Umrechnung aus Algorithmus 3.6.
5: else
6: Faktorisiere Lˆ(ρ−1)Dˆ(ρ−1)(Lˆ(ρ−1))T − ν(ρ)I = Lˆ(ρ)Dˆ(ρ)(Lˆ(ρ))T mit Algo-
rithmus 2.3.
7: Verwende Umrechnung aus Algorithmus 3.7.
8: end if
stellung L˜(ρ)D˜(ρ)(L˜(ρ))T eine RRR bildet, ko¨nnen wir eine gute Qualita¨t
der Kopplungen voraussetzen, da die interessierenden Eigenwerte nur um
kleine relative Absta¨nde voneinander abweichen. In diesem Falle ist al-
so das explizite Zerlegen einer Translation der Golub-Kahan Matrix vor-
zuziehen. Sonst faktorisieren wir auf der Basis von BTB. Wir ko¨nnen
die Qualita¨t dieser Kopplungen nur a posteriori –also nach der Bestim-
mung der Eigenwertna¨herungen– einscha¨tzen. Gegenu¨ber dem klassischen
RRR-Algorithmus, bei dem nur eine einzelne Faktorisierung zu bestimmen
ist, mu¨ssen wir in Algorithmus 3.8 mehrere Zerlegungen –teilweise auch von
Matrizen der Dimension 2n statt n– durchfu¨hren, um gut gekoppelte Dar-
stellungen zu erhalten. Die Auswirkungen dieser zusa¨tzlich zu investierenden
Arbeit auf das Gesamtverfahren untersuchen wir in Abschnitt 3.4.6 theore-
tisch und in Abschnitt 4.3 anhand numerischer Experimente.
Algorithmus 3.9 Reproduktion der LDLT -Faktorisierungen.
Gegeben: B, path(BTB), path(TGK)
Gesucht: [Dˆ(r−1), Lˆ(r−1), D˜(r−1), L˜(r−1), Dˇ(r−1), Lˆ(r−1)]
1: Faktorisiere BTB − ν(1)I = Lˆ(1)Dˆ(1)(Lˆ(1))T .
2: Zur Bestimmung von D˜(1), L˜(1), Dˇ(1) und Lˇ(1) verwende Umrechnungen
aus Abschnitt 3.2.
3: for ρ = 2 : r − 1 do
4: Bestimme die Zerlegungen der na¨chsten Ebene mit Algorithmus 3.8.
5: end for
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Zu gegebenen a¨quivalenten Pfaden path(BTB) = (ν(1), . . . , ν(r−1)) und
path(TGK) = (µ
(1), . . . , µ(r−1)) ko¨nnen wir nun wie in Algorithmus 3.9 ei-
ne Folge von gekoppelten Faktorisierungen reproduzieren. Dabei gehen wir
davon aus, daß die Pfade bereits so gewa¨hlt sind, daß jeweils Kopplungen
guter Qualita¨t entstehen.
Mit diesen Vorbereitungen ko¨nnen wir schließlich den Kernalgorithmus (siehe
Seite 106) zur Bestimmung der bSVD beschreiben. Wir wa¨hlen dazu eine
Darstellung wie bei dem klassischen RRR-Verfahren, vgl. Algorithmus 2.5
auf Seite 55.
3.4.2 Einige Implementierungsdetails
Wir gehen nun auf die wichtigsten Detailfragen einer praktischen Imple-
mentierung ein. Wir halten zuna¨chst fest, daß Algorithmus 3.10 auch ver-
wendet werden kann, um nur Teile des Spektrums zu bearbeiten (Adapti-
vita¨t). Wa¨hrend der klassische RRR-Algorithmus (Algorithmus 2.5) dann
k Na¨herungen an Eigenvektoren einer Matrix T erzeugt, erhalten wir mit k
Approximationen an linke und rechte Singula¨rvektoren eine etwa doppelt so
große Datenmenge an interessierenden Ergebnissen.
Na¨herungen an Singula¨rwerte
Die Singula¨rwertna¨herungen σ¯1 ≤ . . . ≤ σ¯n erhalten wir entweder durch das
QD-Verfahren (vgl. Abschnitt 1.5.3) oder mit Hilfe des Bisektionsverfahrens
fu¨r Singula¨rwerte (vgl. Abschnitt 1.5.4). Ausschlaggebendes Kriterium ist die
beno¨tigte Rechenzeit. Hierbei ist zu beachten, daß existierende Implementie-
rungen des QD-Verfahrens deutlich schneller laufen als die von Bisektionsver-
fahren. So ist es oft gu¨nstiger, das serielle QD-Verfahren zur Bestimmung von
Approximationen aller Singula¨rwerte heranzuziehen, auch wenn nprocs > 1
Prozessoren eines Parallelrechners benutzt werden ko¨nnen oder nur Teile des
Spektrums bestimmt werden sollen. Fu¨r welche Parameterkombinationen
von k und nprocs das Bisektionsverfahren das QD-Verfahren u¨bertrifft, kann
durch vorherige Kalibrierungsmessungen auf dem jeweils vorliegenden Rech-
ner ermittelt werden.
U¨ber die Liste L
Algorithmus 3.10 ist mit Hinblick auf die spa¨ter beschriebene Parallelisierung
allgemein mit Hilfe einer Liste L formuliert. Jedes Element dieser Liste
beschreibt einen bestimmten Eigenwertcluster im Darstellungsbaum, entha¨lt
also Informationen u¨ber
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Algorithmus 3.10 Der Kernalgorithmus.
Gegeben: Eine bidiagonale Matrix B sowie deren mit hoher relativer Ge-
nauigkeit bestimmte Singula¨rwertna¨herungen σ¯1 ≤ . . . ≤ σ¯n.
Gesucht: Matrizen U¯ und V¯ mit Na¨herungen an die Basen aus linken
und rechten Singula¨rvektoren.
Pfade path(BTB, j) := (ν
(1)
j , . . . , ν
(recj)
j ), die fu¨r j = 1 : n die
Konstruktion von U¯(:, j) und V¯ (:, j) beschreiben.
1: Beschreibe die Cluster-Struktur des Spektrums in einer Liste L.
2: Bearbeite isolierte Singula¨rwerte unter Verwendung von Algorithmus 3.4.
3: while L 6= ∅ do
4: Wa¨hle einen Cluster aus L.
5: {Sei r die Ebene im Darstellungsbaum.}
Reproduziere mit Hilfe von Algorithmus 3.9 die Matrizen
Lˆ(r−1)Dˆ(r−1)(Lˆ(r−1))T und L˜(r−1)D˜(r−1)(L˜(r−1))T . Die (bereits be-
kannten) Eigenwertna¨herungen
¯ˆ
λ
(r)
f ≤ . . . ≤ ¯ˆλ
(r)
l seien bzgl. der Matrix
Lˆ(r−1)Dˆ(r−1)(Lˆ(r−1))T geclustert.
6: Wa¨hle einen geeigneten Shift ν(r).
7: Verwende Algorithmus 3.8 zur Bestimmung der Daten
[Dˆ(r), Lˆ(r), D˜(r), L˜(r), Dˇ(r), Lˆ(r)].
8: Bestimme Na¨herungen an die Eigenwerte
¯ˆ
λ
(r+1)
f ≤ . . . ≤ ¯ˆλ
(r+1)
l von
Lˆ(r)Dˆ(r)(Lˆ(r))T .
9: Bestimme Na¨herungen an die Eigenwerte ¯ˇλ
(r+1)
f ≤ . . . ≤ ¯ˇλ
(r+1)
l von
Lˇ(r)Dˇ(r)(Lˇ(r))T .
10: Bestimme Singula¨rvektorapproximationen U¯(:, f : l) und V¯ (:, f : l)
durch separates Zerlegen in BABE-Faktorisierungen und Lo¨sen der ent-
sprechenden Gleichungssysteme. Pru¨fe dabei a posteriori die Fragen
1. Bildet Lˆ(r)Dˆ(r)(Lˆ(r))T eine partielle RRR?
2. Welche Qualita¨t haben die Kopplungen?
{Aktualisiere path(BTB, j) fu¨r j = f : l sowie die Liste L.}
11: if beide Fragen positiv beantwortet werden ko¨nnen then
12: Behandele path(BTB, j) fu¨r j = f : l sowie die Liste L analog zu
den Zeilen 10 bis 12 aus Algorithmus 2.5.
13: else
14: Behandele path(BTB, j) fu¨r j = f : l sowie die Liste L analog zur
Zeile 14 aus Algorithmus 2.5.
15: end if
16: end while
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• die aktuelle Ebene r im Darstellungsbaum
• die Lage und Gro¨ße durch Angabe der ersten (f) und letzten (l) Indizes
• und damit den Zugriff auf die bisher verwendeten Shift-Parameter
path(BTB, f : l)
• den Zugriff auf die bereits fru¨her berechneten interessierenden Eigen-
wertna¨herungen fu¨r Lˆ(r−1)Dˆ(r−1)(Lˆ(r−1))T
In den Zeilen 4 bzw. 11 bis 15 steuern wir durch Auswahl bzw. Aufdatierung
der Listenelemente von L die Reihenfolge, in der der Darstellungsbaum ab-
gearbeitet wird. Fu¨r serielle Implementierungen ist die Depth-First-Strategie
(Tiefensuche) naheliegend. Die Liste L wird dann wie ein Stack behandelt.
Der Vorteil dieser Strategie ist, daß die in Zeile 5 angeforderten Daten bereits
im Arbeitsspeicher vorliegen und nicht reproduziert werden mu¨ssen.
Als Alternative fu¨r parallele Varianten bietet sich eine Breadth-First-Strategie
(Breitensuche) an, bei der L als Queue zu verwenden ist. Diese Strategie
erlaubt eine gute Lastverteilung zwischen den beteiligten Prozessoren, vgl.
Abschnitt 5.3.2. Sie wird mit zusa¨tzlichem Aufwand an Rechenoperatio-
nen erkauft, da in manchen Fa¨llen die Faktorisierungen mehrmals aufgestellt
werden mu¨ssen. Wir nehmen hier als Ergebnis vorweg, daß der zusa¨tzliche
Rechenaufwand i.d.R. klein ist gegenu¨ber anderen Teilaufgaben wie etwa der
nachfolgenden Bestimmung der Eigenwertna¨herungen, vgl. Abschnitt 3.4.6.
3.4.3 Bestimmung von Eigenwertna¨herungen
Die Bestimmung von Eigenwertapproximationen auf ho¨heren Ebenen im Dar-
stellungsbaum ist die weitaus zeitaufwendigste Teilaufgabe sowohl des klas-
sischen RRR-Algorithmus als auch der Variante mit eingebetteten Kopp-
lungen, vgl. Zeile 8. Wir skizzieren hier eine Modifikation des Verfahrens
nach [29], das sich auch bei der Implementierung in der LAPACK-Routine
DSTEGR bewa¨hrt hat, vgl. Abschnitt 4.3.
Eigenwerte von Lˆ(r)Dˆ(r)(Lˆ(r))T
Bekannt sind die Daten aus der Faktorisierung
Lˆ(r−1)Dˆ(r−1)(Lˆ(r−1))T − ν(r)I = Lˆ(r)Dˆ(r)(Lˆ(r))T
sowie Na¨herungen
¯ˆ
λ
(r)
f ≤ . . . ≤ ¯ˆλ
(r)
l an die interessierenden Eigenwerte
von Lˆ(r−1)Dˆ(r−1)(Lˆ(r−1))T . Wir suchen Na¨herungen an die Eigenwerte der
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na¨chsten Ebene λˆ
(r+1)
f ≤ . . . ≤ λˆ(r+1)l von Lˆ(r)Dˆ(r)(Lˆ(r))T . Dazu gehen wir in
mehreren Teilschritten vor.
1. Faktorisiere fu¨r j = f : l
Lˆ(r−1)Dˆ(r−1)(Lˆ(r−1))T − ¯ˆλ(r)j I = Nˆ (r,j)kj Gˆ
(r,j)
kj
(Nˆ
(r,j)
kj
)T
2. Lo¨se fu¨r j = f : l
Nˆ
(r,j)
kj
Gˆ
(r,j)
kj
(Nˆ
(r,j)
kj
)T · V¯ (:, j) = γˆ(r,j)kj ekj
3. Bestimme fu¨r j = f : l Anfangsna¨herungen χj durch
χj =
V¯ (:, j)T Lˆ(r)Dˆ(r)(Lˆ(r))T V¯ (:, j)
V¯ (:, j)
T
V¯ (:, j)
4. Bestimme fu¨r j = f : l wie beim Bisektionsverfahren Intervallgrenzen
αj und βj, so daß
αj ≤ χj < βj und nαj ≤ j < nβj
5. Vereinige u¨berlappende Intervalle.
6. Fu¨hre das Bisektionsverfahren solange aus, bis es l − f + 1 disjunkte
Intervalle gibt oder die Grenzen von Intervallen, die mehr als einen
Eigenwert beinhalten, hinreichend nahe beeinander liegen.
7. Verwende entweder weiterhin das Bisektionsverfahren, bis alle Inter-
valle hinreichend klein sind oder zur Beschleunigung die nachfolgend
beschriebene abgesicherte Rayleigh-Quotienten-Iteration.
Der auf der folgenden Seite aufgefu¨hrte Algorithmus 3.11 ist eine Varian-
te der Rayleigh-Quotienten-Iteration (RQI), die sich die Eigenschaften von
BABE-Faktorisierungen zunutze macht, siehe [29]. Insbesondere ist die RQI-
Korrektur vereinfacht darstellbar:
δRQI =
zT (T − τI)z
zT z
=
zT r
zT z
=
γ+k
zT z
(3.9)
Um zusa¨tzlich sicher zu stellen, daß das Verfahren gegen den gesuchten j-ten
Eigenwert konvergiert, bestimmen wir wie beim Bisektionsverfahren in jeder
Iteration die Gro¨ße nτ = #{g+i |g+i < 0}, also die Anzahl der Eigenwerte,
die kleiner als τ sind. Fu¨r die nach dem oben beschriebenen Verfahren er-
mittelten Startwerte konvergiert das Verfahren i.d.R. bereits nach wenigen
Schritten.
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Algorithmus 3.11 Abgesicherte Rayleigh-Quotienten-Iteration (RQI).
Gegeben: Eine faktorisierte symmetrisch tridiagonale Matrix: LDLT
Ein Intervall [α, β[, das nur deren j-ten Eigenwert entha¨lt.
Eine Na¨herung τ aus dem Intervall.
Eine obere Grenze maxit fu¨r die Iterationsschritte.
Eine Toleranzgrenze fu¨r die RQI-Korrektur, z.B. tol = 4.
Gesucht: Eine verbesserte Approximation τ an den j-ten Eigenwert.
1: iter = 0
2: δRQI = 0
3: repeat
4: τ = τ + δRQI
5: Bestimme LDLT − τI = N+k G+k (N+k )T .
6: Bestimme dabei nτ .
7: if ¬(j ≤ nτ ≤ j + 1) then
8: Fu¨hre einige Schritte des Bisektionsverfahrens aus.
9: Wa¨hle τ aus dem aktualisierten Intervall [α, β[.
10: Gehe zu 2.
11: else
12: Aktualisiere [α, β[.
13: end if
14: Lo¨se N+k G
+
k (N
+
k )
T · z = γ+k ek.
15: δRQI = γ
+
k /z
T z
16: iter = iter + 1
17: until (|δRQI |/|τ | ≤ tol · ²) ∨ (iter > maxit)
Eigenwerte von Lˇ(r)Dˇ(r)(Lˇ(r))T
Sind im Kernalgorithmus (Algorithmus 3.10) nach Erledigung von Zeile 8
Eigenwertna¨herungen von Lˆ(r)Dˆ(r)(Lˆ(r))T bekannt, so erhalten wir die in Zei-
le 9 beno¨tigten Eigenwertapproximationen an Lˇ(r)Dˇ(r)(Lˇ(r))T , indem wir fu¨r
j = f : l die abgesicherte Rayleigh-Quotienten-Iteration mit Startwert
¯ˆ
λ
(r+1)
j
durchfu¨hren. Nach unseren Voru¨berlegungen sollte der Unterschied zwischen
¯ˆ
λ
(r+1)
j und der zu ermittelnden Gro¨ße
¯ˇλ
(r+1)
j gering sein, so daß in vielen
Fa¨llen nur ein einziger Iterationsschritt no¨tig ist. Der Aufwand gegenu¨ber
dem klassischen RRR-Algorithmus erho¨ht sich hier also kaum.
Wie bereits eingangs angedeutet, stellt die Bestimmung von Eigenwertap-
proximationen in den Zeilen 8 und 9 die bei weitem aufwendigste Teilauf-
gabe des Kernalgorithmus (und des klassischen RRR-Algorithmus) dar. Sie
hat also bei Testmatrizen mit vielen oder großen Singula¨rwertclustern maß-
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geblichen Einfluß auf die Ausfu¨hrungszeit. Um bei einer Parallelisierung
die Arbeit mo¨glichst gleichma¨ßig verteilen zu ko¨nnen, lohnt sich bei einer
Breadth-First-Strategie der eventuell anfallende zusa¨tzliche Rechenaufwand
zur Reproduktion der aktuellen Faktorisierung (Zeile 5).
Es wird hier nochmals deutlich, daß wir bei der Auswahl eines Shift-
Kandidaten ν(r) in Zeile 6 mo¨glichst gute a priori Kriterien beno¨tigen, vgl.
Abschnitt 2.4. Stellt sich der Shift-Kandidat a posteriori –also nach der auf-
wendigen Eigenwertbestimmung– als unzureichend heraus, so muß die in den
Zeilen 8 und 9 geleistete Arbeit verworfen werden.
3.4.4 Bestimmung der Singula¨rvektoren
Wir beschreiben nun die Vorgehensweise bei den in Zeile 10 gestellten Teil-
aufgaben genauer. Wir ko¨nnen davon ausgehen, daß wir auf hohe relative
Genauigkeit bestimmte Na¨herungen an die interessierenden Eigenwerte von
Lˆ(r)Dˆ(r)(Lˆ(r))T und Lˇ(r)Dˇ(r)(Lˇ(r))T kennen. (Ansonsten gehen wir im Kern-
algorithmus zuru¨ck zu Zeile 6 und wa¨hlen einen anderen Shift-Kandidaten.)
Zur Bestimmung von Approximationen an die Singula¨rvektoren faktorisieren
wir fu¨r j = f : l zuna¨chst getrennt
Lˆ(r)Dˆ(r)(Lˆ(r))T − ¯ˆλ(r+1)j I = Nˆ (r+1)kˆ Gˆ
(r+1)
kˆ
(Nˆ
(r+1)
kˆ
)T (3.10)
Lˇ(r)Dˇ(r)(Lˇ(r))T − ¯ˇλ(r+1)j I = Nˇ (r+1)kˇ Gˇ
(r+1)
kˇ
(Nˇ
(r+1)
kˇ
)T (3.11)
und lo¨sen anschließend die linearen Gleichungssysteme
Nˆ
(r+1)
kˆ
Gˆ
(r+1)
kˆ
(Nˆ
(r+1)
kˆ
)T · V¯ (:, j) = γˆ(r+1)
kˆ
ekˆ (3.12)
Nˇ
(r+1)
kˇ
Gˇ
(r+1)
kˇ
(Nˇ
(r+1)
kˇ
)T · U¯(:, j) = γˇ(r+1)
kˇ
ekˇ (3.13)
Bei numerischen Experimenten stellt sich heraus, daß die entsprechenden
BABE-Faktorisierungen separat durch explizites Faktorisieren aufgestellt
werden ko¨nnen, ohne das Residuum der Singula¨rvektoren zu beeintra¨chtigen.
Auf ho¨heren Ebenen im Darstellungsbaum verzichten wir also im letzten
Schritt auf die Kopplungen.
Bei einer optimierten Implementierung ist die Bestimmung der Eigen-
wertna¨herungen und der Singula¨rvektoren durch Anwendung der Rayleigh-
Quotienten-Iteration enger verzahnt als hier dargestellt. So werden beispiels-
weise die in Zeile 4 von Algorithmus 3.11 gebildeten aktuellen Daten der
BABE-Faktorisierung sowie die in Zeile 14 bestimmte Gro¨ße z als Na¨herung
an den rechten Singula¨rvektor zwischengespeichert.
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3.4.5 Die a posteriori Kriterien
Wir ko¨nnen nun kla¨ren, ob der in Zeile 6 ausgewa¨hlte Shift-Kandidat ν(r) als
geeignet eingestuft werden kann. Dazu sind folgende Fragen zu beurteilen:
1. Bildet Lˆ(r)Dˆ(r)(Lˆ(r))T eine partielle RRR?
2. Welche Qualita¨t haben die Kopplungen?
1. Bildet Lˆ(r)Dˆ(r)(Lˆ(r))T eine partielle RRR?
Wir verwenden die in Abschnitt 2.4 eingefu¨hrten relativen Konditionszahlen
und betrachten wie in Algorithmus 2.4 die Gro¨ße
κmax = max
j=f :l
{
κrel
(
¯ˆ
λ
(r+1)
j
)}
Numerische Bestimmung von κrel(λ
+)
Ist λ+ ein Eigenwert von LDLT und q ein Vektor mit LDLT q = λ+q, so ist
nach der Gleichung (2.17) die relative Konditionszahl gegeben durch
κrel
(
λ+
)
=
∣∣∣∣qTL|D|LT qλ+qT q
∣∣∣∣
In der Gleitpunktarithmetik ko¨nnen wir nur eine Na¨herung λ¯+ an den Ei-
genwert bestimmen und q¯ mit Hilfe einer BABE-Faktorisierung
N+k G
+
k (N
+
k )
T · q¯ = γ+k ek wobei LDLT − λ¯+I = N+k G+k (N+k )T
Wird die Gro¨ße f = LT q¯ naiv als Matrix-Vektor-Produkt bestimmt, so kann
es bei großem Elementwachstum von D und damit auch von L bedingt durch
Auslo¨schung zu Effekten kommen, die das Ergebnis fu¨r die Konditionszahl
stark verfa¨lschen ko¨nnen.
Das Problem
Wir nehmen an, daß LDLT eine RRR fu¨r einen Eigenwert λ+ = O(²3) bildet,
also eine relative Konditionszahl κrel (λ
+) = O(1) vorliegt. Damit ergibt sich
fu¨r die in exakter Arithmetik berechnete Gro¨ße
q¯TL|D|LT q¯ = fT |D|f = O(²3)
112 Kapitel 3. Kopplungen und die Adaption auf die bidiagonale SVD
Tritt jedoch in der Gleitpunktarithmetik bei der Matrix-Vektor-
Multiplikation durch Auslo¨schung bedingt ein Fehler fl(f) = f + O(²)
auf, so ergibt sich
fl(fT |D|f) = O(²2)
Mit diesem Wert messen wir im wesentlichen nur noch den Fehler von
fl(f). Das berechnete Ergebnis fu¨r die relative Konditionszahl hat eine
Gro¨ßenordnung von O(²−1). Basierend auf diesem berechneten Ergebnis
wu¨rde dann das a posteriori Kriterium im RRR-Algorithmus negativ aus-
fallen, obwohl LDLT eine RRR ist.
Eine Abhilfe
Wir schlagen aufgrund dieser Problematik ein numerisch stabileres Verfahren
zur Bestimmung von f = LT q¯ vor. Es ist
q¯k = 1, q¯i = −l+i q¯i+1 fu¨r i < k, q¯i+1 = −u+i q¯i fu¨r i > k
Dann gilt fu¨r i < k
fi = q¯i + liq¯i+1 = q¯i+1(li − l+i ) = q¯i+1li
si
d+i
und fu¨r k ≤ i < n
fi = q¯i + liq¯i+1 = q¯i(li − u+i ) = q¯i
pi+1
r+i+1
Wir ko¨nnen also mit Hilfe der Daten der BABE-Faktorisierung die kriti-
schen Additionen durch Multiplikationen und Divisionen ersetzen. Durch die
hier neu vorgeschlagene Verwendung der Hilfsvariablen aus den QD-artigen
Transformationen wird die korrekte Bestimmung der relativen Konditions-
zahlen auch fu¨r sehr kleine Eigenwerte ermo¨glicht.
Pru¨fung aller relativen Konditionszahlen
Mit den Ergebnissen der obigen Bemerkung ko¨nnen wir nun beurteilen, ob
die Wahl des Shift-Kandidaten eine RRR fu¨r die interessierenden Eigenwerte
von Lˆ(r)Dˆ(r)(Lˆ(r))T bildet oder nicht. Dazu werden wie beschrieben die ent-
sprechenden relativen Konditionszahlen ermittelt. Wir mu¨ssen dazu V¯ (:, j)
fu¨r j = f : l berechnen, auch wenn
¯ˆ
λ
(r+1)
j wieder in einem Cluster liegt. Den-
noch ist diese Arbeit nicht vergeblich, da sie dem ersten und zweiten Teil-
schritt bei der anstehenden Bestimmung neuer Eigenwertna¨herungen auf der
na¨chstho¨heren Ebene im Darstellungsbaum entspricht, vgl. Abschnitt 3.4.3.
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2. Welche Qualita¨t haben die Kopplungen?
Wa¨hrend das erste Kriterium — Vorliegen einer RRR — fu¨r den klassischen
RRR-Algorithmus hinreichend ist, mu¨ssen wir beim Kernalgorithmus fu¨r die
bSVD zusa¨tzlich noch das zweite Kriterium — die Qualita¨t der Kopplun-
gen — u¨berpru¨fen. Die theoretischen Grundlagen sind in Abschnitt 3.3.3
dargestellt. Siehe Satz 3.21 und nachfolgende Bemerkungen.
Wir vergleichen also die Eigenwertna¨herungen
¯ˆ
λ
(r+1)
j mit
¯ˇλ
(r+1)
j fu¨r j = f : l.
Wenn diese nur einen kleinen relativen Abstand voneinander haben, so
ko¨nnen wir die zugeho¨rigen Singula¨rvektorpaare U¯(:, j) und V¯ (:, j) als gut
gekoppelt betrachten. (Die Gro¨ßen U¯(:, j) und V¯ (:, j) sind nach den Glei-
chungen (3.10), (3.11), (3.12) und (3.13) bekannt.)
Vergleichsvektoren
Weichen die Eigenwertna¨herungen sta¨rker voneinander ab, ist es trotzdem
nicht ausgeschlossen, daß die Na¨herungen an die Singula¨rvektorpaare gut
gekoppelt sind. Mit vertretbarem zusa¨tzlichen Aufwand ko¨nnen wir die Ap-
proximation
¯ˆ
λ
(r+1)
j anstelle von
¯ˇλ
(r+1)
j zur Faktorisierung von Lˇ
(r)Dˇ(r)(Lˇ(r))T
heranziehen. Im Unterschied zu Gleichung (3.11) bilden wir also
Lˇ(r)Dˇ(r)(Lˇ(r))T − ¯ˆλ(r+1)j I = ˆˇN (r+1)ˆˇk
ˆˇG
(r+1)
ˆˇk
( ˆˇN
(r+1)
ˆˇk
)T
Durch Lo¨sen von
ˆˇN
(r+1)
ˆˇk
ˆˇG
(r+1)
ˆˇk
( ˆˇN
(r+1)
ˆˇk
)T · ˆ¯U(:, j) = ˆˇγ(r+1)ˆˇk eˆˇk
erhalten wir einen Vergleichsvektor ˆ¯U(:, j) zu U¯(:, j). Wa¨hrend ˆ¯U(:, j) ein
Vektor ist, der gut an V¯ (:, j) gekoppelt ist, garantiert U¯(:, j) numerische
Orthogonalita¨t.
Wir messen nun den Winkel zwischen beiden Vektoren, also
cos(θ) =
ˆ¯U(:, j)T U¯(:, j)∥∥∥ ˆ¯U(:, j)∥∥∥∥∥∥U¯(:, j)∥∥∥
Stellt sich heraus, daß dieser Winkel klein ist, so macht es numerisch keinen
Unterschied, ob wir eine Na¨herung an den linken Singula¨rvektor mit dem
Shift ¯ˇλ
(r+1)
j oder
¯ˆ
λ
(r+1)
j bestimmen. Insofern ko¨nnen wir U¯(:, j) und V¯ (:, j)
als gut gekoppelt betrachten, auch wenn ¯ˇλ
(r+1)
j und
¯ˆ
λ
(r+1)
j sta¨rker vonein-
ander abweichen. Es ist empfehlenswert, den Vergleichsvektor ˆ¯U(:, j) zu
u¨berpru¨fen, bevor der in Zeile 6 gewa¨hlte Shift-Kandidat ν(r) als ungeeignet
eingestuft wird.
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Kurze Aufwandsbetrachtung
Wir schließen die Diskussion der beiden Leitfragen
1. Bildet Lˆ(r)Dˆ(r)(Lˆ(r))T eine partielle RRR?
2. Welche Qualita¨t haben die Kopplungen?
fu¨r die a posteriori Kriterien ab, indem wir den Aufwand analysieren, der bei
der Einbettung der Kopplungen im Kernalgorithmus gegenu¨ber dem klassi-
schen RRR-Algorithmus entsteht. Das zweite Kriterium la¨ßt sich weitgehend
mit den Informationen u¨berpru¨fen, die fu¨r das erste ohnehin beno¨tigt wer-
den. Sollte wie oben skizziert die Berechnung eines Vergleichsvektors ˆ¯U(:, j)
erforderlich sein, so ko¨nnen wir dies mit vertretbarem zusa¨tzlichen Arbeits-
volumen realisieren.
3.4.6 Abschließende Beurteilung
Als wichtiges Ergebnis ist zuna¨chst zu betonen, daß die Einbettung der Kopp-
lungen mo¨glich ist, ohne die grundlegende Struktur des Verfahrens zu a¨ndern.
Beim U¨bergang vom klassischen RRR-Algorithmus (Algorithmus 2.5) zum
Kernalgorithmus fu¨r die bSVD (Algorithmus 3.10) sind jeweils nur einzelne
Teilaufgaben zu modifizieren.
Zur Aufwandsbetrachtung halten wir nochmals fest, daß der klassische
RRR-Algorithmus bei Lo¨sung des tSEP
T = QΛQT
mit Na¨herungen an Q ein Volumen von ca. n2 interessierenden Daten erzeugt,
wa¨hrend wir beim Kernalgorithmus zur Lo¨sung von
B = UΣV T
mit Approximationen an die linken und rechten Singula¨rvektoren etwa die
zweifache Menge an Ergebnissen erhalten. Im Vergleich zum tSEP mu¨ssen
zusa¨tzlich noch gute Kopplungen gewa¨hrleistet sein. Eine Verdopplung des
Aufwands gegenu¨ber dem klassischen Algorithmus ist also vertretbar.
Inwieweit sich der Arbeitsumfang fu¨r die einzelnen Teilaufgaben auf die
Lo¨sung des gesamten Problems auswirkt, ha¨ngt auch vom jeweiligen Dar-
stellungsbaum ab. Die Anzahl und Gro¨ße der Cluster sowie deren Ebene r
beeinflussen also den Vergleich zwischen dem klassischen und dem Kernalgo-
rithmus.
Die Situation fu¨r isolierte Singula¨rwerte ist bereits in Abschnitt 3.2 beschrie-
ben. Wir betrachten daher nur noch den Fall geclusterter Singula¨rwerte. Wir
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bezeichnen dabei mit c die Anzahl aller zu bearbeitenden Cluster und mit e
die Anzahl aller zu approximierenden Eigenwerte inklusive der Zwischenstu-
fen.
Teilaufgabe Abha¨ngigkeit Faktor
Zeile 5 c ca. 2.5 bis 4.5
Zeile 6 c und e 0
Zeile 7 c ca. 2.5 bis 4.5
Zeile 8 e 1
Zeile 9 e < 1, u.U. ¿ 1
Zeile 10
Vektoren e 2
Kriterien e 1 oder > 1
Tabelle 3.3: Zusa¨tzlicher Aufwand des Kernalgorithmus gegenu¨ber dem klas-
sischen RRR-Algorithmus. Aufgelistet sind die Teilaufgaben und deren
Abha¨ngigkeit von den Parametern c und e. Die dritte Spalte gibt den Faktor
an, um den sich die Kosten erho¨hen.
Tabelle 3.3 faßt die Situation zusammen. Fu¨r die Ermittlung gut gekoppel-
ter faktorisierter Darstellungen in den Zeilen 5 und 7 ist teilweise erheblicher
Mehraufwand erforderlich als bei der Bestimmung einer einzelnen Faktorisie-
rung im RRR-Algorithmus (vergleiche Algorithmus 3.8, Seite 104). Dagegen
ko¨nnen wir bei den Lo¨sungsverfahren fu¨r die Eigenwerte (Abschnitt 3.4.3) in
Zeile 9 ha¨ufig auf Informationen zuru¨ckgreifen, die bereits bei Bearbeitung
der Teilaufgabe aus Zeile 8 beno¨tigt werden. Daher ist in manchen Fa¨llen
kaum nennenswerter Zusatzaufwand zu verbuchen. A¨hnlich stellt sich die
Lage bei der U¨berpru¨fung der a posteriori Kriterien (Zeile 10) dar. Hier ent-
stehen nur (geringe) Mehrkosten, wenn Vergleichsvektoren (Abschnitt 3.4.5)
aufgestellt werden mu¨ssen.
Die Erzeugung der gekoppelten Matrizen (Zeilen 5 und 7) ist i.d.R. mit gerin-
gerem Aufwand verbunden als die anschließende (iterative) Bestimmung von
Eigenwertna¨herungen (Zeilen 8 und 9). Pro Cluster beno¨tigen wir jeweils eine
faktorisierte Matrix, von der dann mehrere (mindestens zwei) interessierende
Eigenwerte zu approximieren sind. Also fa¨llt der Anteil der Faktorisierungs-
aufgaben umso geringer aus, je gro¨ßer ein Cluster ist.
Praktische numerische Experimente in Abschnitt 4.3 zeigen, daß der Aufwand
dominiert wird von den Zeilen 8 und 10, wa¨hrend die Rechenzeiten fu¨r die
Zeilen 5, 6, 7 und 9 nur von marginaler Bedeutung sind. Insofern ist zu
erwarten, daß sich der Arbeitsumfang bei U¨bertragung auf die bSVD nicht
mehr als verdoppelt.
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Die Kopplungsmechanismen fu¨r ho¨here Ebenen aus Abschnitt 3.3 zielen dar-
auf ab, das zweite Kriterium aus Zeile 10 zu erfu¨llen, wenn auch das erste
Kriterium gu¨ltig ist. Ist dies nicht der Fall, mu¨ssen wir im Kernalgorith-
mus in Zeile 6 einen neuen Shift-Kandidaten bestimmen und die nachfol-
genden Schritte wiederholen, wa¨hrend der klassische RRR-Algorithmus zum
na¨chsten Cluster u¨bergehen kann. Dadurch kann sich die Aufwandsanalyse
zu Ungunsten des Kernalgorithmus verschieben. Obwohl sich Testmatrizen
konstruieren lassen, bei denen diese Problematik hervortritt, greifen die in
diesem Kapitel vorgeschlagenen Strategien im Normalfall sehr gut, d.h. daß
mit dem ersten auch das zweite Kriterium erfu¨llt ist.
In na¨chsten Kapitel beschreiben wir ein bSVD-Lo¨sungsverfahren, dessen
Herzstu¨ck mit Algorithmus 3.10 gegeben ist. Wir binden jedoch zusa¨tzlich
einige Optionen zur Verbesserung der Ausfu¨hrungsgeschwindigkeit und der
Genauigkeit ein, die auch die o.g. Problematik weiter abschwa¨chen.
Kapitel 4
Ein bSVD-Lo¨sungsverfahren
Durch Anwendung der im vorigen Kapitel eingefu¨hrten Kopplungen steht mit
dem Kernalgorithmus (Algorithmus 3.10) eine Methode zur Bestimmung der
bSVD bereit. Dabei bleiben die vorteilhaften Eigenschaften (Komplexita¨t,
Genauigkeit, Adaptivita¨t, Parallelisierbarkeit, vgl. Tabelle 1.1) des klassi-
schen RRR-Algorithmus zur Lo¨sung des tSEP erhalten.
In diesem Kapitel zeigen wir weitere Mo¨glichkeiten zur Verbesserung auf,
bevor wir zur Diskussion der seriellen numerischen Ergebnisse u¨bergehen.
Das Vorgehen zur Parallelisierung beschreiben wir im nachfolgenden Kapitel.
4.1 Vorverarbeitung
Der Kernalgorithmus ist ein sehr gut geeignetes Werkzeug zur effizienten
SVD einer bidiagonalen Matrix. Dennoch weist er einige kritische Punkte
auf, die bei gezielter Konstruktion von Testmatrizen offenkundig werden:
• Breakdowns bei Faktorisierungen.
• Zu hohe relative Konditionszahlen fu¨r alle Shift-Kandidaten.
• Keine hinreichende Qualita¨t der Kopplungen.
• Sehr enge Cluster, die sich durch Shift-Strategien nicht auflo¨sen lassen.
Der Darstellungsbaum wu¨rde dann unbegrenzt wachsen. Wir identifi-
zieren das Problem dadurch, daß eine gewisse Schranke recmax fu¨r die
Anzahl der Ebenen u¨berschritten wird.
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Einige der Probleme treten schon beim klassischen RRR-Algorithmus auf,
wa¨hrend schlechte Kopplungen erst beim Kernalgorithmus ins Gewicht fallen
ko¨nnen. Zur Absicherung des Lo¨sungsverfahrens ist es daher empfehlenswert,
die Eingangsmatrix B vor der Anwendung von Algorithmus 3.10 geeignet zu
pra¨parieren.
4.1.1 Flipping und Splitting
Fu¨r Bidiagonalmatrizen, bei denen starke Unterschiede in den
Gro¨ßenordnungen der Eintra¨ge auftreten, ist es nach [21, 44] gu¨nstiger,
Zerlegungen bei den betragsgro¨ßten Elementen zu beginnen. Da der Kern-
algorithmus oft LDLT -Faktorisierungen verwendet, sollte fu¨r |a1| ¿ |an|
anstelle von B mit B(rev) gearbeitet werden, vgl. Bemerkungen 3.4 und 3.10.
Wenden wir den Kernalgorithmus auf B(rev) an, so erhalten wir U durch den
klassischen RRR-Algorithmus, wa¨hrend die Daten von V durch Kopplungs-
mechanismen bestimmt werden. Das sogenannte Flipping von B kann sich
nachteilig auf die Ausfu¨hrungsgeschwindigkeit auswirken, da die Zeilen von
U und V permutiert (umkopiert) werden mu¨ssen.
Obwohl die Eingangsmatrix B unreduziert ist, kann es vorkommen, daß ei-
nige ihrer Eintra¨ge numerisch als vernachla¨ssigbar klein angesehen werden
ko¨nnen. In [21] und der danach implementierten LAPACK-Routine DBDSQR
sind Kriterien angegeben, nach denen diese Eintra¨ge auf Null gesetzt werden
ko¨nnen, ohne die relative Genauigkeit der Singula¨rwerte zu beeintra¨chtigen.
Ist die so modifizierte n-dimensionale Matrix B aber nicht mehr unreduziert,
so kann sie in kleinere Probleme zerlegt werden (Splitting):
B = diag(B(1), . . . , B(K)), lo¨se B(k) = U (k)Σ(k)(V (k))T fu¨r k = 1 : K
Verzichten wir auf eine hohe relative Genauigkeit der Na¨herungen an die
Singula¨rwerte und sind lediglich an der Erfu¨llung der in Abschnitt 1.3.5 an-
gegebenen Bedingungen fu¨r die Singula¨rvektoren interessiert, so ko¨nnen wir
weitergehende Splitting-Kriterien anwenden, vgl. Abschnitt 4.3.3.
Unter gewissen Bedingungen kann die Ausgangsmatrix also in mehrere Teil-
probleme zerfallen. Fu¨r kleinere Matrixdimensionen (z.B. ≤ 20) empfiehlt
sich trotz der quadratischen Komplexita¨t des Kernalgorithmus die Verwen-
dung des QR-Verfahrens mit kubischem Aufwand.
4.1.2 Pra¨konditionierung
Die Gefahr von Breakdowns bei den Faktorisierungen im Kernalgorithmus
la¨ßt sich durch geeignete Pra¨konditionierung von B reduzieren.
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Beschreibung eines Pra¨konditionierungsschrittes
Wir fu¨hren eine gewisse Anzahl von einzelnen Schritten des QR-Verfahrens
durch, vgl. Abschnitt 1.5.2, Gleichung (1.1). Im ersten Schritt geht B = B0
also u¨ber in eine Bidiagonalmatrix
B1 = H
T
0 B0G0
Dabei repra¨sentieren H0 und G0 die Akkumulation von je n− 1 Givensrota-
tionen. Kennen wir die bSVD B1 = U
′ΣV ′T , so erhalten wir die gesuchten
Gro¨ßen U = G0U
′ und V = H0V ′ mit einem Aufwand von O(n2). Beim
Aufdatieren der Spalten
U(:, j) = G0U
′(:, j) V (:, j) = H0V ′(:, j) (4.1)
ist wieder Adaptivita¨t gegeben: Wir ko¨nnen k Spalten mit O(kn) Operatio-
nen aktualisieren.
Ziel der Pra¨konditionierung
Durch das Vorschalten einiger Schritte des QR-Verfahrens lo¨sen wir also
ein a¨quivalentes System, dessen bestimmende Matrix vom Kernalgorithmus
oft besser verarbeitet werden kann als die Originalmatrix B. Da diese Art
der Pra¨konditionierung Teil eines Diagonalisierungsprozesses ist, verschieben
sich typischerweise betragsgroße Nebendiagonalelemente auf die Diagonale,
wa¨hrend betragskleine Nebendiagonalelemente weiter verringert werden. Da-
durch erho¨ht sich die Wahrscheinlichkeit, die Matrix in kleinere Probleme
zerlegen zu ko¨nnen (Splitting). Durch die zunehmende Diagonaldominanz
sind auch die LDLT -Faktorisierungen im Kernalgorithmus weniger anfa¨llig
fu¨r Breakdowns.
Der Einfluß der Vorverarbeitungsphase ist also generell positiv zu bewerten.
Sie ist jedoch im Vergleich zum Kernalgorithmus mit nicht unerheblichem
zusa¨tzlichen Aufwand verbunden: Sowohl der Kernalgorithmus als auch das
Aufdatieren der Singula¨rvektoren haben quadratische Komplexita¨t. Bei der
Implementierung wird daher die nachfolgend beschriebene Strategie gewa¨hlt,
die in Abha¨ngigkeit vom zu bearbeitenden Testproblem durch Einstellung der
entsprechenden Parameter gesteuert werden kann.
Statische und dynamische Pra¨konditionierung
Bei der statischen Pra¨konditionierung fu¨hren wir ps Schritte des QR-
Verfahrens aus und datieren anschließend alle Singula¨rvektoren auf.
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Die dynamische Pra¨konditionierung fußt auf der Beobachtung, daß unter
den n zu bestimmenden Singula¨rvektorpaaren oft nur sehr wenige wirklich
problematisch sind. Nur fu¨r diese werden dann bis zu pd weitere Vorverar-
beitungsschritte durchgefu¨hrt. Nach jeder Pra¨konditionierung wird der Ker-
nalgorithmus aufgerufen, um die noch verbliebenen Vektoren zu ermitteln.
Gelingt dies, nutzen wir die Mo¨glichkeit zur adaptiven Aufdatierung, siehe
Gleichung (4.1). Sonst bearbeiten wir die Bidiagonalmatrix mit einer neuen
QR-Transformation.
4.1.3 Der Gesamtalgorithmus
Wir konkretisieren die bisher beschriebenen Mo¨glichkeiten zur Vorverarbei-
tung in Algorithmus 4.1. Dieser stellt das Geru¨st fu¨r die in den numerischen
Experimenten verwendete Implementierung dar.
Wir fu¨hren einen Vektor err ein, der fu¨r j = 1 : n angibt, ob der Kern-
algorithmus das entsprechende Singula¨rvektorpaar erfolgreich bestimmen
kann (errj = 0) oder nicht (errj = 1). Fu¨r die maximale Anzahl der
Pra¨konditionierungsschritte erweist sich aufgrund numerischer Experimen-
te eine Voreinstellung ps = 1 und pd = 10 als gu¨nstig. Der Speicherbedarf
einer einzelnen akkumulierten Givenstransformation betra¨gt 2n Gleitkomma-
zahlen. Im Gesamtalgorithmus stellt dies keine gro¨ßere Ressourcenbelastung
dar. Aus Gru¨nden der U¨bersichtlichkeit haben wir in Algorithmus 4.1 auf
die Option verzichtet, fu¨r kleine Dimensionen N ≤ 20 anstelle des Kernal-
gorithmus das Standard-QR-Verfahren zu verwenden.
Durch Modifikation der Startmenge Jps kann der Gesamtalgorithmus auch
zur adaptiven Bestimmung von Teilen des Spektrums verwendet werden.
Typischerweise ko¨nnen beim ersten Aufruf des Kernalgorithmus in Zeile 8
die meisten der in Jps spezifizierten Singula¨rvektorpaare bestimmt werden.
Sollte fu¨r ein Singula¨rvektorpaar ein Fehler aufgetreten sein, so ist der ge-
samte zugeho¨rige Cluster neu zu bearbeiten (vgl. Zeilen 9 und 10). Nach
jedem weiteren Pra¨konditionierungsschritt werden die zufriedenstellend ap-
proximierten Vektoren (Indexmenge Jp\Jp+1) aufdatiert. Sollte die maxi-
male Anzahl ps + pd an vorgesehenen QR-Transformationen u¨berschritten
werden, so mu¨ssen wir den Gesamtalgorithmus als gescheitert betrachten
(Zeilen 16 bis 18). Eine Abhilfe besteht dann darin, die Anzahl ps der sta-
tischen Pra¨konditionierungsschritte deutlich zu erho¨hen und den Gesamtal-
gorithmus fu¨r die Problemfa¨lle erneut zu starten. Ansonsten sollten andere
Lo¨sungsverfahren herangezogen werden. Welches dabei gewa¨hlt wird, kann
u.a. davon abha¨ngen, wie die Informationen aus dem Gesamtalgorithmus
noch gewinnbringend eingesetzt werden ko¨nnen.
In Abschnitt 4.3 geben wir Matrizen an, fu¨r die die aktuelle Implementierung
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Algorithmus 4.1 Geru¨st des Gesamtalgorithmus.
Gegeben: Eine bidiagonale Matrix B ∈ Rn×n.
Gesucht: Na¨herungen an die Gro¨ßen Σ, U , V der bSVD.
Ein Fehlervektor err.
1: Flipping:
Bestimme, ob mit B0 = B oder B0 = B
(rev) gearbeitet werden soll.
2: Statische Pra¨konditionierung:
Transformiere Bp+1 = H
T
p BpGp fu¨r p = 0 : ps − 1.
3: Splitting:
Teile Bps in kleinere Probleme B
(1)
ps , . . . , B
(K)
ps auf.
4: for k = 1 : K do
5: {Sei Bps := B(k)ps und N die Dimension von Bps . Ferner seien U und V
entsprechend gewa¨hlte Submatrizen von U und V und ε der Teilvektor
von err.}
Setze p = ps und Jps = {1, . . . ,N}.
6: Bestimme Approximationen an die Singula¨rwerte von Bps .
7: while (Jp 6= ∅) ∧ (p ≤ ps + pd) do
8: Fu¨r alle j ∈ Jp bestimme (U(:, j),V(:, j), εj) durch Anwendung des
Kernalgorithmus (Algorithmus 3.10).
9: J ′ = {j′ ∈ Jp | εj′ = 1}
10: Jp+1 = {j ∈ Jp | ∃j′ ∈ J ′, s.d. σj im gleichen Cluster wie σj′ liegt.}
11: Fu¨r alle j ∈ Jp\Jp+1 datiere U(:, j) und V(:, j) mit Hps , . . . ,Hp−1
bzw. Gps , . . . ,Gp−1 auf.
12: Bp+1 = HTp BpGp {Neuer Pra¨konditionierungsschritt.}
13: p = p+ 1
14: Aktualisiere ε.
15: end while
16: if p > ps + pd then
17: {Breakdown des Gesamtalgorithmus.} exit
18: end if
19: end for
20: Statische Pra¨konditionierung:
Datiere U und V mit H0, . . . , Hps−1 bzw. G0, . . . , Gps−1 auf.
21: Flipping:
Permutiere ggf. die Zeilen von U und V .
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des Gesamtalgorithmus mit der o.a. Voreinstellung der Parameter ps und pd
tatsa¨chlich scheitert, vgl. Testprobleme P4 (a) und P5 (a). Fu¨r den Großteil
der betrachteten Testmatrizen liefert Algorithmus 4.1 jedoch zufriedenstel-
lende Ergebnisse und besticht vor allem durch niedrige Ausfu¨hrungszeiten.
Zur Effizienzsteigerung des Kernalgorithmus ko¨nnen wir also die Eingangs-
matrix B einer Vorverarbeitungsphase unterziehen. Eine andere Mo¨glichkeit
besteht darin, den Kernalgorithmus selbst um Optionen zu erweitern, die
ebenfalls zu Verbesserungen der Ausfu¨hrungsgeschwindigkeit und Genauig-
keit fu¨hren ko¨nnen. Diese beschreiben wir in folgenden Abschnitt.
4.2 Ideale Systeme bei sehr engen Clustern
Fu¨r Matrizen, deren Eigenwerte eng beieinander liegen, besitzt der Darstel-
lungsbaum des RRR-Algorithmus sehr viele Ebenen. Es kann sogar vorkom-
men, daß es mit den zur Verfu¨gung stehenden Shift-Parametern nicht gelingt,
einen Cluster bis zum Erreichen einer gewissen Ebene recmax aufzulo¨sen.
Das Auftreten untrennbarer Eigenwerte fu¨hrt also zu einem Scheitern des
Kernalgorithmus (Breakdown). In diesem Abschnitt stellen wir das Konzept
idealer Systeme aus Eigen- bzw. Singula¨rvektoren vor, mit dessen Hilfe die
Darstellungsba¨ume erheblich reduziert werden ko¨nnen. Die hier beschriebene
Strategie basiert auf Heuristiken, die teilweise durch theoretische Resultate
und teilweise durch Beobachtungen bei numerischen Experimenten motiviert
sind. Mit geringem Aufwand ko¨nnen wir oft erhebliche Verbesserungen er-
zielen:
• Bei der erfolgreichen Konstruktion idealer Systeme kann neben signifi-
kanten Einsparungen an Rechenoperationen und Speicherplatz oft auch
das Problem untrennbarer Eigenwerte gelo¨st werden.
• Ist die Erzeugung eines idealen Systems nicht mo¨glich, soll dies mit der
Strategie mo¨glichst fru¨h erkannt werden. Dazu legen wir Wert auf ein-
fach zu u¨berpru¨fende Kriterien, die allerdings in manchen Situationen
zu pessimistisch sein ko¨nnen.
Theoretische Grundlagen u¨ber die Struktur invarianter Unterra¨ume eng ge-
clusterter Eigenwerte sind in [64] beschrieben. In [28] ist dargestellt, wie
diese mit Hilfe von BABE-Faktorisierungen verwendet werden ko¨nnen, um
die Tra¨ger einzelner Vektoren zu minimieren. Die fu¨r die LAPACK-Routine
DSTEGR verwendete Implementierung beru¨cksichtigt bereits diese Ergebnisse.
Modifikationen dieser Ansa¨tze mu¨nden in die hier skizzierte Vorgehenswei-
se zur Konstruktion eines numerisch orthogonalen Systems aus allen zum
Cluster geho¨renden Eigenvektorna¨herungen.
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Ist innerhalb des RRR-Algorithmus ein Cluster der Gro¨ße s = l − f + 1 zu
bearbeiten, so sind fu¨r s¿ n durchaus alternative Verfahren in Betracht zu
ziehen. Fu¨r s = 2 ko¨nnen beispielsweise Bisektoren eingesetzt werden, um
zwei Eigenvektorapproximationen gegeneinander zu orthogonalisieren, vgl.
Beispiel 1.31. Diese Variante ist mit deutlich weniger Aufwand verbunden
als die a priori Auswahl eines Shift-Kandidaten, die Bestimmung der bei-
den Eigenwertna¨herungen und die a posteriori U¨berpru¨fung der relativen
Konditionszahlen. Fu¨r moderate Clustergro¨ßen (z.B. s ≤ 20) kann auch
allgemeiner eine explizite Reorthogonalisierung wie im modifizierten Gram-
Schmidt-Verfahren (Algorithmus 1.2) erfolgen, um auf diese Weise den Dar-
stellungsbaum zu reduzieren.
Die in diesem Abschnitt beschriebene Strategie eignet sich speziell fu¨r Cluster
mit wenigen Elementen, deren Eigenwerte sehr eng beieinander liegen.
4.2.1 Sehr enge Cluster trotz Unreduziertheit
Spa¨testens nach der Anwendung der Splitting-Kriterien aus dem vorigen Ab-
schnitt ko¨nnen wir davon ausgehen, daß die zu behandelnde Tridiagonalma-
trix T unreduziert ist. In exakter Arithmetik sind damit ihre Eigenwerte
paarweise disjunkt und alle Komponenten der Eigenvektoren von Null ver-
schieden, vgl. Bemerkung 1.13. Dennoch ko¨nnen wir unreduzierte Matrizen
konstruieren, deren Eigenwerte als Gleitpunktzahlen identisch sind oder nur
um wenige ULP voneinander abweichen. Solche Eigenwerte betrachten wir
als sehr eng geclustert. In der Definition 1.15 entspricht dies also t = O(²).
Testprobleme mit sehr engen Clustern sind Wilkinson-Matrizen (Bei-
spiel 1.18) oder geleimte Matrizen (Beispiel 1.19). Durch geeignete Wahl
der Parameter lassen sich diese so konstruieren, daß bei Abarbeitung des
RRR-Algorithmus untrennbare Eigenwerte oder Schwierigkeiten bei den Fak-
torisierungen auftreten: Numerisch identische Eigenwerte fallen oft mit den
Eigenwerten der Minoren von T zusammen. Geleimte Matrizen werden ver-
wendet, um SEP- und SVD-Lo¨sungsverfahren in extremen Situationen zu
testen.
Da der klassiche RRR-Algorithmus und der daraus abgeleitete Kernalgorith-
mus in diesen Fa¨llen auf die beschriebenen Probleme stoßen, empfiehlt es
sich, die Eigenschaften von Matrizen mit sehr engen Eigenwertclustern ge-
nauer zu untersuchen.
4.2.2 Minimierbare Tra¨ger trotz Unreduziertheit
Nach Bemerkung 1.13 sind alle Komponenten der Eigenvektoren einer unre-
duzierten symmetrisch tridiagonalen Matrix von Null verschieden. In diesem
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Abschnitt diskutieren wir, unter welchen Umsta¨nden die Eintra¨ge von Ap-
proximationen als vernachla¨ssigbar klein angesehen werden ko¨nnen.
U¨ber Hu¨gel und Ta¨ler
Fu¨r die nachfolgenden Beobachtungen ist der Begriff der Envelope
nu¨tzlich [64].
Definition 4.1 (Envelope)
Sei λf ≤ . . . ≤ λl ein Eigenwertcluster von T mit zugeho¨rigen s = l − f + 1
Eigenvektoren Q(:, f : l) ∈ Rn. Sei
Sf :l := span{Q(:, f), . . . , Q(:, l)}
der zugeho¨rige invariante Unterraum. Fu¨r Sf :l definieren wir die Envelope
Ef :l ∈ Rn komponentenweise durch
Ef :li := max{|zi| : z ∈ Sf :l ∧ ‖z‖ = 1}
Beispiel 4.2 (Die Matrix W+51)
Wir betrachten einige invariante Unterra¨ume der Matrix W+51. In Abbil-
dung 4.1 auf der folgenden Seite sind sowohl die Envelopen als auch die Kom-
ponenten der zugeho¨rigen Eigenvektorapproximationen logarithmisch skaliert
dargestellt. Dabei sind nur Elemente erfaßt, deren Betrag gro¨ßer als die Ma-
schinengenauigkeit ² ist. Es fa¨llt auf, daß einige Eintra¨ge sehr klein werden.
Die Bereiche mit den betragsgro¨ßten Komponenten ko¨nnen sehr schmal aus-
fallen.
Beispiel 4.3 (Eine geleimte Matrix)
Die Eintra¨ge einer Basismatrix T ∈ R20×20 seien mit Zufallszahlen zwi-
schen 0 und 1 belegt. Wir bilden daraus die dreifach geleimte Matrix
T (20, 3, 200²) ∈ R80×80. In der Abbildung ist die Struktur des zu den vier
betragsgro¨ßten Eigenwerten geho¨renden invarianten Unterraumes skizziert.
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Abbildung 4.1: Komponentenweise Darstellung der Envelopen und Eigenvek-
torapproximationen. Die Envelopen werden jeweils mit einer durchgezogenen
Linie, die Eintra¨ge der Vektoren durch offene und geschlossene Quadrate an-
gedeutet.
In der Kontur der Envelope ko¨nnen wir vier
”
Hu¨gel“ –also Bereiche mit
betragsgroßen Eintra¨gen– ausmachen, die durch drei
”
Ta¨ler“ getrennt sind.
A¨hnlich lassen sich die Envelopen des vorigen Beispiels interpretieren.
Die in den beiden Beispielen gegebene Struktur der Envelope finden wir bei
vielen Testproblemen wieder. Wir notieren daher folgende
Beobachtung:
Die Envelope Ef :l eines engen Clusters von s Eigenwerten hat s
”
Hu¨gel“, die
durch s− 1
”
Ta¨ler“ getrennt sind.
Wirkung des QR-Verfahrens auf geleimte Matrizen
Fu¨r geleimte Matrizen la¨ßt sich die Beobachtung weiter besta¨tigen, wenn
das QR-Verfahren zur Bestimmung von Eigenvektorna¨herungen herangezo-
gen wird. Nach wenigen Schritten zerfa¨llt die Transformierte der in Bei-
spiel 4.3 erwa¨hnten Matrix T0 = T (20, 3, 200²) durch Anwenden geeigneter
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Splitting-Kriterien in vier Teilmatrizen:
Ti = (Qi−1 · · ·Q0)T0(Qi−1 · · ·Q0)T
mit
Ti =

T (1)
T (2)
T (3)
T (4)

Bis auf kleine additive Sto¨rungen sind die Matrizen T (k) fu¨r k = 1 : 4 ortho-
gonal a¨hnlich zu T . (Dabei ist T die Basismatrix aus Beispiel 4.3). Nach
Satz 1.20 kann der Unterschied der Eigensysteme der T (k) durch kleine additi-
ve Sto¨rungen beschrieben werden. Bei der Spektralzerlegung von Ti erhalten
wir also vier Gruppen von je 20 Eigenvektorapproximationen, bei denen je-
weils nur 20 aufeinanderfolgende Komponenten von Null verschieden sind.
Da bei engen Eigenwertclustern typischerweise jede der vier Gruppen mit ei-
nem Eigenpaar beteiligt ist, bildet sich die in der Beobachtung beschriebene
Struktur der Envelope heraus.
Definition 4.4 (Tra¨ger, Support)
Mit
supp(z) := {i ∈ {1, . . . , n} | zi 6= 0}
bezeichnen wir den Tra¨ger (engl. support) einer Eigenvektorapproximation
z ∈ Rn. Wir beachten, daß im Gegensatz zu den exakten Eigenvektoren
viele Komponenten von z Null sein ko¨nnen, obwohl die Eingangsmatrix un-
reduziert ist.
Ideale Systeme
Wie bereits in den Abschnitten 1.3.5 und 1.3.6 diskutiert, kann der invariante
Unterraum Sf :l eines sehr engen Eigenwertclusters mit weitgehend beliebig
gewa¨hlten Basen aus Eigenvektorna¨herungen beschrieben werden, ohne die
Genauigkeitsanforderungen fu¨r das tSEP zu beeintra¨chtigen. Unter diesen
Basen bezeichnen wir diejenigen als ideale Systeme, deren Vektoren mo¨glichst
gut jeweils einen
”
Hu¨gel“ der Envelope nachbilden. Anders formuliert sollten
sich die Tra¨ger der Vektoren mo¨glichst wenig u¨berlappen. Die Vorteile idealer
Systeme sind leicht einzusehen:
1. Wenn die Tra¨ger der Eigenvektorna¨herungen klein sind, werden weniger
Rechenoperationen und Speicherplatz erforderlich.
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2. Geringe oder gar keine U¨berlappungen zweier Tra¨ger haben positive
Auswirkungen auf die numerische Orthogonalita¨t.
3. In vielen Anwendungen ist durch die Aufgabenstellung klar, daß die Be-
reiche betragsgroßer Komponenten der exakten Eigenvektoren disjunkt
sind. Ideale Systeme geben diesen Sachverhalt am besten wieder.
Wegen der Splitting-Kriterien zeichnet sich das QR-Verfahren durch die Ei-
genschaft aus, ein ideales System numerisch orthogonaler Eigenvektorappro-
ximationen konstruieren zu ko¨nnen. Auch beim Divide-and-Conquer Ansatz
erfolgt die Erstellung idealer Systeme oft in natu¨rlicher Weise, da hier die
Eingangsmatrix ebenfalls zerlegt wird:
T = diag(T1, T2) + xx
T
Siehe Abschnitt 1.5.1. Ferner tritt auch bei nicht geleimten Matrizen mit
engen Eigenwertclustern das Pha¨nomen der Deflation auf, wodurch die drei
o.g. gewu¨nschten Eigenschaften erzielt werden.
Verfahren wie die Inverse Iteration und auch der RRR-Algorithmus vera¨ndern
die Eingangsmatrix T dagegen nicht. U¨berspitzt formuliert wird bei einem
engen Cluster ein beliebiger Vektor aus Sf :l approximiert und die u¨brigen
orthogonal dazu konstruiert. Ein typisches Ergebnis ko¨nnte so aussehen:
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Die beiden folgenden Abschnitte dienen dem Ziel, den RRR-Algorithmus so
zu modifizieren, daß die Konstruktion idealer Systeme mo¨glich ist. Zuna¨chst
beschreiben wir, wie der Tra¨ger einer einzelnen Eigenvektorapproximation
mo¨glichst klein gewa¨hlt werden kann. Danach skizzieren wir eine Strategie,
mit der alle Vektoren des Clusters zu einem idealen System zusammengefu¨gt
werden.
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4.2.3 Tra¨germinimierung fu¨r eine Eigenvektorapproxi-
mation
In diesem Abschnitt entwickeln wir ein Verfahren zur Tra¨germinimierung
einer Eigenvektorapproximation. Dazu leiten wir aus der in [64] skizzierten
Idee zur Faktorisierung geeigneter Submatrizen konkret implementierbare
Kriterien her. Der Vorschlag aus [28] behandelt isolierte Eigenwerte, wa¨hrend
der hier beschriebene Minimierungsansatz bereits darauf angelegt ist, ein
ideales System fu¨r Cluster zu erzielen.
Ein LGS mit modifizierter rechter Seite
In Abschnitt 2.2 haben wir das Verfahren zur Bestimmung einer Eigenvek-
torapproximation als Lo¨sen eines LGS
N+k G
+
k (N
+
k )
T · q¯(k) = r(k) = γ+k ek
durch die Vorschrift (2.3) hergeleitet. Mit Hilfe zweier Parameter kl und ku
modifizieren wir diese nun zu
%¯
(k)
k = 1
%¯
(k)
i = −l+i %¯(k)i+1 fu¨r i = k − 1 : −1 : kl
%¯
(k)
i = 0 fu¨r i = kl − 1 : −1 : 1
%¯
(k)
i+1 = −u+i %¯(k)i fu¨r i = k : ku − 1
%¯
(k)
i+1 = 0 fu¨r i = ku : n− 1
(4.2)
Formal entspricht dies der Lo¨sung von
N+k G
+
k (N
+
k )
T · %¯(k) = ~r(k) (4.3)
wobei die rechte Seite ~r(k) gegeben ist durch
~r(k) = γ+k ek + d
+
kl−1l
+
kl−1(q¯klekl−1 − q¯kl−1ekl) + r+ku+1u+ku(q¯kueku+1 − q¯ku+1eku)
Gegenu¨ber r(k) vera¨ndert sich das neue Residuum also in maximal vier Kom-
ponenten, vgl. Abbildungen 2.2 (Seite 39) und 4.2 (folgende Seite).
Wir ko¨nnen dieses Vorgehen auch interpretieren als eine BABE-
Faktorisierung der mit einer leichten Sto¨rung versehenen Submatrix
T (kl : ku, kl : ku). Es wird dann ein (ku−kl+1)-dimensionales LGS gelo¨st [64].
Wir sehen einen Vorteil der hier gewa¨hlten Variante darin, einfach zu ermit-
telnde Kriterien zur Auswahl der Parameter kl und ku angeben zu ko¨nnen.
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Abbildung 4.2: Lo¨sen der Gleichung (4.3) mit modifiziertem Residuum.
Ein Abbruchkriterium
Der durch ku − kl + 1 gegebene Umfang des Tra¨gers von ~r(k) soll minimiert
werden, ohne daß sich ‖~r(k)‖ gegenu¨ber ‖r(k)‖ = |γ+k | erheblich vergro¨ßert.
Wegen
‖~r(k) − r(k)‖ ≤ |d+kl−1l+kl−1|(|q¯kl |+ |q¯kl−1|) + |r+ku+1u+ku|(|q¯ku+1|+ |q¯ku|)
akzeptieren wir kl < k als den maximalen Index von q¯
(k) mit
|d+kl−1l+kl−1|(|q¯kl|+ |q¯kl−1|) ≤ ²|γ+k | und |q¯kl−1| ≤ ², |q¯kl | ≤ ² (4.4)
und ku > k als den minimalen Index, fu¨r den
|r+ku+1u+ku|(|q¯ku+1|+ |q¯ku|) ≤ ²|γ+k | und |q¯ku| ≤ ², |q¯ku+1| ≤ ² (4.5)
gilt. Wir ko¨nnen also %¯(k) ermitteln, indem wir die Berechnung von q¯(k) bei
geeigneten Werten von kl und ku abbrechen und die restlichen Eintra¨ge auf
Null setzen. Dabei wird die Norm des Residuums schlimmstenfalls verdrei-
facht.
Bemerkung 4.5 (Alternative mit RQI-Korrektur)
Wir ko¨nnen %¯(k) ebenfalls als hinreichend genaue Eigenvektorapproximati-
on akzeptieren, wenn die RQI-Korrektur (Gleichung 3.9) klein genug wird.
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Wegen
(%¯(k))T~r(k) = γ+k − d+kl−1l+kl−1q¯kl−1q¯kl − r+ku+1u+ku q¯ku q¯ku+1
ko¨nnen also auch die Terme d+kl−1l
+
kl−1q¯kl−1q¯kl und r
+
ku+1
u+ku q¯ku q¯ku+1 fu¨r Ab-
bruchkriterien herangezogen werden.
Bei der Tra¨germinimierung fu¨r isolierte Eigenwerte wird in [28] gepru¨ft, ob
zwei aufeinanderfolgende Elemente von q¯(k) betragsma¨ßig kleiner als die Ma-
schinengenauigkeit ² sind. Ist dies der Fall, so werden alle nachfolgenden
Eintra¨ge auf Null gesetzt. Das folgende Beispiel zeigt, daß dieses Kriterium
bei Clustern i.A. ungenu¨gend ist und daß stattdessen die in den Gleichun-
gen (4.4) und (4.5) beschriebenen Auswirkungen auf das Residuum bzw. die
RQI-Korrektur beru¨cksichtigt werden sollten.
Beispiel 4.6 (Minimierung des Tra¨gers)
Die Eigenwerte einer gegebenen Basismatrix T ∈ R30×30 seien zufa¨llig zwi-
schen ²2 und 1 gestreut. Wir bilden daraus die zweifach geleimte Matrix
T (30, 2, 10−4) ∈ R90×90 und betrachten die Na¨herung an den zu λ5 ≈ 100²2
geho¨renden Eigenvektor, vgl. Abbildung 4.3. Das minimale Twist-Element
finden wir an Position 58. Mit dem Abbruchkriterium aus den Gleichun-
gen (4.4) und (4.5) werden alle gewichtigen Eintra¨ge erfaßt. Die Parameter
kl = 26 und ku = 90 bilden eine Unter- und Obergrenze fu¨r supp(%¯
(58)).
Im Anschluß an die Normierung ko¨nnen wir dann noch alle betragsma¨ßig
unterhalb der Maschinengenauigkeit ² liegenden Elemente auf Null setzen,
ohne die Genauigkeit des skalierten Vektors wesentlich zu verschlechtern.
Dies bewirkt oft eine weitere Verringerung des Umfangs des Tra¨gers.
Die drei kleinsten Eigenwerte von T (30, 2, 10−4) sind isoliert, wa¨hrend das
restliche Spektrum aufgeteilt ist in 29 Cluster mit je drei Elementen. Je
gro¨ßer die Eigenwerte sind, desto enger liegen sie beieinander. In Abbil-
dung 4.4 wird deutlich, daß die Tra¨ger dann auf immer kleinere Bereiche
minimiert werden ko¨nnen.
Zusammenfassung der bisherigen Ergebnisse
Die Tra¨germinimierung fu¨r eine einzelne Eigenvektorapproximation fu¨hrt
auch bei vielen anderen Testproblemen zu positiven Effekten bzgl. Rechen-
aufwand, Speicherbedarf und Genauigkeit. Das Abbruchkriterium kann si-
multan zur Berechnung der Na¨herung u¨berpru¨ft werden, ist aber mit einem
Mehraufwand an Operationen verbunden. (Im schlechtesten Fall sind pro
Schritt je eine zusa¨tzliche Multiplikation und Addition sowie zwei Vergleichs-
operationen durchzufu¨hren.) Bei einer Implementierung sollte das Abbruch-
kriterium optional zuzuschalten sein.
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Abbildung 4.3: Zu Beispiel 4.6. Die obere Abbildung zeigt die Werte
der Twist-Elemente logarithmisch skaliert. Darunter sind die Eintra¨ge der
Lo¨sung q¯(58) mit der durchgezogenen Linie markiert. Die schwarzen Quadra-
te bezeichnen die von Null verschiedenen Elemente von %¯(58). Ein Kriterium,
das nur die Eintra¨ge, nicht aber die Auswirkungen auf das Residuum einbe-
zieht, wu¨rde die Komponenten 1 : 44 und 60 : 90 zu Null setzen.
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Abbildung 4.4: Minimierte Tra¨ger aller Eigenvektorapproximationen aus Bei-
spiel 4.6. Fu¨r jede Na¨herung ist der durch kl und ku begrenzte Tra¨ger sowie
die darin enthaltene Position k des minimalen Twist-Elementes dargestellt.
Weitere signifikante Einsparungen ko¨nnen vor allem dann erzielt werden,
wenn basierend auf der Tra¨germinimierung die Konstruktion eines idealen
Systems gelingt.
4.2.4 Ideale Systeme mit dem RRR-Algorithmus
Zur Erzeugung eines idealen Systems fu¨r alle Elemente eines Eigenwertclu-
sters λf ≤ . . . ≤ λl sind die Tra¨ger der s = l − f + 1 Eigenvektorapproxi-
mationen so zu minimieren, daß mo¨glichst wenige U¨berlappungen auftreten.
Es sind also s Gleichungssysteme mit geeigneten Residuen zu lo¨sen, vgl. Ab-
bildung 4.5.
Das nachfolgend beschriebene Vorgehen besteht darin, die Elemente des Clu-
sters in einer gewissen Reihenfolge zu bearbeiten. Zuna¨chst wird eine ge-
eignete Twist-Position ausgewa¨hlt und das entsprechende Gleichungssystem
gelo¨st. Simultan erfolgt die Tra¨germinimierung. Dabei ko¨nnen auch ge-
ringfu¨gige U¨berlappungen der Tra¨ger akzeptiert werden.
Die Strategie basiert weitgehend auf Heuristiken und Erfahrungen aus nu-
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Abbildung 4.5: Von der einfachen Tra¨germinimierung zu idealen Systemen.
merischen Experimenten. Fu¨r die Teilprobleme sind vor allem schnell
u¨berpru¨fbare Kriterien interessant, um im Falle eines Scheiterns nur mo-
deraten zusa¨tzlich investierten Rechenaufwand vertreten zu mu¨ssen.
Reihenfolge der Abarbeitung
Innerhalb eines Clusters kann eine Substruktur der Eigenwerte vorliegen.
Beispielsweise sind die ersten und letzten beiden Elemente von
[1, 1 + ², 1 +
√
², 1 + 2
√
², 1 + 2
√
²+ ²] (4.6)
jeweils sehr eng geclustert, wa¨hrend das mittlere innerhalb der Substruktur
als
”
isoliert“ betrachtet werden kann. Es empfiehlt sich, zuerst die engen
Cluster und danach die
”
isolierten“ Eigenwerte zu bearbeiten. Bei mehreren
engen Clustern beginnen wir mit dem, der die meisten Eigenwerte entha¨lt.
Auswahl von s geeigneten Twist-Positionen
Innerhalb eines Clusters variieren die Gro¨ßenordnungen der Twist-Elemente
bei den einzelnen BABE-Faktorisierungen nur wenig. Insbesondere lassen
sich in Analogie zu den Envelopen oft s
”
Ta¨ler“ ausmachen, vgl. Abbil-
dung 4.3. Pro Eigenwert stellen wir eine Liste hinreichend kleiner Twist-
Elemente aus den
”
Ta¨lern“ auf.
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Wir bestimmen dann nacheinander minimierte Tra¨ger. Dabei fu¨hren
wir Buch u¨ber die Menge der noch nicht belegten Indizes. Die Aus-
wahlmo¨glichkeiten fu¨r diese freien Indizes verringern sich also mit jeder erfolg-
reich bearbeiteten Eigenvektorapproximation. Kann kein hinreichend kleines
Twist-Element mit einem freien Index mehr gefunden werden, so wird die
Konstruktion des idealen Systems abgebrochen.
In Beispiel 4.6 liegt diese ungu¨nstige Situation vor: Wir nehmen an, daß
die zu λ5 geho¨rende Eigenvektorapproximation %¯
(58) zuerst bestimmt wird.
Ferner ko¨nnen wir davon ausgehen, daß sich die Lage der
”
Ta¨ler“ bei der
Behandlung der beiden u¨brigen Eigenwerte des Clusters nicht a¨ndert. Nach
Bestimmung des Tra¨gers von %¯(58) sind aber nur noch die Indizes 1 : 23
frei. Unter diesen finden wir jedoch keine Kandidaten fu¨r hinreichend kleine
Twist-Elemente mehr. Bei engeren Clustern ist die Situation jedoch ha¨ufig
gu¨nstiger, vgl. Abbildung 4.4.
Kleine U¨berlappungen der Tra¨ger
Im optimalen Fall sind die Tra¨ger aller Eigenvektorna¨herungen eines Clusters
paarweise disjunkt. Geringe U¨berlappungen ko¨nnen jedoch unter gewissen
Bedingungen ebenfalls akzeptiert werden. Ist die Schnittmenge zweier Tra¨ger
klein, la¨ßt sich mit moderatem Aufwand beispielsweise das Skalarprodukt
auswerten, um zu u¨berpru¨fen, ob die Genauigkeitsanforderungen erfu¨llt sind.
Bei numerisch identischen Eigenwerten ko¨nnen oft lineare Abha¨ngigkeiten
zwischen den u¨berlappenden Teilen durch Auswahl geeigneter Linearkombi-
nationen ausgenutzt werden.
Unberu¨hrt von diesen auf die spezielle Struktur zugeschnittenen Ansa¨tzen
bleibt die Mo¨glichkeit, partielle Reorthogonalisierungsmaßnahmen mit Vari-
anten des Gram-Schmidt-Verfahrens (Algorithmus 1.2) durchzufu¨hren. Ein-
zelne Schritte mu¨ssen dabei nur auf der Schnitt- bzw. Vereinigungsmenge der
jeweiligen Tra¨ger durchgefu¨hrt werden.
Wir verzichten hier auf die Darstellung aller Details einer konkreten Imple-
mentierung.
Unterschiede zwischen erster und ho¨heren Ebenen
Wie bereits erwa¨hnt erho¨hen sich die Chancen zur erfolgreichen Konstruk-
tion eines idealen Systems, je enger die Eigenwerte geclustert sind. Neben
der Gro¨ße s des Clusters kann also auch seine Substruktur a priori fu¨r oder
gegen die Anwendung sprechen. Ideale Systeme und der RRR-Algorithmus
erga¨nzen sich dabei sehr gut: Enge Cluster begu¨nstigen schmale Tra¨ger der
Eigenvektorna¨herungen, wa¨hrend sie im Darstellungsbaum das Abarbeiten
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mehrerer Ebenen erzwingen. Die Eigenwerte weniger enger Cluster ko¨nnen
dagegen bereits nach einmaligem Anwenden der Shift-Strategie isoliert wer-
den, wa¨hrend die Bildung eines idealen Systems oft scheitert.
Die meisten idealen Systeme ko¨nnen bereits auf der ersten Ebene — also vor
Einsatz der Shift-Strategie mit Berechnung neuer Eigenwertna¨herungen —
erfolgreich konstruiert werden. Da auf ho¨heren Ebenen enge Cluster immer
seltener vorkommen, sinkt dort die Wirksamkeit der Strategie. Dennoch
empfiehlt sich ihr Einsatz auch hier, um Cluster mit Substrukturen wie in
Gleichung (4.6) zu bearbeiten.
4.2.5 U¨bertragung auf die bSVD
Beim U¨bergang vom tSEP auf die bSVD mu¨ssen zwei ideale Systeme aus
Singula¨rvektorna¨herungen konstruiert werden, die gut gekoppelt sind. Es
ergeben sich daraus in natu¨rlicher Weise bei allen Teilproblemen zusa¨tzliche
Bedingungen, die wieder ohne gro¨ßeren algorithmischen Mehraufwand einge-
bettet werden ko¨nnen.
Auf der ersten Ebene empfiehlt sich zur Erhaltung guter Kopplungen die
Faktorisierung der Golub-Kahan Matrix. Wir minimieren die Tra¨ger der
entsprechenden Eigenvektorna¨herungen und extrahieren anschließend dar-
aus Approximationen an linke und rechte Singula¨rvektoren. Mit Ausnah-
me der Gefahr von Breakdowns fallen die Gru¨nde, die bei der U¨bertragung
des RRR-Algorithmus auf die bSVD gegen die Verwendung der Golub-
Kahan Matrix sprechen, fu¨r die Konstruktion idealer Systeme nicht ins Ge-
wicht.
Beim Auftreten von Breakdowns bleibt als Alternative die Verwendung ge-
koppelter Normalengleichungen, vgl. Kapitel 3. Diese sind auch auf ho¨heren
Ebenen im Darstellungsbaum zu benutzen. Fu¨r die explizit faktorisierte Nor-
malengleichung wenden wir die in den Abschnitten 4.2.3 und 4.2.4 skizzierte
Strategie an. Nachdem so eine Approximation an den rechten Singula¨rvektor
ermittelt ist, verwenden wir die durch Kopplung gewonnenen Daten, um eine
Na¨herung an den linken Singula¨rvektor zu bestimmen. Auch dieser Vorgang
geht einher mit der U¨berpru¨fung der Abbruchkriterien (4.4) und (4.5).
Die Reihenfolge der Abarbeitung wird durch die Eigenwerte der explizit
faktorisierten Matrix festgelegt. Bei der Auswahl von s geeigneten Twist-
Positionen ko¨nnen wir ausnutzen, daß die
”
Ta¨ler“ von Γˆ+ und Γˇ+ ohne-
hin weitgehend u¨bereinstimmen. Meist ko¨nnen identische Twist-Positionen
gewa¨hlt werden, vgl. Bemerkung 3.11. Bei kleinen U¨berlappungen der Tra¨ger
sind Orthogonalisierungsmaßnahmen aufeinander abzustimmen.
Die entstehenden Tra¨ger der linken und rechten Singula¨rvektorapproximation
sollten sich weitgehend u¨berlappen. Sind gleichzeitig die Tra¨ger aller Sin-
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gula¨rvektorpaare disjunkt, so ergibt sich aus den Eigenschaften des idealen
Systems eine gute Qualita¨t der Kopplungen.
Der Aufbau idealer Systeme fu¨r die bSVD la¨ßt sich also durch leichte Modi-
fikationen der Strategie fu¨r das tSEP realisieren. Wegen der eingebetteten
Zusatzbedingungen ist die Gefahr eines Scheiterns prinzipiell ho¨her. In der
Praxis zeigen sich jedoch kaum negative Auswirkungen.
Mit der Vorverarbeitung und dem Konzept idealer Systeme ist die
Pra¨sentation nu¨tzlicher Erga¨nzungen zum Kernalgorithmus (Algorith-
mus 3.10) abgeschlossen, vgl. Abbildung 4.6. Zusammengenommen bilden
sie ein bSVD-Lo¨sungsverfahren, das die vorzu¨glichen Eigenschaften des klas-
sischen RRR-Algorithmus erha¨lt, aber gleichzeitig effiziente Alternativen in
den kritischen Fa¨llen bietet. Die praktische Realisierung dieses Verfahrens
liegt mit der im folgenden Abschnitt eingesetzten Implementierung der Rou-
tine DBSVDSolv vor.
Ideale Systeme
v
v
v v v
v v
v v
v
v v
vv
v
Abbildung 4.6: Ideale Systeme verkleinern den Darstellungsbaum.
4.3. Numerische Experimente 137
4.3 Numerische Experimente
In diesem Abschnitt diskutieren wir die Ergebnisse serieller numerischer Ex-
perimente. Nach einer kurzen Beschreibung der Rahmenbedingungen ver-
gleichen wir die Implementierung der Routine DBSVDSolv mit den LAPACK-
Routinen DSTEGR, DBDSDC und DBDSQR. Anschließend untersuchen wir die
Auswirkungen von Kopplungen, Pra¨konditionierung und der Konstruktion
idealer Systeme genauer.
4.3.1 Rahmenbedingungen
Hardware
Die in diesem Abschnitt pra¨sentierten Ergebnisse stammen von einer
SUN Enterprise 450. Diese verfu¨gt u¨ber vier UltraSPARC II Prozessoren
(300MHz) mit einer Peak-Performance von 600 MFlops. Es stehen 1024 MB
gemeinsamer Arbeitsspeicher zur Verfu¨gung. Wir ziehen Messungen in dop-
pelter Genauigkeit auf einem Prozessor zur Beurteilung der Verfahren heran.
Implementierungen
Wir vergleichen das neu entwickelte Lo¨sungsverfahren DBSVDSolv einer-
seits mit den LAPACK-Routinen DBDSDC und DBDSQR, die das Divide-and-
Conquer bzw. QR-Verfahren zur bSVD implementieren. In der LAPACK-
Version 3.0 sind einige Vorschla¨ge aus [29] zur Lo¨sung des tSEP mit dem
RRR-Algorithmus als Routine DSTEGR umgesetzt. Es ist zu beachten, daß in
dieser Implementierung noch nicht alle in Kapitel 2 dargestellten Eigenschaf-
ten realisiert sind. Fu¨r zuku¨nftige Versionen sind bedeutende Erweiterun-
gen geplant. In der weitgehend unabha¨ngig entwickelten Routine DBSVDSolv
sind — insbesondere bei der Realisierung von Algorithmus 2.5 — viele Teil-
probleme mit unterschiedlichen Ansa¨tzen gelo¨st. Ein direkter Vergleich der
LAPACK-Routine mit DBSVDSolv ohne Kopplungen fu¨hrt daher zu unein-
heitlichen Ergebnissen.
Beispielsweise wird in DSTEGR versucht, anhand von Gershgorin-
Abscha¨tzungen a priori eine geeignete Twist-Position zu finden. Gelingt
dies, so mu¨ssen die LDLT - und URUT -Faktorisierungen nur bis zu dieser
Twist-Position durchgefu¨hrt werden. Dadurch wird die Anzahl der Rechen-
operationen halbiert.
In der aktuellen LAPACK-Implementierung wird die in Abschnitt 2.4 be-
schriebene Problematik der Bestimmung einer RRR teilweise umgangen. Die
Auswahl der Shift-Kandidaten erfolgt so, daß die Translation entweder posi-
tiv oder negativ definit ist. Mit dieser Strategie ko¨nnen also nur Cluster mit
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f = 1 oder l = n behandelt werden. In allen anderen Fa¨llen wird auf Inverse
Iteration zuru¨ckgegriffen.
Die getestete Version von DBSVDSolv umfaßt den um die Pra¨konditionierung
(ps = 1 und pd = 10) und die Konstruktion idealer Systeme (fu¨r
Clustergro¨ßen s ≤ 20) erga¨nzten Kernalgorithmus. Bei der Bestim-
mung von Singula¨rvektorna¨herungen wird grundsa¨tzlich das Verfahren zur
Tra¨germinimierung angewendet. Fu¨r die Kopplungen verwenden wir die Op-
timierungsoption I aus Bemerkung 3.11. Bei isolierten Eigenwerten fu¨hren
wir die in Abschnitt 3.2.3 beschriebene Nachiteration zur Verbesserung der
Genauigkeit durch. Teilprobleme mit einer Dimension ≤ 20 werden mit dem
QR-Verfahren gelo¨st.
Fu¨r verschiedene Testmatrizen zeigen die beiden RRR-basierten Implemen-
tierungen aufgrund unterschiedlicher Designentscheidungen ein voneinander
abweichendes Verhalten. Einige gravierende Unterschiede sind nachfolgend
dokumentiert.
4.3.2 Testprobleme
Alle Routinen der LAPACK-Bibliothek sowie DBSVDSolv sind als universelle
Lo¨sungsverfahren angelegt. Es sollen also mo¨glichst gute Ergebnisse fu¨r be-
liebige (tri- oder bidiagonale) Matrizen erzielt werden, ohne daß im Einzelfall
zusa¨tzlich bekannte Eigenschaften ausgenutzt werden. Die Verfahren werden
anhand einer Serie ausgewa¨hlter Testprobleme verglichen. Die Standard-
Matrizen beinhalten die in [23] vorgeschlagenen Matrixklassen zum Testen
von LAPACK-Routinen. Daru¨berhinaus untersuchen wir das Verhalten der
Lo¨sungsverfahren fu¨r geleimte Matrizen. In der nachfolgenden Auflistung
beziehen wir uns auf positiv definite symmetrische Tridiagonalmatrizen T
und erhalten B als deren Cholesky-Faktor.
Standard-Matrizen
Einige Testprobleme sind durch Vorgabe der Eigenwerte festgelegt [23]. Der
Parameter η kann variiert werden (z.B. η = ² = Maschinengenauigkeit). Fu¨r
Skizzen der Spektren siehe Abbildung 4.7.
P1: Geometrische Verteilung: λj = η
(n−j)/(n−1), j = 1 : n
P2: Arithmetische Verteilung: λj = η + (1− η)(j − 1)/(n− 1), j = 1 : n
P3: Cluster bei η: λj ≈ η, j = 1 : n− 1, λn = 1
P4: Cluster bei 1: λ1 = η, λj ≈ 1, j = 2 : n
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Abbildung 4.7: Spektren einiger Testprobleme fu¨r η = ². Aufgetragen sind
die zum jeweiligen Index geho¨renden Eigenwerte. In den oberen vier Abbil-
dungen ist die vertikale Achse logarithmisch skaliert.
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P5: Zufa¨llige geometrische Verteilung:
λj = rjη
(n−j)/(n−1), j = 1 : n, wobei rj ∈ ]0, 1] Zufallszahlen sind.
P6: Zufa¨llige arithmetische Verteilung: Analog zu P5.
P7: Innerer Cluster: λ1 = η, λj = 1 +
√
η(j − 1), j = 2 : n− 1, λn = 2
Weitere Testmatrizen sind durch ihre Eintra¨ge vorgegeben:
P8: 1-2-1 Matrix: Die Diagonaleintra¨ge werden auf 2, die Nebendiagonal-
eintra¨ge auf 1 gesetzt.
P9: Wilkinson-Struktur: T = BTB = W+n + 2I (Beispiel 1.18)
Geleimte Matrizen
Ausgehend von einer Basismatrix TPi ∈ Rn×n bilden wir wie in Beispiel 1.19
mit TPi(n, k, g) ∈ R(k+1)n×(k+1)n eine k-fach geleimte Matrix. Typischerweise
besitzt TPi(n, k, g) Cluster der Gro¨ße k+1, die in der Na¨he der Eigenwerte der
Basismatrix liegen. Mit dem Paramter g (z.B. 200²,
√
², 10−4) kann die Enge
der Cluster beeinflußt werden. Wie bereits erwa¨hnt lassen sich damit gezielt
Testprobleme erzeugen, mit denen das Verhalten der Lo¨sungsverfahren in
Extremfa¨llen beobachtet werden kann.
4.3.3 Vergleich der Lo¨sungsverfahren
Zum Vergleich der Verfahren werden die Ausfu¨hrungszeiten, die numerische
Orthogonalita¨t und die Residuen herangezogen, vgl. Abschnitt 1.3.5.
Ausfu¨hrungszeiten
Die in den Tabellen 4.1 und 4.2 aufgelisteten Ausfu¨hrungszeiten zeigen, daß
die quadratische Komplexita¨t der RRR-basierten Ansa¨tze mit wachsender
Martrixdimension zu u¨berlegener Leistung fu¨hren. Mit Ausnahme des QR-
Verfahrens zeigen die Implementierungen jedoch in Abha¨ngigkeit von der
Problemklasse stark variierendes Verhalten.
Splitting
Fu¨r die Testprobleme P1, P3 und P5 profitieren die Lo¨sungsverfahren oft
von der Mo¨glichkeit, die n-dimensionale Ausgangsmatrix auf wesentlich klei-
nere Teilmatrizen reduzieren zu ko¨nnen, vgl. Abschnitt 4.1.1. Werden die in
Abschnitt 1.3.5 genannten Gro¨ßen als Maß fu¨r die Genauigkeit der Eigen-
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Problem n DSTEGR DBSVDSolv DBDSDC DBDSQR
P1 500 0.09 0.31 0.38 11.80
P1 1000 0.36 1.28 1.82 130.27
P1 2000 1.54 5.22 7.95
P1 4000 6.37 21.51 45.49
P2 500 0.28 0.44 1.74 23.91
P2 1000 1.25 1.76 11.31 272.46
P2 2000 5.20 7.20 75.10
P2 4000 21.41 29.94
P3 500 0.04 0.03 0.08 32.28
P3 1000 0.17 0.09 0.53 363.84
P3 2000 0.74 0.31 2.68
P3 4000 2.99 1.18 12.91
P4 500 0.43 1.35 0.44 36.27
P4 1000 1.84 5.41 1.87 369.46
P4 2000 7.38 21.13 8.32
P4 4000 30.38 94.40 37.91
P5 500 0.07 0.31 0.27 3.65
P5 1000 0.26 1.39 1.11 36.29
P5 2000 0.94 5.82 5.19
P5 4000 3.63 18.34 12.97
P6 500 0.39 0.80 0.54 32.61
P6 1000 1.56 2.33 2.08 331.98
P6 2000 5.92 8.09 7.88
P6 4000 22.82 31.63 37.39
P7 500 3.32 2.22 1.97 42.13
P7 1000 33.70 9.22 13.55 484.05
P7 2000 ? 37.91 92.89
P7 4000 ? 161.63
P8 500 0.29 0.66 2.30 29.45
P8 1000 1.25 2.76 16.61 330.38
P8 2000 5.23 11.54 119.17
P8 4000 22.68 48.30
P9 501 0.89 0.57 0.32 25.62
P9 1001 4.30 2.43 1.57 282.77
P9 2001 21.38 9.22 6.98
P9 4001 91.58 36.80 38.81
Tabelle 4.1: Ausfu¨hrungszeiten in Sekunden fu¨r η = ². Mittelung u¨ber drei
La¨ufe. Ergebnisse einzelner Messungen weichen um maximal ein Prozent
vom Mittelwert ab.
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und Singula¨rvektoren verwendet (und insbesondere keine hohen relativen
Genauigkeiten fu¨r die Eigen- und Singula¨rwerte gefordert), so la¨ßt sich fol-
gendes Splitting-Kriterium anwenden: In den LAPACK-Routinen DBDSDC
und DSTEGR wird zuna¨chst das betragsgro¨ßte Element bmax von B bzw. tmax
von T = BTB bestimmt. Danach werden alle Nebendiagonalelemente mit
bi < ²bmax bzw. aibi < ²tmax auf Null gesetzt. Fu¨r die o.a. Testprobleme gilt
bmax ≈ tmax, wa¨hrend gleichzeitig viele ai ¿ 1 sind. Bei Abarbeitung der
Routine DSTEGR greift das auf T = BTB angewendete Splitting-Kriterium
demnach ha¨ufiger als bei der Matrix B selbst. Die u¨brigen Implementierun-
gen bearbeiten also Teilprobleme mit gro¨ßerer Dimension. An dieser Stelle
wird nochmals deutlich, daß fu¨r die bei der bSVD geforderten guten Kopp-
lungen oft erheblicher Mehraufwand no¨tig ist als beim tSEP.
Als leichte Verbesserung gegenu¨ber dem Ansatz aus der Routine DBDSDC
werden in DBSVDSolv wegen des Bezugs zur Golub-Kahan Matrix zusa¨tzlich
alle Diagonalelemente mit ai < ²bmax auf Null gesetzt.
Problem n DSTEGR DBSVDSolv DBDSDC
P1 500 0.26 0.39 0.68
P1 1000 1.11 1.54 3.27
P1 2000 4.65 6.26 16.52
P1 4000 18.93 26.23 94.82
P3 500 0.45 1.41 0.41
P3 1000 1.80 6.08 1.77
P3 2000 6.06 23.41 7.17
P3 4000 25.09 101.26 37.29
P5 500 0.22 0.46 0.39
P5 1000 1.01 1.78 1.73
P5 2000 3.15 5.48 7.21
P5 4000 14.38 32.15 37.33
Tabelle 4.2: Ausfu¨hrungszeiten in Sekunden fu¨r η = 10−4.
Um die Effekte des Splittings auszuschließen und damit einen Vergleich
der eigentlichen Kernalgorithmen zu erhalten, sind in Tabelle 4.2 die
Ausfu¨hrungszeiten fu¨r die Parametereinstellung η = 10−4 aufgelistet.
Vergleich der RRR-Verfahren
Aufgrund verschiedener Lo¨sungsansa¨tze in Detailfragen fa¨llt der Vergleich
zwischen dem neu vorgeschlagenen Verfahren DBSVDSolv gegenu¨ber dem
RRR-basierten Ansatz fu¨r das tSEP bei den betrachteten Problemklassen
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unterschiedlich aus. Da fu¨r die bSVD etwa die doppelte Datenmenge er-
zeugt wird, sind Ausfu¨hrungszeiten tDBSVDSolv ≤ 2tDSTEGR positiv zu werten.
Wir beachten, daß in der LAPACK-Routine auf Absicherungsmaßnahmen
wie die Pra¨konditionierung (Abschnitt 4.1.2) oder die Nachiteration (Ab-
schnitt 3.2.3) verzichtet wird. Wie in den folgenden Abschnitten demon-
striert, werden die so gewonnenen niedrigen Ausfu¨hrungszeiten aber erkauft
durch Einbußen bei der Genauigkeit. Fu¨r gewisse Testprobleme kommt es
sogar zu Breakdowns bei der Durchfu¨hrung von DSTEGR.
Bei Testmatrizen mit vielen oder großen Singula¨rwertclustern (etwa P3
(η = 10−4), P4 und P7 (η = ²) sowie P8 und P9) liegen die Ausfu¨hrungszeiten
der Routine DBSVDSolv deutlich ho¨her als bei weitgehend isolierten Spektren.
Die Abarbeitung der ho¨heren Ebenen im Darstellungsbaum erfordert das Be-
stimmen einer großen Anzahl neuer Eigenwertapproximationen. Bei den in
Abschnitt 4.3.4 aufgefu¨hrten detaillierten Messungen wird deutlich, daß die
Suche nach diesen Na¨herungen zeitaufwendig ist. Zur weiteren Verbesserung
von DBSVDSolv sind Optimierungen dieser Teilaufgabe beispielsweise durch
effiziente Parallelisierung der wichtigste Ansatzpunkt.
Bei Testproblemen mit inneren Clustern wie etwa P7 greift die Routi-
ne DSTEGR intern auf Inverse Iteration mit expliziter Reorthogonalisierung
zuru¨ck. Die dann kubische Komplexita¨t wird beim U¨bergang von n = 500
auf n = 1000 deutlich. Bei ho¨heren Matrixdimensionen terminiert die aktu-
elle Version nicht (Breakdown).
Fu¨r Matrizen mit Wilkinson-Struktur (P9) erzeugt die aktuelle Version von
DSTEGR fehlerhafte Ergebnisse. So wird beispielsweise fu¨rW+69 eine Na¨herung
Q¯ mit Q¯(:, 43)T Q¯(: 42) = O(1) erzeugt. U¨berdies enthalten einige Lo¨sungen
fu¨r die in Tabelle 4.1 getesteten Matrizen ungu¨ltige Eintra¨ge (NaN), ohne daß
dies durch eine Fehlermeldung angezeigt wird.
Genauigkeit, Orthogonalita¨t
Zur Einscha¨tzung der numerischen Genauigkeit der vier Verfahren sind fu¨r
n = 1000 und alle neun Testprobleme (η = ²) die Abweichung von der
Orthogonalita¨t sowie die Residuen dargestellt. In Abbildung 4.8 sind fu¨r
DSTEGR die Gro¨ßen
log10
(
maxi,j{Q¯(:, i)T Q¯(:, j)}
n²
)
und fu¨r die bSVD-Lo¨sungsverfahren
log10
(
maxi,j{U¯(:, i)T U¯(:, j), V¯ (:, i)T V¯ (:, j)}
n²
)
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Abbildung 4.8: Skalierte Abweichung von Orthogonalita¨t.
aufgetragen. Gute numerische Orthogonalita¨t ist gegeben, wenn die Ergeb-
nisse kleiner als eins sind. In der Abbildung ist diese Schranke mit der durch-
gezogenen Linie angedeutet. Nicht erfaßt sind Approximationen, die mehr
als einen Faktor 10−3 unterhalb der geforderten Genauigkeit liegen. Dies ist
insbesondere fu¨r Testprobleme wie P3 der Fall, bei denen bereits Einheitsma-
trizen gute Approximationen an Eigen- und Singula¨rvektorbasen sind. Diese
Eigenschaft wird von der Routine DSTEGR auffa¨llig gut wiedergegeben.
In den meisten anderen Fa¨llen werden die Anforderungen an die numerische
Orthogonalita¨t von den u¨brigen drei Verfahren deutlich besser erfu¨llt. Bei
mehreren Testproblemen u¨berschreitet das RRR-basierte Verfahren fu¨r das
tSEP außerdem die Akzeptanzgrenze.
Genauigkeit, Residuen
Abbildung 4.9 gibt die Gro¨ßen
log10
(
maxj{||TQ¯(:, j)− λ¯jQ¯(:, j)||}
n²|λn|
)
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und
log10
(
maxj{||BV¯ (:, j)− σ¯jU¯(:, j)||}
n²σn
)
wieder. Es zeigt sich, daß die in Kapitel 3 beschriebenen Kopplungsmecha-
nismen zu zufriedenstellenden Ergebnissen fu¨hren.
1
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1/1000
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DBSVDSolv
DSTEGR
Abbildung 4.9: Skalierte Residuen.
4.3.4 Details zur Routine DBSVDSolv
Fu¨r die Beurteilung der eingefu¨hrten Konzepte zu Kopplungen,
Pra¨konditionierung und idealen Systemen sind in den nachfolgenden Tabel-
len die Anteile der jeweiligen Maßnahmen an der Gesamtausfu¨hrungszeit
aufgeschlu¨sselt.
Gliederung in Teilaufgaben
Die Initialisierung sowie das Anwenden der Splitting-Kriterien und des QR-
Verfahrens bei kleinen Teilmatrizen sind als erste Aufgabe der Vorverarbei-
tungsphase zusammengefaßt. Hinzu kommen die Anteile fu¨r das Flipping
sowie der statischen und dynamischen Pra¨konditionierung. Die Bestimmung
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der Singula¨rwerte mit dem QD-Verfahren schließt sich an, bevor der ei-
gentliche Kernalgorithmus gestartet wird. Auf der ersten Stufe erfolgt die
Erzeugung der Vektoren zu isolierten Singula¨rwerten (explizite Faktorisie-
rung, Aufstellen der gekoppelten Darstellung, Lo¨sen der Gleichungssysteme,
Nachiteration) sowie die Konstruktion idealer Systeme. Auch die Arbeit auf
den ho¨heren Stufen ist in verschiedene Teile gegliedert, um den zusa¨tzlichen
Aufwand bei der Einbettung von Kopplungen einscha¨tzen zu ko¨nnen.
Wa¨hrend die jeweils linken Spalten Prozentzahlen wiedergeben, ist rechts
die Menge der verarbeiteten Daten eingetragen. Bei isolierten Vektoren ent-
spricht dies der Anzahl der isolierten Singula¨rwerte von B (ohne Splitting).
Zu den auf der ersten Stufe erfolgreich behandelten Singula¨rvektorpaaren
za¨hlen außerdem die durch die erfolgreiche Konstruktion idealer Systeme ge-
nerierten Vektoren. Daneben sind auch die mit idealen Systemen auf ho¨heren
Stufen gewonnenen Vektoren aufgefu¨hrt, wa¨hrend die Zahl in der letzten Zei-
le angibt, wieviele Eigenwertna¨herungen zu ermitteln sind. Da die Matrix
B von vorneherein in kleinere Probleme zerlegt werden und der zugeho¨rige
Darstellungsbaum mehrere Stufen haben kann, mu¨ssen sich die Werte nicht
unbedingt zu n addieren.
Pro Doppelspalte ist das Verhalten fu¨r eine bestimmte Testmatrix aufgezeich-
net. Bei den Problemen P1 bis P9 betrachten wir die jeweilige Vertreterin
mit n = 2000 und η = ².
Vorverarbeitung
Der absolute Anteil der statischen Pra¨konditionierung (ps = 1) ist bei gleich-
bleibender Matrixdimension etwa konstant. Wie in Abschnitt 4.1 beschrie-
ben verbessert die Anwendung von Gla¨ttungsschritten die Genauigkeit des
Kernalgorithmus bei moderatem zusa¨tzlichen Aufwand.
Beim Testproblem P7 (a) findet die dynamische Pra¨konditionierung
Anwendung. Wir untersuchen dazu die aus der geleimten Matrix
T (100, 9,
√
²) ∈ R1000×1000 entstehende Bidiagonale. Als Basismatrix dient
die Repra¨sentantin von P7 (interner Cluster) mit η =
√
². Mit der gegebenen
Clusterstruktur wa¨chst bei Bps fu¨r hundert Singula¨rwerte der Darstellungs-
baum u¨ber die Stufe recmax = 8 hinaus. Es erfolgt dann ein weiterer Schritt
des QR-Verfahrens. Mit der neuen Matrix Bps+1 gelingt die Bestimmung
der restlichen Singula¨rvektorpaare, die adaptiv aufdatiert werden. Die dy-
namische Pra¨konditionierung selbst hat also etwa ein Zehntel des Aufwands
der statischen Vorverarbeitung. Hinzu kommt natu¨rlich noch die vergeblich
investierte Arbeit fu¨r die hundert Vektoren bei der Vorga¨ngermatrix Bps .
Der Ansatz, eine Eingangsmatrix zu flippen, begu¨nstigt ebenfalls die Arbeit
des Kernalgorithmus. Durch die anschließend erforderliche Permutation der
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Matrizen U und V entsteht aber ein erheblicher Mehraufwand an Speicher-
operationen, vgl. Probleme P5 und P5 (a).
Zu den Auswirkungen der Splitting-Kriterien vergleichen wir P3 (n = 2000,
η = ²) mit P3 (a) (n = 2000, η = 10−4). Wa¨hrend die erste Matrix in sehr
kleine Teile zerlegt werden kann, kommt bei der Zweiten der Kernalgorithmus
zum Einsatz. Der Darstellungsbaum hat dann eine a¨hnliche Gestalt wie bei
den zu P7 verwandten Testproblemen.
Einbettung der Kopplungen
In Abschnitt 3.2 wird der durch die Einbettung der Kopplungen theoretisch
zu erwartende zusa¨tzliche Arbeitsbedarf bei isolierten Singula¨rwerten disku-
tiert. Zu den praktischen Auswirkungen ist fu¨r die erste Stufe das Folgende
festzuhalten (siehe Algorithmus 3.4): Der Aufwand fu¨r das explizite Fakto-
risieren von BTB − µ2I ist ho¨her als der fu¨r die Umrechnung zu der gekop-
pelten Darstellung von BBT −µ2I. Das Lo¨sen der durch die entsprechenden
BABE-Faktorisierungen gegebenen Gleichungssysteme beno¨tigt deutlich we-
niger Zeit, insbesondere wenn hier das Verfahren zur Tra¨germinimierung an-
gewendet wird. Obwohl die Nachiteration den Kernalgorithmus verlangsamt,
sollte sie zur Absicherung der Genauigkeit verwendet werden.
Wir betrachten die in der Routine DSTEGR verwendeten Gershgorin-
Abscha¨tzungen zur a priori Bestimmung einer geeigneten Twist-Position als
vielversprechenden Ansatzpunkt, um den Aufwand fu¨r die Faktorisierung
und die Kopplung weiter zu reduzieren.
Bei der Arbeitsverteilung auf den ho¨heren Stufen fa¨llt ein deutliches
U¨bergewicht fu¨r die Aufgaben der Eigenwert- und Singula¨rvektorbestimmung
auf, vgl. Abschnitt 3.4.6. Fu¨r die Depth-First-Strategie (Tiefensuche) hat die
Problematik, u.U. Faktorisierungen reproduzieren zu mu¨ssen, kaum Einfluß
auf den Aufwand. Ebenso verha¨lt es sich mit der Ermittlung einer RRR und
der zugeho¨rigen Kopplung, wenngleich die dort gewa¨hlten Shift-Parameter
entscheidende Auswirkungen auf die Entwicklung des Darstellungsbaumes
haben. Hier ist noch Spielraum fu¨r Verbesserungen der a priori Kriterien
gegeben, vgl. Abschnitt 2.4.
Die Bestimmung von Eigenwertna¨herungen stellt i.d.R. das arbeitsintensiv-
ste Teilproblem dar. Dabei ist durch die Verwendung der abgesicherten
Rayleigh-Quotienten-Iteration (Algorithmus 3.11) die Bestimmung der zur
expliziten Faktorisierung geho¨renden Eigenwerte
¯ˆ
λ
+
j eng mit dem Aufstellen
der Singula¨rvektorna¨herungen V¯ (:, j) verzahnt. Die drittletzte Zeile umfaßt
ferner die U¨berpru¨fung der a posteriori Kriterien fu¨r die RRR.
Bei bekanntem
¯ˆ
λ
+
j la¨ßt sich der Eigenwert der gekoppelten Matrix im Nor-
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malfall durch ein bis zwei Schritte des RQI-Verfahrens approximieren. Die
Arbeit fu¨r die Bestimmung der rechten Singula¨rvektorna¨herung U¯(:, j) bein-
haltet also gleichzeitig schon die Bestimmung des gekoppelten Eigenwertes.
Die Einbettung der Kopplungen auf ho¨heren Stufen erfolgt damit bei vie-
len Testproblemen nur auf Kosten des in der vorletzten Zeile angegebenen
Mehraufwands.
Zur Verbesserung der Ausfu¨hrungszeiten bleibt eine weitere Optimierung
des Eigenwertlo¨sungsverfahrens das wichtigste Ziel. Durch die Konstruktion
idealer Systeme la¨ßt sich jedoch die Anzahl der zu bestimmenden Eigenwerte
signifikant reduzieren.
Ideale Systeme
Fu¨r gezielt konstruierte geleimte Matrizen ko¨nnen wir das Verhalten der
Routine DBSVDSolv in Extremfa¨llen beobachten.
• P4 (a): T (100, 9, 200²), Basismatrix aus P4 mit η = ².
• P5 (a): T (100, 9,√²), Basismatrix aus P5 mit η = √².
• P6 (a),(b): T (100, 9,√²), Basismatrix aus P6 mit η = √².
Diese Testprobleme haben wie die Wilkinson-Matrizen (P9) die gemeinsa-
me Eigenschaft, daß sie u¨ber eine große Anzahl von Clustern verfu¨gen, die
erst auf ho¨heren Stufen des Darstellungsbaumes abgearbeitet werden ko¨nnen.
Diese Schwierigkeit kann aber durch ideale Systeme umgangen werden. In
den Tabellen unterscheiden sich die Spalten P6 (a) und P6 (b) bzw. P9 und
P9 (a) darin, daß in der einen Variante das Konstruktionsverfahren fu¨r alle
Cluster mit s = l − f + 1 ≤ 20 versucht und in der anderen grundsa¨tzlich
unterbunden wird. Es stellt sich heraus, daß bereits auf der ersten Ebene
weit u¨ber 90% der Vektoren erledigt werden ko¨nnen. Ohne ideale Syste-
me mu¨ssen weitaus aufwendigere Arbeitsschritte durchgefu¨hrt werden. Dies
fu¨hrt zu frappanten Erho¨hungen der Ausfu¨hrungszeiten.
Die Testprobleme P4 (a) und P5 (a) sind noch weitaus ungu¨nstiger gewa¨hlt.
Fu¨r P4 (a) liegen extrem enge Cluster vor: Auch auf ho¨heren Stufen stim-
men die Eigenwertna¨herungen in allen signifikaten Stellen u¨berein. Bei
P5 (a) fu¨hren enge Cluster und eine hohe Konditionszahl zu ha¨ufigen Break-
downs bei Faktorisierungen und zu Problemen, u¨berhaupt geeignete rela-
tiv robuste Repra¨sentationen (RRR) zu finden. Ohne den Einsatz idealer
Systeme wu¨rde die Routine DBSVDSolv auch nach pd = 10 dynamischen
Pra¨konditionierungsschritten keine vollsta¨ndige Singula¨rvektorbasis erzeugen
ko¨nnen, vgl. Abschnitt 4.1.3. Beim Ablauf von P4 (a) zeigt sich außerdem,
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daß sich die Investition in die Konstruktion idealer Systeme auch auf ho¨heren
Ebenen lohnt, da die Cluster u¨ber Substrukturen verfu¨gen, die erst nach
mehrmaliger Anwendung der Shift-Strategie isoliert werden ko¨nnen.
Verhalten der u¨brigen Lo¨sungsverfahren bei geleimten Matrizen
Wa¨hrend das QR-Verfahren und der Divide-and-Conquer Ansatz auch fu¨r
die geleimten Testprobleme korrekte Ergebnisse liefern, treten bei der aktu-
ellen Implementierung von DSTEGR Schwierigkeiten auf. Selbst fu¨r
”
einfache“
Matrizen wie T (32, 1, ²) zur P8-Basismatrix terminiert die Routine nicht.
Es sei jedoch darauf verwiesen, daß die aktuelle LAPACK-Routine nur eine
vorla¨ufige Implementierung des RRR-Algorithmus darstellt und noch einen
sta¨ndigen Verbesserungsprozeß durchla¨uft. Trotzdem macht aufgrund des
kritischen Verhaltens von DSTEGR fu¨r Matrixdimensionen ≥ 1000 nur noch
ein Vergleich mit der Routine DBDSDC Sinn.
n k DBSVDSolv DBDSDC n k DBSVDSolv DBDSDC
P4 1000 0 5.41 1.87 100 9 7.02 1.71
2000 0 21.13 8.32 100 19 22.76 7.75
200 9 22.95 7.85
P5 1000 0 1.39 1.11 100 9 1.52 0.61
2000 0 5.82 5.19 100 19 6.54 2.82
200 9 9.69 7.59
P6 1000 0 2.33 2.08 100 9 1.93 1.95
2000 0 8.09 7.88 100 19 4.06 8.53
200 9 8.76 8.69
P7 1000 0 9.22 13.55 10 99 10.42 10.61
2000 0 37.91 92.89 10 199 43.70 38.61
20 99 55.89 75.22
Tabelle 4.3: Ausfu¨hrungszeiten fu¨r einige geleimte Matrizen. Im rechten
Abschnitt bezeichnet n die Dimension der Basismatrix.
In Tabelle 4.3 werden die Ausfu¨hrungszeiten fu¨r Standardmatrizen denen fu¨r
geleimte Matrizen gleicher Dimension gegenu¨bergestellt. Es wird wiederum
deutlich, daß das Verhalten stark von der Struktur des Spektrums abha¨ngig
ist. Es besta¨tigt sich, daß der Divide-and-Conquer Ansatz seine Sta¨rken bei
engen Clustern besonders gut ausspielen kann, wa¨hrend der RRR-basierte
Ansatz vertretbare Ausfu¨hrungszeiten vor allem durch erfolgreiche Konstruk-
tion idealer Systeme erzielt.
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4.3.5 Zusammenfassung
Das QR-Verfahren erweist sich bei allen Testproblemen als stabile Methode,
die sowohl bei den Ausfu¨hrungszeiten als auch bei der Qualita¨t der Ergebnisse
kaum Abha¨ngigkeiten vom Spektrum aufweist.
Die u¨brigen drei Verfahren sind durchweg schneller, zeigen aber bei unter-
schiedlichen Testproblemen variierendes Verhalten. So kann der Divide-and-
Conquer Ansatz aus Matrizen mit engen Clustern Vorteile ziehen, wa¨hrend
die RRR-basierten Methoden dort vergleichsweise hohe Ausfu¨hrungszeiten
haben. Dennoch erweist sich mit wachsender Dimension die quadratische
Komplexita¨t als u¨berlegen.
Aufgrund verschiedener Gewichtungen der Lo¨sungsstrategien weisen die Rou-
tinen DSTEGR und DBSVDSolv starke Unterschiede bzgl. der erzielbaren Ge-
nauigkeit und der numerischen Zuverla¨ssigkeit auf. Fu¨r eine endgu¨ltige Im-
plementierung mit Bibliotheksstandard sollten die jeweils besseren Eigen-
schaften kombiniert werden.
Die Einbettung von Kopplungen fu¨hrt weder zu großem algorithmischen Auf-
wand noch zu einer u¨berma¨ßigen Steigerung der Rechenzeit, da viele fu¨r
den klassischen RRR-Algorithmus ohnehin beno¨tigte Informationen geschickt
ausgenutzt werden ko¨nnen.
Als weiteres Ergebnis halten wir fest, daß der so entstandene Kernalgorith-
mus alleine bei gezielt konstruierten Testproblemen auf Schwierigkeiten sto¨ßt.
Die zu deren Abfederung eingefu¨hrten Vorschla¨ge zur Pra¨konditionierung
und Konstruktion idealer Systeme erweisen sich bei moderatem zusa¨tzlichen
Aufwand als zugkra¨ftig.
Wir sehen die Kombination des Kernalgorithmus mit der Konstruktion idea-
ler Systeme als ein Verfahren an, das sowohl das tSEP als auch die bSVD
mit quadratischem Aufwand bestimmen kann.
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Kapitel 5
Parallelisierung
Bei der U¨bertragung auf parallele Rechnerarchitekturen sind zwei Aspek-
te zu diskutieren: Zum einen schlagen wir Strategien vor, die sich auf
den Kernalgorithmus selbst beziehen. Auf der anderen Seite ist zu unter-
suchen, welche der u¨brigen Bestandteile des gesamten Lo¨sungsverfahrens
(Pra¨konditionierung, ideale Systeme) mit vertretbarem Aufwand in eine par-
allele Version der Routine DBSVDSolv eingehen ko¨nnen. Nach einer kurzen
Beschreibung der Entwicklungsumgebung ero¨rtern wir zuna¨chst das Vorge-
hen zur Parallelisierung der den Kernalgorithmus umgebenden Arbeitsschrit-
te, bevor dieser selbst untersucht wird. Numerische Experimente zur Beur-
teilung der Skalierungseigenschaften runden das Kapitel ab.
5.1 Einfu¨hrung
Das Programmiermodell
Die ScaLAPACK-Bibliothek (Scalable Linear Algebra PACKage [10, 67])
ist eine Zusammenfassung von Algorithmen der numerischen linearen Al-
gebra fu¨r Parallelrechner mit verteiltem Speicher. Neben den LAPACK- und
BLAS-Routinen greift sie auf die Bausteine PBLAS und BLACS (Basic Li-
near Algebra Communication Subprograms [32]) zuru¨ck. Die BLACS stellen
eine Schnittstelle zu den unterliegenden Message-Passing-Systemen wie MPI
oder PVM dar. Die PBLAS stehen als parallele Variante der BLAS zur
einfachen Abwicklung von Matrix-Matrix-Operationen bereit.
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Numerische Lo¨sungsverfahren ko¨nnen damit plattformunabha¨ngig entwickelt
werden, wa¨hrend auf der Herstellerseite die Mo¨glichkeit besteht, die BLAS-
und BLACS-Bibliotheken auf die jeweilige Hardware hin zu optimieren.
0P
P P P P
... ...P11
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P
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Abbildung 5.1: Darstellung eines Prozessorgitters (nprow = 3, npcol = 4)
und eines Ringes (nprocs = 12). Die Kreise symbolisieren die Prozessoren,
wa¨hrend die durchgezogenen Linien die (logischen) Verbindungen im ortho-
gonalen Gitter veranschaulichen [47].
Die BLACS unterstu¨tzen die Aufteilung der Prozessoren in orthogonale Git-
ter mit nprow Zeilen und npcol Spalten, vgl. Abbildung 5.1. Eine Matrix
A wird in rechteckigen Blo¨cken der Gro¨ße mb × nb u¨ber die Knoten verteilt.
Am rechten und am unteren Rand ko¨nnen kleinere Formate entstehen. Der
Prozessor Pk,l verwaltet die Blo¨cke
Aij = A(i ·mb + 1 : i ·mb +mb, j · nb + 1 : j · nb + nb)
mit i ≡ k mod nprow und j ≡ l mod npcol (blockzyklisch-
zweidimensionales Layout, vgl. Abbildung 5.2).
Durch Auswahl der Parameter nprow, npcol, mb und nb ko¨nnen wir das
Kommunikationsverhalten und damit die Skalierungseigenschaften einer An-
wendung beeinflussen. Je nach Implementierung der BLAS- und BLACS-
Routinen ergeben sich unterschiedliche Werte fu¨r eine optimale Leistung des
Parallelrechners.
Hardware
Die hier vorgestellten Ergebnisse resultieren aus Experimenten mit einem
Workstation-Cluster. Dabei sind 128 Compaq DS10 Einheiten mit einem
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P∗,0 P∗,1 P∗,0 P∗,1
P0,∗ A00 A01 A02 A03
P1,∗ A10 A11 A12 A13
P0,∗ A20 A21 A22 A23
P1,∗ A30 A31 A32 A33
P0,∗ A40 A41 A42 A43
P∗,0 P∗,1
P0,∗ A00 A02 A01 A03
P1,∗ A10 A12 A11 A13
P0,∗ A20 A22 A21 A23
P1,∗ A30 A32 A31 A33
P0,∗ A40 A42 A41 A43
P∗,0 P∗,1 P∗,0 P∗,1
P0,∗ A00 A01 A02 A03
P0,∗ A20 A21 A22 A23
P0,∗ A40 A41 A42 A43
P1,∗ A10 A11 A12 A13
P1,∗ A30 A31 A32 A33
P∗,0 P∗,1
P0,∗ A00 A02 A01 A03
P0,∗ A20 A22 A21 A23
P0,∗ A40 A42 A41 A43
P1,∗ A10 A12 A11 A13
P1,∗ A30 A32 A31 A33
Abbildung 5.2: Verteilung einer Matrix in fu¨nf Zeilen- und vier Spalten-
blo¨cke u¨ber ein 2× 2-Prozessorgitter. Links oben die globale Ansicht, rechts
oben die Verteilung innerhalb der Prozessorpalten, links unten die Verteilung
innerhalb der Prozessorzeilen, rechts unten lokale Ansicht der Daten [47].
Myrinet-Netzwerk zusammengeschaltet. Die Alpha 21264 Prozessoren haben
eine Frequenz von 616 MHz (Peak-Performance 1233 MFlops). Jeder Knoten
verfu¨gt u¨ber 256 MB Hauptspeicher. Rechenintensive mathematische Teil-
aufgaben — z.B. alle Aufrufe der BLAS- und LAPACK-Routinen — werden
an die Compaq Extended Math Library (CXML) weitergeleitet, wa¨hrend die
Kommunikation u¨ber ParaStation-Software [62] abgewickelt wird.
Tabelle 5.1 vergleicht die Ausfu¨hrungszeiten der Routine DBSVDSolv auf der
SUN Enterprise 450 und einem Knoten des Workstation-Clusters. Es stellt
sich heraus, daß die Alpha Prozessoren fu¨r fast alle Testprobleme weitaus
niedrigere Ausfu¨hrungszeiten beno¨tigen. Insbesondere zeigt sich indirekt,
daß sie na¨her an der theoretisch erreichbaren Peak-Performance liegen als die
UltraSPARC II Rechner: Bei etwa doppelter Taktrate beno¨tigt ein Alpha-
Prozessor meist deutlich weniger als die Ha¨lfte der Ausfu¨hrungszeit, die auf
der SUN erzielt werden kann.
Implementierungen
In der ScaLAPACK-Bibliothek liegt eine parallele Version des QR-Verfahrens
eingebettet in der Routine PDGESVD vor. Dort wird eine vollbesetzte Aus-
gangsmatrix A zuna¨chst auf Bidiagonalform reduziert und diese dann wie
beschrieben diagonalisiert. Da das QR-Verfahren inha¨rent seriell ist, sind in
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SUN (300MHz) Alpha (616 MHz)
P1 5.2 1.7
P2 7.2 2.4
P3 0.3 0.8
P4 21.1 9.9
P5 5.8 2.7
P6 8.1 2.7
P7 37.9 15.1
P8 11.5 4.1
P9 9.2 2.9
Tabelle 5.1: Vergleich der seriellen Ausfu¨hrungszeiten in Sekunden fu¨r
n = 2000 und η = ². Mittelung u¨ber drei La¨ufe.
der Routine nur die Aufdatierungen mit den geblockten Givensrotationen fu¨r
verteilte Rechnerarchitekturen angelegt.
Die Routine PDBSVDSolv beinhaltet eine parallele Implementierung des in
den vorigen Kapiteln eingefu¨hrten bSVD-Lo¨sungsverfahrens. Die Paralle-
lisierungsstrategien werden in den nachfolgenden Abschnitten genauer be-
schrieben. Ein A¨quivalent zu dem RRR-basierten Ansatz der Routine DSTEGR
liegt in der ScaLAPACK-Bibliothek nicht vor.
5.2 Parallelisierung des Gesamtverfahrens
Fu¨r die wichtigsten Teilaufgaben des bSVD-Lo¨sungsverfahrens ero¨rtern wir
ihr Potential fu¨r die Arbeit auf verteilten Rechnerarchitekturen. Dem ei-
gentlichen Kernalgorithmus ist dabei erst der folgende Abschnitt gewidmet,
wa¨hrend die Parallelisierung der umrahmenden Schritte direkt im Anschluß
erfolgt.
Es stellt sich hier heraus, daß sehr gute Lastverteilung und damit hohe
Skalierbarkeit oft nur mit Algorithmen erzielt werden ko¨nnen, die auch bei
gro¨ßeren Prozessorzahlen deutlich ho¨here absolute Ausfu¨hrungszeiten besit-
zen als die mit inha¨rent seriellen Anteilen belasteten Alternativen. Beispiels-
weise ist das Bisektionsverfahren auch auf gro¨ßeren Prozessorzahlen immer
noch langsamer als das serielle QD-Verfahren, vgl. Tabelle 5.2 auf Seite 161.
Die Konstruktion idealer Systeme geho¨rt ebenfalls nicht zu den effizient ver-
teilbaren Aufgaben, erspart aber das weitaus aufwendigere Abarbeiten von
ho¨heren Ebenen im Darstellungsbaum.
Die Programmierung der Routine PDBSVDSolv ist so gestaltet, daß durch
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Einstellung von Parametern die Gewichtung zwischen hoher Skalierbarkeit
und dem Einsatz serialisierender Lo¨sungsverfahren in Abha¨ngigkeit von der
Rechnerkonfiguration vorgenommen werden kann.
5.2.1 Verteilung der Daten, Kommunikation
Die gesuchten Singula¨rvektorpaare werden durch das Lo¨sen eines Gleichungs-
systems bestimmt, dessen Matrix durch eine BABE-Faktorisierung gegeben
ist, vgl. Abschnitt 2.2. Bezogen auf das blockzyklisch-zweidimensionale Lay-
out der ScaLAPACK-Bibliothek ist daher die Verwendung eines Prozessorgit-
ters GDiag mit einer Zeile und nprocs Spalten naheliegend. Wir bezeichnen
dessen Knoten mit P0, . . . , Pnprocs−1. Jeder Prozessor speichert also etwa
n/nprocs vollsta¨ndige Singula¨rvektorpaare. Gema¨ß der Sortierung der Sin-
gula¨rwerte sind diese block-spaltenzyklisch verteilt.
Ist eine Bidiagonalisierung (z.B. mit der Routine PDGEBRD, vgl. Ab-
schnitt 1.4.4) vorgeschaltet, so ist nb i.d.R. abha¨ngig von der Optimierung
der BLAS- und BLACS-Bibliotheken vorgegeben. Auch die Zeilen sind typi-
scherweise geblockt verteilt. Die Ru¨ck-Akkumulation wird ebenfalls auf dem
Gitter GBid abgewickelt. Beim Wechseln der Gitter ist dann innerhalb der
Prozessorzeilen die Kommunikation großer Datenmengen erforderlich, vgl.
Abbildung 5.3. Das Verfahren zur Tra¨germinimierung kann hier erhebliche
Einsparungen ermo¨glichen, vgl. Abschnit 4.2.
GDiagGBid
P3P2P1mb
P0,∗ nb
P0
P1,∗
Umver-
P
∗,
1
P
∗,
0
teilung
Abbildung 5.3: Layout fu¨r vier Prozessoren. Bei der Bidiagonalisierung und
Ru¨ck-Akkumulation sind die vollbesetzten Matrizen zeilen- und spaltenweise
blockzyklisch auf dem GitterGBid verteilt. Bei der Diagonalisierung aufGDiag
sind nur die Spalten von U und V blockzyklisch angelegt.
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Trotz des Aufwandes bei der Umverteilung ist das Gitter GBid keine Al-
ternative fu¨r die Diagonalisierung: Jedes Lo¨sen eines durch eine BABE-
Faktorisierung gegebenen LGS wa¨re mit extrem hohen Kommunikationsko-
sten verbunden.
Zur Lo¨sung der bSVD speichert jeder Prozessor die Daten der Bidiago-
nalmatrix B sowie die daraus abgeleiteten Hilfsgro¨ßen. Geblockte Kom-
munikation findet an genau spezifizierten Stellen im Programmablauf statt,
etwa nach einer verteilten Bestimmung von Eigenwertapproximationen auf
ho¨heren Ebenen im Darstellungsbaum. Diese erfolgt entweder durch globale
Broadcast- oder Point-to-Point-Operationen. Bei letzteren werden nur sehr
kleine Datenmengen kommuniziert. Wir versenden lediglich die Pfade, vgl.
Abschnitt 2.5 und Algorithmus 2.5. Die empfangenden Prozessoren repro-
duzieren dann die entsprechenden Faktorisierungen. Bei dieser Variante fa¨llt
das Versenden von Paketen der Gro¨ßeO(1) und die Reproduktion durchO(n)
Rechenoperationen an. Dies ist auf Parallelrechnern typischerweise gu¨nstiger
als die Kommunikation vollsta¨ndiger Singula¨rvektorpaare mit einem Umfang
von O(2n).
Definition 5.1 (Heimprozessor, beherbergte Vektoren)
Seien σ1 ≤ . . . ≤ σn die Singula¨rwerte von B und nb die Breite der Blockspal-
ten. Fu¨r j = 1 : n ist Ph mit h ≡ (j − 1)/nb mod nprocs (ganzzahlige Di-
vision) der Heimprozessor oder Heimknoten des j-ten Singula¨rvektorpaares.
Die Menge der in diesem Sinne zu Ph geho¨renden Vektoren bezeichnen wir
auch als beherbergte Vektoren.
Um den Aufwand an Kommunikation und Reproduktion zu minimieren, soll-
ten Singula¨rvektorpaare mo¨glichst auf ihren Heimprozessoren generiert wer-
den. Es stellt sich damit die Frage, inwieweit dieses Ziel mit einer guten
Lastverteilung zu vereinbaren ist.
5.2.2 Vorverarbeitung
Bearbeitung der Eingangsmatrix
Die Splitting- und Flipping-Kriterien fu¨r die Ausgangsmatrix B fu¨hrt jeder
Prozessor fu¨r sich durch. Ebenso erledigen bei der statischen und dyna-
mischen Pra¨konditionierung alle Knoten simultan dieselbe Arbeit zur Er-
zeugung der Transformierten. Zerfa¨llt die Bidiagonalmatrix in Teilproble-
me, so kann jeder Prozessor bestimmen, ob er an der Lo¨sung beteiligt ist
oder nicht. Bei Matrixdimensionen ≤ 20 fu¨hren alle beteiligten Knoten das
QR-Verfahren durch, behalten aber nur
”
ihre“ Singula¨rvektorpaare. Da al-
le bislang genannten Vorverarbeitungsmaßnahmen nur einen Bruchteil des
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Gesamtaufwands ausmachen, lohnt sich eine feinere Parallelisierung kaum.
Aufdatierungen
Nach Beendigung des Kernalgorithmus werden die Vektoren nur noch von
ihren Heimprozessoren bearbeitet.
Wird die Eingangsmatrix geflippt, so sind die Zeilen von U und V zu permu-
tieren. Aufgrund des gewa¨hlten Datenlayouts ist dazu keine Kommunikation
notwendig. In dieser Phase haben alle Prozessoren ein etwa gleich großes
Arbeitsvolumen zu bewa¨ltigen.
Wie in Abschnitt 4.1.2 beschrieben kann das Aufdatieren der Matrizen U und
V mit den Transformationen aus der Pra¨konditionierung adaptiv erfolgen, al-
so insbesondere ohne Kommunikationsaufwand. Im statischen Fall liegt auch
hier wieder gute Lastverteilung vor. Fu¨r die Aufdatierung nach dynamischen
Pra¨konditionierungsschritten kann es in ungu¨nstigen Situationen zu schlecht
verteiltem Arbeitsvolumen kommen. Da diese aber eher selten auftreten und
dann im Vergleich zum statischen Fall mit deutlich geringerem Aufwand ver-
bunden sind, entha¨lt die Routine PDBSVDSolv keine Ansa¨tze fu¨r eine bessere
Lastverteilung.
5.2.3 Singula¨rwerte
Nach Tabelle 1.1 stehen das QD- und das Bisektionsverfahren zur Be-
stimmung der Singula¨rwerte zur Auswahl. Tabelle 5.2 vergleicht die
Ausfu¨hrungszeiten der seriellen Routine DLASQ1 mit der parallelen Rou-
tine PDSTEBZ fu¨r verschiedene Prozessorzahlen des Workstation-Clusters.
Trotz der inha¨renten Serialita¨t kann sich der Einsatz des QD-Verfahrens
auch bei gro¨ßeren Prozessorzahlen lohnen. Interessieren nur k < n Sin-
QD Bis, p = 1 p = 4 p = 16 p = 32 p = 64
P1 n = 2000 0.19 7.23 3.63 1.00 0.73
P1 n = 16000 14.40 448.00 153.00 46.80 24.80 13.30
P4 n = 2000 0.80 15.90 4.25 1.08 0.78
P4 n = 16000 50.00 905.00 237.00 62.20 33.10 17.70
Tabelle 5.2: QD-Verfahren fu¨r B vs. Bisektionsverfahren fu¨r TGK . No-
tiert sind die Ausfu¨hrungszeiten zur Bestimmung aller Singula¨rwerte. Fu¨r
n = 2000 ist beim U¨bergang von 16 auf 32 Knoten die lokale Problemgro¨ße
bereits so klein, daß die gemessenen Zeiten stark durch die parallelen Grund-
kosten beeinflußt werden.
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gula¨rvektorpaare, verschiebt sich das Gewicht zugunsten des Bisektionsver-
fahrens. Zur Bestimmung der Umschlagpunkte sollte fu¨r jeden Parallelrech-
ner eine Kalibrierungsmeßreihe vorausgehen.
In der Implementierung von PDBSVDSolv kann wahlweise die parallele Rou-
tine PDSTEBZ oder die serielle Routine DLASQ1 zugeschaltet werden. Es ist
jedoch zu beachten, daß das Bisektionsverfahren deutlich beschleunigt wer-
den kann, z.B. durch die abgesicherte Rayleigh-Quotienten-Iteration (Algo-
rithmus 3.11) oder durch Anwendung des Newton-Verfahrens. Außerdem
bringen Vektorisierungsstrategien Geschwindigkeitsvorteile [55]. Neben den
Routinen PDSTEBZ und DLASQ1 bieten sich also noch Alternativen an.
5.3 Parallelisierung des Kernalgorithmus
Aufgrund der Adaptivita¨t des Kernalgorithmus kann eine Parallelisierung
dieser Teilaufgabe effizient gestaltet werden. Wichtigster Bestandteil ist die
Optimierung der Eigenwertverfahren auf ho¨heren Stufen.
5.3.1 Der Kernalgorithmus: Die erste Stufe
Isolierte Singula¨rwerte
Konform mit der grundsa¨tzlichen Strategie, Vektorpaare mo¨glichst auf ihren
Heimprozessoren zu bestimmen, u¨bernimmt fu¨r alle isolierten Singula¨rwerte
σj der jeweils zugeordnete Knoten Ph die Durchfu¨hrung von Algorithmus 3.4.
Es ist wichtig zu betonen, daß im parallelen Verfahren diese Arbeit erst
ausgefu¨hrt wird, nachdem alle Pfade des Darstellungsbaumes bestimmt sind,
vgl. Algorithmus 5.1.
Sind alle Singula¨rwerte isoliert, so gewa¨hrleistet die spaltenweise blockzykli-
sche Abspeicherung eine gute Lastverteilung. Unter diesen gu¨nstigen Voraus-
setzungen ergeben sich hervorragende Skalierungseigenschaften des Kernal-
gorithmus, wie Experimente mit der in Abschnitt 4.3.2 beschriebenen Pro-
blemklasse P1 (η = 10−4) zeigen.
Numerische Experimente
Wir betrachten zuna¨chst das Skalierungsverhalten des Gesamtverfahrens oh-
ne die Berechnung der Singula¨rwerte. Auf einem Knoten des Workstation-
Clusters kann die aktuelle Version der Routine PDBSVDSolv ein System aus
Singula¨rvektoren der Gro¨ße n = 3200 komplett im Hauptspeicher verwal-
ten. Andererseits sind die Rechenzeiten fu¨r solche kleinen Matrixdimensio-
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Abbildung 5.4: Skalierungseigenschaften fu¨r Problem P1. In der unteren
Abbildung bezeichnen die mit n = 3200 und n = 16000 markierten Graphen
die Speedups fu¨r das bSVD-Lo¨sungsverfahren ohne die Einbeziehung des
Aufwandes zur Bestimmung der Singula¨rwerte. Die Graphen von
”
Gesamt,
QD“ bzw.
”
Gesamt, Bis“ geben fu¨r n = 16000 das Skalierungsverhalten bei
Kombination mit dem QD- bzw. Bisektionsverfahren wieder.
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nen gering, so daß beim U¨bergang zu ho¨heren Prozessorzahlen der Einfluß
der parallelen Grundkosten die Ergebnisse verfa¨lscht.
Fu¨r die Einscha¨tzung der Speedups bei festgehaltener globaler Matrixdimen-
sion sind daher in Abbildung 5.4 (oben) die signifikanten Bereiche fu¨r ver-
schiedene Problemgro¨ßen dargestellt. Referenzwerte sind also die Zeitmes-
sungen tser der seriellen Implementierung fu¨r n = 2000 und n = 3200 und
ansonsten tminprocs fu¨r die entsprechende minimal wa¨hlbare Prozessorzahl bei
ho¨heren Werten fu¨r n. Der Parameter minprocs la¨ßt sich also jeweils an
dem zu Speedup = 1 geho¨renden Abszissenwert ablesen. Es ist zu beach-
ten, daß die absoluten Ausfu¨hrungszeiten fu¨r die jeweils maximal verwendete
Knotenmenge gering sind, da der hier betrachtete Fall isolierter Spektren
nur wenig Rechenaufwand hat. In dieser Hinsicht aussagekra¨ftiger sind die
Experimente fu¨r das Testproblem P4, vgl. Abbildung 5.9.
Fu¨r die Problemgro¨ße n = 16000 ko¨nnen wir auch fu¨r geringe Prozessor-
zahlen zuverla¨ssige Zeitmessungen erzielen, wenn wir die berechneten Sin-
gula¨rvektoren nicht explizit in einem Feld der Gro¨ße O(n2) ablegen, son-
dern fortlaufend ein kleineres — in den Hauptspeicher passendes — Feld
u¨berschreiben. Die eigentlich gesuchte Basis aus Singula¨rvektoren wird da-
bei natu¨rlich zersto¨rt. Jedoch la¨ßt sich mit dieser Modifikation ein sehr gu-
tes Skalierungsverhalten der Routine PDBSVDSolv nachweisen, vgl. den mit
n = 16000 markierten Graphen in Abbildung 5.4 unten. Zum Vergleich ist
der Graph fu¨r n = 3200 aufgetragen. Dieser ist dabei um die — allerdings
wegen der parallelen Grundkosten verfa¨lschten — Zeitmessungen fu¨r 16 und
32 Knoten verla¨ngert. Bei ho¨heren absoluten Ausfu¨hrungszeiten (wie fu¨r
Problem P4) liegen die Werte fu¨r die Speedups deutlich na¨her beieinander.
Insgesamt halten wir fest, daß die inha¨rente Parallelita¨t fu¨r isolierte Spektren
auch bei der konkreten Implementierung mit a¨ußerst positiven Resultaten
umgesetzt werden kann.
Die Bestimmung der Anfangsna¨herungen fu¨r die Singula¨rwerte kann entwe-
der mit dem QD- oder dem Bisektionsverfahren erfolgen. Fu¨r einen Vergleich
ermitteln wir tser
tser,QD
bzw. tser
tser,Bis
mit den jeweiligen seriellen Ausfu¨hrungszeiten
der Routine DBSVDSolv und daraus die Speedups beider Varianten des Ge-
samtverfahrens. Beim U¨bergang zu gro¨ßeren Prozessorzahlen schla¨gt natur-
gema¨ß der serialisierende Anteil des QD-Verfahrens zu Buche. Dennoch sind
die absoluten Ausfu¨hrungszeiten auch bei 32 Prozessoren immer noch besser
als in Kombination mit dem Bisektionsverfahren. In Verbindung mit Tabel-
le 5.2 wird ferner deutlich, daß die Ermittlung der Singula¨rwerte von B zum
dominierenden Teil bei der Bestimmung der bSVD wird.
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Ideale Systeme
Die Konstruktion idealer Systeme ist a¨hnlich wie das Gram-Schmidt-
Verfahren nur mit vergleichsweise hohem Kommunikationsaufwand paralleli-
sierbar, da zur Bestimmung eines Vektors Informationen u¨ber alle bis dahin
generierten Vorga¨nger beno¨tigt werden. Wie bei der Behandlung sehr kleiner
Bidiagonalmatrizen wird deshalb grundsa¨tzlich folgende Strategie angewen-
det: Fu¨r Cluster mit einer Gro¨ße s ≤ 20 fu¨hren alle beteiligten Knoten
die Konstruktion des idealen Systems durch. Im Erfolgsfall werden nur die
beherbergten Singula¨rvektorpaare abgespeichert und die u¨brigen verworfen.
Dieses Vorgehen kann zu ungu¨nstiger Lastverteilung fu¨hren. In Abbil-
dung 5.5 sind solche Situationen bei einer Blockgro¨ße nb = 4 skizziert.
Abbildung 5.5: Ungu¨nstige Verteilung bei idealen Systemen. Oben: Liegen
wie bei Matrizen mit Wilkinson-Struktur zahlreiche kleine Cluster genau auf
den Grenzen des spaltenzyklischen Layouts, so wird auf den anliegenden Pro-
zessoren vielfach identische Arbeit ausgefu¨hrt. Unten: Mo¨glicherweise beher-
bergt ein Knoten nur ein einziges Singula¨rvektorpaar. Trotzdem mu¨ssen alle
Elemente des Clusters bearbeitet werden.
Ein Weglassen dieser Option kann jedoch das Abarbeiten weitaus umfangrei-
cherer Darstellungsba¨ume notwendig machen. Der dann teilweise erheblich
ansteigende Rechenaufwand ist nur schwer mit einer
”
ideal skalierenden“
Implementierung auszugleichen. Fu¨r eine effiziente Parallelisierung sind also
Kompromisse einzugehen.
Beispielsweise ko¨nnen wir die Konstruktion idealer Systeme auf die einfache
Tra¨germinimierung reduzieren. Dann kann ein Cluster komplett von einem
einzigen Knoten abgearbeitet werden. Im Erfolgsfall –d.h. wenn alle Tra¨ger
paarweise disjunkt sind– bekommen die u¨brigen Heimprozessoren pro Sin-
gula¨rvektorpaar neben der Twist-Position k auch die Ober- und Untergren-
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zen ku und kl zugesendet. Basierend auf diesen Informationen kann dann eine
BABE-Faktorisierung effizient aufgestellt und das entsprechende Gleichungs-
system gelo¨st werden. Bei dieser Variante fallen allerdings die Mo¨glichkeiten
weg, mit Bisektoren oder Maßnahmen bei kleinen Tra¨geru¨berlappungen die
Konstruktion idealer Systeme mo¨glichst oft erfolgreich abzuschließen.
Wie im seriellen Fall kann auch bei der Routine PDBSVDSolv die Konstruk-
tion idealer Systeme durch Einstellung entsprechender Parameter gesteuert
werden.
Numerische Experimente
Wir untersuchen stellvertretend fu¨r Matrizen mit vielen Clustern geringen
Umfangs das Testproblem P9 (Wilkinson-Struktur). Siehe dazu auch die
Tabelle auf Seite 149. Wir vergleichen die Ausfu¨hrungszeiten des Gesamtal-
gorithmus (ohne Singula¨rwerte, fortlaufende U¨berschreibung) einmal mit und
einmal ohne Konstruktion idealer Systeme in Abbildung 5.6.
1/8
1/4
1/2
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16
32
1 2 4 8 16 32
nprocs Prozessoren
P9, n=16001
Kern mit I.S.
Kern ohne I.S.
Abbildung 5.6: Skalierungseigenschaften beim Problem P9. Referenzgro¨ße
ist hier tser fu¨r den Zeitbedarf mit Konstruktion idealer Systeme (I.S.).
Es wird deutlich, daß sich die theoretische schlechte Parallelisierbarkeit dieses
Ansatzes im Vergleich zu den ansonsten deutlich erho¨hten Ausfu¨hrungszeiten
kaum negativ auswirkt. Zumindest bei den betrachteten Testproblemen spre-
chen die absoluten Zeiten also deutlich fu¨r den Einsatz idealer Systeme.
Bei vielen vergleichbaren Problemen wie etwa P6 (a/b) ist meistens nur der
U¨bergang von einem auf zwei Knoten mit Einbußen verbunden, vgl. Tabel-
le 5.3. Wie zu erwarten stellt sich bei Erho¨hung der Blockgro¨ße nb eine
Reduktion der redundanten Arbeit und Kommunikation ein.
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P9, n = 2001 P6, T (100, 9,
√
²)
mit I.S. ohne I.S. mit I.S. ohne I.S.
nb = 4 1.61 1.93 1.56 1.91
nb = 20 1.79 1.95 1.63 1.92
Tabelle 5.3: Zeitfaktor beim U¨bergang von einem auf zwei Prozessoren.
Fu¨r Testprobleme, bei denen die Konstruktion idealer Systeme nicht ins Ge-
wicht fa¨llt, fu¨hrt die Variation von nb zu keinen nennenswerten A¨nderungen
der Ausfu¨hrungszeiten. Wir verwenden daher in den aufgefu¨hrten Experi-
menten grundsa¨tzlich nb = 4.
Die weitgehende Unabha¨ngigkeit des bSVD-Lo¨sungsverfahrens von der
Blockgro¨ße erweist sich in Kombination mit der vorgeschalteten Bidiago-
nalisierungsphase und der anschließenden Ru¨ck-Akkumulation als vorteil-
haft. Im Gesamtkontext ko¨nnen wir na¨mlich die Parametereinstellung fu¨r
das Gitter GBid optimieren und dann fu¨r GDiag u¨bernehmen. Wir ersparen
uns dadurch die kommunikationsintensive Umverteilung der Spaltenblo¨cke,
vgl. Abschnitt 5.2.1.
5.3.2 Der Kernalgorithmus: Ho¨here Stufen
Auf ho¨heren Stufen im Darstellungsbaum erfolgt die Parallelisierung zweiglei-
sig. Neben dem Aufteilen der Liste L wird die Bestimmung von Eigenwertap-
proximationen gesondert behandelt. Es sind dabei folgende Anforderungen
zu erfu¨llen:
• Singula¨rvektorpaare sollen mo¨glichst auf ihren Heimprozessoren bear-
beitet werden.
• Gute Lastverteilung zwischen zwei blockierenden globalen Broadcast-
Operationen.
• Bei Point-to-Point-Kommunikation sollen nur wenige Daten (Pfade)
versendet werden.
Wir geben mit Algorithmus 5.1 eine grobe Beschreibung des in der Routi-
ne PDBSVDSolv implementierten Vorgehens. Die einzelnen Arbeitsschritte
werden im Folgenden kommentiert.
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Algorithmus 5.1 Der parallele Kernalgorithmus.
Gegeben: Eine bidiagonale Matrix B sowie Na¨herungen σ¯1 ≤ . . . ≤ σ¯n
an die Singula¨rwerte. Diese sind auf allen nprocs Prozessoren
bekannt.
Gesucht: Matrizen U¯ und V¯ mit Na¨herungen an die Basen aus linken
und rechten Singula¨rvektoren. Diese sind spaltenweise block-
zyklisch u¨ber die Prozessoren verteilt.
Pfade path(BTB, j) := (ν
(1)
j , . . . , ν
(recj)
j ), die fu¨r j = 1 : n die
Konstruktion von U¯(:, j) und V¯ (:, j) beschreiben.
1: {Alle Prozessoren} Beschreibe die Cluster-Struktur des Spektrums in
einer Liste L.
2: while L 6= ∅ do
3: {Alle Prozessoren} Verteile Elemente aus L auf Knoten. Erzeuge also
Listen L0, . . . ,Lnprocs−1.
4: {Prozessor Pp} Fu¨r alle Elemente aus Lp
• Fu¨hre die Teilaufgaben Reproduktion, a priori Auswahl eines
Shift-Parameters ν(r), Erzeugung der aktuellen Faktorisierung
und Kopplung wie im seriellen Kernalgorithmus durch.
• Bestimme wie im Abschnitt 3.4.3 Anfangsna¨herungen χj der in-
teressierenden Eigenwerte sowie einschließende Intervallgrenzen
αj und βj.
5: {Globalisiere} Shift-Parameter, Anfangsna¨herungen, Intervalle
6: {Alle Prozessoren} Vereinige Intervalle und verteile sie auf Knoten.
Erzeuge also Listen I0, . . . , Inprocs−1.
7: {Prozessor Pp} Bearbeite Liste Ip zur Bestimmung der Eigen-
wertna¨herungen
¯ˆ
λj. Bestimme Eigenwertna¨herungen
¯ˇλj der gekoppel-
ten Matrix. U¨berpru¨fe dabei die a posteriori Kriterien. Aktualisiere
path(BTB, j) analog zum seriellen Kernalgorithmus.
8: {Globalisiere} path(BTB)
9: {Alle Prozessoren} Aktualisiere L analog zum seriellen Kernalgorith-
mus.
10: end while
11: {Prozessor Pp} Bestimme alle beherbergten Singula¨rvektorpaare.
Bearbeite isolierte Singula¨rwerte unter Verwendung von Algorithmus 3.4,
geclusterte Singula¨rwerte durch Reproduktion mit Pfaden.
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Ein- und Ausgangsdaten, Hilfsgro¨ßen
Die interessierenden Singula¨rwerte der Matrix B sind vor Aufruf von Algo-
rithmus 5.1 allen Prozessoren bekannt zu machen. Es werden spaltenweise
blockzyklisch verteilte Matrizen U¯ und V¯ mit Na¨herungen an linke und rechte
Singula¨rvektoren gesucht. Ferner sollen die zu deren Konstruktion erforder-
lichen Pfade path(BTB) bestimmt werden.
Vor den jeweiligen Lastausgleichsschritten sind Steuerungsinformationen
durch Broadcast-Operationen zu globalisieren. Neben numerischen Daten
wie Eigenwertapproximationen oder Shift-Parametern sind auch lokal er-
zeugte algorithmische Ergebnisse (u.a. Fehlervektor err, Indizes der Shift-
Parameter) mitzuteilen. Aus Gru¨nden der U¨bersichtlichkeit gehen wir auf
derartige Details nicht weiter ein.
U¨ber die Liste L
Zuna¨chst erfaßt jeder Knoten fu¨r sich die Cluster-Struktur der Singula¨rwerte
in einer globalen Liste L. Der Kommentar
”
Alle Prozessoren“ bedeutet also,
daß auf gleichlautenden Daten identische Arbeitsschritte durchgefu¨hrt wer-
den. In Zeile 3 ermittelt jeder Knoten eine lokale Liste Lp. Dabei sollen
die Elemente aus L mo¨glichst gleichma¨ßig gestreut werden. Die Routine
PDBSVDSolv verwendet dabei eine durch numerische Experimente motivierte
Heuristik, die wir als statische Lastverteilung bezeichnen. Die Elemente wer-
den in einer vorgegebenen Reihenfolge delegiert. Zur groben Einscha¨tzung
der jeweilgen Auslastung wird inkrementell festgehalten, wieviele Cluster und
Eigenwerte jeder Knoten bereits zu behandeln hat.
1. Cluster, die komplett von einem Knoten beherbergt werden, sind die-
sem zuzuordnen.
2. Bei Clustergro¨ßen ≥ nb · nprocs bearbeitet jeder Prozessor die ihm
durch die Blockverteilung zugewiesenen Eigenwerte.
3. Unter den restlichen Clustern werden zuna¨chst diejenigen verteilt, die
von nur zwei Knoten beherbergt werden. Die Wahl fa¨llt auf einen der
beiden Heimprozessoren.
4. U¨brig bleiben die Cluster, an denen mehr als zwei Knoten beteiligt
sind, die jeweils eine Anzahl ≤ nb Eigenwerte beherbergen. Hier wird
versucht, die Cluster vollsta¨ndig einem Prozessor zuzuordnen. Kommt
es dabei zu sehr ungu¨nstiger Lastverteilung, werden die Eigenwerte
stattdessen einzeln vergeben.
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Ab dem dritten Schritt erha¨lt derjenige Knoten den Zuschlag, der bis da-
hin die wenigsten Eigenwerte zu bearbeiten hat. Dieses Verfahren beschrei-
tet einen Mittelweg zwischen ausgeglichener Lastverteilung und der Anfor-
derung, mo¨glichst viele Singula¨rvektorpaare auf ihren Heimprozessoren zu
bearbeiten. Es tra¨gt auch der Beobachtung Rechnung, daß die meisten Clu-
ster durch einmaliges Anwenden der Shift-Strategie aufgelo¨st werden ko¨nnen.
Abbildung 5.7 verdeutlicht das Vorgehen.
2P1P0 P0P 2 P0 P10 PP 2 1P P1P2P1P0P
Abbildung 5.7: Parallele Bestimmung von Eigenwertapproximationen.
Oben: Blockzyklisches Layout. Unten: Nach statischer Lastverteilung.
Abarbeitung der lokalen Listen Lp
In Zeile 4 sind die Aufgaben beschrieben, die jeder Prozessor Pp lokal
ausfu¨hrt. Ein Element der Liste Lp erfordert die Ermittlung der entspre-
chenden Faktorisierung sowie die Bestimmung von Anfangsna¨herungen χj
an die dem Knoten Pp zugeordneten Eigenwerte. Der erste Teil faßt also die
Zeilen 5 bis 7 aus dem seriellen Kernalgorithmus (Algorithmus 3.10) zusam-
men.
Die Bestimmung der Eigenwertna¨herungen
¯ˆ
λj wird bei der Parallelisierung
in zwei Abschnitte zerlegt. Von den sieben Schritten des in Abschnitt 3.4.3
diskutierten Verfahrens ko¨nnen die ersten vier lokal im Anschluß an die Fak-
torisierung durchgefu¨hrt werden. Nur beim vierten Schritt — der Bestim-
mung der Intervallgrenzen αj und βj — muß mit variierendem Aufwand pro
Eigenwert gerechnet werden. In vielen Fa¨llen sind die Anfangsna¨herungen
χj aber bereits so gut, daß die absichernden Intervalle in wenigen Schritten
gebildet werden ko¨nnen.
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Von den Intervallen zu Singula¨rvektorpaaren
Nachdem jeder Prozessor seine lokale Liste Lp in eine gewisse Anzahl von
Intervallen umgewandelt hat, mu¨ssen diese in einem Globalisierungsschritt
bekannt gemacht werden: Da manche Eigenwerte eines Clusters auf verschie-
denen Knoten in Intervalle eingeschlossen werden, kann es zu U¨berlappungen
kommen. Es droht dann die Gefahr, daß einige Eigenwerte mehrfach und an-
dere u¨berhaupt nicht angena¨hert werden. Außerdem kann der Aufwand fu¨r
die Bearbeitung der Intervalle sehr unterschiedlich ausfallen: Es ist schwie-
rig vorherzusagen, wieviele Schritte des Bisektionsverfahrens und der ab-
gesicherten Rayleigh-Quotienten-Iteration notwendig sind, um gute Eigen-
wertna¨herungen zu erhalten.
Im Sinne der numerischen Absicherung und einer guten Lastverteilung wer-
den in Zeile 5 also die lokal ermittelten Daten globalisiert. (Anstelle ei-
ner Broadcast-Operation ko¨nnten die Knoten auch gezielter untereinander
Informationen austauschen. Dies lohnt sich jedoch nur, wenn sehr wenige
Prozessoren an einem Cluster beteiligt sind.) Anschließend werden eventu-
ell u¨berlappende Intervalle zusammengefaßt und bereits konvergierte Eigen-
wertapproximationen als erledigt markiert. Die restlichen Intervalle werden
nun in Listen Ip den Prozessoren zugeordnet.
• Da durch den Einsatz der Rayleigh-Quotienten-Iteration mit den
Na¨herungen
¯ˆ
λj auch bereits die rechten Singula¨rvektoren V¯ (:, j) ap-
proximiert werden, sollten Intervalle wieder mo¨glichst auf ihren Heim-
prozessoren bearbeitet werden.
• Verbesserter Lastausgleich la¨ßt sich hier erzielen, indem wir durch einen
Parameter loops vorgeben, wieviele innere Schleifen (engl. inner loops)
jeder Prozessor bei der Bearbeitung seiner Liste Ip durchfu¨hren soll. Je-
de pro Intervall abgearbeitete Teilaufgabe aus Zeile 7 kann dann durch
Bewertungszahlen gewichtet werden. U¨berschreitet deren Summe den
Parameter loop, ko¨nnen wir nicht konvergierte Intervalle durch Wie-
derholen der Zeilen 5 und 6 erneut verteilen. Zusa¨tzlich zur statischen
ko¨nnen wir also eine dynamische Lastverteilung durchfu¨hren.
Abschluß der Breitensuche
Der parallelisierte Kernalgorithmus arbeitet den Darstellungsbaum mit einer
Breadth-First-Strategie ab: Alle Elemente der globalen Liste L werden bei
einem Durchlauf der while-Schleife (Zeilen 2 bis 10) behandelt, vgl. Abbil-
dung 5.8. Nach U¨berpru¨fung der a posteriori Kriterien in Zeile 7 ist gekla¨rt,
ob die Shift-Parameter ν(r) geeignet sind oder nicht. Dementsprechend wird
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path(BTB) aufdatiert. Im Anschluß an einen Globalisierungsschritt in Zei-
le 8 ko¨nnen wir L aktualisieren und ggf. einen weiteren Schleifendurchlauf
beginnen.
Zeit
4. Ebene
3. Ebene
1. Ebene
2. Ebene
Lastausgleich
Lastausgleich
Lastausgleich
v
v
v v v
v v
v
v v
vv
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v v
Abbildung 5.8: Breitensuche im Darstellungsbaum: Ein Durchlauf der
while-Schleife entspricht der Abarbeitung einer vollsta¨ndigen Ebene. Die
Berechnung der Vektoren erfolgt erst, nachdem alle Pfade ermittelt sind.
Bestimmung aller beherbergten Singula¨rvektorpaare
Nach Erzeugung des gesamten Darstellungsbaumes bestimmen wir in Zei-
le 11 die Singula¨rvektoren, die noch nicht explizit auf ihren Heimprozesso-
ren vorliegen. Darunter fallen insbesondere die zu isolierten Singula¨rwerten
geho¨renden Paare. Fu¨r die u¨brigen ko¨nnen wir mit den in den Pfaden vorlie-
genden Informationen die Faktorisierungs- und Kopplungsschritte reprodu-
zieren.
Numerische Experimente
Wir untersuchen stellvertretend P4 fu¨r alle Testprobleme, bei denen die
Hauptarbeit auf den ho¨heren Stufen des Darstellungsbaumes anfa¨llt. Die
Ergebnisse der numerischen Experimente demonstrieren wir analog zu der
im vorigen Abschnitt behandelten Matrixklasse P1.
Aufgrund der insgesamt ho¨heren absoluten Ausfu¨hrungszeiten ko¨nnen wir
in Abbildung 5.9 (oben) die Speedups auf gro¨ßeren signifikanten Bereichen
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Abbildung 5.9: Skalierungseigenschaften beim Problem P4. Wie in Abbil-
dung 5.4 bezeichnen im unteren Teil die mit n = 3200 und n = 16000 mar-
kierten Graphen die Speedups fu¨r das bSVD-Lo¨sungsverfahren ohne die Ein-
beziehung des Aufwandes zur Bestimmung der Singula¨rwerte. Die Graphen
von
”
Gesamt, QD“ bzw.
”
Gesamt, Bis“ geben fu¨r n = 16000 das Skalierungs-
verhalten bei Kombination mit dem QD- bzw. Bisektionsverfahren wieder.
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heranziehen, um die Skalierungseigenschaften zufriedenstellend zu beurtei-
len. Außerdem unterscheidet sich das Beschleunigungsverhalten zwischen
n = 3200 und n = 16000 in der unteren Darstellung kaum. Die Modifikati-
on, bei der gro¨ßeren Matrix die berechneten Singula¨rvektoren fortlaufend zu
u¨berschreiben, hat also bzgl. der Speedups keine Auswirkungen.
Durch im Vergleich zu P1 generell ho¨here Ausfu¨hrungszeiten zur Bestim-
mung der Singula¨rvektoren verschiebt sich auch die Gewichtung gegenu¨ber
dem vorausgehenden QD- bzw. Bisektionsverfahren fu¨r die Singula¨rwerte von
B. Daru¨berhinaus beobachten wir hier einen Umschlagpunkt zugunsten der
Routine PDSTEBZ fu¨r Prozessorzahlen zwischen 16 und 32.
Die oben beschriebene statische Lastverteilung gewa¨hrleistet bereits ei-
ne sehr zufriedenstellende Parallelisierung fu¨r die Bestimmung der Eigen-
wertapproximationen auf ho¨heren Stufen. Bei der dynamischen Lastver-
teilung ist eine weiter verbesserte Delegation des Arbeitsvolumens verbun-
den mit zusa¨tzlichem Kommunikationsaufwand, der Einfluß auf die abso-
luten Ausfu¨hrungszeiten nimmt. Auch zugunsten einer besseren Wartbar-
keit verzichten wir daher auf eine konkrete Implementierung fu¨r die Routine
PDBSVDSolv.
Abschließende Beurteilung
Bei der Parallelisierung des in dieser Arbeit eingefu¨hrten bSVD-
Lo¨sungsverfahrens steht insgesamt das Abwa¨gen zwischen dem Design ska-
lierbarer Lo¨sungsstrategien und der Verwendung weniger gut verteilbarer,
aber schnellerer und besser wartbarer Algorithmen im Mittelpunkt.
Numerische Experimente weisen nach, daß der Kernalgorithmus selbst wegen
der inha¨renten Adaptivita¨t grundsa¨tzlich hervorragend zur Parallelisierung
geeignet ist. Bei den Skalierungseigenschaften deuten sich A¨hnlichkeiten zum
Bisektionsverfahren an. Dabei sind die Ausfu¨hrungszeiten fu¨r die Bestim-
mung der Vektoren wesentlich geringer als die fu¨r die Singula¨rwerte.
Es zeigt sich, daß bereits durch Verwenden
”
einfacher“ Parallelisierungs-
ansa¨tze zufriedenstellende Ergebnisse erzielt werden ko¨nnen. Hier ist si-
cherlich noch Raum fu¨r weitere Optimierungen gegeben. Diese sollten dann
erfolgen, wenn eine ausgereifte serielle Version vorliegt. Die aktuelle Im-
plementierung der Routine PDBSVDSolv bietet durch Belegung einschla¨giger
Parameter Mo¨glichkeiten, die Gewichtung zwischen den einzelnen algorith-
mischen Komponenten zu steuern.
Kapitel 6
Zusammenfassung und Ausblick
Der RRR-Algorithmus ist ein Lo¨sungsverfahren fu¨r das tridiagonale sym-
metrische Eigenwertproblem mit bestechenden Eigenschaften bzgl. Komple-
xita¨t, Genauigkeit, Adaptivita¨t und Parallelisierbarkeit [29]. Der wesentliche
Beitrag dieser Arbeit besteht in der U¨bertragung dieses Verfahrens auf die
Bestimmung der bidiagonalen Singula¨rwertzerlegung B = UΣV T .
Neben der numerischen Orthogonalita¨t mu¨ssen zusa¨tzlich gute Kopplun-
gen der Singula¨rvektorpaare gewa¨hrleistet werden. Wie bei vielen prima¨r
fu¨r Eigenwertaufgaben entwickelten Lo¨sungsverfahren stoßen wir auch beim
RRR-Algorithmus auf Probleme. Fu¨r die interessierenden Eigenwerte se-
parat durchgefu¨hrter Faktorisierungen BTB − µ2I = Lˆ+Dˆ+(Lˆ+)T und
BBT − µ2I = Lˇ+Dˇ+(Lˇ+)T gilt:∣∣∣λˆ− λˇ∣∣∣ = O(²µ2)
Dieses Resultat ist insbesondere fu¨r betragskleine Eigenwerte unbefriedigend
und fu¨hrt zu schlechten Kopplungen der Vektoren. Die alternative Verwen-
dung der Golub-Kahan Matrix TGK ist numerisch weniger stabil als die Arbeit
auf den Normalengleichungen. Außerdem ist bei diesem Ansatz die numeri-
sche Orthogonalita¨t gefa¨hrdet.
Zur Lo¨sung dieser Problematik setzen wir die Daten der Zerlegungen von
BTB−µ2I, BBT −µ2I und TGK−µI untereinander in Beziehung, beispiels-
weise durch
dˆ+j = −d˜+2j−1d˜+2j und dˇ+j = −d˜+2j d˜+2j+1
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Benutzen wir diese Umrechnungen zwischen den Faktorisierungen, so erhal-
ten wir fu¨r die Eigenwerte eine deutlich bessere Aussage:∣∣∣∣∣ λˆ− λˇλˆ
∣∣∣∣∣ = O(²)
Auch fu¨r die Singula¨rvektoren ko¨nnen wir die klassische Notation u = 1
σ
Bv
durch eine Formulierung u = Xkv mit einer diagonalen Matrix ersetzen.
Der RRR-Algorithmus mit eingebetteten Kopplungen bildet das Kernstu¨ck
eines Gesamtlo¨sungsverfahrens fu¨r die bidiagonale Singula¨rwertzerlegung.
Zur Verbesserung der Genauigkeit und Ausfu¨hrungsgeschwindigkeit erweisen
sich zusa¨tzliche Maßnahmen wie eine Pra¨konditionierung oder die Konstruk-
tion idealer Systeme als sinnvolle Erga¨nzungen.
Die theoretischen Vorarbeiten mu¨nden in die Entwicklung einer Routine
DBSVDSolv. In numerischen Experimenten besta¨tigt sich die gute Erfu¨llung
der Genauigkeitsanforderungen. Gleichzeitig schla¨gt sich die quadrati-
sche Komplexita¨t des neu eingefu¨hrten Verfahrens in teilweise u¨berlegenen
Ausfu¨hrungszeiten gegenu¨ber den bisherigen Standard-Implementierungen
des QR-Verfahrens und des Divide-and-Conquer Algorithmus nieder. Wir
sehen hier noch weiteres Optimierungspotential, insbesondere wenn eine Ver-
knu¨pfung mit den in der aktuellen LAPACK-Routine DSTEGR verwendeten
Ansa¨tzen realisiert wird.
Die inha¨rente Parallelita¨t der RRR-basierten Verfahren la¨ßt sich bereits mit
einfachen Mitteln in eine gut skalierende Implementierung umsetzen. Bei der
gewa¨hlten Strategie wird zuna¨chst der Darstellungsbaum in einer Breiten-
suche durchlaufen. Durch Auswerten der Pfadinformationen reproduzieren
die Heimprozessoren anschließend die noch fehlenden Singula¨rvektoren. Die
Beschleunigung des Bisektionsverfahrens zur Bestimmung der Singula¨rwerte
ru¨ckt wieder sta¨rker in den Blickpunkt zuku¨nftiger Aufgabenstellungen.
Anhang A
Die wichtigsten Fakten in
Stichworten
Die folgenden Seiten sind als Orientierungshilfe fu¨r die in dieser Ar-
beit entwickelten Ergebnisse gedacht. Die Priorita¨t liegt hierbei auf der
U¨bersichtlichkeit. Daher fu¨hren wir die wichtigsten Punkte stichwortartig
auf und verzichten an einigen Stellen auf die formal korrekte Darstellung.
Folgende Themen sind noch einmal zusammengefaßt:
• SEP und SVD in exakter und in Gleitpunktarithmetik.
• U¨berblick ga¨ngiger Lo¨sungsverfahren.
• Anwendung des RRR-Algorithmus auf die bSVD.
• Zusammenfassung der Resultate u¨ber Eigenwerte.
• Beziehungen unter den Algorithmen.
• Die Komponenten des Gesamtalgorithmus.
• Numerische Experimente, Parallelisierung.
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U¨berblick ga¨ngiger Lo¨sungsverfahren
Abschnitt 1.4:
Lo¨sungsverfahren fu¨r SEP und SVD
Iterative Methoden Abschnitt 1.4.1
Jacobi-Verfahren Abschnitt 1.4.2
Spectral Divide and Conquer Abschnitt 1.4.3
Verfahren mit Vorverarbeitung Abschnitt 1.4.4
Abschnitt 1.5:
Lo¨sungsverfahren fu¨r tSEP und bSVD
Divide and Conquer Abschnitt 1.5.1
QR-Verfahren Abschnitt 1.5.2
QD-Verfahren Abschnitt 1.5.3
Bisektionsverfahren Abschnitt 1.5.4
Inverse Iteration Abschnitt 1.5.5
Kapitel 2:
Der RRR-Algorithmus fu¨r das tSEP
Relativ robuste Repra¨sentationen
QD-artige Transformationen
BABE-Faktorisierungen fu¨r Eigenvektoren
Shift-Strategie fu¨r Cluster
Darstellungsbaum
Die Darstellung fa¨chert sich mit zunehmender Spezialisierung auf. Unter den
Lo¨sungsverfahren fu¨r allgemeine Matrizen konzentrieren wir uns auf diejeni-
gen, die erst nach einer Vorverarbeitungsphase mit dem iterativen Prozeß auf
der tri- oder bidiagonalen Matrix beginnen. Unter diesen heben wir wieder-
um den RRR-Algorithmus fu¨r das tSEP besonders hervor.
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Zusammenfassung der Resultate u¨ber Eigenwerte
Satz 2.2 und Bemerkung 2.3:
Durchfu¨hrung einer gemischten Stabilita¨tsanalyse fu¨r die Zerlegung
BTB − µ2I = Lˆ+Dˆ+(Lˆ+)T analog zu den Theoremen aus [29, 37, 38].
Satz 3.1:
Berechnen wir BTB − µ2I = Lˆ+Dˆ+(Lˆ+)T und BBT − µ2I = Lˇ+Dˇ+(Lˇ+)T
mit separaten Zerlegungen, so gilt fu¨r die exakten Eigenwerte der gesto¨rten
LDLT -Faktorisierungen ∣∣∣λˆ− λˇ∣∣∣ = O(²µ2)
Abschnitt 3.1.3, Abbildung 3.6:
Idee: Statt separate Zerlegungen zu berechnen, nutzen wir Beziehungen zwi-
schen den Daten von Lˆ+Dˆ+(Lˆ+)Tund Lˇ+Dˇ+(Lˇ+)T sowie einer entsprechen-
den Zerlegung L˜+D˜+(L˜+)T einer Translation der Golub-Kahan Matrix aus.
Wir unterscheiden dabei Kopplungen auf der ersten Ebene
B, TGK ⇒ (Dˆ+ ↔ D˜+ ↔ Dˇ+)
und Kopplungen auf ho¨heren Ebenen:
Dˆ, D˜, Dˇ ⇒ (Dˆ+ ↔ D˜+ ↔ Dˇ+)
Abschnitt 3.2:
Mit Kopplungen auf der ersten Ebene erhalten wir nach Satz 3.14∣∣∣∣∣ λˆ− λˇλˆ
∣∣∣∣∣ = O(²)
Abschnitt 3.3:
Nach Bemerkung 3.16 u¨bertra¨gt sich die gemischte Stabilita¨tsanalyse fu¨r
eine einzelne Zerlegung auf sukzessive Faktorisierungen. Benutzen wir die
Umrechnung D˜+ → [Dˆ+, Dˇ+], so erhalten wir mit Satz 3.21 ein ver-
gleichbares Ergebnis wie in Satz 3.14. Bei Verwendung der Umrechnung
Dˆ+ → D˜+ → Dˇ+ ziehen wir uns auf die a posteriori U¨berpru¨fung der Eigen-
werte zuru¨ck.
182 Anhang A. Die wichtigsten Fakten in Stichworten
L
o¨su
n
gsverfah
ren
A
lg.
1.1
A
lg.
2.4
A
lg.
2.1
A
lg.
2.2
A
lg.
2.3
A
lg.
3.1
A
lg.
3.2
A
lg.
3.5
A
lg.
3.3
A
lg.
3.6
A
lg.
3.7
A
lg.
3.8
A
lg.
3.4
A
lg.
2.5
A
lg.
3.10
A
lg.
5.1
A
lg.
4.1
A
lg.
3.9
K
op
p
lu
n
gen
F
ak
torisieru
n
gen
183
Der Gesamtalgorithmus
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Das in dieser Arbeit vorgeschlagene bSVD-Lo¨sungsverfahren setzt sich aus
mehreren Komponenten zusammen. Der Kernalgorithmus basiert auf dem
RRR-Verfahren fu¨r das tSEP, in das die Kopplungsmechanismen zur Be-
stimmung der Singula¨rvektoren eingebettet sind. Wir beachten die Un-
terschiede fu¨r isolierte Singula¨rwerte (erste Ebene) und Cluster (ho¨here
Ebenen). Bei deren Behandlung macht die Bestimmung neuer Eigen-
wertapproximationen den u¨berwiegenden Anteil aus. Hochgenaue An-
fangsna¨herungen an die Singula¨rwerte ko¨nnen entweder mit dem QD- oder
dem Bisektionsverfahren ermittelt werden. Zur Verbesserung der numeri-
schen Eigenschaften nehmen wir Maßnahmen
”
von außen“ (Vorverarbeitung:
Splitting, Flipping, Pra¨konditionierung; Breakdown) und
”
von innen“ (Ideale
Systeme) vor.
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Anhang B
Rundungsfehleranalysen fu¨r
BABE-Faktorisierungen
In diesem Anhang entwickeln wir Algorithmen zur Bestimmung der Faktori-
sierung
NκGκN
T
κ − τI = N+k G+k (N+k )T , k = 1 : n
Die linke Seite ist also nicht wie im Rest der Arbeit als LDLT -Faktorisierung,
sondern als allgemeinere BABE-Faktorisierung gegeben. Wir diskutieren die-
se Generalisierung durch eine gemischte relative Stabilita¨tsanalyse. Siehe
auch Bemerkung 2.3 auf Seite 45, Bemerkung 2.13 auf Seite 54 sowie Bemer-
kung 3.15 auf Seite 90.
B.1 BABE-Faktorisierungen fu¨r LˆDˆLˆT − τI
und UˇRˇUˇT − τI
In Algorithmus 3.5 (Seite 91) ist beschrieben, wie aus einer Translation
einer als LDLT -Faktorisierung gegebenen Matrix die entsprechende BABE-
Faktorisierung gebildet werden kann:
LˆDˆLˆT − τI = Nˆ+
kˆ
Gˆ+
kˆ
(Nˆ+
kˆ
)
T
, kˆ = 1 : n (B.1)
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Wir entwickeln daraus nun ein Verfahren, um die BABE-Faktorisierung der
Translation einer als URUT -Faktorisierung gegebenen Matrix zu bilden:
UˇRˇUˇT − τI = Nˇ+
kˇ
Gˇ+
kˇ
(Nˇ+
kˇ
)
T
, kˇ = 1 : n (B.2)
Dazu verwenden wir die in Bemerkung 3.10 (Seite 78) eingefu¨hrte Permuta-
tionsmatrix P mit P · x = x(n : −1 : 1) und schreiben Gleichung (B.2) um
zu
PUˇPPRˇPPUˇTP − τI = PNˇ+
kˇ
PPGˇ+
kˇ
PP (Nˇ+
kˇ
)
T
P, kˇ = 1 : n (B.3)
Dabei sind PRˇP und PGˇ+
kˇ
P Diagonalmatrizen, PUˇP eine untere Bidiago-
nalmatrix mit Einsen auf der Diagonalen und PNˇ+
kˇ
P eine verdrehte Matrix
mit Twist-Position n+ 1− kˇ. Aus
Nˇ+
kˇ
= I + diag([lˇ+1 , . . . , lˇ
+
kˇ−1, 0, . . . , 0],−1)
+ diag([0, . . . , 0, uˇ+
kˇ
, . . . , uˇ+n−1], 1)
wird also
PNˇ+
kˇ
P = I + diag([uˇ+n−1, . . . , uˇ
+
kˇ
, 0, . . . , 0],−1)
+ diag([0, . . . , 0, lˇ+
kˇ−1, . . . , lˇ
+
1 ], 1)
wa¨hrend bei den Diagonalmatrizen die Eintra¨ge in umgekehrter Reihenfolge
stehen:
PGˇ+
kˇ
P = diag([rˇ+n , . . . , rˇ
+
kˇ+1
, γˇ+
kˇ
, dˇ+
kˇ−1, . . . , dˇ
+
1 ])
Die Besetztheitsstruktur aus Gleichung (B.3) entspricht damit bis auf die
Twist-Position der aus Gleichung (B.1). Durch Umnummerieren ko¨nnen wir
also aus Algorithmus 3.5 ein Verfahren zur Berechnung der Zerlegung (B.2)
erzeugen:
dˆi = rˇn+1−i, lˆi = uˇn−i
sˆi = sˇn+1−i, dˆ+i = rˇ
+
n+1−i, lˆ
+
i = uˇ
+
n−i
pˆi = pˇn+1−i, rˆ+i = dˇ
+
n+1−i, uˆ
+
i = lˇ
+
n−i
γˆ+i = γˇ
+
n+1−i
(B.4)
Dementsprechend wird auf der linken Seite von Algorithmus B.1 die Zerle-
gung (B.1) und auf der rechten Seite die Zerlegung (B.2) realisiert.
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Algorithmus B.1 Faktorisiere LˆDˆLˆT − τI (links) und UˇRˇUˇT − τI (rechts).
Gegeben: [Dˆ, Lˆ], τ
Gesucht: Zˆ+ = [Dˆ+, Lˆ+, Sˆ,
Rˆ+, Uˆ+, Pˆ , Γˆ+]
1: sˆ1 = −τ
2: for i = 1 : n− 1 do
3: dˆ+i = dˆi + sˆi
4: lˆ+i =
dˆi lˆi
dˆ+i
5: sˆi+1 = lˆ
+
i lˆisˆi − τ
6: end for
7: dˆ+n = dˆn + sˆn
8: pˆn = dˆn − τ
9: for i = n− 1 : −1 : 1 do
10: rˆ+i+1 = dˆilˆ
2
i + pˆi+1
11: t = dˆi
rˆ+i+1
12: uˆ+i = lˆit
13: pˆi = pˆi+1t− τ
14: end for
15: rˆ+1 = pˆ1
16: for i = 1 : n do
17: γˆ+i = sˆi + pˆi + τ
18: end for
Gegeben: [Rˇ, Uˇ ], τ
Gesucht: Zˇ+ = [Dˇ+, Lˇ+, Pˇ ,
Rˇ+, Uˇ+, Sˇ, Γˇ+]
1: sˇn = −τ
2: for i = n− 1 : −1 : 1 do
3: rˇ+i+1 = sˇi+1 + rˇi+1
4: uˇ+i =
rˇi+1uˇi
rˇ+i+1
5: sˇi = uˇ
+
i uˇisˇi+1 − τ
6: end for
7: rˇ+1 = sˇ1 + rˇ1
8: pˇ1 = rˇ1 − τ
9: for i = 1 : n− 1 do
10: dˇ+i = rˇi+1uˇ
2
i + pˇi
11: t = rˇi+1
dˇ+i
12: lˇ+i = uˇit
13: pˇi+1 = pˇit− τ
14: end for
15: dˇ+n = pˇn
16: for i = 1 : n do
17: γˇ+i = sˇi + pˇi + τ
18: end for
B.2 Stabilita¨tsanalyse
Wir geben im folgenden die Ergebnisse einer gemischten Rundungsfehlerana-
lyse mit kleinen multiplikativen Sto¨rungen fu¨r BABE-Faktorisierungen von
LˆDˆLˆT − τI und UˇRˇUˇT − τI an. Zuna¨chst werden wieder die Eingangsda-
ten komponentenweise um kleine Betra¨ge multiplikativ gesto¨rt. Auf diesen
leicht modifizierten Eingangsdaten wird die entsprechende Faktorisierung in
exakter Arithmetik angewendet. Das Ergebnis dieser Operation kann dann
wiederum als leichte Sto¨rung des in Gleitpunktarithmetik bestimmten Re-
sultats interpretiert werden.
Satz B.1 (Stabilita¨tsanalyse fu¨r die Zerlegung (B.1))
Wir nehmen an, daß die linke Seite von Algorithmus B.1 ohne Unter- und
U¨berlauf durchgefu¨hrt werden kann. Dann kommutiert das nachfolgende
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Diagramm.
Dˆ, Lˆ
²²
Sto¨rung (B.5)
//
berechnet
Alg.B.1, links
Dˆ+, Lˆ+, Rˆ+, Uˆ+, Γˆ+
ÄD, ÄL //
exakt
Alg.B.1, links
ÄD+, ÄL+, ÄR+, ÄU+, ÄΓ+
OO
Sto¨rung (B.6)
Die multiplikativen Sto¨rungen sind dabei wie folgt festgelegt:
Ädi = dˆi(1 + κ
(i)
dˆ
²), |κ(i)
dˆ
| ≤ 1 +O(²), 1 ≤ i < kˆ
Äli = lˆi(1 + κ
(i)
lˆ
²), |κ(i)
lˆ
| ≤ 3 +O(²), 1 ≤ i < kˆ
Ädkˆ = dˆkˆ(1 + κ
(kˆ)
dˆ
²), |κ(kˆ)
dˆ
| ≤ 4 +O(²)
Älkˆ = lˆkˆ(1 + κ
(kˆ)
lˆ
²), |κ(kˆ)
lˆ
| ≤ 7/2 +O(²)
Ädi = dˆi(1 + κ
(i)
dˆ
²), |κ(i)
dˆ
| ≤ 3 +O(²), kˆ < i ≤ n
Äli = lˆi(1 + κ
(i)
lˆ
²), |κ(i)
lˆ
| ≤ 3 +O(²), kˆ < i < n
(B.5)
Äd+i = dˆ
+
i (1 + κ
(i)
dˆ+
²), |κ(i)
dˆ+
| ≤ 2 +O(²), 1 ≤ i < kˆ
Äl+i = lˆ
+
i (1 + κ
(i)
lˆ+
²), |κ(i)
lˆ+
| ≤ 3 +O(²), 1 ≤ i < kˆ
Äγ+
kˆ
= γˆ+
kˆ
(1 + κ
(kˆ)
γˆ+²) |κ(kˆ)γˆ+ | ≤ 2 +O(²)
Äu+
kˆ
= uˆ+
kˆ
(1 + κ
(kˆ)
uˆ+²) |κ(kˆ)uˆ+ | ≤ 9/2 +O(²)
Är+i = rˆ
+
i (1 + κ
(i)
rˆ+²), |κ(i)rˆ+| ≤ 2 +O(²), kˆ < i ≤ n
Äu+i = uˆ
+
i (1 + κ
(i)
uˆ+²), |κ(i)uˆ+| ≤ 4 +O(²), kˆ < i < n
(B.6)
Beweis: Der Satz wird in [29] als Theorem 4.4.4 bewiesen. ¤
Satz B.2 (Stabilita¨tsanalyse fu¨r die Zerlegung (B.2))
Wir nehmen an, daß die rechte Seite von Algorithmus B.1 ohne Unter- und
U¨berlauf durchgefu¨hrt werden kann. Dann kommutiert das nachfolgende
Diagramm.
Rˇ, Uˇ
²²
Sto¨rung (B.7)
//
berechnet
Alg.B.1, rechts
Dˇ+, Lˇ+, Rˇ+, Uˇ+, Γˇ+
R˘, U˘ //
exakt
Alg.B.1, rechts
D˘+, L˘+, R˘+, U˘+, Γ˘+
OO
Sto¨rung (B.8)
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Die multiplikativen Sto¨rungen sind dabei wie folgt festgelegt:
r˘i = rˇi(1 + κ
(i)
rˇ ²), |κ(i)rˇ | ≤ 3 +O(²), 1 ≤ i < kˇ
u˘i = uˇi(1 + κ
(i)
uˇ ²), |κ(i)uˇ | ≤ 3 +O(²), 1 ≤ i < kˇ − 1
r˘kˇ = rˇkˇ(1 + κ
(kˇ)
rˇ ²), |κ(kˇ)rˇ | ≤ 4 +O(²)
u˘kˇ−1 = uˇkˇ−1(1 + κ
(kˇ−1)
uˇ ²), |κ(kˇ−1)uˇ | ≤ 7/2 +O(²)
r˘i = rˇi(1 + κ
(i)
rˇ ²), |κ(i)rˇ | ≤ 1 +O(²), kˇ < i ≤ n
u˘i = uˇi(1 + κ
(i)
uˇ ²), |κ(i)uˇ | ≤ 3 +O(²), kˇ ≤ i < n
(B.7)
d˘+i = dˇ
+
i (1 + κ
(i)
dˇ+
²), |κ(i)
dˇ+
| ≤ 2 +O(²), 1 ≤ i < kˇ
l˘+i = lˇ
+
i (1 + κ
(i)
lˇ+
²), |κ(i)
lˇ+
| ≤ 4 +O(²), 1 ≤ i < kˇ − 1
γ˘+
kˇ
= γˇ+
kˇ
(1 + κ
(kˇ)
γˇ+²), |κ(kˇ)γˇ+ | ≤ 2 +O(²)
l˘+
kˇ−1 = lˇ
+
kˇ−1(1 + κ
(kˇ−1)
lˇ+
²), |κ(kˇ−1)
lˇ+
| ≤ 9/2 +O(²)
r˘+i = rˇ
+
i (1 + κ
(i)
rˇ+²), |κ(i)rˇ+ | ≤ 2 +O(²), kˇ < i ≤ n
u˘+i = uˇ
+
i (1 + κ
(i)
uˇ+²), |κ(i)uˇ+ | ≤ 3 +O(²), kˇ ≤ i < n
(B.8)
Beweis: Die Zerlegung (B.2) la¨ßt sich durch Umnummerierung gema¨ß den
Gleichungen (B.4) aus der Zerlegung (B.1) erzeugen. Mit Anwendung von
Satz B.1 folgt daher die Behauptung. ¤
B.3 BABE-Faktorisierungen fu¨r NκGκN
T
κ − τI
Fu¨r die BABE-Faktorisierungen von LˆDˆLˆT − τI und UˇRˇUˇT − τI sind also
Algorithmen bekannt, die einer gemischten Stabilita¨tsanalyse genu¨gen. Wir
untersuchen nun noch den Fall, daß die linke Seite selbst durch eine verdrehte
Faktorisierung gegeben ist:
NκGκN
T
κ − τI = L+D+(L+)T (B.9)
NκGκN
T
κ − τI = U+R+(U+)T (B.10)
NκGκN
T
κ − τI = N+k G+k (N+k )T , k = 1 : n (B.11)
Dazu betrachten wir Partitionierungen Gκ = diag([Do, γκ, Ru]) mit
Do = diag([d1. . . . , dκ−1]) ∈ Rκ−1 und Ru = diag([rκ+1, . . . , rn]) ∈ Rn−κ
sowie
Nκ =
 Lo 0 0lκ−1 · eTκ−1 1 uκ · eT1
0 0 Uu

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Dabei sind Lo = I + diag([l1, . . . , lκ−2],−1) ∈ R(κ−1)×(κ−1) und
Uu = I + diag([uκ+1, . . . , un−1], 1) ∈ R(n−κ)×(n−κ) Bidiagonalmatrizen
sowie eκ−1 ∈ Rκ−1 bzw. e1 ∈ Rn−κ der letzte bzw. erste Einheitsvektor
entsprechender Dimension. Blockweises Auswerten von NκGκN
T
κ − τI
ergibt dann LoDoLTo − τI dκ−1lκ−1 · eκ−1 0dκ−1lκ−1 · eTκ−1 dκ−1l2κ−1 + γκ + rκ+1u2κ − τ eT1 · rκ+1uκ
0 rκ+1uκ · e1 UuRuUTu − τI

Eine entsprechende Partitionierung der Faktorisierung L+D+(L+)
T
von der
rechten Seite der Gleichung (B.9) ergibt L+oD+o (L+o )T d+κ−1l+κ−1 · eκ−1 0d+κ−1l+κ−1 · eTκ−1 d+κ + d+κ−1(l+κ−1)2 eT1 · d+κ l+κ
0 d+κ l
+
κ · e1 L+uD+u (L+u )T + d+κ (l+κ )2 · e1eT1

Der Vergleich der Blo¨cke liefert dann
LoDoL
T
o − τI = L+oD+o (L+o )T (B.12)
dκ−1lκ−1 = d+κ−1l
+
κ−1 (B.13)
dκ−1l2κ−1 + γκ + rκ+1u
2
κ − τ = d+κ + d+κ−1(l+κ−1)2 (B.14)
rκ+1uκ = d
+
κ l
+
κ (B.15)
UuRuU
T
u − τI = L+uD+u (L+u )T + d+κ (l+κ )2 · e1eT1 (B.16)
Die Zerlegung (B.12) sowie die Auflo¨sung der Gleichung (B.13) wird mit
Hilfe der Zeilen 1 bis 7 der linken Seite von Algorithmus B.1 berechnet. Wir
brechen dabei die Schleife bereits bei κ−1 statt bei n−1 ab. Wir verwenden
sˆκ = dˆ
+
κ − dˆκ = dκ−1l2κ−1 − d+κ−1(l+κ−1)2 − τ
und schreiben Gleichung (B.14) um zu
d+κ − rκ+1u2κ = sˆκ + γκ (B.17)
Die linke Seite von (B.17) entspricht aber gerade dem noch fehlenden Wert
von pˇκ. Nun ko¨nnen wir die Faktorisierung (B.16) mit Hilfe der Zeilen 8 bis 15
der rechten Seite von Algorithmus B.1 bestimmen. Die Schleife startet dabei
beim Index κ. Die linke Seite des neuen Algorithmus B.2 bestimmt also
die LDLT -Faktorisierung von NκGκN
T
κ − τI. Die auf der rechten Seite von
Algorithmus B.2 dargestellte URUT -Faktorisierung erhalten wir analog.
Es sind also Algorithmen fu¨r die Faktorisierungen (B.9) und (B.10) bekannt.
Fu¨r die Zerlegung (B.11) mu¨ssen wir lediglich noch die Werte von Γ+ be-
stimmen. Diese ergeben sich aber wieder zu
γ+i = sˆi + pˆi + τ, 1 ≤ i ≤ κ
γ+i = sˇi + pˇi + τ, κ < i ≤ n
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Algorithmus B.2 Faktorisiere NκGκN
T
κ − τI.
Gegeben: [Gκ, Nκ], τ
Gesucht: LDLT -Faktorisierung
[D+, L+, Sˆ, Pˇ ]
1: sˆ1 = −τ
2: for i = 1 : κ− 1 do
3: d+i = di + sˆi
4: l+i =
dili
d+i
5: sˆi+1 = l
+
i lisˆi − τ
6: end for
7: pˇκ = sˆκ + γκ
8: for i = κ : n− 1 do
9: d+i = ri+1u
2
i + pˇi
10: t = ri+1
d+i
11: l+i = uit
12: pˇi+1 = pˇit− τ
13: end for
14: d+n = pˇn
Gegeben: [Gκ, Nκ], τ
Gesucht: URUT -Faktorisierung
[R+, U+, Pˆ , Sˇ]
1: sˇn = −τ
2: for i = n− 1 : −1 : κ do
3: r+i+1 = sˇi+1 + ri+1
4: u+i =
ri+1ui
r+i+1
5: sˇi = u
+
i uisˇi+1 − τ
6: end for
7: pˆκ = sˇκ + γκ
8: for i = κ− 1 : −1 : 1 do
9: r+i+1 = dil
2
i + pˆi+1
10: t = di
r+i+1
11: u+i = lit
12: pˆi = pˆi+1t− τ
13: end for
14: r+1 = pˆ1
B.4 Stabilita¨tsanalyse
Satz B.3 (Stabilita¨tsanalyse fu¨r die Zerlegung (B.9))
Wir nehmen an, daß die linke Seite von Algorithmus B.2 ohne Unter- und
U¨berlauf durchgefu¨hrt werden kann. Dann kommutiert das nachfolgende
Diagramm.
Gκ, Nκ
²²
Sto¨rung (B.18)
//
berechnet
Alg.B.2, links
D+, L+
ÄGκ, ÄNκ
//
exakt
Alg.B.2, links
ÄD+, ÄL+
OO
Sto¨rung (B.19)
Die multiplikativen Sto¨rungen sind dabei wie folgt festgelegt:
Ädi = di(1 + κ
(i)
d ²), |κ(i)d | ≤ 1 +O(²), 1 ≤ i < κ
Äli = li(1 + κ
(i)
l ²), |κ(i)l | ≤ 3 +O(²), 1 ≤ i < κ
Äγκ = γκ(1 + κ
(κ)
γ ²), |κ(κ)γ | ≤ 1 +O(²)
Äri = ri(1 + κ
(i)
r ²), |κ(i)r | ≤ 1 +O(²), κ < i ≤ n
Äui = ui(1 + κ
(i)
u ²), |κ(i)u | ≤ 3 +O(²), κ ≤ i < n
(B.18)
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Äd+i = d
+
i (1 + κ
(i)
d+²), |κ(i)d+ | ≤ 2 +O(²), 1 ≤ i < κ
Äl+i = l
+
i (1 + κ
(i)
l+ ²), |κ(i)l+ | ≤ 3 +O(²), 1 ≤ i < κ
Äd+i = d
+
i (1 + κ
(i)
d+²), |κ(i)d+ | ≤ 2 +O(²), κ ≤ i ≤ n
Äl+i = l
+
i (1 + κ
(i)
l+ ²), |κ(i)l+ | ≤ 4 +O(²), κ ≤ i < n
(B.19)
Beweis: Die Sto¨rungen fu¨r die Zerlegungen LDLT − τI = L+D+(L+)T bzw.
URUT − τI = L+D+(L+)T stammen aus Satz B.1 bzw. aus Satz B.2. Es ist
nur noch eine Analyse fu¨r die in Zeile 7 angegebene Operation durchzufu¨hren.
Wir betrachten zuna¨chst die Rechnung in exakter Arithmetik
p˘κ = Äsκ + Äγκ
Aus den Beweisen zu Theorem 4.4.4 in [29] sowie aus dem Beweis zu Satz 2.2
auf Seite 43 wissen wir, daß die Sto¨rung
Äsκ = sˆκ(1 + ²s) mit |²s| ≤ 1 +O(²)
bereits festgelegt ist. Nach dem Modell der Gleitpunktarithmetik (1.3.2)
erhalten wir
pˇκ = (sˆκ + γκ)(1 + ²+)
Als Wahl fu¨r die Sto¨rungsansa¨tze genu¨gt nun
p˘κ = pˇκ(1 + ²s)/(1 + ²+) und Äγκ = γκ(1 + ²s)
¤
Analog zum obigen Satz ko¨nnen wir nun eine Stabilita¨tsanalyse fu¨r die Zer-
legung (B.10) und letztlich fu¨r die Faktorisierung (B.11) durchfu¨hren. Wir
verzichten hier aber auf die Angabe der entsprechenden Sa¨tze und schließen
den Anhang damit ab.
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