This paper is concerned with numerical approximations for the stochastic partial differential Zakai equation of nonlinear filtering problems. The approximation scheme is based on the representation of the solutions as weighted conditional distributions. We first accurately analyze the error caused by an Euler-type scheme of time discretization. Sharp error bounds are calculated: we show that the rate of convergence is in general of order √ δ (δ is the time step), but in the case when there is no correlation between the signal and the observation for the Zakai equation, the order of convergence becomes δ. This result is obtained by carefully employing techniques of Malliavin calculus. In a second step, we propose a simulation of the time discretization Euler scheme by a quantization approach. Formally, this consists in an approximation of the weighted conditional distribution by a conditional discrete distribution on finite supports. We provide error bounds and rate of convergence in terms of the number N of the grids of this support. These errors are minimal at some optimal grids which are computed by a recursive method based on Monte Carlo simulations. Finally, we illustrate our results with some numerical experiments arising from a correlated Kalman-Bucy filter.
Introduction.
We are interested in numerical approximation for the measurevalued process V governed by the following stochastic partial differential equations (SPDE) written in weak form: for all test functions f ∈ C 2 b (R d ),
where μ 0 is an initial probability measure. We denote by M(R d ) the set of finite signed measures on R d . Here L is the second-order differential operator,
W is a q-dimensional Brownian motion, a = (a ij ) is a d × d matrix-valued function, γ = (γ il ) is a d × q matrix-valued function, b = (b i ) is an R d -vector-valued function, and h = (h l ) is an R q -vector-valued function defined on R d , in the form
for some d×d matrix-valued function σ = (σ ij ) and R d -vector-valued function β = (β i ) on R d . The transpose and the scalar product are, respectively, denoted by and a dot. The Euclidean norm of a vector is denoted |.|, and one uses the norm |σ| = Tr(σσ ) for a matrix σ. When the distribution V t admits a density v(t, x), one may usually rewrite (1.1) in the following form:
Under appropriate conditions, it is proved in [21] that the solution V to (1.1) can be characterized through the following system of diffusions: (1.5) where B is an R d -Brownian motion independent of W , and E W denotes the conditional expectation given W . We also denote by P W the corresponding conditional probability.
Actually, (1.1) is the so-called Zakai equation arising from the nonlinear filtering problem: here, X given in (1.3) is a d-dimensional signal, and W is a q-dimensional observation process (with correlated noise when γ = 0) given by
on a probability space (Ω, F, P ) equipped with filtration (F t ) under which B and U are independent Brownian motions. The nonlinear filtering problem consists in estimating the conditional distribution of X given W , i.e., we want to compute the measure-valued process π t characterized by
where F W t is the filtration generated by the whole observation of W until t. Under suitable conditions, there exists a reference probability measure Q such that 
satisfies the Zakai equation (1.1) . From now on, the symbol E will denote the expectation with respect to the probability Q.
1.1. A short discussion of related literature. Numerical approximations of the Zakai equation and more generally of SPDEs have been extensively studied in the literature. We cite the survey paper [17] and the references therein. Roughly summarizing, one may classify the following approaches:
-Approximations based on the analytic expression (1.2) vary from finite difference of finite elements methods, splitting up methods, or Galerkin's approximation. We cite, for instance, [33] , [15] , [16] for the finite difference method of the Zakai equation or SPDEs, and the recent paper [35] for the finite element method of SPDEs. For the splitting up method of the Zakai equation and SPDEs, see [4] , [11] , [23] , [18] . See also [34] for a time discretization analysis of θ-schemes of parabolic-type SPDEs driven by a(n infinite-dimensional) Wiener process.
-A first algorithm based on some uniform quantization grids of the state process is mentioned in [20] .
-Another point of view, developed and studied in [24] and [5] , is based on the Wiener chaos decomposition of the solution to the Zakai equation. We mention also Wong-Zakai-type approximations considered in [19] .
-The third approach is based on the probabilistic representation (1.5) of the solution as a weighted (or unnormalized) conditional distribution. For the Zakai equation of nonlinear filtering problem, papers [22] and [10] develop approximation methods by replacing the signal process by a finite state Markov chain on a uniform grid prescribed a priori. This method is somewhat equivalent to the finite difference method.
-The so-called particular Monte Carlo method is based on a particle approximation of the conditional distribution. It has recently given rise to extensive studies; see, for instance, [8] , [6] , [7] for the nonlinear filtering problem. We will compare some of our results to those obtained in [7] (in which the diffusion X does not depend on the observation process, i.e., γ = 0).
Contribution and organization of the paper.
The first contribution of our work consists in accurately estimating the error due to time discretization on the conditional expectation (1.5) . Without conditioning, classical results yield an error at most linear w.r.t. the time step δ (see, for instance, [3] ). Here, the situation is unusual because of the conditional expectation, and our analysis makes clear the role of the correlation factor between the underlying process X and the observation process W . As concerns the proof, we use Malliavin calculus techniques, but the fact that we work conditionally to W induces some specific technicalities.
In a second part, we propose a simulation algorithm for the SPDE (1.1) based on an optimal quantization approach. Basically, this means a spatial discretization of the dynamics of the Euler time discretization (X k , V k ) of (1.3)-(1.5) optimally fitted to its probabilistic features. To be more specific, we first recall some short background on optimal quantization of a random vector. Let X : (Ω, F, P ) → R d be a random vector and let Γ = {x 1 , . . . , x N } be a subset (or grid) of R d having N elements. We approximate X by one of its Borel closest neighbor projections X Γ := Proj Γ (X) on Γ. Such a projection is canonically associated to a Voronoi tessellation (C i (Γ)) 1≤i≤N that is a Borel partition of R d satisfying for any i = 1, . . . , N
As soon as X ∈ L p (Ω, P, R d ) the induced L p -quantization error is given by
The L p -optimal N -quantization problem for X consists in finding a grid Γ * which achieves the lowest L p -quantization error among all grids of size at most N . Such an optimal grid does exist (see [14] ), and its size is exactly N if the support of X is infinite; it is generally not unique (except in 1-dimension, where uniqueness holds when the distribution P X of X has a log-concave density). The rate of convergence of the lowest L p -quantization error as N → +∞ is ruled by the so-called Zador theorem (see [14] ). For historical reasons, this theorem is usually stated with the pth power of the L p -quantization error, known as the L p -distortion.
Let f denote the probability density of the absolutely continuous part of its distribution P X (f is possibly 0). Then,
The constant J p,d corresponds to the uniform distribution over [0, 1] d and in that case the above lim N also holds as an infimum.
The constant J p,d is unknown as soon as d ≥ 3 although one knows that J p,d ∼ (d/(2πe)) p 2 as d → ∞. This theorem says that the lowest L p -quantization error goes to 0 at an N − 1 d -rate when N → ∞. For more details about these results, we refer to [14] and the references therein.
From a computational viewpoint, no closed form is available for optimal quantization grids Γ * except for some very specific 1-dimensional distributions like the uniform one. Several algorithms can be implemented to compute these optimal (or at least some efficient locally optimal) grids. Several of them rely on the differentiability of the L p -distortion function as a function of the grid (viewed as an N -tuple of (R d ) N ): if P X is continuous, it is differentiable at any grid of size N and its gradient admits an integral representation with respect to the distribution of X. Consequently one may search for optimal grids by implementing a Newton-Raphson procedure (in 1dimension) or a stochastic gradient descent (in d-dimension). These numerical aspects have been extensively investigated in [31] with special attention to the d-dim normal distribution. Efficient grids for these distributions are now available for many sizes in dimensions d = 1 up to 10 (which can be downloaded at www.quantification.financemathematique.com); the extension to the quantization of Markov chains, including its numerical aspects, has already been discussed in several papers for various fields of applications, such as American option pricing, nonlinear filtering, or stochastic control (see, e.g., [1] , [28] , [30] , or [29] ).
We now briefly explain in this introduction how to apply the vector-quantization method to the Zakai SPDE (1.1). The process (X k ) is simply a time discretization of a diffusion independent of V . In particular, given an observation W , (X k ) can be easily simulated and the idea is to quantize optimally at each time step k the random vector X k by a finite distributionX k . This provides in turn an approximation of (V k ) as the conditional distribution ofX k , weighted by a Girsanov-like term.
Let us mention that this approach can be applied to a wider family of stochastic SPDEs, e.g., when the functions h and γ (and possibly β and σ in the diffusion process) depend upon V t . This is the case of the stochastic McKean-Vlasov equation, where h ≡ 0 and γ(x, V ) = γ(x, v)V (dv) (V positive measure). We refer to [13] for some theoretical and numerical developments on this equation.
Our main results concerning the rate of convergence can be summed up as follows. First we prove under some regularity assumptions that the error induced by a time discretization with step δ is in general of order √ δ, although in the case γ = 0 the order of convergence is improved to δ. As concerns spatial discretization error, we obtain n 3 2 /N 1 d (where δ = T/n andN = N/n denotes the (average) size of the quantization grids used at every time step). Finally (when γ = 0), our global error term has the form
Numerical experiments carried out in section 4 suggest that a significantly better space order holds true, such as (when d = 1) c1+c2n+o(n) N , where c 2 c 1 . The finite element method applied to (1.2) would provide the same kind of rate (in [35] the Wiener process W is infinite-dimensional, which induces worst rates for time and space discretization). However, these methods require an implicit time integration in order to be stable. This requires us to invert an N d × N d linear system (even if it is sparse) at each time step, which becomes very expensive as the dimension d grows (say d ≥ 3 or 4).
As concerns Monte Carlo methods based on interacting particles procedures like [8] or [6] , the main difference of our approach in terms of complexity is that most parts of our computations (the quantization of the d-dimensional process X) can be made off-line. This compensates the dependency in d of its theoretical rate of convergence, at least in medium dimensions. Since the algorithm proposed here is similar to the quantized nonlinear filters developed in [28] from a computational point of view, we refer to the detailed discussion carried out in it.
The paper is organized as follows. Section 2 is devoted to the time discretization error of the SPDE (1.1). The above result is established using Malliavin calculus techniques. We describe precisely in section 3 the optimal quantization algorithm for the Zakai equation and we analyze the resulting error. Finally, we illustrate our results in section 4 with several simulations concerning the Zakai equation in the linear case.
Time discretization error.
In this section, we study the error caused by a time discretization of the system (1.3)-(1.5) characterizing the solution to the SPDE (1.1) on a finite time interval [0, T ]. We consider regular discretization times t k = kδ, k = 0, . . . , n, where δ = T/n is the time step, and we denote φ(t) = sup{t k : t k ≤ t}.
We then use an Euler scheme as follows:
.
the Euler scheme reads at the discretization times t k , k = 0, . . . , n,
Denote byP k,W (x, dx ) the conditional probability ofX k given W andX k−1 = x. From (2.1), we havē
As usual, we set for any f ∈ B(R d ) a set of bounded measurable functions on R d ,
for any x ∈ R d . Hence, by the distribution of iterated conditional expectations, we have the following inductive formula forV k , k = 0, . . . , n:
We denote by BL 1 (R d ) the unit ball of bounded Lipschitz functions on R d ,
and we consider the metric
Main results.
To simplify the following convergence analysis, we assume that the coefficients are very smooth and that they satisfy a uniform ellipticity condition.
(H1) (i) The functions β, σ, and γ are of class C ∞ with bounded derivatives.
(ii) The function h is of class C ∞ and is bounded, as are its derivatives.
(iii) For some 0 > 0, one has σσ (x) ≥ 0 Id uniformly in x. We recall some notation from [12] . We set X δ,λ
In addition, for any smooth function a : R d → R d we denote its derivative by a , which is R d ⊗R d -valued. Finally, we repeatedly use the notation a (t) = 1 0 a (X δ,λ t )dλ. Now, consider the unique solution of the linear equation
t 0 γ j (s)E s dW j s (as usual, σ j and γ j are the jth column of the matrix σ and γ). Then, Lemma 4.3 in [12] gives
The main result of this section is the following.
Then, one has
The fact that √ δ is an upper bound for the error is clear, if we use classic L p -estimates between X and X δ . But we know that this argument involving pathwise errors is not optimal when errors on laws are considered [3] . The result above makes clear the role of the correlation in the error on conditional expectations.
1. When there is no correlation between signal and observation, i.e., γ = 0 (which is not really relevant in a filtering problem), the four terms A i (f ), i = 1, . . . , 4, vanish and the rate of convergence for the approximation of V T is of order δ, the time discretization step.
2. For constant function γ, the three contributions A 1 (f ), A 3 (f ), A 4 (f ) vanish and there remains A 2 (f ) of order √ δ coming from the approximation of e Z T . 3. In the general case, the error will be inexorably of order √ δ. Indeed, main contributions in the error essentially behave like
Proof of Theorem 2.1.
The proof relies on Malliavin calculus techniques: we refer the reader to [26] , from which we borrow our notation. For technical reasons, it will be useful to work with the extended Wiener process
all the further Malliavin calculus computations are made relative to W.
for the components relative to the three Brownian motions B,B, and W ; the partial Malliavin covariance matrix of F is denoted by [26] ). Following section 1.3 in [26] , the Skorokhod integral, i.e., the adjoint operator of D, is denoted by δ (with a boldface symbol to avoid confusion with the time step δ). For a process u in the domain of δ, for its Skorokhod integral we write δ(u) and T 0 u t δW t as well. As in section 4.5.2 of [12] , a localization factor ψ δ T ∈ [0, 1] will be needed in the control of residual terms to justify integration by parts formulas. It satisfies the following properties:
(a) For any integers k and p, ψ δ
We omit the details of its tedious construction and we simply refer to [12] (we mention that the nondegeneracy condition (H1) (iii) is used to get the above estimates with 1/T q , but it could also be replaced by a hypoellipticity-type assumption). To prepare the proof, we now state a series of technical results (justified later) which will help to derive a suitable stochastic analysis conditionally on W .
Lemma 2.1. In the following, Φ(W ) stands for a functional measurable w.r.t. W , which belongs to D ∞ .
with some constants C, k, p, q uniform in δ, and λ ∈ [0, 1]. The result below is one of the keys of our error analysis. The estimates of order δ are rather surprising. Indeed, at first glance, each stochastic integral (for fixed r) in the left-hand side of (2.9) is of order √ δ, but the mean over r helps in improving this estimate to get δ, provided that the processes g and h satisfy some suitable controls. Its proof is postponed until the end of this section.
and the above random variable belongs to D ∞ . Under extra assumptions, both terms in the right-hand side (r.h.s.) above are of order δ.
N k,p (h) < +∞ for any k and p. Then, the first term in the r.h.s. of (2.9) is of order δ in D k,p , for any k ∈ N and p > 1:
for some constants C and q depending only on k and p.
N k,p (h) < +∞ for any k and p. Then, the second term in the r.h.s. of (2.9) is of order δ in D k,p , for any k ∈ N and p ≥ 1:
Let us turn to the proof of Theorem 2.1. It consists in proving
, the term (2.12) can be neglected in our expansion.
In the following computations, we simply write Φ instead of Φ(W ).
Contribution (2.13).
A Taylor's formula combined with (2.6) and Ito's formula between φ(s) and s gives (r) p < ∞; see, e.g., [12] ). For instance, one can easily check that
The contributions (2.16) and (2.17) give a contribution of order δ in L p -norm by an application of estimates (2.10)-(2.11).
Terms in (2.19 ) contain most of the difficulties that we have to face in this error analysis; here, we give detailed arguments ((2.20) is handled in the same way). Note
as well for the derivatives; thus, each term of the sum in (2.19) equals 
where the summation holds on differentiation multi-indices κ with length equal to 1 and 2. In addition, the coefficients α 1,1 κ,i and α 1,1
because of the local property of the derivative operator (Proposition 1.3.7 in [26] ), and that G D k,p ≤ Cδ by applying Proposition 2.1. Thus, Lemma 2.1 completes the estimate, and the factor of Φ in (2.24) is of order
We now consider (2.22) . As for (2.19), we introduce ψ δ T ; the term with 1 − ψ δ T can be neglected as before. Using analogous computations as above, it is straightforward to see that we have to control
du ds, which clearly satisfies G D k,p ≤ Cδ; this proves the expected estimate of order δ. The same conclusion holds for each term in (2.27): indeed, they can be transformed in
and we conclude with Lemma 2.1.
Contribution (2.14). It can be decomposed as
In what follows, the main idea is to use Ito's formula and the stochastic expansion
, and so on. It will raise iterated stochastic integrals and, as before, the ones for which conditional expectation w.
We now go into detail. Since (2.28) can be rewritten as
The factor of Φ in (2.32) clearly satisfies the required estimate and can be neglected. The term (2.33) can also be discarded from the main part of the error using the same arguments as for (2.22) . Finally, the term (2.34) gives A 2 (f ). 
The term inside the expectation can be split into a sum involving the derivative of Φ and of f . Presumably, the more difficult term to estimate is of the form
We omit the details for the other ones, which are easier to handle. Two integrations by parts with fixed W (see (iii) in Lemma 2.1) show that it equals
Then, we conclude using (2.7) with [ h 2 (X δ s ) − h 2 (X s )])ds; in this form, the analysis is analogous to that of (2.13) and we omit the details. It gives the contribution A 4 (f ) and some residual terms of order δ.
Proof of Lemma 2.1.
The two first statements are straightforward. Statement (i) immediately follows from the fact that any Φ(W ) ∈ L 2 can be approximated in L 2 by a sequence of D ∞ -r.v. using the chaos expansion (see Theorem 1.1.1 in [26] ). Statement (ii) is clear from the definition of D 1,p , D B , and DB.
Statement (iii) is an integration by parts formula that puts the differentiation/ integration only on B andB, but not on W . Its proof is an easy adaptation of Proposition 3.2.1 in [27] . The estimate (2.7) is standard using in particular
under the nondegeneracy condition (H1) (iii) (see Theorem 3.3.1 in [27] ). We only prove (2.8), which is less usual because of the localization factor G. Using (ii), one obtains the following equalities:
Note that γX δ,λ T ≥ δ 2 2 Id and thus γX δ,λ T is invertible (it is the purpose of the small perturbation of X δ,λ with δB/ √ 2). Then, the duality relationship leads to
For longer multi-index α, we iterate the procedure and construct H α (X δ,λ T , G) by the recurrence formula
Concerning the estimation on H α (X δ,λ T , G) 2 , note first that since the derivative operator and the Skorokhod integral are local (see Propositions 1.3.6 and 1.3.7 in [26] ), one has H α (X δ,λ
owing to the property on G. Using the standard inequality
2), we easily complete the expected estimation.
Proof of Proposition 2.1.
To prove (2.9), take Ψ ∈ D ∞ and write using Fubini's theorem twice and the duality relationship alternatively as follows:
It is standard to check that [26] ). The original feature of our result is specifically related to (2.10) and (2.11) . For this, we use the following general estimates, which we prove at the end.
Lemma 2.2. For appropriately defined random variables (g r,s , h u,s , g r,s,u ) r,s,u , we have
We are now in a position to derive (2.10). Consider first k = 0. To control the L p -norms of the first term in the r.h.s. of (2.9), we invoke the continuity of the Skorokhod integral (Proposition 2.4.3 in [27] ) to get
. From (2.37), we easily get that the first term above is bounded by N 0,q (h)N 0,q (h)δ for q large enough. With analogous computations, the second term in the r.h.s. of (2.39) is bounded by CN 1,q (h)N 1,q (h)δ. Estimates (2.10) have been proved when k = 0. For k ≥ 1, the successive derivatives of the r.h.s. of (2.9) are standard to compute and can be expressed in a similar form as before. Then, analogous computations can be performed and this proves (2.10) for any k. The derivation of (2.11) is analogous, using in addition (2.38). If g does not depend on u, the last term above is bounded by δ 1/2 [ T 0 |g r,s | 4 dr] 1/2 . Then, the derivation of (2.37) is easy, using Hölder's inequalities. To obtain (2.38), i.e., when g depends on u, the previous computation to get the missing factor δ 1/2 does not work directly; first, one has to integrate over s and ω, the other arguments remaining unchanged.
Proof of Lemma 2.2. The Cauchy-Schwarz inequality yields

Simulation of the Zakai equation and quantization error.
The quantization algorithm.
In this section, we propose a quantization approach for the numerical implementation of formulas in (2.1), (2.3), and (2.5). Here, those formulas are written as
for k = 0, . . . , n − 1, with
We construct an approximation ofV k as follows. At each time t k , k = 0, . . . , n, we are given the following grid
We then approximate the process (X k ) by the marginal quantized process (X k ) defined asX
We thus define the conditional probabilityP k,W ofX k givenX k−1 and W . In other words,P k,W is a (random) probability transition matrix {p ij k,W , i = 1, . . . , N k−1 , j = 1, . . . , N k } characterized bŷ
Finally, the random measure-valued process (V k ) is approximated by the discrete random measure process (V k ) defined bŷ
From an algorithmic viewpoint, this reads aŝ
for k = 0, . . . , n, where the weightsv i k are computed in a forward induction as follows:
The implementation of the above method requires optimally for each k = 0, . . . , n • a grid Γ k which minimizes the L p -quantization error Δ k p = X k −X k p as well as an estimation of this error, and • the weights of the joint distribution (X k−1 ,X k ) and marginal distributionX k−1 ,
This program is achieved as follows: -Monte Carlo simulation of M independent copies (X (m) 0 , . . . ,X (m) n ), m = 1, 2, . . . , M, distributed according to (X 0 , . . . ,X n ).
-Recursive optimization of the grids Γ 0 , . . . , Γ n by a competitive learning vector quantization procedure and computation of the probability weightsr ij k,W andq i k−1,W , k = 1, . . . , n. As a byproduct, we also have an estimation of the L 2 -quantization errors Δ k 2 , k = 0, . . . , n.
Analysis of quantization error.
The next theorem states an error estimation for the approximation ofV n under the following condition on the coefficients of the SDE X:
(H2) (i) The functions β, σ, and γ are Lipschitz.
(ii) The function h is bounded and Lipschitz. Theorem 3. 1. Under (H2) , for all p ∈ [1, +∞) and p > p, there exists a positive real constant C p,p such that
We first need the following classic result about the L p -Lipschitz property of Euler schemes.
Lemma 3.1. Let G δ be a functional in the form 
We refer, e.g., to [30] for a detailed proof in a slightly more general setting where ε is only symmetric and lies in L p .
One defines for every k = 1, . . . , n the operatorH k,W bȳ
where g is defined by (3.3). One defines
One easily checks that (with the former notations)
so that, for every k = 0, . . . , n,
This equality can be written either in forward or backward recursive form. The backward form will be an important tool for proofs:
Then, one checks using the Markov property and the iterated conditional expectation rule thatŪ
For every k = 1, . . . , n, one approximates the operatorH k,W by its natural quantized counterpart H k,W defined on the grid
Then, one sets
We then notice that the approximation ofV k defined in (3.4) satisfies the following:
Once again, this equality can be read in backward form as follows:
The proof is designed as follows: we wish to establish a backward induction between the error terms Ū k,W f (X k ) − U k,W f ( X k ) p at successive times k and k + 1 involving the quantization error X k+1 −X k+1 p of the Euler scheme. Unfortunately a naive approach makes the final error explode because of successive use of the Hölder inequality. So we are led to introduce a processȲ k starting atX 0 but produced by a biased dynamics G δ,p (instead of F δ ) which corresponds to a step-by-step discrete Girsanov (implicit) change of probability. Thus we can simultaneously take advantage of the martingale property of the Doléans exponential and of the independence property of the increments ΔW k ; it makes it possible not to use the Hölder inequality at a crucial step (see (3.15 ) below), which would cause an explosion of the constants. Finally, we use a revert Girsanov change of probability to come back to the quantization error of the original dynamics (X k ).
Proof of Theorem 3.1. We will assume for convenience that δ = T/n ∈ (0, 1] throughout the proof.
Step 1 (backward induction on the error Ū k,
LetF k denote the σ-field σ (ΔB , ΔW , = 1, . . . , k) . Set, for every k = 0, . . . , n,
With these notations, one checks that for every f ∈ BL 1 (R d ) ,
Let us deal with the above two terms successively. The random vector Y k−1 being a function ofȲ k−1 and conditional expectation E( . | W, Y k−1 ) being an L p -contraction, one gets
Consequently, using the expressions (3.9) and (3.10) and once again the contraction property and the σ(Ȳ k−1 )-measurability ofŶ k−1 yields
(when p = 2, the 2 factor can be deleted). Let us deal now with the second term of the sum in the r.h.s. First note that
Set L p (δ) := exp ((p − 1) h 2 ∞ δ/2). A change of variable "à la Girsanov" yields for every nonnegative Borel function Θ and every p ∈ (1, +∞)
Applying the above inequality with Θ(y, v, w) = (Ū k,W f )(G δ,p (y, v, w) ) leads to
where r > 1 and s = r r−1 are conjugate Hölder exponents. Now
Applying (3.12) (with sp) yields
k+1 which we have no need to specify (since f is bounded). One derives by induction that
Let us deal now with the L rp -norm of the exponential term. First, temporarily set Δ k (h) := h( Y k ) − h(Ȳ k ). Then, standard computations show that
Now using the elementary inequality |e x − 1| ≤ |x|e x + , where x + := max(x, 0), and the fact that x → x + is nondecreasing yields
(Note that this real constant is increasing as a function of δ.) Plugging the estimates in (3.15) and (3.14) into (3.13) yields for every k = 1, . . . , n
Now let us pass to the first term in the r.h.s. of (3.11). Let (Ȳ k,y ) =k,... ,n be the sequence obtained by iterating G p,δ (., ΔB , ΔW ) from y at time = k, i.e., ∀ ∈ {k + 1, . . . , n},Ȳ k,y = G p,δ (Ȳ k,y −1 , ΔB , ΔW ),Ȳ k,y k := y.
The same proof as above shows that, for any couple (Z k−1 , Z k−1 ) ofF k−1 -measurable L p -integrable random variables,
Now, Lemma 3.1 (applied to G δ,p ) implies the existence of a real constant C rp > 0 such that
Setting L p,r (δ) = L p (δ)(1 + C rp δ) finally yields for every k = 1, . . . , n 
Step 2 (global revert Girsanov transform). Now, we aim to come back toX k by introducing a revert Girsanov transform:
where C is a finite real constant since we know that (b and σ, γ having at most linear growth) the family of Euler schemes ((X k ) 0≤k≤n ) n≥1 satisfies sup n max 0≤k≤n X k r < +∞ for any r > 0. Remark 3.1. • The n 3 2 in the spatial error term of (3.20) is most likely not optimal (see section 4). It probably comes from the specific technicalities induced by quantization. It corresponds, e.g., to the rate obtained for the "quenched error" in [7] . As shown by our numerical experiments, the spatial error term most likely behaves as O(n × (N/n) − 1 d ) or O((N/n) − 1 d ), depending on some stability conditions between n andN (see section 4 for a detailed explanation).
• As an example, one can compare our error rate with that obtained in [7] (in the γ ≡ 0 setting) where an error bound is of the form
where M denotes the number of Monte Carlo trials obtained under some regularity assumptions on the diffusion coefficients h and f (regardless of the dimension). In this case, M can be compared with our N/n, i.e., the mean value of points per time layers in our algorithm.
Numerical simulations and estimation of the rates of convergence.
Since the expression of the global error given by (3.20) does not separate clearly the time and space parameters, we will try in this section to investigate separately the rate of convergence in time and in space in the following (linear) case:
where A, Γ, Σ, and H are constant matrices of appropriate dimensions. We also suppose that μ 0 is a Gaussian law with mean m 0 and covariance matrix R 0 . Then it is well known that the solution to the Zakai equation (1.1) is explicitly given by
where R(t) is the solution to the Riccati equation In other words, the normalized measure π t defined by
is a Gaussian distribution with meanm t and variance R(t).
We now introduce the quantized normalized filter for a given function f ∈ BL 1 (R) as
where we have emphasized the dependence of the filter in δ = T/n by a superscript.
The unnormalized filtersV k are computed according to algorithm (3.4) .
The exact normalized filter is approximated owing to (4.1) using the following method. Since R is an explicitly known function (solution of (4.2)), it is sufficient to approximatem t , the solution of the SDE (4.3) with a refined Euler scheme of step, as
Indeed, for each path of the observation W , (4.3) and (4.4) are discretized as (4.6) and thus a very close approximation of the exact normalized filter, in the sense that it can be considered as the exact solution as long as δ remains considerably larger than
where R(t) is computed owing to an exact quadrature formula.
We now estimate the rate of convergence of the scheme with respect to the spatial and time discretization. In order to smooth undesirable time oscillations of the error, we focus on the following temporal mean of the quadratic quantization error for the normalized filter, namely
where t k = kδ = l(k)δ ref andN = N/n denotes the mean number of points per time layers. Then Err(δ,N ) is simply an approximation of the squared L 2 ([0, T ], dt)-norm of the error.
We test the error for the following test functions: Such a choice of parameters is motivated by the fact that it provides values for R(t) that are not too small. Otherwise, there would not be enough points around m 0 = 0 to be able to "capture" the behavior of the signal around its mean 0. We will also change the model a bit and consider the following equations:
(4.9)
The formulas above need to be changed as follows: Γ ; εΓ and H ; H/ε. The reason for introducing this new degree of freedom on the noise level may look paradoxical since small ε will provide large errors. But precisely, these large errors make it possible to display the rate of convergence more efficiently than with ε = 1, which produces smaller errors. Let us take the example of the spatial order. Indeed, we will see that as the discretization parametersN get larger and larger the error Err(δ,N ) is decreasing as a function ofN until some threshold, depending a priori on δ and on the number M of observations (i.e., paths of W ). Beyond this threshold, the error becomes more or less constant because the difference with the exact solution will be of the same order of the temporal discretization. Subsequently the sum of the two errors will become indistinguishable from the temporal one. Therefore, a small ε will provide bigger errors and so we will have more relevant points before reaching this threshold.
• Estimation of the spatial discretization rate. We first estimate the spatial rate of convergence in the case Γ = 0 (no correlation between the signal process X and the observation process W ). For four values of n = 1/δ ∈ {16, 32, 64, 256}, we estimatē N → Err(δ,N ) withN = 2 − , = 1, . . . , 7. As a first step, for each value of n and ofN , we compute an optimal quantization (X k ) k of the Euler scheme (X k ) k of (4.9) (which is a version of (3.1)), according to the algorithm described in subsection 3.1. Then, for each test function f in (4.8) and each observation path of W , we compute recursively V δ k , f and V δ k , 1 using (3.4) and then π δ k , f . On the other hand, we compute the exact solutions using (4.5), and finally we compute Err(δ,N ) as defined by (4.7) by summing up over the M trajectories sampled from the observation process W .
Note that since Γ = 0, the quantization optimization procedure of (X k ) k is a one-shot process which does not depend on the observations W .
The results are summarized in Figures 1 and 2 . It seems to have two regimes of convergence whenN becomes larger. On the one hand, Figure 1 displays the error (4.7) for low values of n. It seems that its square root behaves like O(1/N ) for the three values of n before a threshold depending (linearly) on n; after that the error remains unchanged.
On the other hand, for high values of n (but still below n ref = 1024), global error of the form
where C 1 > 0 and C 2 (n) = C 2 + c 2 n + o(n) with C 2 > 0, c 2 > 0, and c 2 C 2 . For low values of n, C 2 remains constant and hence we get, obviously,
and thus we get an order O(1/N ).
For high values of n, the linear part of C 2 becomes larger and hence we get, obviously, in the same manner
and hence we have the order O((N ) −1/2 ). In fact, this emphasizes that the scheme needs some stability criterion involving n andN in order to converge at the true rate O(1/N ).
The quantization step of the algorithm can also be the cause of this rate. Indeed, during the quantization optimization of the signal X, we need to simulate at each time step an Euler increment of X in (4.9). This simulation is used to compute the weights of the "quantization tree" of X (weight of the Voronoi cells and the transition probabilities) and to process the optimization. Here the Euler increment of X, namely Σ √ δ χ, where χ denotes a real valued normal random variable, becomes very small as n grows; and so it is when n = 256. This implies that the Euler increment will mainly "hit" the closest cell in the upper time layer (not to mention the ability of a random number generator to simulate the tail of distributions). Consequently, the transition probabilities are not computed accurately enough, given the size of the simulation, and can explain the downgrading of the rate of convergence in time. One can conclude this experiment by saying that there is a CFL involving the mean spatial unit length and the time step parameter and a second CFL involving the time discretization parameter and the size of the simulation (this one has been precisely analyzed in [2] ).
These results clarify Remark 3.1 concerning the improvement of Theorem 3.1.
• Estimation of the time discretization rate of convergence. Now we look for the rate of convergence with respect to δ. For that purpose, we useN = 100 quantization points in each time layer. The rate of convergence in time will be estimated with Γ ∈ {0, 0.5}, ε ∈ {0.1, 0.5, 1.0}, δ = 2 −m , m = 1, . . . , 8.
Let us see now why we used the normalized filter instead of the unnormalized one. In Figure 3 are displayed typical examples of graphs k → V δ k , f , t → V t , f , k → π δ k , x , and t → π t , x for Γ = 0, ε = 0.1, δ = 1/256, andN = N n = 100. The exact filters are still computed using (4.5) and (4.6). We verify on that example that the normalized filter seems to be better computed than the unnormalized one. It explains why we did not use the unnormalized version of the error. Indeed, for such a level of noise for the observations (ε = 0.1), the unnormalized filter V δ k , f has very large values. This is true for all tested functions f and all time discretizations δ = 1/n. Furthermore, it is also true on all sampled trajectories of W (not all depicted). Therefore, it is difficult for numerical reasons to compute errors based on V δ k , f for ε = 0.1. Let us consider first the uncorrelated case (Γ = 0). Figure 4 shows the error plotted against the time step in a log-log scale for f given by (4.8) . We can see again that for a given fixed ε, the time error decreases until a threshold and then remains flat. We also see that this threshold grows as the inverse of the noise level ε. Before reaching this threshold, for every ε and every function f , the rate seems to be of order δ = 1/n as established in Theorem 2.1.
Let us emphasize that, once again in this case, the quantization procedure does not depend on the observations. Therefore, it can be carried out off-line. This is no longer true in the correlated case. Then (e.g., if Γ = 0.5), we will have to compute M = 100 quantizations (one per observation path) of the signal (X k ) k for every n ∈ {2, 4, 8, 16, 32, 64, 128, 256}, i.e., 800 optimal grids. The previous study in the uncorrelated case seems to indicate that we need a small level of noise on the observations in order to display a rate with a significant number of time steps. This is why we have chosen ε = 0.1 for the simulations. Figure 5 shows the errors obtained as a function of n in a log-log scale for the functions (4.8). The rates of convergence are the same in each case. A linear regression seems to indicate a rate of O(n −3/4 ) which is better than the O(n −1/2 ) stated in Theorem 2.1. An explanation of this unexpected behavior could be the following one. The constant in the factor of the term n −1/2 is presumably very small compared to the one associated to n −1 ; thus, small values of n make an intermediate rate of convergence appear, while the rate n −1/2 would be observed for larger n (in the asymptotic regime). 
