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Abstract
We prove the Composition-Diamond Lemma for associative conformal algebras. As some
corollaries, we prove that the word problem for some homogeneous associative conformal algebras
is solvable, while it is unsolvable in general.
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1. Introduction
Conformal algebras are closely related to vertex algebras (see, for example, V. Kac
[34]). Implicitly, vertex algebras were introduced by Belavin, Polyakov, and Zamolod-
chikov in 1984 [2]. Explicitly, the definition of vertex algebras was given by R. Borcherds
in 1986 [19], which led to his solution of the Conway–Norton conjecture in the theory of
finite simple groups [20,30]. Borcherds’ definition was a crucial step towards the definition
of (Lie and associative) conformal algebras (and superalgebras) given by V. Kac several
years later. As pointed out by Kac [33,34], conformal and vertex algebras provide a rigor-
ous mathematical study of the “locality axiom” which came from Wightman’s axioms of
quantum field theory [50].
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Actually, free vertex algebras were mentioned in the original paper of Borcherds [19].
Since conformal and vertex algebras are not varieties in the sense of universal algebra (see,
for example, P.M. Cohn [26]), the existence of free conformal and free vertex algebras is
not guaranteed by the general theory and should be proved. It was done by Roitman in the
cited paper. Another construction of free associative conformal algebras has been done by
the authors in [10].
In this paper, we study conformal algebras by means of defining relations. In the case of
usual algebras (commutative, associative, or Lie) there is a powerful method for studying
defining relations. It is the Gröbner bases (or standard bases) method for commutative
polynomials discovered by B. Buchberger and H. Hironaka in 1964–1965 [21,32] (see
also [22]), and composition method for Lie polynomials (which are elements of a free Lie
algebra, see [43]), discovered by A.I. Shirshov in 1962 [49]. Later, the composition method
was expanded to noncommutative polynomials (which are elements of a free associative
algebra, see [27]) by L.A. Bokut in 1976 [6] (cf. [15]). Independently, G. Bergman [3]
published in 1976–78 his Diamond Lemma for noncommutative polynomials which goes
back to the Diamond Lemma of M.H.A. Newman in 1942 [41] (see also the review text
by P.M. Cohn of the paper of Bergman [3], A.M.S. Math. Review #81b:16001; and [29,
§15.6, History of Gröbner Bases]). As that Bergman’s Diamond Lemma is essentially
equivalent to Shirshov’s Composition Lemma, we use a common name for these lemmas:
the Composition-Diamond Lemma (for noncommutative polynomials). See below, also cf.
M. Roitman [44, Lemma 3.2].
Recently, the Shirshov composition method for Lie and noncommutative polynomials,
as well as for representations, has been called the Gröbner–Shirshov bases method [8–14,
16–18,31,40,51].
Gröbner–Shirshov bases method for associative algebras, Lie algebras, and represen-
tations, as well as Gröbner bases method for commutative algebras, are based on such
concepts of composition (f, g)w of two “polynomials,” or S-polynomial (f, g) in com-
mutative case, and of Gröbner–Shirshov bases, or Gröbner bases (for commutative poly-
nomials). The latter one is simply a subset S of “polynomials” which is “complete” under
taking all possible compositions of elements of S. The Buchberger algorithm for commuta-
tive polynomials, as well as the analogous Shirshov algorithm for Lie and noncommutative
polynomials allow one to complete any set S of “polynomials” to a Gröbner or Gröbner–
Shirshov bases. These are algorithms of the Knuth–Bendix type [23,35] of “critical pairs
and completion.” Just like the general Knuth–Bendix algorithm, the Buchberger–Shirshov
algorithm may not stop (in noncommutative or Lie cases). Nevertheless, the Buchberger–
Shirshov algorithm was successfully applied to find Gröbner–Shirshov bases for some al-
gebras and representations. See the papers cited above as well as [4–7].
The main ingredients of the Gröbner–Shirshov bases method and the Gröbner bases
method are Shirshov’s Composition Lemma and Buchberger’s Theorem, which we state as
one theorem.
Shirshov’s Composition Lemma–Buchberger’s Theorem. Let S be a Gröbner–Shir-
shov (Gröbner) basis for Lie or noncommutative (commutative) polynomials. Let Id(S)
be the ideal generated by S in the corresponding “polynomial” algebra. If f ∈ Id(S), then
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associative word s¯ for some s ∈ S.
Let us reformulate this lemma. Let K be any of the following classes of algebras over
a fixed field k: commutative, associative, Lie. Let K[X] be a free K-algebra, generated
by a set X. We fix a linear base of K[X] which consists of all basic (commutative,
noncommutative, Lyndon–Shirshov) monomials in X (see [24,46], also [38,43]). The
general notation of such monomials will be [u], where u is a commutative, associative,
or associative Lyndon–Sirshov word, and the bracket [u] is simply u in the commutative
and associative cases, while it is the standard Lyndon–Shirshov bracketing (word) in the
Lie case. In commutative and associative cases, the set of all monomials is equipped with a
linear order compatible with multiplication. In the Lie case, we use deg-lex order: [u]> [v]
if and only if u > v, first by degree (length) function |u|, and then the lexicographical order.
Then any polynomial f ∈K[X] has a unique presentation of the form
f = α[f¯ ]+∑αi [ui],
where [f¯ ], [ui] are basic monomials, f¯ > ui , α,αi ∈ k. We call f monic if α = 1.
There are two kinds of compositions (f, g)w of monic “polynomials” f and g relative
to an associative word w:
• Composition of including, (f, g)w = f − [ugv], where w = f¯ = ug¯v. (The transfor-
mation f → (f, g)w = f − [ugv] is called the elimination of leading word (ELW) of
g in f .)
• Composition of intersection, (f, g)w = [fu] − [vg], where w = f¯ u= vg¯, and |f¯ | +
|g¯|> |w| (for commutative case, we need only that w = lcm(f¯ , g¯)).
Here, for Lie case, [ugv], [fu] and [vg] are some special Shirshov bracketings [46] which
are in general different from the Lyndon–Shirshov bracketings of associative Lyndon–
Shirshov words.
The composition (f, g)w is called trivial mod S (denoted by (f, g)w ≡ 0 mod S or
(f, g)w ≡ 0 mod (S,w)), where S is a set of “polynomials,” if
(f, g)w =
∑
i
αi [uisivi ] (1.1)
for some si ∈ S with [uisivi] = ui s¯ivi < w.
We say that S is a Gröbner–Shirshov basis (Gröbner basis in the commutative case) if
any composition of elements of S is trivial modulo S.
Remark 1.1. The condition (1.1) has been formulated by L.A. Bokut in 1972 [5]. In fact, it
is much weaker and much easier to apply than checking whether (f, g)w goes to 0 using the
ELW’s of S [3,21,49]. The reason is that to check (1.1), we don’t need to present (f, g)w
as a linear combination of basic monomials. But the result is the same: If S is a Gröbner–
Shirshov basis in the sense of (1.1), then all compositions of elements of S go to 0 using
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Now, we formulate the Composition-Diamond Lemma for commutative, noncommuta-
tive and Lie algebras.
Composition-Diamond Lemma. Let K[X] be an algebra of all commutative, noncommu-
tative, or Lie polynomials, S ⊆ K[X] a set of monic polynomials. Then S is a Gröbner–
Shirshov basis if and only if the “S-reduced” basic monomials [u] (i.e., u = vs¯w for any
s ∈ S) form a linear base of the algebra K[X | S] with defining relations S.
Note that
K[X | S] =K[X]/ Id(S).
The aim of this paper is to give an analogous Gröbner–Shirshov bases theory for
(associative) conformal algebras.
We recall (cf. [34]) that a conformal algebra C = (C, n , n ∈ Z+,D) is a linear
space over a field k of characteristic 0, equipped with bilinear multiplications a n b,
n ∈ Z+ = {0,1,2, . . .}, and a linear map D, such that the following axioms are valid:
(C1) (locality) a n b= 0 for nN(a,b), where a, b ∈C;
(C2) D(a n b)=Da n b+ a n Db for any a, b ∈C and n ∈ Z+;
(C3) Da n b =−na n−1 b for any a, b ∈C and n ∈ Z+, and Da 0 b = 0.
We call C associative if the following identity holds for all a, b, c ∈ C:
(a n b) m c=
∑
s0
(−1)s
(
n
s
)
a n−s (b m+s c).
This identity is equivalent to the following one:
a n (b m c)=
∑
s0
(
n
s
)
(a n−s b) m+s c.
Let C(B,N) be an associative conformal algebra generated by B with the locality
function N :B ×B→ Z+. Then C(B,N) is called the free associative conformal algebra
with the data (B,N) if for any associative conformal algebra C′ and any map ε :B→C′
such that ε(a) n ε(b) = 0 for n  N(a,b), there exists a unique homomorphism
f :C(B,N)→ C′ such that f (b)= ε(b) for all b ∈ B .
In this paper we only consider the situation when the locality functionN(a,b), a, b ∈ B ,
is uniformly bounded by some number N . Then without loss of generality, we may assume
that N(a,b)=N for all a, b ∈ B . This is the case, for example, for any finitely generated
associative conformal algebra.
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defined by induction on the length |w|: any expression Di(b) with b ∈ B and i  0 is
a word of length 1; and if (u) and (v) are words of lengths k and l, respectively, then
(u) n (v), n ∈ Z+, is a word of length k + l. By definition, the elements of C(B,N) are
linear combinations of words in the alphabets B .
In [10,44], it was proved that there is a linear base of C(B,N) consisting of so called
“normal words.” By a normal word, we mean a word of the form
[u] = [a1 n1 a2 n2 · · ·ak nk Diaak+1],
where aj ∈ B , 0  nj < N , i = ind(u)  0, |u| = k + 1  1 [9,10]. Here and after, [u]
would mean the right normed bracketing[
a1 n1 a2 n2 · · ·ak nk Diak+1
]= a1 n1 (a2 n2 ( · · · (ak nk Diak+1) · · · )).
A word without brackets
u= a1 n1 · · ·ak nk Diak+1
is referred to as an associative normal word. Despite that C(B,N) is called associative,
one should keep the brackets in [u], i.e., C(B,N) is actually “nonassociative.”
The set of all associative normal words forms a “test Ω-semigroup” T with 0, where
Ω = { n | n ∈ Z+} and (u n v) m w = u n (v m w) for all u,v,w ∈ T , m,n ∈ Z+.
Next, we define [u]> [v] if u > v in the deg-lex order. A normal word [u] is said to be
D-free if ind (u)= 0, and an f ∈ C(B,N) is said to be D-free if all the monomials in f
are D-free.
The compositions of intersection and including (f, g)w of conformal polynomials can
be defined essentially as above. But now we need extra four types of compositions (see
Definition 3.8). A Gröbner–Shirshov basis S is defined essentially as above, meaning that
all compositions of elements of S are trivial modulo S.
The goal of the paper is to prove the following theorem for associative conformal
algebras which is an analogy of Shirshov’s Composition Lemma–Buchbuger’s Theorem
for commutative, noncommutative, and Lie algebras. We then apply it to get the Composi-
tion-Diamond Lemma for associative conformal relations.
Theorem 1.2. Let S be a Gröbner–Shirshov basis in C(B,N) with fixed N . If f ∈
Id(Dω(S)), then the leading associative word f¯ of f is either
f¯ = u n s¯ m v or f¯ = u n s¯Di
for some s ∈ S which is D-free in the first case.
Here s¯Di means that we apply Di to the last letter of s¯.
Composition-Diamond Lemma. Let S be a Gröbner–Shirshov basis in C(B,N) with
fixed N . Then the normal “S-reduced” words (i.e., the words [u] with u = v n s¯ m w for
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algebra C(B,N | S) with defining relations S.
If S is D-free, then the converse is true as well.
In Section 2, we review briefly the construction of free associative conformal algebras.
Then the above statements will be proved in Section 3. In the final section, we will make
some applications of the Composition-Diamond Lemma to the universal enveloping of Lie
conformal algebras (the Virasoro Lie conformal algebra, the loop Lie conformal algebra,
and the semi-direct product of the two). We shall also state the so called “ 12 -PBW Theorem”
for Lie conformal algebras [11,25]. Some examples of homogeneous conformal algebras
will be analyzed. We shall prove that for any conformal algebra presented by finite many
D-free homogeneous defining relations, the word problem is algorithmically solvable.
2. Free associative conformal algebras
Let C(B,N)= 〈B , a n b = 0, nN,a,b ∈B〉 be a free associative conformal algebra
generated by B with the fixed locality number N(a,b)=N for all a, b ∈ B .
The proof of the following lemma is just a straightforward application of the
associativity law (see [10]).
Lemma 2.1. Any word (u) is a linear combination of right normed words
[v] = x1 n1
(
x2 n2
( · · · (xk k xk+1) · · ·)),
where xj ∈Dω(B), n ∈ Z+, of the same length of (u).
We have defined normal words in the introduction. The following lemma is a crucial
point in the direct construction of C(B,N) [10].
Lemma 2.2. Any word (u) is a linear combination of normal words of the same length
of (u).
The proof of the lemma (see [10]) provides an algorithm for presenting any given word
(u) as a linear combination of normal words. Here is the algorithm:
(1) If |u| = 1, then (u) is normal.
(2) If |u| = 2, then u = a n Dib for some a, b ∈ B , n ∈ Z+, and i  0. If i = 0, u is
normal if n <N , or zero if nN . If i > 0, then
a n Dib =D(a n Di−1b)+ na n−1 Di−1b.
Now use induction to rewrite both terms as a linear combination of normal words.
(3) If |u|  3, then, by Lemma 2.1, we can assume that (u) = a1 n1 (a2 n2 (v)) for
some a1, a2 ∈ B , n1, n2 ∈ Z+, and (v) a word of length |u| − 2. If n1 < N , applying
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|u|− 1, and then multiply each term from the left by a1 n1 to obtain the desired linear
combinations. If n1 N , then (a1 n1 a2) n2 (v)= 0, and so
a1 n1
(
a2 n2 (v)
)= (a1 n1 a2) n2 (v)−∑
s1
(−1)s
(
n1
s
)
a1 n1−s
(
a2 n2+s (v)
)
=−
∑
s1
(−1)s
(
n1
s
)
a1 n1−s
(
a2 n2+s (v)
)
.
Now, for s  1, n1− s < n1 and the induction hypothesis applies to each term a1 n1−s
(a2 n2+s (v)) to obtain linear combinations of words of the form a1 m1 (a2 m2 (v))
with m1 <N . Another treatment of these words finishes the algorithm.
In [10], the algorithm were used to construct C(B,N) in the following way (cf. [47],
where essentially the same method had been used to construct a free Lie algebra). Take
C(B,N) as the linear space spanned by normal words as a basis. Then the multiplication
[u] n [v], n ∈ Z+, of the normal words [u] and [v] is defined using the algorithm. Also,
define D[u] by the Leibnitz rule and the rule Da n [u] = −na n−1 [u] for a ∈ B . Then
C(B,N) turns into an associative conformal algebra. The universal property follows easily
from the algorithm as well since the properties of the algorithm is valid for any associative
conformal algebra generated by B with the locality number N .
We mention here that the Dong’s lemma (see, for example, [34]) is not used at all in the
above construction of C(B,N). In fact, the locality condition for C(B,N) is an abstract
version of Dong’s lemma for associative conformal algebras: If we start with a set B under
locality conditions a n b = 0, n  N(a,b), a, b ∈ B , and we demand the associativity
condition (together with the conditions on D), then we automatically get the locality axiom
for conformal polynomials in B .
3. S-normal words and the Composition-Diamond Lemma
We assume that any polynomial f ∈ C(B,N) is presented as a linear combination of
normal words
[u] = a1 n1
(
a2 n2
( · · · (ak nk Diak+1) · · · )), (3.1)
where aj ∈ B , 0 nj < N , i = ind(u) 0, |u| = k+ 1 (the length of [u]), k  0. We shall
refer to [u] as D-free if ind(u)= 0, and we shall say that f is D-free if every normal word
in f is D-free. Also, put
u= a1 n1 a2 n2 · · ·ak nk Diak+1 (3.2)
and call it an associative normal word.
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their weights:
wt(u)= (|u|, a1, n1, . . . , ak, nk, ak+1, i). (3.3)
For f ∈ C(B,N), the leading associative word of f is denoted by f¯ . So
f = αf¯
[
f¯
]+∑
i
αi [ui],
f¯ = a1 n1 a2 n2 · · ·ak nk Diak+1,
ui < f¯ .
We denote deg(f )= |f¯ |, and we will call f monic if αf¯ = 1.
All associative normal words (3.2) form a Ω-semigroup T with 0, where Ω = { n |
n ∈ Z+}. The multiplication in T is defined by the following formulas:
Dia n x = a n−i x,
a m x = 0, m < 0,
a n x = 0, nN,
where a, b ∈ B and x ∈Dω(B).
We note that the associativity law (u n v) m w = u n (v m w) holds trivially in T .
In formulas like
u= v n p m w, u,p,w ∈ T ,
it is convenient to include the cases that some of v, p and w may be empty, i.e., 1. For
example, if p = 1, then m= n and u= v n w, while if w = 1, then u= v n p, and so on.
For any associative normal word u= a1 n1 a2 n2 · · ·ak nk Diak+1, we denote by (u)
a nonassociative word on u, i.e., (u) is some bracketing of u.
Lemma 3.1. Let u= a1 n1 a2 n2 · · ·ak nk Diak+1 be an associative normal word. Then
for any nonassociative word (u), (u) = [u] +∑i αi[ui], where [ui] are normal words,
ui < u and |ui | = |u|. In particular, (u) = u. If u is D-free, then the ui ’s are D-free as
well.
Proof. Induction on |u|. The case of |u| = 1 is clear. Let |u| > 1, and so (u) = (v) n
(w) for some associative normal words u and v with v being D-free, and 0 n < N . By
induction, we have
(v)= [v] +
∑
αi [vi ], vi < v, |vi | = |v|,
(w)= [w] +
∑
βi[wi], wi < w, |wi | = |w|.
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Lemma 3.2. Let [p] and [q] be normal words. If [p] is D-free, then for any 0 n <N ,
[p] n [q] = [p n q] +
∑
γi[qi],
where [qi] are normal, qi < p n q , and |qi | = |p| + |q|. If q is D-free, so are qi ’s.
Proof. If |p| = 1, then p = a ∈ B , and [p] n [q] is normal. So let |p| > 1 and write
p = a1 n1 [p1], where n1 <N . Then(
a1 n1 [p1]
)
n [q] = a n1 ([p1] n [q])+∑
s1
αsa1 n1−s
([p1] n+s [q]). (3.4)
Using induction on |p|, we have
a n1
([p1] n [q])= a n1 [p1 n q] +∑
i1
βia1 n1 [ui],
where
|ui | = |p1| + |q|, ui < p1 n q, a1 n1 ui < a1 n1 p1 n q = p n q.
By Lemma 2.2, the second summand in the right hand side of (3.4) is a linear combination
of normal words of the following form:
a1 n1−s [w], |w| = |p1| + |q| and s  1.
Hence
a1 n1−s w < a1 n1 p1 n q = p n q, |a1 n1−s w| = |p n q|.
This completes the proof of the lemma. ✷
Definition 3.3. Let S ⊂ C(B,N) be a set of monic polynomials. We define S-words (u)Dis
by induction. (Actually, (u)Dis is a word with the occurrence of a polynomial Dis, s ∈ S.)
(1) (Dis)Dis =Dis, where s ∈ S and i  0, is a S-word of S-length 1.
(2) If (u)Dis is a S-word of S-length k, and (v) is any word in B of length l, then
(u)Dis n (v) and (v) n (u)Dis, n ∈ Z+,
are S-words of length k + l.
The S-length of an S-word (u)Dis will be denoted by |u|Dis .
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S-word (u)Dis , the length |u|Dis may increase under some of the transformations that
follow. For this reason, we need the notion of formal degree (fdeg) of expressions in
C(B,N).
Definition 3.5. Let
∑k
i=1 αi(ui), αi = 0, be a linear combination of some words (ui) in B .
Put
fdeg
(
k∑
i=1
αi(ui)
)
= max
1ik
|ui |.
Of course, fdeg
(∑k
i=1 αi(ui)
)
depends on the presentation of
∑k
i=1 αi(ui). It is
also clear that fdeg
(∑
αi(ui)
)
 deg
(∑
αi(ui)
)
, and if the (ui)’s are normal, then
fdeg
(∑
αi(ui)
)= deg (∑αi(ui)).
Definition 3.6. Let S be a set of monic elements in C(B,N). An associative normal
S-word is an expression of the following forms:
us = a n s m b, (3.5)
where s ∈ S is D-free, a, b ∈ T with a being D-free, 0 n <N and 0m<N ; or
uDis = a n Dis, (3.6)
where s ∈ S, i  0, a ∈ T is D-free, 0 n < N . Here we note that a and b may be empty
in (3.5) and (3.6).
The words in (3.5) will be referred to as associative normal S-words of the first kind,
while those words in (3.6) associative normal S-words of the second kind. The elements
[u]s = [a n s m b] and [u]Dis =
[
a n Dis
]
will be referred to as normal S-words of the first and the second kind, respectively.
A common notation for words (3.5) and (3.6) is
uDis = a n Dis m b, (3.7)
where s is D-free and i = 0 if b = 1, while s and i are arbitrary if b= 1.
From now on, S will denote a set of monic (conformal) polynomials.
Lemma 3.7. Let [u]Dis = [a n Dis m b] be a normal S-word, a, b ∈ T . Then
[u]Dis =
[
a n Dis m b
]
.
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s = [s¯]+∑αi [ui], where [s¯] and [ui] are normalD-free, and ui < s¯. Applying Lemma 3.1
to each of the expressions
[a n [s¯] m b] and [a n [ui] m b]
we see that the leading associative (normal) word of [a n s m b] is a n s¯ m b.
Next if b= 1, then [u]Dis = [a n Dis]. Again, we have
s = [s¯] +
∑
αi[ui],
s¯ and ui are normal, ui < s¯. The proof will be complete if we can show that
Di [s¯] = [s¯Di]+∑βj [vj ]
with normal [vj ] such that vj < s¯Di . To see this, we use induction on |s¯|. For |s¯| = 1, it is
clear. So assume s¯ = a1 n1 [s1], 0 n1 <N . Then
Di [s¯] = a1 n1 Di [s1] +
∑
l1
(
i
l
)
Dla1 n1 D
i−l [s1]
= a1 n1 Di [s1] +
∑
l1
(−1)l[n1]l
(
i
l
)
a1 n1−l Di−l [s1],
here [n]l = n(n− 1) · · ·(n− l + 1). By induction, we are done. ✷
Definition 3.8. Let f and g be monic polynomials of C(B,N) and w ∈ T . We have the
following compositions.
• If g is D-free and w = f¯ = u n g¯ m v for some u,v ∈ T with u D-free then define
(f, g)w = f − [u n g m v],
which is a composition of including.
• If w = f¯ = u n g¯Di for some u ∈ T , u D-free, then define
(f, g)w = f −
[
u n Dig
]
,
which is a composition of right including.
A transformation
f → (f, g)w,
where (f, g)w is a composition of (right) including, is called an elimination of leading
word (ELW ) of g in f .
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|w|, then define
(f, g)w = [f m v] − [u n g],
which is a composition of intersection.
• If w = f¯ Di = u n g¯ for some u ∈ T , u D-free, then define
(f, g)w =Dif − [u n g],
which is a composition of right intersection.
• If a ∈ B and nN , then a n f is referred to as a composition of left multiplication.
• If f is not D-free, a ∈ B and n 0, then f n a is referred to as a composition of right
multiplication.
Remark 3.9. From Lemma 3.7, it follows that
(f, g)w < w.
Remark 3.10. If f and g are D-free polynomials, there are only three types of
compositions: including, intersection, and left multiplication. In [9], the Composition-
Diamond Lemma for D-free relations was formulated without proof, and an example was
given (see also Section 4.7.1 below).
Definition 3.11. Let S be a set of polynomials in C(B,N). A composition (f, g)w is said
to be trivial modulo S ((f, g)w ≡ 0 mod S or (f, g)w ≡ 0 mod (S,w)) if
(f, g)w =
∑
i∈I
αi [ui ni si mi vi ] +
∑
j∈J
αj
[
uj nj D
lj sj
]
, (3.8)
where I ∩ J = ∅, si , sj ∈ S, [ui ni si mi vi ] and [uj nj Dlj sj ] are normal S-words (in
particular, si , i ∈ I , are D-free), and
ui ni s¯i mi vi < w, uj nj s¯jD
lj < w
for all i ∈ I , j ∈ J . Also, if f and g are both D-free, then all normal S-words in (3.8) are
D-free as well.
Next, h = a n f or g m a, where a ∈ B , n  N and m  0, is called trivial mod S
(h≡ 0 mod S) if h can be written in the form (3.8) with
|ui ni s¯i mi vi | |h¯|,
∣∣uj nj s¯jDlj ∣∣ |h¯|
for i, j ∈ J . Also, all normal S-words in (3.8) are D-free if h= g m a or h= a n f with
f D-free.
Finally, a set S ⊆ C(B,N) of monic polynomials is called a Gröbner–Shirshov basis if
all compositions of elements of S are trivial modulo S.
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conditions of triviality of compositions modulo S are much weaker and much easier to
apply than checking that (f, g)w (a n f , g n a) goes to 0 using the ELW’s of S. Yet, the
result for D-free set S will be the same: If any composition of elements of S is trivial in the
sense of the previous definition, then it is trivial in the sense of the ELW’s of S. However if
the relations are not D-free, then the result is not the same (see the example in Section 4.7.4
below).
Remark 3.13. When calculating compositions in what follows, we will omit the elements
having the form of the right hand side of (3.8). Such an omission will be signified
by replacing the symbol = by the symbol ≡. Thus in this notation, the triviality of a
composition h (mod S) can be stated as h≡ 0 (mod S).
Lemma 3.14. Let s ∈ S be D-free, and u ∈ T . Then the S-word [s n u], n ∈ Z+, is a
linear combination of normal S-words [s ni ui], where 0 ni < N , ui ∈ T , |ui | = |u|. If
u is D-free, then ui are D-free as well.
Proof. We use induction on n. If 0 n <N , then [s n u] is already a normal S-word. So
we let n  N . Assume first that |u| = 1, so u = Dja for some a ∈ B and j  0. When
j = 0, s n a = 0 since s is D-free, a ∈B and nN . Thus, we consider j > 0. Then
0 =Dj (s n a)= s n Dja +
∑
l1
αls n−l Dj−la.
Thus we have
s n Dja =
∑
l1
−αls n−l Dj−la.
Since j − l < j for all l  1, the case that |u| = 1 follows from an induction on j .
Now, let |u|> 1, and write
u= a1 n1 u1, 0 n1 <N, a1 ∈B.
Then
s n
(
a1 n1 [u1]
)= (s n a1) n1 [u1] −∑
l1
αls n−l
(
a1 n1+l [u1]
)
.
Here s n a1 = 0 as we have seen. By Lemma 2.2, all a1 n1+l [u1] are linear combinations
of normal words of the same length. Hence, the result follows from the induction on n. ✷
Lemma 3.15. Let S be a Gröbner–Shirshov basis, s ∈ S not D-free, and u ∈ T . Then the
S-word [s n u], n ∈ Z+, of formal degree L is a linear combination of normal S-words of
degree at most L. If u is D-free, then the normal S-words in consideration are D-free as
well.
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and the statement follows from the triviality of the right multiplication. If j > 0, then
s n Dja =D(s n Dj−1a)+ ns n−1 Dj−1a,
and the result follows from the fact that the derivation of any normal S-word is a linear
combination of normal S-words, and the induction on j .
Now, assume that |u|> 1. Hence u= a1 n1 u1 for some a1 ∈B and u1 ∈ T . Then
[s n u] = (s n (a1 n1 [u1]))=∑
l0
(
n
l
)
(s n−l a1) n1+l [u1].
Again, using the triviality of the right multiplication, we have that every s n−l a1 is a linear
combination of D-free normal S-words of degree at most L− |u1| of the form
[v m s1 t w], (3.9)
where s1 ∈ S and v,w ∈ T (which may be empty). Multiplying (3.9) by some k [u1] from
the right, and applying the associative law, we obtain a linear combination of words of the
form { [v′ m′ s1 t ′ w′ k′ u1] if w = 1;
[v′ m′ s1 k′ u1] if w = 1,
where m′ m<N , t ′  t < N , v′,w′ ∈ T , and k′  k. We can assume, using Lemma 2.2,
that in the words of the first form, all w′ k′ u1 are normal, and also, since s1 is D-free now,
Lemma 3.14 can be applied to the words of the second form. In all cases, we have linear
combinations of normal S-words of degrees at most L. ✷
The proof of the next lemma is the similar to that of Lemma 2.1. The only difference is
that we add to B a new letter Dis, and we are dealing with words with one occurrence of
Dis.
Lemma 3.16. Any S-word (u)Dis can be presented as a linear combination of right
normed S-words
[v]Dis = x1 n1
(
x2 n2 · · · (xk nk xk+1) · · ·
)
, (3.10)
where xj0 = Dis for some j0 ∈ {1, . . . , k + 1}, and xj ∈ Dω(B) for j = j0, each of the
same formal degree.
Lemma 3.17. Let S be a Gröbner–Shirshov basis in C(B,N). Any S-word (v)Dis of formal
degree L is a linear combination of normal S-words of degree less or equal to L. If i = 0
and s is D-free, then all the normal S-words are D-free as well.
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then (v)Di s =Dis, and it is a normal S-word.
Now, let L> 1. Consider first that |v|Dis = 2. There are essentially two possibilities:
[v]s = s n Dja, j > 0, or [v]Dis = a n Dis, (3.11)
where s ∈ S, a ∈B . In the first case, the result follows from Lemma 3.14 or Lemma 3.15.
Suppose i = 0 in a n Dis, so [v]s = a n s. If n < N , it is a normal S-word. If nN ,
we are done by the triviality of left multiplication.
Assume that i  1 in a n Dis, and that all a m Di−1s, m 0, are linear combinations
of normal S-words of degrees at most L. Now the result follows from the fact that
D
(
a n Di−1s
)=−na n−1 Di−1s + a n Dis
and induction on i .
Now, let |v|Dis  3. If (v)Dis begins with Dis, then we may assume that i = 0,
[v]s = s n [u], s ∈ S, n  N , and [u] is a normal word. Then, by Lemma 3.14 or
Lemma 3.15 we are done.
Suppose that [v]Dis = a n [u]Dis for some a ∈ B and n  0. We may assume that
[u]Dis is a normal S-word of degree less than or equal to L−1. (Here, by abuse of notation,
we still use Dis which is in fact not the one we have before.) If n <N , then a n [u]Dis is
already a normal S-word. So let nN . Applying the associativity law to a n [u]Dis , we
get a linear combination of four kinds of words (of formal degree less than or equal to L):
a n−l [u1]Dis (l  1), (a n b) m [u1]Dis ,
a n Dis, (a n s) m [u1], (3.12)
where a, b ∈B . Induction on n is applicable to the words of the first kind. Since a n b = 0,
the words of the second kind are simply zero. The words of the third type in (3.12) have
been treated above. Note that, by triviality of left multiplications, the words of the fourth
kind are linear combination of words
[vi ni si mi wi] m [u1],
[
vj nj D
jj sj
]
m [u1], (3.13)
where [vi ni si mi wi] are normal S-words of the first kind, [vj nj Djj sj ] are normal
S-words of the second kind, and all words in (3.13) has formal degree at most L.
Applying the associative law to (3.13), we get a linear combination of right normed
S-words, of formal degree less than or equal to L of the form[
v′i n′i si m′i w′i m′ u1
]
,
[
v′j n′j sj m′′ u1
]
, (3.14)
where si , sj ∈ S, v′i , w′i , and v′j are normal D-free associative words (w′i may be empty),
n′i  ni < N , m′i mi <N and m′ m, n′j  nj < N and m′′  0. Now the result follows
from Lemmas 2.2, 3.14 and 3.15 the same way as before.
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If i = 0 and s is D-free, we only need compositions of left multiplications. In this case, we
get only D-free normal S-words. ✷
Proposition 3.18. Let S be a Gröbner–Shirshov basis in C(B,N), and let us = v n s m
w be an associative normal S-word of the first kind. Let (u)s be some bracketing of us .
Then
(u)s = [v n s m w] +
∑
αi[ui]si ,
where [ui]si are normal S-words of the first kind, and u¯i < u¯= v n s¯ m w. If w is D-free
(or empty), then all the ui ’s are D-free as well.
To prove this proposition, we shall make use of the following two lemmas.
Lemma 3.19. Let S be a Gröbner–Shirshov basis. Let
(r)s = [p i s j q] k [t] (3.15)
be an S-word, where [p i s j q] is a normal S-word of the first kind, q is D-free, t ∈ T ,
and 0 k < N . Then (r)s is equal to [p i s j q k t] modulo smaller normal S-words of
the first kind. If t is D-free, then all the words are D-free as well.
Here and after, we say that a polynomial f is “smaller” than another polynomial g if
f¯ < g¯.
Proof. Consider first that |p| = 0. If |q| = 0, then s k [t] = [s k t] is already a normal
S-word. So we assume that |q|> 0. Then
(
s j [q]) k [t] = s j ([q] k [t])+∑
l1
αls j−l
([q] k+l [t]).
By Lemma 3.1, [q] k [t] is equal to [q k t] modulo smaller normal words. So s j ([q] k
[t]) is equal to s j [q k t] = [s j q k t] modulo smaller normal S-words. By Lemma 2.2,
[q] k+l [t] is a linear combination of normal words [ui] of the same length. It follows that
s j−l [ui], l  1, are smaller normal S-words.
Now let |p|  1, and p = a1 n1 p1 where a1 ∈ B1, n1 < N and |p1|  0. Denote for
simplicity that [h]s = [p1 i s j q]. Then (3.15) has the form(
a1 n1 [h]s
)
k t = a1 n1
([h]s k [t])+∑
l1
αla1 n1−l
([h]s k+l [t]).
Since |p1|< |p|, the induction on |p| applies and we have that a1 n1 ([h]s k [t])= [a1 n1
hs k t] modulo smaller normal S-words. On the other hand, let L = fdeg(r)s , then by
Lemma 3.17, [h]s k+l [t] is a linear combination of normal S-words of the first kind whose
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normal S-words of the first kind. This completes the proof of the lemma. ✷
Lemma 3.20. Let S be a Gröbner–Shirshov basis. Let (r)s = [t] k [p i s j q] be an
S-word, where [p i s j q] is a normal S-word of the first kind, t ∈ T is D-free, and
k < N . Then (r)s is equal to [t k p i s j q] modulo smaller normal S-words of the first
kind; and if q is D-free, then all the words are D-free as well.
Proof. We shall use induction on |t|. When |t = 1|, t = a ∈ B , and (r)s is a normal
S-word. So, let |t| > 1 and write t = a1 n1 t1. For simplicity, we put [h]s = [p i s
j q]. Then
(
a1 n1 [t1]
)
k [h]s = a1 n1
([t1] k [h]s)+∑
l1
αla1 n1−l
([t1] k+l [h]s).
We can apply induction to [t1] k [h]s . As a result, a1 n1 ([t1] k [h]s) is equal to a1 n1
[t1 k p i s j q] = [t k p i s j q] modulo smaller normal S-words of the first kind.
By Lemma 3.17, [t1] k+l [h]s is a linear combination of normal S-words of the first
kind whose degree is at most fdeg(r)s − 1. Thus, each a1 n1−l ([t1] k+l [h]s) is a
linear combination of normal S-words of the first kind which are smaller than [t k p i
s j q]. ✷
Proof of Proposition 3.18. Let L= fdeg(u)s  1. If L= 1, then |u|s = 1 and (u)s = s is
a normal S-word. Let L> 1, |u|s > 1, and
(u)s = (u1)s k (u2) or (u)s = (u1) k (u2)s
for some 0 k < N .
Suppose (u)s = (u1)s k (u2). Then u1 = v n s m p and w = p k u2, where p is
D-free and may be empty. By induction, we have
(u1)s = [v n s m p] +
∑
αi [vi ]si ,
where [vi ]si are D-free normal S-words, and v¯i < v n s¯ m p. By Lemma 3.1,
(u2)= [u2] +
∑
βj [wj ],
where [wj ] are normal words with wj < u2. Thus,
(u)s = [v n s m p] k [u2] +
∑
βj [v n s m p] k [wj ]
+
∑
αi [vi]si k [u2] +
∑
αiβj [vi]si k [wj ].
Now, the claim follows from Lemma 3.19. This finishes the proof of the first case.
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Proposition 3.21. Let S be a Gröbner–Shirshov bases in C(B,N), uDis = v n Dis an
associative normal S-word of the second kind. Let (u)Dis be some bracketing of uDis .
Then
(u)Dis =
[
v n Dis
]+∑αj [uj ]Dik sk ,
where [uj ]Dik sk are normal S-words with u¯j < v n s¯Di .
The lemma will follow from Lemma 3.20 and the following statement.
Lemma 3.22. Let S be as in Proposition 3.21 and let
(r)Dls = [t] k
[
p i Dls
]
be a S-word, where [p i Dls] is a normal S-word of the second kind, t ∈ T is D-free, and
k < N . Then (r)Dls is equal to the normal S-word[
t k p i Dls
]
modulo lesser normal S-words.
Proof. Induction on |t| 1. Let |t|> 1, t = a1 n1 t1, and [h]Dls = [p i Dls]. Then(
a1 n1 [t1]
)
k [h]Dls = a1 n1
([t1] k [h]Dls)+∑
l1
αla1 n1−l
([t1] k+l [h]Dls).
We are done by induction on |t| and Lemma 3.17. ✷
Now, we come to the position of proving Theorem 1.2.
Proof of Theorem 1.2. Let f ∈ Id(Dω(S)). By Lemma 3.17
f =
k∑
i=1
αi
[
ui ni D
ji si mi vi
]
, (3.16)
where [ui ni Dji si mi vi ] are normal S-words (ji = 0 and si is D-free if vi = 1). We will
assume that the right hand side of (3.16) has no similar summands.
Let us take leading associative words. By Lemma 3.7,
wi = ui ni s¯iDji mi vi , 1 i  k,
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w1 =w2 = · · · =wl > wl+1 wl+2  · · ·wk.
We will use induction on (w1, l).
If l = 1, then f¯ = u1 n1 s¯1Dj1 m1 v1 and we are done. So let l > 1. Then
w1 = u1 n1 s¯1Dj1 m1 v1 = u2 n2 s¯2Dj2 m2 v2. (3.17)
Assume first that v1 = 1 and v2 = 1. Thus j1 = j2 = 0 and s1, s2 are D-free. Let us rewrite
the first two summands of (3.16) in the form
α1[u1 n1 s1 m1 v1] + α2[u2 n2 s2 m2 v2]
= (α1 + α2)[u1 n1 s1 m1 v1] + α2
([u2 n2 s2 m2 v2] − [u1 n1 s1 m1 v1]). (3.18)
There are three cases to be discussed.
Case 1. s¯1 and s¯2 are mutually disjoint. We assume that s¯1 is at the left of s¯2, i.e.,
u2 = u1 n1 s¯1 m1 a and v1 = a n2 s¯2 m2 v2,
here a ∈ T may be empty. The last item of (3.18) can be rewritten:
[u2 n2 s2 m2 v2] − [u1 n1 s1 m1 v1]
= [u1 n1 s¯1 m1 a n2 s2 m2 v2] − [u1 n1 s1 m1 a n2 s¯2 m2 v2] =A+B,
where
A= [u1 n1 s¯1 m1 a n2 s2 m2 v2] − [u1 n1 s1 m1 a n2 s2 m2 v2]
and
B = [u1 n1 s1 m1 a n2 s2 m2 v2] − [u1 n1 s1 m1 a n2 s¯2 m2 v2].
By Proposition 3.18, A and B are linear combinations of normal S-words with leading
associative words less than w1. Thus, we can rewrite f with a smaller (w1, l).
Case 2. One of s¯1 and s¯2 is a subword of the other, say, w = s¯1 = a n s¯2 m b. Then
n = n2, m = m2 and u2 = u1 n1 a and v2 = b m1 v1. Let (s1, s2)w = s1 − [a n s2 m b]
(a composition of including), and rewrite the last item of (3.18) into
[u2 n2 s2 m2 v2] − [u1 n1 s1 m1 v1]
= [u1 n1 a n s2 m b m1 v2] − [u1 n1 s1 m1 v1] =A−B,
where
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B = [u1 n1 s1 m1 v1] − [u1 n1 [a n s2 m b] m1 v1]
= [u1 n1 (s1, s2)w m1 v1].
We apply Proposition 3.18 to A and obtain a linear combination of normal S-words with
leading associative monomials less than w1. On the other hand, since s1 and s2 are D-free,
(s1, s2)w is a linear combination of D-free normal S-words which are less than w. As a
result, we can also apply Proposition 3.18 to B and obtain a linear combination of normal
S-words which are less than w1. We again rewrite f with a smaller (w1, l).
Case 3. s¯1 and s¯2 have a nonempty intersection as subwords of w, and s¯1 and s¯2 are not
subwords of each other. Assume that s¯1 is at the left of s¯2, i.e.,
u2 = u1 n1 b, v1 = a m2 v2, and s¯1 m1 a = b n2 s¯2 =w,
where a, b ∈ T are D-free, 0  m1 < N , 0  n2 < N , and |s¯1| + |s¯2| > w¯. Again, let
(s1, s2)w = [s1 m1 a] − [b n2 s2] (a composition of intersection), and rewrite the last item
of (3.18) into
[u2 n2 s2 m2 v2] − [u1 n1 s1 m1 v1]
= [u1 n1 b n2 s2 m2 v2] − [u1 n1 s1 m1 a m2 v2] =A−B −C,
where
A= [u1 n1 b n2 s2 m2 v2] − [u1 n1 [b n2 s2] m2 v2],
B = [u1 n1 s1 m1 a m2 v2] − [u1 n1 [s1 m1 a] m2 v2],
C = [u1 n1 (s1, s2)w m2 v2].
By Proposition 3.18, A and B are linear combinations of normal S-words which are less
than w1. Applying Proposition 3.18 and using the fact that S is a Gröbner–Shirshov basis,
we conclude that C is also a linear combination of normal S-words which are less than w1,
and we have decrease (w1, l) in this case as well.
Now, we consider the cases (1) v1 = v2 = 1, and (2) v1 = 1 and v2 = 1.
When v1 = v2 = 1, we have
w1 = u1 n1 s¯1Dj1 = u2 n2 s¯2Dj2 .
Rewrite the first two summands of (3.16) to get
α1
[
u1 n1 D
j1s1
]+ α2[u2 n2 Dj2s2]
= (α1 + α2)
[
u1 n2 D
j1s1
]+ α2([u2 n2 Dj2s2]− [u1 n1 Dj1s1]). (3.19)
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w′ = u1 n1 s¯1 = u2 n2 s¯2Di, (3.20)
and consider two possibilities: s¯1 = u n2 s¯2Di = w and s¯2Di = u n1 s¯1 = w. In the first
case, we have the composition of right including (s1, s2)w = s1 − [u n2 Dis2] which is 0
modulo (S,w), and the last item in (3.19) becomes
[
u2 n2 D
j2s2
]− [u1 n1 Dj1 s1]= [u1 n1 u n2 Dj1+is2]− [u1 n1 Dj1s1]
=−[u1 n1 (Dj1s1 − u n2 Dj1+i s2)]=:A.
By Lemma 3.23 to be given below, Dj1 s1 − [u n2 Dj1+i s2] ≡ 0 mod (S,wDj1 ). As a
result, A is also trivial modulo (S,w1). Now, consider the second possibility. In this case,
we have a trivial (modulo (S,w)) composition of right intersection
(s2, s1)w =Dis2 − [u n2 s1],
and the last term of (3.19) is
[
u2 n2 D
j2s2
]− [u1 n1 Dj1s1]= [u2 n2 Dj2s2]− [u2 n2 u n1 Dj1s1]
= [u2 n2 (Dj1+i s2 − u n1 Dj1s1)]=: B.
Again, using Lemma 3.23, Dj1+i s2 − u n1 Dj1s1 is trivial modulo (S,wDj1 ). As a result,
B is also trivial modulo (S,w1), and we are done in this case.
Finally, suppose that v1 = 1 and v2 = 1. We have
w1 = u1 n1 s¯1 m1 v1 = u2 n2 s¯2Dj (3.21)
for some s1, s2 ∈ S, s1 is D-free, and again, the first two summands of (3.16) becomes
α1[u1 n1 s1 m1 v1] + α2
[
u2 n2 D
j s2
]
= (α1 + α2)[u1 n2 s1 m1 v1] + α2
([
u2 n2 D
j s2
]− [u1 n1 s1 m1 v1]). (3.22)
Again, we have three cases to consider.
Case 1. s¯1 and s¯2 are mutually disjoint. In this case, write u2 = u1 n1 s¯1 m1 a and
v1 = a n2 s¯2Dj , and the last item of (3.22) becomes
[
u2 n2 D
j s2
]− [u1 n1 s1 m1 v1]
= [u1 n1 s¯1 m1 a n2 Dj s2]− [u1 n1 s1 m1 a n2 s¯2Dj ]=A+B,
where
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B = [u1 n1 s1 m1 a n2 Dj s2]− [u1 n1 s1 m1 a n2 s¯2Dj ].
By Propositions 3.18 and 3.21, both A and B are linear combination of normal S-words
less than w1; hence we have (w1, l) decreased.
Case 2. s¯1 is a subword of s¯2Dj . Let w = s¯2 = a n s¯1 m b, where n = n1, m = m1,
b = 1, u1 = u2 n2 a, and v1 = bDj . A rewriting of the last item of (3.22) yields[
u2 n2 D
j s2
]− [u1 n1 s1 m1 v1] = [u2 n2 (Dj s2 − [a n s1 m bDj ])]. (3.23)
Since (s2, s1)w is a composition of elements of S, it is trivial mod (S,w). By Lemma 3.23
below, Dj s2 − [a n s1 m bDj ] is also trivial mod (S,wDj ). Therefore, the right hand
side of (3.23) is a linear combination of normal S-words whose leading monomials are
less than w1, and (w1, l) is again decreased.
Case 3. s¯1 and s¯2 have a nonempty intersection and s¯1 is not a subword of s¯2Dj . Then
u2 = u1 n1 b, s¯1 m1 v1 = b n2 s¯2Dj , and v1 = aDj , where a, b ∈ T , a = 1, and so
s¯1 m1 a = b n2 s¯2 =w, |s¯1| + |s¯2|> |w|.
The composition (s1, s2)w = [s1 m1 a] − [b n2 s2] is thus trivial modulo (S,w). By
Lemma 3.23 to be given below, the “composition” (s1,Dj s2)wDj = [s1 m1 aDj ] − [b n2
Dj s2] is also trivial modulo (S,wDj ), i.e., it is a linear combination of normal S-words
which are less than wDj . Therefore, we rewrite the last item of (3.22) and obtain
[
u2 n2 D
j s2
]− [u1 n1 s1 m1 v1] = [u1 n1 b n2 Dj s2]− [u1 n1 s1 m1 aDj ]
=−[u1 n1 (s1,Dj s2)wDj ].
The last expression is a linear combination of normal S-words that are less than w1. Again,
we have decreased (w1, l), and the proof is complete. ✷
Now, we need to supply the lemma promised in the above proof.
Lemma 3.23. Let S be a set of monic polynomials, s1, s2 ∈ S. Let (s1, s2)w be one of the
following compositions:
• (s1, s2)w = s1 − [u n s2], where w = s¯1 = u n s¯2;
• (s1, s2)w = s1 − [u n s2 m v], where w = s¯1 = u n s¯2 m v, v = 1, and s2 is D-free;
• (s1, s2)w = s1 − [u n Dis2], where w= s¯1 = u n s¯2Di ;
• (s1, s2)w = [s1 m v]− [u n s2], where w = s¯1 n u= v m s¯2, v = 1, s1 is D-free, and
|s¯1| + |s¯2|> |w|;
• (s1, s2)w =Dis1 − [u n s2], where w= s¯1Di = u n s¯2.
If (s1, s2)w ≡ 0 mod (S,w), then we have, respectively,
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• Dj s1 − [u n s2 m vDj ] ≡ 0 mod (S,wDj );
• Dj s1 − [u n Dj+i s2] ≡ 0 mod (S,wDj );
• [s1 m vDj ] − [u n Dj s2] ≡ 0 mod (S,wDj );
• Dj+i s1 − [u n Dj s2] ≡ 0 mod (S,wDj ).
Proof. The fact that (s1, s2)w ≡ 0 mod (S,w) means that
(s1, s2)w =
∑
i∈I
[ui ni si mi vi ] +
∑
j∈J
αj
[
uj nj D
lj sj
]
,
where all the S-words on the right hand side are normal and less than w. Therefore, we
have
Dj (s1, s2)w ≡ 0 mod
(
S,wDj
)
for all j  0.
Thus, it suffices to show that
Dj [a n s1] ∼=
[
a n Dj s1
]
mod
(
S,Djw
) (3.24)
and
Dj [a n s2 m b] ∼=
[
a n s2 m bD
j
]
mod
(
S,Djw
) (3.25)
for all j  0, a, b ∈ T , where s2 is D-free and b = 1. Now, an easy induction on j  0
shows that
Dj [a m s1] =
[
a m Dj s1
]+ ε1,
where ε1 is a linearly combination of S-normal words that are less than a n s¯Dj , and
(3.24) follows. Similarly, using induction on j  0 again, one easily have
Dj [a n s2 m b] =
[
a n s2 m bD
j
]+ ε2,
where ε2 is a linear combination of normal S-words that are less than a n s¯2 m bDj , and
so (3.25) follows. This completes the proof. ✷
Definition 3.24. Let S be a Gröbner–Shirshov basis in C(B,N). A normal word [u] is said
to be S-reduced if u is not of the form a n s¯ m b, s ∈ S, s D-free, a, b ∈ T , nor of the
form a n s¯Dj , s ∈ S, a ∈ T .
Proof of the Composition-Diamond Lemma. Let us define the algorithm of elimination
of leading words (ELW) of S in normal words. Let [u] be a normal word, and let
u= a n s¯ m b, s is D-free or u= a n s¯Di,
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[u] → [u] − [a n s m b] and [u] → [u] − [a n Dj s]
will be called results of ELW of s in [u]. From Lemma 3.7, we have
[a n s m b] = u and [a n Dj s]= u.
Hence, any normal word is a linear combination of S-reduced normal words modulo S. It
follows from Theorem 1.2 that the S-reduced normal words are linearly independent. This
completes the proof of the first part of the Composition-Diamond Lemma.
To prove the second part, we assume that the S is D-free, and that the S-reduced normal
words form a linear basis of C(B,N | S). Suppose that h is a nontrivial composition
of elements of S. So, h = (f, g)w or h = a n f for some f,g ∈ S. We can apply to
h the process of ELW’s of S, and in finite number of steps, we will have the following
presentation of h in C(B,N):
h=
k∑
i=1
αi [ui ni si mi vi ] + h1, (3.26)
where h1 is a linear combination of S-reduced normal D-free words, [ui ni si mi vi],
1 i  k, are D-free normal S-words with si ∈ S. Moreover, we have
ui ni s¯i mi vi  h¯ for all i.
Since h is nontrivial mod S, h1 = 0 in (3.26). On the other hand, h1 ∈ Id(Dω(S)), and by
Theorem 1.2, h¯1 must contain a subword s¯ for some (D-free) s ∈ S, which contradicts
the fact that h1 is S-reduced. This completes the proof of the Composition-Diamond
Lemma. ✷
Remark 3.25. It is easy to check that in the proof of the Composition-Diamond Lemma,
instead of the used order of normal words, we may use the following order
[u]> [v] if wt′(u) >lex wt′(v),
where
wt′
(
a1 n1 a2 · · ·ak nk Diak+1
)= (k + 1, n1, a1, . . . , nk, ak, ak+1, i). (3.27)
This kind of ordering has been used by M. Roitman [44,45] for the coefficient algebras of
free associative (Lie, commutative) conformal algebras.
Remark 3.26. Let S ⊆ C(B,N) be a Gröbner–Shirshov basis. We call S a reduced Gröb-
ner–Shirshov basis if for any s ∈ S, s is a linear combination of (S \ {s})-reduced normal
words. This is the same as to say that for any normal word [w] of s,
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w = u n s¯iDj
for any si ∈ S \ {s}.
In the same way as for reduced Gröbner bases (see, for example [1,36]), it follows from
the Composition-Diamond Lemma that
Theorem 3.27. Any conformal ideal of C(B,N) generated by a D-free set has a unique
reduced Gröbner–Shirshov basis.
Also the algorithm for applying defining relations, i.e., the ELW’s algorithm, gives rise
the following
Theorem 3.28. The word problem for any conformal algebra with finite or recursive Gröb-
ner–Shirshov bases is algorithmically solvable.
4. Applications
4.1. Universal enveloping conformal algebras
Let L be a Lie conformal algebra. By this we mean that L is a linear space over k
equipped with multiplications n , n ∈ Z+, and a linear map D such that
〈
L, n ,n ∈
Z+,D
〉
is a conformal algebra with two additional axioms:
• (Anti-commutativity) a n b=−{b n a}, where
{b n a} =
∑
s0
(−1)n+sD(s)(b n+s a), D(s) =Ds/s!.
• (Jacobi identity)
(a n b) m c=
∑
s0
(−1)s
(
n
s
)(
a n−s (b m+s c)− b m+s (a n−s c)).
Any associative conformal algebra A = 〈A, n ,n ∈ Z+,D〉 can be made into a Lie
conformal algebra A(−) = 〈A, n ,n ∈ Z+,D〉 by defining new multiplications using
conformal commutators:
a n b= a n b− {b n a}, n ∈ Z+.
The locality function for A(−) is essentially the same as for A. Namely, it is given by
NA(−) (a, b)= max
{
NA(a, b),NA(b, a)
}
.
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i ∈ I } and a bounded locality N(ai, aj )N for all i, j ∈ I . Let the multiplication table of
L in the basis B be
ai n aj =
∑
αkij ak, α
k
ij ∈ k[D], i  j, i, j ∈ I, n < N.
Then by UN(L), a universal enveloping conformal algebra of L with respective to B and
N , one means the following associative conformal algebra (see [45]):
UN(L)= C
(
B,N | ai n aj − {aj n ai} − ai n aj = 0, i  j, i, j ∈ I, n < N
)
.
There is a natural Lie conformal homomorphism δ :L→ U(L)(−) given by ai → ai for
all ai ∈B . This δ has the following universal property. Let ε :L→A(−) be a Lie conformal
homomorphism from L to an associative conformal algebra A (thus ε(Dai) = Dε(ai),
ε(ai n aj )= ε(ai) n ε(aj ), ε(ai) m ε(aj )= 0 for all ai, aj ∈ B , mN ). Then there is a
unique associative conformal homomorphism ϕ :U(L)→A such that ϕδ = ε.
Here, we would like to point out that the PBW Theorem for Lie conformal algebras is
not valid in general. It was proved by M. Roitman [45]. To be more precise, he proved that
a free Lie conformal algebra is not embeddable into any associative conformal algebra.
However, the other direction still holds.
The proof of the following result can be found in [11] and [25].
Theorem 4.1 ( 12 -PBW Theorem for Lie conformal algebras). Let
L=
〈
{ai}i∈I ,N
∣∣ ai n aj =∑αkij ak, i  j, i, j ∈ I, n < N〉
be a Lie conformal algebra with the basis {ai}i∈I over k[D] and locality N . Let
UN(L)= C
({ai}i∈I ,N | snij = ai n aj − {aj n ai} − ai n aj = 0,
i  j, i, j ∈ I, n < N)
be a universal enveloping conformal algebra of L. Let S = {snij | i, j ∈ I , 0 n <N}. Then
any polynomial
snij m ak − ai n smjk, (4.1)
where i > j > k, n <N , m<N , is trivial mod (S,w) for w = ai n aj m ak .
4.2. Virasoro Lie conformal algebra
Let
Vir = C(v; N = 2 | v 0 v =Dv, v 1 v = 2v).
Then
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(
v; N = 2 | v 0 v − {v 0 v} =Dv, v 1 v − {v 1 v} = 2v)
= C(v; N = 2 | v 1 v = v),
which is the associative conformal algebra of differential operators.
Lemma 4.2. Let S = {v 1 v − v} ⊆ C(v,2). Then S is a Gröbner–Shirshov basis.
Proof. Let
w= v 1 v 1 v, f = v 1 v− v.
Then there is the unique composition
(f,f )w = f 1 v − v 1 f = (v 1 v) 1 v − v 1 (v 1 v)= 0. ✷
Let [u] be an S-reduced normal word. Then [u] has the form
[u] = [v 0 · · ·v 0 Div︸ ︷︷ ︸
k+1 terms
]
, k  0, i  0.
By the Composition-Diamond Lemma, these words consist of a linear base of U2(Vir).
4.3. Loop Lie conformal algebra
Let g be a Lie algebra with a linear basis {ai}i∈I . The loop Lie conformal algebra for g
is given by
L(g)= 〈{ai}i∈I ,N = 1 | ai 0 aj = [aiaj ], i > j, i, j ∈ I 〉.
A universal enveloping associative conformal algebra of L(g) is then given by
U1(L(g))= C
({ai}i∈I ,N = 1 | ai 0 aj − {aj 0 ai} = [aiaj ], i > j, i, j ∈ I),
which is the associative conformal loop algebra.
Lemma 4.3. The set S = {ai 0 aj −{aj 0 ai}− [aiaj ] | i > j } ⊆ C({ai}i∈I ,1) is a Gröb-
ner–Shirshov basis.
Proof. Any element of S has the form
ai 0 aj − aj 0 ai − [aiaj ], i > j, i, j ∈ I,
and 0 is an associative multiplication. As the same as for usual universal enveloping
algebra of a Lie algebra, these elements have trivial compositions of intersection. The
compositions of left multiplication are also trivial. As a result S is a Gröbner–Shirshov
basis. ✷
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[
ai1 0 ai2 · · ·aik 0 Diaik+1
]
,
where i1  · · · ik+1, i  0, k  0. By the Composition-Diamond Lemma, it follows that
these words form a linear basis of U1(L(g)).
Remark 4.4. It was shown in Kac and D’Andree [28] that any simple Lie conformal
algebra over C of finite rank (over C[D]) is either Vir or L(g) for some simple finite
dimensional Lie algebra g.
4.4. Semidirect product L(g)Vir
Let L(g) and Vir be as above. The semidirect product of L(g) and Vir is defined to be
the Lie conformal algebra
L(g)Vir = 〈{ai}i∈I ∪ {v},N(ai, aj )= 1, N(v, v) = 2,
N(ai, v)=N(v,ai )= 2 | ai 0 aj = [aiaj ], v 0 v =Dv,
v 1 v = 2v, v 0 ai =Dai,
v 1 ai = ai, i > j, i, j ∈ I
〉
.
Now, we have a universal enveloping conformal algebra of L(g)Vir given by
UN
(
L(g)Vir
)= C({ai}i∈I ∪ {v},N(ai , aj )= 1, N(v, v)= 2,
N(ai , v)=N(v,ai)= 2 | ai 0 aj − aj 0 ai − [aiaj ] = 0 (i > j),
v 0 ai − {ai 0 v} −Dai = 0, v 1 v = v,
v 1 ai − {ai 1 v} − ai = 0, i, j ∈ I
)
.
This is the same as to take 2 as the locality of {ai}i∈I ∪ {v} and add ai 1 aj = 0, i, j ∈ I ,
to the defining relations. By abuse of notation, we will denote the above universal algebra
(with relations ai 1 aj = 0, i, j ∈ I ) by U2(L(g)Vir). As a result, we have the following
set of defining relations of U2(L(g)Vir):
s1ij = ai 0 aj − aj 0 ai − [aiaj ] = 0 (i > j), s2ij = ai 1 aj = 0,
t1i = v 0 ai + ai 1 Dv − 2ai 0 v −Dai = 0, u= v 1 v − v = 0,
t2i = v 1 ai + ai 1 v − ai,
where i, j ∈ I .
We also need to add the following compositions of right multiplication (the result of
multiplying t1 by 0 v, 1 v and 0 aj with i  j ):i
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t4i = [v 0 ai 1 v] − [ai 1 v 0 v] + ai 0 v = 0,
s3ij = [v 0 aj 0 ai] − [aj 0 v 0 ai] = 0 (i  j),
where i, j ∈ I (we have transpose i and j in the last relation).
It is straightforward to check that the set
S = {skij , t li , u | 1 k  3, 1 l  4, i, j ∈ I}
is a reduced Gröbner–Shirshov basis of U2(L(g)Vir).
By Composition-Diamond Lemma, the S-reduced normal words form a linear basis of
U2(L(g)Vir), and they are
[
ai1 0 · · ·aik 0 Diaik+1
]
,
[
v 0 · · ·v 0 Di],[
ai1 0 · · ·aik 0 aik+1 0 v 0 · · · 0 v 0 Div
]
,[
ai1 0 · · ·aik 0 aik+1 1 Div
]
,[
ai1 0 · · ·aik 0 aik+1 1 v 0 · · · 0 v 0 Div
]
,
where i1  · · · ik+1 and i  0. The words above with i = 0 form a basis of L(g) Vir
over k[D].
Now, let us use the wt′-ordering (3.27) of normal words for a change. Then the following
relations consist of a reduced Gröbner–Shirshov basis for U2(L(g)Vir):
ai 0 aj − aj 0 ai − [aiaj ] = 0 (i > j), v 1 v− v = 0,
ai 1 Dv + v 0 ai − 2ai 0 v −Dai = 0, ai 1 aj = 0,
[v 0 aj 0 ai] − [aj 0 v 0 ai] = 0 (i  j), v 1 ai + ai 1 v − ai = 0,
[ai 0 v 0 aj ] − [aj 0 v 0 ai] − v 0 [aiaj ] = 0 (i > j),
[ai 1 v 0 aj ] − aj 0 ai − [aiaj ] = 0 (i > j),
[aj 1 v 0 ai] − aj 0 ai = 0 (i  j),
[ai 1 v 0 v] − [v 0 ai 1 v] − ai 0 v = 0, [v 0 ai 0 v] − [ai 0 v 0 v] = 0.
Let us denote this set by S1. Again, the set of S1-reduced normal words form a linear
basis of U2(L(g) Vir). But we cannot find a basis of U2(L(g)  Vir) over k[D] using
S1-reduced words. For example, the words ai 1 v, v 0 ai , ai 0 v, and ai are S1-reduced,
but D(ai 1 v)=−v 0 ai + ai 0 v +Dai .
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Again, let g be a Lie algebra with a linear basis {ai}i∈I . Let N  1 be a fixed odd integer.
Define the Lie conformal algebra LN(g) by
LN(g)=
〈{ai}i∈I ,N | ai N−1 aj = [aiaj ], i > j, i, j ∈ I 〉.
(Hence L(g) = L1(g).) Then a universal enveloping associative conformal algebra of
LN(g) with respect to {ai}i∈I and N is given by
UN
(
LN(g)
)= C({ai}i∈I ,N | ai N−1 aj − {aj N−1 ai} = [aiaj ], i > j, i, j ∈ I).
It is easy see that the set
S = {ai N−1 aj − aj N−1 ai − [aiaj ], i > j}⊆ C({ai}i∈I ,N)
is a Gröbner–Shirshov basis. Any S-reduced normal word of C({ai}i∈I ,N) has the form[
ai1 n1 ai2 · · ·ak nk Diak+1
]
,
where 0 nj < N , i  0, k  0, and aij  aij+1 if nj =N − 1. These words form a linear
basis for UN(LN(g)).
4.6. A generalization of loop associative conformal algebras
Let A be an associative algebra with a linear basis {ai}i∈I . Let N  1 be a fixed integer.
Put
LN(A)= C
({ai}i∈I , N | ai N−1 aj = aiaj , i, j ∈ I).
Then L1(A) = L(A) is the loop associative conformal algebra. Using the Composition-
Diamond Lemma, similar to what we have seen above, there is a linear basis of LN(A)
consists of words [
ai1 n1 ai2 · · ·ak nk Diak+1
]
,
where 0 nj < N − 1, i  0, k  0.
More generally, for any presentation A= 〈B | S〉, let LN(A) be the presentation
LN(A)= C
(
B,N | S N−1
)
,
where S N−1 is obtained from S by changing the associative multiplication · by N−1
and applying the right normed brackets. There is an algebra embedding of A into LN(A)
by taking an arbitrary element f (B) to f (B) N−1 .
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word problem, then LN(A) is a finitely presented associative conformal algebra having
unsolvable word problem. By the Markov–Post theorem [39,42], there exist a finitely
presented associative algebras with unsolvable word problem. Therefore, we have
Theorem 4.5. The word problem is unsolvable for associative conformal algebras.
Remark 4.6. Actually, we don’t need the Composition-Diamond Lemma for this theorem
since it is clear that L1(A)⊇ A. In the same way, Theorem 4.5 is valid for Lie conformal
algebras because the word problem for Lie algebras is unsolvable. The last result was first
proved in [5] (see also [12,37]).
4.7. Some examples of homogeneous conformal algebra
4.7.1. C1 = C(a,N = 3 | [a 2 a 1 a] = 0)
The only defining relation of C1 is homogeneous in the sense that all normal words
involving in this relation (here there is only one) have the same length.
In the paper [9], we have proved that a reduced Gröbner–Shirshov basis of C1 consists
of relations
f = [a 2 a 1 a] = 0,
g = [a 2 a 2 a 2 a] = 0,
hn =
[
a 2 a 0 (a 1 )na 2 a 2 a
]+ 2[(a 1 )n+2a 2 a 2 a]= 0, n 0.
Here g = a 3 f and hn = (. . . ((f, f )w0, f )w1, . . . , f )wn for uniquely defined associative
normal words wi , 0 i  n.
This set of relations, call it S, is recursive. By Composition-Diamond Lemma, it gives
the solvability of the word problem in C1. Namely, if we want to know whether some
polynomial f ∈ C1, degf =m, is equal to 0 in C1, we need to apply to f the process of
the ELW of those relations from S which have degrees less than or equal to m. The last set,
S(m) say, is finite and is well-defined. So in finite number of steps, we can present f as a
sum of S(m)-reduced normal words. The last sum is empty if and only if f = 0 in C1.
In the next section, we will prove that essentially the same algorithm works for any
finitely presented D-free homogeneous conformal algebras. Also, examples C2, C3 and
C4 below show that this statement may be true for any homogeneous relations.
4.7.2. C2 = C(a,N = 3 | a 1 Da = 0)
The following relations form a reduced Gröbner–Shirshov basis of C2:
f = a 1 Da = 0,
f 0 a = [a 0 a 0 a] = 0,
f 1 a ≡ [a 1 a 0 a] − 2[a 0 a 1 a] = 0,
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[a 0 a 2 a] = 0,
f 3 a ≡ [a 1 a 2 a] = 0,
a 4 f ≡ [a 2 a 2 a] = 0.
Since a 3 f ≡ [a 2 a 2 Da] = 0, instead of a 3 f , we have to take the composition of
right including
h= a 3 f −D(a 4 f )≡ [a 2 a 1 a] = 0.
There are two compositions of right intersection left. Namely,
D(f 2 a)− a 1 f ≡ [a 0 a 2 Da] = 0,
and
Dh− a 2 f ≡ [a 2 a 0 a] + 3[a 0 a 2 a] = 0.
There is a linear base of C2 consisting of words
Dia, a 0 Dia, a 1 a, a 2 Dia,
[
a 0 a 1 Dia
]
, [a 0 a 2 a], i  0.
In particular, C2 is not a free k[D]-module. Also, C2 is nilpotent since C42 = 0 (any word
of length 4 is equal to zero).
4.7.3. C3 = C(a,N = 2 | a 1 Da − a 1 a = 0)
Here, the following relations form a reduced Gröbner–Shirshov basis of C3:
a 1 Da = a 1 a, [a 0 a 1 a] = 0, [a 0 a 0 a] = 0,
[a 1 a 0 a] = 0, [a 1 a 1 a] = 0.
By Composition-Diamond Lemma, there is a linear base of C3 consisting of
Dia, a 1 a, a 0 Dia, i  0.
Thus, C3 is not a free k[D]-module. Again, C3 is nilpotent and C33 = 0.
4.7.4. C4 = C(a,N = 2 | a 1 a − a 0 Da = 0)
The following relations are a Gröbner–Shirshov basis of C4:
f = a 1 a − a 0 Da = 0,
f 2 a ≡ [a 0 a 1 a] = 0,
f 0 a ≡ [a 1 a 0 a] = 0,
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f 1 a ≡ [a 0 a 0 a] = 0.
This Gröbner–Shirshov basis is not reduced since a 0 a 1 a contains a 1 a as a subword.
We cannot replace f 2 a ≡ [a 0 a 1 a] = 0 by the composition of right including with
f as the resulting relation [a 0 a 0 Da] = 0 is not D-free. This means that f 2 a is
nontrivial in the new system of relations.
4.8. Homogeneous relations
Lemma 4.7 (cf. [48, Lemma 1]). Let S be a finite monic D-free set in C(B,N). Then
one can effectively construct a finite monic reduced D-free set Sred such that Id(Dω(S))=
Id(Dω(Sred)).
Proof. For any finite monic D-free set W = {s1, s2, . . . , sk} in C(B,N), denote wi =
s¯i ∈ T , and arrange them so that w1 w2  · · ·wk . Then define the type of W by
tp(W)= (w1,w2, . . . ,wk).
The types can be ordered by the deg-lex order in T , and any decreasing series of types
tp(W1) > tp(W2) > tp(W3) > · · ·
is finite.
Suppose that S is not reduced. Replace si in S by α−1(si , sj )w , where (si , sj )w is
a composition of (right) including, and α is the leading coefficients of (si , sj )w , unless
(si , sj )w = 0 and we replace si by 0. Then we have
(si , sj )w < w = s¯i .
As a result, we get a monic D-free set S1 (with 0) such that
tp(S) > (S1) and Id
(
Dω(S)
)= Id (Dω(S1)).
Moreover, we have a natural map from S to S1 by{
sl → sl if l = i;
si → α−1(si , sj )w if (si , sj )w = 0;
si → 0 otherwise.
Therefore, in finite number of steps, we shall obtain a monic reduced D-free set Sred
(with 0) which generates the same ideal as S does. We are done. ✷
Shirshov [49] proved that the word problem is solvable (by the Shirshov bases method)
for any Lie algebra having a finite set of homogeneous defining relations. An analogous
theorem for associative conformal algebras holds as we now state and prove.
772 L.A. Bokut et al. / Journal of Algebra 272 (2004) 739–774Theorem 4.8. Let S be a finite D-free monic homogeneous set in C(B,N), |B| < ∞.
Then the word problem for the associative conformal algebra C = C(B,N | S) is
algorithmically solvable.
Proof. Consider the following sequence of finite D-free monic reduced sets:
S0 = Sred and
Sn =
{
Sn−1 ∪
{
(f, g)w, a n f, f, g ∈ Sn−1, a ∈ B, nN
}}red if n > 0,
where each (f, g)w is a composition of intersection (not including). The locality axiom
implies that any Sn is finite. In fact, this sequence is a direct spectrum
S→ S0 → S1 →·· ·→ Sn →·· · (4.2)
of maps induced by embeddings and the ELW process (see the proof of Lemma 4.7). Since
the ELW process can only be applied to the same f finitely many times, we may define the
direct limit (union) of (4.2):
Scomp = lim−→Sn.
Now, the set Scomp is a reduced Gröbner–Shirshov basis and it generates the same ideal
as S does. In Shirshov’s notation, Scomp = S∗, and Scomp is the result of applying the
Shirshov algorithm [49] to S. For commutative algebras, the corresponding algorithm is
finite and is referred to as the Buchberger algorithm [21]. For this reason, we shall refer to
the Shirshov algorithm as the Buchberger–Shirshov algorithm.
What is more, Scomp is the stable set in the sense of Shirshov [49]: it is reduced and
deg(f, g)w > max{degf,degg}, deg(a n f ) > degf (4.3)
for any f,g ∈ Scomp (with deg(0)=+∞). This is because that f and g are homogeneous,
and Scomp is reduced (so that the composition (f, g)w is not a composition of including).
From (4.3), it is easy to see that the polynomials in Scomp with degrees less than or equal
to n belong to Sn−1.
Let f ∈ C(B,N) with degf = n. We want to know whether f = 0 ∈ C, i.e., whether
f ∈ Id(Dω(Scomp)). By Composition-Diamond Lemma, this is true if and only if f can be
transformed into 0 by the ELW of S in f . For any of such elimination, we need to use a
polynomial s ∈ Scomp with deg s  n, and we know that such an s belongs to Sn−1. As a
result, f = 0 in C if and only if f is an empty sum of Sn−1-reduced normal words. Since
it is an effective process to find this sum, the word problem is solvable. This completes the
proof. ✷
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