We study the syzygies of the ideals of the Segre embeddings. Let d ∈ N, d ≥ 3; we prove that the line bundle O(1, ..., 1) on the P 1 × .... × P 1 (d copies) satisfies Property N p of GreenLazarsfeld if and only if p ≤ 3. Besides we prove that if we have a projective variety not satisfying Property N p for some p, then the product of it with any other projective variety does not satisfy Property N p . From this we deduce also other corollaries about syzygies of Segre embeddings.
Introduction
Let M be a very ample line bundle on a smooth complex projective variety Y and let ϕ M : Y → P(H 0 (Y, M ) * ) be the map associated to M . We recall the definition of Property N p of GreenLazarsfeld, studied for the first time by Green in [Gr1-2] (see also [G-L] , [Gr3] Theorem 1 (Green) . Let a be a positive integer. The line bundle O P n (a) satisfies Property N a .
Theorem 2 (Ottaviani-Paoletti) [O-P] . If n ≥ 2, a ≥ 3 and the bundle O P n (a) satisfies Property N p , then p ≤ 3a − 3.
Theorem 3 (Josefiak-Pragacz-Weyman) [J-P-W] . The bundle O P n (2) satisfies Property N p if and only if p ≤ 5 when n ≥ 3 and for all p when n = 2.
(See [O-P] for a more complete bibliography.) Case d = 2:
Theorem 5 (Lascoux-Pragacz-Weymann) [Las] , [P-W] . Let n 1 , n 2 ≥ 2. The line bundle O P n 1 ×P n 2 (1, 1) satisfies Property N p if and only if p ≤ 3.
Here we consider O(1, ..., 1) on P 1 × ... × P 1 (d times, for any d). We prove (Section 2):
Besides we prove (Section 3): 
In particular, from Corollary 8 and Theorem 6, we have:
Proof of Theorem 6
First we have to recall some facts on toric ideals from [St] . Let k ∈ N. Let A = {a 1 , ..., a n } be a subset of Z k . The toric ideal I A is defined as the ideal in C[x 1 , ..., x n ] generated as vector space by the binomials
We have that I A is homogeneous if and only if ∃ ω ∈ Q k s.t. ω · a i = 1 ∀i = 1, ..., n; the rings C[x 1 , ..., x n ] and C[x 1 , ..., x n ]/I A are multigraded by NA via deg x i = a i ; the element x
Theorem 12.12 p.120 in [St] studies the syzygies of the ideal I A ; for each b ∈ NA, let ∆ b be the simplicial complex on the set {1, .., n} defined as follows:
(thus, by identifying {1, ..., n} with A, we have:
where < a i 1 , ...., a i k > is the simplex generated by a i 1 , ...., a i k ): [St] (Thm. 12.12) . Let A = {a 1 , ..., a n } be a subset of Z k and I A be the associated toric ideal. Let 
Proof of Theorem 6. If we take
A = A d = {(1, ǫ 1 , ..., ǫ d )|ǫ i ∈ {0, 1}},= deg b, ∆ b = ∪ a i 1 ,....,a i k ∈A d ,a i 1 +...+a i k =b < a i 1 , ...., a i k >; we say that < a i 1 , ...., a i k > is a degenerate k- simplex if ∃ l, m ∈ {1, ..., k} with l = m s.t. a i l = a im ;
Notation 12 Let
..,k and exactly ε of χ 1 ,...,χ k are equal to 1 < a1 χ1
, ....,
is the union of the four (possibly degenerate) tetrahedrons
can be obtained from S by "constructing a tetrahedron on everyone of the four faces of S" and considering the union of these four tetrahedrons. The set S ′ 2 is the union of the following six (possibly degenerate) tetrahedrons:
Then S ′ 2 can be obtained from S by "constructing a tetrahedron on everyone of the six edges of S" and considering the union of these six tetrahedrons (see Fig. 1 , representing S ′ ε in the case S is not degenerate). 
Notation 14 Let
The idea of the proof is to consider a l-cycle (for l = 1, 2) in ∆ b ε and to show that it is homologous to a l-cycle in F l (∆ b ) and then to show that it is homologous to 0 by using that H l (∆ b ) = 0. > for any i 1 , i 2 , i 3 , l ∈ {1, ..., k} with l = i j for j = 1, 2, 3. This is true in particular if k ≥ 4 and ε ∈ {1, ..., [ Definition 16 For any c ∈ NA d with deg c = s and ε ∈ {1, ..., s}, we define R c,ε the following set:
, ...,
, ..., 
). We want to showH i (sk i+1 (R c,ε )) = 0. Let β be a i-cycle ); consider now a (i + 1)-chain ψ in sk i+1 (R c,ε ) whose support is ∪ jFj , whereF j = F j if F j ⊆ sk i+1 (R c,ε ) andF j is a cone on the border of F j if F j ⊆ sk i+1 (R c,ε ), in such way that ∂ψ = β (observe that in our cases such cones exist, in fact: R c,ε is the union of the (possibly degenerate) (s − 1)-simplexes "obtained from the (possibly degenerate) s-simplexes of ∆ c ε − 1 by taking off a vertex whose last coordinate is 0"; in the case i = 0 one can check that the 1-simplexes whose vertices have the last coordinates equal to 1, 1 or to 1, 0 are contained in R c,ε , while for a 1-simplex F whose vertices have the last coordinates equal to 0, 0, there exists a cone,F , on the border of F withF ⊆ R c,ε , since s ≥ 3; analogously the case b)). Thus we provedH i (sk i+1 (R c,ε )) = 0. ThusH i (R c,ε ) = 0.
Q.e.d. in Lemma 17
Proof. Obviously we can suppose sp(γ) ⊆ sk 1 (∆ b ε ). The proof is by induction on the cardinality
e. we will prove that γ is homotopically equivalent a 1-cycleγ
) for j = 1, 2. Precisely let γ = σ 1 + σ 2 + ..., where σ 1 and σ 2 are two simplexes
Let α be the 1-cycle −σ 1 −σ 2 +σ ′ 1 +σ ′ 2 , where σ ′ 1 and σ ′ 2 are two simplexes
The support of α is the union of the two cones with vertices a 1 and a 0 on {P 1 , P 2 }.
We state that P i ∈ R b−a,ε for i = 1, 2. In fact, < P i ,
; we recall
, ..., by taking off a vertex whose last coordinate is 0"; then, if the last coordinate of P i is 1, we may conclude at once that P i ∈ R b−a,ε ; also if the last coordinate of P i is 0, we may conclude that P i ∈ R b−a,ε , because the number of the vertices whose last coordinate is 0 in a (possibly degenerate
Thus sp(α) ⊆ C, where C is the union of the two cones < 
Thus we have that α is homologous to 0. Thus γ is homologous to γ + α; obviously γ + α (and then γ) is homologous to a 1-cycleγ whose support can be obtained from sp(γ) by substituting the cone with vertex a 1 on {P 1 , P 2 } with the cone with vertex
; thus we conclude.
Q.e.d. in Lemma 18
In order to prove that O P 1 ×...×P 1 (1, .., 1) (d times) satisfies N 2 for any d, we suppose (by induction) that
Cases ε ≤ k − 3. We know that every 1-cycle γ in ∆ b ε is homologous to a 1−cycle in
and H 1 (F 2 (∆ b )) = 0 (because, by induction hypothesis,
Cases ε > k − 3. These cases are slightly more difficult. By Lemma 18 every 1-cycle γ in ∆ b ε is homologous to a 1-cycle γ ′ in F 1 (∆ b ). But in these cases we have not the inclusion
thus we have to conclude the proof in another way.
whose support is ∪ iFi , whereF i is a cone ⊆ ∆ b ε on the border of F i (there exists by Remark 15), in such way that ∂ψ = γ ′ ; thus
Proof. Obviously we can suppose that sp(µ) ⊆ sk 2 (∆ b ε ). The proof is by induction on the cardinality of (sp(µ)
e. we will prove that µ is homotopically equivalent
Let α be a 2-cycle whose support is the union of the two cones with vertices a 1 and a 0 on the polygon with vertices P 1 , ..., P r ; choose α in such way that µ + α is homologous to a 2-cycleμ whose support can be obtained from sp(µ) by substituting the cone with vertex a 1 on the polygon with vertices P 1 , ..., P r with the cone with vertex a 0 on the polygon with vertices P 1 , ..., P r . We state that < P i , P i+1 > ⊆ R b−a,ε for i = 1, ..., r − 1 and < P r , P 1 > ⊆ R b−a,ε . In fact: is k − 1 − (ε − 1) ≥ 3, we have < P i , P i+1 > ⊆ R b−a,ε (obviously in a completely analogous way we have < P r , P 1 > ⊆ R b−a,ε ).
Thus we have that α is homologous to 0. Thus µ is homologous to µ + α; the cycle µ + α (and then µ) is homologous to a 2-cycleμ whose support can be obtained from sp(µ) by substituting the cone with vertex a 1 on the polygon with vertices P 1 , ..., P r with the cone with vertex a 0 on the polygon with vertices P 1 , ..., P r . Then
in Lemma 19
In order to prove that O P 1 ×...×P 1 (1, .., 1) (d times) satisfies N 3 for any d, we suppose (by induction) that
Cases ε ≤ k − 4. We have that every 2-cycle µ in ∆ b ε is homologous to a 2-cycleμ in
, we may conclude that
Cases ε > k − 4. We have that every 2-cycle µ in ∆ b ε is homologous to a 2-cycleμ in
But in these cases we have not the inclusion
, thus we may not conclude at once. 
Q.e.d. in Theorem 6
3 Proof of Proposition 7
Let X and Y be two projective varieties and L a line bundle on X and M a line bundle on Y . Let {σ 0 , ..., σ k } be a basis of H 0 (X, L) and let {s 0 , ..., s l } be a basis of H 0 (Y, M ); we can suppose ∃ y ∈ Y s.t. s 0 (y) = 0, s j (y) = 0 for j = 0; let t i,j be the coordinates corresponding to {σ i ⊗ s j } i,j of the embedding of X × Y by π * X L ⊗ π * Y M (where π · is the projection on ·) and let t i be the coordinates corresponding to {σ 0 , ..., σ k } of the embedding of X by L. 
