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NOTACIO´N
La siguiente notacio´n se considera a lo largo de este trabajo:
• Dado un vector xi(t)∈Rn y una constante φ∈IN, xi(t)=
[
xi,1(t) xi,2(t) . . . xi,n(t)
]T
,
xi(t− φ) =
[
xi,1(t− φ) xi,2(t− φ) . . . xi,n(t− φ)
]T
.
• ∇ es el operador retardo: ∇φx(t) = x(t− φ), con φ ∈ IN .
• R[∇] es el anillo de polinomios en ∇ con coeficientes en R.
• L(k)fNhN(x(t),x(t− 1), . . . ,xN(t− τ )) con τ ∈ R+ define la k-e´sima derivada
de Lie repetida de la funcio´n hN(x(t),x(t− 1), . . . ,xN(t− τ )) a lo largo de la
funcio´n fN , donde
LfNhN(x(t),x(t−1),. . . ,xN(t−τ ))=
τ∑
i=0
∂hN(x(t),x(t−1), . . . ,xN(t−τ ))
∂∇ix(t) ∇
ifN .
Por recursio´n,
L
(k)
fN
hN(x(t),x(t−1),. . .,xN(t−τ ))=LfN[L(k−1)fN hN(x(t),x(t−1),. . .,xN(t−τ ))] ∀k≥1.
• deg(T[∇]) es el ma´ximo grado polinomial de T [∇].
• sup(τa, τm) define el ma´ximo valor entre las constantes τa y τm.
• D es un subconjunto de Rn.
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Cap´ıtulo I
INTRODUCCIO´N
En la descripcio´n matema´tica de un proceso, por lo general se supone que su com-
portamiento solo depende del estado presente; esto es va´lido para una amplia clase de
sistemas dina´micos. Sin embargo, hay situaciones especiales en los que esta suposicio´n
no se satisface debido a una dependencia de sucesos pasados, originada por feno´menos
de transporte (de materia, energ´ıa, informacio´n), de tiempos de reaccio´n (de sensores,
actuadores, procesos biolo´gicos) y de co´mputo. Estos son los llamados sistemas con
retardos o hereditarios.
El crecimiento de una poblacio´n es un ejemplo de esta clase de sistemas, el cual se
representa en su modelo ma´s simple, por la ecuacio´n (Go´recki et al., 1989):
x˙(t) = g(x(t))− g(x(t− τ )) (1)
donde x(t) es el nu´mero de individuos en una poblacio´n en un tiempo t, g(x(t)) el
nu´mero de nacimientos por unidad de tiempo y el retardo τ el tiempo promedio de
vida de los individuos. La dinamita es otro ejemplo, donde el tiempo muerto entre
el momento de encendido de la mecha y la explosio´n es de mucha utilidad. Lo cierto
es que podemos encontrar estos procesos en un nu´mero importante de aplicaciones en
a´reas del conocimiento tan distintas como biolog´ıa, economı´a, ecolog´ıa y robo´tica, por
mencionar algunas (ver Go´recki et al. (1989); Azorin et al. (2004); Tian (2005); Zhang
et al. (2005) y referencias inclu´ıdas).
2Un sistema con retardos, por definicio´n, es entonces aquel sistema dina´mico cuya
evolucio´n en el tiempo no solo depende de su estado presente x(t), sino tambie´n de
su historia pasada (Gu et al., 2003). Al intentar resolver este tipo de ecuaciones,
llamadas ecuaciones diferenciales funcionales (FDEs, por sus siglas en ingle´s), el estado
no puede ser un vector x(t) definido en un valor discreto de tiempo t, como en el caso
de ecuaciones diferenciales ordinarias (ODEs, por sus siglas en ingle´s), sino una funcio´n
xt correspondiente a cada instante dentro de un intervalo de tiempo pasado (Richard,
2003), es decir x˙(t) = F (t, xt). Por ejemplo, en el caso de la ecuacio´n (1), xt corresponde
al estado del sistema (Gouaisbaut & Peaucelle, 2006):
xt(·) =
 [−τ , t] → Rn
θ 7→ xt(θ) = x(t+ θ)
El vector x(t)∈Rn se denomina el estado instanta´neo y se trata de la funcio´n xt evaluada
en el instante θ=0. La funcio´n xt se puede ver como un nu´mero infinito de condiciones
iniciales, por lo que los sistemas con retardos pertenecen a la clase de sistemas de di-
mensio´n infinita. Uno de los problemas principales en los sistemas con retardos es la
necesidad, en general, de conocer los valores futuros del estado para usarlos en la s´ıntesis
de leyes de control por retroalimentacio´n, esta restriccio´n representa un obsta´culo para
su implementacio´n directa. Diferentes soluciones se han propuesto en la literatura,
desde el estudio de te´cnicas de aproximacio´n para obtener modelos simplificados libres
de retardos, tales como la aproximacio´n de Pade´ de primer y segundo orden (Philipp
et al., 1999; Wang & Hu, 1999; Probst et al., 2010), la serie Laguerre-Fourier (Ma¨kila¨,
1990) y las de Kautz (Ma¨kila¨ & Partington, 1999; Taheri, 2008), por mencionar algu-
nas; el uso de predictores de estado, que permiten obtener una estimacio´n aproximada
de los valores futuros de la solucio´n del sistema analizado, resolviendo as´ı el problema
de causalidad (ver Maza-Casas et al. (1999); Mohagheghi et al. (2007); Witrant et al.
3(2007a) y referencias inclu´ıdas); hasta la caracterizacio´n de condiciones para encontrar
soluciones causales para problemas de control comunes, tal es el caso de la linealizacio´n
entrada/salida (Ma´rquez-Mart´ınez & Moog, 2004), el telecontrol maestro esclavo para
sistemas meca´nicos subactuados (Pen˜aloza Mej´ıa et al., 2008), el seguimiento de trayec-
toria (Estrada-Garc´ıa et al., 2008), el desacoplamiento de perturbaciones (Moog et al.,
2000), entre otros.
Desafortunadamente, respecto a las aproximaciones racionales, aunque permiten
aproximar el sistema a uno de dimensio´n finita para as´ı manejarlo con te´cnicas usuales
de control, el ignorar algunos efectos que se pueden representar por FDEs puede ser una
fuente de problemas, o al menos, constituye una limitacio´n en el ana´lisis del proceso
representado (Richard, 2003). La convergencia de la aproximacio´n propuesta de los
predictores de estado se analiza considerando el error entre el valor futuro exacto y la
estimacio´n aproximada propuesta, de manera que, aunque constituyen una herramienta
muy u´til para reconstruir los valores futuros del estado (la salida), son muy sensibles
a variaciones parame´tricas. Por ello, en este trabajo de tesis consideramos te´cnicas
de control que buscan soluciones causales, de esta forma el problema se resuelve con
la informacio´n al instante de tiempo en que se recibe en el sistema. Por ejemplo, un
veh´ıculo robo´tico de exploracio´n controlado mediante computadora recibe las sen˜ales
de posicio´n deseada x(t) con un retardo τ . Un controlador causal ser´ıa aquel que usara
las sen˜ales de posicio´n en un tiempo x(t− τ ) y no al tiempo x(t), ya que estas u´ltimas
no se tienen y tendr´ıan que reconstruirse mediante un predictor.
De lo expuesto anteriormente se deduce la importancia de desarrollar una teor´ıa
4particular, as´ı como nuevas herramientas matema´ticas adaptadas a sistemas con retar-
dos. Existen avances significativos, sobre todo en el campo de sistemas lineales, sin
embargo au´n quedan varios problemas abiertos. Ma´s informacio´n se puede consultar en
textos especializados como Hale (1977); Go´recki et al. (1989); Kolmanovskii & Myshkis
(1992); Niculescu (1997); Mahmoud (2000); Gu et al. (2003) y referencias inclu´ıdas.
Enseguida se detallan diversos aspectos de la problema´tica a tratar, especificando
antecedentes, objetivos, motivacio´n y alcances de esta investigacio´n.
I.1 Antecedentes
En este trabajo se estudian, de forma general, los sistemas controlados en red (NCSs,
por sus siglas en ingle´s) y como aplicacio´n espec´ıfica los sistemas de potencia. Ambos
presentan dos tipos de retardos, uno en las interconexiones y otro en el canal de comu-
nicacio´n, que en el sistema de potencia se deben a las l´ıneas de transmisio´n y al uso de
sistemas de medicio´n de a´rea amplia (WAMS, por sus siglas en ingle´s), respectivamente.
Es bien sabido que las etapas de modelado e identificacio´n de para´metros son cru-
ciales en el proceso de disen˜o de un controlador, ya que si el modelo no aproxima
correctamente el comportamiento dina´mico del proceso que se desea controlar, entonces
el desempen˜o del controlador sera´ pobre (Sung et al., 2009). Es por ello que siempre se
busca tener “el mejor modelo”, de acuerdo a los objetivos del control.
En la bu´squeda del mejor modelo posible, en cuanto a un sistema con retardos se
5refiere, desde principios de los an˜os ochenta se investiga el problema de eliminacio´n o
reduccio´n de retardos en sistemas lineales con retardos (SLR), esto ya que no se puede
estudiar, analizar, controlar razonablemente un sistema con retardos sin comprender si
realmente esta´ retardado. Sorprendentemente, este problema ha permanecido abierto
y, aunque se han encontrado soluciones parciales, es un tema de investigacio´n vigente,
como se muestra en los trabajos de Pugh et al. (1996); Fiagbedzi (2002); Boudellioua
(2007); Boudellioua & Quadrat (2008).
Antes de comenzar a trabajar con sistemas interconectados se aborda este tema. El
resultado ma´s relacionado a este trabajo de tesis es el de Lee et al. (1982), donde se da
una condicio´n suficiente para reducir el nu´mero de te´rminos retardados para SLR de la
forma x˙(t) = A[∇]x(t) = A0x(t)+A1∇hx(t)+· · ·+Aφ∇φhx(t) con h ∈ R+ y φ ∈ Z+.
Este resultado se basa en que la existencia de un vector c´ıclico B[∇] permite encontrar
la forma con el mı´nimo nu´mero de retardos en tiempo mediante la transformacio´n
z(t) =
[
B[∇] A[∇]B[∇] . . . A[∇]n−1B[∇]
]−1
x(t). (2)
Adema´s, (2) lleva a un sistema sin retardos en el caso de sistemas monoentrada fuerte-
mente controlables si B[∇] es la matriz de coeficientes de la entrada. Ma´s adelante
se dara´ solucio´n a este problema, que ha inquietado a la comunidad cient´ıfica durante
tanto tiempo.
El uso de sistemas en red se ha vuelto popular como resultado de su arquitectura
flexible y los bajos costos de instalacio´n y mantenimiento (Zampieri, 2008). Adema´s de
los retardos en la red, estos sistemas presentan otros problemas debido a la influencia
del canal de comunicacio´n, como son el muestreo as´ıncrono y la pe´rdida y cuantizacio´n
6de los datos, lo cual hace ma´s complejo la estimacio´n, ana´lisis y s´ıntesis de contro-
ladores. En Hokayem & Abdallah (2004); Hespanha et al. (2007); Zampieri (2008) y
referencias inclu´ıdas se dan algunos resultados para resolver algunos de estos problemas
espec´ıficos. En este trabajo se analiza u´nicamente la sincronizacio´n maestro-esclavo
para NCSs tomando en cuenta los retardos en el canal de comunicacio´n y eventual-
mente en sistemas que presentan interconexiones f´ısicas.
El retardo causado por la red de comunicacio´n en NCSs no puede despreciarse
(Witrant et al., 2006) y, como vimos en la seccio´n anterior, puede degradar el de-
sempen˜o del sistema o incluso desestabilizarlo, si no se considera en el ana´lisis (ver
Branicky et al. (2000) y referencias inclu´ıdas). Los procedimientos usuales son aproxi-
marlo por alguna metodolog´ıa o utilizar un compensador no causal y un predictor para
calcular los valores futuros del estado. Algunas de estas te´cnicas de control propuestas
son: teor´ıa estoca´stica (Nilsson, 1998), control robusto (Goktas, 2000), teor´ıa de per-
turbaciones (Walsh et al., 1999) y compensadores del retardo basados en predictores
(ver por ejemplo Hespanha et al. (2007), Witrant et al. (2007a,b), Zhang et al. (2007),
Zampieri (2008) y referencias inclu´ıdas). En el a´rea de teleoperacio´n algunos trabajos
han estudiado los retardos de transmisio´n, principalmente para el caso de dos sistemas,
con retardos constantes (Garc´ıa et al., 2000; Azorin et al., 2003; Fattouh & Sename,
2003) o variables (Witrant et al., 2003; Yue et al., 2004; Chopra et al., 2008; Seuret &
Richard, 2008; Hua & Liu, 2011; Zhang et al., 2011; Kruszewski et al., 2011). Tales
retardos son inducidos por el canal de comunicacio´n y no por interconexiones f´ısicas.
Una red de sistemas de potencia presenta ambos retardos, uno debido a las intercone-
xiones f´ısicas y otro debido al uso de WAMS (Duan et al., 2009). Sin embargo, hasta
7donde sabemos no existen precedentes que estudien los NCSs considerando ambos tipos
de retardo. Resultados preliminares se encuentran en Moog & Ga´rate-Garc´ıa (2008).
En los u´ltimos an˜os el estudio de sistemas de potencia interconectados (SPI) ha
cobrado importancia. El aumento en la demanda de electricidad ha llevado a operar
estos sistemas cerca de sus l´ımites de transferencia de potencia. Como consecuencia
se han descubierto varios modos de oscilacio´n entre a´reas lejanas que son dif´ıciles de
controlar mediante un control local (Chang & Xu, 2007).
Diferentes modelos y te´cnicas de control se han propuesto para solucionar este
problema. Una alternativa interesante es el uso de WAMS, donde se utilizan sen˜ales
remotas para el control. Algunas mejoras significativas han sido reportadas usando esta
te´cnica (ver por ejemplo Snyder et al. (2000); Kamwa et al. (2001); Chaudhuri et al.
(2004); Zabaiou et al. (2008)), sin embargo, el problema ma´s significativo asociado a
esta tecnolog´ıa es el retardo existente entre el instante de medicio´n y el tiempo en que
estas sen˜ales esta´n disponibles para el controlador.
Lo cierto es que la atencio´n brindada al ana´lisis de los retardos asociados a las
grandes redes de SPI se ha incrementado. Como se menciono´, podemos identificar
dos tipos de retardos: aquellos asociados a la longitud de la l´ınea de transmisio´n, que
generalmente son muy pequen˜os (del orden de 10 ms) (Wu & Heydt, 2003), y los retardos
debido al uso de WAMS, que esta´n en el rango de 100-700 ms., dependiendo del tipo de
enlace y otras caracter´ısticas (Naduvathuparambil et al., 2002). Su impacto es crucial
cuando los controladores intercambian datos a trave´s de la red (ver Wu et al. (2004);
8Jia et al. (2008)), de ah´ı la investigacio´n en este trabajo de tesis.
I.2 Objetivos
I.2.1 Objetivo general
Establecer condiciones para la reduccio´n del retardo ma´ximo en sistemas lineales me-
diante una transformacio´n bicausal, as´ı como esquemas de sincronizacio´n maestro-
esclavo que eviten o minimicen el uso de predictores para sistemas controlados en red
y para sistemas de potencia interconectados.
I.2.2 Objetivos espec´ıficos
• Establecer condiciones necesarias y suficientes para determinar que sistemas con
retardos son equivalentes a un sistema sin retardos. Esto es u´til para identificar
aquellos sistemas que se encuentran falsamente retardados por algu´n error de
modelado o una mala eleccio´n de variables.
• Encontrar una transformacio´n bicausal que lleve un sistema con retardos a una
representacio´n con el menor retardo ma´ximo posible. Esto lleva a una contribucio´n
en el a´rea de estabilidad ya que existen resultados en la literatura para una can-
tidad fija de retardos que podr´ıan utilizarse en el sistema reducido.
• Brindar soluciones causales para el problema de sincronizacio´n de NCSs, en parti-
cular para sistemas que presentan interconexiones f´ısicas entre los sistemas
maestro y esclavo.
• Modelar una red de SPI con retardos de comunicacio´n.
9• Proponer me´todos causales de sincronizacio´n para SPI.
I.3 Motivacio´n
Esta investigacio´n es motivada por varias razones:
• Un sistema con retardos equivalente a un sistema sin retardos puede estabilizarse
con te´cnicas de control cla´sico.
• La reduccio´n de retardos aumenta las posibilidades de utilizar criterios de estabili-
dad ya existentes, puesto que existen varios resultados desarrollados para sistemas
con cantidades mı´nimas de retardos (ver por ejemplo Gu et al. (2003); Michiels
& Niculescu (2008) y referencias inclu´ıdas).
• Transformar un sistema hereditario a uno con una cantidad menor de retardos
requiere menos recursos de memoria, lo que permite resolver sistemas de ma´s
ecuaciones e incrementar la velocidad de co´mputo de algunos procedimientos
nume´ricos.
• La reduccio´n de retardos permite caracterizar la ventana temporal mı´nima re-
querida para definir el estado.
• Caracterizar la equivalencia de sistemas con un orden distinto de retardos abre la
puerta al estudio de la equivalencia de dichos sistemas a nivel de sus soluciones.
• Brindar una alternativa para disminuir las oscilaciones inter-a´rea en las redes de
sistemas de potencia.
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I.4 Contribuciones
En secciones precedentes se establecio´ la importancia de desarrollar herramientas de
ana´lisis espec´ıficas para sistemas con retardos as´ı como las razones que motivaron la
eleccio´n de los diversos temas que conforman la investigacio´n y sus antecedentes. En-
seguida se describen las aportaciones principales de esta tesis.
En el Cap´ıtulo II se muestra uno de los resultados ma´s importantes de este trabajo,
publicado en Ga´rate-Garc´ıa et al. (2011): la caracterizacio´n de aquellos sistemas con
retardos que son equivalentes, mediante transformaciones bicausales, a un sistema sin
retardos o a un sistema con un retardo ma´ximo menor que el de las coordenadas de
origen. Los criterios presentados brindan condiciones necesarias y suficientes, en el caso
de SLR, dando una solucio´n completa a un problema que permanec´ıa abierto desde
hace ma´s de tres de´cadas.
En el Cap´ıtulo III se presenta una metodolog´ıa para desarrollar controladores causales
que resuelven el problema de sincronizacio´n maestro-esclavo de NCSs con retardos
originados tanto por el canal de comunicacio´n como por interconexiones f´ısicas. Se
muestra que una condicio´n suficiente para que exista dicha solucio´n causal, en sis-
temas que tienen u´nicamente retardos de comunicacio´n, es que ciertas ecuaciones de
error de seguimiento de trayectoria y de sincronizacio´n planteadas con retardos sean
asinto´ticamente estables. En sistemas que tienen adema´s los retardos de interconexio´n
se requiere, adicional a lo anterior, que dichos retardos sean mayores al del canal de
comunicacio´n para que el controlador siga siendo causal. Esta contribucio´n teo´rica
es una generalizacio´n del trabajo de Estrada-Garcia et al. (2007) en cuanto al uso de
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ecuaciones de error retardadas para la sincronizacio´n pero, hasta donde sabemos, es el
primero que incluye el ana´lisis en NCSs con retardos debido tanto al canal de comu-
nicacio´n como a las interconexiones f´ısicas. Algunos resultados se pueden consultar en
Moog & Ga´rate-Garc´ıa (2008).
En el Cap´ıtulo IV se establece un modelo para redes de SPI que presentan retardos
causados por interconexiones f´ısicas (las l´ıneas de transmisio´n) y eventualmente por el
canal de comunicacio´n al usar WAMS. Se realiza la s´ıntesis de dos esquemas de control
causales basados en el criterio de estabilidad de Lyapunov-Krasovskii y en el uso de de-
sigualdades lineales matriciales (LMIs, por sus siglas en ingle´s). Un esquema es de tipo
descentralizado, es decir, usando solo las variables locales de cada generador y el otro
es centralizado, usando las variables proporcionadas por los WAMS. Las aportaciones
principales son la s´ıntesis de un controlador causal, aunque local, que considera retardos
originados tanto por las l´ıneas de transmisio´n como por el uso de WAMS ya que, aunque
varios trabajos en la literatura estudian el impacto del retardo causado por WAMS son
pocos los que abordan la s´ıntesis del controlador; que la metodolog´ıa propuesta, para
ambos tipos de control, evita o minimiza el uso de predictores y adema´s es sencilla de
implementar usando un programa especializado para LMIs; tambie´n se muestra que un
control descentralizado es capaz de estabilizar los SPI. Algunos resultados se presentan
en Ga´rate-Garc´ıa et al. (2009).
12
13
Cap´ıtulo II
MODELADO.
En la seccio´n anterior se menciono´ la importancia de la exactitud del modelo matema´tico
de un proceso y el efecto de los retardos en el ana´lisis y s´ıntesis de controladores para sis-
temas que tienen tiempos muertos. En el presente cap´ıtulo se dan condiciones necesarias
y suficientes para verificar si un SLR es equivalente, mediante operaciones bicausales, a
un sistema sin retardos o bien, si esto no es posible, se busca una representacio´n con el
menor retardo ma´ximo posible. Esto ayuda a identificar errores de modelado donde se
incluyen retardos que no existen o bien a encontrar una representacio´n en un sistema de
coordenadas distinto donde existan ma´s contribuciones en la literatura para el ana´lisis
del sistema o la s´ıntesis de controladores. Por ejemplo, el sistema
x˙1(t) = x2(t)− x1(t− 1)
x˙2(t) = x2(t− 1)− x1(t− 2) + x1(t)
es equivalente al sistema
z˙1(t) = z2(t)
z˙2(t) = z1(t)
usando el cambio de coordenadas
z1(t) = −x1(t− 1) + x2(t)
z2(t) = x1(t).
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Aunque este problema ha sido explorado desde principios de los ochenta, ha per-
manecido abierto au´n para los SLR. Respecto a los sistemas no lineales con retardos
(SNLR) el u´nico resultado reciente, hasta donde sabemos, se da en (Califano et al.,
2010) donde se presenta una condicio´n necesaria y suficiente para la equivalencia de un
SNLR, mediante transformaciones bicausales, a un sistema lineal sin retardos.
Enseguida, despue´s de describir los sistemas a tratar y revisar algunos aspectos
relevantes sobre la teor´ıa de sistemas con retardos, se desarrolla uno de los resulta-
dos principales de esta tesis, las condiciones necesarias y suficientes que resuelven la
equivalencia para SLR, dando as´ı una solucio´n completa a este problema.
II.1 Preliminares.
Se establecen algunos conceptos relacionados con los sistemas con retardos, as´ı como el
tipo de sistemas con el que se va a trabajar a lo largo del presente cap´ıtulo.
II.1.1 Sistemas considerados.
Los sistemas considerados en el presente trabajo son lineales con retardos constantes,
descritos por
x˙(t) =
τa∑
i=0
Aix(t− ri) +
τb∑
j=0
Bju(t− rj) (3)
con r0 < r1 < · · · < rsup(τa,τb), donde x(t) ∈ Rn es el estado instanta´neo del sistema,
u(t) ∈ Rm la entrada, Ai ∈ Rn×n, Bj ∈ Rn×m y τa, τ b ∈ IN . Si los retardos adema´s son
conmensurables, es decir retardos mu´ltiplos de un retardo base esta´n descritos por
x˙(t) =
τa∑
i=0
Aix(t− ih) +
τb∑
j=0
Bju(t− jh), (4)
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donde h ∈ R+ es el retardo base. Por simplicidad de la notacio´n y sin pe´rdida de
generalidad, se supone que el tiempo t ha sido reescalado para tener h = 1. Entonces
(4) se puede expresar como
x˙(t) =
τa∑
i=0
Aix(t− i) +
τb∑
j=0
Bju(t− j). (5)
Cada elemento del anillo R[∇] se puede escribir como
a[∇] = a0 + a1∇+ · · ·+ ara∇ra , ai ∈ R,
donde ra es el grado polinomial de a[∇]. La suma y la multiplicacio´n se definen de la
forma usual.
El sistema (5) siempre puede ser representado de la siguiente forma
x˙(t) = A0x(t) +
τa∑
l=1
Alξl(t) + B0u(t) +
τb∑
m=1
Bmψm(t)
ξl(t) = x(t− l), l > 0, (6)
ψm(t) = u(t−m), m > 0,
donde ξl(t) ∈ Rn y ψm(t) ∈ Rm. El resto de las variables son definidas como en el
sistema (3).
II.1.2 Conceptos ba´sicos de sistemas con retardos.
A continuacio´n se vera´n algunas definiciones fundamentales para la comprensio´n de este
trabajo.
Definicio´n 1 (Richard, 2001) Matriz unimodular. Una matriz polinomial A[∇] ∈
R[∇]n×n es llamada unimodular si su inversa tambie´n es polinomial.
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Definicio´n 2 (Richard, 2001) Polinomios invariantes de Smith. Cada matriz poli-
nomial P(λ) de dimensiones m× n y rango r es equivalente a la matriz S(λ):
P(λ) = U1(λ)S(λ)U2(λ)
donde S(λ) =
 ∆(λ) 0r×(n−r)
0(m−r)×r 0(m−r)×(n−r)
, ∆(λ) = diag[d1(λ), . . . , dr(λ)] tal que di(λ) es
divisible entre di−1(λ) con i = 2, . . . , r y las matrices U1(λ) y U2(λ) son unimodulares.
La matriz polinomial S(λ) es la llamada forma de Smith de P(λ) y los elementos di(λ)
sobre la diagonal se denominan invariantes de Smith.
La nocio´n esta´ndar de cambio de coordenadas requiere la asociacio´n de las coordenadas
de estado x(t) a las nuevas coordenadas z(t) mediante un mapeo invertible. Esto es
bien conocido para sistemas sin retardos; sin embargo, el requerimiento de invertibi-
lidad lleva a la siguiente definicio´n espec´ıfica para SLR.
Definicio´n 3 (Ma´rquez-Mart´ınez et al., 2002) Cambio de coordenadas. Consi-
derando el sistema con retardos (5), con coordenadas de estado x(t), entonces
z(t) = T[∇]x(t), con T[∇] ∈ R[∇]n×n (7)
es un cambio de coordenadas causal si los polinomios invariantes de Smith de T[∇] son
de la forma ∇τ i para algunos τ i ∈ IN . Si τ i = 0 ∀i = 1 . . . n, entonces el cambio de
coordenadas se dice que es bicausal.
z(t) = x(t)− x(t− τ) no es un cambio de coordenadas porque z(t) ≡ 0 ; x(t) ≡ 0.
Toda funcio´n x(t) = φ(t) de periodo τ mapea a z(t) = 0, por lo que la u´nica manera
de diferenciarlas a partir de un tiempo inicial t0 es conocer las condiciones iniciales en
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un periodo de tiempo [t0 − τ , t0]. Sin embargo, para cambios de coordenadas causales
y bicausales z(t) ≡ 0⇒ x(t) ≡ 0 despue´s de un periodo de tiempo.
El cambio de coordenadas
z1(t) = x1(t− 1)
z2(t) = x1(t− 1) + x2(t)
es una transformacio´n causal pero su inversa
x1(t) = z1(t+ 1) (8)
x2(t) = −z1(t) + z2(t)
no lo es. Aplicando (8) a un sistema dado (e.g. z˙1(t) = z2(t); z˙2(t) = u(t)) se obtiene
una solucio´n no causal. Por lo tanto, solo transformaciones bicausales sera´n conside-
radas en el resto de este trabajo.
Es fa´cil mostrar que la transformacio´n (7) es un cambio de coordenadas bicausal si y
solo si T[∇] es unimodular.
La nocio´n general de sistemas equivalentes es la siguiente.
Definicio´n 4 Equivalencia de sistemas. Dos sistemas lineales
x˙(t) =
τa∑
i=0
Aix(t− i) +
τb∑
j=0
Bju(t− j), (9)
y
z˙(t) =
τc∑
j=0
A¯jz(t− j) +
τd∑
k=0
B¯ku(t− k), (10)
son equivalentes si existe una matriz unimodular T[∇] que asocie las soluciones z(t)
del sistema (10) con la solucio´n x(t) del sistema (9) mediante z(t) = T[∇]x(t), bajo
condiciones iniciales apropiadas.
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Condiciones de estabilidad para sistemas con retardos.
En esta seccio´n se establecen algunos conceptos y herramientas u´tiles relacionados con
la estabilidad de sistemas con retardos.
Proposicio´n 1 (Gu et al., 2003) Un sistema con retardos en el tiempo es asinto´tica-
mente estable si existe una funcional cuadra´tica acotada de Lyapunov-Krasovskii V (φ)
tal que para algu´n ε > 0, se satisface que
V (φ) ≥ ε‖φ(0)‖2,
y su derivada a lo largo de las trayectorias del sistema, satisface
V˙ (φ) = V˙ (xt)|xt=φ,
≤ −ε‖φ(0)|2.
Nota 1 En el caso de sistemas lineales con retardos constantes sin incertidumbres, ni
parame´tricas ni sobre los retardos, las nociones de estabilidad exponencial y de esta-
bilidad asinto´tica son equivalentes, aunque la tasa de convergencia exponencial no se
conoce a priori. En el caso general (no lineal, no estacionario, retardos variables) esta
equivalencia no se mantiene (Seuret, 2006).
Considerando (3) en lazo cerrado, se tiene el sistema descrito por
x˙(t) =
%∑
i=0
A˜ix(t− ri). (11)
La siguiente proposicio´n asegura la existencia de dicha funcional V (φ), dando una
condicio´n suficiente para la estabilidad independiente de retardos del sistema (11):
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Proposicio´n 2 (Gu et al., 2003) El sistema con mu´ltiples retardos descrito por (11)
es asinto´ticamente estable si existen matrices sime´tricas reales P > 0 y Si > 0, para
i = 1, . . . , %, tales que Π% < 0, donde
Π% =

PA˜0 + A˜
T
0P +
%∑
i=1
Si PA˜1 PA˜2 . . . PA˜%
A˜T1P −S1 0 . . . 0
A˜T2P 0 −S2 . . . 0
...
...
...
. . .
...
A˜T%P 0 0 . . . −S%

. (12)
II.1.3 Planteamiento del problema de equivalencia de SLR.
Considerando el SLR descrito por (5) y un cambio de coordenadas bicausal
z(t) = T[∇]x(t), (13)
se desea caracterizar aquellos SLR que son equivalentes a un sistema sin retardos me-
diante (13). Si tal transformacio´n no existe, entonces se busca una nueva representacio´n
del sistema
z˙(t) = A¯[∇]z(t) + B¯[∇]u(t) (14)
que tenga el mı´nimo grado polinomial posible en ∇.
II.2 Errores de modelado en SLR.
En esta seccio´n se resuelve el problema planteado en la Seccio´n II.1.3. Primero se
presenta el teorema de equivalencia de SLR, que aunque puede parecer que tiene un
limitado intere´s pra´ctico, es gracias a e´l que se puede caracterizar si un sistema esta´
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falsamente retardado por algu´n error de modelado o de eleccio´n de variables, puesto
que es la base para derivar las condiciones de eliminacio´n y reduccio´n de retardos.
II.2.1 Equivalencia de SLR.
Teorema 1 Considere dos sistemas lineales, descritos por (9) y (10). Sea
τx = sup(τa, τ b), τ z = sup(τ c, τ d). Se supone, sin pe´rdida de generalidad, que τx ≥ τ z.
Entonces, ambos sistemas son equivalentes si y solo si existen Ti ∈ Rn×n, para i =
0, 1, . . . , τm, con τm = sup(τa, (n− 1)τ b), tales que
(i)
k∑
i=0
TiAk−i =
k∑
j=0
A¯jTk−j para k = 0, 1, . . . , γ, donde γ = τa + τm si τa > τ c; de
lo contrario γ = τ c + τm. A¯j = 0n×n para j > τ c.
(ii)
k∑
i=0
TiBk−i = B¯k para k = 0, 1, . . . , ϑ, donde ϑ = τ b + τm si τa > τ c; en otro caso
ϑ = τ d + τm. B¯i = 0n×1 para i > τ d.
(iii) det(
τm∑
i=0
Ti∇i) ∈ R\{0}.
Prueba. Se define T[∇] =
τm∑
i=0
Ti∇i. Sin pe´rdida de generalidad, se supone que τx ≥ τ z.
Necesidad.
Suponiendo que los sistemas (5) y (14) son equivalentes. Entonces existe una transfor-
macio´n unimodular T[∇] que satisface (13). Unimodularidad implica (iii).
De (6) y (13) se tiene que
z˙(t) = T[∇][A0x(t) +
τa∑
l=1
Alξl(t) + B0u(t) +
τb∑
m=1
Bmψm(t)] (15)
(10) y (15) implican
z˙(t) = A¯[∇]z(t) + B¯[∇]u(t)
= A¯[∇]T[∇]x(t) + B¯[∇]u(t). (16)
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Considerando T[∇] =
τm∑
i=0
Ti∇i con Ti ∈ Rn×n, despues de aplicar el operador retardo,
se pueden expresar (15) y (16) en forma matricial como
z˙(t) =
[
T0 T1 . . . Tτm
]

A0x(t) + A1ξ1(t) + · · ·+ Aτaξτa(t)
A0ξ1(t) + A1ξ2(t) + · · ·+ Aτaξτa+1(t)
...
A0ξτm(t) + A1ξτm+1(t) + · · ·+ Aτaξτm+τa(t)

+
[
T0 T1 . . . Tτm
]

B0u(t) + B1ψ1(t) + · · ·+ Bτbψτb(t)
B0ψ1(t) + B1ψ2(t) + · · ·+ Bτbψτb+1(t)
...
B0ψτm(t) + B1ψτm+1(t) + · · ·+ Bτbψτm+τb(t)

= A¯[∇]
[
T0 T1 . . . Tτm
]

x(t)
ξ1
...
ξτm

+ B¯[∇]u(t) (17)
= A¯0
[
T0 T1 . . . Tτm
]

x(t)
ξ1(t)
...
ξτm(t)

+ A¯1
[
T0 T1 . . . Tτm
]

ξ1(t)
ξ2(t)
...
ξτm+1(t)

+ · · ·+ A¯τc
[
T0 T1 . . . Tτm
]

ξτc(t)
ξτc+1(t)
...
ξτm+τc(t)

+ B¯0u(t) + B¯1ψ1(t) + · · ·+ B¯τdψd(t).
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Los coeficientes de x(t), ξi(t), u(t) y ψi(t) tienen que ser iguales, lo cual implica (i) y
(ii).
Sea τm = deg(T[∇]). El procedimiento de inversio´n utilizado es el me´todo de
Gauss-Jordan. La inversa puede expresarse como la matriz adjunta, dividida por el
determinante, el cual es constante para el caso de matrices unimodulares. Entonces, el
ma´ximo grado polinomial de la inversa, no puede ser mayor que cualquier elemento de
la matriz adjunta. Puesto que sus elementos son determinantes de (n − 1) × (n − 1)
matrices polinomiales, su grado polinomial no puede ser mayor que (n − 1)τm, por lo
que deg(T[∇]−1) ≤ τm(n− 1).
De las ecuaciones (9), (10) y (13) se tiene que
A[∇] = T[∇]−1A¯[∇]T[∇] (18)
y
B[∇] = T[∇]−1B¯[∇]. (19)
Se debe tener el mismo grado polinomial en ambos lados de la ecuacio´n (18), el
peor caso posible para lograrlo es τm = τa. En el caso de la ecuacio´n (19) el peor caso
posible es requerir τm = (n− 1)τ b. Entonces τm = sup(τa, (n− 1)τ b).
Suficiencia.
De (iii), T[∇] es una transformacio´n bicausal. De (i) y (ii), se prueba directamente que
(13) implica (17). 
Utilizando el teorema anterior, es posible definir condiciones para eliminar retardos en
sistemas de la forma (5).
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II.2.2 Eliminacio´n de retardos.
En esta seccio´n se presentan condiciones necesarias y suficientes para la existencia de un
cambio de coordenadas que elimina los retardos. Se muestra que no es restrictivo definir
T0 como la matriz identidad para calcular la transformacio´n T[∇]. Este teorema es un
caso especial del Teorema 1.
Teorema 2 El sistema (5) es equivalente a un sistema sin retardos si y solo si existen
matrices Ti ∈ Rn×n para i = 0, 1, . . . , τm, con τm = sup(τa, (n− 1)τ b), tales que
(i)
k∑
i=0
TiAk−i = A¯0Tk para k = 0, 1, . . . , τm + τa, con A¯0 = A0.
(ii)
k∑
i=0
TiBk−i = B¯k para k = 0, 1, . . . , τm + τ b, con B¯0 = B0 y B¯k = 0n×n ∀k > 0.
(iii) det(
τm∑
i=0
Ti∇i) ∈ R\{0}.
Prueba. Del Teorema 1, y considerando A¯k = 0 ∀k ≥ 1 y B¯k = 0 ∀k ≥ 1. 
Notar que, sin pe´rdida de generalidad, T0 puede definirse como la matriz identidad.
Para ver esto, considere un cambio general de coordenadas z˜(t).
z˜(t) = T˜[∇]x(t)
z˜(t) = [T˜0 + T˜1∇+ · · ·+ T˜τ∇τ ]x(t)
Sea
z(t) = T˜−10 z˜(t)
z(t) = [I+ T˜−10 T˜1∇+ · · ·+ T˜−10 T˜τ∇τ ]x(t)
z(t) = [I+ T1∇+ · · ·+ Tτ∇τ ]x(t)
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lo cual implica A¯0 = A0, B¯0 = B0 y las condiciones (i) y (ii).
Ejemplo 1 Conside´rese el sistema
x˙1(t) = −x1(t)− x2(t− 1) + u(t) (20)
x˙2(t) = −2x2(t)
x˙3(t) = −x2(t− 1)− x3(t)
el cual puede expresarse como
x˙(t) = A0x(t) + A1ξ1(t) + B0u(t)
=

−1 0 0
0 −2 0
0 0 −1
x(t) +

0 −1 0
0 0 0
0 −1 0
 ξ1(t)
+

1
0
0
u(t) +

0
0
0
ψ1(t)
ξ1(t) = x(t− 1)
ψ1(t) = u(t− 1)
Las condiciones (i) y (ii) del Teorema 2 resultan en el siguiente sistema de ecuaciones:
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T0A0 = A¯0T0
T0A1 + T1A0 = A¯0T1
T0A2 + T1A1 + T2A0 = A¯0T2 (21)
T0B0 = B¯0
T0B1 + T1B0 = 0n×n
Se define T0 = I, A0 = A¯0, B0 = B¯0 y T2 = 0n×n ya que τa = 1 y τ b = 0. Resolviendo
(21) se tiene que
T1 =

0 −1 0
0 k 0
0 −1 0
 (22)
donde k ∈ R. La condicio´n (iii) se cumple si y solo si k = 0. Entonces tenemos que
T[∇] =

1 0 0
0 1 0
0 0 1
+

0 −1 0
0 0 0
0 −1 0
∇ =

1 −∇ 0
0 1 0
0 −∇ 1
 .
Calculando la forma de Smith de la matriz de transformacio´n se tiene que los poli-
nomios invariantes son {1,1,1}, cumplie´ndose la condicio´n de la Definicio´n 3, T[∇] es
una transformacio´n bicausal.
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El sistema sin retardos equivalente a (20) es
z˙1(t) = −z1(t) + u(t)
z˙2(t) = −2z2(t)
z˙3(t) = −z3(t).
Cabe mencionar que las condiciones previas son dadas por un sistema de ecuaciones
lineales y que este me´todo es constructivo, por lo que las condiciones y la matriz de
transformacio´n se pueden calcular fa´cilmente.
Nota 2 Usualmente la ecuacio´n caracter´ıstica 4(s) := det[sI − A[∇]] de un sistema
lineal con retardos tiene un nu´mero infinito de ra´ıces. Sin embargo, existen FDE (lla-
madas degeneradas) donde 4(s) es un polinomio que no depende de ∇ y el nu´mero
de ra´ıces es finito (Kolmanovskii & Nosov, 1986). No cualquier FDE degenerada es
equivalente a un sistema sin retardos mediante una transformacio´n bicausal, aunque
su espacio solucio´n sea de dimensio´n finita para un tiempo suficientemente largo. Por
ejemplo, es fa´cil comprobar que en
x˙(t) =
1 ∇
0 1
x(t)
el sistema de ecuaciones, dadas por la condicio´n (i) del Teorema 2, es inconsistente y
el retardo no puede ser eliminado.
Nota 3 Para estas FDE degeneradas se considera el problema de Cauchy sin historia
previa, para el cual el intervalo inicial se dice que degenera a un punto y por lo tanto en
lugar de una funcio´n inicial, solo se tiene que dar un valor inicial x(t0) (Kolmanovskii
& Nosov, 1986).
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II.2.3 Reduccio´n de retardos.
En el caso de aquellos sistemas en que el retardo no puede eliminarse, au´n es u´til en-
contrar una representacio´n equivalente con un retardo ma´ximo menor al del sistema
original. Dicha transformacio´n puede encontrarse, si existe, aplicando iterativamente
las condiciones (i)-(iii) del Teorema 1. Para ello, se define T0 como la matriz identidad,
lo cual ya se mostro´ no es restrictivo. El sistema (5) es equivalente a un sistema con re-
tardo ma´ximo τ z = l si existe una solucio´n para A¯j, B¯j y Ti, con j ≤ l e i = {1, . . . τm}.
Esto se muestra en el siguiente ejemplo:
Ejemplo 2
x˙1(t) = x1(t− 1) + 2x1(t) + x2(t− 2)− x2(t− 1) (23)
x˙2(t) = −x1(t)− x2(t− 1)
x˙(t) = A0x(t) + A1ξ1(t) + A2ξ2(t)
=
 2 0
−1 0
x(t) +
1 −1
0 −1
 ξ1(t) +
0 1
0 0
 ξ2(t)
ξ1(t) = x(t− 1)
ξ2(t) = x(t− 2).
El sistema de ecuaciones, dado por la condicio´n (i) del Teorema 2, es inconsistente.
Entonces, los retardos no se pueden eliminar. Sin embargo, resolviendo (i) del Teorema
1 en A¯1,T1,T2, con T0 = I, A¯0 = A0, se tiene la siguiente solucio´n.
28
T1 =
0 1
0 0

T2 =
0 0
0 0

A¯1 =
0 −3
0 0
 (24)
y
T[∇] =
1 0
0 1
+
0 1
0 0
∇+
0 0
0 0
∇2
=
1 ∇
0 1

det(T[∇]) = 1 y los polinomios invariantes de Smith son {1,1} por lo que la transfor-
macio´n T[∇] es bicausal. El sistema equivalente es
z˙(t) =
 2 −3∇
−1 0
 z(t)
z˙1(t) = 2z1(t)− 3z2(t− 1)
z˙2(t) = −z1(t)
con un retardo ma´ximo τa = 1.
Las condiciones para reducir retardos en un sistema sin deriva continuan descritas
por sistemas de ecuaciones lineales y se reducen a las condiciones (ii) y (iii) del Teorema
1, lo cual se prueba directamente definiendo Aj = 0n×n∀j.
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II.3 Conclusiones del cap´ıtulo.
Se ha establecido una completa caracterizacio´n de la equivalencia de SLR. Las condi-
ciones necesarias y suficientes propuestas en este trabajo son fa´ciles de probar para
el caso de equivalencia a un sistema sin retardos. La cantidad y complejidad de las
ecuaciones a resolver se incrementa para el problema de reduccio´n de retardos. Sin em-
bargo, el enfoque utilizado es u´til y proporciona un me´todo constructivo para encontrar
la transformacio´n bicausal.
Se requiere ma´s investigacio´n para extender estos resultados al caso de SNLR.
En los cap´ıtulos siguientes se analizan sistemas interconectados, cuyos retardos no
pueden ser eliminados. Primeramente se presenta un ana´lisis teo´rico sobre NCSs y
enseguida una aplicacio´n tecnolo´gica, una red de SPI. En ambos casos de investigacio´n
se presentan retardos originados por interconexiones f´ısicas, que afectan el modelo del
sistema au´n en lazo abierto, y por el canal de comunicacio´n que afectan al sistema
u´nicamente al cerrar el lazo de control.
30
31
Cap´ıtulo III
SINCRONIZACIO´N DE SISTEMAS EN
RED.
En este cap´ıtulo se buscan soluciones causales (sin te´rminos anticipativos) para resolver
la sincronizacio´n maestro-esclavo de NCSs. Se consideran dos clases de retardos en el
sistema, uno debido al canal de comunicacio´n y eventualmente, en caso de que existan,
otro debido a sus interconexiones f´ısicas. Se muestra que utilizando ecuaciones de error
con retardos, tanto para el seguimiento de trayectoria del maestro como para el error de
sincronizacio´n, en lugar de ecuaciones diferenciales ordinarias, es posible llegar a dichas
leyes causales de control.
III.1 Preliminares.
III.1.1 Sistemas considerados.
Una red de N sistemas sin interconexiones f´ısicas descritos por ecuaciones de la forma
Σ =
 x˙i(t) = fi(xi(t)) + gi(xi(t))ui(t), (i = 1, . . . , N);yi(t) = hi(xi(t)) (25)
se estudia en la Seccio´n III.2. xi(t) ∈ Rn es el vector de estado instanta´neo de Σi,
ui(t) ∈ R la entrada del sistema y yi(t) ∈ R la salida.
En la Seccio´n III.3, se analiza una red de N sistemas con interconexiones f´ısicas,
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cada uno modelado por
Σ =
 x˙i(t) = fi(·) + gi(·)ui(t), (i = 1, . . . , N);yi(t) = hi(xi(t)); (26)
donde
fi(·) := fi(x1(t− σ),x2(t− σ), . . . ,xi−1(t− σ),xi(t),xi+1(t− σ), . . . ,xN(t− σ))
y, de manera similar, se define a gi(·). El vector de estado instanta´neo de Σi es
xi(t) ∈ D ⊂ Rn, xj(t− σ) ∈ D ⊂ Rn el vector de estado instanta´neo al tiempo
t− σ para j = 1, . . . , N con i 6= j, la entrada de control ui ∈ R y la salida yi ∈ R. Los
sistemas esta´n f´ısicamente interconectados mediante xj(t− σ) donde σ es un retardo
constante.
Note que varios retardos de interconexio´n σij pueden considerarse, donde σij es
el retardo de transmisio´n entre Σi y Σj. Sin embargo en este trabajo se supone, sin
pe´rdida de generalidad, que σij = σ. La extensio´n de la metodolog´ıa propuesta al caso
general es trivial dado que solo implica indicar los retardos individuales en la ley de
control resultante.
Las siguientes suposiciones se hacen para los sistemas (25) y (26):
• Las funciones fi, gi y hi son localmente anal´ıticas.
• Todos los subsistemas tienen el mismo grado relativo: ρi = ρ para i = 1, . . . , N .
• El sistema tiene estabilidad interna.
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• El sistema tiene grado relativo tipo III segu´n la definicio´n en Germani et al.
(2003), en todo su dominio.
Nota 4 Es bien sabido que en SNLR tener grado relativo completo no implica estabi-
lidad interna para el problema de linealizacio´n entrada/salida y que una dina´mica cero
no nula se puede inducir ya sea por las variables de estado o por la entrada de control
(para mayores detalles ver Germani et al. (2003)). En este trabajo se supone que
existe dicha estabilidad interna y que la ene´sima derivada de la salida al tiempo t es
una funcio´n af´ın a la entrada al instante t y no de sus valores pasados (la variable de
control no induce una dina´mica interna y la estabilidad de la dina´mica cero del estado
trivialmente implica la estabilidad de la dina´mica cero, lo cual corresponde a un sistema
con grado relativo tipo III en Germani et al. (2003)).
III.1.2 Planteamiento del problema de sincronizacio´n de NCSs.
Dados N sistemas Σ, donde el sistema N es el maestro y los sistemas 1 . . . N −1 son los
esclavos, una salida de referencia yref (t) que es C
∞, t ≥ 0 y un retardo de comunicacio´n
τ , encontrar entradas de control ui de la forma
ui(t) = ηi(x1(t−τ), x2(t−τ), . . . , xi−1(t−τ), xi(t), xi(t−τ), xi+1(t−τ), . . . , xN(t−τ)),
para i = 1, . . . , N. (27)
para sistemas sin interconexiones f´ısicas, o
ui(t) = ηi(x1(t−σ), . . . , xi−1(t−σ), xi(t), xi(t−τ), xi+1(t−σ), . . . , xN(t−σ), xN(t−τ))
para i = 1, . . . , N − 1. (28)
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para sistemas con interconexiones f´ısicas, tal que el error de sincronizacio´n el(t) =
yN(t)− yl(t)
lim
t→∞
el(t) = 0 para l = 1, . . . , N − 1, (29)
y el error de seguimiento de trayectoria eN(t) = yref (t)− yN(t)
lim
t→∞
eN(t) = 0. (30)
Los retardos de comunicacio´n son, en general, variantes en el tiempo. Sin embargo,
no es restrictivo considerar τ como la cota superior de todos los retardos de comuni-
cacio´n en la red ya que, utilizando una te´cnica de memoria muelle en cada sistema, se
puede establecer este retardo constante (Estrada-Garcia et al., 2007; Leleve´ et al., 2001;
Luck & Ray, 1990; Ploplys et al., 2004; Berestesky et al., 2004). σ tambie´n se supone
constante.
III.2 Sistemas sin interconexiones f´ısicas.
Sistemas sin retardos, controlados a trave´s de una red de comunicacio´n, que induce
tiempos muertos, son muy comunes. Un esquema ilustrativo del intercambio de datos
en este tipo de NCSs se muestra en la Fig. 1. Teleoperacio´n (Estrada-Garcia et al.,
2007; Witrant et al., 2003) y telerobo´tica (Sheridan, 1993) son solo algunos ejemplos
de las diferentes a´reas donde esta clase de sistemas se presenta.
El procedimiento esta´ndar para resolver el problema de sincronizacio´n maestro-
esclavo lleva a compensadores no causales. Sin embargo enseguida se muestra que al
definir la dina´mica del error de seguimiento usando una ecuacio´n diferencial lineal con
retardos es posible encontrar soluciones causales.
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Figura 1. Esquema ilustrativo NCS sin interconexiones f´ısicas
III.2.1 La solucio´n esta´ndar es no causal.
En esta seccio´n una metodolog´ıa cla´sica para sistemas sin retardos se aplicara´ para
resolver el problema planteado en la seccio´n anterior. Se mostrara´ que de esta manera
no es posible encontrar una solucio´n causal considerando sistemas de la forma (25) y
un retardo de comunicacio´n τ en la red.
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Primero, se resolvera´ el problema de seguimiento de trayectoria para el maestro.
Seguimiento de trayectoria.
Derivando el error de seguimiento de trayectoria eN(t) = yref (t)− yN(t) hasta el grado
relativo ρ se obtiene
e
(ρ)
N (t) = y
(ρ)
ref (t)− y(ρ)N (t) (31)
= y
(ρ)
ref (t)− [ϕ(xN(t)) + ψ(xN(t))uN(t)],
donde ϕ y ψ son las apropiadas funciones.
Es esta´ndar considerar la siguiente ODE
e
(ρ)
N (t) =
ρ−1∑
k=0
βke
(k)
N (t) (32)
donde βk son constantes que estabilizan (32).
Combinando (31) y (32), y resolviendo en uN(t)
uN(t) =
y
(ρ)
ref (t)− ϕ(xN(t))−
ρ−1∑
k=0
βk[y
(k)
ref (t)− L(k)fNhN(xN(t))]
ψ(xN(t))
, (33)
lo cual implica (30).
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Te´cnica esta´ndar de sincronizacio´n maestro-esclavo.
Se define el error de sincronizacio´n ei(t) = yN(t)−yi(t) para i = 1, . . . , N−1. Derivando
cada error hasta su grado relativo ρ se obtiene
e
(ρ)
i (t) = y
(ρ)
N (t)− [αi(xi(t)) + γi(xi(t))ui(t)] (34)
Conside´rese la ODE
e
(ρ)
i (t) =
ρ−1∑
m=0
λi,me
(m)
i (t). (35)
donde λi,m son constantes que estabilizan (35).
Combinando (34) y (35), y resolviendo en ui(t)
ui(t) =
y
(ρ)
N (t)− αi(xi(t))−
ρ−1∑
m=0
λi,m[L
(m)
fN
hN(xN(t))− L(m)fi hi(xi(t))]
γi(xi(t))
(36)
Note que el canal de comunicacio´n introduce un retardo τ cuando sensores, ac-
tuadores y controladores intercambian datos a trave´s de la red, como se muestra en
la Fig. 1. Entonces la sen˜al xN(t) enviada por el maestro al i-e´simo sistema esclavo
siempre va a ser recibida con un retardo τ¯(t) (se puede usar una memoria muelle para
ajustar el retardo a un valor constante igual a un l´ımite superior τ , Berestesky et al.
(2004)). E´ste es un punto crucial del problema y la razo´n por la cual se quiere una
entrada de control de la forma (27). Desafortunadamente, (36) no tiene la forma de-
seada pues es no causal, ya que las variables xN(t) del maestro no esta´n disponibles
en el esclavo i en el instante t; una solucio´n comu´n es el uso de predictores (Witrant
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et al., 2007a) para reconstruir estas sen˜ales anticipativas en (36), sin embargo esto trae
diversos inconvenientes, tal como se discutio´ en la Seccio´n I.
El reto consiste ahora en encontrar una retroalimentacio´n de la forma (27) que
resuelva el problema.
III.2.2 Solucio´n causal.
En la Seccio´n III.2.1 se vio´ que la solucio´n cla´sica usando ODEs para la sincronizacio´n
maestro-esclavo no permite obtener soluciones causales, ya que aparecen te´rminos an-
ticipativos en (36). Ahora, la clave para derivar una retroalimentacio´n causal a este
problema sera´ el uso de ecuaciones diferenciales con retardos para ambos, el seguimiento
de trayectoria y los errores de sincronizacio´n.
Seguimiento de trayectoria usando una ecuacio´n de error con retardos.
Considere la siguiente ecuacio´n de error con retardos
e
(ρ)
N (t) =
ρ−1∑
k=0
βke
(k)
N (t− τ) (37)
donde los coeficientes βk son constantes que cumplen con las condiciones de estabilidad
dadas en (Cahlon & Schmidt, 2007a,b).
Combinando (31) y (37), y resolviendo en uN(t)
uN(t) =
y
(ρ)
ref (t)− ϕ(xN(t))−
ρ−1∑
k=0
βk[y
(k)
ref (t− τ)− L(k)fNhN(xN(t− τ))]
ψ(xN(t))
(38)
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lo cual implica (30).
Se muestra en el Ape´ndice A que una ecuacio´n de error del tipo de (37) no puede
ser estable independiente del retardo para ρ ≥ 2, esto es, que los coeficientes βk tienen
que elegirse de acuerdo al retardo τ para asegurar estabilidad. Tales condiciones son
dadas en (Cahlon & Schmidt, 2007a,b) para ecuaciones diferenciales con retardos de
orden par e impar, respectivamente. Dichos autores hacen notar que mientras mayor
sea el orden de ρ se vuelve ma´s dif´ıcil estabilizar la ecuacio´n (37).
Solucio´n causal a la sincronizacio´n maestro-esclavo.
Considere el error de sincronizacio´n ei(t) = yN(t) − yi(t), para i = 1, . . . N − 1. La
siguiente ecuacio´n de error lineal con retardos se utilizara´ para derivar una solucio´n
causal. Esto se logra al utilizar una ecuacio´n lineal con retardos en vez del enfoque
cla´sico basado en la ODE (35).
e
(ρ)
i (t) =
ρ−1∑
m=0
λi,me
(m)
i (t− τ), para i = 1, . . . , N − 1. (39)
Combinando (34) y (39), y resolviendo en ui(t)
ui(t) =
y
(ρ)
N (t)− αi(xi(t))−
ρ−1∑
m=0
λi,m[L
(m)
fN
hN(xN(t− τ))− L(m)fi hi(xi(t− τ))]
γi(xi(t))
(40)
Comparando (40) con (36) la utilidad de la ecuacio´n de error con retardos (39) se
puede deducir fa´cilmente. Ahora los te´rminos L
(m)
fN
hN(xN(t − τ)) aparecen en (40)
al instante t − τ , el cual es el tiempo de llegada de las sen˜ales del maestro al i-e´simo
esclavo y no hay ma´s problemas de causalidad en el control por retroalimentacio´n del
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sistema esclavo.
Sin embargo, el te´rmino y
(ρ)
N (t) todav´ıa depende de las sen˜ales del maestro al tiempo
t. La siguiente proposicio´n se establece para resolver el problema de sincronizacio´n
maestro-esclavo de manera causal.
Proposicio´n 3 Sean N sistemas modelados cada uno por (25), una trayectoria de re-
ferencia yref (t) suficientemente suave, y un retardo de comunicacio´n τ . Existe una ley
de control causal de la forma
ui(t) = ηi(x1(t−τ), x2(t−τ), . . . , xi−1(t−τ), xi(t), xi(t−τ), xi+1(t−τ), . . . , xN(t−τ)),
para i = 1, . . . , N, (41)
el cual resuelve el problema de sincronizacio´n maestro-esclavo si el grado relativo de
yi(t) es finito y existen coeficientes βk y λi,m para estabilizar las ecuaciones (37) y (39).
Prueba. De (31)
y
(ρ)
N (t) = y
(ρ)
ref (t)− e(ρ)N (t). (42)
Dada la ley de control (40) para i = 1, . . . , N−1. La sen˜al y(ρ)N (t) puede reconstruirse
de (42) considerando la ecuacio´n de error con retardos (37). El resultado es la siguiente
entrada de control
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ui(t) =
y
(ρ)
ref (t)−
ρ−1∑
k=0
βk[y
(k)
ref (t− τ)− L(k)fNhN(xN(t− τ))]− αi(xi(t))
γi(xi(t))
−
ρ−1∑
m=0
λi,m[L
(m)
fN
hN(xN(t− τ))− L(m)fi hi(xi(t− τ))]
γi(xi(t))
. (43)
La solucio´n es causal y tiene la forma (41). 
Note que el disen˜o de la ley de control (43) se puede desarrollar para cualquier re-
tardo τ . Sin embargo, la eleccio´n de los para´metros βk y λm depende del retardo lo
cual impacta en el tiempo de estabilizacio´n (ver Ape´ndice A).
La ventaja de considerar la ecuacio´n diferencial con retardos (39) es que no aparecen
te´rminos no causales que dependen de xN(t) en la entrada de control (40) como ser´ıa
el caso si se usara la ODE sin retardos (32) en (42) para reconstruir y
(ρ)
N (t).
El siguiente ejemplo, tomado de Khalil (2002), se utiliza para ilustrar la metodolog´ıa
propuesta.
Ejemplo 3 Un manipulador simple con unio´n flexible se puede representar por un
modelo de cuarto orden de la forma
Σi =

x˙i,1 = xi,2
x˙i,2 = −aisen(xi,1)− bi(xi,1 − xi,3)
x˙i,3 = xi,4
x˙i,4 = ci(xi,1 − xi,3) + diui
(44)
42
Dados N manipuladores modelados cada uno por (44) con retardo en el canal de co-
municacio´n, y una trayectoria de referencia yref (t) que es C
∞, encontrar, si es posible,
una ley de control tal que la diferencia ei(t) entre la salida del esclavo yi(t) = xi,1(t) y
la referencia del maestro yN(t) sea asinto´ticamente estable.
Considerando la trayectoria de referencia para el maestro, se define la sen˜al de error:
eN(t) = yref (t)− xN,1(t) (45)
El sistema (44) tiene grado relativo ρ = 4 con salida yi(t) = xi,1(t). Entonces
derivando (45) hasta el grado relativo se obtiene
e
(4)
N (t) = y
(4)
ref (t)− x(4)N,1
= y
(4)
ref (t)− ϕ(xN,1(t), xN,2(t), xN,3(t))− bNdNuN(t) (46)
para la funcio´n apropiada ϕN . La ecuacio´n de error con retardos (37) se convierte en
e
(4)
N (t) =
3∑
k=0
βke
(k)
N (t− τ) (47)
que es estable bajo las condiciones dadas en (Cahlon & Schmidt, 2007b).
Combinando (46) y (47), y resolviendo en uN(t)
uN(t) =
y
(4)
ref (t)− ϕ(xN,1(t), xN,2(t), xN,3(t))−
3∑
k=0
βk[y
(k)
ref (t− τ)− L(k)fNxN,1(t− τ)]
bNdN
Para la sincronizacio´n, usando el mismo me´todo propuesto anteriormente, la sen˜al
de error esta´ dada por
ei(t) = xN,1(t)− xi,1(t) para i = 1, . . . , N − 1. (48)
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Derivando hasta el grado relativo del sistema
ei(t) = xN,1(t)− xi,1(t),
... =
...
e
(4)
i (t) = x
(4)
N,1(t)− x(4)i,1 (t)
= x
(4)
N,1(t)− αi(xi,1(t), xi,2(t), xi,3(t))− bidiui(t) (49)
para las funciones apropiadas αi. La ecuacio´n (39) se convierte en
e
(4)
i (t) =
3∑
m=0
λi,me
(m)
i (t− τ) (50)
Combinando (49) y (50), y resolviendo en ui(t),
ui(t) =
y
(4)
ref (t)−
3∑
k=0
βk[y
(k)
ref (t− τ)− L(k)fNxN,1(t− τ)]
bidi
(51)
−αi(xi,1(t), xi,2(t), xi,3(t))−
3∑
m=0
λi,m[L
(m)
fN
xN,1(t− τ)−L(k)fi xi,1(t− τ)]
bidi
.
La entrada de control (51) tiene la forma deseada (41), no existen problemas de
causalidad gracias al uso de las ecuaciones de error con retardos (47) y (50), las cuales
son estables bajo las condiciones reportadas en Cahlon & Schmidt (2007b).
Las Fig. 2 y 3 muestran los resultados para el caso de 2 manipuladores (N = 2).
Los para´metros del sistema y los coeficientes de las ecuaciones de error esta´n dados en
las Tablas I y II, respectivamente. El valor de retardo considerado es τ = 0.1 s.
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Tabla I. Valor de los para´metros del Ejemplo 3.
Para´metros i = 1 i = 2
ai 1 0.1
bi 1.1 0.5
ci 0.8 0.4
di 1 0.5
Tabla II. Coeficientes de las ecuaciones de error.
i = 1 i = 2
λ1,0 = −5 β0 = −4
λ1,1 = −8 β1 = −6
λ1,2 = −7 β2 = −5
λ1,3 = −4 β3 = −3
III.3 Sistemas con interconexiones f´ısicas.
En la Fig. 4 se muestra el intercambio de datos en los sistemas con interconexiones
f´ısicas. Se tiene el retardo τ debido al canal de comunicacio´n pero adema´s el retardo
σ, que es propio del modelo del sistema, y aparece au´n en lazo abierto.
Enseguida se deriva una condicio´n suficiente para la sincronizacio´n de sistemas mo-
delados por (26).
Proposicio´n 4 Dados N sistemas modelados cada uno por (26), una trayectoria de
referencia yref (t) suficientemente suave, y un retardo de comunicacio´n τ . Existe una
ley de control causal que resuelve el problema de sincronizacio´n maestro-esclavo de la
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(a) Error de seguimiento
(b) Error de sincronizacio´n
Figura 2. Ecuaciones de error del Ejemplo 3.
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forma
ui(t) = ηi(x1(t−σ), . . . , xi−1(t−σ), xi(t), xi(t−τ), xi+1(t−σ), . . . , xN(t−σ), xN(t−τ))
para i = 1, . . . , N − 1. (52)
lo cual lleva a (29) y a (30) si existen coeficientes βk y λi,m que estabilicen las ecua-
ciones (37) y (39), si el grado relativo de yi(t) es finito y si σ ≥ τ .
Nota 5 La metodolog´ıa es similar a la propuesta en la seccio´n anterior. Se utiliza una
ecuacio´n de error con retardos para las ecuaciones de error de seguimiento de trayectoria
y de sincronizacio´n pues las te´cnicas cla´sicas de s´ıntesis de controladores usando ODEs
llevan a una solucio´n no causal.
Prueba.
Derivando el error de seguimiento eN(t) = yref (t)− yN(t) hasta el grado relativo ρ
e
(ρ)
N (t) = y
(ρ)
ref (t)− y(ρ)N (t) (53)
= y
(ρ)
ref (t)− [ϕ(?) + ψ(?)uN(t)]
donde la funcio´n ϕ(?) := ϕ(x1(t − σ), x2(t − σ), . . . , xN−1(t − σ), xN) y ψ(?) es otra
funcio´n que se define de manera similar.
Combinando (37) y (53), y resolviendo en uN(t)
uN(t) =
y
(ρ)
ref (t)− ϕ(?)−
ρ−1∑
k=0
βk[y
(k)
ref (t− τ)− L(k)fNhN(xN(t− τ))]
ψ(?)
47
esto implica (30).
Ahora, se define el error de sincronizacio´n ei(t) = yN(t)− yi(t). Derivando hasta el
grado relativo
e
(ρ)
i (t) = y
(ρ)
N (t)− [αi(∗) + γi(∗)ui(t)] para i = 1, . . . , N − 1, (54)
donde la funcio´n
αi(∗) := αi(x1(t− σ), x2(t− σ), . . . , xi−1(t− σ), xi(t), xi+1(t− σ), . . . , xN(t− σ))
y la funcio´n γi(∗) se define de forma similar.
Combinando la ecuacio´n de error con retardos (39) y (54), y resolviendo en ui(t)
ui(t) =
y
(ρ)
ref (t)−
ρ−1∑
k=0
βk[y
(k)
ref (t−τ)−L(k)fNhN(xN(t−τ))]−αi(∗)
γi(∗)
−
ρ−1∑
m=0
λi,m[L
(m)
fN
hN(xN(t−τ))−L(m)fi hi(xi(t−τ))]
γi(∗)
. (55)
La ecuacio´n (55) tiene la forma (28) y es causal si σ ≥ τ . 
Note que cuando el retardo en el canal de comunicacio´n τ es mayor que el retardo
σ de la interconexio´n f´ısica la metodolog´ıa ya no es aplicable. El retardo de las inter-
conexiones del sistema σ no se puede manipular y los datos recibidos ξ(t) = x(t − τ)
que se usan para calcular el estado requerido ξ(t + τ − σ) = ξ(t − σ) se vuelven no
causales si τ > σ.
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III.4 Conclusiones del cap´ıtulo.
Se presentaron condiciones suficientes para la existencia de una ley de control causal
para resolver la sincronizacio´n maestro-esclavo con retardos en el canal de comuni-
cacio´n y eventualmente en las interconexiones del sistema. Se ha mostrado que la
solucio´n cla´sica usando ecuaciones de error sin retardos resulta en entradas de control
no causales (con te´rminos anticipativos), las cuales deben ser reconstruidas con predic-
tores o algunas te´cnicas de aproximacio´n. En este cap´ıtulo se propuso una metodolog´ıa
usando ecuaciones de error con retardos. El uso de dichas ecuaciones para ambos, el
seguimiento de trayectoria y el problema de sincronizacio´n maestro-esclavo son instru-
mentales para encontrar esquemas de control causales que garanticen la estabilidad y
sincronizacio´n de los sistemas considerados.
Esta metodolog´ıa no es aplicable para sistemas con retardos en las interconexiones f´ısicas
menores al retardo en el canal de comunicacio´n. El desarrollo de un procedimiento que
brinda leyes de control causales, aunque locales, para la sincronizacio´n maestro-esclavo
de un caso particular de esta clase de sistemas, una red de sistemas de potencia, se
aborda en el siguiente cap´ıtulo.
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(a) Entrada u1(t)
(b) Entrada u2(t)
Figura 3. Entradas de control del Ejemplo 3.
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Figura 4. Esquema ilustrativo NCS con interconexiones f´ısicas.
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Cap´ıtulo IV
SISTEMAS DE POTENCIA
INTERCONECTADOS
Una red de sistemas de potencia presenta retardos originados por el intercambio de
energ´ıa, a trave´s de las l´ıneas de transmisio´n, entre las distintas ma´quinas que la con-
forman, y si adema´s se utilizan WAMS entonces existen retardos por el intercambio de
datos de medicio´n, cuya magnitud es de 10 a 70 veces mayor que los originados por las
interconexiones f´ısicas dependiendo del tipo de enlace de comunicacio´n utilizado (para
mayores detalles sobre retardos en WAMS ver Naduvathuparambil et al. (2002)).
En este cap´ıtulo se brinda una metodolog´ıa para desarrollar controladores causales
que resuelven el problema de sincronizacio´n maestro-esclavo de una red de SPI basados
en el criterio de Lyapunov-Krasovskii y en el uso de LMIs. En primer lugar se desarrolla
una ley de control que utiliza u´nicamente las variables locales de cada generador y
se muestra que dicho controlador descentralizado es capaz de estabilizar la red a pesar
del retardo ocasionado por las l´ıneas de transmisio´n. Enseguida, se desarrolla un con-
trolador de tipo centralizado, es decir, se utilizan las variables de los otros generadores
para calcular la ley de control. En la literatura de SPI son pocos los trabajos que,
considerando retardos en el modelado del sistema, adema´s de estudiar su impacto en
la red proponen procedimientos para la s´ıntesis de controladores y si lo hacen usual-
mente requieren de predictores para aproximar el comportamiento de algunas variables
no disponibles (por ejemplo, Dou et al. (2007); Duan et al. (2009); Li et al. (2010)).
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De ah´ı la importancia de este trabajo ya que la metodolog´ıa planteada evita el uso de
predictores, considera adema´s de los retardos por el uso de WAMS tambie´n los de las
l´ıneas de transmisio´n y es sencilla de implementar usando un programa especializado
de LMIs. Algunos resultados se presentan en Ga´rate-Garc´ıa et al. (2009).
IV.1 Modelado del sistema de potencia
La dina´mica de N generadores interconectados puede describirse por un modelo cla´sico
de flujo decayente bajo ciertas suposiciones esta´ndares. Si adema´s se consideran las
cargas como impedancias constantes y las conductancias de la l´ınea Gij despreciables
con respecto a las susceptancias Bij (Gij  Bij), el modelo dina´mico de la i-e´sima
ma´quina, sin retardos en las l´ıneas de transmisio´n, se representa en lazo abierto por
(Pai, 1989)
δ˙i(t) = ωi(t)− ωs
ω˙i(t) =
ωs
2Hi
(Pmi − E ′qi(t)Iqi(t)−Di(ωi(t)− ωs))
E˙
′
qi
(t) = 1
T ′di
(Efi(t)− E ′qi(t)− (Xdi −X ′di)Idi(t))
(56)
donde
Iqi(t) =
N∑
j=1,j 6=i
E ′qj(t)Bijsen(δi(t)− δj(t))
Idi(t) = −
N∑
j=1,j 6=i
E ′qj(t)Bij cos(δi(t)− δj(t))
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Se tiene que Idi(t) e Iqi(t) representan las corrientes en el eje directo y en el eje de
cuadratura del generador i-e´simo, respectivamente; E ′qi(t) es la tensio´n transitoria en el
eje de cuadratura; Eqi(t) es la tensio´n en el eje de cuadratura; Efi(t) es la tensio´n de
campo, δi(t) es el a´ngulo del rotor con respecto a un marco de referencia absoluto, en
radianes, y ωi(t) representa la velocidad angular del rotor. Los para´metros se definen
en la Tabla IV.
El vector de estado instanta´neo de la i-e´sima ma´quina (para i = 1, . . . , N) se
representa por xi(t) =
[
δi(t) ωi(t) E
′
qi(t)
]T
∈ R3, el del sistema completo por x(t) =[
x1(t)
T , . . . , xN(t)
T
]T
y su entrada de control es ui(t) =
Efi
T
′
di
.
Tomando en cuenta los retardos de comunicacio´n debido a la distancia entre las
ma´quinas, el sistema (56) se expresa de la siguiente forma (Dou et al., 2007)
δ˙i(t) = ωi(t)− ωs (57)
ω˙i(t) = −ai(ωi(t)− ωs) + bi − ciE ′qi(t)
N∑
j=1,j 6=i
[E ′qj(t− σij)Bijsen(δi(t)− δj(t− σij))]
E˙
′
qi
(t) = ui(t)− eiE ′qi(t) + di
N∑
j=1,j 6=i
[E ′qj(t− σij)Bij cos(δi(t)− δj(t− σij))]
donde ai =
Di
2Hi
, bi =
ωsPmi
2Hi
, ci =
ωs
2Hi
, di =
(Xdi−X
′
di
)
T
′
di
, ei =
1
T
′
di
, son los para´metros del
sistema y ui(t) = eiEfi(t) es la entrada de control para i = 1, . . . , N ; σij representa el
tiempo requerido para que la energ´ıa fluya entre los generadores i y j a trave´s de la
l´ınea de transmisio´n, para i, j = 1, . . . , N .
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No´tese que con el uso de sistemas de control centralizado aparece un retardo de
transmision de datos τ¯ ij inducido por el WAMS. Este retardo implica que en la ma´quina
i no se dispone de la informacio´n del estado de la maquina j al instante t sino hasta
τ ij segundos despue´s, por lo que un control sera´ causal si la entrada es de la forma
ui(δi,ωi,E
′
qi
,δj(t − τ ij),ωj(t − τ ij),E ′qj(t − τ ij)) con τ ij ≥ τ¯ ij siempre que j 6= i. La
solucio´n comu´n para usar todas las variables en un tiempo xj(t) es disen˜ar un predictor
para determinarlas. Sin embargo esto causa un costo extra en te´rminos de tiempo,
dinero y esfuerzo, dependiendo del nu´mero de variables a reconstruir. En este cap´ıtulo
se presenta el disen˜o de dos tipos de controladores causales, los cuales utilizan:
(i) la informacio´n de la ma´quina local u´nicamente (descentralizado), ver Seccio´n IV.2.
(ii) la informacio´n local y adema´s las variables retrasadas de las otras ma´quinas (cen-
tralizado), de esta forma se evita el uso de predictores de estado, ver Seccio´n IV.3.
Los puntos de equilibrio (δ∗i , ω
∗
i , E
′∗
qi
, u¯i), de los sistemas (56) y (57) satisfacen las
siguientes condiciones
ω∗i = ωs
bi = ciE
′∗
qi
N∑
j=1,j 6=i
(E
′∗
qj
Bijsen(δ
∗
i − δ∗j)) (58)
u¯i = eiE
′∗
qi
− di
N∑
j=1,j 6=i
(E
′∗
qj
Bij cos(δ
∗
i − δ∗j)).
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A continuacio´n se definen algunos conceptos ba´sicos para comprender el problema
a resolver.
IV.1.1 Definiciones preliminares.
El problema de estabilizacio´n esta´ relacionado con el de sincronizacio´n. Las siguientes
definiciones son utilizadas a lo largo de este cap´ıtulo.
Definicio´n 5 (Alberto & Bretas, 1999) Sincronizacio´n. Las soluciones x(t) y y(t)
de dos sistemas auto´nomos x˙ = f(x) y y˙ = f(y) se consideran en sincron´ıa si para
cada nu´mero real L0 > 0, existe un nu´mero real L = L(L0) > 0 tal que para cada
condicio´n inicial x(t0) y y(t0) que satisface ‖ x(t0)− y(t0) ‖< L0, las soluciones x(t) y
y(t) satisfacen la desigualdad ‖ x(t)− y(t) ‖< L, para todo t > t0.
Definicio´n 6 Estabilidad. El punto de equilibrio x = 0 del sistema auto´nomo ˙x(t) =
F (xt) es
• estable si, para cada  > 0 existe δ = δ() > 0 tal que
‖ x(0) ‖< δ ⇒‖ x(t) ‖< , ∀t ≥ 0;
• inestable si no es estable;
• asinto´ticamente estable si es estable y existe µ tal que
‖ x(0) ‖< µ⇒ lim
t→∞
x(t) = 0.
La estabilidad asinto´tica, en el sentido de Lyapunov, de un punto de equilibrio
de la dina´mica de error implica la sincronizacio´n entre las ma´quinas en el sentido de
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la Definicio´n 5. Es claro que la sincronizacio´n no implica estabilizacio´n. Un sistema
puede estar sincronizado y ser inestable. Adema´s, la propiedad de estabilidad es una
herramienta para alcanzar la sincronizacio´n entre las ma´quinas del sistema de potencia.
En el equilibrio, la velocidad y aceleracio´n de los rotores de las N ma´quinas deben ser
iguales.
Una discusio´n ma´s detallada sobre la sincronizacio´n y estabilidad de sistemas de
potencia se encuentra en Alberto & Bretas (1999). Ahora se define formalmente el
problema a resolver.
IV.1.2 Formulacio´n del problema de sincronizacio´n de SPI.
Dados N sistemas descritos cada uno por (57), y una referencia constante δ∗, encontrar
controladores descentralizados
ui(t) = −ki,1(δi(t)− δ∗i )− ki,2(ωi(t)− ω∗i )− ki,3(Eq
′
i(t)− Eq
′∗
i ) (59)
o centralizados
ui(t) = −ki,1(δi(t)− δ∗i )− ki,2(ωi(t)− ω∗i )− ki,3(Eq
′
i(t)− Eq
′∗
i ) (60)
−kij,1(δj(t− τ ij)− δ∗j)− kij,2(ωj(t− τ ij)− ω∗j)− kij,3(Eq
′
j(t− τ ij)− Eq
′∗
j )
tales que para los errores de sincronizacio´n ej(t) = δ1(t)− δj(t) y el de seguimiento de
trayectoria e1(t) = δ1(t)− δ∗
lim
t→∞
ej(t) = 0 (61)
lim
t→∞
e1(t) = 0, (62)
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independientemente de los retardos σij y τ ij.
En las siguientes secciones se resolvera´ este problema, empezando por el caso
descentralizado, bajo las suposiciones que se enlistan a continuacio´n:
(i) La ma´quina N es considerada como referencia, entonces E
′
qN
= constante = 1∠0◦.
(ii) Los retardos σi,j = σj,i puesto que el tiempo de transmisio´n de la energ´ıa es
independiente de la direccio´n.
(iii) Se pueden considerar varios retardos de interconexio´n entre las ma´quinas i-e´sima
y j-e´sima debido a WAMS τ i,j; sin embargo en este trabajo, por simplicidad de
notacio´n y sin pe´rdida de generalidad, se supone que τ ij = τ .
IV.2 Disen˜o de un controlador descentralizado
Los WAMS proporcionan el valor de las variables de estado de cada uno de los gene-
radores que conforman la red de SPI a una central de control, de esta forma se cuenta
con un sistema de alarma de ra´pido tiempo de reaccio´n en caso de presentarse algu´n
evento que genere inestabilidad. Sin embargo, al requerirse en la ma´quina i las variables
de otros generadores para la s´ıntesis del controlador estos datos se tienen al instante
t − τ y no al instante t puesto que transcurren milisegundos desde que se mide la
variable en la ma´quina j, se transmiten los datos de medicio´n, hasta que se reciben
en el generador i. La magnitud del retardo depende sobre todo del tipo de enlace de
comunicacio´n utilizado, por ejemplo si es v´ıa sate´lite, oscila alrededor de los 700 ms
(Naduvathuparambil et al., 2002).
En esta seccio´n se propone un procedimiento sistema´tico para estabilizar el sistema de
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potencia (57) en un punto de operacio´n preestablecido. La idea consiste en disen˜ar un
controlador descentralizado de la forma
u(t) = K(x(t)− x∗), (63)
con
Ki =
[
ki,1, ki,2, ki,3
]
, y
K = diag{K1,K2, . . .KN−1}, (64)
combinando la te´cnica de LMIs y el criterio de estabilidad de Lyapunov-Krasovskii
para SLR. El sistema linealizado (65) es estable, independientemente de los retardos
generados por las l´ıneas de transmisio´n, lo cual proporciona robustez ante la magnitud
de los retardos al estabilizar localmente (57). Esta ley de control (63) evita el uso de
predictores o de alguna te´cnica de aproximacio´n, como las mencionadas en la Seccio´n
I, ya que usa solo informacio´n local de las variables de cada generador.
Linealizando (57) alrededor del punto de operacio´n (δ∗, ωs, E
′∗
qi
), para i = 1, ..., N − 1,
el sistema resultante es
x˙i,1 = xi,2
x˙i,2 = pixi,1 − aixi,2 + qixi,3 +
N−1∑
j=1,j 6=i
sijxj,1(t− σij) (65)
x˙i,3 = rixi,1 − eixi,3 +
N−1∑
j=1,j 6=i
diBijxj,3(t− σij) + ui
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con xi(t) = [xi,1, xi,2, xi,3]
T = [δi, ωi, E
′
qi
]T , donde
pi = −ciE ′∗qi [
N−1∑
j=1,j 6=i
(E
′∗
qj
Bij) +BiN cos(δ
∗)]
qi = −ciBiNsen(δ∗)
ri = −diBiNsen(δ∗)
sij = ciE
′∗
qj
E
′∗
qi
Bij, para j = 1, . . . , N − 1.
Claramente, el sistema linealizado en lazo abierto (65) tiene la forma
x˙i(t) = A0,ixi(t) +
N−1∑
j=1,j 6=i
Ai,jxj(t− σij) + Biui(t). (66)
donde A0,i =

0 1 0
pi −ai qi
ri 0 −ei
, Ai,j =

0 0 0
si,j 0 0
0 0 diBi,j
 y Bi =
[
0 0 1
]T
.
Note que debido a la suposicio´n (i) el ene´simo generador no se considera en el
modelo. Tomando en cuenta las suposiciones (i) y (ii) establecidas en la Seccio´n IV.1.2,
el sistema completo esta´ dado por
x˙(t) = A0x(t) +
%∑
j=1
Ajx(t− σj) + Bu(t), (67)
donde el nu´mero de retardos es %=
(N−2)(N−1)
2
, x(t)=
[
x1(t)
Tx2(t)
T. . .xN−1(t)
T
]T
es el
vector de estado instanta´neo, x(t− σi,j) ∈ R3(N−1) es el vector de estado instanta´neo
a un tiempo t − σi,j, u(t) ∈ R(N−1), A0 = diag
[
A0,1, A0,2, . . . ,A0,N−1
]
∈
R3(N−1)×3(N−1), y B = diag{B1, . . .BN−1} ∈ R3(N−1)×(N−1).
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Por simplicidad de notacio´n, sea σj el k-e´simo elemento de la lista ordenada[
σ1,2 σ1,3 . . . σ1,(N−1) σ2,3 σ2,4 . . . σ2,(N−1) . . . σ(N−2),(N−1)
]
y sea Ak ∈ R3(N−1)×3(N−1)
la matriz correspondiente al retardo σk, con
Ak =

Col. i Col. j
03×3 . . . . . . 03×3
. . .
Fila i
... 03×3 Ai,j
...
. . .
Fila j
... Aj,i 03×3
...
. . .
03×3 . . . . . . 03×3

.
Aplicando (63) al sistema (67) el sistema linealizado en lazo cerrado es
x˙(t) = [A0 + BK]x(t) +
%∑
j=1
Akx(t− σj) (68)
con K ∈ R(N−1)×3(N−1).
Como se menciono´ anteriormente, la metodolog´ıa propuesta para la s´ıntesis de con-
troladores de SPI en este cap´ıtulo se basa en el criterio de Lyapunov-Krasovskii para
SLR, visto en la Seccio´n II.1.2, y en el enfoque de LMIs. Algunos conceptos importantes
para entender este u´ltimo tema se explican a continuacio´n.
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IV.2.1 Formulacio´n en LMIs de los objetivos de ubicacio´n de
polos
Es bien conocido que la estabilidad y el comportamiento transitorio de un sistema lineal
esta´n estrechamente relacionados con la ubicacio´n de sus polos.
Una regio´n convexa se puede representar por LMIs, en consecuencia, si la ubicacio´n
de polos deseada se restringe a una regio´n de este tipo se pueden usar estas desigualdades
para obtener una ley de control lineal (Chilali et al., 1999). El enfoque de LMIs consiste
en expresar cada especificacio´n u objetivo de control como una restriccio´n adicional tal
que el sistema continue siendo estable. Enseguida se establecen algunas definiciones
necesarias para comprender la s´ıntesis de controladores basados en LMIs.
Definicio´n 7 (Chilali et al., 1999) Regio´n LMI. Un subconjunto D del plano com-
plejo que puede definirse como
D = {z ∈ C : fD(z) = L + zM + z¯MT < 0}
se llama regio´n LMI. L y M son matrices reales y LT = L.
Definicio´n 8 (Chilali et al., 1999) Un sistema D-estable. Sea D una regio´n del
semiplano izquierdo. Un sistema dina´mico descrito por: x˙ = Ax es llamado D-estable
si todos sus polos se ubican en D. Por extensio´n, A es llamada D-estable si existe una
matriz sime´trica P > 0 tal que
MD(A,P) := L⊗P + M⊗AP + MT ⊗PAT < 0
donde ⊗ se usa para representar el producto Kronecker de matrices.
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Definicio´n 9 (Chilali et al., 1999) Dadas dos regiones LMI D1 y D2 el sistema
x˙ = Ax es ambos D1 y D2 estable si y solo si existe una matriz sime´trica definida
positiva P tal que MD1 < 0 y MD2 < 0.
Algunos ejemplos de regiones LMI y las desigualdades que representan las res-
tricciones de la ubicacio´n de polos, tomadas de Chilali et al. (1999), se muestran en la
Tabla III. Una regio´n en el plano complejo se puede describir por la interseccio´n de
varias regiones LMI, de acuerdo con la Definicio´n 9. Regiones LMI ma´s sofisticadas se
pueden encontrar en Chilali et al. (1999).
Enseguida, se investiga la existencia de un control por retroalimentacio´n descentra-
lizado para el sistema (57) tal que la linealizacio´n del sistema en lazo cerrado cumpla
las condiciones de la Proposicio´n 2, para el SPI.
Proposicio´n 5 El origen del sistema (67) es asinto´ticamente estable con el control por
retroalimentacio´n de estado
u(t) = Kx(t)
con K definida como en (64), si existen matrices sime´tricas reales Q, S¯1, . . . , S¯% definidas
positivas, una matriz rectangular Y = KQ, y
Π%=

A0Q + BY + QA0
T + YTBT +
%∑
i=1
S¯i A1Q A2Q . . . A%Q
QA1
T −S¯1 0 . . . 0
QA2
T 0 −S¯2 . . . 0
...
...
...
. . .
...
QA%
T 0 0 . . . −S¯%

< 0. (69)
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Tabla III. Ejemplo de regiones LMI
Semiplano izquierdo delimitado por una
l´ınea vertical −ρ, es decir, Re(z) < −ρ.
fD = z + z¯ + 2ρ (70)
Sector co´nico con ve´rtice en el origen y
a´ngulo interno 0 < θ <
pi
2
.
fD =
senθ(z + z¯) cos θ(z − z¯)
cos θ(z¯ − z) senθ(z + z¯)
 (71)
El sector co´nico proporciona un factor de
amortiguamiento mı´nimo ξ = sen(θ).
Disco centrado en (−q, 0) con radio r.
fD =
 −r z + q
z¯ + q −r
 (72)
El disco proporciona una frecuencia natural
ma´xima ωn = r.
Prueba. Considere la ecuacio´n (12) y el sistema (68).
Π%=

P[A0 + BK] + [A0 + BK]
TP +
%∑
i=1
Si PA1 PA2 . . . PA%
A1
TP −S1 0 . . . 0
A2
TP 0 −S2 . . . 0
...
...
...
. . .
...
A%
TP 0 0 . . . −S%

< 0, (73)
sin embargo, (73) no es una desigualdad lineal matricial en las variables de decisio´n P
y K ya que los te´rminos PBK y KTBTP son no lineales. Pre-multiplicando y
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post-multiplicando (73) por (P−1)T y P−1, respectivamente, se obtiene
Π%=

A0P
−1 + BKP−1+
P−1A0T +P−1KTBT +
%∑
i=1
P−1SiP−1 A1P−1 A2P−1 ... A%P−1
P−1A1T −P−1S1P−1 0 ... 0
P−1A2T 0 −P−1S2P−1 ... 0
...
...
...
...
...
P−1A%T 0 0 ... −P−1S%P−1

< 0.
Aplicando el cambio de variables Q = P−1, Y = KQ y S¯i = QSiQ,
Π%=

A0Q + BY + QA0
T + YTBT +
%∑
i=1
S¯i A1Q A2Q . . . A%Q
QA1
T −S¯1 0 . . . 0
QA2
T 0 −S¯2 . . . 0
...
...
...
. . .
...
QA%
T 0 0 . . . −S¯%

< 0. 
IV.2.2 Metodolog´ıa
Paso 1. Linealizar el sistema (57) alrededor del punto de operacio´n (δ∗, ωs, E
′∗
qi
), para
i = 1, ..., N − 1. El sistema linealizado resultante es (67).
Paso 2. Revisar las desigualdades de la Proposicio´n 5 y de las restricciones de la ubi-
cacio´n de polos deseada para el sistema linealizado en lazo cerrado (68) (desigualdades
(70), (71) y (72)) usando un programa para LMIs. Las desigualdades (70), (71), y (72)
se utilizan, de acuerdo con los objetivos deseados de control del problema, definiendo
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z = A0Q + BY y z¯ = QA0
T + YTBT .
Paso 3. El origen del sistema (68) es estable independiente del retardo aplicando un
control descentralizado u(t) = Kx(t) con K = YQ−1, donde K tiene la estructura
definida en (64). El controlador estabiliza el sistema independientemente de los retar-
dos de las l´ıneas de transmisio´n si las condiciones son realizables.
Paso 4. El punto de equilibrio (δ∗, ωs, E
′∗
qi
) del sistema (57) es localmente estable,
robusto con respecto a los retardos σij con un control descentralizado u(t) = K(x(t)−
x∗).
IV.2.3 Resultados de simulacio´n
El popular sistema WSCC, mostrado en la Fig. 5, que consta de 3 ma´quinas y 9 buses,
se considera para ilustrar la metodolog´ıa propuesta1. La red consiste de 3 generadores
modelados cada uno por (57) y el generador 3 se toma como referencia, por lo que
E
′
q3
= constante = 1∠0◦ (N=3). En cada subsistema la entrada de control es ui =
Efi
T
′
di
.
Los para´metros del sistema, tomados de Sauer & Pai (1998), se muestran en la Tabla IV.
Linealizando (57) alrededor del punto de equilibrio (δ∗ = 0.5236, ωs = 377, E
′∗
q1
=
1.03, u¯1 = −0.4498, ), y (δ∗ = 0.5236, ωs = 377, E ′∗q2 = 1.01, u¯2 = −0.7659) el sistema
esta´ dado por
x˙(t) = A0x(t) + A1x(t− σ1) + Bu(t) (74)
con matrices
1Tomado de Sauer & Pai (1998) con ligeras modificaciones.
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Figura 5. WSCC. Sistema de 3 ma´quinas, 9 buses
A0=

0 1 0 0 0 0
−145.7805 −0.3906 −33.1790 0 0 0
−0.14569430897694 0 −1
6
0 0 0
0 0 0 0 1 0
0 0 0 −308.7264 −0.4983 −71.2356
0 0 0 −0.2185 0 −0.1698

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Tabla IV. Para´metros, descripcio´n y valores.
NOTACIO´N DESCRIPCIO´N VALORES
Ma´q. 1 Ma´q. 2
Xdi Reactancias s´ıncronas del eje directo.* 0.8958 1.3125
X
′
di
Reactancias transitorias del eje di-
recto.*
0.1198 0.1813
Di Factor de amortiguamiento.* 5 3
Hi Constante de inercia, en segundos. 6.4 3.01
T
′
di
Constante de tiempo de corto circuito
transitorio del eje directo, en segundos.
6.0 5.89
ωs
Velocidad de la ma´quina s´ıncrona, en
rad/s.
120pi 120pi
B
La matriz (sime´trica) de susceptancias
reducida a nodos internos*

−5.114 2.826 2.253
2.826 −5.023 2.275
2.253 2.275 −4.695

* Todos los para´metros esta´n en el sistema por unidad.
A1 =

0 0 0 0 0 0
0 0 0 86.5889 0 0
0 0 0 0 0 0.3655
0 0 0 0 0 0
184.1093 0 0 0 0 0
0 0 0.5428 0 0 0

B =
0 0 1 0 0 0
0 0 0 0 0 1

T
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El objetivo de control para este ejemplo es ubicar los polos en lazo cerrado dentro
de la regio´n delimitada por la l´ınea vertical en el semiplano izquierdo −ρ = −30, un
c´ırculo con centro en el origen y radio r = 120 y un sector co´nico con θ =
pi
4
, como se
muestra en la Figura 6.
Figura 6. Regio´n deseada para el sistema en
lazo cerrado.
Las desigualdades (70), (71), (72), (69) con los valores indicados para ρ, θ, q y r,
se probaron usando el programa para LMIs de Matlab c© Ver. 7.8.0.347. Las matrices
resultantes son:
Q =

102.3397×10−3 −3.2080 −2.8025 0 0 0
−3.2080 120.2756 133.8884 0 0 0
−2.8025 133.8884 205.4848 0 0 0
0 0 0 165.4135×10−3 −5.2241 −2.4381
0 0 0 −5.2241 208.9869 131.8814
0 0 0 −2.4381 131.8814 119.6255

· 10−3
Y =
23.4927× 10−3 −3.4080 −10.7309 0 0 0
0 0 0 13.4223× 10−3 −4.2793 −7.8712

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K =
4284.0056 287.6751 −181.2356 0 0 0
0 0 0 1948.9612 146.8901 −188.0160

El controlador tiene la forma deseada (63)
u1(t) = 4284.0056(δ1(t)− δ∗) + 287.6751(ω(t)− ωs)− 181.2356(Eq1(t)− E∗q1)
u2(t) = 1948.9612(δ2(t)− δ∗) + 146.8901(ω(t)− ωs)− 188.0160(Eq2(t)− E∗q2)
y se probo´ en el sistema (57) usando las siguientes condiciones iniciales: (δ1 = 0.45,
ω1 = 376, E
′
q1
= 0.9) y (δ2 = 0.5, ω2 = 377.5, E
′
q2
= 1.1). En la Fig. 7 se muestra
que la estabilidad se mantiene para retardos de 0.7 s, el cual es grande para una red de
sistemas de potencia. El sistema continu´a siendo estable para retardos de mayor mag-
nitud. La estabilidad local del sistema (57) bajo los retardos de la l´ınea de transmisio´n
y la existencia de un controlador por retroalimentacio´n de estado descentralizado se
garantizan mediante la condicio´n suficiente de estabilidad de la Proposicio´n 2 y
la realizacio´n de las LMIs en la regio´n de ubicacio´n de polos deseada. Las entradas de
control u1 y u2 se saturan mediante la funcio´n usat = umaxsat(
u
umax
) para umax = 30.
IV.3 Control centralizado
Las oscilaciones de uno o ma´s generadores en un a´rea con respecto al resto del sistema
se pueden disminuir con me´todos tradicionales como los controladores descentralizados.
Sin embargo, dichos controladores son insuficientes para atenuar las oscilaciones entre
dos o ma´s a´reas, lo cual es una de las principales restricciones en la transmisio´n de
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potencia (Chang & Xu, 2007).
Diferentes enfoques se han propuesto en la literatura para solucionar este problema,
ver Klein et al. (1991); Roman Messina (2009) y referencias inclu´ıdas. Una interesante
alternativa es el uso de un control centralizado utilizando la informacio´n de medicio´n
remota dada por los WAMS. Varias contribuciones reportan mejoras significativas uti-
lizando esta tecnolog´ıa (ver por ejemplo Snyder et al. (2000); Kamwa et al. (2001);
Chaudhuri et al. (2004); Okou et al. (2005); Dou et al. (2007); Zabaiou et al. (2008)).
Sin embargo, un control centralizado cla´sico implica el uso de te´rminos no disponibles
debido al retardo inherente al enlace de comunicacio´n. Enseguida se propone un contro-
lador de la forma (60), el cual emplea los te´rminos retrasados, evitando as´ı problemas
de causalidad.
IV.3.1 Sistema linealizado
En la seccio´n anterior se vio´ que linealizando (57) alrededor del punto de operacio´n
(δ∗, ωs, E
′∗
qi
), para i = 1, ..., N − 1 se obtiene el sistema linealizado en lazo abierto (67)
y que el par (A0,B) es controlable. Considerando una entrada de control de la forma
(60) se obtiene el sistema en lazo cerrado
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(a) Error de seguimiento
(b) Error de sincronizacio´n
Figura 7. Resultados de simulacio´n de las ecuaciones de error.
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(a) Entrada de control u1(t)
(b) Entrada de control u2(t)
Figura 8. Entradas de control.
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x˙(t) = [A0 + BK0]x(t) +
%∑
j=1
Ajx(t− σj) + BK1x(t− τ ), (75)
donde Ki,1=
[
ki,1 ki,2 ki,3
]
, Ki,j,1=
[
ki,j,1 ki,j,2 ki,j,3
]
y K0,K1 ∈ R(N−1)×3(N−1), con
K0 = diag{K1,1,K2,1, . . . ,KN−1,1},
y
K1=

01×3 K1,2,1 K1,3,1 . . . K1,N−1,1
K2,1,1 01×3 K2,3,1 . . . K2,N−1,1
...
. . .
...
KN−2,1,1 KN−2,2,1 KN−2,3,1 01×3 KN−2,N−1,1
KN−1,1,1 KN−1,2,1 . . . KN−1,N−2,1 01×3

.
Proposicio´n 6 El origen del sistema de potencia (67) es asinto´ticamente estable con
un controlador centralizado de la forma (60) para cualquier valor de retardos fijos σj y
τ si existen matrices reales sime´tricas Q, S¯i definidas positivas, con i = 1, . . . , %+ 1, y
matrices rectangulares Y0 = BK0, Y1 = BK1, tales que
Q > 0;
S¯i > 0;
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
A0Q + BY0 + QA0
T + Y0
TBT +
%+1∑
i=1
S¯i A1Q . . .A%Q BY1
QA1
T −S¯1 0 . . . 0
... 0
. . . 0
QA%
T 0 0 −S¯% 0
Y1
TBT 0 . . . 0 −S¯%+1

< 0. (76)
Prueba. La Proposicio´n 2 proporciona una condicio´n suficiente para asegurar la es-
tabilidad de (67) independientemente de la magnitud del retardo. Entonces solo resta
comprobar la desigualdad (76) para el sistema en lazo cerrado.
Considere el sistema (75) y la Proposicio´n 2.

P[A0+BK0] +[A0+BK0]
TP +
%+1∑
i=1
Si PA1 PA2 . . .PA% PBK1
A1
TP −S1 0 . . . 0 0
A2
TP 0 −S2 . . . 0 0
...
...
...
. . .
...
...
A%
TP 0 0 . . .−S% 0
[BK1]
TP 0 0 . . . 0 −S%+1

< 0.
Sin embargo, esta matriz no es una LMI en las variables de decisio´n P, K0 y
K1, debido a los te´rminos PBK0 y PBK1. Premultiplicando y postmultiplicando por
[P−1]T y P−1 respectivamente y aplicando el cambio de variables Q = P−1, S¯i = QSiQ,
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Y0 = BK0 y Y1 = BK1.
A0Q + BY0 + QA0
T + Y0
TBT +
%+1∑
i=1
S¯i A1Q . . .A%Q BY1
QA1
T −S¯1 0 . . . 0
... 0
. . . 0
QA%
T 0 0 −S¯% 0
Y1
TBT 0 . . . 0 −S¯%+1

< 0. 
IV.3.2 Metodolog´ıa
El procedimiento es similar al del control descentralizado. Despue´s de linealizar (57)
alrededor del punto de operacio´n (δ∗, ωs, E
′∗
qi), para i = 1, ..., N se llega al sistema (65).
Entonces se procede a plantear el problema como un sistema de LMIs de acuerdo a los
objetivos de control (ver Tabla III) con base en la Proposicio´n 2.
Se define z = A0Q + BY0 y z¯ = QA0
T + YTBT para aplicar las desigualdades
(70), (71) y (72) al sistema (75).
El sistema (75) es estable independiente de la magnitud del retardo aplicando el
controlador u(t) = K0x(t) + K1x(t− τ ) con K0 = Y0Q−1 y K1 = Y1Q−1 si las
condiciones en las LMIs se cumplen y por lo tanto, el sistema (57) es localmente estable,
robusto con respecto a los retardos σj y τ , aplicando el control centralizado u(t) =
K0(x(t)− x∗) + K1(x(t− τ )− x∗).
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IV.3.3 Caso de estudio
Se continu´a con el ejemplo de la Seccio´n IV.2.3, ahora para ilustrar la viabilidad de la
ley de control (60). En este caso, los objetivos de control deseado son polos menores a
10, un factor de amortiguamiento menor a ξ = sin(
pi
4
) y una frecuencia natural ma´xima
de ωn = 100, por lo que los polos esta´n delimitados por ρ = 10, un sector co´nico con
θ =
pi
4
, y un disco de radio r = 100 centrado en el origen.
Probando las desigualdades de la Proposicio´n 6 y de las restricciones de la ubicacio´n
de polos deseada (ver Tabla III) para el sistema linealizado en lazo cerrado las condi-
ciones son realizables. El controlador estabiliza el sistema independientemente de los
retardos con matrices:
Q =

932.8488×10−3 −11.4883 −7.0591 0 0 0
−11.4883 210.2686 174.8647 0 0 0
−7.0591 174.8647 203.9146 0 0 0
0 0 0 1.5304 −17.6764 −8.3888
0 0 0 −17.6764 330.9190 186.6700
0 0 0 −8.3888 186.6700 137.7677

· 10−3
Y0 =
−14.0409× 10−3 −2.5602 −8.6585 0 0 0
0 0 0 −1.6810× 10−3 −3.8276 −6.7019

Y1 =
 0 0 0 932.8488×10−3 −11.4883 210.2686
−7.0591 174.8647 203.9146 0 0 0
 · 10−3
K0 =
626.7850 137.1344 −138.3616 0 0 0
0 0 0 29.9682 69.7829 −141.3746

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K1 =
0 0 0 −20.1254 −5.4288 7.6566
0 0 1 0 0 0
 .
La entrada de control
u1(t) = 626.7850(δ1(t)− δ∗1) + 137.1344(ω1(t)− ω∗)− 138.3616(Eq1(t)−E∗q1)
− 20.1254(δ2(t−τ)−δ∗2)−5.4288(ω2(t−τ)−ω∗2) + 7.6566(Eq2(t−τ)−E∗q2)
u2(t) = 29.9682(δ2(t)− δ∗2) + 69.7829(ω2(t)− ω∗)−141.3746(Eq2(t)− E∗q2)
+ (Eq1(t− τ)− E∗q1)
fue probada en el sistema (57) con las condiciones iniciales: (δ1 = 0.5, ω1 = 375.5,
E
′
q1
= 0.9) y (δ2 = 0.6, ω2 = 376, E
′
q2
= 1).
Note que las condiciones se aplican a A0 + BK0 y no al sistema completo. Esto
asegura que las LMIs de la Proposicio´n 6 se cumplan para valores de ganancia del con-
trolador que ubiquen los polos lejos del eje imaginario. Los ca´lculos en este trabajo se
realizaron con la herramienta para LMIs de Matlab c© Ver. 7.8.0.347.
Los resultados se muestran en las Figuras 9 y 10 donde el retardo de interconexio´n
se mantiene en σ1 = 20ms y el sistema es estable para retardos hasta de τ = 1s. La
estabilidad local del sistema no lineal bajo los retardos de la l´ınea de transmisio´n y de
los WAMS se garantiza al cumplirse la condicio´n suficiente dada en la Proposicio´n 6 y
a que las condiciones de LMIs de la regio´n deseada de polos son realizables.
Las entradas de control u1 y u2 se saturan mediante la funcio´n usat = umaxsat(
u
umax
)
para umax = 10.
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IV.4 Conclusiones del cap´ıtulo
Se derivaron condiciones suficientes para la sincronizacio´n maestro-esclavo de SPI mo-
delados con retardos inducidos por la longitud de las l´ıneas de transmisio´n y por el uso
de WAMS. El procedimiento de s´ıntesis de los controladores se desarrolla empleando
te´cnicas de linealizacio´n, el criterio de estabilidad de Lyapunov-Krasovskii para sis-
temas con retardos y el enfoque de LMIs. El sistema de potencia linealizado es estable
independientemente de la magnitud de los retardos, por lo que el sistema no lineal es
localmente estable y robusto ante los retardos.
Se mostro´ que un controlador descentralizado es capaz de estabilizar la red de sis-
temas de potencia, a pesar del retardo en las l´ıneas de transmisio´n. Adema´s se desa-
rrollo´ un controlador centralizado, que al utilizar las variables retrasadas de los otros
generadores no tiene problemas de causalidad y no se requiere el uso de predictores de
estado.
Las condiciones de estabilidad son fa´ciles de verificar utilizando un programa es-
pecializado para LMIs. En ambos casos, tanto para el control centralizado como para
el descentralizado, los para´metros del controlador se calculan automa´ticamente si las
condiciones planteadas en las LMIs son realizables.
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(a) Error de seguimiento
(b) Error de sincronizacio´n
Figura 9. Errores de seguimiento y sincronizacio´n para σ1 = 20ms y diferentes valores de
τ .
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(a) Entrada de control u1(t)
(b) Entrada de control u2(t)
Figura 10. Entradas de control.
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Cap´ıtulo V
CONCLUSIONES GENERALES
V.1 Aportaciones principales
Las aportaciones de este trabajo de tesis son las siguientes:
• Se dan condiciones necesarias y suficientes para eliminar retardos de un SLR me-
diante una transformacio´n bicausal. Esto permite simplificar el ana´lisis, control, y
simulacio´n nume´rica de los mismos. Estos resultados permiten detectar sistemas
falsamente retardados debido a errores de modelado o a la eleccio´n de variables
de estado.
• Se brinda un me´todo sistema´tico para encontrar una transformacio´n bicausal para
reducir retardos en sistemas lineales, lo cual ampl´ıa las herramientas que se pueden
aplicar en el ana´lisis y s´ıntesis de controladores, ya que existen varios resultados
para sistemas con unos cuantos retardos.
• El uso de ecuaciones de error con retardos para NCSs permite establecer condi-
ciones suficientes para la sincronizacio´n maestro-esclavo en esta clase de sistemas
que presentan retardos en el canal de comunicacio´n y eventualmente en las inter-
conexiones f´ısicas. Esta es una solucio´n causal as´ı que no es necesario el uso de
predictores o alguna te´cnica de aproximacio´n para reconstruir vectores de estado
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retardados.
• Se dan condiciones suficientes para la estabilidad robusta, respecto a los retar-
dos, en sistemas de potencia interconectados modelados con retardo en las inter-
conexiones f´ısicas (inducido por la longitud de las l´ıneas de transmisio´n) y even-
tualmente en el canal de comunicacio´n cuando se usan WAMS. La metodolog´ıa
propuesta se basa en te´cnicas de linealizacio´n, mediante LMIs y el me´todo de
Lyapunov-Krasovskii para estabilidad independiente del retardo en el sistema li-
nealizado. Aunque recientemente se han reportado muchos trabajos sobre WAMS,
en la literatura son pocos los que consideran el retardo, o u´nicamente analizan su
impacto en el sistema sin brindar un procedimiento de disen˜o del controlador, as´ı
que esta tesis brinda una propuesta en un campo de investigacio´n actual y poco
explorado.
V.2 Trabajo futuro
• Buscar un procedimiento alterno para la reduccio´n de retardos en sistemas li-
neales, ya que el me´todo actual implica aplicar un algoritmo iterativo de solucio´n
de ecuaciones lineales que se incrementa en complejidad con la cantidad de retar-
dos.
• Buscar condiciones para la eliminacio´n y reduccio´n de retardos en sistemas no
lineales con retardo utilizando herramientas de control geome´trico, tales como el
recientemente propuesto corchete extendido de Lie (Califano et al., 2010).
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• Los retardos en la sincronizacio´n maestro-esclavo son considerados constantes y
conmensurables, despue´s de aplicar alguna te´cnica de almacenamiento de datos.
Una alternativa a explorar es considerar los retardos variables.
• Respecto a los NCSs la topolog´ıa de la red en su estado actual implica comuni-
cacio´n bidireccional de todos los sistemas en red, lo cual puede modificarse para
explorar otra clase de sistemas.
• Respecto al uso de WAMS en sistemas de potencia se puede explorar el uso de
ecuaciones de error con retardos, despreciando el retardo originado por las l´ıneas
de transmisio´n, el cual es mucho ma´s pequen˜o que el originado por el uso de
WAMS o utilizar funcionales de Lyapunov Krasovskii ma´s complejas, como por
ejemplo las propuestas en (Zhang et al., 2011; Kruszewski et al., 2011), para tratar
el caso de retardos variables.
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Cap´ıtulo VI
RE´SUME´ EN FRANC¸AIS
NOTATION
Les notations suivantes sont conside´re´es tout au long de ce travail:
• E´tant donne´ un vecteur xi(t) ∈ Rn et une constante φ ∈ IN, on note
xi(t)=
[
xi,1(t)xi,2(t) . . . xi,n(t)
]
T, xi(t−φ)=
[
xi,1(t−φ) xi,2(t−φ) . . . xi,n(t−φ)
]
T .
• ∇ est l’ope´rateur retard: ∇φx(t) = x(t− φ), avec φ ∈ IN .
• R[∇] est l’anneau des polynoˆmes en ∇ avec des coefficients dans R.
• L(k)fNhN(x(t),x(t− 1), . . . ,xN(t− τ )) avec τ ∈ R+ de´finit la k-ie`me de´rive´e de
Lie re´pe´te´e de la fonction hN(x(t),x(t− 1), . . . ,xN(t− τ )) le long du champ de
vecteur fN , ou`
LfNhN(x(t),x(t−1),. . . ,xN(t−τ ))=
τ∑
i=0
∂hN(x(t),x(t−1), . . . ,xN(t−τ ))
∂∇ix(t) ∇
ifN .
Par re´currence,
L
(k)
fN
hN(x(t),x(t−1),. . .,xN(t−τ ))=LfN[L(k−1)fN hN(x(t),x(t−1),. . .,xN(t−τ ))] ∀k ≥ 1.
• deg(T[∇]) est le degre´ polynoˆmial de la matrice T [∇].
• sup(τa, τm) de´finit la valeur maximale des constantes τa et τm.
• D est un sous-ensemble de Rn.
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VI.1 Introduction ge´ne´rale
Dans cette section introductive, nous pre´sentons dans un premier temps les syste`mes a`
retards et les proprie´te´s inhe´rentes a` cette classe de syste`mes. Ensuite, nous ferons le
point sur l’e´tat de l’art et la proble´matique de la the`se. Nous proposerons pour conclure
un bref re´sume´ des contributions pre´sente´es dans la the`se et la fac¸on dont elles sont
lie´es.
VI.1.1 Les syste`mes a` retards
Dans la description mathe´matique d’un processus physique, on suppose en ge´ne´ral que
son e´volution de´pend uniquement de l’e´tat pre´sent. Mais il existe des situations parti-
culie`res dans lesquelles cette supposition n’est pas satisfaite en raison d’une de´pendance
d’e´ve´nements passe´s, provoque´es par des phe´nome`nes de transport (de matie`re, d’e´nergie,
de l’information), de temps de re´action (des capteurs, des actionneurs, des processus
biologiques) et de calcul (Michel, 1994). Ces syste`mes sont appele´s ge´ne´riquement
syste`mes a` retards et ils apparaissent naturellement dans une multitude de domaines :
chimie, biologie, transports, communications, me´canique, me´canique des fluides, etc.
(consulter a` ce sujet Azorin et al. (2004); Tian (2005); Zhang et al. (2005) et les
re´fe´rences incluses).
La croissance d’une population est un exemple de cette classe des syste`mes, qui se
repre´sente dans son mode`le le plus simple, par l’e´quation (Go´recki et al., 1989):
x˙(t) = g(x(t))− g(x(t− τ )) (77)
ou` x(t) est le nombre d’individus dans une population au temps t, g(x(t)) le nombre
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de naissances par unite´ de temps et le retard τ le temps moyen de vie des individus. La
dynamite est autre exemple, ou` le temps mort entre le moment d’allumage de la me`che
et l’explosion est tre`s utile.
Contrairement aux syste`mes sans retards dont l’e´volution est de´termine´e a` partir de la
valeur de l’e´tat x a` l’instant pre´sent t, celle des syste`mes a` retards de´pend du surcroˆıt
des valeurs passe´es de l’e´tat. Pour re´soudre ce type d’e´quations, appele´es e´quations
diffe´rentielles fonctionnelles (FDES, par ses initiales en anglais), l’e´tat ne peut pas eˆtre
un vecteur x(t) de´fini dans une valeur discre`te de temps t, comme dans le cas d’e´quations
diffe´rentielles ordinaires (ODEs, par ses initiales en anglais), mais une fonction xt corres-
pondant a` chaque instant dans un intervalle de temps passe´ (Richard, 2003), alors
x(t) = F (t, xt). Par exemple, dans le cas de l’e´quation (77), xt est l’e´tat (Gouaisbaut
& Peaucelle, 2006) :
xt(·) =
 [−τ , t] → Rn
θ 7→ xt(θ) = x(t+ θ)
Le vecteur x(t)∈Rn se nomme l’e´tat instantane´ et il s’agit de la fonction xt e´value´e a`
l’instant θ = 0. La fonction xt peut eˆtre vue comme un nombre infini de conditions
initiales. De ce fait, les syste`mes a` retards appartiennent a` la classe des syste`mes de
dimension infinie.
Les techniques de commande classiques (en dimension finie), applique´es aux syste`mes a`
retards, conduisent en ge´ne´ral a` des solutions qui requie`rent la connaissance de valeurs
futures de l’e´tat. Ces solutions sont non causales et empeˆchent une imple´mentation
directe de la commande (Michiels & Niculescu, 2008). Diffe´rentes solutions ont e´te´
propose´es dans la litte´rature pour contourner cette difficulte´ ; une strate´gie est de rem-
placer les ope´rateurs de retard par des approximations rationnelles, comme les appro-
ximants de Pade´ au premier et au second ordre (Philipp et al., 1999; Wang & Hu, 1999;
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Probst et al., 2010), de Laguerre-Fourier (Ma¨kila¨, 1990), de Kautz (Ma¨kila¨ & Parting-
ton, 1999; Taheri, 2008) ; l’usage de pre´dicteurs d’e´tat, qui permettent d’obtenir une
estimation des valeurs futures de l’e´tat (voir Maza-Casas et al. (1999); Mohagheghi
et al. (2007); Witrant et al. (2007a) et re´fe´rences comprises) ; et une autre approche
est la recherche de solutions causales pour les proble`mes de commande, tels que la
line´arisation entre´e/sortie (Ma´rquez-Mart´ınez & Moog, 2004), la commande maˆıtre-
esclave a` distance pour des syste`mes me´caniques sous-actionne´s (Pen˜aloza Mej´ıa et al.,
2008), le suivi de trajectoire (Estrada-Garc´ıa et al., 2008), le rejet de perturbations
(Castro-Linares et al., 1997), entre autres.
Malheureusement, les me´thodes avec des approximants rationnelles trouvent rapide-
ment leur limite, notamment parce qu’elles conduisent a` des syste`mes d’ordre e´leve´ dont
la re´gulation n’est finalement pas plus simple que celle du mode`le initial (Richard, 2003).
En ce qui concerne l’approche des pre´dicteurs d’e´tat, leur convergence est analyse´e en
conside´rant l’erreur entre la valeur future exacte et l’estimation donne´e, de sorte que,
bien qu’ils constituent un outil tre`s utile pour reconstruire les valeurs futures de l’e´tat
ou de la sortie. Ils sont tre`s sensibles aux variations des parame`tres. Dans cette the`se
nous conside´rons la recherche de solutions causales1 de commande afin d’e´viter, si po-
ssible, les approximations de´crites plus haut. Nous allons pre´senter divers proble`mes
de la commande pouvant eˆtre re´solus sans faire appel aux pre´dicteurs d’e´tat.
1Un ve´hicule te´le´ope´re´ d’exploration commande´ par ordinateur, par exemple, rec¸oit les signaux de
position de´sire´e x(t) avec un retard τ . Une commande causale serait celle qui utilise les signaux de
position x(t− τ ) disponible a` l’instant t − τ et non x(t) disponible a` l’instant t, car ces derniers ne
sont pas connus et devraient eˆtre reconstruits au moyen d’un pre´dicteur.
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De l’expose´ ante´rieur, il est essentiel de de´velopper une the´orie particulie`re, et de
nouveaux outils mathe´matiques adapte´s aux syste`mes a` retards. Il y a eu des progre`s
significatifs, surtout dans le domaine des syste`mes line´aires, cependant, il reste en-
core de nombreux proble`mes ouverts. Plus d’information est disponible dans les textes
spe´cialise´s comme Hale (1977); Go´recki et al. (1989); Kolmanovskii & Myshkis (1992);
Niculescu (1997); Mahmoud (2000); Gu et al. (2003) et les re´fe´rences incluses.
Ensuite, divers aspects des proble`mes a` traiter dans la the`se sont de´taille´s, en
pre´cisant le contexte, les objectifs, la motivation et les contributions de cette the`se.
E´tat de l’art
On aborde, de manie`re ge´ne´rale, dans ce travail les syste`mes commande´s en re´seau
(NCSs, par ses initiales en anglais) et comme application spe´cifique les syste`mes de
puissance. Tous les deux pre´sentent deux types de retards, l’un dans les interconne-
xions et l’autre sur le canal de communication qui, dans le syste`me de puissance. Ils
sont dus a` des lignes de transmission et a` l’usage de syste`mes de mesure a` grande e´chelle
(WAMS, par ses initiales en anglais), respectivement.
Lors de l’e´tude d’un syste`me, les e´tapes de mode´lisation et d’identification des
parame`tres sont essentielles car elles conditionnent les me´thodes qui seront ensuite
utilise´es pour analyser ses proprie´te´s et pour le controˆler. Si le mode`le ne re´pre´sente pas
correctement le syste`me e´tudie´ alors la performance de la commande est aussi de´grade´e
(Sung et al., 2009). Par conse´quent on cherche toujours a` de´terminer le meilleur mode`le
possible en accord avec les objectifs de la commande.
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Ainsi dans la recherche du meilleur mode`le possible, en ce qui concerne a` des
syste`mes a` retards, le proble`me de l’e´limination ou de la re´duction des retards a de´ja` e´te´
explore´ par la communaute´ scientifique depuis les anne´es quatre-vingt pour les syste`mes
line´aires a` retards (SLR), car on ne peut pas raisonnablement e´tudier, ana-
lyser, commander les syste`mes a` retards sans avoir compris s’ils sont re´ellement a` re-
tards. E´tonnamment, bien que des solutions partielles existent, ce proble`me est reste´
ouvert et il constitue un sujet de recherche actuel, comme il est montre´ dans les travaux
de Pugh et al. (1996); Fiagbedzi (2002); Boudellioua (2007); Boudellioua & Quadrat
(2008).
Avant de commencer a` travailler avec des syste`mes interconnecte´s on e´tudie et on
re´soud ce proble`me d’e´limination des retards. Le re´sultat le plus rattache´ a` ce travail de
the`se est celui de Lee et al. (1982), ou` une condition suffisante pour re´duire le nombre de
retards est donne´e pour un SLR de la forme x˙(t) = A[∇]x(t) = A0x(t)+A1∇hx(t)+
· · · + Aφ∇φhx(t) avec h ∈ R+ et φ ∈ Z+. Ce re´sultat est fonde´ sur l’existence d’un
vecteur cyclique B[∇] et lorsqu’il existe, la forme avec le nombre minimum de retards
peut eˆtre trouve´e avec la transformation
z(t) =
[
B[∇] A[∇]B[∇] . . . A[∇]n−1B[∇]
]−1
x(t). (78)
S’il existe (78) pour le SLR monoentre´e fortement commandable A[∇]x(t)+B[∇]u(t),
alors il est e´quivalent a` un syste`me sans retards au moyen de cette transformation (Lee
et al., 1982), cependant le proble`me est reste´ non re´solu par les syste`mes d’autre type.
Par la suite on le donnera une solution comple`te.
L’utilisation de syste`mes en re´seau est devenue populaire en raison de son archi-
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tecture flexible et des bas coˆuts d’installation et de maintenance (Zampieri, 2008).
Ces syste`mes, connus comme NCSs, pre´sentent un retard non ne´gligeable en raison
de l’influence du canal de communication (Witrant et al., 2006). Quelques proble`mes
pre´sente´s par cette influence sont, en plus des retards dans le re´seau, l’e´chantillonnage
asynchrone et la perte et la quantification de donne´es, ce qui rend l’estimation, l’analyse
et la synthe`se de controˆleurs plus complexes pour ce type de syste`mes. Dans Hokayem
& Abdallah (2004); Hespanha et al. (2007); Zampieri (2008) et les re´fe´rences incluses
quelques re´sultats sont donne´s pour re´soudre ces proble`mes spe´cifiques. Dans ce travail,
on analyse uniquement la synchronisation maˆıtre-esclave pour les NCSs en prenant en
compte les retards sur le canal de communication et e´ventuellement dans les syste`mes
qui pre´sentent des interconnexions physiques.
Le retard occasionne´ par le re´seau de communication peut de´grader la performance
du syste`me s’il n’est pas conside´re´ dans l’analyse ou meˆme le de´stabiliser
(Branicky et al., 2000). La proce´dure usuelle est de remplacer les termes retarde´s par
des approximations d’ordre reduit, ou l’utilisation d’un compensateur non causal et un
pre´dicteur pour calculer les valeurs futures de l’e´tat. Certaines de ces techniques de
commande propose´es sont : the´orie stochastique (Nilsson, 1998), commande robuste
(Goktas, 2000), the´orie des perturbations (Walsh et al., 1999) et compensateurs de
retard base´s sur pre´dicteurs (voir par exemple Hespanha et al. (2007), Witrant et al.
(2007a,b), Zhang et al. (2007), Zampieri (2008) et les re´fe´rences incluses). Dans le
domaine de la te´le´ope´ration certains travaux ont e´tudie´ les retards de transmission,
surtout pour le cas de deux syste`mes avec des retards constants (Garc´ıa et al., 2000;
Azorin et al., 2003; Fattouh & Sename, 2003) ou variables (Witrant et al., 2003; Yue
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et al., 2004; Chopra et al., 2008; Seuret & Richard, 2008; Hua & Liu, 2011; Zhang et al.,
2011; Kruszewski et al., 2011). Ces retards sont induits par le canal de communication
et des interconnexions physiques n’existent pas. Un re´seau de syste`mes de puissance
pre´sente les deux retards, l’un en raison des interconnexions physiques et l’autre induit
par l’usage des WAMS (Duan et al., 2009). Cependant, a` notre connaissance, il n’existe
aucun pre´ce´dent dans l’e´tude des NCSs en conside´rant les deux types de retard. Des
re´sultats pre´liminaires se trouvent dans Moog & Ga´rate-Garc´ıa (2008).
Tout de suite on aborde l’e´tude des re´seaux de syste`mes de puissance inter-
connecte´s (SPI). Ce proble`me est devenu important car la demande croissante d’e´lectrici-
te´ et la de´re´gulation de l’industrie incite les exploitants a` faire fonctionner les re´seaux
e´lectriques au plus pre`s de leurs limites, ce qui rend ces re´seaux plus vulne´rables aux
perturbations exte´rieures. En conse´quence, quelques modes d’oscillation inter-re´gions,
qui sont difficiles a` controˆler au moyen d’une commande locale, ont e´te´ de´coc¸uverts
(Chang & Xu, 2007). Diffe´rents mode`les et des techniques de commande ont e´te´ pro-
pose´s pour re´soudre ce proble`me. Une alternative inte´ressante est l’usage de WAMS,
ou` des signaux lointains sont utilise´s pour le controˆle. Des ame´liorations significatives
ont e´te´ rapporte´s en utilisant cette technique (voir par exemple Snyder et al. (2000);
Kamwa et al. (2001); Chaudhuri et al. (2004); Zabaiou et al. (2008)), cependant, le
proble`me le plus important lie´ a` cette technologie est le retard entre l’instant de la
mesure et l’instant auquel ces signaux sont disponibles pour le controˆleur.
L’attention accorde´e a` l’analyse des retards associe´s aux grands re´seaux de syste`mes
de puissance a augmente´. Nous pouvons identifier deux types de retards dans les SPI :
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ceux associe´s a` la longueur de la ligne de transmission, qui sont ge´ne´ralement tre`s petits
(environ 10 ms) (Wu & Heydt, 2003), et les retards dus a` l’utilisation de WAMS, qui sont
de l’ordre de 100-700 ms., selon le type de liaison et d’autres caracte´ristiques (Nadu-
vathuparambil et al., 2002). Son impact est crucial lorsque les controˆleurs e´changent
des donne´es via un re´seau (consulter Wu et al. (2004); Jia et al. (2008)).
VI.1.2 Objectifs
objectif ge´ne´ral
E´tablir des conditions pour la re´duction du retard maximal dans les syste`mes line´aires
au moyen d’une transformation bicausale, ainsi que des sche´mas de synchronisation
maˆıtre-esclave qui e´vitent ou minimisent l’utilisation de pre´dicteurs pour des syste`mes
commande´s en re´seau et pour des syste`mes de puissance interconnecte´s.
Objectifs spe´cifiques
• E´tablir des conditions ne´cessaires et suffisantes pour identifier ces syste`mes a`
retards e´quivalents a` un syste`me sans retards. Ceci est utile pour identifier ces
syste`mes qui sont faussement retarde´s en raison d’une erreur de mode´lisation ou
d’un mauvais choix de variables.
• Trouver une transformation bicausale pour minimiser le retard maximal d’un
syste`me a` retards. Cela conduit a` une contribution dans le domaine de la stabilite´
car il y a plusieurs contributions dans la litte´rature pour des syste`mes avec une
quantite´ faible de retards et ces re´sultats peuvent alors eˆtre utilise´s dans le syste`me
re´duit.
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• De´terminer des solutions causales pour le proble`me de synchronisation des NCSs,
en particulier pour les syste`mes qui pre´sentent des interconnexions physiques entre
les syste`mes maˆıtre et esclave.
• Mode´lisation d’un re´seau de SPI avec des retards de communication.
• De´terminer des me´thodes causales de synchronisation pour les SPI.
VI.1.3 Motivation
Cette recherche est motive´e par les conside´rations suivantes:
• Un syste`me a` retards e´quivalent a` un syste`me sans retards peut se stabiliser avec
des techniques de commande classique.
• La re´duction des retards augmente les possibilite´s d’utiliser des crite`res de sta-
bilite´ de´ja` existants, car il y a plusieurs re´sultats de stabilite´ de´veloppe´s pour les
syste`mes avec des quantite´s faibles de retards (voir par exemple Gu et al. (2003);
Michiels & Niculescu (2008) et re´fe´rences incluses).
• Transformer un syste`me he´re´ditaire en un autre avec une quantite´ moindre de
retards requiert moins de ressources de me´moire, ce qui permet de re´soudre des
syste`mes comportant davantage d’e´quations et d’augmenter la vitesse de calcul
des proce´dures nume´riques.
• La re´duction de retards permet de caracte´riser la feneˆtre temporelle minimale
requise pour de´finir l’e´tat.
• Caracte´riser l’e´quivalence de syste`mes avec un ordre diffe´rent de retards ouvre la
porte a` l’e´tude de l’e´quivalence de ces syste`mes au niveau de leurs solutions.
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• Fournir une alternative pour re´duire les oscillations inter-re´gions dans les re´seaux
de syste`mes de puissance.
VI.1.4 Des contributions
Dans les sections pre´ce´dentes on a pre´cise´ l’importance de de´velopper des outils
spe´cifiques d’analyse pour les syste`mes a` retards ainsi que les raisons qui ont motive´
le choix des divers the`mes recherche. A pre´sent, les apports principaux de cette the`se
sont de´crits.
La section VI.2 de ce me´moire montre un des re´sultats les plus importants de ce
travail, publie´ dans Ga´rate-Garc´ıa et al. (2011), la caracte´risation de ces syste`mes a`
retards qui sont e´quivalents, au moyen des transformations bicausales, a` un syste`me
sans retards ou a` un syste`me avec un retard maximum infe´rieur que celui dans les
coordonne´es d’origine. Les crite`res pre´sente´s offrent des conditions ne´cessaires et su-
ffisantes, dans le cas des SLR, en donnant une solution comple`te a` un proble`me qui est
reste´ ouvert pendant plus de trois de´cennies.
Le troisie`me chapitre traite des syste`mes commande´s en re´seau. On pre´sente une
me´thodologie pour de´velopper des controˆleurs causaux qui re´solvent le proble`me de syn-
chronisation maˆıtre-esclave des NCSs avec des retards provoque´s autant par le canal
de communication que par des interconnexions physiques. Il est de´montre´ qu’une con-
dition suffisante pour l’existence d’une telle solution causale, dans les syste`mes qui
n’ont que des retards de communication, est que certaines e´quations d’erreur de suivi
de trajectoire et de synchronisation soient asymptotiquement stables. Nous montrons
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que si en plus des retards de communication, les syste`mes comportent des retards
d’interconnexion, alors il est requis que ces derniers soient plus grands que les retards
de communication afin de garantir la causalite´ de la commande. Cette contribution
the´orique est une ge´ne´ralisation du travail de Estrada-Garcia et al. (2007) en ce qui
concerne a` l’usage d’e´quations d’erreur retarde´es pour la synchronisation mais, a` notre
connaissance, c’est le premier a` inclure l’analyse de NCSs avec des retards cause´s
tant par le canal de communication comme que par les interconnexions physiques.
Quelques re´sultats peuvent eˆtre trouve´s dans Moog & Ga´rate-Garc´ıa (2008).
Dans le Chapitre IV un mode`le est e´tabli pour les re´seaux de SPI qui inclut des
retards cause´s par des interconnexions physiques (les lignes de transmission) et
e´ventuellement par le canal de communication en utilisant les WAMS. Ces retards
rarement figurent dans la litte´rature de SPI car usuellement ils sont ne´glige´s ou bien
ils sont considere´s comme des perturbations dans le mode`le. Par la suite on re´alise
la synthe`se de deux sche´mas causaux de commande base´s sur le crite`re de stabilite´
de Lyapunov-Krasovskii et sur les ine´galite´s line´aires matricielles (LMIs, par ses ini-
tiales en anglais). La causalite´ des solutions obtenues est assure´e non par l’utilisation
de pre´dicteurs, mais en utilisant les termes a` l’instant qu’ils sont disponibles pour la
commande. Un sche´ma est de type de´centralise´, c’est a` dire, en utilisant uniquement
des variables locales de chaque ge´ne´rateur, et l’autre est centralise´, en utilisant les va-
riables fournies par les WAMS. Certains re´sultats sont pre´sente´s dans Ga´rate-Garc´ıa
et al. (2009)
Pour finir, nous donnerons quelques conclusions concernant nos travaux et nous
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esquisserons quelques perspectives de recherche.
VI.2 MODE´LISATION
Dans la section pre´ce´dente on a mentionne´ l’importance de la pertinence du mode`le
mathe´matique d’un processus et l’effet des retards dans l’analyse et la synthe`se de
controˆleurs pour les syste`mes a` retards. Ensuite, des conditions ne´cessaires et
suffisantes sont donne´es pour ve´rifier si un SLR est e´quivalent, moyennant des ope´rations
bicausales, a` un syste`me sans retards ou bien, si cela n’est pas possible, on cherche une
repre´sentation avec le plus petit retard possible. Ceci permet d’identifier les erreurs
de mode´lisation ou` sont inclus les retards qui ne sont pas intrinse`ques au syste`me. La
re´duction du nombre de retards revient a` trouver une re´alisation dans un syste`me de
coordonne´es ade´quat pour laquelle les crite`res de stabilite´ connus sont plus nombreux
ou exploitables. Par exemple, le syste`me
x˙1(t) = x2(t)− x1(t− 1)
x˙2(t) = x2(t− 1)− x1(t− 2) + x1(t)
est e´quivalent au syste`me
z˙1(t) = z2(t)
z˙2(t) = z1(t)
en utilisant le changement de coordonne´es bicausal
z1(t) = −x1(t− 1) + x2(t)
z2(t) = x1(t).
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E´tonnamment, bien que ce proble`me ait e´te´ explore´ depuis le de´but des anne´es
quatre-vingts, il est reste´ ouvert meˆme pour les SLR. En ce qui concerne les syste`mes
non line´aires a` retards (SNLR) le seul re´sultat re´cent, a` notre connaissance, est donne´
dans (Califano et al., 2010), ou` il se pre´sente une condition ne´cessaire et suffisante pour
l’e´quivalence d’un SNLR, au moyen de transformations bicausales, a` un syste`me line´aire
sans retard.
Ensuite, apre`s avoir de´crit les syste`mes a` traiter et revu quelques aspects significatifs
sur la the´orie de syste`mes a` retards, nous pre´sentons un des re´sultats principaux de cette
the`se : les conditions ne´cessaires et suffisantes qui re´solvent ce proble`me d’e´quivalence
pour SLR, en donnant ainsi une solution comple`te a` un proble`me ouvert depuis plus de
30 ans.
VI.2.1 Pre´liminaires
Nous de´finissons la classe de syste`mes e´tudie´s dans cette section et e´tablissons quelques
re´sultats pre´liminaires.
Classe de syste`mes
Les syste`mes conside´re´s ici sont des syste`mes line´aires avec des retards constants, de´crits
par
x˙(t) =
τa∑
i=0
Aix(t− ri) +
τb∑
j=0
Bju(t− rj) (79)
avec 0 = r0 < r1 < · · · < rsup(τa,τb), ou` x(t) ∈ Rn est l’e´tat instantane´ du syste`me,
u(t) ∈ Rm l’entre´e, Ai ∈ Rn×n, Bj ∈ Rn×m et τa, τ b ∈ IN . Si les retards sont de plus
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commensurables, c.-a`-d. multiples d’un retard de base, ils sont de´crits par
x˙(t) =
τa∑
i=0
Aix(t− ih) +
τb∑
j=0
Bju(t− jh), (80)
ou` h ∈ R+ est le retard de base. Par simplicite´ de la notation, et sans perte de
ge´ne´ralite´, on suppose que l’axe du temps t a e´te´ modifie´ pour avoir h = 1. Alors (80)
peut s’exprimer comme
x˙(t) =
τa∑
i=0
Aix(t− i) +
τb∑
j=0
Bju(t− j). (81)
Chaque e´le´ment de l’anneau R[∇] peut eˆtre e´crit comme
a[∇] = a0 + a1∇+ · · ·+ ara∇ra , ai ∈ R,
ou` ra est le degre´ polynoˆmial de a[∇]. L’addition et la multiplication sont de´finies
comme d’habitude.
Le syste`me (81) peut toujours se repre´senter de la manie`re suivante
x˙(t) = A0x(t) +
τa∑
l=1
Alξl(t) + B0u(t) +
τb∑
m=1
Bmψm(t)
ξl(t) = x(t− l), l > 0, (82)
ψm(t) = u(t−m), m > 0,
ou` ξl(t) ∈ Rn et ψm(t) ∈ Rm. Le reste des variables est de´fini comme dans le syste`me
(79).
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Concepts de base des syste`mes a` retards
Ensuite on verra quelques de´finitions cle´s pour la compre´hension de ce travail.
De´finition 10 Richard (2001) (Matrice unimodulaire). Une matrice polynomiale
A[∇] ∈ R[∇]n×n est dite unimodulaire si elle admet un inverse polynomial.
De´finition 11 Richard (2001) (Polynoˆmes invariants de Smith). Chaque matrice poly-
nomiale P(λ) de dimension m× n et rang r est e´quivalente a` la matrice S(λ):
P(λ) = U1(λ)S(λ)U2(λ)
ou` S(λ) =
 ∆(λ) 0r×(n−r)
0(m−r)×r 0(m−r)×(n−r)
, ∆(λ) = diag[d1(λ), . . . , dr(λ)] tel que di(λ) est
divisible entre di−1(λ) avec i = 2, . . . , r et les matrices U1(λ) et U2(λ) sont unimodu-
laires. La matrice polynomiale S(λ) est appele´e la forme Smith de P(λ) et les e´le´ments
di(λ) sur la diagonale sont appele´s invariants de Smith.
La notion standard de changement de coordonne´es requiert l’association des coor-
donne´es d’e´tat x(t) aux nouvelles coordonne´es z(t) moyennant une application bijective.
Ceci est bien connu pour des syste`mes sans retard ; cependant, l’exigence d’inversibilite´
conduit a` la de´finition suivante spe´cifique pour SLR.
De´finition 12 Ma´rquez-Mart´ınez et al. (2002) (Changement de coordonne´es). En con-
side´rant le syste`me a` retards (81), avec des coordonne´es d’e´tat x(t), alors
z(t) = T[∇]x(t), avec T[∇] ∈ R[∇]n×n (83)
est un changement de coordonne´es causal si les polynoˆmes invariants de Smith T[∇]
sont de la forme ∇τ i pour certains τ i ∈ IN+. Si τ i = 0 ∀i = 1 . . . n, alors le changement
de coordonne´es est dit bicausal.
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La transformation z(t) = x(t) − x(t − τ) n’est pas un changement de coordonne´es
parce que z(t) ≡ 0 ; x(t) ≡ 0. Toute fonction x(t) = φ(t) de pe´riode τ est z(t) = 0 dans
les coordonne´es transforme´es. La seule manie`re de les diffe´rencier a` un temps initial t0
est de connaˆıtre les conditions initiales dans une pe´riode de temps [t0−τ , t0]. Cependant,
pour des changements de coordonne´es causaux et bicausaux z(t) ≡ 0⇒ x(t) ≡ 0 apre`s
un certain temps.
Le changement de coordonne´es
z1(t) = x1(t− 1)
z2(t) = x1(t− 1) + x2(t)
est une transformation causale mais son inverse
x1(t) = z1(t+ 1) (84)
x2(t) = −z1(t) + z2(t)
ne l’est pas. En appliquant (84) a` un syste`me quelconque (e.g. z˙1(t) = z2(t); z˙2(t) =
u(t)) on obtient une solution non causale. Par conse´quent, seulement des transforma-
tions bicausales seront conside´re´es dans le reste de ce me´moire.
Il est facile de montrer que la transformation (83) est un changement de coordonne´es
bicausal si et seulement si T [∇] est unimodulaire.
La notion ge´ne´rale de syste`mes e´quivalents est la suivante.
De´finition 13 (E´quivalence des syste`mes). Deux syste`mes line´aires
x˙(t) =
τa∑
i=0
Aix(t− i) +
τb∑
j=0
Bju(t− j), (85)
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et
z˙(t) =
τc∑
j=0
A¯jz(t− j) +
τd∑
k=0
B¯ku(t− k), (86)
sont e´quivalents s’il existe une matrice unimodulaire T[∇] qui associe les solutions z(t)
du syste`me (10) avec la solution x(t) du syste`me (9) au moyen de z(t) = T[∇]x(t),
sous des conditions initiales approprie´es.
Conditions de stabilite´ pour des syste`mes a` retards.
Cette section pre´sente des outils utiles lie´s a` la stabilite´ des syste`mes a` retards.
Proposition 7 (Gu et al., 2003) Un syste`me a` retards est asymptotiquement stable s’il
existe une fonctionnelle quadratique borne´e de Lyapunov-Krasovskii V (φ) tel que pour
quelque ε > 0, V (φ) ≥ ε‖φ(0)‖2, et que
V˙ (φ) = V˙ (xt)|xt=φ,
≤ −ε‖φ(0)|2.
En conside´rant (79) en boucle ferme´e, on a le syste`me de´crit par
x˙(t) =
%∑
i=0
A˜ix(t− ri). (87)
Remarque 6 Dans le cas de syste`mes line´aires a` retards sans incertitudes sur les re-
tards et sur les parame`tres, les notions de stabilite´ asymptotique et exponentielle sont
e´quivalentes, bien que meˆme si l’existence du taux de convergence exponentielle est
garantie, il n’est pas connu a priori. Dans le cas ge´ne´ral (non line´aire, non station-
naire, retard variable) cette e´quivalence ne tient plus (Seuret, 2006).
La proposition suivante assure l’existence de cette fonctionnelle V (φ), en donnant une
condition suffisante pour la stabilite´ inde´pendante des retards du syste`me (87) :
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Proposition 8 (Gu et al., 2003) Le syste`me avec de multiples retards de´crit par (87)
est asymptotiquement stable s’il existe des matrices re´elles syme´triques P,S1,S2, . . . ,S%
telles que P > 0, et Π% < 0, ou`
Π% =

PA˜0 + A˜
T
0P +
%∑
i=1
Si PA˜1 PA˜2 . . . PA˜%
A˜T1P −S1 0 . . . 0
A˜T2P 0 −S2 . . . 0
...
...
...
. . .
...
A˜T%P 0 0 . . . −S%

. (88)
L’approche du proble`me d’e´quivalence de SLR.
En conside´rant le syste`me a` retards de´crit par (81) et un changement de coordonne´es
bicausal
z(t) = T[∇]x(t), (89)
on souhaite caracte´riser ces SLR qui sont e´quivalents a` un syste`me sans retard mo-
yennant (89). Si une telle transformation n’existe pas, alors on cherche une nouvelle
repre´sentation du syste`me
z˙(t) = A¯[∇]z(t) + B¯[∇]u(t) (90)
qui a le degre´ polynomial minimal en ∇ .
VI.2.2 Des erreurs de mode´lisation dans les SLR
Dans cette section on re´sout le proble`me pose´ dans la Section VI.2.1. On pre´sente
d’abord le the´ore`me d’e´quivalence des SLR, que bien qu’il puisse avoir un inte´reˆt pra-
tique limite´, c’est graˆce a` lui que l’on peut caracte´riser si un syste`me est faussement
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retarde´ par une erreur de mode´lisation ou en raison du choix des variables, car il
constitue le fondement pour obtenir les conditions d’e´limination et de re´duction de
retards.
E´quivalence de SLR
The´ore`me 3 On conside`re deux syste`mes line´aires, de´crits par (85) et (86). Soient
τx = sup(τa, τ b), τ z = sup(τ c, τ d). On suppose, sans perte de ge´ne´ralite´, que τx ≥ τ z.
Alors, les deux syste`mes sont e´quivalents si et seulement s’il existe des Ti ∈ Rn×n, pour
i = 0, 1, . . . , τm, avec τm = sup(τa, (n− 1)τ b), tels que
(i)
k∑
i=0
TiAk−i =
k∑
j=0
A¯jTk−j pour k = 0, 1, . . . , γ, ou` γ = τa + τm si τa > τ c; dans le
cas contraire γ = τ c + τm. A¯j = 0n×n pour j > τ c.
(ii)
k∑
i=0
TiBk−i = B¯k pour k = 0, 1, . . . , ϑ, ou` ϑ = τ b + τm si τa > τ c; dans un autre
cas ϑ = τ d + τm. B¯i = 0n×1 pour i > τ d.
(iii) det(
τm∑
i=0
Ti∇i) ∈ R\{0}.
Preuve. On de´finit T[∇] =
τm∑
i=0
Ti∇i. Sans perte de ge´ne´ralite´, on suppose que τx ≥ τ z.
Ne´cessite´.
Supposons que les syste`mes (81) et (90) soient e´quivalents. Alors il existe une transfor-
mation unimodulaire T[∇] qui satisfait (89). Cela entraˆıne la condition (iii).
De (82) et (89) on a que
z˙(t) = T[∇][A0x(t) +
τa∑
l=1
Alξl(t) + B0u(t) +
τb∑
m=1
Bmψm(t)] (91)
(86) et (91) impliquent
z˙(t) = A¯[∇]z(t) + B¯[∇]u(t)
= A¯[∇]T[∇]x(t) + B¯[∇]u(t). (92)
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En conside´rant T[∇] =
τm∑
i=0
Ti∇i avec Ti ∈ Rn×n, apre`s avoir applique´ l’ope´rateur
retard, on peut exprimer (91) et (92) sous forme matricielle
z˙(t) =
[
T0 T1 . . . Tτm
]

A0x(t) + A1ξ1(t) + · · ·+ Aτaξτa(t)
A0ξ1(t) + A1ξ2(t) + · · ·+ Aτaξτa+1(t)
...
A0ξτm(t) + A1ξτm+1(t) + · · ·+ Aτaξτm+τa(t)

+
[
T0 T1 . . . Tτm
]

B0u(t) + B1ψ1(t) + · · ·+ Bτbψτb(t)
B0ψ1(t) + B1ψ2(t) + · · ·+ Bτbψτb+1(t)
...
B0ψτm(t) + B1ψτm+1(t) + · · ·+ Bτbψτm+τb(t)

= A¯[∇]
[
T0 T1 . . . Tτm
]

x(t)
ξ1
...
ξτm

+ B¯[∇]u(t) (93)
= A¯0
[
T0 T1 . . . Tτm
]

x(t)
ξ1(t)
...
ξτm(t)

+ A¯1
[
T0 T1 . . . Tτm
]

ξ1(t)
ξ2(t)
...
ξτm+1(t)

+ · · ·+ A¯τc
[
T0 T1 . . . Tτm
]

ξτc(t)
ξτc+1(t)
...
ξτm+τc(t)

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+ B¯0u(t) + B¯1ψ1(t) + · · ·+ B¯τdψd(t).
Les coefficients de x(t), ξi(t), u(t) et ψi(t) doivent eˆtre e´gaux, ce qui implique (i) et (ii).
Soit τm = deg(T[∇]). La proce´dure d’inversion utilise´e est la me´thode de Gauss-
Jordan. L’inverse peut s’exprimer comme la matrice adjointe, divise´e par le de´terminant.
Ce dernier est un scalaire - ou polynoˆme de degre´ nul - dans le cas de matrices uni-
modulaires. Alors, le degre´ maximal des polynoˆmes de la matrice inverse, ne peut pas
eˆtre supe´rieur au degre´ de n’importe quel e´le´ment de la matrice adjointe. Puisque les
e´le´ments de cette matrice sont des de´terminants de matrices polynomiales des dimen-
sions (n − 1) × (n − 1) et que deg(T[∇]−1 ≤ τm(n − 1), le degre´ de ces polynoˆmes ne
peut pas eˆtre supe´rieur a` (n− 1)τm.
A partir des e´quations (85), (86) et (89) on a que
A[∇] = T[∇]−1A¯[∇]T[∇] (94)
et
B[∇] = T[∇]−1B¯[∇]. (95)
On doit avoir le meˆme degre´ polynomial dans les deux coˆte´s de l’e´quation (94), le
pire cas possible pour l’obtenir est τm = τa. Dans le cas de l’e´quation (95) le cas limite
est τm = (n− 1)τ b. Alors τm = sup(τa, (n− 1)τ b).
Suffisance.
De (iii), T[∇] est une transformation bicausale. De (i) et (ii), on prouve directement
que (89) implique (93). 
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En utilisant le the´ore`me pre´ce´dent, il est possible de de´finir des conditions pour e´liminer
des retards dans des syste`mes de la forme (81).
E´limination de retards
Dans cette section nous pre´sentons des conditions ne´cessaires et suffisantes pour l’exis-
tence d’un changement de coordonne´es tel que les termes retarde´s sont supprime´s. On
montre qu’il n’est pas restrictif de de´finir T0 comme la matrice identite´ pour calculer
la transformation T[∇]. Ce the´ore`me est un cas particulier du The´ore`me 3.
The´ore`me 4 Le syste`me (81) est e´quivalent a` un syste`me sans retard si et seulement
s’il existe des matrices Ti ∈ Rn×n pour i = 0, 1, . . . , τm, avec τm = sup(τa, (n− 1)τ b),
tels que
(i)
k∑
i=0
TiAk−i = A¯0Tk pour k = 0, 1, . . . , τm + τa, avec A¯0 = A0.
(ii)
k∑
i=0
TiBk−i = B¯k pour k = 0, 1, . . . , τm + τ b, avec B¯0 = B0 et B¯k = 0n×n ∀k > 0.
(iii) det(
τm∑
i=0
Ti∇i) ∈ R\{0}.
Preuve: Elle est obtenue a` partir du The´ore`me 3, et en conside´rant A¯k = 0 ∀k ≥ 1 et
B¯k = 0 ∀k ≥ 1. 
On remarque que, sans perte de ge´ne´ralite´, T0 peut eˆtre de´fini comme la matrice
identite´. Pour voir cela, on conside`re un changement ge´ne´ral de coordonne´es z˜(t).
z˜(t) = T˜[∇]x(t)
z˜(t) = [T˜0 + T˜1∇+ · · ·+ T˜τ∇τ ]x(t)
108
Soit
z(t) = T˜−10 z˜(t)
z(t) = [I+ T˜−10 T˜1∇+ · · ·+ T˜−10 T˜τ∇τ ]x(t)
z(t) = [I+ T1∇+ · · ·+ Tτ∇τ ]x(t)
ce qui implique A¯0 = A0, B¯0 = B0 et les conditions (i) et (ii).
Exemple 1. Conside´rons le syste`me
x˙1(t) = −x1(t)− x2(t− 1) + u(t) (96)
x˙2(t) = −2x2(t)
x˙3(t) = −x2(t− 1)− x3(t)
qui peut s’exprimer comme
x˙(t) = A0x(t) + A1ξ1(t) + B0u(t)
=

−1 0 0
0 −2 0
0 0 −1
x(t) +

0 −1 0
0 0 0
0 −1 0
 ξ1(t)
+

1
0
0
u(t) +

0
0
0
ψ1(t)
ξ1(t) = x(t− 1)
ψ1(t) = u(t− 1)
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Les conditions (i) et (ii) du The´ore`me 4 conduisent au syste`me d’e´quations suivant :
T0A0 = A¯0T0
T0A1 + T1A0 = A¯0T1
T0A2 + T1A1 + T2A0 = A¯0T2 (97)
T0B0 = B¯0
T0B1 + T1B0 = 0n×n
On de´finit T0 = I, A0 = A¯0, B0 = B¯0 et T2 = 0n×n puisque τa = 1 y τ b = 0. En
re´solvant (97) on a que
T1 =

0 −1 0
0 k 0
0 −1 0
 (98)
ou` k ∈ R. La condition (iii) est satisfaite si et seulement si k = 0. Ensuite, nous avons
T[∇] =

1 0 0
0 1 0
0 0 1
+

0 −1 0
0 0 0
0 −1 0
∇ =

1 −∇ 0
0 1 0
0 −∇ 1
 .
En calculant la forme de Smith de la matrice de transformation, on a que les
polynoˆmes invariants sont {1,1,1}, et la condition de la De´finition 12 est remplie, alors
T[∇] est une transformation bicausale.
Le syste`me sans retard e´quivalent a` (96) est
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z˙1(t) = −z1(t) + u(t)
z˙2(t) = −2z2(t)
z˙3(t) = −z3(t).
Il est a` noter que les conditions pre´alables sont donne´es par un syste`me d’e´quations
line´aires et que cette me´thode est constructive, de sorte que les conditions et la matrice
de transformation peuvent eˆtre calcule´es facilement.
Remarque 7 Usuellement l’e´quation caracte´ristique 4(s) := det[sI−A[∇]] d’un syste`-
me line´aire a` retards a un nombre infini de racines. Cependant, il existe FDE (de´nomme´es
FDE de´ge´ne´re´es) ou` 4(s) est un polynoˆme qui ne de´pend pas de ∇ et le nombre de
racines est fini (Kolmanovskii & Nosov, 1986). Toutefois, non tout FDE de´ge´ne´re´e est
e´quivalent a` un syste`me sans retards au moyen d’une transformation bicausale, bien
que son espace solution soit d’une dimension finie pour un temps suffisamment long.
Par exemple, il est facile de ve´rifier que dans
x˙(t) =
1 ∇
0 1
x(t)
le syste`me d’e´quations, donne´es par la condition (i) du The´ore`me 4, n’a pas de solution
et le retard ne peut pas eˆtre e´limine´.
Remarque 8 Pour ces FDE de´ge´ne´re´es est conside´re´ que le proble`me de Cauchy sans
l’histoire pre´alable, dans lequel l’intervalle initial est dit qui de´ge´ne`re a` un point, et
donc au lieu d’une fonction initiale, on ne de´finie qu’un point x(t0) (Kolmanovskii &
Nosov, 1986).
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Re´duction de retards
Dans le cas de ces syste`mes ou` le retard ne peut pas eˆtre e´limine´, il est encore utile
de trouver une repre´sentation canonique e´quivalente avec un retard maximal plus petit
que celui du syste`me original. Cette transformation peut eˆtre trouve´e, s’il existe, en
appliquant ite´rativement les conditions (i) - (iii) du The´ore`me 3. A` cet effet, on de´finit
T0 comme la matrice identite´, ce qui a e´te´ de´ja` montre´ n’est pas restrictif. Le syste`me
(81) est e´quivalent a` un syste`me avec un retard maximal τ z = l s’il existe une solution
pour A¯j, B¯j et Ti, avec j ≤ l et i = {1, . . . τm}. Ceci est montre´ dans l’exemple
suivant:
Exemple 2.
x˙1(t) = x1(t− 1) + 2x1(t) + x2(t− 2)− x2(t− 1) (99)
x˙2(t) = −x1(t)− x2(t− 1)
x˙(t) = A0x(t) + A1ξ1(t) + A2ξ2(t)
=
 2 0
−1 0
x(t) +
1 −1
0 −1
 ξ1(t) +
0 1
0 0
 ξ2(t)
ξ1(t) = x(t− 1)
ξ2(t) = x(t− 2).
Le syste`me d’e´quations, donne´ par la condition (i) du The´ore`me 4 n’a pas de solution.
Alors, les retards ne peuvent pas eˆtre e´limine´s. Cependant, en re´solvant (i) du The´ore`me
3 en A¯1,T1,T2, avec T0 = I, A¯0 = A0, on a la solution suivante.
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T1 =
0 1
0 0

T2 =
0 0
0 0

A¯1 =
0 −3
0 0
 (100)
et
T[∇] =
1 0
0 1
+
0 1
0 0
∇+
0 0
0 0
∇2
=
1 ∇
0 1

det(T[∇]) = 1 et les polynoˆmes invariants de Smith sont {1,1}, alors la transformation
T[∇] est bicausale. Le syste`me e´quivalent est
z˙(t) =
 2 −3∇
−1 0
 z(t)
soit,
z˙1(t) = 2z1(t)− 3z2(t− 1)
z˙2(t) = −z1(t)
Alors, le syste`me (99) est e´quivalent a` un syste`me qui a comme retard maximal τa = 1.
Les conditions donne´s dans le The´ore`me 3 sont re´duits aux conditions (i) et (iii)
pour un syste`me non force´ x˙(t) = A[∇]x(t) et aux conditions (ii) et (iii) pour un
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syste`me sans de´rive x˙(t) = B[∇]u(t). Ce qui est directement prouve´ en de´finissant
Bj = 0n×m et Aj = 0n×n∀j, respectivement.
VI.2.3 Des conclusions sur l’e´quivalence de SLR
On a e´tabli une caracte´risation comple`te de l’e´quivalence de SLR. Les conditions
ne´cessaires et suffisantes propose´es dans ce me´moire sont faciles a` mettre en oeuvre
pour le cas de l’e´quivalence a` un syste`me sans retard. La quantite´ et la complexite´ des
e´quations a` re´soudre augmente pour le proble`me de re´duction de retards. Cependant,
l’approche utilise´e est utile et il fournit une me´thode constructive pour trouver la trans-
formation bicausale.
Des efforts de recherche supple´mentaires sont requis pour e´tendre ces re´sultats a` une
classe de syste`mes non line´aires a` retards.
Dans les sections suivantes on analyse des syste`mes qui sont re´ellement retarde´s.
D’abord, nous pre´sentons une analyse the´orique sur les NCSs ainsi qu’une appli-
cation technologique, un re´seau de SPI. Dans les deux cas, nous sommes confronte´s
a` des retards dus aux interconnexions physiques, qui affectent le mode`le du syste`me,
meˆme en boucle ouverte, et dus aux canaux de communication qui affectent le syste`me
seulement en fermant la boucle de controˆle.
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VI.3 SYNCHRONISATION DE SYSTE`MES
EN RE´SEAU.
Ensuite on cherche des solutions causales pour re´soudre la synchronisation maˆıtre-
esclave de NCSs. Nous conside´rons deux retards dans le syste`me, un en raison du
canal de communication et, e´ventuellement, un autre s’il existe des interconnexions
physiques. On montre qu’en utilisant des e´quations d’erreur a` retards, autant pour le
suivi de trajectoire du maˆıtre que par l’erreur de synchronisation, au lieu des e´quations
diffe´rentielles ordinaires, il est possible de trouver des lois causales de commande.
VI.3.1 Syste`mes conside´re´s.
Dans la Section VI.3.3 on e´tudie un re´seau de N syste`mes sans interconnexions physiques
de´crits par des e´quations de la forme
Σ =
 x˙i(t) = fi(xi(t)) + gi(xi(t))ui(t), (i = 1, . . . , N);yi(t) = hi(xi(t)) (101)
xi(t) ∈ Rn est le vecteur d’e´tat instantane´ de Σi, ui(t) ∈ R est l’entre´e du syste`me
et yi(t) ∈ R la sortie.
Dans la Section VI.3.4, on analyse un re´seau de N syste`mes avec des interconnexions
physiques, chacun mode´lise´ par
Σ =
 x˙i(t) = fi(·) + gi(·)ui(t), (i = 1, . . . , N);yi(t) = hi(xi(t)); (102)
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ou` on de´finit de meˆme
fi(·) := fi(x1(t− σ),x2(t− σ), . . . ,xi−1(t− σ),xi,xi+1(t− σ), . . . ,xN(t− σ))
et gi(·). Le vecteur d’e´tat instantane´ de Σi est xi(t) ∈ D ⊂ Rn, le vecteur d’e´tat
instantane´ au temps t − σ xj(t− σ) ∈ D ⊂ Rn pour j = 1, . . . , N avec i 6= j, l’entre´e
de commande est ui ∈ R et la sortie yi ∈ R. Les syste`mes sont physiquement intercon-
necte´s par xj(t− σ) ou` σ est un retard constant.
Notez que plusieurs retards d’interconnexion σij peuvent eˆtre conside´re´s, ou` σij est le
retard de transmission entre Σi et Σj. Toutefois dans ce travail on suppose, sans perte
de ge´ne´ralite´, que σij = σ. L’extension de la me´thodologie propose´e au cas ge´ne´ral
est triviale car elle implique seulement indiquer les retards individuels dans la loi de
commande developpe´e.
Les suppositions suivantes sont faites pour les syste`mes (101) et (102):
• Les fonctions fi, gi et hi sont localement analytiques.
• Tous les sous-syste`mes ont le meˆme degre´ relatif: ρi = ρ pour i = 1, . . . , N .
• Le syste`me a stabilite´ interne pour le proble`me de la line´arisation entre´e/sortie.
• Le syste`me a un degre´ relatif type III, selon la de´finition de Germani et al. (2003)),
dans tout son domaine.
Remarque 9 Il est bien connu que par les SNLR avoir degre´ relatif complet n’implique
pas stabilite´ interne pour le proble`me de la line´arisation entre´e/sortie et qu’une dy-
namique ze´ro non nulle peut eˆtre induit meˆme par les variables d’e´tat que par l’entre´e
de commande (plus de de´tails dans Germani et al. (2003)). Dans ce travail on suppose
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qu’il existe cette stabilite´ interne et que la de´rive´e n-ie`me de la sortie au temps t est
une fonction affine a` l’entre´e a` l’instant t et non a` ses valeurs passe´es (la variable de
commande n’induit pas une dynamique interne et la stabilite´ de la dynamique ze´ro de
l’e´tat implique trivialement la stabilite´ de la dynamique ze´ro, ce qui correspond a` un
syste`me avec degre´ relatif type III dans Germani et al. (2003)).
VI.3.2 De´finition du proble`me de synchronisation de NCSs.
Etant donne´s N syste`mes Σ avec un retard τ dans le canal de communication et une
trajectoire de re´fe´rence C∞ yref (t), t ≥ 0, trouver des entre´es de commande ui de la
forme
ui(t) = ηi(x1(t−τ), x2(t−τ), . . . , xi−1(t−τ), xi(t), xi(t−τ), xi+1(t−τ), . . . , xN(t−τ)),
pour i = 1, . . . , N, (103)
pour les syste`mes sans interconnexions physiques, ou
ui(t) = ηi(x1(t−σ), . . . , xi−1(t−σ), xi(t), xi(t−τ), xi+1(t−σ), . . . , xN(t−σ), xN(t−τ))
pour i = 1, . . . , N − 1, (104)
pour les syste`mes avec des interconnexions physiques, telles que autant par l’erreur
de synchronisation el(t) = yN(t) − yl(t) que par celui de suivi de trajectoire eN(t) =
yref (t)− yN(t)
lim
t→∞
el(t) = 0 pour l = 1, . . . , N − 1, (105)
lim
t→∞
eN(t) = 0. (106)
Le syste`me N est le maˆıtre et les syste`mes 1 . . . N − 1 sont les esclaves.
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Les retards de communication sont, en ge´ne´ral, variables dans le temps. Cependant,
il n’est pas restrictif de conside´rer τ comme la limite supe´rieure de tous les retards de
communication dans le re´seau puisque, en utilisant une technique de me´moire tampon
sur chaque syste`me, on peut e´tablir le retard constant (Estrada-Garcia et al., 2007;
Leleve´ et al., 2001; Luck & Ray, 1990; Ploplys et al., 2004; Berestesky et al., 2004). σ
est suppose´ aussi constant.
VI.3.3 Syste`mes sans interconnexions physiques.
La Fig. 11 pre´sente l’e´change de donne´es dans la classe de syste`mes mode´lise´s par
(101). Le canal de communication induit un retard et l’information du syste`me maˆıtre
a` l’instant t n’est pas disponible pour la commande des syste`mes esclaves parce qu’elle
est rec¸u a` l’instant t− τ .
La proce´dure standard pour re´soudre le proble`me de synchronization maˆıtre-esclave
conduit a` des compensateurs non causaux. Cependant, ensuite on montre qu’en uti-
lisant une e´quation diffe´rentielle line´aire a` retards, pour la dynamique des erreurs de
suivi et de synchronization, il est possible trouver des solutions causales.
La solution standard est non causale.
D’abord, on re´sout le proble`me de suivi de trajectoire pour le maˆıtre. En de´rivant
l’erreur eN(t) = yref (t)− yN(t) jusqu’a` le degre´ relatif ρ on obtient
e
(ρ)
N (t) = y
(ρ)
ref (t)− y(ρ)N (t) (107)
= y
(ρ)
ref (t)− [ϕ(xN(t)) + ψ(xN(t))uN(t)].
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Figure 11. Un sche´ma illustrant NCSs sans interconnexions physiques
ou` ϕ et ψ sont des fonctions approprie´es.
Il est standard conside´rer l’e´quation diffe´rentielle ordinaire (ODE, par ses initiales
en anglais) suivant
e
(ρ)
N (t) =
ρ−1∑
k=0
βke
(k)
N (t). (108)
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ou` βk sont des constants qui stabilisent (108).
En re´solvant la combinaison de (107) et (108) pour uN(t)
uN(t) =
y
(ρ)
ref (t)− ϕ(xN(t))−
ρ−1∑
k=0
βk[y
(k)
ref (t)− L(k)fNhN(xN(t))]
ψ(xN(t))
, (109)
ce qui conduit a` (106).
Nous de´finissons les erreurs de synchronisation ei(t) = yN(t) − yi(t) pour i =
1, . . . , N − 1. En de´rivant chaque erreur jusqu’a son degre´ relatif ρ on obtient
e
(ρ)
i (t) = y
(ρ)
N (t)− [αi(xi(t)) + γi(xi(t))ui(t)] (110)
Conside´rons l’e´quation
e
(ρ)
i (t) =
ρ−1∑
m=0
λi,me
(m)
i (t). (111)
ou` λi,m sont des constants qui stabilisent (111). En re´solvant la combinaison de (110)
et (111) pour ui(t) on obtient l’entre´e de commande
ui(t) =
y
(ρ)
N (t)− αi(xi(t))−
ρ−1∑
m=0
λi,m[L
(m)
fN
hN(xN(t))− L(m)fi hi(xi(t))]
γi(xi(t))
. (112)
Malheureusement, la lois de commande (112) est non causale car les variables xN(t)
du syste`me maˆıtre ne sont pas disponibles pour les syste`mes esclaves, comme on a
montre´ plus haut. Les solutions communes sont l’utilisation d’approximations ra-
tionnelles des retards ou de pre´dicteurs d’e´tat, cependant, elles pre´sentent divers in-
conve´nients tels qu’on a discute´ dans la Section VI.1.
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Une solution causale a` la synchronisation maˆıtre-esclave.
Le de´fi est alors de trouver une commande de la forme souhaite´e (103). Tout de suite on
montre que la cle´ pour l’obtenir est l’utilisation d’e´quations d’erreur line´aires a` retards
autant par le suivi de trajectoire que par la synchronisation.
Conside´rons l’e´quation suivante
e
(ρ)
N (t) =
ρ−1∑
k=0
βke
(k)
N (t− τ). (113)
Les coefficients constants βk remplissent les conditions de stabilite´ donne´es dans
Cahlon & Schmidt (2007a,b) et la solution nulle de (113) est asymptotiquement stable.
En re´solvant la combinaison de (107) et (113), pour uN(t)
uN(t) =
y
(ρ)
ref (t)− ϕ(xN(t))−
ρ−1∑
k=0
βk[y
(k)
ref (t− τ)− L(k)fNhN(xN(t− τ))]
ψ(xN(t))
(114)
ce qui implique (106).
Remarque 10 Il est facile de montrer que (113) n’est pas stable inde´pendant du re-
tard pour ρ ≥ 2, c.-a.-d. que le choix des coefficients βk qui garantissent la stabilite´
asymptotique de l’e´quation est fait par rapport a` τ . Il faut repre´senter (113) par
x˙(t) =
0 Iρ−1
0 0


eN(t)
e
(1)
N (t)
...
e
(ρ−1)
N (t)

+

βρ−1 0 0
... 0 0
β1 0 0
β0 0 0


eN(t− τ)
e
(1)
N (t− τ)
...
e
(ρ−1)
N (t− τ)

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et utiliser le The´ore`me 2.1 de (Gu et al., 2003). Les conditions de stabilite´ de´pendant
du retard sont donne´es dans (Cahlon & Schmidt, 2007a,b) pour des e´quations d’ordre
pair et impair, respectivement. Ces auteurs indiquent que plus l’ordre de ρ est eleve´,
plus difficile devient stabiliser l’e´quation (113).
La suivante e´quation d’erreur line´aire a` retards est utilise´e, au lieu de l’approche
traditionnelle base´e sur l’ODE (111), pour la synchronisation
e
(ρ)
i (t) =
ρ−1∑
m=0
λi,me
(m)
i (t− τ), pour i = 1, . . . , N − 1. (115)
En combinant (110) et (115), et en re´solvant pour ui(t)
ui(t) =
y
(ρ)
N (t)− αi(xi(t))−
ρ−1∑
m=0
λi,m[L
(m)
fN
hN(xN(t− τ))− L(m)fi hi(xi(t− τ))]
γi(xi(t))
(116)
La diffe´rence, en comparant les entre´es de commande (116) et (112), est que pour
mettre en oeuvre la premie`re on utilise les termes disponibles L
(m)
fN
hN(xN(t − τ)), les
quelles apparaissent a` l’instant t−τ . Cependant, il y a encore un proble`me de causalite´
car le signal y
(ρ)
N (t) de´pend des variables d’e´tat du maˆıtre a` l’instant t. La proposi-
tion suivante donne une condition suffisante pour trouver une solution causale a` la
synchronisation maˆıtre-esclave.
Proposition 9 Etant donne´s N syste`mes mode´lise´s chacun par (101) avec un retard de
communication τ et une trajectoire de re´fe´rence yref (t). Il existe une loi de commande
causale qui re´soudre la synchronisation maˆıtre-esclave de la forme
ui(t) = ηi(x1(t−τ), x2(t−τ), . . . , xi−1(t−τ), xi(t), xi(t−τ), xi+1(t−τ), . . . , xN(t−τ)),
pour i = 1, . . . , N, (117)
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si yi(t) a un degre´ relatif fini et s’il existe des coefficients βk et λi,m tels que les solutions
des e´quations (113) et (115) soient asymptotiquement stables.
Preuve. Nous pouvons reconstruire le signal y
(ρ)
N (t) en utilisant l’e´quation (113) et la
trajectoire de re´fe´rence yref (t), laquelle est connu, puisque de l’e´quation (107) on a
y
(ρ)
N (t) = y
(ρ)
ref (t)− e(ρ)N (t). (118)
En remplac¸ant (118) dans l’e´quation pre´ce´dente on a la suivante loi de commande
ui(t) =
y
(ρ)
ref (t)−
ρ−1∑
k=0
βk[y
(k)
ref (t− τ)− L(k)fNhN(xN(t− τ))]− αi(xi(t))
γi(xi(t))
−
ρ−1∑
m=0
λi,m[L
(m)
fN
hN(xN(t− τ))− L(m)fi hi(xi(t− τ))]
γi(xi(t)).
(119)
La solution causale pre´ce´dente a la forme souhaite´e (117). 
L’avantage de conside´rer les e´quations diffe´rentielles line´aires a` retards est montre´e.
Tous les termes dans (119) sont disponibles pour la commande. Le suivant exemple,
pris de Khalil (2002), est utilise´ pour illustrer la me´thodologie propose´e.
Exemple 4 Un manipulateur simple avec joint flexible peut eˆtre repre´sente´ par un
mode`le de quatrie`me ordre
Σi =

x˙i,1 = xi,2
x˙i,2 = −ai sin(xi,1)− bi(xi,1 − xi,3)
x˙i,3 = xi,4
x˙i,4 = ci(xi,1 − xi,3) + diui.
(120)
123
Etant donne´s N manipulateurs mode´lise´s chacun par (120) avec un retard dans le
canal de communication, et une trajectoire de re´fe´rence yref (t) C
∞, trouver, si possible,
une loi de commande causale telle que la diffe´rence ei(t) entre las sorties des esclaves
yi(t) = xi,1(t) et la sortie du maˆıtre yN(t) soient asymptotiquement stables.
En conside´rant la trajectoire de re´fe´rence pour le maˆıtre, le signal d’erreur est de´fini:
eN(t) = yref (t)− xN,1(t) (121)
Le syste`me (120) a un degre´ relatif ρ = 4 avec une sortie yi(t) = xi,1(t). En de´rivant
(121) jusqu’au le degre´ relatif on obtient
e
(4)
N (t) = y
(4)
ref (t)− x(4)N,1
= y
(4)
ref (t)− ϕ(xN,1(t), xN,2(t), xN,3(t))− bNdNuN(t) (122)
pour la fonction approprie´e ϕN . L’e´quation d’erreur a` retards (113) devient
e
(4)
N (t) =
3∑
k=0
βke
(k)
N (t− τ) (123)
qui est stable sous les conditions donne´es dans Cahlon & Schmidt (2007b).
En re´solvant la combinaison de (122) et (123) pour uN(t) on obtient
uN(t) =
y
(4)
ref (t)− ϕ(xN,1(t), xN,2(t), xN,3(t))−
3∑
k=0
βk[y
(k)
ref (t− τ)− L(k)fNxN,1(t− τ)]
bNdN
Pour la synchronisation, en utilisant la meˆme me´thode propose´e dans la section
pre´ce´dente, le signal d’erreur est
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ei(t) = xN,1(t)− xi,1(t) pour i = 1, . . . , N − 1. (124)
En de´rivant jusqu’au le degre´ relatif
ei(t) = xN,1(t)− xi,1(t),
... =
...
e
(4)
i (t) = x
(4)
N,1(t)− x(4)i,1 (t)
= x
(4)
N,1(t)− αi(xi,1(t), xi,2(t), xi,3(t))− bidiui(t) (125)
pour les fonctions approprie´es αi. L’e´quation (115) devient
e
(4)
i (t) =
3∑
m=0
λi,me
(m)
i (t− τ) (126)
En re´solvant la combinaison de (125) et (126) pour ui(t) on obtient
ui(t) =
y
(4)
ref (t)−
3∑
k=0
βk[y
(k)
ref (t− τ)− L(k)fNxN,1(t− τ)]
bidi
(127)
−αi(xi,1(t), xi,2(t), xi,3(t))−
3∑
m=0
λi,m[L
(m)
fN
xN,1(t− τ)−L(k)fi xi,1(t− τ)]
bidi
L’entre´e de commande (127) a la forme (117), alors il n’y a pas des proble`mes de
causalite´ graˆce a` l’usage des e´quations d’erreur avec retards (123) et (126), lesquelles
sont stables sous les conditions donne´es dans Cahlon & Schmidt (2007b). Les Fig. 12
et 13 montrent les re´sultats pour le cas de 2 manipulateurs (N = 2). Les parame`tres
du syste`me et les coefficients des e´quations d’erreur sont donne´s dans les tables V et
VI, respectivement. La valeur du retard est τ = 0.1 s.
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Table V. Valeur des parame`tres de l’exemple 4.
Parame`tres i = 1 i = 2
ai 1 0.1
bi 1.1 0.5
ci 0.8 0.4
di 1 0.5
Table VI. Coefficients des e´quations d’erreur.
i = 1 i = 2
λ1,0 = −5 β0 = −4
λ1,1 = −8 β1 = −6
λ1,2 = −7 β2 = −5
λ1,3 = −4 β3 = −3
VI.3.4 Syste`mes avec des interconnexions physiques.
La Fig. 14 montre l’e´change de donne´es dans les NCSs avec des interconnexions
physiques mode´lise´s par (102). Il existe un retard τ en raison du canal de commu-
nication et en plus un autre σ, qui est propre du mode`le de syste`me, et il apparaˆıt
meˆme en boucle ouverte. Ensuite se pre´sente une condition suffisante pour la synchro-
nisation maˆıtre-esclave de tels syste`mes.
Proposition 10 Etant donne´s N syste`mes mode´lise´s chacun par (102), avec un retard
de communication τ et une trajectoire de re´fe´rence yref (t) suffisamment re´gulie`re. Il
existe une loi de commande causale qui re´soudre la synchronisation maˆıtre-esclave de
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la forme
ui(t) = ηi(x1(t−σ), . . . , xi−1(t−σ), xi(t), xi(t−τ), xi+1(t−σ), . . . , xN(t−σ), xN(t−τ))
pour i = 1, . . . , N − 1. (128)
si yi(t) a un degre´ relatif fini, s’il existe des coefficients βk et λi,m tels que les solutions
des e´quations (113) et (115) et si σ ≥ τ .
Remarque 11 La me´thodologie est similaire a` celle propose´e dans la section pre´ce´dente.
Une e´quation d’erreur a` retards est utilise´e pour les e´quations d’erreur de suivi de tra-
jectoire et de synchronisation car les techniques classiques de commande en utilisant
ODEs conduisent a` des solutions non causales.
Preuve.
En de´rivant l’erreur de suivi eN(t) = yref (t) − yN(t) jusqu’au le degre´ relatif ρ on
obtient
e
(ρ)
N (t) = y
(ρ)
ref (t)− y(ρ)N (t) (129)
= y
(ρ)
ref (t)− [ϕ(?) + ψ(?)uN(t)]
ou` on de´finit de meˆme las fonctions ϕ(?) := ϕ(x1(t−σ), x2(t−σ), . . . , xN−1(t−σ), xN)
et ψ(?).
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(a) Erreur de suivi
(b) Erreur de synchronisation
Figure 12. Des e´quations d’erreur de l’exemple 4.
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(a) Entre´e u1(t)
(b) Entre´e u2(t)
Figure 13. Entre´es de commande de l’exemple 4.
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Figure 14. Sche´ma illustratif NCS avec des interconnexions physiques.
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En re´solvant la combinaison de (113) et (129) pour uN(t)
uN(t) =
y
(ρ)
ref (t)− ϕ(?)−
ρ−1∑
k=0
βk[y
(k)
ref (t− τ)− L(k)fNhN(xN(t− τ))]
ψ(?)
ce qui conduit a` (106).
Conside´rons l’erreur de synchronisation ei(t) = yN(t)− yi(t). En de´rivant jusqu’au
son degre´ relatif on obtient
e
(ρ)
i (t) = y
(ρ)
N (t)− [αi(∗) + γi(∗)ui(t)] pour i = 1, . . . , N − 1, (130)
ou` on de´finit de meˆme
αi(∗) :=αi(x1(t− σ),x2(t− σ),. . . ,xi−1(t− σ),xi(t), xi+1(t− σ),. . . ,xN(t− σ))
et γi(∗).
En combinant les e´quations (115) et (130), et en re´solvant pour ui(t)
ui(t) =
y
(ρ)
ref (t)−
ρ−1∑
k=0
βk[y
(k)
ref (t−τ)−L(k)fNhN(xN(t−τ))]−αi(∗)
γi(∗)
−
ρ−1∑
m=0
λi,m[L
(m)
fN
hN(xN(t−τ))−L(m)fi hi(xi(t−τ))]
γi(∗)
(131)
L’e´quation (131) a la forme (104) et elle est causale si σ ≥ τ . 
Le retard des interconnexions σ ne peut pas eˆtre manipule´ et les donne´es rec¸ues
pour les syste`mes esclaves ξ(t) = x(t− τ), que sont utilise´es pour calculer l’e´tat requis
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ξ(t+ τ − σ) = ξ(t− σ), deviennent non causales si τ > σ.
VI.3.5 Des conclusions sur la synchronisation des NCSs.
Des conditions suffisantes pour l’existence d’une loi de commande causale qui re´soudre
la synchronisation maˆıtre-esclave de NCSs avec retards dans le canal de communica-
tion et, e´ventuellement, dans les interconnexions physiques se sont pre´sente´es. On a
montre´ que la solution traditionnelle en utilisant ODEs pour les e´quations d’erreur de
suivi et de synchronisation devient non causale, cependant, si on utilise des e´quations
a` retards il n’y a pas besoin des pre´dicteurs d’e´tat ou des techniques d’estimation pour
reconstruire les termes non disponibles.
L’utilisation des e´quations d’erreur a` retards n’est pas utile pour obtenir les sche´mas
causaux de commande si le retard de transmission dans le canal de communication est
plus grand que ceux des interconnexions physiques. Une proce´dure pour la synchro-
nisation maˆıtre-esclave d’un cas particulier de cette classe de syste`mes, un re´seau de
syste`mes de puissance, qui donne des lois de commande causales, bien que locales, est
traite´e dans la section suivante.
VI.4 SYSTE`MES DE PUISSANCE
INTERCONNECTE´S
Un re´seau de syste`mes de puissance a des retards provoque´s par l’e´change d’e´nergie, a`
travers des lignes de transmission, entre les machines constituant le re´seau, et si de plus
132
il ya des WAMS alors il existe des retards dus a` l’e´change de donne´es de mesure qui
sont de 10 a` 70 fois plus grands que ceux des interconnexions physiques en de´pendant
du type de lien de communication utilise´ (plus de´tails sur les WAMS dans Naduvathu-
parambil et al. (2002)).
Dans cette section on propose une me´thodologie pour de´velopper des lois de com-
mande causales pour la synchronisation maˆıtre-esclave d’un re´seau de SPI base´s sur
le crite`re de Lyapunov-Krasovskii et dans l’usage de LMIs. Tout d’abord, on montre
qu’une loi de commande de´centralise´e, c.-a`.-d., une entre´e de commande qui utilise
uniquement les variables locales, est capable de stabiliser le re´seau malgre´ les retards
cause´s par les lignes de transmission. Ensuite, une commande de type centralise´ est
de´veloppe´e ; elle utilise les variables d’autres ge´ne´rateurs pour calculer la loi de com-
mande. Dans la litte´rature de SPI peu de travaux de recherche ont e´te´ consacre´s
pre´cise´ment aux retards, et la plupart de ceux qui existent analysent son impact sans
donner une proce´dure pour la synthe`se de la commande ou elle donne des solutions
qui requie`rent de termes non disponibles (par exemple, Dou et al. (2007); Duan et al.
(2009); Li et al. (2010)). La me´thodologie propose´e dans ce travail donne des sche´max
causaux de synchronisation, conside`re en plus des retards par l’usage de WAMS aussi
ceux-la` de la ligne de transmission et l’imple´mentation est simple en utilisant un logiciel
spe´cialise´ de LMIs. Certains re´sultats sont pre´sente´s dans Ga´rate-Garc´ıa et al. (2009).
VI.4.1 Mode´lisation des syste`mes de puissance
La dynamique de N ge´ne´rateurs interconnecte´s peut eˆtre de´crite par le suivant mode`le
en conside´rant les charges commes des impe´dances constantes et les conductances de la
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ligne Gij ne´gligeables en ce qui concerne les susceptances Bij (Gij  Bij). Le mode`le
dynamique de la machine i, sans retard dans les lignes de transmission, s’e´crit en boucle
ouverte sous la forme (Pai, 1989)
δ˙i(t) = ωi(t)− ωs
ω˙i(t) =
ωs
2Hi
(Pmi − E ′qi(t)Iqi(t)−Di(ωi(t)− ωs))
E˙
′
qi
(t) = 1
T ′di
(Efi(t)− E ′qi(t)− (Xdi −X ′di)Idi(t))
(132)
ou`
Iqi(t) =
N∑
j=1,j 6=i
E ′qj(t)Bijsen(δi(t)− δj(t))
Idi(t) = −
N∑
j=1,j 6=i
E ′qj(t)Bij cos(δi(t)− δj(t))
Notations : Idi(t) et Iqi(t) repre´sentent les courants dans l’axe direct et dans l’axe
en quadrature du ge´ne´rateur i, respectivement ; E ′qi(t) est la tension transitoire dans
l’axe en quadrature ; Eqi(t) est la tension dans l’axe en quadrature ; Efi(t) est la tension
de champ, δi(t) est l’angle rotorique, l’e´cart entre l’angle e´lectrique θ et une re´fe´rence
synchrone, en radians, et ωi(t) repre´sente la vitesse angulaire de la machine synchrone.
Le reste des parame`tres sont de´finis dans la Table VIII.
Le vecteur d’e´tat instantane´ de la machine i-sie`me (pour i = 1, . . . , N) est repre´sente´
par xi(t) =
[
δi(t) ωi(t) E
′
qi(t)
]T
∈ R3, celui du syste`me complet par
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x(t)=
[
x1(t)
T , . . . , xN(t)
T
]T
et l’entre´e de commande est ui(t) =
Efi
T
′
di
.
En conside´rant les retards de communication provoque´s par la longueur de la ligne
de transmission, le syste`me (132) devient (Dou et al., 2007)
δ˙i(t) = ωi(t)− ωs (133)
ω˙i(t) = −ai(ωi(t)− ωs) + bi − ciE ′qi(t)
N∑
j=1,j 6=i
[E ′qj(t− σij)Bijsen(δi(t)− δj(t− σij))]
E˙
′
qi
(t) = ui(t)− eiE ′qi(t) + di
N∑
j=1,j 6=i
[E ′qj(t− σij)Bij cos(δi(t)− δj(t− σij))]
ou` ai =
Di
2Hi
, bi =
ωsPmi
2Hi
, ci =
ωs
2Hi
, di =
(Xdi−X
′
di
)
T
′
di
, ei =
1
T
′
di
, sont les parame`tres du
syste`me et ui(t) = eiEfi(t) est l’entre´e de commande pour i = 1, . . . , N ; σij repre´sente
les retards provoque´s par la longueur des lignes de transmission entre les ge´ne´rateurs
i− j pour i, j = 1, . . . , N .
Dans la commande centralise´e, en utilisant les WAMS, il existe des retards
τ ij. C¸a qu’implique que la machine i n’a pas l’e´tat de la machine j a` l’instant
t, mais τ ij seconds apre´s. Par conse´quent, une commande centralise´e a la forme
ui(δi,ωi,E
′
qi
,δj(t − τ¯ ij),ωj(t − τ¯ ij),E ′qj(t − τ¯ ij)) avec τ¯ ij ≥ τ ij pour j 6= i. La solution
traditionnelle pour utiliser les variables a` l’instant t est dessiner un pre´dicteur pour les
re´construire avec les inconve´nients de´ja` mentionne´s dans la Section VI.1.
L’objectif de ce travail est de´velopper des controˆleurs en utilisant soit :
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(i) l’information locale de la machine (commande de´centralise´e), voir la Section
VI.4.4.
(ii) l’information locale et en plus les variables retarde´es d’autres machines (com-
mande centralise´e), ainsi on e´vite l’utilisation de pre´dicteurs d’e´tat, voir la Section
VI.4.5.
Les points d’e´quilibre (δ∗i , ω
∗
i , E
′∗
qi
, u¯i), des syste`mes (132) et (133) remplissent les
conditions suivantes
ω∗i = ωs
bi = ciE
′∗
qi
N∑
j=1,j 6=i
(E
′∗
qj
Bijsen(δ
∗
i − δ∗j)) (134)
u¯i = eiE
′∗
qi
− di
N∑
j=1,j 6=i
(E
′∗
qj
Bij cos(δ
∗
i − δ∗j)).
Ensuite quelques concepts de base sont de´finis.
VI.4.2 De´finitions pre´liminaires.
Le proble`me de stabilisation est lie´ a` celui-la` de la synchronisation. Les de´finitions
suivantes sont utilise´es le long de cette section.
De´finition 14 (Alberto & Bretas, 1999) Synchronisation. Les solutions x(t) et y(t)
de deux syste`mes autonomes de´crits par x˙ = f(x) et y˙ = f(y) sont conside´re´es en
synchronisation si pour tout nombre nombre re´el L0 > 0, il existe un nombre re´el
L = L(L0) > 0 tel que pour toutes les conditions initiales x(t0) et y(t0) qui satisfont
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‖ x(t0)− y(t0) ‖< L0, les solutions x(t) et y(t) satisfont l’ine´galite´ ‖ x(t)− y(t) ‖< L,
pour tout t > t0.
De´finition 15 Stabilite´. Le point d’e´quilibre x = 0 d’un syste`me autonome de´crit
par x˙ = F (xt) est
• stable si, pour chaque  > 0 il existe δ = δ() > 0 tel que
‖ x(0) ‖< δ ⇒‖ x(t) ‖< , ∀t ≥ 0;
• instable s’il n’est pas stable;
• asymptotiquement stable s’il est stable et s’il existe µ tel que
‖ x(0) ‖< µ⇒ lim
t→∞
x(t) = 0.
La stabilite´ asymptotique, au sens de Lyapunov, d’un point d’e´quilibre de la dy-
namique de l’erreur implique la synchronisation entre les machines au sens de la De´finition
14. Il est clair que la synchronisation n’implique pas de stabilisation car un syste`me
peut eˆtre synchronise´ et instable. Dans l’e´quilibre, la vitesse et l’acce´le´ration des N
machines doivent eˆtre e´gales.
Une discussion plus de´taille´e sur la synchronisation et la stabilite´ de syste`mes de
puissance se trouve dans Alberto & Bretas (1999). Maintenant le proble`me a` re´soudre
est formellement de´fini.
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VI.4.3 Formulation du proble`me de synchronisation de SPI.
Etant donne´s N syste`mes de´crits par (133), et une re´fe´rence constante δ∗, trouver des
entre´es de commande de´centralise´es de la forme
ui(t) = −ki,1(δi(t)− δ∗i )− ki,2(ωi(t)− ω∗i )− ki,3(Eq
′
i(t)− Eq
′∗
i ) (135)
ou centralise´es
ui(t) = −ki,1(δi(t)− δ∗i )− ki,2(ωi(t)− ω∗i )− ki,3(Eq
′
i(t)− Eq
′∗
i ) (136)
−kij,1(δj(t− τ ij)− δ∗j)− kij,2(ωj(t− τ ij)− ω∗j)− kij,3(Eq
′
j(t− τ ij)− Eq
′∗
j )
tels que pour les erreurs de synchronisation ej(t) = δ1(t)−δj(t) et de suivi de trajectoire
e1(t) = δ1(t)− δ∗
lim
t→∞
ej(t) = 0 (137)
lim
t→∞
e1(t) = 0, (138)
inde´pendamment des retards σij et τ ij.
Le proble`me est re´solu sous les suppositions suivantes :
(i) La machine N est conside´re´e comme re´fe´rence, alors E
′
qN
= constante = 1∠0◦.
(ii) Les retards σi,j = σj,i puisque le temps de transmission de l’e´nergie est inde´pendant
de la direction.
(iii) On peut conside´rer plusieurs retards d’interconnexion τ i,j entre les machines i-
sie`me et j-ie`me dus a` les WAMS ; cependant, dans ce travail, par simplicite´ de
notation et sans perte de ge´ne´ralite´, on suppose que τ ij = τ .
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VI.4.4 Conception d’une commande de´centralise´e
Les WAMS fournissent la valeur des variables d’e´tat de chaque ge´ne´rateur a` une cen-
trale de commande, alors on dispose d’un syste`me d’alerte rapide si un e´ve`nement qui
ge´ne`re l’instabilite´ du re´seau se pre´sente. Pourtant, il existe un intervalle de quelques
millisecondes entre la transmission et la re´ception de donne´es. La grandeur du retard
de´pend surtout du type de lien de communication utilise´, par exemple, s’il est par satel-
lite le retard oscille autour des 700 ms (Naduvathuparambil et al., 2002).
Ensuite on propose une proce´dure syste´matique pour stabiliser le syste`me de puis-
sance (133) dans un point d’ope´ration pre´de´termine´. L’ide´e est d’utiliser seulement les
variables locales de chaque machine pour la commande, et on e´vite l’usage des termes
non disponibles.
u(t) = K(x(t)− x∗), (139)
avec
Ki =
[
ki,1, ki,2, ki,3
]
, et
K = diag{K1,K2, . . .KN−1}, (140)
En combinant la technique de LMIs et le crite`re de stabilite´ de Lyapunov-Krasovskii
pour des SLR. Le syste`me line´arise´ (141) est stable, inde´pendamment des retards
ge´ne´re´s par les lignes de transmission, ce qui fournit une certaine robustesse locale
au syste`me (133) en boucle ferme´e.
En line´arisant (133) autour du point d’ope´ration (δ∗, ωs, E
′∗
qi
), pour i = 1, ..., N − 1,
le syste`me re´sultant est
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x˙i,1 = xi,2
x˙i,2 = pixi,1 − aixi,2 + qixi,3 +
N−1∑
j=1,j 6=i
sijxj,1(t− σij) (141)
x˙i,3 = rixi,1 − eixi,3 +
N−1∑
j=1,j 6=i
diBijxj,3(t− σij) + ui
avec xi(t) = [xi,1, xi,2, xi,3]
T = [δi, ωi, E
′
qi
]T , ou`
pi = −ciE ′∗qi [
N−1∑
j=1,j 6=i
(E
′∗
qj
Bij) +BiN cos(δ
∗)]
qi = −ciBiNsen(δ∗)
ri = −diBiNsen(δ∗)
sij = ciE
′∗
qj
E
′∗
qi
Bij, pour j = 1, . . . , N − 1.
lequel a la forme
x˙i(t) = A0,ixi(t) +
N−1∑
j=1,j 6=i
Ai,jxj(t− σij) + Biui(t). (142)
avec des matrices A0,i =

0 1 0
pi −ai qi
ri 0 −ei
, Ai,j =

0 0 0
si,j 0 0
0 0 diBi,j
 et Bi =
[
0 0 1
]T
.
En raison de l’hypothe`se (i) le ge´ne´rateur N -ie`me n’est pas conside´re´ dans le mode`le
(142). En conside´rant les suppositions (i) et (ii), e´tablies a` la VI.4.3, le syste`me complet
est donne´ par
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x˙(t) = A0x(t) +
%∑
j=1
Ajx(t− σj) + Bu(t), (143)
ou` le nombre de retards est % =
(N−2)(N−1)
2
, x(t) =
[
x1(t)
Tx2(t)
T. . .xN−1(t)
T
]T
est le
vecteur d’e´tat instantane´, x(t− σi,j) ∈ R3(N−1) est le vecteur d’e´tat instantane´ au temps
t − σij, u(t) ∈ R(N−1), A0 = diag
[
A0,1, A0,2, . . . ,A0,N−1
]
∈ R3(N−1)×3(N−1), et
B = diag{B1, . . .BN−1} ∈ R3(N−1)×(N−1).
Par simplicite´ de notation, soit σk le k-ie`me e´le´ment de la liste ordonne´e[
σ1,2 σ1,3 . . . σ1,(N−1) σ2,3 σ2,4 . . . σ2,(N−1) . . . σ(N−2),(N−1)
]
et Ak ∈ R3(N−1)×3(N−1)
la matrice correspondante au retard σk, avec
Ak =

Col. i Col. j
03×3 . . . . . . 03×3
. . .
Ligne i
... 03×3 Ai,j
...
. . .
Ligne j
... Aj,i 03×3
...
. . .
03×3 . . . . . . 03×3

.
En appliquant (139) au syste`me (143) le syste`me line´arise´ en boucle ferme´e est
x˙(t) = [A0 + BK]x(t) +
%∑
j=1
Akx(t− σj) (144)
avec K ∈ R(N−1)×3(N−1).
La me´thodologie propose´e pour la synthe`se de la commande de SPI est base´ sur
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le crite`re de Lyapunov-Krasovskii vu dans la Section VI.2.1, et sur l’usage de LMIs.
Certains concepts importants pour comprendre ce dernier the`me s’expliquent ci-dessous.
Formulation en LMIs des objectifs de placement de poˆles
Il est bien connu que la stabilite´ et le comportement transitoire d’un syste`me line´aire
sont lie´s a` l’emplacement des poˆles.
Une re´gion convexe peut eˆtre repre´sente´e par LMIs, donc, si la localisation des poˆles
souhaite´e se restreint a` une re´gion de ce type, on peut obtenir une loi de commande
line´aire en utilisant des ine´galite´s pour exprimer chaque spe´cification ou objectif de la
commande comme une restriction supple´mentaire (Chilali et al., 1999). Tout de suite
on donne quelques de´finitions pour comprendre cette approche.
De´finition 16 (Chilali et al., 1999) Re´gion LMI. Un sous-ensemble D du plan com-
plexe qui peut eˆtre de´fini comme
D = {z ∈ C : fD(z) = L + zM + z¯MT < 0}
s’appelle re´gion LMI. L et M sont des matrices re´elles et LT = L.
De´finition 17 (Chilali et al., 1999) Un syste`me D-stable. Soit D une re´gion du
demi-plan complexe gauche. Un syste`me dynamique de´crit par : x˙ = Ax est appele´
D-stable si tous ses poˆles se trouvent dans D. Par extension, A est appele´ D-stable s’il
existe une matrice syme´trique P > 0 telle que
MD(A,P) := L⊗P + M⊗AP + MT ⊗PAT < 0
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ou` ⊗ re´presente le produit Kronecker des matrices.
De´finition 18 (Chilali et al., 1999) En etant donne´es deux re´gions LMI D1 et D2 le
syste`me x˙ = Ax est D1 et D2 stable si et seulement s’il existe une matrice syme´trique
de´finie positive P telle que MD1 < 0 et MD2 < 0.
Quelques exemples de re´gions LMI et les ine´galite´s qui repre´sentent les restrictions
du placement des poˆles, tire´s de Chilali et al. (1999), sont montre´s dans la Table VII.
Une re´gion dans le plan complexe peut eˆtre de´crit par l’intersection de plusieurs re´gions
LMI, selon la de´finition 18. On peut trouver des re´gions LMI plus sophistique´es dans
Chilali et al. (1999).
Ensuite, on donne une condition suffisante pour l’existence d’une commande de´centra-
lise´e pour le syste`me (133) tel que la line´arisation du syste`me en boucle ferme´e satisfait
les conditions de la Proposition 8, pour le SPI.
Proposition 11 L’origine du syste`me (143) est asymptotiquement stable avec l’entre´e
de commande
u(t) = Kx(t)
ou` K est de´finie comme dans (140), s’il existe des matrices syme´triques re´elles Q,
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Table VII. Exemple de re´gions LMI
Demi-plan complexe gauche de´limite´
par une ligne verticale −ρ, c.-a`.-d.,
Re(z) < −ρ.
fD = z + z¯ + 2ρ (145)
Un secteur conique avec l’angle interne
0 < θ <
pi
2
et apex a` l’origine.
fD =
senθ(z + z¯) cos θ(z − z¯)
cos θ(z¯ − z) senθ(z + z¯)
 (146)
Le secteur conique fournit un coefficient
d’amortissement minimum ξ = sen(θ).
Disque centre´ sur (−q, 0) avec radio r.
fD =
 −r z + q
z¯ + q −r
 (147)
Le disque fournit une fre´quence naturelle ma-
ximum ωn = r.
S¯1, . . . , S¯% de´finies positives, une matrice rectangulaire Y = KQ, et
Π%=

A0Q + BY + QA0
T + YTBT +
%∑
i=1
S¯i A1Q A2Q . . . A%Q
QA1
T −S¯1 0 . . . 0
QA2
T 0 −S¯2 . . . 0
...
...
...
. . .
...
QA%
T 0 0 . . . −S¯%

< 0. (148)
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Preuve. En conside´rant l’e´quation (88) et le syste`me (144).
Π%=

P[A0 + BK] + [A0 + BK]
TP +
%∑
i=1
Si PA1 PA2 . . . PA%
A1
TP −S1 0 . . . 0
A2
TP 0 −S2 . . . 0
...
...
...
. . .
...
A%
TP 0 0 . . . −S%

< 0, (149)
cependant, (149) n’est pas une ine´galite´ line´aire matricielle dans les variables P et K
puisque les termes PBK et KTBTP sont non line´aires. Pre´-et post-multipliant 149)
par (P−1)T et P−1, respectivement, on obtient
Π%=

A0P
−1 + BKP−1+
P−1A0T +P−1KTBT +
%∑
i=1
P−1SiP−1 A1P−1 A2P−1 ... A%P−1
P−1A1T −P−1S1P−1 0 ... 0
P−1A2T 0 −P−1S2P−1 ... 0
...
...
...
...
...
P−1A%T 0 0 ... −P−1S%P−1

< 0.
En appliquant le changement de variables Q = P−1, Y = KQ et S¯i = QSiQ,
145
Π%=

A0Q + BY + QA0
T + YTBT +
%∑
i=1
S¯i A1Q A2Q . . . A%Q
QA1
T −S¯1 0 . . . 0
QA2
T 0 −S¯2 . . . 0
...
...
...
. . .
...
QA%
T 0 0 . . . −S¯%

< 0.

Me´thodologie propose´e
En premier lieu : Line´ariser le syste`me (133) autour du point d’ope´ration (δ∗, ωs, E
′∗
qi
),
pour i = 1, ..., N − 1. Le syste`me re´sultant est (143).
Ensuite : Ve´rifier les ine´galite´s de la Proposition 11 et des restrictions du place-
ment des poˆles souhaite´s pour le syste`me line´arise´ en boucle ferme´e (144) en utilisant
un logiciel pour LMIs. Les ine´galite´s (145), (146), et (147) sont utilise´s en de´finissant
z = A0Q + BY et z¯ = QA0
T + YTBT .
Enfin : L’origine du syste`me (144) est stable inde´pendant du retard, en appliquant
une commande de´centralise´ u(t) = Kx(t) avec K = YQ−1, ou` K est de´finie dans (140),
si les LMIs sont re´alisables. Le point de fonctionnement (δ∗, ωs, E
′∗
qi
) du syste`me (133)
est localement stable, robuste en ce qui concerne les retards σij, avec une commande
u(t) = K(x(t)− x∗).
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Re´sultats de simulation
Le syste`me WSCC, montre´ dans la Fig. 15, est conside´re´ pour illustrer la me´thodologie
propose´e2. Le re´seau se compose de 3 machines modele´s chacun par (133). Le ge´ne´rateur
3 est le ge´ne´rateur balancier ou slack bus, de sorte que E
′
q3
= constant = 1∠0◦ (N=3).
Les parame`tres du syste`me, pris de Sauer & Pai (1998), sont montre´s dans la Table VIII.
Figure 15. Syste`me WSCC.
En line´arisant (133) autour du point d’e´quilibre (δ∗ = 0.5236, ωs = 377, E
′∗
q1
= 1.03,
u¯1 = −0.4498, ), et (δ∗ = 0.5236, ωs = 377, E ′∗q2 = 1.01, u¯2 = −0.7659) on obtient
2Tire´ de Sauer & Pai (1998) avec de le´ge`res modifications.
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Table VIII. Parame`tres, description et valeurs.
NOTATION DESCRIPTION VALEURS
Mach. 1 Mach. 2
Xdi Re´actances synchrones de l’axe direct.* 0.8958 1.3125
X
′
di Re´actances transitoires de l’axe direct.* 0.1198 0.1813
Di Facteur d’amortissement.* 5 3
Hi Constante d’inertie, en seconds. 6.4 3.01
T
′
di
Constante de temps de court-circuit
transitoire de l’axe direct, en seconds.
6.0 5.89
ωs Vitesse de rotation nominale, en rad/s. 120pi 120pi
B
Matrice des susceptances (syme´trique)
au niveau des noeuds internes*

−5.114 2.826 2.253
2.826 −5.023 2.275
2.253 2.275 −4.695

* Tous les parame`tres sont dans le syste`me de per-unit.
x˙(t) = A0x(t) + A1x(t− σ1) + Bu(t) (150)
avec des matrices
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A0=

0 1 0 0 0 0
−145.7805 −0.3906 −33.1790 0 0 0
−0.14569430897694 0 −1
6
0 0 0
0 0 0 0 1 0
0 0 0 −308.7264 −0.4983 −71.2356
0 0 0 −0.2185 0 −0.1698

A1 =

0 0 0 0 0 0
0 0 0 86.5889 0 0
0 0 0 0 0 0.3655
0 0 0 0 0 0
184.1093 0 0 0 0 0
0 0 0.5428 0 0 0

B =
0 0 1 0 0 0
0 0 0 0 0 1

T
L’objectif de la commande est de placer les poˆles dans la re´gion montre´e dans la
Fig. 16, laquelle est de´limite´e par la ligne verticale sur le demi-plan complexe gauche
−ρ = −30, un cercle centre´ a` l’origine et de rayon r = 120 et un secteur conique avec
θ =
pi
4
.
Les ine´galite´s (145), (146), (147), (148) ont e´te´ teste´s en utilisant le logiciel Matlab c©
Ver. 7.8.0.347. Les matrices re´sultantes sont :
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Figure 16. Re´gion souhaite´e pour le syste`me
en boucle ferme´e.
Q =

102.3397×10−3 −3.2080 −2.8025 0 0 0
−3.2080 120.2756 133.8884 0 0 0
−2.8025 133.8884 205.4848 0 0 0
0 0 0 165.4135×10−3 −5.2241 −2.4381
0 0 0 −5.2241 208.9869 131.8814
0 0 0 −2.4381 131.8814 119.6255

· 10−3
Y =
23.4927× 10−3 −3.4080 −10.7309 0 0 0
0 0 0 13.4223× 10−3 −4.2793 −7.8712

K =
4284.0056 287.6751 −181.2356 0 0 0
0 0 0 1948.9612 146.8901 −188.0160

L’entre´e de commande a la forme souhaite´e (139)
u1(t) = 4284.0056(δ1(t)− δ∗) + 287.6751(ω(t)− ωs)− 181.2356(Eq1(t)− E∗q1)
u2(t) = 1948.9612(δ2(t)− δ∗) + 146.8901(ω(t)− ωs)− 188.0160(Eq2(t)− E∗q2).
Les erreurs de suivi et de synchronisation sont montre´s dans la Fig. 17. Le syste`me
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(133) est asymptotiquement stable pour retards meˆme de 0.7 s. en utilisant les condi-
tions initiales : (δ1 = 0.45, ω1 = 376, E
′
q1
= 0.9) et (δ2 = 0.5, ω2 = 377.5, E
′
q2
= 1.1).
Le syste`me reste stable pour des retards plus grands.
Les entre´es de commande u1 et u2 sont montre´s dans la Fig. 18. Elles sont sature´es
au moyen de la fonction usat = umaxsat(
u
umax
) avec umax = 30.
VI.4.5 Conception d’une commande centralise´e
Atte´nuer les oscillations entre deux ou plusieurs re´gions ou` il y a des ge´ne´rateurs est di-
fficile avec une commande de´centralise´e, ce qui est une des principales restrictions de la
transmission de puissance (Chang & Xu, 2007). Diffe´rentes approches ont e´te´ propose´es
dans la litte´rature pour re´soudre ce proble`me, voir Klein et al. (1991); Roman Messina
(2009) et les re´fe´rences incluses. Une alternative inte´ressante est l’utilissation d’une
commande centralise´e en utilisant les informations de mesure a` distance des WAMS.
Cependant, une commande centralise´e classique implique l’utilisation de termes non
disponibles en raison du retard inhe´rent a` la lien de communication. Ensuite, nous
proposons une commande centralise´ de la forme (136), qui utilise les termes retarde´s,
en e´vitant ainsi les solutions non causales.
Syste`me line´arise´
Dans la se´ction pre´ce´dente on a vu qu’en line´arisant le syste`me (133) autour du point
d’ope´ration (δ∗, ωs, E
′∗
qi
), pour i = 1, ..., N − 1 on obtient le syste`me en boucle ouverte
(143). Maintenant, si on conside`re une commande de la forme (136) le syste`me re´sultant
en boucle ferme´e est
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(a) Erreur de suivi
(b) Erreur de synchronisation
Figure 17. E´quations d’erreur.
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(a) Entre´e u1(t)
(b) Entre´e u2(t)
Figure 18. Entre´es de commande.
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x˙(t) = [A0 + BK0]x(t) +
%∑
j=1
Ajx(t− σj) + BK1x(t− τ ), (151)
ou` Ki,1=
[
ki,1 ki,2 ki,3
]
, Ki,j,1=
[
kij,1 kij,2 kij,3
]
et K0,K1 ∈ RN−1×3(N−1), avec
K0 = diag{K1,1,K2,1, . . . ,KN−1,1},
et
K1=

01×3 K1,2,1 K1,3,1 . . . K1,N−1,1
K2,1,1 01×3 K2,3,1 . . . K2,N−1,1
...
. . .
...
KN−2,1,1 KN−2,2,1 KN−2,3,1 01×3 KN−2,N−1,1
KN−1,1,1 KN−1,2,1 . . . KN−1,N−2,1 01×3

.
Proposition 12 L’origine du syste`me de puissance (143) est asymptotiquement stable
avec une commande centralise´ de la forme (136) s’il existe des matrices syme´triques
re´elles Q, S¯i de´finies positives, avec i = 1, . . . , % + 1, et des matrices rectangulaires
Y0 = BK0, Y1 = BK1, telles que
Q > 0;
S¯i > 0;
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
A0Q + BY0 + QA0
T + Y0
TBT +
%+1∑
i=1
S¯i A1Q . . .A%Q BY1
QA1
T −S¯1 0 . . . 0
... 0
. . . 0
QA%
T 0 0 −S¯% 0
Y1
TBT 0 . . . 0 −S¯%+1

< 0. (152)
Preuve.
La Proposition (8) donne une condition suffisante pour la stabilite´ de (143) inde´pen-
damment de la grandeur du retard. Alors il reste a` ve´rifier que l’ine´galite´ (152) est va-
lable pour le syste`me en boucle ferme´e.
En conside´rant le syste`me (151) et la Proposition 8.

P[A0+BK0] +[A0+BK0]
TP +
%+1∑
i=1
Si PA1 PA2 . . .PA% PBK1
A1
TP −S1 0 . . . 0 0
A2
TP 0 −S2 . . . 0 0
...
...
...
. . .
...
...
A%
TP 0 0 . . .−S% 0
[BK1]
TP 0 0 . . . 0 −S%+1

< 0
Cependant, cette matrice n’est pas une LMI car les termes PBK0 et PBK1 sont
non line´aires. Pre´-et-post-multipliant par [P−1]T et P−1 et en appliquant le changement
de variables Q = P−1, S¯i = QSiQ, Y0 = BK0 et Y1 = BK1 on obtient
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
A0Q + BY0 + QA0
T + Y0
TBT +
%+1∑
i=1
S¯i A1Q . . .A%Q BY1
QA1
T −S¯1 0 . . . 0
... 0
. . . 0
QA%
T 0 0 −S¯% 0
Y1
TBT 0 . . . 0 −S¯%+1

< 0. 
Me´thodologie propose´e
La proce´dure est semblable a` celle de la commande de´centralise´e. Apre`s de la line´arisation
de (133) autour du point de fonctionnement (δ∗, ωs, E
′∗
qi), pour i = 1, ..., N le syste`me
re´sultant est (141). Ensuite le proble`me est pose´ comme un syste`me de LMIs en fonc-
tion des objectifs de la commande (voir Table VII) et fonde´ sur la Proposition (8) les
gains de la commande sont calcule´s pour le syste`me (151) automatiquement.
On de´finit z = A0Q + BY0 et z¯ = QA0
T + YTBT pour appliquer les ine´galite´s (145),
(146) et (147) au syste`me (151).
L’origine du syste`me (151) est stable ine´pendant de l’ampleur du retard en utilisant la
commande u(t) = K0x(t) + K1x(t− τ ) avec K0 = Y0Q−1 y K1 = Y1Q−1 si les con-
ditions LMIs sont remplis et donc, le point de fonctionnement (δ∗, ωs, E
′∗
qi) du syste`me
(133) est localement stable, robuste en ce qui concerne les retards σj et τ , en appliquant
la commande centralise´e u(t) = K0(x(t)− x∗) + K1(x(t− τ )− x∗).
Cas d’e´tude
La viabilite´ de la loi de commande (136) sera illustre´e avec l’exemple du syste`me WSCC
de la Section VI.4.4. Les objectifs de la commande sont le placement de poˆles dans la
re´gion delimite´e par ρ = 10, le secteur conique avec appex a` l’origine, θ =
pi
4
et le disque
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de rayon r = 100 centre´ a` l’origine.
En prouvant les ine´galite´s de la Proposition 12 et les restrictions de placement de
poˆles souhaite´s les conditions sont re´alisables. La commande qui stabilise le syste`me
inde´pendamment des retards a les suivantes matrices:
Q =

932.8488×10−3 −11.4883 −7.0591 0 0 0
−11.4883 210.2686 174.8647 0 0 0
−7.0591 174.8647 203.9146 0 0 0
0 0 0 1.5304 −17.6764 −8.3888
0 0 0 −17.6764 330.9190 186.6700
0 0 0 −8.3888 186.6700 137.7677

· 10−3
Y0 =
−14.0409× 10−3 −2.5602 −8.6585 0 0 0
0 0 0 −1.6810× 10−3 −3.8276 −6.7019

Y1 =
 0 0 0 932.8488×10−3 −11.4883 210.2686
−7.0591 174.8647 203.9146 0 0 0
 · 10−3
K0 =
626.7850 137.1344 −138.3616 0 0 0
0 0 0 29.9682 69.7829 −141.3746

K1 =
0 0 0 −20.1254 −5.4288 7.6566
0 0 1 0 0 0
 .
L’entre´e de commande
u1(t) = 626.7850(δ1(t)− δ∗1) + 137.1344(ω1(t)− ω∗)− 138.3616(Eq1(t)−E∗q1)
− 20.1254(δ2(t−τ)−δ∗2)−5.4288(ω2(t−τ)−ω∗2) + 7.6566(Eq2(t−τ)−E∗q2)
u2(t) = 29.9682(δ2(t)− δ∗2) + 69.7829(ω2(t)− ω∗)−141.3746(Eq2(t)− E∗q2)
+ (Eq1(t− τ)− E∗q1)
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a e´te´ teste´ dans le syste`me (133) avec les conditions initiales: (δ1 = 0.5, ω1 = 375.5,
E
′
q1
= 0.9) et (δ2 = 0.6, ω2 = 376, E
′
q2
= 1).
Les conditions ne s’appliquent pas au syste`me complet, mais a` A0 + BK0. Cela
assure que les LMIs de la Proposition 12 s’accomplissent pour des valeurs de la co-
mmande qui placent les poˆles loin de l’axe imaginaire. Les calculs effectue´s dans ce
travail on e´te´ re´alise´s avec l’outil pour LMIs de Matlab c© Ver. 7.8.0.347.
Les re´sultats sont montre´s dans les Figures 19 et 20. Le retard d’interconnexion est
maintenue en σ1 = 20ms et le syste`me est stable pour des retards meˆme de τ = 1s.
La stabilite´ locale du syste`me non line´aire est garantie en e´tant accompli la condition
suffisante donne´e dans la Proposition 12.
Les entre´es de commande u1 et u2 sont sature´es au moyen de la fonction usat =
umaxsat(
u
umax
) pour umax = 10.
VI.4.6 Des conclusions
Des conditions suffisantes pour la synchronization maˆıtre-esclave de SPI modele´s avec
des retards induits par la longueur des lignes de transmission et par l’usage de WAMS
ont e´te´ derive´s. La proce´dure de synthe`se de la commande est de´veloppe´e en employant
des techniques de line´arisation, le crite`re de Lyapunov-Krasovskii pour syste`mes a` re-
tards et l’analyse de LMIs. Le syste`me de puissance line´arise´ est stable inde´pendamment
de l’ampleur des retards, de sorte que le syste`me non line´aire est localement stable et
robuste aux retards.
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On a montre´ qu’une commande de´centralise´e est capable de stabiliser le re´seau
de syste`mes de puissance, malgre´ le retard dans les lignes de transmission. De plus
s’est de´veloppe´ une commande centralise´e, en utilisant les variables retarde´es d’autres
ge´ne´rateurs, alors il n’existe pas des proble`mes de causalite´ et les pre´dicteurs d’e´tat ne
sont pas ne´cessaires.
Les conditions de stabilite´ sont facilement ve´rifie´es en utilisant un logiciel spe´cialise´
pour LMIs. Dans les deux cas de commande, centralise´e et de´centralise´e, les parame`tres
du re´gulateur sont calcule´s automatiquement si les conditions impose´es par les LMIs
sont re´alisables.
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(a) Erreur de suivi
(b) Erreur de synchronisation
Figure 19. Erreurs de suivi et synchronisation pour σ1 = 20ms et des valeurs diffe´rents de
τ .
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(a) Entre´e u1(t)
(b) Entre´e u2(t)
Figure 20. Entre´es de commande.
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VI.5 CONCLUSIONS GE´NE´RALES
VI.5.1 Des contributions principales
Les contributions de ce travail de the`se sont les suivantes :
• Des conditions ne´cessaires et suffisantes sont donne´es pour e´liminer des retards
d’un SLR au moyen d’une transformation bicausale. Cela permet de simplifier
l’analyse, le controˆle, et la simulation nume´rique de ces syste`mes. Ces re´sultats
permettent de de´tecter des syste`mes faussement retarde´s en raison d’erreurs de
mode´lisation ou de choix de variables d’e´tat. Curieusement, ce proble`me fut reste´
ouvert durant plus de trente ans !.
• Une me´thode syste´matique est fournie pour trouver une transformation bicausale
pour re´duire des retards dans les syste`mes line´aires, ce qui permet d’appliquer des
outils mathe´matiques standard pour l’analyse et la synthe`se de commande, car il
y a plusieurs re´sultats pour les syste`mes avec quelques retards.
• L’utilisation d’e´quations d’erreur avec des retards pour les NCSs permet d’e´tablir
des conditions suffisantes pour la synchronisation maˆıtre-esclave dans cette classe
de syste`mes qui pre´sentent des retards sur le canal de communication
et e´ventuellement dans les interconnexions physiques. Il s’agit d’une solution
causale et il n’est donc pas ne´cessaire d’utiliser des pre´dicteurs.
• Des conditions suffisantes sont donne´es pour la stabilite´ robuste, par rapport aux
retards, dans des syste`mes de puissance interconnecte´s mode´lise´s avec retard dans
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les interconnexions physiques (induit par la longueur des lignes de transmission)
et e´ventuellement dans le canal de communication quand on utilise des WAMS. La
me´thodologie propose´e est base´e sur des techniques de line´arisation, au moyen de
LMIs et la me´thode de Lyapunov-Krasovskii pour la stabilite´ inde´pendante du re-
tard du syste`me line´arise´. Bien que de nombreux articles ont rapporte´ re´cemment
sur les WAMS, dans la litte´rature il y a peu de contributions qui conside`rent le
retard, ou alors, elles analysent uniquement l’impact du retard sur le syste`me
sans offrir une proce´dure de conception de la commande. Nos travaux ouvrent ce
champ de recherche actuelle et peu explore´.
VI.5.2 Perspectives
• Trouver une proce´dure alternative et des conditions abstraites, pour re´duire les
retards dans les syste`mes line´aires, car la me´thode actuelle implique l’application
d’un algorithme ite´ratif de re´solution d’e´quations line´aires qui augmente en com-
plexite´ avec la quantite´ de retards.
• Trouver des conditions pour l’e´limination et la re´duction des retards dans les
syste`mes non line´aires a` retards en utilisant des outils de controˆle ge´ome´trique,
comme le crochet e´tendu de Lie, re´cemment propose´ par Califano et al. (2010),
par exemple.
• Les retards dans la synchronisation maˆıtre-esclave sont conside´re´s comme
constants et commensurables, apre`s avoir applique´ une technique de stockage de
donne´es. Une alternative a` explorer est de conside´rer les retards variables.
• En ce qui concerne les NCSs, actuellement la communication maˆıtre-esclaves est
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bidirectionelle, ce qui peut eˆtre modifie´ pour explorer d’autres topologies.
• En ce qui concerne l’utilisation de WAMS dans des syste`mes de puissance, on
peut explorer l’utilisation d’e´quations d’erreur avec des retards, en ne´gligeant
le retard cause´ par les lignes de transmission, qui est beaucoup plus petit que
celui provoque´ par l’utilisation de WAMS ou utiliser fonctionnels de Lyapunov
Krasovskii plus complexes, comme par exemple celles utilise´es dans (Zhang et al.,
2011; Kruszewski et al., 2011), poour traiter le cas des retards variables.
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Ape´ndice A
ANA´LISIS DE ESTABILIDAD DE LA
ECUACIO´N DE ERROR
Proposicio´n 13 La dina´mica de error
e(ρ)(t) =
ρ−1∑
k=0
βke
(k)(t− τ) (153)
no puede ser estable independiente del retardo para ρ ≥ 2.
Prueba. El Teorema 2.1 de (Gu et al., 2003) establece que el sistema
x˙(t) = A0x(t) + A1x(t− τ), τ ≥ 0. (154)
es estable independiente del retardo si y solo si
(i). A0 es estable,
(ii). A0 + A1 es estable y
(iii). %((jωI− A0)−1A1) < 1, ∀ω > 0,
donde %(•) representa el radio espectral de una matriz.
El caso especial de (153) se reduce a
A0 =
0 Iρ−1
0 0
, A1 =

βρ−1 0 0
... 0 0
β1 0 0
β0 0 0

con x(t) =
[
e(t), e(1)(t), . . . , e(ρ−1)(t)
]T
.
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La condicio´n (iii) da
|
ρ∑
k=1
(−j)kβρ−k
ωk
| < 1, ∀ω > 0; for ρ ≥ 2. (155)
Claramente, para un conjunto fijo de constantes βρ−k la desigualdad (155) no puede
ser satisfecha para todo ω > 0 y por lo tanto (153) no puede ser estable independiente
del retardo. 
Por lo que ecuaciones estables se pueden obtener solo usando condiciones de estabi-
lidad dependiente del retardo. Tales condiciones sobre los coeficientes βk que aseguran
la estabilidad asinto´tica de (153) se pueden encontrar en (Cahlon & Schmidt, 2007a,b).
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Dans cette thèse, l'analyse de systèmes à retards est abordée. La contribution principale est la solution d'un 
problème qui est resté ouvert depuis plus de trente ans : des conditions nécessaires et suffisantes vérifiables ont 
été obtenues pour caractériser l'équivalence sous transformation bicausale d'un système linéaire à retards avec un 
système sans retard, ou avec un nombre de retards réduit. Ce résultat est fondamental en soi, et il augmente le 
nombre d'outils mathématiques pouvant être utilisés pour l'analyse et la synthèse de ces systèmes.  Une autre 
contribution est dans le domaine de la synchronisation maître-esclave de systèmes interconnectés. On aborde, de 
manière générale, les systèmes commandés en réseau et comme application spécifique, les systèmes de puissance. 
Les systèmes en réseau présentent deux types de retards : l'un sur le canal de communication et l'autre dans les 
interconnexions. Dans les systèmes de puissance, ils sont respectivement dus à l'usage de systèmes de mesure sur 
de grandes régions géographiques et aux lignes de transmission. L’originalité de notre méthodologie est d’éviter 
ou de réduire l'usage de prédicteurs. 
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