Abstract. Let ℓ, n be positive integers such that ℓ ≥ n. Let G n,ℓ−n be the Grassmannian manifold which consists of the set of n-dimensional subspaces of C ℓ . There is an Z-graded algebra isomorphism between the cohomology H * (G n,ℓ−n , Z) of G n,ℓ−n and a natural Z-form B of the Z-graded basic algebra of the type A cyclotomic nilHecke algebra
Introduction
The nilHecke algebra of type A was introduced by Kostant and Kumar [12] and plays an important role in the study of cohomology of flag varieties and Schubert calculus, see [4] . In recent years, these algebras and their cyclotomic quotients have found some remarkable applications in the categorification of quantum groups, see [9] , [8] , [10] , [11] , [13] , [14] , [15] , [18] and [19] . First, let us recall their definitions. n (K) of type A is the unital associative K-algebra generated by ψ 1 , · · · , ψ n−1 , y 1 , · · · , y n which satisfy the following relations: ψ 2 r = 0, ∀ 1 ≤ r < n, ψ r ψ k = ψ k ψ r , ∀ 1 ≤ k < r − 1 < n − 1, ψ r ψ r+1 ψ r = ψ r+1 ψ r ψ r+1 , ∀ 1 ≤ r < n − 1, y r y k = y k y r , ∀ 1 ≤ r, k ≤ n, ψ r y r+1 = y r ψ r + 1, y r+1 ψ r = ψ r y r + 1, ∀ 1 ≤ r < n, ψ r y k = y k ψ r , ∀ k = r, r + 1.
The cyclotomic nilHecke algebra H ℓ,n are Z-graded K-algebras such that each ψ r is homogeneous with deg ψ r = −2 and each y s is homogeneous with deg y s = 2 for all 1 ≤ r < n, 1 ≤ s ≤ n. Let * be the K-algebra anti-involution of H (0) n (or H (0) ℓ,n ) which is defined on generators by ψ * r = ψ r , y * k = y k for each 1 ≤ r < n, 1 ≤ k ≤ n. By [7, (2. 7)] we know that H (0) ℓ,n = 0 unless n ≤ ℓ. Henceforth we always assume n ≤ ℓ.
In a recent work [7] , the second author and Xinfeng Liang constructed a monomial basis of the cyclotomic nilHecke algebra H (0) ℓ,n and showed that the Z-graded basic algebra B H (0) ℓ,n of H (0) ℓ,n is commutative and is hence isomorphic to its center Z := Z(H (0) ℓ,n ). Furthermore, they constructed an integral basis {b λ |λ ∈ P(0)} for the basic algebra B H (0) ℓ,n of H (0) ℓ,n and an integral basis {z λ |λ ∈ P(0)} for the center Z by a purely algebraic method, where each z λ is the evaluation of certain (unknown) symmetric polynomial at {y 1 , · · · , y n }, and P(0) is the set of ℓ-multipartitions of n with each component being either (1) or empty. Note that P(0) is in a natural bijection with the following set (1.2) P ℓ,n := λ = (λ 1 , · · · , λ n ) 1 ≤ λ 1 < λ 2 < · · · < λ n ≤ ℓ, λ i ∈ Z, ∀ i .
Henceforth we shall identify P(0) with P ℓ,n without further comments. In [14] , Lauda proved that the cyclotomic nilHecke algebra H
ℓ,n over Q is isomorphic to the n! × n! matrix ring over the cohomology ring of the Grassmannian G n,ℓ−n with coefficient in Q. In particular, there is an isomorphism between the basic algebra B H (0) ℓ,n of H (0) ℓ,n and the cohomology ring H * (G n,ℓ−n , Q) of the Grassmannian G n,ℓ−n . Note that both the algebra H
ℓ,n and its basic algebra B H (0) ℓ,n are defined over Z, and Lauda's isomorphism is actually well-defined over Z. We define (1.3) Θ ℓ,n := (a 1 , · · · , a n ) 0 ≤ a 1 ≤ · · · ≤ a n ≤ ℓ − n, a i ∈ Z, ∀ i .
By [4, Chapter III, §3] , for each (a 1 , · · · , a n ) ∈ Θ ℓ,n , there is a Schubert class (a 1 , · · · , a n ) ∈ H * (G n,ℓ−n , Z). Moreover, the elements in the set {(a 1 , · · · , a n )|(a 1 , · · · , a n ) ∈ Θ ℓ,n } form an Z-basis of H * (G n,ℓ−n , Z). Therefore, it is natural to ask what the preimage of these geometrically defined Schubert class basis elements in the natural Z-form B of the basic algebra of H
ℓ,n are under Lauda's isomorphism. The starting point of this work is to answer the above question. Using Borel's picture for the cohomology of the Grassmannian G n,ℓ−n , we construct an explicit Z-algebra isomorphism between a natural Z-form B of the basic algebra of H (0) ℓ,n and the cohomology ring H * (G n,ℓ−n , Z) of the Grassmannian G n,ℓ−n such that the purely algebraic defined element b λ is sent to the geometrically defined Schubert class basis element (a 1 , · · · , a n ), where λ ∈ P(0) is the ℓ-multipartition associated to the n-tuple (ℓ + 1 − (a n + n), ℓ + 1 − (a n−1 + n − 1), · · · , ℓ + 1 − (a 1 + 1)) ∈ P ℓ,n . A similar isomorphism between the natural Z-form B of the basic algebra of H (0) ℓ,n and the cohomology ring H * (G ℓ−n,n , Z) of the Grassmannian G ℓ−n,n is constructed too. On the other hand, it is well-known that there exist some non-canonical isomorphisms between the Grassmannian G n,ℓ−n and the Grassmannian G ℓ−n,n , see [17, Exercise 3.2.6 ]. Hence the two cohomology H * (G n,ℓ−n , Z) and H * (G ℓ−n,n , Z) are isomorphic to each other as Z-algebras. We expect that the idea and method used in the current paper can be applied in the study of the odd nilHecke algebras and their cyclotomic quotients as well as the odd analogues of the cohomology rings of Grassmannian (cf. [3] ).
The content of the paper is organised as follows. In Section 2, we develop some key technical results (Lemma 2.9 and Lemma 2.10) for the proof in later sections. In particular, we establish some nilHecke analogues of the well-known Pieri formula and Jacobi-Trudi formula (Proposition 2.14 and Proposition 2.17). As an application, we show that in Theorem 2.18 and Corollary 2.19 that up to a sign, the bases for the center of H (0) ℓ,n obtained in [7, Theorem 3.7] are the evaluation of the Schur (symmetric) polynomials s ρ(λ) (x 1 , · · · , x n ) at x 1 := y 1 , · · · , x n := y n . In Section 3, we first use the nilHecke analogues of the Jacobi-Trudi formula obtained in Section 2 to build some analogues of the Jacobi-Trudi formula for the elements {b λ }. Then using the Giambelli formula for the Schubert class basis element we give the proof of the main result Proposition 3.26 which constructs an isomorphism between H * (G n,ℓ−n , Z) and the natural Z-form B of the basic algebra of H
ℓ,n that sending the Schubert class basis elements to b λ basis elements. In Section 4, we first present a similar isomorphism between H * (G ℓ−n,n , Z) and the natural Z-form B of the basic algebra of H
ℓ,n that sending the Schubert class basis elements to b λ basis elements. Then we use it to characterize explicitly the image of any Schubert class element (a 1 , · · · , a n ) under some natural isomorphism between H * (G n,ℓ−n , Z) and H * (G ℓ−n,n , Z). As an application, we get a second version of Giambelli formula for Schubert classes in Corollary 4.7.
NilHecke analogues of Jacobi-Trudi formula and Pieri formula
In this section, we shall develop several technical results for the proof of the main results in the next section. In particular, we shall establish some nilHecke analogues of the well-known Jacobi-Trudi formula and Pieri formula. As an application, we shall show that (up to a sign), the bases for the center of H (0) ℓ,n obtained in [7, Theorem 3.7] are the evaluation of the Schur (symmetric) polynomials at x 1 := y 1 , · · · , x n := y n .
Let ℓ, n ∈ N with ℓ ≥ n. Let P(0) be the set of ℓ-multipartitions of n with each component being either (1) or empty. That is,
There is a natural bijection θ between P(0) and P ℓ,n which is defined as follows: for λ = (λ (1) , . . . , λ (ℓ) ) ∈ P(0), we define θ(λ) to be the unique n-tuple (k 1 , . . . , k n ) ∈ P ℓ,n such that for each 1 ≤ j ≤ ℓ,
Henceforth we shall identify P(0) with P ℓ,n using the above bijection. Let m ∈ N. A partition λ = (λ 1 , λ 2 , · · · , ) of m is a non-increasing sequence of non-negative integers which sums to m. If λ = (λ 1 , λ 2 , · · · ) is a partition of m, then we write |λ| = m and say that the size of λ is m. The length ℓ(λ) of λ is defined to be the largest integer k such that λ k = 0. A partition is uniquely determined by its diagram. The conjugate of λ is the partition λ ′ such that λ
e., the set of partitions λ with ℓ(λ) ≤ n. Definition 2.1. We define an injective map ρ : P ℓ,n ֒→ P n as follows:
Let S n be the symmetric group on {1, 2, . . . , n}. For each 1 ≤ i < n, set s i := (i, i + 1) ∈ S n . Then {s 1 , · · · , s n−1 } is the standard set of Coxeter generators for S n . If w ∈ S n then the length of w is
Let w 0,n be the unique longest element in S n .
Let
ℓ,n = ψ r , y k |1 ≤ r < n, 1 ≤ k ≤ n be the type A nilHecke algebra and the type A cyclotomic nilHecke algebra as introduced in Definition 1.1 respectively. Let
be the natural surjection which sends ψ r to ψ r and y k to y k for each 1 ≤ r < n, 1 ≤ k ≤ n. We warn the readers that though we use the same symbols to denote both the generators in H Lemma 2.3. Let r, k ∈ Z ≥1 such that r + k ≤ n. Then any symmetric polynomial in y r , y r+1 , · · · , y r+k commutes with the element ψ s for every s ∈ N with r ≤ s < r + k. Moreover, the center of H (0) n is the set of symmetric polynomials in y 1 , · · · , y n .
Proof. This follows from the following equalities:
In this case, we define ψ w := ψ i1 · · · ψ i k . The braid relation in Definition 1.1 ensures that ψ w does not depend on the choice of the reduced expression of w. We define (2.4) 
· · · y n−1 ψ w0,n ≡ 1 mod J n , and (−1)
Definition 2.6. For each partition λ = (λ 1 , . . . , λ n ) ∈ P n , we define an element inside H (0) n as follows:
· · · y λn n ψ w0,n . For a partition µ with length ℓ(µ) > n, we define S µ := 0, in particular, S (1 s ) = 0 if s > n. We also define S (s) := 0, S (1 s ) := 0 if s < 0. We also defině
By definition, for each λ = (λ 1 , . . . , λ n ) ∈ P ℓ,n , we have that
Note that Lemma 2.2 and the defining relations in Definition 1.1 easily imply that for any g ∈ H
n , there is a unique element y g ∈ K[y 1 , · · · , y n ] and a unique element y Definition 2.7. Let λ = (λ 1 , . . . , λ n ) ∈ P n . Inside H (0) n , we define z(λ) to be the unique symmetric
ℓ,n . We call z(λ) the y polynomial part of S λ .
Since z(λ) lies in the center of H (0) n . It follows that z λ lies in the center of H (0) ℓ,n . Theorem 2.8. [7, Theorem 3.7] The elements in the set {z ρ(λ) |λ ∈ P ℓ,n } for a K-basis of the center
ℓ,n . In particular, the center of H (0) ℓ,n is the set of symmetric polynomials in y 1 , . . . , y n . Let x 1 , x 2 , · · · be a countable infinitely many commuting indeterminates over K. Let K[x 1 , · · · , x n ] be the polynomial ring with n variables x 1 , · · · , x n . Let Λ n be the symmetric polynomial ring with n variables x 1 , · · · , x n . For each 0 ≤ k ≤ n, let e k ∈ Λ n be the kth elementary symmetric polynomials. For each s ≥ 0, let h s ∈ Λ n be the sth complete symmetric polynomials. For the explicit definitions of these terminologies, we refer the readers to Macdonald's book [16] or Manivel's book [17] .
For any polynomial f ∈ K[x 1 , . . . , x n ], we can evaluate it at x 1 := y 1 , · · · , x n := y n to get an element
Lemma 2.9. For any non-negative integer i, we have that
and (−1)
Proof. The second equality follows from the first one by applying the anti-involution * . It suffices to prove the first one. We use induction on n.
If n = 1, the first equality holds trivially. If n = 2, the first equality follows from the fact that y 1 ψ 1 = ψ 1 y 2 − 1 and for any k ∈ Z ≥1 ,
Henceforth we assume that n ≥ 3 and the first equality holds for n − 1. We now use induction on i to prove the first equality for n. If i = 0 then the equality follows from Lemma 2.5. Suppose i > 0, we have that
By the braid relations for ψ generators in Definition 1.1, it is easy to check that for each 1 ≤ s ≤ n−1,
Therefore, using the defining relations in Definition 1.1, we get that
where we used the induction hypothesis for i − 1 in the last equality.
For the term ∆ 2 , using the defining relations in Definition 1.1 and Lemma 2.3, we have that
where we used the induction hypothesis for n − 1 in the last equality. Now we have
as required. This completes the proof of the lemma.
Lemma 2.10. For each integer 1 ≤ j ≤ n, we have that
If n = 1, the first equality holds trivially. If n = 2, the first equality follows from the fact that
Now we assume that n > 2. Suppose the first equality holds for n − 1. For each 1 ≤ j ≤ n, using the defining relations in Definition 1.1 and Lemma 2.3, we have that
For each j < t < n, there exists a unique u t ∈ S n−1 such that w 0,n−1 = s t−1 u t and ℓ(w n−1 ) = ℓ(u t ) + 1. Therefore, for each j < t < n,
Hence we have
where we used the induction hypothesis for n − 1 in the second equality. This completes the proof of the lemma.
Note that Lemma 2.9 amounts to say that the y polynomial parts of S (i) is the complete symmetric polynomials h i (y 1 , · · · , y n ), while Lemma 2.10 says that the y polynomial parts of S (1 j ) is the elementary symmetric polynomials e j (y 1 , · · · , y n ). It is natural to ask for arbitrary λ ∈ P n what the y polynomial part z(λ) of S λ is. In Lemma 2.10, we shall prove the y polynomial part z(λ) of S λ is just the Schur polynomial s λ (y 1 , · · · , y n ).
Lemma 2.11. For any λ, µ ∈ P n , we have that
Proof. In fact,
For each partition λ ∈ P n , set a λ (x 1 , · · · , x n ) := w∈Sn (−1) ℓ(w) x w(λ) , the Schur (symmetric) polynomial associated to λ is s λ (x 1 , · · · , x n ) := a λ+δ (x1,··· ,xn) a δ (x1,··· ,xn) where δ = (n− 1, n− 2, . . . , 1, 0). For more explicit definition and properties of Schur polynomial, we refer the readers to Chapter 1 of Manivel's book [17] . Note that Lemma 2.11 ensures that the determinants appeared in the following Lemma make sense when modulo the subspace J n (i.e., it is independent of the order of the product of the matrix elements).
where, by definition,
Proof. For each i ≥ 0, let h i be the ith complete symmetric polynomials in x 1 , · · · , x n . We set h i = 0 whenever i < 0. By the well-known Jacobi-Trudi formula (1.2.13, [17] ), we have that
On the other hand, by Lemma 2.9, for each t ≥ 0,
n , it follows that
This proves the first equality. The proof of the second formula is similar by using Lemma 2.10 and the other Jacobi-Trudi formula s λ = det(e λ ′ i −i+j ) 1≤i,j≤m . Definition 2.13. ( [17] ) For any partition λ and positive integer k, we define λ ⊗ k (respectively, λ ⊗ 1 k ) to be the set of all partitions obtained by adding k boxes to λ at most one per column (respectively, at most one per row).
It is easy to check that for any partition λ and positive integer k,
The following proposition can be viewed as a nilHecke's analogue of the well-known Pieri's formula. Proposition 2.14. For any partition λ = (λ 1 , · · · , λ n ) ∈ P n and integers 1 ≤ k ≤ n, s ≥ 0, we have that
Proof. By Lemma 2.10,
where g a ∈ H
(0) n for each a. We want to show the above last term is equal to µ∈λ⊗1 k S µ when modulo the subspace J n .
For each k-tuple (t 1 , · · · , t k ) with 1 ≤ t 1 < · · · < t k ≤ n, let (b 1 , · · · , b n ) be the n-tuple which is determined by
In this case, b tj−1 + 1 = b tj . Let w j ∈ S n such that w 0,n = s tj −1 w j and ℓ(w 0,n ) = ℓ(w j ) + 1. Thus
as required. This proves the first formula.
Using Lemma 2.9 and a similar calculation in the proof of the first formula, we can get that We want to show the above last term is equal to µ∈λ⊗s S µ when modulo the subspace J n . Let c = (c 1 , · · · , c n ) be any given n-tuple. Suppose that c j = c j+1 for some 1 ≤ j < n. Let u j ∈ S n such that w 0,n = s j u j and ℓ(w 0,n ) = ℓ(u j ) + 1. Then in this case 
n with α 1 +· · ·+α n = s. If λ+α := (λ 1 +α 1 , · · · , λ n +α n ) doesn't belong to λ ⊗ s, then by the definition of λ ⊗ s, there must exists some 1 ≤ j < n such that λ j+1 + α j+1 > λ j . In this case, we define an n-tuple β = (β 1 , · · · , β n ) ∈ N n by
Set δ = (n − 1, n − 2, · · · , 0). Note that β 1 + · · · + β n = s and s j (λ + α + δ) = λ + β + δ. If λ + α + δ = λ + β + δ, then (2.16) implies that y λ1+α1+n−1 1 · · · y λn+αn n ψ w0,n ∈ J n ; if λ + α + δ = λ + β + δ, then (2.15) implies that
Therefore, in any case, we can ignore these terms when calculating Thus it suffices to consider only those (l 1 , · · · , l n ) ∈ N n with l 1 + · · · + l n = s and λ + (l 1 , · · · , l n ) ∈ λ ⊗ s. This complete the proof of the second formula.
The following proposition can be viewed as a nilHecke's analogue of the well-known Jacobi-Trudi formula.
where, by definition, S (s) = 0, S (1 s ) = 0 if s < 0 and S (1 k ) = 0 if k > n.
Proof. First, by Lemma 2.5,
Hence, by a simple computation, one can easily observe that the determinants in the theorem remain unchanged (modulo J n ) if we restrict the order of the determinants to the length of the partitions. The observation allows us to use induction on the length of the partition (or its conjugate) to prove the formulas.
For the first formula, we use induction on the length l := ℓ(λ) of λ. Expanding the determinant along the last column, we have following alternating sum (modulo J n ),
For each 1 ≤ t ≤ l + 1, we denote by A t the set of all partitions µ = (µ 1 , · · · , µ l ) with |µ| = |λ| and such that λ j ≤ µ j ≤ λ j−1 for j < t, and λ j+1 − 1 ≤ µ j ≤ λ j − 1 for j ≥ t, where λ 0 := +∞, λ l+1 := 0. By definition, A 1 = ∅ and A l+1 = {λ}. For each 1 ≤ i ≤ l, by definition, we have a decomposition:
Using Pieri's Formula (the second formula in Proposition 2.14), we may write the ith term
Therefore, after cancelations, we have the first formula.
For the second formula, we use induction on the length l ′ of the conjugate partition λ
. Expanding the determinant along the last column, we have following alternating sum (modulo J n ),
where
Using Pieri's Formula (the first formula in Proposition 2.14), we may write the ith term S νi S (1
in following form (modulo J n ),
Therefore, after cancelations, we have the second formula.
Theorem 2.18. For a partition λ ∈ P n , we have
Proof. This theorem is a simple corollary of Definition 2.7, Lemma 2.12 and Proposition 2.17.
Combing Theorem 2.8 and Theorem 2.18, we get that Corollary 2.19. For each λ ∈ P ℓ,n , z ρ(λ) = s ρ(λ) (y 1 , · · · , y n ). In particular, the elements in the set {s ρ(λ) (y 1 , · · · , y n )|λ ∈ P ℓ,n } form a K-basis of the center Z of H (0) ℓ,n .
3. The Schubert class basis {(a 1 , · · · , a n )} versus the basis {b(λ)}
In this section, we shall give the proof of the main result Proposition 3.26. The proof relies on both some analogues of the Jacobi-Trudi formula for the elements {b λ } and the Giambelli formula for the Schubert class basis element (a 1 , · · · , a n ).
For each n-tuple (a 1 , . . . , a n ) ∈ Θ ℓ,n , we define
Let [a 1 , · · · , a n ] := a 1 , · · · , a n be the closure of a 1 , · · · , a n . Then it is well-known that
The integral homology H * (G n,ℓ−n , Z) is a free Z-module of finite rank with a Z-basis given by {[a 1 , · · · , a n ]|(a 1 , . . . , a n ) ∈ Θ ℓ,n }.
Recall that H
2 n j=1 aj (G n,ℓ−n , Z) ∼ = Hom Z H 2 n j=1 aj (G n,ℓ−n , Z), Z . By some abuse of notation, we define (a 1 , · · · , a n ) ∈ H Lemma 3.2. The elements in the following set (a 1 , · · · , a n ) (a 1 , · · · , a n ) ∈ Θ ℓ,n form a Z-basis of H * (G n,ℓ−n , Z).
We call each (a 1 , · · · , a n ) a Schubert class basis element in H 2 n j=1 aj (G n,ℓ−n , Z). Following [4] , we know that the Chern classes and the normal Chern classes can be identified as the special Schubert classes as follows:
. . , x n ,x 1 , . . . ,x ℓ−n be ℓ-indeterminates over Z. The map ι which sends c i to x i + I n,ℓ−n for each 1 ≤ i ≤ n, andc j tox j + I n,ℓ−n for each 1 ≤ j ≤ ℓ − n, can be extended uniquely to an Z-algebra isomorphism ι : H * (G n,ℓ−n , Z) ∼ = Z[x 1 , . . . , x n ,x 1 , . . . ,x ℓ−n ]/I n,ℓ−n , where I n,ℓ−n is the ideal generated by the coefficients of the following equation
Henceforth we shall use the isomorphism ι to identify the cohomology algebra H * (G n,ℓ−n , Z) with the quotient algebra Z[x 1 , . . . , x n ,x 1 , . . . ,x ℓ−n ]/I n,ℓ−n .
In [14, Proposition 5 .3] Lauda proved that H * (G n,ℓ−n , Q) is isomorphic to the basic algebra of H (0) ℓ,n over Q. Note that the Grassmannian G ℓ−n,n is (non-canonically) isomorphic to the Grassmannian G n,ℓ−n by [17, Exercise 3.2.6], hence H * (G ℓ−n,n , Z) is isomorphic to H * (G n,ℓ−n , Z) and the basic algebra of H
ℓ,ℓ−n is isomorphic to the basic algebra of H
ℓ,n .
Furthermore, by the graded cellular basis (cf. [6] , [7, (2.7) ]) for the cyclotomic nilHecke algebra H (0) ℓ,n , we know that H (0) ℓ,n is actually defined over Z. Moreover, Lauda's isomorphism is well-defined over Z too.
Definition 3.4. Let τ be the bijection between Θ ℓ,n and P ℓ,n which is defined as follows: for any n-tuple a = (a 1 , . . . , a n ) ∈ Θ ℓ,n , (3.5) τ (a) := (ℓ + 1 − (a n + n), ℓ + 1 − (a n−1 + n − 1), · · · , ℓ + 1 − (a 1 + 1)) ∈ P ℓ,n .
In other words, if µ = (µ (1) , · · · , µ (ℓ) ) ∈ P(0) is the ℓ-multipartition which is associated to (a 1 + 1, a 2 +2, · · · , a n +n) ∈ P ℓ,n , then µ ′ = (µ (ℓ) , · · · , µ (1) ) ∈ P(0) is the ℓ-multipartition which is associated to τ (a). Definition 3.6. For each partition λ = (λ 1 , · · · , λ n ) ∈ P n , we define elements inside H For any partition µ with length ℓ(µ) > n, we define b µ := 0, in particular,
Note that the above definition is a slight generalization of ([7, Definitions 2.6, 3.1]) in the following sense: if λ = (λ 1 , · · · , λ n ) ∈ P ℓ,n , then the elements y(λ) = y ρ(λ) , b(λ) = b ρ(λ) in our notations here are the same as the elements
The elements in {b(λ) = ψ w0,n y ρ(λ) ψ w0,n y min |λ ∈ P ℓ,n } form a K-basis of the basic algebra B H The validity of the above lemma over any field K already implies that B H (0) ℓ,n is defined over Z. Definition 3.8. We define B to be the free Z-submodule of the basic algebra of the cyclotomic nilHecke algebra H (0) ℓ,n (Q) over Q generated by {b(λ)|λ ∈ P ℓ,n }. We call B the natural Z-form of B H (0) ℓ,n .
It is clear that B naturally becomes a Z-algebra and B H (0) ℓ,n (K) ∼ = B ⊗ Z K for any field K. In the rest of this paper we shall construct an explicit Z-algebra isomorphism between H * (G n,ℓ−n , Z) and the natural Z-form B of the basic algebra B H Proof. This follows directly from [16, (2.6) , (2.6 ′ )]. Proof. If t = 1, the lemma follows from [5, Proposition 7] . In general, the lemma follows from an induction on t.
The following result generalizes [7, Lemma 3.2] . Though the proof is similar, we include the proof here for the convenience of readers. Proof. We have that b µ b λ = ψ w0,n y µ ψ w0,n y min ψ w0,n y λ ψ w0,n y min = (−1)
ψ w0,n (y µ ψ w0,n y λ )ψ w0,n y min and b λ b µ = ψ w0,n y λ ψ w0,n y min ψ w0,n y µ ψ w0,n y min = (−1)
ψ w0,n (y λ ψ w0,n y µ )ψ w0,n y min
We can write
where h ∈ K[y 1 , . . . , y n ]. Apply the anti-involution * to the above equality, we get that
Lemma 3.13. Let B be the natural Z-form of the Z-graded basic algebra of H
ℓ,n . The map η which sends
Proof. By Theorem 3.3, H * (G n,ℓ−n , Z) ∼ = Z[x 1 , . . . , x n ,x 1 , . . . ,x ℓ−n ]/I n,ℓ−n . By Lemma 3.12, to prove the lemma, it suffices to verify the generating relations for b(λ i ) and b(µ j ).
Suppose the ℓ − n ≥ n, in this case, we should check the following three types of relations, 
Let ℓ − n < m ≤ ℓ. We now verify the relation (3.16). First note that for any t ≥ 1, by Lemma 3.11, inside H (0) ℓ,n we have that (3.17) h
Therefore, using Lemma 2.9 and Lemma 2.10 again, we have that
where we have used (3.17) in the third equality and used Lemma 3.10 in the last equality. Suppose that ℓ − n < n, we should check the following three types of relations,
The proof is similar and is left to the readers.
The following is an analogue of Pieri's formulas for the elements {b λ }.
Proposition 3.21. For any partition λ = (λ 1 , · · · , λ n ) ∈ P n and integers 0 ≤ k ≤ n, s ≥ 0, we have that
where the last equality follows from the proof of the first equality in Proposition 2.14. This proves the first formula. For the second formula, by Lemma 2.9, we have that where the last equality follows from the proof of the second equality in Proposition 2.14. This proves the second formula.
The following is an analogue of the Jacobi-Trudi formula for the elements {b λ }.
Then we have that,
Proof. First, note that
. By a simple computation, one can easily observe that the determinants in the theorem remain unchanged if we restrict the order of the determinants to the corresponding length of the partitions. The observation allows us to use induction on the length l of the partitions to prove the formulas.
Expanding the determinant along the last column, we have following altering sum,
Using Pieri's Formula we have proved in theorem 3.21, we may write the ith term of this sum in following form,
where the A i s are the set defined in the proof of Proposition 2.17. Finally, the lemma follows from the same combinatorial argument used in the proof of Proposition 2.17.
Lemma 3.23. (Pieri formula, [4, (3.6)]) For each (a 1 , · · · , a n ) ∈ Θ ℓ,n and 0 ≤ j ≤ ℓ − n,
where by conventionc t := 0 if t is not between 0 and ℓ − n. Proposition 3.26. The Z-algebra homomorphism η constructed in Lemma 3.13 is an isomorphism. Moreover, for any (a 1 , · · · , a n ) ∈ Θ ℓ,n ,
Proof. By Lemma 3.2 and Lemma 3.13, it suffices to prove the second part of the proposition.
By (3.5),
Now, using Lemma 3.22 and Lemma 3.24, we get that for any
as required. This completes the proof of the proposition.
The duality
In this section, we shall first show that there is a similar Z-algebra isomorphism between the cohomology algebra H * (G ℓ−n,n , Z) and the natural Z-form B of the basic algebra of H
ℓ,n . Then we shall use it to explicitly describe the image of each Schubert class basis element, which is again another Schubert class basis element, under certain natural isomorphism between H * (G n,ℓ−n , Z) and H * (G ℓ−n,n , Z). By definition,
Definition 4.1. Letτ be the bijection between Θ ℓ,ℓ−n and P ℓ,n which is defined as follows: for any (ℓ − n)-tuple a = (a 1 , . . . , a ℓ−n ) ∈ Θ ℓ,ℓ−n ,τ (a) is the unique n-tuple λ = (λ 1 , . . . , λ n ) ∈ P ℓ,n such that λ is obtained from deleting the (ℓ − n)-tuple (a 1 + 1, · · · , a ℓ−n + ℓ − n) inside the ℓ-tuple (1, 2, · · · , ℓ). ℓ,n . The mapη which sends c i = x i + I ℓ−n,n to b (i) for each 1 ≤ i ≤ ℓ − n, andc j =x j + I ℓ−n,n to (−1) j b (1 j ) for each 1 ≤ j ≤ n, extends uniquely to a well-defined Z-algebra isomorphismη : H * (G ℓ−n,n , Z) → B. Moreover, for any (a 1 , · · · , a ℓ−n ) ∈ Θ ℓ,ℓ−n ,η (a 1 , · · · , a ℓ−n ) = b ρ•τ (a1,··· ,a ℓ−n ) .
Proof. Mimicking the proof of Lemma 3.13, one can show thatη is a well-defined Z-algebra homomorphism. It suffices to prove the second part of the theorem.
We first claim that (4.3) ρ •τ (a 1 , · · · , a ℓ−n ) ′ = (a ℓ−n , a ℓ−n−1 , · · · , a 2 , a 1 ).
In fact, write λ = (λ 1 , · · · , λ n ) :=τ (a 1 , · · · , a ℓ−n ). By a direct verification, we can see that Remark 4.4. We remark that Xingyu Dai has considered the inverse mapτ −1 and claimed the existence of a similar isomorphism in [2, Theorem 3.1]. However, there are several serious gaps in his "proof". Not only did he mix the Grassmannian G n,ℓ−n with the Grassmannian G ℓ−n,n in [2] but also the key results ([2, Lemma 3.8, Proposition 3.9]) on which his "proof" of [2, Theorem 3.1] relies are both false (e.g., compare them with our Lemma 2.9 and Lemma 2.10 in the current paper).
Recall that there is a natural isomorphism ζ between the cohomology algebra H * (G n,ℓ−n , Z) = Z[c 1 With the notations as above, we have that, for any (a 1 , · · · , a n ) ∈ Θ ℓ,n , ζ (a 1 , · · · , a n ) is equal to the Schubert class basis element represented by the (ℓ − n)-tupleτ −1 • τ (a 1 , · · · , a n ).
Proof. This follows easily from Proposition 3.26 and Theorem 4.2 and the fact that ζ =η −1 • η, which can be checked directly on each generators c i ,c j , i = 1, 2, · · · , n, j = 1, 2, · · · , ℓ − n. Corollary 4.6. The graded basic algebra of H (0) ℓ,n is isomorphic to the graded basic algebra of H (0) ℓ,ℓ−n . In particular, the cyclotomic nilHecke algebra H (0) ℓ,n is graded Morita equivalent to the cyclotomic nilHecke algebra H (0) ℓ,ℓ−n . Finally, we give the following corollary which can be regarded as a second version of Giambelli formula for Schubert classes (compare [4, (3.7)]). It seems to be new as we did not find it anywhere in the references.
Corollary 4.7. For each (a 1 , · · · , a n ) ∈ Θ ℓ,n , inside H * G ℓ−n,n , Z we have that
where by convention c t := 0 if t is not between 0 and ℓ − n.
Proof. This follows from Proposition 3.26, Theorem 4.2, Theorem 4.5 and [4, (3.7)].
