We examine the small-sample behaviour of the maximum likelihood estimator for the Poisson regression model with random covariates. Analytic expressions for the first-order bias and second-order mean squared error for this estimator are derived, and we undertake some numerical evaluations to illustrate these results for the single covariate case. The properties of the bias-adjusted maximum likelihood estimator, constructed by subtracting the estimated first-order bias from the original estimator, are investigated in a Monte Carlo experiment. Correcting the estimator for its first-order bias is found to be effective in the cases considered, and we recommend its use when the Poisson regression model is estimated by maximum likelihood with small samples.
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Introduction
The Poisson regression model is widely used to study count data in many disciplines, and is generally fitted using the maximum likelihood estimator (MLE). The likelihood function for the Poisson model is strictly concave, and satisfies the usual regularity conditions. So, the MLE for the Poisson regression model has all of the usual desirable asymptotic properties (Gourieroux et al., 1984) . Surprisingly, however, the finite sample properties of the MLE for this model have been studied only for a limited number of particular models, only for the case of non-random covariates, and only using simulation methods. King (1988) and Brännäs (1991) used Monte Carlo experiments to examine the finite sample properties of MLE of the Poisson regression model. The evidence provided by the first of these authors must be treated cautiously, as his Monte Carlo experiment involved only 100 replications. However, for a model with two covariates, King (1988: 850) reports biases as large as -13.4%, 16.4% and -3.7% for sample sizes of n = 10, 50 and 100 respectively. From more reliable experiments, Breslow (1990: 568) reports biases in the range 1.2% to 1.9% when n = 36, 72; and Brännäs (1991: 234-235) reports biases in the range -2% to 1% when n = 50. These last two studies involve a Poisson regression model with a single covariate. The present paper is the first to derive analytic expressions for the first-order bias and second-order mean squared error (MSE) of the MLE for the Poisson regression model, and the first to consider these properties in the context of random covariates. The latter are likely to arise when the model is estimated from survey data, and there is no reason to presume that the relatively small biases noted above will be applicable in this case. 
The MLE for the parameter vector in (2) can be derived as the solution of the following log-likelihood equations:
and the Hessian matrix is:
This Hessian matrix is negative-definite for all x and β, so there is a unique solution to the likelihood equations. However, as (3) is non-linear in the parameters, the MLE has to be solved numerically. Evaluation of the finite-sample properties of the MLE is also complicated by the fact that the estimator cannot be expressed in closed form. In this paper, we apply results from Rilstone et al. (RSU) (1996) , as corrected by Rilstone and Ullah (2005) , to derive analytic expressions for the first-order bias and second-order MSE functions for the MLE in the Poisson regression model with stochastic covariates that follow quite general distributions.
We also present some numerical evaluations of the analytic bias and MSE expressions, and we explore the effectiveness of bias-adjusting the MLE.
In the next section, we apply the methods of RSU to derive the finite-sample properties of the MLE for the Poisson regression model. Section 3 presents some numerical evaluations of the rather complex analytic expressions derived in section 2, and in section 4 we discuss the results of a Monte Carlo experiment that focuses on bias-adjusting this MLE when the model has a single covariate. Section 5 provides our conclusions. (1996) provide a general framework that allows us to derive the first-order bias and second-order MSE of a fairly wide class of nonlinear estimators. There are several well-known methods for examining the finite-sample properties of statistics, such as the Edgeworth expansion, the bootstrap and the jackknife methods. Compared with these methods, that discussed by RSU has some particular strengths. First, it provides us with analytic, rather than numerical, results. In addition, it is much simpler to derive than the Edgeworth expansion, especially for the nonlinear case. RSU's method focuses on statistics which can be expressed as a function of the data in the following way:
Analytic bias and mean squared error expressions
RSU
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It is readily shown that for the Poisson regression model we have the following expressions:
Then, applying RSU's method we can derive the following theorems and corollaries.
Theorem 1
For the Poisson regression model, the bias of the MLE to order
, and the MSE of MLE to order
When the model contains only one covariate, the expressions in Theorem 1 simplify considerably. Corollary 1 reports the general result for the one-regressor case, no matter what distribution the random covariate follows. The other corollaries report the bias and MSE expressions when the random regressor follows a normal, uniform or chi-square distribution.
Corollary 1
For the Poisson regression model, the bias of the MLE to order 
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Corresponding to the bias-corrected estimators, we can also obtain the true standard deviation, 
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Numerical evaluations
In this section we present some numerical evaluations using the analytic results in Corollaries 2 to 4 for the one-regressor case. In all of the experiments, the value of β 0 is chosen to control the signal-to-noise ratios to sensible levels, and sample sizes of n = 25, 50 and 100 are considered. These numerical evaluations enable us to check how the finite sample properties of the estimator change as the characteristics of the model change, and they appear in Tables 1   to 3 . Consistent with Corollaries 2 to 4, we consider a random regressor that is either normally, uniformly, or chi-square distributed. We vary the moments of each of these distributions by changing the parameter values to check the implications for the finite-sample properties of the MLE. In all of the cases we have considered, the results show that the bias and MSE depend on the values of the parameters of the regressor distributions -a result that could be anticipated by differentiating the expressions in the corollaries with respect to these parameters.
We note the following results. No matter which distribution the regressor follows and what value β 0 is, the absolute bias and the MSE decrease as the sample size increases. This finding is further reinforced by the results of sample size of 100, which are not shown here in order to conserve space. This finding reflects the mean square consistency of MLE, which is consistent with the previous literature. With respect to the percentage bias, the magnitude is quite substantial for certain cases. Among the cases we considered, when n = 25 and the regressor is normally distributed, the absolute percentage bias can be as large as 120.8%, depending on the mean and variance of the data. Further, for this sample size the reported absolute percentage biases are as large as 57% for a uniformly distributed covariate, and 72.9% for a chi-square distributed covariate, again depending on the moments of the regressor's distribution. It will be recalled that these (absolute) biases are considerably greater than those found by Breslow (1990) and Brännäs (1991) for models with non-random covariates.
Bias-corrected estimation
We have also conducted a Monte Carlo experiment to evaluate the relative performances of the feasible bias-corrected MLE, infeasible bias-corrected MLE and the MLE itself, and also the performance of s.e.(β ) as an estimator of s.d.(β ). Table 4 shows the results of our experiment using 1000 replications. Of course, the feasible bias-corrected estimator is the one that we are most interested in. In all the cases we have considered, the feasible bias-corrected MLE improves the performance of the original MLE substantially. For example, when the regressor follows a chi-square distribution, n = 25 and β 0 = -0.3, the absolute percentage bias of the feasible bias-corrected MLE is 0.91%, compared with 10.15% for the MLE. Similarly, when the regressor follows a uniform distribution, n = 25 and β 0 = -2.7, the absolute percentage bias of the feasible bias-corrected MLE is 1.10%, compared with 11.81% for the MLE.Interestingly, there are negligible differences between the performances of the feasible and infeasible bias-corrected MLEs. 
Concluding remarks
In this paper, we apply techniques developed by Rilstone et al. (1996) to derive analytic expressions for the first-order bias and second-order mean squared error of the maximum likelihood estimator for the Poisson regression model with random regressors. Our study is the first to investigate the finite-sample properties of this estimator when this model has random covariates, and the first to obtain analytic (rather than simulation-based) results for the bias and mean squared error. Not surprisingly, we find that the bias of the maximum likelihood estimator when the covariates are random is greater than that obtained from Monte Carlo experiments by other authors for the non-random regressor case. The magnitude of the bias and mean squared error can be substantial, and this motivates us to consider bias-adjusting the maximum likelihood estimator. Using a Monte Carlo experiment we are able to confirm that our bias-corrected estimator can substantially reduce the bias of the maximum likelihood estimator, and we recommend using this bias-adjusted estimator when the sample size is less than 100. 
