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, Shannon 1 $[1][2]$ .
$S_{q}:= \frac{1-\int f(x)^{q}dx}{q-1}$ (1.1)
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2Tsallis
(1.1) Tsallis :
$\int f(x)dx=1$ , $\frac{\int x^{2}f(x)^{q}dx}{\int f(x)^{q}dx}=\sigma^{2}$ (2.3)
, Tsallis $[6][7][8]$ .
$f(x)= \frac{e_{q}(-\beta x^{2})}{\int e_{q}(-\beta y^{2})dy}\propto$ $+(1-q)(-\beta x^{2})]^{\frac{1}{1-q}}$ $(q<3)$ . (2.4)
, $e_{q}(x)$ , $q$ ( function) ,
$e_{q}(x):=\{$
$[1+(1-q)x]^{\overline{1}-q}[perp]$ , if $1+(1-q)x>0$ ,
0, otherwise
$(x, q\in \mathbb{R})$ , (2.5)
$\beta$ $\sigma$ . (2.4) Tsallis $f_{q}(x)$ ,
$f_{q}(x)= \frac{e_{q}(-\beta x^{2})}{\int e_{q}(-\beta y^{2})dy}$ $f_{1}(x)= \frac{1}{\sqrt{2\pi}\sigma}\exp\{-\frac{x^{2}}{2\sigma^{2}}\}$ (2.6)
, $qarrow 1$ , Tsallis .
, $q$ [ , $q$ ( $q$ -logaithm function) .
$\ln_{q}x:=\frac{x^{1-q}-1}{1-q}$ (2.7)
$q$ , Tsallis (1.1) , .
$S_{q}=- \int f(x)^{q}\ln_{q}f(x)dx$ (2.8)
, $qarrow 1$ , Shannon . $q$
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$x=0$, $y=H$ , . $xy$
, $(0, H)$ 1 ( 4.1). ,
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( 43) , 1 ( 4.4).
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43 $\text{ ^{}\backslash \backslash }$. $44$ 1
( : , )
H( 4.1) ,
. “ ” . $(0, 700)$ 1000 4.5 .
$x$ $n(x)$ , $N$ , .
: $n(x)= \frac{N}{\sqrt{2\pi}\sigma}\exp\{-\frac{x^{2}}{2\sigma^{2}}\}$ (4.9)
: $n_{q}(x)=A[1+b(q-1)]$ (4.10)
, $A$ , $b$ $\sigma$ , $\overline{1}-\overline{q}f$ ,
:
$E_{q}[X]:= \frac{\int xf_{q}(x)^{q}dx}{\int f_{q}(x)^{q}dx}$ (4.11)
, Tsallis (2.4) $\frac{1}{1-q}$ $q$ [5].
, $N$ 8000, 16000, 24000, 32000 45
. , ( ) 46 .
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45 46
7 , 32000 . 46
, 8000 ,
.
, [5] , (4.10) .
(4.10) $A,$ $b$ , 45 $\mathrm{a}\sim \mathrm{d}$ $q$ .
$A,$ $b$ 411 .
4.7( $\mathrm{a}:q=1.06$ ) 48( $\mathrm{b}$ : $q=1.17$)





8000 1.06 0.015625 0.000756
16000 1.17 0.016856 0.000856
24000 1.29 0.018334 0.000982
32000 1.63 0.022341 0.001343
411 $q,$ $A,$ $b$
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4.12 $q$ $\mathrm{K}\mathrm{L}$ 413 $H$ $\mathrm{K}\mathrm{L}$
$q$ , $\mathrm{K}\mathrm{L}$ . , $H$
. 413 .
$\mathrm{K}\mathrm{L}$ , Tsallis ,
.
414 $H$ $\sigma^{2}$ 415 $H$ $N$
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, $H$ , $H$ $\sigma^{2}$ ,
$H$ $N$ .













, Shannon $S_{1}$ ,
$s_{1}=- \frac{d}{dx}g(x)a|_{e=1}$ (5.15)
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41
Jackson $q$ . $q$ Tsaffis ,
$q$ , , $q$ Tsallis
. $q$ [12] , , $q$ .
$q$ : $P_{q}(X=k)=\{\begin{array}{l}nk\end{array}\}p^{k}$. $(1-p)^{n-k}$ (5.21)
,
$\{\begin{array}{l}nk\end{array}\}:=\frac{[n]_{q}!}{[k]_{q}![n-k]_{q}!}=\prod_{j=1}^{\mathrm{k}}.\frac{1-q^{n-j+1}}{1-q^{j}}$ , $[n]_{q}:= \frac{1-q^{n}}{1-q}$ (5.22)
.
, , $q$ Tsallis
, ( 5.1).
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