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We study the stability of deterministic systems given sequences of large, jump-like perturbations. Our main
result is to dervie a lower bound for the probability of the system to remain in the basin, given that pertur-
bations are rare enough. This bound is efficient to evaluate numerically.
To quantify rare enough, we define the notion of the independence time of such a system. This is the
time after which a perturbed state has probably returned close to the attractor, meaning that subsequent
perturbations can be considered separately. The effect of jump-like perturbations that occur at least the
independence time apart is thus well described by a fixed probability to exit the basin at each jump, allowing
us to obtain the bound.
To determine the independence time, we introduce the concept of finite-time basin stability, which cor-
responds to the probability that a perturbed trajectory returns to an attractor within a given time. The
independence time can then be determined as the time scale at which the finite-time basin stability reaches
its asymptotic value. Besides that, finite-time basin stability is a novel probabilistic stability measure on its
own, with potential broad applications in complex systems.
I. INTRODUCTION
A typical problem in the study of multi-stable dynam-
ical systems is the stability of an attractor against per-
turbations. For small perturbations, stability can be as-
sessed in terms of asymptotic stability theory for linear
systems1, e.g. by calculating Lyapunov exponents.
On the other hand, for large perturbations, a typical
approach is to assess stability by properties of the basin
of attraction, for instance their size2–4. For this, several
direct and sampling-based methods are available.
In particular, Lyapunov functions5–7 and related con-
cepts like non-equilibrium potentials8,9 are powerful tools
for studying basins of attraction. The existence of a
global Lyapunov function ensures global stability against
all perturbations.
The explicit construction of Lyapunov functions for a
given system is a difficult problem in general. However,
several numerical approaches for the computation of Lya-
punov functions have been developed, including the SOS
(sums of squares) method10, the CPA (continuous piece-
wise affine) method11, radial basis functions12, and the
numerical solution of Zubov’s equation13. For a survey
of these methods, see7.
Direct methods, however, are typically not efficient for
high-dimensional systems and yield conservative bounds
on the attraction basin14,15.
Basin stability β16–18 instead studies the probability
that a system will return to an attractor following a large,
a)Electronic mail: pschultz@pik-potsdam.de
jump-like perturbation. As other measures designed this
way (e.g.19,20), it has the advantage of allowing for effi-
cient estimators by sampling the phase space and the tra-
jectories directly. These estimators have a sampling error
that is independent of the system dimension. Thus β can
be efficiently evaluated for high-dimensional systems and
for dynamics where no analytic Lyapunov functions are
known17.
In this paper, we study the behaviour of systems under
repeated large perturbations. We answer the question of
how rare perturbations need to be for basin stability to
predict its probability to remain in the basin indefinitely.
To do so we introduce the notion of the independence
time of a system subject to a random perturbation. This
captures the time the system takes to return to the at-
tractor following a perturbation. An inescapable problem
when studying the return of a system to an attractor lies
in the fact that this return typically takes infinitely long
and requires regularisation21,22. Here we make use of the
repeated perturbations to provide us with a meaningful
regulator. We consider the system to have returned if
the dynamics have erased the memory of the previous
perturbation. More formally, the system has returned, if
its distribution following a perturbation is approximately
equal to its distribution after a perturbation centered on
the attractor. If this is the case, the states after subse-
quent perturbations, considered as random variables, are
approximately independent, and the probability to exit
the basin factorizes.
To efficiently evaluate the independence time, we intro-
duce the notion of finite-time basin stability β(T ). This
is a finite-time horizon version of basin stability, corre-
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2sponding to the probability that a system has returned
to the attractor (according to a chosen criterion) in time
T . By combining this with the return criterion required
for independence time we can give a lower bound for the
independence time as the time when the finite-time basin
stability approaches its asymptotic value. Furthermore,
this enables us to derive an efficient estimator for a lower
bound on the independence time for high-dimensional
systems.
Given a set of perturbations that occur less frequently
than the independence time, the probability to exit the
basin of attraction is simply given in terms of the basin
stability and the frequency of perturbations. This is par-
ticularly of interest if the asymptotic basin stability is
close to unity for a given set of perturbations. Then, the
independence time is the time interval that has to pass
between perturbations to ensure that a sequence of such
perturbations can not destabilise the system.
II. DEFINITIONS
A. The system
We will consider an autonomous multi-stable dynami-
cal system for which we can describe the dynamical evo-
lution with a system of first-order ordinary differential
equations, i.e.
x˙ = f(x) , (1)
with states x living in a phase space X ⊆ Rn. We are
interested in the case that the system has at least one
stable fixed point, which, without loss of generality, we
assume to be at the origin x∗ = 0, such that f(x∗) = 0.
We denote the basin of attraction of the origin as B ⊂ X.
Accordingly, the basin stability16 of the fixed point x∗
with respect to a probability density ρ of perturbations
is given by
β :=
∫
X
1B(x)ρ(x) dx, β ∈ [0; 1] . (2)
β corresponds to the probability that the system – ini-
tially at x∗ – returns to the fixed point for a perturbation
drawn from ρ. It is proportional to the basin volume if
ρ is chosen as a uniform probability density with large
enough support.
We now subject the system of Eq. 1 to a possibly in-
finite sequence of jump perturbations, with magnitude
∆xi drawn at random from a probability density ρ(∆x)
and starting at time t = 0. We do not further spec-
ify the discrete times ti at which these perturbations
occur, i.e. perturbations might appear regularly or ac-
cording to some distribution. The minimum difference
between subsequent perturbations will be denoted by
∆t = mini(ti − ti+1). Initialising the system at the at-
tractor, this setup leads to the stochastic integral equa-
tion
x(t) =
∫ t
0
dt′f(x(t′)) +
∫ t
0
dt′
∞∑
i=0
∆xiδ(t′ − ti) . (3)
For convenience we introduce the number of jumps n(t)
that have happened at a time t:
n(t) =
∫ t
0
dt
∞∑
i=0
δ(t− ti) . (4)
We will be concerned with the remain probability
Premain(t, x(0)) := P (∀ 0 ≤ t′ ≤ t : x(t′) ∈ B) . (5)
That is, the probability for the system to continuously
remain within the basin of attraction. This is the cumu-
lative probability of the complement of the distribution
of the time of the first exit from the basin pfe(t) of the
system:
Premain(t, x(0)) = 1−
∫ t
0
pfe(t′)dt′ . (6)
Hence all information about the exit times, including
escape rates, is captured by it.
If the jumps in the system are sufficiently rare we ex-
pect that the probability for a solution x(t′) to Eq. (3)
to continuously remain in the basin of attraction up to
time t to be given by
Premain(t, x(0)) ≈ βn(t) , (7)
that is, every perturbation counted by n(t) has an
equal and constant probability to leave the system within
the basin of attraction (or for pushing it out).
In Sec. III we will quantify what sufficiently rare means
to achieve such a formula. Before, as an additional pre-
requisite, we turn to the definition of finite-time basin
stability.
B. Finite-Time Basin Stability
Our analysis is based on the return times of perturbed
states within the basin of attraction B to the original
attractor, i.e. to the fixed point x∗, defined through a
time-tracking Lyapunov function. A Lyapunov function
is a function V (x) with negative orbital derivative, i.e. it
decreases along trajectories of Eq. 1 and has a minimum
or diverges to −∞ at the fixed point x∗1,5,6. Further, the
fixed point is the only point in the basin for which it is
3minimal or negatively divergent. Given that such a func-
tion exists and f(x) is sufficiently smooth, x∗ is asymp-
totically stable. A time-tracking Lyapunov function V is
defined on B and satisfies the differential equation
d
dt
V (x(t)) = −1 , (8)
i.e., it strictly decreases along any trajectory of Eq. (3).
It is straightforward to see that the values of such Lya-
punov functions track the time. If x(t) and x(t′) are two
points on the same trajectory, then by integrating the
defining equation above we have:
V (x(t))− V (x(t′)) = t− t′ . (9)
To fully determine such a Lyapunov function we need
to specify boundary conditions on a transverse surface
S (more precisely we require the surface to be non-
characteristic, see, e.g.12). If we set V (S) = 0, the time-
tracking Lyapunov function measures how long it has
been since, or will be until the system crosses the surface
S. We denote this Lyapunov function as VS . We further
assume that S lies in B entirely, and set VS(x) = ∞ for
states x ∈ X \B outside the basin of attraction.
The set S defines our return condition and the finite-
time basin stability, given ρ and S, is defined as:
βS(T ) :=
∫
X
1B(x)Θ (T − VS(x)) ρ(x) dx ∈ [0; 1] . (10)
Θ denotes the Heaviside step-function. This is the
probability that a trajectory, following a perturbation
drawn from ρ(x), will return to within S around the at-
tractor x∗ = 0 within time T . For well-behaved vector
fields f(x), one expects that limT→∞ βS(T ) = β. Note
that the latter does not assume S to be small but holds
for all S ∈ B even if they enclose almost the whole basin.
III. APPROXIMATE INDEPENDENCE OF POST
PERTURBATION STATES
We now turn to the key question: When do we con-
sider the system to have returned? As noted above, we
want “returned” to imply that, from the current position,
the state following a perturbation of the system, is sta-
tistically independent from the state after the preceding
perturbation.
Therefore we will consider the shifted perturbation dis-
tributions. Let us define a distance function ι(x, x′) on
the phase space as the L1 norm of the difference of the
shifted probability distributions ρx(·) = ρ(· − x):
ι(x, x′) =
∫
X
|ρx(u)− ρx′(u)| du . (11)
x*x
ρx ρ
FIG. 1: Schematic representation of ι(x, x∗):
Imagine a one-dimensional system Eq. 1 with a fixed
point x∗. The difference between the probability density
ρ centred at x∗ and the shifted density ρx is then given
by ι(x, x∗) (shaded green area) as defined in Eq. 11.
This is visualised in Fig. 1, where the distance between
x and the fixed point x∗ is given by ι(x, x∗) as indicated
by the shaded area. Note that for an arbitrary state vec-
tor y, ι(y, x) is a subadditive, symmetric, non-negative
function of x and vanishes for x = y, hence it is a pseu-
dometric on X. We will use the shorthand ι(x) = ι(x, x∗)
for the distance to the fixed point.
The expectation value of some observable χ(x) satis-
fying |χ(x)| ≤ 1 with respect to the two distributions ρ
and ρx differs at most by ι(x):
∣∣∣∣∣∣
∫
X
χ(u)ρ(u) du−
∫
X
χ(u)ρx(u) du
∣∣∣∣∣∣
≤
∫
X
|χ(u)||ρ(u)− ρx(u)| du
≤
∫
X
|ρ(u)− ρx(u)| du = ι(x)
(12)
The probability to remain in the fixed point’s basin of
attraction after a perturbation originating at x is given
by the basin stability βx of the shifted probability density
ρx:
βx :=
∫
X
1B(u)ρx(u) du ∈ [0; 1] (13)
Both basin stability and finite-time basin stability are
defined as the expectation value of the basin indicator
function 1B . Thus, in particular, we have that
|β − βx| ≤ ι(x) and |β(T )− βx(T )| ≤ ι(x) . (14)
For a system Eq. (3) at a jump event ti, the distribu-
tion of the state after the perturbation, which we denote
x(t+i ), given the state before the jump x(t−i ) is given
by ρx(t−
i
). Thus the difference in the probability to exit
the basin from x(t−i ) as opposed to x∗ is bounded by
ι
(
x(t−i )
)
. The distance to the attractor in our metric ι is
4a meaningful measure for the return to the attractor. If it
is small, the distribution after two different jump events,
ti and tj , is similar, and the jumps are approximately
independent in the sense we require.
IV. INDEPENDENCE TIMES
To illustrate how independence can fail, consider
Fig. 2a. The Figure shows the phase space of a damped
driven pendulum, described by phase and frequency x =
(φ, ω). The shaded region is the basin of attraction of the
fixed point x∗ at the origin. The shown trajectory is an
example realisation of the deterministic dynamics being
subject to jump perturbations (Eq. 3) with ∆t chosen to
be comparatively short. The perturbations are bounded
in size, and the basin stability of the system is one. How-
ever, as they occur frequently, the system has no time to
return to the attractor, leading to an eventual escape
from the basin. After several jumps βx starts being con-
siderably smaller than β.
We can now combine the concepts introduced above
to define a time that has to pass between subsequent
perturbations, in order to prevent sucha build up.
For our definition of finite-time basin stability (cf.
Eq. 10) we have to specify a transverse surface S for
the time-tracking Lyapunov function VS . In particular,
given an  > 0, we choose S such that ι(x) <  for all x
enclosed by S. Perturbations starting from the interior
of S are almost identical, with a deviation bounded by .
The fact that S is transverse, and it’s interior points
satisfy ι(x) < , means that after the system enters S,
ι(x(t)) will never be larger than  in the future.
Now given a threshold δ > 0, we define the indepen-
dence time of a dynamical system as the time Tind(, δ)
such that:
Tind(, δ) := inf{T > 0|β − βS(T ) ≤ δ} . (15)
That this time-scale accurately quantifies indepen-
dence of subsequent perturbations for system Eq. (3) is
shown by the following result:
Main result
Given a sequence of perturbations drawn from ρ, oc-
curring at times ti with minimum interval ∆t larger than
the independence time ∆t > Tind(, δ), the probabil-
ity to remain within the basin of attraction, given that
x(0) ∈ S, is bounded by
Premain(t, x(0)) ≥ (β − δ − )n(t) (16)
for all times t > 0.
To show this, let us consider the perturbed system
Eq. (3). At each jump event ti, the conditional prob-
ability to not exit the basin of attraction is given by the
shifted basin stability evaluated at the left limit xi of the
trajectory before the jump:
P
(
x(t+i ) ∈ B|x(t−i ) = xi ∈ B
)
= βxi , (17)
where t+i and t−i denote the right respectively left limit
of t to the jump time ti. Therefore, if we ensure that βxi
is close to β, we will also ensure that the perturbations
are independent of each other in the sense we defined
above.
Now given that the process is in S before the jump at
ti, we want to understand what the probability is that it
will return to S before the next jump at ti. If we started
at the attractor rather than in S this would be given
by β(∆t). The probability with respect to the shifted
probability density thus differs from this at most by .
Assuming further that ∆t is larger than the independence
time Tind, Eq. (15) yields the lower bound:
P
(
x(t−i ) ∈ S |x(t−i−1) ∈ S
) ≥ β(∆t)− 
≥ β − δ −  (18)
Thus, for a sequence of consecutive jumps counted by
n(t), we find
Premain(t, x(0)) ≥
n(t)∏
i=1
P
(
x(t−i ) ∈ S |x(t−i−1) ∈ S
)
≥
n(t)∏
i=1
β − δ − 
= (β − δ − )n(t) .
(19)
The above formula applies as soon as the system enters
the region bounded by S once. Hence, if the stochastic
process conditioned on staying in the basin of attraction
has probability 1 of hitting S, Eq. (16) will also be the
asymptotic form of the remain probability. Note also
that the remain probability considers entire trajectories
in the basin, not the probability to return there after
having left.
The bound is neccesarily not tight, as it only consid-
ers trajectories that remain in the basin by returning to
within S before the next perturbation. We expect that
for independence times corresponding to small δ, this will
be the dominant mechanism. For smaller times, there
will be a non-negligible contribution to the remain prob-
ability from jumps that cancel each other out.
V. A PRACTICAL ESTIMATOR
The above arguments establish a lower bound for the
remain probability, but they do not provide an effective
way to evaluate the quantities involved. The main diffi-
culty in constructing an efficient estimator lies in evaluat-
ing the metric ι(x) and constructing a transverse return
5(a)
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(b)
FIG. 2: (a) Example realisation of a swing equation
(Eq. 27) describing the evolution of phase φ and
frequency ω dynamics of damped driven pendulum,
discussed further in Sec. VI, subject to frequent,
bounded jumps. The jump intervals are chosen to be
comparatively short (T = 0.1), hence the trajectory
quickly escapes the corresponding basin of attraction
(orange area). (b) Schematic picture of the basin of
attraction B with boundary ∂B of a the fixed point x∗
in a phase space X, visualising the relation of the sets
U and S defined in Sec. V. In a multistable system,
trajectories either approach the fixed point or other
attractors, for instance a limit cycle γ.
surface S given an . This problem simplifies consider-
ably in the important special case that  is chosen small
enough that we only need to evaluate ι(x) close to the
attractor. We now give an explicit formula based on the
linearised dynamics for this case.
First let us consider ι(x). We Taylor expand ρ around
the origin to first order, we find
ι(x) ' ‖x‖
∫
X
‖∇ρ(x′)‖dx′ = ‖x‖
Cρ
, (20)
defining a constant Cρ which is independent of the dy-
namics. It can be evaluated analytically for some com-
mon ρ, like uniform or Gaussian distributions, and nu-
merically in general.
Thus all points inside the sphere U = {x| ‖x‖ = Cρ}
satisfy ι(x) ≤ . This sphere might not be trans-
verse, hence we are looking for a transverse surface S of
the time-tracking Lyapunov function entirely contained
within U. This is schematically illustrated in Fig. 2b,
where the relation between U and S is indicated for
a fictional multistable system with a fixed point x∗ and
corresponding basin B.
As we are in a neighbourhood of the fixed point we can
consider the linearised system associated to Eq. 1 given
by
x˙(t) = Jx(t) . (21)
If the Jacobian matrix J is symmetric then U is trans-
verse, we can chose S = U and are done. To account for
the general case, we can make use of quadratic Lyapunov
functions W (x) = x†Lx for the linear system Eq. 21,
satisfying W˙ (x) = x†Qx with Q symmetric and nega-
tive definite. Given J and a choice of Q, we can find a
Lyapunov function by solving the matrix equation
J†L+ LJ = Q . (22)
To find the maximum |x| reached on the level set of
W (x), we differentiate x2 in the direction parallel to the
level set and look for extrema. Take a derivative ∂v =
v · ∂. Then we require ∂vW (x) = 0 for the derivative to
be tangential to the level set. An extremum on the level
set thus satisfies the following set of equations:
∂vx
2 = 2v†x = 0
∀v, s.t.: v†Lx+ x†Lv = 2v†Lx = 0 (23)
where we have used that L is symmetric. We immedi-
ately see that for L = 1, when our level sets are spheres,
every point is an extremum. In general, it follows that
as x is orthogonal to all v, and the v span the space or-
thogonal to Lx, x and Lx need to be parallel. Thus, the
extrema are in the eigendirections of L. The maximum
x2max for a given level set is achieved in the eigendirec-
tion to the smallest eigenvalue λ, thus the level set value
is given by W (xmax) = λx†maxxmax = λ(Cρι(xmax))2.
The largest level set contained in U is thus given by
x†Lx = λ(Cρ)2.
Therefore, the transverse surface S is defined as
6S = {x|x†Lx = λ(Cρ)2} . (24)
The fact that we have L on the left and λ on the right
shows that this relation does not depend on an overall
scaling factor of the Lyapunov function. To make S
as large as possible we want to make the ratios of the
smallest eigenvalue of L to the other ones, λiλ , small. We
leave the question, how to choose Q such as to achieve
this, open.
While direct Monte-Carlo estimation of finite-time
basin stability with the specified S will lead to a valid
independence time, the surface chosen will typically be
far from optimal. The optimal surface Sopt can be de-
fined by taking the surface S and evolving every point on
it backwards in time until its ι distance to the attractor
crosses .
While this surface can not be constructed explicitly
in general, if ι(x) can be evaluated efficiently, we can
evaluate the finite-time basin stability with respect to
Sopt by backtracking along the trajectories. In practice
this means we start by generating trajectories that run
until they hit S, guaranteeing the ι(x) will never grow
larger than  again at later times, and then backtracking
along the trajectory to find the first time where ι(x) > .
VI. A CONCRETE EXAMPLE
In the following, we demonstrate the effective estima-
tor for independence times, as well as the main result on
remain probabilities, in a benchmark dynamical system.
For higher dimensional systems evaluating the Lya-
punov function explicitly is not feasible. However, a
sampling-based approach, analogous to basin stability es-
timations (e.g.16) can be applied here.
The Monte-Carlo sampling procedure is as follows:
• Given a distribution ρ and a tolerance , deter-
mine S, for instance using the method described
in Sec. V.
• Sampling iteration:
1. Draw a random initial condition from ρx∗ cen-
tred at the fixed point.
2. Integrate the unperturbed system (Eq. 1) un-
til either it reaches S or a cut-off time T c is
reached. If it crosses S record the time at
which it does.
3. (optional) Backtrack along the trajectory to
record the time at which ι(x) last crosses 
The sampling step should be repeated for a sufficient
ensemble of initial conditions to get significant statistics.
Denote by MT the number of trajectories returning to
S within time T or less and by N the total number of
trajectories sampled. Then, an estimator for the finite-
time basin stability βˆ(T ) for T < T c is given by
βˆ(T ) = MT
N
(25)
with a standard error eβˆ(T ) as
eβˆ(T ) =
√√√√ βˆ(T )(1− βˆ(T ))
N
,
(26)
since for a fixed T we can regard this as a Bernoulli ex-
periment, because trajectories either return or not. Note
that if βˆ(T ) ≈ 1 or βˆ(T ) ≈ 0, more robust estimators are
available23.
Note that while the error decreases with the number
of samples and does not depend on the dimensionality
of the system, the time taken to evaluate a sample does
depend on the system dimension at least linearly.
We will illustrate this by using the damped-driven pen-
dulum as a benchmark system:
φ˙ = ω
ω˙ = p− αω − k sin
(
φ+ arcsin p
k
) (27)
with p = 1, α = 0.1 and k = 8. For this set of parame-
ters, the system has two attractors, namely a limit cycle
and a fixed point x∗ = (φ∗, ω∗) = (0, 0) at the origin24.
For illustrative purposes, we choose a distribution ρ(x)
to draw uniformly distributed perturbations at a point
x = (φ, ω) from the box R(φ, ω) = [φ− pi/3;φ+ pi/3] ×
[ω − 5;ω + 5]. This way, R is almost entirely overlapping
with the bulk of the basin of attraction of x∗ (cf. Fig. 2a
for a schematic), such that we can expect β to be close to
1. Still, as we will see below, β(T ) can deviate strongly
from β, especially for small T .
To ensure sufficient statistics, we use a sample size of
N = 20, 000 points.
For this specific choice of ρ, we determine S using
Eq. 24 to be
S = {x|x†L′x = 2} , (28)
where L′ = LλC2ρ is given by
L′ =
(
5.95152498 0.00838866
0.00838866 0.74971598
)
. (29)
Fig. 3a summarises the results for the system Eq. 27.
The horizontal blue line denotes the basin stability esti-
mation βˆ = 0.9874 which is close to 1 as expected due to
our choice of R. Indeed, beyond a certain time scale that
depends on , we observe that the finite-time basin sta-
bility curves approach the value of β. From these points,
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FIG. 3: (a) The finite time basin stability β curve
(Eq. 10) for various . The solid blue line at the top
gives the basin stability (Eq. 2). (b) The independence
time Tind for various δ as a function of .
we estimate the independence times Tˆind(, δ) depicted
in Fig. 3b using Eq. 15. As indicated by Fig. 3b, our
results suggest that there is no significant dependence
on the tolerance parameter δ for this particular system.
Apparently, there is a rather sudden transition towards
the value of βˆ that cannot be resolved by the numerical
differences of T -values. The crucial parameter here is 
determining the extent of the return set S. The loga-
rithmic scale in Fig. 3b underlines that the independence
time depends exponentially on the tolerance  as the cor-
responding S encloses the asymptotically stable fixed
point x∗ ever closer. Hence, the scaling Tˆind(, δ) ∼ eλ
seems to be determined by the real part λ = −0.05 of the
two conjugate Jacobian eigenvalues of Eq. 27 linearised
at x∗. This is indicated by the solid black line in Fig. 3b
which has a slope of λ.
We can now illustrate our result Eq. 16 for the prob-
ability to remain within the basin of attraction up to a
certain time, given that we start in S near the origin.
For this, we simulate an ensemble of random processes
by adding a jump process to the dynamics Eq. 27 (cf.
Eq. 3). Explicitly, we choose 100 different time intervals
100 200 300 400
T
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0.95
1.00
lim t
p(
t)
(a)
100 101 102 103 104
time t
0.88
0.90
0.92
0.94
0.96
0.98
1.00
p(
t)
T=400
T=10
(b)
FIG. 4: In both figures, the horizontal blue line shows
the estimate for the basin stability, the shading
indicates one standard error. (a) The solid line is the
numerically determined asymptotic remain probability
per jump event, limt→∞ p(t) for perturbations that are
at least T apart, and the dashed dotted line shows the
lower bound β − (Tind)− δ associated to an
independence time Tind, with δ = 10−8. The function
(Tind) is the inverse of the estimated Tˆind(, δ) at fixed
δ. As therethe dependence on δ is negligable (Fig. 3b),
we only depict the bound for δ = 10−8. (b) The picture
shows the remain probability p(t) as a function of time t
given a particular perturbation interval T . Each curve
corresponds to the fraction of trajectories that remain
in the basin, perturbed at an interval T which is
indicated by the color progressing from grey to orange.
T between 10 and 400 time units such that after each
interval a deviation is randomly selected according to a
uniform distribution ρx′ centred at the current state x′
with a shifted domain R as above. For each choice of
T we estimate the escape time distribution by record-
ing the first time a trajectory jumps outside the origin’s
basin of attraction using an ensemble size of N = 1000
trajectories. Denoting the number of trajectories with
an escape time larger than t by N>(t), we estimate the
remain probability as Pˆremain = N>(t)/N . Then rewrit-
8ing Eq. 16 as a per jump probability yields the following
relation
p(t) = Pˆ
1
n(t)
remain ≥ βˆ − − δ , (30)
which we expect to hold if T is larger than the cor-
responding independence time. For the system Eq. 27,
the independence time for  = 10−1 is given by ≈ 60, for
 = 10−2 it is ≈ 100. We see in Fig. 4 that perturbations
spaced 60 apart can not destabilise the system at a rate
greater than (β − 0.1), and after T = 100 we are within
0.01 of the basin stability asymptotic estimate (and thus
close to its sampling error), as predicted. Further, by
plotting the lower bound (for fixed δ = 10−8) as a func-
tion of the independence time it is associated to, we see
that our bound is satisfied across all times.
VII. DISCUSSION
Just as for asymptotic basin stability, finite-time basin
stability admits a simple and efficient sampling-based es-
timator that works for systems with a high number of
dimensions. If the asymptotic basin stability is equal to
one, this allows us to effectively guarantee, up to spec-
ified errors, that perturbations that occur at least the
independence time apart can not destabilise a system.
We expect there to be a wide array of applications to the
question, how rare large events have to be to not desta-
bilise the system, which we intend to explore in future
work.
We have also seen that the lower bound for which we
developed the estimator is not sharp. This is entirely
due to the estimate in Eq. (14), which bounds the shifted
basin stability through the distance measure ι. One chal-
lenge for future work is to develop and prove an effective
estimator that can sidestep the use of ι, and directly as-
sess the escape probability.
More generally we see under which conditions basin
stability can be seen as the remain probability in the
basin of attraction for systems subject to rare, strong
events. Given the frequency of perturbations, basin sta-
bility completely determines the escape rate from the
basin in this case.
One interesting analogue to our work is the study of the
exit time distribution for basin escapes in systems subject
to Levy noise25,26. The type of stochastic process studied
here, deterministic with interspersed jumps, can be used
to approximate such Le´vy processes in some asymptotic
regime27–29. We expect that the results of this paper can
be used to develop estimators that can quantify when this
asymptotic regime is reached. Consequently, it should
lead to more efficient ways to perform an analysis as in26.
An open question for future work is to extend the no-
tions discussed here to non-fixed point attractors. The
main challenge here will lie in building a practical esti-
mator that works.
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