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ABSTRACT
We propose a direction-of-arrival (DOA) estimation method for
Sound Event Localization and Detection (SELD). Direct estimation
of DOA using a deep neural network (DNN), i.e. completely-data-
driven approach, achieves high accuracy. However, there is a gap
in the accuracy between DOA estimation for single and overlap-
ping sources because they cannot incorporate physical knowledge.
Meanwhile, although the accuracy of physics-based approaches is
inferior to DNN-based approaches, it is robust for overlapping-
source. In this study, we consider a combination of physics-based
and DNN-based approaches; the sound intensity vectors (IVs) for
physics-based DOA estimation is refined based on DNN-based de-
noising and source separation. This method enables the accurate
DOA estimation for both single and overlapping sources using a
spherical microphone array. Experimental results show that the pro-
posed method achieves state-of-the-art DOA estimation accuracy on
an open dataset of the SELD.
Index Terms— sound event localization and detection, direction
of arrival, deep neural network, and time-frequency mask
1. INTRODUCTION
Sound Event Localization and Detection (SELD) is the combined
task of Sound Event Localization (SEL) and Sound Event Detec-
tion (SED) [1]. SEL is the task that identifies when and where a
sound event occurred via direction-of-arrival (DOA) and number-of-
active-sources (NOAS) estimation. SED is the task that classifies
each sound event class. SELD is a fundamental-component for un-
derstanding the surrounding environment, and applicable in many
applications such as autonomous driving cars [2,3] and security sys-
tems using drones [4].
The goal with DOA estimation for SELD is to identify the rel-
ative position of the sound sources with respect to the microphone
at every time frame [1, 5]. Although this task is a physical quantity
estimation obviously, most approaches adopt a deep neural network
(DNN)–based data-driven approach [1, 5–10]; using DNN as a re-
gression function for estimating azimuth and elevation directly from
observations. This approach has achieved high-accuracy thanks to
the high regression capability of DNN, however, DOA estimation for
overlapping sound sources is still a difficult task for a perfectly data-
driven approach [5, 6, 8]. Meanwhile, although the DOA estimation
accuracy of the physics-based approach is inferior to that of a single
source DNN, it has the advantage of robustness against overlapping
sources [11,12]. Thus, we consider that there is room for combining
the advantages of physics-based and DNN-based methods.
So far, various physics-based DOA estimation methods have
been proposed, such as the multiple-signal-classification (MU-
SIC) [13] and the Sound Intensity Vectors (IVs)–based method [14–
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Fig. 1. System overview. Orange, red, and blue boxes denote DNN,
output variable, and another variable/operation, respectively. IVs
obtained from FOA signals is refined by the subtraction of vector
I
ǫ
f,t estimated by VectorNet and the multiplication of two T-F masks
Ms1f,t,M
n
f,t estimated by MaskNet.
18]. The MUSIC method can accurately estimate multiple-DOAs,
and the IV-based method has a good time-angular resolution. These
characteristics are important requirements for DOA estimation for
SELD, thus physics-based method might be suitable for this task.
However, the performance of both methods is degraded in low
signal-to-noise ratio (SNR) condition [5, 16], that is why DNN-
based outperformed these approaches in task 3 of the IEEE AASP
Challenge on Detection and Classification of Acoustic Scenes and
Events (DCASE 2019 task 3) [19]. Since several DNN-based meth-
ods are also perform well in terms of source enhancement [20–22],
this disadvantage might be able to overcome by combining a DNN
as a denoising module with the physics-based DOA estimation
procedure.
We propose a DOA estimation method for overlapping sources
by combining IV-based DOA estimation and DNN-based denoising
and source separation as shown in Fig. 1. IVs obtained from the first-
order-ambisonics (FOA) signal is refined using two DNNs, MaskNet
and VectorNet, and these DNNs are trained to minimize the error
of DOA estimation. MaskNet estimates two Time-Frequency (T-F)
masks for denoising and source separation respectively, and Vec-
torNet removes the components that cannot be removed by the T-F
mask due to the large overlap with the target signal at the T-F domain
(e.g. reverberation). In this study, we assume that the maximum
number of overlapping sources are two.
2. CONVENTIONAL METHODS
2.1. Physics-based methods
IV-based method: Ahonen et al. proposed a DOA estimation
method using IVs calculated from FOA B-format recordings [17].
The FOA B-format consists of four channels of signals, and its short-
time Fourier transform (STFT) outputs Wf,t,Xf,t,Yf,t and Zf,t
correspond to the 0-th and 1st order of spherical harmonics. Here,
f ∈ 1, ..., F and t ∈ 1, ..., T are indexes of frequency and time-
frame, respectively.
In several conventional methods of DOA estimation using IVs,
IVs are approximately calculated from the 4-channel spectrograms
of the FOA B-format as
If,t ∝ R (W
∗
f,thf,t) = [IX,f,t, IY,f,t, IZ,f,t]
⊤ , (1)
wherehf,t = [Xf,t,Yf,t,Zf,t]
⊤
,R(·) denotes the real-part of com-
plex numbers, and ∗ is the conjugate of complex numbers. To select
an effective T-F region for DOA estimation, a T-F mask is designed
based on the log-power for each bin [17]. Then, the T-F mask is mul-
tiplied to IVs, and it is summed on all frequency on each time-frame
and obtained time-series IVs. Finally, DOA of the target source is
estimated in each time frame t as
φt = arctan
(
IY,t
IX,t
)
, θt = arctan

 IZ,t√
I2X,t + I
2
Y,t

 , (2)
where φ ∈ [−π, π) and θ ∈ [−π/2, π/2] are the azimuth and ele-
vation angle, respectively. However, since the log-power-based T-F
mask cannot separate overlapping sound sources, it is difficult to ap-
ply this method for DOA estimation of overlapping sources.
MUSIC: MUSIC [13] is a DOA estimation method based on the or-
thogonality between the subspace EN spanned by the noise steering
vector and the steering vector of target sources. The spatial spectrum
PMU derived by MUSIC is defined as follows:
PMU (θ, φ) =
1
a∗(θ, φ)E∗NENa(θ, φ)
, (3)
where a∗(θ, φ) is the steering vector in the (θ, φ) direction. If the
a∗(θ, φ) matches the steering vector of target sources, PMU has a
sharp peak due to the orthogonality withEN . Therefore, the position
of this peak corresponds to the DOA of each source. This method has
the advantage that DOA of multiple sound sources can be estimated
simultaneously if the number of sound sources is known. However,
it is known that this method is not robust against the SNR, as shown
in a previous study [5].
2.2. DNN-based methods
A recent advancement in DOA estimation is the use of DNN as a
regression function for directly estimating the azimuth and elevation
labels from the observations [1, 5–10]. Several DNN-based meth-
ods outperforms conventional parametric DOA estimation meth-
ods without any physical knowledge. In fact, many participants of
DCASE challenge 2019 task 3 used perfectly data-driven approaches
for DOA estimation [8–10] and achieved good accuracy. With these
methods, the DNN structure is a combination of a multi-layer CNN
and bidirectional-gated recurrent units (Bi-GRUs), which enable
extraction of higher-order features and modeling of temporal struc-
ture, and the DNN is trained to minimize a metric between the true
and estimated DOA labels such as the mean-absolute-error (MAE).
However, DOA estimation of overlapping sources is difficult for
such a data-driven DNN-based method, and it is reported that the
accuracy is much lower than the case of single source [5, 6, 8].
3. PROPOSED METHOD
3.1. Basic concept
Our DOA estimation method for overlapping sources is based on IVs
refined by DNN-based denoising and source separation. Generally,
a time-domain input signal x can be expressed as
x =
N∑
i=1
si + n+ ǫ, (4)
where si is the direct sound of sound source i ∈ {1, ..., N}, n is
noise uncorrelated to the sound source, and ǫ is the other terms re-
lated to target sources (e.g. room reverberation). According to this
modeling, the T-F representation x can also be written as the sum of
the same components. Thus, time series of IVs calculated by (1) can
be expressed as
It =
F∑
f=1
(
N∑
i=1
I
si
f,t + I
n
f,t + I
ǫ
f,t
)
. (5)
As we can see in (5) the observed IVs It are affected by not only
the ith sound source but also other components. This is one of the
reasons for weak points of the conventional IV-based method.
To overcome this, we refine observed IVs via denoising and
source separation by multiplying T-F mask, and suppression of the
ǫ-component by vector subtraction. Usually, T-F mask-based source
separation assumes that all components are sufficiently sparse in the
T-F doma in [23]. In practice, this is a strong assumption, and it is
not possible to assume sufficient sparsity especially for noise com-
ponents. For this reason, we use the combination of T-F masks
Msif,t(1 − M
n
f,t) where M
si
f,t extracts the i-th sound source from∑N
i=1
I
si
f,t and M
n
f,t extract I
n
f,t from the observation. If ǫ includes
reverberation components of si, I
ǫ
f,t could have large overlap with
I
si
f,t in T-F domain and cannot be removed with a T-F mask. Thus,
we estimated this term as a vector and subtracted it directly from
If,t. This process can be written as
I
si
t =
F∑
f=1
Msif,t ∗ (1−M
n
f,t) ∗
(
If,t − Iˆ
ǫ
f,t
)
. (6)
In this paper, we consider only when the maximum number of sound
sources is two. At this time, we can use (1−Ms1f,t) instead ofM
s2
f,t.
Therefore, what we should estimate areMs1f,t,M
n
f,t and Iˆ
ǫ
f,t, and we
estimate them using two DNNs as shown in Fig. 1.
3.2. Network architecture
3.2.1. Input features
As Fig. 2 shows, there are three input features to DNNs. One is a
logmel-spectrogram of the input signal. The second is the sound
intensity vector If,t of the input signal. IVs also are compressed
by Mel-filterbank to guarantee the dimension of IVs is the same as
that of the logmel-spectrograms like as [10]. In addition, the IVs are
normalized as:
I
norm
f,t =
If,t
|If,t|
, (7)
because only the direction of IVs is necessary for DOA estimation
by (2). The third is the angle maskManglef,t , which is an elementary
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Fig. 2. DNN architecture of the proposed method. In the figure of
ResNetBlock part, “Conv”, “BN”, and “Maxpool” denotes convolu-
tional layer, batch normalization, and max pooling, respectively.
T-F mask for source separation derived directly from observed IVs.
This T-F mask is defined as
Manglef,t = sigmoid (∠ (IXY,f,tR (−φ
a
t ))) , (8)
where ∠IXY = arctan(IY /IX), R(φ) is the rotation matrix for
azimuth φ, and φat is the azimuth angle of I
a
t =
∑
f I
norm
f,t . This
mask passes (f, t)-th T-F element where If,t points in the counter-
clockwise direction than the reference direction φat . When NOAS
equals to two, the reference direction of Iat indicates a direction be-
tween two sources’ DOAs, and either one of the sources exists in the
counterclockwise direction. Therefore, by rotating the If,t of such
a source by −φat , the sigmoid argument becomes positive. We used
this mask as the DNN input and also used it in the regularization
term of the loss function (see Sec 3.3).
3.2.2. DNN model architecture
Figure 2 shows the proposed DNN architecture. The DNN model
consists of three parts. The first DNN, called VectorNet, takes
logmel-spectrogram and normalized Mel-IVs as inputs and esti-
mates Iǫf,t term in (6). Next, refined IVs I
′
f,t = If,t − Iˆ
ǫ
f,t,
logmel-spectrograms and the angle mask Manglef,t are inputted to
MaskNet. Note that I′f,t is also normalized by (7). In MaskNet, the
denoising mask 1 −Mnf,t and the source separation mask M
s1
f,t are
estimated and output as the concatenated form. Finally, NOAS is
estimated using the DNN that is a branch of MaskNet with softmax
activation called NoasNet. VectorNet and MaskNet are composed
of multi-layer CNN blocks for high-level feature extraction and
RNN layers for temporal structure modeling. Final estimates of
azimuth and elevation are calculated by (2) from IVs refined by (6)
using VectorNet and MaskNet outputs. Note that if the estimated
NOAS=1, thenMs1f,t = 1 is used.
3.3. Loss Function
As the loss function, we used the mean-absolute-error (MAE) loss
LDOA for the DOA estimation, binary-cross-entropy (BCE) loss
LNOAS for the NOAS estimaion with the one-hot label. To train
the DNNs, we used the sum of these loss functions and simultane-
ously trained all networks in an end-to-end manner.
Since DOA is a phase variable, the difference in the estimate and
label of source directions must be less than π. To guarantee this, we
define the rotational-MAE loss as:
∆θt = |θˆt − θt|,
∆φt = min
(
|φˆt − φt|, |φˆt ± 2π − φt|
)
,
(9)
respectively. Besides, considering NOAS = 2, we cannot decide
which ground truth DOA (θj , φj)j∈1,2 is correspond to the predicted
DOA (θˆi, φˆi)i∈1,2. Because of this permutation problem, we used
the following loss function:
LDOA =
1
Z
T∑
t=1
ztmin(∆D
11 +∆D22,∆D12 +∆D21), (10)
whereDij is the rotational-MAE loss between (θˆi, φˆi) and (θj , φj),
zt is the ground truth of NOAS, and normalization term Z is defined
as Z =
∑T
t=1
zt. In addition, as we can see from Fig. 1, L
DOA
is far from the VectorNet output, and it may result in the gradient
vanishing problem. To avoid this, we additionally use the MaskNet
independent DOA loss LDOA
′
as the regularization term. The DOA′
(θ′it , φ
′i
t ) is derived using MaskNet independent refined-IVs that de-
fined as:
I
′
f,t =
F∑
f=1
Manglef,t ∗ (If,t − Iˆ
ǫ
f,t). (11)
By using this DOA′, LDOA
′
is calculated by using (9), (10). There-
fore, the overall loss function is thus expressed as:
L = LDOA + λ1L
NOAS + λ2L
DOA′ , (12)
where λ1,2 are hyperparameters.
4. EXPERIMENTS
4.1. Experimental Setup
The experiment was performed using 500 FOA recordings on the
TAU Spatial Sound Events 2019 dataset [24]. 500 sound recordings
consisted of 0 to 4 splits. Each split contains the same number of
subsets with the maximum NOAS equals to 1 and 2 (OV1 and 2).
We fold the 5 splits into two type of the experimental set. One is the
“MainSet” that has 400 training data and 100 test data, second is the
“DevSet” that has 4 combination of 200 training data, 100 validation
data and 100 test data. To augment the training data, we used the
FOA-domain spatial Augmentation [25].
In all experiments, the sampling frequency was 48 kHz. For
the STFT, a 8192-point Hanning window with 960-point shift was
utilized. The number of mel-filter-banks applied to the spectrogram
and the IV was set to 96. We used ADAM [26] optimizer with initial
learning rate α = 0.001. This learning rate was decreased step-
wize by a factor of 0.1 at the 150, 225 epoch. We always conclude
training after 300 epochs. The loss weight λ1,2 was set to 10, 0.1
respectively.
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Fig. 3. Example of DOA estimation result. Red-dotted line shows ground truth, orange-dashed line shows DOAs estimated by original-IVs
and blue-solid line shows DOAs estimated by (B) without post-processing (13).
Table 1. Experimental results using “Mainset”. DE, FR, ER and F
denotes DOA-error, Frame-recall, error rate and F-score.
DE FR ER F
Nguyen et al. [11] (Phys.-based) 5.4◦ 0.888 0.11 0.934
Kapka et al. [8] (DNN-based) 3.7◦ 0.968 0.08 0.947
Noh et al. [9] (DNN-based) 2.7◦ 0.908 0.14 0.919
(A): Mask (Combination) 8.3◦ 0.910 0.17 0.888
(B): Mask+Vector (Combination) 2.2◦ 0.956 0.12 0.909
The estimated DOA and NOAS are post-processed by the fol-
lowing procedure. First, estimated NOAS is obtained from argmax
of the NoasNet output. Next, after smoothing the Noas output using
the same technique as Kapka et al. [?], we determined the onset and
offset for each event. Here, an event is defined as an interval where
NOAS is constant. In addition, since test datasets is known to have
sound sources in 10◦ steps, the obtained DOAs are discretized at 10◦
intervals. Furthermore, for smoothing, the median value for DOA in
the event is taken as the DOA of that event:
DOAdis = round(DOA/10
◦) ∗ 10◦
DOAmed = median(DOAdis[onset time : offset time]).
(13)
For a fair comparison with previous research on SELD, we per-
form SED experiments using the same method with Kapka et al. [8],
because their method can perform SED independently of DOA es-
timation. SED is inferred by the DNN model that has combina-
tion of CNN and RNN architecture with 4CH log-spectrogram input
and then combined with DOA estimation results. Although the cor-
respondence between DOA and SED can not determined uniquely
when NOAS equals to 2, it is estimated using DOA and SED of the
preceding and following time-frames that have NOAS equals to 1 as
post-processing.
4.2. Result
Evaluation was performed using DOA-error (DE), Frame-recall
(FR), error rate (ER) and F-score (F) as metrics, which were used
in DCASE2019 Challenge - task3 (cf. [27]). DE represents the
error of the estimated angle, and FR represents the recall of NOAS
estimation. These are metrics related to SEL. On the other hand,
ER and F are metrics related to SED, where ER is the amount of
errors and F is the harmonic average of accuracy and recall. In
order to step-wisely confirm the effectiveness of the VectorNet and
MaskNet, we tested 2 patterns of the proposed method: (A) does
not have VectorNet, (B) full-architecture. Proposed method was
Table 2. Experimental results using OV1,2 subsets of “Devset”.
DE FR
Nguyen et al. [11] (Phys.-based) 4.7◦ 0.96
OV1 Kapka et al. [8] (DNN-based) 1.3◦ 0.99
(B): Mask+Vector (Combination) 1.1◦ 0.98
Nguyen et al. [11] (Phys.-based) 5.4◦ 0.82
OV2 Kapka et al. [8] (DNN-based) 7.9◦ 0.93
(B): Mask+Vector (Combination) 5.6◦ 0.90
compared with two DNN-based methods [8, 9] and one physics-
based method [11] that were evaluated using the same dataset and
metrics. In DCASE2019 challenge task3, [8], [9] and [11] achieved
the best overall score, the best DE score and the best DE score
as physics-based method, respectively. Both DNN-based methods
take a perfectly data-driven approach. The physics-based method
uses the eigenvectors of the spatial correlation matrix as in MUSIC.
Table 1 shows the experimental results of SELD task. Results shows
that DE of (B) is lower than (A), indicating that the combination of
VectorNet and MaskNet is effective in improving IVs. Furthermore,
the DE of (B) is always lower than conventional methods, achiev-
ing state-of-the-art accuracy. Table 2 shows the DE and FR results
for the OV1,2 subset. Compared to the DNN-based conventional
method, DE of (B) is improved especially in the case of OV2, and
it also comparable with physics-based method. This result shows
the effectiveness of the source separation using T-F mask estimated
by MaskNet. Fig. 3 shows an example of DOA estimation using
model-B without post-processing (13), and we can be seen that
original-IVs is refined by applying (6) and approaches the ground
truth. Therefore, we conclude that the accuracy of parametric-based
DOA estimation is improved by refinement of physical parameters
using DNN-based denoising and source separation.
5. CONCLUSION
We proposed a method for refining IV-based DOA estimation via
DNN-based denoising and source separation. This refinement is
done by multiplying the T-F mask for denoising and source sepa-
ration, and subtracting noise components that cannot be removed by
the T-F mask. Through objective experiments on a DOA estima-
tion of overlapping sources, we confirmed that the proposed method
outperformed a conventional IV-based and DNN-based DOA esti-
mation methods, and the average DE of the proposed method was
2.2◦. We conclude that DNN-based denoising and source separation
are effective in improving IV-based DOA estimation.
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