During scene perception our eyes generate complex sequences of fixations. Predictors of fixation locations are bottom-up factors such as luminance contrast, top-down factors like viewing instruction, and systematic biases, e.g., the tendency to place fixations near the center of an image. However, comparatively little is known about the dynamics of scanpaths after experimental manipulation of specific fixation locations. Here we investigate the influence of initial fixation position on subsequent eyemovement behavior on an image. We presented 64 colored photographs to participants who started their scanpaths from one of two experimentally controlled positions in the right or left part of an image. Additionally, we used computational models to predict the images' fixation locations and classified them as balanced images or images with high conspicuity on either the left or right side of a picture. The manipulation of the starting position influenced viewing behavior for several seconds and produced a tendency to overshoot to the image side opposite to the starting position. Possible mechanisms for the generation of this overshoot were investigated using numerical simulations of statistical and dynamical models. Our model comparisons show that inhibitory tagging is a viable mechanism for dynamical planning of scanpaths.
Introduction
An important problem for research on human vision is to predict where people look in visual scenes (Tatler & Vincent, 2008) . Recording of eye movements is among the most important tools to investigate how attention is distributed over a given scene (Findlay & Gilchrist, 2003) . In addition to scene content (Henderson, 2003) , image-independent viewing strategies exist, e.g., the central fixation tendency (Tatler, 2007) as the most important effect in this category. To obtain a deeper understanding about dynamical aspects of the attention distribution over a scene and possible dependencies between successive fixations, we investigate the influence of the eye's starting position on subsequent viewing behavior based on statistical and dynamical assumptions about eye guidance.
Processes that influence the selection of upcoming saccade targets can be divided into three different categories of theoretical principles. Bottom-up processes derive from properties of the viewed stimulus (Itti, Koch, & Niebur, 1998; Mannan, Ruddock, & Wooding, 1996; Parkhurst, Law, & Niebur, 2002) . Top-down processes depend on the mental state of an observer, e.g., the observers' visual memory (Henderson & Hollingworth, 2003) or the instruction given to the observer before inspection of a scene (Castelhano, Mack, & Henderson, 2009; Yarbus, Haigh, & Rigss, 1967) . Finally, systematic tendencies describe eye movement behavior found in many experiments independent of stimulus and observer. The initial selection of the center of an image (Bindemann, 2010; Tatler, 2007) , the tendency to make initial movements in the leftward direction (Dickinson & Intraub, 2009; Foulsham, Gray, Nasiopoulos, & Kingstone, 2013; Ossandón, Onat, & König, 2014) or the preference for horizontal and vertical over oblique saccades relative to the image (Foulsham & Kingstone, 2010) belong to this category.
Research on bottom-up processes has been particularly popular to predict fixation locations from low-level image features such as contrast, orientation and color (Itti et al., 1998; Kienzle, Wichmann, Franz, & Schölkopf, 2006; Torralba, 2003) . For a given scene, computational models generate a saliency map, a 2D probability distribution that indicates the probability of receiving a fixation in an eye tracking experiment with human participants (Borji & Itti, 2013; Itti et al., 1998; Itti & Koch, 2000; Judd, Durand, & Torralba, 2012) . Thus, a saliency map is a stationary model that computes probabilities for all locations simultaneously. However, current computational models for the prediction of fixation locations are not exclusively based on bottom-up features. Recent models incorporate top-down processes like task demands (Navalpakkam & Itti, 2005) and other higher-level image features like face processing (Cerf, Harel, Einhäuser, & Koch, 2008) . Moreover, systematic tendencies such as the central fixation bias (Tatler, 2007) are included in the computation of fixation density models. As a result, current models integrate multiple features from all three categories of processes into a coherent computational framework (Cerf et al., 2008; Judd, Ehinger, Durand, & Torralba, 2009; Kümmerer, Wallis, & Bethge, 2015) . Although the original meaning of saliency refers to the bottom-up features of an image, newer computational models that include other features are also termed saliency models by their authors (Judd et al., 2009; Bylinskii et al., 2015) . Because of this unclear terminology we will refer to all stationary models that aim at the prediction of fixation locations as fixation density models. A location that a model tags as likely to receive a fixation will be referred to as conspicuous rather than salient.
All fixation density models need to predict the density of the eye's fixation locations (so-called first-order statistics). Thus, the evaluation of the models is primarily based on the assumption of statistically independent fixations without reference to previous fixations, i.e., the scanpath (Kümmerer et al., 2015) . In contrast to static models, dynamic models try to capture some additional aspects of the scanpath. Dynamical principles for saccade planning are inhibitory tagging (Bays & Husain, 2012; Itti et al., 1998; Klein, 1988; Le Meur & Liu, 2015) , saccadic momentum (Smith & Henderson, 2009 , 2011 Wilming, Harst, Schmidt, & König, 2013) and facilitation of return (Luke, Schmidt, & Henderson, 2013; Smith & Henderson, 2009; Smith & Henderson, 2011) Inhibitory tagging is motivated by the effect of inhibition of return, a neural mechanism that inhibits the processing at recently attended locations (Klein, 2000; Posner & Cohen, 1984; Posner, Rafal, Choate, & Vaughan, 1985) and is often interpreted as a foraging facilitator. While this mechanism was first discovered as an effect on a temporal scale, i.e., increased processing time at a previously attended stimulus for a specific time window, inhibition of return might carry over to spatial effects. In the case of spatial inhibition of return, recently fixated positions are inhibited from being re-fixated shortly afterwards (Gilchrist & Harvey, 2000) . Several studies were unable to report evidence for inhibition of return during scene viewing; quite the contrary, a facilitation of return saccades to currently fixated locations has been found (Smith & Henderson, 2009; Smith & Henderson, 2011; Wilming et al., 2013) .
However, compared to a statistical baseline model without memory based on inhibitory tagging, return saccades occur less often in experiments than expected (Bays & Husain, 2012) , when the density map of fixations and the distribution of angles between two subsequent saccades are reproduced. Therefore, there is at least weak support for a memory-producing mechanism during scene exploration. In agreement with this result, we recently published a computational model of saccade generation in scene viewing that implements both inhibitory tagging and dynamical attention mechanisms (Engbert, Trukenbrod, Barthelmé, & Wichmann, 2015) . In this model inhibitory tagging is combined with a dynamical activation map representing attention allocation, allowing the model to reproduce second-order statistics that include spatial correlation functions characterizing the clustering of fixations in a scanpath in addition to the first-order density of fixations. Thus, inhibitory tagging seems to be important to reproduce higher-order scanpath statistics (Engbert et al., 2015) , despite the current lack of direct experimental support for inhibition of return in scene viewing (Luke et al., 2013; Smith & Henderson, 2009 , 2011 . Saccadic momentum, another dynamical principle of saccade planning in scene viewing, describes the tendency to maintain the direction of the previous saccade for the upcoming saccade (Smith & Henderson, 2009 , 2011 Wilming et al., 2013) . Similar to inhibition of return, saccadic momentum could serve as a foraging facilitator in visual search. Finally, facilitation of return describes the tendency that it is actually more likely to produce return saccades than it would be by chance (Hooge, Over, van Wezel, & Frens, 2005; Smith & Henderson, 2009 ). On the time scale of one fixation duration ($ 300 ms), such a facilitation seems to be in contradiction to spatial inhibitory tagging. Because of these behaviorally relevant processes, we were interested to find experimental support for the presence of inhibitory tagging, saccadic momentum, facilitation of return or a mixture of these fundamental principles in attentional and oculomotor control. Smith and Henderson (2009) ruled out inhibitory tagging, since they found an increased number of return saccades in comparison to a probabilistic baseline (Smith & Henderson, 2009 ). However, it has also been argued that there is a reduced number of return saccades compared to a memoryless system (Bays & Husain, 2012) . Given the current mixed evidence on return saccades, we focus on the time window of events. Return saccades are limited to a time window of one fixation duration, i.e., about 300 ms. Since attention moves to the future fixation location before a saccade is executed (Deubel & Schneider, 1996) , inhibition of return is at its maximum shortly after the saccade is planned if we assume that the typical time-course transfers to scene viewing (Klein, 2000; Posner & Cohen, 1984) . However, first, it would not be surprising to find that more time than a single fixation duration is needed to build-up spatial inhibition. Second, return saccades might be planned before the inhibition of return mechanism is activated, so that saccades to previously inspected image regions could be produced while inhibition is on the rise. Third, it has been reported that the time scale of IOR is dependent on task difficulty (Klein, 2000) . Therefore, the current lack of direct evidence for inhibition of return does not rule out inhibitory tagging as a saccade-planning mechanism.
To investigate inhibitory tagging, saccadic momentum, and facilitation of return, we recorded observers' scanpaths on natural scenes starting from one of two predefined starting positions close to either side of the monitor. Participants were forced to maintain fixation at an initial location in an image for one second under gaze-contingent monitoring. Under the hypothesis that spatial inhibitory tagging is active at the starting position, we expected observers (i) to leave their starting positions when fixation markers disappeared, and (ii) not to return immediately to the region of the experimentally controlled starting position. Since we hypothesized that both behaviors depend on the conspicuity of the region of the starting position, we classified natural images into three categories with left-sided and right-sided conspicuity asymmetry as well as images with an approximately symmetrical distribution. First, we expected that initial fixations stay closer to the starting position when the starting position was in interesting side of a scene; second, gaze was expected to move immediately to the opposite side of a scene, when the starting position was opposite to the scenes interesting side. Third, according to the saccadic momentum and facilitation of return hypothesis, we expected a behavior where subsequent eye movements depend on the direction of the first saccade. With the typical center bias we assume that the gaze had to shift to the center and, subsequently, either maintain direction and move to the opposite image side (saccadic momentum) or return close to the starting position (facilitation of return).
Below we report that gaze positions of the participants moved further away from the starting position than predicted by the empirical fixation map or a saccadic momentum mechanism. Next, we compare experimental data with numerical simulations from a range of models, including a model reproducing the saccadic momentum mechanism and our dynamical model (SceneWalk) which uses inhibitory tagging as a mechanism for saccade planning (Engbert et al., 2015) and a combination of the latter ones.
Method
The methodology of this work is similar to a recently published study from our lab (Engbert et al., 2015) .
Experiment

Stimuli
A set of 64 color photographs was presented to human observers. Pictures were presented on a 20 inch CRT monitor (Mitsubishi Diamond Pro 2070; frame rate 120 Hz, resolution 1280 Â 1024 pixels; Mitsubishi Electric Corporation, Tokyo, Japan). The dimensions of the monitor where 39.6 cm (horizontal) Â 29.7 cm (vertical) and the viewing distance was 70 cm. For the presentation during the experiment all images were converted to a size of 1200 Â 960 pixels and displayed in the center of the screen with gray borders extending 32 pixels to the top/bottom and 40 pixels to the left/ right of the image. Images covered 31°of visual angle in the horizontal and 25°in the vertical dimension.
Images showed either natural object-based scenes (N = 48) or abstract natural patterns (N = 16). All photographs were taken by members of our lab. Object-based scenes were further divided into three categories as balanced, left focus, or right focus, yielding a total of 4 categories (Fig. 1 ). The Pattern images were chosen to obtain a more homogenous fixation distribution because of the lack of objects present. Systematic oculomotor biases were expected to be more evident in these images.
For the categorization of object-based scenes we used an objective test by computing conspicuity with the Graph-Based Visual Saliency model (Harel, Koch, & Perona, 2006) and the Judd model (Judd et al., 2009 ) without distance to center weighting and face or object detection. As a posthoc measure, the density map of the observers' fixations for each of the 48 natural scenes was evaluated to obtain an empirical measure of left and right bias for the images. Fig. 2 shows an example of an image with right focus compared to the output of the two computational models and the kernel density estimate of the fixation density (excluding the initial fixation) from all observers. To obtain a quantitative measure for the presence of a left or right focus, we computed the horizontal position of a vertical line with equal conspicuity/intensity on each side. If the horizontal position of this line differed by more than 5 percent from the center (for the average over the two computational models and the human fixation map), the corresponding image was classified as having left or right focus. After application of this criterion, we retained 23 images with focus close to the center (balanced images), 12 images with left focus, and 13 images with right focus among the set of object-based scenes. 1 The distribution of focus for the different models as well as the rater's judgements are shown in Fig. 3 . Though for some images the focus of the empirical fixation map differs strongly from the computational models, overall they match fairly well. The green line, that represents the empirical map lies below the other lines. This indicates that human fixation locations are biased more to the left than the computational models predict. This is compatible with the findings of an initial leftward bias in scene viewing (Dickinson & Intraub, 2009; Foulsham et al., 2013; Ossandón et al., 2014) .
Participants
We recorded eye movements from 28 human participants with normal or corrected-to-normal vision. The group of participants consisted of 20 female and 8 male observers aged between 19 and 33 years; all were recruited from the University of Potsdam. Participants received credit points or a monetary compensation of 8 Euro for their participation. The work was carried out in accordance with the Declaration of Helsinki. Informed consent was obtained for experimentation by all participants.
Procedure
Participants were instructed to position their heads on a chin rest in front of a computer screen. Eye movements were recorded binocularly using an Eyelink 1000 video-based eye tracking system (SR Research, Osgoode/ON, Canada) with a sampling rate of 1000 Hz. Trials began with a black fixation cross presented on a grey background at the vertical meridian 5.6°away from the left or right border of the monitor. After successful binocular fixation in a square with a side length of 2.2°an image appeared while the fixation cross remained present for another second. Participants were instructed to keep their eyes on the fixation cross until it disappeared. This was done to assure that participants started their exploration from the experimentally controlled position. If this fixation test failed, a mask with random noise appeared and the fixation check was repeated. After successful completion of the fixation test participants explored each scene for 10 s for a subsequent memory test. In the memory test participants had to indicate for 64 images-32 presented images and 32 new images-if they had seen it before. 2 Fig. 4 summarises the experimental procedure. In the example, the first fixation test failed, before the actual scene exploration started. A fixation check of 1 second turned out to be very difficult for participants and had to be repeated in 32% of all trials. Thus, some participants experienced an even longer preview from the starting position before the actual trial. Importantly, no participant was able to fixate the image from a different position before inspection and the fixation on the starting position was never shorter than one second. In 20% it was repeated once, in 6% twice and in 2.8% three times. In 2.2% percent of the trials the fixation test had to be repeated more than 3 times. All analyses were conducted separately for the trials with and without a repetition of the second fixation check. No systematic differences are visible between these analyses. The corresponding figures for the data without a repeated fixation check are provided as supplemantary material. For the analyses in the main text of this article we used fixations from all trials.
Data analysis
Data preprocessing and saccade detection
For saccade detection we applied a velocity-based algorithm (Engbert & Kliegl, 2003 . This algorithm marks an event as a saccade if it has a minimum amplitude of 0:5 and exceedes the average velocity during a trial by 6 median-based standard deviations for at least 6 data samples (6 ms). The epoch between two subsequent saccades is defined as a fixation. The number of fixations for further analyses was 47; 330.
Mean horizontal distance from starting position
To analyse the potential dependence of the scanpath on the experimentally controlled starting position, we estimated the tem-1 Based on our subjective assessment each category contained 16 images. Because our subjective categorization did not match the objective criterion for some of the images, an unequal number of images in each category remained for further analysis. poral evolution of the mean horizontal gaze position. In the first step, we computed the time-dependent horizontal distance to the starting position for each trial. The calculation was based on fixation positions and fixation durations obtained from data preprocessing. The estimated mean horizontal distance (MHD) from the starting position was computed as midline. The overall distance did hence only depend on the horizontal distance, which we therefore analysed.
Model simulations with controlled initial positions
To interpret the experimental results of the temporal evolution of mean horizontal distance X MHD ðtÞ we performed numerical simulations using statistical control models, a model emulating saccadic momentum, a recently proposed dynamical model for scanpath generation using inhibitory tagging (Engbert et al., 2015) and a combination of the latter ones. For the model runs, simulations started at initial positions corresponding to the experimentally manipulated starting positions. Fixation durations and number of fixations in each trial were taken from the experimental data. We obtained the same number of trials from numerical simulations as from the experimental data and analysed the MHD function X MHD ðtÞ for each model. The number of grid points on which all models were computed was 128 in both dimensions.
Sampling from density map
As the most straightforward statistical control, we simulated scanpaths by randomly sampling from the 2D density map of all fixations on a given image, i.e. the empirical fixation map, generated by all participants. First, we applied kernel density estimation using the SpatStat package (Baddeley & Turner, 2005) of the R Language for Statistical Computing (R Core Team, 2014). Based on a Gaussian kernel function with a bandwidth parameter according to Scott's rule (Scott, 2012) , ranging from 1.81°to 2.72°, we computed the empirical fixation density map for each image. Second, to simulate a scanpath (i.e., a fixation sequence), we sampled randomly from this map where local density at a particular location translated into probability to generate a fixation at this position.
Gaussian model
Next, we implemented a statistical model that sampled from the empirical fixation map via a Gaussian-shaped aperture to mimic a limited attentional span for saccade target selection. For a given fixation position x, the empirical fixation map was weighted by a two dimensional Gaussian, centered at x, with a standard deviation of 4:88 visual angle. The same standard deviation was used for the attention map of the SceneWalk model by Engbert et al. (see Section 2.3.4) . Sampling from the resulting weighted map, which was recomputed after each fixation, generated a scanpath in this model. Effectively, this model is similar to the SceneWalk model without an inhibitory tagging mechanism.
Saccadic momentum model
The third model reproduced the behavior that saccades, on average, tend to follow the direction of the previous saccade -a phenomenon termed saccadic momentum (Smith & Henderson, 2009) . In order to reproduce the typical angles between two subsequent saccades, while keeping the saccade amplitude distribution similar to the experimental data, saccades were sampled from the joint probability distribution of amplitudes and angles. This probability distribution was computed from all saccades with an amplitude smaller than 20°. We estimated a density map from these saccades with the SpatStat package (Baddeley & Turner, 2005) where density translated into the probability of generating a saccade with length s and angle a. After sampling from this map, simulated saccades shifted fixation positions by length s and angle a with respect to the previous saccade. If this new target location did not lie within the image boundaries, a new saccade was sampled. To initialize the saccadic momentum model the first saccade and fixation position was taken from the experimental data.
SceneWalk model
In a recently proposed mathematical model for scanpath generation in scene viewing (Engbert et al., 2015) , it was assumed that The distribution of angles between two successive saccades is markedly peaked at 0 (saccades that turn around) and 180 (forward saccades). (b) Plot of the relation between saccade amplitude and turning angle contingent on parameters of the previous saccade. The previous saccadic endpoints are aligned to the origin. Saccade amplitudes were normalized to one and the saccade orientations were rotated to map the endpoints of a saccade with unit length to the point ð1; 0Þ. This representation shows that most saccades either travel in the same direction as the previous saccade, but with reduced saccade amplitude, or shift gaze back to the starting position of the previous saccade, i.e., the point ðÀ1; 0Þ. (c) same as (b) but only for the first two saccades. This shows that after the long first fixation return saccades back to this position are hardly present. eye movements are driven by the interaction of two neural activation maps. A fixation map f ðx; tÞ keeps track of previous fixations by adding activation at fixation position x. The time dependence of this map results from the addition of activation at each time step in combination with fixation-position independent decay. The fixation map serves as an inhibitory tagging mechanism (Itti & Koch, 2001) . The distribution of visual attention at time t is given by a second activation map aðx; tÞ. The assumption of maps of visual space is consistent with recent neurophysiological work on an allocentric motor map in the primate entorhinal cortex (Killian, Jutras, & Buffalo, 2012; Stensola et al., 2012) , which is spatially discrete like that in the model with discrete activations f ij ðtÞ and a ij ðtÞ, where subscripts i and j denote horizontal and vertical dimensions. In the SceneWalk model, the difference of the normalized fixation map f ij ðtÞ and the normalized attention map a ij ðtÞ is a timedependent potential function u ij ðtÞ computed as where the exponent c is a free parameter that is important for controlling the amount of aggregation (or clustering) of realized gaze positions (Engbert et al., 2015) .
Since the potential u ij ðtÞ is the difference of activation maps, it can be positive or negative at position ði; jÞ. We implemented stochastic selection of saccade targets proportional to relative activations (Luce, 1959) among the lattice sites with negative values ðSÞ. The probability for saccadic target selection is given by
where g is an additional model parameter that allows each grid position to serve as a possible saccade target with a probability above zero. All model parameters were chosen as in the published version of the SceneWalk model (Engbert et al., 2015) . In an additional model run, the free parameter c controlling the inhibition and amount of clustering of fixations was manually adapted for a second analysis for illustrative purposes.
SceneWalk Model + saccadic momentum
Because the original SceneWalk Model (Engbert et al., 2015) does not incorporate any information regarding the angular distribution between successive saccades we added a mechanism to the SceneWalk model to reproduce the distribution of angles. Before a saccade was chosen from the target map u ij ðtÞ this target map was multiplied with a map representing the density function of angles with respect to the previous saccade. To obtain this map we first computed the angle that a saccade to each grid cell encloses with the previous saccade. Afterwards the probability of the angle was inserted into the grid cell. This probability was taken from a kernel density estimation of the angles between successive saccades. The resulting map was multiplied with the target map u ij ðtÞ from the SceneWalk model and the combined map was normalized. This model thus behaved very similarly to the SceneWalk model but favoured grid cells that enclose empirically frequent angles between the previous and the future saccade.
Results
In our experiment, we manipulated starting positions to investigate the influence on scanpath statistics. We begin with reporting summary statistics on saccade amplitudes and saccade turning angles, before we analyze the temporal evolution of the mean hor- izontal distance from the starting position. The temporal evolution of the mean horizontal distance from the starting position will turn out to be an important measure of scanpath statistics. Finally, we run several numerical model simulations to interpret potential mechanisms underlying scanpath generation.
Saccadic amplitudes and directions
In our experiment, distributions of saccade amplitudes show the heavy tailed curve that is typically observed in scene viewing experiments (Tatler, Baddeley, & Vincent, 2006; Henderson & Hollingworth, 1998) . Saccade amplitude distributions (Fig. 5a ) across different image types and starting positions were very similar. The only visible difference was a slight shift from short to medium saccade lengths in the pattern images compared to the object based images.
We computed an ANOVA for the influence of saccade number on saccade amplitude. There was a significant effect between the first and the second saccade ðFð1; 1790Þ ¼ 54:4; p ¼ 2:5 Â 10 À13 Þ, where the amplitude of the first saccade was larger than the amplitude of the second (Fig. 5b) . Statistical tests between subsequent saccade amplitudes showed no significance, indicating that after the first long saccade, the mean amplitude reaches a stable value.
We computed another ANOVA to investigate influences of the image type and the starting position on the first saccade length.
The starting position was significant ðFð1; 1785Þ ¼ 47:95; p ¼ 6:09 Â 10 À12 Þ as well as the image type ðFð3; 1784Þ ¼ 11:73; p ¼ 1:30 Â 10 À7 Þ. The mean first saccade amplitudes for left and right starters were s left ¼ 7:80 and s right ¼ 9:26 , respectively. Mean values for the image types were s balanced ¼ 8:01 ; s pattern ¼ 7:81 ; s leftfocus ¼ 9:28 and s rightfocus ¼ 9:02 . The interaction between image type and starting position was also significant ðFð3; 1784Þ ¼ 53:67; p < 2 Â 10 À16 Þ. Fig. 5c visualizes this interaction and the main effects of image type and starting position.
In summary, forcing the observers to start exploration from an experimentally controlled initial position close to the border of the monitor resulted in a long first saccade. This was particularly true if the interesting image part was on the opposite side of the initial position. The longer initial saccade from right to left than vice versa is congruent to the left direction bias that has been found in various experiments (Dickinson & Intraub, 2009; Foulsham et al., 2013; Ossandón et al., 2014) . This result indicates that the leftward bias is not only present, if participants start observations from the center of the image (see Fig. 3 ).
Saccade turning angle and its relation to amplitude
Statistically, most saccades are likely to follow the direction of previous saccades or shift gaze position back to the direction of the starting position of the previous saccade. The overall distribution of saccade turning angles between two subsequent saccades ( Fig. 6a) is characteristic for similar experiments in scene viewing (Smith & Henderson, 2009; Tatler & Vincent, 2008) . Next, we constructed a conditional plot of saccade amplitude in relation to the previous saccade amplitude and orientation (Fig. 6b ). The endpoint of the previous saccade was mapped to the origin of the coordinate system, saccade amplitude was normalized to the amplitude of the previous saccade, and the saccade orientation of the previous saccade was rotated to the right (or 180 orientation). In this representation, an endpoint at ðx; yÞ ¼ ð1; 0Þ corresponds to a saccade that has the same length and orientation as the previous saccade (i.e., a turning angle of 180 ). The endpoint at ðx; yÞ ¼ ðÀ1; 0Þ indicates that the saccade had the same amplitude as the previous saccade, but an opposite direction, which represents a perfect return saccade (i.e., a turning angle of 0 ). The high intensity at this point is consistent with earlier experiments that reported a large number of return saccades (Hooge et al., 2005; Smith & Henderson, 2009; Tatler & Vincent, 2008) . 3 Results from our analysis of turning angles and saccade amplitudes seem -on visual inspection only -to be inconsistent with an inhibitory tagging mechanism. However, ruling out an inhibitory tagging mechanism based on these data would be premature, since inhibitory tagging could still be active, but not express in behavioral data represented in Figs. 6a and b. Our analyses below will indicate a potential role of inhibitory tagging. Moreover, Fig. 6c shows the same plot as Fig. 6b , but only for the second saccade. This plot indicates return saccades appeared rarely for the second saccade, i.e. a facilitation of return back to the starting position was not observed.
Model Type
Experimental Data Density Model Gauss Model Saccadic Momentum SceneWalk Model SceneWalk Adjusted SceneWalk + Saccadic Momentum
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Influence of starting position and image type on exploration behavior
The most important aim of the current study was to investigate the influence of starting position on scanpath statistics. Therefore we introduced a measure of the mean horizontal distance (MHD) to the starting position at time t, denoted by X MHD ðtÞ (see Methods). This measure was computed for each combination of image type and starting position (Fig. 7a) . The blue horizontal line indicates the horizontal center of the image. There are three important main effects of X MHD ðtÞ in the plots. First, for the long term behavior in the balanced images and pattern images, X MHD ðtÞ approaches the midline, while there are obvious deviations for images with left or right focus.
Second, the transient behavior induced by the starting position lasts to about 3-5 s (depending on condition). This observation is in strong contrast to our finding that saccade amplitudes are only affected for the first saccade, which translates into a transient phase of the mean first fixation duration, equivalent to 609.01 ms. This untypically long first fixation indicates that participants needed a long time to initiate the first saccade after disappearance of the fixation cross.
Third, after approximately 1.5-2 s almost all curves cross the midline and show a local maximum of MHD. The existence of such a maximum lends support for inhibition at the starting position, i.e., the eye is actively driven to the opposite image side. This is most evident for the conditions in which observers started in the image side opposite to the focus (starting from the right in leftfocus images and starting from the left in right-focus images), but the effect is also visible for balanced images. Additionally, an interaction between image type and starting position is visible in Fig. 7a . When observers started in the interesting side of an image, the final MHD to the starting position is smaller than for the balanced and pattern images and for the balanced and pattern images it is smaller than if participants started in the focus image side. Graphs are cut off at t ¼ 6000 ms because after approximately 5 s the MHD reaches an asymptotic behavior. Finally, we investigated the statistical reliability of our results via bootstrapping from 1000 bootstrap samples of the 28 participants (Efron & Tibshirani, 1994) . The confidence intervals (Fig. 7b  and c) for the MHD curves X MHD ðtÞ were obtained by subtracting the subject mean and adding the overall mean to the samples as described by Cousineau (Cousineau, 2005; Loftus & Masson, 1994) and taking the 2.5% and 97.5% quantile of the MHD samples for the lower and upper bound. Confidence intervals show that MHD of left and right focus images differ significantly for both starting positions from the balanced images. Pattern images show almost the same MHD as balanced images. As a statistical test we computed ANOVAs to compare the mean of the balanced and pattern images (=neutral images) with the focus images. We did this at 7 different time points (0.1 s, 0.5 s, 1 s, 1.5 s, 2 s, 2.5 s and 5 s). At 0.1 s the MHD was rarely significantly ðp < 0:05Þ different for the focus images and the neutral images. At 0.5 s all focus images MHDs differed significantly ðp < 0:05Þ from the neutral images, except for right focus images with a start on the right side. The MHD was always significantly different ðp < 0:05Þ between focus and neutral images for the time points between 1 s and 2.5 s. After 5 s only some conditions show significant differences.
The difference between the images with focus (left vs. right) was significant at all time points ðp < 0:05Þ after 100 ms (also at t ¼ 8 s and t ¼ 10 s) except for inspections from the right starting position at t ¼ 5 s.
Comparison of experimental data with model simulations for scanpath statistics
The analysis of the time-dependence of the mean horizontal distance to the starting position uncovered at least two unexpected results, (i) the observation of long transients and (ii) an overshoot component to the image side opposite to the starting position, even in the case of balanced images. To interpret the experimental findings we calculated the same statistics for computer-generated scanpaths from two statistical models, a saccadic momentum model, a dynamical model of scene exploration as well as a combination of the SceneWalk and the saccadic momentum model (see Methods) and compared them to the experimental data. Each model will first be described with respect to the mean horizontal distance to the starting position averaged over all experimental conditions ( Fig. 8) and split by image type and starting position ( Fig. 9 ). We will then discuss how far each model diverges from the empirically observed MHD. The time course of this deviation is plotted in Fig. 10 and an overall comparison is presented in Fig. 11 . An example of a computer generated scanpath illustrates how each model behaves ( Fig. 8b-g) compared to a human scanpath ( Fig. 8a) . At last we compare the distribution of angles between successive saccades of all models (Fig. 12) to the empirical data.
Sampling from density map
Random sampling from the density map (yellow path in Fig. 8 Frequency Fig. 12 . Distribution of angles between successive saccades for all models (see Fig. 6a ). The density model, the Gaussian model and the original and adjusted SceneWalk model can not reproduce the angle distribution of the experimental data. A saccadic momentum model that is based on the angle distribution of the data can reproduce it as well as the SceneWalk model augmented with a saccadic momentum mechanism.
image side opposite to the starting position. When the starting position was opposite to the images' focus it crosses the midline (yellow path in Fig. 9 ) but stays on the opposite side afterwards. The yellow path in Fig. 10 shows that the density model on average stays too close to the starting position until 5 s of observation time, because the MHD is constantly smaller than the experimental data. We only investigated the time between 1 s and 5 s because simulations of the saccadic momentum model equal the empirical data until 999 ms and after 5 s the empirical MHD curve reaches a stable value. We pooled the eight conditions from Fig. 9 into the three conditions neutral images, start within the focus side and start opposite to the focus. There were no systematic differences between different conditions within these groups. The simulated scanpath of the density model (Fig. 8b) covers similar locations as human observers but fails to produce the systematic scanning behavior. This claim is supported by Fig. 12 . The angle distribution of the density model does not resemble human behavior. The density model generated almost no forward saccades (i.e. 180°) but a very large amount of backward saccades. This agrees with the findings that a memoryless system produces more return saccades than present in the data (Bays & Husain, 2012) .
Gaussian model
Though the Gaussian-weighted model is psychologically more plausible than the density model because of its limited attentional span, it performs even worse with respect to the MHD (light blue path in Fig. 8 and 9 ). It leaves the starting position even slower than the density model due to the limited attention span. The deviation of the MHD from the experimental data (Fig. 10) is always negative. The scanpath of the Gaussian model (Fig. 8c) indicates that the limited attention span and the absence of inhibition leads to rather small saccades. Thus the scanpath of the Gaussian model often covers a smaller area of the image than human observers. The angular distribution shows too little forward saccades (Fig. 12) . The peak of return saccades is less pronounced than for the density model but is still evident. This is due to the fact, that the model cannot cross image boundaries and thus, when a fixation is placed close to the border, cannot produce forward saccades.
Saccadic momentum model
Although the saccadic momentum model contains the same initial two fixations as the data, it cannot reproduce the overshoot from the data (dark blue path in Fig. 8 and 9 ). The MHD is almost constantly lower than that of the human data ( Fig. 10) and it's MHD is even further away from the data in two of the three conditions than that of the density model (Fig. 11 ). Fig. 8d shows a scanpath that is similar to human data with respect to saccade lengths and angles but does neither capture the locations looked at nor dynamical aspects of human data. The angular distribution resembles that of the experimental data (Fig. 12) . Thus, the model reproduces the distribution of angles between successive saccades but fails to produce a similar MHD as the data, because it stays too long on the image side of the initial fixation.
SceneWalk model
In contrast to the other models, the dynamical SceneWalk model (Engbert et al., 2015) reproduces the overshoot component of the MHD curves in the time interval between 1.5 s and 2 s (pink path in Fig. 8 and 9 ). The SceneWalk model uses inhibitory tagging that drives the eyes away from the starting position by suppressing the selection of saccade targets close to the initial fixation position. The MHD produced by the SceneWalk model is closer to the empirical MHD than models without inhibitory tagging (Fig. 10) when the starting position was not in the side of the images' focus. If starting positions were on the focus side, the overshoot produced by the SceneWalk model was too strong (Fig. 9) .
The scanpath produced by the SceneWalk model (Fig. 8e ) resembles a typical human scanpath, because it doesn't stick to any locations and inspects important image parts more thoroughly. The angle distribution of the SceneWalk model however does not resemble human data (Fig. 12) . It shows a similar distribution as the density and the Gaussian model but the peak of the return saccades is less pronounced.
Adjusted SceneWalk model
Since model parameters of the SceneWalk model were taken from the published version and not adjusted to the current experimental data, we changed the exponent of the inhibition map from c = .3 to .2 (see Eq. 2.3.4 in Methods) in a second simulation (dark red path in Fig. 8 and 9 ). This parameter controls the inhibition map and influences the amount of aggregation (or clustering) of realized gaze positions within a scanpath. We see that the overshoot of the MHD curve of the SceneWalk model with an adjusted exponent of the inhibition map is in good agreement with the overshoot observed in the experimental data (Fig. 10) . These simulations suggest that the overshoot produced by the model is primarily caused by the inhibitory tagging mechanism. The angle distribution of the adjusted SceneWalk model (Fig. 12) as well as the computed scanpath ( Fig. 8f ) showed similar characteristics as the original SceneWalk model. Because this model was adjusted post hoc, we did not statistically compare it to the other models.
SceneWalk model + saccadic momentum
With an additional saccadic momentum mechanism, the Scene-Walk model still produces the overshoot seen in the data (red path in Fig. 8 and 9 ). As in the original SceneWalk model, the overshoot in MHD of the augmented model is sometimes too strong (Fig. 10) , especially when the starting position is within the focus side of the image. The scanpath produced by this model looks similar to the human scanpath (Fig. 8g ). The overshoot of MHD is reproduced by the model and the angle distribution is very similar to the human data ( Fig. 12) .
Statistical model comparison
We computed an ANOVA to statistically compare the performance of the SceneWalk model to other models. We compared the mean deviation of MHD between models and experimental data in the interval from 1 s to 5 s (Fig. 11 ). Because the adjusted Scene-Walk model was hand tuned post hoc, we will only statistically compare the original SceneWalk to the other models. In neutral images the SceneWalk model performs significantly better than the density model ðFð1; 54Þ ¼ 18:77; p < 0:001Þ, the Gaussian model ðFð1; 54Þ ¼ 91:49; p < 0:001Þ and the saccadic momentum model ðFð1; 54Þ ¼ 23:77; p < 0:001Þ. If the initial fixation position was on the side of the scene focus the SceneWalk model did not differ significantly from the density model ðFð1; 54Þ ¼ 1:398; p ¼ 0:242Þ or the saccadic momentum model ðFð1; 54Þ ¼ 1:736; p ¼ 0:193Þ but performed significantly better than the Gaussian model ðFð1; 54Þ ¼ 7:13; p < 0:01Þ. For a starting position opposite to the focus the MHD produced by the SceneWalk model differed significantly less from the empirical MHD than the density model ðFð1; 54Þ ¼ 17:63; p < 0:001Þ, the Gaussian model ðFð1; 54Þ ¼ 116; p < 0:001Þ and the saccadic momentum model ðFð1; 54Þ ¼ 22:55; p < 0:001Þ. Comparing the original SceneWalk model to the SceneWalk + saccadic momentum model did not show significant differences ðp < 0:05Þ for any condition.
Discussion
In an eye tracking experiment we investigated the influence of experimentally manipulated starting positions on scanpath behav-ior in human observers. The most important effects were observed in the temporal evolution of the mean horizontal distance (MHD) to the starting position. First, we found unexpectedly long transients in mean eye position. It took up to 5 s for gaze of human observers to reach the final average fixation position. This is a lot longer than the saccade amplitude effects, which were limited to the very first saccade of an observers' scanpath. Second, for almost all experimental conditions the MHD over time is characterized by a strong overshoot of the midline into the image side opposite to the starting position before reaching a stable value. This effect lends support to a foraging strategy that actively moves the gaze to unexplored image regions although on a shorter time scale, a high number of return saccades suggests the opposite.
Next, we analyzed computational models that incorporate mechanisms of eye movement control to produce human scanpaths. Random sampling from the empirical fixation map (i.e., assuming a 'perfect' fixation density model) does not replicate human behavior, since the overshoot to the opposite side of the image cannot be reproduced and the distribution of angles between successive saccades did not resemble human behavior.
Considering that this density model is a 'perfect' fixation density model this is quite remarkable, because it shows that even if we can perfectly predict fixation locations, human eye movement behavior is not reproduced by default. Additionally, such a model is psychologically highly implausible because of the missing effect of degraded visual processing towards the periphery of the visual field. However, an augmented model, i.e., a combination of the density map with a Gaussian attention window representing the fall-off of visual processing to the periphery, performs even worse compared to random sampling from the empirical map. We conclude from these results that an active mechanism driving the eyes away from the starting position is necessary to explain scanpath statistics as the time-dependence of mean horizontal distance.
Given the above experimental results, we were looking for potential principles of eye guidance that drive the trajectory faster away from the current fixation position than a simple random process. We investigated two principals in computational models: saccadic momentum (Smith & Henderson, 2009; Wilming et al., 2013) and spatial inhibitory tagging (Itti et al., 1998; Le Meur & Liu, 2015) .
We designed a model with saccadic momentum that samples from the joint probability distribution of saccade angles and amplitudes and keeps the first saccade as observed in the experiments. As a trivial result, the first two fixations in each trial from the simulations fit the experimental data better than any other model. However, the model did not reproduce the overshoot component to the opposite image side.
We also used the SceneWalk model (Engbert et al., 2015) , a dynamical model for eye-movement control in scenes that reproduces first-and second-order statistics, i.e., densities of fixation locations and clustering of fixation locations, respectively. The Sce-neWalk model uses inhibitory tagging, a mechanism motivated by the findings on inhibition of return (Klein, 1988; Posner & Cohen, 1984; Posner et al., 1985) . We demonstrated that the SceneWalk model generates the overshoot effect for MHD via inhibitory tagging in contrast to the two random-sampling models or the saccadic momentum model. With the parameters that were fitted from a different experiment, the SceneWalk model produced MHD curves that were more similar to the curves computed from the experimental data than all other models. Reducing the exponent of the inhibition map alternated the overshoot, in particular when participants started in the focus side of an image. To account for the distribution of angles between successive saccades we added a map that weights possible future fixation locations with respect to the probability of angles between successive saccades. This model reproduced the observed angle distribution (Fig. 12 ) and produced the overshoot that was not observed in a simple saccadic momentum model (see Fig. 8 ). Although the empirical angle distribution shows a peak at return saccades, a facilitation of return (Smith & Henderson, 2009 ) back to the starting position was not observed (Fig. 6c ).
We investigated models using an inhibitory tagging mechanism and a saccadic momentum mechanism. The overshoot to the image side that is observed in human data is reproduced by all models that implement inhibitory tagging. The angle distribution between two successive saccades is produced by all models that use a saccadic momentum mechanism. Without any of these mechanisms, both measures fail to be reproduced by a model. This shows that the distribution of angles with a large amount of return saccades and an inhibitory tagging mechanism are not necessarily a contradiction but reproduce certain spatial and temporal depencies of human scanpaths when applied together in a model.
Inspections of a left-focus image from a starting position on the left show different dynamics of the mean horizontal distance compared to all other conditions. This could be due to a stronger directional bias in left-focus images than in right-focus images in our experimental material. It is also possible that there is a general tendency to first look at the left image side and then scan to the righta tendency that has been found earlier in scene viewing (Dickinson & Intraub, 2009; Ossandón et al., 2014) , pattern exploration (Abed, 1991) and face viewing (Guo, Meints, Hall, Hall, & Mills, 2009 )which is congruent to the reading direction of our participants. A dynamical model of eye guidance might perform better with an additional Bayesian-type prior probability implementing a leftward bias and a center bias for initial saccades. Thus, our results emphasize the need for more advanced dynamical models of scanpath generation.
Conclusion
The experimental manipulation of starting position exerts a strong and long lasting influence on scanpaths during scene exploration. Using computational models, we demonstrate that a model with inhibitory tagging can explain the mean overshoot of gaze position to the image side opposite to the starting position whilst simple statistical models as well as a saccadic momentum model without inhibitory tagging do not reproduce this overshoot. In addition, even if we are able to predict a perfect fixation density model, we are still far from predicting spatial and temporal dependencies between successive fixations. Our results lend support to inhibitory tagging as a dynamical principle of saccade planning during scene viewing.
Appendix
Because the experimental design turned out to be difficult for our participants, many trials had to be repeated. Figs. A1-A5 represent the Figs. 5-9 if only trials without a repeated fixation check are taken into account. All results are very similar and no systematic difference was observed between trials with and without a repeated fixation test. Fig. A2 . Summary statistics for saccade turning angles for trials trials without repetition of the fixation test. (a) The distribution of angles between two successive saccades is markedly peaked at 0 and 180 . (b) Plot of the relation between saccade amplitude and turning angle contingent on parameters of the previous saccade. The previous saccadic endpoints are aligned to the origin. Saccade amplitudes were normalized to one and the saccade orientations were rotated to map the endpoints of a saccade with unit length to the point ð1; 0Þ. This representation shows that most saccades either travel in the same direction as the previous saccade, but with reduced saccade amplitude, or shift gaze back to the starting position of the previous saccade, i.e., the point ðÀ1; 0Þ. (c) same as (b) but only for the first two saccades. This shows that after the long first fixation return saccades back to this position are hardly present. 
