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Chapitre 1
Introduction
Depuis le pale´olithique l’homme a repre´sente´ graphiquement des sce`nes de la vie. Ces re-
pre´sentations vont des peintures rupestres des Grottes de Chauvet, datant d’environ 30.000
ans avant notre e`re, aux jeux vide´o actuels. L’avantage que l’on a actuellement, c’est que
nous pouvons animer ces repre´sentations et montrer ainsi le comportement de chacun des
”dessins”. Cette the`se ne mettra pas en avant des techniques de conservation des peintures
rupestres mais elle pre´sentera plutoˆt les moyens que nous avons mis en place pour cre´er des
simulations interactives en axant le propos sur la de´finition des comportements des entite´s
simule´es.
Revenons a` notre e´poque. Intuitivement, une simulation graphique peut eˆtre vue comme
un espace borne´ dans lequel plusieurs entite´s e´voluent en paralle`le. Elles ont chacune un
comportement et c’est l’interaction entre leur comportements qui de´finit le sce´nario (compor-
tement global) de la simulation. Il paraˆıt naturel d’utiliser des langages de programmation
concurrente pour ce genre de simulation. On distingue deux types d’ordonnancement de fils
d’exe´cution concurrents :
• le plus fre´quent est l’ordonnancement pre´emptif. Dans ce cas, tous les fils d’exe´cution
sont actifs en meˆme temps et c’est l’ordonnanceur qui alloue a` un fil d’exe´cution, pour
une portion de temps, l’utilisation du processeur. Il est appele´ pre´emptif car l’ordonnan-
ceur n’attend pas que le fil d’exe´cution lui rende la main. Ce genre d’ordonnancement se
trouve principalement dans les syste`mes d’exploitation, comme par exemple la librairie
des PThreads [55] sous Linux . Les langages posse´dant des me´canismes de concurrence
utilisent le plus souvent ce type d’ordonnancement, c’est par exemple le cas de Java.
On peut noter qu’il existe une extension des spe´cifications du langage Java et de sa
machine virtuelle pour utiliser des threads temps re´el [63]. On trouve une comparaison
entre les diffe´rentes solutions propose´es dans [41] ; Il faut noter que ces solutions sont
toujours a` base de threads pre´emptifs.
• l’autre type est l’ordonnancement coope´ratif. Dans ce cas, l’ordonnanceur donne la main
a` un fil d’exe´cution en particulier et c’est ce dernier qui rendra explicitement la main
a` l’ordonnanceur soit quand il aura termine´ son exe´cution, soit quand il se suspendra.
Ce type d’ordonnancement peut eˆtre trouve´ dans un langage comme Smalltalk [31].
Cependant, meˆme si les entite´s de la simulation donnent l’impression d’e´voluer en paralle`le
et de pouvoir eˆtre programme´es dans des langages concurrents, elles sont code´es la plupart
du temps sous forme de programmes se´quentiels et cela pour plusieurs raisons que nous allons
de´tailler maintenant.
1
2 CHAPITRE 1. INTRODUCTION
La premie`re raison est qu’il est difficile de programmer des simulations multi-threade´es
dans un environnement pre´emptif. S’il est facile de suivre l’exe´cution d’un seul thread, il est
tre`s complique´ de suivre celle de plusieurs threads, surtout si l’on ne connaˆıt pas l’ordre dans
lequel ils sont exe´cute´s. Cette difficulte´ de compre´hension qui augmente avec le nombre de
threads rend difficile la recherche d’erreurs dans les programmes.
Une seconde raison est l’inefficacite´ de l’utilisation des threads. En effet, dans les me´-
canismes d’ordonnancement pre´emptif, le passage de l’exe´cution d’un thread a` l’autre est
couˆteux en terme de me´moire et d’utilisation du processeur. A` chaque fois que l’ordonnanceur
donne la main a` un nouveau thread, il effectue un changement de contexte, c’est-a`-dire qu’il
doit d’abord enregistrer l’e´tat du thread qui s’exe´cute pour pouvoir reprendre plus tard son
exe´cution a` l’endroit ou` elle a e´te´ interrompue, et ensuite charger l’e´tat du thread a` exe´cuter.
Si le nombre de threads est important, le temps passe´ dans les changements de contexte peut
devenir tre`s couˆteux.
Une troisie`me raison vient de la difficulte´ de programmer les simulations dans un environ-
nement pre´emptif ou` tous les objets sont partage´s. En effet, puisque le thread qui s’exe´cute ne
de´cide pas du moment ou` il rend la main, il est possible que celui-ci soit en train de modifier
l’e´tat d’une donne´e au moment du changement de contexte. Dans le cas ou` plusieurs threads
veulent acce´der et/ou modifier la meˆme donne´e de manie`re concurrente, il est ne´cessaire de
mettre en place des me´canismes de synchronisation pour prote´ger cette ressource. Pour cela,
un verrou est pose´ sur une donne´e par un thread et cette donne´e ne peut eˆtre acce´de´e ou mo-
difie´e par un autre thread avant que le premier ne le relaˆche. Cependant, de tels me´canismes
ame`nent de nouveaux proble`mes dont le deadlock. Ce proble`me est fondamentalement celui
du conflit entre plusieurs threads qui veulent chacun acce´der a` une ressource verrouille´e par
un autre thread.
Les proble`mes pre´ce´dents concernent principalement les syste`mes pre´emptifs. Dans cette
the`se, nous nous proposons d’e´tudier les langages issus de l’approche re´active synchrone dont
les caracte´ristiques les rapprochent plutoˆt des syste`mes coope´ratifs. Plus pre´cise´ment, nous
proposons d’utiliser l’approche re´active synchrone dans le cadre des simulations graphiques.
Nous sommes plus inte´resse´s par l’aspect comportemental des entite´s du syste`me que par les
possibilite´s de rendu graphique qui peuvent eˆtre prises en compte par d’autres environnements
de´die´s a` la mode´lisation graphique. Notre objectif est de cre´er un environnement permettant
de de´crire et modifier dynamiquement les comportements des entite´s simule´s en profitant
des spe´cificite´s des langages re´actifs synchrones. Pour cela, nous sommes partis du mode`le
des Icobjs [12] de´fini par F. Boussinot. L’ide´e principale des Icobjs est d’associer a` chaque
entite´ graphique un comportement re´actif qui peut eˆtre re´utilise´ dans le cadre d’un syste`me
de construction graphique.
La section 1.1 introduit le mode`le d’exe´cution de´fini par l’approche synchrone avant
de pre´senter une liste non exhaustive de langages base´s sur cette approche. La section 1.2
pre´sentera quelques exemples outils permettant la construction de simulations graphiques.
Enfin, avant de pre´senter le plan de ce document dans la section 1.4, nous de´taillerons, dans
la section 1.3, les objectifs et les re´alisations de cette the`se.
1.1 L’approche synchrone
D. Harel et A. Pnueli ont classifie´ les syste`mes informatiques en deux grandes cate´gories
[36] : les syste`mes transformationnels et les syste`mes re´actifs. Ils repre´sentent les premiers
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comme des boˆıtes noires qui rec¸oivent des entre´es qu’elles manipulent et qui, en terminant,
retournent des sorties. Les syste`mes re´actifs sont repre´sente´s, selon l’expression de D. Harel,
comme des cactus noirs, c’est-a`-dire des syste`mes qui interagissent, en continu et rapidement,
avec leur environnement. Ce sont ces syste`mes re´actifs qui ont donne´ naissance au mode`le
synchrone.
Une des caracte´ristiques du mode`le synchrone est que l’on passe de syste`mes en temps
continu a` des syste`mes en temps discret. L’utilisation d’une horloge globale permet d’e´chan-
tillonner les modifications apporte´es a` l’environnement. Le passage des syste`mes en temps
continu a` des syste`mes en temps discret est assure´ par un me´canisme d’activation/re´action.
A` chaque fois que le syste`me est active´, il re´agit le plus rapidement possible a` toutes les
modifications de son environnement (les entre´es) en produisant ses propres modifications
de l’environnement (les sorties). De tels syste`mes utilisent souvent des me´canismes de pa-
ralle´lisme ou de concurrence pour permettre a` plusieurs composants paralle`les du syste`me de
re´agir en meˆme temps aux modifications de l’environnement. On peut distinguer les syste`mes
re´actifs en fonction de l’entite´ qui controˆle les re´actions :
• soit le rythme est donne´ par l’environnement. Dans ce cas, le syste`me re´agit imme´dia-
tement a` chaque modification de l’environnement.
• soit le rythme est donne´ par le syste`me lui-meˆme qui re´agira donc imme´diatement a`
toute modification de l’environnement effectue´e depuis la dernie`re re´action. Il est im-
portant que le rythme impose´ par le syste`me soit alors assez soutenu pour re´pondre
rapidement aux modifications de l’environnement. Nous allons nous inte´resser plus par-
ticulie`rement a` ces syste`mes.
L’approche synchrone repose sur une hypothe`se fondamentale selon laquelle la dure´e lo-
gique des re´actions est nulle. Plus pre´cise´ment, on suppose que le syste`me re´agit suffisamment
vite par rapport aux modifications de l’environnement pour ne pas perdre d’e´ve´nements. Cela
entraˆıne que les sorties et les entre´es sont logiquement e´mises simultane´ment. La conse´quence
est que l’environnement est parfaitement de´termine´ et stable lors d’une re´action, puisque
de fac¸on instantane´e les entre´es et les sorties sont connues et constituent l’e´chantillon de
l’environnement.
Du mode`le synchrone de´coulent diffe´rents langages de programmation qui permettent
d’exprimer les re´actions du syste`me a` une suite d’activations. Une contrainte de ces langages
est qu’ils doivent assurer l’absence d’incohe´rence dans ce qui est produit par les composants
paralle`les. En effet, au cours d’une re´action, tous les composants paralle`les doivent avoir la
meˆme vision de l’environnement. En ge´ne´ral, la puissance expressive des langages synchrones
permet d’e´crire des syste`mes incohe´rents et on utilise une analyse statique des programmes
pour rejeter ceux qui ne sont pas corrects.
Une autre caracte´ristique importante est que les formalismes synchrones sont de´terminis-
tes. Cela signifie que les sorties doivent eˆtre de´finies de manie`re unique en fonction des entre´es
a` chaque re´action. L’analyse statique des programmes doit donc aussi rejeter les programmes
qui peuvent retourner pour une meˆme suite d’entre´es plusieurs sorties possibles.
Parmi les langages issus de l’approche synchrone, on distingue deux grandes familles de
formalismes : ceux oriente´s flots de donne´es et ceux oriente´s controˆle d’exe´cution. Des for-
malismes graphiques ont vu le jour a` partir principalement des formalismes oriente´s controˆle
d’exe´cution. Enfin, a` partir de l’approche synchrone est aussi apparue une approche dite
re´active synchrone. Nous allons maintenant pre´senter ces formalismes en les illustrant par
une liste non exhaustive de langages les utilisant.
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1.1.1 Formalismes oriente´s flots de donne´es
Dans les formalismes oriente´s flots de donne´es, l’environnement d’exe´cution est constitue´
de flots de donne´es, c’est-a`-dire de suites de valeurs de´finies en fonction du temps. Le pro-
gramme re´actif est repre´sente´ par un ensemble d’e´quations qui calculent les flots de sortie par
rapport aux flots d’entre´e. Parmi les langages construits sur ces formalismes, on trouve :
• LUSTRE [23] est un langage de´claratif qui permet de de´crire des programmes re´actifs
sous la forme d’un ensemble d’e´quations (diffe´rentielles, boole´ennes...) qui doivent eˆtre
satisfaites par les variables du programmes a` chaque re´action. Ces variables sont des
fonctions de´pendant du temps, c’est-a`-dire que chaque variable est associe´e a` une horloge
qui de´finit la se´quence des re´actions auxquelles la variable contient une valeur. Toute
les fonctions exprime´es dans le langage doivent satisfaire les proprie´te´s de causalite´ (une
sortie ne doit de´pendre que des entre´es rec¸ues au cours des re´actions pre´ce´dentes et de
la re´action courante) et d’exe´cution en me´moire borne´e (les flots de donne´es ne doivent
pas s’accumuler en me´moire).
LUSTRE dispose d’un compilateur qui produit du code se´quentiel sous forme d’un
automate fini e´tendu, d’un outil pour effectuer la distribution de code se´quentiel, d’un
outil de ve´rification appele´ LESAR et d’un outil de ge´ne´ration de tests appele´ Lurette.
Il est possible d’appeler des fonctions externes code´es en C. Au niveau de la ve´rification,
LUSTRE permet d’exprimer des proprie´te´s de suˆrete´ et de de´crire le programme et sa
spe´cification dans le meˆme langage. LUSTRE est le langage a` la base de l’environne-
ment industriel scade qui est utilise´ dans le monde de l’avionique.
• Signal [33] est un langage de´claratif pour la programmation temps re´el utilisant des
syste`mes d’e´quations portant sur des signaux. Ces signaux sont des suites de valeurs
associe´es a` des horloges qui peuvent de´pendre de donne´es locales ou d’e´ve´nements ex-
ternes. L’horloge d’un programme Signal est alors la borne supe´rieure de toutes les
horloges des diffe´rents signaux du programme (les re´actions du programme sont les
re´actions de l’un au moins de ces signaux).
Le langage Signal est construit sur un petit nombre de primitives dont la se´mantique
est donne´e en terme de processus. Les autres ope´rateurs de Signal sont de´finis a`
l’aide de ces primitives (relations e´tendues aux suites, retard, extraction sur condi-
tion boole´enne, me´lange avec priorite´...), et le langage complet fournit les constructions
ade´quates pour une programmation modulaire.
Le compilateur de Signal consiste principalement en un syste`me formel capable de
raisonner sur les horloges des signaux, la logique et les graphes de de´pendance, et de
produire un code exe´cutable en C ou en fortran si le programme est correct. En
particulier, le calcul d’horloges et le calcul de de´pendances fournissent une synthe`se de
la synchronisation globale du programme a` partir de la spe´cification des synchronisations
locales, ainsi qu’une synthe`se de l’ordonnancement global des calculs spe´cifie´s.
• Lucid Synchrone [24] est un langage issu de Lucid [85] et qui combine les fonctionnalite´s
de LUSTRE et des langages a` la ML. Lucid Synchrone est un langage fonctionnel
d’ordre supe´rieur avec un typage fort construit au-dessus d’Objective Caml. Il utilise
comme valeurs primitives des se´quences infinies (streams) qui repre´sentent les signaux
d’entre´es et de sorties des syste`mes re´actifs, et sont combine´es par l’interme´diaire d’un
ensemble d’ope´rateurs a` la LUSTRE. Lucid Synchrone fournit aussi plusieurs types
d’analyses statiques (infe´rence de type, calcul d’horloge, causalite´,...). Lucid Synchrone
utilise des horloges qui spe´cifient les vitesses d’exe´cution de chacun des composants du
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programme. Le programme doit cependant ve´rifier certaines re`gles sur les horloges pour
assurer la re´activite´. Enfin, Lucid Synchrone dispose d’un syste`me de modules pour
utiliser les valeurs d’Objective Caml ou d’autres modules synchrones.
1.1.2 Formalismes oriente´s controˆle d’exe´cution
L’objectif de ce type de formalisme est le controˆle d’exe´cution, c’est-a`-dire de faciliter,
par l’interme´diaire de primitives, l’ordonnancement et le controˆle des taˆches a` exe´cuter par
le programme. L’exe´cution d’un programme est controˆle´e par l’interme´diaire de signaux dont
la caracte´ristique principale est la pre´sence ou l’absence dans l’environnement d’exe´cution
durant une re´action. Le principal langage base´ sur ces principes est le langage Esterel [9].
Ce langage est l’un des premiers langages synchrones qui permet de construire des syste`mes
re´actifs de controˆle (syste`mes embarque´s, protocoles de communication,...). C’est un langage
impe´ratif compose´ d’un ensemble de primitives de controˆle (se´quence, paralle´lisme, ge´ne´ration
et tests de pre´sence d’e´ve´nements, pre´emption forte, boucle...) qui ont e´te´ chacune de´crite ri-
goureusement par une se´mantique formelle [10]. Esterel dispose d’un large e´ventail d’outils :
un compilateur, un simulateur graphique, un syste`me de ve´rification (explicite ou par BDD
[20] [83]) et des outils d’optimisations. Le compilateur a la particularite´ de pouvoir ge´ne´rer
des programmes exe´cutables en C ou des circuits (sche´ma de connexion de portes logiques).
L’analyse statique doit assurer qu’a` chaque instant les signaux de sortie sont de´finis de
fac¸on unique (solution de´terministe) a` partir des signaux d’entre´e, c’est-a`-dire que toutes
les instructions voient les signaux de la meˆme manie`re (pre´sent ou absent). Les proble`mes
rencontre´s concernent principalement la causalite´ [7], les boucles instantane´es [71] et la schi-
zophre´nie [72].
Les formalismes synchrones s’inte´ressent principalement a` des syste`mes statiques, totale-
ment de´termine´s, sur lesquels il est possible d’appliquer des raisonnements formels en vue de
prouver certaines proprie´te´s. A` partir de l’approche synchrone oriente´e controˆle d’exe´cution,
une nouvelle approche appele´e approche re´active synchrone a e´te´ de´veloppe´e par F. Boussinot
[36]. La principale diffe´rence de cette approche par rapport a` celle d’Esterel est l’introduc-
tion de la re´action retarde´e a` l’absence d’un signal. La notion d’instant correspond a` des
re´actions de dure´e non nulle. L’inte´reˆt principal de cette approche est que les proble`mes de
causalite´ disparaissent, ce qui permet une plus grande modularite´ et un plus grand dyna-
misme. Nous pre´senterons cette approche plus en de´tails dans le chapitre 2. Les langages
de´veloppe´s autour de cette approche sont :
• Reactive-C [11] est une extension du langage C. Reactive-C introduit les proce´dures
re´actives, un me´canisme de gestion d’exceptions et des primitives comme par pour
exe´cuter en paralle`le plusieurs proce´dures re´actives, stop pour terminer la re´action cou-
rante, loop, repeat, every pour les boucles, watching pour effectuer une pre´emption sur
test boole´en, etc. Au niveau imple´mentation, Reactive-C dispose d’un pre´-processeur
ge´ne´rant du C pur. Il est e´galement possible de ge´ne´rer des automates.
• SL [17] est une restriction d’Esterel imple´mente´e avec Reactive-C . La restriction est
qu’il n’est pas possible de faire d’hypothe`se sur la pre´sence ou sur l’absence d’un signal.
Un e´ve´nement n’est pre´sent qu’a` partir du moment ou` il a e´te´ ge´ne´re´ et n’est absent
que si, a` la fin de l’instant, il n’a pas encore e´te´ ge´ne´re´. Cette restriction e´vite les
proble`mes de causalite´, mais elle empeˆche d’utiliser la pre´emption forte pre´sente dans
Esterel, c’est-a`-dire on ne peut pre´empter un programme a` l’instant ou` l’e´ve´nement
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de pre´emption est ge´ne´re´. Meˆme si Reactive-C permet d’ajouter dynamiquement des
programmes, SL l’empeˆche comme en Esterel.
• SugarCubes [18][69] est une imple´mentation du mode`le re´actif au-dessus de Java. Sugar-
Cubes n’est pas un langage a` part entie`re car un programme est une suite d’instructions
re´actives qui sont des objets Java. C’est pourquoi on caracte´rise les SugarCubes comme
une API de programmation. La notion particulie`re introduite dans les SugarCubes est
la notion de Cube [70]. Un Cube est un mode`le d’objet associant un objet Java classique
a` un programme re´actif.
• Junior [40] est issu de la formalisation par des re`gles de re´e´critures des instructions
re´actives pre´sentes dans SugarCubes. Il faut noter que le formalisme des SugarCubes
(depuis la version 3) dispose aussi d’une se´mantique formelle conc¸ue par J-F. Susini.
Il existe actuellement des imple´mentations de Junior re´alise´es en Scheme, Senior [26],
et en C pour les syste`mes embarque´s, Jrc [60]. Nous de´crirons Junior de fac¸on plus
de´taille´e dans le chapitre 2.
• REJO [1] [2] est une extension de Java pour programmer des objets re´actifs. REJO
dispose d’un compilateur qui ge´ne`re du code Java et qui utilise Junior pour les instruc-
tions re´actives. Les objets re´actifs de REJO peuvent eˆtre conside´re´s comme des agents
mobiles car ils ont la capacite´ de migrer en utilisant une plate-forme, appele´e ROS.
Cette plate-forme, issue d’une premie`re version appele´e RAMA [56], est un Syste`me
d’Agents Mobiles (SAM) constitue´ d’un micro-noyau modulaire et d’un ensemble de
services autour desquels on trouve une interface graphique, un shell et une interface de
programmation.
• FairThreads [14] est une API de´finissant une programmation concurrente a` base de
threads reposant sur le mode`le re´actif. Sa principale caracte´ristique est l’utilisation de
fair threads qui peuvent basculer du mode pre´emptif au mode coope´ratif et inverse-
ment. En fait, ces threads peuvent dynamiquement s’enregistrer ou se de´senregistrer
d’un ordonnanceur coope´ratif que l’on peut conside´rer comme un serveur de synchro-
nisation. S’il s’enregistre a` l’ordonnanceur, alors le fair thread sera exe´cute´ de manie`re
coope´rative et de´terministe en utilisant des e´ve´nements re´actifs pour communiquer. S’il
se de´senregistre de l’ordonnanceur coope´ratif, alors il sera exe´cute´ par le syste`me d’ex-
ploitation de fac¸on pre´emptive. Il existe trois imple´mentations des FairThreads : Java,
Scheme et C.
• LOFT [76] signifie Language Over Fair Thread. C’est un langage de programmation
concurrente base´ sur l’utilisation de threads en C. L’objectif de LOFT est de sim-
plifier la programmation des fair threads, d’avoir des imple´mentations efficaces pour
des programmes compose´s d’un grand nombre d’entite´s concurrentes, de disposer d’une
imple´mentation le´ge`re pour des syste`mes embarque´s ou` les ressources sont limite´es, et
de pouvoir be´ne´ficier de l’exe´cution sur des machines a` plusieurs processeurs utilisant
le SMP (Symetric Muti-Processing). Les programmes e´crits avec LOFT peuvent eˆtre
soit traduits en code C utilisant les FairThreads, soit traduits en automates pour eˆtre
utilise´s sur des syste`mes embarque´s a` faible ressource.
1.1.3 Formalismes graphiques
Un certain nombre de formalismes graphiques (principalement oriente´s controˆle) ont e´ga-
lement e´te´ propose´s pour les syste`mes synchrones :
• Les StateCharts [37], cre´e´s par D. Harel, permettent la spe´cification graphique de
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syste`mes re´actifs a` base de boˆıtes qui de´crivent les e´tats et de fle`ches qui de´crivent
les transitions. De nombreuses se´mantiques ont e´te´ propose´es pour les StateCharts.
L’article [35] pre´sente la premie`re se´mantique exe´cutable. Le but de ce formalisme e´tait
d’e´tendre le mode`le de Machine a` E´tats Finis (Finite State Machine ou FSM ) pour
de´crire des comportements complexes. Les StateCharts e´tendent le mode`le des FSM de
trois manie`res. Ils ajoutent :
– l’orthogonalite´. Le mode`le des FSM ne dispose d’aucune construction pour repre´senter
la concurrence.
– la hie´rarchie. Une des limitations du mode`le de FSM est que la complexite´ des dia-
grammes augmente de fac¸on dramatique avec le nombre d’e´tats. Les StateCharts
permettent d’imbriquer des e´tats (boˆıtes) les uns dans les autres, ce qui rend le dia-
gramme plus compre´hensible.
– la diffusion. Ce me´canisme permet a` plusieurs e´tats orthogonaux de communiquer
par des e´ve´nements.
• Argos[34] [49], de´veloppe´ par F. Maraninchi reprend les principes des StateCharts en
proposant une se´mantique strictement de´finie. Argos offre a` la fois une syntaxe gra-
phique et textuelle. Les principales diffe´rences avec les StateCharts sont l’utilisation
d’un ve´ritable ope´rateur de composition hie´rarchique qui supprime toutes les transi-
tions entre les diffe´rents niveaux hie´rarchiques et l’application d’un synchronisme strict.
Argos dispose d’un environnement appele´ Argonaute qui fournit un compilateur et des
outils de ve´rification. Le compilateur peut produire soit des fichiers au format oc pour
la ge´ne´ration de code et la simulation, soit un automate pour la ve´rification en utili-
sant Aldebaran [29], soit un automate temporise´ pour la ve´rification avec Kronos [47].
L’extension aux formalismes synchrones oriente´s flots de donne´es et en particulier a`
LUSTRE est e´galement couverte par ce formalisme.
• Les SyncCharts[4][5], de´veloppe´s par C. Andre´, s’inspirent des StateCharts et d’Argos
pour spe´cifier et programmer des syste`mes re´actifs. Un syncCharts qui est une ins-
tance du mode`le peut eˆtre traduit en un programme Esterel (v5), ce qui permet de
profiter de l’environnement d’Esterel. La principale caracte´ristique des SyncCharts
par rapport aux StateCharts et a` Argos est l’introduction de la pre´emption dans le
formalisme graphique. Il y a trois types de fle`ches qui peuvent sortir d’un e´tat : une
pour repre´senter une terminaison normale, une autre pour repre´senter le changement
d’e´tat sur pre´emption forte et une troisie`me pour un changement d’e´tat sur pre´emption
faible. Dans les SyncCharts, on manipule les notions de Star qui repre´sente un e´tat
(boˆıte) et tous les moyens pour sortir de cet e´tat (fle`ches sortantes), de Constellation
qui repre´sente une interconnexion de Star et de MacroState qui repre´sente une com-
position paralle`le de plusieurs Constellation. De plus, a` chaque Star, Constellation ou
MacroState sont associe´s trois ensembles de signaux : un pour les signaux d’entre´e, un
pour les signaux de sortie et un pour les signaux locaux. Toute communication utilisant
ces signaux est faite par diffusion instantane´e.
1.2 Outils de construction et simulation graphique
Dans cette section, nous allons pre´senter une liste non-exhaustive d’outils permettant
la construction de simulations graphiques et d’animations. Nous de´taillerons ces outils en
pre´sentant leurs caracte´ristiques concernant la manie`re d’exe´cuter le comportement des entite´s
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et les diffe´rentes approches utilise´es.
Commenc¸ons tout d’abord par introduire Squeak [42]. Squeak est une imple´mentation
portable de SmallTalk-80 dont la machine virtuelle est entie`rement e´crite en SmallTalk la
rendant ainsi facile a` de´boguer et a` modifier. Squeak dispose de fonctionnalite´s utiles dans
le cadre des simulations graphiques comme la gestion du son et la gestion d’image (rota-
tion, zoom, anti-aliasing...). De plus, Squeak dispose d’un objet ge´ne´rique appele´ Morphs qui
comporte une repre´sentation visuelle, et qui doit :
• re´agir aux manipulations de l’utilisateur. Un morph peut eˆtre se´lectionne´ par l’utilisa-
teur afin de lui appliquer des modifications, comme par exemple, le de´placer.
• pouvoir eˆtre compose´ avec d’autres morphs. Chaque morph peut devenir le conteneur
d’un ou plusieurs autres morphs (sub-morphs) et eˆtre lui-meˆme contenu dans un morph.
Un morph contenant d’autres morphs est manipule´ comme une seule entite´ dans le cas
des de´placements, des copies et des retraits.
• exe´cuter des actions a` intervalle re´gulier. Chaque morph dispose d’une me´thode qui par
de´faut est appele´ chaque seconde (la valeur du minuteur peut eˆtre change´e et un morph
peut disposer de plusieurs minuteurs). Ces actions appele´es re´gulie`rement permettent de
construire des animations (un morph qui change d’apparence pe´riodiquement) sans uti-
liser de threads. Il faut noter qu’a` l’inverse de SmallTalk ou` les threads sont coope´ratifs,
Squeak propose une imple´mentation pre´emptive des threads.
• controˆler le positionnement et la taille de tous les morphs qu’il contient.
Squeak dispose aussi d’un moteur 3D appele´ Squeak-Alice construit autour des ide´es de
l’outil Alice [74]. L’objectif d’Alice est de permettre a` des utilisateurs sans expe´rience en
programmation de construire des mondes virtuels 3D interactifs.
L’approche de Squeak est tre`s inte´ressante car il est possible a` chaque moment d’intros-
pecter tous les objets graphiques et de reprogrammer dynamiquement leur comportement. De
plus, la notion demorphs se rapproche beaucoup de la notion d’icobj qui lie une repre´sentation
graphique a` un comportement.
De nombreux outils pour construire des simulations ont e´te´ cre´e´s pour repre´senter les
phe´nome`nes sociaux complexes [6] en de´crivant le comportement de chaque entite´ et leurs
interactions avec les autres. Dans ce domaine, on trouve par exemple StarLogo [73], Swarm
[25] [67], RePast [78] ou Ascape [58]. Plus re´cemment, on trouve des outils comme :
• Breve [45] est un environnement qui permet de cre´er des simulations 3D de vie artifi-
cielle. Les utilisateurs de´finissent le comportement de chaque agent dans un environne-
ment 3D en temps continu. Breve contient un moteur physique et des me´canismes de
de´tection de collisions pour permettre de simuler des comportements re´alistes. L’imple´-
mentation de Breve est faite en C et la partie graphique utilise OpenGL [32]. Breve
propose un langage interpre´te´ de type impe´ratif appele´ Steve pour programmer les com-
portements des agents. Pour programmer le comportement des agents, il faut de´finir
des me´thodes spe´cifiques qui sont appele´es en fonction des e´ve´nements ge´ne´re´s. L’agent
contient une me´thode qui est appele´e a` chaque ite´ration du moteur et dans laquelle
l’utilisateur doit de´finir les comportements cycliques de l’agent. Steve donne e´galement
le moyen de spe´cifier une date a` laquelle certaines me´thodes de l’agent doivent eˆtre
exe´cute´es. Il est aussi possible de de´finir des e´ve´nements sur lesquels l’agent doit re´agir,
comme la collision ou les e´ve´nements provenant de l’utilisateur. Breve permet de ra-
jouter dynamiquement de nouveaux objets a` l’inte´rieur de la simulation. Cependant,
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il ne permet pas de modifier dynamiquement les comportements comme Squeak par
exemple. De plus, la notion d’e´ve´nement et l’ordonnancement des taˆches ne sont pas
clairement de´finis.
• Mason [46] [77] est une librairie en Java servant de base de travail pour la construction
de simulations multi-agents.Mason propose un mode`le qui se´pare le moteur d’exe´cution
de comportements des outils de visualisation 2D et 3D. L’objectif deMason est de servir
de noyau pour construire des syste`mes multi-agents spe´cifiques a` certains domaines. Son
moteur d’exe´cution est exe´cute´ par un seul thread. Pour l’ordonnancement des taˆches,
Mason donne acce`s a` certaines primitives qui permettent d’exe´cuter une liste de taˆches
soit en se´quence (en utilisant toujours le meˆme ordre ou en re´ordonnanc¸ant la liste de
manie`re ale´atoire a` chaque ite´ration) soit en paralle`le ou` chaque taˆche dans la liste est
exe´cute´e par un thread. Chaque taˆche peut eˆtre stoppe´e explicitement. Ces primitives
ne disposent pas d’une se´mantique claire (formalise´e). De plus, pour pouvoir utiliser la
primitive de paralle´lisation, l’utilisateur doit eˆtre suˆr de l’inde´pendance entre les taˆches
exe´cute´es.
Concernant les mondes virtuels, beaucoup d’outils existent permettant de cre´er les mondes
virtuels multi-utilisateurs centre´s sur l’interaction avec les autres utilisateurs. Par contre,
peu d’outils permettent de de´crire facilement les comportements des entite´s autonomes. F.
Harrouet [38] et N. Richard [65] ont fourni des outils pour de´crire ces comportements :
• F. Harrouet a de´veloppe´ un langage appele´ oRis. Il s’agit d’un langage interpre´te´ oriente´
objet fortement type´ dont la grammaire se rapproche de C++ et Java. Pour favoriser la
conception la plus de´centralise´e possible, le langage ne permet pas l’acce`s a` des variables
globales ou statiques. L’activite´ globale de l’application n’est que le re´sultat des inter-
actions des objets actifs qui la constituent. oRis permet trois modes d’ordonnancement
(coope´ratif, pre´emptif et profonde´ment paralle`le) pour exe´cuter le comportement des
agents. Il introduit aussi la notion de cycle de simulation permettant d’assurer le fait
qu’aucun flot d’exe´cution ne peut prendre du retard ou de l’avance sur les autres. Ces
flots peuvent eˆtre exe´cute´s dans l’ordre ou de manie`re ale´atoire pour e´viter que l’ordre
d’exe´cution n’influe sur le comportement des agents. Les entite´s autonomes commu-
niquent par diffe´rents moyens (synchrones ou asynchrones). Un point important dans
oRis est la possibilite´ de modifier dynamiquement le comportement des agents par le
langage. Il est possible de de´clencher de nouveaux traitements, d’introduire de nouvelles
classes (ou fonctions) et de modifier les classes (fonctions) existantes a` l’exe´cution. Ces
modifications peuvent eˆtre locales a` une instance d’une classe ou se ge´ne´raliser a` toutes
les instances. En cas d’erreur, la branche d’ou` provient l’erreur est retire´e et le syste`me
continue l’exe´cution des autres branches. La plate-forme AReVi [64] propose un envi-
ronnement 3D pour exe´cuter les agents de´crits avec oRis.
• N. Richard a propose´ une alternative pour programmer les comportements d’agents vir-
tuels a` mi-chemin entre l’approche re´active et l’approche a` base de threads en re´alisant
la plate-forme InViWo (Intuitive Virtual Worlds). Tout objet d’un monde InViWo est
ainsi un agent capable de re´agir aux modifications de son environnement et de modi-
fier le monde dans lequel il e´volue en fonction de son e´tat interne. La structure d’un
agent est compose´e d’attributs, de capteurs, d’un organe de de´cision et d’effecteurs.
La structure d’un agent InViWo est entie`rement dynamique. En effet, il est possible
d’ajouter ou de retirer dynamiquement chacun de ces composants. L’organe de de´cision
a pour roˆle de choisir l’action a` effectuer (effecteurs). Pour cela, il utilise un me´canisme
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d’arbitrage permettant de combiner les de´cisions prises par chacun des modules com-
portementaux re´actifs qui composent le comportement de l’agent. Pour programmer ces
modules, InViWo dispose d’un langage synchrone, Marvin, dont la syntaxe est proche
de celle d’Esterel. En fait, chaque agent peut eˆtre conside´re´ comme une machine
re´active qui exe´cute son comportement dans un cadre synchrone. Par contre, chaque
agent est exe´cute´ par un thread Java distinct. Il n’y a donc pas de synchronisation forte
entre les agents. Chacun dispose d’une horloge interne ge´rant son thread d’exe´cution et
de´clenchant les re´actions successives selon un pas de temps de dure´e fixe. Le rendu du
monde 3D est de´couple´ du moteur. Ainsi, il est possible de changer d’affichage [66] en
re´utilisant les meˆmes comportements.
L’approche re´active synchrone a e´galement e´te´ utilise´e dans FRAN (Functional Reactive
Animation)[27]. A` l’oppose´ des formalismes de l’approche re´active synchrone, FRAN exe´cute
ses programmes en temps continu. FRAN est imple´mente´ avec Hugs, une imple´mentation
d’Haskell [43]. FRAN fournit un ensemble de types et de fonctions pour cre´er des anima-
tions. FRAN manipule deux notions importantes : les comportements et les e´ve´nements. Un
comportement est une valeur qui varie au cours du temps alors que les e´ve´nements regroupent
les interactions avec le monde exte´rieur (souris, clavier) et des conditions boole´ennes base´es
sur des parame`tres de l’animation. FRAN fournit une se´mantique formelle de´notationelle
incluant la notion de temps re´el. La manie`re de programmer avec FRAN est relativement
similaire de celle avec Signal.
Les outils que nous venons de de´tailler permettent de construire des simulations et des
comportements avec des langages particuliers ou par des API de programmation. D’autres
outils proposent de construire graphiquement les comportements. On peut par exemple ci-
ter les outils commerciaux comme Simulink [50] qui permet de concevoir, simuler, mettre
en œuvre et tester avec pre´cision des syste`mes de controˆle, de traitement du signal ou de
communication, ou comme virtools [84] qui fournit des outils pour des de´velopper des jeux
ou des simulations virtuelles. Il existe e´galement des outils libres comme Bean Builder [51]
pour construire des interfaces graphiques. Les principes de construction graphique de ces
diffe´rents outils sont les meˆmes. Ils fournissent des librairies de comportements e´le´mentaires
pouvant eˆtre e´tendues par chaque utilisateur. Les comportements sont programme´s en ge´ne´ral
en C++ ou en Java. Les comportements e´le´mentaires sont ensuite charge´s dans une interface
de construction graphique. Chacun d’entre eux dispose d’entre´es et de sorties spe´cifiques. La
construction graphique consiste alors a` relier les entre´es et les sorties de diffe´rentes boˆıtes et
a` les parame´trer par l’interme´diaire de boˆıtes de dialogue. De plus, certains outils proposent
des langages de scripts pour comple´ter le comportement. Chaque nouveau comportement cre´e´
ainsi peut alors eˆtre re´utilise´ dans une nouvelle construction.
1.3 Objectifs et re´alisation
Notre objectif est de cre´er un outil dont les caracte´ristiques sont :
• de construire des simulations multi-agents ou` le sce´nario d’une simulation est la re´sul-
tante de l’exe´cution des agents qu’elle contient. A` l’inverse de InViWo, les comporte-
ments des agents seront exe´cute´s dans le meˆme environnement synchrone.
• de disposer, comme dans Squeak , d’un mode`le d’objet graphique ge´ne´rique aise´ment
extensible. Pour cela, nous de´veloppons la notion d’icobj qui associe un comportement
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a` un objet graphique.
• de disposer d’un me´canisme de construction graphique permettant a` des non-spe´cialistes
en programmation de pouvoir construire des comportements complexes donnant lieu a`
des animations de manie`re simple et intuitive. Pour cela, nous re´utiliserons le me´canisme
de construction des Icobjs proposant une technique original permettant de re´utiliser les
comportements des entite´s existantes pour les combiner en y rajoutant des primitives
de controˆle.
• de disposer d’un moteur re´actif efficace fonde´ sur une se´mantique claire. Nous souhaitons
re´aliser un moteur proche de Junior , mais de´die´ a` l’exe´cution des icobjs.
• de permettre d’inspecter et de modifier dynamiquement les parame`tres d’exe´xcution et
les comportements de chaque agent. Ainsi, il serait possible de tester rapidement des
sce´narios de simulation et de les modifier dynamiquement.
Pour re´pondre a` ces objectifs, nous avons re´alise´ une API facilement extensible dont chaque
objet peut eˆtre inspecte´ et modifie´ dynamiquement a` partir du mode`le re´actif synchrone.
L’apport de cette the`se a e´te´ de :
• re´aliser une API claire des Icobjs permettant a` la fois d’utiliser de manie`re simple et
intuitive le syste`me de construction graphique qui est a` l’origine de la cre´ation des Icobjs
et de re´aliser des simulations virtuelles ou` il est possible d’intervenir dynamiquement
sur le comportement de chaque entite´.
• re´aliser un moteur re´actif de´die´ a` l’utilisation des Icobjs. Ce moteur, appele´ Reflex , est
une variante de Junior et dispose d’une se´mantique claire. On parle de variante de Ju-
nior car nous avons profite´ de certaines caracte´ristiques des Icobjs pour retirer certaines
contraintes de Junior , ajouter certaines instructions re´actives et modifier la se´mantique
d’instructions existantes. Par exemple, pour rendre les constructeurs graphiques plus in-
tuitifs, nous avons modifie´ certaines instructions re´actives dont le comportement n’e´tait
pas re´gulier. La re´gularite´ des instructions sera discute´e plus tard dans la section 2.3.
• re´aliser plusieurs expe´rimentations dont des simulations distribue´es, des simulations
physiques et des simulations multi-horloges.
• re´aliser un site Web [81] pour expliquer comment utiliser l’API des Icobjs que ce soit a`
travers un tutorial pre´sentant les me´canismes de construction graphique et d’extension
de l’API des Icobjs.
1.4 Structure du document
Ce document est de´coupe´ en deux grandes parties :
– La premie`re partie concerne les travaux mene´s sur la re´alisation d’un moteur re´actif
de´die´ aux Icobjs, Reflex , qui est une variante de Junior .
Le chapitre 2 pre´sente d’abord les caracte´ristiques de l’approche re´active synchrone
(dans la suite du document, nous l’appellerons approche re´active). Il de´crit ensuite le
mode`le d’exe´cution de Junior en de´taillant les diffe´rentes instructions re´actives offertes
par ce langage. Enfin, ce chapitre se termine en pre´sentant les modifications apporte´es
a` Junior pour re´aliser Reflex .
Le chapitre 3 de´crit en de´tails la se´mantique des instructions re´actives de Reflex . Cette
se´mantique est pre´sente´e par l’interme´diaire de re`gles de re´e´critures selon le formalisme
introduit par Plotkin [61].
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Le chapitre 4 est de´die´ aux imple´mentations de Junior et de Reflex . Il commence par
la pre´sentation des imple´mentations Rewrite, Replace, Simple, Storm et Glouton avant
de de´tailler les modifications apporte´es a` la version Storm qui est a` la base de Reflex .
– La seconde partie est de´die´e a` la description du mode`le des Icobjs, a` son imple´mentation
et a` l’imple´mentation de son environnement.
Le chapitre 5 pre´sente le me´canisme de construction graphique offert par les Icobjs
en de´taillant l’utilisation de chacun des constructeurs graphiques. Ce chapitre de´crit
aussi comment manipuler l’environnement des Icobjs pour agir dynamiquement sur les
simulations.
Le chapitre 6 est de´die´ a` l’imple´mentation de l’API des Icobjs et de l’environnement
construit autour de ce mode`le. On y e´voque, entre autres, la structure de donne´es
minimale ne´cessaire a` l’utilisation des Icobjs et les proble`mes lie´s a` l’utilisation d’un
mode`le synchrone dans un environnement asynchrone.
Le chapitre 7 de´crit trois expe´rimentations faites autour du mode`le des Icobjs : l’uti-
lisation des Icobjs dans le projet IST-PING [82] et les proble`mes lie´s aux syste`mes
distribue´s ; la re´alisation d’un moteur de´die´ a` la simulation physique selon le mode`le
d’Alexander Samarin [68] ; enfin, la re´alisation de simulations multi-horloges.
Premie`re partie
Moteur re´actif
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Chapitre 2
Mode`le re´actif
Junior est le fruit des travaux mene´s autour des SugarCubes [13]. Junior reprend les
principales instructions de´finies dans le formalisme des SugarCubes en donnant a` celles-ci
une se´mantique formelle. La se´mantique initiale de Junior , a` base de re`gles de re´e´critures,
est de´finie dans [39]. Pour permettre diffe´rentes imple´mentations base´es sur ce meˆme mode`le
ope´rationnel, une interface de programmation (API) ge´ne´rique a e´te´ cre´e´e. Cette API de´finit
un certain nombre d’instructions pour cre´er des programmes re´actifs.
Dans le cadre de l’utilisation d’un mode`le re´actif pour un environnement graphique comme
celui des Icobjs (cf. section 5), nous proposons certaines simplifications ou ajouts au mode`le
existant pour tenir compte des caracte´ristiques et des besoins spe´cifiques de ce type d’envi-
ronnement.
La section 2.1 pre´sentera les diffe´rentes notions qui caracte´risent l’approche re´active et
le mode`le d’exe´cution de Junior . A` la suite de cela, nous de´taillerons l’API de Junior (sec-
tion 2.2) et nous donnerons quelques exemples pour illustrer son utilisation. Pour finir, nous
de´crirons les modifications apporte´es a` l’API de Junior pour re´aliser celle de Reflex (section
2.3). Ces modifications sont introduites dans la perspective de de´finir un moteur re´actif de´die´
aux environnements graphiques. Elles se manifestent principalement par des ajouts et des
retraits d’instructions et par des modifications apporte´es aux instructions existantes.
2.1 Approche re´active
La principale caracte´ristique d’un syste`me re´actif [36] est de re´agir, rapidement et en
continu, aux activations et aux modifications de l’environnement. A` l’inverse des programmes
transformationnels que l’on exe´cute en utilisant des parame`tres, et qui retournent un re´sultat
au moment ou` ils se terminent, les syste`mes re´actifs ne se terminent ge´ne´ralement pas. Ils
sont exe´cute´s en continu et, en re´ponse a` chaque activation, ils re´agissent en modifiant leur
environnement. L’approche re´active conside´re´e dans ce document s’articule autour de quatre
notions principales.
Approche Re´active = instant + concurrence + diffusion d’e´ve´nements + dynamisme
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2.1.1 De´finitions
La notion d’instant
Un instant repre´sente la re´action du syste`me a` une activation. L’instant peut eˆtre vu
comme une unite´ de temps dans l’e´volution discre`te du syste`me. A` la diffe´rence des syste`mes
dits temps re´el ou` l’on se base sur un temps physique, l’instant repre´sente une unite´ de temps
logique. Contrairement a` Esterel et aux mode`les synchrones ou` la dure´e d’un instant est
conside´re´e comme nulle, dans l’approche re´active, aucune hypothe`se n’est faˆıte sur cette dure´e
(cf. figure 2.1). La dure´e d’un instant est le temps entre l’activation du syste`me et le retour
du syste`me a` un e´tat stable, c’est-a`-dire lorsqu’il ne peut plus e´voluer dans l’instant.
Instant i Instant i+1
Activation Activation
Fig. 2.1 – Notion d’instant
La dure´e d’un instant e´tant non nulle, le syste`me e´volue donc progressivement vers un
e´tat stable a` chaque instant. Il est possible de de´couper l’exe´cution au cours d’un instant
en plusieurs micro-e´tapes. Chacune de ces micro-e´tapes refle`te une partie de l’e´volution du
syste`me pour arriver a` l’e´tat stable. Les instructions que nous allons pre´senter plus bas ont
une se´mantique qui se base sur cette notion de micro-e´tape.
La concurrence
Tout comme le mode`le synchrone (cf. Esterel), le mode`le re´actif de´finit un moyen pour
exprimer l’exe´cution en paralle`le de plusieurs composants. Un instant se termine au moment
ou` chacun des composants du syste`me re´actif a atteint un e´tat stable (cf. figure 2.2).
Instant i
P1
P2
P3
||
Instant i+1
P1
P2
P3
||
Fig. 2.2 – Concurrence
Dans la figure 2.2, P1, P2 et P3 repre´sentent chacun un des composants qui sont exe´cute´s
en paralle`le dans le syste`me re´actif. Chacun des composants e´volue a` sa manie`re aux modi-
fications apporte´es a` l’environnement d’exe´cution du syste`me. La de´coupe en micro-e´tapes
peut aussi eˆtre applique´e a` l’exe´cution de chacun des composants exe´cute´s en paralle`le.
La diffusion d’e´ve´nements
Dans le mode`le re´actif, les composants concurrents utilisent des e´ve´nements pour commu-
niquer entre eux. Ces e´ve´nements permettent e´galement a` diffe´rents composants du syste`me
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en attente sur un meˆme e´ve´nement de se synchroniser. Les e´ve´nements sont diffuse´s, c’est-
a`-dire qu’ils sont transmis a` tous les composants. La notion d’instant permet de de´finir la
notion de diffusion instantane´e qui signifie qu’au cours d’un instant, un e´ve´nement est vu de
la meˆme manie`re par tous les composants. Si un e´ve´nement est vu pre´sent par un composant
du syste`me, il ne peut pas eˆtre vu absent par un autre composant au cours du meˆme instant, et
inversement. Ce me´canisme est celui du langage Esterel [8]. Un e´ve´nement diffuse´ au cours
d’un instant donne´ n’est pre´sent qu’au cours de celui-ci. A` l’instant suivant, il sera conside´re´
comme absent, excepte´ s’il est de nouveau diffuse´. Il faut noter que la diffusion est instan-
tane´e. Cela signifie qu’au cours d’un instant donne´, tous les composants verront l’e´ve´nement
ge´ne´re´ de la meˆme manie`re. Par contre, les composants n’auront pas ne´cessairement une vue
cohe´rente sur le statut d’un e´ve´nement au cours d’une micro-e´tape.
Pour maintenir l’e´tat de cohe´rence, on ne peut faire aucune hypothe`se quant a` l’absence
d’un e´ve´nement pendant un instant et on ne peut eˆtre suˆr qu’un e´ve´nement est absent qu’a` la
fin de l’instant. Donc, on ne peut re´agir instantane´ment a` une absence d’e´ve´nement et cette
re´action doit eˆtre retarde´e a` l’instant suivant. Cela constitue une des diffe´rences majeures
entre l’approche re´active et l’approche synchrone. Cela e´vite en meˆme temps les cycles de
causalite´ [7] que l’on peut avoir avec Esterel. Principalement, les cycles de causalite´ sont
dus a` l’invalidation d’hypothe`ses faites au cours de l’exe´cution. Voici un exemple de cycle de
causalite´ :
signal S in
present S else emit S end
end
Ce programme teste la pre´sence du signal local S et s’il est absent, alors il e´met le signal
dans le meˆme instant. Si l’hypothe`se est faite que S est absent pour l’instant courant alors la
re´action est d’exe´cuter la branche else et d’e´mettre S pour ce meˆme instant, ce qui est en
contradiction avec l’hypothe`se initiale. Inversement, si on fait l’hypothe`se que S est pre´sent
alors il n’est pas e´mis, ce qui est e´galement une contradiction. En reportant la re´action a`
l’absence a` l’instant suivant, il est impossible de rencontrer de tels proble`mes.
La re´action retarde´e a` l’absence donne une plus grande modularite´ a` la programmation.
En effet, la mise en paralle`le de plusieurs composants ne peut plus ge´ne´rer de proble`me de
causalite´.
Le dynamisme
Le dynamisme concerne la possibilite´ d’ajout et/ou de retrait de composants en cours
d’exe´cution. Les ajouts et les retraits de composants ne sont pas des ope´rations instantane´es.
La notion d’instant permettant de garantir la stabilite´ du syste`me a` la fin de celui-ci, ces
ope´rations sont uniquement effectue´es entre deux instants. Comme nous l’avons fait remar-
quer dans le paragraphe pre´ce´dent, aucun proble`me de causalite´ ne peut apparaˆıtre dans la
combinaison de plusieurs composants en paralle`le, donc dans l’ajout de composants.
Le retrait d’un composant peut eˆtre conside´re´ comme une pre´emption de ce composant.
A` la diffe´rence d’Esterel, le mode`le re´actif ne permet pas la pre´emption forte, c’est-a`-dire
qu’il n’est pas possible d’interrompre de´finitivement l’exe´cution d’un comportement qui n’a
pas atteint un e´tat stable au moment ou` un e´ve´nement est ge´ne´re´. Le mode`le re´actif permet
uniquement la pre´emption faible et ne permet pas de stopper imme´diatement l’exe´cution d’un
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Instant i
P1
P2
P3
||
Instant i+1
P1
P2
P3
||
Evénements Evénements
Fig. 2.3 – Dynamisme
programme au moment ou` un e´ve´nement est ge´ne´re´. Le programme doit atteindre un e´tat
stable pour l’instant courant avant d’eˆtre pre´empte´, c’est-a`-dire qu’il doit avoir fini l’exe´cution
de son comportement pour l’instant courant. Le mode`le re´actif propose deux me´canismes de
retrait de composant :
• une simple pre´emption (primitive Until)
• une pre´emption dans laquelle on garde l’e´tat du composant pre´empte´ pour pouvoir le
re´utiliser dans un autre environnement d’exe´cution (primitive Freezable).
Ces ope´rations sont effectue´es par l’interme´diaire d’instructions de´crites dans la section 2.2.
2.1.2 Mode`le d’exe´cution
Nous venons de de´crire un syste`me re´actif comme un ensemble de composants exe´cute´s en
paralle`le dans un environnement commun et re´pondant aux activations. En fait, chacun de
ces composants est de´crit a` l’aide d’instructions re´actives que nous de´taillerons dans l’API de
Junior (section 2.2). Ces instructions re´actives sont enregistre´es et exe´cute´es par une machine
re´active.
Les instructions
Les instructions re´actives en Junior sont des objets Java avec un certain nombre de
me´thodes de´clare´es. L’exe´cution d’une instruction re´active retourne un statut qui indique
l’e´tat de l’instruction. Les trois statuts retourne´s sont TERM, STOP et SUSP. Dans la version
Storm, le statut WAIT a e´te´ rajoute´. C’est cette version que l’on conside`re ici.
• TERM indique que l’instruction a comple`tement termine´ son exe´cution pour l’instant
courant et les suivants. Si l’on re´active une instruction qui a renvoye´ le statut TERM,
il ne se passera plus rien et elle renverra toujours le statut TERM.
• STOP indique que l’instruction a atteint un e´tat stable et a termine´ son exe´cution
pour l’instant courant, mais qu’il y aura encore quelque chose a` effectuer aux instants
suivants. L’exe´cution reprendra a` l’endroit ou` l’instruction s’est stoppe´e.
• SUSP indique que l’instruction n’est pas encore dans un e´tat stable et doit donc eˆtre
re´-exe´cute´e au cours du meˆme instant.
• WAIT a e´te´ rajoute´ dans la version Storm de Junior pour des questions d’efficacite´.
Ce statut est renvoye´ par les instructions e´ve´nementielles pour indiquer qu’elles sont en
attente d’un e´ve´nement et qu’il n’est pas ne´cessaire de les re´activer tant que l’e´ve´nement
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n’est pas pre´sent ou tant que la fin d’instant n’a pas e´te´ de´clare´e. Cela e´vite de repasser
a` chaque micro-e´tape sur l’ensemble des instructions en attente d’un e´ve´nement, et
d’exe´cuter seulement celles dont l’e´ve´nement de´clencheur a e´te´ ge´ne´re´.
Le statut WAIT n’apparaˆıt pas directement dans la spe´cification de Junior . Nous l’uti-
liserons tout de meˆme dans la suite des explications, car les modifications que nous avons
apporte´es sont base´es sur la se´mantique et l’imple´mentation de Storm.
La machine re´active
La machine re´active exe´cute les instructions re´actives a` chacune des ses activations. Plus
pre´cise´ment, elle contient une re´fe´rence vers la racine de l’arbre de programmes et elle demande
sa re´e´criture. C’est la machine re´active qui ge`re les diffe´rentes notions explicite´es dans la
section 2.1.1. Pour pre´ciser le fonctionnement de la machine, nous de´crirons le fonctionnement
de la machine dans la version Storm.
Apre`s une activation de la machine, seule celle-ci peut de´clarer la fin de l’instant. Pour cela,
elle exe´cute le programme qu’elle contient et, tant que cette exe´cution renvoie le statut SUSP,
elle continue cette exe´cution. Nous pouvons remarquer ici la notion de micro-e´tapes. Une
micro-e´tape correspond a` une exe´cution du programme contenu par la machine. Si l’exe´cution
renvoie le statut WAIT, cela signifie qu’il ne reste que des programmes bloque´s en attente
d’e´ve´nements et qu’aucun programme ne peut progresser (plus aucun e´ve´nement ne peut eˆtre
ge´ne´re´). Dans ce cas, la fin d’instant est de´clare´e. La fin d’instant e´quivaut a` une leve´e de
drapeau dans l’environnement d’exe´cution a` la suite de quoi la machine exe´cute une dernie`re
fois son programme pour que toutes les instructions en attente d’un e´ve´nement puissent
de´clarer son absence, se pre´parer a` re´agir a` l’instant suivant et retourner le statut STOP.
Pour finir un instant, il faut que l’exe´cution du programme renvoie STOP ou TERM.
La diffusion d’e´ve´nement est assure´e par l’interme´diaire d’un environnement dans le-
quel le programme de la machine re´active est exe´cute´. Cet environnement e´volue graˆce aux
e´ve´nements ge´ne´re´s au cours de l’instant et est re´initialise´ par la machine re´active a` la fin de
chaque instant.
Enfin, la concurrence est exprime´e a` l’aide d’une instruction re´active (Par). La notion
de dynamisme est caracte´rise´e par la possibilite´ d’ajouter dynamiquement des programmes
a` la machine re´active en cours d’exe´cution. Ces programmes sont mis en paralle`le avec le
programme de´ja` exe´cute´ par la machine en utilisant l’instruction de concurrence. Cette mise
en paralle`le est effectue´e pour l’instant suivant celui de l’ajout du programme a` la machine et
ceci pour garantir une fin d’instant dans tous les cas. En effet, on conside`re qu’un instant a une
certaine dure´e et, que, pour de´clarer la fin d’instant, il faut que tous les composants paralle`les
aient fini leur exe´cution pour l’instant concerne´. Donc, si des programmes e´taient rajoute´s en
permanence durant l’instant courant, il y aurait un risque qu’ils n’atteignent jamais un e´tat
stable et que la fin d’instant ne puisse jamais eˆtre de´clare´e.
2.2 API de Junior
Junior dispose d’une interface de programmation, appele´e Jr, qui fournit un ensemble de
me´thodes pour acce´der directement aux instructions re´actives. Cela permet aussi de masquer
les diffe´rences potentielles entre diverses imple´mentations de Junior . Dans cette partie, nous
allons de´tailler les instructions de l’API standard de Junior . Ces instructions ne sont pas
simplement des mots cle´s comme dans d’autres langages, mais sont repre´sente´es par des objets
20 CHAPITRE 2. MODE`LE RE´ACTIF
Java qui imple´mentent les re`gles de re´e´critures. Des facilite´s syntaxiques ont e´te´ ajoute´es a`
Jr et a` son extension Jre, mais nous ne les de´taillerons pas ici.
Nous distinguons plusieurs types d’instructions re´actives :
– celles qui exe´cutent le code Java de´fini par l’utilisateur
– les instructions d’ordonnancement de base, c’est-a`-dire la se´quence, la composition pa-
ralle`le, les boucles, les tests boole´ens.
– les instructions e´ve´nementielles qui permettent de ge´ne´rer des e´ve´nements ou de re´agir
en fonction de la pre´sence ou de l’absence d’un ou plusieurs e´ve´nements.
La se´mantique des instructions que nous allons de´crire est donne´e dans [39].
2.2.1 Interfac¸age avec Java
Les Wrappers
Les wrappers sont des pointeurs vers des donne´es qui ne sont pas de´finies au moment de
la cre´ation du programme. Cela permet aux instructions re´actives d’utiliser des valeurs qui ne
seront disponibles qu’apre`s certains calculs. Les wrappers sont des objets Java que l’utilisa-
teur doit imple´menter et qui disposent d’une me´thode appele´e evaluate(Environment env).
L’appel a` cette me´thode va e´valuer et retourner la donne´e dont l’instruction re´active a besoin
pour s’exe´cuter. Il y a 4 types de wrappers utilise´s par les instructions de l’API standard :
• IdentifierWrapper qui renvoie un objet Java qui imple´mente l’interface Identifier.
Cette interface Identifier est utilise´e pour de´signer les e´ve´nements.
• IntegerWrapper qui renvoie un entier.
• BooleanWrapper qui renvoie un boole´en.
• ObjectWrapper qui renvoie un objet Java.
Les instructions
• Jr.Atom(Action a)
Cette instruction exe´cute un atome et termine imme´diatement en renvoyant TERM. Les
atomes (ou actions atomiques) permettent d’exe´cuter du code Java et donc d’interagir
avec l’environnement Java de fac¸on atomique. En effet, aucun autre code Java exe´cute´
par la machine re´active ne peut interrompre l’exe´cution de l’atome. Il n’est donc pas
ne´cessaire de prote´ger les objets manipule´s par des verrous. Par contre, aucune garantie
n’est donne´e quant au partage, entre plusieurs threads Java, des objets manipule´s par
les actions atomiques. La proprie´te´ d’atomicite´ n’a donc de sens que dans le contexte
de la machine re´active.
Cette me´thode prend en parame`tre un objet qui imple´mente l’interface Action et qui
contient une me´thode ✈♦✐❞ execute(Environment env). C’est dans cette me´thode que
doit se situer le code Java a` exe´cuter.
• Jr.Link(ObjectWrapper objWrap, Program body)
Cette instruction associe un objet Java a` l’exe´cution d’un programme re´actif. L’objet
Java associe´ est obtenu apre`s e´valuation du wrapper d’objet. En fait, cette instruction
place l’objet Java dans l’environnement d’exe´cution pour que le programme re´actif
exe´cute´ puisse interagir avec lui.
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2.2.2 Les instructions de base
• Jr.Nothing()
Cette instruction ne fait rien et termine imme´diatement, ce qui correspond a` retourner
TERM a` chaque activation.
• Jr.Stop()
Cette instruction termine l’exe´cution d’une se´quence d’instructions pour l’instant cou-
rant. Cela correspond a` retourner STOP a` la premie`re activation et TERM a` toutes les
suivantes.
• Jr.Seq(Program first, Program second)
Cette instruction binaire exe´cute se´quentiellement le programme first puis le pro-
gramme second. Le programme second ne pourra eˆtre exe´cute´ qu’a` partir du moment
ou` l’exe´cution du premier renverra TERM. L’instruction Seq est termine´e quand le
programme second est termine´.
• Jr.Par(Program left, Program right)
Cette instruction binaire exe´cute deux programmes left et right en paralle`le. Cela
ne signifie pas que les deux programmes vont eˆtre exe´cute´s en meˆme temps, mais sim-
plement qu’ils sont active´s a` chaque instant d’exe´cution de l’instruction Par tant qu’ils
ne sont pas termine´s. L’instruction Par termine uniquement quand left et right sont
termine´s. Le tableau suivant de´termine le statut retourne´ a` chaque activation de l’ins-
truction Par en fonction du statut des deux programmes left et right.
left\right TERM STOP WAIT SUSP
TERM TERM STOP WAIT SUSP
STOP STOP STOP WAIT SUSP
WAIT WAIT WAIT WAIT SUSP
SUSP SUSP SUSP SUSP SUSP
Tab. 2.1 – Statut retourne´ par l’instruction Par
A` la diffe´rence des SugarCubes ou` l’ope´rateur de concurrence, nomme´ Merge, est de´ter-
ministe, dans Junior , l’ordre dans lequel les deux programmes sont appele´s n’est pas
de´termine´. Cette diffe´rence permet une plus grande diversite´ dans l’imple´mentation. Ce-
pendant, les versions Rewrite, Replace et Storm imple´mentent l’instruction Par comme
un Merge ou` l’on exe´cute d’abord left puis right.
• Jr.Loop(Program body)
Cette instruction exe´cute en boucle le programme body. De`s que body se termine, il est
re´initialise´ puis imme´diatement re´-exe´cute´. Cela signifie que les wrappers qui avaient
e´te´ evalue´s le seront a` nouveau a` la prochaine exe´cution. Ceci est une optimisation du
syste`me car il est moins couˆteux de re´initialiser les instructions entre deux exe´cutions
plutoˆt que de recre´er, a` chaque ite´ration, une nouvelle instance du programme.
L’utilisation de cette instruction peut cependant poser le proble`me de boucle instan-
tane´e. En effet, si l’exe´cution de body est instantane´e, l’instruction Loop ne peut conver-
ger vers un e´tat stable en temps fini, puisque body sera imme´diatement re´-exe´cute´.
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Une boucle instantane´e est un tre`s gros proble`me pour un syste`me re´actif, puisqu’elle
empeˆche le syste`me de parvenir a` un e´tat stable, ce qui empeˆche l’instant de se finir.
Certaines versions de Junior et des SugarCubes utilisent des heuristiques [70] pour
de´tecter les boucles instantane´es et les stopper.
• Jr.Repeat(IntegerWrapper num, Program body)
Cette instruction exe´cute un nombre fini de fois le programme body. Ce nombre est
de´fini a` la premie`re activation de Repeat en e´valuant le wrapper d’entier. Comme pour
Loop, a` la fin de chaque exe´cution, body est re´initialise´. Par contre, le proble`me de
boucle instantane´e ne se pose pas ici, puisque le nombre d’ite´rations est fini, ce qui
implique que le programme converge toujours vers un e´tat stable en temps fini.
• Jr.If(BooleanWrapper cond, Program thenInst, Program elseInst)
Cette instruction exe´cute le programme thenInst ou le programme elseInst en fonc-
tion du re´sultat retourne´ par l’e´valuation du wrapper. Si l’e´valuation du wrapper re-
tourne true alors thenInst est exe´cute´. Dans le cas contraire, c’est le programme
elseInst qui est exe´cute´. Cette e´valuation n’a lieu qu’a` la premie`re activation de l’ins-
truction If. En effet, l’exe´cution du programme thenInst ou elseInst peut durer
plusieurs instants et, au cours des instants suivants, le wrapper n’est pas re´e´value´. Le
re´sultat obtenu lors de la premie`re activation est re´utilise´.
2.2.3 E´ve´nements et configurations e´ve´nementielles
Les e´ve´nements
Comme nous l’avons vu, l’approche re´active dispose d’un moyen de communication puis-
sant : la diffusion d’e´ve´nement. Un e´ve´nement en Junior est un objet Java qui imple´mente
l’interface Identifier pour laquelle il faut rede´finir deux me´thodes pre´sentes dans la classe
Object :
• ❜♦♦❧❡❛♥ equals(Object obj) Cette me´thode permet de ve´rifier que deux objets Java
sont bien des identificateurs du meˆme e´ve´nement.
• ✐♥t hashCode() Les e´ve´nements e´tant stocke´s dans une table de hachage, il faut que
deux identificateurs repre´sentant le meˆme e´ve´nement retournent la meˆme cle´ de hachage.
Les configurations e´ve´nementielles
Un e´ve´nement peut eˆtre pre´sent ou absent pour un instant donne´. Le statut de pre´sence
d’un e´ve´nement est donc de´fini par un boole´en. Une configuration e´ve´nementielle est une
expression boole´enne qui permet de tester la pre´sence d’un ou plusieurs e´ve´nements. En
Junior , une configuration e´ve´nementielle imple´mente l’interface Configuration et s’exprime
a` partir des 4 constructions suivantes :
• Jr.Presence(IdentifierWrapper idWrap)
Cette configuration teste la pre´sence d’un e´ve´nement dont l’identificateur est obtenu a`
partir de l’e´valuation du wrapper d’e´ve´nement. L’e´valuation du wrapper est effectue´e
au moment du premier test de pre´sence de l’e´ve´nement.
• Jr.And(Configuration c1, Configuration c2)
Cette configuration exprime la conjonction de deux configurations e´ve´nementielles.
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• Jr.Or(Configuration c1, Configuration c2)
Cette configuration exprime la disjonction de deux configurations e´ve´nementielles.
• Jr.Not(Configuration c)
Cette configuration exprime la ne´gation d’une configuration e´ve´nementielle. L’intro-
duction de cette configuration donne la possibilite´ aux instructions e´ve´nementielles de
re´agir a` l’absence d’un ou plusieurs e´ve´nements.
Les instructions e´ve´nementielles
Les instructions e´ve´nementielles n’utilisent pas toutes des configurations, mais parfois un
e´ve´nement seul. Nous allons maintenant de´tailler les diffe´rentes instructions e´ve´nementielles.
Tous les IdentifierWrapper composant une configuration e´ve´nementielle sont e´value´s une
seule fois avant le premier test de satisfaction de la configuration.
• Jr.Generate(IdentifierWrapper idWrap)
Jr.Generate(IdentifierWrapper idWrap, ObjectWrapper objWrap)
Cette instruction ge´ne`re un e´ve´nement qui est alors conside´re´ comme pre´sent dans
l’environnement d’exe´cution pour l’instant courant. L’identificateur d’e´ve´nement est
obtenu apre`s e´valuation du wrapper d’e´ve´nement. La seconde version de l’instruction
permet de ge´ne´rer un e´ve´nement et de lui associer une valeur. Cette valeur est obtenue
apre`s e´valuation du wrapper d’objet Java. Cette instruction termine imme´diatement
apre`s avoir modifie´ l’environnement d’exe´cution.
• Jr.Await(Configuration c)
Cette instruction bloque l’exe´cution d’une se´quence tant que la configuration e´ve´ne-
mentielle n’a pas e´te´ satisfaite. De`s que celle-ci est satisfaite, l’instruction termine. Il se
peut que cette configuration ne soit satisfaite qu’a` la fin de l’instant, si celle-ci est en
attente d’une absence d’e´ve´nement. Dans ce cas, l’instruction termine uniquement au
prochain instant.
• Jr.When(Configuration c, Program thenInst, Program elseInst)
Cette instruction correspond a` l’instruction If, excepte´ qu’au lieu d’e´valuer un Boolean
Wrapper, une configuration e´ve´nementielle est e´value´e. Si cette configuration e´ve´nemen-
tielle est satisfaite, alors le programme thenInst est exe´cute´, sinon c’est le programme
elseInst. L’exe´cution de thenInst ou elseInst peut eˆtre reporte´e a` l’instant suivant
en fonction de la configuration e´ve´nementielle. En effet, la de´cision de satisfaction ou de
non-satisfaction de la configuration e´ve´nementielle peut eˆtre reporte´e a` la fin de l’instant.
L’e´valuation de la configuration e´ve´nementielle n’est faite qu’au premier instant ou`
l’instruction est exe´cute´e.
• Jr.Until(Configuration c, Program body, Program handler)
Cette instruction pre´empte le programme body de`s que la configuration e´ve´nementielle
est satisfaite. Tant que la configuration n’est pas satisfaite, body continue son exe´cution.
A` l’instant ou` la configuration est satisfaite, on attend que l’exe´cution de body soit
finie pour l’instant courant avant de le pre´empter. Si la pre´emption a lieu avant que
la fin d’instant est de´clare´e, le programme handler est imme´diatement exe´cute´, sinon
l’exe´cution de handler est reporte´e a` l’instant suivant. La configuration e´ve´nementielle
est teste´e a` chaque instant d’exe´cution de body.
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• Jr.Freezable(IdentifierWrapper idWrap, Program body)
Cette instruction effectue e´galement une pre´emption sur le programme body. Cepen-
dant, contrairement a` Until, la pre´emption se fait sur la pre´sence d’un e´ve´nement
obtenu apre`s e´valuation du wrapper a` la premie`re exe´cution de l’instruction. Comme
Until, c’est une pre´emption faible. A` l’instant ou` l’e´ve´nement est ge´ne´re´, Freezable
attend que body termine pour l’instant courant avant de le pre´empter et il stocke ensuite
le re´sidu de body dans l’environnement d’exe´cution en le mettant en paralle`le avec les
autres programmes gele´s sur le meˆme e´ve´nement. L’instruction termine au moment ou`
le programme body a e´te´ pre´empte´.
• Jr.Control(IdentifierWrapper idWrap, Program body)
Cette instruction conditionne l’exe´cution de body, c’est-a`-dire que body ne sera exe´cute´
qu’aux instants ou` un e´ve´nement sera pre´sent. Cet e´ve´nement est obtenu apre`s e´valua-
tion du wrapper, a` la premie`re exe´cution de Control.
• Jr.Local(Identifier id, Program body)
Cette instruction de´finit un e´ve´nement dont la porte´e est le programme body. Cela
signifie que si l’e´ve´nement est ge´ne´re´ en dehors de body, alors il ne sera pas vu comme
pre´sent dans l’exe´cution de body et re´ciproquement.
2.2.4 Machine et environnement d’exe´cution
La machine re´active est l’entite´ qui exe´cute les instructions re´actives. L’environnement
d’exe´cution et la machine re´active sont, en Junior , deux entite´s distinctes mais totalement
de´pendantes l’une de l’autre. L’environnement d’exe´cution ge`re l’ensemble des e´ve´nements qui
ont e´te´ ge´ne´re´s au cours de l’instant et des programmes qui ont e´te´ gele´s a` l’instant pre´ce´dent.
De son coˆte´, la machine re´active ge`re l’exe´cution des instructions, les ajouts de programmes
et de´clare les fins d’instants et re´initialise l’environnement.
La machine re´active
Junior propose deux types de machines re´actives : la safe-machine et l’unsafe-machine.
La diffe´rence entre ces deux types de machines est que la safe-machine est conc¸ue pour
fonctionner dans un environnement multi-threade´. Les e´ve´nements ge´ne´re´s dans une unsafe-
machine sont perdus a` partir du moment ou` la fin d’instant est de´clare´e. Dans une safe-
machine, on a la garantie de traiter tous les e´ve´nements ge´ne´re´s meˆme si plusieurs threads
Java acce`dent et/ou modifient la machine en meˆme temps. Ces deux types de machine sont
accessibles a` travers l’API par les deux me´thodes suivantes :
• Jr.Machine(Program p)
Cette me´thode cre´e une unsafe-machine exe´cutant le programme p.
• Jr.SafeMachine(Program p)
Cette me´thode cre´e une safe-machine exe´cutant le programme p.
Pour interagir avec la machine, l’utilisateur dispose des me´thodes suivantes :
• ✈♦✐❞ add(Program p)
Cette me´thode ajoute un programme en paralle`le a` ceux qui sont de´ja` charge´s dans la
machine. Cet ajout est pris en compte a` l’instant suivant. La safe-machine n’ajoute pas
directement le programme, mais une copie de celui-ci.
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• ❜♦♦❧❡❛♥ react()
Cette me´thode fait progresser d’un instant le programme charge´ dans la machine. La
me´thode retourne un boole´en qui indique s’il reste encore quelque chose a` faire a` l’instant
suivant. La safe-machine bloque les appels a` cette me´thode provenant d’autres threads
quand un instant est en train d’eˆtre exe´cute´. Elle empeˆche aussi les appels re´-entrants,
c’est-a`-dire que si une action atomique appelle la me´thode react sur la machine qui
l’exe´cute, cette dernie`re renverra imme´diatement false sans rien exe´cuter.
• ✈♦✐❞ generate(Identifier id)
✈♦✐❞ generate(Identifier id, Object obj)
Ces deux me´thodes ge´ne`rent, respectivement, un e´ve´nement sans ou avec une valeur
dans la machine sans passer par l’instruction Generate. Une ge´ne´ration dans la safe-
machine se fait a` l’instant courant si la fin d’instant n’a pas e´te´ de´clare´e. Si elle a e´te´
de´clare´e, la ge´ne´ration est prise en compte a` l’instant suivant. A` l’inverse, pour l’unsafe-
machine, l’e´ve´nement est perdu si la ge´ne´ration est faite apre`s que la fin d’instant soit
de´clare´e.
• Program getFrozen(Identifier id)
Cette me´thode retourne les programmes qui ont e´te´ gele´s a` l’instant pre´ce´dent par l’ins-
truction Freezable sur ge´ne´ration de l’e´ve´nement id. Pour un e´ve´nement donne´, on ne
peut re´cupe´rer qu’une seule fois ces programmes.
L’environnement d’exe´cution
De meˆme qu’il y a des safe-machine et des unsafe-machine, l’API dispose aussi de safe-
environnement et de unsafe-environnement. Dans l’exe´cution des actions atomiques et dans
l’e´valuation des wrappers, l’environnement d’exe´cution est passe´ en re´fe´rence, ce qui per-
met d’acce´der a` certaines informations concernant l’environnement par l’interme´diaire des
me´thodes suivantes :
• Object[] currentValues(Identifier id)
Cette me´thode retourne un tableau regroupant les valeurs associe´es aux ge´ne´rations
de l’e´ve´nement id pour l’instant courant. Les valeurs obtenues sont celles qui ont de´ja`
e´te´ ge´ne´re´es. Il est donc possible qu’il y ait encore d’autres ge´ne´rations value´es dans le
meˆme instant.
• Object[] previousValues(Identifier id)
Cette me´thode retourne un tableau regroupant toutes les valeurs associe´es aux ge´ne´ra-
tions de l’e´ve´nement id pour l’instant pre´ce´dent. En utilisant cette me´thode, on a la
certitude d’avoir toutes les valeurs ge´ne´re´es au cours de l’instant pre´ce´dent.
• Program getFrozen(Identifier id)
Cette me´thode retourne les programmes qui ont e´te´ gele´s a` l’instant pre´ce´dent par l’ins-
truction Freezable sur ge´ne´ration de l’e´ve´nement id. Pour un e´ve´nement donne´, on ne
peut re´cupe´rer qu’une seule fois ces programmes.
• Object linkedObject()
Cette me´thode retourne l’objet qui est lie´ au programme en train d’eˆtre exe´cute´.
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2.2.5 Exemple d’utilisation de Junior
Nous allons maintenant pre´senter un exemple qui illustre la fac¸on de cre´er un programme
avec Junior et de l’exe´cuter. Dans le programme suivant, nous allons montrer comment simuler
un thread Java dont on peut de´marrer, stopper, suspendre et reprendre l’exe´cution. Nous
utiliserons l’interface Jre qui est une extension de l’interface Jr. Cette extension offre des
facilite´s syntaxiques en permettant, par exemple, de de´finir des e´ve´nements par l’interme´diaire
de chaˆınes de caracte`res.
✐♠♣♦rt jre.Jre;
✐♠♣♦rt junior.Jr;
✐♠♣♦rt junior.Machine;
✐♠♣♦rt junior.Program;
♣✉❜❧✐❝ ❝❧❛ss Thread
{
♣✉❜❧✐❝ st❛t✐❝ ✈♦✐❞ main(String[] args)
{
Program toExecute = Jr.Loop(Jr.Seq(Jr.Print("stepped-"), Jr.Stop()));
Program control =
Jr.Seq(
Jr.Seq(Jre.Await("start"), Jr.Print("started-")),
Jre.Until("stop",
Jre.Local("step",
Jr.Par(
Jr.Loop(
Jre.Until("suspend",
Jr.Loop(Jr.Seq(Jre.Generate("step"), Jr.Stop())),
Jr.Seq(
Jr.Print("suspended-"),
Jre.When("resume",
Jr.Seq(Jr.Print("resumed-"), Jr.Stop()),
Jr.Seq(Jre.Await("resume"), Jr.Print("resumed-")))))),
Jre.Control("step", toExecute))),
Jr.Print("stopped")));
Machine machine = Jr.Machine(control);
❢♦r (✐♥t i = 1; i <= 12; i++)
{
System.out.print(i + ":");
s✇✐t❝❤ (i)
{
❝❛s❡ 2 : machine.add(Jre.Generate("start"));
❜r❡❛❦;
❝❛s❡ 5 : machine.generate(Jre.StringIdentifier("suspend"));
❜r❡❛❦;
❝❛s❡ 7 : machine.add(Jre.Generate("resume"));
❜r❡❛❦;
❝❛s❡ 9 : machine.generate(Jre.StringIdentifier("stop"));
❜r❡❛❦;
}
machine.react();
System.out.println();
}
}
}
Tab. 2.2 – Exemple en Junior
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Pour afficher les traces de l’exe´cution, nous utilisons la me´thode Print("message")
pre´sente dans l’interface Jr. Cet appel de me´thode e´quivaut a` l’utilisation de l’action ato-
mique Jr.Action(♥❡✇ Print("message")) qui se charge de l’affichage.
Le programme que doit exe´cuter le thread est contenu dans la variable toExecute et,
dans notre exemple, il affiche, a` chaque instant d’exe´cution, le message "stepped-". Le pro-
gramme control contient la structure qui va controˆler l’exe´cution du thread. Cette structure
de controˆle peut eˆtre manipule´e par l’interme´diaire de quatre e´ve´nements :
• start qui de´marre l’exe´cution du thread. Tant que cet e´ve´nement n’est pas ge´ne´re´, le
thread est bloque´.
• stop qui arreˆte de´finitivement l’exe´cution du thread. De`s l’instant suivant la ge´ne´ration
de cet e´ve´nement, le programme ne peut plus eˆtre exe´cute´, quels que soient les e´ve´ne-
ments qui sont ge´ne´re´s.
• suspend qui stoppe momentane´ment l’exe´cution du thread. La ge´ne´ration de cet e´ve´-
nement pre´empte la ge´ne´ration de l’e´ve´nement local step ce qui implique que le pro-
gramme toExecute sera suspendu a` partir de l’instant suivant.
• resume qui reprend une exe´cution apre`s suspension. La ge´ne´ration de cet e´ve´nement
permet de rede´marrer la boucle qui ge´ne`re l’e´ve´nement local step a` chaque instant. Si
l’e´ve´nement resume est ge´ne´re´ au meˆme instant que l’e´ve´nement suspend, l’exe´cution
continuera normalement a` l’instant suivant.
L’e´ve´nement local step sert d’interme´diaire. En effet, si la pre´emption e´tait directe-
ment applique´e a` toExecute, l’exe´cution du thread devrait eˆtre rede´marre´e comple`tement
a` chaque reprise de l’exe´cution. Il est donc pre´fe´rable de pre´empter uniquement la ge´ne´ration
de l’e´ve´nement qui controˆle l’exe´cution du thread. Dans notre exemple, cela n’aurait cepen-
dant pas vraiment eu d’importance puisque le thread exe´cute cycliquement un programme
qui ne dure qu’un instant.
Une fois le programme re´alise´, il faut cre´er une machine re´active et le charger. Ensuite,
il ne reste qu’a` appeler n fois la me´thode react() pour exe´cuter n instants du programme.
A` plusieurs reprises, la machine est modifie´e entre deux instants soit par des ajouts de pro-
grammes qui ge´ne`rent les e´ve´nements souhaite´s, soit par la ge´ne´ration externe des e´ve´nements.
L’exe´cution de ce programme retourne la trace suivante :
1:
2:started-stepped-
3:stepped-
4:suspended-stepped-
5:
6:resumed-stepped-
7:stepped-
8:stepped-
9:stopped
10:
11:
12:
Nous pouvons observer que les messages suspended et stepped sont affiche´s au meˆme ins-
tant. En effet, l’instruction Until permettant uniquement d’effectuer une pre´emption faible,
le programme est quand meˆme exe´cute´ a` l’instant de ge´ne´ration de l’e´ve´nement suspend.
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2.3 Mode`le d’exe´cution de Reflex
Dans le cadre de la construction d’un syste`me comme celui des Icobjs, nous proposons
certaines modifications de l’API standard de Junior qui concernent l’ajout, le retrait ou la
modification de la se´mantique de certaines instructions. Ces propositions sont faites pour
ame´liorer l’efficacite´ du moteur et, surtout, pour obtenir une plus grande re´gularite´ dans
le comportement des instructions e´ve´nementielles, cette re´gularite´ e´tant ne´cessaire dans le
cadre des compositions graphiques de comportements (cf. section 5.2). Pour imple´menter ces
modifications, nous avons cre´e´ un nouveau moteur de´die´ aux Icobjs. La nouvelle API appele´e
Ic, exclusivement destine´e a` l’utilisation des Icobjs, reste cependant assez proche de celle de
Junior .
L’API de Junior a e´te´ modifie´e sur plusieurs aspects que nous de´taillons dans cette par-
tie. Le premier aspect qui concerne l’ensemble des instructions est de permettre la sauve-
garde et la migration des programmes en rendant tous les objets de l’API se´rialisables. Le
second aspect concerne la re´gularite´ des instructions de Junior . Cela se caracte´rise par le re-
trait de la configuration Not et par l’introduction de Kill comme instruction de pre´emption
re´gulie`re. De plus, le retrait de Not permet d’e´tendre l’instruction Control aux configurations
e´ve´nementielles. Le troisie`me aspect concerne la mise en place d’un mode`le d’objets re´actifs
(introduction de l’instruction IcobjThread et modifications apporte´es a` la machine re´active)
et traite des conse´quences de l’utilisation de ce mode`le (retrait des instructions Freezable et
Link). Enfin, le dernier aspect que nous e´voquons est l’introduction des instructions Scanner
et Run qui permettent de de´finir des comportements plus modulaires.
2.3.1 Se´rialisation des objets de l’API
Toutes les instructions sont de´clare´es comme e´tant de type Serializable pour permettre
leur enregistrement dans un fichier et la mise en place du me´canisme de migration. De
meˆme, tout objet manipule´ par l’environnement, comme les valeurs associe´es aux ge´ne´rations
d’e´ve´nements, sont e´galement se´rialisables. Ainsi, les wrappers d’objets Java ne retournent
plus un objet de type Object, mais de type Serializable.
2.3.2 Disparition de la configuration Not
Le retrait de la configuration e´ve´nementielle Not est l’une des principales modifications
apporte´es a` l’API. Les raisons de ce retrait sont multiples. La premie`re raison est qu’il permet
a` toutes les instructions e´ve´nementielles d’eˆtre plus re´gulie`res dans leur fonctionnement. En
effet, nous voulons pouvoir de´terminer de fac¸on statique sur chacune des instructions quelle
branche est exe´cute´e a` quel instant. Par exemple, dans le cas de l’instruction When, nous
voulons pouvoir garantir que la branche then est toujours exe´cute´e a` l’instant courant si la
configuration est satisfaite et, si ce n’est pas le cas, que la branche else est toujours exe´cute´e
a` l’instant suivant. Ce n’est pas le cas en utilisant la configuration Not qui retarde obliga-
toirement la re´action a` l’instant suivant. Prenons l’exemple du programme de la table 2.3.
Ce programme affiche le message thenBranch soit a` l’instant courant si l’e´ve´nement A est
pre´sent, soit a` l’instant suivant si B est absent. Par contre, le message elseBranch ne peut
eˆtre affiche´ qu’a` l’instant suivant, puisque pour cela, il faut que A soit absent et B pre´sent
alors que la de´tection de l’absence de A prend ne´cessairement un instant. On a donc ici un
comportement dissyme´trique qui complique la programmation.
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When( "A" Or Not("B"))
then print "thenBranch";
❡❧s❡ print "elseBranch";
Tab. 2.3 – Exemple d’irre´gularite´ du comportement de When
La seconde raison du retrait de Not est lie´e a` la gestion e´ve´nementielle en ge´ne´ral. Dans
les langages comme Java, ou dans des langages de´die´s a` la cre´ation de mondes virtuels et
d’animations comme VRML-X3D [79], on ne re´agit en fait jamais a` l’absence d’un e´ve´nement.
L’e´ve´nement sert uniquement de de´clencheur a` une re´action. Plus ge´ne´ralement, la notion
d’absence d’un e´ve´nement ne prend ve´ritablement son sens que par rapport a` la notion d’ins-
tant. En effet, on ne peut de´terminer l’absence d’un e´ve´nement que si on conside`re une dure´e
relative durant laquelle un e´ve´nement devrait eˆtre pre´sent. Dans Junior , on peut distinguer
deux types d’instructions e´ve´nementielles : celles qui s’inte´ressent uniquement a` la satisfaction
d’une configuration et qui attendent de fac¸on bloquante cette satisfaction (Await, Control)
et celles qui s’inte´ressent, a` la fois, a` la satisfaction et a` la non-satisfaction d’une configura-
tion (When, Until). Dans le contexte des Icobjs, nous avons choisi de nous passer de l’attente
bloquante sur des absences d’e´ve´nements et donc de la configuration Not.
Nous pouvons noter que Await n’est pas une instruction primitive. En effet, le compor-
tement de celle-ci peut eˆtre simule´ par l’interme´diaire d’autres instructions de l’API comme
cela est de´crit dans la table 2.4. Cette traduction est possible car Until permet de pre´empter
des programmes et d’exe´cuter le handler dans le meˆme instant (ce qui n’est pas le cas avec
l’instruction Kill conside´re´e dans la section 2.3.3).
Jre.Local("S",
Jre.Until("S",
Jr.Loop(
Jr.Seq(
Jre.When(C,
Jr.Seq(Jre.Generate("S"), Jr.Stop()),
Jr.Nothing())))))
Tab. 2.4 – Programme simulant le programme Jr.Await(C)
Enfin, la dernie`re raison pour laquelle on veut retirer Not est lie´e a` l’imple´mentation. Le fait
d’avoir des instructions avec un comportement plus re´gulier permet de de´finir des algorithmes
plus simples et donc plus efficaces. En particulier, les instructions e´ve´nementielles bloquantes
ne peuvent eˆtre re´veille´es que par la ge´ne´ration de l’e´ve´nement attendu. Sans Not, il n’est
plus ne´cessaire de pre´voir des me´canismes supple´mentaires pour re´veiller, a` la fin de l’instant,
toutes les instructions qui attendent des absences d’e´ve´nements.
La disparition de Not entraˆıne une perte d’expressivite´ par rapport a` Junior . Cependant,
il reste toujours possible d’exprimer des configurations e´ve´nementielles en attente de l’absence
d’e´ve´nement, par l’interme´diaire de l’instruction When. Par exemple, dans le cas de l’instruc-
tion Await, on peut simuler l’attente d’absence d’e´ve´nement en utilisant la meˆme ide´e que
celle du programme de´crit dans la table 2.4. La table 2.5 montre des exemples simulant des
attentes d’absence d’e´ve´nement.
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Jr.Await(Jr.Not(A))
Jre.Local("S",
Jre.Until("S",
Jr.Loop(
Jre.When("A",
Jr.Stop(),
Jr.Seq(Jre.Generate("S"), Jr.Stop())))))
Jr.Await(Jr.And(A, Jr.Not(B)))
Jre.Local("S",
Jre.Until("S",
Jr.Loop(
Jr.Seq(
Jre.Await("A"),
Jre.When("B",
Jr.Stop(),
Jr.Seq(Jre.Generate("S"), Jr.Stop()))))))
Jr.Await(Jr.Or(A, Jr.Not(B)))
Jre.Local("S",
Jre.Until("S",
Jr.Par(
Jr.Seq(
Jre.Await(Jre.Or("A","S")),
Jre.Generate("S")),
Jr.Loop(
Jre.When(Jre.Or("B","S"),
Jr.Stop(),
Jr.Seq(Jre.Generate("S"), Jr.Stop()))))))
Tab. 2.5 – Attente sur absence d’e´ve´nement
Finalement, la seule limitation re´elle qu’entraˆıne cette perte d’expressivite´ concerne la
pre´emption. La traduction de la pre´emption sur absence d’e´ve´nement n’est pas possible
directement. En effet, en utilisant, dans le cadre d’une pre´emption, une instruction When
pour de´tecter l’absence des e´ve´nements (cf. table 2.4), on exe´cute obligatoirement un instant
supple´mentaire du comportement a` pre´empter. En l’absence de Not, la seule instruction de
l’API permettant de de´tecter l’absence d’un e´ve´nement est When. La re´action a` cette absence
est, selon les re`gles de re´e´critures, reporte´e a` l’instant suivant. Or, en exe´cutant un instant
supple´mentaire, le corps de l’instruction Until sera obligatoirement exe´cute´ a` nouveau et il
faudra attendre que celui-ci atteigne un e´tat stable avant de pouvoir le pre´empter. Cela tient
dans le fait que Until est une instruction primitive et que l’on ne dispose pas de me´canisme
de pre´emption forte comme en Esterel.
2.3.3 Pre´emption re´gulie`re
Nous avons vu dans la section 2.2.3 l’instruction de pre´emption fournie par Junior : Until.
Le proble`me de cette instruction est qu’elle n’est pas re´gulie`re dans le sens ou` l’instant auquel
le handler est exe´cute´ de´pend du moment (pendant ou a` la fin de l’instant) ou` le corps de
l’instruction atteint un e´tat stable. Si le programme pre´empte´ atteint un e´tat stable avant
la fin d’instant, alors le handler est imme´diatement exe´cute´, sinon il est exe´cute´ a` l’instant
suivant. On a donc une situation dissyme´trique source d’irre´gularite´.
Prenons l’exemple du programme suivant :
Jr.Par(
Jre.Generate("preempt"),
Jre.Until("preempt",
Jr.Seq(Jre.Await("event"),Jr.Stop()),
Jr.Print("preempted")))
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L’exe´cution de ce programme, au premier instant, diffe`re selon que l’e´ve´nement event est
pre´sent ou non. Si l’e´ve´nement est pre´sent, alors le programme a` pre´empter atteint un e´tat
stable en arreˆtant son exe´cution sur l’instruction Stop. Puisque l’e´ve´nement de pre´emption
est pre´sent, alors le handler, c’est-a`-dire l’affichage de preempted, est imme´diatement exe´cu-
te´. Si, au contraire, l’e´ve´nement event est absent, alors il faut attendre la fin d’instant pour
que le programme atteigne un e´tat stable. La fin d’instant ayant e´te´ de´clare´e, le handler doit
attendre l’instant suivant pour eˆtre exe´cute´. Dans ce cas, l’affichage de preempted n’aura lieu
qu’a` l’instant suivant.
Initialement, l’instruction Until a e´te´ introduite pour exe´cuter le maximum d’instructions
avant de se stabiliser. Cela ne nous semble pas eˆtre une raison suffisante dans le cadre des
Icobjs. En effet, dans ce cadre, la pre´emption est surtout utilise´e pour changer de mode de
comportement, c’est-a`-dire stopper un comportement cyclique et en exe´cuter un nouveau.
Plus ge´ne´ralement dans le cadre de la programmation re´active graphique (cf. section 5.2), il
nous semble pre´fe´rable d’avoir une instruction de pre´emption au comportement pre´visible,
donc re´gulier, de´pendant le moins possible des spe´cificite´s du comportement a` pre´empter.
Nous voulons connaˆıtre exactement le comportement de l’instruction de pre´emption quand
elle exe´cute sa pre´emption.
C’est pourquoi, comme dans le cas de Glouton[48], l’instruction Kill, reprise au lan-
gage SL [17], a e´te´ rajoute´e a` l’API de Reflex . Comme Until, Kill est une instruction de
pre´emption faible, mais elle a un comportement plus re´gulier au sens ou` le handler est tou-
jours exe´cute´ a` l’instant suivant celui de la pre´emption. La se´mantique de cette instruction
est de´crite dans la section 3.9.1.
2.3.4 Control avec configuration e´ve´nementielle
Dans Junior , l’instruction Control ne conside`re qu’un e´ve´nement et non une configuration
e´ve´nementielle. La raison de cette restriction est d’empeˆcher l’utilisation de la configuration
Not. En effet, par de´finition, l’instruction Control n’exe´cute un programme re´actif qu’aux
instants ou` un e´ve´nement est pre´sent. L’utilisation de Control sur absence d’un e´ve´nement
serait ainsi en contradiction avec la de´finition de l’instruction. De plus, elle serait, comme toute
re´action a` l’absence d’un e´ve´nement, retarde´e jusqu’a` l’instant suivant. Or, Control a pour
but de re´agir imme´diatement aux e´ve´nements. Ce retard entrerait e´galement en contradiction
avec la de´finition de Control.
Dans le cas de Reflex , puisque nous nous passons de la configuration Not, nous pouvons
e´tendre l’instruction Control en permettant l’utilisation d’une configuration e´ve´nementielle.
En effet, nous avons la garantie qu’en l’absence de Not, une configuration e´ve´nementielle, si
elle est satisfaite, l’est toujours avant la fin de l’instant et donc que le programme filtre´ peut
eˆtre imme´diatement exe´cute´.
2.3.5 Retrait de l’instruction Freezable
Initialement, l’instruction Freezable a e´te´ introduite pour coder des agents migrants.
Quand un agent doit partir d’un site, il ge`le son comportement et en re´cupe`re le re´sidu, puis
migre vers un autre site ou` il exe´cute le re´sidu.
Le gel de programme sur ge´ne´ration d’un e´ve´nement, re´alise´ par cette instruction, cor-
respond, pour la partie pre´emption, a` l’instruction Until. Comme nous l’avons signale´ dans
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la section 2.3.3, Until est une instruction au comportement irre´gulier. De plus, l’instruction
Freezable pose d’autres proble`mes que nous allons de´tailler maintenant.
Le premier proble`me de l’instruction Freezable vient de ce qu’elle peut transformer deux
programmes place´s en se´quence en une composition paralle`le de ces deux programmes. En
effet, il est possible de terminer l’exe´cution d’une instruction Freezable et de passer direc-
tement a` l’exe´cution d’autres instructions qui sont en se´quence et qui peuvent eˆtre gele´es sur
le meˆme e´ve´nement, au meˆme instant. L’exemple suivant illustre ce point.
Jr.Seq(
Jre.Freezable("freeze",
Jre.Repeat(5,
Jr.Seq(Jre.Generate("in"), Jr.Stop()))),
Jre.Freezable("freeze"),
Jr.Seq(Jre.Await("out"), Jr.Stop())))
Le comportement de´fini dans cet exemple est de ge´ne´rer, pendant 5 instants, l’e´ve´nement
"in" et ensuite d’attendre la ge´ne´ration de l’e´ve´nement "out". Cet exemple n’est pas re´aliste,
mais il re´ve`le le proble`me. En effet, si l’e´ve´nement de gel "freeze" est ge´ne´re´ par exemple
au 3e`me instant, la boucle finie de ge´ne´ration de l’e´ve´nement "in" est gele´e avant la fin de
l’instant. Ainsi, l’attente de l’e´ve´nement "out" est exe´cute´e et sera gele´e a` la fin d’instant si
l’e´ve´nement est absent. Les re´sidus des deux programmes gele´s sont, au moment du gel, mis en
paralle`le et enregistre´s dans l’environnement. Le programme gele´ va donc ge´ne´rer l’e´ve´nement
"in" tout en attendant "out", ce que ne faisait pas le programme initial.
Le second proble`me de l’instruction Freezable est lie´ a` l’enregistrement du re´sidu du pro-
gramme gele´ dans l’environnement. En effet, on veut que les agents migrants puissent partir
de`s la fin de l’instant. L’utilisation de Freezable ne rend pas cela possible. En effet, on ne
peut re´cupe´rer un programme gele´ qu’a` l’instant suivant le gel, pour re´cupe´rer tous les com-
portements gele´s sur le meˆme e´ve´nement. Pendant le changement d’instant, il peut se passer
diffe´rentes choses (enregistrement dans un fichier, migration de code. . . ) qui vont interfe´rer
avec le bon fonctionnement des Icobjs. Par exemple, si on enregistre l’e´tat d’un icobj a` la
fin de l’instant alors que celui-ci a gele´ une partie de son comportement qui est stocke´ dans
l’environnement, l’enregistrement ne tiendra pas compte de cette partie. Prenons par exemple
le cas de l’instruction DynaPar introduit par R. Acosta dans [2] dont on peut trouver une tra-
duction dans la table 2.6 en REJO en utilisant les instructions Freezable et Run. L’objectif de
DynaPar est d’ajouter dynamiquement a` une instruction Par de nouvelles branches en ge´ne´rant
un e´ve´nement dont la valeur contient le programme a` ajouter. Pour cela, le programme initia-
lement enregistre´ dans l’instruction DynaPar est encapsule´ par une instruction Freezable qui
ge`le le programme sur pre´sence de l’e´ve´nement d’ajout. Lorsque cet e´ve´nement est ge´ne´re´, le
programme est gele´ au plus tard a` la fin de l’instant. A` l’instant suivant, le programme gele´ a`
l’instant pre´ce´dent est re´cupe´re´ dans l’environnement et mis en paralle`le avec l’ensemble des
programmes associe´s a` l’e´ve´nement d’ajout ge´ne´re´ a` l’instant pre´ce´dent. Le proble`me vient de
la possibilite´ d’imbrication de plusieurs instructions Freezable. Conside´rons le cas d’un agent
(comme un REJO) qui exe´cute une instruction DynaPar. Si l’e´ve´nement demandant la migra-
tion de l’agent et l’e´ve´nement d’ajout d’un nouveau comportement a` l’instruction DynaPar
sont ge´ne´re´s au meˆme instant, l’instruction DynaPar et l’instruction Freezable qui encapsule
le comportement de l’agent ge`lent chacune le programme qu’elles encapsulent. DynaPar en-
registre le re´sidu du comportement dans l’environnement pour le re´cupe´rer et le recharger a`
l’instant suivant en y ajoutant tous les programmes associe´s a` l’e´ve´nement d’ajout. De son
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reactive dynaPar(String E, Program body)
{
local("ctl","kill","reload")
par{
freezable ("ctl")
inline body;
handler{
wait "reload";
call reLoad(E);
}
generate "kill";
||
until("kill"){
loop{
wait E;
generate "ctl";
wait ! "kill";
generate "reload";
}
}
}
}
reactive reLoad(String E)
{
freezable("ctl")
par{
call env.getFrozen("ctl");
||
call Jr.Par((Program)env.previousValues(E));
}
handler{
wait "reload";
call reLoad(E);
}
}
Tab. 2.6 – Traduction de l’instruction DynaPar introduite en REJO
coˆte´, l’agent enregistre aussi le re´sidu de son comportement complet, y compris l’instruction
DynaPar, dans l’environnement pour pouvoir le re´cupe´rer a` l’instant suivant et le faire migrer
sur le nouveau site. Quand l’agent exe´cutera le re´sidu de son comportement sur le site distant,
l’instruction DynaPar demandera a` re´cupe´rer son comportement sur son nouveau site alors
que celui-ci est stocke´ sur le site pre´ce´dent, ce qui sera incorrect.
Dans le cas de l’utilisation d’agents et plus ge´ne´ralement d’objets re´actifs que l’on veut
pouvoir sauvegarder ou migrer, il faut qu’a` la fin de chaque instant le programme attache´ a`
l’agent ou a` l’objet re´actif soit complet. C’est pourquoi nous avons de´cide´ de retirer l’instruc-
tion Freezable. Pour remplir le roˆle de cette instruction dans le cas des Icobjs, nous avons
ajoute´ l’instruction IcobjThread que nous allons pre´senter dans la section 2.3.7. Il faut noter
que le retrait de Freezable entraˆıne e´galement celui de la me´thode getFrozen de la machine
re´active.
2.3.6 Retrait de l’instruction Link
Nous avons de´fini un mode`le strict d’objets re´actifs qui est re´alise´ au niveau de la machine
re´active par l’instruction IcobjThread. Cette instruction ge´rant elle-meˆme le lien entre l’objet
et son programme, il n’est plus ne´cessaire de conserver l’instruction Link dans l’API de Reflex .
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Le retrait de cette instruction entraˆıne celui de l’objet linkedObject et celui de la me´thode
qui permet d’y acce´der Object linkedObject().
2.3.7 Instruction IcobjThread
Nous avons choisi de spe´cialiser notre moteur aux objets re´actifs que sont les icobjs. Ainsi,
tout comportement sera toujours rattache´ a` un icobj. Pour effectuer cette spe´cialisation, nous
avons ajoute´ l’instruction interne IcobjThread. Tout icobj est automatiquement encapsule´
dans cette structure. Cette instruction est directement utilise´e par le moteur. Nous allons
de´tailler son roˆle :
• elle exe´cute le programme associe´ a` un icobj dans le contexte de celui-ci. Comme l’ins-
truction Link, elle place dans l’environnement une re´fe´rence vers l’icobj qui exe´cute son
comportement. Pour acce´der a` cette re´fe´rence, nous avons ajoute´ a` l’environnement la
me´thode Icobj This().
• elle ge`le le programme associe´ lorsque cela lui est demande´ et stocke le re´sidu dans un
champ pre´de´fini de l’icobj. Cette requeˆte de gel n’est pas e´ve´nementielle comme pour
l’instruction Freezable. Il faut demander a` la machine re´active le retrait de l’objet
attache´ a` ce programme, ce qui entraˆınera le gel du programme a` la fin de l’instant.
Cependant, si l’on souhaite geler le programme sur pre´sence d’un e´ve´nement, il est
toujours possible d’e´crire un programme qui attend l’e´ve´nement de gel et qui exe´cute
en se´quence une action atomique demandant le gel du comportement de l’icobj qui est
en train d’eˆtre exe´cute´.
• elle permet d’ajouter dynamiquement de nouveaux programmes a` un objet re´actif qui
est de´ja` en train d’eˆtre exe´cute´ dans la machine. Ces nouveaux programmes seront pris
en compte au de´but de l’instant suivant. Le fait de regrouper tous les programmes as-
socie´s a` un meˆme objet acce´le`re l’exe´cution. En particulier, il n’est plus ne´cessaire de
parcourir tous les programmes contenus dans la machine pour re´cupe´rer ceux associe´s
a` l’objet migrant. De plus, pour un objet donne´, on e´vite d’avoir plusieurs programmes
disperse´s dans l’arbre de syntaxe, exe´cutant chacun une instruction Link et une ins-
truction Freezable. Il faut noter qu’il est toujours possible d’ajouter un programme
a` un icobj tant que celui-ci n’est pas explicitement retire´ de la machine. Cela signifie
que meˆme si les programmes attache´s a` l’icobj ont tous termine´ leur exe´cution, l’objet
IcobjThread continue d’exister.
2.3.8 Machine re´active
Junior permet l’utilisation de deux types de machines re´actives : la unsafe-machine ou la
safe-machine. Pour la gestion des Icobjs, on se trouve ne´cessairement dans un cadre multi-
threade´. Des e´ve´nements sont par exemple ge´ne´re´s depuis l’exte´rieur de la machine re´active,
comme ceux provenant de la gestion du clavier ou de la souris. L’utilisation d’une unsafe-
machine ne donne aucune garantie quant a` une gestion correcte des e´ve´nements provenant
de l’exte´rieur. Par exemple, une unsafe-machine ne garantit pas que des e´ve´nements soient
toujours pris en compte.
C’est pourquoi, l’API de Reflex ne donne acce`s qu’a` un seul type de machine re´active,
la MachineIcobj. Cette machine a presque les meˆmes caracte´ristiques qu’une safe-machine,
excepte´ la me´thode add. En effet, dans le cas de notre MachineIcobj, tout programme ajoute´
a` la machine est obligatoirement attache´ a` un objet Icobj par l’interme´diaire de la me´thode
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✈♦✐❞ add(Icobj ic, Program p). Si l’icobj est de´ja` enregistre´ dans la machine, alors le
programme sera ajoute´ en paralle`le dans l’objet IcobjThread en charge de l’icobj. Si l’icobj
n’est pas encore pre´sent dans la machine, alors la machine cre´e un nouvel objet IcobjThread
pour se charger de cet icobj et l’ajoutera a` l’instant suivant a` l’instruction Par de plus haut
niveau.
Par
IcobjThread
AmA1 ...
MachineIcobj
IcobjThread IcobjThread... ...
Par Par Par
BnB1 ... CpC1 ...
Fig. 2.4 – Structure interne de MachineIcobj
D’autres me´thodes ont e´te´ ajoute´es a` la machine re´active. Nous les de´taillerons dans la
section 4.2.3 concernant l’imple´mentation de la machine.
La figure 2.4 montre la structure interne de notre machine re´active et l’utilisation interne
de l’instruction IcobjThread. Au plus haut niveau de la machine, nous avons une instruction
Par dont chaque fils est un IcobjThread. Cette instruction Par est une instruction n-aire et
non binaire. Dans le cadre de notre moteur, les instructions Par et Seq sont en fait toujours des
instructions n-aires. Nous de´taillerons cela en pre´sentant la se´mantique et l’imple´mentation
du moteur dans la section 4.2.1.
2.3.9 Instruction Scanner
Junior offre la possibilite´ de ge´ne´rer des e´ve´nements avec valeurs, mais la seule possibi-
lite´ de traiter l’ensemble des valeurs ge´ne´re´es au cours d’un instant est d’attendre l’instant
suivant et de re´cupe´rer ces valeurs par l’interme´diaire de la me´thode previousValues de
l’environnement. SugarCubes permet de traiter ces valeurs ge´ne´re´es au cours de l’instant par
l’interme´diaire d’une instruction appele´e Callback. Une instruction identique Scanner a e´te´
ajoute´e dans certaines imple´mentations de Junior . Nous rajoutons de meˆme cette instruction
a` l’API de Reflex . Le format est le suivant :
Ic.Scanner(IdentifierWrapper id, ScanAction scan)
Cette instruction exe´cute, a` chaque occurrence d’un e´ve´nement value´, une action atomique
traitant la valeur associe´e a` l’e´ve´nement. L’e´ve´nement est obtenu apre`s e´valuation du wrapper
d’e´ve´nement. L’action atomique est de type ScanAction et non de la classe Action. Voila` la
signature des me´thodes de chacun des deux types d’actions atomiques :
• ✈♦✐❞ execute(Environment env, Icobj self, Serializable value) pour une ac-
tion atomique ScanAction
• ✈♦✐❞ execute(Environment env, Icobj self) pour une action atomique classique
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Nous pouvons noter, qu’a` la diffe´rence de Junior et pour plus de commodite´s, nous ajou-
tons en argument de ces me´thodes une re´fe´rence a` l’icobj qui est exe´cute´.
L’instruction Scanner est tre`s utile dans le cadre graphique. En particulier, elle est in-
dispensable pour traiter la totalite´ des e´ve´nements envoye´s par l’utilisateur dans l’instant de
leur ge´ne´ration, comme par exemple, des e´ve´nements externes provenant du clavier ou de la
souris.
La ScanAction ne doit pas ge´ne´rer l’e´ve´nement sur lequel l’instruction Scanner re´agit car,
si elle le ge´ne`re, une boucle infinie instantane´e apparaˆıt alors et empeˆche la fin de l’instant.
De meˆme, il faut aussi faire attention a` l’utilisation de la valeur de l’e´ve´nement par l’action
atomique. En effet, toute valeur ge´ne´re´e n’est qu’une re´fe´rence a` un objet Java et non une
copie stricte. Un objet ScanAction peut donc modifier l’e´tat de cette valeur. A` cause de ces
effets de bords, on ne peut donc pas garantir que toutes les ScanAction verront la valeur
ge´ne´re´e dans le meˆme e´tat.
2.3.10 Instruction Run
En utilisant les wrappers d’e´ve´nements, Junior offre la possibilite´ de de´terminer l’iden-
tificateur d’un e´ve´nement a` l’exe´cution du programme et non a` la cre´ation de celui-ci. Il
existe e´galement des wrappers pour les objets Java, des wrappers pour les entiers utilise´s par
l’instruction Repeat et des wrappers pour les valeurs boole´ennes utilise´s par l’instruction If.
De la meˆme manie`re, nous avons ajoute´ le moyen d’exe´cuter un programme qui n’est pas
connu au chargement dans la machine re´active. Ce moyen est l’instruction Run qui prend en
parame`tre un wrapper de programmes. Cette instruction existe de´ja` en REJO [1][2] ou` elle
est appele´e call. Le format de cette instruction est le suivant :
Ic.Run(ProgramWrapper prog)
Au moment de son exe´cution, l’instruction Run e´value le wrapper de programme qui lui
retourne alors un programme re´actif qui sera exe´cute´ imme´diatement. Pour cela, la classe
ProgramWrapper dispose de la me´thode Program evaluate(Environment env) qui permet
de re´cupe´rer le programme a` exe´cuter.
2.4 Bilan
Nous venons de pre´senter les principales modifications apporte´es a` l’API standard de
Junior pour re´aliser celle de Reflex . Ces modifications mettent en e´vidence la cre´ation d’un
mode`le d’objets re´actifs stricts dans lequel tout comportement est obligatoirement associe´ a`
un objet. Nous appliquons directement ce mode`le aux Icobjs, mais une telle approche pourrait
eˆtre ge´ne´ralise´e a` d’autres objets pourvu qu’ils disposent d’une me´thode pour enregistrer le
re´sidu de leur comportement lorsqu’ils sont retire´s de la machine. Ce mode`le permet de faire
migrer des objets de`s la fin de l’instant. Ceci est aussi vrai pour l’enregistrement de l’e´tat
d’un icobj dans un fichier car on peut conside´rer un enregistrement comme une migration
vers un fichier.
Une autre modification importante est le retrait de la configuration Not qui rend l’utili-
sation des instructions e´ve´nementielles plus re´gulie`re.
Le chapitre 3 va maintenant de´tailler la se´mantique de chacune des instructions de Reflex
et le chapitre 4 pre´sentera l’imple´mentation de ce moteur en de´taillant les modifications qui
ont e´te´ apporte´es a` Storm.
Chapitre 3
Se´mantique de Reflex
Dans cette partie, nous allons pre´senter la se´mantique formelle de Reflex . Cette se´mantique
est, a` la fois, proche et e´loigne´e de l’imple´mentation du moteur. Elle est proche au sens
ou` elle pre´sente des optimisations du moteur, par exemple par l’ajout d’un nouveau statut
qui e´vite les attentes actives inter-instants, de meˆme que Storm l’avait fait en rajoutant le
statut WAIT pour les attentes actives dans l’instant. De plus, cette se´mantique contraire-
ment aux pre´ce´dentes introduit les wrappers et montre le moment de leur e´valuation. Cette
se´mantique est aussi assez proche de l’imple´mentation car elle pre´sente, par l’interme´diaire
de nombreuses fonctions interme´diaires, le fonctionnement exact des diffe´rentes instructions.
Nous repre´senterons e´galement les moments ou` des effets de bords peuvent apparaˆıtre. Ce-
pendant, nous ne ferons re´fe´rence qu’aux effets de bords relatifs aux instructions re´actives et
nous ne tiendrons absolument pas compte des effets de bords dus a` l’exe´cution de programmes
concurrents dans d’autres threads Java. Le moteur de Junior a la possibilite´ de recevoir des
ge´ne´rations externes d’e´ve´nements ; nous ne tiendrons pas compte non plus de ces ge´ne´rations
dans cette se´mantique.
Par contre, cette se´mantique sera assez e´loigne´e de l’imple´mentation au sens ou` nous
n’avons pas souhaite´ la compliquer par des conside´rations qui ont de´ja` e´te´ aborde´s dans la
se´mantique de Replace ou de Storm. Par exemple, nous continuons a` repre´senter le fonction-
nement de l’instruction Loop comme en Rewrite, c’est-a`-dire comme si on recre´ait les objets,
alors qu’au final, nous utilisons dans l’imple´mentation la me´thode de´finie dans Replace qui
re´initialise les instructions. Nous ne pre´senterons pas la se´mantique de l’instruction interne
IcobjThread car il nous faudrait repre´senter, en plus de ses re´e´critures, les effets de bords dus
aux appels de me´thode pour l’ajout de programmes et le retrait de l’instruction. De plus, elle
modifie un pointeur dans l’environnement qui n’est pas directement re´utilise´ par les autres
instructions et qui complexifierait la repre´sentation de l’environnement.
3.1 Re`gles de se´mantique
Pour formaliser Reflex , nous utiliserons une se´mantique ope´rationnelle [44] et, plus parti-
culie`rement, nous de´crirons l’ensemble des instructions re´actives en utilisant des re`gles SOS,
formalisme introduit par Plotkin ([61]). Ces re`gles sont de la forme suivante :
condition1 . . . conditionn
t, E
<α,A>
−−−−→ t′, E′
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Cette re`gle signifie que, sous les conditions 1 a` n, l’exe´cution du terme t dans l’environne-
ment E se re´e´crit en un terme t′ dans l’environnement E′. Cette exe´cution retourne un couple
< α, A >, α repre´sentant le statut de terminaison re´sultant de l’exe´cution de l’instruction et
A e´tant l’ensemble des configurations e´ve´nementielles (cf. section 3.3) sur lesquelles le terme
t′ est en attente.
Il est possible qu’il n’y ait aucune condition pre´alable pour l’application d’une re`gle, auquel
cas, la re`gle sera simplifie´e en t, E
<α,A>
−−−−→ t′, E′.
3.1.1 Notations
Commenc¸ons d’abord par pre´ciser les diffe´rentes notations utilise´es dans ces re`gles.
• On note t, u et v les termes utilise´s. Un terme correspond a` une instruction re´active.
• Nous de´signons par < v1, . . . , vn > des n-uplets. Le remplacement d’un des e´le´ments de
ce n-uplet par un − signifie qu’on ne tient pas compte de la valeur de cet e´le´ment.
• On note a.b la liste compose´e dans l’ordre de l’e´le´ment a suivi de l’e´le´ment b. Si a et/ou
b sont des listes, alors la liste re´sultante sera une concate´nation de deux listes ou l’ajout
d’un e´le´ment au de´but de la liste (si b de´signe la liste) ou a` la fin de la liste (si a de´signe
la liste).
• On note ε la liste vide.
3.1.2 Statuts de terminaison
Les quatre statuts de terminaison possibles dans Reflex sont TERM, STOP, WAIT et
LONGWAIT. A` la diffe´rence des autres versions de Junior , le statut SUSP a disparu et il a
e´te´ remplace´ par les statuts WAIT et LONGWAIT pour des raisons d’optimisation. Voici la
signification de ces quatre statuts de terminaison :
• TERM : l’exe´cution du terme t est de´finitivement termine´e et il n’est plus ne´cessaire
de l’activer.
• STOP : l’exe´cution du terme est termine´e pour l’instant courant, mais il devra eˆtre
re´active´ a` l’instant suivant.
• WAIT : l’exe´cution du terme t est bloque´e en attente d’un e´ve´nement ou en attente
de la fin d’instant. Le terme devra obligatoirement eˆtre re´-exe´cute´ une fois que la fin
d’instant aura e´te´ de´clare´e, si l’e´ve´nement n’a pas e´te´ ge´ne´re´ au cours de l’instant.
• LONGWAIT : ce nouveau statut, assez proche du statut WAIT, est retourne´ lorsque
l’exe´cution d’un terme est bloque´e sur la pre´sence d’un e´ve´nement. Mais, contrairement
a` WAIT, il est inutile de le re´veiller a` la fin de l’instant. Le terme qui renvoie ce statut
ne sera pas re´-exe´cute´ tant que l’e´ve´nement sur lequel il est bloque´ n’a pas e´te´ ge´ne´re´.
Le statut de terminaison est retourne´ accompagne´ d’un ensemble de configurations e´ve´ne-
mentielles sur lesquelles la branche est en attente. Par de´finition, une branche qui renvoie
TERM ou STOP n’est pas en attente d’e´ve´nements, donc l’ensemble renvoye´ est vide.
3.1.3 Environnement d’exe´cution
L’environnement d’exe´cution, note´ E, contient les informations ne´cessaires a` une exe´cu-
tion correcte d’un programme. Cet environnement englobe l’environnement d’exe´cution du
langage hoˆte auquel est ajoute´ :
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• une table qui associe a` chaque identifiant d’e´ve´nement, les informations concernant
cet e´ve´nement pour l’instant courant, c’est-a`-dire son statut de pre´sence et une liste
constitue´e de toutes les valeurs associe´es aux ge´ne´rations de cet e´ve´nement au cours de
l’instant.
• un boole´en eoi qui signale la fin d’instant. Ce boole´en est a` true si la fin d’instant est
de´clare´e, false sinon. La de´claration de fin d’instant est faite par la machine re´active
(cf. section 3.8).
Dans le cadre des re`gles de re´e´critures, nous allons utiliser les notations suivantes pour
repre´senter les interactions avec l’environnement :
E(eoi) ≡ eoi
E[eoi \b] ≡ E′ semblable a` E excepte´ que E′(eoi) = b
E(S) ≡ < b, V > avec b repre´sentant la pre´sence de l’e´ve´nement S
et V la liste des valeurs associe´es a` la ge´ne´ration de S
E[S \ < b, V >] ≡ E′ semblable a` E excepte´ que E′(S) =< b, V >
3.2 Wrappers
En Junior, il existe plusieurs types de wrappers qui sont utilise´s par les instructions
re´actives :
• le wrapper d’e´ve´nement X. Son e´valuation retourne un identifiant d’e´ve´nement.
• le wrapper d’entier I. Son e´valuation retourne une valeur entie`re.
• le wrapper de boole´en B. Son e´valuation retourne true ou false.
• le wrapper d’objet O. Son e´valuation renvoie un objet quelconque1 du langage hoˆte.
• le wrapper de programme T . Son e´valuation renvoie un terme.
Nous conside´rons l’exe´cution d’une action atomique comme une e´valuation d’un pro-
gramme du langage hoˆte que l’on de´signe par a. Nous introduisons une fonction eval qui
prend un wrapper (ou un programme du langage hoˆte) et l’environnement d’exe´cution en pa-
rame`tre et qui renvoie la valeur retourne´e par l’e´valuation et le nouvel environnement. Nous
ne spe´cifions pas les modifications de l’environnement d’exe´cution du langage hoˆte. La seule
chose garantie est que l’e´valuation du wrapper (ou du programme du langage hoˆte) modifie
uniquement l’environnement du langage hoˆte contenu dans E (il ne modifie ni eoi, ni la table
des e´ve´nements).
eval(X,E) ≡ < S,E′ >
eval(I, E) ≡ < n,E′ > | n ∈ N
eval(B,E) ≡ < b,E′ > | b ∈ {true, false}
eval(O,E) ≡ < o,E′ > | o une valeur
eval(T,E) ≡ < t,E′ > | t un terme
eval(a,E) ≡ < −, E′ >
avec E(eoi) = E′(eoi)et ∀S E(S) = E′(S)
1On suppose que l’on se place dans le cadre d’un langage hoˆte objet, ce qui est le cas de Java.
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Remarque : Pour la plupart des instructions utilisant les wrappers, nous introduisons
une forme auxiliaire de´signe´e par le nom de l’instruction suivi de ∗. Ces
formes auxiliaires sont e´quivalentes aux formes normales excepte´ qu’elles
manipulent des identifiants d’e´ve´nements au lieu de wrappers d’e´ve´nements
qu’elles n’ont plus a` e´valuer.
3.3 Configurations e´ve´nementielles
Une configuration e´ve´nementielle permet d’utiliser des combinaisons de pre´sences d’e´ve´ne-
ments. Ces combinaisons s’expriment a` l’aide d’expressions boole´ennes. Nous diffe´rencierons
deux types de configurations : la configuration de wrappers que l’on va noter CX et la
configuration d’e´ve´nements que l’on va noter C. Dans chacun de ces types, nous conside´rons
trois formes de configurations possibles :
CX ≡ X : un wrapper d’e´ve´nement
| CX1 And CX2 : une conjonction de deux configurations de wrappers
| CX1 Or CX2 : une disjontion de deux configurations de wrappers
C ≡ S : un e´ve´nement
| C1 And C2 : une conjonction de deux configurations d’e´ve´nements
| C1 Or C2 : une disjontion de deux configurations d’e´ve´nements
On a besoin d’e´tendre la fonction eval pour qu’elle tienne compte des configurations de
wrappers. On ajoute juste ces deux de´finitions :
eval(CX1 And CX2, E) ≡ < C1 And C2, E
′′ >
eval(CX1 Or CX2, E) ≡ < C1 Or C2, E
′′ >
ou` < C1, E
′ >= eval(CX1, E)
et < C2, E
′′ >= eval(CX2, E
′)
Pour juger de la pre´sence ou non d’un e´ve´nement, et plus ge´ne´ralement de la satisfaction
d’une configuration d’e´ve´nement a` un instant donne´, il faut s’assurer que l’on dispose de suffi-
samment d’information sur les e´ve´nements entrants dans la composition d’une configuration.
Pour simplifier les re`gles de re´e´critures, nous introduisons la fonction sat qui retourne le statut
d’une configuration. Il y a donc trois cas possibles :
• soit la configuration est satisfaite et sat retourne true,
• soit elle ne l’est pas et sat retourne false,
• soit il manque des informations pour juger et sat retourne ⊥.
Pour de´finir clairement sat, nous de´finirons d’abord deux fonctions auxiliaires, present
et fixed. La premie`re, present, e´value l’expression boole´enne forme´e par la configuration d’e´-
ve´nements avec les informations contenues dans l’environnement au moment de l’appel de
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present.
present(S,E) ≡ E(S) =< true,− >
present(C1 And C2, E) ≡ present(C1, E) and present(C2, E)
present(C1 Or C2, E) ≡ present(C1, E) or present(C2, E)
La fonction fixed permet de juger si, au moment ou` elle est appele´e, on dispose de suf-
fisamment d’information sur les e´ve´nements de la configuration pour pouvoir juger de la
satisfaction. Pour cela, il suffit de ve´rifier si un nombre suffisant d’e´ve´nements composant la
configuration a e´te´ ge´ne´re´ ou si on peut eˆtre suˆr que ces e´ve´nements ne le seront pas, ce qui
est le cas a` la fin de l’instant.
fixed(S,E) ≡ E(S) =< true,− > or E(eoi) = true
fixed(C1 And C2, E) ≡ fixed(C1, E) and fixed(C2, E)
or fixed(C1, E) and not present(C1, E)
or fixed(C2, E) and not present(C2, E)
fixed(C1 Or C2, E) ≡ fixed(C1, E) and fixed(C2, E)
or fixed(C1, E) and present(C1, E)
or fixed(C2, E) and present(C2, E)
Enfin, voila` sat que l’on peut maintenant de´finir a` partir de present et de fixed.
sat(C,E) ≡ present(C,E) si fixed(C,E)
⊥ sinon
Nous introduisons directement une deuxie`me de´finition qui prend en compte le nombre
de ge´ne´rations value´es sur un e´ve´nement. Cette de´finition ne va eˆtre utilise´e que dans le cas
de l’instruction Scanner (cf. section 3.9.2).
Sn ≡ la n-ie`me ge´ne´ration value´e de l’e´ve´nement S
sat(Sn, E) ≡ true si E(S) =< true, o1 . . . on.V >
false sinon
Enfin, on introduit la fonction check qui renvoie true si au moins un des e´le´ments contenus
dans un ensemble est satisfait. Cet ensemble est compose´ de configurations d’e´ve´nements C
et/ou d’e´ve´nements dont on attend une certaine occurrence de ge´ne´ration value´e Sn.
check(A,E) = true ≡ ∃x ∈ A|sat(x,E) = true
Par rapport a` Junior, la configuration Not a disparu. Donc, on est suˆr qu’une configura-
tion :
• est ne´cessairement satisfaite avant la fin d’instant (E(eoi) = false). On ne teste que des
pre´sences d’e´ve´nements ou des conjonctions/disjonctions de pre´sences et un e´ve´nement
ne peut eˆtre ge´ne´re´ pour un instant courant qu’avant la fin de celui-ci.
• ne peut eˆtre insatisfaite qu’a` la fin de l’instant (E(eoi) = true). Pour les meˆmes raisons,
on ne peut de´cider de l’absence d’un e´ve´nement qu’a` la fin de l’instant et pour qu’une
configuration ne soit pas satisfaite, il faut qu’il y ait au moins un e´ve´nement absent.
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3.4 Syntaxe abstraite
Dans cette partie, nous allons donner la traduction de la syntaxe concre`te des instructions
de l’API vers la syntaxe abstraite qui est utilise´e dans les re`gles de re´e´critures.
Syntaxe concre`te Syntaxe abstraite
Ic.Nothing() Nothing
Ic.Stop() Stop
Ic.Atom(Action a) Atom(a)
Ic.Seq(Program[] t) Seq(t1.t2. . . . .tn)
Ic.Loop(Program t) Loop(t)
Ic.Repeat(IntegerWrapper I, Program t) Repeat(I, t)
Ic.If(BooleanWrapper B, Program t, Program u) If(B, t, u)
Ic.Generate(IdentifierWrapper X) Generate(X)
Ic.Generate(IdentifierWrapper X, ObjectWrapper O) Generate(X,O)
Ic.Await(Configuration CX) Await(CX)
Ic.Control(Configuration CX, Program t) Control(CX, t)
Ic.When(Configuration CX, Program t, Program u) When(CX, t, u)
Ic.Until(Configuration CX, Program t, Program u) Until(CX, t, u)
Ic.Local(Identifier S, Program t) Local(S, false, ε, t)
Ic.Par(Program[] t) Par(t1.t2. . . . .tn, ε, ε, ε)
Ic.Kill(Configuration CX, Program t, Program u) Kill(CX, t, u)
Ic.Scanner(IdentifierWrapper X, ScanAction a) Scanner(X, a)
Ic.Run(ProgramWrapper T) Run(T )
Tab. 3.1 – Traduction de la syntaxe concre`te vers la syntaxe abstraite
Pour l’instruction Local, nous introduisons, en plus de l’identifiant d’e´ve´nement et du
terme a` exe´cuter :
• un boole´en indiquant l’e´tat de pre´sence de l’e´ve´nement. Ce boole´en est initialise´ a` false.
• une liste de valeurs associe´es aux ge´ne´rations de cet e´ve´nement. Cette liste est initiale-
ment vide ε.
Pour l’instruction Par, nous ajoutons trois listes initialement vide (ε) que nous de´finirons
dans la section 3.7.
3.5 Instructions de base
3.5.1 Nothing
L’instruction Nothing ne fait rien et se termine instantane´ment.
Nothing, E
<TERM,∅>
−−−−−−−→ Nothing, E (3.1)
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3.5.2 Stop
L’instruction Stop permet d’arreˆter l’exe´cution d’une se´quence d’instructions pour l’ins-
tant courant. A` l’instant suivant, l’exe´cution de cette se´quence reprendra a` partir de ce point
d’arreˆt.
Stop, E
<STOP,∅>
−−−−−−−→ Nothing, E (3.2)
3.5.3 Actions atomiques
Une action atomique est une instruction qui exe´cute un programme du langage hoˆte
sans eˆtre interrompue par une autre action concurrente. Cette instruction se termine instan-
tane´ment.
eval(a,E) =< −, E′ >
Atom(a), E
<TERM,∅>
−−−−−−−→ Nothing, E′
(3.3)
Remarque : On suppose que l’exe´cution du programme du langage hoˆte termine
ne´cessairement. Si ce n’e´tait pas le cas, il n’y aurait pas de re´e´criture pos-
sible.
3.5.4 Se´quence N-aire
L’instruction Seq est une instruction N-aire et traite donc une liste d’instructions. Seq
exe´cute la premie`re instruction de la liste. De`s que celle-ci termine, l’instruction Seq exe´cute
imme´diatement l’instruction suivante dans la liste, et ceci jusqu’a` ce que cette liste soit vide.
Si c’est le cas, l’instruction termine.
Si la liste est vide, alors on suit cette re`gle :
Seq(ε), E
<TERM,∅>
−−−−−−−→ Nothing, E (3.4)
S’il y a au moins un programme dans la liste et que l’exe´cution de ce programme ne
termine pas dans l’instant, alors on exe´cute cette re`gle :
t, E
<α,A>
−−−−→ t′, E′ α 6= TERM
Seq(t.L), E
<α,A>
−−−−→ Seq(t′.L), E′
(3.5)
Si, par contre, la premie`re instruction de la liste termine imme´diatement, alors elle est
enleve´e de la liste et l’exe´cution de la se´quence se poursuit re´cursivement sur le reste de la
liste jusqu’a` ce qu’une des deux re`gles pre´ce´dentes s’applique.
t, E
<TERM,∅>
−−−−−−−→ t′, E′ Seq(L), E′
<α,A>
−−−−→ u,E′′
Seq(t.L), E
<α,A>
−−−−→ u,E′′
(3.6)
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3.5.5 Boucle infinie
L’instruction Loop re´-exe´cute son corps de`s que celui-ci termine. Si le corps ne termine
pas au cours de l’instant, alors l’instruction Loop se re´e´crit en une se´quence, ce qui est traduit
par cette re`gle :
t, E
<α,A>
−−−−→ t′, E′ α 6= TERM
Loop(t), E
<α,A>
−−−−→ Seq(t′.Loop(t)), E′
(3.7)
Si le corps de la boucle termine instantane´ment, alors il est imme´diatement re´-exe´cute´.
t, E
<TERM,∅>
−−−−−−−→ t′, E′ Loop(t), E
<α,A>
−−−−→ u,E′′
Loop(t), E
<α,A>
−−−−→ u,E′′
(3.8)
Remarque : si l’exe´cution du corps renvoie toujours TERM, alors nous obtenons une
boucle instantane´e. Dans ce cas, il n’y a pas de re´e´criture possible.
3.5.6 Boucle finie
L’instruction Repeat permet de boucler un nombre fini de fois sur un programme. Dans ce
cas, il n’y a pas besoin de se prote´ger d’une boucle instantane´e puisque l’exe´cution d’un Repeat
terminera au bout d’un temps fini. D’abord, Repeat commence par e´valuer son wrapper qui
lui renvoie un entier, puis continue son exe´cution en utilisant sa forme auxiliaire Repeat∗.
eval(I, E) =< n,E′ > Repeat∗(n, t), E′
<α,A>
−−−−→ u,E′′
Repeat(I, t), E
<α,A>
−−−−→ u,E′′
(3.9)
Si l’entier retourne´ est infe´rieur a` 0, alors Repeat∗ termine imme´diatement.
n ≤ 0
Repeat∗(n, t), E
<TERM,∅>
−−−−−−−→ Nothing, E
(3.10)
Si au contraire cet entier est strictement positif, alors on exe´cute en se´quence le corps de
l’instruction suivi de l’exe´cution de Repeat∗ obtenue en de´cre´mentant son compteur.
n > 0 Seq(t.Repeat∗(n− 1, t)), E
<α,A>
−−−−→ u,E′
Repeat∗(n, t), E
<α,A>
−−−−→ u,E′
(3.11)
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3.5.7 Controˆle boole´en
L’instruction If permet d’exe´cuter un programme (le terme t) ou un autre programme (le
terme u) en fonction de l’e´valuation d’un wrapper de boole´en. Si l’e´valuation renvoie true,
alors If se comporte comme le terme t :
eval(B,E) =< true, E′ > t,E′
<α,A>
−−−−→ t′, E′′
If(B, t, u), E
<α,A>
−−−−→ t′, E′′
(3.12)
Dans le cas contraire, If se comporte comme le terme u.
eval(B,E) =< false, E′ > u,E′
<α,A>
−−−−→ u′, E′′
If(B, t, u), E
<α,A>
−−−−→ u′, E′′
(3.13)
3.6 Instructions e´ve´nementielles
3.6.1 Ge´ne´ration d’e´ve´nement
L’instruction Generate ajoute un e´ve´nement a` l’environnement pour l’instant courant en
mettant son boole´en de pre´sence a` true et se termine instantane´ment. Cet e´ve´nement est
fonction de l’e´valuation d’un wrapper d’e´ve´nement.
eval(X,E) =< S,E′ > E′(S) =< −, V >
Generate(X), E
<TERM,∅>
−−−−−−−→ Nothing, E′[S \ < true, V >]
(3.14)
L’instruction Generate peut aussi ge´ne´rer un e´ve´nement value´. La valeur est place´e dans
l’environnement associe´ a` l’e´ve´nement S. Cette valeur est obtenue par l’interme´diaire d’un
wrapper d’objet.
eval(X,E) =< S,E′ > eval(O,E′) =< o,E′′ > E′′(S) =< −, V >
Generate(X,O), E
<TERM,∅>
−−−−−−−→ Nothing, E′′[S′ \ < true, V.o >]
(3.15)
Remarque : il faut noter que l’on ne fait pas de copie profonde de l’objet ajoute´ a` la
liste des valeurs. Donc cet objet est soumis aux effets de bord du langage
hoˆte.
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3.6.2 Attente d’e´ve´nements
L’instruction Await bloque l’exe´cution d’une se´quence d’instructions jusqu’a` satisfaction
de sa configuration e´ve´nementielle. Await e´value d’abord sa configuration de wrappers puis
continue son exe´cution en utilisant sa forme auxiliaire Await∗.
eval(CX,E) =< C,E′ > Await∗(C), E′
<α,A>
−−−−→ u,E′′
Await(CX), E
<α,A>
−−−−→ u,E′′
(3.16)
Puisqu’on ne teste que des pre´sences d’e´ve´nements, si la configuration est satisfaite, cela
signifie que la fin d’instant n’a pas e´te´ de´clare´e, donc Await∗ termine instantane´ment en
renvoyant TERM.
sat(C,E) = true
Await∗(C), E
<TERM,∅>
−−−−−−−→ Nothing, E
(3.17)
Si, par contre, la configuration n’est pas satisfaite ou si elle n’est pas encore de´termine´e,
alors Await∗ se met en attente de la satisfaction de cette configuration en renvoyant le statut
LONGWAIT et sa configuration d’e´ve´nements. Cette attente peut durer plusieurs instants.
sat(C,E) 6= true
Await∗(C), E
<LONGWAIT,{C}>
−−−−−−−−−−−−−→ Await∗(C), E
(3.18)
3.6.3 Controˆle e´ve´nementiel
L’instruction Control exe´cute son corps uniquement aux instants ou` la configuration de
controˆle est satisfaite. L’instruction commence d’abord par e´valuer sa configuration de wrap-
pers et utilise sa forme auxiliaire Control∗.
eval(CX,E) =< C,E′ > Control∗(C, t), E′
<α,A>
−−−−→ u,E′′
Control(CX, t), E
<α,A>
−−−−→ u,E′′
(3.19)
Si la configuration d’e´ve´nements est satisfaite, alors Control∗ exe´cute son corps.
sat(C,E) = true t, E
<α,A>
−−−−→ t′, E′
Control∗(C, t), E
<α,A>
−−−−→ Control∗(C, t′), E′
(3.20)
Par contre, si la configuration d’e´ve´nements n’est pas satisfaite, on se met en attente
inter-instant sur la configuration C en renvoyant le statut LONGWAIT. De la meˆme manie`re
que pour Await∗, cette attente peut durer plusieurs instants.
sat(C,E) 6= true
Control∗(C, t), E
<LONGWAIT,{C}>
−−−−−−−−−−−−−→ Control∗(C, t), E
(3.21)
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3.6.4 Condition e´ve´nementielle
A` la diffe´rence des deux instructions pre´ce´dentes, When s’inte´resse a` la pre´sence et a`
l’absence des e´ve´nements. Cette instruction s’apparente a` l’instruction If a` la diffe´rence qu’une
configuration e´ve´nementielle est teste´e. Le test n’est pas force´ment imme´diat, car il faut peut
eˆtre attendre la fin d’instant pour prendre la de´cision. When e´value d’abord sa configuration
de wrappers puis utilise sa forme auxiliaire When∗.
eval(CX,E) =< C,E′ > When∗(C, t, u), E′
<α,A>
−−−−→ v,E′′
When(CX, t, u), E
<α,A>
−−−−→ v,E′′
(3.22)
Si la configuration d’e´ve´nements est satisfaite, alors When∗ se comporte comme t.
sat(C,E) = true t, E
<α,A>
−−−−→ t′, E′
When∗(C, t, u), E
<α,A>
−−−−→ t′, E′
(3.23)
Si, par contre la configuration n’est pas satisfaite, alors When∗ renvoie STOP, car on est
suˆr d’eˆtre a` la fin de l’instant. A` l’instant suivant, le terme u sera exe´cute´.
sat(C,E) = false
When∗(C, t, u), E
<STOP,∅>
−−−−−−−→ u,E
(3.24)
Enfin, tant que la configuration d’e´ve´nement n’est pas fixe´e, When∗ renvoie WAIT et la
configuration C. On renvoie WAIT et non LONGWAIT, car When∗ devra eˆtre re´-exe´cute´ au
plus tard a` la fin de l’instant pour de´cider de l’exe´cution du terme t ou du terme u.
sat(C,E) = ⊥
When∗(C, t, u), E
<WAIT,{C}>
−−−−−−−−−→ When∗(C, t, u), E
(3.25)
3.6.5 Pre´emption
L’instruction Until permet de pre´empter un programme sur satisfaction d’une configura-
tion e´ve´nementielle. C’est une pre´emption faible, donc, si la configuration est satisfaite, il faut
attendre la fin de l’exe´cution, pour l’instant courant, du programme a` pre´empter.
Nous diffe´rencions ici Until qui ge`re une configuration de wrappers de Until∗ qui ge`re une
configuration d’e´ve´nements. Dans tous les cas, Until comme Until∗ se comportent comme le
corps de l’instruction si celui-ci renvoie TERM ou WAIT.
t, E
<α,A>
−−−−→ t′, E′ α ∈ {TERM,WAIT}
Until(CX, t, u), E
<α,A>
−−−−→ Until(CX, t′, u), E′
(3.26)
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t, E
<α,A>
−−−−→ t′, E′ α ∈ {TERM,WAIT}
Until∗(C, t, u), E
<α,A>
−−−−→ Until∗(C, t′, u), E′
(3.27)
Par contre, si l’exe´cution du corps renvoie STOP ou LONGWAIT, alors une diffe´rence
entre Until et Until∗ apparaˆıt. A` la diffe´rence de Until∗, Until commence d’abord par e´valuer
sa configuration de wrappers. Ensuite, dans les deux cas, l’exe´cution continue en utilisant soit
UntilSTOP, soit UntilLONGWAIT selon le statut retourne´ par le corps.
t, E
<α,A>
−−−−→ t′, E′ α ∈ {STOP,LONGWAIT} eval(CX,E′) =< C,E′′ >
Untilα(C, t′, u, A), E′′
<β,A′>
−−−−−→ v,E′′′
Until(CX, t, u), E
<β,A′>
−−−−−→ v,E′′′
(3.28)
t, E
<α,A>
−−−−→ t′, E′ α ∈ {STOP,LONGWAIT} Untilα(C, t′, u, A), E′
<β,A′>
−−−−−→ v,E′′
Until∗(C, t, u), E
<β,A′>
−−−−−→ v,E′′
(3.29)
Commenc¸ons d’abord par analyser les re`gles pour UntilSTOP. Until (ou Until∗) utilise
cette forme auxiliaire quand l’exe´cution du corps est termine´e pour l’instant courant. Elle
permet de tester si la configuration e´ve´nementielle est satisfaite. Si c’est le cas, UntilSTOP se
comporte comme le handler de l’instruction.
sat(C,E) = true u,E
<α,A′>
−−−−−→ u′, E′
UntilSTOP(C, t, u,A), E
<α,A′>
−−−−−→ u′, E′
(3.30)
Si, la configuration n’est pas satisfaite et que la fin d’instant a e´te´ de´clare´e, alors l’ins-
truction utilise la forme Until∗ pour reprendre l’exe´cution du corps a` l’instant suivant.
sat(C,E) = false
UntilSTOP(C, t, u,A), E
<STOP,∅>
−−−−−−−→ Until∗(C, t, u), E
(3.31)
Enfin, tant que la configuration d’e´ve´nements n’est pas fixe´e, l’instruction se met en attente
jusqu’a` la fin de l’instant en renvoyant WAIT et sa configuration.
sat(C,E) = ⊥
UntilSTOP(C, t, u,A), E
<WAIT,{C}>
−−−−−−−−−→ UntilSTOP(C, t, u,A), E
(3.32)
3.6. INSTRUCTIONS E´VE´NEMENTIELLES 49
Remarque : on est suˆr que l’ensemble A dans toutes les re`gles de UntilSTOP est vide, car
on ne peut eˆtre dans UntilSTOP que si le corps a renvoye´ un statut STOP,
c’est-a`-dire que son exe´cution est finie pour l’instant courant et donc qu’on
n’est plus en attente d’e´ve´nements.
Voyons maintenant la forme auxiliaire UntilLONGWAIT. Until (ou Until∗) utilise cette forme
auxiliaire quand l’exe´cution du corps renvoie le statut LONGWAIT, lorsque le corps est en
attente inter-instant. Il faut alors un moyen pour ve´rifier si la configuration e´ve´nementielle
est satisfaite tout en laissant la possibilite´ au corps de se re´-exe´cuter si un e´ve´nement sur
lequel ce corps est en attente arrive.
Si la fin d’instant a e´te´ de´clare´e et que la configuration est satisfaite, l’instruction peut
pre´empter son corps puisqu’a` ce moment, aucun e´ve´nement ne peut plus eˆtre ge´ne´re´. A`
l’instant suivant, on passera a` l’exe´cution du handler u.
check(A,E) = false sat(C,E) = true E(eoi) = true
UntilLONGWAIT(C, t, u,A), E
<STOP,∅>
−−−−−−−→ u,E
(3.33)
Par contre, si la configuration est satisfaite et que la fin d’instant n’a pas e´te´ de´clare´e, il
faut attendre la fin d’instant pour pouvoir pre´empter le corps, donc UntilLONGWAIT se met
en attente sur les configurations bloquant l’exe´cution de son corps jusqu’a` la fin de l’instant.
check(A,E) = false sat(C,E) = true E(eoi) = false
UntilLONGWAIT(C, t, u,A), E
<WAIT,A>
−−−−−−−→ UntilLONGWAIT(C, t, u,A), E
(3.34)
Si la configuration n’est pas satisfaite, alors UntilLONGWAIT peut se mettre en attente
inter-instant, sur l’ensemble des configurations e´ve´nementielles bloquant son corps ainsi que
sur sa configuration e´ve´nementielle.
check(A,E) = false sat(C,E) 6= true
UntilLONGWAIT(C, t, u,A), E
<LONGWAIT,A∪{C}>
−−−−−−−−−−−−−−−→ UntilLONGWAIT(C, t, u,A), E
(3.35)
Enfin, UntilLONGWAIT se comporte comme Until∗ si une des configurations bloquant
l’exe´cution du corps est satisfaite.
check(A,E) = true Until∗(C, t, u), E
<α,A′>
−−−−−→ v,E′
UntilLONGWAIT(C, t, u,A), E
<α,A′>
−−−−−→ v,E′
(3.36)
Remarque : il est possible de passer plusieurs fois au cours du meˆme instant de l’e´tat
UntilLONGWAIT a` l’e´tat Until∗ et vice-versa.
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3.6.6 E´ve´nements locaux
L’instruction Local de´clare un e´ve´nement local S pour l’exe´cution du corps de l’instruction.
Elle consiste a` :
• remplacer les donne´es de S contenues dans l’environnement par celles de l’e´ve´nement S
local,
• exe´cuter le corps de l’instruction dans ce nouvel environnement,
• re´cupe´rer les donne´es de l’e´ve´nement local et les remplacer par celles qui e´taient initia-
lement dans l’environnement.
Nous introduisons une fonction appele´e swap qui effectue le ”changement de contexte”
pour l’e´ve´nement S de´finie par :
swap(S, b, V, E) ≡ < b′, V ′, E′ >
avec E(S) =< b′, V ′ >
et E′ = E[S′ \ < b, V >]
Si l’exe´cution du corps de Local est termine´e, de´finitivement ou pour l’instant, alors on
re´initialise le statut de l’e´ve´nement local S pour l’instant suivant et le boole´en de pre´sence
est mis a` false.
swap(S, b, V, E) =< b′, V ′, E′ > t,E′
<α,A>
−−−−→ t′, E′′ α ∈ {TERM,STOP}
swap(S, b′, V ′, E′′) =< b′′, V ′′, E′′′ > E(eoi) = false
Local(S, b, V, t), E
<α,∅>
−−−−→ Local(S, false, ε, t′), E′′′
(3.37)
Si, par contre, le corps se met en attente d’e´ve´nement, alors l’instruction Local conserve
l’e´tat de l’e´ve´nement et renvoie WAIT pour eˆtre re´-exe´cute´e au plus tard a` la fin de l’instant.
swap(S, b, V, E) =< b′, V ′, E′ > t,E′
<α,A>
−−−−→ t′, E′′ α ∈ {WAIT,LONGWAIT}
swap(S, b′, V ′, E′′) =< b′′, V ′′, E′′′ > E(eoi) = false
Local(S, b, V, t), E
<WAIT,A\{S}>
−−−−−−−−−−→ Local(S, b′′, V ′′, t′), E′′′
(3.38)
Enfin, si la fin d’instant a e´te´ de´clare´e, alors on re´initialise dans tous les cas le statut de
l’e´ve´nement local pour l’instant suivant.
swap(S, b, V, E) =< b′, V ′, E′ > t,E′
<α,A>
−−−−→ t′, E′′
swap(S, b′, V ′, E′′) =< b′′, V ′′, E′′′ > E(eoi) = true
Local(S, b, V, t), E
<α,A\{S}>
−−−−−−−→ Local(S, false, t′), E′′′
(3.39)
Remarque : Si, a` la fin de l’instant, l’exe´cution du corps de l’instruction Local renvoie
< LONGWAIT, {S} >, alors l’instruction ne sera plus exe´cute´e puisqu’elle
sera en attente inter-instant sur un ensemble vide d’e´ve´nement. On peut
alors conside´rer l’instruction Local comme un code mort.
3.7. ORDONNANCEMENT : PAR N-AIRE 51
3.7 Ordonnancement : Par N-aire
A` la diffe´rence de Rewrite, Replace et Storm, l’instruction Par, en Reflex , est N-aire et
non binaire. Cela permet d’acce´der directement aux instructions qui ont besoin de l’eˆtre et
de ne pas traiter les instructions en attente d’e´ve´nements. Elle est constitue´e de 4 files :
• R, la file des programmes a` exe´cuter au cours de l’instant courant
• W , la file des programmes dont l’exe´cution a retourne´ le statut WAIT au cours de
l’instant courant ; tous les e´le´ments de cette file sont des couples de la forme < t, A >
avec t le programme et A l’ensemble des e´ve´nements sur lequel le programme est bloque´
• LW , la file des programmes dont l’exe´cution a retourne´ le statut LONGWAIT. Ces
e´le´ments sont de la meˆme forme que ceux de la file W
• S, la file des programmes dont l’exe´cution a retourne´ le statut STOP au cours de
l’instant courant
3.7.1 Fonctions auxiliaires
Nous avons ajoute´ des fonctions auxiliaires pour ge´rer l’ensemble des de´placements entre
ces files.
La fonction extract(E, L) ge`re les files d’attente sur e´ve´nement. Elle re´cupe`re les instruc-
tions en attente d’e´ve´nements contenues dans L qui peuvent eˆtre re´-exe´cute´es. Elle cre´e, a`
partir d’une file de type < t, A >, 2 files :
• la premie`re est une file de termes extraite de la file initiale. Elle contient tous les termes
dont une des configurations sur lesquels le terme e´tait en attente est satisfaite.
• la seconde contient le comple´mentaire, c’est-a`-dire les e´le´ments de la file initiale qui
n’ont pas e´te´ extraits car aucune de leurs configurations attendues n’a e´te´ satisfaite.
extract(E, ε) ≡ < ε, ε >
extract(E,< t,A > .L) ≡ < L1, < t, A > .L2 >, si check(A,E) = false
< t.L1, L2 >, si check(A,E) = true
avec < L1, L2 >= extract(E,L)
La fonction suivante free waitings applique la fonction extract sur les 2 files des instructions
en attente d’e´ve´nementsW et LW et re´cupe`re les instructions bloque´es qui peuvent a` nouveau
eˆtre exe´cute´es. Ces instructions seront ajoute´es a` la fin de la file des instructions a` exe´cuter
au cours de l’instant.
free waitings(E,R,W,LW ) ≡ < R.freed1.freed2, blocked1, blocked2 >
avec < freed1, blocked1 >= extract(E,W )
< freed2, blocked2 >= extract(E,LW )
La fonction update modifie les files de l’instruction Par en fonction des modifications
apporte´es par l’exe´cution d’un terme. En parame`tre de cette fonction, on a le re´sultat de
l’exe´cution du terme avec son statut de retour, l’ensemble des configurations bloquant l’exe´-
cution du terme, l’environnement re´sultant de cette exe´cution et les quatre files de l’ins-
truction paralle`le. Cette fonction utilise free waitings pour libe´rer les instructions en attente
d’e´ve´nements qui ont e´te´ ge´ne´re´es pendant l’exe´cution du terme, puis ajoute le re´sultat de
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l’exe´cution d’un terme dans la file approprie´e en fonction de son statut de retour.
update(t, α,A,E,R,W,LW,S) ≡ Par(R′,W ′. < t, A >,LW ′, S), si α = WAIT
Par(R′,W ′, LW ′. < t, A >, S), si α = LONGWAIT
Par(R′,W ′, LW ′, S.t), si α = STOP
Par(R′,W ′, LW ′, S), si α = TERM
avec < R′,W ′, LW ′ >= free waitings(E,R,W,LW )
Enfin, la fonction set re´cupe`re l’ensemble des configurations bloquant l’exe´cution des ins-
tructions contenues dans les files W ou LW .
set(ε) ≡ ∅
set(< t, A > .L) ≡ A ∪ set(L)
3.7.2 Les re`gles
Le principe ge´ne´ral de l’instruction Par est :
• quand E(eoi) = false, d’exe´cuter les instructions de la file R tant qu’elle n’est pas vide.
• quand E(eoi) = true, d’exe´cuter les instructions de la file W tant qu’elle n’est pas vide.
De´taillons les diffe´rents cas de figures possibles. Dans le cas ou` toutes les files sont vides,
l’instruction n’a plus rien a` exe´cuter, termine instantane´ment et renvoie TERM.
Par(ε, ε, ε, ε), E
<TERM,∅>
−−−−−−−→ Nothing, E (3.40)
Des e´le´ments uniquement dans la file S
S’il y a que des e´le´ments dans la file des instructions termine´es pour l’instant courant, Par
renvoie le statut STOP et place toutes les instructions de S dans la file R des instructions a`
exe´cuter a` l’instant suivant.
Par(ε, ε, ε, t.S), E
<STOP,∅>
−−−−−−−→ Par(t.S, ε, ε, ε), E (3.41)
Des e´le´ments uniquement dans la file LW
Dans ce cas, il y a deux re`gles. Si aucune des configurations bloquant les instructions de
LW n’est satisfaite, alors l’exe´cution de Par renvoie le statut LONGWAIT et l’ensemble des
configurations bloquant l’exe´cution des instructions de Par.
free waitings(E, ε, ε,< t,A > .LW ) =< R′,−, LW ′ > R′ = ε
Par(ε, ε,< t,A > .LW, ε), E
<LONGWAIT,set(LW ′)>
−−−−−−−−−−−−−−−−→ Par(ε, ε, LW ′, ε), E
(3.42)
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Si, au contraire, certaines configurations sont satisfaites, alors on libe`re les instructions
dont les configurations sont satisfaites, on les place dans la file R des instructions a` exe´cuter
au cours de l’instant et on reprend en exe´cutant imme´diatement les instructions de la file R.
free waitings(E, ε, ε,< t,A > .LW ) =< R′,W ′, LW ′ > R′ 6= ε
Par(R′,W ′, LW ′, ε), E
<α,A′>
−−−−−→ u,E′
Par(ε, ε,< t,A > .LW, ε), E
<α,A′>
−−−−−→ u,E′
(3.43)
Des e´le´ments uniquement dans les files LW et S
Dans ce cas de figure, il y trois re`gles applicables. La premie`re s’applique lorsque la fin
d’instant a e´te´ de´clare´e. Il n’est donc plus possible aux instructions contenues dans la file
des attentes inter-instants de pouvoir progresser, car si elles pouvaient progresser, cela aurait
e´te´ fait avant la fin de l’instant. La re´e´criture de Par consiste donc en un de´placement des
e´le´ments de la file S vers la file R, suivi d’un renvoi du statut STOP, car des instructions
devront eˆtre exe´cute´es a` l’instant suivant.
E(eoi) = true
Par(ε, ε,< t,A > .LW, u.S), E
<STOP,∅>
−−−−−−−→ Par(u.S, ε,< t,A > .LW, ε), E
(3.44)
Dans le cas ou` la fin d’instant n’a pas encore e´te´ de´clare´e, on ve´rifie qu’aucune des ins-
tructions bloque´es dans la file LW ne peut eˆtre libe´re´e. Si c’est le cas, alors on renvoie le
statut WAIT, car il faudra revenir au plus tard a` la fin de l’instant pour mettre les e´le´ments
de la file S dans la file R.
E(eoi) = false free waitings(E, ε, ε,< t,A > .LW ) =< R′,−, LW ′ > R′ = ε
Par(ε, ε,< t,A > .LW, u.S), E
<WAIT,set(LW ′)>
−−−−−−−−−−−−→ Par(ε, ε, LW ′, u.S), E
(3.45)
Si des instructions bloque´es dans LW peuvent eˆtre libe´re´es, on les place dans la file R et
on les exe´cute imme´diatement.
E(eoi) = false free waitings(E, ε, ε,< t,A > .LW ) =< R′,−, LW ′ > R′ 6= ε
Par(R′, ε, LW ′, u.S), E
<α,A′>
−−−−−→ v,E′
Par(ε, ε,< t,A > .LW, u.S), E
<α,A′>
−−−−−→ v,E′
(3.46)
Des e´le´ments dans la file W et pas dans la file R
Dans ce cas, il y a de nouveau trois re`gles applicables. La premie`re s’applique lorsque la
fin d’instant a e´te´ de´clare´e. Il faut alors re´-exe´cuter l’ensemble des instructions de la file W
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qui e´taient en attente soit sur certaines configurations, soit sur la fin d’instant. Cette re`gle
est applique´e jusqu’a` ce que la file W soit vide.
E(eoi) = true t, E
<β,A′>
−−−−−→ t′, E′ update(t′, β, A′, E′, R,W,LW,S), E′
<α,A′′>
−−−−−→ u,E′′
Par(ε,< t, A > .W,LW,S), E
<α,A′′>
−−−−−→ u,E′′
(3.47)
Si la fin d’instant n’a pas e´te´ de´clare´e, alors il faut tester si des instructions de la file W
ou LW peuvent eˆtre libe´re´es. Si aucune ne peut eˆtre libe´re´e, alors l’exe´cution de Par renvoie
WAIT et l’ensemble des configurations attendues par les instructions des files W et LW .
E(eoi) = false free waitings(E, ε,< t,A > .W,LW ) =< R′,W ′, LW ′ > R′ = ε
Par(ε,< t,A > .W,LW,S), E
<WAIT,set(W ′)∪set(LW ′)>
−−−−−−−−−−−−−−−−−−→ Par(ε,W ′, LW ′, S), E
(3.48)
Si, par contre, des instructions peuvent eˆtre libe´re´es, alors on les place dans la file R et
elles sont imme´diatement exe´cute´es.
E(eoi) = false free waitings(E, ε,< t,A > .W,LW ) =< R′,W ′, LW ′ > R′ 6= ε
Par(R′,W ′, LW ′, S), E
<α,A′>
−−−−−→ u,E′
Par(ε,< t,A > .W,LW,S), E
<α,A′>
−−−−−→ u,E′
(3.49)
Des e´le´ments dans la file R
Dans ce cas, les instructions de la premie`re file sont exe´cute´es jusqu’a` ce que cette file soit
vide. L’instruction Par e´tant non de´terministe, nous ne pre´cisons pas l’ordre dans lequel ces
instructions sont exe´cute´es. Cela se traduit en prenant au hasard une des instructions de la
file R (de´compose´e en R1.t.R2).
E(eoi) = false t, E
<β,A>
−−−−→ t′, E′ update(t′, β, A,E′, R1.R2,W,LW,S), E
′ <α,A
′>
−−−−−→ u,E′′
Par(R1.t.R2,W,LW,S), E
<α,A′>
−−−−−→ u,E′′
(3.50)
3.8 Machine re´active
A` l’inverse des re`gles pre´ce´dentes, les re`gles pour Machine ne renvoient ni statut de ter-
minaison, ni ensemble de configurations.
Il y a deux re`gles applicables pour Machine. Si l’exe´cution du corps renvoie un statut
diffe´rent de WAIT, alors l’instant est termine´. Dans le cas d’un statut TERM ou STOP, cela
signifie qu’il n’y a plus aucune instruction a` faire progresser pour l’instant courant. Dans le
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cas d’un statut LONGWAIT, cela signifie que la seule manie`re de progresser est de ge´ne´rer un
des e´ve´nements attendus. Puisque aucune autre instruction ne peut eˆtre exe´cute´e, l’instant
est donc termine´.
t, E[eoi \false]
<α,−>
−−−−→ t′, E′ α 6= WAIT
Machine(t), E −−→ Machine(t′), E′[eoi \false]
(3.51)
Remarque : si le statut renvoye´ est LONGWAIT, le terme t′ ne pourra pas non plus
progresser a` l’instant suivant, sauf si de nouvelles instructions sont ajoute´es
ou si l’on conside`re des ge´ne´rations externes d’e´ve´nements.
Par contre, si l’exe´cution du corps renvoie WAIT, alors Machine de´clare la fin d’instant
et re´-exe´cute le terme t′. Cette activation supple´mentaire permet aux instructions qui ont
renvoye´ WAIT de de´cider de l’absence d’un e´ve´nement et donc de ce qu’elles vont exe´cuter
au prochain instant. Il ne peut plus y avoir de changement dans l’environnement.
t, E[eoi \false]
<WAIT,−>
−−−−−−−→ t′, E′ t′, E′[eoi \false]
<−,−>
−−−−−→ u,E′′
Machine(t), E −−→ u,E′′
(3.52)
3.9 Ajout pour Icobjs
Dans cette partie, nous allons pre´senter la se´mantique d’instructions ne´cessaires a` l’utili-
sation des Icobjs.
3.9.1 Pre´emption re´gulie`re
Kill garantit que le handler de l’instruction sera toujours exe´cute´ a` l’instant suivant celui de
la pre´emption. Les re`gles de se´mantique de Kill sont les meˆmes que celles d’Until a` l’exception
de la re`gle 3.30 qui est remplace´e par celle-ci.
sat(C,E) = true
KillSTOP(C, t, u,A), E
<STOP,∅>
−−−−−−−→ u,E
(3.53)
3.9.2 Scanner
L’instruction Scanner exe´cute, pour chaque ge´ne´ration value´e d’un e´ve´nement, un pro-
gramme du langage hoˆte en lui passant en parame`tre la valeur associe´e a` l’e´ve´nement. D’abord
Scanner e´value le wrapper d’e´ve´nement et continue son exe´cution en utilisant la forme auxi-
liaire Scanner∗. Pour cette forme auxiliaire, un compteur de la prochaine ge´ne´ration value´e
de l’e´ve´nement attendue est ajoute´. Initialement, il est mis a` 1.
eval(X,E) =< S,E′ > Scanner∗(S, a, 1), E′
<α,A>
−−−−→ u,E′′
Scanner(X, a), E
<α,A>
−−−−→ u,E′′
(3.54)
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Il y a trois re`gles applicables a` la forme auxiliaire Scanner∗. Dans le premier cas, si la fin
d’instant a e´te´ de´clare´e, alors Scanner∗ renvoie STOP et a` l’instant suivant, il n’y a plus rien
a` faire.
E(eoi) = true
Scanner∗(S, a, n), E
<STOP,∅>
−−−−−−−→ Nothing, E
(3.55)
Conside´rons maintenant les cas ou` la fin d’instant n’a pas encore e´te´ de´clare´e. Si la n-ie`me
ge´ne´ration value´e de l’e´ve´nement n’a pas encore eu lieu, alors Scanner∗ se met en attente sur
cette ge´ne´ration en renvoyant WAIT.
E(eoi) = false sat(Sn, E) = false
Scanner∗(S, a, n), E
<WAIT,{Sn}>
−−−−−−−−−→ Scanner∗(S, a, n), E
(3.56)
Enfin, si cette n-ie`me ge´ne´ration a de´ja` eu lieu, alors on exe´cute un programme du langage
hoˆte en lui passant en parame`tre la valeur associe´e a` cette n-ie`me ge´ne´ration. L’exe´cution de
Scanner∗ continue alors en incre´mentant le compteur de la prochaine ge´ne´ration value´e de
l’e´ve´nement attendu.
E(eoi) = false E(S) =< true, o1 . . . on.V > eval(a(on), E) =< −, E
′ >
Scanner∗(S, a, n+ 1), E′
<α,A>
−−−−→ u,E′′
Scanner∗(S, a, n), E
<α,A>
−−−−→ u,E′′
(3.57)
3.9.3 Run
L’instruction Run permet d’exe´cuter, a` un niveau spe´cifique de l’arbre d’un programme,
un terme non de´fini au moment de la cre´ation de ce programme. L’instruction Run e´value le
wrapper de programme et exe´cute imme´diatement le terme retourne´.
eval(T,E) =< t,E′ > t,E′
<α,A>
−−−−→ t′, E′′
Run(T ), E
<α,A>
−−−−→ t′, E′′
(3.58)
Il faut eˆtre tre`s pre´cautionneux dans l’utilisation de cette instruction qui exe´cute imme´-
diatement un programme. Si, par exemple, le terme retourne´ est lui-meˆme une instruction
Run utilisant le meˆme wrapper, on obtient alors une boucle infinie instantane´e.
3.10 Bilan
Nous avons obtenu une se´mantique a` 58 re`gles. Le nombre de re`gles est assez important,
mais cette se´mantique de´finit les re`gles strictes du fonctionnement de Reflex en se rapprochant
au plus pre`s de l’imple´mentation. Par exemple, notre se´mantique prend en compte l’e´valuation
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des wrappers. Cette se´mantique synthe´tise en fait les deux syste`mes de re`gles de Storm de´finis
dans [70] : celui pour l’exe´cution descendante des instructions re´actives et celui pour libe´rer
les chemins en remontant dans l’arbre. Les principales caracte´ristiques de notre se´mantique
sont :
• la configuration e´ve´nementielle Not a disparu. On ne peut re´agir a` l’absence d’un
e´ve´nement autrement qu’avec l’instruction When.
• l’instruction Freezable et l’instruction Link n’existent pas dans notre moteur. Elles sont
remplace´es par une instruction interne. L’environnement en est simplifie´ puisqu’il n’est
plus ne´cessaire d’y stocker les re´sidus de comportements gele´s par l’instruction Freezable.
• l’instruction Par est une instruction n-aire totalement non de´terministe. La se´mantique
de cette instruction permet de n’exe´cuter que les instructions qui doivent l’eˆtre. De plus,
a` la diffe´rence des versions pre´ce´dentes de Junior , la se´mantique de cette instruction
fait que celle-ci ne retourne un statut d’exe´cution que si elle n’a plus aucune branche
a` exe´cuter. A` l’inverse de la se´mantique d’origine qui stipule d’abord l’exe´cution d’une
branche puis l’exe´cution de l’autre branche avant de retourner un statut en fonction
du statut de chacune des branches, dans la se´mantique de Reflex , tant qu’une branche
peut encore eˆtre exe´cute´e, elle le sera. Cela e´quivaut en SugarCubes a` un programme
Close(Par(...)). L’utilisation d’un tel algorithme associe´ a` une instruction n-aire
permet d’acce´der directement, avec une complexite´ en O(1), a` l’instruction qui a besoin
d’eˆtre exe´cute´e.
• le statut LONGWAIT a e´te´ rajoute´ a` la se´mantique et permet ainsi d’e´viter les at-
tentes actives d’e´ve´nements inter-instants. De plus, le statut SUSP a e´te´ enleve´ de la
se´mantique. En effet, ce dernier ne servait qu’a` indiquer les instructions qui ont besoin
d’eˆtre exe´cute´es dans l’instant, ce qui e´tait le cas des instructions e´ve´nementielles. Or,
maintenant, les instructions e´ve´nementielles retournent soit le statut WAIT, soit le sta-
tut LONGWAIT si la configuration e´ve´nementielle en jeu n’est pas satisfaite. Ce statut
permettait aussi, dans Storm, de libe´rer des chemins dans les instructions Par. Or, dans
notre se´mantique, cela e´quivaut a` un changement de liste dans cette meˆme instruction.
• l’instruction Control utilise une configuration e´ve´nementielle et non un e´ve´nement seul.
L’efficacite´ d’une imple´mentation directe de notre se´mantique est importante mais elle
peut eˆtre ame´liore´e. Comme nous l’avons annonce´ dans l’introduction, nous avons simplifie´
notre se´mantique en de´crivant des re`gles comme en Rewrite ou` les instructions se re´e´crivent
en de nouvelles instructions et non comme en Replace ou` les instructions conservent des e´tats
internes et peuvent eˆtre re´initialise´es a` la fin de l’exe´cution dans le cas des boucles. Dans
l’imple´mentation, nous avons e´videmment utilise´ la me´thode de´finie dans Replace comme par
exemple, pour l’instruction Stop :
Stop(false), E
<STOP,∅>
−−−−−−−→ Stop(true), E
Stop(true), E
<TERM,∅>
−−−−−−−→ Stop(true), E
reset(Stop), E ≡ Stop(false), E
Outre le fait de passer de re`gles type Rewrite a` des re`gles type Replace, le principe de
tester l’ensemble des e´ve´nements au niveau de l’instruction Par peut largement eˆtre optimise´
par des me´thodes de pre´curseurs comme il en existe en Storm. En effet, l’utilisation de ces
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tests dans Par et le fait de remonter les configurations bloquant une branche d’exe´cution
permet de repre´senter le syste`me de re`gles de libe´ration de chemins de´fini dans Storm.
Nous pouvons aussi noter qu’il peut y avoir des proble`mes dans l’e´valuation de wrappers
ou dans l’exe´cution d’actions atomiques. Si, par exemple, l’action exe´cute´e ne termine pas ou
si une exception est ge´ne´re´e pendant son exe´cution, alors il n’y a plus de re´e´critures possibles.
Nous ne tenons pas compte de ces proble`mes ici. Dans [2], R. Acosta propose, pour pallier
a` ce genre de proble`mes, quelques pistes en introduisant de la qualite´ de service (QoS ) dans
Junior . Il propose par exemple l’introduction d’une nouvelle primitive Try pour intercepter
les exceptions, ou des me´thodes de limitation en temps pour l’exe´cution d’un programme.
Ces me´thodes font principalement appel a` de la pre´emption forte, ce qui casse le mode`le et
rend donc le syste`me instable. C’est la raison pour laquelle nous avons de´cide´ de ne pas les
introduire ici.
Chapitre 4
Imple´mentations
Dans ce chapitre, nous allons nous inte´resser aux imple´mentations de Junior . Nous com-
mencerons d’abord par pre´senter, dans la section 4.1, les caracte´ristiques de chacune des
versions de Junior existantes a` ce jour.
Pour re´aliser l’imple´mentation d’un moteur correspondant a` la se´mantique pre´sente´e dans
le chapitre pre´ce´dent, nous nous sommes base´s sur Storm, l’imple´mentation de Junior re´alise´e
par J-F. Susini [70]. La version Storm e´tait conside´re´e comme e´tant moins rapide que Simple,
mais avait l’avantage de posse´der une se´mantique formelle claire. En effet, la complexite´ des
algorithmes utilise´s dans Simple ne permet pas de garantir une concordance avec la se´mantique
de Junior . La section 4.2 pre´sentera les diverses modifications apporte´es a` l’imple´mentation
de Storm pour imple´menter notre se´mantique, dont, entres autres, les modifications au niveau
de la gestion e´ve´nementielle et au niveau de l’interfac¸age avec les Icobjs.
Enfin, dans la section 4.3, nous de´taillerons les diffe´rences de performance entre Reflex et
les versions Storm, Simple et Glouton de Junior .
4.1 Imple´mentations existantes
Dans cette partie, nous de´taillerons plus particulie`rement les versions Rewrite, Replace et
Storm qui sont de la meˆme famille. En effet, Replace est une ame´lioration de Rewrite en ce
qui concerne la gestion des instructions et Storm est une ame´lioration de Replace au niveau
de la gestion des e´ve´nements. Concernant Simple et Glouton, nous pre´senterons uniquement
les principes de base.
4.1.1 Rewrite
Rewrite est la premie`re imple´mentation de Junior . Le but de cette version e´tait d’abord
d’obtenir une imple´mentation de re´fe´rence pour ve´rifier rapidement l’exactitude des re`gles
de re´e´critures de Junior . Pour cela, ces re`gles [39] ont e´te´ imple´mente´es le plus fide`lement
possible, c’est-a`-dire que la structure des re`gles est reproduite le plus fide`lement possible dans
les classes Java.
Chaque instruction est imple´mente´e par une classe Java qui e´tend la classe Instruction.
Cette classe ne de´finit qu’une me´thode rewrite qui prend en parame`tre l’environnement
d’exe´cution. Cette me´thode retourne un objet de type MicroState qui est une structure qui
contient uniquement le statut retourne´ par l’exe´cution et le re´sidu de l’instruction exe´cute´e.
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❛❜str❛❝t ♣✉❜❧✐❝ ❝❧❛ss Instruction ✐♠♣❧❡♠❡♥ts Program, java.io.Serializable
{
❛❜str❛❝t ♣✉❜❧✐❝ MicroState rewrite(EnvironnementImpl env);
}
Tab. 4.1 – Structure d’une instruction en Rewrite
L’exemple de l’instruction Control pre´sente´ dans la table 4.2 permet de constater la fide`le
concordance entre les re`gles de re´e´critures et l’imple´mentation.
sat(S,E) t, E
α
−→ t′, E′
Control(S, t), E
α
−→ Control(S, t′), E′
unsat(S,E)
Control(S, t), E
STOP
−−−−→ Control(S, t), E
unknown(S,E)
Control(S, t), E
SUSP
−−−→ Control(S, t), E
♣✉❜❧✐❝ ❝❧❛ss Control ❡①t❡♥❞s UnaryInstruction
{
...
♣✉❜❧✐❝ Control(Presence presence, Program body)
{ ... }
♣✉❜❧✐❝ MicroState rewrite(EnvironmentImpl env)
{
✐❢ (presence.sat(env))
{
MicroState s = body.rewrite(env);
r❡t✉r♥ ♥❡✇ MicroState(s.flag,
♥❡✇ Control(presence, s.term));
}
✐❢(config.unsat(env))
r❡t✉r♥ ♥❡✇ MicroState(Flags.STOP, t❤✐s);
r❡t✉r♥ ♥❡✇ MicroState(Flags.SUSP, t❤✐s);
}
}
Tab. 4.2 – Se´mantique/Imple´mentation de l’instruction Control pour Rewrite
La classe Control n’e´tend pas directement Instruction, mais UnaryInstruction qui
correspond a` toutes les instructions qui contiennent un sous-terme. De la meˆme manie`re, il
existe une classe BinaryInstruction qui correspond a` toutes les classes qui contiennent deux
sous-termes comme, par exemple, l’instruction If.
L’environnement d’exe´cution est compose´ de :
• un boole´en qui indique si la fin de l’instant a e´te´ de´clare´e.
• un boole´en qui indique s’il y a eu des ge´ne´rations d’e´ve´nements pendant une micro-
e´tape.
• un entier qui repre´sente l’instant courant. En effet, au lieu de vider a` chaque de´but
d’instant l’environnement, un compteur date l’instant. Lorsqu’un e´ve´nement est ge´ne´re´
a` un instant donne´, il est date´ en utilisant la valeur de ce compteur.
• une re´fe´rence vers un l’objet Java lie´ au programme en cours d’exe´cution.
• une table de hachage pour stocker l’ensemble des e´ve´nements. Cette table associe, a`
chaque objet de type Identifier, un objet de type EventData. Un EventData contient
un compteur indiquant le dernier instant ou` il a e´te´ mis a` jour, un compteur indiquant le
dernier instant auquel l’e´ve´nement correspondant a e´te´ ge´ne´re´ et deux tableaux conte-
nant, l’ensemble des objets associe´es aux ge´ne´rations value´es de l’instant courant et de
l’instant pre´ce´dent. En fait, ces deux tableaux contiennent les valeurs correspondant
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au dernier instant de mise a` jour et a` l’instant pre´ce´dent celui-ci. Cela e´vite de devoir
mettre a` jour les tableaux de tous les e´ve´nements enregistre´s dans l’environnement a`
chaque instant.
• deux tables de hachage qui vont associer, a` chaque e´ve´nement qui a gele´ un programme,
le re´sidu du programme gele´. Il y a deux tables : l’une pour l’instant courant dans
laquelle est stocke´ l’ensemble des programmes gele´s dans l’instant et l’autre qui contient
les programmes gele´s a` l’instant pre´ce´dent. A` chaque nouvel instant, ces deux tables
sont interverties et celle devant contenir les programmes gele´s pour l’instant suivant est
vide´e.
Les avantages d’une telle imple´mentation tiennent surtout dans le fait de pouvoir exe´cuter
fide`lement les re`gles de se´mantique. De plus, il est facile d’ope´rer des modifications pour
tester rapidement des changements de se´mantique. Cependant, le proble`me majeur de cette
imple´mentation est son inefficacite´ :
• a` chaque changement d’e´tat d’une instruction, un nouvel objet est cre´e´. Par exemple,
dans l’instruction Control (cf. table 4.2), a` chaque instant ou` l’e´ve´nement est pre´sent et
donc ou` le corps de l’instruction est exe´cute´, un nouvel objet de type Control contenant
le re´sidu de l’exe´cution du corps est cre´e´. Il faut noter que le corps de l’instruction peut
eˆtre exe´cute´ plusieurs fois au cours du meˆme instant et qu’un nouvel objet de type
Control sera cre´e´ a` chaque fois. La cre´ation d’objets interme´diaires est encore plus
flagrante pour l’instruction Loop ou` le corps de la boucle est entie`rement duplique´ pour
le mettre en se´quence avec la boucle elle-meˆme.
• puisqu’il y a beaucoup de cre´ations d’objets, il faut aussi tenir compte des destructions
d’objets. En effet, une perte d’efficacite´ peut eˆtre constate´e suite au traitement effectue´
a` chaque passage du Garbage Collector .
• l’efficacite´ d’une exe´cution de´pend e´galement de la fac¸on d’e´crire le programme. Ceci
sera pre´sente´ par l’interme´diaire de l’exemple de la cascade inverse (cf. figure 4.1).
• les instructions e´ve´nementielles font de l’attente active sur les e´ve´nements. A` chaque
micro-e´tape, tout l’arbre de programme est a` nouveau entie`rement parcouru et les ins-
tructions e´ve´nementielles testent a` chaque fois la satisfaction ou non de leur confi-
guration e´ve´nementielle. A` chaque test, pour chaque e´ve´nement attendu, l’instruction
recherche dans la table de hachage si les e´ve´nements composant sa configuration ont
e´te´ ge´ne´re´s pour l’instant courant.
• la table de hachage contenant les e´ve´nements n’est jamais vide´e. En terme de me´moire,
il y a donc un clair gaspillage pour stocker des e´ve´nements qui sont peut eˆtre obsole`tes,
c’est-a`-dire qui ne seront plus utilise´s par aucun programme.
Cascade inverse
L’exe´cution d’un programme en Rewrite est plus ou moins efficace selon la manie`re dont
ce programme est e´crit. L’exemple le plus flagrant de cette de´pendance est celui de la cascade
inverse. La figure 4.1 repre´sente la version a` trois branches de cet exemple. L’instruction
Par de Rewrite qui correspond a` l’instruction Merge des SugarCubes est une instruction
binaire exe´cutant dans l’ordre sa branche gauche puis sa branche droite. La cascade inverse
est un programme ou` chaque composant paralle`le est une se´quence qui attend un e´ve´nement
e´mis par le composant suivant, suivie d’une ge´ne´ration de l’e´ve´nement qui bloque la branche
pre´ce´dente.
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Jr.Par(
Jr.Seq(Jr.Await(e3),Jr.Print("fin")),
Jr.Par(
Jr.Seq(Jr.Await(e2),Jr.Generate(e3)),
Jr.Par(
Jr.Seq(Jr.Await(e1),Jr.Generate(e2)),
Jr.Generate(e1))))
Seq
Await e3 Print "fin" Seq
Await e2 Gen e3 Seq
Await e1 Gen e2
Gen e1
Par
Par
Par
Fig. 4.1 – Cascade Inverse a` 3 branches
L’exemple de la cascade inverse de la figure 4.1 ne´cessite quatre micro-e´tapes en utilisant
Rewrite. Au cours des 3 premie`res, un e´ve´nement eN est ge´ne´re´ et a` la dernie`re, le message
"fin" est affiche´. A` chaque micro-e´tape, seule la dernie`re branche non-termine´e est exe´cute´e,
mais par contre, toutes les configurations e´ve´nementielles non-satisfaite sont teste´es. Chacun
de ces tests correspond a` une recherche supple´mentaire dans la table de hachage. De plus,
par construction, cette branche est toujours celle dont la profondeur est la plus grande. Cet
exemple met en e´vidence l’inefficacite´ de Rewrite. Pour re´soudre cette cascade inverse a` 3
branches, Rewrite teste 4 fois la pre´sence de l’e´ve´nement e3, 3 fois celle de l’e´ve´nement e2
et deux fois celle de l’e´ve´nement e1. Si les branches paralle`les avaient e´te´ ordonne´es dans le
sens inverse (en cascade directe), Rewrite l’aurait re´solu en une micro-e´tape ou` la pre´sence de
chaque e´ve´nement n’aurait e´te´ teste´e qu’une seule fois. Cela met en e´vidence la de´pendance
de Rewrite envers la manie`re dont le code est e´crit. Dans la section 4.3, nous pre´senterons,
d’autres re´sultats concernant cet exemple.
4.1.2 Replace
L’objectif de la version Replace e´tait, a` partir de Rewrite, d’e´liminer les cre´ations inutiles
d’objets a` chaque exe´cution. L’e´tat d’une instruction est de´sormais contenu dans l’instruction
elle-meˆme. La classe Instruction est alors la suivante :
❛❜str❛❝t ♣✉❜❧✐❝ ❝❧❛ss Instruction ✐♠♣❧❡♠❡♥ts Program, java.io.Serializable
{
♣✉❜❧✐❝ EnvironmentImpl env;
❛❜str❛❝t ♣✉❜❧✐❝ ✈♦✐❞ bind(EnvironmentImpl env);
❛❜str❛❝t ♣✉❜❧✐❝ ❜②t❡ rewrite();
❛❜str❛❝t ♣✉❜❧✐❝ ✈♦✐❞ reset();
❛❜str❛❝t ♣✉❜❧✐❝ Instruction residual();
...
}
Tab. 4.3 – Structure d’une instruction en Replace
Pour illustrer les modifications apporte´es, nous allons reprendre l’exemple de l’instruction
Control dont la nouvelle classe est pre´sente´e dans la table 4.4. Les modifications sont les
suivantes :
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• Chaque instruction dispose d’une re´fe´rence a` l’environnement. Au moment ou` l’instruc-
tion est ajoute´e a` une machine re´active, cette re´fe´rence est mise a` jour par l’interme´diaire
de la me´thode bind qui propage cette re´fe´rence a` toutes les sous-instructions constituant
le programme. Il n’est donc plus ne´cessaire de passer en parame`tre l’environnement
d’exe´cution a` chaque appel a` rewrite.
• La me´thode rewrite ne renvoie plus la structure MicroState comprenant le statut
retourne´ par l’exe´cution et le re´sidu du programme re´sultant de cette exe´cution, mais
uniquement le statut. Les instructions ne sont pas recre´es pour refle´ter leur e´tat apre`s
une re´e´criture. Chaque instruction conserve son propre e´tat. Ainsi, pour l’instruction
Control, si l’e´ve´nement est pre´sent, l’instruction Control exe´cute son corps et retourne
le statut retourne´ par cette exe´cution sans avoir a` cre´er un nouvel objet Control. Autre
exemple, un boole´en a e´te´ ajoute´ a` la classe de l’instruction binaire Seq signalant si la
premie`re branche a de´ja` termine´e son exe´cution.
• Un me´canisme a e´te´ ajoute´ pour e´viter a` Repeat et a` Loop de recre´er, a` chaque ite´ration,
les instructions composant leur corps, comme c’est le cas en Rewrite. A` chaque fois
que l’exe´cution du corps retourne TERM, les instructions composant le corps sont
re´initialise´es par l’appel a` leur me´thode reset avant d’eˆtre a` nouveau exe´cute´es. Par
exemple, dans le cas de l’instruction Control, la me´thode reset propage la re´initiali-
sation a` son corps et re´initialise sa propre configuration. La re´initialisation d’une confi-
guration entraˆıne qu’au prochain test de satisfaction, tous les wrappers d’e´ve´nements
composant la configuration seront a` nouveau e´value´s.
• Pour re´cupe´rer le re´sidu d’un programme gele´, la me´thode residual a e´te´ ajoute´e
a` chaque instruction. En Rewrite, le programme se simplifiait au fur et a` mesure de
l’exe´cution et de la terminaison des instructions. Donc, il suffisait de re´cupe´rer direc-
tement les instructions composant ce programme. En Replace, la structure d’un pro-
gramme n’est pas modifie´e durant l’exe´cution. Seul l’e´tat de chaque instruction change.
Or, il est inutile de re´cupe´rer des instructions de´finitivement termine´es dans le re´sidu du
programme. La me´thode residual se charge de retourner, au moment du gel, une copie
du programme qu’il reste a` exe´cuter. Cette me´thode retourne une copie du programme
et non le programme lui-meˆme car l’instruction de gel peut eˆtre encapsule´e dans une
boucle qui peut re´-exe´cuter son corps et donc re´-exe´cuter les instructions gele´es.
Il re´sulte de ces modifications que Replace est bien plus efficace que Rewrite. En effet, toute
la phase de cre´ation et de destruction d’objets inutiles est totalement e´limine´e. Par contre,
Replace gaspille plus de me´moire que Rewrite. En effet, puisque la structure du programme
charge´ dans la machine n’est plus simplifie´e durant l’exe´cution, des instructions de´finitivement
termine´es sont conserve´es. Tout comme en Rewrite, les proble`mes de gestion d’e´ve´nements
(attente active, e´ve´nements obsole`tes,...) et les proble`mes de de´pendance envers la fac¸on dont
les programmes sont e´crits sont toujours pre´sent dans Replace.
4.1.3 Simple
La version Simple, au contraire de ce qu’indique son nom, est une imple´mentation base´e
sur des algorithmes bien plus complexes que ceux de Rewrite et Replace. Le but de cette
imple´mentation, re´alise´e par Laurent Hazard de France Telecom R&D, e´tait de pouvoir ge´rer,
de manie`re efficace, un tre`s grand nombre de composants paralle`les et d’e´ve´nements. Voila`
les grandes lignes de son algorithme :
• la machine re´active est charge´e avec un programme initial structure´ en arbre d’instruc-
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♣✉❜❧✐❝ ❝❧❛ss Control ❡①t❡♥❞s UnaryInstruction
{
...
♣✉❜❧✐❝ ✈♦✐❞ bind(EnvironmentImpl env)
{
t❤✐s.env = env;
body.bind(env);
}
♣✉❜❧✐❝ ✈♦✐❞ reset()
{
s✉♣❡r.reset();
presence.reset();
}
♣✉❜❧✐❝ ❜②t❡ rewrite()
{
✐❢ (presence.sat(env))
r❡t✉r♥ body.rewrite();
✐❢(presence.unsat(env))
r❡t✉r♥ Flags.STOP;
r❡t✉r♥ Flags.SUSP;
}
♣✉❜❧✐❝ Instruction residual()
{
r❡t✉r♥ ♥❡✇ Control((Presence)presence.copy(), body.residual());
}
...
}
Tab. 4.4 – Imple´mentation de l’instruction Control en Replace
tions comme avec Replace et Rewrite.
• la premie`re activation, c’est-a`-dire la premie`re micro-e´tape, se de´roule comme en Re-
place. Le programme est exe´cute´ en descendant le long de l’arbre de syntaxe pour activer
les instructions.
• quand l’activation d’une instruction renvoie le statut STOP, l’instruction est enre-
gistre´e dans une file d’attente d’instructions a` re´activer a` l’instant suivant.
• quand l’instruction se suspend sur l’attente d’un ou plusieurs e´ve´nements, l’instruc-
tion est enregistre´e dans des files d’attente correspondant chacune a` un e´ve´nement
attendu. Au moment ou` un des e´ve´nements est ge´ne´re´, toutes les instructions de la
file correspondante, dont la configuration est satisfaite, sont place´es dans une autre
file dont tous les e´le´ments seront exe´cute´es dans l’instant. Si une instruction est en
attente d’une absence d’e´ve´nement, alors l’instruction est aussi place´e dans une file
dont tous les e´le´ments seront re´active´s a` la fin de l’instant pour ve´rifier si leur confi-
guration est satisfaite. Si c’est le cas, alors ces instructions sont place´es dans la file
des instructions a` exe´cuter a` l’instant suivant.
• apre`s cette premie`re activation, il ne reste que des listes d’instructions dans des files
d’attente. Toutes les instructions Par de plus haut niveau, ont disparu. Pour exe´cuter un
nouvel instant, il suffit de repartir des instructions contenues dans la file des instructions
stoppe´es a` l’instant pre´ce´dent.
• il faut noter que si l’instruction enregistre´e dans la liste est une feuille de l’arbre de
programme, la re´activation de cette instruction consiste a` remonter a` son instruction
parente et a` continuer l’exe´cution de celle-ci. On a donc a` la fois une exe´cution montante
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et descendante.
Simple est base´e sur des algorithmes efficaces qui n’exe´cutent que les instructions qui
ont besoin de l’eˆtre. Il faut aussi noter que Simple a une politique pour retirer de la table
d’e´ve´nements ceux qui sont devenus obsole`tes. La politique de nettoyage est assez simple,
mais tre`s couˆteuse. En effet, la table d’e´ve´nements est parcourue pe´riodiquement dans son
inte´gralite´ pour chercher et retirer tous les e´ve´nements dont la file d’attente est vide.
Simple est une imple´mentation pragmatique de Junior et non une imple´mentation qui
reprend la structure de la se´mantique, ce qui la rend complexe a` comprendre et surtout a` mo-
difier. De plus, le fait de casser la structure de l’arbre de syntaxe et d’exe´cuter les programmes
a` la fois de fac¸on montante et descendante ne permet pas de garantir une correspondance a`
la se´mantique de Junior . Par exemple, la se´mantique d’une instruction Par spe´cifie que l’ins-
truction est termine´e de`s que ses sous-instructions sont termine´es. Puisque la structure de
l’arbre est casse´e, un me´canisme de synchronisation a duˆ eˆtre mis en place pour re´cupe´rer
la fin de chacune des branches et ainsi terminer l’instruction Par qui les a exe´cute´. Simple
dispose de plusieurs me´canismes pour coller au mieux a` la se´mantique, mais cela ne la rend
que plus complexe a` analyser, a` comprendre et a` modifier.
4.1.4 Storm
La version Storm est une e´tape interme´diaire entre Replace et Simple. En effet, elle garde
la structuration en arbre du programme tout au long de l’exe´cution, comme Replace, mais
elle utilise les me´canismes de file d’attente pour ge´rer les e´ve´nements, comme Simple.
Voici les principales caracte´ristiques de Storm :
• l’exe´cution d’un programme est uniquement descendante comme en Replace et il n’y
a aucune exe´cution remontante comme en Simple. Storm a sa propre se´mantique dans
laquelle sont introduites les diffe´rentes optimisations de´crites dans cette partie.
• tout comme en Rewrite et Replace, l’instruction Par de Storm est l’instruction Merge
des SugarCubes. Pour connaˆıtre l’e´tat d’une branche paralle`le, l’instruction Par dispose
d’une variable qui conserve le statut de la dernie`re exe´cution de la branche concerne´e.
• une instruction qui est en attente d’un e´ve´nement absent s’enregistre dans une file
d’attente comme en Simple et retourne le statut WAIT, nouveau statut introduit dans
Storm. Ce statut, de´ja` de´crit dans la section 2.1.2, est une optimisation e´vitant de tester
une configuration e´ve´nementielle a` chaque micro-e´tape durant un instant.
• au moment ou` un e´ve´nement est ge´ne´re´, toutes les instructions enregistre´es dans la
file d’attente de l’e´ve´nement sont re´veille´es par un me´canisme appele´ pre´curseur. Il
est charge´ de libe´rer un chemin entre l’instruction re´veille´e et la racine de l’arbre.
L’exe´cution d’une branche est bloque´e par une ou plusieurs instructions Par. La li-
be´ration d’un chemin entre l’instruction re´veille´e et la racine de l’arbre consiste donc a`
modifier l’e´tat des instructions Par bloquant l’exe´cution de l’instruction en passant le
statut de WAIT a` SUSP.
Nous allons de´tailler les modifications qui ont e´te´ apporte´es a` l’imple´mentation de Replace.
La premie`re modification est la mise en place du me´canisme de file d’attente. Pour cela, dans
chaque objet de type EventData, une file de pre´curseurs (objet qui est de type Zappable) est
rajoute´e. Les pre´curseurs possibles sont en fait les instructions e´ve´nementielles.
Ensuite, l’enregistrement d’un pre´curseur dans la file d’attente d’un e´ve´nement doit eˆtre
faite apre`s avoir teste´ si l’e´ve´nement concerne´ n’est pas pre´sent. Ainsi, la me´thode ❜♦♦❧❡❛♥
fixed() de´finie dans la classe Presence est modifie´e pour enregistrer, par l’interme´diaire
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de la me´thode postPrecursor, l’instruction qui effectue ce test dans la file correspondant
a` l’e´ve´nement. Pour cela, les configurations e´ve´nementielles sont chaˆıne´es a` leur instruction
en utilisant la me´thode bind comme pour le chaˆınage des instructions entre elles lorsque
le programme est ajoute´ a` la machine. Chaque objet de type Presence d’une configuration
connaˆıt ainsi l’instruction a` laquelle il est lie´.
Enfin, pour re´veiller les pre´curseurs, a` chaque ge´ne´ration dans l’objet EventData, la file
des instructions bloque´es par l’e´ve´nement concerne´ est parcourue pour re´veiller celles dont
la configuration e´ve´nementielle est fixe´e. En effet, puisqu’il est possible que la configuration
soit constitue´e de plusieurs e´ve´nements, il n’est donc pas ne´cessaire de re´veiller une ins-
truction si sa configuration n’est pas comple`tement fixe´e. Pour effectuer ce test, la me´thode
Config getConfig() ajoute´e par l’interface Zappable est utilise´e. Au cas ou` la configura-
tion est fixe´e, il faut pouvoir re´veiller l’instruction et libe´rer le chemin a` travers l’arbre du
programme. C’est le roˆle de la me´thode zap, dont le code est montre´ dans la table 4.5, que
toutes les instructions doivent de´finir.
❛❜str❛❝t ♣✉❜❧✐❝ ❝❧❛ss Instruction ✐♠♣❧❡♠❡♥ts Program, java.io.Serializable
{
♣✉❜❧✐❝ Environment env;
❛❜str❛❝t ♣✉❜❧✐❝ ✈♦✐❞ bind(Environment env);
❛❜str❛❝t ♣✉❜❧✐❝ ❜②t❡ rewrite();
❛❜str❛❝t ♣✉❜❧✐❝ ✈♦✐❞ reset();
❛❜str❛❝t ♣✉❜❧✐❝ Instruction residual();
❛❜str❛❝t ♣✉❜❧✐❝ ✈♦✐❞ zap(Instruction son);
...
}
Tab. 4.5 – Structure d’une instruction en Storm
La me´thode zap est appele´e de nœud en nœud en remontant le long de l’arbre jusqu’a`
arriver sur une instruction Par dont le statut de la deuxie`me branche est SUSP, c’est-a`-
dire exe´cutable dans l’instant. Durant la remonte´e, la seule modification apporte´e par cette
me´thode est de changer le statut de toutes les instructions Par rencontre´es de WAIT a` SUSP.
Nous pouvons voir, dans la table 4.6, les modifications de la se´mantique et du code de l’ins-
truction Control.
Nous pouvons e´galement remarquer que la se´mantique de l’instruction Control n’a gue`re
change´ entre Rewrite et Storm. La seule diffe´rence est la troisie`me re`gle qui retourne le statut
WAIT a` la place du statut SUSP. Le parame`tre son de l’instruction zap permet a` l’instruction
re´veille´e de ve´rifier que l’instruction qui l’a re´veille´e est toujours en attente de l’e´ve´nement
concerne´. En effet, il n’y a pas de me´canisme de de´sabonnement d’e´ve´nements en Storm. Seul
un boole´en dans l’objet Presence indique si l’instruction a de´ja` e´te´ enregistre´.
Un autre me´canisme mis en place dans Storm est le balancement d’arbre qui modifie
l’ensemble des instructions Par et Seq. Cette modification limite la profondeur maximale et
rend l’exe´cution du programme moins de´pendante de la fac¸on dont il est e´crit. La figure 4.2
montre l’effet du balancement de l’arbre de programme consistant en la combinaison paralle`le
des programmes P1, P2, P3 et P4. Si les 3 premiers programmes e´taient suspendus en attente
d’un e´ve´nement et que seul le quatrie`me peut eˆtre exe´cute´, l’exe´cution sera plus longue que
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sat(S,E) t, E
α
−→ t′, E′
Control(S, t), E
α
−→ Control(S, t′), E′
unsat(S,E)
Control(S, t), E
STOP
−−−−→ Control(S, t), E
unknown(S,E)
Control(S, t), E
WAIT
−−−−→ Control(S, t), E
♣✉❜❧✐❝ ❝❧❛ss Control ❡①t❡♥❞s UnaryInstruction
✐♠♣❧❡♠❡♥ts Zappable
{
...
♣✉❜❧✐❝ ❜②t❡ rewrite()
{
✐❢ (presence.sat())
r❡t✉r♥ body.rewrite();
✐❢ (presence.unsat())
r❡t✉r♥ STOP;
r❡t✉r♥ WAIT;
}
♣✉❜❧✐❝ Config getConfig()
{
r❡t✉r♥ presence;
}
♣✉❜❧✐❝ ✈♦✐❞ zap(Instruction son)
{
parent.zap(t❤✐s);
}
...
}
Tab. 4.6 – Se´mantique/Imple´mentation de l’instruction Control pour Storm
si l’on conside´rait le programme P1 exe´cutable et les 3 autres en attente. Il en est de meˆme
pour les se´quences. De plus, il faut noter que plus la profondeur d’une branche en attente
d’un e´ve´nement est grande, plus le me´canisme de remonte´e du pre´curseur est couˆteux car
le chemin a` travers les instructions Par est potentiellement plus grand. Le balancement de
l’arbre est effectue´ apre`s chaque ajout de programme a` la machine re´active.
Par
Par
Par
P1
P2
P3 P4
(a) Avant balancement
Par
Par Par
P2P1 P3 P4
(b) Apre`s balancement
Fig. 4.2 – Effet du balancement
Les inconve´nients de Storm sont une attente active inter-instant et le proble`me re´current
de de´pendance de la fac¸on dont les branches paralle`les sont initialement ordonnance´es. En
effet, Storm e´vite de tester plusieurs fois la configuration d’une meˆme instruction au cours d’un
instant. Mais pour une instruction comme Await qui est bloquante tant que la configuration
n’est pas satisfaite, ce qui peut durer plusieurs instants, il sera tout de meˆme ne´cessaire de
tester cette configuration a` chaque instant. De plus, une configuration est teste´e au minimum
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deux fois par instant si elle n’est pas satisfaite : au de´but et a` la fin de l’instant.
Storm est moins de´pendant de la fac¸on dont le code est e´crit que Replace et Rewrite a`
cause du balancement de l’arbre. Par contre, tout comme Replace et Rewrite, Storm utilise
une instruction Par binaire totalement de´terministe, ce qui empeˆche d’acce´der imme´diatement
a` une instruction qui a besoin de l’eˆtre. Pour l’exemple de la cascade inverse a` 3 branches de
la figure 4.1, Storm prend toujours 4 micro-e´tapes pour finir l’exe´cution du programme, mais
excepte´ a` la premie`re micro-e´tape ou` toutes les branches paralle`les sont parcourues, toutes les
suivantes n’ont qu’une seule branche a` exe´cuter. Le balancement de l’arbre permet de limiter
sa profondeur, mais l’ordonnancement de l’exe´cution des branches paralle`les est toujours le
meˆme.
4.1.5 Glouton
L’objectif de Glouton, re´alise´e par Louis Mandel [48], e´tait de formaliser les me´canismes
mis en place dans Simple en une se´mantique claire et d’imple´menter le plus directement
possible cette se´mantique. Les principales caracte´ristiques de Glouton sont :
• l’utilisation de deux classes par instruction. Initialement, le programme donne´ a` la
machine n’est pas exe´cutable, c’est un arbre de syntaxe abstraite (AST) qui de´crit le
comportement du programme. Quand le programme est charge´ dans la machine, il est
imme´diatement traduit en instruction exe´cutable. A` la diffe´rence de Simple qui casse
la structure du programme au fur et a` mesure de son activation, Glouton le fait au
moment du chargement du programme.
• l’introduction de la notion de groupe. Un groupe est une structure qui controˆle un
ensemble d’instructions et qui est l’interface avec l’environnement. Les nœuds de l’arbre
du programme exe´cutable sont des groupes et non des instructions. Il y a plusieurs types
de groupes :
• le Groupe qui est la structure de base d’un groupe. Une se´quence Seq(p1,p2) cre´e un
groupe qui contient les instructions du programme p1 et signale que la continuation
est le programme exe´cutable retourne´ par p2. Une boucle est une se´quence dont la
continuation est son propre groupe. Un groupe est cre´e´ pour chacune des branches
des instructions binaires (Kill, If, When).
• le GroupeKill qui regroupe toutes les instructions et sous-groupes a` pre´empter. Ce
groupe enregistre sa configuration e´ve´nementielle si elle n’est pas satisfaite. De`s que
cette configuration est satisfaite, le groupe est enregistre´ dans celui de plus haut
niveau pour eˆtre rappele´ a` la fin de l’instant et ainsi pre´empter son contenu et mettre
le handler dans les instructions a` exe´cuter a` l’instant suivant.
• le GroupeLoc qui regroupe toutes les instructions qui sont a` exe´cuter dans le contexte
d’un e´ve´nement local. Une ge´ne´ration d’e´ve´nement est effectue´e directement dans son
groupe qui ge´ne`re a` son tour l’e´ve´nement dans le groupe local le plus proche du sien.
Si l’e´ve´nement ge´ne´re´ ne correspond pas a` l’e´ve´nement local du groupe, la ge´ne´ration
remonte le long de l’arbre, de groupe local en groupe local, jusqu’au groupe de plus
haut niveau.
• le GroupeLink qui regroupe toutes les instructions dont l’exe´cution doit eˆtre associe´e a`
un objet. Comme pour les e´ve´nements, quand une instruction veut connaˆıtre l’objet
qui lui est associe´, elle interroge son groupe qui lui indique le GroupeLink le plus
proche et ce dernier lui retourne l’objet concerne´.
• le GroupeTop qui est le groupe de plus haut niveau dans la machine re´active. Ce
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groupe est particulier car il correspond aussi a` l’environnement d’exe´cution. Il contient
la table des e´ve´nements et le boole´en indiquant la fin de l’instant.
• la modification de la se´mantique de Until pour en faire une instruction Kill. Apre`s
la traduction de l’AST en programme exe´cutable, cette instruction donne naissance a`
un groupe soumis a` la pre´emption. De`s que sa configuration est satisfaite, l’instruction
s’enregistre dans une file du groupe racine de´die´e aux pre´emptions, pour eˆtre re´veille´e
a` la fin de l’instant pour re´aliser cette pre´emption.
• la disparition de l’instruction Control dans le programme exe´cutable. Pendant la tra-
duction de l’AST vers le programme exe´cutable, l’instruction Control est remplace´e
par un Await sur l’e´ve´nement de controˆle. Ensuite, l’e´ve´nement de controˆle est propage´
dans toutes les branches du programme controˆle´ pour modifier tous les points d’arreˆt
potentiels, c’est-a`-dire les instructions Stop et les instructions e´ve´nementielles. Toutes
les instructions Stop sont automatiquement suivies par une instruction Await utilisant
l’e´ve´nement de controˆle. De meˆme, les configurations e´ve´nementielles des instructions
soumises au controˆle sont remplace´es par une conjonction de cette configuration et
de l’e´ve´nement de controˆle. Il y a une exception a` cela, c’est l’instruction When dont
l’e´valuation se fait dans l’instant de son exe´cution. When est dans ce cas pre´ce´de´e par
une instruction Await sur l’e´ve´nement de controˆle.
• la fin de l’instant est de´clare´e a` la fois par un boole´en et par l’interme´diaire de la
ge´ne´ration de l’e´ve´nement "eoi". Les configurations de toutes les instructions e´ve´ne-
mentielles qui de´pendent de la fin de l’instant, c’est-a`-dire celles concerne´es par une
absence d’e´ve´nement et celles des instructions When sont modifie´es. Elles sont remplace´es
par une conjonction compose´e de leur configuration initiale et d’une disjonction de
l’e´ve´nement "eoi" et d’un e´ve´nement "true" ge´ne´re´ a` chaque de´but d’instant. Puisque
la fin de l’instant est conside´re´e comme un e´ve´nement, Glouton dispose aussi d’une
file dans laquelle toutes les instructions qui de´pendent de la fin de l’instant seront
enregistre´es. Ces dernie`res seront re´veille´es pour eˆtre e´value´es a` la fin de l’instant.
L’imple´mentation actuelle de Glouton donne des performances comparables a` celle de
Simple. L’inconve´nient de cette imple´mentation par rapport aux autres versions de Junior
est qu’elle ne dispose pas encore de l’instruction Freezable. Un des proble`mes pose´ par de
cette instruction est le fait que le programme est modifie´ pour faire disparaˆıtre l’instruction
de controˆle. Dans le cas d’une pre´emption simple, cela ne pose pas de proble`me, puisqu’il
n’est pas ne´cessaire de re´cupe´rer le re´sidu du programme pre´empte´. Par contre, dans le cas
de Freezable, le re´sidu du programme gele´ ne doit pas contenir les modifications lie´es a` une
instruction Control qui ne serait pas gele´e. Un autre inconve´nient est que Glouton ne dispose
pas de me´canisme de nettoyage de la table d’e´ve´nements.
Enfin, nous pouvons noter que, en Glouton, les ge´ne´rations externes d’e´ve´nements dans
une safe-machine sont uniquement prises en compte a` l’instant suivant, contrairement aux
autres imple´mentations de Junior qui prennent en compte ces ge´ne´rations au cours de l’instant
si l’e´ve´nement a e´te´ ge´ne´re´ avant la fin de celui-ci.
4.2 Imple´mentation de Reflex
Pour re´aliser l’imple´mentation de notre se´mantique, nous partons de l’imple´mentation
de Storm en lui appliquant des modifications qui se caracte´risent par une re´duction de la
profondeur de l’arbre due au remplacement du format binaire des instructions Par et Seq par
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leur format N-aire, par une meilleure gestion e´ve´nementielle et par l’ajout de l’attente passive
inter-instant.
4.2.1 Instructions N-aire
Dans les imple´mentations pre´sente´es pre´ce´demment, les instructions Par et Seq sont
des instructions binaires. Pour les versions Simple et Glouton, il existe des instructions
supple´mentaires appele´es MultPar et MultSeq. Les instructions Par disparaissent durant la
premie`re activation pour Simple ou durant l’ajout a` la machine pour Glouton pour rem-
plir les diffe´rentes files d’attente du syste`me. En Rewrite, Replace et Storm, Par et Seq sont
conserve´es pour garder la structure du programme, Rewrite se permettant de simplifier l’arbre
au fur et a` mesure que les diffe´rentes branches se terminent.
En Reflex , nous n’avons pas rajoute´ d’instructions supple´mentaires comme Simple et
Glouton, mais les instructions Par et Seq sont directement N-aires et manipulent des listes
d’instructions comme le montre les re`gles de re´e´critures (cf. sections 3.7 et 3.5.4). Pour per-
mettre de manipuler aise´ment ces listes, chaque instruction dispose d’un pointeur vers la liste
qui la contient et de deux pointeurs vers les instructions pre´ce´dentes et suivantes dans la liste,
comme le montre la classe abstraite Instruction de la table 4.7.
❛❜str❛❝t ♣✉❜❧✐❝ ❝❧❛ss Instruction ✐♠♣❧❡♠❡♥ts Program, Cloneable, Serializable
{
♣r♦t❡❝t❡❞ tr❛♥s✐❡♥t InternEnvironment env;
♣r♦t❡❝t❡❞ tr❛♥s✐❡♥t Instruction parent;
♣r♦t❡❝t❡❞ Instruction next = ♥✉❧❧;
♣r♦t❡❝t❡❞ Instruction previous = ♥✉❧❧;
♣r♦t❡❝t❡❞ InstructionList list = ♥✉❧❧;
❛❜str❛❝t ♣r♦t❡❝t❡❞ ✈♦✐❞ bind(InternEnvironment env, Instruction parent, ❜♦♦❧❡❛♥ removable);
❛❜str❛❝t ♣r♦t❡❝t❡❞ ❜②t❡ rewrite();
❛❜str❛❝t ♣r♦t❡❝t❡❞ ✈♦✐❞ reset();
❛❜str❛❝t ♣r♦t❡❝t❡❞ Instruction residual(❜♦♦❧❡❛♥ unregisterEvent);
❛❜str❛❝t ♣r♦t❡❝t❡❞ ✈♦✐❞ zap(Instruction son);
...
}
Tab. 4.7 – Structure d’une instruction en Reflex
La manie`re de construire des programmes reste exactement la meˆme qu’en Junior . L’in-
terface de programmation Ic dispose des meˆmes me´thodes (Program Seq(Program p1, Pro
gram p2) ou Program Seq(Program[] p)). Au moment de la construction, l’objet Seq va
tester si les programmes qui lui sont passe´s sont eux-meˆmes des objets de type Seq. Si c’est
le cas, les listes de l’instruction Seq parent et des sous-instructions Seq sont concate´ne´es. Il
en est de meˆme pour l’instruction Par avec des sous-instructions de type Par.
Le re´sultat du programme de´crit dans la table 4.8 est une instruction Par unique conte-
nant les programmes P1, P2, P3, P4. Si un de ces programmes de´bute par une instruction
Par, la liste des branches de cette sous-instruction Par est absorbe´e par le Par de plus haut
niveau. Il faut tout de meˆme noter qu’en fusionnant les listes des instructions Par imbrique´es,
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Program p = Ic.Par(P1,
Ic.Par(P2,
Ic.Par(P3, P4)));
Tab. 4.8 – Programme e´crit avec des instructions Par imbrique´es
la se´mantique du programme est le´ge`rement modifie´e (ce n’est pas le cas pour l’instruction
Seq). Si l’on conside`re la se´mantique de l’instruction Par (cf. section 3.7) de fac¸on rigoureuse,
la remonte´e des sous-instructions d’une instruction Par imbrique´e dans l’instruction Par de
niveau supe´rieur modifie l’ordonnancement des taˆches. D’apre`s la se´mantique, une instruction
Par ne retourne un statut que si toutes ses sous-instructions sont dans un e´tat qui ne peut
plus e´voluer. En suivant la se´mantique, l’exemple du code pre´ce´dent exe´cute d’abord le pro-
gramme P1 ou la composition paralle`le des programmes P2 et la composition paralle`le de P3
et P4. Or, la remonte´e de ces sous-instructions les place au meˆme niveau que les autres de´ja`
contenues dans l’instruction Par. Il n’est alors plus ne´cessaire d’attendre qu’un sous-groupe
d’instructions ne puisse plus e´voluer pour exe´cuter les autres branches du Par de haut niveau.
En faisant remonter ces quatre programmes, l’exe´cution des branches peut eˆtre ordonnance´
dans n’importe quel ordre, comme, par exemple, P2, P4, P1 et P3.
Se´quence
La classe de l’instruction Seq contient la liste de tous les sous-programmes qui ne sont
donc plus des se´quences et current un pointeur sur la premie`re instruction de la liste. Lorsque
Seq est exe´cute´, l’instruction pointe´e par current est exe´cute´e. De`s que le statut retourne´
est TERM, current est de´place´ sur l’instruction suivante dans la liste. L’instruction Seq
retourne TERM de`s que current pointe sur ♥✉❧❧. Notons cependant que, a` la diffe´rence de
la se´mantique, la liste ne se vide pas au fur et a` mesure de la terminaison des programmes.
Paralle`le
L’imple´mentation de l’instruction Par n’utilise pas quatre listes (R, W , LW et S) comme
dans la se´mantique (cf. section 3.7) mais cinq. Une liste supple´mentaire permet de stocker les
instructions qui ont termine´es leur exe´cution. La liste n’e´tait pas pre´sente dans la se´mantique,
puisque nous avons de´crit celle-ci comme fonctionnant ”a` la Rewrite” pour des raisons de sim-
plification (les boucles sont repre´sente´es, de fac¸on re´cursive, comme une se´quence entre le corps
de la boucle et la boucle elle-meˆme, sans me´thode de re´initialisation). Comme nous l’avons vu,
la se´mantique de notre instruction Par e´quivaut a` un programme Close(Par(...)) en Sugar-
Cubes, le but e´tant de finir localement l’exe´cution des sous-instructions de l’instruction Par
avant de retourner le statut. Ceci permet d’effectuer beaucoup moins de micro-e´tapes globales
et donc moins de parcours de l’arbre. L’algorithme de´fini dans la me´thode ❜②t❡ rewrite()
consiste alors en ceci :
• si la fin de l’instant n’a pas e´te´ de´clare´e, les instructions de la liste des instructions
a` exe´cuter au cours de l’instant sont exe´cute´es tant que la liste n’est pas vide, dans
l’ordre dans lequel elles sont enregistre´es dans la liste (les instructions ne sont pas prises
au hasard comme dans la se´mantique). Selon le statut retourne´ par leur exe´cution,
les instructions sont de´place´es vers les listes correspondant au statut de retour. La
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disparition du statut SUSP garantit qu’il n’est pas possible d’exe´cuter en boucle la
meˆme instruction.
• si la fin de l’instant a e´te´ de´clare´e, on fait de meˆme sur la liste des instructions ayant
retourne´ WAIT. Cette exe´cution ne retourne que des statuts STOP ou LONGWAIT,
ce qui garantit que nous n’allons pas boucler inde´finiment.
• a` la fin de cette dernie`re exe´cution, il ne peut y avoir des e´le´ments que dans les listes
des instructions ayant retourne´ TERM, STOP ou LONGWAIT. Il ne reste donc plus
qu’a` pre´parer l’instruction pour l’instant suivante c’est-a`-dire de remplir la liste des
instructions a` exe´cuter avec les instructions de la liste des STOP. Pour cela, nous
intervertissons simplement les re´fe´rences vers ces deux listes.
Le non-de´terminisme de cette imple´mentation vient du fait que les instructions ne sont
pas inse´re´es dans les listes dans l’ordre dans lequel elles e´taient enregistre´es au de´part. Pour
la gestion des e´ve´nements, nous n’imple´mentons pas directement la se´mantique, ce qui serait
trop couˆteux, mais nous utilisons le me´canisme de pre´curseur de´fini dans Storm. L’appel a` la
me´thode zap de l’instruction Par rec¸oit en parame`tre l’instruction a` re´veiller. Puisque chaque
instruction dispose d’un pointeur vers la liste dans laquelle elle est enregistre´e, nous n’avons
pas besoin de parcourir la liste des WAIT et la liste des LONGWAIT pour la retrouver. Ce
pointeur nous permet de l’enlever imme´diatement de la liste dans laquelle elle se trouve pour
la placer a` la fin de la liste des instructions a` exe´cuter dans l’instant, comme nous le montre
le code de la table 4.9.
♣r♦t❡❝t❡❞ ✈♦✐❞ zap(Instruction son)
{
✐❢ (son.list == waited)
{
waited.remove(son);
✐❢ (suspended.first == ♥✉❧❧ && parent != ♥✉❧❧)
parent.zap(t❤✐s);
suspended.add(son);
}
❡❧s❡ ✐❢ (son.list == longwaited)
{
longwaited.remove(son);
✐❢ (suspended.first == ♥✉❧❧ && parent != ♥✉❧❧)
parent.zap(t❤✐s);
suspended.add(son);
}
}
Tab. 4.9 – Me´thode zap de l’instruction Par en Reflex
Comme en Rewrite, il est inte´ressant de pouvoir re´duire l’arbre au fur et a` mesure que les
diffe´rentes branches se terminent, ce qui permet de libe´rer la me´moire inutilement utilise´e.
Par contre, comme nous l’avons vu, quand ces instructions se trouvent dans une boucle,
il est plus inte´ressant de les re´utiliser en les re´initialisant simplement. Nous proposons ici
un interme´diaire entre les deux solutions dans lequel nous simplifions l’arbre de programme
uniquement dans les instructions Par si celles-ci ne sont pas contenues dans une instruction
Loop ou Repeat. Pour cela, nous avons ajoute´ un parame`tre supple´mentaire a` la me´thode
bind qui indique si l’instruction est contenue dans une instruction de boucle. Ce boole´en est
stocke´ par l’instruction Par. Quand l’exe´cution d’une branche d’une instruction Par retourne
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TERM, cette branche est mise dans la file des programmes termine´s selon la valeur du boole´en.
Cette me´thode e´vite de garder, comme c’est le cas en Replace et Storm, tous les programmes
qui ont de´ja` fini leur exe´cution.
Il faut aussi noter qu’une re´initialisation de l’instruction Par apparaissant dans une boucle
ne remet pas l’instruction Par dans son e´tat initial. En effet, elle ne conserve pas l’ordre initial
des instructions, les instructions e´tant replace´es dans l’ordre dans lequel elles se sont termine´es.
Pour pre´cise´ment, les instructions sont replace´es, au moment de la re´initialisation, dans la
liste a` exe´cuter au cours de l’instant dans l’ordre suivant :
• les instructions de´ja` termine´es sont place´es au de´but de la liste dans l’ordre dans lequel
elles se sont termine´es,
• si, avant la re´initialisation, il y avait encore des instructions a` exe´cuter, elles sont
concate´ne´es a` la suite des instructions termine´es,
• enfin, s’il reste des instructions en attente d’e´ve´nements dans la liste LONGWAIT, elles
sont place´es a` la fin.
Apre`s une re´initialisation, le fait d’ordonner les instructions dans l’ordre dans lequel elles
se sont termine´es, permet, d’une certaine manie`re, de les positionner dans un ordre qui peut
eˆtre en ge´ne´ral plus favorable a` la prochaine exe´cution. Dans l’exemple de la cascade in-
verse, les branches paralle`les de ce programme terminent dans l’ordre inverse dans lequel elles
sont enregistre´es dans l’instruction Par. Si ce programme est mis dans une boucle, apre`s la
premie`re exe´cution, la re´initialisation le transformera en une cascade directe dont l’exe´cution
est beaucoup moins complexe en terme de de´placement de programmes dans les diffe´rentes
listes de l’instruction. Le cas de la cascade inverse est e´videmment un cas extreˆme dont il
ne faut pas faire une ge´ne´ralite´ et ce re´ordonnancement n’est pas ne´cessairement toujours le
plus favorable. Il suffit, par exemple, que les branches paralle`les doivent eˆtre re´-exe´cute´es sur
plusieurs instants pour que le be´ne´fice de l’ordonnancement des branches soit perdu.
L’utilisation d’instructions n-aire e´vite le proble`me de de´pendance envers la fac¸on dont le
code est e´crit. En effet, toutes les instructions, de´crites comme devant eˆtre place´es a` la meˆme
profondeur dans l’arbre, le sont re´ellement. Le me´canisme de balancement de l’arbre de Storm
devient alors inutile. L’arbre de programme obtenu est naturellement e´quilibre´ puisque tous
les nœuds sont au meˆme niveau. Cette caracte´ristique acce´le`re les libe´rations de chemin dans
l’arbre puisqu’il y a moins d’instructions a` parcourir pour libe´rer un chemin. Elle acce´le`re
e´galement les exe´cutions des instructions en e´vitant de perdre du temps dans le parcours de
l’arbre.
Le fait d’avoir une instruction Par n-aire et inde´terministe permet d’obtenir une com-
plexite´ en O(1) pour l’acce`s aux branches paralle`les qui ont besoin d’eˆtre exe´cute´es. Le re´veil
d’instructions bloque´es sur des attentes d’e´ve´nements a aussi une complexite´ en O(1). On
acce`de en effet directement a` l’instruction bloque´e sans avoir a` parcourir les deux listes (WAIT
et LONGWAIT) des instructions bloque´es. Ainsi, le changement de liste peut eˆtre effectue´
imme´diatement. Puisque l’ordre des instructions n’est pas conserve´, il n’est pas ne´cessaire de
faire des insertions couˆteuses, et l’instruction peut eˆtre place´e en fin de liste.
4.2.2 Gestion des e´ve´nements
La gestion des e´ve´nements est un point essentiel pour re´aliser une imple´mentation efficace
de Junior . En effet, pour ame´liorer l’efficacite´, il faut, entre autres, diminuer le nombre de
fois qu’une configuration est teste´e. Dans Storm, cela a conduit a` l’ajout du statut WAIT.
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Ce nouveau statut combine´ a` la remonte´e des pre´curseurs e´vite d’e´valuer les configurations
e´ve´nementielles a` chaque micro-e´tape, mais uniquement quand la configuration est satisfaite
ou bien a` la fin de l’instant. Ce me´canisme a permis a` Storm d’eˆtre bien plus efficace que
Replace et Rewrite et de ne pas re´aliser d’attente active au cours d’un instant.
♣✉❜❧✐❝ ❝❧❛ss Control ❡①t❡♥❞s Zappable
{
...
♣✉❜❧✐❝ Control(Configuration config, Program body){ ... }
♣r♦t❡❝t❡❞ ✈♦✐❞ reset()
{
body.reset();
config.reset();
}
♣r♦t❡❝t❡❞ ❜②t❡ rewrite()
{
✐❢ (config.sat())
{
❜②t❡ res = body.rewrite();
✐❢ (res == Flags.TERM)
config.reset();
r❡t✉r♥ res;
}
r❡t✉r♥ Flags.LONGWAIT;
}
♣r♦t❡❝t❡❞ Instruction residual(❜♦♦❧❡❛♥ unregisterEvent)
{
✐❢(unregisterEvent)
config.reset();
r❡t✉r♥ ♥❡✇ Control(config.copy(), body.residual());
}
♣r♦t❡❝t❡❞ ✈♦✐❞ bind(InternEnvironment env, Instruction aParent, ❜♦♦❧❡❛♥ removable)
{
s✉♣❡r.bind(env, aParent, removable);
body.bind(env, t❤✐s, removable);
config.bind(env, t❤✐s);
}
...
}
Tab. 4.10 – Imple´mentation de l’instruction Control pour Reflex
L’utilisation du statut WAIT est utile pour des instructions, comme par exemple Scanner
ou When, qui sont inte´resse´es a` la fois par la pre´sence et par l’absence des e´ve´nements. Par
contre, pour des instructions comme Await et Control, ce me´canisme est inefficace. En effet,
ces deux instructions sont bloquantes tant que l’e´ve´nement n’est pas pre´sent, ce qui veut dire
qu’en l’absence de l’e´ve´nement attendu, chacune d’elles est e´value´e deux fois par instant. Pour
optimiser cela, nous avons rajoute´ un nouveau statut d’exe´cution, le statut LONGWAIT qui
permet d’e´viter une attente active inter-instant.
L’instruction Control (cf. table 4.10) utilise ce nouveau statut. De meˆme, nous pouvons
remarquer que Control manipule de´sormais une configuration e´ve´nementielle et non une
pre´sence unique. De plus, l’instruction n’est plus inte´resse´e par l’absence de l’e´ve´nement ;
soit la configuration est satisfaite et dans ce cas, nous sommes certain d’exe´cuter le corps
imme´diatement, soit le statut LONGWAIT est retourne´.
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Me´canisme d’abonnement et de´sabonnement des pre´curseurs
L’une des raisons pour lesquelles Storm faisait de l’attente active inter-instant est l’absence
de me´canisme de de´sabonnement des pre´curseurs en attente d’un ou plusieurs e´ve´nements.
Nous allons d’abord commencer par de´crire le me´canisme d’abonnement de Reflex qui est
sensiblement le meˆme que celui de Storm. L’ajout de pre´curseur est effectue´ par la me´thode
fixed de l’objet Presence (cf. table 4.11) si l’e´ve´nement n’est pas pre´sent ou s’il n’a pas
de´ja` e´te´ enregistre´. A` la diffe´rence de Storm, au moment de l’enregistrement, l’objet de type
Presence dans Reflex conserve une re´fe´rence vers la cellule enregistre´e dans la liste des
pre´curseurs de l’e´ve´nement concerne´. Cette cellule permet d’acce´der directement a` la liste
dans laquelle elle se trouve. Le retrait de cette liste est donc fait avec une complexite´ en O(1).
♣✉❜❧✐❝ ❝❧❛ss Presence ❡①t❡♥❞s Configuration
{
...
♣r✐✈❛t❡ tr❛♥s✐❡♥t EventData eventData;
tr❛♥s✐❡♥t PrecursorCell cell;
♣r♦t❡❝t❡❞ ✈♦✐❞ reset()
{
✐❢ (cell != ♥✉❧❧)
{
cell.remove();
cell = ♥✉❧❧;
}
evaluated = ❢❛❧s❡;
eventData = ♥✉❧❧;
}
♣r♦t❡❝t❡❞ ❜♦♦❧❡❛♥ fixed()
{
✐❢ (evaluated == ❢❛❧s❡)
{
event = wrapper.evaluate(env);
evaluated = tr✉❡;
}
✐❢ (eventData == ♥✉❧❧ || eventData.id == ♥✉❧❧ || eventData.id.equals(event) == ❢❛❧s❡)
eventData = env.getEventData(event);
❜♦♦❧❡❛♥ res = eventData.isGenerated(env.getInstant());
✐❢ (!(res || cell != ♥✉❧❧))
cell = eventData.postPrecursor(precursor, t❤✐s);
r❡t✉r♥ res || env.eoi();
}
♣r♦t❡❝t❡❞ ❜♦♦❧❡❛♥ eval()
{
✐❢ (eventData == ♥✉❧❧)
r❡t✉r♥ ❢❛❧s❡;
r❡t✉r♥ eventData.isGenerated(env.getInstant());
}
...
}
Tab. 4.11 – Imple´mentation de la configuration Presence en Reflex
Nous pouvons noter que nous avons ajoute´ deux champs a` l’objet Presence : cell qui
pointe vers la cellule de la liste des pre´curseurs et eventData qui pointe vers l’objet de type
EventData concernant l’e´ve´nement attendu. Ce deuxie`me pointeur permet d’eˆtre plus efficace
en e´vitant de rechercher continuellement dans la table des e´ve´nements.
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Pour le de´sabonnement, il faut d’abord noter qu’une cellule contient une re´fe´rence vers
l’instruction a` re´veiller et une re´fe´rence vers l’objet de type Presence a` partir duquel cette
instruction a e´te´ enregistre´e. Ainsi, nous disposons d’un double chaˆınage qui permet a` l’objet
de type Presence d’avoir un lien vers la liste des pre´curseurs et a` la cellule d’avoir un lien
vers l’objet de type Presence. Pour se de´sabonner, il y a donc deux moyens :
• soit l’e´ve´nement est ge´ne´re´ et dans ce cas la liste des pre´curseurs est parcourue pour
retirer toutes les cellules dont le pre´curseur peut eˆtre re´veille´, c’est-a`-dire dont la confi-
guration e´ve´nementielle est satisfaite.
• soit le pre´curseur n’a plus besoin d’eˆtre exe´cute´ pour diverses raisons, comme une
pre´emption du pre´curseur ou un gel, et dans ce cas le pre´curseur doit lui-meˆme se
de´sabonner. Pour de´sabonner un pre´curseur, il suffit d’appeler la me´thode reset sur
sa configuration e´ve´nementielle. Cette ope´ration retire, pour chaque e´ve´nement de la
configuration, la cellule contenant le pre´curseur de la liste des pre´curseurs. Quand une
instruction e´ve´nementielle se termine, elle re´initialise imme´diatement sa configuration
e´ve´nementielle comme le montre le code de l’instruction Control dans la table 4.10. Si
l’instruction a e´te´ pre´empte´e, l’instruction de pre´emption, Kill ou Until, appelle la
me´thode reset sur le programme pre´empte´ ce qui le re´initialise, ainsi que toutes ses
configurations. Par contre, dans le cas d’un gel d’instruction, il ne faut pas re´initialiser le
programme puisque son re´sidu doit eˆtre re´cupe´re´. Nous avons donc modifie´ la me´thode
residual pour que chacune des instructions e´ve´nementielles re´initialise elle-meˆme sa
configuration avant de retourner son re´sidu.
Pour l’instruction Scanner, la gestion est entie`rement effectue´e par l’instruction elle-meˆme.
Celle-ci s’abonne lors de sa premie`re exe´cution dans l’instant et, de`s que la fin de l’instant a
e´te´ de´clare´e, elle est re´veille´e pour se de´sabonner.
Pour e´viter les pertes de temps dues a` la cre´ation de nouvelles cellules et celles dues au
passage du Garbage Collector , nous conservons les cellules des listes de pre´curseurs inutilise´es
dans un pool de cellules pour les re´utiliser.
Nettoyage de la table d’e´ve´nements
Dans toutes les imple´mentations de Junior , un ajout dans l’environnement cre´e une nou-
velle entre´e dans une table de hachage ainsi que la cre´ation d’un objet de type EventData. Le
proble`me qui peut survenir ici est une augmentation constante de la taille me´moire utilise´e
due a` l’apparition de nouveaux e´ve´nements. Un autre proble`me est que le temps de recherche
dans la table de hachage de´pend en partie du nombre d’e´ve´nements que cette table contient.
Ni Rewrite, Replace, Storm ou Glouton ne disposent d’un me´canisme permettant de nettoyer
l’environnement des e´ve´nements devenus obsole`tes. Quant a` Simple, il propose un me´canisme
qui parcourt l’ensemble de la table des e´ve´nements pour retirer les e´ve´nements obsole`tes, mais
qui peut devenir tre`s couˆteux si le nombre d’e´ve´nements est grand. De plus, ce me´canisme
n’est pas automatise´ et c’est a` l’utilisateur de parame´trer l’environnement pour indiquer la
fre´quence (en nombre d’instants) de son passage.
Dans le cadre des Icobjs, chaque entite´ a de nombreux e´ve´nements qui lui sont propres,
comme par exemple les e´ve´nements de souris et de clavier. Ces e´ve´nements sont fonction de
l’identifiant de l’icobj qui est unique et quand un icobj disparaˆıt d’une simulation, il est inutile
de les conserver.
Pour pouvoir mettre en place le me´canisme de nettoyage, il faut d’abord de´finir le moment
ou` un e´ve´nement peut eˆtre de´clare´ obsole`te. La premie`re approche est de dire qu’un e´ve´nement
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est devenu obsole`te quand sa liste de pre´curseurs est vide. Le proble`me est que, dans le cadre de
Junior , le syste`me doit conserver les valeurs associe´es a` un e´ve´nement pour l’instant courant
et l’instant pre´ce´dent. On conside`re donc qu’un e´ve´nement est obsole`te et peut eˆtre enleve´ de
l’environnement de`s que sa liste de pre´curseurs est vide et que sa dernie`re ge´ne´ration date
d’au moins deux instants.
Pour eˆtre efficace, nous proce´dons de la meˆme manie`re que pour la gestion des programmes
gele´s dans Storm. Dans l’environnement, nous rajoutons deux listes pouvant contenir des
objets de type EventData. La premie`re liste contient les objets EventData des e´ve´nements
dont la liste de pre´curseurs est devenu vide au cours de l’instant et la deuxie`me liste contient
les objets EventData qui pourront eˆtre retire´s de la table d’e´ve´nements a` la fin de l’instant
courant. Le me´canisme consiste donc, a` la fin de l’instant, a` retirer les e´le´ments de la deuxie`me
liste de la table des e´ve´nements et a` e´changer les deux listes (la liste parcourue qui a e´te´ vide´e
devient la liste des objets EventData dont la liste de pre´curseurs est vide au cours du nouvel
instant). De plus, si, au cours d’un instant, il y a une ge´ne´ration d’un e´ve´nement dont l’objet
EventData est enregistre´ dans une des listes de retrait ou si une nouvelle instruction se met
en attente de cet e´ve´nement, celui-ci est automatiquement retire´ de cette liste. Comme pour
les pre´curseurs, il y a un double chaˆınage entre les objets de type EventData et les listes qui
contiennent ces objets. Ce double chaˆınage permet d’avoir un retrait de cette liste avec une
complexite´ en O(1).
L’instruction ▲♦❝❛❧
Les e´ve´nements locaux posent un proble`me particulier au me´canisme de nettoyage. En
effet, il ne faut pas que les e´ve´nements locaux s’enregistrent dans les diffe´rentes tables de
nettoyage car un e´ve´nement global utilisant le meˆme identificateur pourrait eˆtre retire´ alors
qu’il est toujours utilise´. Pour e´viter ce proble`me, l’objet EventData de l’instruction Local
est cre´e´ sans re´fe´rence a` l’environnement, ce qui l’empeˆche de s’enregistrer.
♣r♦t❡❝t❡❞ ✈♦✐❞ bind(InternEnvironment env, Instruction aParent, ❜♦♦❧❡❛♥ removable)
{
s✉♣❡r.bind(env, aParent, removable);
body.bind(env, t❤✐s, removable);
/* Pour eviter les problemes a la migration */
✐❢ (localEvent.generated == localEvent.lastActualization)
localEvent.lastActualization = localEvent.generated = env.getInstant();
❡❧s❡ ✐❢ ((localEvent.generated + 1) == localEvent.lastActualization)
{
localEvent.lastActualization = env.getInstant();
localEvent.generated = localEvent.lastActualization - 1;
}
}
Tab. 4.12 – Me´thode bind de l’instruction Local en Reflex
Pour savoir si un e´ve´nement est ge´ne´re´, la ge´ne´ration est date´e en utilisant le compteur
d’instant au moment de cette ge´ne´ration. Dans le cadre d’une migration d’un programme
contenant des e´ve´nements locaux, la structure EventData de l’e´ve´nement local migre aussi.
Mais, en changeant de machine re´active, le compteur d’instant n’a pas force´ment la meˆme
valeur. Ainsi, pour mettre a` jour les informations contenues par l’objet EventData, nous
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avons modifie´ la me´thode bind de l’instruction Local pour que celle-ci assure la cohe´rence
de ces informations en arrivant sur une nouvelle machine. Le re´sultat de cette modification
est pre´sente´ dans la table 4.12. La date de ge´ne´ration est contenue dans le champ nomme´
generated et le champ lastActualization indique la date de dernie`re mise a` jour de l’objet
EventData. Par l’interme´diaire de ce me´canisme, si une valeur a e´te´ ge´ne´re´e au cours de
l’instant ou` le programme a e´te´ gele´, nous avons la garantie de pouvoir traiter cette valeur
sur le nouveau site.
4.2.3 Machine re´active
Nous allons maintenant pre´senter les principales caracte´ristiques de la machine re´active
de Reflex . MachineIcobj dispose de champs supple´mentaires par rapport a` l’imple´mentation
de la safe-machine dans Storm :
• une table de hachage associant les identifiants des chacun des icobjs enregistre´s a` leur
objet IcobjThread. Cette table permet un acce`s direct aux IcobjThread pour effectuer
les ajouts de programmes, leur retrait ou leur re´initialisation.
• une liste contenant tous les e´ve´nements externes ge´ne´re´s durant une micro-e´tape. Le
stockage de ces e´ve´nements dans une liste interme´diaire permet d’e´viter les proble`mes de
concurrence des threads Java (celui qui se charge de l’exe´cution de la machine re´active
et ceux ge´ne´rant les e´ve´nements externes).
MachineIcobj dispose e´galement de nouvelles me´thodes :
• ✈♦✐❞ add(Icobj icobj, Program behav)
Cette me´thode ajoute un programme dans la machine re´active a` l’instant suivant. Ce
programme est associe´ a` l’icobj passe´ en argument. Si l’icobj est de´ja` enregistre´ dans
la machine re´active, c’est-a`-dire si un objet IcobjThread est en charge de lui, alors
on appelle la me´thode add de cet objet IcobjThread. Au contraire, si l’icobj n’a pas
encore e´te´ enregistre´, alors un nouvel IcobjThread est cre´e´. Cet objet IcobjThread
est ajoute´ dans une liste contenant l’ensemble des objets IcobjThread a` rajouter au
de´but de l’instant suivant. Comme pour une safe-machine, on ajoute en fait une copie
du programme et non le programme lui-meˆme. Pour savoir si l’icobj a de´ja` e´te´ enre-
gistre´ dans la machine re´active, tous les objets IcobjThread sont enregistre´s dans une
table de hachage dont la cle´ est l’identifiant de l’icobj qui est unique. Les acce`s et les
modifications de cette table de hachage sont prote´ge´s par une section critique.
• ✈♦✐❞ reset(String identifier)
Cette me´thode pre´empte, a` la fin de l’instant, les programmes associe´s a` l’icobj dont
l’identifiant est passe´ en argument. L’objet IcobjThread en charge de cet icobj est
re´cupe´re´ dans la table de hachage et la me´thode reset est appele´e sur cet objet.
• ❜♦♦❧❡❛♥ remove(String identifier)
Cette me´thode demande le gel, a` la fin de l’instant, des programmes associe´s a` l’icobj
dont l’identifiant est passe´ en argument. L’objet IcobjThread correspondant a` l’iden-
tifiant est re´cupe´re´ dans la table de hachage et sa me´thode remove est appele´e. Le
programme gele´ sera alors stocke´ dans un des champs pre´de´finis de l’icobj. Un appel a`
remove est le seul moyen de retirer un objet IcobjThread de la machine.
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♣✉❜❧✐❝ s②♥❝❤r♦♥✐③❡❞ ❜♦♦❧❡❛♥ react()
{
// Protection contre les appels reentrants
✐❢ (reacting) r❡t✉r♥ ❢❛❧s❡;
reacting = tr✉❡;
// Generation des evenements externes
s②♥❝❤r♦♥✐③❡❞ (toGenerate)
{ performGenerations(); }
// Ajout des nouveaux IcobjThreads
s②♥❝❤r♦♥✐③❡❞ (icobjs)
{ performAddings(); }
❜②t❡ s = Flags.WAIT;
// Tant que le statut WAIT est retourne, on continue a executer
// le programme.
✇❤✐❧❡ (s == Flags.WAIT)
{
s = programs.rewrite();
s②♥❝❤r♦♥✐③❡❞ (toGenerate)
{
// On genere les evenements externes s’il y en a
// Sinon, la fin d’instant peute^ tre e´dcaree
✐❢ (toGenerate.isEmpty() == ❢❛❧s❡)
{
performGenerations();
✐❢ (s == Flags.LONGWAIT)
s = Flags.WAIT;
}
❡❧s❡
env.setEoi();
}
}
env.newInstant();
reacting = ❢❛❧s❡;
r❡t✉r♥ (s == Flags.TERM);
}
Tab. 4.13 – Me´thode react de MachineIcobj en Reflex
• Program residualBehaviorOf(String identifier)
Cette me´thode retourne le re´sidu des programmes associe´s a` l’icobj dont l’identifiant est
passe´ en argument. L’appel a` cette me´thode ne peut eˆtre fait qu’entre deux re´actions,
sinon une exception est ge´ne´re´e. Nous avons ajoute´ cette me´thode pour permettre de
re´cupe´rer le re´sidu des programmes en vue d’un enregistrement dans un fichier, tout
en permettant a` ces derniers de continuer a` s’exe´cuter a` la prochaine re´action. Pour
diffe´rencier la re´cupe´ration du re´sidu des programmes de celle effectue´e par l’instruction
IcobjThread, nous avons ajoute´ un boole´en en argument de la me´thode residual. Ce
boole´en indique si les diffe´rentes configurations e´ve´nementielles doivent eˆtre re´initia-
lise´es, et si les pre´curseurs doivent eˆtre de´sabonne´s. Il est mis a` true dans le cas ou`
l’instruction IcobjThread l’utilise.
• ✈♦✐❞ generate(Identifier event)
✈♦✐❞ generate(Identifier event, Serializable obj)
Ces me´thodes ge´ne`rent des e´ve´nements externes. En Junior , les ge´ne´rations externes
sont imme´diatement effectue´es si la fin de l’instant n’est pas de´clare´e. Par contre cela
n’est pas possible dans notre cas, comme dans Storm. En effet, si nous autorisons la
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ge´ne´ration directe des e´ve´nements, il y a alors des acce`s et des modifications concur-
rentes entre l’exe´cution descendante des instructions et la libe´ration de chemin en re-
montant dans l’arbre, ce qui peut provoquer des incohe´rences. C’est pourquoi, toutes
les ge´ne´rations externes sont place´es dans une liste interme´diaire et sont uniquement
effectue´es entre deux re´e´critures du paralle`le de plus haut niveau, comme de´crit dans la
table 4.13.
• ❜♦♦❧❡❛♥ react()
Cette me´thode fait re´agir l’instruction Par de plus haut niveau, comme le montre le
code de la table 4.13. Nous avons de´place´ le comportement de l’instruction Instant de
Storm, Rewrite et Replace pour permettre d’effectuer les ge´ne´rations externes faˆıtes sur
la machine entre les exe´cutions de l’instruction Par.
4.3 Performances
Nous allons exe´cuter quelques tests de performances sur Reflex et Storm dont Reflex est
issu. Nous comparons aussi Reflex a` Glouton et Simple qui sont les deux imple´mentations les
plus efficaces de Junior . Les comparatifs prendront en compte le temps d’exe´cution dans le cas
des quatre premiers tests et l’espace me´moire occupe´e dans le cas du dernier. Nous avons utilise´
la version 3.1 des SugarCubes qui imple´mente les algorithmes de Storm et la version 2.6 de
Glouton. Nous utilisons l’imple´mentation des SugarCubes pour tester les algorithmes de Storm
car l’algorithme de balancement de l’arbre de l’imple´mentation Junior ne fonctionne pas. Il
faut noter que SugarCubes dispose d’une interface qui permet d’exe´cuter des programmes
e´crits en Junior .
Tous les programmes de tests que nous allons pre´senter sont exe´cute´s sur la configuration
suivante :
Intel(R) Pentium(R) 4 CPU 2.60GHz - 512Mo de RAM
Linux version 2.6.8 (version gcc 3.3.4 (Debian 1 :3.3.4-9))
Java(TM) 2 Runtime Environment, Standard Edition (build Blackdown-1.4.1-beta)
Nous allons d’abord pre´senter quatre tests standard qui permettent de repre´senter le couˆt
de l’attente d’un tre`s grand nombre d’e´ve´nements et le couˆt de l’ordonnancement des taˆches
a` exe´cuter. Ces tests sont la cascade directe instantane´e, la cascade inverse instantane´e, la
cascade directe inter-instant et la cascade inverse inter-instant. Ces tests servent de re´fe´rence
pour juger de l’efficacite´ de chacune des imple´mentations. La cascade directe instantane´e per-
met de juger du temps ne´cessaire pour exe´cuter de nombreuses taˆches paralle`les sans que
celles-ci soient contraintes par l’ordonnancement des branches paralle`les. La cascade inverse
instantane´e permet d’ajouter des contraintes d’ordonnancement entre les ge´ne´rations et les
attentes d’e´ve´nements des diffe´rentes branches. Les exemples inter-instants permettent d’ob-
server le couˆt d’attentes inter-instants.
Pour chacun de ces tests, nous pre´sentons le temps d’exe´cution en fonction du nombre de
branches paralle`les. Le temps mesure´ comprend la moyenne de la dure´e totale de l’instant et la
moyenne de la somme des dure´es de chaque instant pour les cascades inter-instants. Re´soudre
une cascade (directe ou inverse) signifie exe´cuter l’ensemble des instructions jusqu’a` ce que
l’instruction Par qui les contient retourne TERM. Nous pre´sentons, pour chacun des exemples,
un graphique montrant le temps de re´solution de la premie`re re´solution de ces programmes
et un graphique montrant la moyenne des temps des re´solutions suivantes. Dans le cas de la
cascade instantane´e, la re´solution est faite en un instant, et celle de la cascade inter-instant
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est faite en autant d’instant qu’il y a de branches paralle`les. Nous faisons la distinction
entre la premie`re re´solution et les suivantes car, a` la fois, l’initialisation des me´canismes
propose´s par chacune des imple´mentations et le lancement de la machine virtuelle influe sur
la premie`re exe´cution. Par contre, durant les re´solutions suivantes, il est inte´ressant de voir
les performances sur des programmes cycliques en attente d’e´ve´nement, ce qui correspond
aux comportements des icobjs.
Dans ces tests, nous observerons le temps de fac¸on globale, chaque version de Junior
disposant de son propre me´canisme de mise en place du syste`me lors du premier instant.
Dans le cas de Simple et de Glouton, il s’agit de la mise en place des programmes dans
chacune des listes et dans le cas de Storm du balancement de l’arbre. De plus, le premier
instant est toujours plus couˆteux puisqu’il enregistre l’ensemble des e´ve´nements. Nous avons
e´galement voulu repre´senter le couˆt du me´canisme de nettoyage. Il est automatique dans le cas
de Reflex . Storm et Glouton ne dispose pas de me´canisme de nettoyage. Simple en a un, mais
il n’est pas active´ par de´faut. Ce me´canisme parcourt entie`rement la table des e´ve´nements
tous les n instants, n devant eˆtre parame´tre´ par l’utilisateur en fonction des applications.
Dans le cadre de nos tests, nous avons active´ le me´canisme de Simple tous les instants (ce
que nous nommerons Simple1 ) pour le comparer aux me´canismes de Reflex qui est actif a`
chaque instant, et nous avons e´galement effectue´ ces tests en activant le me´canisme tous les
50 instants (ce que nous nommerons Simple50 ).
La cascade directe instantane´e
Le programme exe´cute´ est pre´sente´ sur la table 4.14. Ce programme sert de point de
re´fe´rence pour pouvoir le comparer aux suivants. Les attentes sont place´es de telle sorte
que la ge´ne´ration de l’e´ve´nement correspondant ait de´ja` eu lieu dans l’instant. Ainsi lorsque
l’instruction Await teste la pre´sence de l’e´ve´nement, celui-ci est toujours pre´sent. La re´solution
de la cascade directe est faite en un seul instant. Ce programme est place´ dans une boucle
pour diffe´rencier la premie`re exe´cution des suivantes.
Program[] par = ♥❡✇ Program[num];
❢♦r(✐♥t i = 0; i < (num-1); i++)
par[i] = Jre.Seq(Jre.Await("s" + i), Jre.Generate("s" + (i + 1)));
par[num-1] = Jre.Await("s" + (num-1));
Program x = Jre.Loop(Jre.Seq(Jre.Generate("s0"), Jre.Seq(Jre.Par(par), Jre.Stop())));
Machine machine = Jre.SafeMachine(x);
Tab. 4.14 – Programme de la cascade directe instantane´e
La figure 4.3 repre´sente le couˆt du premier instant d’exe´cution. Nous pouvons constater
sur ce graphique que le couˆt de de´marrage pour Glouton est bien plus important que pour
les trois autres imple´mentations. Ceci s’explique principalement par la traduction de l’AST
en instructions exe´cutables et la cre´ation d’e´ve´nements et de files d’attente attache´es a` ces
e´ve´nements. Storm et Reflex ont des couˆts relativement proches. Il faut tout de meˆme rappeler
qu’a` la diffe´rence des trois autres imple´mentations, Storm ne dispose que d’un Par binaire.
La figure 4.4 traduit le couˆt de ce meˆme programme durant les re´-exe´cutions dues a`
l’instruction Loop. On peut voir que toutes les versions ont un temps d’exe´cution line´aire
et que Reflex et Glouton sont relativement proches. Simple est le´ge`rement plus couˆteux, ce
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Fig. 4.3 – Cascade directe instantane´e (premie`re exe´cution)
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Fig. 4.4 – Cascade directe instantane´e
qui est suˆrement duˆ a` un me´canisme de gestion de files d’attente assez lourd. La diffe´rence
entre Simple et Simple1 montre le temps pris par le me´canisme de nettoyage de la table
d’e´ve´nements. Evidemment, plus le nombre d’e´ve´nements est important, plus le temps de
nettoyage est grand. De plus, la diffe´rence de temps ne traduit que le parcours de la table
d’e´ve´nements et non un retrait de la table de hachage puisque les e´ve´nements sont re´utilise´s
d’un instant sur l’autre. Nous n’avons pas repre´sente´ ici Simple50 puisque la re´solution de la
cascade instantane´e est effectue´e en un instant.
Ce cas est le plus favorable pour les versions, comme Storm, qui ont une instruction
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Par de´terministe dans laquelle l’exe´cution des branches est ordonnance´e de gauche a` droite.
L’ordonnancement en cascade directe fait que les me´canismes de destruction de la structure
de l’arbre et de gestion de file d’attente de Simple entraˆınent un couˆt supple´mentaire qui est
dans cet exemple particulier inutile.
La cascade inverse instantane´e
La cascade inverse instantane´e permet de tester la sensibilite´ du moteur re´actif a` la fac¸on
dont les branches paralle`les sont e´crites et ordonnance´es dans le programme. Le programme
exe´cute´ est pre´sente´ sur la table 4.15.
Program[] par = ♥❡✇ Program[num];
❢♦r(✐♥t i = 0; i < (num-1); i++)
par[num-i-1] = Jre.Seq(Jre.Await("s" + i), Jre.Generate("s" + (i + 1)));
par[0] = Jre.Await("s" + (num-1));
Program x = Jre.Loop(Jre.Seq(Jre.Generate("s0"), Jre.Seq(Jre.Par(par), Jre.Stop())));
Machine machine = Jre.SafeMachine(x);
Tab. 4.15 – Programme de la cascade inverse instantane´e
La figure 4.5 pre´sente les temps pour la premie`re re´solution et la figure 4.6 les temps
moyens des instants suivants de la cascade inverse instantane´e. Nous pouvons remarquer,
qu’excepte´ pour Storm, les temps et donc les e´carts restent identiques a` ceux observe´s dans
l’exemple de la cascade directe instantane´e.
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Fig. 4.5 – Cascade inverse instantane´e (premie`re exe´cution)
Storm est plus lent sur la cascade inverse instantane´e. En effet, Storm parcourt d’abord
l’ensemble de l’arbre dont toutes les branches retournent le statut WAIT, excepte´ la dernie`re
qui ge´ne`re l’e´ve´nement attendu par l’avant-dernie`re branche. La re´solution de cette cascade
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Fig. 4.6 – Cascade inverse instantane´e
inverse prendra n micro-e´tapes, n e´tant le nombre de branches paralle`les. De plus, Storm doit
descendre en profondeur dans l’arbre pour acce´der aux instructions puisqu’il ne dispose pas
d’une instruction Par n-aire, alors que les autres imple´mentations acce`dent directement a` la
prochaine instruction a` exe´cuter. Il faut aussi noter que l’utilisation d’une instruction Par
n-aire imple´mente´e a` l’aide d’un tableau d’instructions n’ame´liorerait pas ne´cessairement les
performances de Storm, puisqu’il faudrait tester a` chaque instant quelle instruction doit eˆtre
exe´cute´e. L’utilisation d’un arbre binaire offre une dichotomie dans la de´cision des instructions
a` exe´cuter, ce qui e´vite de tester toutes les instructions et permet de descendre uniquement
dans les branches de l’arbre qui ont besoin d’eˆtre exe´cute´es. Le fait d’avoir un Par de´terministe
fait que Storm est sensible a` la fac¸on dont un programme est e´crit, et a` l’ordonnancement
initial des instructions a` exe´cuter en paralle`le.
Nous pouvons e´galement constater que Reflex est, au moins, deux fois plus rapide que
toutes les autres imple´mentations. Ceci est principalement lie´ au fait qu’entre deux re´actions
de la boucle en Reflex , les instructions de Par sont re´ordonnance´es dans l’ordre dans lequel
elles ont termine´, donc en cascade directe. Nous pouvons d’ailleurs remarquer que les temps
de Reflex sont identiques a` ceux de la cascade directe instantane´e de la figure 4.4.
La cascade directe inter-instant
Nous passons aux tests inter-instants. Les meˆmes programmes sont exe´cute´s excepte´
qu’une instruction Stop est ajoute´e entre les attentes d’e´ve´nements et les ge´ne´rations. Ces
tests permettent d’analyser le couˆt de l’attente inter-instant des e´ve´nements.
Le programme de la cascade directe inter-instant est pre´sente´ sur la table 4.16.
La figure 4.8 donne le temps moyen de re´solution de la cascade directe inter-instants. Cette
re´solution n’est plus faite en un instant, mais elle prend autant d’instants que de branches
paralle`les. La figure 4.7 donne le temps de la premie`re re´solution de ce programme. Pour
ame´liorer la lisibilite´ de ces graphes, nous ne pre´senterons qu’une partie des re´sultats de
Storm dont les temps d’exe´cution deviennent trop importants. Le tableau 4.17 permet de
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Program[] par = ♥❡✇ Program[num];
❢♦r(✐♥t i = 0; i < (num-1); i++)
par[i]= Jre.Seq(Jre.Await("s" + i), Jre.Seq(Jre.Stop(), Jre.Generate("s" + (i + 1))));
par[num-1] = Jre.Await("s" + (num-1));
Program x = Jre.Loop(Jre.Seq(Jre.Generate("s0"), Jre.Seq(Jre.Par(par), Jre.Stop())));
Machine machine = Jre.SafeMachine(x);
Tab. 4.16 – Programme de la cascade directe inter-instant
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Fig. 4.7 – Cascade directe inter-instant(premie`re exe´cution)
comple´ter les re´sultats de Storm et de les comparer a` ceux de Reflex .
3000 5000 7000 9000 11000 13000
Storm 3,6s 10s 32,4s 58,3s 1min10s 1min54s
Simple1 558ms 1,6s 3,3s 9,2s 12,7s 27,3s
Reflex 13ms 23ms 29ms 37ms 46ms 54ms
Tab. 4.17 – Temps de re´solution de la cascade directe inter-instant pour Storm, Simple1 et
Reflex
Storm n’est pas efficace pour ce genre de programmes. A` chaque instant, Storm enregistre
des pre´curseurs dans la liste des e´ve´nements qui n’ont pas encore e´te´ ge´ne´re´s et, a` la fin de
l’instant, il re´-exe´cute ces pre´curseurs pour qu’ils se terminent dans l’instant. Par contre, les
trois autres imple´mentations font de l’attente passive inter-instant, et ont toutes les trois des
temps similaires. Il faut aussi noter que les temps de re´solution sont finalement assez proches
de ceux de la cascade directe instantane´e. L’e´cart de temps entre ces deux programmes vient
principalement de la gestion de l’environnement entre les instants.
Dans ce test, Reflex a perdu son gain de rapidite´ sur Simple et Glouton. Ceci est prin-
cipalement lie´ a` l’instruction interne interme´diaire IcobjThread. En effet, cette instruction
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Fig. 4.8 – Cascade directe inter-instant
est traverse´e a` chaque instant. Comme elle re´alise la pre´emption et le gel de l’objet, elle doit
attendre la fin de l’instant pour terminer son exe´cution. Cela signifie que IcobjThread est
active´ deux fois par instant, ce qui dans le cas d’une exe´cution inter-instant devient relative-
ment couˆteux. Il faut ajouter a` cela le me´canisme de nettoyage de la table des e´ve´nements
qui efface a` chaque re´solution tous les e´ve´nements de la table pour les remettre a` la prochaine
exe´cution de la boucle du programme. Dans l’exemple de la cascade instantane´e, ce me´canisme
n’effac¸ait pas les e´ve´nements puisque la re´solution de la cascade est instantane´e et que les
e´ve´nements sont re´utilise´s imme´diatement a` l’instant suivant. Dans le cas ou` le me´canisme de
nettoyage de Simple est active´, Simple1 ou Simple50 , les performances s’effondrent. En effet,
si l’on conside`re le test avec 5000 branches, dans le cas de Simple1 , la table d’e´ve´nements
est parcourue 5000 fois pour e´liminer a` chaque fois un e´ve´nement alors que, dans le cas de
Simple50 , elle est parcourue 100 fois pour e´liminer a` chaque fois 50 e´ve´nements.
La cascade inverse inter-instant
Pour la cascade inverse inter-instant, le programme exe´cute´ est pre´sente´ sur la table 4.18.
Program[] par = ♥❡✇ Program[num];
❢♦r(✐♥t i = 0; i < (num-1); i++)
par[num-i-1]= Jre.Seq(Jre.Await("s" + i),
Jre.Seq(Jre.Stop(), Jre.Generate("s" + (i + 1))));
par[0] = Jre.Await("s" + (num-1));
Program x = Jre.Loop(Jre.Seq(Jre.Generate("s0"),
Jre.Seq(Jre.Par(par), Jre.Stop())));
Machine machine = Jre.SafeMachine(x);
Tab. 4.18 – Programme de la cascade inverse inter-instant
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Fig. 4.9 – Cascade inverse inter-instant (premie`re exe´cution)
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Fig. 4.10 – Cascade inverse inter-instant
3000 5000 7000 9000 11000 13000
Storm 3,1s 9,6s 28,6s 56,7s 1min11s 1min44s
Simple1 467ms 2,6s 5,2s 7,1s 10,6s 16,8s
Reflex 14ms 23ms 30ms 38ms 46ms 54ms
Tab. 4.19 – Temps de re´solution de la cascade inverse inter-instants pour Storm, Simple1 et
Reflex
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Les figures 4.9 et 4.10 nous donnent les meˆmes re´sultats que ceux de la cascade directe
inter-instants. Par contre, comme le montre le tableau 4.19, Storm ame´liore ses performances
par rapport a` la cascade directe inter-instant, ce qui nous semble assez e´trange.
Test me´moire
Ce test permet de repre´senter la quantite´ me´moire utilise´e par chaque imple´mentation.
Nous voulons mettre en e´vidence l’importance d’un me´canisme de nettoyage de la table
d’e´ve´nements. Le programme que l’on exe´cute pour mettre cela en e´vidence est pre´sente´ sur la
table 4.20. Ce programme est constitue´ de la mise en paralle`le du comportement de 100 icobjs.
Le comportement des icobjs est de re´agir aux e´ve´nements clavier et souris (keyBehavior() et
mouseBehavior()) et de re´agir a` un e´ve´nement de destruction. Chaque comportement ge´ne`re
son propre e´ve´nement de destruction au bout d’un nombre d’instant compris entre 1 et 200.
De`s que cet e´ve´nement est ge´ne´re´, un nouvel icobj avec le meˆme comportement est ajoute´
a` la machine re´active. Cela signifie qu’il y a toujours 100 comportements d’icobjs qui sont
exe´cute´s a` chaque instant. Le comportement de chaque icobj se met en attente de 7 e´ve´nements
spe´cifiques a` chacun. Entre chaque icobj, il n’y a aucune re´utilisation d’e´ve´nements.
❢♦r (✐♥t i = 0; i < 100; i++)
{
Program behav =
Jr.Par(
Jr.Par(mouseBehavior(), keyBehavior()),
Jr.Par(
Jr.Seq(Jre.Await(♥❡✇ IcobjIdentifier(EventNames.KILL_EVENT)),
Jr.Atom(♥❡✇ KillMe())),
Jr.Seq(Jre.Repeat((✐♥t)(random.nextFloat()*200), Jr.Stop()),
Jr.Seq(Jre.Generate(♥❡✇ IcobjIdentifier(EventNames.KILL_EVENT)),
Jr.Atom(♥❡✇ AddNewOne())))));
machine.add(Jre.Link(icobj,
Jr.Seq(Jre.Freezable(♥❡✇ IcobjIdentifier(EventNames.KILL_EVENT), behav),
Jr.Atom(♥❡✇ CopyToIcobj()))));
}
Tab. 4.20 – Quantite´ me´moire utilise´e au cours des instants
Dans le cas de Reflex, le comportement n’utilise ni les instructions Link et Freezable pour
encapsuler le comportement de chaque icobj, ni l’atome CopyToIcobj qui re´cupe`re le re´sidu
du programme pour le placer dans un champ spe´cifique de l’icobj, puisque cela est re´alise´ par
l’instruction interne IcobjThread . Dans le cas de Glouton, il est impossible de re´cupe´rer le
re´sidu du programme : l’instruction Freezable est remplace´e par l’instruction Until .
La figure 4.11 pre´sente la me´moire occupe´e par le programme et par son environnement
durant 5000 instants d’exe´cution de ce programme. Storm, Glouton et Simple consomme de
plus en plus de me´moire, ce qui peut conduire a` une exception OutOfMemoryException et
donc a` l’arreˆt de la machine virtuelle. Dans le cas de Simple50 ou Reflex , on observe un
niveau constant d’utilisation de la me´moire, ce qui devrait eˆtre le cas dans un environnement
ou` le nombre de composants exe´cute´s est toujours le meˆme.
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Fig. 4.11 – Consommation me´moire en fonction des instants d’exe´cution
4.4 Bilan
Notre objectif e´tait d’obtenir un moteur efficace pour l’exe´cution des objets re´actifs
graphiques capable de ge´rer un grand nombre de branches paralle`les, un grand nombre
d’e´ve´nements et dont le couˆt d’exe´cution est re´duit au minimum quand le programme n’a
rien a` exe´cuter. Cette imple´mentation a e´te´ re´alise´e a` partir de Storm qui e´tait initialement
le moteur re´actif utilise´ dans le cadre du projet IST-PING [82] que nous e´voquerons dans la
section 7.1. Les principales caracte´ristiques de Reflex par rapport a` Storm sont :
• il effectue une attente passive inter-instant. Ce point est particulie`rement inte´ressant
dans le cas des Icobjs ou` les diffe´rentes entite´s graphiques sont en attente constante
d’e´ve´nements pour re´agir et ou` on ne de´sire pas payer de couˆt supple´mentaire pour ces
attentes. Pour cela, nous avons rajoute´ un me´canisme efficace de de´sabonnement des
pre´curseurs.
• tout comme Rewrite et Replace, l’arbre du programme est conserve´. Pour atteindre
de bonnes performances, l’instruction Par est devenu inde´terministe au sens ou` l’ordre
d’exe´cution des instructions n’est pas conserve´, ce qui donne la possibilite´ d’exe´cuter
uniquement les instructions qui ont besoin de l’eˆtre.
• Reflex dispose d’une structure interne de´die´e aux Icobjs qui fournit les fonctionna-
lite´s des instructions Link, Kill et Freezable. Cette structure regroupe tous les pro-
grammes qui sont ajoute´s a` chacun des icobjs, ce qui permet des retraits d’icobjs en
vue de migration a` des couˆts minimes.
• Reflex dispose d’un me´canisme de nettoyage de la table d’e´ve´nements. Ce me´canisme
permet d’e´viter une explosion en me´moire dans le cas de simulations ou` de nombreux
objets s’enregistrent et meurent rapidement. De plus, contrairement a` Storm, les pro-
grammes sont imme´diatement efface´s de la machine re´active au moment ou` ils se ter-
minent et peuvent donc eˆtre re´cupe´re´s par le Garbage Collector .
• Reflex dispose enfin d’instructions au comportement re´gulier qui vont pouvoir se trans-
poser simplement et intuitivement dans le monde graphique.
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Comme les performances nous l’ont montre´, Reflex est au moins aussi efficace que Simple
et Glouton pour le type de programmes qui nous inte´resse dans le cadre des Icobjs et il est
base´ sur une se´mantique claire.
Dans la partie suivante, nous pre´senterons le mode`le que nous avons cre´e´ pour la gestion
des objets re´actifs graphiques, les Icobjs, qui a e´te´ construit au-dessus de Reflex .
Deuxie`me partie
Icobjs
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Chapitre 5
Mode`le des Icobjs
Le mode`le des Icobjs est le re´sultat de l’application du mode`le re´actif au monde graphique.
Icobj signifie Iconic Objects. Un icobj est un objet graphique dont le comportement est de´fini
par l’interme´diaire d’un langage re´actif. Le mode`le des Icobjs posse`de un me´canisme puissant
de construction de comportements re´actifs de fac¸on simple et intuitive. Ce me´canisme est base´
sur l’utilisation des comportements des icobjs existants pour les combiner graphiquement. Le
re´sultat de la construction est l’ajout d’un nouvel icobj dont le comportement est le re´sultat
de la combinaison. L’objectif principal de ce mode`le est de permettre a` des non-spe´cialistes
d’e´crire des programmes de fac¸on graphique, sans connaˆıtre une syntaxe particulie`re et en
masquant au maximum la notion d’instant. Cette construction permet e´galement de disposer
de toute la puissance des langages re´actifs, c’est-a`-dire du paralle´lisme et de la communication
par diffusion d’e´ve´nements, tout en masquant la complexite´ de leur syntaxe.
Un des principaux proble`mes des premie`res imple´mentations d’Icobjs est qu’il n’y a aucun
moyen de visualiser le comportement de chacun des icobjs. Nous proposons dans notre mode`le
un moyen de visualiser et de modifier ce comportement par l’interme´diaire d’une interface :
l’inspecteur des Icobjs.
Dans ce chapitre, nous commencerons par pre´senter, dans la section 5.1, le mode`le d’ob-
jet re´actif avant de donner une de´finition de ce qu’est un icobj. Dans la section 5.2, nous
de´crirons le syste`me de construction graphique des Icobjs et les modifications que nous y
avons apporte´es. Enfin, dans la section 5.3 nous illustrerons par l’interme´diaire de l’application
Framework, les fonctionnalite´s ajoute´es au mode`le pour visualiser et modifier le comportement
des icobjs, et pour intervenir directement sur les parame`tres d’exe´cution.
5.1 Mode`le d’objets re´actifs
Le mode`le des Icobjs est une extension du mode`le classique d’objet re´actif repre´sente´
sur la figure 5.1. Ce mode`le est compose´ d’une part de la structure de l’objet contenant
toutes les informations relatives a` celui-ci et d’autre part d’un programme re´actif de´crivant
le comportement de l’objet. Les actions atomiques constituant le programme manipulent
(acce`dent et/ou modifient) la structure de donne´es.
Pour imple´menter cette approche, Junior dispose de l’instruction Link qui permet d’as-
socier l’exe´cution d’un programme a` un objet accessible par les actions atomiques a` travers
l’environnement.
Un icobj dispose a` la fois d’un aspect graphique et d’un comportement re´actif. Le re´sultat
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Fig. 5.1 – Objet re´actif classique
de la composition de ces deux aspects est la possibilite´ de cre´er facilement des animations.
Dans le mode`le des Icobjs, les entite´s du syste`me sont construites sur le meˆme principe que
les objets du mode`le repre´sente´ sur la figure 5.1. Chaque icobj dispose d’un comportement
re´actif et d’une structure de donne´es. Les Icobjs e´tendent le mode`le d’objet re´actif au niveau
graphique, c’est-a`-dire que le comportement des icobjs doit re´agir aux e´ve´nements graphiques
et produire des modifications graphiques et que la structure de donne´es contient des donne´es
lie´es a` l’environnement graphique. L’apparence des icobjs est une composante de leur structure
de donne´es. Cette apparence est rendue entre deux exe´cutions de leur comportement re´actif.
Par exemple, Squeak [42] se base e´galement sur un mode`le d’objet graphique. Les objets
graphiques appele´s morphs dispose initialement d’une structure de donne´es de grande taille.
Au contraire, nous souhaitons de´finir, pour le mode`le des Icobjs [22], une structure mini-
male aise´ment extensible. Un icobj devra dans son comportement introduire explicitement
des actions atomiques permettant l’ajout de nouvelles donne´es pour e´tendre sa structure de
donne´es. La structure minimale doit contenir les informations suivantes :
• des identifiants. Un icobj doit pouvoir eˆtre identifie´ de fac¸on unique dans l’environne-
ment dans lequel il est exe´cute´. Re´ciproquement, il doit aussi pouvoir acce´der a` l’envi-
ronnement d’exe´cution.
• des informations graphiques. Les informations minimales ne´cessaires a` l’utilisation d’en-
tite´s graphiques sont l’apparence, la position et les dimensions. Dans la suite du docu-
ment, nous parlerons de zone d’influence lorsque nous ferons re´fe´rence a` l’encombrement
positionne´ de l’icobj, c’est-a`-dire a` l’espace (aire ou volume) occupe´ par l’icobj situe´ a`
une position particulie`re de son environnement graphique.
• d’un comportement re´actif. Le mode`le des Icobjs posse`de son propre syste`me de cons-
truction graphique qui est base´ sur la re´utilisation du comportement des icobjs de´ja` exis-
tants. C’est pourquoi nous allons diffe´rencier deux parties dans le comportement d’un
icobj : le comportement clonable qui est utilise´ dans le cadre du syste`me de construction
et le comportement non-clonable qui de´crit les comportements spe´cifiques de l’icobj.
Nous distinguons deux types d’entite´s dans le mode`le des Icobjs : l’icobj qui est une entite´
re´active graphique et son environnement d’exe´cution nomme´Workspace. Si l’on conside`re que
l’icobj est un programme re´actif, le workspace repre´sente alors une machine re´active en charge
de l’exe´cution des icobjs. En re´alite´, les taˆches du workspace sont bien plus importantes. Il
est en charge, entre autres :
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• de l’affichage des icobjs qu’il exe´cute.
• de la gestion de l’interfac¸age avec le ”monde exte´rieur”, en particulier des e´ve´nements
clavier et souris provenant de l’utilisateur.
Dans notre mode`le, nous conside´rons que le workspace est un icobj comme les autres
avec un comportement particulier. En effet, celui-ci contient, tout comme l’icobj, une partie
graphique qui consiste a` s’afficher lui-meˆme avant de dessiner les icobjs qu’il contient, et
une partie comportementale minimale qui consiste a` exe´cuter les icobjs qu’il contient. Cette
caracte´ristique permet d’encapsuler des workspaces dans d’autres workspaces et d’avoir ainsi
un mode`le ou` tout e´le´ment graphique est un icobj. De plus, puisqu’un workspace est un
icobj, il est possible d’e´tendre sa structure de donne´es et son comportement. Il faut noter
que chaque workspace est un environnement d’exe´cution inde´pendant, c’est-a`-dire que les
e´ve´nements ge´ne´re´s dans un workspace ne sont pas pre´sents dans les autres.
5.2 Construction par Icobjs
Le me´canisme de construction des Icobjs permet de combiner graphiquement des compor-
tements e´le´mentaires en leur ajoutant une structure de controˆle. Pour re´aliser ces construc-
tions, nous disposons de plusieurs icobjs particuliers appele´s constructeurs graphiques qui
permettent de re´aliser certaines constructions du langage re´actif. Nous allons de´tailler dans
cette partie la manie`re d’utiliser chacun des ces constructeurs.
Tout d’abord, nous allons faire une distinction dans le me´canisme de construction gra-
phique. En plus des constructeurs graphiques que nous de´crirons par la suite, le me´canisme de
construction graphique utilise e´galement d’autres icobjs qui sont de´crits comme des briques
e´le´mentaires. Ces icobjs ont la particularite´ de n’exe´cuter que la partie non-clonable de leur
comportement, alors que tous les autres icobjs vont exe´cuter la composition paralle`le des
comportements clonable et non-clonable.
Chaque icobj doit aussi exe´cuter, en plus des comportements clonable et non-clonable, un
comportement de controˆle. Ce comportement de controˆle ajoute´ par le workspace a` chaque
icobj re´agit aux e´ve´nements souris et clavier transmis par le workspace. Il consiste a` :
• se´lectionner un icobj en cliquant avec le bouton gauche de la souris dans la zone d’in-
fluence de l’icobj,
• de´placer l’icobj se´lectionne´ en maintenant le bouton gauche de la souris enfonce´ et en
la de´plac¸ant,
• changer la taille de l’icobj se´lectionne´ en maintenant le bouton droit de la souris enfonce´
et en la de´plac¸ant,
• activer un icobj en double-cliquant sur l’icobj.
5.2.1 Comportements e´le´mentaires
Les comportements e´le´mentaires constituent les briques de base pour construire des com-
portements plus complexes. Les constructeurs pre´sente´s par la suite permettent de combiner
ces comportements en les ordonnant et en leur ajoutant des instructions de controˆle du langage
re´actif. Les comportements e´le´mentaires contiennent l’ensemble des manipulations a` apporter
a` l’icobj construit par l’interme´diaire d’actions atomiques. La cre´ation de ces comportements
e´le´mentaires ne peut se faire qu’en Java en cre´ant ses propres actions atomiques. La structure
de donne´es de l’icobj et de son comportement, c’est-a`-dire les actions atomiques, les wrap-
96 CHAPITRE 5. MODE`LE DES ICOBJS
pers, les diverses classes d’objet ne´cessaires et l’apparence sont construits a` l’aide de l’API
des Icobjs. Les principales classes de cette API seront de´taille´es en 6.1.
Sur la figure 5.3, les icobjs repre´sente´s par des apparences de triangles oriente´s vers la
droite ou vers le bas sont des exemples d’icobjs disposant de comportements e´le´mentaires.
Ils sont identifie´s comme e´tant des constructeurs, c’est-a`-dire que leur comportement non-
clonable est exe´cute´, alors que leur comportement clonable sert uniquement de comportement
e´le´mentaire dans les constructions. Pour ces constructeurs, il est important que l’apparence
refle`te au mieux le comportement.
Par exemple, l’icobj dont l’apparence est un triangle qui pointe vers le bas dispose :
• du comportement clonable suivant :
Ic.Repeat(20,
Ic.Seq(Ic.Atom(♥❡✇ Move(0, 5)), Ic.Stop()))
• ainsi que du comportement non-clonable suivant :
Ic.Seq(Ic.Atom(♥❡✇ NeedAWTImage("images/down.gif")),
Ic.Seq(Ic.Await(♥❡✇ IcobjIdentifier()),
Ic.Repeat(20,
Ic.Seq(Ic.Atom(♥❡✇ Move(0, 5)), Ic.Stop()))))
Nous pouvons constater qu’a` l’inverse de son comportement clonable, son comportement
non-clonable spe´cifie son apparence et attend une activation repre´sente´e par l’attente d’un
e´ve´nement compose´ de son identifiant. Ces comportements supple´mentaires sont spe´cifiques
a` l’icobj et ne seront pas re´utilise´s dans une construction.
5.2.2 Se´quence et composition paralle`le
Le constructeur ”de base”, repre´sente´ sur la figure 5.2, permet de construire des se´quences
ou des compositions paralle`les de comportements. Ce constructeur a trois apparences possibles
qui traduisent l’e´tat dans lequel il se trouve : soit il est dans son e´tat initial 5.2(a), c’est-
a`-dire qu’aucune construction n’est en cours ; soit il est charge´ 5.2(b), c’est-a`-dire qu’une
construction a commence´. La troisie`me apparence sera de´taille´e dans la partie 5.2.7 de´crivant
la construction de comportements cycliques.
(a) Initial (b) Charge´
Fig. 5.2 – Icobj de construction basique
La se´mantique de ce constructeur est la suivante :
• si des icobjs partagent la zone d’influence du constructeur lors de son activation, alors
il copie les comportements de chacun des icobjs dont il partage la zone, les met tous
en paralle`le et stocke cette composition paralle`le en se´quence avec les constructions
pre´ce´demment effectue´es (s’il n’y a qu’un seul icobj, la composition paralle`le est inutile).
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• si aucun icobj ne partage la zone d’influence du constructeur lors de son activation, alors
la construction est termine´e et le constructeur ajoute un nouvel icobj dans le works-
pace. Le comportement de ce nouvel icobj est le comportement construit et stocke´ par
le constructeur. Ce dernier se re´initialise en mettant Nothing comme e´tant le compor-
tement stocke´. Le constructeur est alors preˆt pour de´marrer une nouvelle construction.
Fig. 5.3 – Construction d’une se´quence
La figure 5.3 pre´sente la construction d’un icobj dont le comportement est d’effectuer
d’abord un de´placement vers la droite, puis vers le bas. La cre´ation de ce comportement
consiste a` activer d’abord le constructeur sur l’icobj dont le comportement est d’aller vers la
droite, puis sur l’icobj dont le comportement est d’aller vers le bas, et enfin dans une zone
sans icobj. Cette suite d’activation ajoute un nouvel icobj dans le workspace. L’icobj dont
l’apparence est un carre´ exe´cute alors imme´diatement son comportement.
Fig. 5.4 – Construction d’une combinaison paralle`le
La figure 5.4 pre´sente la construction d’un icobj dont le comportement est d’effectuer un
de´placement en diagonale vers la droite et vers le bas. La cre´ation de cet icobj consiste a`
activer le constructeur sur les deux icobjs a` la fois (de´placement vers le bas et de´placement
vers la droite), puis dans une zone sans icobj, ce qui cre´e l’icobj avec le comportement de´sire´.
Remarque : Si un des icobjs utilise´s dans la construction est un workspace, alors l’icobj
re´sultant de cette construction sera aussi un workspace.
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Tous ces nouveaux icobjs peuvent servir a` leur tour dans une nouvelle construction. Il
faut bien noter que le constructeur ne copie ni l’e´tat de l’icobj (l’ensemble de ses champs), ni
son comportement au moment de la copie. Il copie uniquement le comportement initialement
de´fini dans les champs de l’icobj contenant son comportement. De plus, le constructeur utilise
uniquement sa partie clonable. Nous pouvons observer cela sur les exemples des figures 5.3
et 5.4 ou` l’icobj cre´e´ n’a pas du tout la meˆme apparence que les icobjs utilise´s dans sa
construction. Le code pre´sente´ dans la partie 5.2.1 confirme que le comportement clonable
ne de´finissait pas l’apparence de l’icobj qui est de´finie dans le comportement non-clonable.
L’apparence du nouvel icobj n’e´tant pas de´finie dans son comportement, celui-ci prend une
apparence par de´faut qui est de´finie par le workspace. Dans notre cas, c’est un carre´.
Il est a` noter que le constructeur de base ne dispose pas de comportement clonable (ou
plutoˆt celui-ci est Ic.Nothing()).
Pour faciliter l’utilisation de ce constructeur, nous avons ajoute´ le moyen d’interrompre
une construction en re´initialisant le constructeur. Pour cela, il suffit de se´lectionner le construc-
teur et de presser sur la touche Echap.
Ce constructeur permet de cre´er aise´ment des constructions simples en ordonnant des com-
portements e´le´mentaires. Cependant, pour profiter au maximum du langage re´actif, d’autres
constructeurs ont e´te´ rajoute´s. Ceux-ci se rapprochent plus de la programmation, mais ils
s’utilisent ne´anmoins assez facilement sans avoir a` connaˆıtre de syntaxe.
5.2.3 Nommage
Un des proble`mes rencontre´s apre`s plusieurs constructions d’icobjs sans apparence dis-
tincte est de pouvoir reconnaˆıtre le comportement de chacun des icobjs construits. C’est le
cas, par exemple, lorsqu’on veut cre´er un icobj au comportement complexe et que plusieurs
icobjs interme´diaires sont construits pour servir de briques e´le´mentaires pour la construction
de l’icobj final.
Fig. 5.5 – Icobj de nommage
Pour re´soudre ce proble`me et donc pour identifier le comportement de chaque icobj, nous
avons introduit l’icobj TextField repre´sente´ sur la figure 5.5. Cet icobj est en fait une interface
de texte qui permet d’affecter un nom a` un icobj.
L’utilisation de cet icobj est assez simple. Pour spe´cifier le nom, il suffit simplement de
se´lectionner l’icobj TextField et de taper le nom au clavier, comme pour toute interface de
texte classique. Ensuite, pour affecter le nom a` un icobj, il y a deux moyens :
• soit le constructeur de ”base” est active´ sur l’icobj TextField pendant une construction
et l’icobj re´sultant de celle-ci sera alors directement nomme´ lors de sa cre´ation.
• soit l’icobj TextField est directement active´ sur l’icobj que l’on souhaite renommer.
Lorsque l’icobj TextField est se´lectionne´, la pression de la touche BackSpace permet d’ef-
facer le dernier caracte`re entre´ et la pression sur la touche Echap efface tous les caracte`res
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entre´s. Nous verrons dans la suite que plusieurs constructeurs utilisent l’icobj TextField pour
parame´trer les comportements qu’ils cre´ent.
5.2.4 Ge´ne´ration et attente d’e´ve´nements
Les Icobjs utilisent deux moyens de communication. Le premier est le partage des zones
d’influence qui est utilise´ principalement par les constructeurs. Le second est l’utilisation
de la diffusion d’e´ve´nements qui permet, dans le cadre graphique, a` plusieurs icobjs de se
synchroniser.
L’icobj Await, repre´sente´ par un poste radio 5.6(b), permet d’attendre un e´ve´nement donne´
en parame`tre de l’icobj (sur la figure, il s’agit d’event). Pour de´finir le nom de l’e´ve´nement, il
faut utiliser l’icobj TextField. Pour cela, il suffit d’entrer le nom de l’e´ve´nement dans l’icobj
TextField et d’activer l’icobj Await sur ce dernier. Cette ope´ration modifie le comportement
clonable de l’icobj Await en le remplac¸ant par Ic.Await("nouveau nom"). Si le constructeur
de base est active´ sur cet icobj, il re´cupe´rera alors un comportement d’attente sur ce nouvel
e´ve´nement.
event
(a) Icobj Generate
event
(b) Icobj Await
Fig. 5.6 – Icobjs de ge´ne´ration et attente d’e´ve´nement
L’icobj Generate, repre´sente´ par un microphone 5.6(a), permet de ge´ne´rer un e´ve´nement
donne´ en parame`tre de l’icobj. De la meˆme manie`re que pour l’icobj Await, cet e´ve´nement
peut eˆtre modifie´ en utilisant l’icobj TextField. De`s que l’icobj Generate est active´ sur l’icobj
TextField, son comportement clonable devient Ic.Generate("nouveau nom"). Si l’icobj Ge-
nerate est active´ alors qu’il ne se trouve pas dans la zone d’influence de l’icobj TextField, il
ge´ne`re directement l’e´ve´nement dans le workspace.
Dans le cadre des Icobjs, nous avons choisi de ne pas donner de moyens de ge´ne´rer des
e´ve´nements value´s et des re´actions aux ge´ne´rations value´es. Ces comportements doivent eˆtre
de´finis par les comportements e´le´mentaires. Ces constructions ne´cessiteraient des manipula-
tions peu intuitives, ce qui est contraire a` l’esprit des constructions graphiques. La gestion
graphique des e´ve´nements sert donc uniquement a` synchroniser diffe´rents comportements.
5.2.5 Pre´emption
Le constructeur de pre´emption repre´sente´ par un re´veil 5.7 permet de cre´er des com-
portements pre´emptables. La premie`re e´tape est de de´finir l’e´ve´nement de pre´emption. Pour
cela, nous utilisons l’icobj TextField dans lequel le nom de l’e´ve´nement est saisi. Ensuite, le
constructeur de pre´emption est active´ sur l’icobj TextField pour re´cupe´rer l’e´ve´nement. La
suite de la construction se passe comme avec le constructeur de base 5.2.2 pour cre´er des
se´quences, des combinaisons paralle`les, puis enfin l’icobj final.
Le constructeur de pre´emption est utile pour de´finir un changement de comportement de
l’icobj cre´e´. Il est ainsi possible de controˆler le comportement exe´cute´ par l’icobj au moyen
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event
(a) Initial
event
(b) Charge´
Fig. 5.7 – Icobj de pre´emption
de ge´ne´rations e´ve´nementielles. Tout comme le constructeur de base, ce constructeur a une
apparence diffe´rente selon qu’il a commence´ ou non une construction. Il ne dispose pas non
plus de comportement clonable. De plus, une construction commence´e peut eˆtre annule´e. En
pressant sur la touche Echap, le constructeur re´initialise le comportement stocke´ a` Nothing.
La diffe´rence avec le constructeur de base est que le comportement re´actif cre´e´ est encap-
sule´ dans une instruction Kill. Au contraire des imple´mentations pre´ce´dentes des Icobjs, nous
utilisons l’instruction Kill et non l’instruction Until. Cette instruction a e´te´ spe´cifiquement
introduite dans le moteur pour obtenir une plus grande re´gularite´ des comportements et ainsi
de permettre une construction graphique plus intuitive. Par exemple, deux comportements
de pre´emption place´s en se´quence et utilisant le meˆme e´ve´nement de pre´emption, comme sur
le code suivant, ne peuvent pas eˆtre pre´empte´s simultane´ment lors du meˆme instant.
Ic.Loop(
Ic.Seq(
Ic.Kill(♥❡✇ IcobjIdentifier("change"),
♥❡✇ PreyBehavior()),
Ic.Kill(♥❡✇ IcobjIdentifier("change"),
♥❡✇ PredatorBehavior())))
L’instruction Kill garantit qu’un comportement place´ en se´quence avec une instruction
Kill sera, en cas de pre´emption, toujours exe´cute´ a` l’instant suivant celui de la pre´emption.
Cette re´gularite´ du comportement permet une construction graphique plus intuitive, puis-
qu’il n’est plus ne´cessaire de tenir compte du comportement construit par le constructeur de
pre´emption. De plus, la construction graphique n’utilise pas le handler de l’instruction Kill
qui est peu intuitif.
Enfin, il faut noter que l’utilisation du constructeur de pre´emption est diffe´rente de celle
des imple´mentations pre´ce´dentes des Icobjs. En effet, dans ces dernie`res, de`s que ce construc-
teur e´tait active´ sur un autre icobj, un nouvel icobj e´tait automatiquement cre´e´ avec comme
comportement celui du pre´ce´dent encapsule´ dans l’instruction de pre´emption (Until). Nous
avons fait le choix de manipuler le constructeur de pre´emption comme le constructeur de base
pour plus de re´gularite´ dans la manie`re d’utiliser les constructeurs graphiques.
5.2.6 Controˆle
Nous avons ajoute´ le constructeur de controˆle, repre´sente´ par un robinet 5.8 qui permet
de conditionner l’exe´cution d’un comportement sur pre´sence d’un e´ve´nement. L’utilisation de
ce constructeur est similaire a` celle du constructeur de pre´emption. Il faut d’abord initialiser
le nom de l’e´ve´nement de controˆle par l’interme´diaire de l’icobj TextField, puis cre´er son
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comportement, comme avec le constructeur de base. Ce constructeur n’existait pas dans les
versions pre´ce´dentes des Icobjs.
event
(a) Initial
event
(b) Charge´
Fig. 5.8 – Icobj de controˆle
Le comportement issu de cette construction est encapsule´ dans une instruction Control.
Ce constructeur peut aussi annuler une construction. Comme pour le constructeur de base
et le constructeur de pre´emption, il suffit de se´lectionner le constructeur et de presser la
touche Echap, ce qui re´initialise le comportement stocke´ par ce constructeur a` Nothing. Ce
constructeur ne comporte pas non plus de comportement clonable.
5.2.7 Construction de boucle
Bien que certains comportements e´le´mentaires puissent eˆtre eux-meˆmes cycliques, les
Icobjs proposent un moyen de construire des comportements cycliques sous forme de boucles
finies ou infinies. Par de´faut, le constructeur de boucle 5.9 cre´e des boucles infinies (annotation
infinite).
infinite
Fig. 5.9 – LoopIcobj
La construction de boucles finies passe de nouveau par l’utilisation de l’icobj TextField qui
permet de de´finir le nombre d’ite´rations souhaite´. Si le constructeur de boucle est active´ sur
l’icobj TextField, son compteur de boucle est initialise´ avec la valeur entre´e dans le TextField
si cette valeur est un nombre positif. Pour revenir a` des boucles infinies, il suffit soit d’utiliser
le TextField en entrant le texte infinite, soit de presser la touche Echap quand le constructeur
est se´lectionne´.
La manie`re d’utiliser ce constructeur diffe`re de celle des constructeurs pre´ce´dents. Ce
constructeur est utilise´ comme une balise de de´but et de fin de boucle par les constructeurs
de base, de pre´emption et de controˆle. En particulier, comme le montrent les figures 5.10
et 5.11, l’activation du constructeur de base sur le constructeur de boucle a pour effet de
changer l’apparence du constructeur de base. Ce changement traduit aussi une modification du
comportement du constructeur. En effet, a` partir du moment ou` le constructeur a l’apparence
de la figure 5.10, tous les comportements qu’il va copier sont place´s dans une boucle finie ou
infinie selon la valeur du compteur du constructeur de boucle.
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<nb loop>
<nb loop>
<nb loop>
Fig. 5.10 – De´buter une boucle
Si on re´-active une deuxie`me fois le constructeur de base sur le constructeur de boucle,
comme sur la figure 5.11, le comportement cyclique construit par le constructeur de base est
alors clos, c’est-a`-dire que tous les comportements copie´s depuis le de´but de la construction
cyclique sont encapsule´s par une instruction Loop si la boucle est infinie ou par Repeat si cette
boucle est finie. L’utilisation du constructeur de base reprend alors normalement. Tous les
comportements copie´s par la suite seront place´s en se´quence de cette boucle. Il faut noter que
si le comportement cyclique est infini, il est inutile de placer des comportements en se´quence,
puisqu’ils ne seront jamais exe´cute´s.
<nb loop>
Fig. 5.11 – Finir une boucle
Si le constructeur de base cre´e un nouvel icobj alors que la boucle n’est pas close, le
comportement cyclique comprendra tous les comportements copie´s depuis le de´but de la
construction cyclique. De`s que l’icobj est cre´e´, le constructeur de base reprend son apparence
initiale. Pour construire de nouvelles constructions cycliques, il faudra a` nouveau l’appliquer
sur le constructeur de boucle.
Dans le cas des constructeurs de pre´emption ou de controˆle, la boucle sera encapsule´e
dans respectivement l’instruction de pre´emption ou l’instruction de controˆle. La figure 5.12
pre´sente les apparences prises par les constructeurs de pre´emption et de controˆle lorsqu’ils
sont active´s une premie`re fois sur le constructeur de boucle.
Dans les imple´mentations pre´ce´dentes des Icobjs, il suffisait d’activer une seule fois le
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event
(a) Pre´emption
event
(b) Controˆle
Fig. 5.12 – Autres constructeurs de comportements cycliques
constructeur de base sur le constructeur de boucle pour que tous les comportements copie´s
soient place´s dans la boucle.
Dans la section 2.2.2, nous avons pose´ le proble`me des boucles instantane´es. Dans l’im-
ple´mentation de notre moteur, nous avons choisi de ne pas utiliser une heuristique, comme
le font les SugarCubes et certaines imple´mentations de Junior , pour de´tecter et bloquer de
telles boucles. Nous pre´fe´rons laisser a` l’utilisateur la possibilite´ de coder son comportement
comme il le souhaite. Par contre, dans le cadre d’une programmation re´active graphique,
il faut s’en pre´munir. En effet, dans la programmation par Icobjs, nous nous e´loignons au
maximum de la notion d’instant et nous ne voulons pas voir surgir ce type de proble`me qui
pourrait de´concerter l’utilisateur.
Pour e´viter les proble`mes de boucle instantane´e, les comportements copie´s sont place´s
automatiquement en paralle`le avec l’instruction Stop avant d’eˆtre encapsule´s dans l’instruc-
tion Loop. Les re`gles de l’instruction Par (cf. section 3.7) garantissent qu’ainsi le corps de la
boucle ne peut pas finir instantane´ment. En effet, pour qu’une instruction Par se termine, il
faut que toutes ses branches soit termine´es. Or, le fait qu’une des branches de l’instruction
Par soit une instruction Stop garantit que meˆme si les comportements copie´s se terminent
instantane´ment, l’instruction Par ne terminera jamais instantane´ment.
5.2.8 Interruption d’une se´quence
Fig. 5.13 – Icobj Stop
L’icobj Stop 5.13 a e´te´ introduit pour permettre d’interrompre une se´quence d’instructions
jusqu’a` l’instant suivant. L’utilisation premie`re de cet icobj est d’interrompre une se´quence
d’attentes ou une se´quence de ge´ne´rations. En effet, si un comportement doit attendre deux
ge´ne´rations d’un meˆme e´ve´nement, il est ne´cessaire d’introduire une instruction Stop pour
se´parer ces deux attentes. De meˆme, si un meˆme e´ve´nement doit eˆtre ge´ne´re´ pendant plu-
sieurs instants conse´cutifs, il faut se´parer ces ge´ne´rations par une instruction Stop. Dans le
cadre de comportements controˆle´s, l’icobj Stop permet aussi de se´parer les comportements
correspondants a` chaque ge´ne´ration de l’e´ve´nement. Son utilisation est cependant tre`s proche
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de la programmation et reste assez rare.
Nous pouvons noter qu’il n’est pas ne´cessaire d’utiliser cet icobj dans le cas d’une boucle
infinie de ge´ne´rations d’e´ve´nements car les comportements cycliques sont prote´ge´s contre les
boucles instantane´es (une instruction Stop est place´e en paralle`le de la ge´ne´ration).
5.2.9 Workspace
Une autre nouveaute´ dans notre imple´mentation des Icobjs est l’introduction du workspace
en tant qu’icobj. Un workspace peut eˆtre conside´re´ comme une feneˆtre graphique qui peut
eˆtre minimise´e. La figure 5.14(b) repre´sente l’apparence d’un workspace quand il est minimise´
et la figure 5.14(a) son apparence normale. Nous pouvons observer sur cette dernie`re figure
que le workspace contient le constructeur de base et deux icobjs e´le´mentaires.
Le workspace dispose d’un comportement de controˆle supple´mentaire par rapport aux
icobjs. On passe d’un affichage minimise´ a` un affichage normal et inversement en pressant la
touche D lorsque le workspace est se´lectionne´.
(a) Normal (b) Minimise´
Fig. 5.14 – Icobj Workspace
Nous avons e´galement ajoute´ un moyen graphique permettant a` l’utilisateur de transfe´rer
des icobjs d’un workspace a` un autre. Pour cela, le comportement de controˆle ajoute´ a` chacun
des icobjs (et au workspace e´videmment) permet, en plus des comportements cite´s dans la
section 5.2, de :
• sortir d’un workspace en de´plac¸ant l’icobj avec le bouton gauche de la souris et en
maintenant la touche Ctrl enfonce´e. Cette sortie a pour effet de placer l’icobj dans le
workspace de plus haut niveau.
• entrer dans un workspace en de´plac¸ant l’icobj sur le workspace dans lequel il doit eˆtre
place´ et en relaˆchant le bouton gauche de la souris tout en maintenant la touche Ctrl
enfonce´e.
5.3 Environnement des Icobjs
Un des principaux manques dans le me´canisme de construction graphique des versions
ante´rieures des Icobjs est qu’une fois une construction effectue´e, il n’y a aucun moyen pour
ve´rifier s’il n’y a pas eu d’erreurs dans la construction. Non seulement, il n’est pas possible de
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visualiser son comportement, mais le seul moyen de corriger une erreur est de recommencer
entie`rement la construction graphique depuis son de´but. Il manque e´galement un moyen de
parame´trer les comportements et d’agir directement sur leur parame`tres d’exe´cution.
Dans notre version des Icobjs, nous avons mis en place, pour re´pondre a` ce proble`me, une
interface qui permet d’inspecter les icobjs. Elle permet d’inspecter a` la fois les champs et les
comportements des icobjs. Nous allons maintenant de´crire une application, Framework, qui
permet d’utiliser cet outil d’inspection.
Un autre proble`me des versions pre´ce´dentes est que tout icobj construit graphiquement est
ne´cessairement perdu. Les Icobjs ne disposait d’aucun moyen pour enregistrer les construc-
tions ou l’e´tat meˆme d’une application. Ce proble`me a aussi e´te´ re´gle´. Cette fonctionnalite´
est accessible dans l’application Framework.
5.3.1 Pre´sentation du framework
Fig. 5.15 – Capture d’e´cran du framework
L’application Framework, dont on peut voir une capture d’e´cran sur la figure 5.15, a
pour objectif d’eˆtre un environnement de de´veloppement (IDE) pour les Icobjs. Framework
permet actuellement d’exe´cuter plusieurs simulations dans un environnement multi-feneˆtre´.
Les fonctionnalite´s offertes par l’application Framework sont :
• d’ouvrir une feneˆtre dans laquelle un workspace est exe´cute´. Ce workspace ne contient
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aucun icobj. Cela permet de cre´er graphiquement des simulations.
• de charger les classes BootWorkspace de´crivant des simulations que nous de´taillerons
dans la partie 6.2.
• d’enregistrer dans un fichier ou de charger a` partir d’un fichier une simulation.
• d’ajouter un icobj dans une simulation ouverte dans le Framework.
• d’inspecter les comportements et la structure de donne´es de chacun des icobjs pre´sent
dans une des simulations ouvertes dans le Framework. L’inspecteur des Icobjs permet
a` la fois d’interagir directement avec la structure de donne´es en modifiant les valeurs
des parame`tres d’exe´cution, et de visualiser et modifier le comportement d’un icobj.
L’utilisation de l’inspecteur des Icobjs sera de´taille´e dans la partie 5.3.2 pour ce qui
concerne l’interaction avec la structure de donne´es d’un icobj et dans la partie 5.3.3
pour ce qui concerne la visualisation et la modification des comportements.
De plus, l’exe´cution de chaque simulation peut eˆtre controˆle´e. En effet, sur chaque feneˆtre
de simulation, des boutons permettent soit d’exe´cuter la simulation en continu, soit de
l’exe´cuter pas a` pas, soit enfin de la suspendre. Il est e´galement possible de de´finir le pas
d’exe´cution, c’est-a`-dire le nombre de re´action du workspace entre chaque rafraˆıchissement.
De plus, la dure´e minimale (en millisecondes) d’un pas d’exe´cution peut eˆtre modifie´e, ce qui
permet, en partie, de controˆler la rapidite´ et la fluidite´ de la simulation.
5.3.2 Inspection des champs
La figure 5.16 pre´sente une capture d’e´cran de l’inspecteur des Icobjs et plus parti-
culie`rement de la partie permettant d’agir directement sur les donne´es des icobjs.
Dans la partie haute de cet inspecteur, deux listes de choix permettent de se´lectionner :
• un workspace parmi tous ceux qui sont charge´s dans les diffe´rentes simulations. Cette
liste contient a` la fois les workspaces de plus haut niveau et les workspaces imbrique´s.
• un icobj parmi ceux qui se trouvent dans le workspace se´lectionne´ dans la premie`re liste.
L’icobj se´lectionne´ dans cette deuxie`me liste est celui dont la structure de donne´es est
affiche´e dans la partie basse de l’inspecteur. Cet icobj devient l’icobj se´lectionne´ dans son
workspace. Pour chaque icobj, on a au minimum acce`s a` son nom, son statut qui de´finit si
l’icobj est un constructeur, son apparence et sa zone d’influence. Cette liste de parame`tres
peut s’agrandir en fonction des champs disponibles dans chacun des icobjs. Il y a plusieurs
types de champs possibles : boole´en, chaˆıne de caracte`res, nombre, couleur, fichier...
L’inspecteur repre´sente diffe´remment chacun de ces types : par exemple, il utilise une
liste a` deux choix pour un boole´en, un bouton colore´ pour se´lectionner une couleur qui,
quand on clique dessus, ouvre un panneau de se´lection de couleurs. Sur la figure 5.16, on
peut remarquer des boutons nomme´s, comme par exemple le bouton Zone. Ils de´finissent
des champs composites, c’est-a`-dire des objets Java compose´s eux-meˆmes de plusieurs objets
parame´trables qu’il est possible d’inspecter et de parame´trer en cliquant sur le bouton du
champ. Il y a deux possibilite´s, soit de nouveaux champs pre´sentant les parame`tres de l’objet
apparaissent, soit il ne se passe rien. Dans ce dernier cas, il y a deux possibilite´s : soit l’objet
repre´sente´ par le bouton n’est pas parame´trable, soit ce dernier ne permet pas d’acce´der a`
ses propres champs. Chaque classe d’objet utilise´ comme champ d’un icobj doit de´finir ses
propres champs parame´trables et leur type pour pouvoir les parame´trer dynamiquement.
Nous de´taillerons cela dans la partie 6.5.
Tous les champs de l’icobj se´lectionne´ sont mis a` jour entre deux pas d’exe´cution de la
simulation qui contient cet icobj. La mise a` jour inter-instant e´vite les interfe´rences pendant
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Fig. 5.16 – Parame´trage des champs
l’exe´cution du comportement des icobjs. Il faut noter que l’inspecteur de champs ne peut pas
ajouter des champs a` l’icobj directement, il ne permet que d’agir sur les champs existants. Si
l’on de´sire ajouter des champs a` un icobj, il faut passer par l’interme´diaire du comportement
de l’icobj. Pour cela, il faut utiliser la partie comportementale de l’inspecteur que nous allons
de´tailler maintenant.
5.3.3 Inspection des comportements
La figure 5.17 pre´sente une capture d’e´cran de la partie de l’inspecteur des Icobjs permet-
tant de visualiser les comportements clonable et non-clonable de l’icobj se´lectionne´.
Les comportements sont repre´sente´s par des arbres dont chaque nœud repre´sente une
instruction re´active. Il y a diffe´rents types de nœuds :
• les nœuds feuilles qui regroupent toutes les instructions terminales : Atom, Stop...
• les nœuds a` un fils qui regroupent toutes les instructions unaires : Control, Loop...
• les nœuds a` deux fils qui regroupent toutes les instructions binaires : Kill, When...
• les nœuds a` n fils qui regroupent les instructions n-aires : Par et Seq. On y adjoint
aussi l’instruction Nothing conside´re´e comme une instruction Par (ou Seq) sans aucune
sous-instruction.
L’objectif de cette repre´sentation arborescente est de fournir une spe´cification textuelle
du comportement de l’icobj lorsque la repre´sentation graphique n’est pas suffisante pour
comprendre son comportement. De plus, l’inspecteur permet de modifier graphiquement le
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Fig. 5.17 – Inspecteur de comportement
comportement des icobjs si ne´cessaire. Ces modifications ne sont pas directement applique´es
sur l’icobj, mais sur une copie de ses comportements. Il faudra demander explicitement la
mise a` jour de ces comportements pour que la simulation en tienne compte. Sous la zone
d’affichage des arbres, nous pouvons remarquer plusieurs boutons :
• les boutons Copy, Cut, Paste permettent comme leur nom l’indique d’utiliser les fonc-
tions classiques de copier/couper/coller sur les nœud de l’arbre. Les ope´rations couper-
coller peuvent e´galement eˆtre effectue´es par un glisser-de´placer avec la souris, en de´pla-
c¸ant les branches d’un nœud a` l’autre.
• le bouton Add permet d’ajouter une nouvelle instruction ou un nouveau programme
au nœud de l’arbre se´lectionne´. Lorsqu’on clique sur ce bouton, une boˆıte de dialogue
contenant une liste de programmes apparaˆıt. Cette liste regroupe l’ensemble des classes
qui e´tendent la classe Instruction de Junior . Il ne reste alors qu’a` choisir l’instruction
(ou le groupe d’instructions) a` ajouter au nœud se´lectionne´. Ces ajouts sont contraints.
Si, par exemple on essaie d’ajouter une instruction a` un nœud feuille, alors cette instruc-
tion sera ajoute´e au nœud parent du nœud se´lectionne´. Il est a` noter que, par de´faut,
les nœuds fils d’un nœud repre´sentant une instruction unaire ou binaire sont des nœuds
n-aires (paralle`le ou se´quence).
• le bouton Remove retire le nœud se´lectionne´. Tous les nœuds situe´s sous le nœud
se´lectionne´ sont e´galement retire´s.
• le bouton Cancel re´initialise les copies des comportements clonable et non-clonable par
une copie des comportements initiaux de l’icobj.
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• le bouton Update remplace les comportements clonable et non-clonable de l’icobj se´lec-
tionne´ par les comportements clonable et non-clonable de´crits dans l’arbre. Cette mise a`
jour entraˆıne une re´initialisation de l’icobj. Le comportement exe´cute´ par le workspace
est stoppe´ et remplace´ par le nouveau.
Fig. 5.18 – Parame´trer une configuration e´ve´nementielle
Il est enfin possible de parame´trer chacun des nœuds en cliquant dessus avec le bouton
droit de la souris.
• un clique sur un nœud Par ou Seq affiche une boˆıte de dialogue permettant de choisir
le mode d’ordonnancement : se´quence ou composition paralle`le des sous-instructions de
ce nœud.
• un clique sur un nœud Atom ou ScanAction permet de modifier l’action atomique
exe´cute´e ou de modifier la valeur des parame`tres de cette action.
• un clique sur un nœud Stop ou Loop n’aura aucun effet.
• un clique sur un nœud Repeat (ou If) permet de choisir le wrapper d’entier (ou wrapper
de boole´en) a` utiliser ou de modifier les valeurs des champs parame´trables du wrapper
se´lectionne´.
• un clique sur un nœud repre´sentant une instruction e´ve´nementielle (comme Await,
Kill...) affiche une boˆıte de dialogue 5.18 qui permet de modifier la configuration
e´ve´nementielle. Elle permet de de´finir une expression boole´enne en utilisant les alias
d’e´ve´nements comme re´fe´rence et les caracte`res & et | pour repre´senter respectivement
une conjonction ou une disjonction d’e´ve´nements. Chaque alias d’e´ve´nement correspond
a` un wrapper d’e´ve´nement parame´trable qui peut eˆtre modifie´ en cliquant dessus.
Il y a des limitations a` ce parame´trage. L’instruction Generate peut utiliser comme valeur
associer a` une ge´ne´ration n’importe quel objet pre´sent dans le syste`me. Nous n’avons pas de
moyens pour lister tous les objets potentiellement utilisables. C’est pourquoi, il est de la
responsabilite´ de l’utilisateur de cre´er les wrappers d’objets ne´cessaires a` la re´cupe´ration de
ces objets s’il de´sire configurer l’instruction Generate.
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L’ajout de comportement par l’interme´diaire de l’inspecteur est bien moins intuitive qu’en
utilisant les constructeurs graphiques et ne´cessite une connaissance des primitives re´actives.
Elle est donc comple´mentaire a` la construction graphique et re´serve´e a` des utilisateurs plus
expe´rimente´s.
5.4 Bilan
Le syste`me de construction graphique n’a pas e´te´ l’objet de grandes modifications depuis
les versions pre´ce´dentes. L’utilisation reste quasiment la meˆme, a` l’exception de l’icobj Loop
dont l’utilisation a e´te´ le´ge`rement complexifie´e pour permettre une granularite´ plus fine dans
la cre´ation de comportements et pour e´viter de cre´er trop de constructions interme´diaires.
Les principales nouveaute´s consistent en l’ajout du constructeur correspondant a` l’ins-
truction Control et surtout en la possibilite´ d’utiliser et de construire des workspaces. Ce
dernier ajout permet de conside´rer les workspaces comme des icobjs a` part entie`re et de de´finir
des sous-ensembles de construction. Il est e´galement possible d’effectuer des constructions et
de les tester dans un environnement local inde´pendant de l’environnement de construction
graphique global.
Il est e´galement possible d’utiliser l’inspecteur des Icobjs pour visualiser et parame´trer
a` la fois les champs d’un icobj et son comportement. Le syste`me de construction graphique
peut ainsi eˆtre e´tendu en utilisant l’inspecteur des Icobjs pour construire le comportement
d’un icobj. Ce type de construction ne´cessite cependant des connaissances supple´mentaires
quant a` l’utilisation des instructions.
L’application Framework permet de tester chaque simulation, de construire de nouvelles
simulations graphiques en y ajoutant des icobjs, et d’enregistrer ou de charger des simulations
sauvegarde´es dans des fichiers. Toutes ces fonctionnalite´s font du Framework un e´diteur de
sce´narios dans lequel chaque comportement peut eˆtre modifie´ dynamiquement en ajoutant
de nouveaux comportements aux entite´s ou en agissant sur les parame`tres d’exe´cution de ces
entite´s ou de leur simulations.
Le site des Icobjs [81] comporte un tutorial expliquant comment utiliser le syste`me de
construction graphique par l’interme´diaire d’applets et comment construire ses propres icobjs
en utilisant l’API disponible sur le site.
Chapitre 6
Imple´mentation des Icobjs
Nous venons de de´crire le mode`le et les principes du me´canisme de construction graphique
des Icobjs en de´taillant le moyen mis en place pour visualiser et modifier le comportement de
chaque icobj et pour intervenir sur les parame`tres d’exe´cution. Nous allons maintenant passer
a` l’imple´mentation des Icobjs.
Il y a eu deux imple´mentations des Icobjs. La premie`re [12] e´tait une version en Tcl/tk
[57] au-dessus des Reactive Scripts [16], ces scripts e´tant imple´mente´s au-dessus du langage
Reactive-C [11]. La seconde imple´mentation e´tait re´alise´e en Java au-dessus des SugarCubes
[13]. L’utilisation de ces deux imple´mentations ne ne´cessitait de connaˆıtre ni les Reactive
Scripts ou Reactive-C , ni les SugarCubes. L’inconve´nient de ces deux versions est que leur
notion d’Icobjs n’e´tait pas base´e sur un mode`le clair. Il s’agissait surtout d’expe´rimentations.
Le mode`le n’e´tait en fait pas aise´ment utilisable pour quelqu’un qui souhaiterait cre´er ses
propres simulations. De plus, il n’y avait pas d’API claire pour permettre de cre´er ses propres
icobjs ou ses propres comportements.
Nous allons maintenant pre´senter les points essentiels de notre imple´mentation des Icobjs
en de´taillant, dans la section 6.1, la structure commune a` tous les icobjs et les proble`mes lie´s
a` l’extension de cette structure. Ensuite, nous e´tudierons les workspaces qui sont les entite´s
qui exe´cutent le comportement des icobjs. Nous distinguons deux types de workspace : la
classe Workspace qui est un icobj et la classe BootWorkspace qui exe´cute le workspace de
plus haut niveau par l’interme´diaire d’un thread Java autonome. Nous e´tudierons ces deux
types de workspace sous plusieurs aspects. La section 6.2 pre´sentera la gestion des icobjs et de
leur exe´cution. La section 6.3 de´taillera la manie`re dont les e´ve´nements souris et clavier sont
ge´re´s par les workspaces. La section 6.4 pre´sentera les de´tails lie´s a` l’affichage des simulations
graphiques. Ensuite, nous de´crirons les me´canismes utilise´s par l’inspecteur des Icobjs dans
la section 6.5. Enfin, avant de conclure en pre´sentant, dans la section 6.7, un tutorial pour
construire ses propres simulations et ses propres comportements, la section 6.6 e´voquera
rapidement l’enregistrement et le chargement de simulation a` partir d’un fichier.
6.1 Structure d’un icobj
Dans la section 5.1, nous avons pre´sente´ les informations minimales ne´cessaires dont doit
disposer chaque icobj pour eˆtre utilisable par notre syste`me de construction graphique. De
plus, nous avons e´galement signale´ que cette structure minimale pouvait par la suite eˆtre
e´tendue selon les besoins. Si un icobj e´tend sa structure de donne´es et si cet icobj est utilise´
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comme brique e´le´mentaire dans le me´canisme de construction graphique, il faudra que l’icobj
re´sultant de la construction dispose des champs ne´cessaires a` son exe´cution. De plus, tous les
icobjs utilise´s dans la construction peuvent ou non manipuler les meˆmes champs en utilisant
le meˆme type d’objet. Notre structure de donne´es doit donc eˆtre une structure ge´ne´rique a`
laquelle de nouveaux champs peuvent eˆtre aise´ment ajoute´s, tout en donnant un moyen a`
diffe´rents comportements d’acce´der a` un meˆme objet si celui-ci a le meˆme roˆle dans chacun
des comportements.
Il est difficile de cre´er une telle structure de donne´es en utilisant l’he´ritage de classe de
Java. En effet, si l’on compose plusieurs comportements ne´cessitant chacun une structure de
donne´es diffe´rentes, il ne sera pas possible de cre´er une structure de donne´es qui convienne.
Java ne permet pas non plus le multi-he´ritage de classes, donc il n’est pas possible de ge´ne´rer
des classes he´ritant de chacun des types d’icobjs entrant dans la construction graphique. De
plus, comme le montre la figure 6.1, il n’est pas envisageable de cre´er une nouvelle classe
par composition de comportements car cela risquerait de faire exploser le nombre de classes
re´sultant d’une composition graphique.
Le mode`le d’objets re´actifs de´crit sur la figure 5.1 ne permet pas non plus de re´pondre
a` ce proble`me. L’utilisation de l’instruction Link pour associer une structure de donne´es a`
chacun des sous-comportements re´actifs permettrait une composition assez aise´e. Le proble`me
est qu’il ne serait pas possible de faire interagir diffe´rents comportements qui devraient agir
sur le meˆme champ d’un icobj. En effet, les objets lie´s a` chaque comportement seraient
inde´pendants les uns des autres. Par exemple, le comportement inertiel et le comportement de
collision ne´cessitent chacun l’acce`s a` un champ vitesse. Si un champ vitesse e´tait lie´ a` chacun
de ces comportements, il n’y aurait aucun partage de donne´es puisque chacun acce`derait
uniquement a` son propre champ.
Base
Inertie Collision Rebond
Inertie-Collision Inertie-Rebond Collision-Rebond
Inertie-Collision-Rebond
héritage simple
composition
Fig. 6.1 – Proble`me d’he´ritage
Les premie`res versions Java des Icobjs utilisent l’he´ritage de classe. En pratique, tous
les champs communs a` plusieurs comportements finissaient par apparaˆıtre dans la classe de
base Icobj pour e´viter les proble`mes de structure de donne´es. Or, notre but est d’obtenir
une structure de donne´es minimale extensible pour permettre a` chacun des comportements
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d’avoir acce`s aux champs ne´cessaires a` son exe´cution.
♣✉❜❧✐❝ ❝❧❛ss Icobj ✐♠♣❧❡♠❡♥ts Parametrable
{
...
♣r✐✈❛t❡ tr❛♥s✐❡♥t Workspace workspace;
♣r✐✈❛t❡ tr❛♥s✐❡♥t String identifier;
♣r✐✈❛t❡ String name;
♣r✐✈❛t❡ Zone zone;
♣r✐✈❛t❡ Appearance appearance;
♣r✐✈❛t❡ Program cloneable;
♣r✐✈❛t❡ Program notCloneable;
♣r✐✈❛t❡ Program frozenBehavior;
♣r✐✈❛t❡ Hashtable fields;
♣r✐✈❛t❡ ❜♦♦❧❡❛♥ constructor;
...
}
Tab. 6.1 – Structure d’un icobj
La solution adopte´e est l’utilisation d’une table de hachage pour stocker dynamiquement
tous les champs ne´cessaires a` chacun des comportements. L’acce`s a` ces champs est fait par
l’interme´diaire de variables globales qui identifient chaque type de champ. Cette solution per-
met de partir d’une structure de donne´es initiale ge´ne´rique imple´mente´e dans la classe Icobj
(cf. table 6.1). Chaque comportement peut ajouter les champs ne´cessaires a` son exe´cution et
re´utiliser les champs de´ja` existants. Chaque identifiant de champ e´tant une variable globale,
tout comportement qui utilise la meˆme variable globale acce`dera au meˆme champ. De plus,
la classe Icobj permet d’utiliser des champs temporairement et de les retirer de`s qu’ils ne
sont plus utiles.
Tous les champs contenus dans la structure minimale de l’icobj sont de´clare´s ♣r✐✈❛t❡. Il
faut donc obligatoirement passer par des me´thodes de l’icobj pour atteindre et modifier ces
champs. Cela permet entre autre de garantir leur bonne initialisation. Notons que certains
champs doivent absolument eˆtre initialise´s (valeur diffe´rente de ♥✉❧❧) pour que le mode`le
fonctionne, c’est par exemple le cas de la zone d’influence de l’icobj (le champ zone) ou de
l’identifiant de l’icobj (le champ identifier). Nous allons maintenant de´tailler chacune des
me´thodes disponibles pour manipuler les icobjs.
• String getIdentifier()
Cette me´thode retourne une chaˆıne de caracte`res repre´sentant l’identifiant de l’icobj.
Cet identifiant est unique. Pour garantir l’unicite´, l’identifiant est construit en utili-
sant le moment (le temps en millisecondes) auquel il est construit et un compteur
incre´mente´ a` chaque nouvel identifiant. Dans notre cas, comme les icobjs sont poten-
tiellement des objets migrants, un nouvel identifiant est ge´ne´re´ a` chaque changement
de workspace. Cette unicite´ permet de cre´er des identificateurs d’e´ve´nements propres a`
chaque icobj, comme par exemple les e´ve´nements clavier ou souris. Ces identificateurs
d’e´ve´nements sont cre´e´s par le wrapper d’e´ve´nement IcobjIdentifier. Cette classe
construit l’identificateur de l’e´ve´nement en prenant comme base l’identifiant de l’icobj
exe´cute´ en le suffixant par une chaˆıne de caracte`re indiquant le type de l’e´ve´nement
traite´. Par exemple, l’activation d’un icobj (cf. section 5.2) est faite en ge´ne´rant un
e´ve´nement base´ sur l’identifiant de l’icobj suffixe´ par une chaˆıne vide. L’utilisation de la
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classe IcobjIdentifier permet de reconstruire des noms d’e´ve´nements communs sans
avoir a` connaˆıtre l’identifiant de l’icobj.
• String getName()
✈♦✐❞ setName(String name)
La premie`re me´thode retourne le nom de l’icobj et la seconde le modifie. A` l’inverse de
l’identifiant de l’icobj, il n’est pas ne´cessaire que ce nom soit unique.
• String getWorkspace()
✈♦✐❞ setWorkspace(Workspace workspace)
La premie`re me´thode retourne une re´fe´rence vers le workspace dans lequel l’icobj est en-
registre´. Cette me´thode permet de re´cupe´rer les donne´es relatives au workspace, comme
par exemple les icobjs qu’il contient pour pouvoir interagir avec eux. De`s qu’un icobj
s’enregistre dans un workspace, ce dernier appelle la me´thode setWorkspace pour chan-
ger la re´fe´rence contenue dans l’icobj. Si l’icobj e´tait de´ja` enregistre´ dans un works-
pace, cette me´thode demande son de´senregistrement et re-ge´ne`re l’identifiant de l’icobj.
Il est cependant pre´fe´rable de laisser le workspace se charger d’appeler la me´thode
setWorkspace. En effet, si la re´fe´rence du workspace est change´e avant que l’icobj
ait fini de s’exe´cuter, le comportement risque d’utiliser des donne´es errone´es. De plus,
puisque l’identifiant de l’icobj est re-ge´ne´re´ par l’appel a` la me´thode setWorkspace, les
identificateurs d’e´ve´nements ge´ne´re´s a` partir de ce moment seront construits sur le nou-
vel identifiant, alors que les programmes encore exe´cute´s dans la machine re´active sont
en attente d’e´ve´nements dont l’identificateur est forme´ a` partir de l’ancien identifiant
de l’icobj.
• Zone getZone()
✈♦✐❞ setZone(Zone zone)
La premie`re me´thode retourne la zone d’influence de l’icobj et la seconde permet d’en
de´finir une nouvelle. La zone d’influence correspond a` l’aire (dans un environnement 2D)
ou l’espace (dans un environnement 3D) occupe´ par l’icobj. L’interface Zone dispose de
me´thodes pour de´finir et modifier les positions et dimensions de l’icobj (qui peuvent
eˆtre exprime´es en deux ou trois dimensions) et pour tester les intersections entre les
zones d’influences. Pour effectuer un calcul d’intersections, il est ne´cessaire de savoir si
les icobjs sont dans un environnement 2D ou 3D. Cette information est fournie par la
me´thode getDimensionNumber du workspace.
L’API des Icobjs de´finit actuellement deux classes qui imple´mentent l’interface Zone :
SphericalZone et RectZone. Ces classes repre´sentent respectivement des zones circu-
laires (sphe´riques) ou rectangulaires (en forme de boˆıte). Initialement, un icobj dispose
d’une zone rectangulaire. Une zone doit toujours eˆtre initialise´e.
• Appearance getAppearance()
✈♦✐❞ setAppearance(Appearance app)
La premie`re me´thode retourne l’objet qui de´finit l’apparence de l’icobj. Cette me´thode
est appele´e par exemple au moment de l’affichage de l’icobj. La seconde me´thode per-
met de spe´cifier l’apparence de l’icobj. L’interface Appearance ne contient que deux
me´thodes pour l’instant : une pour le rendu graphique et une pour signaler l’activation
de l’icobj. L’API des Icobjs contient diffe´rents types d’apparences. Par exemple, la classe
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AWTImage utilise une image charge´e a` partir d’un fichier comme apparence de l’icobj.
Comme pour la zone d’influence, l’apparence peut eˆtre en 2D ou 3D. Actuellement,
l’imple´mentation ne dispose que d’apparences en 2D, mais ceci pourra eˆtre e´tendu par
la suite en utilisant Java3D ou VRML-X3D .
• ❜♦♦❧❡❛♥ isConstructor()
✈♦✐❞ setConstructor(❜♦♦❧❡❛♥ constructor)
Ces deux me´thodes permettent de lire ou modifier le statut de constructeur d’un icobj.
Rappelons que si un icobj est un constructeur, il n’exe´cute que son comportement non-
clonable. Le statut de constructeur doit eˆtre modifie´ avant d’enregistrer l’icobj dans un
workspace. Une fois que le comportement est charge´, la modification de ce statut ne
provoque plus aucun changement. Si l’on veut changer le comportement exe´cute´ par
l’icobj, il sera ne´cessaire de re´initialiser l’icobj.
• Program getBehavior()
✈♦✐❞ setBehavior(Program behav)
La premie`re me´thode retourne une copie du comportement clonable et la seconde
me´thode change le comportement clonable de l’icobj en utilisant une copie du pro-
gramme passe´ en argument. Ce champ doit toujours eˆtre initialise´. Par de´faut, sa valeur
est Ic.Nothing().
• Program getNotCloneableBehavior()
✈♦✐❞ setNotCloneableBehavior(Program behav)
Ces me´thodes sont similaires aux deux me´thodes pre´ce´dentes, mais elles sont applique´es
au comportement non-clonable.
• ✈♦✐❞ addToBehavior(Program behavior)
✈♦✐❞ addToNotCloneableBehavior(Program behavior)
Ces deux me´thodes permettent d’ajouter respectivement la copie du programme passe´
en argument en paralle`le du comportement clonable ou non-clonable. Si l’icobj n’est pas
encore enregistre´ dans un workspace, ces me´thodes modifient uniquement le champ. Par
contre, si l’icobj est de´ja` enregistre´, alors le programme est ajoute´ a` la fois au champ
de l’icobj et dans le workspace en paralle`le des programmes de´ja` exe´cute´s.
Ces me´thodes permettent d’e´tendre le me´canisme de construction graphique. Il devient
maintenant possible d’ajouter des comportements a` un icobj de´ja` existant. Il est pos-
sible de concevoir des constructeurs qui, lorsqu’ils sont active´s sur d’autres icobjs, leur
ajoutent directement un comportement en paralle`le.
• Program getFrozenBehavior()
✈♦✐❞ setFrozenBehavior(Program behavior)
Ces deux me´thodes sont utilise´es par le workspace. La premie`re est appele´e au moment
de l’enregistrement de l’icobj dans un nouveau workspace pour tester si le comportement
a` exe´cuter doit eˆtre construit ou s’il faut utiliser le re´sidu du comportement exe´cute´ par
l’icobj dans son ancien workspace. La me´thode setFrozenBehavior est appele´e par les
instructions IcobjThread au moment du gel du comportement d’un icobj pour stocker
le re´sidu du comportement. Il est pre´fe´rable de ne pas appeler directement ces deux
me´thodes et de laisser le workspace les utiliser.
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• ✈♦✐❞ reinit()
Cette me´thode re´initialise l’ensemble des champs d’un icobj. Cela signifie que la table de
hachage des champs est vide´e et que le comportement frozenBehavior et l’apparence de
l’icobj sont re´initialise´s a` la valeur ♥✉❧❧. Cette me´thode doit eˆtre rede´finie dans chaque
classe e´tendant la classe Icobj dont un des champs est ajoute´ imme´diatement a` la table
de hachage de l’objet sans passer par le comportement de l’icobj. Cependant, il est
pre´fe´rable que tous les champs soient syste´matiquement ajoute´s par le comportement.
• Serializable getValueOfField(String fieldName)
✈♦✐❞ setValueOfField(String fieldName, Serializable value)
✈♦✐❞ removeField(String fieldName)
Ces trois me´thodes permettent de ge´rer les champs supple´mentaires ne´cessaires a` chaque
icobj. La premie`re retourne le champ identifie´ par une chaˆıne de caracte`re. La seconde
me´thode ajoute un nouveau champ dans la table de hachage ou change la valeur d’un
champ existant. Enfin, la troisie`me me´thode retire un champ a` la structure de donne´es.
Les noms des champs doivent eˆtre connus par tous les comportements pour que ces
derniers puissent utiliser les meˆmes objets.
• ✈♦✐❞ destroy()
Cette me´thode appelle la me´thode destroyIcobj du workspace si l’icobj ne dispose pas
d’un champ appele´ Indestructible dans sa table de hachage. La pre´sence d’un champ
Indestructible e´vite, par exemple, la destruction par inadvertance des constructeurs
de la simulation.
Pour construire un icobj, il suffit d’e´tendre la classe Icobj et d’initialiser chacun de ses
champs. Il ne faut en aucun cas ajouter directement des champs dans les classes e´tendues sous
peine que le syste`me de construction graphique ne fonctionne plus. Nous admettons cependant
une exception pour la classe Workspace. En effet, pour des raisons de performances, nous avons
ajoute´ quelques champs a` la classe Workspace pour ge´rer l’affichage, la migration et l’exe´cution
des icobjs. Le me´canisme de construction graphique tient compte de cette distinction et peut
cre´er un icobj ou un workspace. Si l’un des icobjs utilise´s pendant une construction graphique
est un workspace, alors l’icobj re´sultant de cette construction sera aussi un workspace.
6.2 Exe´cution des icobjs
Nous allons dans cette partie de´crire la manie`re dont les icobjs sont ge´re´s et exe´cute´s par
les workspaces. Nous commencerons par pre´senter l’objet BootWorkspace. Le roˆle de l’objet
BootWorkspace est d’exe´cuter le workspace enregistre´ par la me´thode setWorkspace. Dans
la suite du document, nous e´voquerons ce workspace en l’appelant le workspace de plus haut
niveau.
Le comportement d’un objet BootWorkspace, dont le code est de´crit dans la table 6.2, est
exe´cute´ par un thread Java autonome. De fac¸on cyclique, ce thread fait re´agir le workspace
de plus haut niveau en mettant a` jour l’affichage du workspace entre chaque re´action (ou
plutoˆt chaque nbInstantPerRefresh re´actions). Ce comportement effectue en plus une mise
a` jour de l’inspecteur des Icobjs et permet d’effectuer une sauvegarde entre deux re´actions
d’un workspace. Ces fonctionnalite´s seront de´taille´es plus loin dans les parties 6.5 et 6.6.
De plus, nous avons de´fini une dure´e minimale (le champ minDuration) pour une e´tape
d’exe´cution. L’utilisation d’une dure´e minimale pour l’exe´cution d’un cycle e´vite de surcharger
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✇❤✐❧❡ (running)
{
now = System.currentTimeMillis();
tr②
{
✐❢ (nonStop || onestep)
{
oneStep = ❢❛❧s❡;
❢♦r (✐♥t i = 0; i < nbInstantPerRefresh; i++)
workspace.react();
render();
}
✐❢ (inspector != ♥✉❧❧)
inspector.updateField(t❤✐s);
}
❝❛t❝❤ (Exception ex){}
✐❢ (save)
savingProcess();
delta = now + instant_duration - System.currentTimeMillis();
✐❢ (delta > 0)
{
tr②
{
Thread.sleep(delta);
}
❝❛t❝❤ (InterruptedException e){}
}
}
Tab. 6.2 – Comportement d’un objet de type BootWorkspace
le processeur avec l’exe´cution du thread Java exe´cutant l’objet BootWorkspace. Si la dure´e
d’un cycle est plus courte que la valeur minDuration, alors le thread Java s’endort pendant la
dure´e restante ce qui permet aux autres threads Java de s’exe´cuter. Il ne faut pas non plus que
la dure´e minimale soit trop importante car la fluidite´ de la simulation en de´pend. La classe
BootWorkspace dispose de la me´thode ✈♦✐❞ setMinimumDuration(❧♦♥❣ duration) pour
modifier la dure´e minimale d’une e´tape. Nous n’avons pas de´fini de dure´e maximale d’une
e´tape d’exe´cution car il n’est pas possible de borner le temps d’exe´cution d’une re´action qui
de´pend du nombre de comportements exe´cute´s.
Nous allons maintenant de´tailler la structure d’un objet Workspace. Comme le montre le
code de la table 6.3, le workspace est un icobj comme toutes les entite´s graphiques du mode`le
des Icobjs. Les champs supple´mentaires spe´cifiques au workspace sont e´galement repre´sente´s
dans cette table.
Comme pour la classe Icobj, il n’est pas possible d’acce´der directement aux champs du
workspace. Cela garantit par exemple que seul le workspace peut modifier l’e´tat de la machine
re´active. Les me´thodes disponibles dans MachineIcobj pour ge´ne´rer des e´ve´nements externes
purs ou value´s et pour faire re´agir la machine re´active sont ajoute´es a` la classe Workspace.
Pour pouvoir ge´rer les icobjs contenus dans un workspace et les comportements exe´cute´s par
sa machine re´active, la classe Workspace dispose des me´thodes suivantes :
• ✈♦✐❞ registerIcobj(Icobj icobj)
Cette me´thode enregistre un icobj dans le workspace. L’enregistrement consiste d’abord
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♣✉❜❧✐❝ ❝❧❛ss Workspace ❡①t❡♥❞s Icobj
✐♠♣❧❡♠❡♥ts KeyListener, MouseListener, MouseMotionListener
{
♣r♦t❡❝t❡❞ tr❛♥s✐❡♥t ❜♦♦❧❡❛♥ reacting = ❢❛❧s❡;
♣r♦t❡❝t❡❞ tr❛♥s✐❡♥t MachineIcobj machine;
♣r✐✈❛t❡ WorkspaceAppearance workApp = ♥✉❧❧;
♣r♦t❡❝t❡❞ ❜♦♦❧❡❛♥ workspaceVisible = ❢❛❧s❡;
♣r♦t❡❝t❡❞ tr❛♥s✐❡♥t MigrationCell migrationList = ♥✉❧❧;
♣r♦t❡❝t❡❞ tr❛♥s✐❡♥t SavingCell savingList = ♥✉❧❧;
♣r♦t❡❝t❡❞ tr❛♥s✐❡♥t Stack icobjStack = ♥✉❧❧;
♣r♦t❡❝t❡❞ tr❛♥s✐❡♥t Icobj editedIcobj = ♥✉❧❧;
♣r♦t❡❝t❡❞ tr❛♥s✐❡♥t ❜♦♦❧❡❛♥ needToRender = tr✉❡;
...
}
Tab. 6.3 – Structure d’un workspace
a` de´terminer le comportement a` exe´cuter selon que l’icobj est un constructeur ou non
et selon qu’il provient ou non d’un autre workspace. Cette me´thode modifie d’abord la
re´fe´rence de l’icobj vers le workspace dans lequel il est enregistre´. L’algorithme suivant
est utilise´ pour de´terminer le comportement a` exe´cuter :
• si l’icobj dispose d’un comportement gele´ (le champ frozenBehavior est diffe´rent de
♥✉❧❧), alors le workspace exe´cute ce comportement et le champ frozenBehavior de
l’icobj est re´initialise´ a` la valeur ♥✉❧❧.
Il n’est pas ne´cessaire de rajouter le comportement standard de controˆle au com-
portement gele´ puisque celui-ci est issu d’une composition paralle`le comprenant de´ja`
celui-ci. Le nouveau comportement construit sera exe´cute´ a` partir de l’instant suivant
(cf. section 4.2.3).
• si ce n’est pas le cas, le comportement de l’icobj est une composition paralle`le du
comportement de controˆle de l’icobj (pour ge´rer les e´ve´nements souris et clavier) et
– du comportement non-clonable si l’icobj est un constructeur.
– du comportement clonable et non-clonable si ce n’est pas le cas.
• Icobj[] getIcobjList()
Cette me´thode retourne un tableau contenant tous les icobjs enregistre´s dans le works-
pace courant.
• ❜♦♦❧❡❛♥ add(Icobj icobj, Program program)
Cette me´thode ajoute un programme a` un icobj enregistre´ dans le workspace. Si l’icobj
n’a pas encore e´te´ enregistre´ dans le workspace, alors il ne se passe rien. Il faut noter
que le workspace peut ajouter directement des programmes a` exe´cuter dans sa propre
machine re´active par l’interme´diaire de cette me´thode. Tout programme ajoute´ a` la
machine sera exe´cute´ a` l’instant suivant.
• ✈♦✐❞ resetIcobj(Icobj icobj)
Cette me´thode re´initialise le comportement en appelant la me´thode reset de la ma-
chine re´active en utilisant l’identifiant de l’icobj. Cette me´thode demande ensuite la
re´initialisation des champs de l’icobj en appelant la me´thode reinit de la classe Icobj.
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Le comportement est alors imme´diatement reconstruit et ajoute´ a` la machine re´active
de la meˆme manie`re que lorsque la me´thode registerIcobj est appele´e.
• ❜♦♦❧❡❛♥ destroyIcobj(Icobj icobj)
Cette me´thode retire l’icobj du workspace. Ce retrait se traduit par un retrait de l’icobj
de la liste d’icobjs et d’une demande a` la machine de geler le comportement de l’icobj.
Si l’instant n’est pas encore termine´ au moment de l’appel, ce retrait aura lieu a` la fin
de l’instant, sinon, il aura lieu a` la fin de l’instant suivant. A` l’instant du retrait, un
e´ve´nement constitue´ par l’identifiant de l’icobj et suffixe´ par la chaˆıne ”-kill” est ge´ne´re´
dans la machine.
• ✈♦✐❞ migrateIcobj(Icobj icobj, Workspace destination, Position pos)
Cette me´thode enregistre l’icobj comme devant changer de workspace a` la fin de l’ins-
tant. Cela consiste a` demander a` la machine re´active le retrait de l’icobj a` la fin de l’ins-
tant, puis a` enregistrer la requeˆte de migration dans une liste (le champ migrationList
de la classe Workspace) en indiquant la position a` laquelle il devra eˆtre place´ dans le
workspace de destination.
La migration est finalement effectue´e par la me´thode react() du Workspace. Lorsque
la re´action de la machine est termine´e, tous les icobjs devant migrer sont enregistre´s
dans les workspaces destinataires et sont place´s a` la position de´sire´e.
Le fait de passer par une liste interme´diaire retarde la migration a` la fin de l’instant
ou` l’icobj est dans un e´tat stable. Si cette migration e´tait faite manuellement (appel a`
destroyIcobj puis a` registerIcobj) sans s’assurer que la fin d’instant a e´te´ atteinte
dans le workspace dans lequel l’icobj e´tait, cela pourrait donner lieu a` des erreurs. D’une
part, il n’est pas possible de re´cupe´rer le re´sidu du comportement de l’icobj avant la
fin de la re´action du workspace et d’autre part, l’icobj pourrait eˆtre exe´cute´ en meˆme
temps dans deux workspaces diffe´rents qui sont eux-meˆmes exe´cute´s par deux threads
diffe´rents. Dans de telles circonstances, le mode`le de l’approche re´active n’offrirait plus
aucune garantie. De plus, si l’on conside`re des migrations a` travers le re´seau, il faut
attendre que le comportement de l’icobj soit termine´ pour pouvoir le se´rialiser avant de
l’envoyer (pour l’instant, la migration ne permet que de changer de workspace dans la
meˆme machine virtuelle Java).
Le fait que le workspace est un icobj signifie qu’il dispose aussi des comportements re´actifs
clonables et non-clonables qui sont exe´cute´s par le workspace parent. Lorsqu’un workspace est
contenu dans un autre, la re´action du workspace n’est pas re´alise´e par un thread Java de´die´,
mais par l’interme´diaire du comportement clonable du workspace. Par de´faut, ce comporte-
ment correspond a` appeler, par l’interme´diaire d’une action atomique, la me´thode react()
du workspace a` chaque fois que le workspace parent est exe´cute´. Le fait qu’un instant du
workspace fils corresponde a` une action atomique du workspace pe`re a pour conse´quence que
la dure´e des instants est diffe´rente. Un instant du workspace fils correspond a` une partie du
workspace pe`re. Il est par exemple possible qu’un workspace ”fils” puisse re´agir plusieurs fois
de suite alors que son parent n’a re´agi qu’une seule fois et inversement. De plus, les e´ve´nements
ge´ne´re´s dans un workspace ne sont vus ni par son workspace parent ni par ses workspaces
”fils”. Chaque workspace dispose d’un environnement d’exe´cution propre.
Enfin, le changement d’apparence pre´sente´ sur la figure 5.14 est aussi ge´re´ par le compor-
tement clonable du workspace. En fait, son comportement ajoute une action sur pression de
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la touche D dans le comportement de controˆle qui re´agit aux e´ve´nements clavier. Nous allons
maintenant de´tailler la gestion de ces e´ve´nements clavier et souris.
6.3 Gestion des e´ve´nements clavier et souris
Dans la section 5.2, nous avons signale´ que chaque icobj re´agit aux e´ve´nements de souris
pour se´lectionner, activer ou de´placer un icobj et aux e´ve´nements du clavier pour changer
l’apparence du workspace. Comme un icobj n’est pas un composant graphique Java, il ne lui
est pas possible de re´agir a` ces e´ve´nements en utilisant les me´thodes de rappel de´finies dans
les interfaces KeyListener, MouseListener et MouseMotionListener.
Par contre, l’objet BootWorkspace est un composant graphique Java (un JPanel) qui
peut donc re´cupe´rer ces diffe´rents e´ve´nements. Ces derniers sont transmis au workspace de
plus haut niveau qui les re´cupe`re par l’interme´diaire des me´thodes de rappel et dont la taˆche
est de les rediriger vers les icobjs approprie´s. Pour cela, les e´ve´nements asynchrones Java
sont transforme´s par le workspace de plus haut niveau en e´ve´nements re´actifs ge´ne´re´s dans sa
machine. Ces me´thodes de rappel ne peuvent cependant fonctionner que pour le workspace
de plus haut niveau qui est directement connecte´ au conteneur Java. Pour les workspaces
imbrique´s, les e´ve´nements de souris et clavier sont relaye´s par les comportements de controˆle
des workspaces. Nous allons maintenant de´tailler le fonctionnement de ces me´thodes de rappel.
6.3.1 Les e´ve´nements de souris
Les me´thodes de rappel re´cupe`rent un objet de type MouseEvent. Cet objet contient les
coordonne´es de la souris dans le composant graphique Java au moment de la ge´ne´ration de
l’e´ve´nement souris. A` partir de ces coordonne´es, il est ainsi possible de de´terminer l’icobj qui
doit eˆtre se´lectionne´ dans le workspace de plus haut niveau. Le workspace conserve l’ensemble
des icobjs qu’il contient sous forme d’une pile. La se´lection d’un icobj retourne le premier
icobj en descendant dans la pile qui contient les coordonne´es mentionne´es dans l’e´ve´nement
souris. Si cette se´lection retourne un icobj, alors le workspace ge´ne`re un e´ve´nement value´ en
utilisant l’objet MouseEvent comme valeur. L’identificateur de cet e´ve´nement est obtenu en
concate´nant une constante du syste`me a` l’identifiant de l’icobj se´lectionne´. Cette constante
est de´termine´e selon le type d’action souris. Nous distinguons trois types d’actions : soit une
pression d’un bouton, soit un maintien d’un bouton enfonce´, soit un relaˆchement d’un bouton.
Pour des raisons d’affichage dans un environnement 2D, l’icobj se´lectionne´ est place´ au
sommet de la pile des icobjs, ce qui permet d’afficher l’icobj se´lectionne´ au-dessus de tous
les autres icobjs. Pour pouvoir manipuler l’icobj se´lectionne´, la classe Workspace dispose des
me´thodes Icobj getEditedIcobj() et ✈♦✐❞ setEditedIcobj(Icobj icobj).
6.3.2 Les e´ve´nements du clavier
Les me´thodes de rappel re´cupe`rent un objet de type KeyEvent qui sert de valeur a` la
ge´ne´ration de l’e´ve´nement re´actif. L’identificateur de cet e´ve´nement est base´ sur une constante
du syste`me pre´fixe´e par l’identifiant de l’icobj se´lectionne´, s’il y en a un.
Si l’icobj se´lectionne´ est un workspace et que celui-ci contient e´galement un icobj se´lection-
ne´ alors cet e´ve´nement clavier sera relaye´ a` ce dernier par l’interme´diaire du comportement de
controˆle du workspace, sinon le workspace exe´cutera le comportement associe´ a` cet e´ve´nement
clavier.
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6.3.3 Les comportements
Pour pouvoir re´agir aux e´ve´nements souris et clavier, chaque icobj exe´cute, en plus de son
comportement de de´part, un comportement de controˆle. Par exemple, le programme de´crit
dans la table 6.4 permet de re´agir aux e´ve´nements ge´ne´re´s quand un bouton de souris est
presse´. Le comportement de controˆle ge`re aussi les e´ve´nements mouseDragged, mouseReleased
et keyPressed.
Ces comportements doivent re´agir a` toutes les ge´ne´rations de ces e´ve´nements a` chaque
instant. En effet, la dure´e d’un instant n’e´tant pas borne´e, plusieurs e´ve´nements de souris
peuvent eˆtre ge´ne´re´s au cours du meˆme instant. C’est pourquoi nous utilisons une ScanAction
pour re´agir a` toutes les ge´ne´rations et pour effectuer les ope´rations d’activation, de se´lection,
de redimensionnement ou de de´placement. Le proble`me de l’instruction Scanner est qu’elle
fait de l’attente active sur les e´ve´nements. Pour palier a` ce proble`me, elle est pre´ce´de´e d’une
instruction Await pour obtenir des comportements dont l’exe´cution ne couˆte rien en l’absence
d’e´ve´nement.
Ic.Loop(
Ic.Seq(Ic.Await(♥❡✇ IcobjIdentifier(EventNames.MOUSE_PRESSED_EVENT)),
Ic.Scanner(♥❡✇ IcobjIdentifier(EventNames.MOUSE_PRESSED_EVENT),
♥❡✇ MousePressedCallback())));
Tab. 6.4 – Comportement de controˆle des e´ve´nements mousePressed
Le comportement de gestion du clavier consiste en une redirection. En effet, l’action ato-
mique re´agissant aux e´ve´nements claviers re´cupe`re d’abord un champ particulier qui contient
les liens entre les touches et les actions a` exe´cuter si ces touches sont presse´es. Si ce champ
est de´fini et si une action est associe´e a` la touche presse´e, alors elle est exe´cute´e. Le champ
de´finissant les relations entre la touche presse´e et les actions a` exe´cuter est parame´trable. Il
est possible d’ajouter dynamiquement de nouveaux liens ou d’en retirer certains.
Les comportements de controˆle des workspaces utilisent les meˆmes actions atomiques que
celles de tous les icobjs. Une action atomique commence par tester si l’icobj qui l’exe´cute est
un workspace. Si ce n’est pas le cas, le comportement correspondant au type d’e´ve´nement est
exe´cute´ (redimensionnement, de´placement, activation,...). Si, par contre l’icobj est un works-
pace, alors le comportement consiste a` tester si l’e´ve´nement est de´die´ a` l’un des icobjs que
le workspace contient. Si c’est le cas, l’e´ve´nement est redirige´ vers cet icobj. Par contre, si
l’e´ve´nement est de´die´ au workspace et non a` un icobj qu’il contient, alors il exe´cute le com-
portement correspondant au type d’e´ve´nement. Il faut noter que dans le cas des e´ve´nements
souris, si l’e´ve´nement est de´die´ a` un icobj contenu dans un workspace imbrique´e, alors les
coordonne´es de´finies dans l’objet MouseEvent sont modifie´es pour correspondre au re´fe´rentiel
du workspace qui contient cet icobj.
En utilisant ce mode`le de transmission d’e´ve´nements par le comportement des workspaces,
il n’est pas possible de ge´ne´rer un e´ve´nement qui n’est pas associe´ a` un icobj en particulier
dans un workspace imbrique´. Dans le workspace de plus haut niveau, il est possible de ge´ne´rer
un e´ve´nement qui n’est destine´ a` aucun icobj en particulier si son champ editedIcobj est a`
♥✉❧❧. Un workspace imbrique´ ne peut recevoir un tel e´ve´nement car ce workspace le prendra
en compte comme si l’e´ve´nement lui e´tait directement destine´ dans son workspace parent.
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6.4 Affichage des icobjs
La re`gle importante ici est que de l’affichage d’un icobj ne doit pas avoir lieu en meˆme
temps que l’exe´cution de son comportement. Comme pour le programme re´actif, les donne´es
ne sont pas ne´cessairement dans un e´tat stable avant la fin d’une re´action. En effet, durant
l’exe´cution des comportements des icobjs, les informations de position, de taille, d’apparence
ou toutes autres informations utilise´es par l’affichage peuvent eˆtre modifie´es plusieurs fois par
instant. L’affichage d’un icobj est donc ne´cessairement une ope´ration inter-instants.
Un autre aspect de l’affichage dans le mode`le des Icobjs est de pouvoir passer dynami-
quement d’un environnement 2D a` un environnement 3D et de faire en sorte que les com-
portements des icobjs s’adaptent automatiquement a` ces modifications. Il est e´vident que les
comportements ne peuvent s’adapter que si les actions atomiques tiennent compte du type
d’environnement.
Un workspace e´tant un icobj, l’affichage d’une simulation doit eˆtre re´alise´ par l’apparence
du workspace. La figure 5.14 pre´sente les deux apparences de base d’un workspace. Dans la
classe Workspace, nous diffe´rencions ces deux apparences. L’apparence minimise´e correspond
a` l’apparence d’un icobj et donc au champ appearance de l’icobj. Cette apparence peut eˆtre
une image, un dessin ou n’importe quelle autre apparence d’icobj. L’autre apparence que nous
nommons apparence normale doit afficher la feneˆtre graphique et l’apparence de chaque icobj
pre´sent dans cette feneˆtre. Pour cette apparence, nous avons ajoute´ le champ workApp a` la
classe Workspace. Nous distinguons aussi cette apparence par un type spe´cifique : l’interface
WorkspaceAppearance dont le code est donne´ dans la table 6.5. Ce type d’apparence doit
imple´menter 3 me´thodes supple´mentaires :
• La premie`re retourne le nombre de dimensions ge´re´es par cette apparence (2D ou 3D)
et les axes affiche´s (X, Y ou Z).
• La seconde permet d’initialiser l’apparence. Elle est appele´e par le workspace de`s que
celui utilise l’apparence. Le workspace passe en argument la re´fe´rence vers la liste des
icobjs qu’il contient.
• La dernie`re permet de spe´cifier les icobjs qui ont besoin d’eˆtre re´affiche´s lors du prochain
rendu de la simulation. En effet, si les icobjs ne changent pas de position ou d’apparence,
l’objet de type WorkspaceAppearance peut effectuer des optimisations en ne mettant
a` jour que les icobjs ayant e´te´ modifie´s de fac¸on apparente.
♣✉❜❧✐❝ ✐♥t❡r❢❛❝❡ WorkspaceAppearance ❡①t❡♥❞s Appearance
{
Dimension getDimensionNumber();
✈♦✐❞ setWorkspaceInfo(Stack icobj, Workspace workspace);
✈♦✐❞ render(Icobj icobj);
...
}
Tab. 6.5 – Interface WorkspaceAppearance
Pour ge´rer les parame`tres graphiques d’une simulation, la classe Workspace dispose des
me´thodes suivantes :
• Dimension getDimensionNumber()
Cette me´thode retourne le nombre de dimensions traite´es par le workspace. La valeur
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retourne´e indique a` la fois le nombre de dimension et les axes ge´re´s par l’environne-
ment graphique. Cette dernie`re information permet aux comportements d’identifier les
dimensions auxquelles ils doivent s’appliquer.
• WorkspaceAppearance getWorkspaceAppearance()
✈♦✐❞ setWorkspaceAppearance(WorkspaceAppearance workApp)
La premie`re me´thode retourne l’apparence normale du workspace et la seconde la mo-
difie. Le champ workApp doit toujours eˆtre initialise´. Par de´faut, ce champ est initialise´
avec un objet de type AWTWorkspaceAppearance qui effectue un affichage 2D sur les
coordonne´es XY.
De plus, il faut noter que la me´thode getAppearance he´rite´e de la classe Icobj est
modifie´e pour retourner l’apparence utilise´e par le workspace au moment de l’appel.
Cette me´thode retourne le champ appearance si le workspace est minimise´. Sinon, elle
retourne le champ workApp.
• Zone getWorkspaceZone()
✈♦✐❞ setWorkspaceZone(Zone zone)
De la meˆme manie`re que pour l’apparence, le workspace dispose de deux zones selon
que le workspace est minimise´ ou non. Ces deux zones ont des dimensions diffe´rentes
mais partagent la meˆme position. De la meˆme manie`re que pour l’icobj, un workspace
doit toujours disposer d’une zone, que ce soit en affichage normal ou minimise´.
• ✈♦✐❞ render(Icobj icobj)
❜♦♦❧❡❛♥ needToRender()
La premie`re me´thode permet explicitement de demander une mise a` jour de l’affichage
pour l’icobj passe´ en argument. La seconde permet au composant graphique Java de
tester s’il est ne´cessaire de rafraˆıchir l’affichage du workspace de plus haut niveau.
• ✈♦✐❞ hide()
✈♦✐❞ show()
❜♦♦❧❡❛♥ isWorkspacevisible()
Ces me´thodes permettent respectivement de minimiser le workspace, de l’afficher nor-
malement et de tester son mode d’affichage. Le passage du mode minimise´ au mode
normal (ou inversement) entraˆıne ne´cessairement un rafraˆıchissement de l’affichage.
• Icobj[] listOfOverlappingIcobj(Zone zone)
Cette me´thode retourne tous les icobjs qui se trouvent dans une zone donne´e du works-
pace. L’ordre des icobjs dans ce tableau est l’ordre dans lequel les icobjs sont place´s
dans la pile icobjStack.
• ✈♦✐❞ renderScene(Graphics g)
Cette me´thode permet de faire le rendu du workspace dans le contexte graphique
passe´ en parame`tre. Elle est utilise´e par l’objet BootWorkspace pour afficher le champ
workApp du workspace de plus haut niveau.
L’API n’offre pour l’instant que la possibilite´ d’afficher des workspaces en 2D par l’in-
terme´diaire de la classe AWTWorkspaceAppearance. L’affichage produit par cette classe n’est
pas tre`s e´volue´. Toute la simulation est en fait redessine´e, meˆme si un seul icobj doit eˆtre
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re´affiche´. Quand cette classe fait le rendu, elle commence par effacer le fond, puis demande
le rendu des apparences des icobjs qui sont positionne´s dans la zone affiche´e. Ces apparences
sont rendues dans l’ordre dans lequel les icobjs sont enregistre´s dans le champ icobjStack du
workspace en commenc¸ant par le bas de la pile. Cela permet a` l’icobj se´lectionne´, c’est-a`-dire
a` l’icobj qui se trouve au sommet de la pile, d’eˆtre rendu en dernier et donc d’eˆtre affiche´
au-dessus de toutes les autres apparences. Si un icobj ne dispose pas d’une apparence, alors
AWTWorkspaceAppearance utilise une apparence par de´faut de type AWTDefaultAppearance.
Si un des icobjs a` re´afficher est un workspace, alors celui-ci utilisera la meˆme technique
pour afficher ses propres icobjs. Pour e´viter que l’affichage des icobjs des workspaces imbrique´s
ne de´borde de leur zone d’affichage, la classe AWTWorkspaceAppearance utilise la me´thode
du Clipping disponible dans l’API de Java. Cette me´thode consiste a` restreindre la surface
disponible pour les rendus. Seule la partie de l’apparence contenue dans cette surface restreinte
est affiche´e. Avant de rendre tous les icobjs d’un workspace, celui-ci limite la zone de rendu
a` ses propres dimensions et coordonne´es dans le conteneur Java et change le syste`me de
coordonne´es de la zone d’affichage pour que l’origine co¨ıncide avec le coin haut-gauche du
workspace. De`s que le rendu des icobjs est termine´, la zone d’affichage et les coordonne´es sont
restaure´es dans leur e´tat initial.
L’objet BootWorkspace est un composant graphique Swing qui he´rite de la classe JPanel
sur lequel est rendu l’apparence du workspace de plus haut niveau. Dans le mode`le de Swing,
plus particulie`rement depuis la version 1.4 de Java, le rafraˆıchissement de composant gra-
phique est une ope´ration asynchrone. Ainsi, il faut d’abord demander au thread graphique de
rafraˆıchir un composant et quand ce thread graphique l’a de´cide´, il permet alors au composant
graphique de se dessiner. De plus, le rendu est effectue´ sur une image appele´e VolatileImage
[52], disponible a` partir de la version 1.4 de Java, qui permet de be´ne´ficier des acce´le´rations
mate´rielles des cartes vide´o.
Dans les versions pre´ce´dentes des Icobjs qui e´taient exe´cute´es avec les versions 1.3 et
ante´rieures de Java, il e´tait possible de rafraˆıchir le composant graphique imme´diatement
apre`s une re´action de la machine re´active. Cette fac¸on de faire est de´sormais trop couˆteuse
car elle ne´cessite de prendre des verrous sur le thread graphique pour pouvoir dessiner sur le
composant de fac¸on synchrone.
Comme le montre le code de la classe BootWorkspace repre´sente´ dans la table 6.2, le
rafraˆıchissement de l’affichage est demande´ tous les nbInstantPerRefresh instants. Cette
demande n’est faite que si le workspace a besoin d’eˆtre re´affiche´, c’est-a`-dire si les icobjs ont de-
mande´ explicitement leur re´affichage. Pour pouvoir ge´rer de fac¸on plus fine la fluidite´ de l’ani-
mation, nous avons introduit le parame`tre nbInstantPerRefresh. En effet, si le rendu prend
beaucoup de temps, la vitesse a` laquelle les instants sont exe´cute´s (la vitesse de l’animation)
peut devenir lente. Il est donc pre´fe´rable dans certains cas d’augmenter le nombre de re´actions
effectue´es par le workspace de plus haut niveau entre deux rafraˆıchissements de l’affichage sur
le conteneur Java. Il faut tout de meˆme faire attention que ce nombre d’instants ne soit pas
trop grand car cela risque de rendre l’animation saccade´e. Pour avoir une animation fluide, il
faut ajuster la valeur de ce champ et celle du champ indiquant la dure´e minimale d’un cycle.
L’objet BootWorkspace dispose des me´thodes ❜②t❡ getNumberOfInstantsPerRefresh() et
✈♦✐❞ setNumberOfInstantsPerRefresh(❜②t❡ nbInstants) pour ajuster le nombre d’ins-
tants par e´tape d’exe´cution.
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6.5 Inspecteur des Icobjs
L’inspecteur des icobjs permet de visualiser les champs et les comportements d’un icobj
et de les modifier. Pour cela, il utilise des me´canismes d’introspection sur les icobjs. Nous
allons pre´senter les me´canismes utilise´s dans le cadre de la structure de donne´es de l’icobj et
dans celui du comportement
6.5.1 Introspection des champs d’un icobj
Dans le mode`le des JavaBeans [53], les me´thodes d’introspection permettent de de´cou-
vrir dynamiquement les informations concernant une classe d’objet. Pour cela, chaque bean
utilise des me´canismes de re´flexion pour pouvoir analyser sa propre structure. Ces me´thodes
permettent de re´cupe´rer les signatures de chacun des constructeurs de l’objet, d’obtenir et
fixer les valeurs des champs, d’invoquer les me´thodes sur les objets ou sur les classes et de
cre´er de nouvelles instances d’une classe. Ces me´canismes vont de´couvrir les champs qu’il
est possible de modifier en cherchant des me´thodes setXxxx et getXxxx ou` xxxx est un des
champs parame´trables.
Pour les Icobjs, nous n’avons pas utilise´ ces me´canismes sous la forme propose´e par Java.
Les champs d’un icobj e´tant ajoute´s dynamiquement par le comportement, la classe Icobj ne
dispose pas des me´thodes setXxxx et getXxxx pour chaque champ disponible dans la table
de hachage. Ainsi, il n’est pas possible d’utiliser les me´canismes d’introspection propose´s par
Java. De plus, nous ne voulons pas que ces ope´rations puissent avoir lieu au cours d’un instant
d’exe´cution. C’est pourquoi, nous avons de´fini un me´canisme qui permet, a` chaque classe, de
de´finir ses champs parame´trables et que ceux-ci soient acce´de´s et modifie´s uniquement entre
deux instants. Toute classe pouvant eˆtre inspecte´e et/ou parame´tre´e doit e´tendre l’interface
Parametrable (cf. table 6.6) et imple´menter les trois me´thodes de cette interface. La classe
Icobj et toutes les classes correspondant aux champs pre´de´finis de l’icobj e´tendent cette
interface.
♣✉❜❧✐❝ ✐♥t❡r❢❛❝❡ Parametrable ❡①t❡♥❞s Serializable
{
Parameter[] getParameter(Icobj self);
Serializable getValue(String fieldName);
✈♦✐❞ setValue(String fieldName, Serializable value);
}
Tab. 6.6 – Structure d’un objet modifiable
• la me´thode getParameter permet de spe´cifier les champs parame´trables. Chaque classe
parame´trable de´clare ses propres champs en pre´cisant le type d’interface de parame´tra-
ge a` utiliser pour chacun d’entre eux. Toutes ces interfaces sont de type Parameter
(cf. table 6.7). Cette classe abstraite offre diffe´rents types pre´de´finis d’interface de
parame´trage dont, entre autres des interfaces pour les nombres entiers (getLong),
les nombres re´els (getDouble), les chaˆınes de caracte`res (getString), les boole´ens
(getBoolean), les couleurs (getColor), les champs parame´trables (getEntete). La liste
d’interfaces disponibles n’est pas exhaustive et peut eˆtre e´tendue si ne´cessaire. Toutes
ces me´thodes prennent au minimum deux arguments. Le premier argement est une
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chaˆıne de caracte`res qui identifie le champ a` modifier. Cette chaˆıne de caracte`res, qui
sera affiche´ dans l’inspecteur, sert de description au champ a` parame´trer. Le second
argument est une re´fe´rence vers l’objet parame´trable qui donne acce`s aux deux autres
me´thodes que nous allons maintenant de´tailler.
• la me´thode getValue retourne la valeur du champ identifie´ par la chaˆıne de caracte`res
passe´e en argument. Si aucun champ n’est identifie´ par la chaˆıne de caracte`res, cette
me´thode doit retourner ♥✉❧❧.
• la me´thode setValue remplace la valeur du champ identifie´ par la chaˆıne de caracte`res
par la valeur du second argument de cette me´thode. Il est possible de de´finir des
contraintes dans cette me´thode. Par exemple, la classe BasicAbsorbtion contient un
champ repre´sentant le taux d’une force d’absorption qui doit eˆtre compris entre 0 et 1.
Sa me´thode setValue ne mettra a` jour ce champ que si la nouvelle valeur est comprise
dans cet intervalle.
Le code de la classe BasicSpeed donne´ dans la table 6.9 donne un exemple d’imple´mentation
de ces trois me´thodes.
♣✉❜❧✐❝ ❛❜str❛❝t ❝❧❛ss Parameter ❡①t❡♥❞s JPanel
{
♣r♦t❡❝t❡❞ String name = ♥✉❧❧;
♣r♦t❡❝t❡❞ Parametrable pointer = ♥✉❧❧;
♣r♦t❡❝t❡❞ Parameter(String name, Parametrable obj)
{
s✉♣❡r(❢❛❧s❡);
t❤✐s.name = name;
t❤✐s.pointer = obj;
}
♣✉❜❧✐❝ ❛❜str❛❝t ✈♦✐❞ updateValue();
...
}
Tab. 6.7 – Classe abstraite Parameter
Nous allons maintenant de´tailler comment l’inspecteur utilise ces me´thodes. Nous pre´sen-
tons ici un inspecteur particulier, le IcobjInspector qui est celui accessible par le Framework.
Il est cependant possible de cre´er son propre inspecteur pour des besoins particuliers.
L’objet IcobjInspector re´cupe`re la liste des parame`tres d’un icobj de`s que celui-ci est
se´lectionne´. Un icobj e´tant un objet parame´trable, l’appel a` sa me´thode getParameter per-
met de re´cupe´rer toutes ses interfaces. Pour la classe Icobj, cette me´thode cre´e un tableau
d’interfaces de parame´trage qui comprend au minimum : une interface pour le nom de l’icobj,
une interface pour pre´ciser si l’icobj est un constructeur ou non, une interface pour la zone de
l’icobj et une pour son apparence. Pour chacun des champs pre´sents dans la table de hachage
de l’icobj, une interface EnteteParameter est cre´e´e. Cette interface permet d’afficher, pour
un objet parame´trable, les interfaces de ses propres champs ou de les faire disparaˆıtre en
cliquant sur le bouton comme cela est de´crit dans la partie 5.3.2. Il est possible de trouver
dans l’inspecteur des identifiants pour des champs avec lesquels on ne peut interagir. C’est le
cas pour tous les objets qui n’ont pas de´fini d’interface dans leur me´thode getParameter ou
pour tout objet qui n’imple´mente pas l’interface Parametrable.
La mise a` jour des interfaces re´cupe´re´es par la me´thode getParameter est effectue´e par
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l’objet BootWorkspace (cf. table 6.2) en appelant la me´thode updateField de l’inspecteur
des Icobjs. Le comportement de cette me´thode diffe`re selon que l’icobj se´lectionne´ dans l’ins-
pecteur est ou non dans un workspace exe´cute´ par cet objet BootWorkspace :
• Si l’icobj se´lectionne´ n’appartient pas a` ce BootWorkspace, il ne se passera rien.
• Si, au contraire, l’icobj appartient a` cette simulation (au plus haut niveau ou dans un
workspace imbrique´), alors toutes les interfaces correspondant a` l’icobj sont mises a`
jour. Dans un premier temps, toutes les interfaces modifie´es par l’utilisateur mettent a`
jour la valeur du champ de l’icobj qu’elle repre´sente en utilisant la me´thode setValue.
Dans un second temps, toutes les interfaces mettent a` jour la valeur qu’elles affichent
en re´cupe´rant la valeur du champ de l’icobj par la me´thode getValue.
Nous avons choisi que le BootWorkspace demande lui-meˆme la mise a` jour de l’inspecteur
pour garantir que ce dernier n’interfe`re pas avec les comportements des icobjs pendant leur
exe´cution.
Notons une petite optimisation qui permet de ne mettre a` jour que les valeurs des interfaces
affiche´es dans l’inspecteur. Ainsi, les interfaces de type EnteteParameter mettent a` jour les
champs de l’objet qu’elles repre´sentent uniquement s’ils sont visibles dans l’inspecteur.
6.5.2 Introspection du comportement d’un icobj
La visualisation et la modification du comportement d’un icobj ne sont pas des ope´rations
inter-instants comme pour les champs d’un icobj. De`s que l’icobj est se´lectionne´ dans l’ins-
pecteur, celui-ci re´cupe`re une copie des comportements clonable et non-clonable de cet icobj.
Il n’y a pas de synchronisation automatique entre la copie affiche´e dans l’inspecteur et les
champs des comportements de l’icobj.
De la meˆme manie`re que chaque objet parame´trable spe´cifie les interfaces affichables dans
l’inspecteur pour communiquer avec ses propres champs, chaque instruction re´active renvoie,
par l’interme´diaire de la me´thode Node getTreeNode(), une interface qui permet de visualiser
et/ou de modifier les parame`tres d’exe´cution de ces instructions.
♣✉❜❧✐❝ ❛❜str❛❝t ❝❧❛ss Node ❡①t❡♥❞s DefaultMutableTreeNode
{
♣✉❜❧✐❝ ❛❜str❛❝t Program createProgram() t❤r♦✇s Exception;
♣✉❜❧✐❝ ❛❜str❛❝t ✈♦✐❞ parametrize(Component owner, Icobj self);
}
Tab. 6.8 – Classe abstraite Node
Pour chaque instruction, nous avons cre´e´ une interface de type Node (cf. table 6.8). Par
exemple l’instruction Kill retourne un arbre dont la racine est une interface KillNode per-
mettant de visualiser et de modifier sa configuration e´ve´nementielle et disposant de deux
nœuds fils qui sont respectivement l’arbre retourne´ par le corps de l’instruction Kill et
l’arbre retourne´ par le handler de l’instruction. Les objets de type Node imple´mentent deux
me´thodes :
– parametrize
Cette me´thode affiche, si ne´cessaire, une boˆıte de dialogue pour parame´trer le nœud
de l’arbre. Par exemple, pour un nœud de type KillNode, la boˆıte de dialogue (cf.
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figure 5.18) permet de parame´trer la configuration e´ve´nementielle. La boˆıte de dialogue
est compose´e d’une part d’une zone dans laquelle la configuration e´ve´nementielle est
exprime´e par une expression boole´enne, et d’autre part d’une table qui relie un alias
utilise´ dans l’expression boole´enne a` un wrapper d’e´ve´nement. De`s que l’utilisateur
clique sur OK, l’expression boole´enne est traduite en une configuration e´ve´nementielle.
Pour cela, nous avons ge´ne´re´ un traducteur a` partir d’une grammaire e´crite avec ANTLR
[59].
– createProgram
Cette me´thode retourne le programme re´actif repre´sente´ par le nœud lui-meˆme. Elle est
appele´e quand l’utilisateur demande la mise a` jour des comportements clonable et non-
clonable de l’icobj. Lors de cette mise a` jour, chaque nœud teste si les parame`tres qui
lui ont e´te´ donne´s sont conformes. Par exemple, le nœud de type LoopNode retournera
Nothing si son nœud fils retourne le programme Nothing pour e´viter de cre´er une
boucle instantane´e. Cependant, hormis ce test, aucune autre ve´rification n’est faite
pour de´terminer si l’exe´cution du corps est instantane´e.
Pour pouvoir correctement parame´trer les noeuds, il faut pouvoir instancier dynamique-
ment et parame´trer des objets Java. Pour cela, nous utilisons la meˆme technique que pour les
champs de l’icobj. Tout objet de type Action, ScanAction et tous les wrappers sont des objets
de type Parametrable. Pour pouvoir instancier ces objets, ils doivent disposer d’un construc-
teur sans argument comme c’est le cas dans les JavaBeans. Cette re`gle doit d’ailleurs eˆtre
ge´ne´ralise´e a` tout objet de type Parametrable que l’on souhaite instancier dynamiquement.
Pour faciliter la vie de l’utilisateur, l’application Framework commence par scanner les fi-
chiers jar et les re´pertoires dans lesquels se trouvent l’API des Icobjs et toutes les classes
de´finies par l’utilisateur. Toutes ces classes sont trie´es et regroupe´es dans des listes qui
repre´sentent les principaux types utilise´s par les comportements : les actions atomiques (pour
Atom et Scanner), les diffe´rents types de wrappers, les identifiants d’e´ve´nements, les objets
parame´trables, les icobjs et les simulations. Ces diffe´rentes listes seront utilise´es par l’appli-
cation Framework et par l’inspecteur des Icobjs pour pouvoir parame´trer plus facilement les
comportements et les champs des icobjs.
6.6 Chargement et enregistrement dans un fichier
L’enregistrement de l’e´tat d’un icobj est une ope´ration qui, comme la migration, doit eˆtre
effectue´e entre deux instants. L’enregistrement d’un icobj ou d’un workspace est fondamen-
talement une se´rialisation de cet objet.
• Dans le cas d’un icobj, la se´rialisation consiste a` re´cupe´rer le re´sidu du comportement
de cet icobj, a` le placer dans son champ frozenBehavior, a` se´rialiser l’icobj et enfin a`
remettre son champ frozenBehavior a` ♥✉❧❧. La me´thode residualBehaviorOf de la
machine re´active permet de re´cupe´rer le re´sidu du comportement de l’icobj sans avoir
a` le pre´empter.
• Dans le cas d’un workspace, la se´rialisation est un peu plus complexe. Nous ne voulions
pas se´rialiser l’ensemble de la machine avec tout l’environnement d’e´ve´nements. Notons
d’abord que le workspace e´tant un icobj, sa se´rialisation commence et termine comme
celle d’un icobj. En plus de cette partie, le workspace se´rialise se´pare´ment chacun des
icobjs qu’il contient comme cela est de´crit pre´ce´demment.
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Pour charger les icobjs ou les workspaces se´rialise´s, il suffit simplement de les de´se´rialiser et
de les enregistrer dans le workspace cible avec la me´thode registerIcobj.
Pour effectuer des enregistrements d’icobjs ou de workspaces dans un fichier, la classe
BootWorkspace dispose de la me´thode ✈♦✐❞ save(File file). Cette me´thode n’effectue
pas l’enregistrement de fac¸on synchrone, mais elle enregistre la requeˆte d’enregistrement qui
sera prise en compte a` la fin d’une e´tape d’exe´cution. L’enregistrement de la requeˆte se
traduit par la mise d’un boole´en (save) a` tr✉❡, boole´en qui est teste´ dans le comportement
du BootWorkspace comme cela est montre´ dans la table 6.2. La me´thode savingProcess
re´alise la se´rialisation du workspace de plus haut niveau. Cette me´thode enregistre, en plus
du workspace de plus haut niveau, les parame`tres de dure´e minimale d’une e´tape d’exe´cution
et de nombre d’instants par e´tape d’exe´cution.
Pour enregistrer l’e´tat d’un icobj particulier, la classe Workspace dispose de la me´thode
❜♦♦❧❡❛♥ saveIcobj(Icobj icobj, File file). Cette me´thode fonctionne de la meˆme ma-
nie`re que migrateIcobj, c’est-a`-dire que la requeˆte d’enregistrement d’un icobj est place´e
dans la file savingList (cf. table 6.3). La me´thode react du workspace exe´cute d’abord
la re´action de la machine re´active, puis se charge de se´rialiser les icobjs qui ont demande´ a`
eˆtre enregistre´s avant de faire migrer tous les icobjs qui ont demande´ leur changement de
workspace.
Ces deux me´thodes d’enregistrement garantissent que le workspace est dans un e´tat
stable au moment d’un enregistrement dans un fichier. Pour charger un fichier, la classe
BootWorkspace dispose d’un constructeur prenant en parame`tre un tel fichier. Pour charger
les icobjs enregistre´s par un workspace, il revient a` chaque comportement d’ouvrir le fichier
ade´quat et d’effectuer la de´se´rialisation lui-meˆme avant d’enregistrer l’icobj dans le workspace.
6.7 Cre´er sa propre simulation
Dans cette section, nous pre´sentons un tutorial pour programmer ses propres simulations.
Pour cela, il faut de´terminer les besoins de la simulation en terme de champs a` ajouter
aux icobjs, de comportements ne´cessaires a` l’initialisation et l’utilisation de ces champs, et
d’entite´s a` ajouter a` cette simulation. Nous allons donner plusieurs conseils pour imple´menter
chacun de ces objets pour qu’ils soient utilisables dans notre mode`le et pour qu’ils s’interfacent
correctement avec l’inspecteur des Icobjs. Pour illustrer ce tutorial, nous pre´senterons le code
de classes pre´sentes dans l’API des Icobjs.
Les champs
Un champ est un objet Java classique dont la seule contrainte est d’eˆtre se´rialisable pour
permettre la sauvegarde dans un fichier ou la migration de l’objet a` travers le re´seau. Il est
cependant pre´fe´rable que les nouvelles classes cre´e´es e´tendent l’interface Parametrable pour
permettre a` l’inspecteur des Icobjs d’acce´der et/ou modifier les diffe´rentes variables composant
cet objet. Cela n’est pas indispensable au fonctionnement des icobjs, mais permet une plus
grande interaction a` l’exe´cution de la simulation.
Nous pouvons distinguer trois types de champs parame´trables utilise´s dans la structure
de donne´es des icobjs :
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♣✉❜❧✐❝ ❝❧❛ss BasicSpeed ✐♠♣❧❡♠❡♥ts Speed
{
♣r♦t❡❝t❡❞ ❢❧♦❛t[] value;
♣r✐✈❛t❡ tr❛♥s✐❡♥t Parameter[] tab;
♣✉❜❧✐❝ BasicSpeed()
{
value = ♥❡✇ ❢❧♦❛t[3];
value[0] = value[1] = value[2] = 0F;
tab = ♥✉❧❧;
}
...
♣✉❜❧✐❝ String toString()
{
r❡t✉r♥ "(" + value[0] + ", " + value[1] + ", " + value[2] + ")";
}
♣✉❜❧✐❝ Parameter[] getParameter(Icobj self)
{
✐❢ (tab == ♥✉❧❧){
tab = ♥❡✇ Parameter[3];
tab[0] = Parameter.getDouble(SPEEDX_FIELD, t❤✐s);
tab[1] = Parameter.getDouble(SPEEDY_FIELD, t❤✐s);
tab[2] = Parameter.getDouble(SPEEDZ_FIELD, t❤✐s);
}
r❡t✉r♥ tab;
}
♣✉❜❧✐❝ Serializable getValue(String fieldName)
{
✐❢ (fieldName.equals(SPEEDX_FIELD))
r❡t✉r♥ ♥❡✇ Float(value[0]);
...
r❡t✉r♥ ♥✉❧❧;
}
♣✉❜❧✐❝ ✈♦✐❞ setValue(String fieldName, Serializable value)
{
✐❢ (fieldName.equals(SPEEDX_FIELD))
{
✐❢ (value ✐♥st❛♥❝❡♦❢ Number)
t❤✐s.value[0] = ((Number)value).floatValue();
}
...
}
}
Tab. 6.9 – Exemple de champ : la classe BasicSpeed
• les champs de type Zone qui spe´cifient la zone d’influence d’un icobj. Les classes qui
e´tendent cette interface doivent pouvoir exprimer cette zone dans des environnements
2D et 3D, sachant qu’il est possible de passer d’un environnement a` l’autre dynamique-
ment. Ces classes doivent aussi pouvoir calculer les intersections entre diffe´rents types
de zones. Actuellement, le calcul d’intersection est fait a` partir des boˆıtes englobantes
des icobjs.
• les champs de type Appearance. Les classes qui e´tendent cette interface doivent per-
mettre de diffe´rencier, dans la me´thode de rendu, l’affichage normal, l’affichage quand
l’icobj est se´lectionne´ et l’affichage lorsque l’icobj est active´. Nous diffe´rencions ces
diffe´rents types d’affichage pour permettre a` l’utilisateur de visualiser le fait que l’icobj
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a bien rec¸u les e´ve´nements de souris (se´lection ou activation).
• les champs de type Parametrable de´finis par l’utilisateur pour eˆtre utilise´s dans la table
de hachage de l’icobj. Parmi ce type, nous distinguons deux cate´gories :
• ceux qui ne sont que des conteneurs de donne´es et qui disposent uniquement de
me´thodes pour lire et modifier ces donne´es. C’est par exemple le cas pour la classe
BasicSpeed (cf. table 6.9).
• ceux qui sont utilise´s comme des actions atomiques. En effet, il est parfois pre´fe´rable
de coder le comportement d’une action atomique, devant conserver son e´tat entre les
instants, dans un champ de l’icobj. Par exemple, le comportement du constructeur
de base exe´cute, a` chaque activation du constructeur, une action atomique qui re-
cherche un tel champ dans sa structure de donne´es. Si ce champ existe, alors l’action
atomique appelle une me´thode de ce champ qui exe´cute le comportement re´el du
constructeur de base. Cette fac¸on de faire donne la possibilite´ de modifier dynami-
quement le comportement d’un icobj en modifiant simplement le champ stocke´ dans
la table de hachage.
Pour toutes les classes de type Parametrable, il faut, comme c’est le cas pour la classe
BasicSpeed (cf. table 6.9) que l’objet :
• dispose d’un constructeur par de´faut, c’est-a`-dire d’un constructeur sans argument pour
pouvoir charger dynamiquement la classe a` partir de l’inspecteur.
• surcharge la me´thode toString pour permettre une description textuelle de la fonction
de l’objet dans l’inspecteur.
• imple´mente les trois me´thodes getParameter, getValue et setValue pour parame´trer
les champs composant cet objet a` travers l’inspecteur.
Les comportements
Dans le mode`le des Icobjs, il est pre´fe´rable que le comportement d’un icobj initialise lui-
meˆme les champs de sa propre structure. Ainsi, dans le cas d’une construction graphique,
les champs seront automatiquement ajoute´s a` l’icobj re´sultant de la construction. Donc, pour
chaque nouveau champ, il faut de´finir a` la fois les actions atomiques qui utilisent ces nouveaux
champs et celles pour les initialiser et les placer dans la table de hachage de l’icobj. Dans
l’API, nous avons distingue´ deux types d’actions atomiques d’initialisation : celles qui forcent
l’initialisation d’un champ de l’icobj et celles qui n’initialisent le champ que si celui-ci n’existe
pas encore. Par exemple, pour un champ de type BasicSpeed, l’API contient l’action atomique
SetBasicSpeed qui force l’initialisation du champ vitesse de l’icobj avec un objet de type
BasicSpeed et l’action atomique NeedBasicSpeed qui initialise le champ vitesse lorsque celui-
ci n’est pas de´ja` pre´sent dans la table de hachage.
En ce qui concerne les actions atomiques qui utilisent ces champs, il est pre´fe´rable de
tester le type du champ re´cupe´re´ dans la table de hachage de l’icobj. En effet, puisque les
champs de la table de hachage ne sont pas strictement type´s, il vaut mieux tester que l’action
manipule le bon type d’objet. Il serait inte´ressant de pouvoir de´finir le type du champ dans
la table de hachage ; cela devrait eˆtre fait dans de futurs travaux.
Pour imple´menter une nouvelle action atomique, il faut e´tendre l’interface Action (ou
ScanAction pour re´agir a` un e´ve´nement value´) et imple´menter la me´thode execute. Pour
l’interfac¸age avec l’inspecteur des Icobjs, il suffit de suivre les meˆmes indications que pour
un champ. De plus, il est pre´fe´rable de ne garder aucun e´tat dans une action atomique. Si
132 CHAPITRE 6. IMPLE´MENTATION DES ICOBJS
l’action atomique a besoin de conserver un e´tat au cours de ses diffe´rentes exe´cutions, il faut
enregistrer cet e´tat dans la table de hachage de l’icobj.
A` partir des actions atomiques, il est possible de cre´er des comportements plus complexes
en utilisant d’autres instructions re´actives. L’API contient par exemple la classe InertialBeha
vior de´crite dans la table 6.10. Cette classe de´finit un comportement cyclique qui ge`re l’iner-
tie d’un icobj sur plusieurs instants conse´cutifs. Ce comportement ajoute un champ vitesse
s’il n’existe pas encore, puis exe´cute a` chaque instant l’action atomique Inertia.
♣✉❜❧✐❝ ❝❧❛ss InertialBehavior ❡①t❡♥❞s BasicBehavior
{
♣✉❜❧✐❝ InertialBehavior()
{
s✉♣❡r("Basic Inertial behavior");
set(Ic.Seq(Ic.Atom(♥❡✇ NeedBasicSpeed()),
Ic.Loop(Ic.Seq(Ic.Atom(♥❡✇ Inertia()), Ic.Stop()))));
}
...
}
Tab. 6.10 – Exemple de comportement : la classe InertialBehavior
Pour imple´menter ce type de comportements, il faut e´tendre la classe BasicBehavior qui
est une instruction re´active. Cette instruction exe´cute simplement son corps et retourne le
statut renvoye´ par l’exe´cution de son corps. Cette classe permet uniquement de donner un
nom a` un comportement complexe, ce qui favorise la lisibilite´ dans l’inspecteur des Icobjs.
Pour que les comportements de type BasicBehavior puissent eˆtre charge´s par l’interme´diaire
de l’inspecteur, ils doivent e´galement disposer d’un constructeur par de´faut.
Les entite´s
Une fois que les comportements et les champs de l’icobj sont imple´mente´s, il ne reste
qu’a` cre´er les classes d’icobjs qui les utilisent. Pour cela, il suffit de proce´der comme sur le
squelette de classe donne´ dans la table 6.11. Il faut spe´cifier le comportement clonable, le
comportement non-clonable et de´finir si l’icobj est un constructeur. Il ne faut pas ajouter
directement de nouveaux champs dans la classe d’icobj. Tout champ supple´mentaire doit eˆtre
ajoute´ dans la table de hachage de l’icobj, si possible par l’interme´diaire du comportement
de l’icobj. Cependant, si un champ est directement ajoute´ dans la table de hachage, il faut
rede´finir la me´thode reinit pour qu’elle ajoute ce champ a` la table de hachage en cas de
re´initialisation de l’icobj. Enfin, pour permettre de charger dynamiquement une classe d’icobj
a` partir de l’inspecteur, il faut aussi de´finir un constructeur sans argument.
Les simulations
Enfin, pour cre´er une classe de simulation qui puisse eˆtre charge´e dans l’application
Framework, celle-ci doit suivre le mode`le donne´ par le squelette de la table 6.12. Il faut
pre´ciser le nombre d’instants par rafraˆıchissement de la simulation, et le temps minimal pour
chaque e´tape d’exe´cution. Ensuite, il ne reste qu’a` cre´er le workspace de plus haut niveau
dans lequel les icobjs seront exe´cute´s et de l’ajouter a` l’objet BootWorkspace.
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♣✉❜❧✐❝ ❝❧❛ss <Nouvel Icobj> ❡①t❡♥❞s Icobj
{
♣✉❜❧✐❝ AttractorCreatorIcobj()
{
s✉♣❡r(<Nom du Nouvel Icobj>);
// definir si c’est un constructeur ou non
setConstructor(...);
// initialiser le comportement clonable et non clonables
setBehavior(...);
setNotCloneableBehavior(...);
}
// surcharger cette e´mthode si des champs doivent exister avant
// l’execution de l’icobj
♣✉❜❧✐❝ ✈♦✐❞ reinit()
...
}
Tab. 6.11 – Squelette d’un nouvel icobj
♣✉❜❧✐❝ ❝❧❛ss <Demo name> ❡①t❡♥❞s BootWorkspace
{
❢✐♥❛❧ st❛t✐❝ ✐♥t width = DEFAULT_WIDTH, height = DEFAULT_HEIGHT;
...
♣✉❜❧✐❝ <Demo name>()
{
s✉♣❡r(width, height);
// specifier le nombre d’instant par rafraichissement
setNumberOfInstantsPerRefresh(...);
// specifier la e´dure minimale d’unee´ tape
setMinimumDuration(...);
// Specifier le workspace de plus haut niveau
Workspace workspace = WORKSPACE_TO_USE_AS_TOP_LEVEL;
setWorkspace(workspace);
// Enregistrer les icobjs necessaires dans le workspace
workspace.registerIcobj(...);
}
}
Tab. 6.12 – Squelette d’une simulation
Un objet de type BootWorkspace e´tant un conteneur graphique Java pouvant eˆtre ajoute´
dans n’importe quel autre conteneur Java, il peut eˆtre utilise´ dans une feneˆtre d’une appli-
cation (cf. table 6.13) ou dans une applet Java. Dans l’exemple de la table 6.13, de`s que
l’objet de type BootWorkspace est ajoute´ a` une Jframe, il ne reste qu’a` lancer un thread
Java autonome pour exe´cuter son comportement.
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♣✉❜❧✐❝ st❛t✐❝ ✈♦✐❞ main(String[] args)
{
// Instancier le BootWorkspace
BootWorkspace demo = ♥❡✇ <Demo name>();
// Creer le conteneur graphique et ajouter le BootWorkspace
// Demarrer la simulation pour qu’elle soit e´excute en boucle
demo.start();
// Creer et demarrer le thread autonome Java qui va se charger
// d’executer le BootWorkspace
Thread t = ♥❡✇ Thread(demo, "Fight Club Demo");
t.start();
}
Tab. 6.13 – Utilisation de la simulation en tant qu’application
6.8 Bilan
Le mode`le des Icobjs dispose maintenant d’une API utilisable de´finissant une structure
minimale extensible pour les icobjs et les workspaces et disposant d’un certain nombre de
me´thodes pour manipuler ces objets. Cette API contient aussi les constructeurs graphiques
de´crits dans la partie 5.2 et quelques exemples de comportements et de classes pour des champs
ou comportements supple´mentaires. Nous avons re´gle´ les proble`mes d’affichage inhe´rents a`
l’utilisation d’un syste`me synchrone dans un environnement asynchrone. Par contre, la fac¸on
de ge´rer la partie graphique pourrait eˆtre ame´liore´e. Par exemple, l’affichage complet du
workspace est rendu de`s qu’un de ses icobjs doit eˆtre re´affiche´. De plus, nous n’avons pas encore
mis en place de workspace qui prenne en charge un environnement 3D, meˆme si les champs et
comportements sont pre´vus pour les simulations 3D. Nous avons e´galement de´fini un moyen
pour re´agir aux e´ve´nements souris et clavier de Java en les transposant en e´ve´nement re´actif.
Au-dessus du mode`le des Icobjs, nous avons ajoute´ des me´canismes d’introspection pour
acce´der aux diffe´rents champs composant un icobj et pour pouvoir les modifier. Nous offrons
e´galement un moyen de visualiser de fac¸on textuelle le comportement d’un icobj et un moyen
comple´mentaire pour le modifier. Ces me´canismes supple´mentaires constituent une extension
du mode`le de construction graphique des Icobjs puisqu’il est possible de construire de nou-
veaux comportements par l’interme´diaire de l’inspecteur. Ces me´canismes sont actuellement
accessibles en utilisant l’application Framework pre´sente dans l’API. Cette application est un
environnement permettant de tester rapidement les simulations et de les modifier dynami-
quement en changeant les comportements des icobjs.
Chapitre 7
Expe´rimentations
Nous avons effectue´ plusieurs expe´rimentations pour tester la simplicite´ d’utilisation du
mode`le des Icobjs. Nous allons en particulier pre´senter trois expe´rimentations. La premie`re
concerne l’utilisation des Icobjs dans des simulations distribue´es (cf. section 7.1). Cette
expe´rimentation a e´te´ effectue´e dans le cadre du projet europe´en IST-PING. La seconde
expe´rimentation de´crit la construction d’un mode`le d’exe´cution pour les comportements phy-
siques au-dessus des Icobjs (cf. section 7.2). Enfin, la troisie`me expe´rimentation concerne la
mise en place de simulations multi-horloges (cf. section 7.3), c’est-a`-dire de simulations dans
lesquelles certains comportements doivent eˆtre exe´cute´s a` des rythmes diffe´rents. D’autres
expe´rimentations ont e´te´ mene´es comme par exemple, celle mene´e par D. Pous sur l’utili-
sation des Icobjs pour simuler le fonctionnement de diffe´rents mode`les d’Ambients [62] [80],
mais nous ne les de´crirons pas ici.
7.1 Projet PING
IST-PING [82] signifie Platform of Interactive Networked Games. Ce projet avait pour
but de spe´cifier, de´velopper une architecture ouverte pour l’Internet qui supporte des appli-
cations distribue´es de mondes virtuels et qui peut supporter plusieurs milliers de connexions
simultane´es disperse´es ge´ographiquement. L’infrastructure du projet consistait en des compo-
sants de communication, de stockage et de simulations temps re´el. La plate-forme IST-PING
devait aussi proposer des facilite´s de programmations a` partir d’objets actifs de haut niveau.
Pour que l’utilisateur conserve une vue cohe´rente de son environnement tout en maintenant
une interactivite´ et une navigabilite´ fluide, plusieurs techniques ont e´te´ utilise´es a` diffe´rents
niveaux. Ces techniques utilisent la structure spatiale et la se´mantique des grands mondes vir-
tuels. Parmi les diffe´rents types de simulations distribue´es, le projet IST-PING s’est concentre´
autour des jeux en re´seau. En effet, ce type d’applications est tre`s exigeant en ce qui concerne
l’interactivite´ et le temps de re´ponse.
Le but e´tait donc de cre´er une architecture qui permet de contenir aussi bien des simula-
tions non persistantes, de courte dure´e avec peu d’utilisateurs et sans contrainte temps re´el,
que des simulations temps re´el, persistantes, de longue dure´e avec un grand nombre d’utili-
sateurs et de gros volumes de donne´es a` partager a` travers l’Internet. L’architecture devait
re´pondre a` certains crite`res. Entre autres, elle devait :
• contenir un espace partage´ pour des centaines voire des milliers d’utilisateurs disperse´s
ge´ographiquement ;
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• eˆtre capable de supporter des mondes virtuels partage´s de grandes tailles (niveau espace
me´moire) qui ne´cessitent de grandes ressources de calcul ;
• permettre de continuer a` faire vivre le monde meˆme en l’absence des utilisateurs ;
• permettre de partager l’espace du monde entre les objets controˆle´s par les utilisateurs
et des objets autonomes et de les faire interagir en temps re´el ;
• eˆtre supporte´e par des plates-formes et des environnements he´te´roge`nes.
7.1.1 Architecture de la plate-forme
Pour re´pondre aux objectifs du projet, la plate-forme a e´te´ baˆtie sur une architecture
re´seau distribue´e et non centralise´e, dans laquelle toutes les machines participent aux calculs
de la simulation. Les avantages d’une telle architecture sont de pouvoir re´partir la charge de
calculs sur un tre`s grand nombre de machines, d’avoir une meilleure tole´rance aux pannes et
d’eˆtre plus interactif. En effet, sur une architecture centralise´e, seule la machine serveur (ou
un nombre pre´de´fini de machines) se charge des calcul apre`s avoir re´cupe´re´ les informations
envoye´es par chaque client. Dans une architecture centralise´e, les performances des simulations
et le nombre d’objets pouvant eˆtre simule´s sont donc fonction des ressources de la (ou des)
machine(s) serveur(s) et de la qualite´ du re´seau.
plate-forme
simulations
simulation dédiée aux
objets persistents avec
évolution
Fig. 7.1 – Architecture de la plate-forme IST-PING
Dans une architecture distribue´e, chaque machine connecte´e au monde virtuel calcule sa
propre repre´sentation du monde virtuel en fonction des informations qu’elle a rec¸ues. En ce
sens, une simulation est plus re´active sur architecture distribue´e que sur une architecture
centralise´e car elle calcule son propre re´sultat et n’a pas besoin d’attendre qu’une machine
distante le fasse et que le re´sultat lui soit transmis par le re´seau.
Techniquement, les spe´cifications essentielles de la plate-forme sont les suivantes :
• elle est base´e sur un mode`le oriente´ objet.
• elle dispose de protocoles de communication efficaces (pour avoir des temps de latence
minime) et adaptables (selon le trafic).
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• elle dispose de services de gestion d’objets de haut niveau comme par exemple la persis-
tance des donne´es, un syste`me de re´plication des objets et des me´canismes pour garantir
la cohe´rence.
• elle utilise la notion d’Aura. Une aura est une zone de´finie autour de chaque objet
partage´e sur le re´seau qui de´limite la zone dans laquelle l’objet interagit directement
avec les autres objets de la simulation.
• elle utilise l’approche re´active (REJO , Icobjs) pour de´crire les comportements des objets
partage´s.
7.1.2 Mondes virtuels
Un monde virtuel, comme un jeu, est un environnement modifiable compose´ de deux types
d’objets (cf. figure 7.2) : les entite´s passives comme par exemple des murs ou des e´le´ments
de de´cors sans aucun comportement autonome ; les entite´s actives qui e´voluent au cours du
temps par l’interme´diaire de leur comportement. Le fait que plusieurs machines partagent le
meˆme environnement entraˆıne qu’il peut y avoir plusieurs points de vue sur le meˆme monde. Il
y a en fait autant d’occurrences de la meˆme entite´ qu’il y a de point de vue sur la simulation.
La repre´sentation d’une entite´ dans une simulation locale est appele´e un re´pliqua.
Vue locale
Vue locale
Monde virtuel
Entité passive Entité active
Vue partielle
du monde Répliqua
Répliqua
Répliqua
Réseau
Vue locale
Fig. 7.2 – Vue d’un monde virtuel distribue´
Notre roˆle dans le projet IST-PING e´tait d’inte´grer Junior comme moteur pour exe´cuter
les comportements des entite´s et d’utiliser les Icobjs comme environnement de programma-
tion de haut niveau. Le moteur des Icobjs devait pouvoir exe´cuter un tre`s grand nombre de
comportements et re´ussir a` garder une bonne interaction avec l’utilisateur. C’est pourquoi
nous avons de´fini une architecture maˆıtre-esclave pour de´finir les comportements des entite´s
le la meˆme manie`re que pour la plate-forme. Cela signifie que, pour chaque entite´, un re´pliqua
(le maˆıtre) exe´cute l’ensemble du comportement de l’entite´ alors que tous les autres re´pliquas
(les esclaves) ne disposent que d’un comportement de´grade´ dont le roˆle est de reproduire ce
que le maˆıtre fait. Cette architecture a l’avantage de permettre d’e´conomiser les ressources
en limitant la complexite´ des programmes des esclaves. Elle permet donc d’exe´cuter un plus
grand nombre d’entite´s.
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Le principal proble`me e´tait de spe´cifier le comportement esclave en fonction du com-
portement maˆıtre. Pour cela, nous avons de´fini une nouvelle instruction de type Behavior.
L’instruction DistributedBehavior permet de de´finir statiquement, pour un comportement
donne´, le programme que le maˆıtre doit exe´cuter et celui que les esclaves doivent exe´cuter.
La plate-forme pouvant transfe´rer le statut de maˆıtre d’une simulation a` une autre, toutes
les entite´s devaient connaˆıtre l’ensemble du comportement. Cela rendait la simulation d’au-
tant plus re´active que la plate-forme n’avait pas a` transfe´rer le comportement de la machine
du re´pliqua maˆıtre a` celle des re´pliquas esclaves, mais seulement l’information du statut de
maˆıtre. Il faut noter que le comportement exe´cute´ par une machine re´active e´tait modifie´ dy-
namiquement de`s que le statut de maˆıtre changeait. De plus, dans le cadre de la construction
graphique des Icobjs, il fallait pouvoir acce´der aux deux comportements sur n’importe quelle
simulation pour favoriser la re´utilisation des icobjs.
Il a fallu ajouter quelques me´thodes1 dans la classe Icobj pour qu’elle puisse fonctionner
avec la plate-forme IST-PING et plus particulie`rement pour pouvoir controˆler les simulations
distantes ou du moins modifier les valeurs des champs cre´e´s dynamiquement :
• PingEntity getPingEntity()
Cette me´thode retourne l’objet de type PingEntity associe´ a` l’icobj. En effet, chaque
entite´ partage´e dans la simulation est associe´e a` un objet au niveau de la plate-forme.
Cet objet permet de connaˆıtre le statut du re´pliqua pre´sent dans la simulation (maˆıtre
ou esclave) et de re´cupe´rer l’objet EntityManager qui est charge´ de controˆler, pour la
simulation locale, tous les objets partage´s par la simulation. L’objet EntityManager est
celui associe´ au workspace de plus haut niveau.
• ✈♦✐❞ _getField(String name)
Cette me´thode permet a` un re´pliqua maˆıtre de demander la mise a` jour du champ
identifie´ par l’argument name dans toutes les simulations distantes contenant un re´pliqua
esclave correspondant a` la meˆme entite´. Tous les re´pliquas esclaves recevront alors la
nouvelle valeur du champ.
• ✈♦✐❞ _setField(String name, String type, String value)
Cette me´thode appele´e par la plate-forme IST-PING force la mise a` jour d’un champ
local par la valeur rec¸ue d’une simulation distante. Le champ type diffe´rencie simple-
ment les objets Java des types primitifs. La valeur est envoye´e sous forme de chaˆıne
de caracte`res par la plate-forme. De meˆme, il existe des me´thodes correspondant a` cha-
cun des champs pre´de´finis de l’icobj (nom, zone d’influence, comportements clonable et
non-clonable).
Toutes les donne´es provenant de la plate-forme sont mises a` jour apre`s chaque re´action
de la machine re´active. De meˆme que la machine re´active, la plate-forme dispose aussi d’une
notion d’instant. Toute valeur envoye´e vers une autre simulation ne sera pris en compte par
celle-ci qu’en faisant re´agir la plate-forme. Les me´canismes de cohe´rence de la plate-forme
permettent de retarder certaines mises a` jour de valeurs pour qu’elles aient lieu en meˆme
temps sur toutes les simulations.
Au niveau de la classe Workspace, nous avons ajoute´ la me´thode :
✈♦✐❞ registerPingIcobj(Icobj icobj)
Cette me´thode permet, tout comme registerIcobj le fait de fac¸on locale, d’ajouter un
icobj dans le workspace et de partager cet icobj a` travers le re´seau. Il suffit simplement
de demander a` la plate-forme de partager un nouvel icobj et les services se chargent de la
1ces modifications ont e´te´ apporte´es au mode`le initial re´alise´ au de´but de la the`se
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re´plication et de la persistance. Au cours d’une construction graphique avec les Icobjs, il est
inutile de partager tous les objets interme´diaires qui sont cre´e´s durant la construction. C’est
pourquoi, nous avons ajoute´ un constructeur graphique (cf. figure 7.3) qui permet de partager
un icobj. En activant ce constructeur un ou plusieurs icobjs, ceux-ci deviennent partage´s entre
toutes les machines connecte´es au monde virtuel.
Fig. 7.3 – Constructeur de pingification
D’autres modifications ont e´te´ apporte´es aux comportements eux-meˆmes. Par exemple,
l’algorithme de collision a e´te´ modifie´ pour s’exe´cuter de manie`re distribue´e. Seul le re´pliqua
maˆıtre de´tecte et re´agit a` la collision, alors que les re´pliquas esclaves ne font qu’e´mettre
l’e´ve´nement indiquant qu’on peut entrer en collision avec eux. Cela permet de diminuer la
complexite´ locale qui est initialement en O(N
2
2 ). Avec ce nouvel algorithme, la complexite´
locale est en O(M.(N −1)), M e´tant le nombre de re´pliquas maˆıtres pre´sents localement. Par
contre, la complexite´ globale est en O(N2). La complexite´ globale est 2 fois plus importante
car les re´pliquas maˆıtres de´tectent et calculent chacun l’effet de la collision. La mise en place
de ces modifications permet d’e´conomiser les ressources de calculs de chaque machine, ce
qui permet d’augmenter le nombre d’objets simulables. Des informations comple´mentaires
peuvent eˆtre trouve´es dans [19].
7.1.3 Communication entre les objets
Hormis les communications pour e´tablir la connexion, les communications entre entite´
vont toujours du re´pliqua maˆıtre vers tous les re´pliquas esclaves. La figure 7.4 repre´sente
l’objet de liaison cre´e´ par la plate-forme qui permet aux re´pliquas d’une meˆme entite´ de
communiquer. Il n’y a aucune communication re´seau entre re´pliquas repre´sentant diffe´rentes
entite´s. Les communications entre les entite´s se font localement dans chaque simulation en
utilisant les e´ve´nements re´actifs.
Au niveau re´seau, l’objet de liaison correspond a` une adresse multicast. Le principal inte´reˆt
d’attribuer un canal de communication par entite´ est que le traitement des informations est
acce´le´re´ puisque les entite´s acce`dent directement aux donne´es qui leur sont de´die´es. De plus,
pour e´conomiser des ressources au niveau du re´seau, une simulation locale ne se branche que
sur les adresses multicasts qui concernent les objets pre´sents dans son aura.
7.1.4 Cohe´rence
Dans une architecture distribue´e, un des proble`mes re´currents est celui de la cohe´ren-
ce de la simulation. En effet, puisque les sources de calculs sont multiples, il n’y a aucune
garantie que les simulations arrivent aux meˆmes re´sultats. Les possibilite´s d’incohe´rences sont
multiples :
• L’incohe´rence est lie´e principalement au temps de latence dans le transport des infor-
mations entre les diffe´rentes simulations. De plus, pour e´viter de surcharger le re´seau,
les variables des objets partage´es ne peuvent eˆtre mises a` jour constamment. Il n’y a
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Fig. 7.4 – Sche´ma de communication de la plate-forme
donc pas de synchronisation forte concernant les valeurs des objets partage´s. Cela a
pour conse´quence que les simulations effectuent des calculs a` partir de donne´es qui ne
sont pas identiques sur toutes les simulations.
• Dans le cadre des Icobjs, le nombre d’instants exe´cute´ par chaque simulation est fonction
de la puissance de la machine. Le nombre d’instants qui s’e´coule sur chaque machine
n’est donc pas ne´cessairement le meˆme et la vitesse a` laquelle e´voluent les entite´s par-
tage´es est diffe´rente sur chaque simulation.
Un mode`le de machines re´actives distribue´es a e´te´ spe´cifie´ dans [15]. Dans ce mode`le,
toutes les machines re´actives pre´sentes sur diffe´rents sites sont synchronise´es. Une ma-
chine spe´cifique de´signe´e comme le Synchroniseur diffuse les e´ve´nements ge´ne´re´s dans
chacune des autres machines. Dans ce mode`le, toutes les machines partagent le meˆme
instant et la fin de l’instant est de´clare´e par le Synchroniseur. L’utilisation d’un tel
mode`le dans des simulations distribue´es ge´rant un grand nombre d’entite´s (et donc un
grand nombre d’e´ve´nements) est couˆteuse. En effet, pour chaque e´ve´nement ge´ne´re´ dans
une machine, il faut transmettre cet e´ve´nement aux autres sites en utilisant le re´seau.
De plus, de nombreuses communications re´seau sont ne´cessaires pour garantir qu’aucun
e´ve´nement n’a e´te´ ge´ne´re´ sur une des machines pendant que le synchroniseur de´clare la
fin d’instant. Ces ope´rations prennent beaucoup de temps, ce qui est incompatible avec
la bonne re´activite´ de la simulation ou` la dure´e des instants doit eˆtre courte.
• Le me´canisme d’aura permet d’exe´cuter uniquement les entite´s se trouvant dans une
certaine partie du monde virtuel. Ce me´canisme permet d’e´conomiser des ressources,
mais apporte en meˆme temps son lot d’incohe´rence. En effet, il est difficile d’obtenir
les meˆmes re´sultats sur plusieurs simulations a` partir du moment ou` chacune n’exe´cute
pas ne´cessairement les meˆmes comportements et ne rec¸oit donc pas ne´cessairement les
meˆmes e´ve´nements.
Toutes ces raisons font qu’il est ne´cessaire de mettre en place des me´canismes pour per-
mettre de maintenir la cohe´rence globale sans que toutes les variables soient mises a` jour
en permanence. La plate-forme IST-PING offre quelques me´canismes pour maintenir la
cohe´rence dans la simulation, comme par exemple le fait de retarder certaines mises a` jour
de champs.
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Au niveau applicatif, nous distinguons deux types d’incohe´rences : spatiales et temporelles.
Les incohe´rences spatiales se caracte´risent par des erreurs de position des re´pliquas esclaves par
rapport a` celle de leur maˆıtre. Les incohe´rences spatiales sont lie´es aux de´lais de de´clenchement
de la meˆme action sur diffe´rentes simulations. Ces diffe´rences de de´lais peuvent affecter les
de´cisions prises par chacune des simulations locales. Pour re´pondre a` ces incohe´rences au
niveau applicatif, nous avons expe´rimente´ un algorithme de Dead-Reckoning que nous allons
maintenant conside´rer.
7.1.5 Me´canisme de dead-reckoning
Les algorithmes de Dead-Reckoning sont des algorithmes qui permettent d’extrapoler les
positions des diffe´rentes entite´s en l’absence de mise a` jour. Le comportement inertiel peut
eˆtre conside´re´ comme une me´thode primitive de dead-reckoning. En effet, ce comportement
permet a` un re´pliqua esclave d’eˆtre autonome dans son de´placement pendant les instants
ou` il ne re´cupe`re pas d’informations de son maˆıtre. Cependant ce me´canisme est insuffisant
pour pouvoir garantir une bonne cohe´rence, puisque les diffe´rentes simulations locales ne
fonctionnent pas ne´cessairement a` la meˆme vitesse.
Nous ne de´taillerons pas notre algorithme dont voici uniquement les ide´es ge´ne´rales. La
premie`re ide´e est de compenser, pour chaque re´pliqua esclave, la de´rive de rapidite´ d’exe´cution
entre sa simulation locale et la simulation qui exe´cute son re´pliqua maˆıtre. Par exemple, si
la simulation du maˆıtre va 1.5 fois plus vite que celle du re´pliqua esclave, le vecteur vitesse
du re´pliqua esclave est multiplie´ par 1.5. Cela permet de compenser la diffe´rence entre le
nombre d’instants exe´cute´s sur chacune des deux simulations et donc la diffe´rence de distance
parcourue. La seconde ide´e est de rattraper progressivement l’e´cart de position [30] qu’il peut
y avoir entre le re´pliqua maˆıtre et le re´pliqua esclave, ce qui permet d’e´viter les sauts de
position qui pourraient paraˆıtre incohe´rents aux yeux de l’utilisateur.
Le me´canisme de dead-reckoning doit eˆtre applique´e individuellement par chaque re´pliqua
esclave car, comme le montre la figure 7.4, chaque entite´ dispose de son propre canal de
communication. Chacun des canaux n’est pas ne´cessairement soumis aux meˆmes temps de
latence. De plus, le temps de transmission diffe`re selon que la distance ge´ographique est
grande ou non entre une simulation exe´cutant un maˆıtre et une autre exe´cutant un des
esclaves correspondant a` cette entite´.
7.1.6 Bilan
Les expe´rimentations faites autour des algorithmes de Dead-Reckoning sont de´crites dans
[21]. On y trouve une description plus de´taille´e de l’algorithme et les re´sultats de son ap-
plication. En l’absence de plate-forme, le me´canisme de dead-reckoning a e´te´ teste´ par l’in-
terme´diaire d’un petit jeu re´alise´ en utilisant Java RMI. D’autres techniques pour assurer
une meilleure cohe´rence restent a` e´tudier. Il serait par exemple inte´ressant de faire varier
dynamiquement la dure´e de resynchronisation entre le maˆıtre et les esclaves en fonction des
erreurs observe´es par les esclaves. Un autre technique consisterait a` utiliser des me´canismes
de ”flous artistiques” qui masquent les erreurs d’approximations (autre que des erreurs de
positionnement) et les corrigent a` l’aide de communications supple´mentaires.
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7.2 Simulation physique
De`s les premie`res expe´rimentations des Icobjs, des simulations ont e´te´ cre´e´es pour repre´-
senter des phe´nome`nes physiques comme la gravite´ ou des liens e´lastiques. La modularite´
de l’approche re´active permettait de repre´senter ces phe´nome`nes, non par des e´quations
diffe´rentielles portant sur toute la simulation comme c’est le cas dans ACSL [54] ou dans
Dymola [28], mais par la composition de petits comportements e´le´mentaires. Le proble`me des
simulations de´crites a` l’aide de comportements e´le´mentaire est que, meˆme si elles semblaient
correspondre aux mode`les physiques a` l’e´cran, ce n’e´tait absolument pas le cas d’un point de
vue nume´rique. Pour re´pondre a` ce proble`me, A. Samarin a mis en place un mode`le de com-
portements physiques [68] dont nous nous sommes servis pour effectuer des expe´rimentations
sur le mode`le actuel des Icobjs. Nous allons de´crire ce mode`le et la manie`re dont il est mis en
oeuvre dans l’API des Icobjs.
7.2.1 Mode`le des comportements physiques
Pour mode´liser les comportements physiques, l’ide´e de de´part est que chaque force soit
repre´sente´e par la ge´ne´ration d’un e´ve´nement. Par exemple, une plane`te ge´ne`re un e´ve´nement
value´ pour simuler le champ de gravite´. La valeur de l’e´ve´nement est l’objet e´metteur lui-
meˆme. Tout aste´ro¨ıde devant eˆtre soumis a` la gravite´ re´cupe`re alors l’e´ve´nement et re´agit a` cet
e´ve´nement par l’interme´diaire d’une action atomique. Si plusieurs plane`tes sont pre´sentes dans
la simulation alors chacune d’elles ge´ne`re son propre e´ve´nement et les aste´ro¨ıdes re´agissent a`
tous ces e´ve´nements, ce qui est une des raisons de l’introduction de l’instruction Scanner.
Le proble`me d’un tel mode`le de comportements est que l’action atomique (la ScanAction)
est exe´cute´e a` chaque occurrence d’un e´ve´nement et que cette action atomique applique
directement les modifications sur l’objet sans connaˆıtre les modifications apporte´es par les
occurrences pre´ce´dentes de l’e´ve´nement. Donc, l’e´tat final de l’objet de´pend de l’ordre dans
lequel les e´ve´nements de forces ont e´te´ ge´ne´re´s. Pendant un instant, un objet re´agit et se
de´place plusieurs fois en fonction des diffe´rentes ge´ne´rations d’e´ve´nements. Le proble`me est
que dans un mode`le physique re´el, toutes les forces sont applique´es en meˆme temps sur
les objets et non se´quentiellement. En appliquant se´quentiellement les forces, la re´action a`
chacune des forces rec¸ues modifie l’e´tat de l’objet et cette modification change l’effet que
produisent les e´ve´nements applique´s ensuite. Pour reprendre l’exemple de la gravite´, la loi
de Newton sur la gravitation universelle indique que les corps s’attirent proportionnellement
a` leur masse et a` l’inverse du carre´ de leur distance. En re´agissant a` une occurrence d’un
e´ve´nement de gravite´, un objet sensible a` celui-ci modifie sa position. Cette modification de
position, alors que l’objet peut encore re´agir a` d’autres occurrences du meˆme e´ve´nement,
entraˆıne une erreur dans l’application de la loi de Newton. En effet, si l’objet re´agit a` une
autre source de gravite´ au cours du meˆme instant, la distance entre cet objet et la seconde
source n’est plus la meˆme qu’au de´but de l’instant et donc la valeur de la force de gravite´ qui
de´pend de la distance entre les deux objets est modifie´e.
Pour re´pondre au proble`me de non-instantane´ite´ (au sens physique) de l’application des
diffe´rentes forces, A. Samarin a propose´ un mode`le ou` une re´action physique e´le´mentaire est
de´coupe´e en deux phases qui correspondent chacune a` un instant de la machine re´active (cf.
figure 7.5). Durant la premie`re phase, chaque objet e´met toutes les forces qu’il applique aux
autres objets (gravite´, lien e´lastique, absorption...) sous forme d’e´ve´nements puis il re´cupe`re
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l’ensemble de ces forces par l’interme´diaire d’actions atomiques. La diffe´rence par rapport aux
mode`les pre´sente´s plus haut est que la force n’est pas imme´diatement applique´e a` l’objet. Les
actions atomiques ont seulement pour roˆle de calculer la force re´sultante de l’ensemble des
forces de´ja` rec¸ues au cours de cette phase et de la stocker dans une variable de l’objet. La
seconde phase applique la force re´sultante a` l’objet en utilisant une me´thode de re´solution
d’e´quations, ce qui assure une re´action instantane´e (au sens physique) a` l’ensemble des forces.
La solution nume´rique [3] e´tant une approximation, plusieurs algorithmes sont possibles
que l’on va choisir entre autres en fonction de leur niveau de conformite´ aux lois physiques,
de la pre´cision ne´cessaire et des ressources disponibles. A. Samarin a e´tudie´ l’utilisation de
quatre algorithmes : Euler, Euler-Richardson, Velocity Verlet et Runge-Kutta d’ordre 4. Selon
la me´thode de re´solution utilise´e, une re´action physique comple`te peut ne´cessiter plusieurs
re´actions physiques e´le´mentaires. L’algorithme d’Euler n’utilise qu’une seule re´action phy-
sique e´le´mentaire comme cela est repre´sente´ sur la figure 7.5. Les autres algorithmes cite´s uti-
lisent des estimations d’e´tapes interme´diaires, ce qui ne´cessite plusieurs re´actions physiques
e´le´mentaires : l’algorithme Velocity Verlet ne´cessite deux re´actions physiques e´le´mentaires
donc quatre instants de la machine re´active et celui de Runge-Kutta d’ordre 4 ne´cessite quatre
re´actions physiques e´le´mentaires donc huit instants de la machine re´active.
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Fig. 7.5 – Les deux phases d’une re´action physique e´le´mentaire
7.2.2 Imple´mentation
Un des points importants est de synchroniser tous les comportements pour qu’ils soient
dans la meˆme phase en meˆme temps, c’est-a`-dire soit dans la phase ge´ne´ration et re´cupe´ration
des forces, soit dans la phase de calcul du nouvel e´tat. Pour effectuer cette synchronisation,
le workspace ge´ne`re tous les deux instants, dans sa propre machine re´active, un e´ve´nement
commun (Constants.STEP) pour de´clencher la phase de ge´ne´ration et de re´cupe´ration des
e´ve´nements de forces.
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♣✉❜❧✐❝ ❝❧❛ss PhysicalBehavior ❡①t❡♥❞s Behavior
{
♣r✐✈❛t❡ Program init = Ic.Nothing();
♣r✐✈❛t❡ Program eventPhase = Ic.Stop();
♣r✐✈❛t❡ Program computePhase = Ic.Stop();
♣r✐✈❛t❡ Program executingBehavior;
...
executingBehavior = Ic.Seq(init,
Ic.Loop(
Ic.Seq(Ic.Await(Constants.STEP),
Ic.Seq(eventPhase, computePhase))));
...
}
Tab. 7.1 – Classe pour les comportements physiques
Chaque entite´ physique exe´cute un comportement de type PhysicalBehavior (cf. table
7.1) qui de´finit trois programmes :
• la partie init contient l’ensemble des champs a` rajouter a` l’icobj et leur initialisation ;
• la partie eventPhase contient l’ensemble des ge´ne´rations des e´ve´nements de forces de
l’icobj et la re´cupe´ration de tous les e´ve´nements de forces auxquels il est sensible.
Ce comportement se traduit par une se´quence re´alisant d’une part les ge´ne´rations
d’e´ve´nements en paralle`le et d’autre part une attente de tous les e´ve´nements en uti-
lisant l’instruction Scanner. Toutes les instructions Scanner doivent eˆtre mises en pa-
ralle`le car leur exe´cution prend un instant. Cette phase est pre´ce´de´e d’une attente sur
l’e´ve´nement Constants.STEP qui garantit que toutes les entite´s sont synchronise´es sur
la meˆme phase.
• la partie computePhase comprend la partie calcul du nouvel e´tat et les autres com-
portements comme par exemple les rebonds sur les bords de la simulation. Cette partie
comprend e´galement la re´initialisation du champ contenant la force a` appliquer a` l’icobj
car ce champ est re´utilise´ pour re´cupe´rer les forces de l’instant suivant.
Il faut faire attention a` ce que les comportements utilise´s pour les parties eventPhase et
computePhase prennent exactement un instant chacun. Si l’une des deux phases dure plus
longtemps, ou si les deux phases sont instantane´es, le mode`le des comportements physiques
ne fonctionne plus. En effet, les e´ve´nements qui seraient ge´ne´re´s durant la deuxie`me phase ne
seraient pas pris en compte ou les instructions Scanner exe´cute´es durant la deuxie`me phase
ne re´cupe`reraient aucun e´ve´nement de force.
7.2.3 Bilan
L’imple´mentation initiale d’A. Samarin a e´te´ re´alise´e au-dessus des SugarCubes. Le proble`-
me est que l’API n’e´tait pas clairement de´finie et que l’imple´mentation des PhysIcobj n’e´tait
pas base´e sur une notion claire et modulaire des Icobjs. Nous avons porte´ toutes les classes
de´finies par A. Samarin en les conformant a` notre mode`le des Icobjs. Cela se traduit par une
se´paration des classes en fonction de leur utilisation (champs, comportements, entite´s) pour
plus de modularite´ et par la cre´ation d’actions atomiques pour initialiser chacun des champs.
De plus, les comportements et les champs ont e´te´ re´imple´mente´s pour pouvoir interagir dyna-
miquement avec eux par l’inspecteur des Icobjs. Nous pouvons toutefois noter que ce mode`le
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a pu eˆtre porte´ assez facilement dans notre version des Icobjs puisque l’imple´mentation de
ce mode`le n’avait modifie´ ni la machine re´active pour prendre en compte des e´le´ments par-
ticuliers, ni le workspace en ajoutant des me´thodes spe´cifiques. La figure 7.6 repre´sente une
des simulations porte´es sur notre mode`le des Icobjs. Dans cette simulation, les particules sont
relie´es entre elles par des liens rigides et l’ensemble de la structure est relie´ a` un point fixe
par l’interme´diaire d’un lien e´lastique. Toutes ces particules sont soumises a` la gravite´.
Fig. 7.6 – Capture d’e´cran d’un exemple de simulation physique
Il reste cependant des proble`mes et des limitations dans le mode`le d’A. Samarin. En
utilisant le me´canisme de construction graphique des Icobjs, la mise en se´quence des compor-
tements n’est pas possible puisque tous les comportements bouclent a` l’infini. De plus, pour
assurer le mode`le physique, il faut que tous les comportements soient exe´cute´s en paralle`le.
Un des aspects contraignants est qu’il faut que toutes les entite´s utilisent la meˆme me´thode
de re´solution. Si des entite´s utilisent l’algorithme de Euler et d’autres celui de Runge-Kutta
d’ordre 4, elles ne seront pas synchrones. En effet, le premier algorithme ne´cessite une re´action
physique et le second en ne´cessite quatre. Par exemple, il serait inte´ressant qu’une entite´ puisse
passer dynamiquement d’une me´thode de re´solution a` une autre pour des situations parti-
culie`res ou` le calcul ne´cessite d’eˆtre plus pre´cis et donc d’utiliser des e´tapes interme´diaires
supple´mentaires. Par exemple, dans le cas d’une collision, il serait utile d’utiliser une me´thode
de re´solution pre´cise pour calculer la trajectoire exacte re´sultant de la collision. De meˆme, en
ajoutant un nouvel icobj a` la simulation, il faudrait pouvoir le synchroniser avec les autres
entite´s de´ja` pre´sentes. En plus du me´canisme de synchronisation qui permet a` tout compor-
tement d’eˆtre dans la meˆme phase de re´action physique e´le´mentaire, il faudrait un me´canisme
pour synchroniser toutes les re´actions physiques comple`tes.
7.3 Simulation multi-horloges
Dans le projet IST-PING, nous avons oriente´ nos travaux vers des comportements de´die´s
a` des jeux. Dans la partie pre´ce´dente, nous avons de´crit un mode`le d’exe´cution pour les
comportements physiques qui ne´cessitent plusieurs instants de la machine re´active. La dernie`re
expe´rimentation que nous allons pre´senter concerne les simulations multi-horloges. L’objectif
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de cette expe´rimentation est de re´unir dans une meˆme simulation des comportements oriente´s
jeux et des comportements physiques en de´finissant une notion d’instant commun aux deux
types de comportements.
7.3.1 Description
Nous avons de´crit dans la partie pre´ce´dente un mode`le de re´action physique e´le´mentaire
(cf. figure 7.5) qui prend deux instants de la machine re´active. En me´langeant comportements
de jeux et comportements physiques, il faudrait exe´cuter un seul instant des comportements de
jeux pour deux instants des comportements physiques pour que effectue une re´action comple`te
a` chaque instant global de la simulation. Nous avons e´voque´ le fait que certains algorithmes de
re´solution des comportements physiques ne´cessitent plusieurs re´actions physiques e´le´mentaires
pour eˆtre dans un e´tat stable physiquement. Il serait inte´ressant que les entite´s puissent
changer de me´thode de re´solution quand elles en ont besoin tout en synchronisant chaque
entite´ pour qu’a` chaque instant de la simulation globale, chaque entite´ exe´cute une re´action
physique comple`te.
Si tous les programmes (physiques ou non) sont place´s dans la meˆme machine re´active,
les e´ve´nements qui y sont attache´s sont enregistre´s dans le meˆme environnement d’exe´cution.
Conside´rons le cas de comportements physiques dont la re´action comple`te ne´cessite quatre
instants de la machine alors que les comportements de jeu ne doivent re´agir qu’une fois.
Cela signifie que les comportements physiques ne´cessitent la re´initialisation de l’environne-
ment d’exe´cution (des e´ve´nements pre´sents) quatre fois alors que les comportements de jeux
doivent le re´initialiser qu’une seule fois et donc que des e´ve´nements peuvent eˆtre perdus dans
la gestion des comportements de jeux. La solution a` ce proble`me est de multiplier les en-
vironnements d’exe´cution en fonction de l’horloge des comportements, c’est-a`-dire de de´dier
un environnement d’exe´cution aux comportements de jeux et d’en de´dier un autre aux com-
portements physiques. Pour cela, nous avons re´alise´ un workspace contenant deux machines
re´actives que nous pre´sentons dans la partie suivante.
7.3.2 Imple´mentation
L’objectif de cette expe´rimentation est d’exe´cuter dans le meˆme workspace des entite´s
aux comportements de jeux repre´sente´es sur la figure 7.7 et des entite´s aux comportements
physiques reprises de la simulation repre´sente´e sur la figure 7.6. La figure 7.8 repre´sente une
capture d’e´cran de la simulation multi-horloge obtenue.
La figure 7.7 repre´sente une simulation dont chaque entite´ reprend des comportements de
jeux. Cette simulation contient deux robots aux comportements autonomes et deux robots
controˆlables par l’utilisateur. Le comportement des robots autonomes est de fuir (compor-
tement de proie) les deux autres robots lorsqu’ils sont trop proches d’eux et de chasser les
deux autres robots (comportement de pre´dateur) si l’un des deux est de´truit. Les deux autres
robots sont controˆle´s en utilisant les touches du clavier pour changer la direction de leur canon
ou pour lancer des projectiles : soit des bombes qui de´truisent les robots qui sont, au moment
de l’explosion, dans la zone d’influence de la bombe, soit des toiles d’araigne´es qui attachent
par un e´lastique a` un point fixe les robots qui sont, au moment de l’explosion, dans la zone
d’influence de la toile d’araigne´e. Le lancement d’un projectile donne une impulsion au robot
qui se de´place dans la direction oppose´e a` celle du canon. Tous les robots ont un comporte-
ment inertiel, un comportement de rebond sur les bords du workspace et un comportement
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Fig. 7.7 – Capture d’e´cran d’une simulation oriente´e jeu
de collision. Aucun de ces comportements n’est base´ sur le mode`le physique.
Fig. 7.8 – Capture d’e´cran d’une simulation multi-horloge
Pour re´aliser notre simulation multi-horloge, nous avons de´fini un workspace, MultiClock
Workspace qui exe´cute deux machines re´actives diffe´rentes : l’une de´die´e a` l’exe´cution des
comportements physiques (comme pour le PhysicalWorkspace) et l’autre de´die´e a` l’exe´cution
des comportements de jeux. Dans ce nouveau workspace, nous avons duˆ rede´finir les me´thodes
react, addIcobj, destroyIcobj, resetIcobj et les me´thodes generate et nous avons ajoute´
une me´thode registerPhysicalIcobj. Voici le roˆle de chacune de ces me´thodes :
• ✈♦✐❞ registerPhysicalIcobj(Icobj icobj)
Cette me´thode enregistre l’icobj dans le workspace en ajoutant le comportement de
celui-ci dans la machine charge´e d’exe´cuter les comportements physiques. Le compor-
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tement ajoute´ dans la machine est construit comme dans la me´thode registerIcobj.
• ❜♦♦❧❡❛♥ add(Icobj icobj, Program program)
Cette me´thode ajoute un programme a` un icobj enregistre´ dans le workspace. Cette
me´thode ajoute le programme dans la machine dans laquelle l’icobj est de´ja` enregistre´.
• ❜♦♦❧❡❛♥ destroyIcobj(Icobj icobj)
Cette me´thode retire l’icobj du workspace. Ce retrait se traduit par celui de la liste
des icobjs et par une demande a` la machine dans laquelle l’icobj est exe´cute´ de geler le
comportement de l’icobj a` la fin de l’instant suivant. De plus, un e´ve´nement constitue´
par l’identifiant de l’icobj et suffixe´ par ”-kill” est ge´ne´re´ dans les deux machines pour
signaler le de´part de l’icobj.
• ✈♦✐❞ resetIcobj(Icobj icobj)
Cette me´thode re´initialise le comportement dans la machine dans laquelle l’icobj est
exe´cute´ et les champs de l’icobj en appelant la me´thode reinit de l’icobj. Le compor-
tement est alors imme´diatement reconstruit de la meˆme manie`re que lorsque la me´thode
registerIcobj est appele´e, puis il est ajoute´ dans la machine.
• ✈♦✐❞ generate(...)
Les quatre me´thodes de ge´ne´ration (avec ou sans valeur, et en utilisant une chaˆıne ou
un Identifier) sont modifie´es pour effectuer les ge´ne´rations externes dans les deux
machines. Cela donne un moyen de communication par e´ve´nement entre les entite´s
physiques et les entite´s de jeux.
• ❜♦♦❧❡❛♥ react()
Cette me´thode exe´cute une re´action de la machine contenant les comportements de
jeux et exe´cute quatre re´actions de la machine contenant les comportements physiques.
Le nombre d’instant est ici de´fini statiquement puisque nous utilisons la me´thode de
re´solution Verlet-Velocity qui ne´cessite quatre instants pour exe´cuter une re´action phy-
sique comple`te.
Pour cre´er la simulation repre´sente´e sur la figure 7.8, nous avons repris le code des simula-
tions repre´sente´es sur les figures 7.7 et 7.6 et nous avons simplement change´, pour les entite´s
de la simulation physique, la me´thode appele´e pour enregistrer les entite´s dans le workspace
en utilisant registerPhysicalIcobj.
7.3.3 Bilan
Les re´sultats de cette simulation sont que les entite´s de jeux peuvent agir sur le mode`le
physique, par exemple par l’interme´diaire des bombes qui de´truisent la structure. Le moyen de
communication utilise´ entre les entite´s physiques et les entite´s de jeux est le partage de la zone
d’influence des icobjs. De plus, certaines actions atomiques peuvent effectuer des ge´ne´rations
externes d’e´ve´nements, c’est-a`-dire appeler la me´thode generate sur le workspace. Par contre,
toute ge´ne´ration effectue´e par l’instruction Generate est locale a` la machine qui l’exe´cute.
La simulation multi-horloge re´alise´e n’est qu’une premie`re mise en oeuvre qui nous a
permis de tester l’utilisation des Icobjs dans le cadre multi-horloge. Nous avons de´fini le
comportement du MultiClockWorkspace statiquement sur la base de quatre instants phy-
siques pour un instant de jeu. Il serait inte´ressant de re´aliser d’autres mode`les pour rendre
plus ge´ne´rique le workspace multi-horloges. En effet, cette simulation exe´cute soit des entite´s
aux comportements physiques, soit des entite´s aux comportements de jeux. Il faudrait pou-
voir exe´cuter des icobjs qui ont a` la fois des comportements de jeux et des comportements
physiques et faire que chaque comportement s’exe´cute sur la machine correspondante.
Chapitre 8
Conclusions et perspectives
Les travaux pre´sente´s dans ce document ont e´te´ effectue´s au sein du Centre de Mathe´-
matiques Applique´es (CMA) de l’Ecole de Mines de Paris, localise´ a` l’INRIA. Ils s’inscrivent
dans la ligne des travaux effectue´s, principalement, par Fre´de´ric Boussinot, Laurent Hazard,
Jean-Ferdinand Susini, Rau`l Acosta-Bermejo et Louis Mandel sur le de´veloppement de l’Ap-
proche Re´active Synchrone au-dessus de Java. Nous nous sommes principalement inte´resse´s a`
re´aliser un outil permettant a` la fois de simuler des entite´s graphiques dans un environnement
synchrone et de construire graphiquement et dynamiquement de nouveaux comportements en
re´utilisant le mode`le initial des Icobjs.
8.1 Re´alisations
A` partir du mode`le des Icobjs de´crit par F. Boussinot dans [12] et [13] et des expe´ri-
mentations mene´es par J-F Susini, nous avons de´veloppe´ une ve´ritable API des Icobjs. Pour
assurer une exe´cution efficace des Icobjs, nous avons re´alise´ un moteur re´actif de´die´ a` leur
utilisation, appele´ Reflex . Pour manipuler et interagir dynamiquement avec les simulations et
les entite´s qui les composent, nous avons re´alise´ un environnement, appele´ Framework. Nous
avons enfin effectue´ plusieurs expe´rimentations en utilisant les Icobjs dans diffe´rents cadres.
Voyons chacun de ces points plus en de´tails.
Les Icobjs
L’API que nous avons re´alise´e reprend le syste`me de construction graphique de com-
portements de la version initiale des Icobjs. Pour rendre cette construction graphique plus
ge´ne´rique, nous avons de´fini un mode`le d’objet, Icobj, ayant une structure de donne´es mi-
nimale. Cette structure contient a` la fois des informations graphiques (position, dimensions,
apparence) et des informations comportementales. La partie comportementale est divise´e en
deux parties : l’une e´tant utilise´e par le syste`me de construction graphique et l’autre e´tant
un comportement spe´cifique a` l’icobj. Cette structure de donne´es peut eˆtre dynamiquement
e´tendue par l’interme´diaire des comportements. Le Workspace prend en charge l’exe´cution
des comportements des icobjs en utilisant la machine re´active de Reflex et l’affichage des ap-
parences des icobjs entre les re´actions de la machine. Le workspace, e´tant e´galement un icobj,
dispose aussi d’un comportement et peut eˆtre ajoute´ a` l’inte´rieur d’une simulation comme un
environnement inde´pendant dans lequel tout e´ve´nement ge´ne´re´ est local a` ce workspace.
149
150 CHAPITRE 8. CONCLUSIONS ET PERSPECTIVES
Le principe de construction reste le meˆme que dans les versions pre´ce´dentes des Icobjs :
des entite´s particulie`res, appele´es constructeurs graphiques, re´cupe`rent les comportements
des autres entite´s et combinent ces comportements en rajoutant des primitives de controˆle
(se´quence, paralle`le, boucle, pre´emption, etc.). Nous y avons apporte´ plusieurs modifications.
Nous avons en particulier ajoute´ de nouveaux constructeurs graphiques et homoge´ne´ise´ la
manie`re de les utiliser. Pour rendre la construction graphique plus re´gulie`re et plus intuitive,
nous avons introduit de nouvelles instructions dans Reflex . De plus, le syste`me de construction
graphique prend en compte la notion de workspace et un icobj re´sultant d’une construction
peut eˆtre lui-meˆme un workspace.
Au niveau de l’imple´mentation, nous avons mis en place des me´canismes pour re´cupe´rer
les e´ve´nements souris et clavier de Java et les transformer en e´ve´nements re´actifs ge´ne´re´s. Au
niveau de l’affichage, nous ne disposons actuellement que d’un affichage en 2D en utilisant la
bilbiothe`que Java-Swing. Les ope´rations comme l’affichage d’un workspace, la migration d’un
icobj ou son enregistrement dans un fichier sont effectue´es entre les re´actions du workspace
pour garantir la cohe´rence de l’affichage et des donne´es enregistre´es. La migration ne peut se
faire actuellement qu’entre workspaces de la meˆme machine virtuelle Java.
Reflex
Pour pouvoir exe´cuter efficacement les comportements des icobjs, nous avons re´alise´ notre
propre moteur re´actif, Reflex . Pour son imple´mentation, nous sommes partis de la version
Storm de Junior en y apportant plusieurs modifications concernant l’efficacite´ et concernant
le changement de se´mantique de certaines instructions. Voici les principales modifications :
• Reflex est de´die´ a` l’exe´cution des icobjs. Tout programme ajoute´ a` la machine doit
ne´cessairement eˆtre rattache´ a` un icobj. Nous avons ajoute´ une instruction interne a` la
machine IcobjThread pour remplacer les instructions Link et Freezable. L’utilisation
de cette instruction interne permet d’effectuer des migrations de`s la fin de l’instant.
• Nous avons ajoute´ le statut d’exe´cution LONGWAIT utilise´ par les instructions e´ve´-
nementielles dont les attentes peuvent eˆtre inter-instants. Ce nouveau statut e´vite de
re´-exe´cuter des instructions dont la configuration e´ve´nementielle n’est pas satisfaite. Ce
point est particulie`rement inte´ressant pour les icobjs dont les comportements sont en
attente de diffe´rents e´ve´nements.
• Nous avons retire´ la configuration e´ve´nementielle Not pour plus de re´gularite´ dans
l’exe´cution des instructions e´ve´nementielles. Le retrait de cette configuration assure que
toutes instructions e´ve´nementielles re´agiront toujours a` l’instant courant si la configu-
ration est satisfaite. Cette re´gularite´ peut permettre d’envisager des analyses statiques
sur les comportements.
• L’instruction Par est, a` l’inverse de Storm, non-de´terministe, ce qui permet un gain
d’efficacite´ en acce´dant directement aux instructions qui ont besoin d’eˆtre exe´cute´es.
• Nous avons mis en place un me´canisme de nettoyage de l’environnement d’exe´cution
pour e´conomiser la me´moire en retirant tous les e´ve´nements obsole`tes.
Reflex est aussi rapide que les imple´mentations les plus efficaces de Junior (Simple et
Glouton). Il est base´ sur une se´mantique formelle constitue´e de 58 re`gles de re´e´critures uti-
lisant le formalisme SOS. Le nombre de re`gles est assez important, mais cette se´mantique
de´finit les re`gles strictes du fonctionnement de Reflex en se rapprochant au plus pre`s de
l’imple´mentation.
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Le Framework
Autour du mode`le des Icobjs, nous avons de´veloppe´ un environnement pour manipuler les
simulations construites a` partir de l’API des Icobjs. Le Framework permet, entre autres :
• de charger des simulations a` partir des classes Java, de les exe´cuter dans un environne-
ment multi-feneˆtre´ et de parame´trer leur vitesse d’exe´cution ;
• de charger des icobjs a` partir des classes Java et de les ajouter dans un workspace en
train d’eˆtre exe´cute´ ;
• de sauvegarder l’e´tat d’une simulation dans un fichier et de pouvoir recharger ce fichier ;
• et d’exe´cuter l’inspecteur des Icobjs.
L’inspecteur des Icobjs du Framework permet de visualiser et de modifier dynamique-
ment les comportements et les champs des icobjs enregistre´s dans les simulations. Pour cela,
nous avons introduit deux me´canismes d’introspection. Le premier consiste a` re´cupe´rer, pour
chaque champ d’un icobj, une liste d’interfaces qui permet de visualiser et de modifier dy-
namiquement les valeurs contenues dans ces champs. Pour cela, il faut que, dans chaque
classe repre´sentant un champ de l’icobj, le programmeur spe´cifie de manie`re explicite les at-
tributs visualisables et modifiables. Le second permet de re´cupe´rer une copie des programmes
exe´cute´s par l’icobj et de l’afficher de manie`re textuelle sous forme d’arbre. L’utilisateur peut
modifier cette copie soit en ajoutant de nouvelles instructions re´actives, soit en en retirant,
soit en changeant leur ordonnancement. La mise a` jour du comportement doit eˆtre demande´e
explicitement par l’utilisateur alors que celle des champs est faite automatiquement entre les
re´actions de la simulation exe´cutant l’icobj.
La possibilite´ que l’inspecteur fournit de transformer le comportement des icobjs est
un me´canisme comple´mentaire a` celui des constructeurs graphiques. Cependant, ce type
de construction ne´cessite des connaissances supple´mentaires sur l’utilisation de l’approche
re´active synchrone. Ainsi, le Framework peut eˆtre conside´re´ comme un e´diteur de sce´narios
dans lequel on peut tester rapidement et dynamiquement les modifications apporte´es aux
comportements et aux parame`tres d’exe´cution de chaque entite´.
Les expe´rimentations
Enfin, nous avons effectue´ quelques expe´rimentations. Les premie`res concernant l’utilisa-
tion des Icobjs dans une plate-forme de simulations distribue´es ont e´te´ interrompues suite a`
l’arreˆt du projet europe´en IST-PING. Cependant, ces expe´rimentations ont tout de meˆme
permis d’e´tudier les proble`mes lie´s a` la synchronisation des icobjs exe´cute´s sur diffe´rentes ma-
chines ne partageant pas la meˆme notion d’instant. Nous avons re´alise´ un mode`le de comporte-
ment distribue´ ou`, pour chaque entite´, nous avons diffe´rencie´ le comportement d’une des copies
de l’entite´ appele´e le maˆıtre et celui des autres copies appele´es esclaves. Le maˆıtre exe´cute
l’inte´gralite´ du comportement alors que les esclaves n’exe´cutent qu’une version de´grade´e suf-
fisante pour reproduire les de´placements du maˆıtre et assurer l’interaction avec les autres
entite´s. Pour compenser les erreurs de calculs entre diffe´rents sites exe´cutant les meˆmes en-
tite´s, nous avons de´veloppe´ des algorithmes de Dead-Reckoning.
D’autres expe´rimentations ont consiste´ a` adapter le mode`le de´veloppe´ par A. Samarin sur
l’exe´cution de comportements physiques a` notre mode`le des Icobjs. Cette adaptation a prin-
cipalement consiste´ a` introduire plus de modularite´ et de re´utilisabilite´ dans l’imple´mentation
du mode`le physique.
Enfin, nous avons re´alise´ rapidement quelques expe´rimentations dans le cadre de simula-
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tions multi-horloges. Pour cela, nous voulions enregistrer dans une meˆme simulation des icobjs
aux comportements physiques et des icobjs aux comportements de jeux. Nous avons re´ussi
a` simuler un syste`me multi-horloges en se´parant les comportements devant eˆtre exe´cute´s a`
diffe´rents rythmes sur diffe´rentes machines re´actives que le workspace fait re´agir a` diffe´rentes
cadences. Nous avons de´veloppe´ un workspace spe´cifique contenant deux machines re´actives :
l’une exe´cute les icobjs construits dans le mode`le physique et l’autre exe´cute les icobjs aux
comportements de jeux. Une communication e´ve´nementielle est maintenue entre les deux
machines re´actives en ge´ne´rant des e´ve´nements depuis l’exte´rieur du workspace.
8.2 Perspectives
Suite a` ces travaux, nous envisageons plusieurs axes de recherches concernant les diffe´rents
de´veloppements que nous avons pre´sente´s dans ce document.
Moteur re´actif
Actuellement, Junior utilise les instructions Freezable et Link pour simuler la notion
d’objets re´actifs. Mais, comme nous l’avons vu dans ce document, l’utilisation de ces instruc-
tions pre´sente plusieurs failles qui peuvent amener a` des incohe´rences dans l’exe´cution de ces
programmes. Un des de´veloppements possibles serait d’inte´grer la notion d’objet re´actif telle
que nous la proposons au sein de la machine re´active Junior .
Dans Reflex , nous avons retire´ l’instruction Freezable pour les diffe´rentes raisons ex-
pose´es dans la section 2.3.5. Dans le cas de Junior ou de REJO , cette instruction pourrait
eˆtre garde´e mais en lui faisant subir quelques modifications au niveau de sa structure et de
sa se´mantique. Il faudrait d’une part, rendre le comportement de Freezable plus re´gulier
(de la meˆme manie`re que pour l’instruction Kill) et d’autre part, e´viter de placer le re´sidu
des programmes dans l’environnement d’exe´cution. Une solution serait d’ajouter un handler
a` l’instruction Freezable et de permettre au programme utilise´ comme handler d’acce´der au
re´sidu du programme gele´. Ainsi, il ne serait plus ne´cessaire de copier le re´sidu dans l’environ-
nement en l’attachant a` l’e´ve´nement de gel. Il suffirait de conserver le re´sidu dans l’instruc-
tion Freezable et de le rendre accessible pendant l’exe´cution du handler, en le stockant par
exemple dans une variable de l’environnement comme le fait l’instruction Link. Cette tech-
nique permettrait a` la fois de conserver le re´sidu des programmes gele´s dans le comportement
d’un objet re´actif et d’utiliser une configuration e´ve´nementielle pour l’instruction Freezable.
Enfin, Junior ne dispose pas de me´canisme pour re´cupe´rer les exceptions ge´ne´re´es par
les actions atomiques et par les diffe´rents types de wrapper. Ainsi, lorsqu’une exception est
ge´ne´re´e, la machine re´active est stoppe´e. R. Acosta a propose´ l’introduction d’une nouvelle
primitive re´active Try [2] qui permettrait de traiter ces exceptions. Cependant, cette solution
introduit un me´canisme de pre´emption forte dans Junior . Or, la pre´emption forte introduit
de l’inde´terminisme dans l’exe´cution des programmes re´actifs, ce que nous ne voulons pas.
Pour e´viter cet inde´terminisme, il serait possible d’introduire un nouveau statut d’exe´cution
qui permettrait a` la fois de continuer a` exe´cuter le programme et de ge´rer l’exception par
l’interme´diaire d’un handler. On pourrait aussi envisager des solutions plus radicales comme
le retrait de la branche d’exe´cution ayant ge´ne´re´e l’exception (comme dans oRis) ou celui de
l’objet re´actif avec tous les programmes qui lui sont associe´s.
8.2. PERSPECTIVES 153
Les Icobjs
Nous nous sommes principalement inte´resse´s a` la partie comportementale des Icobjs et a`
l’efficacite´ de leur exe´cution. Plusieurs fonctionnalite´s supple´mentaires pourraient eˆtre ajou-
te´es a` l’API :
• Nous pourrions re´utiliser les travaux de R. Acosta concernant REJO/ROS pour per-
mettre la migration des Icobjs a` travers le re´seau.
• La partie graphique des Icobjs ne´cessiterait aussi des ame´liorations. Par exemple, il
faudrait mettre en place des interfaces pour permettre l’utilisation d’outil de rendu 3D.
La solution la plus simple serait d’utiliser Java3D [75] pour rester dans le monde Java.
Il existe e´galement des API pour manipuler des simulations VRML-X3D a` partir de
Java.
• L’inspecteur permet principalement de visualiser le comportement existant et de le
modifier le´ge`rement. Pour plus de souplesse et de facilite´ dans la programmation des
Icobjs, il serait inte´ressant d’inte´grer un interpre´teur comme les Reactive Scripts.
• Enfin, il n’y a pas de typage strict sur les champs pre´sents dans la table de hachage d’un
icobj. Il serait inte´ressant de mettre en place un me´canisme de typage de ces champs.
L’identifiant d’un champ pourrait par exemple eˆtre non plus une chaˆıne de caracte`res,
mais une structure particulie`re contenant a` la fois une description du champ et le type
de ce champ.
Les simulations
Une piste inte´ressante a` suivre serait d’utiliser les Icobjs dans le cadre d’enseignements
a` distance. En effet, la simplicite´ de construction des interactions physiques et la dynami-
cite´ du syste`me concernant l’ajout de nouveaux composants pourraient eˆtre un avantage
dans la cre´ation d’un laboratoire virtuel. Les expe´rimentations mene´es autour des simula-
tions distribue´es dans le cadre du projet IST-PING constituent une premie`re e´tape dans
l’utilisation de comportements re´actifs dans des mondes virtuels distribue´s. Ainsi, il serait
inte´ressant d’e´tudier l’inte´gration du mode`le physique propose´ par A. Samarin dans une
plate-forme comme IST-PING. Il faudrait peut eˆtre re´aliser des algorithmes spe´cifiques de
Dead-Reckoning dans le cadre du mode`le physique.
En ce qui concerne les simulations multi-horloges, nous avons fait une distinction entre
les icobjs aux comportements physiques et des icobjs aux comportements de jeux. Il serait
inte´ressant de faire cette distinction, non au niveau de l’entite´, mais au niveau des compor-
tements. De plus, il serait inte´ressant de re´aliser une seule machine re´active exe´cutant les
diffe´rents types de comportements, en associant une horloge aux e´ve´nements ge´ne´re´s dans
l’environnement comme cela est fait en Signal.
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Re´sume´ :
Intuitivement, une simulation graphique (monde virtuel, jeu,...) peut eˆtre vue comme un
espace borne´ dans lequel plusieurs entite´s, disposant chacune d’un comportement propre,
e´voluent en paralle`le. Il paraˆıt donc naturel d’utiliser des langages concurrents pour program-
mer ces comportements. Cependant, c’est rarement le cas pour des raisons de complexite´ de
programmation et de de´boguage, de non-de´terminisme et d’efficacite´.
Nous proposons d’utiliser l’Approche Re´active introduite par F. Boussinot qui permet
de de´finir clairement les comportements d’entite´s graphiques. Nous avons enrichi les Icobjs
qui est un mode`le d’objets re´actifs graphiques. Il offre la possibilite´ a` des non-spe´cialistes de
construire graphiquement des comportements complexes a` partir de comportements simples
et de constructeurs graphiques.
Nous avons re´alise´ une imple´mentation dont l’objet central est Icobj. Il de´finit une
structure minimale dynamiquement extensible pour permettre une construction graphique
ge´ne´rique. Un icobj particulier, le Workspace, exe´cute et affiche les icobjs qu’il contient.
Les comportements sont exe´cute´s par un moteur re´actif de´die´ aux Icobjs appele´ Reflex . Il
reprend les principales primitives du formalisme Junior en modifiant la se´mantique de cer-
taines instructions et en y ajoutant de nouvelles. Toutes les instructions sont formalise´es par
des re`gles de re´e´critures au format SOS. De plus, nous avons de´veloppe´ un environnement
qui permet d’interagir dynamiquement avec les simulations. Enfin, nous pre´sentons quelques
expe´rimentations autour de l’utilisation des Icobjs dans le cadre de simulations distribue´es,
de simulations physiques ou de simulations multi-horloges.
Mot-clefs : approche re´active/synchrone, simulation graphique, programmation graphique,
concurrence, Java, Junior , se´mantique formelle.
Abstract :
Intuitively, a graphical simulation (virtual world, game,...) can be seen as a finite space in
which several entities, each having its own behavior, evolve in parallel. So it seems natural to
use concurrent languages to program those behaviors. However, it is seldom the case due to the
complexity of programming and debugging them, because they introduce non-determinism
and are inefficient.
We proposed to use the Reactive Approach introduced by F. Boussinot to define clearly
the behaviors of graphical entities. We enhanced a model of graphical reactive objects cal-
led Icobjs. This model enables non-specialists to graphically build complex behaviors using
elementary behaviors and graphical constructors.
We realized an API whose main class is Icobj. It defines a minimal structure which can be
dynamically extended and which allows a generic graphical construction. A particular icobj
called Workspace executes and displays all the icobjs it contains. Behaviors are executed by a
reactive engine called Reflex which is dedicated to Icobjs. It reuses Junior’s formalism’s main
primitives, while modifying some instructions’ semantics and introducing new instructions. We
formalized all instructions using rewriting rules in the SOS format. Moreover, we developed
a framework for dynamic interaction with simulations. Finally, we present a few experiments
with Icobjs in distributed, physical or multi-clock simulations.
Keywords : reactive/synchronous approach, graphical simulation, graphical programmation,
concurrency, Java, Junior , formal semantics.
