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I. INTRODUCTION 
A. General 
The study of natural convection heat transfer is of significance in 
several areas of technology and in nature. A study of natural 
convection processes is also of relevance because of the problem of heat 
rejection and removal in many devices, processes, and systems. Natural 
convection represents a limit on the heat transfer rates and this 
becomes a very important consideration for problems in which other modes 
are either not possible or not practical. It is also relevant for 
safety considerations under conditions when the usual mode fails and the 
system has to depend on natural convection to dissipate the generated 
heat. The recent growth of research in natural convection has been 
largely due to its relevance to environmental effects. 
Natural convection from vertical surfaces with some sort of large 
scale surface roughness elements is encountered in several technological 
applications. Of particular interest is the dissipation of heat from 
electronic circuits, where component performance and reliability are 
strongly dependent on operating temperature. Natural convection 
represents an inherently reliable cooling process. Further, this mode 
of heat transfer is often designed as a backup in the event of the 
failure, due to fan breakdown, of a forced convection system. 
Circuit boards represent a naturally enhanced free convection 
situation. In other applications where the heat dissipating surface is 
normally smooth, it may be necessary to enhance the surface to achieve 
2 
the desired temperature level. The traditional solution is to add 
vertical fins; however, roughening the surface would be a more 
attractive solution if the heat transfer coefficient increase is 
substantial. Few studies have been carried out to determine the effect 
of surface roughness elements on free convection heat transfer. The 
results obtained seem to conflict with each other as to the increase of 
the heat transfer coefficient. 
B. Literature Review 
Although the study undertaken here is one of free (unbounded) 
convection, a better understanding of the effect of roughness on the 
heat transfer characteristics would result if other flow regimes were 
also studied. With this in mind, studies of the effect of roughness on 
natural convection in enclosed spaces (bounded convection) and forced 
convection have also been reviewed. 
1. Free convection 
Since the pioneering experimental work of Ray [1] in 1920, natural 
or free convection has developed into one of the most studied topics in 
heat transfer. However, relatively little information is available on 
the effect of complex geometries on natural convection. 
A composite of all available data for rough surfaces in free 
convection is shown in Figure 1. Comparisons have been made using the 
projected base area as a reference. 
Several studies have examined the effect of roughness on average 
3 
heat transfer coefficients for vertical isothermal surfaces in a large 
enclosure (unbounded free convection). Jofre and Barron [2] obtained 
data for heat transfer to air from a vertical surface roughened with 
triemgular grooves, to air. A boundary layer solution based on forced 
flow over a rough plate was presented to explain the experimental 
9 
results. At Ra^ _ 10 they quoted an improvement in the average Nusselt 
number of about 200% relative to the turbulent predictions of Eckert and 
Jackson [3]. However, the flow was certainly not turbulent over the 
whole smooth plate. Compared to other solutions which consider upstream 
laminar flow, the improvement is closer to 100%. Furthermore, it 
appears that the reported Nusselt numbers are too high due to 
underestimation of the radiation correction [4]. 
Ramakrishna et al. [5] developed an analogy correlation of heat 
transfer data as obtained by Sastry et al. [6] for a vertical cylinder. 
Sastry et al. roughened the cylinder by wrapping a 0.45 mm to 1.45 mm 
diameter wire around it; the wrapping was done with a pitch equal to the 
wire diameter (i.e., no gap between wires). The enhancement in air was 
typically about 50%. 
Heya et al. [7] conducted experiments on horizontal cylinders of 35 
mm and 63 mm diameter with dense pyramid, streak-type, and check-type 
roughness elements of heights varying from 0.15 mm to 0.72 mm and 
spacing varying from 0.76-mm to 2.00 mm. The streak-type roughness was 
formed by milling longitudinal grooves on the dense pyramid type surface 
and the check-type roughness was formed by milling circumferential 
grooves on the streak-type surface. The tests were conducted using both 
water and air. No increase in average heat transfer coefficient was 
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reported for the range of 4 x 10^ < Ra < 10^ for air and 3 x 10^ < Ra < 
2 X 10® for water. 
Fujii et al. [8] roughened large-diameter vertical cylinders with 
repeated ribs, dispersed protrusions, and closely spaced pyramids. Heat 
transfer to water and spindle oil was studied. Maximum increases in the 
average Nussclt number of 10% with water were observed relative to their 
previous data for a smooth cylinder. The latter data are slightly 
higher than McAdams' correlation [9] for smooth vertical plates. 
Prasolov [10] presented some results of an experimental 
investigation of the influence of machined roughness of a horizontal 
cylinder on heat transfer to air. The type of roughness element used 
was densely packed pyramids of height varying from 0.08 mm to 0.36 mm at 
spacings varying from 1 mm to 2 mm. A very significant increase in the 
average Nusselt number was observed in the Rayleigh number range 5 x 10^ 
< Ra^ < 10^. For lower or higher values of the Rayleigh number, little 
enhancement was observed. A qualitative explanation is offered in terms 
of intensification of turbulence in the transition region. It is 
difficult to accept this, however, as turbulence is normally considered 
9 
to occur at Ra^ ~ 10 . The transition Grashof number for an isothermal 
vertical flat plate in natural convection in air, summarized by Godaux 
and Gebhart [11] from the results of various researchers, is between 1.1 
X 10® to 1.0 X 10^0. 
Yao [12] used a transformation method to numerically evaluate heat 
transfer for a vertical sinusoidal surface at uniform temperature. The 
peaks and troughs formed by the sinusoidal profile were oriented 
horizontally. The computations were performed for Pr = 1.0. The 
5 
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results show a decrease in the Nusselt number when compared to a plane 
flat plate. However, the basis for the comparison is not clear. An 
explanation is offered in terms of the thickening of the boundary layer 
near the nodes (located between a peak and a trough) of the sinusoidal 
pattern. 
Sparrow and Vemuri [13] studied heat transfer characteristics of 
highly populated pin-fin arrays for different orientations. One of the 
orientations studied was horizontal fins in a triangular pitch pattern 
on a vertical baseplate. The experiments were conducted in air with an 
isothermal boundary condition. The number of fins varied between 18 and 
68 on an aluminum baseplate 76.2-mm by 76.2 mm. The fins were 25.4 mm 
long with a diameter of 6.35 mm and were also made of aluminum. The 
tests were carried out in a Rayleigh number range of 8 x 10^ to 2 x 10^ 
based on the side dimension of the baseplate. They found that with an 
increase in the number of fins the heat transfer rate increased at 
first, attained a maximum, and then decreased, thereby defining an 
optimum fin population. The occurence of an optimum was more pronounced 
at Rayleigh numbers greater than 4 x 10^. 
Several studies have been made on the effect that the angle of 
inclination has on heat transfer on a flat plate. Fujii and Imura [14] 
conducted experiments on a vertical plate inclined at arbitrary angles 
to the vertical to determine the effect of angle of inclination. They 
found that for the laminar regime the expression for the vertical plate, 
0 25 
Nu = K Ra ' , is applicable to the inclined plate if the gravitational 
force term in the Rayleigh number is altered to the component parallel 
to the inclined surface. Their plate dimensions were 300 mm height and 
7 
150 mm width. The expression suggested for correlating the Nusselt 
0 ''S 
number including the effect of inclination is Nu = K(Gr Pr Cos©) 
where the constant K is from the solution for the vertical flat plate. 
The applicable range of the angle of inclination in this expression, for 
hot plates facing upward, is limited by the occurrence of the plume that 
is characteristic of horizontal surfaces. 
The same conclusions were drawn by Rich [15] in an earlier study. 
He carried out éui interferometric study on an isothermal flat plate with 
angle of inclination varying between 0 and 40 degrees to the vertical. 
The Grashof number range investigated was 10^ to 10^. Data were 
predicted to within 10% by modifying the vertical plate expression in 
the manner mentioned above. 
2. Natural convection in enclosures 
There are several studies on the effect of roughness on natural 
convection in large enclosures. There are also several studies on 
natural convection in cavities. These cavity flows exhibit 
characteristics that are similar to those present between adjacent 
transverse ribs on a plane surface. 
a. Large enclosures Bohn and Anderson [16] recently studied 
natural convection heat transfer from large machine-roughened vertical 
surfaces in an enclosure. The study was carried out to simulate the 
interior of a passively solar heated building. They concluded that for 
an isothermal surface, the rough texture produced fully turbulent 
behavior at Ra^ about half that characterizing turbulence for a smooth 
surface. This produced increases in section-average heat transfer of up 
8 
to 40% and in the surface average heat transfer of about 16%. The 
results were complicated by recirculating flow in the enclosure. They 
found no enhancement in the laminar regime, stated to be Ra^ < 2 x 10^^. 
Note, however, that there are two differences between enclosure 
flow and infinite medium flow. In enclosure flow, due to the presence 
of a horizontal wall, fluid rising along a warm wall has different 
initial conditions than if the wall were an isolated plate in an 
infinite medium. In the latter case, both the velocity and the thermal 
boundary layers start at the leading edge of the plate. Moreover, the 
fluid has no component of momentum normal to the surface. In an 
enclosure, fluid approaches the vertical wall and must turn the corner 
to flow upward. Thus, the velocity boundary layer is somewhat developed 
before it reaches the corner. 
Experiments conducted by Bohn et al. [17] with three dimensional 
natural convection with water in a cubical enclosure showed that the 
mechanism of heat transfer is convection in the boundary layers that are 
unaffected by the core flow. Flow visualization studies showed that 
these boundary layers are not greatly affected by the presence of 
adjacent walls, at least for aspect ratios near unity. This permits 
better comparison with two-dimensional flat plate studies. Rayleigh 
numbers based on cell height, up to 6 x 10^^ were tested. 
Shakerin et al. [18] recently studied the heat transfer 
characteristics of an enclosure with square cross sectioned ribs on the 
heated wall. The height of their roughness elements was about the order 
of the boundary layer thickness. The study was conducted up to Rayleigh 
numbers at which the smooth wall boundary layer would undergo 
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transition. The study was conducted experimentally using a Mach-Zehnder 
interferometer and supported by numerical calculations. Nearly stagnant 
regions were observed between ribs. The surface heat flux reportedly 
was reduced in these regions to the extent that the total heat 
transferred from the surface was no larger than that from a smooth 
surface even though the surface area was increased. They attributed 
local increases at the rib surface to local flow acceleration in the 
"attached" regions. The increase in average Nu^ was reported to be 
around 12% with one rib although the increase in surface area was about 
32%. The enhancement obtained with two ribs was 16%. It was suggested 
that the spacing of roughness elements may be important. 
It is interesting to note that the boundary layers at the lateral 
edges of the plate, due to side walls, do not affect the heat transfer 
from the plate. This has been extensively studied by Sparrow and 
Azevedo [19]. In their study, they used a vertical plate with a height 
of 145.2 mm and a width of 96.7 mm, giving a height-to-width ratio of 
1.5. They shrouded the lateral edges using a shrouding length of 25.4 
mm to 85.0 mm with varying thicknesses. The Rayleigh number range 
7 9 
tested was 8.5 x 10 to 10 based on the height of the plate. 
Experiments were conducted in water. It was found that the Nusselt 
number was independent of the lateral edge configuration. However, they 
expressed hesitation in extending their results to plates with large 
height-to-width ratios. 
b. Cavity flows Chan and Tien [20] conducted experiments on 
natural convection in an isolated two-dimensional cavity using water. 
The cavity had one heated wall with the other two insulated. Heat 
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transfer coefficients were found to approach those of a flat plate. The 
cavity flow was viewed as consisting of two parts the incoming flow 
influenced by outside conditions and the outgoing flow influenced by the 
cavity. The cavity height to length ratio tested was 0.143 with 
Rayleigh numbers (based on cavity height) between 10^ and 10^. They, 
however, did not study the overall flow of, which the cavity flow was a 
part. The Nusselt number was always found to be less than that of a 
plane flat plate. 
Meyer et al. [21] interferometrically studied the effect of several 
parameters on natural convection in an enclosure, such as shape of 
enclosure, angle of inclination, and aspect ratio. Local and average 
heat transfer coefficients were reported. The tests were conducted in 
air up to Rayleigh numbers of 7 x 10^. They concluded that in the 
Rayleigh number range tested, the angle of inclination had no 
significant effect on local and, therefore, average heat transfer. 
They, however, suggested that this would probably not hold true for 
large aspect ratios. Their plate spacing varied from 6.2 mm to 25.0 ram 
and the cell width varied from 6.2 mm to 50.0 mm, thereby yielding 
aspect ratios ranging between 0.5 and 4.0. 
Kim and Viskanta [22] carried out a study in a two-dimensional 
enclosure. Rectangular cavities formed by finite conductance walls of 
different wall thicknesses and aspect ratios were considered. The 
temperature distributions were determined using a Mach-Zehnder 
interferometer. They concluded that wall heat conduction reduces the 
average temperature difference across the cavity, partially stabilizes 
the flow, and decreases natural convection heat transfer. Their studies 
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were carried out in air using in a cavity whose dimensions are 36 mm by 
36 mm with an isothermal boundary condition. The experiments were 
conducted at Grashof numbers that were in the laminar range. 
3. Forced convection 
The nature of flow over rough surfaces in natural convection can be 
similar to that in forced convection. The primary difference is that in 
natural convection the density difference is the driving force whereas 
in forced convection the flow is driven by an external source. Many 
studies have been made of forced convective flow over rough surfaces. 
Schlichting [23] reports that a study made by Hopf [24] concluded 
that there are two distinct types of sand grain roughness elements. The 
first one corresponds to relatively coarse and tightly spaced roughness 
elements. These can be correlated by a single parameter, the relative 
roughness, k/R, where k is the height of a protrusion and R is the 
hydraulic radius of the cross section. The second type of roughness 
occurs when the protrusions are more gentle or when a small number of 
them are distributed over a relatively large area. In forced flow, the 
heat transfer coefficient depends on the relative roughness as well as 
the Reynolds number. He also reported that rib-like roughness elements 
led to much higher flow resistances than sand grain roughness of the 
same characteristic dimension. This was also documented more recently 
by Webb et al. [25] who found that the general behavior of ribbed 
surfaces is similar to sand grain roughness except that ribs of the same 
height produced greater friction factors. 
Forced convection duct flow with a roughened wall simulating a 
12 
circuit board has been studied by several investigators. Lehmann and 
Virtz [26] used an interferometer to determine local heat transfer 
coefficients around protuberances on one of the duct walls. This type 
of flow situation, although of interest, is different from the one 
presently studied because of the recirculatory nature of the flow as a 
consequence of higher Reynolds numbers. Such separation and 
reattachment are not expected in natural-convection driven flows; 
however, this point does not appear to have been confirmed. 
Wieghardt [27] reported that for rectangular cross-sectioned ribs 
in forced convection, the friction factor decreases with increasing 
rib-width-to-height ratios. 
Gomelauri [28] reported that in forced convection the increase in 
heat transfer coefficient was a maximum when the protuberance 
spacing-to-height ratio was 13. It was reported moreover, that this 
result was almost independent of the shape of the rib cross section. 
It would probably be justifiable to expect that geometric 
parameters would affect the flow in free convection in a manner 
analogous to that experienced in forced flow situations. The velocity 
profile in natural convection from a vertical flat plate increases from 
zero at the wall to a maximum and then decreases to zero again at the 
edge of the boundary layer. It would, therefore, seem that the ratio of 
the height of the protrusions to the boundary layer thickness is an 
important factor. 
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C. Objectives 
Based on the previous discussion of the literature, it appears 
likely that natural convective heat transfer coefficients on vertical 
surfaces can be enhanced using various types of surface roughness 
elements. The literature seems somewhat contradictory, however, with 
some researchers finding increases of 100% and others finding no 
increases or even decreases. If it is indeed possible to enhance heat 
transfer, then it is important to understand how a certain promoter 
works and the mechanism of this enhancement in its immediate vicinity. 
This would then help determine the best type of enhancement to use. It 
is of equal importance to understand the behavior of rough surfaces on 
which the roughness occurs naturally, such as electronic circuit boards 
and microelectronic chip modules. 
The present research was undertaken to provide several insights 
into the nature of heat transfer from rough surfaces. The first 
objective was to resolve experimentally the conflicting results alluded 
to above. Another objective was to suggest types of surfaces that 
enhance the heat transfer coefficient. 
Several different types of surfaces were studied namely, 
repeated ribbed, stepped, and sinusoidal surfaces. These particular 
shapes were selected, based on a study of the literature, as being the 
ones most likely to help achieve the dual objectives mentioned above. 
The effects of parameters such as protuberance-height-to-spacing ratios, 
amplitude of spacing, conductivity of ribs, leading edge geometry, and 
angle of inclination were also studied. 
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The study vas experimental in nature. An optical technique was 
used to facilitate a non-intrusive analysis of local characteristics. 
Chapter II describes the apparatus used in the study. The details 
of the experimental procedure are described in Chapter III. Chapter IV 
includes results of studies made on ribbed surfaces, both conducting and 
non-conducting, stepped surfaces, and surfaces in the form of a sine 
wave. Finally, the entire study is summarized in Chapter V. 
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II. EXPERIMENTAL APPARATUS 
A. Introduction 
Many optical techniques have been used in the measurement of 
temperature. One class of techniques is the index-of-refraction type in 
which the index of refraction or its spatial derivatives are measured in 
the medium of interest and from this information the temperature field 
is calculated. These methods include shadowgraph, schlieren, and 
interferometric techniques. Shadowgraph systems indicate the variation 
of the second derivative of the index of refraction, schlieren systems 
indicate the first derivative of the index of refraction, and 
interferometric systems indicate the index of refraction field directly. 
Comprehensive reviews of optical techniques used in heat transfer 
measurement are contained in Eckert and Goldstein [29] and Hauf and 
Grigull [30]. 
Optical measurement of a temperature field has many advantages over 
conventional caloriraetric techniques. The major one is the absence of 
an instrument probe that could influence the temperature and flow 
fields. The light beam can also be considered as essentially 
inertialess thereby permitting the study of rapid transients. 
Interferometers are most suited for the study of free convective 
boundary layers where temperature gradients are very small while 
shadowgraph and schlieren systems are often employed in studying shock 
and flame phenomena where large temperature and density gradients are 
encountered. 
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Since the method to be studied actually measures the index of 
refraction, the relationship between this property and the temperature 
must be understood. The index of refraction of a homogeneous medium is 
a function of the thermodynamic state and not the temperature alone. 
According to the Lorenz-Lorentz relation, the index of refraction of a 
homogeneous medium is primarily a function of density: 
1 nZ _ 1 
- . —s = a constant (1) 
p n^ + 2 
When n ~ 1, this reduces to the Gladstone-Dale equation; 
2-^ = C (2) 
P 
or p = (2a) 
which holds quite well for gases. The constant C, called the 
Gladstone-Dale constant, is a function of the particular gas and varies 
slightly with wavelength. Usually, instead of using C directly, the 
index of refraction at standard temperature and pressure, n^, is given 
by 
n — 1 = -^ (n^ — 1) (3) 
The optical path length along a light beam is defined by 
PL = Jn dz (4) 
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and therefore the difference in path lengths between tvo paths, 1 and 2, 
is 
ÛPL = J" n dz - J n dz 
1 2 
e, the fringe shift, i.e., the path difference in terms of vacuum 
wavelengths, is given by 
= = ^ 5^ = % - ^ refidz (6) 
o o 
where n^^g is the reference value of the index of refraction at an 
appropriate reference temperature, usually the room temperature. Using 
the Gladstone-Dale equation and integrating over a length L, the fringe 
shift can be expressed as 
s = P - Prgg)L (7) 
o 
Using the ideal gas law, assuming pressure is constant and 
rearranging gives 
" ^ref " [(PCL/X^RTj.gj) + s]'^ref 
r 
Fringe temperatures can be calculated from this expression. 
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Observation and measurement of interference fringes is facilitated 
by the use of a monochromatic light source that is split into two beams 
of equal intensity by a beam splitter. These two beams recombine at 
another beam splitter after one of them has passed through a disturbed 
medium. This results in interference fringes which can then be 
photographed to yield an interferogram. 
B. Experimental Apparatus 
1. Interferometer 
A Mach-Zehnder interferometer (MZI) with 100 mm optics was used in 
the experimental study. A basic MZI consists of a light source, two 
mirrors, two beam splitters and is configured as shown in Figure 2. The 
MZI used in this study is considerably more elaborate and will be 
described in detail. 
A schematic view is shown in Figure 3. The light source used was a 
2 mW Helium-Neon laser, X = 6328 A. A laser is a desirable light source 
for several reasons. Besides producing monochromatic light, its chief 
advantage is its long coherence length that eliminates the need for a 
compensating chamber in the reference beam. The paths of the light beam 
from the laser to the camera are indicated in Figure 3. Beam splitters 
SP2 and SP3, along with plane mirrors Ml and M2, constituted the basic 
MZI. The mirrors were supported on gimbaled mounts with micrometer 
controls. The light beam leaving the laser in the form of a narrow beam 
was reflected by the plane mirrors PI and P2 and then expanded and 
filtered by the spatial filter SF which uses a 0.025 mm pin hole. This 
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MONOCHROMATIC 
LIGHT SOURCE 
LENS 
PARALLEL LIGHT BEAM 
MIRROR 
SPLITTER PLATE 
SPLITTER 
PLATE MIRROR 
TEST SECTION 
SCREEN 
Fig. 2. Schematic of a basic Mach Zehnder Interferometer 
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OPTICAL TABLE 
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SPl, SP2, SP3 - SPLITTER PLATES 
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Ml - 0.102 m MIRROR 
M2 - 0.152 m MIRROR 
CRl, CR2, CR4 - CLOSE-UP RINGS 
#1, 2, AND 4 
Fig. 3. Plan view of the ISU Mach-Zehnder Interferometer 
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removed most of the background noise. The filter was located at the 
focal point of the paraboloidal mirror PMl. After reflection from the 
beam splitter SPl, the expanded beam from SF was reflected back from PMl 
to form a wide parallel beam. This was the main beam that entered the 
four main components of the MZI. The beam from SP2 to Ml and SP3 was 
the reference beam while the beam from SP2. to M2 past the test section 
to SP3 was the measuring beam. The recombined beam from SP3 was focused 
into the camera by the paraboloidal mirror PM2 and the plane mirror P3. 
The configuration was the same as that developed and used for a previous 
study of natural convection heat transfer [31]. 
A 135-mm telephoto lens along with a pair of close-up rings was 
mounted on the camera to focus near the center of the test section and 
to enlarge the image to fill the film frame. Interferograms were 
recorded by a Canon TX camera on 35-mm fine grain Kodak Panatomic-X film 
having a speed of ASA 32. 
All the components of the MZI were so positioned that the light 
beam was incident on each of them at an angle of 30 degrees. This is 
different from the conventional MZI setting of 45 degrees. The reason 
for using 30 degrees is that a wider beam Ccin be obtained with this 
angle, thereby increasing the field of view. 
All the optical components except paraboloidal mirror PMl and the 
camera were placed on an optical table with air bag vibration isolators. 
The paraboloidal mirror PMl was placed off the optical table, and a 
small D.C. motor was clamped to its base. This motor, when switched on, 
caused the mirror to vibrate slightly and eliminated background noise 
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fringes caused by imperfections in the optical equipment. This gave a 
clean image of the "true" fringes along the test section. 
The sides of the interferometer were shrouded with a sheet of clear 
polyethylene sheet to eliminate the effects of external disturbances 
caused by the movement of the operator. This also helped keep the 
optical components free from dust. Windows were cut in appropriate 
locations to facilitate entry of the beam from the laser and the exit of 
the beam to the camera. A photograph of the interferometer is given in 
Figure 4. 
The interferometer was housed in a windowless room located in an 
internal part of the building so as to maintain a controlled atmosphere, 
an essential requirement for free convection studies in air. The supply 
from the building air handling units to the room was shut off a few 
hours before experiments were conducted. The walls of the room were 
well insulated. A few of the earlier experiments were conducted in an 
older building. There the interferometer was housed in a room that was 
equipped with its own air-conditioning system to ensure a controlled 
atmosphere for the equipment. The air-conditioner was switched off a 
few hours before experiments were conducted. The walls were wood framed 
with fiberglass batt insulation on Gypsum board on both sides. Both 
rooms contained a chemical laboratory bench and a sink that was used for 
film processing. 
2. Test section details 
Test sections were fabricated from 6.35 mm. thick aluminum plate. 
Care was taken during the machining of the baseplate to ensure a very 
Fig. 4. The ISU Mach-Zehnder Interferometer 
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high degree of flatness and a mirror finish with sharp and burr-free 
edges. This helped improve the quality of the results and served as a 
very useful alignment tool, as will be explained in the next chapter. 
Several different types of macroscopic surface contours were 
analyzed. The profiles selected evolved during the course of the study. 
Since the purpose of the study was to study the effect of roughness on 
natural convection heat transfer, ribbed surfaces were a natural first 
choice. The nature of data obtained with ribbed surfaces led to 
experimenting with stepped surfaces. In order to add to the information 
obtained from ribbed and stepped surfaces, it was decided to study 
sinusoidal profiles. 
The plane, ribbed, and stepped test sections had a width of 127 mm 
parallel to the direction of the light beam and a length of 178 mm. The 
length of the sinusoidal test sections was kept to 152.4 mm to 
facilitate machining of an integral number of cycles with an amplitude 
of 50.8 ram. 
The metal ribs were press-fit into the baseplate ensuring adequate 
thermal contact and thereby minimizing contact resistance. These were 
also made of aluminum. The choice of aluminum was made because of its 
high conductivity and easy machinability. The plastic ribs used in the 
study were made from extruded acrylic (Plexiglas) rods. These were 
attached to the baseplate using an epoxy-based adhesive. 
The ribbed surfaces tested had square cross-sectioned ribs of 
height (and width) equal to 6.35 mm and 3.18 mm spaced at intervals of 
25.4 mm resulting in spacing-to-height ratios of 4:1 and 8:1, 
respectively. The stepped test sections had steps with a constant 
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height of 1.59 mm at spacings of 12.7 mm, 25.4 ram, and 50.8 mm yielding 
step spacing-to-height ratios of 8:1, 16:1, and 32:1. Schematics of the 
ribbed and stepped test sections are shown in Figure 5. 
The sinusoidal test sections had amplitudes of 2.54 mm, 5.08 mm, 
and 15.24 mm, with a wavelength of 50.8 ram resulting in 
amplitude-to-wavelength ratios of 0.05, 0.1, and 0.3. respectively. A 
schematic of the sinusoidal test section is shown in Figure 6. 
The sinusoidal test section with an araplitude-to-wavelength ratio 
of 0.3 was machined from 38.1 mm thick aluminum plate to accomraodate the 
higher amplitude. It was actually machined in three sections 152.4 mm 
long and 44.5 mm in width, which were then bolted together to result in 
a width of 133.4 mm. This was necessary due to restrictions imposed on 
the length of the milling cutter by the low radius of curvature at the 
trough of the sinusoidal profile. A photograph of this test section is 
shown in Figure 7. 
Twelve 1.58 ram diameter holes (ten for the sinusoidal test 
sections) were drilled into the rear surface of the plates. These holes 
were in two rows 31.75 mm from the lateral edges at a spacing of 25.4 mm 
in the x-direction. Care was taken to drill the holes as close to the 
front surface as possible. Thirty gauge copper-constantan (T-type) 
thermocouples were placed in these holes and fixed in place using an 
epoxy adhesive. To minimize lead wire conduction error, the leads were 
run about 40 mm along the plate before they emerged into the ambient 
air. 
The rear surface of the plate was then coated with a layer of 
Glyptal Red Enamel electrical insulating paint. Four 26 gauge Nichrome 
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( a )  ( b )  
Fig. 5. Schematic of test geometry; (a) ribbed, and 
(b) stepped 
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Fig. 6. Schematic of a sinusoidal test section 
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Fig. 7. Photograph of the sinusoidal test section with 
amplitude-to-wavelength ratio = 0.3 
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electrical resistance heater assemblies were custom fabricated and 
secured to the surface using another layer of Glyptal Red Enamel. A 
cross-sectional view of a typical ribbed test section is shown in Figure 
8 as an example. The rear of the test section was insulated using 38 mm 
thick glass-wool to minimize heat loss. It is worth noting here that 
the actual magnitude of heat loss from the rear of the assembly is of no 
consequence since local measurements of heat flux are made entirely from 
the interferograms. For the same reason, measurements of radiation heat 
loss are not required. 
An isothermal boundary condition was established with the four 
individually controlled heater assemblies and monitored by the 
thermocouples. The typical variation in temperature over the plate was 
+ 0.3°C for a plate-to-ambient temperature difference of 30°C with plate 
wall temperatures of about 55°C giving a percentage variation of + 1.0% 
based on plate-to-ambient temperature difference and + 0.55% based on 
plate wall temperature. 
The test-section assembly was suspended in the measuring path of 
the interferometer. Suspension from above was chosen in preference to 
support from below since bottom support would affect the natural 
convection boundary layer at the leading edge. Vertical movement was 
facilitated by the use of a laboratory jack. Indicator pins located at 
intervals of 25.4 mm (nominal) served a dual purpose providing a 
convenient length scale for the interferograms and as position 
indicators. These were placed outside the region of interest and did 
not interfere with the boundary layer being studied. 
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Fig. 8. Cross sectional view of a ribbed test section 
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3. Associated instrumentation 
Thermocouple outputs were measured using an Omega 2176A digital 
thermometer calibrated for use with copper-constantan thermocouples. 
Both plate and ambient temperatures were measured using this meter. The 
measuring accuracy was 0.1°C. A.C. voltage was supplied to the heaters 
using four Ohmite variable transformers. The voltage and current 
supplied to the heaters were measured using a Hewlett-Packard 3435A 
digital multimeter with a measuring accuracy of 0.01 V in the voltage 
mode for a range of 0-20 volts and 1 mA in the current measuring mode 
for a range of 0-2000 mA. An Electro filtered D.C. power supply was 
used to power the D.C. motor attached to the base of paraboloidal mirror 
PMl. 
32 
III. EXPERIMENTAL PROCEDURE 
The actual data collection procedure was preceded by a careful 
alignment of the interferometer to obtain a good infinite fringe 
pattern. The alignment procedure followed the suggestions given by 
Eckert and Goldstein [29] and Hauf and Grigull [30]. Once the 
interferometer was aligned, major readjustment of the components was 
never required. The minor adjustments occasionally required were 
accomplished by rotating beam splitter SP3 and mirror Ml. 
A. Test Section Alignment 
Proper alignment of the test section with the measuring beam was 
critical in order to obtain quality interferograms. The different steps 
involved are listed below; 
1. The optical table had to be perfectly levelled. This was 
accomplished by adjusting the pressure in the four air bags 
under the table and observing a spirit level. 
2. The verticality of suspension was checked by a square 
referenced off the optical table. 
3. The alignment of the test section front surface with the beam 
was performed by blocking off the reference beam and observing 
the image of the interference patterns formed by interference 
between rays reflected by the plate. The position was found 
where the illuminated border merges with the contour of the 
wall. When carefully applied this method yields an angular 
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adjustment precision of 0.5 * 10" degrees [29]. 
4. Observation of the contours of the wall and the corresponding 
reflected contours also facilitated alignment about the third 
axis (perpendicular to the beam axis). 
5. Care was also taken to ensure that the region of interest (the 
region close to the plate surface) was centered in the beam. 
B. Data Collection Procedure 
After initial alignment was completed, power to the heater 
assemblies was switched on. Steady state was achieved in about 3-4 
hours. The power to the motor used to vibrate PMl was then switched on. 
The experiments were conducted at a temperature difference that was 
selected to result in a light fringe being the one closest to the wall. 
This greatly increased the accuracy with which the wall profile could be 
identified on the interferogram. 
The heat flow was essentially one-dimensional in nature. Care was 
taken to focus the camera-lens combination on an object at the center of 
the test section. Several interferograms had to be made to cover the 
entire length of the plate. The plate was traversed vertically about 25 
mm using the jack and the camera was kept stationary. After each 
traverse, the alignment was checked and slight corrections were made if 
required. Several interferograms were made at each location. After 
experimenting with many different combinations, it was found that a 
shutter speed of 1/4 second and an f-stop of 3.5 gave the best results. 
Composite interferograms of typical ribbed (high conductivity 
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ribs), stepped, and sinusoidal test sections are shown in Figures 9 -
11. 
The plates were tested at temperatures that varied from plate to 
plate between 48°C and 75°C. Note that the temperature was not used as 
a variable, the variation coming about merely to obtain a conveniently 
readable interferogram. Grashof numbers up to 8 x 10^ were tested. The 
underlying assumption made here is that the effect of variation of 
properties is accounted for in the variation of Grashof number. 
C. Data Reduction Procedure 
The data reduction procedure involved analyzing the interferogram 
at several different x locations. This was accomplished using a tool 
maker's microscope. An attempt was also made to use a digital image 
analysis system. However, the quality of the fringes was not good 
enough to permit this. The fringe shift information obtained was then 
used in conjunction with equations for the variation of index of 
refraction of air to evaluate both a predicted wall temperature, T^, 
using the ambient temperature as a reference, and the slope at the wall, 
dT/dy, using a curve fitting program. (See Appendix C.) 
Note that for the ribbed surfaces with 3.2 mm square ribs, one 
measurement was made at the middle of the lower surface (upstream side), 
the top surface, and the upper surface (downstream) side of the rib. 
Each of these measurements was considered to be a representative average 
for that surface. For the larger ribs (7.9 mm x 6.4 mm), four 
measurements were made on the top surface of the rib since the heat 
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Fig. 9. Composite interferogram of a typical ribbed 
test section 
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Composite interferogram 
test section 
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Fig. 11. Composite interferogram of a typical sinusoidal 
test section 
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transfer coefficient varied considerably over that surface. However, 
just one measurement was made on the lower and upper surfaces since the 
variation on these surfaces was small. Several measurements were made 
on the base surface. All fringe shift measurements were made 
perpendicularly outward from the respective surfaces. The distance 
along the profile was considered as the x-coordinate distance for all 
test sections. 
For the ribbed and stepped surfaces the heat flow is clearly two 
dimensional near the protuberances. However, it is still legitimate to 
carry out the measurements indicated even though only components of that 
heat flux are being measured. This is because the dominant component of 
the flux direction can be quite readily identified by looking at the 
isotherms on the interferogram. 
The local heat transfer coefficients and Nusselt numbers were then 
calculated as follows: 
•"x - - • (T„ - T^) 
and 
- - a; ' (I„ - T^) • (10) 
The local Grashof number was evaluated at the film temperature, 
Tf ^ "^w '^a (11) 
Sample calculations are presented in Appendix C. A propagation of 
error analysis has been carried out and is presented in Appendix D. 
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IV. RESULTS AND DISCUSSION 
All the experimental results were obtained from the interferograms. 
The interferograms gave the complete fluid (air) temperature 
distribution and local heat transfer in the vicinity of the heated 
surface. The resulting temperature profile was then extrapolated to the 
vail to compute wall temperature and heat flux which were required for 
calculation of the heat transfer coefficient. The overall surface to 
ambient temperature difference calculated from the interferograms 
generally differed from the thermocouple measurements by only 3 to 4%. 
The entire experimental study was broadly divided into four parts: 
1) plane plate study, 2) study of ribbed surfaces using both high 
thermal conductivity ribs and low thermal conductivity ribs with 
different rib-pitch-to-height ratios, 3) study of stepped surfaces with 
different step-pitch-to-height ratios and varying angles of inclination, 
and 4) the study of sinusoidal profiled surfaces with varying 
amplitude-to-wavelength ratios and different leading edge geometries. 
The reasons for the selection of these particular geometries have been 
outlined in the previous chapter. 
A. Plane Plate 
A check was performed on the experimental method by obtaining 
interferograms and overall data for a vertical flat plate. Figures 12 
and 13 show the local heat transfer coefficient plotted against distance 
from the leading edge and local Nusselt number plotted against local 
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Grashof number, respectively. The agreement with the Ostrach [32] 
boundary layer analytical equation, 
Nu = C GrO'25 
is good, indicating that the experimental method is adequate. The 
constant, C in the above equation is a function of the Prandtl number 
which, in turn, is a function of temperature. 
There is a difference of 3.4% in meein integrated heat transfer 
coefficient between the data obtained from interferograms for a plane 
flat plate and that obtained using the Ostrach solution. However it 
should be noted that the constant, C in the Ostrach solution was 
obtained using a value of the kinematic viscosity, v, evaluated at the 
ambient temperature. The difference between the Ostrach solution and 
the plane plate data obtained would decrease if the film temperature 
were used instead. Also note that the temperature profiles obtained by 
Ostrach are close to, but do not quite match the data obtained by 
Schmidt and Beckmann [33] for a constant wall temperature vertical 
plate. 
It should be noted that points very near the leading edge do not 
agree too well with the theory since the boundary layer assumptions made 
in the theoretical development imply that the distance along the plate 
is large as compared with the boundary layer thickness. This assumption 
is obviously invalid near the leading edge. Axial conduction, in both 
the fluid and the plate, is responsible for the lower experimental 
coefficients. 
A certain degree of waviness is apparent in the data. This may be 
attributable to leading edge effects that have been known to cause 
43 
waviness in laminar forced convection flow (Re ~ 500). 
Experimental uncertainty and external disturbances are other 
possible causes for the difference between the Ostrach results and the 
experimental results obtained in the present study. 
B. Ribbed Surfaces 
1. High thermal conductivity ribs 
Figure 14 shows the variation of local coefficients for the ribbed 
test sections (high thermal conductivity ribs) with rib-pitch-to-height 
ratio p/s = 8:1 and rib-pitch-to-width ratio p/q = 8:1. It can be seen 
that most of the coefficients are rather low with the exception of 
points located on the top of the rib. The coefficients are especially 
low just downstream and upstream of the rib. This is attributed to 
reduction in flow velocity due to the obstruction and the resulting 
thickening of the boundary layer at these locations. 
A second set of clearly defined peaks in the heat transfer 
coefficient, of lesser magnitude, occurs between ribs. This is where 
the velocity of flow in the vertical direction in the boundary layer 
increases in magnitude, before once again encountering the retarding 
effect of the next rib downstream. This is clearly brought out in the 
composite interferograra (see Figure 9). The heat transfer from this 
ribbed surface was 10.1% lower than that for a plane flat plate of equal 
projected area in spite of an increase in surface area of 25%. If the 
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comparison is made with a plane flat plate of equivalent surface area, 
the performance is 23.1% lower for the ribbed surface. 
The stagnation zone effect was even more pronounced in the test 
section with larger high-conductivity ribs with p/s = 16:5 and p/q = 4:1 
than it was in the smaller ribbed test section with p/s =8:1 and p/q = 
8:1. For this geometry, the reduction in heat transferred was 26.3% 
below that for a plane flat plate of equal projected area. The 
reduction in heat transfer is 44.3% if an equivalent surface area flat 
plate is used as the reference. The area increase in this case was 50%. 
The data are plotted in Figure 15. It is interesting to note the 
variation of the heat transfer coefficient on the top surface of the 
ribs. It is highest at the edge which is closer to the leading edge, 
then drops off towards the middle of the top of the rib and increases 
slightly as it approaches the downstream edge. 
An analysis made in Yao [12] seems to agree well in principle with 
the above thoughts on thickening of boundary layers. Yao, in his 
numerical study on sinusoidal surfaces, found that the boundary layer 
thickness in his numerical results was thicker at the nodes 
(corresponding to the regions just downstream and upstream of the ribs 
in the present study) than near the crest (top of the rib) and the 
trough (location between ribs where the velocity reaches a maximum). 
For the portion of the surface parallel to the buoyant driving force, 
the flow velocity is larger and so is the heat transfer rate. 
2. Low thermal conductivity ribs 
Experiments were also conducted on ribbed plates to study the 
effect of low thermal conductivity ribs on the heat transfer 
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and p/q = 4:1 (high conductivity ribs) 
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characteristics. Plexiglas with a thermal conductivity of - 0.134 W/m-K 
was used. This is approximately three orders of magnitude lower than 
aluminum which has a thermal conductivity of ~ 119 W/m-K. Note, in this 
regard, that the thermal conductivity for air is . 0.027 W/m-K. This 
configuration is actually the reverse of the situation encountered in 
electronics applications, where heat generating components are mounted 
on a low-conductivity base. 
Data for the test section with p/s =8:1 and p/q = 8:1 are plotted 
in Figure 16. The composite interferograra is shown in Figure 17. As in 
the case of the high thermal conductivity ribs, an overall decrease of 
mean integrated heat transfer coefficient is observed. This is again 
due to the local thickening of the boundary layer just upstream and 
downstream of the rib. However, from the interferogram it can be seen 
that this thickening is not as pronounced as in the case of high thermal 
conductivity ribs and local coefficients just upstream and downstream of 
the rib are not as low as as the ones measured for the metallic ribs. 
However, the coefficients on the upper and lower surfaces of the rib are 
almost zero in magnitude. This leads to the conclusion that these 
surfaces are essentially adiabatic in nature. Wall heat conduction in 
the rib tends to reduce the average temperature difference between the 
rib and the adjacent fluid. This, combined with the decrease in flow 
velocity, decreases natural convection heat transfer. The vertical 
walls just upstream of the rib convect heat to the fluid that is 
approaching the rib, raising the fluid temperature, such that it is at 
more or less the same temperature as the horizontal walls of the rib. 
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Fig. 17. Composite interferogram of a ribbed plate with p/s =8:1 
and p/q - 8:1 (Low conductivity ribs) 
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This causes the horizontal wall to act as an adiabatic wall, leading to 
almost no heat transfer. 
This conclusion is further reinforced by the shape of the isotherms 
seen on the composite interferogram shown in Fig. 17. The dark isotherm 
closest to the plate surface, is almost perpendicular to the upper and 
lower surfaces of the ribs. This was not so in the case of the metallic 
ribbed surfaces. When metallic ribs were used the dark isotherm closest 
to the plate surface, curved around the rib. For the low-conducting 
ribs there is a pronounced temperature gradient in the y-direction 
within the rib material along the upper and lower surfaces. 
Note also that the heat transfer coefficient at the top of the rib 
is not as high as with the metallic ribs. This is only to be expected 
since the temperature difference between the top of the rib and the 
fluid is lower than that at the baseplate. The secondary peak between 
ribs, where the boundary layer thickness is reduced, is much more 
pronounced and the heat transfer coefficients are much higher at these 
locations. This is because the thermal boundary layer is not thickened 
at the ribs as much as it was in the case of metallic ribs, because of 
the low thermal conductivity of the non-metallic ribs. 
The heat transfer is not as low in the case of conducting ribs. 
The reduction in heat transfer in this case is 4.5% as compared to 10.1% 
for metallic ribs with the same geometry, with the surface area being 
increased by 25% in both cases. 
The results for the surface with low-conducting ribs with p/s = 
16:1 and p/q = 16:1 are presented in Figure 18. The results are 
somewhat better than those for the case of the surface with rib 
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ire 18. Local heat transfer coefficient for ribbed plate with p/s =16:1 
and p/q = 16:1 (low conductivity ribs) 
pitch-to-height and pitch-to-width ratios of 8:1. The heat transfer 
performance is actually 2.8% higher than that for a plane flat plate of 
equal projected area. However, note that the increase in area is 12.5% 
with this geometry. In this case, the peaks in the value of local heat 
transfer coefficient occur a little downstream of the rib after which 
there is a steady decrease in magnitude approaching zero just before the 
next rib. Again the value of the heat transfer coefficient on the top 
surface of the rib is not as dramatically increased as in the metallic 
ribbed surfaces. The adiabatic nature of the upper and lower surfaces 
of the rib was observed in this case too. 
C. Stepped Surfaces 
The effects of step-pitch-to-height ratio and plate orientation 
were studied. 
1. Vertical orientation 
Figures 19 through 21 illustrate the variation of local 
coefficients and Nusselt numbers for the stepped test sections with step 
pitch-to-height ratios, p/q = 8:1, 16:1, 32:1, respectively. These 
surfaces have been oriented such that the plate, in effect, consists of 
a series of vertical segments where each segment is offset from the 
preceding segment by a short horizontal step. 
It is readily apparent that the heat transfer performance of this 
type of surface is far superior to that of the ribbed plates studied. 
One obvious reason is the complete elimination of the downstream dead 
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zone caused by this configuration. For the test sections with 
pitch-to-height ratios 16:1 and 32:1, almost all the data points lie 
above the exact solution for a plane flat plate. This results in a 
23.2% increase in heat transfer for the test section with p/q = 16:1 and 
10.3% for the test section with p/q = 32:1 when compared with a plane 
flat plate of an equal projected area. As before, the peaks occur just 
after the the steps as was the case with the ribs. Also, there is no 
readily observable second set of peaks, as is to be expected. 
The surface of the step perpendicular to the x-direction is 
essentially adiabatic, as is obvious from the shape of the isotherms in 
Figure 10. Therefore, the heat transfer from this surface is 
negligible. 
The data for the test section with p/q =8:1 exhibit wide 
fluctuations similar to the variations for the ribbed test sections, 
with many data points falling well below the exact solution for a plane 
flat plate. This suggests that the steps may be too frequent, causing a 
reduction of flow velocity, and therefore heat transfer coefficient, 
upstream of the rib, to such an extent that it completely offsets the 
local increase in heat transfer coefficient obtained downstream of the 
step location. The percentage increase in integrated mean heat transfer 
coefficient for this case was 6.1%. 
The increase in heat transfer coefficient is more pronounced as the 
upper edge of the plate is approached. This is reasonable as the ribs 
or steps should have a greater influence as the transition Grashof 
Q 
number (Ra^ - 10 ) is approached. This suggests that both ribbed and 
stepped surfaces may be useful in improving heat transfer performance in 
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the transition regime, in accordance with the results presented in Bohn 
and Anderson [14]. Note that the same behavior was also exhibited by 
all the ribbed surfaces. Further comments on this behavior will be made 
during the discussion on sinusoidal surfaces, presented in the next 
section. 
2. Inclined surfaces 
The effect of small angles of inclination was studied on the 
stepped surfaces. In these tests the plates were oriented such that 
instead of short vertical segments as before, the tips of each segment 
were in a vertical line. This yielded angles of inclination of 1.9°, 
3.7°, and 7.2° for the plates with p/q = 32:1, 16:1, and 8:1, 
respectively. These results are shown in Figures 22 through 24. 
The overall performance for the plates decreased compared to that 
for the plates with vertical segments (zero angle of inclination). The 
plate with p/q = 32:1 did not exhibit much difference in performance and 
this result is to be expected since the angle of inclination in this 
case was very low (1.9°). The increase in heat transfer reduced 
slightly to 10.0%. There was a much greater decrease in the 
performance of the plates with p/q = 16:1 and 32:1. The values dropped 
to almost equal the heat transfer for a plane flat plate of equal 
projected area. 
In general, the thickening of the boundary layer just upstream of a 
step was more pronounced for the inclined orientation for all cases. It 
was also noted that the expression suggested by Fujii and Imura [14] for 
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laminar free convection flow along an vertical plate at small angles of 
inclination, 
Nu = K(Gr.Pr.cos0)O'25 
did not hold true for the stepped surface. 
In these experiments again, almost all the data points for p/q = 
32:1 fell above the correlation for the plane flat plate. However, for 
p/q = 16:1 and 32:1, almost half the data points fall below the 
correlation. This serves to show that the local increases in heat 
transfer coefficient just downstream of the steps are completely offset 
by the decrease upstream of the steps. 
D. Sinusoidal Surfaces 
The effects of two parameters on a sinusoidal profile were studied, 
namely, the amplitude-to-wavelength ratio and the orientation of the 
plate at the leading edge. Two leading edge orientations were studied. 
An orientation such that the surface at the leading edge faced upwards, 
was studied first. The second orientation was the reverse of the first, 
i.e., the surface at the leading edge faced downwards. 
1. Surface at leading edge facing upwards 
Three amplitude-to-wavelength ratios were studied. Figures 25 to 
27 show data obtained with sinusoidal surfaces with a/w ratios of 0.05, 
0.1 and 0.3, respectively. The figures for a/w ratios of 0.1 and 0.3 
also contain the data of Yao [12], converted to a Prandtl number of 
0.710. The conversion was made assuming that the Nusselt number was 
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0 25 proportional to Pr . A comparison between the two sets of data will 
be made at the end of this section. 
The data exhibit several common trends. The variation in local 
heat transfer coefficient is periodic in nature and the periodicity is 
equal to the wavelength of the sinusoidal surface. In all the cases 
studied, the local heat transfer coefficients decrease starting from a 
peak in the sinusoidal plate profile until the trough is reached. From 
the trough onwards until the subsequent peak is reached, the local heat 
transfer coefficients increase monotonically. During this monotonie 
increase, the values actually become greater than that for a plane flat 
plate. This occurs at the nodes that occur halfway between adjacent 
peaks and troughs. This increasing trend continues and reaches a 
maximum at the peak, after which the heat transfer coefficient starts to 
decrease and the whole cycle repeats over the next wavelength. The 
amplitude of the variation is more or less constant. This shows that an 
induced fluid motion normal to the surface can contribute to heat 
transfer enhancement even for the condition of laminar natural 
convection. 
The heat transfer performance of the sinusoidal plates was 
evaluated by comparing it with a plane vertical plate of equal projected 
area. The heat transferred by the surface with an a/w ratio of 0.05 was 
1.6% greater than that for a plane plate. The increase in heat 
transferred, improved to 5.0% for the surface with a/w = 0.1, and to 
14.1% for the surface with a/w = 0.3. However, there is a substantial 
increase in surface area for each of these surfaces. The increase in 
surface area was 2%, 9%, and 62% for the surfaces with a/w = 0.05, 0.1, 
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and 0.3, respectively. It can be seen, therefore, that the average 
local coefficient is lower than the plane plate value. The enhancement 
in heat transfer relative to the plane plate is brought about at the 
expense of additional material cost. 
A comparison of the enhancement percentages with the area increase 
percentages reveals that the average local heat transfer coefficient 
decreases as the amplitude-to-wavelength ratio increases. This decrease 
is quite severe in the case of the surface with a/w = 0.3. These trends 
were observed with both leading edge orientations. This is in agreement 
with numerical results reported by Yao [12], who studied a/w ratios of 
0.1 and 0.3 and concluded that there was an reduction in overall 
performance for a wavy surface when compared to a plane flat plate, and 
that the performance was worse for the higher a/w ratio. 
For the surface with an a/w ratio of 0.3, it was observed that the 
thermal boundary layer became unstable and started undergoing 
transition. This occured at a location corresponding to a Grashof 
number (based on profile length) of about 2 x lo/, a value that is about 
one to two orders of magnitude lower than the transition Grashof number 
for a plane vertical flat plate. This observation was made when the 
interference fringes were being photographed. The instability seemed to 
increase at upward facing surfaces and then partially stabilize on the 
subsequent downward facing surface. During the next cycle, the pattern 
repeated and the instability grew in magnitude. 
These effects are due to the destabilizing effect of the transverse 
component of the velocity and might serve to explain the increases 
mentioned earlier in the discussion of ribbed and stepped surfaces. The 
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increase in local heat transfer coefficient over the flat plate value at 
an equivalent distance from the leading edge becomes more pronounced as 
the Grashof number increases. This could be due to the presence of an 
increased number of "flow disturbers" encountered. 
The comparison was restricted to one wavelength due to the 
instability. This was done because the instability manifests itself 
during the second cycle of the sinusoidal profile, and a meaningful 
comparison necessitated choosing an integral number of wavelengths. For 
this case, since the test section was very thick, a significant 
variation of surface temperature was observed from the interferometric 
results. This departure from a true isothermal condition was accounted 
for in the heat transfer calculation using the method adopted for the 
ribbed plate with low-conductivity ribs. 
2. Surface at leading edge facing downwards (reversed orientation) 
The data obtained with this orientation (the reverse of the one 
studied earlier) are shown in Figures 28 to 30 for a/w ratios of 0.05, 
0.1 and 0.3, respectively. 
Note that when the orientation is such that the surface at the 
leading edge faces downwards, the performance is slightly improved. 
This is because near the leading edge, the magnitude of the local heat 
flux depends on the slope of the surface so it is not controlled by the 
stream motion induced by the buoyancy force parallel to the surface. 
Since coefficients near the leading edge in external flow are very high 
the result is a slightly improved performance over profiles with upward 
facing surfaces at the leading edge. The heat transferred by the 
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sinusoidal surfaces was higher than that for a plane flat plate by 6.9%, 
8.3%, and 15.7%, for a/w ratios of 0.05, 0.1, and 0.3, respectively. 
The magnitude of this improvement is small (2 to 4 percentage points). 
This effect is noticeable since the plate is only three wavelengths in 
the x-direction; the improvement in heat transfer would probably be less 
significant for longer plates. 
The effect of orientation on the test section with a/w = 0.3 was 
studied over only one wavelength for the reasons mentioned in the 
previous section. 
The onset of instability for the reversed orientation occurred a 
little further downstream. This is to be expected since the nature of 
the instability was such that it was initiated in the trough that was 
the second one downstream from the leading edge, and for the reversed 
orientation this trough was located further downstream. 
For the sinusoidal surfaces studied, the stagnation zone is much 
less pronounced than that observed with ribbed surfaces. 
It can be seen that the fluctuations in local heat transfer 
coefficient increase as the amplitude-to-wavelength ratio increases. 
This result is in accordance with results reported by Yao [12]. The 
average values are also in agreement with his results. The 
fluctuations, however, do not agree in terms of both magnitude and 
frequency. No explanation for this is immediately apparent. 
Additionally, Yao's results did not predict the early transition for the 
surface with a/w = 0.3. 
A summary of all experimental results is presented in Table 1. 
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Table 1. Summary of experimental results 
Description of Experimental Reference % Reference % 
surface q q change q change 
geometry Watts Watts Watts 
(based on (based on 
profile projected 
length) length) 
Ribs, p/q = 8:1, 
p/s = 8:1, high k 0.826(L)6T 1.072(L)AT -23.06 0.926(L)AT -10.15 
Ribs, p/q = 16:5, 
p/s = 4:1, high k 0.568(L)AT 1.020(L)6T -44.30 0.771(L)AT -26.31 
Ribs, p/q = 8:1, 
p/s = 8:1, low k 2.816 3.490 -19.31 2.746 -4.54 
Ribs, p/q = 16:1, 
p/s = 16:1, low k 2.701 2.905 -7.02 2.629 +2.75 
Steps, p/q = 8:1, 
vertical 0.651(L)AT 0.678(L)AT -4.03 0.613(L)AT +6.14 
Steps, p/q = 16:1, 
vertical 0.867(L)AT 0.732(L)AT +18.50 0.704(L)AT +23.21 
Steps, p/q = 32:1, 
vertical 0.876(L)6T 0.812(L)AT +7.94 0.794(L)AT +10.30 
Steps, p/q = 8:1, 
inclined 0.757(L)AT 0.804(L)AT -5.78 0.740(L)AT +2.31 
Steps, p/q = 16:1, 
inclined 0.694(L)AT 0.713(L)AT -2.61 0.686(L)AT +1.24 
Steps, p/q = 32:1, 
inclined 0.846(L)AT 0.780(L)AT +8.30 0.769(L)AT +10.03 
Sinusoidal, 
a/w =0.05 0.744(L)AT 0.745(L)AT -0.22 0.732(L)AT +1.56 
Sinusoidal, 
a/w = 0.1 0.783(L)AT 0.798(L)AT -1.82 0.746(L)AT +5.00 
Sinusoidal, 
a/w = 0.3 0.370(L)AT 0.474(L)AT -21.77 0.325(L)AT +14.11 
Sinusoidal, a/w = 
0.05, reversed 0.796(L)AT 0.757(L)AT +5.08 0.744(L)AT +6.99 
Sinusoidal, a/w = 
0.1, reversed 0.811(L)AT 0.803(L)AT +1.05 0.749(L)AT +8.30 
Sinusoidal, a/w = 
0.3, reversed 0.378(L)AT 0.478(L)AT -20.77 0.327(L)AT +15.65 
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E. Discussion of Results Reported in Literature 
The local experimental results obtained in this study suggest that 
both the height of the roughness and the spacing between elements are of 
great importance. It is interesting to qualitatively examine the 
previously reported work with regard to this point, and attempt to 
explain the reasons for the contradictory results that were alluded to 
in Chapter I. 
The increase in heat transfer coefficient reported by Jofre and 
Barron [2] may be attributed to the effect the triangular grooved 
surface (height 0.76 mm and spacing 0.89 ram) had on promoting an early 
transition to turbulence, since the data are at Rayleigh numbers of 
9 
about 10 . 
Fujii et al. [8] do not report significant increases in the Nusselt 
number in their experiments, which can be attributed to the fact that 
the dense pyramid type roughness used is not conducive to increasing 
heat transfer in the laminar region. This is because individual 
roughness elements would lie in the downstream dead zone caused by the 
preceding roughness element. For the Fujii et al. tests conducted using 
repeated ribs, it is likely that their rib height of 0.5 mm was 
insufficient to disturb the boundary layer but enough to cause a dead 
zone; therefore, a thickening of the boundary layer occurred. 
The data of Heya et al. [7] show no increase in the Nusselt number 
using dense pyramid, streak-type, and check-type roughness elements. 
Since the testing was done in the laminar region, this again supports 
the hypothesis that this type of roughness is not effective in this flow 
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regime, because the boundary layer is stable enough to resist tripping. 
The experiments of Bohn and Anderson [16] were performed using a 
machine-roughened plate consisting of two sets of grooves 1 mm deep and 
1 mm wide cut at right angles to each other. This type of surface, for 
reasons similar to those expressed for Fujii's data, may not be best 
suited for laminar natural convection enhancement. This is evidenced by 
the results reported in [16], where increases in Nusselt number in the 
laminar region are of the order of 4% and those in the transition region 
are about 16%. 
Shakerin et al. [18] in their experiments also found that surface 
heat flux was lower just above and below a rib element compared to the 
value on a smooth wall. They also found that the temperature gradients 
are higher at the top surface of a rib, especially at the leading edge. 
The type of roughness element used in their study was similar to the 
ribs used in the present study, the only difference being that their 
study was made in an enclosure. It was also reported that the effect of 
the roughness was mainly localized to within about two rib heights above 
and below the rib. An improvement in heat transfer performance is 
reported that is less than the increase in surface area. This supports 
the findings in the present study. 
Thus, it is evident that with proper sizing and shape selection, 
enhancement of heat transfer from a vertical plate is possible in 
natural convection even in the laminar region. This is an important 
consideration in the positioning of electronic components since the heat 
transfer characteristics of an element are strongly affected by the flow 
generated around it by the preceding element. 
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V. CONCLUSIONS AND RECOMMENDATIONS 
A. Conclusions 
An experimental study on structured, isothermal vertical surfaces 
is reported here. The purpose of the study was to determine the effect 
of transverse roughness elements on natural convection heat transfer. 
The major conclusions drawn from the experiments are as follows: 
1. Enhancement of heat transfer can be accomplished in the laminar 
flow regime in natural convection using transverse roughness elements 
with proper sizing and shape selection. The maximum increase observed 
in the present study was 23%, when a plane plate of equal projected area 
was used for comparison. This was obtained with a stepped configuration 
with a step-pitch-to-height ratio of 16:1. 
2. The performance of ribbed surfaces was below that of a plane 
flat plate of equal projected area. The heat transfer performance 
decreased as the rib-pitch-to-height ratio decreased. 
3. The ribbed surfaces with low thermal conductivity ribs had a 
heat transfer performance that was slightly improved (about 5%) relative 
to a geometrically identical configuration with ribs of high thermal 
conductivity. This was because of a less pronounced stagnation zone. 
4. Stepped surfaces improved the heat transfer performance 
relative to a plane flat plate of equal projected area. This was 
accomplished with an orientation that consisted of a series of vertical 
segments, each projecting out from the previous upstream segment. The 
local heat transfer coefficient in each segment was highest at the 
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upstream edge and gradually decreased as the downstream edge was 
approached. The greatest improvement observed was with a 
step-pitch-to-height ratio of 16:1. 
5. Altering the orientation of the stepped surface to keep all the 
step tips in a vertical plane reduced the heat transfer performance 
relative to the orientation consisting of a series of vertial segments. 
This reduction was most significant in the section with a 
pitch-to-height ratio of 16:1. The surface with a pitch-to-height ratio 
of 32:1 was least affected since the angle of inclination resulting from 
this orientation was very low. 
6. The performance of sinusoidal surfaces was not significantly 
different from a plane plate at low amplitude to wavelength ratios. The 
heat transfer decreased as the amplitude-to-wavelength ratio increased 
for constant surface area. 
7. An effect of the orientation at the leading edge was noticed. 
The performance of the plate improved if the surface at the leading edge 
faced downward. This effect, however, would be of reduced significance 
for surfaces with a larger number of cycles. 
8. Increasing the amplitude-to-wavelength ratio of the sinusoidal 
surface to 0.3 resulted in an unstable thermal boundary layer at a 
Grashof number of the order of 2 x 10^. This indicates that rough 
surfaces may induce an early transition to turbulence due to the 
destabilizing effects of transverse velocity components. The ribbed and 
stepped surfaces exhibited an improvement in heat transfer as the number 
of protuberances encountered increased. 
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B. Recommendations 
Although this study has resolved some of the issues relating to the 
heat transfer performance of rough surfaces in natural convection, a 
number of areas remain for additional study. 
A numerical scheme to simulate the stepped configuration could be 
studied. Due to the elliptic nature of the problem caused by the 
presence of the steps, a scheme employing the full Navier-Stok.es 
equations would have to be employed. Terms of small order of magnitude 
in the Grashof number could be ignored. A relaxation of the wall 
profile to ensure singly-valued functions might be required. A finite 
difference formulation with central differencing for the diffusion terms 
and forward differencing for the convective terms could be used. The 
use of transformed coordinates would help achieve higher resolution 
close to the leading edge. An initial attempt might be made to solve 
the parabolic boundary layer, equations but the predictions would assume 
that the transverse component of velocity is negligible. This would not 
be completely accurate upstream of a step. A Crank-Nicolson fully 
implicit scheme (unconditionally stable) could be used. 
The effect of turbulence promoters located away from the surface in 
the boundary layer could also be studied as a means of increasing the 
heat transfer from rough surfaces. 
One other recommendation relates to the configuration of the 
interferometer itself. The fringe field obtained was distorted by the 
presence of a system of parallel lines running across the field of view. 
If left unattended, this severely affects the quality of the 
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interferogram. The innovative technique of using a small D.C. motor to 
vibrate one of the mirrors (PMl) slightly to blur out these undesirable 
'noise' lines helped considerably. An attempt was made to analyze the 
fringe displacements using a digital image analysis system. However, 
the quality of the image was still not good enough to permit this 
analysis. Since a concave mirror was used to colliraate the beam it had 
to retrace its path (between PMl and SPl). The noise lines were a 
result of this superimposition of beams. A lens used in place of the 
mirror would eliminate this imperfection. Alternatively, the 
configuration could be changed from a Mach-Zehnder interferometer to a 
holographic interferometer, which is inherently less sensitive to the 
quality of the optics. 
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VIII. APPENDIX A. INTERFEROGRAM ANALYSIS 
The general procedure used to convert fringe shifts to temperatures 
has been described by several investigators, including Eckert and 
Goldstein [29] and has been outlined in Chapter II. 
By measuring the fringe positions, it is possible to calculate the 
fringe shift gradients normal to the surface. Equations have been 
developed to convert these fringe data to refractive index 
distributions. Correlations are available (Appendix B) to convert the 
refractive index distributions to temperature distributions. 
A conversion factor was used to convert to actual distances. The 
physical length scaling distance chosen for conversion was either the 
spacing between the indicator pins located at known distances along the 
plate or some other convenient reliable length dimension such as the 
step or rib spacing. 
The change in refractive index produced by the temperature field is 
accompanied by errors due to two sources, namely, end effects and 
refraction. These have been accounted for in the manner suggested by 
Eckert and Goldstein [29], resulting in the equations that follow. 
s X 
n - n^^g = (A.l) 
This equation represents the refractive index change due to the 
temperature field. The error in the fringe shift due to end effects, 
ûe, is 
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2 & s 
As _ + (A.2) 
3 L 
The error in the fringe shift due to refraction effects is 
1 f an 
I j 6ÏÏ (A.3) 
When the interferometer is focused at the center of the test section the 
refraction error is half the value given by Eq. (A.3). 
An explanation for the cause of refraction error is given in Werner 
and Leadon [34]. Light passing through a region having a density 
gradient is refracted by an amount which varies with the square of the 
distance through the gradient, whereas the amount of fringe shift varies 
directly with the first power of the distance through the region. 
Therefore, the refraction error varies directly with the square of the 
amount of fringe shift. 
A complete sample calculation detailing the use of the above 
equations is given in Appendix C. 
It is worth noting remarks made by other researchers with regard to 
errors due to end effects and refraction. Goldstein and Eckert [35] in 
their experiments on a 102 mm wide constant heat flux plate found that 
the refraction error was less than 0.5% during all steady-state runs. 
They also report that the error due to end effects was approximately 1% 
for a constant wall temperature experiment with the same apparatus. In 
addition, in an actual system the temperature at the edge of the plate 
tends to fall off slightly due to convective heat loss from the sides, 
thereby compensating for this error. 
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Aung and O'Regan [36] found that refraction errors were negligible 
for their plate width of 300 mm. The experiments were conducted in air 
with an isothermal boundary condition. They did not explicitly appraise 
end effects but considered them negligible based on past experience. 
Brdlik and Mochalov [37] in their study on a constant wall 
temperature plate 300 mm wide and 10 ram thick indicated that refraction 
errors could produce an error of 1%. However, explicit details were not 
provided. 
A study made by Kennard [38] indicated that an error of 5% in 
surface temperature resulted if end effects were not taken into account. 
However, no comment was made regarding the effect on the heat transfer 
coefficient. The width of the plate used in their study was 103 mm. A 
mercury lamp was used as the light source. 
Mehta and Black [39] in their paper mention that studies involving 
a gas have either neglected the effects of refraction completely or have 
found them to be negligible. The refraction effects for liquids are 
often large and cannot be neglected. This is a result of both thinner 
boundary layers and the larger index of refraction for liquids. Studies 
were made up to a Rayleigh number of 10^ and results presented for 
several ratios of boundary layer thickness to plate width. The results 
presented did not extend to the plate widths used in the present study. 
However, extrapolating the presented data for 5/L = 0.075, the error due 
to end effects is about 4.8%. The end effect error is always positive. 
The error due to end effects increases as the width of the test 
section decreases. The refraction error, however, increases as the 
width increases. In view of this fact and based on the input from 
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published literature, a plate width of 127 ram was chosen as a trade off 
to minimize the effects of both classes of errors. 
Note that there are two methods available to analyze experimental 
data. One uses the true wall temperature in the expression for the heat 
transfer coefficient and the other uses the optically measured wall 
temperature. A study was made by Flack [40] comparing the two methods. 
He concluded that the predicted error for the heat transfer coefficient 
was very small when the optically measured wall temperature was used. 
However, when the true wall temperature was used, significant errors 
resulted. Using the optically measured wall temperature resulted in 
errors of less than 1%. This study was made to observe the effects of 
misalignment. 
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IX. APPENDIX B. POLYNOMIALS FOR REFRACTIVE INDEX CALCULATIONS 
Several polynomials were used in converting fringe shift data to 
fringe temperatures and temperature gradients. The expressions are for 
air and have been taken from Kuehn [41]. 
The following expressions were used to compute the refractive index 
at a reference temperature. 
AN = (n-1) X 10^ (B-1) 
AN = 2.91776920 x 10"^ - 1.07564252 x 10"^ T 
+ 3.95753632 x 10"^ T^ - 1.12272837 x 10"® T^ (B-2) 
The following expression was used to compute the fringe temperatures. 
T = 5.91360252 x 10^ - 2.77217954 x 10^ AN 
+ 1.09458953 x 10^ AN^ + 5.03988088 x 10^ AN^ (B-3) 
where the temperature, T is in degrees centigrade. 
The procedure to use these equations is described in detail in 
Appendix C. 
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X. APPENDIX C., SAMPLE CALCULATIONS 
Run Number 67, i.e., the reference case of a plane flat plate 
(results shown in Figures 11 and 12), will be used as the representative 
one to illustrate the data reduction procedure. 
The raw data obtained consisted of: 
1. Plate temperatures 
2. Ambient temperature 
3. Heater voltages 
4. Heater currents 
5. Fringe displacements from interferograms 
The heater voltages and currents were recorded to aid in 
duplicating temperature conditions obtained during a test. This was 
especially useful to ensure that a light fringe (complete constructive 
interference) was adjacent to the wall of the test section. This fringe 
pattern resulted in a sharp image of the wall. Note that the heater 
voltages and currents were not actually used in the calculation of the 
local heat transfer coefficients. This is because no overall heat 
balances were used. However, the heat balance calculations are reported 
here for the sake of completeness. 
A. Overall Results 
The plane plate curves used as a basis for comparing results were 
computed as follows. 
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The local Grashof number, 
was calculated using properties evaluated at the film temperature, 
These properties were evaluated by interpolation using data for air 
available in Kays and Crawford [42]. 
The local Nusselt number was then evaluated using the Ostrach [32] 
solution for a plane flat plate, 
Nu^ = 0.355 GrO'25 
Note that this is based on the present test value of Prandtl number = 
0.710 and is interpolated from the original Ostrach solution values. 
The local heat transfer coefficient was calculated from the Nusselt 
number as follows: 
Nu^ k 
Finally, the mean heat transfer coefficient was calculated from 
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For run number 67 the results were 
Mean plate temperature = 56.0°C (+ 0.2°C) 
2 Meem heat transfer coefficient = 4.670 W/m -K 
The heat balance was carried out as follows. 
The input power from the four heaters 
Sinput = : (V I) 
= (6.31) (0.341) + (6.07) (0.296) + (5.96) (0.288) 
+ (5.71) (0.281) 
= 7.269 V 
The heat transfer from the test surface 
^test surface - ^  ^  
= (4.670) (0.1778) (0.127) (29.8) 
= 3.143 W 
The back convective heat loss was calculated assuming that the heat 
transfer coefficient was the same as that for the front surface and that 
the resistance offered by the aluminum plate was negligible. 
^back = U A AT 
where the overall heat transfer coefficient 
U = 
1 b 
— + — 
h k 
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3 
The insulation used was glass wool (24.03 kg/ra weight), 0.0254 m thick, 
with a thermal conductivity k = 0.038 W/m.K. 
Using these values, 
and 
U = 1.133 tf/ m^.K 
Sback - ^ 
The radiation heat loss was calculated for the test surface and the 
four side surfaces. It was assumed that the radiation loss from the 
back surface was negligible. It was further assumed that the walls of 
the room were at ambient temperature. The emissivity of the test 
surface was measured using an infrared detector. Several readings were 
taken and an average value was used. 
The radiation heat loss 
^radiation ~ ® ^^^w ^a ^ 
= (0.50) (5.669 X lO'G) [(0.1778) (0.127) + (0.00635) 
(2) (0.1778 + 0.127)] (329.0* - 299.2*) 
= 2.775 W 
The convective heat loss from the side surfaces was evaluated using 
the expression 
= C (GRJ^.PR)"" 
where the constants, C and m are functions of orientation and the 
(Grj^.Pr) product. 
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The values of the constants were obtained from Holman [43] and are 
listed below. 
C = 0.59 ; m = 0.25, for the two vertical surfaces 
C = 0.15 ; m = 0.33, for the top surface 
C = 0.27 ; m = 0.25, for the bottom surface 
The characteristic dimension for the top and bottom surfaces was taken 
as the mean of the two sides of the rectangle. 
For all side surfaces, 
^vertical sides " 0-362 W 
bottom = 0.075 W 
The heat balance is summarized below. 
0.075 W 
Heat in Heat out ( % ) 
7.269 V 3.143 V (43.4%) [Test surface] 
0.762 W (10.5%) [Back convection loss] 
2.775 W (38.3%) [Radiation loss] 
0.565 W (7.8%) [Side convection loss] 
7.245 V 
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B. Interferometric Results 
Figure C.l shows a typical set of data for a section of the plate 
for Run Number 67. Such data were taken at several x locations along 
the entire length of the plate. The data consist of fringe shift values 
in terms of number of wavelengths and fringe relative displacements. 
Based on operator experience only the dark fringes (complete destructive 
interference) were used in the data reduction since the error in reading 
the dark fringes is considerably lower than that in reading the light 
fringes (complete constuctive interference). This is because the dark 
fringes were better defined. This information was fed into a data 
reduction program to arrive at temperatures and wall temperature 
gradients. 
The sequence of calculations is as shown in Figure C.2 and will be 
briefly described here. The refractive index corresponding to a 
reference temperature (the room temperature) is calculated using 
Equations (B.l) and (B.2). This is based on the temperature measured 
using a thermocouple. As a first approximation, the change in 
refractive indices corresponding to three different fringe shifts (the 
three dark fringes closest to the surface) are then computed using the 
expression for refractive index change due to the temperature field 
(Equation A.l). This is then used to calculate the refractive indices 
for the fringes. These are then converted to temperatures using 
Equation (B.3). An initial wall temperature and temperature gradient at 
the wall are then computed using a second-order curve fit to the 
temperatures. 
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INTERFEROMETRIC DATA SHEET 
RLIN NLUBER: TEST SECTION NO: 
TEST SECTION DESCRIPTION: pLAWG Ft.AT PLATE 
MEASUREMET-ITS FROM : PR.) NTS 
PRINT NUMBER: (o 
POSITION NUMBER : -*3 
X-COORDINATE: +(-V)"on pr. 
=0»00l2.fe02 meters 
POSITION NW1BER: I 
X-COORDINATE: + |^"on pr. 
= O oikt+b meters 
ORDER READING DISTANCE CUM, ORDER READING DISTANCE CUM. 
2.5 210 0 2.5 go 0 
3.5 I I &  698 45Ô 3.5 44 71 + 7'4 
4.5 IbS IzoS" 4.5 2.04- (37f 
Surface ZLZj. If 14 Surf ace I Z I  42.7 1801 
POSITION NLIMBER : - a  POSITION NUMBEP : 2 
X-COORDINATE: >5. "nom "on pr X-COORDINATE: k "nom + "on pr , 
= o*oo5"'ot8 meters 6.02.04.95 meters 
ORDER READING DISTANCE CUM. ORDER READING DISTANCE CUM. 
2.5 43 0 2-^ 2o8 0 
3.5 n? &f4- 761 761 
4.5 7 5"4o I%I4 4.5 16% 6 4 3  1 4 $ ^  
Surface Ho 35-3 I5fe7 Surface 42X) /674 
POSITION NUMBER: '  -/ PC'S IT I et  1 ^ !Ut1BEP:  3 -
X-COORDINATE: %" nor.', 0 I I  p  '  • X-COORDINATE: /£_ " n om + 4f.' 'on pr . 
= 0 •0o8«JS34 meter ; •  C1-02.4-331 meters 
ORDER READING DISTANCE run.  npoE^ Dr. - , r .n . |G DISTANCE CUM. 
2.5 
O 
^03 0 
3.5 l7o 674- I7f 3.5 Û -0
 
-
vj 
7^7 
4.5 43 /1.47 ^14 7/4  is r  !  1 
Surface lao 2b7 Ifefct SijrfS'-.ç l i t  4-0^ 19 1 2 
POSITION 1 NUMBEP. :  0 POSITION NUMSEF:  4 
X-COORDINATE: % " nom + 0 "  0  n D r . " • • • -COOPPir iATE:  nom + 1 "on p r . 
= Û o N CD meter = = 0-02.81&C. meters 
ORDER READING DISTANCE CUt1.  ORDER prAOING DISTANCE CUM. 
2.5 0 42- 0 
3.5 Till TO 5 7osr 76 & 768 
4.5 I40 {,$"3 l&S* 4-2- 732- I9D0 
Surface 3S 3^5- 175-3 Surface 407 ( 9 0 7  
Figure CI. Typical set of raw data (run number 67) 
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START^ 
READ Properties, Conversion Factors 
Fringe Shifts and Fringe Orders 
PRINT Local and 
Integrated Values 
CALCULATE Error Due 
to End Effects 
CALCULATE Error Due 
to Refractive Effects 
CALCULATE Refractive Index 
at a Reference Temperature 
RE-CALCULATE Corrected Temperatures 
and Temperature Gradients 
CALCULATE Temperatures and Temperature 
Gradients from Uncorrected Data 
CALCULATE Local Nusselt Numbers 
and Local Heat Transfer Coefficients 
INTEGRATE Local Coefficients to 
Calculate Average Heat Transfer Coefficient 
INTEGRATE OSTRACH Solution to 
Obtain Reference Plane Plate Heat 
Transfer Coefficient 
Figure C2. Data reduction flow chart 
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This initial information is then used to compute the refraction 
error using Equation (A.3). The error due to end effects, obtained from 
equation (A.2), uses as input the boundary layer thickness. The 
boundary layer thickness is computed using equation 16.26 in Kays and 
Crawford [42]. The fringe temperatures and the gradient at the wall are 
then recalculated incorporating the error terms. 
Note that the effect of the refractive error is minimal since the 
experiment is conducted in air. This is because the refractive index of 
air is almost 1.0 and the change in refractive index with temperature is 
also very small in magnitude. The end effects lead to a positive error 
in surface temperature, i.e., a temperature higher than the actual 
temperature will be predicted if this error is not taken into account. 
For run number 67 the results were: 
Mean plate temperature (uncorrected) = 58.10°C 
Mean plate temperature (corrected) = 56.0°C 
2 
Mean integrated heat transfer coefficient = 4.835 W/m -K 
It can be seen that the overall and interferometric results are in 
very good agreement with each other. It should be mentioned that 
although in this case the corrected mean plate temperature matched the 
thermocouple data exactly, this was not always the case. 
The projected base area was taken as a basis for comparison for 
all test sections. 
A complete listing of the data reduction program is on the 
following pages. Some experimental runs, most notably the low 
conductivity ribbed experiments, required auxiliary programs. 
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C PROGRAM TO CALCULATE LOCAL GRrtSHUF NUMBERS,LOCAL NUSSELT 
C NUMBERS AND LOCAL HEAT TRANSFER COEFFICIENTS AND FRINGE 
C TEMPERATURES USING ESTIMATED VALUES OF B.L. THICI;NESS A^'D 
C DATA OBTAINED FROM INTERFEROGRAMS. THE PROGRAM INCLUDES 
C CORRECTIONS FOR ERRORS DUE TO END EFFECTS AND PErpACTlO'I. 
c 
c DEFINITIONS OF VARIABLES 
C 
C FS 
C TSL 
C ROOMT 
C DELT 
C 
C PR 
C GBNU2 
C 
C AK 
C XN 
C ANG 
C RCN 
C CN 
C N 
C CFACT 
C 
C XX 
C X 
C BL 
C REFERR 
C 
C ANUX 
C 
C HX 
C 
C HOPT 
C 
C ONUX 
C 
C OHX 
C 
C HBAR 
C 
c  
C INITIAL NON-EXECUTABLE STATEMEMtS 
C 
ti IHEMS lUN X ( '1 ) r Y ( '1 ) T FS (.? ) . E H ( 3 • Cfi (J). ÎI'N ( 7 • I Tf! •; - ' : 
RCN(3) ,RrilK3) ,DTDI)(3) rDMDT( 3 > 'RSI HI T ' 3 ^ r M ! I' P! r I f I,". -
* XXX( 100 ) tHXX ( 100 ) tAMIIK 100 ) • HHX' f'O ^ - BE'. r:--. 1 , 
* OGRX( 10) ,0HUX(10) r0H:<(10> 
DOUBLE PRECISION AN • PN j CN : DIJ MÎK; . Y • r:-;;! • FM; i . V i . -
t DTDNrRSLOPE-DTltY rREFfCRF: 
C 
C FUNCTION STATEMENTS 
F1 (X2,X3) =X2tt2*X3-X3f*2*:X2 
F2(Y1,Y2,Y3,X2,X2)-(Y:-Yl)tX3-(Y3-Y: 
F3( Y17 Y2, Y3,X2,X3)=X2**2*( Y3-Y 1 ) - + ( Y2- Y I ) 
C 
C INPUTTING DATA COMMON FOR ENTIRF R V t f  
FRINGE SHIFT IN NUMBER OF VACUUM WAVELENGTHS 
TEST SECTION LENGTH IN CENTIMEIER3 
ROOM TEMPERATURE (USED AS A REFERENCE TEMPERATURE» C 
TEMPERATURE DIFFERENCE BETWEEN ROOM TEMPERATURE AND 
AVERAGE THERMOCOUPLE MEASURED PLATE TEMPERATURE, (: 
PRANDTL NUMBER AT FILM TEMPERATURE 
DIMENSIONAL GROUP USED TO EVALUATE GRASHOF HUMCER 
G*BETA/NU»*2 
THERMAL CONDUCTIVITY EVALUATED AT THE FILM TEMFERATURI: 
REFRACTIVE INDEX AT A REFERENCE TEMPERAlURf 
VACUUM WAVELENGTH OF HELIUM-NEON LIUHT IN ANGSTROM"; 
UNCORRECTED FRINGE REFRACTIVE INDEX 
CORRECTED FRINGE REFRACTIVE INDEX 
NUMBER OF DATA POINTS 
CONVERSION FACTOR TO CONVERT INTEPFERO'^RAMS TO ACTUAL 
SIZE 
COORDINATE IN DIRECTION ALONG PLATE IN METRE C 
COORDINATE IN DIRECTION PERPENDICULAR T O  P i . A l i ;  
ESTIMATED BOUNDARY LAYER THICKNESS IN HATERS 
ERROR DUE TO REFRACTION EFFECTS IN UNIT!? OF FT'IN SE 
SHIFT 
LOCAL NUSSELT NUMBER COMPUTED FROM INT^RF PROMETRTC 
DATA 
LOCAL HEAT TRANSFER COEFFICIENT COHPlM'"'i FP-f'li 
INTERFEROMETRIt DATA 
AVERAGE HEAT TRANSFFR COEFFICIENT OBThINED FROM 
INTERFEROMETRIC DATA 
LOCAL NUSSELT NUMBER CALCULATET' FF;0r1 (• i I RMCH ' S 
SOLUTION FOR A PLANE MhI PI. ATI: 
LOCAL tIEAT TRANSFER CPEFTT C I CiM AL •à I EI.' FRC"' 
OSTRACH'S SOLUTION FOR " T'LAilF FI..<>T PI. AM. 
AVERAGE MEAT TRANSFER rOCF : IC.I:ENT MI :M..:n : 
OSTRACH'S SOLUTICU.' F L I P  A "'LAfJE FLA I  F '  / ,  !  I :  
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c 
READ<5»*) N,AK, R00MT,DELT,PR,GBNU2,TSL,(FS(I),1=1,3) 
C 
C CALCULATE REFRACTIVE INDEX AT A REFERENCE TEflFLRATURF; 
C 
AN=2.91776920E-01-1.07564252E-03*R00MT 
* +3.9S753632E-06*R00MT**2-1.12272837E-08*R00MT*t:î 
XN=(AN*0.001)+1.0 
ANG=0.00006328 
SUMTEM=0.0 
UNC0R=0.0 
C 
C MAIN CALCULATION FOR EACH POSITION ON INTERFER0I3RAM 
DO 40 M=1,N 
C 
C INPUT FRINGE DISPLACEMENT INFORMATION 
C 
READ<5»*) (X(I),1=1,3),X(4),XX,CFACT 
C 
C THIS PART OF THE PROGRAM COMPUTES FRINGE TEMPERATURES AND 
C TEMPERATURE GRADIENTS INITIALLY 
C 
DO 70 1=1,3 
RBN(I)=ANG*FS(I)/TSL 
RCN(I)=XN-RBN(I) 
RDN(I)=(RCN(I)-1.0)*1000.0 
RY(I)=5.91360252E02-2.7721795E02*RDN(I) 
* f 1.09458953E03*RDN( I )**24 5.03?88098E03*RliN< Dtt?-
70 CONTINUE 
RC=RY(1) 
RnENOM = Fl(X(2)tX(3) ) 
RA = F2 ( R Y ( l ) , R'i' ( 2 ) . RY ( 3 ) .. X < 2 ) , X ( 3 ^ ) /PLitl.'OM 
RB-F3(RY< 1 ) 7 F.,' ( 2 ) , R Y ( 3 ) , X ( 2 ) . % ( J ^ RDFflOM 
RY'4) =RAtX ' 1 ;• f f RI.'1-X (4)4 RC 
USL0PE^2.OfRAKX(4)rHT 
UNC0R=UHC0R+Rr(4> 
C 
C THIS SECTION OF THE PROGRAM COiiPUTES THK REFF n': !' I '.IM f:',' !'!; 
C 
WRI TE(6 T150 > (RCN a > rI^1,3} 
150 FORMAT ( 1X,3(4X rE17. 10 ' 
DO 80 1-1,3 
tiTDN< I ) -1000 .0*(-2. 77217'54E03-! .0+ I . 'T 13"-. !. > 
* -2. 0 )  ) + (3.0*5. 039380!3SE03'*(RCIJ( I  ' • 0 *::r:i • r  • : 1 , ^ ; 
DNDT(I)-1.0/DTDN(I) 
RSLOPE( I ) =:? .0*RA*:<( I > + RB 
DTD Y ( I ) = ( RSLOPE( I 10000.0) / (CrAr I * 
R E F E R R t  I  )  =  (  T S L / 1 0 0 .  0 )  t * 3 t ! . i ( n i r  (  T  )  '  I  '  ' '  '  
* ( (ANI3/100.0)*12.0*RCN( I) ) 
80 CONTINUE 
C 
C THIS PART OF THE PROGRAM CALC!'!. i'l Î FI" T HF; F'lJI.iMî' -.r". ' i: i F: 
C THICKNESS WHICH IS USED 10 CALC Ul A IE THf I  r.'Rnr: ivi' I (' 
C END EFFECTS 
C 
GRX = GPf)U2*DELT1'XX**3 
BL = XX*3.93*( ( (0.952 + PR)/PR**2)t*0.25)*0RXt:^( • 'X 
C 
C THE FRINGE TEMPERATURES AND TEMPERATURE GRADIENT ÛT 
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c THE WALL ARE RECALCULATED AFTER INCORPORATING THE 
C ERROR TERMS 
C 
DO 10 1=1,3 
BN(I)=ANG»FS(I)*(1.0-((2.0/3.0)*(BL*100.0)/TSL) 
* +REFERR(I))/TSL 
CN<I)=XN-BN<I) 
DN(I)=<CN<I)-1.0)*1000.0 
Y(I)=5.91360252E02-2.7721795E03*DN(I) 
* +1.094589S3E03*DN(I)**2+5.03988088E03*DN(I)**3 
10 CONTINUE 
C=Y(1) 
DEN0M=F1(X(2),X(3)) 
A=F2(Y(1),Y(2),Y(3),X(2),X(3))/DENOM 
B=F3(Yd),Y(2),Y(3),X(2),X<3>)/DENOH 
Y<4)=A*X(4)**2+B*X(4)+C 
SUMTEM=SUMTEM+Y(4) 
SL0PE=2.»A*X(4)+B 
C 
C CALCULATION OF LOCAL NUSSELT NUMBER AUD 
C LOCAL HEAT TRANSFER COEFFICIENT FOR EACH LOCATION 
C 
ANUX = <SL0PE*10000. .I!XX)/<CFACT*. 0254*? Y(4 ) -RUOMT > •• 
HX=ANUX*AK/XX 
XXX(M)=XX 
HXX(M)=HX 
C 
C THE RESULTS WILL NOW BE PRINTED OUT 
C 
WRITE(6,25) M 
25 F0Rt1AT( IX f ' ****** M= ' ,13) 
WRITE (6, 30) XX,X(4 > , <RY{ I) , 1^1 , 3 ) • RY ( 4 ) • LiSLOrE: r '!'I orJ' [ ) • 
* DNDTCI ) , RSLOPEd ) rDTDYi I ) .REFERRri ) . T = 1 • ? ) 
30 F0RHi*iT( IX,'UNCDRRECTFri VALUES'r ' .r-CO'iRttf f/u T f-: • --Flo."» ' / • • • I L  
* COORDINATE : ',F7.1,/»' FRtlJPE 7 F.llFERn P.IRE,: ' - r- " . '. -
* ' PREDICTED WAI.L TEMP: ' , F 7 . ,T ' S' npc AT '.'AI.I ' 
* ,/,3X,' UTHK ; ',7X,' DNDI : '.7/, 
* ' SLOPE : ',7x,'riTDY : •,7X.- RErr-RR ; 
* ( IX , E13 . 6 , 2X .E13. 6 , 2X , El 2 . 6 , 2X, E ] 3 . Z'., 2" . E t,3 ^ ; 
WRITE(6,105) vx,x< 4) • ( r< I , 1^1 r i) r "îLr Y(-n 7 Af!ii;-;.ii.y 
105 FORMAT (IX, 'CORRECTED VALUES' 0"RD U'A 11 ; . r i , 
* ' WALL COORDINATE : ' , F7.1'/.' T h MP' "• A ! I'TK h- : TP ' .7 -
* ' BOUNDARY LAYER rHICKNLS!? : ' 
•* jF?.7,' PREDICTED WALL TEMP: . F 7 . 1 -. ' ' C'J'rr: '• r l!AL ! 
t: ,E13.6. ' LOCAL GRASHOF NO: ' • !" 11 . 1 • Z • ' !.'.'CA(. I 
* F6.3,' LOCAL HEAT TRANSFER COEFrFCII-Nr: '.f 
40 CONTINUE 
AVUNCO=UNCOR/FLOAT(N) 
AVTEMP-SUMrEtt/FLOAT(N ) 
URITF:(6,50) AVUf/rO , AVTEMP 
50 FORMAT(///, IX, 'AVERAGE OF PREDIf'IED r:r ' ,5/-
* ' UNCORRECTED : ' ,5X, ' CORRECTED : :/•''S.:-1 V'• ..? ) 
C 
C VALUES FOR OSTRACH'S PLANE FLAT PLATE-: Ui'l.UT r 
C 
0X(1)=0.005 
0X(2)=0.01 
DO 3000 1=1,6 
OX (I+2) ==0.0254* (FLO AT (I) ) 
3000 CONTINUE 
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DO 3100 1=1,8 
0GRX(I)=GBNU2*0X I)**3*DELT 
ONUX(I)=0.355*0GRX(I)**0.25 
OHX(I>=ONUX(I)*AK/OX(I) 
3100 CONTINUE 
WRITE(6,3150) 
3150 FORMATdHl,' VALUES FROM OSTRACH SOLUTION FOR PLANE 
* FLAT PLATE '//8X,'X',9Xr'GRX'r8X,'NUX',8Xr'HX') 
WRITE(6,3200) (OX(I),OGRX(I),ONUX(I)•OHX<I),1=1,8) 
3200 F0RMAT(/F10.4,F14.1,F10.3,F10.3) 
C 
C INTEGRATION OF INTERFEROMETRICALLY OPTAINED LOCAL 
C HEAT TRANSFER COEFFICIENTS 
C 
START=0.0 
END=((XXX(N)-XXX(N-l))/2.0)+XXX(H) 
DO 2100 1=2,N 
AMID(I)=(XXX(I)+XXX(I-1))/2.0 
2100 CONTINUE 
AMID(1)=START 
AHID<N+1)=END 
SUMDHX=0.0 
DO 2200 1=1,N 
DELX(I)=AMID(I+1)-AMID(I) 
DHX(I)=[iELX(I)*HXX(I) 
SUMDHX=SUMDHX+DHX(I) 
2200 CONTINUE 
HOPT=SUMDHX/(END-START) 
URITE(6,2300)(DHXCI),1=1,N) 
2300 FORMATdHl,14X,'INTERFEROMETRIC DATA',// '. 
* (13X,'DELTA-X TIMES H(X) AT EACH < '//1X,5F10.5') 
WRITE(6,2350)SUMDHX,HOPT 
2350 F0RMAT<//1X, ' SUMMATION OF BATA l ISTr' Ti ArciVf- 7F 19. 3, 
f. IX,' HEAT TRANSFER COEFFICIENT FRO 11 i IJT r-1T !• r-'; i.'T- : 1 • I f liûln -
* ,F10.5) 
C 
C COMPUTE THE INTEGRATED HEAT rRAMSFER CDEFT 11! r ' '"•HI 
C OSTRACH'S SOLUTION 
C 
AGRX=GBNU2tDELrtENDff3 
AANUX^O.355tAGRXttO.25 
ANUBAR = 1 . OtnANUX/rr.O 
HBAR-r ANUBARtAK 
URITE'.ir •1200) HEAR 
4200 FORMAT (//// ' INTEGRATED HE A I TRAi-CiF'ER CDEFf .T r J rji ] iKiMl'r 
* ' OSTRACH SOLUTION : '.F 10.5' 
STOP 
EMU 
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XI. APPENDIX D. ERROR ANALYSIS 
An experimental study is never free from errors. An effort must 
alvays be made to keep errors down to a minimum. This is usually 
limited by the accuracy with which actual measurements can be made. 
It is desirable to know the uncertainty of precision of measured 
quantities so that the uncertainty of calculated quantities may be 
computed. The following expression may be used to compute the 
propagation of uncertainty: 
In this expression, R represents the calculated quantity and x^, Xg 
. . . . x^ represent the measured linearly independent variables such 
that we have R = f ( x^, Xg, . • . x^ ). 
One of the main uncertainties in results obtained from 
interferometric measurements is due to errors in determining the true 
center of fringes on the interferogram. A study of previously reported 
literature reveals quite a wide range of suggested values for fringe 
measurement error. Brdlik and Mochalov [37] suggest a value of 0.1 
fringe. A value of 1/100 of fringe width is suggested by Howes and 
Buchele [44]. Werner and Leadon [34] propose that 1/10 to 1/20 fringe 
spacing is reasonable. 
The microscope had a resolution of 0.0001 in. In general, the 
uncertainty of fringe measurements increased with distance from the 
heated surface, as the fringe spacing, and hence, width increased. It 
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was estimated that the uncertainty in fringe position measurements was 
+0.0010 in. for the nearest dark fringe and increased to +0.0015 in. for 
the other fringes used in the data reduction. In terms of fringe 
spacing this was approximately 1/25 fringe. The uncertainty of 
measurement of the location of the heated wall was also considered to be 
+0.0010 in. 
A second order curve fit was used to evaluate the temperature 
gradient at the wall, and the wall temperature. The propagation of 
uncertainty expression cannot be used for second order polynomials. To 
overcome this shortcoming the analysis was carried out using a first 
order fit to the data. This is reasonable since the temperature 
gradient at the wall is almost linear. 
Apart from errors in fringe position location, the uncertainty in 
room temperature, test section width, interferogram scaling 
measurements, and property values was also accounted for. A list of 
these quantities and the corresponding error estimates is given below 
for a representative average x-location for Run Number 67. 
Quantity Value Error 
Room temperature 26.2 °C +0.1 °C 
Test section width 12.7 cm +0.1 
Thermal conductivity 27.168 x 10 ^ W/m.K +0.1% 
cm 
Scaling measurements 
(i) on test section 25.4 ram +0.1 mm 
(ii) on interferogram 42.3 mm +0.1 mm 
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The calculation sequence is as follows. 
Equation (B.l) is used to calculate the error in the dummy 
variable, AN, at the reference temperature. 
Therefore, = +3.739 x 10"^ 
Equation (B.l) is used to calculate the error in the reference 
refractive index. 
_ r 9" 1 
"ref " L BAN J ''AN 
Therefore, V = +3.739 x 10"^ 
n — 
From Equation (A.l) the error in change in refractive index for a 
fringe shift of 3.5 is 
(where BN, is a dummy variable representing change in refractive index). 
Therefore, = +1.3731 x 10"^ 
From the above quantity, the error in the fringe refractive index 
is 
f _ [in f 2 ^ r an_ 1^ „2 
n - L J * L 3BN J "bN 
Therefore, W = +1.4 x 10"^ 
n — 
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This error in fringe refractive index is used to evaluate the 
error in the dummy variable, DN, which, in turn, is used to evaluate the 
error in the fringe temperatures, 
Therefore, = +1.4 xlO~^ 
The error in fringe temperature, from Equation (B.3) is 
Therefore, the error in fringe temperature for a fringe shift of 3.5 is 
17^ (3.5) = +0.18099 
Similarly, the error in fringe temperature for a fringe shift of 4.5 is 
(4.5) = +0.20612 
These errors, along with the fringe position errors, were used to 
evaluate the error in temperature gradient, m and predicted wall 
temperature, T^ as follows. 
Consider the first order equation, 
T = m(y) + C 
where, T represents fringe temperatures and, 
y represents fringe positions. 
For two given data points. 
and 
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C = ((T^ + TG) - (Y^ + YG)) / 2 
For the two data points, 
= 47.186, y^ = 1010 
and Tg = 53.747, y^ = 1916 
the corresponding error estimates are 
= +0.18066, W„ = +15 
Ti - ^1 -
and = +0.20612, V = +10 j-o - y? 
'2 ^2 
Therefore, the error in the temperature gradient is 
[ r  ]  
0463 (4.6%) 
and the error in the predicted wall temperature is 
r 
w 
L T, 
w 
= + 0.0172 (1.7%) 
The error in the local heat transfer coefficient was evaluated from 
h^ = (k) (m) (10000) 
(CFACT) (0.0234) (T^ - T^) 
where the error in the scaling factor, CFACT, is evaluated using the 
error estimates for the scaling measurements made on the test section 
and on the interferogram as follows. 
2 r u 1 
CFACT 
r 0.1 • 
+ 
" 0.1 • 
L CFACT J L 25.4 J L 42.33 J 
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Therefore, 
^CFACT = +0.00459 (0.5%) 
CFACT 
The error in the temperature difference is 
J . r aPELT f „2 . r 1 2 
^DELT " L 3T^ J "T^ L 3T^ J '^T^ 
From this, 
^DELT = +0.0311 (3.1%) 
DELI 
The error in the local heat transfer coefficient is 
r^h 1 
2 
• 
2 
•jE • 
2 
r u 1 
CFACT 
2 
r u 1 
DELT 
X + + + 
. k . . m . . CFACT . . DELT . 
Therefore, 
W, 
"x = +0.0559 (5.6%) 
^x 
The error analysis was also carried out by running the data 
reduction program (with the second order curve fit) for all possible 
worst-case combinations for the same x-location of Run Number 67. The 
error in optically computed local heat transfer coefficient at each 
location obtained from this calculation was 6%. 
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Note, however, that the error in the mean integrated heat transfer 
coefficient would probably be a little lower since several local values 
were used in the integration. 
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XII. APPENDIX E. TABULATION OF INTERFEROMETRIC DATA 
Interferometric data for all the different geometries studied are 
presented in this Appendix. Raw data in the form of relative fringe 
displacements are on file in the Heat Transfer Laboratory as are the 
interferograms. The data presented here consist of local heat transfer 
coefficients at several locations along the plate. Local Grashof 
numbers, and local Nusselt numbers have also been computed for the plane 
plate to show the logarithmic relationship. The local wall temperature 
is also tabulated for cases in which non-isothermal conditions prevail. 
This category includes the low thermal conductivity ribbed surface and 
the sinusoidal surface with a/w = 0.3. 
All data have been tabulated using the distance from the leading 
edge along the profile as the space coordinate. 
Table E.l. Data for the plane flat plate (reference test) 
X h Gr Nu 
X X X 
meters W/m^-K 
1 0.00126 7.946 6 0.369 
2 0.00510 7.584 426 1.426 
3 0.00895 6.519 2297 2.148 
4 0.0128 6.195 6713 2.919 
5 0.01664 6.103 14764 3.739 
6 0.02049 5.905 27548 4.454 
7 0.02433 5.824 46152 5.217 
8 0.02818 5.445 71678 5.649 
9 0.03203 5.464 105205 6.442 
10 0.03587 5.510 147844 7.276 
i E 
TT 
12 
13 
14 
15 
T6 
17 
18 
19 
20 
21 
22 
23 
24 
25 
16 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36" 
37 
38 
39 
40 
42 
43 
44 
45 
Â6 
47 
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continued 
X 
meters W/m^-K 
Gr Nu. 
7.474 
7.886 
8.233 
8.727 
10.064 
0.03972 
0.04357 
0.04741 
0.05178 
0.05555 
5.111 
4.917 
4.717 
4.578 
4.921 
200682 
264793 
341304 
444551 
548910 
0 . 0 5 9 3 2 4 . 7 1 5  
0.0631 4.762 
0.06687 4.657 
0.07064 4.806 
0.07441 5.100 
668442 10.297 
804217 11.060 
957191 11.462 
1128428 12.496 
1318960 13.968 
0 . 0 7 8 1 8 4 . 6 9 1  
0.08195 4.754 
0.08572 4.766 
0.08840 4.094 
0.09221 4.374 
1529814 13.500 
1762087 14.342 
2016685 15.038 
2211271 13.320 
2509685 14.844 
0.09602 4.256 
0.09983 4.526 
0.10364 4.668 
0.10745 4.716 
0.11126 4.410 
2 8 3 3 8 0 7 1 5 . 0 4 2  
3184699 16.632 
3563423 17.807 
3971042 18.652 
4408617 18.058 
0.11360 4.315 
0.11741 3.827 
0.12123 3.970 
0.12505 4.277 
0.12887 4.292 
4692672 18.043 
5180843 16.538 
5703159 17.716 
6259451 19.686 
6850790 20.360 
0.13269 4.367 
0.13651 4.013 
0.13940 4.525 
0.14306 4.340 
0.14672 4.310 
7478246 21.330 
8142891 20.162 
8671088 23.216 
9372164 22.854 
10110049 23.274 
0.15039 4.260 10887849 23.583 
0.15405 4.263 11702273 24.170 
0.15771 3.840 12556336 22.289 
0.16138 3.999 13453470 23.752 
0.16504 4.315 14389736 26.211 
0.16870 4.137 15368463 25.692 
0.17237 3.917 16393447 24.853 
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Table E.2. Data for the ribbed 
surface with p/s = 8:1 
and p/q = 8:1 (high 
conductivity ribs) 
1 0.00147 12.190 
2 0.00413 7.358 
3 0.00679 9.437 
4 0.00945 8.029 
5 0.01210 7.937 
6 0.01476 6.458 
7 0.01742 5.031 
8 0.02008 4.413 
9 0.0254 4.508 
10 0.02857 8.835 
11 0.03175 2.776 
12 0.03706 3.500 
13 0.03972 5.680 
14 0.04238 7.381 
15 0.04504 5.068 
16 0.04769 5.003 
17 0.05035 5.317 
18 0.05301 2.590 
19 0.05715 3.671 
20 0.06032 6.980 
21 0.0635 1.465 
22 0.06881 2.533 
23 0.07147 3.679 
24 0.07413 5.723 
25 0.07679 5.283 
26 0.07944 4.778 
27 0.08210 4.001 
28 0.08476 3.071 
29 0.08890 2.224 
30 0.09207 7.218 
31 0.09525 1.297 
32 0.10322 2.959 
33 0.10588 4.581 
34 0.10854 5.283 
35 0.11119 1.412 
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Table E.2. (continued) 
® *3 
2 
meters W/m -K 
36 0.11385 4.162 
37 0.11651 3.171 
38 0.12065 2.064 
39 0.12382 6.661 
40 0.127 1.094 
0.13497 1.942 
42 0.13763 3.647 
43 0.14029 4.510 
44 0.14294 4.690 
45 0.1456 4.065 
46 0.14826 3.210 
47 0.1524 2.811 
48 0.15557 6.364 
49 0.15875 0.820 
50 0.16672 1.429 
3î 0.16938 2.794 
52 0.17204 3.506 
53 0.17469 3.925 
54 0.17735 3.497 
55 0.18001 2.670 
36 0.18415 2.623 
57 0.18732 6.421 
58 0.1905 1.109 
59 0.19581 1.572 
60 0.19847 1.785 
"61 0.20113 2.423 
62 0.20379 3.728 
63 0.20644 4.387 
64 0.20910 4.499 
65 0.21176 4.909 
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Table E.3. Data for the ribbed 
surface with p/s = 16:5 
and p/q = 4:1 (high 
conductivity ribs) 
1 0.00782 7.615 
2 0.00980 6.960 
3 0.01179 5.968 
4 0.01378 5.442 
5 0.01576 4.235 
6 0.01775 3.644 
7 0.01973 1.432 
8 0.02490 2.524 
9 0.02807 7.208 
10 0.03005 6.177 
11 0.03203 4.855 
12 0.03401 6.107 
13 0.03912 1.083 
14 0.04335 0.418 
15 0.04434 0.471 
16 0.04633 1.593 
17 0.04831 0.848 
18 0.0503 2.519 
19 0.05197 2.910 
20 0.05396 2.786 
2Î 0.05595 2.642 
22 0.05793 1.845 
23 0.06310 2.021 
24 0.06627 7.341 
25 0.06825 5.319 
26 0.07024 5.599 
27 0.07222 5.541 
28 0.07732 0.700 
29 0.08056 0.461 
30 0.08254 0.541 
31 0.08453 1.473 
32 0.08651 0.442 
33 0.08769 1.302 
34 0.08967 1.862 
35 0.09166 2.376 
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Table E.3. (continued) 
s 
"s 
meters 
36 0.09364 2.379 
37 0.09562 0.347 
38 0.10079 1.598 
39 0.10396 7.750 
40 0.10594 5.976 
41 0.10793 5.689 
42 0.10992 5.836 
43 0.11501 0.723 
44 0.11925 0.425 
45 0.12024 0.468 
46 0.12222 0.616 
47 0.12421 1.498 
48 0.12619 1.449 
49 0.12818 0.250 
50 0.12958 1.150 
Si 0.13156 0.668 
52 0.13355 1.287 
53 0.13871 0.815 
54 0.14188 6.674 
55 0.14387 5.986 
56 0.14585 6.169 
57 0.14784 4.858 
58 0.15293 0.533 
59 0.15816 0.388 
60 0.16014 0.432 
61 0.16213 0.523 
62 0.16411 0.654 
63 0.16610 1.438 
64 0.16762 0.271 
65 0.16961 0.712 
66 0.17159 1.115 
67 0.17676 0.0 
68 0.17993 6.459 
69 0.18191 5.669 
70 0.1839 5.376 
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Table E.3. (continued) 
s h; 
meters y/ra^-K 
11 0.18588 5.384 
72 0.19098 0.498 
73 0.19422 5.253 
74 0.19620 0.401 
75 0.19819 0.449 
76 0.20017 0.525 
77 0.20216 1.366 
78 0.20414 1.267 
79 0.20544 1.432 
80 0.20743 0.617 
81 0.20941 1.233 
82 0.21458 0.0 
83 0.21775 7.573 
84 0.21973 6.212 
85 0.22172 5.859 
86 0.22370 5.934 
87 0.22569 5.942 
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Table E.4. Data for the ribbed surface with 
p/s =8:1 and p/q = 8:1 (low 
conductivity ribs) 
predicted 
meters W/m^-K °C 
1 0 . 0 0 3 8 9 9 7 5 4 6 5 6 . 4 4 8  
2 0.00745 8.579 55.966 
3 0.01008 6.565 56.210 
4 0.01381 5.719 55.493 
5 0.01753 5.425 55.612 
6 0.02125 47156 55.400 
7 0.0254 0.512 50.200 
8 0.02857 4.691 48.069 
9 0.03175 0.492 49.776 
10 0.03876 5.407 54.904 
11 0.04248 6.037 55.089 
12 0.04620 5.841 55.036 
13 0.04857 5.420 55.527 
14 0.05237 3.933 54.992 
15 0.05715 0.540 50.417 
16 0.06032 4.696 48.727 
17 0.0635 0.0 
18 0.06631 2.083 54.228 
19 0.07010 4.214 54.308 
20 0.07390 5.503 54.632 
21 0.07698 5.109 56.185 
22 0.08069 5.251 56.594 
23 0.08440 3.433 55.833 
24 0.0889 0.0 
25 0.09207 4.859 49.980 
26 0.09525 0.0 
27 0.09817 1.865 54.646 
28 0.10188 3.983 55.227 
29 0.10559 5.259 55.551 
30 0.10930 5.384 56.056 
31 0.11301 4.553 55.341 
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Table E.4. (continued) 
predicted 
meters W/m^-K °C 
32 0.11672 063 53.102 
33 0.12065 0.0 
34 0.12382 5.201 51.960 
35 0.127 0.0 
36 0.12926 0 53 55.566 
37 0.13300 3.025 56.226 
38 0.13674 4.291 56.222 
39 0.14048 4.797 56.211 
40 0.14422 4.761 55.753 
41 0.14796 033 55.392 
42 0.1524 0.0 
43 0.15557 5.049 50.938 
44 0.15875 0.0 
45 0,16179 1.801 54.522 
46 0.16553 3.859 55.387 
47 0.16927 4.934 55.781 
48 0.17301 5.018 55.465 
49 0.17675 4.470 55.232 
50 0.18049 3.411 54.991 
51 0.18415 0.0 
52 0.18732 5.282 49.832 
53 0.1905 0.0 
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Table E.5. Data for the ribbed surface with 
p/s = 16:1 and p/q = 16:1 (low 
conductivity ribs) 
predicted 
meters W/m^-K °C 
1 0.00032 10.661 53.464 
2 0.00388 8.031 53.875 
3 0.00745 7.643 54.000 
4 0.01109 7.036 54.084 
5 0.01450 6.532 55.025 
6 0.01790 57189 54.262 
7 0.02131 3.256 54.088 
8 0.0254 0.456 47.819 
9 0.02857 5.322 47.941 
10 0.03175 0.613 48.018 
Tî 0.03617 47386 53.915 
12 0.03957 6.474 54.696 
13 0.04298 6.448 57.005 
14 0.04638 6.040 54.122 
15 0.04979 5.975 54.235 
1 6 0 . 0 5 1 7 0 6 7 3 8 0 5 5 . 6 7 1  
17 0.05500 6.008 55.260 
18 0.05830 6.059 55.256 
19 0.06160 5.704 54.834 
20 0.06490 5.540 54.719 
21 0.06820 5.440 54.619 
22 0.07149 4.720 54.324 
23 0.07321 5.106 55.009 
24 0.07658 4.378 54.822 
25 0.07995 2.002 53.670 
26 0,08255 0.855 50.613 
27 0.08572 6.073 49.699 
28 0.0889 0.767 51.172 
29 0.09303 2.049 53.054 
30 0.09640 3.855 53.576 
31 0.09977 5.423 53.801 
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Table E.5. (continued) 
predicted 
meters W/m^-K 
32 0.10314 57920 53.963 
33 0.10651 5.697 53.499 
34 0.10987 5.979 53.950 
35 0.11334 5.221 53.782 
36 0.11669 57034 53.758 
37 0.12005 4.768 53.120 
38 0.12340 4.497 53.024 
39 0.12676 4.633 53.011 
40 0.13011 4.278 53.222 
41 0.13374 CÔ32 53.956 
42 0.13711 2.720 53.264 
43 0.1397 0.0 
44 0.14287 4.985 49.538 
45 0.14605 0.209 47.541 
46 0.15020 1.613 51.876 
47 0.15357 3.322 52.439 
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Table E.6. Data for the stepped 
surface with p/q =8:1 
(vertical orientation) 
s 
"s 
meters W/m^-K 
1 0.02857 6.216 
2 0.03052 6.192 
3 0.03320 5.914 
4 0.03594 4.262 
5 0.03858 4.518 
6 0.04207 0.0 
7 0.04286 6.838 
8 0.04480 6.396 
9 0.04749 4.614 
10 0.05018 4.763 
11 0.05287 3.352 
12 0.05636 0.0 
13 0.05715 6.261 
14 0.05833 7.501 
15 0.06120 5.322 
16 0.06408 4.755 
17 0.06696 4.141 
18 0.07065 0.0 
19 0.07144 6.841 
20 0.07262 6.707 
21 0.07550 5.512 
22 0.07838 4.683 
23 0.08126 4.689 
24 0.08451 0.0 
25 0.08573 6.709 
26 0.08701 5.918 
27 0.08861 5.086 
28 0.08986 4.118 
29 0.09149 4.021 
30 0.09272 4.021 
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Table E.6. (continued) 
s hs 
meters W/m^-K 
31 0.09437 3.295 
32 0.09558 4.391 
33 0.09725 3.143 
34 0.09922 0.0 
35 0.10001 5.499 
36 0.10129 6.851 
37 0.10414 4.910 
38 0.10700 4.179 
39 0.10985 3.926 
40 0.11351 0.0 
41 0.11430 5.556 
42 0.11558 5.509 
43 0.11843 4.384 
44 0.12129 4.105 
45 0.12414 3.901 
46 0.12780 0.0 
47 0.12859 4.992 
48 0.12987 5.771 
49 0.13271 4.856 
50 0.13557 4.875 
51 0.13843 4.283 
52 0.14208 0.0 
53 0.14288 4.495 
54 0.14416 5.404 
55 0.14701 4.299 
56 0.14987 3.904 
57 0.15272 3.122 
58 0.15636 0.0 
59 0.15716 5.430 
60 0.15800 5.805 
61 0.16037 4.634 
62 0.16274 3.999 
63 0.16511 4.026 
64 0.16748 3.813 
65 0.17066 0.0 
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Table E.6. (continued) 
"s 
2 
meters W/ra -K 
36 0.17145 57^ 
67 0.17382 5.464 
68 0.17619 4.653 
69 0.17856 4.015 
70 0.18093 3.866 
71 0.18330 4.263 
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Table E.7. Data for the stepped 
surface vith p/q = 16:1 
(vertical orientation) 
s hs 
meters W/m^-K 
1 0.00687 10.276 
2 0.00919 9.013 
3 0.01150 8.080 
4 0.01382 7.088 
5 0.01613 7.372 
6 0.01845 7.079 
7 0.02076 6.430 
8 0.02308 5.964 
9 0.02619 0.0 
10 0.02699 7.711 
11 0.02923 14.940 
12 0.03155 6.557 
13 0.03386 6.195 
14 0.03618 5.852 
15 0.03849 5.955 
16 0.04081 5.891 
17 0.04312 5.826 
18 0.04544 5.434 
19 0.04775 5.509 
20 0.05005 5.344 
21 0.05319 0.0 
22 0.05398 5.827 
23 0.05622 5.985 
24 0.05854 5.685 
25 0.06085 5.836 
26 0.06317 5.384 
27 0.06548 5.374 
28 0.06780 5.519 
29 0,07011 5.124 
30 0.07243 4.679 
31 0.07474 4.812 
32 0.07706 5.074 
33 0.08017 0.0 
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Table E.7. (continued) 
s hg 
2 
meters W/m -K 
34 0.08096 5.290 
35 0.08320 5.854 
36 0.08552 5.644 
37 0.08783 5.528 
38 0.09069 5.141 
39 0.09246 5.124 
40 0.09478 4.588 
0.09709 4.762 
42 0.09941 5.258 
43 0.10172 4.641 
44 0.10404 4.341 
45 0.10716 0.0 
46 0.10795 4.974 
47 0.11019 4.894 
48 0.11251 4.831 
49 0.11482 4.433 
50 0.11714 4.602 
5Ï 0.11945 4.509 
52 0.12177 4.689 
53 0.12408 4.488 
54 0.12640 4.549 
55 0.12871 4.150 
56 0.13103 3.954 
57 0.13415 0.0 
58 0.13494 4.252 
59 0.13718 5.090 
60 0.13950 5.408 
"6Ï 0.14181 5.249 
62 0.14413 4.679 
63 0.14644 4.309 
64 0.14876 4.478 
65 0.15107 4.063 
"66 0.15339 4TÔ8Î 
67 0.15570 4.188 
68 0.15802 4.019 
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Table E.8. Data for the stepped 
surface with p/q =32:1 
(vertical orientation) 
s t'a 
meters W/mf-K 
1 0.00115 11.149 
2 0.00348 9.008 
3 0.00581 7.535 
4 0.00814 8.266 
5 0.01047 7.673 
6 0.01280 6.964 
7 0.01512 6.038 
8 0.01745 6.582 
9 0.01978 6.415 
10 0.02211 6.389 
11 0.02444 6.363 
12 0.02677 6.052 
13 0.02910 5.910 
14 0.03143 5.971 
15 0.03376 5.810 
16 0.03608 6.005 
17 0.03840 5.027 
18 0.04077 5.457 
19 0.04313 5.562 
20 0.04550 4.933 
21 0.04787 4.370 
22 0.05159 0.0 
23 0.05183 6.923 
24 0.05420 6.128 
25 0.05657 5.753 
26 0.05893 5.775 
27 0.06130 5.713 
28 0.06367 5.520 
29 0.06539 5.292 
30 0.06604 5.607 
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Table E.8. (continued) 
2 
meters W/m -K 
31 0.06774 5.433 
32 0.07009 5.471 
33 0.07248 5.715 
34 0.07480 5.543 
35 0.07716 5.409 
36 0.07951 5.229 
37 0.08186 4.722 
38 0.08422 4.940 
39 0.08657 4.823 
40 0.08893 4.613 
41 0.09019 4.578 
42 0.09244 4.724 
43 0.09468 4.419 
44 0.09692 4.634 
45 0.09917 4.465 
46 0.10141 4.141 
47 0.10399 0.0 
48 0.10448 5.203 
49 0.10525 6.199 
50 0.10749 4.869 
3Ï 0.10974 4.160 
52 0.11198 4.491 
53 0.11423 4.718 
54 0.11647 4.362 
55 0.11738 4.494 
56 0.11979 4.593 
57 0.12220 4.923 
58 0.12461 4.738 
59 0.12702 4.538 
60 0.12943 4.531 
"61 0.13184 4.605 
62 0.13425 4.452 
63 0.13666 4.252 
64 0.13907 3.943 
65 0.14148 4.335 
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Table E.8. (continued) 
^ "s 
2 
meters W/m -K 
66 0.14338 4.582 
67 0.14549 3.871 
68 0.14760 4.198 
69 0.14971 3.636 
70 0.15182 3.350 
71 0.15393 4.911 
72 0.15637 0.0 
73 0.15762 5.712 
74 0.15973 5.218 
75 0.16184 4.932 
76 0.16395 4.844 
77 0.16606 3.806 
78 0.16818 4.899 
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Table E.9. Data for the stepped 
surface with p/q = 8:1 
(inclined at an angle of 
7.1°) 
s 
"s 
meters W/m^-K 
1 0.00218 11.304 
2 0.00451 8.298 
3 0.00762 8.781 
4 0.01073 5.789 
5 0.01349 0.0 
6 0.01542 8.796 
7 0.01853 5.986 
8 0.02168 5.992 
9 0.02487 3.875 
10 0.02778 0.0 
11 0.02964 5.917 
12 0.03283 6.205 
13 0.03602 5.693 
14 0.03921 4.069 
15 0.04207 0.0 
16 0.04397 5.709 
17 0.04716 5.453 
18 0.05026 5.164 
19 0.05347 3.967 
20 0.05636 0.0 
21 0.05828 5.784 
22 0.06149 4.888 
23 0.06470 5.031 
24 0.06791 3.640 
25 0.07065 0.0 
26 0.07272 5.418 
27 0.07593 4.801 
28 0.07924 4.301 
29 0.08246 3.718 
30 0.08451 0.0 
31 0.08727 5.580 
32 0.09049 4.398 
33 0.09371 4.079 
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Table E.9. (continued) 
2 
meters W/m -K 
34 0.09693 3.397 
35 0.09922 0.0 
36 0.10172 5.475 
37 0.10494 4.870 
38 0.10831 3.913 
39 0.11152 3.470 
40 0.11351 0.0 
41 0.11633 4.944 
42 0.11954 4.470 
43 0.12275 4.263 
44 0.12597 3.581 
45 0.12780 0.0 
46 0.13077 57097 
47 0.13398 4.099 
48 0.13678 3.788 
49 0.13998 3.232 
50 0.14208 0.0 
3l 0.14476 4.645 
52 0.14795 4.584 
53 0.15115 3.840 
54 0.15434 3.075 
55 0.15636 0.0 
56 0.15911 4.777 
57 0.16231 3.879 
58 0.16550 3.429 
59 0.16869 2.760 
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Table E.IO. Data for the stepped 
surface with p/q = 16:1 
(inclined at an angle of 
3.6°) 
s hs 
meters W/m^-K 
1 0.00225 9.339 
2 0.00451 7.212 
3 0.00677 6.493 
4 0.00903 6.400 
5 0.01129 5.994 
6 0.01355 5.846 
7 0.01581 5.409 
8 0.01807 5.134 
9 0.02032 4.615 
10 0.02258 3.939 
11 0.02570 0.0 
12 0.02649 6.459 
13 0.02890 5.671 
14 0.03131 5.228 
15 0.03373 5.047 
16 0.03614 4.992 
17 0.03856 4.953 
18 0.04097 4.459 
19 0.04339 4.527 
20 0.04580 4.194 
21 0.04822 3.849 
22 0.05063 3.824 
23 0.05269 0.0 
24 0.05348 4.282 
25 0.05589 5.163 
26 0.05830 4.569 
27 0.06071 4.465 
28 0.06312 4.255 
29 0.06553 4.488 
30 0.06794 4.413 
31 0.07035 4.068 
32 0.07276 3.887 
33 0.07517 3.860 
34 0.07758 3.275 
35 0.07967 0.0 
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Table E.IO. (continued) 
s 
"s 
meters W/m^-K 
36 0.08046 5.260 
37 0.08287 5.100 
38 0.08528 4.467 
39 0.08770 4.333 
40 0.09011 4.769 
41 0.09253 4.310 
42 0.09494 4.012 
43 0.09736 3.886 
44 0.09977 3.855 
45 0.10219 3.533 
46 0.10460 3.426 
47 0.10666 0.0 
48 0.10745 4.818 
49 0.10986 5.083 
50 0.11227 4.547 
51 0.11469 4.279 
52 0.11710 4.132 
53 0.11952 3.973 
54 0.12193 4.005 
55 0.12435 3.812 
56 0.12676 3.666 
57 0.12918 3.429 
58 0.13159 3.135 
59 0.13365 0.0 
60 0.13444 4.085 
61 0.13684 5.361 
62 0.13925 4.610 
63 0.14166 4.345 
64 0.14406 4.073 
65 0.14647 4.043 
66 0.14888 3.891 
67 0.15129 3.852 
68 0.15369 3.593 
69 0.15610 3.293 
70 0.15851 3.216 
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Table E.ll. Data for the stepped 
surface with p/q =32:1 
(inclined at an angle of 
1.9°) 
ï  0 . 0 0 3 3 4 8 7 4 2 7  
2 0.00646 8.905 
3 0.00958 8.226 
4 0.01270 7.954 
5 0.01581 7.480 
6 0.01893 7.244 
7 0.02205 6.459 
8 0.02517 6.940 
9 0.02829 6.086 
10 0.03141 6.081 
11 0.03452 5.610 
12 0.03750 5.587 
13 0.04105 3.550 
14 0.04430 4.927 
15 0.04755 5.271 
1 6  0 . 0 5 1 5 9 Ô T Ô  
17 0.05239 6.975 
18 0.05563 6.322 
19 0.05888 5.719 
20 0.06113 5.384 
21 0.06538 5.099 
22 0.06866 5.682 
23 0.07184 6.039 
24 0.07501 5.288 
25 0.07819 5.643 
26 0.08136 5.039 
27 0.08454 5.228 
28 0.08771 5.269 
29 0.09339 5.340 
30 0.09665 5.000 
31 0.09992 4.484 
32 0.10399 0.0 
33 0.10478 8.169 
34 0.10804 5.218 
35 0.11131 5.401 
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Table E.ll. (continued) 
s h 
s 
meters W/m^-K 
36 0.11457 5.976 
37 0.11728 4.318 
33 0.12052 4.425 
39 0.12376 4.822 
40 0.12700 4.864 
41 0.13025 4.876 
42 0.13349 4.847 
43 0.13673 4.811 
44 0.13998 4.266 
45 0.14348 4.259 
46 0.14672 4.296 
47 0.14996 3.533 
48 0.15320 2.767 
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Table E.12. Data for the sinusoidal 
surface with a/w = 0.05 
î 0.00293 77874 
2 0.00585 7.455 
3 0.00873 6.722 
4 0.01156 6.053 
5 0.01438 5.833 
6 0.01720 5.444 
7 0.02008 5.612 
8 0.02299 5.519 
9 0.02601 5.518 
10 0.02896 5.720 
n 0.03189 5.843 
12 0.03478 5.929 
13 0.03762 6.138 
14 0.04045 5.840 
15 0.04330 5.421 
16 0.04618 4.848 
17 0.04911 4.717 
18 0.05182 4.410 
19 0.05476 4.389 
20 0.05779 4.361 
21 0.06056 4.107 
22 0.06339 4.342 
23 0.06621 3.996 
24 0.06905 3.873 
25 0.07146 4.373 
26 0.07483 4.742 
27 0.07804 4.802 
28 0.08102 4.822 
29 0.08398 5.117 
30 0.08690 5.210 
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Table E.12. (continued) 
hs 
2 
meters W/ra -K 
3 1 0 . 0 8 9 7 8 4 7 6 5 4  
32 0.09332 4.566 
33 0.09551 5.142 
34 0.09843 3.972 
35 0.10140 3.562 
36 0.10385 3.692 
37 0.10685 3.651 
38 0.10984 3.519 
39 0.11277 3.483 
40 0.11566 3.698 
4 Ï  0 . 1 1 8 5 5 3 . 4 4 8  
42 0.12143 3.700 
43 0.12437 4.211 
44 0.12735 4.370 
45 0.12997 4.248 
46 0.13297 4.352 
47 0.13596 4.421 
48 0.13888 4.358 
49 0.14178 4.494 
50 0.14466 4.272 
5 1  0 . 1 4 7 5 5 4 T 2 8 Ï  
52 0.15049 3.811 
53 0.15347 3.824 
136 
Table 2.13 Data for the sinusoidal 
surface with a/v =0.1 
s hs 
meters 
1 0.00318 7.637 
2 0.00622 6.026 
3 0.00921 5.954 
4 0.01200 5.803 
5 0.01473 5.731 
6 0.01749 5.187 
7 0.02036 5.208 
8 0.02341 5.408 
9 0.02656 5.501 
10 0.02977 5.346 
11 0.03279 5.611 
12 0.03589 5.894 
13 0.03876 6.689 
14 0.04137 6.181 
15 0.04397 6.886 
16 0.04666 6.204 
17 0.04948 5.199 
18 0.05245 4.576 
19 0.05526 4.041 
20 0.05829 4.123 
21 0.06126 4.008 
22 0.06409 3.491 
23 0.06685 3.129 
24 0.06939 3.331 
25 0.07199 3.527 
26 0.07469 3.834 
27 0.07706 4.308 
28 0.08004 4.722 
29 0.08311 5.068 
30 0.08619 5.308 
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Table E.13. (continued) 
^ hs 
2 
meters W/m -K 
3Ï 0.08892 5.654 
32 0.09202 5.720 
33 0.09474 4.927 
34 0.09737 6.121 
35 0.10000 4.835 
36 0.10274 4.091 
37 0.10562 4.047 
38 0.10863 3.467 
39 0.11157 3.757 
40 0.11464 3.059 
4Î 0.11759 2.917 
42 0.12041 2.538 
43 0.12309 2.502 
44 0.12571 2.697 
45 0.12836 2.815 
46 0.13112 3.994 
47 0.13404 3.497 
48 0.13707 4.512 
49 0.14015 4.758 
50 0.14320 4.565 
3Ï 0.14612 4.872 
52 0.14792 5.609 
53 0.15066 5.397 
54 0.15333 4.474 
55 0.15604 4.540 
36 0.15886 37993 
57 0.16184 3.733 
58 0.16494 3.826 
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Table E.14 Data for the sinusoidal 
surface with a/w = 0-3 
s h T 
s w 
predicted 
meters V/ra^-K °C 
1 0.00679 4.328 52.549 
2 0.01277 3.446 53.226 
3 0.01739 2.572 54.040 
4 0.02085 2.961 55.859 
5 0.02446 3.186 55.029 
6 0.02935 4.101 53.736 
7 0.03554 4.949 52.594 
8 0.04026 4.891 51.342 
9 0.04705 4.812 52.236 
10 0.05313 5.320 51.082 
11 0.05793 6.691 50.918 
12 0.06147 7.321 50.971 
13 0.06493 5.452 50.636 
14 0.06954 5.028 52.109 
15 0.07549 3.607 52.153 
16 0.08179 2.642 52.553 
17 0.08865 2.394 52.918 
18 0.09471 1.746 53.282 
19 0.09943 1.256 53.409 
20 0.10294 1.192 53.412 
21 0.10653 1.829 53.916 
22 0.11139 2.959 53.780 
23 0.11757 4.415 54.314 
24 0.12249 4.187 53.855 
25 0.12928 5.294 53.034 
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Table E.14. (continued) 
predicted 
meters W/m^-K °C 
26 0.13535 5T8ÎÔ 51.759 
27 0.14015 6.643 51.544 
28 0.14369 5.809 50.423 
29 0.14715 4.385 50.597 
30 0.15178 2.553 50.554 
3 Ï 0 . 1 5 7 7 2 2 7 4 7 7 5 2 . 3 1 6  
32 0.16317 1.840 52.170 
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Table E.15. Data for the sinusoidal 
surface with a/w = 0.05 
(reversed orientation) 
s 
"s 
meters 
1 0.00367 7.919 
2 0.00729 7.221 
3 0.01085 6.760 
4 0.01438 6.563 
5 0.01759 6.180 
6 0.02154 5.834 
7 0.02521 5.120 
8 0.02984 5.731 
9 0.03341 5.077 
10 0.03692 5.403 
11 0.04038 5.583 
12 0.04388 5.120 
13 0.04744 5.318 
14 0.05106 5.230 
15 0.05601 5.201 
16 0.05963 5.460 
17 0.06319 5.826 
18 0.06670 5.329 
19 0.07025 4.852 
20 0.07387 4.372 
21 0.07753 4.302 
22 0.08182 4.384 
23 0.08543 4.175 ; 
24 0.08797 4.157 
25 0.09249 4.225 
26 0.09603 4.735 
27 0.09963 5.287 
28 0.10329 4.599 
29 0.10807 4.711 
30 0.11172 4.663 
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Table E.15. (continued) 
"s 
2 
meters W/ra -K 
lï 0.11531 4.693 
32 0.11886 4.920 
33 0.12244 4.243 
34 0.12608 4.457 
35 0.12979 3.912 
36 0.13362 3:927 
37 0.13702 4.022 
38 0.14037 3.981 
39 0.14367 4.412 
40 0.14698 4.237 
41 0.15034 4.803 
42 0.15376 5.317 
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Table E.16. Data for the sinusoidal 
surface with a/w =0.1 
(reversed orientation) 
s 
meters W/m^-K 
1 0.00398 8.112 
2 0.00779 7.597 
3 0.01137 6.998 
4 0.01478 8.913 
5 0.01827 5.026 
6 0.02196 6.072 
7 0.02589 4.939 
8 0.02751 5.703 
9 0.03152 4.642 
10 0.03538 4.725 
11 0.03898 3.795 
12 0.04243 4.409 
13 0.04593 4.626 
14 0.04965 4.671 
15 0.05361 5.052 
16 0.05478 5.215 
17 0.05881 5.959 
18 0.06268 6.499 
19 0.06631 6.687 
20 0.06977 5.907 
21 0.07324 5.758 
22 0.07693 4.679 
23 0.08085 3.683 
24 0.08324 4.147 
25 0.08726 3.300 
26 0.09110 3.471 
27 0.09469 2.919 
28 0.09813 3.264 
29 0.10165 3.285 
30 0.10538 3.980 
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Table E.16. (continued) 
s 
"s 
meters W/m^-K 
31 0.10935 4.586 
32 0.11110 4.953 
33 0.11514 5.678 
34 0.11901 4.979 
35 0.12262 5.685 
36 0.12609 5.636 
37 0.12964 4.613 
38 0.13343 3.738 
39 0.13744 3.444 
40 0.13931 3.356 
41 0.14317 3.024 
42 0.14694 2.875 
43 0.15047 2.878 
44 0.15387 3.165 
45 0.15735 3.407 
46 0.16106 4.234 
47 0.16498 5.631 
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Table E.17. Data for the sinusoidal surface 
vith a/w = 0.3 (reversed orientation) 
s h T 
s w 
predicted 
meters W/m^-K °C 
1 0.00701 6.307 51.426 
2 0.01314 6.821 50.877 
3 0.01779 7.622 50.343 
4 0.02131 8.147 49.733 
5 0.02522 5.684 50.655 
6 0.03056 4.783 51.548 
7 0.03717 3.894 51.275 
8 0.04026 3.738 51.674 
9 0.04720 3.266 52.169 
10 0.05340 2.240 51.627 
11 0.05821 1.776 51.495 
12 0.06178 1.442 51.619 
13 0.06540 1.622 50.358 
14 0.07033 3.165 50.649 
15 0.07532 4.110 54.291 
16 0.08222 4.434 52.657 
17 0.08914 5.148 52.121 
18 0.09517 5.376 50.816 
19 0.09982 6.047 49.267 
20 0.10330 5.213 49.963 
21 0.10705 3.669 50.242 
22 0.11217 3.108 50.287 
23 0.11856 2.743 50.151 
24 0.12291 3.053 51.608 
25 0.12971 1.838 51.868 
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Table E.17. (continued) 
predicted 
meters W/m^-K °C 
IE 0.13574 ÏT3Ô4 52.034 
27 0.14044 0.956 52.106 
28 0.14395 0.337 49.659 
29 0.14747 0.733 50.163 
30 0.15225 1.491 50.279 
31 0.15830 2.930 50.063 
32 0.16360 4.332 50.084 
