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Abstract
For a ﬁnite Blaschke product B let TB denote the analytic multiplication operator (also
called a Toeplitz operator) on the Bergman space of the unit disk. We show that the defect
operators ðI  TBTnBÞ1=2 and ðI  TnBTBÞ1=2 both map the Bergman space to the Hardy space
and the Hardy space to the Dirichlet space.
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1. Introduction
LetD denote the open unit disk in the complex plane C: We will be concerned with
three classical Hilbert spaces of analytic functions in D; namely, the Bergman space
A2; the Hardy space H2; and the Dirichlet space D:
Throughout the paper we let B denote a ﬁnite Blaschke product. The operator of
multiplication by B on A2 will be denoted by TB: Historically, the operator TB is also
called the (analytic) Toeplitz operator with symbol B; which explains the use of the
notation TB:
The operators TB and T
n
B are contractions. Actually,
jjTBjj ¼ jjTnBjj ¼ 1:
So we can consider the defect operators
T1 ¼ ðI  TBTnBÞ1=2; T2 ¼ ðI  TnBTBÞ1=2;
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where I is the identity operator on A2: Such square roots are very important in
operator theory, especially in the areas of factorization and canonical models.
The main results of the paper are Theorems A and B below. Theorem A describes
the range of the operators T1 and T2 above as the Hardy space.
Theorem A. T1ðA2Þ ¼ T2ðA2Þ ¼ H2:
When we restrict the operators T1 and T2 to the subspace H
2 of A2; we ﬁnd that
the image must be the Dirichlet space.
Theorem B. T1ðH2Þ ¼ T2ðH2Þ ¼ D:
Note that when B ¼ zN ; the operators
I  TBTnB; I  TnBTB
are both positive and diagonal with respect to the standard basis of A2; and their
eigenvalues are easily computable. This, along with the description of A2; H2; andD in
terms of Taylor coefﬁcients, easily shows that the theorems above are true in this case.
The general case will be proved in the framework of sub-Bergman Hilbert spaces.
This framework was established in [3] as an extension of the theory of sub-Hardy
Hilbert spaces developed by de Branges, Rovnyak, Sarason, and some of their students
and collaborators. Sarason’s book [2] contains the main achievements in this area.
We thank Michael Stessin for many helpful conversations on Toeplitz operators
induced by ﬁnite Blaschke products.
2. Preliminaries
Recall that the Bergman space A2 of D consists of analytic functions f in D such
that
jj f jj2A2 ¼
Z
D
j f ðzÞj2 dAðzÞoN;
where dA is the normalized area measure on D: We will need to use two other forms
of the norm in A2: The ﬁrst involves the Taylor coefﬁcients of f : Thus for
f ðzÞ ¼
XN
n¼0
anz
n;
we have
jj f jj2A2 ¼
XN
n¼0
janj2
n þ 1:
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Another calculation using the Taylor expansion shows that j f j2A2 is comparable to
j f ð0Þj2 þ
Z
D
j f 0ðzÞj2ð1 jzj2Þ2 dAðzÞ:
The Hardy space H2 of D consists of analytic functions f in D such that
jj f jj2H2 ¼ sup
0oro1
1
2p
Z 2p
0
j f ðreitÞj2 dtoN:
It is well known that sup0oro1 above can be replaced by supsoro1 for any constant
sAð0; 1Þ: In terms of the Taylor expansion of f ;
f ðzÞ ¼
XN
n¼0
anz
n;
we have
jj f jj2H2 ¼
XN
n¼0
janj2:
We will also need to use the following form of the norm on H2:
jj f jj2H2 ¼ j f ð0Þj2 þ
Z
D
j f 0ðzÞj2 log 1jzj2 dAðzÞ:
Since
log
1
jzj2Bð1 jzj
2Þ
as jzj-1; we conclude that an analytic function f in D belongs to the Hardy space
if and only if
j f ð0Þj2 þ
Z
D
j f 0ðzÞj2ð1 jzj2Þ dAðzÞoN;
and the square root of this quantity is equivalent to the norm on H2:
The Dirichlet space D consists of analytic functions f in D with
jj f jj2D ¼ j f ð0Þj2 þ
Z
D
j f 0ðzÞj2 dAðzÞoN:
When
f ðzÞ ¼
XN
n¼0
anz
n
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is the Taylor series of f ; we have
jj f jj2D ¼ ja0j2 þ
XN
n¼1
njanj2:
In particular, we see that DCH2CA2:
It should be clear how to polarize the above norms to get the corresponding inner
products on A2; H2; and D:
We will also need the space HN; consisting of all bounded analytic functions in D:
It is easy to see that HN is dense in H2 and in A2: However, the space HN is not
contained in the Dirichlet space D: The set of all polynomials is dense in each of the
spaces A2; H2; and D:
Since the Bergman space A2 is a closed subspace of the Hilbert space L2ðD; dAÞ; we
can consider the orthogonal projection P from L2ðD; dAÞ onto A2: This is usually
called the Bergman projection and it has the following integral representation:
PðgÞðzÞ ¼
Z
D
1
ð1 z %wÞ2
gðwÞ dAðwÞ; gAL2ðD; dAÞ;
where the integral kernel above is called the Bergman kernel.
Given any function jALNðDÞ; we can deﬁne a linear operator Tj on A2 as
follows:
Tjf ¼ Pðjf Þ; fAA2:
It is obvious that Tj is bounded with jjTjjjpjjjjjN: The operator Tj is called the
Toeplitz operator on A2 with symbol j:
It is easy to check that Tnj ¼ T %j for each jALNðDÞ: Three Toeplitz operators will
be of interest to us in the paper, namely, TB; T %B; and TjBj2 : Observe that T %B ¼ TnB and
T %BTB ¼ TjBj2 :
The next estimate is undoubtedly well known, but we include a proof here for the
lack of a speciﬁc reference.
Lemma 1. If j is an analytic self-map of the disk D; then j is a finite Blaschke product
if and only if there exists a constant C40 such that
C1ð1 jzj2Þp1 jjðzÞj2pCð1 jzj2Þ
for all zAD:
Proof. First observe that for every analytic self-map j of D there exists a positive
constant C40 with
1 jzj2pCð1 jjðzÞj2Þ
for all zAD: This follows easily from the classical Schwarz lemma.
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Next observe that if B ¼ B1B2 is a product of two Blaschke products, then
1 jBj2 ¼ 1 jB1j2 þ jB1j2ð1 jB2j2Þpð1 jB1j2Þ þ ð1 jB2j2Þ:
The inequality
1 jBðzÞj2pCð1 jzj2Þ
for ﬁnite Blaschke products then follows from induction and the above observation.
Finally, if there exists a constant C40 such that
1 jjðzÞj2pCð1 jzj2Þ
for all zAD; then it is clear that
lim
z-z
jjðzÞj ¼ 1
for every point zA@D: In particular, j is an inner function. Since the above
convergence is uniform, the function j does not collapse at any boundary point,
which implies that B must be a ﬁnite Blaschke product; see Section II-6 of [1]. &
Lemma 2. For any 0ptoN the integral operator
Tf ðzÞ ¼
Z
D
ð1 jwj2Þt
j1 z %wj2þt
f ðwÞ dAðwÞ
is bounded on L2ðD; dAÞ:
Proof. See Theorem 4.2.3 of [4]. &
Since TB is just the operator of multiplication by B on A
2; its action on A2 is
evident. We now describe the action of T %B and TjBj2 on A
2:
Proposition 3. Suppose the zeros of B are distinct. If fAA2 and F is any anti-derivative
of f in D; then
T %B f ðzÞ ¼
f ðzÞ
BðzÞ 
FðzÞB0ðzÞ
BðzÞ2 þ
XN
k¼1
FðakÞ
B0ðakÞðz  akÞ2
;
where a1;y; aN are the zeros of B in D:
Proof. Since the desired result is a pointwise formula, an easy approximation
argument shows that we can assume f to be analytic on the closed unit disk. Let
@ ¼ @w þ @ %w
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and recall that
dAðwÞ ¼ 1
2pi
d %w4dw:
An application of the Stokes formula yields
T %B f ðzÞ ¼ 
1
2pi
Z
D
@
%BðwÞFðwÞ
ð1 z %wÞ2
d %w
 !
¼  1
2pi
Z
@D
%BðwÞFðwÞ
ð1 z %wÞ2
d %w
¼ 1
2pi
d
dz
Z
@D
FðwÞ dw
BðwÞðw  zÞ:
By the residue theorem,
1
2pi
Z
@D
FðwÞ dw
BðwÞðw  zÞ ¼
FðzÞ
BðzÞ þ
XN
k¼1
FðakÞ
B0ðakÞðak  zÞ:
It follows that
T %B f ðzÞ ¼
f ðzÞ
BðzÞ 
FðzÞB0ðzÞ
B2ðzÞ þ
XN
k¼1
FðakÞ
B0ðakÞðz  akÞ2
;
completing the proof of the proposition. &
Corollary 4. Suppose all the zeros of B; a1;y; aN ; are simple. If fAA2 and F is any
anti-derivative of Bf in D; then
TjBj2f ðzÞ ¼ f ðzÞ 
FðzÞB0ðzÞ
BðzÞ2 þ
XN
k¼1
FðakÞ
B0ðakÞðz  akÞ2
:
Proof. Simply replace f by Bf in Proposition 3. &
Note that if the zeros of B are not distinct, for example, if ak is a zero of B of
multiplicity m with m41; then the term
FðakÞ
B0ðakÞðak  zÞ
in the proposition and corollary above should be replaced by the residue of the
function
gðwÞ ¼ FðwÞ
BðwÞðw  zÞ
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at the point ak; which is a linear combination of
1
ak  z;y;
1
ðak  zÞm;
and hence is a rational function whose poles are at the zeros of B:
In the formulas (and their revised version if there are multiple zeros) in
both Proposition 3 and Corollary 4, the poles in the second term are cancelled by
the poles of the third term, so we do not have to worry about the zeros that appear in
the denominator. If we denote by G the sum of the second and third term, then it is
clear that the membership of G in A2; H2; or D is equivalent to that of the function
F : This observation will be used several times later without being explicitly
mentioned.
3. Sub-Bergman Hilbert spaces
Let H be a Hilbert space and T a contraction on H: Following [2] we useHðTÞ to
denote the Hilbert space whose underlying set is the range of the positive operator
ðI  TTnÞ1=2 and whose inner product is given by
/ðI  TTnÞ1=2x; ðI  TTnÞ1=2ySHðTÞ ¼ /x; ySH ;
where
x; yAH~kerðI  TTnÞ1=2:
When T ¼ TB on A2; we denote the resulting spaceHðTÞ byHðBÞ: Similarly, we
useHð %BÞ to denote the Hilbert spaceHðT %BÞ: Since the spacesHðBÞ andHð %BÞ are
Hilbert spaces contained in A2; it is natural for us to call them sub-Bergman Hilbert
spaces.
Note that the inner products onHðBÞ andHð %BÞ are drastically different from the
inner product on A2: In fact, it was shown in [3] that neither HðBÞ nor Hð %BÞ is
closed in the A2-metric, but both spaces contain HN:
In terms of sub-Bergman Hilbert spaces, we see that the assertions in Theorem A
of the Introduction are equivalent to
HðBÞ ¼Hð %BÞ ¼ H2:
Theorem B then follows from this and some computations involving the operators
I  TBT %B and I  T %BTB:
We will need the following result from [3] about sub-Bergman Hilbert spaces.
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Lemma 5. The space Hð %BÞ consists of analytic functions in D of the form
f ðzÞ ¼
Z
D
1 jBðwÞj2
ð1 z %wÞ2
gðwÞ dAðwÞ;
where g is analytic in D andZ
D
jgðzÞj2ð1 jBðzÞj2Þ dAðzÞoN:
We will also need to use the following result.
Lemma 6. We always have HNCHð %BÞCHðBÞ:
Proof. The inclusion HNCHð %BÞ is established in [3]. The inclusion Hð %BÞCHðBÞ
follows from Douglas’s criterion (see I-4 and I-5 of [2]) and the operator in-
equality
TBT %BpT %BTB;
which is a consequence of the subnormality of the analytic Toeplitz operator TB:
Note that this argument was due to the referee of the paper [3]. &
4. Proof of Theorem A
We prove Theorem A in this section.
Lemma 7. The space Hð %BÞ is contained in H2:
Proof. Given fAHð %BÞ; Lemmas 1 and 5 tell us that f can be represented as
f ðzÞ ¼
Z
D
1 jBðwÞj2Þ
ð1 z %wÞ2
gðwÞ dAðwÞ;
where g is analytic in D andZ
D
jgðzÞj2ð1 jzj2Þ dAðzÞoN:
Differentiating under the integral sign, we obtain
f 0ðzÞ ¼ 2
Z
D
1 jBðwÞj2
ð1 z %wÞ3 %
w gðwÞ dAðwÞ:
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Using Lemma 1 and the fact that
ð1 jzj2Þ1=2ð1 jwj2Þ1=2p2j1 z %wj;
we can ﬁnd a positive constant C such that
ð1 jzj2Þ1=2j f 0ðzÞjpC
Z
D
1
j1 z %wj2
ð1 jwj2Þ1=2jgðwÞj dAðwÞ:
By Lemma 2, Z
D
j f 0ðzÞj2ð1 jzj2Þ dAðzÞoN;
which shows that f belongs to H2: &
Theorem 8. Hð %BÞ ¼ H2:
Proof. Let HB denote the Hilbert space of analytic functions f in D such that
jj f jj2B ¼
Z
D
j f ðzÞj2ð1 jBðzÞj2Þ dAðzÞoN:
The inner product on HB is the polarization of the above norm. By Lemma 1 and the
fact that
jj f jj2H2Bj f ð0Þj2 þ
Z
D
j f 0ðzÞj2ð1 jzj2Þ dAðzÞ;
the operator S : H2-HB deﬁned by
Sf ðzÞ ¼ d
dz
ðzf ðzÞÞ ¼ f ðzÞ þ zf 0ðzÞ
is invertible. In particular, the image of the unit ball of H2 under the mapping S
must contain a ball with center 0 and radius c in HB; where c is some positive
constant.
Consider the operator
TgðzÞ ¼
Z
D
1 jBðwÞj2
ð1 z %wÞ2
gðwÞ dAðwÞ:
By Lemmas 5 and 7, T is a bounded linear operator from HB into H
2: Furthermore,
according to Lemma 6, the range of T : HB-H
2 (which isHð %BÞ) contains HN: To
show that TðHBÞ ¼ H2; it sufﬁces to show that the operator T : HB-H2 is bounded
below.
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Let c be the positive constant from the ﬁrst paragraph of this proof. Then for any
unit vector g in HB; we have
jjTgjjH2 ¼ supfj/Tg; fSH2 j : jj f jjH2p1g
¼ sup
Z
D
gðwÞSf ðwÞð1 jBðwÞj2Þ dAðwÞ

 : jj f jjH2p1
 
X c sup
Z
D
gðwÞhðwÞð1 jBðwÞj2Þ dAðwÞ

 : jjhjjBp1
 
¼ c;
where the second equality above follows from a use of Fubini’s theorem. The
shows that the operator T : HB-H
2 is bounded below and hence must be
onto. &
Theorem 9. HðBÞ ¼ H2:
Proof. By Lemma 6 and Theorem 8, it sufﬁces to prove HðBÞCH2:
Given fAHðBÞ; we apply Proposition 3.8 of [3] and Theorem 8 above
to get T %BfAHð %BÞ ¼ H2: The desired result then follows from the following
lemma. &
Lemma 10. If f is in A2; then T %BAH
2 if and only if fAH2; and T %BfAD if and only
if fAD:
Proof. This is a direct consequence of Proposition 3 (and the remarks following
Corollary 4) and the fact that any anti-derivative of a function in A2 must belong to
the Dirichlet space D which is contained in H2: &
5. Proof of Theorem B
Theorem B will be proved in this section. Actually, we will prove that the
operators I  TBT %B and I  T %BTB both map A2 to D; which, when combined with
Theorem A, will then prove Theorem B.
Theorem 11. ðI  T %BTBÞðA2Þ ¼ D:
Proof. Consider the operator
Tf ðzÞ ¼
Z
D
1 jBðwÞj2
ð1 z %wÞ2
f ðwÞ dAðwÞ:
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In the previous section, we showed that T maps HB; the Hilbert space of analytic
functions f in D with
Z
D
j f ðzÞj2ð1 jBðzÞj2Þ dAðzÞoN;
onto H2: It is easy to see that the operator
I  T %BTB ¼ I  TjBj2
is the restriction of T to A2:
Differentiating inside the integral and applying Lemma 1, we obtain a constant
C40 such that
d
dz
Tf ðzÞ

pC
Z
D
1 jwj2
j1 z %wj3
j f ðwÞj dAðwÞ:
This, together with Lemma 2, shows that T maps A2 boundedly into the Dirichlet
space D:
To prove that I  TjBj2 maps A2 onto D; we recall from Corollary 4 that
ðI  TjBj2Þf ðzÞ ¼
FðzÞB0ðzÞ
BðzÞ2 
XN
k¼1
FðakÞ
B0ðakÞðz  akÞ2
;
where F is any anti-derivative of Bf : Note that if B has multiple zeros, then a revised
version of the above formula should be used; see the remarks following Corollary 4.
Since A2 is dense in HB; an easy approximation argument shows that the above
formula for I  TjBj2 also holds for T ; that is,
Tf ðzÞ ¼ FðzÞB
0ðzÞ
BðzÞ2 
XN
k¼1
FðakÞ
B0ðakÞðz  akÞ2
for all fAHB:
Given a function gADCH2; there exists a function fAHB such that g ¼ Tf : By
the representation of T in the previous paragraph, any anti-derivative F of Bf
belongs to D: Since differentiation carries the Dirichlet space to the Bergman space,
we conclude that BfAA2: But B is a ﬁnite Blaschke product, we must have fAA2:
This shows that the operator I  TjBj2 maps A2 onto D: &
Corollary 12. ðI  T %BTBÞ1=2ðH2Þ ¼ D:
Proof. This is a direct consequence of Theorems 8 and 11. &
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Recall that the operator T :HB-H
2 is invertible. In particular, the restriction of T
to A2 must be one to one. It follows that the operator I  TjBj2 : A2-D is invertible.
The following result tells us how to reverse this operator on a large part of D:
Theorem 13. Suppose gAD and g vanishes at all the zeros of B0ðzÞ (counting
multiplicities). If
f ðzÞ ¼ 2gðzÞ þ BðzÞg
0ðzÞ
B0ðzÞ 
BðzÞgðzÞB00ðzÞ
B0ðzÞ2 ;
then fAA2 and ðI  TjBj2Þf ¼ g:
Proof. We may assume that the zeros of B are all simple. The general case then
follows from an approximation argument.
Recall that
TjBj2f ðzÞ ¼ f ðzÞ 
FðzÞB0ðzÞ
BðzÞ2 þ
XN
k¼1
FðakÞ
B0ðakÞðz  akÞ2
;
where fAA2 and F is any anti-derivative of Bf : Note that any anti-derivative of Bf
can be used here, so in the calculations below, we will not attach an arbitrary
constant to the indeﬁnite integrals.
Suppose f and g satisfy the assumptions in the theorem. Then it is easy to check that
f ðzÞ ¼ d
dz
h0ðzÞ
B0ðzÞ
 	
¼ gðzÞ þ d
dz
BðzÞgðzÞ
B0ðzÞ
 	
;
where h ¼ BG and G is any anti-derivative of g: This shows that fAA2: Also, we can
integrate by parts to ﬁnd an anti-derivative of Bf as follows.
FðzÞ ¼
Z
BðzÞf ðzÞ dz ¼ BðzÞh
0ðzÞ
B0ðzÞ 
Z
h0ðzÞ dz ¼ BðzÞh
0ðzÞ
B0ðzÞ  hðzÞ:
Plugging in h ¼ BG and simplifying the result, we obtain
FðzÞ ¼ B
2ðzÞgðzÞ
B0ðzÞ :
In particular, F vanishes at all the zeros of B: Combining this with what we had in
the previous paragraph, we then obtain
TjBj2 f ¼ f  g
or
ðI  TjBj2Þf ¼ g;
ﬁnishing the proof of the theorem. &
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Theorem 14. ðI  TBT %BÞðA2Þ ¼ D:
Proof. It follows from Proposition 3 that
ðI  TBT %BÞf ðzÞ ¼
B0ðzÞ
BðzÞ FðzÞ  BðzÞ
XN
k¼1
FðakÞ
B0ðakÞðz  akÞ2
;
where a1;y; aN are the zeros of B and F is any anti-derivative of f : Once again, if B
has multiple zeros, the formula above needs to be modiﬁed, but the following
argument still works in this case. Since anti-differentiation takes the Bergman space
to the Dirichlet space, the above formula clearly shows that the operator I  TBT %B
carries A2 into the Dirichlet space D:
To prove that I  TBT %B maps A2 onto D; we are going to make use of the
intertwining relation
T %BðI  TBT %BÞ1=2 ¼ ðI  T %BTBÞ1=2T %B:
See I-7 in [2].
Given gAD; Theorem 9 tells us that there exists hAA2 such that
g ¼ ðI  TBT %BÞ1=2h:
Applying the intertwining relation mentioned earlier, we obtain
T %Bg ¼ ðI  T %BTBÞ1=2T %Bh:
By Lemma 10, T %Bg belongs to D: Since the operator ðI  T %BTBÞ1=2 is one to one on
A2 and maps H2 exactly to D; we conclude that the function T %Bh belongs to H
2;
which in turn gives hAH2 according to Lemma 10. Applying Theorem 9 again, we
can ﬁnd a function fAA2 such that
h ¼ ðI  TBT %BÞ1=2f :
Combining this with the earlier representation of g; we obtain
g ¼ ðI  TBT %BÞf ;
completing the proof of the theorem. &
Note that we can also ﬁnd an explicit formula for the inverse of the invertible operator
I  TBT %B : A2-D
on a large part of D: In fact, if gAD and g vanishes at the zeros of B0ðzÞ including
multiplicity, then
ðI  TBT %BÞf ¼ g;
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where
f ¼ F 0; F ¼ Bg
B0
:
We omit the details.
Corollary 15. ðI  TBT %BÞ1=2ðH2Þ ¼ D:
Proof. This is clearly a consequence of Theorems 9 and 14. &
We have now completed the proof of Theorems A and B stated in the
Introduction.
6. Further remarks
For simplicity of presentation we still write
T1 ¼ ðI  TBT %BÞ1=2; T2 ¼ ðI  T %BTBÞ1=2:
Carefully examining the proofs earlier, we ﬁnd that the mappings
Tk :A
2-H2; Tk :H
2-D
are all bounded invertible operators. As a result, we realize that the Hardy
space H2 can be equipped with two inner products such that the associated
norms are equivalent to jj jjH2 and the associated reproducing kernels are
given by
K1ðz; wÞ ¼ 1 BðzÞBðwÞð1 z %wÞ2
and
K2ðz; wÞ ¼
Z
D
1 jBðuÞj2
ð1 z %uÞ2ð1 u %wÞ2
dAðuÞ;
respectively. It would be interesting to have an explicit form for these inner products
on H2:
If j is a more general function in the closed unit ball of HN; in particular, if j is a
more general inner function, it would be nice to know more about the associated
sub-Bergman spaces HðTjÞ and HðT %jÞ:
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