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Abstract
Bayesian deep neural networks (DNNs) can provide a mathematically grounded
framework to quantify uncertainty in predictions from image captioning mod-
els. We propose a Bayesian variant of policy-gradient based reinforcement learn-
ing training technique for image captioning models to directly optimize non-
differentiable image captioning quality metrics such as CIDEr-D. We extend the
well-known Self-Critical Sequence Training (SCST) approach for image caption-
ing models by incorporating Bayesian inference, and refer to it as B-SCST. The
“baseline” for the policy-gradients in B-SCST is generated by averaging predictive
quality metrics (CIDEr-D) of the captions drawn from the distribution obtained
using a Bayesian DNN model. We infer this predictive distribution using Monte
Carlo (MC) dropout approximate variational inference. We show that B-SCST
improves CIDEr-D scores on Flickr30k, MS COCO and VizWiz image captioning
datasets, compared to the SCST approach. We also provide a study of uncertainty
quantification for the predicted captions, and demonstrate that it correlates well
with the CIDEr-D scores. To our knowledge, this is the first such analysis, and
it can improve the interpretability of image captioning model outputs, which is
critical for practical applications.
1 Introduction
Deep neural network (DNN) based image captioning approaches generate natural language de-
scriptions of an image by transforming the image features into a sequence of output words from a
predefined vocabulary. State-of-the-art image captioning models [1–5] use encoder-decoder archi-
tecture [6, 7, 5, 1], and follow a two-step training process. In the first step, cross-entropy loss is
optimized to generate a caption with words in the same order as the ground-truth caption. In the
second step, policy-gradient based reinforcement learning (RL) [8] is used to minimize the negative
expected value of the generated caption quality metric scores (typically CIDEr-D) [9–12].
Several recent works have shown that using a bias correction, i.e., a learned “baseline”, to normalize
the RL rewards reduces the variance in policy gradients, and is effective during training. In Self-
Critical Sequence Training (SCST) [8], CIDEr-D metric is directly optimized. The model chooses
word with the highest SoftMax probability at each timestep and generates a greedy caption, i.e., the
caption generated using the inference algorithm. The CIDEr-D score of this greedy caption is used
as the “baseline” to increase the probability of generating captions that have higher score than the
"baseline" while decreasing it for captions that have lower score.
Image captioning DNN models can generate incorrect description of a given image, hence it is im-
portant to study the inherent ambiguity or uncertainty estimates of the generated captions. Bayesian
DNNs [13, 14] provide a principled way to gain insight into the data and capture reliable uncer-
tainty estimates, leading to interpretable models. In this work, we use MC dropout approximate
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Figure 1: (a) Sample images and few of their ground-truth captions from Flickr30k dataset. Also shown are
the greedy captions that are predicted using a trained model with MC Dropout forward passes, along with
their corresponding CIDEr-D scores (red is low, green is high). (b) Distribution (min-max) of CIDEr-D scores
obtained from MC Dropout forward passes for 50 randomly selected images from Flickr30k dataset, sorted by
their predictive mean CIDEr-D scores (shown in red).
inference [15] to study the correlation between uncertainty estimates and the CIDEr-D score of the
generated captions. This analysis is critical to enable practical image captioning applications that
require interpretability of the model outputs.
In Figure 1 (a), we show two sample images from Flickr30k [16] dataset along with few of their
ground truth captions. We also show the greedy captions that are generated from a trained model
using MC dropout forward passes, and their corresponding CIDEr-D scores. During training, SCST
approach uses CIDEr-D score of a single greedy caption, which is obtained from standard DNN
inference algorithm, as the "baseline". We instead propose a “baseline” that is obtained using a
Bayesian DNN model based on MC dropout approximate inference, which infers the distribution of
these predicted captions over model parameters. In Figure 1 (b), we show the distribution of CIDEr-D
scores for 50 randomly selected images from Flickr30k dataset obtained using MC dropout forward
passes. For each image, we plot range of CIDEr-D scores around their predictive mean (shown in
red). The predictive mean CIDEr-D score of the captions that are sampled from this distribution will
be a better representation of the “baseline”. We refer to this approach as Bayesian SCST (B-SCST).
In summary, our main contributions in this work are:
• We propose B-SCST, a Bayesian variant of SCST approach, and demonstrate that it improves
the caption quality score compared to SCST approach.
• We present uncertainty quantification of the model generated image captions and demonstrate
a good correlation between CIDEr-D scores and uncertainty. To our knowledge, this is
the first work which provides this kind of Bayesian analysis for image captioning, and can
improve interpretability of generated captions.
The paper is organized as follows. The related work is presented in Section 2, followed by proposed
method in Section 3. The results are presented in Section 4 and conclusions in Section 5.
2 Related work
2.1 Attention Mechanism
State-of-the-art image captioning DNNs use attention mechanism [5] so that the encoder and decoder
in the model attend on appropriate features in the image to generate the words in the caption. A
bottom-up attention mechanism (Up-Down) was proposed in [1], where the model attends on Faster
R-CNN [17] proposals from the image. Attention-on-attention network (AoANet) [3] uses an extra
learned attention on top of self-attention [18] to avoid attentions that are irrelevant to the decoder. In
this work, we demonstrate our approach on AoANet model architecture, although it can be applied
on other architectures that benefit from SCST.
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Figure 2: Bayesian Self Critical Sequence Training (B-SCST). The AoANet encoder and decoder are marked as
“Enc” and “Dec” respectively, and the gray nodes inside them indicate the dropout nodes. The M MC dropout
forward passes through the model are marked as MC1 through MCM . In each of these forward passes, the
input image features go through the encoder, and the decoder uses them to generate the word prediction at
each time-step. CIDEr-D score is calculated between the predicted caption and the ground truth caption. The
predictive mean of the CIDEr-D scores from these forward passes is used as the “baseline” during policy gradient
RL training.
2.2 Training techniques
Image captioning DNNs are usually trained with word level cross-entropy loss between the ground
truth and model generated caption. SCST [8] uses policy-gradient based RL to directly optimize the
non-differentiable Natural language processing (NLP) metrics that are used for caption evaluation.
Specifically, it uses the caption score obtained by the model using its inference algorithm, as the
“baseline” to reduce the variance of gradients. A few variants of SCST have been used to improve the
image captioning quality metrics. One variant [1] performs beam search and restricts the search space
to only the top-k captions in the decoded beam. Another variant [2] similarly restricts the search
space to only the top-k captions in the decoded beam, while also using the mean CIDEr-D score of
these top-k captions as the “baseline”. We discuss the differences between our approach and these
works in Section 3.
2.3 Bayesian approaches
Standard DNNs do not capture uncertainty estimates [13] associated with the data and the model
parameters. SoftMax probabilities obtained from DNNs can often provide overly confident results
for incorrect predictions. Hence, Bayesian DNNs have been proposed to capture data and model
uncertainties [13] resulting in more robust models. In [15], dropout training in DNNs is cast as an
approximate Bayesian inference in deep Gaussian processes. This work has been extensively used in
many applications [19, 20] to model uncertainty estimates. Among image captioning related works,
an LSTM trained using Bayesian back-propagation was proposed in [21] to improve the perplexity of
image captioning results. Uncertainty measures were explored in [22] to improve caption embedding
and retrieval task. In [23], MC dropout was used along with explicit outputs that predict the model
uncertainty. Our approach is different from these works. We focus on improving image captioning
metrics by using MC dropout to cast a state-of-the-art model as Bayesian DNN, without making
any changes to the model architecture. We also perform uncertainty quantification of the generated
caption to improve their interpretability, which to our knowledge has not been done in earlier works.
3 Bayesian Self-Critical Sequence Training
In this section, we present details of our approach after discussing the relevant background.
3.1 Background
3.1.1 Model Architecture
We used AoANet architecture [3] for our trials since it recently provided state-of-the-art results.
AoANet is based on encoder-decoder architecture with attention mechanism. Given an image I ,
Faster R-CNN is used to extract feature vectors A. The AoANet encoder, which includes AoA
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modules, generates re-weighted feature vectors Aenc. At each timestep t (i.e., word in the caption),
the AoANet decoder, which includes Attention LSTM and its own AoA modules, uses Aenc and
previous word yt−1 in the caption to generate hidden state ht and context vector ct. The context
vector ct is used to compute the conditional probabilities of the words in the word vocabulary
pθ(yt | y1:t−1, I), where θ are the AoANet model parameters. Additional AoANet architecture details
can be found in [3].
To simplify notation in the rest of this paper, we denote the model generated caption as y1:T , and
conditional probability vector of its words as pθ(y1:T ), where T is the maximum length of the caption.
3.1.2 Bayesian Inference
In Bayesian DNNs, model parameters θ are treated as random variables with a prior distribution p(θ),
instead of point estimates. Given input-output pairs (x, y) and the model likelihood p(y|x, θ), Bayes
rule can be used to obtain the posterior distribution of model parameters p(θ|x, y):
p(θ|x, y) = p(y|x, θ)p(θ)
p(y|x) (1)
Since computing this posterior distribution p(θ|x, y) is often intractable, Bayesian approximate infer-
ence techniques [24, 25, 13, 15] are used to infer a tractable approximate posterior distribution qφ(θ).
Given a new input x∗, the predictive distribution of the output y∗ during inference phase is obtained
using multiple stochastic forward passes through the model, while sampling from the approximate
posterior distribution of model parameters qφ(θ) using Monte Carlo estimators:
p(y∗|x∗, x, y) ≈ 1
M
M∑
m=1
p(y∗|x∗, θm) , θm ∼ qφ(θ) (2)
where, M is number of Monte Carlo samples.
In this work, we use MC dropout approximate inference to obtain the "baseline" for RL step during
training phase, and also to perform uncertainty quantification analysis during inference phase. More
details are presented in the next two sections.
3.2 Our Approach
3.2.1 Training
We train our image captioning model using the popular two step approach. In the first step, we
minimize word-level cross-entropy loss function [1, 3]. In the second step, we optimize CIDEr-D
directly and refer to this step as CIDEr-D optimization. In this work, we use our proposed B-SCST
for CIDEr-D optimization. We first briefly describe the well-known SCST approach [8], which works
as follows. The decoder (agent) interacts with the image features and the current word in the caption
(environment) using the model’s parameters θ (policy pθ), to generate the next word (action) in the
caption. After the complete caption is generated, CIDEr-D score (reward) is calculated using the
ground truth sentence. The goal of CIDEr-D optimization is to minimize the negative expected
CIDEr-D rewards function r(.):
LRL(θ) = −Ey1:T∼pθ [r(y1:T )] (3)
The gradient of this loss is approximated [8] as:
∇θLRL(θ) ≈ −(r(ys1:T )− r(yˆ1:T ))∇θ log pθ(ys1:T ) (4)
Here, ys1:T is the sampled caption that is generated by sampling words from the decoder’s output
SoftMax probability distribution over the word vocabulary at each timestep. yˆ1:T is the greedy
caption that is generated using inference algorithm, i.e., by choosing the word with highest SoftMax
probability at each time step. SCST approach uses reward r(yˆ1:T ) of the caption yˆ1:T as the
“baseline” to normalize the rewards of sampled caption [8], and reduces the variance of the gradient.
This gradient formulation increases the probability of the captions with CIDEr-D scores higher than
those generated by the current model at inference phase, and decreases the probability of the captions
with lower CIDEr-D scores.
The choice of “baseline” is important here, and the usage of CIDEr-D score of a single greedy
caption as “baseline” may be undesirable when there is uncertainty in the model predictions. We,
therefore, propose to use Bayesian inference to estimate the “baseline”, and refer to it as B-SCST.
In B-SCST, we use MC dropout approximate inference, i.e., we run multiple MC dropout forward
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passes through the model, to infer the posterior distribution of captions around the model parameters,
and estimate their predictive mean CIDEr-D score (example is shown in Figure 1 (b)). The dropout
layers are modeled using Bernoulli distribution [26] with dropout rate as the parameter. We use
this predictive mean CIDEr-D score, which accounts for the uncertainty, as the “baseline” during
CIDEr-D optimization.
During each MC dropout forward pass of training phase, we sample words from the decoder’s output
SoftMax probability distribution in order to generate a caption. We do not choose the word(s) with
highest SoftMax probability here, and instead sample from the SoftMax distribution, in order to allow
the model to explore a larger search space. We observe improved results with our sampling approach,
as shown later in our ablation study in Section 4.5. The "baseline" r˜ and gradient of the loss in our
proposed model can be approximated by changing Equation 4 as:
r˜ ≈ 1
M
M∑
m=1
r(ys1:T
(m))
∇θLRL(θ) ≈ − 1
M
M∑
m=1
(r(ys1:T
(m))− r˜)∇θ log pθ(ys1:T (m))
(5)
where M is the total number of MC dropout forward passes, and ys1:T
(m) is the sampled caption
that is generated during the mth forward pass. We illustrate B-SCST approach in Figure 2. While
performing MC dropout during training phase, we enable dropout in both the encoder and decoder in
order to capture the model uncertainty. We allow different dropout masks across timesteps of the
decoder, since we observed better captioning metric results compared to using the same dropout mask
across all decoder timesteps as proposed in [27].
We want to point out that our approach is different from some of the other works [1, 2]. In [1],
beam-search is used to to restrict the search space to top-k captions in terms of SoftMax probability,
and the greedy caption is used to estimate “baseline”, similar to SCST. Similary in [2], beam-search is
used to select the top-5 captions in terms of SoftMax probability, but the mean of five caption scores
in the decoded beam is used as the “baseline”. We do not use beam-search during training phase,
and instead use Bayesian inference by performing multiple stochastic MC dropout forward passes
through the model. The captions sampled from beam search would all have the same dropout mask,
which is not the case with our approach. We also don’t restrict the search space to top-5 candidates,
as we mentioned earlier.
3.2.2 Uncertainty Quantification
Bayesian modeling allows capturing estimates for both aleatoric uncertainty, i.e. noise inherent in
input observations, and epistemic uncertainty, i.e uncertainty related to model parameters [14, 28].
Predictive entropy is a measure of both aleatoric and epistemic uncertainties, whereas mutual
information (MI) between model parameters (posterior distribution) and data (predictive distribution)
is a measure of epistemic uncertainty [28].
In order to estimate uncertainty and perform Bayesian analysis during inference phase, we use MC
dropout approximate inference by enabling dropout in the final fully connected layer, and greedily
generate the caption with highest SoftMax probability. For a given image, we performM MC dropout
forward passes to generate M captions. For each word (i.e., timestep t) in the caption of length Tm,
that is generated during the mth MC dropout forward pass, we obtain the SoftMax probability of
each class i in the word vocabulary V , denoted as vti(m). We calculate entropy Hm of the caption
that is generated during of mth MC dropout forward pass, and the mean entropy H¯ of all the M
captions using:
Hm ≈ 1
Tm ∗ V
Tm∑
t=1
V∑
i=1
vt
i(m) ∗ log vti(m) and H¯ ≈ 1
M
M∑
m=1
Hm. (6)
We calculate the predictive entropy of these MC dropout captions using:
H ≈ 1
T ∗ V
T∑
t=1
V∑
i=1
v¯t
i ∗ log v¯ti where v¯ti = 1
M
M∑
m=1
vt
i(m) (7)
Mutual information (MI) is then given by: MI := H − H¯
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Cross-entropy loss training CIDEr-D optimization
Model B@1 B@4 M R C S B@1 B@4 M R C S
Flickr30k
Test SCST 69.6 28.0 22.2 48.8 58.5 16.4 72.2 30.0 22.1 50.0 64.6 16.3
Split B-SCST 69.6 28.0 22.2 48.8 58.5 16.4 71.9 29.6 22.6 50.2 66.9 16.7
Val SCST 69.5 27.8 22.1 49.1 59.9 16.0 72.6 29.9 22.0 50.3 64.5 15.7
Split B-SCST 69.5 27.8 22.1 49.1 59.9 16.0 72.4 29.1 22.5 50.3 67.0 16.2
MS COCO
Test
Split
SCST* [3] 77.4 37.2 28.4 57.5 119.8 21.3 80.2 38.9 29.2 58.8 129.8 22.4
SCST 77.3 36.9 28.5 57.3 118.4 21.7 80.5 39.1 29.0 58.9 128.9 22.7
B-SCST 77.3 36.9 28.5 57.3 118.4 21.7 80.8 39.0 29.2 59.0 131.0 22.9
Val
Split
SCST 77.3 37.3 28.3 57.4 117.4 21.4 80.4 39.1 28.9 58.9 127.7 22.5
B-SCST 77.3 37.3 28.3 57.4 117.4 21.4 80.8 39.0 29.0 58.9 129.4 22.7
VizWiz
Test SCST* [29] - - - - - - 66.0 23.7 20.1 46.8 60.9 15.3
Split B-SCST 64.7 22.7 19.4 45.0 59.0 14.7 66.3 24.0 20.3 46.9 63.7 15.7
Table 1: Results on Flickr30k [16], MS COCO [30] and VizWiz [29] datasets. Our approach B-SCST
consistently improves the CIDEr-D scores as compared to the traditional SCST approach. SCST* scores are
presented from the published work. For MS COCO-Test split, we observe SCST scores are slightly lower than
SCST* published [3] scores while using the model check-point provided by the authors.
4 Experiments
4.1 Datasets
We present the image captioning results on Flickr30k [16], MS COCO [30] and VizWiz [29] image
captioning datasets. We compare the standard image captioning evaluation metrics, including
BLEU [9], METEOR [10], Rouge-L [31], CIDEr-D [11] and SPICE [12] scores.
Flickr30k: We use Flickr30k data splits from [7], which contain 31014 training, 1014 validation and
1000 test images, each of which have 5 ground truth captions as labels. All captions are converted to
lower case [3, 32] and only the words occuring at least 5 times are used to build a vocabulary of size
7000 words. We use the bottom-up image features from [4] as input to our encoder stage.
MS COCO: We use MS COCO data splits from [7], which contain 113287 training, 5000 validation
and 5000 test images, each with 5 ground truth captions as labels. We perform similar text preprocess-
ing as Flickr30k dataset, but use only the words occuring at least 4 times in order to build a vocabulary
of size 10369 that matches AoANet [3] vocabulary. We use the bottom-up image features from [1]
that were generated using Faster R-CNN model pretrained on ImageNet and Visual genome datasets.
VizWiz: We use VizWiz data splits from [29], which contain 22866 training, 7542 validation and
8000 test images, each having upto 5 ground truth captions as labels. Following the approach in [29],
we combine training and validation images to get for 30408 images for training, and use VizWiz 2020
challenge leaderboard [33] to evaluate performance on test set. We perform similar text preprocessing
as MS COCO dataset to build a vocabulary of size 7279 that matches baseline [29] provided by the
challenge organizers.
4.2 Training and Inference
We train the model using a minibatch size of 10 images and ADAM [34] optimizer. We first run 25
epochs of cross-entropy loss training, with optimizer learning rate of 2e-4 and decay factor of 0.8
every 3 epochs. The scheduled sampling [35] probability is increased at a rate of 0.05 every 5 epochs
along with label smoothing [36]. Since each image contains 5 ground truth labels, we replicate each
image feature 5 times and pass it through the model to calculate cross-entropy loss for each caption.
We run 30 epochs of CIDEr-D optimization with optimizer learning rate of 2e-5 and a reduce on
plateau factor of 0.5 when CIDEr-D degrades for more than one epoch. For VizWiz dataset, we run
only 25 epochs of CIDEr-D optimization with starting learning of 1e-5 to avoid overfitting. During
inference, we use beam search and pick the caption with the highest SoftMax probability. We use a
beam size of 2 for fair comparison of our results with published AoANet and VizWiz results. During
training using B-SCST approach, we use M=5 for VizWiz dataset and M=10 for MS COCO and
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Figure 3: Comparison of Uncertainty vs predictive mean CIDEr-D scores using Bayesian inference (columns
1 & 2) and SoftMax vs CIDEr-D scores using standard DNN inference (column 3). It demonstrates that the
uncertainty estimates (Section 3.2.2) obtained from Bayesian inference are well correlated with the predictive
mean CIDEr-D scores, where lower uncertainty (higher confidence) scores are observed for higher CIDEr-D
scores. On the contrary, SoftMax probabilities give high scores for different levels of CIDEr-D scores.
Flickr30k datasets. During inference for uncertainty quantification (Section 4.4), we use M=30 MC
simulations with no beam search.
4.3 Image Captioning Results
In Table 1, we present a comparison of SCST and B-SCST approaches for the three datasets considered
in our experiments (Section 4.1). SCST and B-SCST approaches for CIDEr-D optimization start
with the same checkpoint obtained from the cross-entropy loss training. For MS COCO [3] and
VizWiz [29] datasets, presented SCST* results are taken directly from the published papers. For
MS COCO dataset, SCST results were obtained using the model checkpoints provided by the
authors [3], which we observe to be slightly lower than the published results. These results in Table 1
show that B-SCST consistently improves CIDEr-D scores, along with most image captioning metrics,
for all the three datasets.
4.4 Uncertainty Quantification Results
During inference phase, we perform MC dropout approximate inference (Section 3.2.2) to obtain
uncertainty estimates for the captions generated using SCST and B-SCST approaches on the three
datasets considered in our experiments (Section 4.1). In first two columns of Figure 3, we plot the
uncertainty estimates, i.e., Predictive Entropy and Mutual information (MI) (Section 3.2.2), against
predictive mean CIDEr-D scores across MC dropout forward passes. We map CIDEr-D scores into
five quantiles and plot the average uncertainty score for each quantile. We observe that lower CIDEr-D
scores indicate higher uncertainty in the predictions, where as higher CIDEr-D scores indicate lower
7
Cross-entropy loss training CIDEr-D optimization
Model B@1B@4 M R C S B@1B@4 M R C S
SCST 69.1 27.2 21.8 49.0 57.3 15.6 72.9 29.5 21.7 49.9 59.0 15.3
B-SCST 69.1 27.2 21.8 49.0 57.3 15.6 72.3 29.4 21.8 49.9 61.1 15.2
(a) Comparison of SCST and B-SCST results using Up-Down model.
B@1 B@4 M R C S
Random 68.0 25.6 21.7 48.4 58.0 15.5
Top1 69.3 27.3 21.6 48.5 61.6 15.3
Top5 72.5 30.1 21.8 50.2 65.6 15.8
Top10 72.6 29.9 21.6 50.3 64.4 15.4
Distr. 72.4 29.6 22.6 50.5 66.8 16.2
(b) Comparision of B-SCST sampling approaches.
#MC B@1 B@4 M R C S
1 68.1 25.7 21.7 48.4 58.3 15.5
3 70.7 28.3 22.3 49.8 64.2 16.1
5 72.4 29.6 22.6 50.5 66.8 16.2
10 72.4 29.1 22.5 50.3 67.1 16.2
15 71.8 28.5 22.4 49.9 66.5 16.1
(c) B-SCST results with different number of MC passes.
Table 2: B-SCST ablation study results on Flickr30k Karpathy val split.
uncertainty. Both these uncertainty measures show good correlation with the CIDEr-D scores, which
is critical for the interpretability of the captions generated by the model. We also observe that the
uncertainty estimates decrease with the B-SCST approach as compared to SCST for every CIDEr-D
quantile, indicating higher confidence in the generated captions. We notice an exception on Flickr30k
dataset, where MI is higher with B-SCST approach as compared to SCST, indicating higher model
uncertainty although B-SCST results in higher CIDEr-D score (Table 1). In practical applications,
since the ground truth caption of an image, and therefore its corresponding CIDEr-D score, is not
available during inference phase, these uncertainty measures can give an indication of the predictive
confidence of the caption generated using the model.
In the last column of Figure 3, we plot the mean SoftMax probability per word in the caption against
the caption’s CIDEr-D scores using standard DNN inference, i.e. greedily choosing the word with
highest SoftMax at each timestep to generate the caption. We observe that SoftMax probabilities
are uniformly distributed for different levels of CIDEr-D scores, further validating that the SoftMax
probabilities could be overly confident in predicting the CIDEr-D scores, and not a good measure
of predictive confidence of the model. This uncertainty quantification analysis demonstrates that
Bayesian approaches provide robust predictive confidence scores compared to SoftMax probabilities
obtained from standard DNN image captioning models. This also justifies the use of a Bayesian
"baseline" for the policy-gradient based RL in our B-SCST approach.
4.5 Ablation Studies
We perform ablation studies using Flickr30k dataset to confirm the benefits of B-SCST approach and
the selection of hyper-parameters. We compare the captioning results on Karpathy validation split
with no beam search. In Table 2 (a), we change the model architecture from AoANet to Up-Down [1]
and observe that B-SCST approach improves the CIDEr-D score compared to SCST approach. In
Table 2 (b), we use different sampling mechanisms to generate the words in the sampled caption
during B-SCST training. These include sampling the word randomly from the word vocabulary
(Random), choosing the word with highest SoftMax probability (Top1), sampling the word from
the k highest SoftMax probabilities (Topk, with k=5 or 10), and sampling the word from SoftMax
probability distribution (Distr.). We observe that sampling approach we use in B-SCST (Distr.) gives
the maximum CIDEr-D score. In Table 2 (c), we vary the number of MC dropout forward passes that
are performed during B-SCST training. We observe that increasing number of passes improves the
CIDEr-D score with diminishing returns for more than 5~10 passes.
5 Conclusions
We presented B-SCST for image captioning models, a Bayesian variant of the SCST approach that
directly optimizes the CIDEr-D metric. In B-SCST, we estimate “baseline” for the policy-gradients
by averaging CIDEr-D of captions sampled from the distribution inferred using a Bayesian DNN
model and demonstrated improved CIDEr-D scores on Flickr30k, MS COCO and VizWiz datasets,
as compared to SCST approach. B-SCST can be applied on other image captioning architectures
that benefit from using SCST approach. We also perform uncertainty quantification analysis on the
captions generated using a state-of-the-art captioning model, and demonstrate that these uncertainties
correlate well with the CIDEr-D scores and can thus improve interpretability of model generated
captions.
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