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The interplay of disorder and interactions is a challenging topic of condensed matter physics,
where correlations are crucial and exotic phases develop. In one spatial dimension, a particularly
successful method to analyze such problems is the strong-disorder renormalization group (SDRG).
This method, which is asymptotically exact in the limit of large disorder, has been successfully em-
ployed in the study of several phases of random magnetic chains. Here we develop an SDRG scheme
capable to provide in-depth information on a large class of strongly disordered one-dimensional mag-
netic chains with a global invariance under a generic continuous group. Our methodology can be
applied to any Lie-algebra valued spin Hamiltonian, in any representation. As examples, we focus
on the physically relevant cases of SO(N) and Sp(N) magnetism, showing the existence of different
randomness-dominated phases. These phases display emergent SU(N) symmetry at low energies
and fall in two distinct classes, with meson-like or baryon-like characteristics. Our methodology is
here explained in detail and helps to shed light on a general mechanism for symmetry emergence in
disordered systems.
I. INTRODUCTION
Magnetism carries a historical reputation as a use-
ful platform to study quantum phases and transitions.1
The convenience of magnetism does not arise from sim-
ple chance or tradition: it comes from the easiness with
which one defines symmetries and their breaking, their
accuracy to describe experimental results and the inher-
ent importance of quantum fluctuations. In particular, in
one spatial dimension powerful tools, which are unavail-
able or less potent in higher dimensions, can be employed
to gain useful insight on these important systems. Spin
chains are set apart as a truly ideal playground in this
regard.
An ingredient whose importance should not be under-
estimated in phase transitions is disorder.2 Disorder is
not only intrinsic to real physical materials, playing fun-
damental roles in the determination of transport prop-
erties, but it may also stabilize distinctive phases with
no analogue in clean systems. The random singlet phase
(RSP) in the disordered spin-1/2 XXZ model is the pro-
totypical example.3 RSPs are characterized by ground
states comprised of randomly distributed and arbitrarily
long singlets. They are infinite-disorder phases, where
there is a striking distinction between the average and
typical values of spin correlation functions: while the lat-
ter decay as stretched exponentials ∼ e−rψ with the dis-
tance r between spins, the former fall off as power laws
∼ r−η. The universal tunneling exponent ψ controls not
only correlation functions but also thermodynamic quan-
tities, like the magnetic susceptibility and specific heat.
In the paradigmatic XXZ spin-1/2 chain, the tunneling
exponent attains a value of ψ = 1/2, while η = 2.3
From the statistical mechanics viewpoint (of classi-
fying universality classes), an infinite-randomness fixed
point is an interesting concept in its own right. In fact,
infinite-randomness fixed points are much more common
than originally thought. As critical points, they govern a
plethora of phase transitions ranging from classical tran-
sitions in layered magnets4, passing through quantum
phase transitions in Ising magnets,5 higher-spin chains,6,7
and quantum rotors,8 to non-equilibrium phase transi-
tions in epidemic-spreading models9 (for more examples,
see, e.g., the reviews in Refs. 2 and 9). In addition,
they can occur in all spatial dimensions.10–12 In con-
trast, there are few examples of infinite-randomness fixed
points describing stable phases of matter. To the best of
our knowledge, the only examples are the RSPs of the
spin-1/2 XXZ and higher-spin Heisenberg chains,3,13–17
the permutation-symmetric phases in non-Abelian any-
onic chains18,19, and the so-called mesonic and bosonic
RSPs in the SU(2) symmetric spin-1 chains.20
The stable RSPs of the spin-1/2 XXZ and spin-1 chains
are particularly noteworthy as they comprise examples of
phases displaying symmetry emergence, where the low-
energy and long-wavelength physics of a system are de-
scribed by a larger symmetry than its microscopic de-
scription. As the main result of this work, we uncover
a unifying framework in which the symmetry-enlarged
infinite-randomness RSPs of the spin-1/2 XXZ chain and
of the spin-1 chain are the simplest examples. The key
observation for this unification is not to look at arbitrary-
spin representations of SU(2), but rather at the funda-
mental vector representations of SO(N). We show that
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2SO(N)-symmetric random spin chains, in the strong-
disorder limit, realize two distinct RSPs: a meson-like
one, in which the tunneling exponent is ψM = 12 , and a
baryon-like one, with ψB = 1N (forN > 1). In both cases,
correlations are invariant under the larger SU(N) group,
with the mean correlations decaying algebraically with
universal exponent η = 2. For odd N , there is a direct
transition between these two RSPs which is governed by
an unstable SU(N)-symmetric infinite-randomness fixed
point with baryon-like tunneling exponent ψB .
To obtain these results, we rely on the strong disor-
der renormalization group (SDRG)21–23 (for a review, see
Refs. 2 and 24). The SDRG method consists in a sequen-
tial decimation of local strongly bound spins in a chain
with random exchange couplings. It is a real-space RG
method which allows one to keep track of the distribu-
tions of couplings under coarse graining. The stronger
the disorder (i.e. the larger the variance of the distribu-
tion of coupling constants) is, the higher is the accuracy
of the method. When the fixed point is of the infinite-
randomness kind, the method is capable of capturing the
corresponding long-wavelength singular behavior exactly.
In one spatial dimension, even analytic solutions are pos-
sible. We extend here the SDRG methodology, incor-
porating a general set of tools to handle arbitrary Lie
groups that turns out to be remarkably powerful. As
we demonstrate, these can be used to conveniently ap-
ply the SDRG to disordered Hamiltonians valued at any
desired Lie algebras; analytical expressions can be de-
rived for decimation rules and a natural basis is found
for the coupling constants so that their RG flow is max-
imally decoupled allowing for a simple fixed-point anal-
ysis. This way, we see that our unifying framework is
even more general. For concreteness, we payed particular
attention to the SO(N)- and Sp(N)-invariant Hamiltoni-
ans and found that the Sp(N)-invariant chains also have
RSPs in their phase diagrams. Unlike the SO(N) chains,
however, we find only meson-like random-singlet phases.
Finally, and more interestingly, we show that the bary-
onic SO(N)-symmetric RSPs and the mesonic SO(N)-
and Sp(N)-symmetric RSPs exhibit the previously men-
tioned emergent (enlarged) SU(N) symmetry. That is,
the ground state and the low-energy excitations are com-
posed of SU(N) symmetric objects.25 As a consequence,
susceptibilities and correlation functions (or any other
observable) show emergent SU(N) symmetry. We fo-
cus on SO(N) and Sp(N) groups but we emphasize that
Hamiltonians invariant under any Lie group can be ap-
proached by our methods.
We would like to emphasize that SO(N) magnetism is
not as exotic as one might believe at first. Isomorphisms
between algebras can be used to relate seemingly hard
to realize orthogonal symmetries to very familiar ones.
The first example is the well-known isomorphism between
so(3) and su(2), which applies to the spin-1 chains where
the symmetry emergence SU(2) → SU(3) was first stud-
ied.20 The XXZ spin-1/2 chain can be viewed as a real-
ization of the isomorphism between u (1) and so (2), with
symmetry emergence U(1) → SU(2). Another example
is the algebra isomorphism so(4)=su(2)⊗su(2), the lat-
ter being realized in the Kugel-Khomskii model26 and
explored in more detail here. These and other cases re-
ported in Ref.27 place our present analysis as centrally
relevant to many realizable systems.
This paper is organized as follows. In Sec. II, we dis-
cuss the broad picture of applicability of our findings.
In Sec. III we summarize the necessary information from
group theory, considering our particular cases of interest,
the orthogonal and symplectic groups. This is a highly
technical discussion and readers who wish to understand
the SDRG flow and its analysis may choose to initially
skip this section and return to it as seen fit. In Sec. IV,
we display the SDRG decimation rules in closed form
that can, in principle, be generalized to spin chains in-
variant under any Lie group rotations. In this same Sec-
tion we apply the results to SO(N) and Sp(N) symmetric
Hamiltonians. In Secs. V, we construct the phase dia-
gram of SO(N) and Sp(N) chains, using the examples of
SO(4), SO(5), Sp(4) and Sp(6). The the SO(3) case20
also fits in the same discussion, but is not revisited here.
After that, we discuss the underlying mechanism of sym-
metry enhancement in Sec. VI, while some experimental
predictions are given in Sec. VII. To contrast with the
whole discussion of the work, in Sec. VIII we discuss an
counter-example where RSPs develop without symmetry
emergence. Finally, we summarize our finds and com-
ment on generalizations in Sec. IX.
II. APPLICABILITY TO PHYSICAL
SCENARIOS
Even though SO(N) and Sp(N) models look rather
abstract, several specific examples can be connected to
readily known or realizable systems. Focusing on SO(N)-
invariant chains, physical scenarios can be obtained rely-
ing on handy group isomorphisms, as we list next.
We start by listing the two cases already studied be-
fore. The first one is the XXZ spin-1/2 chain which is
well-known for its U(1) symmetry. Its Hamiltonian is
H =
∑
i
Ji
(
Sxi S
x
i+1 + S
y
i S
y
i+1 + ∆iSzi Szi+1
)
, (1)
where Si are spin-1/2 operators and Ji and ∆i are cou-
pling constant and anisotropy parameters, respectively.
Due to the isomorphism between the U(1) and SO(2)
groups, the Hamiltonian (1) configures our first example
of SO(N) magnetism (with N = 2).
For uncorrelated random couplings Ji > 0 and − 12 <
∆i < 1, Fisher showed that ∆i → 0 under renormaliza-
tion and the corresponding (critical) phase is an RSP.3
Thus, the corresponding fixed point is that of the random
XX chain. Even though the effective Hamiltonian does
not exhibit SU(2) symmetry (realized only when ∆i = 1),
the ground state and the corresponding low-energy singu-
lar behavior are SU(2)-symmetric. Therefore, although
3not explicitly noticed previously, this is the first exam-
ple of the SO(N)→SU(N) symmetry-enhancement phe-
nomenon in random systems.
The second case comes from the SU(2) symmetric spin-
1 chain, the Hamiltonian of which is
H =
∑
Ji
[
cos θiSi · Si+1 + sin θi (Si · Si+1)2
]
, (2)
where Si are spin-1 operators and Ji and θi are param-
eters. Here, the isomorphism between the SO(3) and
SU(2) groups also plays a role. The SO(3) tensors can
be understood, in the SU(2) language, as quadrupolar
operators constructed out of spin-1 vectors. Hence, the
Hamiltonian (1) is our second example of SO(N) mag-
netism (now with N = 3).
For uncorrelated random couplings Ji and parame-
ters θi, it was shown that two RSPs exist in this model
and that their corresponding fixed points do not exhibit
SU(3) symmetry. However, like in the XXZ spin-1/2
chain, the corresponding ground states and low-energy
singular behavior are SU(3) symmetric.20 Although this
was previously reported as an SU(2)→SU(3) symmetry
enhancement, in this work this is just another example
of the SO(N)→SU(N) phenomenon in random systems.
Now we report a novel example of the SO(N)→SU(N)
symmetry-enhancement phenomenon in disordered spin
chains. By analogy, the next simplest scenario is that
for N = 4, which is identified with the disordered ver-
sion of the Kugel-Khomskii Hamiltonian.28 In this model,
each site has two orbital and two spin degrees of free-
dom. With the three components of spin operators S
and the orbital degrees of freedom T, it is possible to
construct the nine spin-orbital operators SaT b. The op-
erators S and T can be chosen as the six generators of
SO(4), while the collection of SO(4) and spin-orbital op-
erators generate the SU(4) group. The choice of the spin
and orbital vectors as generators of SO(4) comes from
the isomorphism SO(4)∼SU(2)⊗SU(2). When the nine
spin-orbital operators appear with the same coefficient as
the three spin and orbital operators, the model becomes
SU(4)-invariant. In general,
H =
∑
i
Ji (Si · Sj + a) (T i · T j + a) , (3)
where Ji are random numbers taken to be positive and
a = 1 for SU(4) symmetry. If the coefficients of the spin-
orbital operators are different from the spin and orbital
ones, that is, a 6= 1, the global SU(4) symmetry is bro-
ken down to SO(4). In the general case, however, the
Hamiltonian (3) configures our third example of SO(N)
magnetism, here with N = 4.
By constructing a phase diagram as function of a, this
model is found to flow under the SDRG to a nontrivial
RSP exhibiting enhanced SU(4) symmetry governed by
a infinite-randomness fixed point with a = 0.
Another physically relevant case are the SO(6)-
invariant chains. As a consequence of the isomorphism
between SO(6) and SU(4) groups, this can be physi-
cally realized with ultra-cold alkaline-earth atoms in the
SU(4) context.29 In the presence of disorder, a RSP
can be stabilized exhibiting enlarged SU(6) symmetry.
In other words, the SU(4)-symmetric spin chain in its
six-dimensional representation (two horizontal boxes, in
Young-tableau notation) is also SO(6) symmetric and
displays SU(6)-symmetric RSP physics.
Finally, SO(N) chains can also be constructed from
SU(2)-symmetric spin-S chains, with N = 2S + 1. The
construction is not generic, however, as it requires fine
tuning since larger degeneracies of the multiplets of two
coupled spins are required.17
III. LIE GROUPS TOOL KIT
The analyses of renormalization group (RG) flows al-
ways benefit from a clever parametrization of coupling
constants, ideally one that decouples the flow of the vari-
ables as much as possible. The SDRG, with a thermo-
dynamically infinite number of coupling constants, is no
different. The optimal choice is determined by symmetry
considerations: a proper language keeps the covariance of
the Hamiltonian under the RG steps explicit, and is such
that the decimation rules can be computed in an as-easy-
as-possible way. Such an ideal language for the SDRG
will be introduced here. It takes the form of a tool kit of
Lie groups and algebras, particularizing for our purposes
to the cases of SO(N) and Sp(N). Generally, using this
tool kit one may derive the SDRG decimation steps of
spin Hamiltonians in any representation of any group.
The tools in our set comprise: (i) Lie algebras and
their unique representation label scheme. (ii) Irreducible
tensor operators lying within a given representation (i.e.
a generalization of the familiar SU(2) irreducible tensor
operators, naturally built out of spherical harmonics).17
(iii) The corresponding group-invariant scalars for each
representation. These scalars permit a convenient con-
struction of the most general group-invariant Hamilto-
nian. (iv) The Wigner-Eckart theorem, which brings out
the full value of the points above in the SDRG method. It
ensures independent coupling constant RG flows for each
different scalar operator that appears in the spin Hamil-
tonian. This theorem, applicable to any Lie group,30
allows one to easily compute the matrix elements of the
irreducible tensor operators, and allows the perturbation
theory steps of the SDRG decimation to be performed
easily.
This Section is quite mathematical, but necessary for
what follows; the general exposition here follows the con-
ventions of Ref. 30. In order to keep the discussion less
abstract, we introduce most concepts using the SO(N)
group as a prototype, the Sp(N) case following more eas-
ily. The notation used throughout the paper is listed in
Table I.
4Notation Description
Υ Irreducible representations
υ Intra-representation state labels
Li/Mi/Λi SO(N)/Sp(N)/SU(N) spins on site i
in a given representation
TΥυ (Li)
Irreducible tensor operator of rank Υ,
component υ, as a function of Li
OΥ (Li,Lj) Scalar operator built out of tensors of rank Υ
on the link (i, j) defined by corresponding spins
K(1),K(2)
K¯(1), K¯(2)
SO(N)/Sp(N) coupling constants
Table I. A summary of our notation conventions.
A. SO(N) group
1. Group structure and representation labeling
The SO(N) group is defined by the set of orthogonal
N×N matrices satisfying
OOT = OTO = 1, detO = 1. (4)
The O matrices admit an exponential description as
O = eiA, where, from Eq. (4), AT = −A and TrA = 0.
Choosing a unitary representation, the anti-symmetric
A matrices are Hermitian, and thus purely imaginary. A
complete basis for these matrices has dSO = N (N− 1) /2
elements Lab, the group generators.31 Therefore, one can
write the A matrices as linear combinations with real co-
efficients ξab as
A =
∑
a,b
ξabL
ab, (5)
where a normalization choice is made according to which
Tr
(
LabLcd
)
= 2
(
δacδbd − δadδbc). Combining Eqs. (5)
and (4), and expanding to first order in ξab, one obtains
the so(N) Lie algebra
[
Lab, Lcd
]
= i
(
δacLbd + δbdLac − δadLbc − δbcLad) .
(6)
The distinct sets of matrices that satisfy (6) are the
representations of the algebra/group, which requires a
unique labeling scheme. SO(N) representations separate
into tensor and spinor representations. Since here we
are interested only in the former, from now on, when
we talk about SO(N) representations we will be referring
to tensor representations. SO(N) representations can be
denoted by a set of integers: Υ ≡ [µ1, µ2, ..., µν ], with
ν = int (N/2). These integers are such that, for odd N
µ1 > µ2 > ... > µν > 0 whereas for even N µ1 > µ2 >
... > |µν | > 0.30 Equivalently, these {µi} can be used to
ascribe a Young tableau to each representation, with each
SO (2) [µ1]↔M
SO (3) [µ1]↔ J
SO (4) [µ1, µ2] , µ1 > |µ2| > 0
SO (5) [µ1, µ2] , µ1 > µ2 > 0
Table II. Labeling of SO(N) representations. A set of inte-
gers must be attributed to each case following a hierarchy
as displayed. SO(2) and SO(3) cases are well-known, from
the z-component and the magnitude squared of the angular
momentum vector operator, respectively. For higher N, the
number of integers necessary to uniquely label representations
increases by one for every two values of N.
integer representing the number of boxes in each row.
As usual, anti-symmetric representations correspond to
a single column of boxes and, from the value of ν, we
see that, in SO(N), anti-symmetric representations exist
with at most int (N/2) boxes. This is in contrast to the
familiar SU(N) case, where a column of up to N−1 boxes
is allowed.
To help familiarize the reader, some examples are
shown in Table II. The cases of SO(2) and SO(3) can
be understood from the standard angular-momentum
physics. SO(2) representations are labeled by a single
set of integers, both positive and negative valued, [µ1]↔
M, |M | > 0, which are nothing but the eigenvalues of the
z-component of the angular-momentum operator. This is
because the Abelian group of two-dimensional rotations
in the xy-plane admits only one-dimensional representa-
tions with basis vectors ψM (φ) = eiMφ. As for SO(3),
the representations are again given by a single number,
but now only positive integers are allowed [µ1] ↔ J ,
which, from standard knowledge, have a unique corre-
spondence to the square of the angular-momentum vec-
tor operator. The next natural example is SO(4), but
due to some caveats unique to this group, we postpone
its discussion for later. Moving on to SO(5), two inte-
gers become necessary to identify a representation. For
example, [0, 0] is the singlet with dimension d[0,0] = 1,
[1, 0] is the fundamental vector (or defining) represen-
tation with dimension d[1,0] = 5, and is represented by
a single box in Young-tableau language. Examples of
anti-symmetric and symmetric representations are, re-
spectively [1, 1] and [2, 0], with dimensions d[1,1] = 10 and
d[2,0] = 14. They are alternatively represented, respec-
tively, by two vertically and two horizontally arranged
boxes in Young-tableau language. This structure for
defining anti-symmetric and symmetric representations
is general for all N. As we move on in the text, we refer
to the representations interchangeably in the notation of
Υ, the dimension of the representation or the correspond-
ing Young-tableau, as dictated by convenience.
52. SO(N) Hamiltonians and tensor operators
With the definition of the SO(N) group and a choice
of representation, we now show how to write down the
most general SO(N)-invariant Hamiltonian. We are in-
terested in a chain of sites, each carrying a set of SO(N)
generators Labi in the defining [1, 0] representation of the
group. We call this an SO(N) spin chain. The question
that arises is: how many objects contribute to the most
general SO(N) invariant Hamiltonian? We can gain some
insight by starting with powers of the contraction of gen-
erators. In the fundamental representation of SO(N), the
most general Hamiltonian for a pair of sites i, j reads32
Hij = Jij (Li ·Lj) +Dij (Li ·Lj)2 , (7)
where Li ·Lj ≡
∑
a<b L
ab
i L
ab
j . Powers of the dot product
greater than 2 are linearly dependent on lower powers.32
For the third power, for instance,
(Li ·Lj)3 = Li ·Lj + (1−N) (Li ·Lj)2 + N− 1. (8)
The SDRG method relies extensively on perturbation
theory calculations involving the projection of the spin
operators on certain representations. While Eq. (7) is
easy to build, projection calculations are much more con-
veniently performed if one works in the language of irre-
ducible tensor operators. This was first noticed in Ref. 33
and extensively applied in Ref. 17. For SO(3) ∼ SU(2)
this is the language of irreducible spherical tensors of
standard quantum mechanics textbooks.34 Here we dis-
cuss the general Lie group case.
General tensor operators TΥυ are defined as satisfying30
[
Lab, TΥυ
]
=
∑
υ′
〈
Υυ
′ ∣∣Lab∣∣Υυ〉TΥ
υ′ . (9)
The labels Υ, that previously were used to uniquely de-
fine a representation, also specify a tensor rank. The
set of labels v, on the other hand, is used to uniquely
specify both a state within a given representation and
a component of a tensor operator. In the usual sce-
nario of SO(3)∼SU(2), υ is then the eigenvalue of the
z component of the angular momentum operator which
can be chosen to be, for example, L12. For larger N,
a larger collection of labels is again required to specify
υ. For us, they can be generically chosen as a set of
eigenvalues of the Cartan subalgebra, that is, the eigen-
values of the maximal subset of commuting generators,
i.e., that can be simultaneously diagonalized. In general,
for SO(N), the Cartan subalgebra contains int (N/2) gen-
erators. These eigenvalues are known as weights.
The set of group generators can be broken down into
the Cartan subalgebra generators and the remaining set.
From this remaining set, generators can be linearly com-
bined to produce the so-called root operators, that al-
low one to move among different weights. These are the
usual angular momentum raising and lowering operators
Figure 1. Roots and weights for the fundamental representa-
tion of the SO(5) group. The weights are obtained by diago-
nalizing the set of operators that span the Cartan subalgebra
and are used to uniquely define a state within a given rep-
resentation (in this case, the fundamental one). In SO(5),
there are int (N/2) = 2 Cartan generators and their eigenval-
ues, the weight vectors υ = (h1, h2) (blue circles), are two-
dimensional. The E operators are the root operators and
connect distinct weights (dashed red lines).
in the SO(3)∼SU(2) case. As an example, for SO(5), the
root/weight diagram of the fundamental representation
is shown in Fig. 1. While for a given N the number of
root operators is always the same, the weights depend on
the representation.
Every representation Υ admits a conjugate represen-
tation with which it can be combined to build SO(N)
invariant objects, or scalar operators, by contraction.30
These scalar operators allow us to simplify the analysis
of the SDRG flow dramatically. For the SO(N) group,
they are given by
OΥ (Li,Lj) =
∑
υ
(−1)f(Υ,υ) TΥυ (Li)TΥ−υ (Lj) , (10)
where −υ and the phase f (Υ, υ) are fixed by the re-
quirement that since OΥ is a scalar, i. e., it must satisfy[OΥ,Li +Lj] = 0, computed using (9). In SO(3), for
instance, υ = M , Υ = J and f (J,M) = M .
Starting with tensors, one can systematically write
down group-invariant spin Hamiltonians using scalar op-
erators as desired. To fix how many scalars appear in
a given Hamiltonian, all one needs to do is consider the
tensor product of the spins in the desired representations
at sites i, j. The number of terms in the Hamiltonian
matches number of terms in this Clebsch-Gordan series.
For example, when two defining representations of the
SO(N) group are combined, the Clebsch-Gordan series
has three terms35
[
1,~0
]⊗ [1,~0] = [~0]⊕ [1, 1,~0]⊕ [2,~0] , (11)
6Figure 2. Schematic representation of how to build SO(N)
scalars, starting from the Young-tableau representation of the
Clebsch-Gordan series. We use as example the product of two
fundamental representations, since this is the relevant case
for our purposes. First, associated with each representation
Υ coming out of the Clebsch-Gordan series of two represen-
tations, there is a set of tensors, TΥυ . These tensors of a
given rank can be contracted yielding a scalar OΥ. The most
generic Hamiltonian of a pair of sites is a linear combination
of the scalars.
where the ~0 vectors contain as many zeroes as neces-
sary to complete int(N/2). The tensor corresponding
to O[~0] is just a constant, and can be neglected. We
conclude, therefore, that the most general SO(N) Hamil-
tonian contains two scalar operators O(1) ≡ O[1,1] and
O(2) ≡ O[2,0], the same number of terms as discussed
before in Eq. (7). Figure 2 displays the schematic asso-
ciation of the lowest representations, tensors and scalars,
as well as the Young-tableau notation of SO(N).
Having determined all the scalar operators, the most
general group-invariant Hamiltonian is written as an ar-
bitrary linear combination of them. Restricting inter-
actions to first neighbors only and neglecting constant
terms, the Hamiltonian reads
H =
∑
i
Hi,i+1
Hi,j =
∑
Υ
KΥOΥ (Li,Lj) . (12)
To make the notation clearer, we replace Υ =
[0, 0] , [1, 1] , [2, 0] by i = 0, 1, 2, respectively, as labels.
Particularizing to SO(N) in its fundamental representa-
tion, only two terms contribute,
Hi,i+1 = K(1)i O(1) (Li,Li+1) +K(2)i O(2) (Li,Li+1) .
(13)
Using Eq (9) to determine the exact structure of
the tensor operators and their corresponding scalars in
terms of spins Li is computationally tedious and de-
manding. While O(1) (Li,Li+1) = Li · Li+1 has a
form reminiscent of the Heisenberg Hamiltonian for any
group, O(2) (Li,Li+1) can have a more complicated (non-
bilinear) structure. For SO(N) (and Sp(N) below), how-
ever, a fortunate shortcut exists. The trick is to take
advantage of the SU(N) group, of which both SO(N) and
Sp(N) are subgroups.
The SU(N) group has N2−1 generators we will call Λµ.
As discussed, the lowest order non-trivial SU(N) scalar
operator is O(1)36
H
SU(N)
i,j =
N2−1∑
µ=1
Λµi Λ
µ
j = Λi ·Λj . (14)
As the unitary algebra contains the orthogonal one,
su(N)⊃so(N), we can focus on the N (N− 1) /2 purely
imaginary generators of SU(N) which are, in fact, the
dSO generators of the SO(N) group
(
Λµi = Labi
)
. Label-
ing these with µ = 1, . . . , dSO, this simple observation
allows us to write
O(1) (Li,Lj) = Li ·Lj ≡
dSO∑
µ=1
Λµi Λ
µ
j . (15)
The SU(N) invariant Hamiltonian (14) must also be
SO(N) invariant and, since O(1) was built out of the
N (N− 1) /2 purely imaginary generators, the remaining
terms in it must immediately give us O(2). Indeed, O(2)
can be decomposed as
O(2) (Li,Lj) =
N2−1∑
µ=dSO+1
Λµi Λ
µ
j
= Li ·Lj + 2N− 2 (Li ·Lj)
2
, (16)
where the coefficients can be found by direct computa-
tion37. Computationally, working with SU(N) matrices
is a much easier task than the complete determination of
O(2) by means of the route given in Fig. 2 and Eqs. (9)
and (10). This process provides us with the Hamiltonian
in terms of O(1) and O(2) without ever writing the tensor
operators explicitly.
Allowing for disorder to define site-dependent cou-
plings, the disordered SO(N) invariant Hamiltonian be-
comes
H =
∑
i
[
K
(1)
i O(1) (Li,Li+1) +K(2)i O(2) (Li,Li+1)
]
,
(17)
with O(1) and O(2) given in Eqs. (15) and (16), and
K
(1)
i = Ji − N−22 Di, K(2)i = N−22 Di [if one wishes to
compare with the notation Eq. (7)]. As a final remark,
note that the most general SO(N)-symmetric spin chain
can be recast as a special anisotropic SU(N) spin chain.
This realization is very useful when analyzing the RG
flow.
B. Sp(N)
Much of the previous analysis is in fact group and al-
gebra independent, so we can be more concise for the
7Sp(N) case. We restrict ourselves to introducing the
group, making a few comments, and moving straight to
the most general Hamiltonian, which can be found in a
similar procedure as described above. A general element
of Sp(N), where N is assumed to be even, satisfies the
symplectic relation
UTJU = J, J =
(
0 I
−I 0
)
, (18)
where I is the N/2-dimensional identity matrix. Writing
U = exp (iθ ·M), and expanding to first order in M, we
find
(θ ·M)T J + J (θ ·M) = 0. (19)
Following a similar reasoning as implemented for
SO(N), we are able to build tensor operators. First,
the scalar O(1) is constructed by contracting all the
dSp = N (N + 1) /2 Sp(N) generators. These genera-
tors can be identified with some SU(N) operators, which
is guaranteed by Sp(N)⊂SU(N). Analogously to the
SO(N) case, O(2) can be constructed with the remain-
ing N (N− 1) /2− 1 SU(N) generators. Thus,
H =
∑
i
K(1)i dSp∑
µ=1
Λµi Λ
µ
i+1 +K
(2)
i
N2−1∑
µ=dSp+1
Λµi Λ
µ
i+1

=
∑
i
(
K
(1)
i O(1) (M i,M i+1) +K(2)i O(2) (M i,M i+1)
)
.
(20)
Writing the explicit form of the scalar operators, we have
O(1) (M i,M j) = M i ·M j (21)
O(2) (M i,M j) = M i ·M j
+ 1N
2 + 1
(M i ·M j)2 − 2 (N + 1)N (N2 + 1) .
(22)
C. Generalized Wigner-Eckart Theorem
We now provide the final ingredient that, using the
information above, allows one to derive SDRG rules: the
Wigner-Eckart theorem. One may be familiar with this
theorem from applications of group theory to selection
rules for angular momentum, the particular case of the
SU(2)∼SO(3) group. Here, we remind the reader that
the theorem is valid for any Lie group and reads30〈
Υ1υ1
∣∣TΥυ ∣∣Υ2υ2〉 = 〈Υ1υ1|ΥυΥ2υ2〉 〈Υ1 ∥∥TΥ∥∥Υ2〉 .
(23)
Again the matrix elements 〈Υ1λ1|ΥλΥ2λ2〉 are Clebsch-
Gordan coefficients connecting the basis of the “added
representation” (analogous to total angular momentum)
with the basis that is formed by the tensor product of
two representations (say, from distinct sites). The re-
duced matrix elements
〈
Υ1
∥∥TΥ∥∥Υ2〉 are independent of
υ1, υ2, being constant for given Υ, Υ1 and Υ2. This fac-
torization, in terms of Clebsch-Gordan coefficients and
reduced matrix elements, simplifies the SDRG analysis
dramatically and justifies a posteriori the introduction
of these objects.38
IV. STRONG-DISORDER RG DECIMATION
RULES
In this section we derive the SDRG decimation rules for
any spin system invariant under global Lie group trans-
formations. For concreteness, in Secs. IVC and IVD we
particularize our calculations for the SO(N)- and Sp(N)-
symmetric spin chains the corresponding Hamiltonians of
which are (17) and (20), respectively. We emphasize that
the process here described is general in the sense that it
is independent of the representation and the number of
scalar operators at each link.
The SDRG procedure starts by probing the chain for
the most strongly coupled pair of spins. This is deter-
mined by the pair with the largest gap between ground
and first excited multiplets (which we call the “local
gap”). The assumed large variance of the distribution of
couplings implies that, with high probability, its neigh-
boring links are much weaker. We thus focus on the 4-site
problem
H = H1,2 +H2,3 +H3,4 , (24)
assuming that (2, 3) is the strongly coupled pair and con-
sidering H1,2 +H3,4 as a small perturbation to H2,3. As
we saw in Section III, we can write
H2,3 =
∑
Υ
KΥ2 OΥ (L2,L3) . (25)
In this Section, with some abuse of notation, Li stands
for operators of any representation any Lie group [or keep
in mind SO(N) or Sp(N) for concreteness]. Also, as de-
scribed ahead, at initial RG steps Li corresponds to the
generators of the defining representation of the group,
but as the RG proceeds, that need not be the case.
The crucial information to be obtained from (25) is its
ground multiplet, which depends on the set of constants{
KΥ2
}
. The RG decimations project the Hamiltonian
of each strongly bound pair of spins onto such ground
multiplet, and two distinct classes of situations arise: ei-
ther these representations are singlets (one-dimensional)
or they transform as some other higher-dimensional rep-
resentation. The SDRG will allow the group representa-
tions and coupling constants to flow according to which
of these two cases happens for each pair of strongly bound
8Figure 3. Schematic representation of the SDRG decimation
steps. Depending on whether the local ground multiplet of the
spin pair on sites 2 and 3 is degenerate or not, decimations
will follow respectively from first- [panel (a)] or second-order
[panel (b)] perturbation theory. The ground multiplet is fixed
by the values of KΥ2 , the couplings corresponding to tensors
of rank Υ. Couplings of different ranks are not mixed by the
decimation.
spins, as we explain in the next sub-sections. A pictorial
representation of these two possible decimation steps is
shown in Fig. 3.
A. First-order perturbation theory
Let us assume that the energy of the strongly coupled
sites 2 and 3 is great enough to justify freezing them in
their two-spin ground multiplet. If the coupling constants{
KΥ2
}
are such that this ground multiplet is degenerate,
then the 4-site problem can be treated perturbatively as
an effective 3-site problem. The middle site then corre-
sponds to a spin-object corresponding to the ground state
manifold of the previous (2, 3) link (see Fig. 3). Accord-
ingly, its couplings to sites 1 and 4 (namely K˜Υ1 and K˜Υ3 )
receive corrections to first-order in perturbation theory.
By symmetry, the ground multiplet of (2, 3) will trans-
form as an irreducible representation Υ˜ of the group.
The generators in that representation (the “new spin”
operators) will be denoted by L˜. Since the SDRG must
preserve the global symmetry, the effective Hamiltonian
reads
H˜ =
∑
Υ
K˜Υ1 OΥ
(
L1, L˜
)
+
∑
Λ
K˜Υ3 OΥ
(
L˜,L4
)
. (26)
The challenge here is to find the renormalized couplings
K˜Υi . According to (10), we need the matrix elements of
TΥλ (Li) (i = 2, 3) within the Υ˜ space. Using the Wigner-
Eckart theorem in Eq. (23) twice, for both the matrix
elements of TΥυ (Li) (i = 2, 3) and TΥυ
(
L˜
)
, one finds
〈
Υ˜υ1
∣∣TΥυ (Li)∣∣ Υ˜υ2〉 (27)
=
〈
Υ˜υ1|ΥυΥ˜υ2
〉 〈
Υ2Υ3; Υ˜
∥∥TΥ (Li)∥∥Υ2Υ3; Υ˜〉 ,〈
Υ˜υ1
∣∣TΥυ (L˜)∣∣ Υ˜υ2〉 (28)
=
〈
Υ˜υ1|ΥυΥ˜υ2
〉 〈
Υ2Υ3; Υ˜
∥∥TΥ (L˜)∥∥Υ2Υ3; Υ˜〉 .
As long as the Clebsch-Gordan coefficients are non-zero,
we can divide these equations, and use the fact we are
within the subspace of fixed Υ˜ (i.e., the local ground mul-
tiplet), to obtain the following operator identity within
the Υ˜ representation
TΥυ (Li) =
〈
Υ2Υ3; Υ˜
∥∥TΥ (Li)∥∥Υ2Υ3; Υ˜〉〈
Υ2Υ3; Υ˜
∥∥TΥ (L˜)∥∥Υ2Υ3; Υ˜〉 TΥυ (L˜)(29)
≡ βi
(
Υ, Υ˜,Υ2,Υ3
)
TΥυ
(
L˜
)
i = 2, 3. (30)
Comparing with Eq. (26), the couplings are corrected
by
K˜
(Υ)
i = βi
(
Υ, Υ˜,Υ2,Υ3
)
K
(Υ)
i , i = 1, 3, (31)
controlled uniquely by the reduced matrix elements of
the tensor operators within the ground state multiplet
representation. The value of the Wigner-Eckart theo-
rem cannot be overstated here: it guarantees that the
renormalized Hamiltonian both remains written in terms
of only scalar operators and that distinct ranks are not
mixed.
First order perturbation theory fails whenever the right
hand sides of Eqs. (27) and (28) vanish. For concreteness,
focus on Eq. (27). Two cases arise for which the coeffi-
cient vanishes:
(i) When Υ˜ /∈ Υ ⊗ Υ˜. In this case the very Clebsch-
Gordan coefficients
〈
Υ˜υ1|ΥυΥ˜υ2
〉
vanish. This case is
the easiest to predict, since it comes directly from the
Clebsch-Gordan series of the group and does not rely on
dynamics.
(ii) When Υ˜ ∈ Υ˜ ⊗ Υ, but〈
Υ2Υ3; Υ˜
∥∥TΥ (Li)∥∥Υ2Υ3; Υ˜〉 is still zero. This is
a more exotic scenario, but is present even in the more
familiar SU(2) problem.17 Since there is no (easy)
way to predict when this happens a priori, one has to
compute such reduced matrix element explicitly to find
out whether it is zero or not.
Case (i) happens whenever the ground state is a sin-
glet. This is a natural situation and leads us to deal
with the problem within second-order perturbation the-
ory, as explained in the next sub-section. In any other
situation in which one of the cases listed above happens,
the neighboring couplings are immediately renormalized
to zero and the SDRG flow, as derived here, becomes
pathological. Dealing with this situation would require
going to the next order in perturbation theory and in
general, as exemplified in Ref. 17, the form of the Hamil-
tonian is not maintained. This complicates considerably
the analysis. As we show later, case (i) happens in a re-
gion of the Sp(N) anti-ferromagnetic phase diagram. The
SO(N) Hamiltonian, however, is protected against such
anomalies by the location of SU(N)-symmetric points in
its phase diagram. This will become evident in next Sec-
tions, as we explicitly compute the pre-factors for the
SO(N) case.
9B. Second-order perturbation theory
We return to the 4-site chain, now with the assump-
tion that the most strongly coupled sites 2 and 3 have a
singlet ground state. The singlet ground state is trivial,
in the sense of having no dynamics, and no effective spin
remains. This situation causes the first order perturba-
tion theory to vanish, as described above, and we have
to rework the effective problem to second-order in per-
turbation theory. The 4-site problem becomes a two-site
problem with site 1 effectively coupled to 4 (see Fig. 3).
We call the singlet state |s〉 and we callH(2)Υ,Υ′ the effec-
tive Hamiltonian connecting sites 1 and 4 coming from
tensors of rank Υ and Υ′. By standard second order
perturbation theory, H(2)Υ,Υ′ reads
H(2)Υ,Υ′ = 2KΥ1 KΥ
′
3
∑
υ,υ′
TΥυ (L1) ∆HΥΥ
′
υ,υ′T
Υ′
υ′ (L4) (32)
where
∆HΥΥ′υ,υ′ =
∑
Υ˜,υ˜
〈
s
∣∣TΥυ (L2)∣∣ Υ˜υ˜〉 〈Υ˜υ˜ ∣∣∣TΥ′υ′ (L3)∣∣∣ s〉
∆EΥ˜ (L2,L3)
. (33)
The sum over Υ˜ is over all representations arising from
the Clebsch-Gordan series of L2 ⊗L3, excluding the sin-
glet. The energy denominator ∆EΥ˜ is the difference be-
tween the energies of the singlet and that of the multiplet
Υ˜.
The main goal is to simplify Eq. (33) using all the
selection rules available. Again, from Eq. (23),
〈
s
∣∣TΥυ (L2)∣∣ Υ˜υ˜〉
=
〈
ΥΥ˜, s|ΥυΥ˜υ˜〉 〈Υ∥∥TΥυ (L2)∥∥ Υ˜〉 . (34)
The coefficient
〈
ΥΥ˜, s|ΥυΥ˜υ˜〉 is non-vanishing only
if the representations Υ and Υ˜ have a singlet in their
Clebsch-Gordan series. In this case, they are called mu-
tually complementary. For every Lie algebra, given a
representation Υ, only one other unique representation
Υ¯ exists that is complementary to it30. For so(N) and
sp(N) algebras, every representation is complementary
to itself, Υ¯ = Υ. For the other cases, the complementary
to a given representation, though not necessarily equal
to it, has the same dimension. In su(N), for instance, the
fundamental and anti-fundamental representations gen-
erate singlets when combined. Therefore, the sum over
Υ˜ is reduced to the single complementary representation
Υ¯. Applying this analysis to the matrix element of the
tensor living on site 3, TΥ′υ′ (L3), we arrive at the selection
rule Υ′ = Υ¯. Thus,
∆HΥΥ′υ,υ′
= δΥ′,Υ¯
∑
υ˜
〈
s
∣∣TΥυ (L2)∣∣ Υ¯υ˜〉 〈Υ¯υ˜ ∣∣∣T Υ¯υ′ (L3)∣∣∣ s〉
∆EΥ¯ (L2,L3)
= δΥ′,Υ
∑
υ˜
〈
s
∣∣TΥυ (L2)∣∣Υυ˜〉 〈Υυ˜ ∣∣TΥυ′ (L3)∣∣ s〉
∆EΥ (L2,L3)
, (35)
where, in the second equality, we have used the identity∑
Υ˜,υ˜
∣∣Υ˜υ˜〉 〈Υ˜υ˜∣∣ = 1 and finally particularized the result
to SO(N) and Sp(N) by using Υ¯ = Υ.
Using the decomposition of the identity operator
∑
υ˜
|Υυ˜〉 〈Υυ˜| = 1−
∑
Υ˜6=Υ,υ˜
∣∣Υ˜υ˜〉 〈Υ˜υ˜∣∣ , (36)
and using
〈
Υ˜υ˜
∣∣TΥυ (L2,3)∣∣ s〉 = 0, for Υ˜ 6= Υ, we obtain
∆HΥΥ′υ,υ′ =
δΥ′,Υ
∆EΥ (L2,L3)
〈
s
∣∣TΥ2,υ (L2)TΥ3,υ′ (L3)∣∣ s〉 .
(37)
Now, from the symmetry properties of the Hamiltonian,
preserved by the SDRG, the effective Hamiltonian must
read
H˜ ∝ OΥ (L1,L4) , (38)
since this is the only symmetric scalar operator that can
be built out of Υ-rank tensors. The remaining matrix
element can thus be computed to give30
〈
s
∣∣TΥ2,υ (L2)TΥ3,υ′ (L3)∣∣ s〉 = δυ′,−υ (−1)f(Υ,υ)
× α (Υ,L2,L3) , (39)
where α (Υ,L2,L3), the reduced matrix element, is a
function of the tensor rank Υ and the spins being deci-
mated. Its explicit value will be determined for the cases
of interest. Collecting the results and plugging them back
into Eq. (32), we arrive at the effective Hamiltonian con-
necting sites 1 and 4
H(2)Υ,Υ′ ≡
2δΥ′,Υα (Υ,L2,L3)
∆EΥ (L2,L3)
KΥ1 K
Υ
3 ×
×
∑
υ
TΥυ (L1) (−1)f(Υ,υ) TΥ−υ (L4)
= 2δΥ
′,Υα (Υ,L2,L3)
∆EΥ (L2,L3)
KΥ1 K
Υ
3 OΥ (L1,L4) ,(40)
where in the last step we have used Eq. (10) to identify
OΥ (L1,L4).
This derivation guarantees that tensors of different
ranks again do not get mixed by the SDRG, which sim-
plifies the analysis of the flow dramatically. In fact, this
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is the advantage of working with irreducible tensors17.
Also, the functional form of the Hamiltonian does not
change by the decimation steps. This is schematically
represented in Fig. 3. Summing up, the coupling con-
stants renormalize according to
K˜Υ1,4 =
2α (Υ,L2,L3)
∆EΥ (L2,L3)
KΥ1 K
Υ
3 . (41)
This is the generalization to any symmetry group of the
SDRG step first derived for SU(2)-symmetric spin-1/2
chains in Refs. 21 and 22 and generalized to any SU(2)
spin in Ref. 39.
The application of the SDRG has thus been generalized
for spin chains of any Lie group symmetry. The main
ingredients for this are the identification of the tensor
operator technology, and the Wigner-Eckart theorem. In
what follows, we apply the formulas to the SO(N) and
Sp(N) cases of our interest, finding closed expressions for
the pre-factors .
C. SO(N) rules in closed form
Let us particularize Eqs. (31) and (41), which dictate
how the couplings are renormalized in SDRG steps, to
the case of SO(N)-symmetric Hamiltonians. To do so,
we start with Eq. (17) for the strongly coupled sites 2
and 3
H2,3 = K(1)2 O(1) (L2,L3) +K(2)2 O(2) (L2,L3) . (42)
In what follows, it proves useful to rewrite the two cou-
pling constants of each bond
(
K
(1)
i ,K
(2)
i
)
in polar co-
ordinates. In particular, as we will see, the ratio of
Eqs. (31) and (41) fully controls the renormalization of
the angles θi
tan θi =
K
(2)
i
K
(1)
i
, (43)
while the radial variable
ri =
√(
K
(1)
i
)2
+
(
K
(2)
i
)2
(44)
controls the energy scale.
It will be important for our later discussion to know
that some points of the parameter space have, in fact,
SU(N) symmetry. First, K(1)i = K
(2)
i is an obvious
SU(N)-symmetric point, where the Hamiltonian becomes
H2,3 = K(1)2
N2−1∑
µ=1
Λµ2 Λ
µ
3 , (45)
which is the Heisenberg SU(N) Hamiltonian at sites
(2, 3). This corresponds to the θ = pi4 point in the polar
coordinates of Eq. (43).
The choice K(1)i = −K(2)i is also SU(N) symmetric
(θ = −pi4 ). This can be shown in the following way. Start-
ing from the SU(N) invariant point θ = pi4 , we transform
all SU(N) generators as Λai → −Λa∗i on every other site.
This changes the corresponding SU(N) representation
from the fundamental to the anti-fundamental, which is
its complex-conjugate. To show the SU(N) invariance,
recall that O(1) is built with the generators of SO(N),
which are purely imaginary antisymmetric objects and,
therefore, do not change sign under this transformation.
Meanwhile, all the terms in O(2) are constructed using
the real generators of SU(N) and will, therefore, flip sign.
By absorbing this sign change into K(2)i , we see that the
point θ = −pi4 is also SU(N) symmetric.
Notice that the derivation of last Section guaran-
tees that no operators other than O(1) and O(2) will
be generated during the RG flow. This was not ob-
vious were we not aware that the SU(N) anisotropy
keeps the underlying SO(N) structure intact. We will,
in what follows, make full use of the fact that the
SO(N)-symmetric Hamiltonian can be thought of as an
anisotropic SU(N) Hamiltonian and also that the renor-
malization pre-factors are determined by very few quan-
tities: (i) the representations Υ2 and Υ3, of spins on sites
2 and 3 and (ii) the two-spin ground manifold Υ˜.
1. First-order perturbation theory
According to Eqs. (31), for both links 1 and 3, the
renormalization of tan θi (the ratio of couplings) is given
by,
tan θ˜1,3 =
β1,3
(
2, Υ˜,Υ2,Υ3
)
β1,3
(
1, Υ˜,Υ2,Υ3
) tan θ1,3, (46)
To compute these we take a shortcut using the results
of Section IIIA. Since the SDRG preserves the SU(N)
symmetry, we expect that if we start with all angles equal
to pi4 , θ˜ has to be equal to ±pi4 . From that, we find that
the only possible values for the ratios of tan θ˜1,3/ tan θ1,3
are ±1, with the sign depending on the representations.
At this stage, we parametrize
K˜
(1)
1,3 = Φ1,3K
(1)
1,3 , (47)
K˜
(2)
1,3 = Φ1,3ξ1,3K
(2)
1,3 , (48)
with ξ1,3
(
Υ˜,Υ2,Υ3
)
= ±1 and Φ1,3
(
Υ˜,Υ2,Υ3
)
to be
determined according to the representations.
In order to determine ξ and Φ, we identify the represen-
tations Υ in a Young-tableau notation for SO(N). Since
we focus on phase on which only anti-symmetric repre-
sentations are generated by the SDRG flow, we specify
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ξ1 ξ3 Φ1 Φ3
Q˜ = Q2 +Q3 and Q2 +Q3 ≤ int
(N
2
)
1 1 Q2
Q2+Q3
Q3
Q2+Q3
Q˜ = N− (Q2 +Q3) and Q2 +Q3 > int
(N
2
)
−1 −1 Q2
Q2+Q3
Q3
Q2+Q3
Q˜ = |Q3 −Q2| −1 1 Q2N−Q2+Q3
N−Q3
N−Q2+Q3
Table III. List of the pre-factors ξ1, ξ3,Φ1 and Φ3 used in the first-order decimations.
them by Q, the number of vertically concatenated boxes.
We also chose for concreteness Q2 ≤ Q3 and assumed
that the two-spin ground state Q˜ is not a singlet, so that
first-order renormalization is required. All possible rel-
evant cases are listed in Table III, with the values of ξ
and Φ provided. In general, sign flips always happen on
the bond on the side of the smaller Qi (i = 2, 3) of the
decimated pair. The derivation of the values of ξ1, ξ3, Φ1
and Φ3 is given in the Appendix A.
2. Second-order perturbation theory
Particularizing the second-order SDRG decimation de-
rived in Section IVB to SO(N), the effective Hamiltonian
between sites 1 and 4 acquires the following form
∆H(2)(1,4) = K˜(1)1,4O(1) (L1,L4) + K˜(2)1,4O(2) (L1,L4) .(49)
Going back to Eq. (41), we can write explicitly
K˜
(1)
1,4 = α(1) (L2,L3)
K
(1)
1 K
(1)
3
E[0,0] − E[1,1] , (50)
K˜
(2)
1,4 = α(2) (L2,L3)
K
(2)
1 K
(2)
3
E[0,0] − E[2,0] , (51)
with α(1,2) yet to be determined. The energies in the de-
nominators come from the spectrum of the strongly cou-
pled pair of sites (2, 3), Eq. (42). E[0,0] is the energy of
the singlet representation [0, 0], while the energies E[1,1]
and E[2,0] correspond to the representations complemen-
tary to the ones of the operators forming the scalars O(1)
and O(2), respectively. As pointed out before, for SO(N),
these are just the same as the ranks of the scalars them-
selves.
A key observation is that the gaps E[0,0] − E[1,1] and
E[0,0]−E[2,0] close at the point where the [0, 0] and [1, 1]
representations cross (a generalization of the AKLT point
of the SU(2) spin-1 chain40) and at the SU(N)-invariant
points, respectively. Since the energy denominators are
linear in K(1)2 and K
(2)
2 , we must have
E[0,0] − E[1,1] ∝ K(1)2 (tan θAKLT − tan θ2) , (52)
E[0,0] − E[2,0] ∝ K(1)2
(
tan θSU(N) − tan θ2
)
. (53)
The generalized AKLT point is known for SO(N) systems
to be given by32
tan θAKLT =
N− 2
N + 2 , (54)
while the SU(N)-symmetric point where the representa-
tions [0, 0] and [2, 0] meet in energy is antipodal to pi/4,
θSU(N) = −3pi4 . (55)
At this stage, the rules are simplified to
K˜
(1)
1,4 = α˜(1) (L2,L3)
K
(1)
1 K
(1)
3
K
(1)
2 (tan θAKLT − tan θ2)
, (56)
K˜
(2)
1,4 = α˜(2) (L2,L3)
K
(2)
1 K
(2)
3
K
(1)
2 (1− tan θ2)
, (57)
with the remaining task of determining the newly defined
α˜(1,2). For that, we can take advantage again of the pres-
ence of an SU(N)-symmetric point in the phase diagram.
At the SU(N)-symmetric point −pi4 , K(1)i = −K(2)i and,
once again enforcing that the SDRG must preserve the
SU(N) symmetry, K˜(1)1,4 = −K˜(2)1,4 . Dividing Eqs. (56) and
(57), we conclude that
α˜(1) (L2,L3)
α˜(2) (L2,L3)
= − (tan θAKLT + 1)2 . (58)
Once the ratio is fixed, the value of α˜(2) can be found
by comparing Eq. (57) with the RG step for SU(N)-
symmetric chains from reference Ref. 36,
α˜(2) (L2,L3) = −4Q (N−Q)N2 (N− 1) , (59)
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where Q2 = Q3 = Q is the number of boxes in the Young
tableaux of SO(N) at sites 2 and 3. Recall that a nec-
essary condition for singlet formation is that the same
representation appear on both sites. Putting everything
together, we get
K˜
(1)
1,4 =
[
4Q (N−Q)
(N− 1) N (N + 2)
]
K
(1)
1 K
(1)
3
K
(1)
2
(
N−2
N+2 − tan θ2
) ,(60)
K˜
(2)
1,4 = −
[
4Q (N−Q)
N2 (N− 1)
]
K
(2)
1 K
(2)
3
K
(1)
2 (1− tan θ2)
. (61)
The renormalization of the angle is found by dividing
Eq. (60) by (61)
tan θ˜1,4 = −
(
N + 2
N
) N−2
N+2 − tan θ2
1− tan θ2 tan θ1 tan θ3.(62)
One can verify explicitly from Eq. (62) the existence of
angular fixed points. These points are such that
tan θ˜1,4 = tan θi, i = 1, 2, 3. (63)
Besides the SU(N)-symmetric point tan θi = −1(
θi = −pi4
)
, by using Eq. (62), we find that tan θi = 0
(θi = 0) and tan θi → −∞
(
θi = −pi2
)
are also angular
fixed points. At this stage, we are also able to determine
their stability. By including a perturbation δθi to the
fixed points and by expanding Eq. (62) in powers of δθ,
we find that θi = 0 and θi = −pi2 are stable, whereas
θi = −pi4 is unstable. This is expected since they are
SU(N)-symmetric points and deviations from this sym-
metry are expected to be amplified by the SDRG. Notice
that in this analysis we assume that only second-order
decimation occurs, which can be achieved by the choice
of the initial angle distribution, as we will show later. In
the case where Eq. (62) leads also to first order decima-
tions, the representations will also flow, and the analysis
of the angular fixed points as well as their stability is
more elaborate. We postpone this analysis for later.
D. Sp(N) rules in closed form
The derivation of the Sp(N) rules are analogous to
the SO(N) ones in as far as only second-order decima-
tions are present. We can again use the shortcut of
having an SU(N)-symmetric point to explicitly compute
the necessary pre-factors. Just as in the SO(N) case, we
work with polar coordinates with the angle θi defined as
tan θi =
K
(2)
i
K
(1)
i
. These rules allow us to completely char-
acterize the physics of a large fraction of the Sp(N) AF
phase diagram and read
K˜
(1)
1,4 =
(
4Q2
(N− 1) N (N + 2)
)
K
(1)
1 K
(1)
3
K
(1)
2
(
N−2
N+2 − tan θ2
) ,(64)
K˜
(2)
1,4 = −
(
4Q2
N2 (N− 1)
)
K
(1)
1 K
(1)
3
K
(1)
2 (1− tan θ2)
, (65)
where Q denotes the number of boxes in the Sp(N) Young
tableaux at sites 2 and 3.
The situation is different, however, when first order
decimations in the AF region are also required. The rea-
son is that this region has no SU(N)-symmetric point.
That implies that the above shortcut of using these points
to compute the prefactors is no longer valid. We can,
however, build the Sp(N) tensors explicitly, and from
that, calculate all the necessary prefactors. We will come
back to this point when we study the Sp(N) SDRG flow.
V. THE PHASE DIAGRAM OF STRONGLY
DISORDERED SO(N) AND SP(N) SPIN CHAINS
With the decimation rules of the previous Section, we
are now able to characterize the SDRG flow for SO(N)
and Sp(N) chains. The characterization of the RG flow
involves finding the low-energy behavior of the joint dis-
tribution of θ, r and the representations Υ at energy
scale Ω, P (r, θ,Υ; Ω). At the beginning of the flow we
set Ω = Ω0 and assume the initial distribution to be sep-
arable, P (r, θ,Υ; Ω0) = Pr (r)Pθ (θ)PΥ (Υ). The initial
distribution for the angles is chosen to be a delta function
Pθ (θ) = δ (θ − θ0) . (66)
Similarly, the initial choice of representations is not ran-
dom but fixed at the defining representation, as men-
tioned previously,
PΥ (Υ) = δ
(
Υ− [1,~0]) . (67)
Initial disorder is present in the radial variable r, through
a finite standard deviation for Pr (r). We also assume
that the initial disorder distribution width is sufficiently
large for the SDRG method to be applicable.
Let us now list some universal features of the SDRG
flow in the antiferromagnetic (AF) phases.41 During the
initial stages of the flow, the distributions of angles, radii
and representations become correlated, but eventually
become again uncorrelated at low energies Ω Ω0. Fur-
thermore, at low energies, all angles tend to a single
value, that is, Pθ flows to a delta function centered at
one of the angular fixed points. This is the main advan-
tage of parametrizing the SDRG flow using polar coor-
dinates.20 As for the radial distribution, it will flow at
low energies to an infinite-disorder profile, that is, its
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standard deviation divided by its average diverges. More
specifically,3,21,22
Pr (r)→ 1
r1−α
, α−1 ∼ ln
(
Ω0
Ω
)
. (68)
In the phases discussed in this work, only anti-
symmetric representations are generated and the number
of such distinct representations is finite. The frequency
of distinct representations at low energies depends on N
and on the region of the parameter space.
At low energies, the remaining non-decimated spins
are embedded in a “soup” of randomly located singlets
with a wide distribution of sizes. At energy scale Ω,
the average separation of non-decimated spins scales as
LΩ ∼ |ln Ω|1/ψ, with the exponent ψ depending on the
number of distinct representations at the low-energy fixed
point.7,36 At a scale Ω ∼ T , only non-decimated spins
contribute to the susceptibility. Since the distributions
of couplings is extremely broad, the spins will be typically
very weakly coupled r  T . Thus, the susceptibility is
given by Curie’s law: χ (T )−1 ∼ TLT ∼ T |lnT |1/ψ.3,27
Other thermodynamic quantities follow from similar rea-
soning: the entropy density is s (T ) ∼ (ln N) /LT and the
specific heat c (T ) = T (ds/dT ) ∼ |lnT |−1−1/ψ.
The ground state consists of singlets formed with all
representations. These singlets are formed at various
stages of the SDRG. On average, their sizes and strengths
reflect the stage at which they were formed. There-
fore, singlets coupled with strength r (i.e., whose higher
multiplets are excited at this energy cost) have sizes
Lr ∼ |ln r|1/ψ. This picture motivates the name “ran-
dom singlet phase” (RSP).3,5,36
In what follows, we add more detail to the above gen-
eral picture and determine the phase diagrams of SO(N)-
symmetric disordered chains. We do so separately for the
cases of odd and even N as their analyses are different.
Moreover, a more illuminating route consists of consider-
ing specific small values of N first and then generalizing to
the larger ones. SO(2)-invariant Hamiltonians, obtained
by including anisotropy terms in SU(2) Hamiltonians (i.
e. the XXZ model), were first studied by Fisher.3 Generic
SO(3) Hamiltonians were studied more recently,20 in the
context of spin-1 SU(2) invariant Hamiltonians. Thus,
we use the SDRG flows of the groups SO(4) and SO(5)
as the simplest yet unexplored examples of orthogonal
symmetric Hamiltonians. Then, the extrapolation to ar-
bitrary N is found to be straightforward. The N = 4
case presents a feature that is not present for any other
N, which makes the construction of its phase diagram
slightly more subtle. For this reason, we will take up the
odd N case first. For symplectic invariant Hamiltonians,
we are not aware of any previous analysis via the SDRG.
We focus on discussions of Sp(4) and Sp(6), and provide
a brief analysis and expectations for larger N.
Figure 4. (Color online) Ground state structure of the SO(5)
two-site problem as a function of the angle θ, with differ-
ent colors representing the distinct multiplets. Each arc of
fixed radius corresponds to the ground state multiplets for the
two representations indicated next to it by Young tableaux.
The singlet state is represented in blue, the fundamental 5-
dimensional [1, 0] multiplet in red [represented by a single box,
in SO(N) Young-tableau notation] and the 10-dimensional
[1, 1] multiplet in green [represented by two boxes concate-
nated vertically]. All other multiplets are colored black, and
do not participate in the flow of anti-ferromagnetic phases.
The points with K(1) > 0 where there is a change in the
ground state are generally called θAKLT . The other points
where there is a change in the ground state for K(1) < 0 are
±3pi/4 (for any pair of SO(5) representations displayed). The
RG rules corresponding to the letters (a) − (f) are given in
Fig. 5
A. SO(N) for odd values of N
To begin the analysis of odd-N SO(N)-symmetric dis-
ordered chains, we focus first on SO(5). In Fig. 4, we
represent the ground states of the two-spin problems as
functions of θ using a color code. The important repre-
sentations and their respective colors for the AF SDRG
flow are the singlet [0, 0] (blue), the fundamental [1, 0]
(red) and [1, 1] (green). As discussed, the non-trivial
ones have dimensions d[1,0] = 5 and d[1,1] = 10 and, in a
Young-tableau language, are represented by a single box
and by two vertically stacked boxes, respectively. Each
circle represents a particular combination of representa-
tions for the two spins that are coupled, as indicated by
the pair of Young tableaux next to it. The colors of the
arcs of each circle indicate, through the color code, to
which representation the ground multiplet belongs.
The innermost circle in Fig. 4 displays the possible
ground states when the two spins are in the fundamen-
tal (defining) representation. The points where colors
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Figure 5. All possible decimations and RG rules needed for the antiferromagnetic phases of the SO(5) model, representing
using the Young-tableau notation.
change, and so does the two-spin problem ground mul-
tiplet, are −3pi/4, 3pi/4, for K(1) < 0, and the angle
θAKLT = arctan (3/7) [see Eq. (54)], for K(1) > 0. We
see that there are three possible representations for the
ground multiplet: the totally symmetric, 14-dimensional
[2, 0] (black), the [0, 0] singlet (blue), and the [1, 1]
(green). Since in this work we do not focus on symmet-
ric representations (analogous to the formation of “large
spins” in the SU(2) case), we will neglect decimations
in the black region. If a decimation in the chain is per-
formed in the blue region, the two fundamental represen-
tation spins are substituted by a singlet and the neigh-
boring couplings are renormalized in second order of per-
turbation theory. If a decimation is made in the green
region, on the other hand, the two [1, 0] spins are sub-
stituted by a single spin in the 10-dimensional [1, 1] rep-
resentation and the renormalization of couplings is given
by first-order perturbation theory. This representation,
at a later point of the RG flow, will be decimated either
with another fundamental [1, 0] object, or with another
[1, 1] object. This is why we need the other circles in
Fig. 4. For SO(5), the relevant Clebsch-Gordan series
are, therefore,35
[1, 0]⊗ [1, 0] = [0, 0]⊕ [1, 1]⊕ [2, 0] (69)
[1, 0]⊗ [1, 1] = [1, 0]⊕ [1, 1]⊕ [2, 1] (70)
[1, 1]⊗ [1, 1] = [0, 0]⊕ [1, 0]⊕ [1, 1]⊕
⊕ [2, 0]⊕ [2, 1]⊕ [2, 1] . (71)
The bold terms on the right-hand side are the relevant
ones for the AF SDRG flow. For concreteness, we give
in Fig. 5 all the RG rules for AF decimations in SO(5).
By combining Fig. 4 and Fig. 5, we can characterize the
SO(5) RG flow, as we explain next.
The initial condition of starting with the fundamen-
tal representation of SO(5) implies that the initial two-
site ground-state structure relevant to us is the one in
the innermost arc of Fig. 4.Two possibilities follow next,
depending on what the initial angle θ0 is. If the an-
gle θ0 is restricted to the blue region of Fig. 4 (− 34pi <
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θ0 < θAKLT ), only singlets are formed throughout the
flow [only decimation (a) in Fig. 5 happens]. This is be-
cause the renormalized angles also lie within the same
blue range, as one can explicitly verify using the angu-
lar equation in Fig. 5(a). The distribution of angles has,
therefore, to flow to one of the possible fixed points found
in Sec. IVC2. Since the SU(N)-symmetric angular fixed
point −pi4 is unstable, the angular distribution remains
there only if θ0 = −pi4 . In all other cases, the angular
distribution flows to either θ = −pi/2 or 0, depending
on the initial value of θ0. For −3pi/4 < θ0 < −pi/4, the
flow is towards θ = −pi/2, whereas angles in the comple-
mentary region flow towards θ = 0. Singlets are formed
throughout the chain, with spins paired two-by-two, but
with otherwise randomly distributed positions and sizes.
Extending the conventions of the spin-1 chain20, we will
name this a “mesonic” phase.
In contrast to the case above, if the initial angle lies
in the region θAKLT < θ0 < 3pi4 , first-order decimations
will happen and the distribution of group representations
will also flow. This is analogous to what happens in the
SDRG flow when the couplings are random in sign in
Heisenberg SU(2) spin chains, with the important differ-
ence that here only a few representations will enter the
flow. As a consequence of the limited number of repre-
sentations, we are guaranteed to obtain a singlet after a
finite number of steps. The remaining question is what
is the character of the ground states as well as of its low-
lying excitations? The answer is that the ground state
is formed by a collection of singlets formed by N = 5 or
any integer multiple of 5 spins. One possible decimation
route is exemplified in Fig. 6, for a five-spin singlet. In
that Figure, we show explicitly the signs of the couplings(
K
(1)
i ,K
(2)
i
)
of each bond. In each decimation, Fig. 5
has been used to determine whether the signs of neigh-
boring bonds change or remain the same. Other cases
can be worked at will, all of them yielding (integer×5)-
site singlets. This phase will be called here a “baryonic”
phase.20
To characterize the mesonic and baryonic phases ther-
modynamically, we have to determine the exponent ψ.
For that, one first notices that only two types of decima-
tion processes occur, those of first or second order. The
analysis was carried out in Refs. 7 and 36 and will not be
repeated here. Briefly, in the limit of wide distributions,
the numerical prefactors of the renormalized couplings
can be safely neglected. As a result, because of the mul-
tiplicative structure of Eq. (41), only second-order dec-
imations are effective at lowering the energy scale. It
follows that, if asymptotically p is the fraction of second-
order decimations, then
ψ = 1
1 + 1p
. (72)
In the mesonic phase, there are only second-order pro-
cesses so p = 1 and ψM = 1/2. On the other hand, in
the baryonic phase, p = 1/4 and ψB = 1/5.
5-spin singlet
Figure 6. From top to bottom, a possible decimation route
leading to a 5-site singlet in an SO(5) chain. In red, we high-
light the bond that is being decimated at a given step. Above
each bond is the sign of its respective couplingsK(1)i andK
(2)
i .
More than the numeric renormalization of the constants, the
sign flips are crucial to follow the representation flow. In this
example the net result of the first three steps is to flip a sign
of one of the couplings, such that the pair of fundamental
representations form a singlet ground state in the last step.
The SO(5) case can now be extrapolated to SO(N) for
any odd value of N, as we have carefully checked numer-
ically for the lowest odd N values. The RG structure
is very similar, with the only mentioned difference that
the number of representations involved, in addition to
the singlet, is larger. Thus, the ground state for SO(N),
odd N, will be a collection of singlets made of either
pairs of spins (mesonic phase), or multiples of N spins
(baryonic phase). The mesonic phase is characterized
by ψM = 1/2, as only second-order processes occur. In
contrast, in the baryonic phase, the asymptotic proba-
bility of the latter processes is p = 1/ (N− 1) and thus
ψB = 1/N.7,36 Figure 7 shows the value of the ψ exponent
as a function of the initial angle θ0. The mesonic phase
is identified by the blue color whereas the baryonic one
is green. The yellow region for arctan
(
N−2
N+2
)
< θ0 < pi/4
also belongs to the mesonic phase. As we will see next,
the diagram is also valid for even values of N, although
in that case the yellow region cannot be analyzed with
the current approach.
B. SO(N) for even values of N
For even N, we start with SO(4). Even though it is the
yet unexplored lowest-N case where our tools can be ap-
plied, it is very special because its Clebsch-Gordan series
for the product of two fundamental representations has
an additional term not present for any other value of N.
As mentioned in connection with Eq. (11), the product
of two fundamental representations of SO(N) generically
yields three terms.30 For SO(4), however, a fourth term
is present. The proof of this statement can be found in
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Figure 7. Exponent ψ as a function of the initial angle θ0,
defined in Eq. (43), for SO(N)-symmetric Hamiltonians. The
blue region is the mesonic phase whereas the green one is the
baryonic phase. The yellow region θAKLT < θ0 < pi/4 cannot
be analyzed with the current method for even N, but should
be regarded as blue (mesonic) for odd N.
Ref. 30. The additional term in the Clebsch-Gordan se-
ries for SO(4) affects the form of the most generic Hamil-
tonian for a pair of spins. Specifically, for pair of spins,
one can have
HSO(4) = JL1 · L2 +D (L1 · L2)2 + FijklLij1 Lkl2 (73)
where ijkl is the totally antisymmetric tensor (i, j, k, l =
1, . . . , 4) and the term proportional to F is not allowed
for N 6= 4. The spectrum of Eq. (73) and the degeneracy
of each level are listed on the top of Table IV.
Since the group SO(4) is isomorphic to SU(2)⊗SU(2),
an equivalent way of thinking about the SO(4) Hamilto-
nian is in terms of two spins-1/2 per site. Let us make
the connection between the two languages. Denoting the
two spin-1/2 degrees of freedom by S and T, the most
general two-site SU(2)⊗SU(2)-invariant Hamiltonian has
the following form
HKK = B0+B1S1·S2+B2T1·T2+B12 (S1 · S2) (T1 ·T2) .
(74)
This is the well-known Kugel-Khomskii model.26 Two of
its good quantum numbers are associated with T2T =
(T1 + T2)2 and S2T = (S1 + S2)
2 and can be used to la-
bel the eigenstates of the Hamiltonian. The energy levels
and the corresponding quantum numbers associated with
T2T = TT (TT + 1) and S2T = ST (ST + 1) are represented
on the right-hand side of Table IV. The equivalence be-
tween Eqs. (73) and (74) is obtained with the following
relations
B0 =
3
2D, (75)
B1 = 2 (J −D − 4F ) , (76)
B2 = 2 (J −D + 4F ) , (77)
B12 = 8D. (78)
In order to make the SO(4)-symmetric Hamiltonian
similar to the other SO(2N) models, we will set F = 0
degeneracy E
1 −3J + 9D
3 −J +D − 8F
3 −J +D + 8F
9 J +D
degeneracy ST TT E
1 0 0 − 34 (B1 +B2) + 916B12 +B0
3 1 0 14 (B1 − 3B2)− 316B12 +B0
3 0 1 14 (−3B1 +B2)− 316B12 +B0
9 1 1 14 (B1 +B2) +
1
16B12 +B0
Table IV. Spectrum of the most general SO(4) Hamiltonian
following the convention of Eq. (73) (top) and Eq. (74) (bot-
tom).
in Eq. (73). The case where F is non-zero leads to an
SDRG flow which cannot be treated with the approach
described in this paper. Setting F = 0 is equivalent
to setting B1 = B2 in (74). In this case, there is an
additional Z2 symmetry related to the exchange S T.
With this choice, the two triplet representations of SO(4)
become degenerate (see Table IV), and the RG structure
becomes identical to any other SO(2N) model.
In general, the RG flow for SO(4) is almost identical to
the case we described for odd N, with one remarkable dif-
ference: the low-energy physics of the region between the
AKLT point θ0 = arctan 13 and θ0 =
pi
4 is ill-controlled
within the SDRG framework we are describing here. In
that region, the initial RG structure is very similar to
the case described for odd N . The representation [1, 1] is
generated and SDRG rules that include such representa-
tion are also necessary. As the SDRG proceeds, the angle
distribution starts flowing to a delta function at θ = 0.
The two outermost circles of Fig. 8 show that the local
two-site gap closes at θ = 0 when a pair of sites with rep-
resentations [1, 1]-[1, 0] or [1, 1]-[1, 1] are coupled. Since a
large local gap is required for the validity of perturbation
theory, this makes the SDRG flow ill-defined asymptoti-
cally. In order to probe the physics of this region one has
to go beyond the current SDRG framework, keeping more
than one multiplet when a pair of sites is decimated, in
a similar fashion to what was done in Refs. 42 and 43 in
a different context. Again, this falls outside the scope of
this work.
Outside this problematic region, the SDRG flow has
the same structure as the odd-N case of the previ-
ous Section. There is a mesonic phase for −3pi/4 <
θ0 < arctan 13 with two possible angular fixed points and
ψM = 1/2. If −3pi/4 < θ0 < −pi/4, the flow is towards
θ = −pi/2, whereas the angular fixed point is θ = 0 if
−pi/4 < θ0 < arctan 13 . For pi/4 < θ0 < 3pi/4, the phase
is baryonic (with singlets made out of 4k original spins),
the angular fixed point is θ = pi/2, and ψB = 1/4.
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Figure 8. (Color online) Ground state structure of the SO(4)
two-site problem as a function of the angle θ, with differ-
ent colors representing the distinct multiplets. Dashed lines
correspond to different representations of the same dimen-
sion as their corresponding color. The singlet state is rep-
resented in blue while the fundamental representation [1, 0]
(single box, in Young-tableau notation) in shown in red and
the 6-dimensional representation [1, 1] (two boxes) in green
(cf. Fig. 4). Unlike in the odd-N case, the two-site gap closes
at θ = 0, which makes the RG flow ill-defined, except when
the fundamental representation of the group is realized on
both sites (inner circle).
The SDRG flow and phase diagram for larger, even
values of N is identical to the one described for SO(4)
although more representations are generated, as shown
in Fig. 9. The region arctan
(
N−2
N+2
)
< θ0 <
pi
4 suffers
the same problems as in SO(4) and cannot be properly
treated with the current SDRG scheme (yellow region
of Fig. 9). The mesonic and baryonic phases are shown
as blue and green in Fig. 9, respectively. The former
is characterized by ψM = 1/2 whereas the latter has
ψB = 1/N. If we conventionalize that for odd N, the
yellow region has the same physics as the blue one, Fig. 9
encapsulates the phase diagram of all SO(N)-symmetric
disordered spin chains.
C. The Sp(N) Group
We now address Sp(N)-symmetric models. As Sp(N)
is a subgroup of SU(N), by fine-tuning the angle param-
eter the symmetry can be explicitly enhanced, just as
in the SO(N) case [see Eq. (20)]. The SU(N)-symmetric
points are again at ±pi4 , and ± 3pi4 . There is, however,
a remarkable difference between these high-symmetry
Figure 9. The SO(N) spin chain phase diagram, reproduced
from Ref. 27. Red stars correspond to stable SDRG fixed
points, while white ones correspond to the unstable fixed
points. The point pi/4 is SU(N) symmetric, with the spins
in the fundamental representation of the group. The point
−pi/4 is also SU(N) symmetric, with the fundamental and
anti-fundamental representations on alternating sites. The
black arc denotes the ferromagnetic region, beyond the scope
of this work. The points ±3pi/4 fix the transition between
the baryonic and mesonic phases to the ferromagnetic region.
The region between the AKLT point
(
tan θ = N−2
N+2
)
and the
SU(N)-symmetric point pi/4 results either in an uncontrolled
SDRG flow, for even N , or for a basin of attraction equivalent
to the blue region, for odd N .
points, when compared to the SO(N) case. In SO(N)
chains, the level structure at the angle pi4 is such that
two excited states of the two-site problem have the same
energy. In Sp(N) systems, on the other hand, the two
lowest-lying multiplets become degenerate at the angle pi4 .
This can be predicted by directly looking at the degen-
eracies of the Sp(N) multiplets, and comparing it to the
SU(N) degeneracies. The breaking of SU(N) into SO(N)
or Sp(N) in terms of energy levels of a two-site problem
is shown in Fig. 10. In contrast with SO(N), where the
decimations are well-defined around this high-symmetry
point, in Sp(N) the local two-spin gap is proportional to
δθ =
∣∣θ − pi4 ∣∣. If δθ is small, the SDRG as proposed in
this work cannot be applied.
Still, there are regions of the phase diagram that can be
safely analyzed with our method. In order to characterize
the AF phases, we again assume that the initial angle is
fixed. If the initial angle is arctan
(
N+2
N−2
)
< θ0 <
pi
4 (blue
region of Fig. 11), and as long as θ0 is far enough from
the pi4 point such that the SDRG is consistent, the distri-
bution of angles will broaden at early RG stages. After
some transient, however, the distribution converges to a
delta function at either 0 or −pi2 , which are the only stable
angular fixed points in this region (see Fig. 10), charac-
terized by ψM = 1/2. Again, just like in the SO(N) case,
the point −pi4 has a higher SU(N) symmetry and corre-
sponds to an unstable angular fixed point. The basins of
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Figure 10. Schematic energy levels close to the point pi4 , in
terms of the angular deviation δθ =
∣∣θ − pi4 ∣∣  1. (a) At the
point pi4 , the Hamiltonian has explicit SU(N) symmetry, and
the degeneracies are N(N−1)2 (ground multiplet) and
N(N+1)
2
(excited multiplet). (b) Adding a small perturbation that
breaks the SU(N) symmetry into SO(N), the excited multiplet
splits into levels with a N(N+1)2 − 1 degeneracy and a singlet,
while the low-energy multiplet remains the same (c) Now,
slightly breaking SU(N) into Sp(N). The lowest energy state
is a singlet (blue), separated from the first excited multiplet
by a small gap proportional to |δθ|.
attraction of θ = 0 and θ = −pi2 are −pi4 < θ0 < pi4 and
arctan
(
N+2
N−2
)
< θ0 < −pi4 , respectively.
The most striking difference between SO(N) and Sp(N)
chains appears when the initial angle is in the range
pi
4 < θ0 <
3pi
4 (dashed line of Fig. 11). First, since
there is no SU(N)-symmetric point inside this region,
the shortcut we used to derive the pre-factors of the
SDRG equations cannot be used. The generic rules for
first-order decimations [Eq. (31)] are still valid, but, in
order to determine the pre-factors, the Sp(N) tensors
have to be constructed explicitly on a case-by-case ba-
sis. Determining these factors is mandatory to follow the
SDRG flow, particularly since under certain conditions,
our first-order RG rules become ill-defined when the pro-
portionality constants vanish (see Section IVA). To see
this concretely, let us consider the cases of Sp(4) and
Sp(6) as examples, and discuss the general features that
are expected to appear for larger N. For Sp(4) the cou-
pling K(2) is renormalized to zero due to the structure
of the Clebsch-Gordan series (case (i) of Section IVA).
For pi4 < θ0 <
3pi
4 , the following Clebsch-Gordan series
are relevant35
4⊗ 4 = 1⊕ 5⊕ 10
4⊗ 5 = 4⊕ 16
5⊗ 5 = 1⊕ 10⊕ 14
5⊗ 10 = 5⊕ 10⊕ 35, (79)
where we labeled the representations by their dimen-
Figure 11. The phase diagram of Sp(N)-symmetric chains,
with N = 4, 6. For arctan N+2
N−2 < θ <
pi
2 , the system is in a
mesonic SU(N) random singlet phase. Otherwise, it is in a
ferromagnetic like phase. The pentagons represent the angles
where two multiplets cross as ground states. The white stars
correspond to unstable angular fixed points, while the red
ones are the stable angular fixed points. Notice that there is
no baryonic phase in Sp(N). Colors match their corresponding
basins of attraction; the flow of the dashed lines is described
in the main text.
sions. Recall that for a pair of representations Υ and Υ′,
PΥT
Υ′PΥ 6= 0, PΥ being a projection operator onto rep-
resentation Υ, only if Υ′ belongs to the Clebsch-Gordan
series of Υ ⊗ Υ. Starting with the fundamental repre-
sentation of dimension 4 on each site, initial RG steps
generate the 5-dimensional representations via first-order
decimations. After some steps, unavoidably, a decima-
tion of a 5-dimensional representation coupled to a 4-
dimensional representation happens. Let us label the
Sp(4) tensors by T 10 (coupled by K(1)) and T 5 (cou-
pled by K(2)), using the short-hand notation of labeling
the representations by their dimension. Now, since
P5T
10P5 6= 0,
P5T
5P5 = 0, (80)
the renormalized K(2), which is proportional to P5T 5P5,
is zero. A similar renormalization to zero has been found
in SU(2)-symmetric spin-S chains with S > 1.17. As
a consequence, the low-energy physics is dominated by
K(1) only. The initial sign of K(1) thus becomes crucial,
and a distinction has to be made depending on whether
θ0 is greater or smaller than pi2 . If
pi
2 < θ0 <
3pi
4 , the
renormalization projects
(
K(1),K(2)
)
into the K(1) < 0
semi-axes, and the phase is ferromagnetic, and thus out-
side the scope of our analysis. If, on the other hand, the
initial angle lies on the interval pi4 < θ0 <
pi
2 , the pro-
jection makes the flow identical to the one starting with
θ = 0, and the low-energy physics is again a RSP with
ψM = 12 .
Similar reasoning can be applied to Sp(6). Here the
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important Clebsch-Gordan series read35
6⊗ 6 = 1⊕ 14⊕ 21
14⊗ 6 = 6⊕ 14′ ⊕ 64
14′ ⊗ 6 = 14⊕ 70
14⊗ 14′ = 6⊕ 64⊕ 126
14⊗ 14 = 1⊕ 14⊕ 21⊕ 70⊕ 90
14′ ⊗ 14′ = 1⊕ 21⊕ 84⊕ 90
14′ ⊗ 21 = 14′ ⊕ 64⊕ 216. (81)
Notice that the representations 14′ and 14 are different,
even though they have the same dimension. The tensors
of interest are T 14 (coupled by K(1)) and T 21 (coupled
by K(2)). In the region of interest, initial RG steps gen-
erate representations of dimension 14, which, when cou-
pled to the fundamental representation, enforces 14′ as
the ground state. From the Clebsch-Gordan series above,
P14′T
14P14′ = 0, while P14′T 21P14′ 6= 0.
We have checked that for Sp(8) and Sp(10) these renor-
malizations to zero do not appear, which means that
these features are most likely a property present for low
N only. A different issue arises, however. By a similar
analysis of the Clesbch-Gordan series,35 we find that a
large number of representations are generated in early
RG steps, as opposed to the SO(N) flow, where the num-
ber of representations appearing when pi4 < θ0 <
3pi
4 is
always int (N/2). At this stage, the Sp(N) problem might
lead then to either a ferromagnetic phase, or a so-called
large spin phase (LSP),39 also common in disordered spin
chains. Another possibility is that these large represen-
tations disappear at low energies. The only way to see
which one actually happens is to construct the tensors
from their definition (Eq. (9)) for all these representa-
tions, as well as the pre-factor of the RG rules (Eqs. (31)
and (41)), a very challenging task. Physically, since the
most relevant Sp(N) cases are the ones with small N , we
will not pursue a further analysis here.
VI. EMERGENT SU(N) SYMMETRY
In the previous Sections, we characterized the SDRG
flow by determining the AF phases as well as their ex-
ponent ψ. A more subtle feature of the RSPs displayed
above is the emergence of SU(N) symmetries. In this Sec-
tion, we show the mechanism responsible for the symme-
try enhancement. An overall explanation has been given
in Ref. 27, and here we complement it with further de-
tails.
We would like to emphasize the generality of this re-
sult. Notice that we have studied all the random antifer-
romagnetic spin chain models invariant under transfor-
mations of the semi-simple Lie groups, Sp(N), SO(N),
and, consequently, the SU(N). We have focused, how-
ever, only on the case in which the spins are repre-
sented only by totally antisymmetric representations of
the group.
Let us start with the SO(N) case. The scalar operators
that constitute Hamiltonian (17) are formed out of tensor
operators T [1,1]υ and T [2,0]υ . These operators have a phys-
ical interpretation similar to the vector and quadrupolar
operators in SU(2),20 and their response functions are not
expected to be generically the same. Indeed, thinking of
the SO(N) problem as an anisotropic SU(N) model, the
uniform susceptibilities associated with the SU(N) gen-
erators are
χµ = β
(
〈ΛµT 〉2 −
〈
(ΛµT )
2
〉)
. (82)
If the Hamiltonian of the problem displays an SO(N)-
preserving SU(N) anisotropy, no reason a priori exists to
expect the responses involving the Λµ chosen from any
of the N (N − 1) /2 SU(N) purely imaginary generators
[∼ T [1,1]υ in SO(N)] to be the equal to those of the remain-
ing N (N + 1) /2− 1 SU(N) purely real ones [∼ T [2,0]υ in
SO(N)]. Yet, as we explain below, in the RSPs the singu-
lar behavior is isotropic and equal to that of an SU(N)-
invariant system.
Our argument is supported by two key observations:
(i) each SO(N) representation that appears throughout
the SDRG flow has an SU(N) counterpart and (ii) the
2-site ground states at the stable angular fixed points
0,−pi/2 (+pi/2) are identical to those of the SU(N) sym-
metric points −pi/4 (+pi/4). The direct consequence
of points (i) and (ii) is that if the angular distribu-
tion starts at the stable fixed points, the SDRG flow at
low energies is indistinguishable from the flow started
at the SU(N) symmetric points, for the following rea-
sons. Point (i) guarantees that the representations gen-
erated in the flows within the mesonic and baryonic
phases always find counterparts in the SU(N) represen-
tation spectrum, so any remaining non-decimated spin
at low-energies still defines an object transforming in
the full SU(N) group. Furthermore, through point (ii),
the local two-spin gaps never close for angles between 0
and −pi/2, which includes the SU(N)-symmetric mesonic
point −pi/4, or between the SU(N)-invariant baryonic
point pi/4 and pi/2. Adding to this the fact that the
unstable SU(N)-symmetric points are contained in the
corresponding mesonic/baryonic AF basins of attraction,
one finally realizes that all the two-site ground multiplets
generated throughout the flow are SU(N) invariant. In
sum, points (i) and (ii) guarantee that both the ground
state and the collection of free spins at finite low-energies
are composed of SU(N)-invariant objects. A difference
between the flows at the SU(N)-symmetric points and
those of the stable angular fixed points does remain. It
lies in the fact that the decimation rules for the radii ri
have distinct pre-factors depending on the bond angle.
Since the radial disorder grows without bounds in RSPs,
however, the pre-factors are asymptotically irrelevant.
Combining the points above, we conclude that the
ground state of the system is an SU(N)-invariant state
composed of a collection of SU(N) singlets, while the low-
energy physics of the chain is governed by free spins in
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SU(N) anti-symmetric representations. From this, ther-
modynamic quantities, such as the magnetic susceptibili-
ties, follow immediately. The calculation of the magnetic
susceptibility χµ for a single free spin Λµ gives Curie’s
law χfreeµ ∼ T−1, independently of µ. The total suscep-
tibility is then obtained by multiplying by the density
of free spins at energy scale Ω = T , χµ (T )−1 ∼ TLT ∼
T |lnT |1/ψ, which is controlled by the universal exponent
ψ.27. The impact of the distinct pre-factors of the SDRG
decimation equations is only in the non-universal behav-
ior of the pre-factors, but not in the universal exponents.
Both RSPs are then comprised of collections of com-
pletely frozen pairs or kN-tuples of spins and low-energy
free spin excitations which actually transform as irre-
ducible representations of SU(N). As discussed in Sec. V
we make an analogy with quantum chromodynamics and
we call the two AF phases mesonic or baryonic. If the
ground state is a collection of two-site singlets, we have
the mesonic RSP, with tunneling exponent is ψM = 1/2.
For N = 2 , this is just the standard RSP phase for XXZ
spin-1/2 chains, that are SU(2) anisotropic, but which
indeed display emergent SU(2) symmetry at low ener-
gies.3,5 If, on the other hand, the phase is characterized
by a collection of singlets formed out of multiples of N
spins, then we have the baryonic RSP. This phase has a
tunneling exponent ψB = 1/N. Crucially, these tunnel-
ing exponents are indeed the same ones found previously
by two of us in the context of SU(N)-symmetric disor-
dered spin chains.36
While the baryonic RSP is generically attainable for
SO(N) Hamiltonians, we see that it is not in the Sp(N)
case, which displays only mesonic phases (due to the adi-
abaticity argument for θ = −pi/4, see Fig. 11). This a
striking distinction arising from the fact that the other
SU(N)-symmetric point, θ = +pi/4, is located now at a
ground multiplet degeneracy point (AKLT) (again, see
Fig. 11). At that point, our SDRG rules break down and
a more refined analysis must be made on a case-by-case
basis.
Finally, another hallmark of the emergent symme-
try phenomenon is the ground-state spin-spin correla-
tion function Cµi,j =
〈
Λµi Λ
µ
j
〉
(µ label not summed). As
we have just shown, the ground state of the anisotropic
model is identical to the isotropic one in the RSP within
the approximation of the SDRGmethod. Since the singu-
lar behavior is captured exactly (asymptotically) by the
SDRG method, it is then a straightforward conclusion
that in the RSPs here reported Cµi,j = Ci,j as far as the
singular behavior is concerned. Therefore, the mean Cµi,j
and typical Cµ,typi,j values of the correlation function are
those of the SU(N) symmetric models, already reported
in the literature.36,44 Thus,
Cµi,j ∼ |i− j|−ηµ , (83)
with universal exponent ηµ = η = 2 (both in the mesonic
and baryonic phases), and
Cµ,typi,j ∼ exp−
∣∣∣∣ i− jξ
∣∣∣∣ψ , (84)
with the universal tunneling exponent ψ (which is either
ψM = 12 or ψB =
1
N ). Here ξ is a non-universal length
scale of order of the crossover length between the clean
and the infinite-randomness fixed points.
VII. RSP SIGNATURES IN HIGHER-ORDER
SUSCEPTIBILITIES
A naturally relevant question regards how to detect
signatures of symmetry emergence. In Section VI, we
mentioned that such signatures can be seen in the linear
susceptibilities of T [1,1]υ and T [2,0]υ operators. These ten-
sors present the same low-temperature dependence, even
though this is not obvious a priori, given the anisotropy
of the underlying Hamiltonian. Since the possible real-
izations of SO(N) chains have very different microscopic
origins, it is difficult to give a generic prescription of how
to access such susceptibilities, i.e. one that is valid for
any value of N.
To make progress, we attempt to draw inspiration from
a concrete case: N = 3 (the spin-1 chain). In this
case, the T [1,1]υ operators are the usual spin-1 (vector)
operators Sx, Sy and Sz and their corresponding linear
susceptibilities are the usual magnetic susceptibilities.
The T [2,0]υ operators are the spin-1 quadrupolar opera-
tors
(
3S2z − 2
)
/
√
3, S2x−S2y , SxSy +SySx, SxSz +SzSx,
and SySz + SzSy20. Since these T [2,0]υ operators involve
products of the vector operators, it is suggestive that
higher-order, non-linear, susceptibilities of T [1,1]υ might
serve as a window to study linear susceptibilities of T [2,0]υ ,
thus serving as a good route to distinguish RSPs with
and without symmetry enhancement. For example, for
N = 3, inspection of the first quadrupolar operator
(∼ S2z + const.) naively suggests that the first non-linear
magnetic susceptibilities might come in handy.
So we take here a position: in the general scenario,
we assume that T [1,1]υ susceptibilities are easier to access
and ask whether we could use non-linear susceptibilities
of T [1,1]υ to probe T [2,0]υ and, therefore, the symmetry en-
hancement. We show, however, that the structure of the
RSPs is such that this is, in fact, incorrect. Non-linear
responses of T [1,1]υ operators show no distinction between
phases with and without symmetry enhancement.
Let us denote by Λµ =
∑Ns
i=1 Λ
µ
i the total value
(summed over all Ns sites) of the µ-th SU(N) gener-
ator (µ = 1, . . . ,N2 − 1). As explained before, the
first N (N + 1) /2 of these are the generators of SO(N)
(the T [1,1]υ operators), whereas the remainder (µ =
N (N + 1) /2 + 1, . . . ,N2 − 1) are the T [2,0]υ tensor opera-
tors of SO(N). Coupling external fields to these quantities
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H → H + hµΛµ, the expressions for the linear and the
first non-zero non-linear susceptibilities can be obtained
as
χ(1)µ =
∂ 〈Λµ〉
∂hµ
∣∣∣∣
hµ→0
= 1
T
[〈
(Λµ)2
〉
− 〈Λµ〉2
]
, (85)
χ(3)µ =
∂3 〈Λµ〉
∂h3µ
∣∣∣∣
hµ→0
= 1
T 3
[〈
(Λµ)4
〉
− 4 〈Λµ〉
〈
(Λµ)3
〉
−3
〈
(Λµ)2
〉2
+ 12 〈Λµ〉2
〈
(Λµ)2
〉
− 6 〈Λµ〉4
]
,
(86)
where 〈O〉 represents the thermal expectation value of O.
In the absence of symmetry breaking 〈Λµ〉 = 0 and the
expressions simplify to
Tχ(1)µ =
〈
(Λµ)2
〉
, (87)
T 3χ(3)µ =
〈
(Λµ)4
〉
− 3
〈
(Λµ)2
〉2
=
〈
(Λµ)4
〉
− 3T 2
[
χ(1)µ
]2
. (88)
We want to write SDRG results for these quantities in
the limit hα  T in the various random singlet phases.
Stopping the SDRG flow when the largest coupling Ω
reaches some low temperature T , there are asymptoti-
cally two types of objects left: free spins, with density
n (T ) ∼ 1/LT ∼ |lnT |−1/ψ, and strongly bound SO(N)
singlets, with density ∝ 1 − n (T ). The actual density
of singlets depends on how many original spins are re-
quired to form them. In the mesonic phases, this is
[1− n (T )] /2. In the baryonic ones, in which singlets
are composed of kN original spins, it is [1− n (T )] /kN,
where k & 1 is the average value of k. In general, the
linear susceptibilities can then be written as
Tχ(1)µ ∼ n (T )
〈(
Λµi0
)2〉
free
+ 1− n (T )
C
〈
(Λµ)2
〉
singlet
,
(89)
where C = 2 or kN, whichever is the case, and the
expectation values should be calculated in the ground
multiplets, either a free spin or a random singlet. In
this equation, i0 labels an arbitrary free spin site and
Λµ =
∑kN
i=1 Λ
µ
i , where the sum is over all the kN spins
within a singlet. The expectation values of the free spins
are independent of i0. Analogously,
T 3χ(3)µ + 3T 2
[
χ(1)µ
]2
∼ n (T )
〈(
Λµi0
)4〉
free
+
+ 1− n (T )
C
〈
(Λµ)4
〉
singlet
.(90)
Let us now analyze separately the cases of SO(N) T [1,1]υ
and T [2,0]υ operators. For the sake of clarity, we will
use labels µ → α ∈ [1, . . . ,N2 − 1] for the former and
µ → β ∈ [N (N + 1) /2 + 1, . . . ,N2 − 1] for the latter.
Now, since the SO(N) singlets are annihilated by the total
SO(N) generators,
〈
(Λα)2
〉
singlet
=
〈
(Λα)4
〉
singlet
= 0.
Thus, for the T [1,1]υ operators,
Tχ(1)α ∼ n (T )
〈(
Λαi0
)2〉
free
, (91)
and
T 3χ(3)α + 3T 2
[
χ(1)α
]2
∼ n (T )
〈(
Λαi0
)4〉
free
. (92)
This equation is the main finding of this section. Eq. (92)
is completely expressed in terms of SO(N) labels α and
is, in general, unrelated to χ(1)β . This expression is
the same for arbitrary RSPs independently of symmetry
emergence (see especially the following Section VIII). In
summary, non-linear susceptibilities are not useful in as-
sessing whether or not an RSP displays symmetry emer-
gence or not.
The result above is in strong contrast to the linear
susceptibility of tensor SO(N) operators χ(1)β , which is,
indeed a probe of symmetry enhancement as shown be-
fore. Let us briefly revisit the argument for completeness.
If the SO(N) singlet is also an SU(N) singlet, a necessary
ingredient for the emergent symmetry, then the linear
susceptibilities for tensors T [2,0]υ also obey
〈(
Λβ
)2〉
singlet
=︸︷︷︸
ES
0, (93)
where “ES” indicates the presence of an emergent sym-
metry. This is the case since the Λβ are also SU(N)
generators and, therefore, annihilate SU(N) singlets. In
summary, neglecting non-universal prefactors,
χ
(1)
β ∼

n(T )
T
〈(
Λβi0
)2〉
free
∼ 1
T |lnT |1/ψ , if ES
1−n(T )
CT
〈(
Λβi0
)2〉
singlet
∼ 1T , otherwise,
,
(94)
indeed distinct from what we see for χ(1)α in Eq. (92),
which is always true and ∼ n (T ) /T .
VIII. AN RSP WITHOUT EMERGENT
SYMMETRY
So far we have focused on a fairly general class of mod-
els with manifest SO(N) symmetry in which RSPs dis-
playing a larger SU(N) symmetry emerges at low ener-
gies. The question then arises: is there a counterexample
to this situation, namely, a model with an RSP phase in
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which no larger symmetry emerges? What physical con-
sequences would follow in that case? We will now show
a specific model in which this does indeed happen.
Consider a dimerized SO(4) chain governed by the
Hamiltonian of Eq. (17) with K(1)i = 0 for every i
(this restriction can be relaxed but it makes the argu-
ment more transparent). The values of the K(2)i cou-
plings are random and depend on whether they are on
odd, K(2)i,o ≡ K(2)2i+1, or even, K(2)i,e ≡ K(2)2i , bonds. The
odd couplings are taken to be strictly positive and much
larger than the absolute values of the couplings on even
bonds K(2)i,o 
∣∣∣K(2)i,e ∣∣∣. The even couplings can be either
all positive or all negative. This is shown schematically
in Fig. 12(a) and (b), respectively.
We now refer to the ground multiplet structure of a
pair of spins, as shown in Fig. 8. In the initial stages
of the RG, only odd bonds will be decimated and this
will give rise to effective spins transforming as the 6-
dimensional representation of SO(4), see the innermost
arc of Fig. 8. Since these decimations are performed in
first order of perturbation theory, the distribution of even
bonds will not change appreciably. Moreover, the signs
of the even bonds will remain the same: either all pos-
itive or all negative, as given by Eq.(48) with ξ1,3 = 1
and Φ1,3 = 1/2. After all the odd bonds have been dec-
imated, we will be left with an effective chain of spins
belonging to the 6-dimensional representation of SO(4)
with random K(2)i,e couplings only, either all positive or
all negative. This is shown schematically in Fig. 12(c)
The next decimations will be governed by the out-
ermost arc of Fig. 8. At each decimation, the ground
state is always a singlet. From Eq. (61), the decimation
rule, particularized to case of N = 4 and Q = 2 (the
6-dimensional representation), is
K˜
(2)
1,4 ,e =
1
3
K
(2)
1,eK
(2)
3,e
K
(2)
2,e
. (95)
Recall that here, sites 2 and 3 are removed from the chain
and an effective coupling between sites 1 and 4 is gener-
ated. Note also that the decimation rule is valid for any
sign of the couplings and thus preserves the signs of the
initial distribution.
Even though the ground state is always a singlet, two
possible kinds of singlets can be formed, depending on the
sign of K(2)i,e . Remarkably, only the singlet formed when
K
(2)
i,e > 0 is also an SU(4) singlet (the continuous blue line
of the the outermost arc of Fig. 8). When K(2)i,e < 0, by
contrast, the singlet is not an SU(4) singlet (the dashed
blue line of the the outermost arc of Fig. 8). As a result,
while the former situation exhibits an emergent SU(4)
symmetry, as described in the previous Section VII, the
latter one does not. This will be clearly reflected in the
physical properties as we will now show.
Figure 12. An SO(4) symmetric chain without an emer-
gent SU(4) symmetry. (a) and (b) Initial probability dis-
tributions of even (blue) and odd (red) bonds. In (a), the
even bonds have K(2)i,e > 0, which corresponds to the case
with an emergent SU(4) symmetry. In (b), K(2)i,e < 0, the
case where there is no symmetry enhancement. (c) Evolu-
tion of the non-decimated sites as the RG scale Ω runs in the
range Ωe . Ω . Ωo. The odd-bond distribution has a cutoff
Ωo  Ωe such that these bonds will all be decimated first,
generating 6-dimensional representations connected by blue
bonds.
The crucial impact of having K(2)i,e < 0 is that the con-
tributions from the singlets no longer vanish in the lin-
ear susceptibilities of the tensor operators, see Eq. (89).
Physically, an external field coupled to the tensor opera-
tors is able to polarize the singlets, as opposed to the ef-
fect of a field coupled to the SO(N) generators. Explicitly,
if the singlets are formed by coupling the 6-dimensional
spins at sites i and i+ 1, the expectation value of tensor
operators can be calculated for SO(4) to be
〈(
Λβi + Λ
β
i+1
)2〉
singlet
= 83 . (96)
Thus, using n (T )  1, (89) now gives the leading low-
temperature behavior
χ
(1)
β ∼
1
T
. (97)
Even though the singlets in this case are not SU(4) sin-
glets they are obviously still SO(4) singlets. Therefore,
their contributions to the non-linear susceptibilities of
the generators remain zero, and Eq. (92) is still valid
T 3χ(3)α + 3T 2
[
χ(1)α
]2
∼ 1
|log T |1/ψ
6=︸︷︷︸
no ES
Tχ
(1)
β , (98)
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where “no ES” means that we are dealing with a situa-
tion in which there is no emergent symmetry. We thus
see that the connection between the non-linear suscepti-
bilities of vector operators and the linear susceptibilities
of tensor ones cannot be established in this case. Other
counterexamples can be constructed for other even values
of N.
IX. DISCUSSION AND CONCLUSIONS
A. General results
We have determined the ground-state structure and
the low-temperature thermodynamic properties of disor-
dered spin chains invariant under transformations of a
large class of Lie groups [SO(N), Sp(N)] in the strong
disorder limit. We have determined the phase diagram
and fully characterized the phases when the spins be-
long to the totally anti-symmetric representations of the
groups (which include the fundamental one). When
the chains have special orthogonal SO(N) or symplectic
Sp(N) symmetries at the microscopic level, these phases
share the same physics of chains which are symmetric un-
der transformations of the larger special unitary SU(N)
group, even though the microscopic fixed-point Hamilto-
nian does not have such enlarged symmetry. This is the
defining characteristic of a system exhibiting symmetry
emergence, exposed here by the way the ground state and
low-energy excitations transform under SU(N) rotations.
Two distinct phases are found, both of them are critical
and governed by infinite-randomness fixed points. The
transition between them is also governed by an infinite-
randomness fixed point, albeit with exact SU(N) sym-
metry. Thus, our methods are asymptotically exact in
their fixed-point basins of attraction. The ground states
in both phases and at the transition point are com-
posed of SU(N) singlets and thus these phases are of
the random-singlet type. The distinction between these
phases stems from the structure of the singlets. In the
meson-like phase, the singlets are composed by only two
spins whereas in the baryon-like phase [which occurs only
for the SO(N > 2) cases], the singlets are composed by
multiples of N spins.
As shown in Sec. VI, two critical and disorder-
independent exponents describe the asymptotic behav-
ior of these critical phases: the tunneling exponent ψ
(ψM = 12 and ψB =
1
N in the mesonic and baryonic
phases, respectively), which governs the low-temperature
thermodynamics, the typical value of the ground-state
correlations, decaying as an stretched exponential, and
the phase-independent η = 2 exponent which governs the
mean value of the correlations [that decays as a power
law, as in Eq. (83)]. Notice the remarkable difference
between the arithmetic and typical averages of the corre-
lations, a hallmark of the infinite-randomness character
of the random singlet phases. Finally, the transition be-
tween these phases is governed by the baryon-like SU(N)
infinite-randomness fixed-point.
B. Other infinite-randomness universality classes
Given the variety of tunneling exponent values ψ here
found and its importance in characterizing the corre-
sponding infinite-randomness fixed points, it is natural
to inquire whether ψ can assume values different from
the inverse of an integer 1N with N > 1.
The simple answer is yes. Whenever the disorder in
the coupling constants is long-range correlated45 or de-
terministic,46 ψ can be even greater than 12 . In higher di-
mensions, ψ can be different as well due to a nontrivial co-
ordination number.47,48 However, these systems have ad-
ditional ingredients not contained in our simpler model.
Therefore, we ask whether “simple” random systems (i.e.,
systems in which the fixed-point coordination number
is exactly 249 with irrelevant short-range correlated dis-
order) can be governed by an infinite-randomness fixed
points with ψ−1 being different from an integer.
Novel values of ψ, different from the more conventional
one of 12 ,3,5 were first found in certain random Heisenberg
spin-S chains with ψ = 1m , with m = 2S + 1 being the
number of different dimerized phases meeting at the mul-
ticritical point.6,7,50 The corresponding universality class
was named permutation symmetric due to the m distinct
domains coexisting at the multicritical fixed point. How-
ever, the corresponding Hamiltonian required to ensure
that all those phases meet at the same point is not known
for m > 4.51
The first concrete model realizing the permutation-
symmetric infinite-randomness universality class for m >
4 and meeting our criterion of being a “simple system”
was the random anti-ferromagnetic SU(N)-symmetric
spin chain.36 It was shown to be governed by the bary-
onic infinite-randomness fixed points with ψ = ψB = 1N .
Later, the SU(2)k-symmetric anyonic chains19 (with k
being an odd integer) was the second realization of this
universality class where ψ = 1k . Finally, the random
SO(N)-symmetric spin chains here studied constitute yet
another example. In all these systems, the SDRG deci-
mation rules can be mapped into each other. The topo-
logical charge carried by the anyons plays the role of the
domain-wall spins which, in turn, play the role of our
totally antisymmetric spin representations in the SO(N)
language. The corresponding sign of the couplings (ferro-
or anti-ferromagnetic) between the anyons or between the
domain-wall spins play the role of the two angles found
in our baryonic fixed points. In all cases, the tunnel-
ing exponent is determined by the probability p of hav-
ing certain link configurations (ensuring a second-order
decimation into a singlet). Thus, p = N2NT where N2 isthe total number of link configurations ensuring a sin-
glet decimation and NT is the total number of distinct
configurations. From symmetry, these configurations are
all equally probable and thus, NT must be a multiple
(which turns out to be N − 1) of N2. Thus, p = 1N−1
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is the inverse of an integer implying that the tunneling
exponent ψ = p1+p =
1
N is also the inverse of an integer.
One might expect to find new values of ψ in SU(N)k
anyonic spin chains. However, this would only change
p = 1N−1 → 1(k−1)(N−1) which is also the inverse of an
integer.
Another place to search for different values of ψ could
be in random spin chains invariant under transformations
of a discrete symmetry group. However, many quantum
critical chains of random models like the Ising, and the
various N -state Potts, clock, parafermionic and Ashkin-
Teller models were studied.5,52–55 In all cases, the fraction
of second-order decimations is p = 1, and thus ψ = 12 .
Indeed, the ground state of the quantum critical Ising
chain can be described as an RSP of an SU(2)2 random
anyonic chain.18 It is plausible that the other models may
also be described likewise.
Evidently, we do not claim to have exhausted all pos-
sible infinite-randomness universality classes in simple
one-dimensional systems. However, given the plethora
of examples mentioned above, it is conceivable that the
permutation-symmetric infinite-randomness universality
class is the most general one capable of producing differ-
ent values of ψ in one-dimensional systems fulfilling our
criterion of “simple systems”.
C. Final remarks
The situations analyzed here have particular interest
due to the possibilities of experimental realization,27 but
do not necessarily exhaust all possibilities of symmetry
enhancement in disordered spin chains. They do pro-
vide, however, a very large class of systems showing this
phenomenon. The methodology developed here is also
very embracing and provides the guidelines and tools for
the study of more involved, exotic or simply distinct sce-
narios. Exceptional Lie algebras remain to be studied,
as well as Hamiltonians starting with larger dimensional
representations of SO(N) and Sp(N) at each site. These
problems are left for future research.
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Appendix A: Derivation of the Φ and ξ listed in
Table III
In this Appendix, we derive the values of Φ and ξ listed
in Table III. The derivation follows closely the SU(N)
SDRG steps studied in Ref. 36. We use the notation Q
and Q for the SU(N) and SO(N) Young tableaux, respec-
tively, as well as Ji for the couplings of the SU(N) chain.
The SU(N) decimation rules of Ref. 36, when the ground
state is not a singlet, are
J˜1 =
{
ξJ1 Q2 +Q3 < N
ξ¯J1 Q2 +Q3 > N
(A1)
J˜3 =
{
(1− ξ) J3 Q2 +Q3 < N(
1− ξ¯) J3 Q2 +Q3 > N , (A2)
where ξ = Q2Q2+Q3 , ξ¯ =
Q¯2
Q¯2+Q¯3 , and Q¯ ≡ N −Q.
Building a correspondence between the SO(N) and
SU(N) Young tablaeux and comparing the decimation
rules with Eq. (A1), each line of Table III is fixed. The
first line, found in the positive K(2) region, is straight-
forward. If two SO(N) representations Q2 and Q3 are
added generating Q˜ = Q2 +Q3 ≤ int
(
N
2
)
, the correspon-
dence with SU(N) representations is immediate, that is,
Q2,3 = Q2,3 and Q˜ = Q˜, and the decimation rules are
exactly the same as in Eq. (A1).
If, on the other hand, Q2 + Q3 > int
(
N
2
)
(second
line of Table III), it follows that Q˜ = Q2 + Q3 < N
in the SU(N) language. When translated to the SO(N)
tableaux, Q˜ = N − Q2 − Q3. It follows, therefore, that
N −Q2 −Q3 = Q2 +Q3. This transformation of repre-
sentations is achieved by choosing ξ1 = ξ3 = −1, fixing
the next entry of Table III.
Finally, for the decimations of negative K(2) (last line
of Table III), the SU(N)-SO(N) identifications Q2 =
N−Q2 and Q3 = Q3 are made. Notice also that we chose
Q2 < Q3. This correspondence can be seen by comparing
the Hamiltonian at the SU(N)-invariant point θ = −pi4 .
By performing the RG decimation using the SU(N) lan-
guage, the ground state is Q˜ = N − Q2 + Q3. From
the choice Q3 > Q2, Q˜ > N , and within SU(N), we get
Q˜ = Q3 − Q2. Putting everything together, Eq. (A1)
returns
J˜1 =
Q¯2
Q¯2 + Q¯3
J1
= N −Q22N −Q2 +Q3 J1
= Q2
N −Q2 +Q3 J1. (A3)
This gives the value of Φ1 listed in the third line of Ta-
ble III.
The derivation of Φ3 follows similar steps.
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