We study null recurrent renewal Markov chains with renewal distribution in the domain of geometric partial attraction of a semistable law. Using the classical procedure of inversion, we derive a limit theorem similar to the Darling-Kac law along subsequences and obtain some interesting properties of the limit distribution. Also in this context, we obtain a Karamata type theorem along subsequences for positive operators. In both results, we identify the allowed class of subsequences. We provide several examples of nontrivial infinite measure preserving systems to which these results apply.
Introduction and summary of main results
We recall that regular variation is an essential condition for the existence of a Darling-Kac law [12] . Restricting to the simple setting of one-sided null recurrent renewal chains, our aim is to understand what happens if the regular variation is replaced by a weaker assumption on the involved 'renewal' distribution. As we explain in the sequel, we will assume that this distribution is in the domain of geometric partial attraction of a semistable law, a subclass of infinitely divisible laws. Among the main references for ground results on semistable laws, we recall that the behaviour of the associated characteristic function has been first understood by Kruglov [26] and that a probabilistic approach in understanding such laws has been developed by Csörgő [9] . For more recent advances on 'merging results' we refer to Csörgő and Megyesi [10] , Kevei [22] , and references therein.
The classical Darling-Kac law for one-sided null recurrent renewal shifts / Markov chains is recalled in Subsection 1.1. The analogue of this law in the semistable setting is contained in Section 3; this is the content of Theorem 3.1. Several properties of the limit distribution appearing in Theorem 3.1 are discussed in Section 4. In particular, we study the asymptotic behaviour of this distribution at 0 and ∞. Although, as recalled in Section 4, the asymptotic behaviour at ∞ can be read off from previous results, we note the somewhat surprising result Theorem 4.5 that gives the asymptotic behaviour of this distribution at 0. In Section 5 we determine the asymptotics of the renewal function in the semistable setup, and extend this result for positive operators. In Section 6 we provide a number of examples (notably, perturbed Wang maps and piecewise linear Fibonacci maps) to which Theorem 3.1 applies. The examples considered in Section 6 are dynamical systems that are isomorphic to Markov chains. In Section 7, we discuss the application of Theorem 3.1 to specific dynamical systems that are not isomorphic to a Markov chain. Finally, some technical proofs are contained in the Appendix.
Darling-Kac law for null recurrent renewal chains under regular variation
Fix a probability distribution (f k ) k≥0 , ∞ k=0 f k = 1, and consider the Markov renewal chain (X n ) n≥0 , X n ∈ N 0 = N ∪ {0} with transition probabilities ( 1.2)
The chain is null recurrent (i.e. the invariant measure is infinite) if and only if ∞ k=1 kf k = ∞, which we assume in the following.
Assume that the chain starts from 0, i.e. X 0 = 0, and let 0 = Z 0 < Z 1 < Z 2 < . . . denote the consecutive return times to 0. Since the Markov chain is recurrent, all these random variables are a.s. finite, and by the Markov property Z n = τ 1 + τ 2 + . . . + τ n , n ≥ 1, where τ, τ 1 , τ 2 , . . . are iid random variables, with distribution P(τ = k) = f k−1 , k ≥ 1. Let
denote the occupation time of 0, i.e. the number of visits to 0 up to time n − 1. Recall the duality rule between S n and Z m S n ≥ m ⇐⇒ Z m−1 ≤ n − 1, (1. 3) which means that the number of visits to the state 0 before time n is at least m if and only if the (m − 1)st return takes place before time n.
Up to now everything holds true for a general recurrent Markov renewal chain. In what follows, we recall how a distributional limit theorem for Z n translates to a limit theorem for S n . To do so, we assume that (f j ) j≥0 is in the domain of attraction of an α-stable, α < 1; that is, j≥n f j = (n)n −α , for a slowly varying function . Then 4) with the norming sequence n 1/α 1 (n) being the asymptotic inverse of n α / (n), where Z α is an α-stable law and → d stands for convergence in distribution. In the following all nonspecified limit relations are meant as n → ∞. It is known (see, for instance, Bingham [3] ) that the stable limit law for Z n can be translated into a Darling-Kac law for S n .
Let M α be a positive random variable distributed according to the normalised MittagLeffler distribution of order α, that is E(e zMα ) = ∞ p=0 Γ(1 + α) p z p /Γ(1 + pα) for all z ∈ C. We recall that M α = d (Z α ) −α and sketch the argument for obtaining a Darling-Kac law from (1.3) and (1.4) .
Let b(n) = n 1/α 1 (n) and let a(n) = n α / (n) be its asymptotic inverse, that is a(b(n)) ∼ n. In what follows, to ease notation we suppress the integer part. Using (1.3), and b(a(n)x) ∼ x 1/α n, n → ∞, we obtain P(S n ≥ a(n)x) = P(Z a(n)x−1 ≤ n − 1)
Hence, S n /a(n) → d M α , which gives the Darling-Kac law in this simplified setting. As already mentioned, in what follows we employ the inversion procedure described above weakening the assumption on τ . Namely, we will assume that τ is in the domain of geometric partial attraction of a semistable law of order α ∈ (0, 1), as recalled in Section 2. We define the T -invariant measure µ as µ([e 0 e 1 . . . e k−1 ]) = µ([e 0 ])p e 0 e 1 · · · p e k−2 e k−1 , where µ([j]) = π j given in (1.2). The measure extends uniquely to the σ-algebra generated by the cylinder sets. For simplicity, we assume that µ([0]) = π 0 = 1.
Renewal chain, induced renewal chain
Let Y = [0] = {x ∈ X : x 0 = 0}, and decompose
The cylinders C k are pairwise disjoint, and their measures are given by
We recall the definition of the induced shift on Y and associated 'induced renewal chain'. For y ∈ Y , let τ (y) = min{n ≥ 1 :
we have
We note that C k = {y ∈ Y : τ (y) = k + 1} and that T Y can be regarded as the shift on the space ({C k } k≥0 ) N 0 . Given that B Y is the σ-algebra generated by cylinders, the induced shift (Y, B Y , T Y , ν) is a probability measure preserving transformation.
Renewal sequences and transfer operators associated with Markov shifts
In the set-up of Subsection 1.2, we recall that the renewal sequence {u n } n≥1 associated with the recurrent shift (X, B X , T, µ) is given by
We let L : L 1 (µ) → L 1 (µ) be the transfer operator associated with the shift (X,
Roughly, the operator L describes the evolution of (probability) densities under the action of T . Alternatively, the operator L acting on piecewise constant functions (that is, constant functions on cylinder sets) can be identified with the stochastic matrix with entries p ,k given in (1. The asymptotic behaviour of the partial sum n−1 j=0 L j 1 Y has also been understood for several classes of infinite measure preserving systems (X, B X , T, µ) that are not isomorphic to renewal shifts. Provided the existence of a suitable reference set Y ⊂ X, one considers the return time τ to Y and obtains a finite measure preserving system (Y, B Y , T τ , µ Y ). In case µ Y (τ > n) is regularly varying with index α < 1, under certain assumptions on (Y, B Y , T τ , µ Y ), it has been shown that for a n = Cµ Y (τ > n)(1 + o(1)), with C > 0 (depending on the parameters of the map T ), a −1 n n−1 j=0 L j v convergences uniformly on suitable compact subsets of X and suitable observable v. For a precise statement we refer to the work of Thaler [36] ; for more recent results see Thaler and Zweimüller [37] , Melbourne and Terhesiu [30] , and references therein.
In the present work we assume that τ is in the domain of geometric partial attraction of a semistable law of order α ∈ (0, 1) (as in Section 2). The task is to obtain a Karamata type theorem along subsequences, identifying the allowed class of subsequences. For renewal shifts (and implicitly, infinite measure preserving systems that come equipped with an iid sequence (τ •T n Y )), this type of result was obtained by Kevei [23] and in Section 5 we recall this result. The new result in this context is Theorem 5.2, which gives a Karamata type theorem along subsequences for positive operators. In Section 7, we discuss its application to infinite measure preserving specific systems not isomorphic to renewal shifts; in particular we obtain uniform convergence of the partial sum of transfer operators along subsequences on suitable sets.
Semistable laws
The class of semistable laws, introduced by Paul Lévy in 1937, is an important subclass of infinitely divisible laws. For definitions, properties, and history of semistable laws we refer to Sato [34, Chapter 13] , Meerschaert and Scheffler [27] , Megyesi [28] , Csörgő and Megyesi [10] , and the references therein. Here we summarise the main results from [28, 10] , and we specialise these results to nonnegative semistable laws.
Definition and some properties
Semistable laws are limits of centred and normed sums of iid random variables along subsequences k n for which k n < k n+1 for n ≥ 1 and lim
hold. Since c = 1 corresponds to the stable case ([28, Theorem 2]), we assume that c > 1. The simplest such a sequence is k n = c n ,
where · stands for the (lower) integer part. In what follows we let c be as defined in (2.1).
The characteristic function of a nonnegative semistable random variable V has the form
where a ≥ 0, and M : (0, ∞) → (0, ∞) is a logarithmically periodic function with period
. We further assume that V is nonstable, that is M is not constant.
Domain of geometric partial attraction
In the following X, X 1 , X 2 , . . . are iid random variables with distribution function F (x) = P(X ≤ x). We fix a semistable random variable V = V (R) with characteristic and distribution function
The random variable X belongs to the domain of geometric partial attraction of the semistable law G if there is a subsequence k n for which (2.1) holds, and a norming and a centring sequence A n , B n , such that
3)
It turns out that without loss of generality we may assume that
with some slowly varying function 1 (see [28, Theorem 3] ). In order to characterise the domain of geometric partial attraction we need some further definitions. As k n+1 /k n → c > 1, for any x large enough there is a unique k n such that A kn ≤ x < A k n+1 . Define
Note that the definition of δ does depend on the norming sequence. Finally, let
Then x 1/α 1 (x) and y α / (y) are asymptotic inverses of each other, and 
where h is right-continuous error function such that lim n→∞ h(A kn x) = 0, whenever x is a continuity point of M . Moreover, if M is continuous, then lim x→∞ h(x) = 0. (We note that, contrary to the remark after Corollary 3 in [28] , it is not true that for the subsequence k n = c n one can replace δ(x) by x in (2.6). This holds when 1 (x) ≡ 1, but not in general.) Since α < 1 there is no need for centring in (2.3), and we have
where V has characteristic function as in (2.2).
Possible limits
We assume that for the distribution function of X (2.6) holds. It turns out that on different subsequences there are different limit distributions. Now we determine the possible limit distributions along subsequences. We say that u n converges circularly to u ∈ (c −1 , 1], u n cir → u, if u ∈ (c −1 , 1) and u n → u in the usual sense, or u = 1 and u n has limit points 1, or c −1 , or both. For x > 0 (large) we define the position parameter as
Note that by (2.1)
The definitions of the parameter γ n and the circular convergence follow the definitions in [24, p. 774 and 776] , and are slightly different from those in [28] .
From Theorem 1 [10] we see that (2.3) holds along a subsequence (n r ) ∞ r=1 (instead of k n ) if and only if γ nr cir → λ ∈ (c −1 , 1] as r → ∞. In this case, by [10, Theorem 1] (or directly from the relation −R λ (x) = lim r→∞ n r F (A nr x)) the Lévy function of the limit
Recall the notation in (2.2). For any λ ∈ (c −1 , 1] let V λ be a semistable random variable with characteristic and distribution function 3 Duality argument in the semistable setting
Let us fix α ∈ (0, 1), c > 1, the semistable law V as in (2.2), and a slowly varying function 1 . Recall the definitions of X n , Z n and S n from Subsection 1.1. Then τ, τ 1 , τ 2 , . . . is an iid sequence with distribution function F (x) = P(τ ≤ x). Throughout the remainder of this paper, we assume that the tail F = 1 − F satisfies (2.6) for some k n for which (2.1) holds, and for the slowly varying function defined through 1 in (2.4). 1 We recall that this assumption is equivalent to
1 In fact, here we could assume that F satisfies the discrete version of (2.6) and extend and h such that F satisfies (2.6); see Section 8.1.
Moreover, note that (2.10) holds whenever γ(n r ) cir → λ as r → ∞. Let a n = n α / (n) be the asymptotic inverse of n 1/α 1 (n), i.e.
Clearly, a n can be chosen to be an integer sequence. Recall the definition of the positional parameter in (2.7).
where h λ (x) = λx c log c (λx) . More generally, the following merging result holds
In particular, it follows that H λ is a distribution function, which is not obvious from its definition. We derive some of its properties in the next sections.
Proof Put · for the upper integer part. By the duality (1.3) and our assumption on F P(S n ≥ a n x) = P(Z anx −1 ≤ n − 1)
(a n x) 1/α 1 (a n x) ≤ n − 1 (a n x) 1/α 1 (a n x)
where we used (3.1), the merging theorem ([10, Theorem 2]), and the continuity of the distribution function of V λ (in fact they are C ∞ ). Note that the asymptotic holds uniformly only for x being in a compact set of (0, ∞). Still the merging (3.3) holds uniformly in x, since as x ↓ 0 both probabilities go to 1, while as x → ∞ both go to 0. Thus we have the merging result (3.3).
To derive the limit theorem (3.2) we need the following simple lemma, whose proof is left to the interested reader. From (3.3) we can deduce the limit theorem. Assume that γ(a nr )
which is the statement.
Distribution function
We notice that the distribution function H λ given by (3.2) depends on α ∈ (0, 1), but for ease of notation we suppress this dependency. Lemma 4.2 below shows that as x → ∞, the tail H λ (x) behaves similarly to the tail of the Mittag-Leffler distribution. For a direct comparison, see [5, Theorem 8.1.12] . As a consequence, in Corollary 4.3 we obtain that H λ is uniquely determined by its moments (which gives another analogy with the Mittag-Leffler distribution).
The main result of this section is Theorem 4.5, which gives the behaviour of H λ at 0.
Behaviour at infinity
To understand the asymptotic behaviour of H λ (x) as x → ∞, we first consider the asymptotic behaviour of
The required estimate is the following statement, which is Theorem 1 by Bingham [4] ; see also Theorem 2.3 by Kern and Wedrich [21] .
Clearly, to deal with the presence of
Similarly, we obtain
Combining (4.2) and (4.3) we have
which, after substituting back into Lemma 4.1 gives the statement.
As a consequence of the upper bound for H λ , we obtain that the distribution function H λ is uniquely determined by its moments. To see this we verify that Shohat and Tamarkin's criterion [5, Section 8.0.4] is satisfied.
Proof Using the upper bound in Lemma 4.2, compute that 
and note that m k is the k-th moment of a Mittag-Leffler distribution. Also, it follows that
. Hence,
Remark 4.4 Since M k < m k and H λ is uniquely determined by its moments, we obtain the Laplace transform of H λ is bounded from above by the Laplace transform of a Mittag-Leffler function.
Behaviour at zero
Next we turn to the behaviour of H λ at 0. Since G λ is oscillating at infinity for any λ ∈ (c −1 , 1], and H λ (x) = G h λ (x) (x −1/α ) it is natural to expect an oscillatory behaviour around 0. Surprisingly, it turns out that the oscillation of the index and of the argument cancel each other, and result a regular behaviour.
Proof Recall the definition of R λ in (2.8). Theorem 1.3 by Shimura and Watanabe [35] combined with Theorem 1 by Embrechts et al. [13] imply that if M is continuous, then G λ is subexponential for any λ
By Lemma 4.6 below this holds uniformly in λ ∈ [c −1 , 1]. Recalling (4.1) and using the logarithmic periodicity of M , we obtain
Here is the uniformity statement, whose technical proof is given in the Appendix 8.2.
Lemma 4.6 Whenever M is continuous, the asymptotics
Example
For α ∈ (0, 1), let X, X 1 , X 2 , . . . be iid random variables with distribution P(X = 2 n/α ) = 2 −n , n = 1, 2, . . .. This is the generalised St. Petersburg distribution with parameter α; see Csörgő [11] . Short calculation gives that
where {·} stands for the fractional part. Thus, it satisfies (2.6) with c = 2, k n = 2 n , ≡ 1, h ≡ 0, and M (x) = 2 {α log 2 x} . In this case the positional parameter γ n in (2.7) simplifies as γ n = n/2 log 2 n , where · stands for the upper integer part. Thus
. The Lévy function of the limit is given by
On Figure 1 we see the distribution function of W λ for different values of λ. The oscillatory behaviour of the tail is clearly visible. Figure 2 shows the corresponding H λ distribution functions. The distribution functions are calculated by simulation.
On the renewal measure
The aim of this section is to provide asymptotics for the renewal measure of the return times when the underlying distribution belongs to the domain of geometric partial attraction of a semistable law. We extend the result for positive operators in the spirit of Melbourne and Terhesiu [29] , which is a crucial step in Section 7 to obtain limit theorems for a dynamical system, which is not isomorphic to a Markov renewal chain. 
Scalar case
First, we need several definitions and results about regularly log-periodic functions; see [23] . Introduce the set of logarithmically periodic functions with period r > 1
p(x) > 0, p is bounded, right-continuous, and p(xr) = p(x), ∀x > 0 .
Since we need monotonicity, for r > 1 we further introduce the sets of functions
We also need results on the Laplace-Stieltjes transform of regularly log-periodic functions. Therefore, for r > 1, ρ ≥ 0, put
Define the operator A ρ : P r,ρ → Q r,ρ , ρ > 0, as
In Lemma 1 in [23] it is shown that A ρ is one-to-one. Let P 1 r,ρ denote the set of differentiable functions in P r,ρ . For r > 1 and ρ > 0 introduce the operator B r,ρ = B ρ :
Then B ρ is one-to-one with inverse
In this section we assume that the subsequence k n in (2.1) is k n = c n and (2.6) holds with ≡ 1. The latter is equivalent to 1 ∼ 1 by (2.5). It is easy to see that in this case δ(x) can indeed be replaced by x in (2.6). Therefore
where M (xc 1/α ) = M (x) for all x > 0, i.e. M ∈ P c 1/α , and lim n→∞ h(xc n/α ) = 0 for all x ∈ C M , with C M being the continuity points of M . The renewal function corresponding to F is defined as
where F * n stands for the nth convolution power.
Corollary 1 in [23] implies that
where
Thus, using (5.6) for the Laplace transform of U we obtain as s ↓ 0
.
By Theorem 1 in [23] the latter is equivalent to (5.5) with A α p = 1/q 0 , and the statement follows.
Operator case
We recall that in the set-up of Subsections 1.2 and 1.3, we have
where L is the transfer operator associated with (X, B X , T, µ). We assume that (5.4) holds for the distribution function of τ , which by Proposition 5.1, implies (5.5). As a consequence,
In what follows we are interested in a more general form of (5.7) that applies to dynamical system that do not come equipped with an iid sequence {τ • T n Y } n≥1 and for which (1.5) does not hold. We consider such dynamical systems in Section 7, where we justify that Theorem 5.2 below (a generalisation of (5.7)) applies to them.
Before stating the result of this section, we recall the following notation: we write T (x) ∼ c(x)P for bounded operators T (x), P acting on some Banach space B with norm if
T n e −sn , s > 0, where T n are uniformly bounded positive operators on some Banach space B with norm . Let P : B → B be a bounded linear operator. Assume thatT
for some slowly varying function , α ∈ (0, 1), and
Proof Given assumption (5.8), we proceed as in the proofs of [30, Proposition 3.3 and Lemma 3.5], which adapt the proof of Karamata's theorem via 'approximation by polynomials' (see, for instance, Korevaar [25, Section 1.11]) to the case of positive operators.
Step 1 Given a polynomial
Note that
Hence, (5.9) follows from the previous displayed equation after multiplication with b k and summation over k.
Step 2 Let g = 1 [e −1 ,1] . Let ε > 0 be arbitrary and let z be a continuity point of p. Therefore we can choose a δ > 0 such that
By Lemma 8.1 in Appendix 8.3, for these ε and δ we can choose a polynomial Q such that Q ≥ g on [0, 1] and for any measure µ on (0, ∞) such that
Using that Q ≥ g and (5.9), we obtain
We apply (5.11) for the measure
Using the monotonicity of p(x)x α , the logarithmic periodicity of p, and (5.10)
Thus for n large enough
Thus, using (5.11), (5.12), (5.13), and that z is a continuity point of p, for n large enough
Reverse inequality can be shown similarly. Thus the conclusion follows since ε > 0 is arbitrary.
6 Examples of null recurrent renewal shifts satisfying tail condition (2.6)
In this section we construct three dynamical systems that can be modelled by null recurrent renewal shifts (as described in Section 1) that satisfy tail condition (2.6). As such, we justify that Theorem 3.1 (describing the distributional behaviour of S nr ) and Proposition 5.1 (and thus (5.7), describing the limit behaviour of the average transfer operator
L j 1 Y ) apply to these examples. We recall that dynamical systems that can be modelled by null recurrent renewal shifts have the property that the sequence {τ • T n Y } n≥1 is iid. The first two examples in Subsections 6.1 and 6.2 can be regarded as perturbations of the intermittent map with linear branches preserving an infinite measure, known as Wang map (Gaspard and Wang [16] ); an exact form of a (unperturbed) Wang type map T 0 : [0, 1] → [0, 1] in terms of the parameter α > 0 is given by (6.3) with ε = 0. We recall that T 0 is a linear version of the smooth intermittent map studied by Pomeau and Manneville [31] with T 0 (x) > 1 for all x ∈ (0, 1] and T 0 (0) = 1 (so, it is expanding everywhere, but at the so-called indifferent fixed point 0). When α < 1, the map T 0 preserves an infinite measure, 1] . We recall that this strict regular variation implies that T 0 satisfies a Darling-Kac law and that n −α n j=0 L j 1 Y → C, a.e. on Y , as n → ∞, for some C > 0 (depending only on the parameters of T 0 ).
As clarified in subsections 6.1 and 6.2 a slight perturbation of T 0 gives rise to different tails m(τ > n), which are no longer regularly varying. Instead, we show that m(τ > n) satisfies tail condition (2.6) with a continuous and a noncontinuous, respectively, logarithmic periodic function M (identifying the involved sequence k n ). Moreover, while the map in subsection 6.1 is differentiable at 0 from the right (so, 0 is an indifferent fixed point), the map in subsection 6.2 is not differentiable at 0; for this second example we justify that we can still speak of 'the derivative at 0 along subsequences' being equal to 1 (see equation (6.2) and text before it).
In subsection 6.3, we introduce a family of maps T λ (as in (6.7)) generated out of the sequence of Fibonacci numbers, somewhat similar to, but simpler in structure than, the maps studied by Bruin and Todd in [7, 8] . In short, the maps T λ are Kakutani towers over linear maps (as in (6.6)) generated out of the Fibonacci sequence. As such, they are isomorphic to renewal shifts and equation (6.8) says that they are null recurrent renewal shifts. As shown in Proposition 6.1, the maps T λ satisfy tail condition (2.6), identifying the involved sequence k n . This justifies that Theorem 3.1 applies to T λ . Moreover, the form of the sequence k n in Proposition 6.1 allows for an immediate application of Proposition 5.1 and thus (5.7) (see text after the proof of Proposition 6.1).
We believe that Proposition 6.1 together with Theorem 8.14 by Bruin et al. [6] can be used to show that Theorem 3.1 applies to the family of countably piecewise linear (unimodal) maps with Fibonacci combinatorics studied in [7, 8] . For simplicity of the exposition, in this work we restrict to the self-contained model introduced in subsection 6.3.
First perturbation of the Wang map: continuous case
Fix α ∈ (0, 1), c > 1, ε > 0 and for n ≥ 1, define
Note that ξ 1 = 1 2 . First we show that ξ n is strictly decreasing. Let
Then M is bounded and bounded away from zero for ε < 1 2 , and M (c 1/α x) = M (x) for all x ∈ (0, ∞). Furthermore R(x) := −M (x)x −α is continuous and nondecreasing for small ε. Indeed, short calculation shows that R (x) = 2 −1 x −(1+α) (α + O(ε)), where |O(ε)| ≤ 2αε(1 + 2π/ log c). This implies that ξ n = −R(n) in (6.1) is decreasing, whenever ε > 0 is small enough, which we assume in the following.
Set ξ 0 = 1, and define a countably piecewise linear map
Then T ε (ξ n ) = ξ n−1 for n ≥ 1, and the graph of T ε consists of line segments connecting the points (ξ n , ξ n−1 ) ∈ [0, 1] for n ≥ 1, as well as ( 
from which we see that T ε is differentiable at 0 from the right, and
so 0 is an indifferent fixed point. Let τ be the first return time to [1/2, 1]. We see that for n ≥ 1,
where m is the normalised Lebesgue measure on Y = [
. Define k n = c n , ≡ 1 and A k = k 1/α , so A kn = c n 1/α . In this case δ(x) can be simply changed to x in (2.6). Thus τ satisfies (2.6) with M in (6.2). Figures 3 and 4 show the limiting G λ and H λ functions for the parameter values α = 0.5, ε = 0.04, and c = 2. The distribution function is calculated numerically from the characteristic function using the Gil-Pelaez-Rosén inversion formula [17, 32] .
Second perturbation of the Wang map: noncontinuous case
The resulting distribution for the example in this section is not exactly the generalised St. Petersburg distribution, but it is similar to it. We proceed as in the previous section, but this time suppose that
and set ξ 0 = 1. As before, {·} stands for the fractional part. It is easy to see that ξ n is strictly decreasing. Define
and note that T (ξ n+1 ) = ξ n for all n. It turns out that the derivative at 0 does not exist. Indeed, 1+2 {α log 2 (n+1)} is only close to 1 if there is no integer between α log 2 n and α log 2 (n + 1). Equivalently n = 2 k/α for any integer k. Thus, the sequence (T (ξ n )/ξ n ) has two limit points, 1 and 3/2:
Although the derivative at 0 does not exist, we can still speak of the 'derivative at 0 along subsequences'. Indeed, if (n j ) is any increasing sequence taking values in N \ { 2 k/α : k ∈ N}, then α log 2 n j = α log 2 (n j + 1) . Therefore, {α log 2 n j } − {α log 2 (n j + 1)} → 0, and
Again, let τ be the first return time to [1/2, 1], and m the normalised Lebesgue measure on [1/2, 1]. For n ≥ 1, m(τ = n + 1) = ∆ξ n = ξ n − ξ n−1 , thus
Thus τ satisfies (2.6) with * ≡ 1, M (x) = (1 + 2 {α log 2 x} )/2, k n = 2 n , and c = 2. Again δ(x) is changed to x. We have M (2 1/α x) = M (x) for all x ∈ (0, ∞), as required.
Piecewise linear maps generated out of the Fibonacci sequence
Denote the sequence of Fibonacci numbers by {S 0 , S 1 , S 2 , S 3 , . . . } = {1, 2, 3, 5, . . . }. From Binet's formula, we get 
The map T Y,λ preserves the Lebesgue measure m. Given the probability preserving transformation (Y, B(Y ), m, T Y,λ ) and a measurable function τ : Y → N we construct the Kakutani tower/map (X, B(X), µ, T λ ) (see, for instance, [1, Chapter 5] and references therein) as follows. Let
• B(X) := σ (C n × {n} : C n ∈ B(Y ) ∩ {τ ≥ n} for all n ≥ 1);
Given T Y,λ introduced in (6.6), define the tower map T λ : X → X by
By construction, T λ preserves µ. Moreover, τ is the first return time of T λ to the base Y × {1} and T 1) . In what follows, we set τ (y) = S n for y ∈ (λ n+1 , λ n ], so
We shall show that m(τ > x) satisfies (2.6). By (6.8), for S n ≤ x < S n+1 , we have
where α = − log G λ and
We can easily see that
Moreover, since λ ∈ (1/G, 1), we have α ∈ (0, 1). Since
Equipped with the above, we state
where lim n→∞ h(A kn x) = 0 whenever x is continuity point of M .
Proof First recall again that if ≡ 1 and k n = c n then δ(x) in (2.6) can be replaced with x. By (6.9) we may write
Therefore, we only have to prove that the error function h satisfies the necessary properties in (2.6); i.e. lim n→∞ h(A kn x) = 0, whenever x ∈ C M . In (6.10) the second summand converges to 0 as x → ∞. So we have to prove that for any
where m = m n is uniquely determined by S m ≤ x G αn 1/α < S m+1 . This follows easily from (6.5) and that x ∈ C M if and only if {log G (x/q 0 )} > 0.
Proposition 6.1 shows that the return times corresponding to the map T λ satisfy tail condition (2.6). Hence, a semistable law for (T Y,λ , τ ) holds along k n = G αn . Thus, Theorem 3.1 applies to T λ , giving the distributional behaviour of S nr , for suitable subsequences n r . Moreover, since k n = G αn , Proposition 5.1 (and thus (5.7)) holds.
A process, which is not isomorphic to a Markov renewal chain
In this section we show that (the conclusion of) Theorem 3.1 and Theorem 5.2 apply to infinite measure preserving systems that are not isomorphic to Markov renewal chains.
To fix terminology, in Subsection 7.1 we provide a simple smooth version of the renewal shift (6.3) considered in Subsection 6.1; this is given by the family of smooth Markov maps f ε : [0, 1] → [0, 1] (defined in (7.5)) with indifferent fixed point at 0. In Subsection 7.2, we note that the first return time to a subset of [0, 1] satisfies the tail condition (2.6) and verify that the corresponding induced family of maps satisfy good distortion properties. The latter allows to conclude in Subsection 7.3 that the main functional analytical properties of the induced map hold and in Subsection 7.4 we justify that the conclusion of Theorem 3.1 holds for f ε . Using the same functional analytic properties in Subsection 7.5 we show that Theorem 5.2 applies, obtaining the exact sequences and scaling for the convergence of the average transfer operator (7.11), uniformly on compacts of (0, 1]. Finally, we mention that, although the results of this sections are in terms of a simple example, the same arguments apply to dynamical systems with infinite measure satisfying tail condition (2.6) along with properties (A1) and (A2) stated below. For a discussion of our results on infinite measure preserving systems we refer to Subsection 7.4.
A smooth version of the example in Subsection 6.1
For fixed α ∈ (0, 1), c > 1 and ε small enough, we define (ξ n ) n≥0 as in Subsection 6.1, that is ξ n = 
Here A n and B n will be chosen appropriately. We note that
The first is automatic, and the second follows provided
The derivative is
We note that
provided that (the first equation above is automatic)
Solving for B n from (7.2) and (7.3), we get the recursive formula
Working out the recursion, we get
One can check that the α n 's and r n 's change so slowly with n that q n − q n+1 = O(n −3 ); see Appendix 8.4. Rewriting (7.4), we have
By (7.3), A n = O(n −2 ). Therefore A n and B n can be chosen appropriately.
(7.5) By (6.4), we have that f ε is differentiable at 0 (from the right) and 0 is an indifferent fixed point.
Induced map, tail distribution, infinite invariant measure
Let τ be the first return time of f ε to Y = [ )} n≥1 , is Gibbs-Markov (for complete definitions see [2] , [1, Chapter 4] ).
First, it follows from the above definition of F ε and γ that each element of γ is mapped bijectively onto a union of partition elements.
Next, differentiating ∆ξ n in (6.4) w.r.t. n gives that it is strictly decreasing in n, so ∆ξ n−2 /∆ξ n−1 > 1 and f ε,n (x) > 1 for all x ∈ [ξ n , ξ n−1 ]. Moreover, f ε (x) = 2 on ( 1 2 , 1] by (7.5) . By the chain rule we get F (x) ≥ 2 as well for every x ∈ (1/2, 1] \ {(ξ n + 1)/2} n≥2 . Thus, F ε is expanding on each element of its Markov partition γ. As a consequence, for every two points x, y there exists n ≥ 0 such that F n (x) and F n (y) lie in different elements of γ. Therefore, the atoms of the partition ∞ n=0 F −n γ are points, which implies that γ is a generating partition for F ε (that is, σ({F −n ε γ : n ≥ 0}) = A(Y )). Also, by Lemma 8.2 in Appendix 8.4, F ε is piecewise C 2 and the distortion condition 
An f ε -invariant measure µ can be obtained by pulling back:
2πα log x log c )), define k n = c n and set A k = k 1/α , so A kn = c n 1/α . Thus, τ satisfies (2.6) with ≡ 1.
Functional analytical properties of the induced map
Since it is not going to play a role, throughout the remaining of this section we suppress the dependency of the induced map on ε and set
To apply the inversion procedure (duality rule) to f ε and thus verify that the conclusion of Theorem 3.1 holds, we first need to understand the distributional behaviour of Z n = n−1 j=0 τ •F j . To do so we recall the classical procedure of establishing limit laws for Markov maps with good distortion properties, as developed by Aaronson and Denker in [2] ; see also the survey paper by Gouëzel [20] . This means to relate Fourier transforms to perturbed transfer operators. A rough description of the procedure for showing convergence in distribution of Z n when appropriately scaled with some norming sequence a n goes as follows. For θ ∈ R,
The above formula says that understanding of the Fourier transform E µ Y (e iθa −1 n τn ), for |θ|/a n sufficiently small, comes down to understanding the behaviour of the perturbed transfer operatorR
From Subsection 7.2, we know that (Y, A(Y ), F ε , γ) is Gibbs-Markov. We recall some properties of R in the Banach space B of bounded piecewise (on each element of γ) Hölder functions with B compactly embedded in L ∞ (µ Y ). The norm on B is v B = |v| θ + |v| ∞ , where | · | ∞ is the usual sup norm, and |v| θ = sup a∈γ sup x =y∈a |v(x) − v(y)|/d θ (x, y), where d θ (x, y) = θ s(x,y) for some θ ∈ (0, 1), and s(x, y) is the separation time, i.e. s(x, y) is the minimum n such that F n (x), F n (y) lie in different partition elements.
By Theorem 1.6 in [2], (A1) 1 is a simple, isolated eigenvalue in the spectrum of R, when viewed as an operator acting on B.
which says thatR(θ) = n≥1 R n e inθ (in particular,R(0) = n≥1 R n ).
As shown in [33, Lemma 8 and formula (8)], which works with
This together with the definition ofR(θ) and (A2) implies that R (θ) −R(0) ≤ C|θ| α , for some C > 0 (see, for instance, [29, Proposition 2.7] ). This together with (A1) implies that there exists δ > 0 and a C α family of eigenvalues λ(θ) well defined in B δ (0) with λ(0) = 1.
Lemma 7.1 Given that (A1) and (A2) hold for the induced map F , we have that
b) Let a n → ∞. Then for all θ such that θ < a n δ (so, λ(θa −1 n ) is well defined) and for some σ ∈ (0, 1),
Proof Given (A1) and thatR(θ) is C α , we have: item a) is contained in, for instance, [ 
The Darling-Kac law along subsequences
As already mentioned in the introductory paragraph of the present section, here we phrase our results Propositions 7.2 and 7.3 and in terms of example (7.5), but, as obvious from the corresponding proofs, the same arguments apply to dynamical systems with infinite measure satisfying tail condition (2.6) along with properties (A1) and (A2) above (which could hold in a different function space B). Proposition 7.2 gives a Darling-Kac law along subsequences for such non iid systems and all involved notions have been clarified in previous sections. Proposition 7.3 gives uniform dual ergodicity along subsequences and we clarify this terminology below. Let (X, µ) be an infinite measure space and T : X → X be a conservative measure preserving transformation with transfer operator L :
and n ≥ 1. The transformation T is pointwise dual ergodic if there exists a positive sequence a n such that
Y is referred to as a Darling-Kac set (see [1] for further background) and we refer to T as uniformly dual ergodic. It is still an open question whether every pointwise dual ergodic transformation has a Darling-Kac set. However, it is desirable to prove pointwise dual ergodicity by identifying Darling-Kac sets, as this facilitates the proof of several strong properties for T ; in particular, the existence of a Darling-Kac set along regular variation for the return time to this set implies that T satisfies a Darling-Kac law (see [1, 37] and references therein). Furthermore, in the presence of regular variation of the return time to 'good' sets, Melbourne and Terhesiu [30] have obtained uniformly dual ergodic theorems with remainders (in some cases, optimal remainders).
When regular variation is violated is still possible to obtain uniform dual ergodicity along subsequences (and thus, pointwise dual ergodicity along subsequences); this is the content of Proposition 7.3 and the identification of the allowed class of subsequences is, of course, the main novelty. We do not know whether a Darling-Kac law along subsequences can be derived directly from uniform dual ergodicity along subsequences; similarly to the regularly varying case, this would require exploiting the method of moments and our methods are not applicable.
Throughout the rest of this section, we let f = f ε , F = F ε = f τ and recall that µ Y and µ are F and f , respectively, invariant. We recall from Subsection 7.2 that τ satisfies (2.6) with ≡ 1 and using the same notation, we let k n = c n and set A kn = k 1/α n . Using Lemma 7.1, in this paragraph we clarify that τ is in the domain of geometric partial attraction of a semistable law. As a consequence, the conclusion of Theorem 3.1 holds for f , which we restate below in full generality. such that for any x > 0 and for any probability measure
Moreover, given γ(·) as in (2.7),
whenever γ(n r ) cir → λ, where V λ is a semistable random variable as defined in (2.9).
(
. Then for any x > 0, and for any probability measure ν µ,
where h λ (x) = λx c log c (λx) . More generally,
Moreover, the asymptotic behaviour of the distribution H λ at ∞ and 0 are as given in Lemma 4.2 and Theorem 4.5, respectively.
We remark that (ii) holds true for S n (v) = n−1
S n a n , and note that by Hopf's ratio ergodic theorem (see, for instance, [1, Ch.2] and [37, Section 5] ; see also [38] for a short proof of this theorem) the first factor converges a.s. as n → ∞ to vdµ/µ(Y ).
Proof ( 
Lemma 7.1 a), (7.7), and Corollary 1 in [23] (it remains true for characteristic functions) imply that as θ → 0
Let a n ∼ n 1/α (so, a n satisfies (3.1)). Formula (7.8) together with Lemma 7.1 b) implies that
for some σ ∈ (0, 1). As in Subsection 6.1, lim n→∞ m A −1 knZ kn ≤ x = P Ṽ ≤ x and, given γ x as in (2.7), lim r→∞ m A −1 nrZ nr ≤ x = P Ṽ λ ≤ x , whenever γ(n r ) cir → λ. Therefore, the characteristic functions converge, thus by (7.9)
, and similarly for n r . We also see that the limit in the non-iid case is a convolution power of the limit in the iid case. Thus 7.5 Asymptotic behaviour of the average transfer operator: uniform dual ergodicity along subsequences
Recall that µ, µ Y are f and F , respectively, invariant. Let L : L 1 (µ) → L 1 (µ) be the transfer operator associated with f . Recall that B is the function space under which (A1) and (A2) hold and that τ satisfies (2.6) with ≡ 1 and k n = c n . We also recall the class P r,ρ of log-periodic functions introduced in (5.1) and let C p be the set of continuity points of p ∈ P r,ρ . Here we show that Theorem 5.2 applies to f and, as a consequence obtain: Proposition 7.3 There exists p ∈ P r,α such that for any z ∈ C p and for any Hölder function v : [0, 1] → R, supported on a compact set of (0, 1],
uniformly on compact sets of (0, 1].
To show that Proposition 7.3 follows from Theorem 5.2 and Lemma 7.4 below (which verifies the assumption of Theorem 5.2) we recall the language of operator renewal sequences, introduced in the context of finite measure dynamical systems by Sarig [33] and Gouëzel [18] and exploited in in the context of infinite measure dynamical systems by Melbourne and Terhesiu [29, 30] and Gouëzel [19] . The proof of Proposition 7.3 is provided at the end of this subsection.
Recall the notation used in Subsection 7.3: R n v = R(1 {τ =n} v), n ≥ 1 and define the operator sequences
We note that T n corresponds to general returns to Y and R n corresponds to first returns to Y . The relationship T n = n j=1 T n−j R j generalises the renewal equation for scalar renewal sequences (see [14, 5] and references therein).
For s > 0, define the operator power seriesT (e −s ),R(e −s ) : B → B bŷ
T n e −sn ,R(e −s ) =
n≥1
R n e −sn (7.10) Working with e −s , instead of iθ in Subsection 7.3, we haveR(e −s )v = R(e −sτ v). The relationship T n = n j=1 T n−j R j together with (7.10) implies that for all s > 0,
We note that under (A1) and (A2), (I −R(e −s )) −1 is well defined for s in a neighbourhood of 0. The next result below gives the asymptotic ofT (e −s ), as s → 0, as required for the application of Theorem 5.2. We recall from (7.6) 
Lemma 7.4 For ρ > 0, let A ρ , B ρ be the operators introduced in (5.2) and (5.3). Set
Proof For simplicity we writeR(s),T (s) instead ofR(e −s ),T (e −s ). As in Subsection 7.3 (with s instead of iθ), by (A2) we have R (s)−R(0) ≤ Cs α , for some C > 0. This together with (A1) implies that there exist δ > 0 and a C α family of eigenvalues λ(s) well defined in B δ (0) with λ(0) = 1. Let P (s) : B → B be the family of spectral projections associated with λ(s), with P (0) = P . Let Q(s) = I − P (s) be the family of complementary spectral projections. SinceR(s) is C α , the same holds for P (s) and Q(s).
We recall the following decomposition ofT (s) for s ∈ B δ (0) from [29, Proposition 2.9] (extensively used in [29, 30] ):
By definition, (I −R(s)) −1 Q(s) = O(1), as s → 0. By the argument used in obtaining (7.8)(with s instead of iθ)
It follows from [23, Corollary 1] (see also (5.6) here) that Y (1 − e −sτ ) dm ∼ s α q 0 (s). Thus,
We already know that the families P (s) and Q(s) are C α . Putting the above together,
, where E(s) = o(s −α q 0 (s) −1 ) and the conclusion follows. 8 Appendix 8.1 On the discrete form of (2.6)
Let us assume that the discrete version of (2.6) holds, i.e.
where : N → (0, ∞) is a slowly varying sequence, and h : N → R is right-continuous error function such that lim n→∞ h( A kn x ) = 0, whenever x is a continuity point of M . It is possible to extend the functions and h (still denoted by and h), such that (2.6) holds. Indeed, let
. Clearly, is a slowly varying function, so we only have to show that h satisfies the conditions after (2.6). Let x be a continuity point of M , and assume that x ∈ (1, c 1/α ). The general case follows similarly. By the definition
so according to assumption on h, it is enough to show that the term in the square brackets tends to 0. As A k n+1 /A kn → c 1/α , we have for n large enough, δ(A kn x) = x, and δ( A kn x ) = A kn x /A kn → x. Since x is a continuity point of M , the statement follows.
Proof of Lemma 4.6
Introduce the notation
Then ν λ is a distribution function. Consider the decomposition
with s = −R λ (1), where * stands for convolution, and * n for nth convolution power. Simply
Therefore, to prove the statement we have to show that
. From the proof of implication (ii) ⇒ (iii) of Theorem 3 in [13] we see that it is enough to show that subexponential property and the Kesten bounds hold uniformly in λ ∈ [c −1 , 1], i.e., with
and for any ε > 0, there exists K, such that for all n ∈ N and λ ∈ [c −1 , 1] 
Now we prove (8.3). Write
By the logarithmic periodicity of M the second term can be written as
which goes to 1 uniformly in λ due to the continuity of M (a continuous function is uniformly continuous on compacts). In order to handle the first term in (8.4) choose δ > 0 arbitrarily small, and K so large that sup
As before
We show that the integral on [K, ∞) is small. Putting C = sup y M (y)/ inf y M (y) and integrating by parts 
The same proof shows that Q 1 (x) = xr 1 (x) satisfies the stated properties.
Verifying that (7.1) holds
To ease the notation put a = 2πα log c .
Then, recall
ξ n = ξ(n) = 1 2n α (1 + 2ε sin(a log n)) . The first derivative is ξ (n) = − 1 2n α+1 (α(1 + 2ε sin(a log n)) − 2εa cos(a log n)) < 0, whenever ε is small enough. Long but straightforward calculation gives ∆ξ n = ξ n − ξ n−1 = n −α−1 2 where c i j are constants, whose actual value is not important for us. Note that x 0 (n) comes from the first derivative, and we use it frequently that x 0 (n) ≥ α − 2ε(a + α) > 0 (8.7)
for ε > 0 small enough. From (8.6) we deduce that ∆ξ n−2 ∆ξ n−1 = 1 + α n n + r n n 2 + R n , with R n = O(n −3 ), and α n = H 1 (a log n), r n = H 2 (a log n), where H 1 (x) = 1 + α − 2εa a sin x + α cos x α(1 + 2ε sin x) − 2εa cos x H 2 (x) = a 2 0 + a 2 1 sin x + a 2 2 sin(2x) + b 2 1 cos x + b 2 2 cos(2x) (α(1 + 2ε sin x) − 2εa cos x) 2 (8.8) with some constants a 2 j , b 2 j , whose value is not important. By (8.7) the denominators in H 1 , H 2 are strictly positive, therefore H 1 and H 2 are continuous smooth (C ∞ ) functions. This implies that α n = 1 + α + O(ε), r n = O(1), α n − α n−1 = O(n −1 ), α n−1 + α n+1 − 2α n = O(n −2 ), r n − r n−1 = O(n −1 ). This is everything we need for the construction of f ε in Subsection 7.1.
Distortion properties for F
Let J n := [(ξ n + 1)/2, (ξ n−1 + 1)/2) be the intervals on which F := F ε is continuous.
Lemma 8.2
There exists K > 0 such that
F (x) 2 ≤ K for all n and all x ∈ J n . In particular, F | Jn can be extended to J n for each n so that
Proof Given the map f ε,n in Subsection 7.1, it is easy to see that for x ∈ [ξ n−1 , ξ n ], n ≥ 1, f ε,n (x) = A n ξ n−1 − ξ n = O(n α−1 ) and |f ε,n (x) − (1 + α n n )| = O(n −2 ), where the derivatives at the end-points are interpreted as one-sided derivatives. From (8.8) at the end of the previous subsection, we know that α n = 1 + α + O(ε) as n → ∞ and ε → 0. Since α > 0, we can choose δ > 0 small enough such that (1 + α)(1 − δ) > 1. For n large enough f ε,n (x) ≥ 1 + 1 n (1 + α)(1 − δ) > 1. It follows that D(f ε,n ) := f ε,n (f ε,n ) 2 is uniformly bounded.
Next, compute that for any two C 2 functions g, h,
Applying this to g = f n−1 and h = f , gives
Write x k = f k ε (x) for k ≥ 0. For some C = C(δ) > 0
where (C n ) is a bounded sequence and C > 0. We get
By induction,
which is bounded in n since the exponent (1 + α)(1 − δ) > 1.
