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Abstract. Let L = −∆ H n + V be a Schrödinger operator on the Heisenberg group H n , where ∆ H n is the sublaplacian on H n and the nonnegative potential V belongs to the reverse Hölder class RH s with s ∈ [Q/2, ∞). Here Q = 2n + 2 is the homogeneous dimension of H n . For given α ∈ (0, Q), the fractional integral operator associated with the Schrödinger operator L is defined by I α = L −α/2 . In this article, the author introduces the Morrey space L Schrödinger operators with nonnegative potentials and fractional integral operators on the Heisenberg groups. The Heisenberg group is the most well-known example from the realm of nilpotent Lie groups and plays an important role in several branches of mathematics such as representation theory, partial differential equations, several complex analysis and harmonic analysis. It is a remarkable fact that the Heisenberg group arises in two fundamental but different settings in analysis. On the one hand, it can be identified with the group of translations of the Siegel upper half space in C n+1 and plays an important role in our understanding of some problems in the complex function theory of the unit ball. On the other hand, it can be realized as the group of unitary operators generated by the position and momentum operators in the context of quantum mechanics. We write N = {1, 2, 3, . . . } for the set of natural numbers and N 0 = {0, 1, 2, . . . } for the set of natural numbers extended by zero. The sets of real and complex numbers are denoted by R and C, respectively. The Heisenberg group H n is a nilpotent Lie group whose underlying manifold is C n × R. The group structure (the multiplication law) is defined by
where z = (z 1 , z 2 , . . . , z n ), z ′ = (z Under this multiplication H n becomes a nilpotent unimodular Lie group, the Haar measure on H n being the Lebesgue measure dzdt on C n × R = R 2n × R. The measure of any measurable set E ⊂ H n is denoted by |E|.
The corresponding Lie algebra h n is generated by the (2n + 1) left-invariant vector fields on H n              X j := ∂ ∂x j + 2y j ∂ ∂t , j = 1, 2, . . . , n;
Y j := ∂ ∂y j − 2x j ∂ ∂t , j = 1, 2, . . . , n;
T := ∂ ∂t .
All non-trivial commutation relations are given by [X j , Y j ] = −4T, j = 1, 2, . . . , n.
The sublaplacian ∆ H n is explicitly given by
It can be easily seen that the inverse element of u = (z, t) ∈ H n is u −1 = (−z, −t), and the identity is the origin (0, 0). For each positive number a > 0, we define the dilation on H n by δ a (z, t) := (az, a 2 t), a > 0.
For any given (z, t) ∈ H n , the homogeneous norm of (z, t) is given by
In addition, this norm | · | satisfies the triangle inequality and leads to a left
The ball of radius r centered at u is denoted by
For (u, r) ∈ H n × (0, ∞), it can be shown that the measure of B(u, r) is
where Q := 2n + 2 is the homogeneous dimension of H n and |B(0, 1)| is the measure of the unit ball in H n . A direct calculation shows that the measure of the unit ball in H n is
) .
For any ball B = B(u, r) in H n and λ ∈ (0, ∞), we shall use the notation λB to denote B(u, λr) and use B ∁ to denote its complement H n \B. It is clear that
For a radial function F , we have the following integration formula:
where c is a positive constant. For more information about the harmonic analysis on the Heisenberg groups, we refer the readers to [28, Chapter XII], [14] , [31] and the references therein.
1.2. The Schrödinger operator L. Let V : H n → R be a nonnegative locally integrable function that belongs to the reverse Hölder class RH s for some exponent 1 < s < ∞; i.e., there exists a positive constant C such that the following reverse Hölder inequality
holds for every ball B in H n . For given V ∈ RH s with s ≥ Q/2 and V ≡ 0, we introduce the critical radius function ρ(u) = ρ(u; V ) which is given by
where B(u, r) denotes the ball in H n centered at u and with radius r. It is well known that this auxiliary function satisfies 0 < ρ(u) < ∞ for any u ∈ H n under the above assumption on V (see [23, 22] ). We need the following known result concerning the critical radius function (1.3).
Lemma 1.1 ([23]
). Let ρ be as in (1.3). If V ∈ RH s with s ≥ Q/2, then there exist constants C 0 ≥ 1 and N 0 > 0 such that, for all u and v in H n ,
. Lemma 1.1 is due to Lu [23] (see also [22, Lemma 4] ). In the setting of R n , this result was given by Shen in [26, Lemma 1.4]. As a straightforward consequence of (1.4), we can deduce that for each integer k ∈ N 0 , the following inequality
holds for any v ∈ B(u, 2 k r) with u ∈ H n and r ∈ (0, ∞), C 0 is the same as in (1.4). Let V ∈ RH s with s ≥ Q/2 and V ≡ 0. For such a potential V , we consider the time independent Schrödinger operator on H n (see [22] ),
where P s (u, v) denotes the kernel of the operator e −sL , s > 0.
1.3.
Fractional integral operator. First we recall the fractional power of the Laplacian operator on R n . For given α ∈ (0, n), the classical fractional integral operator I ∆ α (also referred to as the Riesz potential) is defined by
where ∆ := n j=1
be the space of all Schwartz functions. If f ∈ S(R n ), then by virtue of the Fourier transform, we have
with Γ(·) being the usual gamma function. By using the above equations, we get the following expression of I
It is well known that the Hardy-Littlewood-Sobolev theorem states that the Riesz potential operator
for example, [27] 
where Θ is the set of all functions equivalent to 0 on R n . We also denote by W M p,λ (R n ) the weak Morrey space, which consists of all measurable functions f on R n such that
The boundedness of the Riesz potential I ∆ α in Morrey spaces was originally studied by Adams [1] in 1975. His results can be summarized as follows:
, and for p = 1 the Riesz potential Next we are going to discuss the fractional integral operators on the Heisenberg groups. For given α ∈ (0, Q) with Q = 2n + 2, the fractional integral operator I α (also referred to as the Riesz potential) is defined by (see [32] )
where ∆ H n is the sublaplacian on H n defined above. Let f and g be integrable functions defined on H n . Define the convolution f * g by
We denote by H s (u) the convolution kernel of heat semigroup T s s>0 . Namely,
For any u = (z, t) ∈ H n , it was proved in [32, Theorem 4.2] that I α can be expressed by the following formula:
(1.9)
For any u = (z, t) ∈ H n , it is well known that the heat kernel H s (u) has the explicit expression:
coth |λ|s − iλs dλ.
We consider the heat equation associated to the sublaplacian
with the initial condition F (u, 0) = f (u). In fact, the function H s (u) stated above exists as a solution to the heat equation. Moreover, it satisfies the following Gaussian upper bound estimate (see [18] for instance)
where the positive constants C and A are independent of s ∈ (0, ∞) and u ∈ H n .
The Hardy-Littlewood-Sobolev theorem on the Heisenberg group is established in [32] .
,
Remark 1.5. In [32] , they also showed that 1/q = 1/p−α/Q is a necessary condition for ensuring
, and 1/q = 1 − α/Q is also a necessary condition for ensuring
Let L be the Schrödinger operator on H n as in (1.6). Since
. Let P s (u, v) denote the kernel of the semigroup e −sL s>0
. By the Trotter product formula and (1.10), we know that the kernel P s (u, v) satisfies the Gaussian upper bound
Moreover, this estimate (1.11) can be improved when V belongs to the reverse Hölder class RH s for some s ≥ Q/2. The auxiliary function ρ(u) arises naturally in this context. Lemma 1.6. Let V ∈ RH s with s ≥ Q/2, and let ρ(u) be the auxiliary function determined by V . For every positive integer N ∈ N, there exists a positive constant C N > 0 such that, for all u and v in H n ,
This estimate of P s (u, v) is better than (1.11), which was given by Lin and Liu in [22, Lemma 7] . In the setting of R n , this result can be found in [11, Proposition 2] . Inspired by (1.8) and (1.9), for given α ∈ (0, Q), the L-fractional integral operator or L-Riesz potential on the Heisenberg group is naturally defined by (see [19] and [20] )
Recall that in the setting of R n , this integral operator was first introduced by Dziubański et al. [11] , and studied extensively by many authors in [5, 8, 9, 10, 25, 29] . In this article we shall be interested in the behavior of the fractional integral operator I α associated with Schrödinger operator L on H n . First we are going to establish strong-type and weak-type estimates of the L-fractional integral operator I α on the Lebesgue spaces. We now claim that the following inequality
holds for all u ∈ H n . Let us verify (1.13). To do so, let K α (u, v) denote the kernel of the L-fractional integral operator I α . Then we have
Hence, the kernel K α (u, v) can be written as
Moreover, by using (1.11), we can deduce that
where in the second step we have used a change of variables. Thus (1.13) holds. According to Theorems 4.4 and 4.5 in [32] , one can get the HardyLittlewood-Sobolev theorem for I α on H n . Theorem 1.7. Let 0 < α < Q and 1 ≤ p < Q/α. Define 1 < q < ∞ by the relation 1/q = 1/p − α/Q. Then the following statements are valid:
This article is organized as follows. In Section 2, we will give the definitions of Morrey space and weak Morrey space associated with Schrödinger operator on H n and state our main results:Theorems 2.4, 2.5, 2.7 and Corollary 2.8. Section 3 is devoted to establishing some estimates for the kernel of the L-fractional integral operator and proving Theorems 2.4 and 2.5. In Section 4, we will study certain extreme cases and give the proof of Theorem 2.7. Throughout this article, we denote by C a positive constant which is independent of the main parameters, but it may vary from line to line. We also use C α,β,... to denote a positive constant depending on the parameters α, β, . . . . The symbol f g means that f ≤ Cg. If f g and g f , then we write f ≈ g to denote the equivalence of f and g. For any p ∈ (1, ∞), the notation p ′ denotes its conjugate number, namely, 1/p + 1/p ′ = 1.
Definitions and Main results
In this section, we introduce some kinds of Morrey spaces associated with the Schrödinger operator L on H n , and then give our main results.
Definition 2.1. Let ρ be the auxiliary function determined by V ∈ RH s with s ≥ Q/2. Let 1 ≤ p < ∞ and 0 ≤ κ < 1. For any given 0 < θ < ∞, the Morrey space L p,κ ρ,θ (H n ) is defined to be the set of all p-locally integrable functions f on H n such that
n , u 0 and r denote the center and
, is given by the infimum of the constants in (2.1), or equivalently,
where the supremum is taken over all balls
Definition 2.2. Let ρ be the auxiliary function determined by V ∈ RH s with s ≥ Q/2. Let 1 ≤ p < ∞ and 0 ≤ κ < 1. For any given 0 < θ < ∞, the weak Morrey space W L p,κ ρ,θ (H n ) is defined to be the set of all measurable functions f on H n such that
, which was defined and studied by Guliyev et al. [17] .
(ii) According to the above definitions, one has
.
It is easy to check that this functional · ⋆ satisfies the axioms of a norm;
• it is positive definite: f ⋆ ≥ 0, and f ⋆ = 0 ⇔ f = 0;
• it is multiplicative: λf ⋆ = |λ| f ⋆ ;
• it satisfies the triangle inequality:
Similarly, we define the functional · ⋆⋆ by
We can easily show that this functional · ⋆⋆ satisfies the axioms of a (quasi)norm, and W L We now state our main results as follows.
The second motivation of this paper is to treat the extreme cases 1 > κ ≥ 1 − (αp)/Q. Before stating our next results, let us give some notation and definitions below. For given 0 < θ < ∞, the space BMO ρ,θ (H n ) is defined to be the set of all locally integrable functions f on H n satisfying
that is,
A norm for f ∈ BMO ρ,θ (H n ), denoted by f BMO ρ,θ , is given by the infimum of the constants satisfying (2.5), or equivalently,
where the supremum is taken over all balls B(u 0 , r) with u 0 ∈ H n and r ∈ (0, ∞). If we identify functions that differ by a constant, then BMO ρ,θ (H n )
becomes a Banach space with the norm · BMO ρ,θ . We introduce a new space BMO ρ,∞ (H n ) defined by
Recall that in the setting of R n , the space BMO ρ,θ (R n ) was first introduced by Bongioanni et al. [6] (see also [7] ).
Moreover, for any given β ∈ [0, 1], we introduce the Campanato space on H n , with exponent β.
where for fixed θ ∈ (0, ∞) the space C β ρ,θ (H n ) is defined to be the set of all locally integrable functions f satisfying
n and r ∈ (0, ∞). The smallest bound C for which (2.6) is satisfied is then taken to be the norm of f in this space and is denoted by
. When θ = 0 or V ≡ 0, BMO ρ,θ (H n ) and C β ρ,θ (H n ) will be simply written as BMO(H n ) (see, for example, [16, 21] ) and C β (H n ), respectively. For the extreme cases 1 > κ ≥ 1 − (αp)/Q with Q/α > p ≥ 1, we will prove the following result.
β sufficiently small. To be more precise, β < δ ≤ 1 and δ is given as in Lemma 4.2 below.
In particular, if we take κ = 1 − (αp)/Q (or β = 0), then we obtain the following result on BMO-type estimate of I α . Corollary 2.8. Let 0 < α < Q, 1 ≤ p < Q/α and αp
Proofs of Theorems 2.4 and 2.5
In this section, we will prove the conclusions of Theorems 2.4 and 2.5. Assume that P s (u, v) is the kernel of the heat semigroup e −sL s>0
. Let us remind that the L-fractional integral operator of order α ∈ (0, Q) can be written as
The following lemma gives the estimate of the kernel K α (u, v) related to the Schrödinger operator L, which plays a key role in the proofs of our main theorems.
Lemma 3.1. Let ρ be the auxiliary function as in (1.3) . Let V ∈ RH s with s ≥ Q/2 and 0 < α < Q. For every positive integer N ∈ N, there exists a positive constant C N,α > 0 such that for all u and v in H n ,
Proof. From Lemma 1.6 and (3.1), it follows that for α ∈ (0, Q),
We now consider two cases s > |v −1 u| 2 and 0 ≤ s ≤ |v −1 u| 2 , respectively.
Thus, |K α (u, v)| ≤ I + II, where
When s > |v −1 u| 2 , then √ s > |v −1 u|, and hence
where the last integral converges because 0 < α < Q. On the other hand,
It is easy to see that if 0 ≤ s ≤ |v −1 u| 2 , then it holds true that
Hence,
Combining the estimates of I and II yields the desired estimate (3.2) for α ∈ (0, Q). This concludes the proof of the lemma.
Let ρ be the critical radius function as in (1.3). For fixed N ∈ N, the maximal operator M ρ,N is defined by setting, for any f ∈ L 1 loc (H n ) and
where the supremum is taken over all balls B in H n centered at u. The following lemma is very useful to us, which gives the relation between I α and maximal operator M ρ,N on the Heisenberg group.
Lemma 3.2. Let ρ be as in (1.3). Let 0 < α < Q, 1 ≤ p < Q/α, 0 < κ < 1 − (αp)/Q and 1/q = 1/p − α/Q(1 − κ). Then for any positive integer N ∈ N and any f ∈ L p,κ ρ,θ (H n ) with θ ≤ N, we have
Proof of Lemma 3.2. Following the idea of [1] (see also [2] ), by definition and Lemma 3.1, we decompose the function I α f as
where σ > 0 is a constant which will be determined later. In what follows, we consider each part separately. For the first integral, we have
By the definition of the maximal operator M ρ,N , we thus obtain
For the second integral, we have
Let p ′ be the conjugate exponent of p and 1 ′ = ∞. By using Hölder's inequality, we obtain that
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By the assumption θ ≤ N, we can further obtain
Note that (1 − κ)/p > α/Q and the last series is convergent. Then we have
Summing up the above estimates for I
(1) α f and I (2) α f , we have
We now choose σ such that
That is,
Putting this back into (3.3) and noting that p/Q(1 − κ) · α = (1/p − 1/q) · p, we deduce that for any u ∈ H n ,
which is the desired conclusion. Proof of Theorem 3.3. The Hardy-Littlewood maximal operator M is defined by setting, for any f ∈ L 1 loc (H n ) and u ∈ H n ,
where the supremum is taken over all balls B in H n containing u. It is shown that the maximal operator M on H n is of strong-type (p, p) for 1 < p < ∞, and is of weak-type (1, 1) . This result can be found in [15, 22] . Obviously, for any f ∈ L 1 loc (H n ) and for fixed N ∈ N, the maximal function M ρ,N (f ) is dominated by M(f ), which implies that the maximal operator M ρ,N on H n is also of strong-type (p, p) for 1 < p < ∞, and is of weak-type (1, 1) . By definition, we only need to show that for any given ball B = B(u 0 , r) of H n , there is a constant C > 0 such that
Using the standard technique, we decompose the function f as
where 2B is the ball centered at u 0 of radius 2r > 0, χ 2B is the characteristic function of 2B and (2B) ∁ = H n \(2B). Then by the sublinearity of M ρ,N , we write
In what follows, we consider each part separately. For the first term
we have
Also observe that for any given θ > 0,
This in turn implies that
Next we estimate the other term I 2 . By a simple calculation, we know that if B(u, r ′ ) ∩ B(u 0 , 2r) ∁ = Ø and u ∈ B(u 0 , r), then
Moreover, for any v ∈ B(u, r
Thus, for any u ∈ B(u 0 , r) and p ∈ [1, ∞), it follows from Hölder's inequality that
Note that r ′ > r. Then we have u ∈ B(u 0 , r) ⊂ B(u 0 , r ′ ). In view of (1.5) with k = 0 and (3.5), we can further obtain
Thus, by choosing N large enough such that N ≥ θ(N 0 + 1) and noting that 1 − κ > 0, then we get (3.6)
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Therefore, from this pointwise estimate for M ρ,N (f 2 ), it follows that
Summing up the above estimates for I 1 and I 2 , we obtain the desired inequality (3.4).
Proof of Theorem 3.4. To prove Theorem 3.4, by definition, it suffices to prove that for each given ball B = B(u 0 , r) of H n , the inequality
Then for any given λ > 0, by the sublinearity of M ρ,N , we can write
We first give the estimate for the term
Therefore, in view of (3.5),
As for the second term J 2 , by using the pointwise inequality (3.6) and Chebyshev's inequality, we can deduce that
Summing up the above estimates for J 1 and J 2 , and then taking the supremum over all λ > 0, we obtain the desired inequality (3.7) . This finishes the proof of Theorem 3.4.
Base on Lemma 3.2 and Theorems 3.3 and 3.4, we are now in a position to prove our main results.
Proofs of Theorems 2.4 and 2.5. For any given
, where
Let N ∈ N be large enough such that N ≥ θ * (N 0 + 1) ≥ θ * and N 0 is as in (1.4).
(1) For p > 1, by Lemma 3.2 and Theorem 3.3, we can deduce that for each given ball B(u 0 , r) in
(2) On the other hand, for p = 1, by Lemma 3.2, we can deduce that for each given ball B(u 0 , r) in
Furthermore, by using Theorem 3.4, we have
Finally, by taking the supremum over all balls B(u 0 , r) in H n , we conclude the proof.
Proof of Theorem 2.7
Assume that e −sL s>0
is the heat semigroup generated by L and P s (u, v) is the kernel of the semigroup e −sL s>0
. We need the following lemma which establishes the Lipschitz regularity of the kernel P s (u, v). See Lemma 11 and Remark 4 in [22] .
Lemma 4.1 ([22]
). Let ρ be as in (1.3) . Let V ∈ RH s with s ≥ Q/2. For every positive integer N ∈ N, there exists a positive constant C N > 0 such that for all u and v in H n , and for some fixed 0 < δ ≤ 1,
Based on the above lemma, we are able to prove the following result, which plays a key role in the proof of our main result. Lemma 4.2. Let ρ be as in (1.3) . Let V ∈ RH s with s ≥ Q/2 and 0 < α < Q. For every positive integer N ∈ N, there exists a positive constant C N,α > 0 such that for all u, v and w in H n , and for some fixed 0 < δ ≤ 1,
Proof. For given α ∈ (0, Q), in view of Lemma 4.1 and (3.1), we have
Arguing as in the proof of Lemma 3.1, consider two cases as below: √ s > |w −1 u| and 0 ≤ √ s ≤ |w −1 u|. Then the right-hand side of the above expression can be written as III + IV , where
When √ s > |w −1 u|, in this case, we can deduce that
where the last equality holds since |u −1 v| = |v −1 u| and 0 < α < Q. On the other hand, when 0 ≤ √ s ≤ |w −1 u|, we can deduce that
It is easy to check that if 0 ≤ s ≤ |w
where the last step holds because |u −1 v| = |v −1 u| and α > 0. Combining the estimates of III and IV produces the desired inequality (4.1) for α ∈ (0, Q). This concludes the proof of the lemma.
We are now in a position to give the proof of Theorem 2.7.
Proof of Theorem 2.7. For given f ∈ L p,κ ρ,∞ (H n ) with 1 ≤ p < Q/α and
To prove Theorem 2.7, it suffices to prove that the following inequality
ϑ holds for any ball B = B(u 0 , r) with u 0 ∈ H n and r ∈ (0, ∞), where 0 < α < Q and (I α f ) B denotes the average of I α f over B. Decompose the function f as f = f 1 + f 2 , where
. By the linearity of the L-fractional integral operator I α , the left-hand side of (4.2) can be written as
Let us consider the first term K 1 . Applying Lemma 3.1 and Fubini's theorem, we obtain
Hence, it follows from (1.2) and Hölder's inequality that
Using the inequalities (1.1) and (3.5), and noting the fact that β/Q = α/Q − (1 − κ)/p, we derive
Let us now turn to estimate the second term K 2 . For any u ∈ B(u 0 , r),
It is clear that when u, v ∈ B and w ∈ (4B) ∁ , we have Furthermore, by using Hölder's inequality and (1.5), we deduce that for any u ∈ B(u 0 , r), . Finally, combining the above estimates for K 1 and K 2 , the inequality (4.2) is proved and then the proof of Theorem 2.7 is finished.
In the end of this article, we discuss the corresponding estimates of the fractional integral operator I α = (−∆ H n ) −α/2 for 0 < α < Q. We denote by K * α (u, v) the kernel of the operator I α . In (1.13), we have already proved that Using the same methods and steps as we deal with (4.1) in Lemma 4.2, we can also prove that for some fixed 0 < δ ≤ 1 and 0 < α < Q, there exists a positive constant C α,n > 0 such that for all u, v and w in H n , using the same arguments as in the proofs of Theorems 2.4 through 2.7, we can establish the following estimates for I α , α ∈ (0, Q) on the Morrey spaces L p,κ (H n ).
Theorem 4.3. Let 0 < α < Q, 1 < p < Q/α, 0 < κ < 1 − (αp)/Q and 1/q = 1/p−α/Q(1 − κ). Then the fractional integral operator I α is bounded from L p,κ (H n ) into L q,κ (H n ).
Theorem 4.4. Let 0 < α < Q, p = 1, 0 < κ < 1 − α/Q and 1/q = 1 − α/Q(1 − κ). Then the fractional integral operator I α is bounded from Theorem 4.6. Let 0 < α < Q, 1 ≤ p < Q/α and 1 − (αp)/Q ≤ κ < 1. Then the fractional integral operator I α is bounded from L p,κ (H n ) into C β (H n ) with β/Q = α/Q − (1 − κ)/p and β < δ ≤ 1, where δ is given as in (4.5).
As an immediate consequence we have the following corollary.
Corollary 4.7. Let 0 < α < Q, 1 ≤ p < Q/α and αp = (1 − κ)Q. Then the fractional integral operator I α is bounded from L p,κ (H n ) into BMO(H n ).
