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Abstract: This paper presents a model-based methodology for diagnosing actuator and
sensor faults aecting the temperature dynamics of a multi-zone heating, ventilating and air-
conditioning (HVAC) system. By considering the temperature dynamics of the HVAC system as
a network of interconnected subsystems, a distributed fault diagnosis architecture is proposed.
For every subsystem, we design a monitoring agent that combines local and transmitted
information from its neighboring agents in order to provide a decision on the type, number
and location of the faults. The diagnosis process of each agent is realized in three steps. Firstly,
the agent performs fault detection using a distributed nonlinear estimator. After the detection,
the local fault identication is activated to infer the type of the fault using two distributed
adaptive estimation schemes and a combinatorial decision logic. In order to distinguish between
multiple local faults and propagated sensor faults, a distributed fault isolation is applied using
the decisions of the neighboring agents. Simulation results of a 5-zone HVAC system are used
to illustrate the eectiveness of the proposed methodology.
Keywords: actuator faults, sensor faults, building automation, distributed fault diagnosis
1. INTRODUCTION
Due to the incessant operation of HVAC systems, which
is necessary for satisfying the day-and-night demands of
occupants for home comfort, the HVAC equipment may
gradually or suddenly fail. The abnormal behavior of the
HVAC components may cost the occupants comfort and
money, while making the overall system unreliable. Large
and abrupt faults (also called hard faults) can mostly be
noticed by the occupants or the technical personnel. On
the contrary, soft faults do not usually manifest themselves
in an easily observable way by humans. This fact does not
imply that soft faults are less hazardous than hard faults
since this class of faults can lead the system to a long-
term penetration and over-consumption. The application
of automated fault diagnosis (FD) mechanisms has been
proposed as a reliable solution to avoid a number of
major consequences for buildings such as system shut-
down [Liang and Du (2007); Wang et al. (2010)].
FD techniques for HVAC systems can be categorized
according to the type of possible faults aecting the
system. Several researchers have proposed FD schemes
that tackle the problem of process faults [Bonvini et al.
(2014)], or actuator faults [Weimer et al. (2012); Carbot-
Rojas et al. (2015); Darure et al. (2016)] or sensor faults
[Wang et al. (2010); Reppa et al. (2015)]. In practice
however it is not known a priori what type of fault will
occur. There are very few FD methods that address the⋆ This work was supported by the European Research Council under
the ERC Advanced Grant ERC-2011-AdG-291508
problem of heterogeneous faults for both actuator and
sensor faults [Lee et al. (2004)].
In the last decade, there has been a signicant research
activity in the design of non-centralized FD architectures
[Blanke et al. (2016); Reppa et al. (2016); Boem et al.
(2017); Keliris et al. (2015)]. Decentralized and distributed
methods are considered more suitable for large-scale ap-
plications than the centralized methods, especially with
respect to scalability (e.g., installation of a new fan coil
unit to an existing system) and security (e.g., a malicious
attack of the central Building Management System). In
previous work, the authors have developed a distributed
detection and isolation approach for sensor faults aecting
the electromechanical part and the non-interacting zones
of a HVAC system [Reppa et al. (2015)]. Recently, the
authors have designed a distributed adaptive estimation
scheme for diagnosing sensor faults and accommodating
their eects in a network of interacting HVAC building
zones [Papadopoulos et al. (2015a,b)].
The goal and the main contribution of this work is the
design of a model-based distributed FD architecture for
isolating bias sensor and actuator faults in a multi-zone
HVAC system that is considered as a network of in-
terconnected subsystems as presented in Section 2. The
proposed FD scheme uses several distributed monitoring
agents, where every agent combines local and neighboring
information to diagnose faults in its monitored subsystem.
The monitoring agent performs a sequence of diagnostic
processes, including: (i) distributed fault detection for
capturing the occurrence of faults in the monitored sub-
system and its neighborhood (Section 3.1), (ii) local fault
identication for specifying the type of local faults, i.e.,
actuator or sensor fault (Section 3.2), and (iii) distributed
fault isolation for isolating multiple local faults and/or
propagated sensor faults (Section 3.3). The proposed FD
scheme is applied to a 5-zone HVAC system, presented in
Section 4.
2. PROBLEM FORMULATION
Let us consider a multi-zone HVAC system as shown
in Fig. 1, which consists of the electromechanical part
(green box) and N building zones interconnected through
doors and walls [Witrant et al. (2009)]. The multi-zone
HVAC system is regarded as a network of N + 1 intercon-
nected subsystems s, (1),: : :,(N), where s represents
the temperature dynamics of the storage tank and (i),
i ∈ {1; : : : ;N} represents the temperature dynamics of a
building zone [Papadopoulos et al. (2015b)].
The subsystem s can be expressed as
s ∶ _xs(t) =Asxs(t) + gs(xs(t); ds(t))us(t) (1)+ hs(xs(t); x(t); u(t)) + s (ds(t)) + rs(t);
where xs ∈ R represents the water temperature of the
storage tank (system state) and us ∈ R denotes the nor-
malized energy in the heat pump (control input). The
vector ds ≜ [ds1; ds2]⊺ represents an uncontrollable but
known exogenous input vector, where ds1 is plenum (duct)
temperature and ds2 is the source heat temperature to
the heat pump. The variable rs ∈ R models unknown
disturbances aecting the water temperature dynamics
due to e.g. defective thermal insulation of the storage
tank. The vector x ≜ [x(1); : : : ; x(N)] is the interconnection
vector, where x(i) is the air temperature of the intercon-
nected building zone i (i.e. state of subsystem (i)), and
u ≜ [u(1); : : : ; u(N)], where u(i) is the mass ow rate of
water owing into the fan coil of the ith building zone (i.e.
control input of subsystem (i)). The terms gs ∈ R and
hs ∈ R are dened as,
gs(xs; ds) =Ust;max
Cst
(1 + p(1 − xs(t) − ds2(t)
Tmax
)); (2)
hs(xs; x; u) = asz
Cst
∑
i∈{1;:::;N}Ui;max(xs − x(i))u(i)c ; (3)
while the constant As is dened as As = − ast
Cst
and s(ds) =
ast
Cst
ds1. Note that under healthy and faulty conditions
xs(t) ≤ Tmax + dss(t). The constant parameters of s
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Fig. 1. Schematic representation of a multi-zone HVAC system. The
orange rectangular boxes represent the fan-coil units.
are described in [Papadopoulos et al. (2015b)]. The state
of s(water temperature in storage tank) is measured by
the sensor Ss, characterized bySs ∶ ys(t) = xs(t) + ns(t) (4)
where ys ∈ R is the sensor output and ns ∈ R is the
measurement noise.
Let us dene the set of indexes of subsystems (j) that
are interconnected with (i) as Ki = {j ∈ {1; : : : ;N}/{i} ∶
azij ≠ 0 or Adij ≠ 0}, where azij is the coecient of the
inter-zone thermal ow due to the wall between i-th and
j-th zone, and Adij is the area of the door between i-
th and j-th zone. Each subsystem (i), i ∈ {1; : : : ;N}
is interconnected with s and card(Ki) 1 subsystems (j),
j ∈ Ki, j ≠ i, described by
(i) ∶ _x(i)(t) =A(i)x(i)(t) + g(i)(xs(t); x(i)(t))u(i)(t)+ h(i)(x(i)(t); xKi(t)) + (i)(d(i)(t)) + r(i)(t); (5)
where xKi(t) = [x(j)(t) ∶ j ∈ Ki]⊺, xKi denotes a column
vector of length card(Ki), where each element corresponds
to the state x(j) of the neighboring subsystem (j), j ∈ Ki.
The variable r(i) models the unknown system disturbances
of the subsystem (i), due to e.g. appliances, occupants,
lights and A(i) = hAwi−azi
Czi
− 1
Czi
∑
j∈Kiazij . The terms g(i) ∈ R
and h(i) ∈ R are described by
g(i)(xs; x(i)) =(i)(xs − x(i)); (6)
h(i)(x(i); xKi) = 1Czi ∑j∈Kiazijx(j) + p(i)( ∑j∈Ki sgn(x(j) − x(i))×Adijmax(x(i); x(j))√∣x(j) − x(i)∣) (7)
with (i) = Ui;maxasz
Czi
, p(i) = airCp√2(Cp−Cv)
Czi
, and
(i)(d(i)) = azi
Czi
d
(i)
1 − hAwiCzi d(i)2 , where d(i)1 is the temper-
ature of the surface node of the mass wall in the i-th zone
and d
(i)
2 is the ambient temperature, respectively.
The objective of this work is to design a methodology for
diagnosing actuator and sensor faults that may occur in
one or more building zones, assuming that there are no
actuator and sensor faults in the electromechanical part
of HVAC. The output of the sensor S(i) used to measure
the state (air temperature in zone i) of subsystem (i) is
expressed asS(i) ∶ y(i)(t) = x(i)(t) + n(i)(t) + f (i)s ; (8)
where y(i) ∈ R is the sensor output, ns ∈ R is the
measurement noise and f
(i)
s ∈ R denotes the permanent
bias sensor fault (modeled as in Reppa et al. (2016)). The
input of (i) is aected by actuator faults modeled as
u(i)(t) =u(i)c (t) + f (i)a ; (9)
where f
(i)
a is the actuator bias fault that may aect the
valve regulating the ow of water in fan-coil unit of the i-
th zone. The signals us in (1) and u
(i)
c in (9) are generated
using a distributed feedback linearization controller based
on some (dierentiable) reference signals ysref and y
(i)
ref for
the states xs and x(i), i ∈ {1; : : : ;N}.
1 card(⋅) denotes the cardinality of a set
3. DISTRIBUTED FAULT DIAGNOSIS
For the design of the fault diagnosis method for the multi-
zone HVAC system described in the previous section we
follow a distributed approach. Figure 2 illustrates the
distributed diagnosis architecture for a simple example of
two interconnected subsystems (1) and (2). For each
subsystem, we design a monitoring agent M(i), i ∈ {1;2}.
The agent M(i) exchanges information with its neighbor,
where the exchange of information is coherent with the
form of the physical interconnections. The diagnosis pro-
cess is executed in three steps: distributed fault detection;
local fault identication; and distributed fault isolation.
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Fig. 2. Distributed fault diagnosis for two interconnected building
zones
3.1 Distributed Fault Detection
By using the local input and sensor output information,
u(i) and y(i), as well as sensor information transmitted by
the neighboring agents y(j), j ∈ Ki, the agentM(i) detects
the occurrence of faults that may have aected the local
actuator or sensor, or may have been propagated due to
the exchange of the sensor information. The fault detection
decision logic ofM(i) is based on an analytical redundancy
relation (ARR) E(i), dened asE(i) ∶ ∣"(i)y (t)∣ ≤ "(i)y (t); (10)
where "
(i)
y (t) is the residual and "(i)y (t) is the adaptive
threshold, dened next. Under healthy conditions, i.e.
when f
(i)
a = 0, f (j)s =0 for all j ∈ {Ki ∪ {i}}, E(i) is
guaranteed to be satised by designing the threshold
"(i)y (t) to bound the magnitude of the residual. Therefore,
if there is a time instant that E(i) is not satised, the
agent M(i) infers the presence of faults in its monitored
subsystem (i) and/or its neighbors. The output of the
agent M(i) is the boolean decision signal D(i), dened as
D(i)(t) = { 0; t < t(i)D
1; t ≥ t(i)D ; (11)
where t
(i)
D ≜ inf{t ≥ 0 ∶ ∣"(i)y (t)∣ > "(i)y (t)}. When D(i)(t) =
1, the agent M(i) detects the occurrence of faults.
Residual Generation: The fault detection process of the
agent M(i) is executed by monitoring the residual
"(i)y (t) = y(i)(t) − x^(i)(t) (12)
where x^(i) is the estimation of x(i) generated by the
following distributed nonlinear estimator
_^x(i)(t) =A(i)x^(i)(t) + g(i)(ys(t); y(i)(t))u(i)c (t) + (i)(d(i)(t))+ h(i)(y(i)(t); yKi(t)) +L(i) (y(i)(t) − x^(i)(t)) ; (13)
where yKi(t) = [y(j)(t) ∶ j ∈ Ki]⊺, x^(i)(0) = 0 and L(i) is
the observer gain selected such that A
(i)
L = A(i) − L(i) is
stable and ys and y(i) are dened in (4) and (8).
Computation of Adaptive Threshold: The adaptive thresh-
old "(i)y is designed to bound the corresponding residual as
shown in (10) when f
(i)
a =0, f
(j)
s =0 for all j ∈ {Ki ∪ {i}}.
In this case, the residual is described by
"(i)y (t) = "(i)x (t) + n(i)(t); (14)
where "
(i)
x = x(i) − x^(i) is the state estimation error that
satises,
_"(i)x =A(i)L "(i)x + ~g(i)(xs; x(i); ys; y(i))u(i)c+ ~h(i)(x(i); xKi ; y(i); yKi) + r(i) −L(i)n(i) (15)
~g(i)(xs; x(i); ys; y(i)) =g(i)(xs; x(i)) − g(i)(ys; y(i)) (16)
~h(i)(x(i); xKi ; y(i); yKi) =h(i)(x(i); xKi) − h(i)(y(i); yKi): (17)
The adaptive threshold is computed by introducing the
solution of (15) in (14) and bounding each term, taking
into account the following assumptions:
Assumption 1: The measurement noise ns, n(i) and
the system disturbance r(i) are uniformly bounded; i.e.∣ns(t)∣ ≤ ns, ∣n(i)(t)∣ ≤ n(i), and ∣r(i)(t)∣ ≤ r(i).
Assumption 2: The states xs, x(i) and control inputs us,
u
(i)
c , for all i ∈ {1; : : : ;N} remain bounded under both
healthy and faulty conditions; i.e., xs ∈ X s, x(i) ∈ X (i)
and us ∈ Us, u(i)c ∈ U(i), where X s, X (i), Us and U(i) are
compact closed sets, respectively.
Based on (6) and (7), the bounds on the functions ~g(i); ~h(i)
(see (16), (17)) are computed by setting f
(i)
s =0 in (8); i.e.,∣~g(i)(xs; x(i); ys; y(i))∣ ≤(i) (n(i) + ns) = g(i)(n(i); ns); (18)∣~h(i)(x(i); xKi ; y(i); yKi)∣ ≤ p(i) ∑
j∈KiAdij
(i)(y(i); y(j))
+ ∑
j∈Ki
azij
Czi
n(j) = h(i)(y(i); yKi); (19)
where nKi = [n(j) ∶ j ∈ Ki]⊺. The function (i)(y(i); y(j))
is computed such that ∣(i)(x(i); x(j)) − (i)(y(i); y(j))∣ ≤
(i)(y(i); y(j)), where
(i)(x(i); x(j)) = sgn(x(j) − x(i))max(x(i); x(j))√∣x(j) − x(i)∣: (20)
The detailed computation of (i)(y(i); y(j)) is given in
Appendix A.
The adaptive threshold "(i)y (t) is dened as
"
(i)
y =(i)e−(i)tx(i) + n(i) +  t
0
(i)e−(i)(t−)( ∣L(i)∣n(i) + r(i)
+ g(i)(n(i); ns) ∣u(i)c ∣ + h(i)(y(i); yKi))d; (21)
where x(i) is a known bound such that ∣x(i)(t)∣ ≤ x(i) for all
t (see Assumption 2), and (i) > 0; (i) > 0 are respectively
selected such that eA
(i)
L
t ≤ (i)e−(i)t, for all t. The ARRE(i) is robust to system disturbances and noise, implying
that M(i) does not raise false alarms.
3.2 Local Fault Identication
The primary goal of this step is the identication of the
type of the fault that may have aected the local system,
i.e. actuator or sensor fault or both. This is realized
using two identication modules, I(i)a and I(i)s and an
aggregation module A(i) for fault isolation. The fault
identication decision logic of I(i)a and I(i)s is based on
two ARRs, E(i)a and E(i)s described byE(i)a ∶ ∣"(i)ya (t)∣ ≤ "(i)ya (t); E(i)s ∶ ∣"(i)ys (t)∣ ≤ "(i)ys (t); (22)
where "
(i)
ya (t), "(i)ys (t) are the residuals generated by I(i)a
and I(i)s respectively and "(i)ya (t), "(i)ys (t) are their corre-
sponding adaptive thresholds. Due to the design of the
adaptive thresholds, which is presented next: (i) the ARRE(i)a is guaranteed to be satised when f (j)s =0 for all
j ∈ {Ki ∪ {i}}, and (ii) E(i)s is guaranteed to be satised
when f
(j)
s =0 for all j ∈ Ki and f (i)a = 0. Therefore, as
long as E(i)a is satised, I(i)a infers the occurrence of local
actuator fault. As long as E(i)s is satised, I(i)s infers the
occurrence of local sensor fault .
The outputs of the modules I(i)a and I(i)s are two local
boolean decision functions I
(i)
a , I
(i)
s , dened as
I(i)a (t) = ⎧⎪⎪⎨⎪⎪⎩ 0; t < t
(i)
Ia
1; t ≥ t(i)Ia ; I(i)s (t) =
⎧⎪⎪⎨⎪⎪⎩ 0; t < t
(i)
Is
1; t ≥ t(i)Is ; (23)
where t
(i)
Ia
≜ inf{t ≥ t(i)D ∶ ∣"(i)ya (t)∣ > "(i)ya (t)} and t(i)Is ≜
inf{t ≥ t(i)D ∶ ∣"(i)ys (t)∣ > "(i)ys (t)}.
Residual Generation: The residuals associated with the
modules I(i)a and I(i)s are dened as,
"(i)ya (t) =y(i)(t) − x^(i)a (t); (24)
"(i)ys (t) =y(i)(t) − x^(i)s (t) − f^ (i)s ; (25)
where x^
(i)
a and x^
(i)
s are both estimations of x
(i), and f^ (i)s
is the estimation of the sensor fault f
(i)
s . Assuming only
local faults (i.e. f
(j)
s =0, ∀ j ∈ Ki), the state estimate x^(i)a
and x^
(i)
s are computed based on the following distributed
adaptive nonlinear estimation schemes
_^x(i)a (t) =A(i)x^(i)a (t) + g(i)(ys(t); y(i)(t))(u(i)c (t) + f^ (i)a (t))+ h(i)(y(i)(t); yKi(t)) + (i)(d(i)(t))+L(i)a "(i)ya (t) +
(i)a (t) _^f (i)a (t); (26)
_
(i)a (t) =A(i)La
(i)a (t) + g(i)(ys(t); y(i)(t)); (27)
_^
f (i)a (t) =(i)a 
(i)a (t)D(i) ["(i)ya (t)] ; (28)
_^x(i)s (t) =A(i)x^(i)s (t) + g(i)(ys(t); y(i)(t) − f^ (i)s (t))u(i)c (t)+ h(i)(y(i)(t) − f^ (i)s (t); yKi(t)) + (i)(d(i)(t))+L(i)s "(i)ys (t) +
(i)s (t) _^f (i)(t); (29)
_
(i)s (t) =A(i)Ls
(i)s (t) −L(i)s + (i)u(i)c (t); (30)
_^
f (i)s (t) =(i)s (
(i)s (t) + 1)D(i) ["(i)ys (t)] ; (31)
where L
(i)
a , L
(i)
s are the estimation gains, such that A
(i)
La
≜
A(i) − L(i)a , A(i)Ls ≜ A(i) − L(i)s are stable. The term f^ (i)a
and f^
(i)
s are the estimation of the fault f
(i)
a and f
(i)
s ,
respectively. The positive constants 
(i)
a , 
(i)
s are the
learning rates of the adaptive laws in (28) and (31), and


(i)
a , 

(i)
s are ltering terms necessary for ensuring the
stability of the adaptive schemes. Note that x^
(i)
a (t(i)D ) = 0,
x^
(i)
s (t(i)D ) = 0, f^ (i)a (t(i)D ) = 0 and f^ (i)s (t(i)D ) = 0, 
(i)a (t(i)D ) = 0
and 
(i)(t(i)D ) = 0, where t(i)D is the detection time. The
term D(i) [:] represents the dead-zone operator
D(i) ["(i)y⋆ (t)] = { 0; if D(i)(t) = 0"(i)y⋆ (t); if D(i)(t) = 1 ; (32)
where "
(i)
y⋆ represents either "(i)ya in (28) or "(i)ys in (31) and
D(i) is dened in (11).
Computation of Adaptive Thresholds: Assuming f
(i)
s = 0
in (8), the residual in (24) can be expressed as,
"(i)ya (t) ="(i)xa (t) + n(i)(t); (33)
where "
(i)
xa (t) = x(i)(t)−x^(i)a (t) is the state estimation error.
By using (5) and (26) and replacing g(i) (ys; y(i)) ~f (i)a with( _
(i)a (t)−A(i)L 
(i)a (t)) ~f (i)a (see (27)), and after performing
some mathematical manipulations, "
(i)
xa satises
"(i)xa =
(i)a ~f (i)a + ~"(i)xa ; (34)
_~"(i)xa =A(i)La ~"(i)xa + ~g(i)(xs; x(i); ys; y(i))u(i)c+ ~h(i)(x(i); xKi ; y(i); yKi) −L(i)a n(i) + r(i): (35)
where ~f
(i)
a (t) = f (i)a − f^ (i)a (t) is the actuator fault estima-
tion error and
_~f
(i)
a (t) = − _^f (i)a (t).
The residual in (25) can be expressed as,
"(i)ys (t) ="(i)xs (t) + ~f (i)s (t) + n(i)(t); (36)
where "
(i)
xs (t) = x(i)(t)−x^(i)s (t) is the state estimation error
and ~f
(i)
s (t) = f (i)s − f^ (i)s (t) is the sensor fault estimation
error with
_~f
(i)
s (t) = − _^f (i)s (t). Assuming that f (i)a = 0 in (9),
the dynamics of "
(i)
xs can be described by
_"
(i)
xs =A(i)Ls"(i)xs +
(i)s _~f(i)s + (i) ~f(i)s u(i)c −L(i)s ~f(i)s+ p(i) ∑
j∈KiAdij((i)(x(i); x(j)) − (i)(y(i) − f^(i)s ; y(j))) (37)− ∑
j∈Ki
azij
Czi
n(j) + ~g(i)(xs; x(i); ys; y(i))u(i)c −L(i)s n(i) + r(i):
Using (30), (37) can be re-written as:
"
(i)
xs =
(i)s ~f(i)s + ~"(i)xs ; (38)
_~"
(i)
xs =A(i)Ls ~"(i)xs + p(i) ∑
j∈KiAdij((i)(x(i); x(j)) − (i)(y(i) − f^(i)s ; y(j)))− ∑
j∈Ki
azij
Czi
n(j) + ~g(i)(xs; x(i); ys; y(i))u(i)c −L(i)s n(i) + r(i):
(39)
Note that under the assumption of zero system disturbance
and measurement noise, the errors ~"
(i)
xa in (35) and ~"
(i)
xs
in (38) converge. If we also assume the persistence of
excitation of the lters 

(i)
a and 

(i)
s in (27) and (30)
respectively, then ~f
(i)
a and ~f
(i)
s converge as well.
Taking into account (22), the adaptive threshold "(i)ya (t) is
computed by using (34) and the solution of (35) in (33),
and the adaptive threshold and "(i)ys (t) is computed by
using (38) and the solution of (39) in (36), and bounding
each term, based on Assumptions 1 and 2 and the following
assumption:
Assumption 3: The actuator and sensor faults f
(i)
a , f
(i)
s
are bounded; i.e. ∣f (i)a (t)∣ ≤ f (i)a and ∣f (i)s (t)∣ ≤ f (i)s .
The adaptive thresholds "(i)ya (t) and "(i)ya (t) are dened as:
"
(i)
ya = (i)a e(−(i)a (t−T (i)D ))x(i) + ∣
(i)a (t)∣ (∣f^(i)a ∣ + f(i)a ) + n(i)
+  t
T
(i)
D

(i)
a e
(−(i)a (t−))( ∣L(i)a ∣n(i) + r(i) + g(i)(n(i); ns) ∣u(i)c ∣
+ g(i)(n(i); ns)f(i)a + h(i)(y(i); yKi))d; (40)
"
(i)
ys (t) = (i)s e(−(i)s (t−T (i)D ))x(i) + (∣
(i)s (t)∣ + 1)(∣f^(i)s ∣ + f(i)s ) + n(i)
+  t
T
(i)
D

(i)
s e
(−(i)s (t−))⎛⎝g(i)(ns; n(i)) ∣u(i)c ()∣ + ∑j∈Ki
azij
Czi
n(j)
+ ∣L(i)s ∣n(i) + r(i) + p(i) ∑
j∈KiAdij
(i)
f
(y(i) − f^(i)s ; y(j))⎞⎠d;
(41)
where g(i) and h(i) are dened in (18) and (19) respectively
and 
(i)
a , 
(i)
a and 
(i)
s , 
(i)
s are selected such that e
(A(i)
La
t) ≤

(i)
a e
(−(i)a t) and e(A(i)Ls t) ≤ (i)s e(−(i)s t), respectively, and

(i)
f (y(i) − f^ (i)s ; y(j)) is dened in Appendix A.
It is noted that based on the design of "(i)ya and "(i)ys ,
the ARRs E(i)a and E(i)s dened in (22) are respectively
insensitive to f
(i)
a and f
(i)
s .
Remark 3.1. The distributed fault detection process is
applied before the local fault identication in order to
reduce the computational eort of the agent M(i) during
the healthy operation of the system that may be long.
Particularly, as shown in Section 3.1, one non-adaptive
estimator is used, generating a single residual that is
compared to its corresponding threshold. After the rst
time of fault detection, the local identication process is
continuously active.
3.3 Distributed Fault isolation
The decisions of the two modules I(i)a and I(i)s are collected
by the aggregation module A(i) that processes them in
combination. The decisions I
(i)
a , I
(i)
s constitute the ob-
served fault pattern dened as
I(i)(t) = [I(i)a (t); I(i)s (t)]⊺: (42)
This pattern is compared to the columns of the fault
signature matrix denoted by F (i) shown in Table 1, where
the term fKi collectively amounts for the sensor faults
propagated by the neighboring agents due to the exchange
of information, and FKi represents all the combinations of
local and propagated faults. The element of F (i) equals to
0 when the corresponding ARR has been designed to be
insensitive to this fault, and equals to 1 otherwise.
The outcome of the comparison between the observed
pattern I(i)(t) to the columns of F (i) is the diagnosis
Table 1. Fault isolation signature matrix F (i)
f
(i)
a f
(i)
s {f(i)a ,f(i)s } fKi FKiE(i)a 0 1 1 1 1E(i)s 1 0 1 1 1
set 
(i)
I (t), including the diagnosed fault combinations
that may have occurred. When I(i)(t) = [1;1]⊺, the
diagnosis set contains more than one combinations, and
the distributed fault isolation process is activated in order
to decide if only local faults have occurred or also sensor
faults have been propagated. Otherwise, it is inferred that
a single local fault has occurred which is either actuator
fault (if I(i)(t) = [0;1]⊺), or sensor fault (if I(i)(t) =[1;0]⊺). The decision about the propagation of sensor
faults is dened as
I
(i)Ki (t) = ⎧⎪⎪⎨⎪⎪⎩ 0; if (f
(i)
s ∉(i)I (t) & fKi ∉(i)I (t)) or D(i)(t) = 0
1; if f
(i)
s ∈(i)I (t) or fKi ∈(i)I (t) :
When I
(i)Ki = 1, the agentM(i) requests from all neighbor-
ing agentsM(j), j ∈ Ki, to transmit their decisions I(j)Kj (t),
creating the observed pattern of propagated sensor faults,
determined as
IKi(t) = [I(j)Kj (t) ∶ j ∈ Ki ∪ {i}]⊺: (43)
This pattern is compared to the columns of a fault sig-
nature matrix denoted by FKi with c = card(Ki) + 1 rows
and 2c − 1 columns. Each row corresponds to the ARREKi = E(i)a ∪ E(i)s and each column corresponds to a combi-
nation of sensors faults in the set f
(i)
s ∪ fKi . The element(p; q) of FKi , p ∈ {1; : : : ; c}, q ∈ {1; : : : ;2c − 1} equals to 0
when the q-th ARR is structurally insensitive to the fault
combination q. If the q-th fault combination includes the
sensor fault f
(i)
s and the p-th row corresponds to the ARREKi , then the element (p; q) equals to 1, since f (i)s is a local
sensor fault for EKi . If the q-th fault combination includes
only faults f
(j)
s , j ∈ Ki and the p-th row corresponds to
the ARR EKi , then the element (p; q) is set to the symbol∗, which represents either l or 0 [Reppa et al. (2016)].
An example of the matrix FKi is shown in Table 2 of
the simulation example. The outcome of the comparison
is the diagnosis set Ki which includes the possible fault
combinations of propagated sensor faults. If f
(j)
s /∈Ki for
all j ∈ Ki, then the agent M(i) infers the occurrence of
local faults, while if there is at least one fault f
(q)
s /∈ Ki ,
q ∈ Ki then the agent M(i) infers that sensor faults may
have been propagated from the agentsM(j) j ∈ {Ki∖{q}}.
4. SIMULATION RESULTS
In this section, we illustrate the application of the dis-
tributed diagnostic scheme, presented in Section 3 to
a 5-zone HVAC system whose down-view is presented
with solid black lines in Fig. 1. Based on Fig. 1,
we dene the following index sets K1 = {2;3}, K2 ={1;3;5}, K3 = {1;2;4;5}, K4 = {3;5}, K5 = {2;3;4}.
The parameters of each subsystem are: azi=740 KJ/h
○C,
azij=50 KJ/h
○C, ast=12 KJ/kg○C, asz=0.6 KJ/h○C,
Cst=8370 kJ/
○C, Cp=1.004 kJ/kgK, Cv=0.717 kJ/kgK,
air=1.22 kg/m
3, Cz1=30, Cz2=58, Cz3=55, Cz4= Cz5=27
kJ/○C, Ui;max=3700 kg/h, p=2.5, Ust;max=27.36×105
kg/h, Tmax=45
○C, Awi=120 m2, h=8.29 W/m2○C,
Adij=1.95m
2, ds1=d
(i)
1 =d
(i)
2 =10
○C, ds2=5○C. The model-
ing uncertainties are modelled as rs= 10%ds1 sin(0:1t)
(○C/h), r(i)= 10%d(i)1 sin(0:1t) (○C/h), i ∈ {1; : : : ;5}.
The desired temperatures are selected as ysref = 55○C,
y
(i)
ref = 24○C, ∀i. The design parameters of the monitoring
agents are: ns = 3%ysref , n(i) = 3%y(i)ref , rs = 10%ds1,
r(i) = 10%d(i)1 , L(i) = 15, L(i)a =4, L(i)s =22, (i) = 1:1,
(i) = 25, (i)a =1.1, (i)a =35, (i)s =1.1, (i)s =15, (i)a =5,

(i)
s =32, f
(i)
a =1.5, f
(i)
s =6, x
(i)=20○C, ∀i.
To illustrate the decision-making process of the agents
a multiple fault scenario is performed. Specically, two
consecutive faults occur in zone 1 and they have been
simulated such that f
(1)
s = 20%y(1)ref at t = 0:4h and f (1)a =−25%u(1)n at t = 0:6h, with u(1)n = 0:2 where u(1)n =u(1) in
steady state and healthy conditions.
Fig. 3 presents the fault detection process of the agentsM(i), i ∈ {1; : : : ;5}. The agent M(1) detects a fault at
the time instant t
(1)
D = 0:4h. Note that, the activation of
the local identication process is realized at the rst time
instant that the agents detect faults. On the contrary, none
of the remainder agents (M(i), i ∈ {2; : : : ;5}) detected any
fault.
Fig. 4 presents the simulation results of the local iden-
tication process of M(1). At the time instant 0:4871h
the aggregation module A(1) collects the decisions of the
two identication modules and compares the observed
pattern I(1)(0:4871) = [I(1)a (0:4871); I(1)s (0:4871)]⊺ =[1;0]⊺ to the columns of Table 1. The agent M(1) de-
cides that a single sensor fault has occurred in zone
1. The local fault identication continues being ac-
tive, as well as the comparison of the observed pattern
I(1)(t) to the columns of Table 1. As shown in Fig. 4
at the time instant 0:6551h, the pattern I(1) becomes
I(1)(0:6551) = [I(1)a (0:6551); I(1)s (0:6551)]⊺ = [1;1]⊺, lead-
ing to 
(1)
I (0:6551) = {{fa(1); fs(1)} ; fK1(1);FK1(1)} and
I
(1)K1 (0:6551) = 1. Then, the agent M(1) requests the
transmission of the decisions I
(2)K2 and I(3)K3 of the agentsM(2) andM(3) respectively, creating the observed pattern
IK1(0:6551) = [I(1)K1 (0:6551); I(2)K2 (0:6551); I(3)K3 (0:6551)]⊺ =[1;0;0]⊺. This pattern is compared to the columns of the
matrix shown in Table 2, leading to the diagnosis set
K1 = {f (1)s }. Based on this set, the agent M(1) excludes
the propagation of sensor faults and infers the occurrence
of local actuator and sensor faults.
Table 2. Distributed fault signature matrix
FK1 (f(1;2)s = {f(1)s ; f(2)s }, f(1;3)s = {f(1)s ; f(3)s },
f
(2;3)
s = {f(2)s ; f(3)s }, f(1;2;3)s = {f(1)s ; f(2)s ; f(3)s })
f
(1)
s f
(2)
s f
(3)
s f
(1;2)
s f
(1;3)
s f
(2;3)
s f
(1;2;3)
sEK1 1 * * 1 1 * 1EK2 * 1 * 1 * 1 1EK3 * * 1 * 1 1 1
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Fig. 3. Fault detection process of agents M(i), i ∈ {1;2;3;4;5}.
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Fig. 4. Local fault identication of I(1)a (left) and I(1)s (right).
5. CONCLUSION
This paper presented a distributed fault diagnosis (FD)
methodology for isolating actuator and sensor faults in
a multi-zone HVAC system. The proposed architecture
relies on the deployment of several distributed monitoring
agents, which are allowed to exchange information. Every
agent is designed to detect the presence of faults, identify
the type and infer the number and location (local or
propagated faults).
Appendix A
The bound (i) can be determined by using inclusion
functions and applying interval analysis in order to com-
pute a time-varying interval for the function (i)(x(i); x(j))
dened in (20); i.e., belongs to the following interval
(i)(x(i)(t); x(j)(t)) ∈ [(i)(t); (i)(t)]; ∀t; (A.1)
where (i)(t), (i)(t) are the lower and upper time-
varying endpoints. Let us dene ~(i)(x(i); x(j); y(i); y(j)) =
(i)(x(i); x(j)) − (i)(y(i); y(j)). Using (A.1) and applying
interval arithmetic results in
~(i)(x(i); x(j); y(i); y(j)) ∈ [(i) − (i); (i) − (i))] (A.2)
with (i)(t) = (i)(y(i)(t); y(j)(t)). The upper bound
that satises ∣~(i)(x(i); x(j); y(i); y(j))∣ ≤ (i)(y(i); y(j)) is
computed as
(i)(y(i); y(j)) =max(∣(i) − (i)∣; ∣(i) − (i)∣): (A.3)
Given (20), we dene 1 = √∣x(j) − x(i)∣ and 2 =
sgn(x(j) −x(i))max(x(i); x(j)). Based on (8) and Assump-
tion 1, under healthy conditions (i.e. f
(i)
s = 0 for all i),
we have x(i)(t) ∈ [y(i)(t) − n(i); y(i)(t) + n(i)], ∀i and ∀t.
Taking into account the monotonicity of 1 and applying
interval arithmetic, we obtain
1 ∈ [(i)1 ; (i)1 ] (A.4)
[(i)
1
; 
(i)
1 ] =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
[√∣(t) − ∣;√∣(t) + ∣] ; if (t) > [√∣(t) + ∣;√∣(t) − ∣] ; if (t) < −[0;√max (∣(t) − ∣; ∣(t) + ∣)] ; if ∣(t)∣ ≤  (A.5)
where (t) = y(j)(t) − y(i)(t),  = n(j) + n(i). Following
similar steps, we have
2 ∈ [(i)2 ; (i)2 ] (A.6)
[(i)
2
; 
(i)
2 ] = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
[y(j)(t) − n(j); y(j)(t) + n(j)] ; if (t) > [−y(i)(t) − n(i);−y(i)(t) + n(i)] ; if (t) < −[min(W );max(W )] ; if ∣(t)∣ ≤  (A.7)
W = {−min(w1;w2);−max(w1;w2);min(w1;w2); (A.8)
max(w1;w2)}
where w1 = y(j)(t) + n(j) and w2 = y(i)(t) + n(i). Taking
into account that (i)(x(i)(t); x(j)(t)) = 2(t)1(t) and
(A.4)-(A.6), it yields
(i) =min((i)
1
(i)
2
; (i)
1

(i)
2 ; 
(i)
1 
(i)
2
; 
(i)
1 
(i)
2 ); (A.9)
(i) =max((i)
1
(i)
2
; (i)
1

(i)
2 ; 
(i)
1 
(i)
2
; 
(i)
1 
(i)
2 ): (A.10)
Assuming the occurrence of the sensor fault f
(i)
s , while
f
(j)
s = 0; ∀ j ∈ Ki, the bound (i)f (y(i) − f^ (i)s ; y(j)) can be
computed based on (A.3)-(A.8). Specically, is equal to the
right-hand side of (A.3) where (i) = (i)(y(i) − f^ (i)s ; y(j)),
and (i) and (i) are dened through (A.4)-(A.10) with 
in (A.5) being equal to (i) = n(i) + n(j) + f (i)s and n(i) in
(A.7) and (A.8) being replaced with n(i) + f (i)s .
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