We give a sufficient condition to construct non-trivial µ-symmetric diffusion processes on a locally compact metric measure space (M, ρ, µ). These processes are associated with local regular Dirichlet forms which are obtained as continuous parts of Γ-limits for approximating non-local Dirichlet forms. For various fractals, we can use existing estimates to verify our assumptions. This shows that our general method of constructing diffusions can be applied to these fractals.
Introduction
According to the Central Limit Theorem, Brownian motion on R d or on a Riemannian manifold can be obtained as the scaling limit (as r → 0) of canonical random walks: after an exponentially distributed time with mean r 2 the particles have to jump uniformly distributed into the ball of radius r centered at the previous location. By an analogous procedure, many elliptic diffusions on flat or curved spaces can be obtained. In [18] , the basic idea of this procedure was used to construct diffusion processes on arbitrary metric measure spaces.
However, typical diffusions on fractals and also diffusions on R d equipped with a Cantor like speed measure have a different space-time scaling. In order to construct or approximate them by random walks as above, one has to take into account the specific time scale function h(r) (replacing the usual diffusive scale r 2 ).
Given an arbitrary metric measure space (M, ρ, µ) and an arbitrary increasing function h : R + → R + ("time scale function") we define approximating Dirichlet forms E r on L 2 (M, µ) by E r (u) = 1 h(r) M 1 µ(B(x, r)) B(x,r) [u(x) − u(y)] 2 µ(dy) µ(dx).
In Chapter 2 we formulate basic conditions on E r which will imply that there exists a diffusion process associated with the scaling limits of these forms. The crucial point here is to deduce locality of the limiting Dirichlet form (which is equivalent to continuity of the limiting Markov process). Actually, for this result we allow even more general frameworks. The main difficulty is the lack of appropriate cut-off functions.
Instead of studying the above approximating Dirichlet forms on the original metric space, in many cases it is easier to study discrete Dirichlet forms on graphs which approximate the metric space. Chapter 3 is devoted to introduce this concept of approximating graphs and to compare the Dirichlet forms on these graphs with the previous ones.
In Chapter 4 , we prove that suitable two-sided heat kernel estimates for an arbitrary regular Dirichlet form on an metric measure space will imply that the form is comparable to a scaling limit of the previous approximating forms. This in turn allows to verify part of our basic conditions. The main theorem in this chapter (Theorem 4.1) extends the results in [6] which require the volume growth µ(B(x, r)) to be comparable to r α and the time scale h(r) to be comparable to r 2β for some α ≥ 1, β ≥ 1. But since the volume growth and the time scale are not necessarily polynomial growth (see for instance [9] ), such an extension seems to be necessary.
In Chapter 5 we present two different classes of examples. The first ones are p.c.f. (=post critically finite) self-similar sets, e.g. the Sierpinski gaskets. By applying the known results, we characterize the domains of self-similar local regular Dirichlet forms on them (Proposition 5.4). The second ones are (generalized) Sierpinski carpets. For these classes, the domains of local regular Dirichlet forms are known (cf. [14] , [17] ), which we restate in Proposition 5.5. In both cases, we can verify all of our basic conditions, thus diffusions on them can be (re)constructed through the method in Chapter 2.
(ii) Assumption (A2) implies that E 0 ≥ δ · E * . Hence,
(which holds for each regular Dirichlet form, see [16] page 389) and that for each u ∈ L 2 (M, µ)
where ( * ) is due to the uniform continuity of u and the fact that k r (x, y) = 0 if ρ(x, y) > r. This proves
for all u ∈ F ∩ C 0 (M ) which in turn (by density) implies the same inequality for all u ∈ F. In particular, the forms E and E (c) are equivalent. Therefore, (E (c) , F) is closed and thus a strongly local regular Dirichlet form.
From now on, the kernel k r (x, y) will be chosen more concretely. We fix a time scale h, i.e. a strictly increasing function h : [0, ∞) → [0, ∞) with h(0) = 0, and put
The approximating Dirichlet form then reads
. . µ(dy) denotes the normalized integral. Moreover, we let V denote the volume growth, i.e.
V (x, r) := µ(B(x, r)) for x ∈ M and r ≥ 0. Finally, we define
In the sequel, we always assume the following doubling properties for the volume growth V and the time scale h. Assumptions 2.4.
It is well-known and easy to see that (VD), (TD) imply the existence of constants η 1 , η 2 > 0 and C 3 , C 4 > 0 such that for x, y ∈ M and 0 < r < R,
Example 2.5. Assume that there exist positive constants C, C ′ and d such that
for all x ∈ M, r > 0. In this case, the set M is called a d-set and the measure µ is called Ahlfors regular. Then (VD) is satisfied.
Moreover, put h(r) = r 2β for some positive number β. Then (TD) is satisfied. When β < 1, our Lipschitz space Lip µ (h, 2, ∞)(M ) coincides with the Lipschitz space Lip(β, 2, ∞; M ) studied, for instance, in [11] . Remark 2.6. a) Assume (VD). Then the generator A r of E r can be written as
with C = 1 + 2 η 1 C 3 , V (x, y, r) := C V (x, r) −1 + V (y, r) −1 −1 and a Markov kernel q r defined by
Hence, the transition semigroup for E r is given by
r being the k-th iteration of q r . In particular, p r t ≥ e −Ct/h(r) · [1 + Ct/h(r) · q r ]. a) Assume in addition (A1), (A2 * ) and that M is compact. Then E and E (c) are conservative and
for each measurable B ⊂ M , each t > 0 and each n. Here p t , p
t , p rn t denote the transition semigroups associated with the Dirichlet forms E, E (c) , E rn , resp. Indeed, since
According to the compactness of M , B M p • t (x, dy) µ(dx) = µ(B) < ∞ where p • t stands for any of the involved transition semigroups. Hence (2.7) follows.
The inequality (2.7) can be used in combination with the explicit formula (2.6) to deduce lower bounds for B M \B p t (x, dy) µ(dx) and B M \B p (c) t (x, dy) µ(dx) and to conclude that p t and p (c) t are not degenerate.
Remark 2.7. Let us consider the case where there exists a family of time scales {h β (·)} β≥0 such that each h β satisfies (TD) and for each 0
Given h β , we denote E r (u) in (2.4) as E β,r (u). We also denote E β, * (u) = lim sup n→∞ E β,rn (u) and E β,0 (u) = Γ-lim n→∞ E β,r ′ n (u). Note that (A1) for some β implies (A1) for all β ′ < β and
There exists at most one β 0 such that simultaneously:
In the case h β (r) = r 2β , the number d w := 2β 0 is called walk dimension.
Graph approximation under volume doubling
In computing concrete examples, it is often useful to work on approximating graphs instead of M itself. In this section, we will introduce a natural sequence of approximating graphs of (M, ρ, µ) when µ satisfies (VD). We further show that approximating forms are comparable to the original jump-type form under some weak assumptions.
We first define graphs which approximate M . Under (VD), there exists a constant N 0 ∈ N such that for each r > 0 there exists an open covering {B(x i , r)} ∞ i=1 of M with the property that no point in M is contained in more than N 0 of the B(x i , r), i ∈ N. Such a choice of open covering is possible under (VD). Indeed, since M is a locally compact separable metric space, there is an increasing sequence of compact sets {K n } n≥1 such that ∪ n≥1 K n = M . Now, take
. We do this until we can no longer proceed. Since K 1 is compact, there is a finite subset {x i }
Again we do this until we can no longer proceed. By doing this procedure iteratively, we obtain a desired open covering of M . Note that the x i must be at least r distance apart, so that the balls {B(x i , r/2)} i are disjoint. Now suppose y is in N of the balls B(x i , r), i ∈ N (N may be infinite at this stage). Using (2.5), there exists N 0 = C 3 · 10 η 1 such that for each of these we have
which implies N ≤ N 0 , independent of y and r. Let V r = {x i } i . We say that x and y are connected by bonds (which we denote {x, y} ∈ B r ) if B(x, r) ∩ B(y, r) = ∅. In this way, we can define a graph (V r , B r ). The definition of (V r , B r ) depends on the choice of the open covering of M ; -in the following, for each r > 0, we choose one open covering with the above mentioned property and fix the graph (V r , B r ). For each sequence (r m ) which converges to zero, the set ∪ m V rm is dense in M . Note that (V r , B r ) has bounded degree, i.e. sup x∈Vr ♯{y ∈ V r : {x, y} ∈ B r } < ∞. For later use, note also that for each x ∈ M , the number of balls B(x i , r) which intersects with B(x, 2r) (say L x,r ) is bounded by some positive constant L 0 which is independent of x, r. Indeed, if A x,r is a set of such
since each point in M is covered by at most N 0 of the balls B(x i , r) and B(x i , r) ⊂ B(x, 4r). Using (2.5) as before, we have
We can thus take
For each r > 0, the mean value operator µ r :
Here l(V r ) denotes the set of all maps f : V r → R. We define the discrete Dirichlet form on the graph (V r , B r ) by
We will show that this form is comparable with the approximating Dirichlet form E r on the original metric space (M, ρ) under the following Poincaré inequality.
(PI(h)) There exists c 3.1 > 0 such that for each f ∈ L 2 (M, µ) and each r > 0,
where
Lemma 3.1. Assume (VD) and (PI(h)). Then there exists c 3.2 > 0 such that
Proof
Note that if x ∈ B(s, r), s ∈ V r and ρ(x, y) ≤ r, then y ∈ B(t, r) for some t ∈ V r where either t = s or {t, s} ∈ B (L 0 ) r . (Recall that L 0 is the number of balls B(x i , r) which intersects with B(x, 2r).) Using this fact and (VD)
Since the degree of (V r , B r ) is uniformly bounded with respect to r, by a simple computation using triangle inequalities, we have
[LHS of (3.
Computing each term in the sum of the right hand side, we deduce
Now summing up the last term of (3.4) and using (VD), we see that the right hand side of (3.3) is greater than or equal to
Using (PI(h)), we obtain the result. The opposite inequality is easier.
Lemma 3.2. Assume (VD) and (TD). Then there exists c 3.3 > 0 such that
Proof. First, by similar computations as (3.2) and (3.3), using (VD), (TD) and the fact that {B(s, r)} s∈Vr covers each point of M at most finite number of times, we have E r (f )
Note that if x ∈ B(s, r) and {s, t} ∈ B r , then B(t, r) ⊂ {y ∈ M : ρ(x, y) < 4r}. Since {B(s, r)} s∈Vr covers each point of M at most finite number of times, using (VD), we have
Now by the same computation as (3.4) and using (TD), we obtain that the right hand side of (3.5) is greater than or equal to c 4 E r (µ r f ) for some c 4 > 0. As in the case of E r , for a sequence (r n ) n of positive numbers decreasing to 0, put
Our main result in this section is that the Assumptions 3.3 together with (PI(h)) for the discrete Dirichlet forms on the induced graphs (V r , B r ) imply the Assumptions 2.1 for the Dirichlet forms on the abstract metric space M . Proof. The first implication is clear from Lemma 3.1 and the fact that E 0 (u) ≤ E * (u). For the second one, note that by (B2) and Lemma 3.1, we have E * (u) ≤ c 1 Γ-lim inf E rn (µ rn u). By this and Lemma 3.2, we have E * (u) ≤ c 2 Γ-lim inf E rn (u) so that (A2) holds. The last inequality can be proved similarly.
where h −1 is a inverse function of h and Φ 1 , Φ 2 are monotone decreasing positive functions on [0, ∞). (We will assume that Φ 2 decay sufficiently fast at +∞ in Theorem 4.1). Moreover, we impose the following "fast time growth" condition:
(FTG) There exists η 3 > 0 and C 1 > 0 such that h(T )/h(t) ≥ C 1 (T /t) η 3 for all 0 < t < T .
Our main theorem in this section is the following.
Theorem 4.1. Let (M, ρ, µ) be a metric measure space. Assume that (VD) holds for µ and that a time scale h is given which satisfies (TD) and (FTG). Assume further that there is a local regular Dirichlet form (E, F) on L 2 (M, µ) with the following properties: there exists a symmetric transition density p t (x, y) for (E, F) with respect to µ which satisfies (4.1). Here we assume that the function ϕ(s) := s (η 1 +η 2 )/η 3 Φ 2 (s) is monotone decreasing in [s 0 , ∞) for some s 0 > 0 and
Then, for all α > 1 there exist c 4.1 (α), c 4.2 > 0 such that the following holds.
Here E r is the approximating Dirichlet form as defined in (2.4). In particular,
Remark 4.2. By (4.3), we see that (A1) holds. Thus, by Theorem 2.2 i), Proof. We first prove sup r>0 E r (f ) ≤ c 1 E(f ) which in turn immediately will imply
, where P t is the semigroup corresponding to (E, F). Then,
where we use the lower bound of (4.1) in the last inequality. Taking t = h(r) for r > 0, we see that the RHS of (4.6) is equal to
.4). Thus the claim follows.
We next prove c 2 E(f ) ≤ sup m∈N E α −m (f ) which then will imply F ⊃ Lip. For each g ∈ Lip,
We first estimate A(t). (Note that this part is empty if diam(M ) ≤ 1.) Since
for α > 1, using the fact (a + b) 2 ≤ 2(a 2 + b 2 ) and the symmetry, we have
where we use (FTG) and the fact 0 < h(1) < ∞ in the second inequality. Using (2.5), we have
, we have 1/h −1 (t) ≤ c 6 /t 1/η 3 . Combining these facts, we have
for small t > 0. By a simple calculation, we have
By the assumption that ϕ is monotone decreasing and (4.2), we have lim s→∞ ϕ(s) = 0. Thus, noting that η 2 ≥ η 3 , we obtain
for small t and thus A(t) t→0 −→ 0. Next we estimate B(t). By (4.1) again, we have
where we use (2.5) in the last inequality. We now compute the sum in (4.8). Note that by (2.5) and (FTG), we have
where we use (4.2) in the last inequality. Combining this with (4.7), we obtain
Now replacing A(t) and B(t) in the previous argument by
A k (t) = 1 2t ρ(x,y)>α −k (g(x) − g(y)) 2 p t (x, y)µ(dx)µ(dy) and B k (t) = 1 2t ρ(x,y)≤α −k (g(x) − g(y)) 2 p t (x, y)µ(dx)µ(dy) yields E(g) ≤ c 18 · sup m≥k E α −m (g) for each k ∈ N and thus E(g) ≤ c 18 · lim sup m→∞ E α −m (g).
Examples
In this section, we demonstrate some examples where we can obtain non-trivial processes under the framework of the last section. We begin with the definition of a self-similar space: see [1] , [13] for more details and examples. Let I = {1, 2, · · · , N }. The one-sided shift space Σ is defined by Σ = I N . For w ∈ Σ, we denote the i-th element in the sequence by w i and write w = w 1 w 2 w 3 · · · . 
where σ : Σ → Σ is the left shift map, i.e. σw = w 2 w 3 · · · if w = w 1 w 2 · · · .
Set V 0 = π(P (L)); we call V 0 the boundary of M . A Bernoulli (probability) measure on M is a measure µ on M such that µ(F i (M )) = µ i > 0, where
In the following, we will demonstrate two classes of connected self-similar sets (M, I, {F s } s∈I ), which have non-trivial processes under the framework of the last section.
P.c.f. self-similar sets
We call the self-similar set (M, I, {F s } s∈I ) a post critically finite (p.c.f. for short) self-similar sets if the post critical set P (L) is a finite set. This condition implies that M is finitely ramified.
These sets were introduced by Kigami ([12] ). It is shown that, provided a 'regular harmonic structure' exists, (which roughly means there exists a non-degenerate fixed point for a non-linear renormalization map), then a local regular local Dirichlet form exists. There are many fractals which satisfy this assumption (typical examples are the Sierpinski gaskets). We will make this assumption for p.c.f. self-similar sets and introduce the results we need concerning the properties of their Dirichlet forms.
The resistance R(p, q) between points p = q ∈ M can be defined using the Dirichlet form (E, F), by
where we set inf ∅ = ∞. We set R(p, p) = 0 for p ∈ M . Then, the function R(·, ·) determines a metric, which we call the (effective) resistance metric, on M .
There exists a local regular Dirichlet form (E, F) on L 2 (M, µ) which has the following property:
where ρ i > 1 (i ∈ I). Especially, all the elements in F are continuous functions. Further, if we set
admits a positive symmetric continuous reproducing kernel.
2) Let L µ be the self-adjoint operator on L 2 (M, µ) associated with the Dirichlet form (E, F), and define n µ (x) = #{λ : λ is an eigenvalue of −L µ ≤ x.}. Let d e s (µ) > 0 be the unique positive number satisfying
Further, let ν be the Bernoulli measure satisfying
where S is the unique constant which satisfies
Then the maximum of d e s (µ)/2 over Bernoulli measures on M is attained only at ν, and the maximum value is S/(S + 1).
For this special case, (i.e. µ = ν) detailed estimates on the heat kernel p t (x, y) are obtained in [7] . In the following, we will explain a version of the result in the paper. Theorem 5.3. There exists a jointly continuous symmetric transition density p t (x, y) for (E, F) with respect to ν which satisfies the following,
for all 0 < t < 1, x, y ∈ M , where 0 < γ 2 ≤ γ 1 and c 5.1 , · · · , c 5.4 are positive constants which depend only on M .
Proof. This can be obtained by a simple modification of [7] Corollary 1.2, i.e.,
for all x, y ∈ M with e −m−1 ≤ R(x, y) < e −m and all 0 < t < 1, with the same lower bound (with different constants c 3 and c 4 ). Here
N m (x, y) is the shortest path counting function for the resistance metric at level m (see [7] for detailed definition), and
It is enough to estimate d c k (x, y) uniformly from above and below when R(x, y) S+1 /t is (thus k is) large. Now, using self-similarity, Lemma 3.3, Lemma 3.4 and (3.11) of [7] , we have
(From this we see that S ≥ 1.) Substituting this to (5.5), we have
and the result holds.
We remark that we cannot take γ 1 = γ 2 in general, as shown in [7] Section 6. We now show that the domain F of the Dirichlet form is the Lipschitz space. First, note that F is embedded in the space of continuous functions on M and it is independent of the choice of µ. We thus take µ = ν. Then, by (5.4), we can apply Theorem 4.1 with ρ(·, ·) = R(·, ·), β 0 = d w /2 = (S + 1)/2, h(t) = t S+1 and c 1 r S ≤ V (x, r) ≤ c 2 r S . We thus have the following. We write ν for the Bernoulli measure with weights ν i = 1/N : ν is a multiple of the Hausdorff measure on M . In [2] , [15] , [3] , [8] a non-degenerate Dirichlet form E ′ on L 2 (M, ν) is constructed on these spaces, with the property that E ′ is invariant under local isometries of M -and in particular E ′ is the same on each k-complex. The uniqueness of E ′ is an open problem -see [3] . If E ′ were unique then (5.2) would follow immediately. However, without requiring uniqueness, in [15] (see also Remark 5.11 of [3] ) a compactness argument is used to construct a Dirichlet form E with the same invariances as E ′ and in addition satisfying (5.2) in the case when, for a constant ρ M depending on M , ρ i = ρ M , for all 1 ≤ i ≤ N.
Let t M = N ρ M and let X = ( X t , t ≥ 0) be the diffusion associated with E and L 2 (M, ν). We define d w = log t M / log l, the walk dimension of M , and d s = 2 log N/ log t M , the spectral dimension of M . As X satisfies the same local isotropy condition as the processes studied in [2] , [3] , the techniques of those papers apply to X and lead to the following estimates for the transition density of the process. for all 0 < t < 1, x, y ∈ M , where c 5.5 , · · · , c 5.8 are positive constants which depend only on M and · − · is the Euclidean metric. Thus, we can apply Theorem 4.1 with ρ(·, ·) = · − · , β 0 = d w /2 =, h(t) = t dw and c 1 r log N/ log l ≤ V (x, r) ≤ c 2 r log N/ log l and we have the following (cf. [14] , [17] ).
Proposition 5.5.
Further, the Lipschitz norm is comparable to E in the sense of (4.3).
By this proposition, (A1) holds in this case. Further, (4.5) holds by Proposition 5.2 and Theorem 5.4 in [15] (in general, Lemma 4.1 and Lemma 4.3 in [8] ). Therefore (A2*) (thus (A2)) holds in this case.
