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1 Introduction
Volatility forecasts of financial assets are of great importance in finance. For instance, risk management,
asset allocation, option pricing and trading in financial markets (see e.g. Knight and Satchell, 2007) require
reliable volatility forecasts. We use lasso-based forecast methods (Tibshirani, 1996) to obtain such volatility
forecasts of various international stock market indices. The lasso has become a popular forecast method since
it provides parsimonious forecast models (see e.g. Fan et al., 2011). Its usefulness for volatility forecasting,
however, is underexplored. Our aim is to investigate (i) which lasso-based forecast method provides the most
accurate volatility forecasts and, (ii) whether these volatility forecasts become more accurate if spillover
effects between the different stock market indices are accounted for, and (iii) whether forecast combination
in the lasso-based forecast methods improves further the forecast accuracy.
The inherent problem in obtaining volatility forecasts is that volatility is unobservable. Therefore, one
traditionally considered latent variable models such as stochastic volatility models or GARCH models (Boller-
slev, 1986). However, with the advent of high-frequency data, accurate estimates of volatility have become
available (Andersen et al., 2001; Barndorff-Nielsen and Shephard, 2002). Realized variances are computed as
the sum of squared intraday returns for a particular day, thereby making volatility observable. The advan-
tage of working with realized variances is that traditional time series models like univariate AutoRegressive
(AR) and multivariate Vector AutoRegressive (VAR) models can be used for forecasting.
This paper proposes the use of lasso-based estimators for AutoRegressive and Vector AutoRegressive
models for log-realized variance of ten international stock market indices. The lasso (Tibshirani, 1996)
provides sparse model estimates, meaning that many of the lagged autoregressive parameters are estimated
as exactly zero. As such, a parsimonious model is obtained. Such parsimonious models reduce estimation
error and therefore may yield more accurate forecasts. Recent papers by Audrino and Knaus (2016) and
Audrino et al. (2015) discuss estimation of the AR model by the lasso to obtain realized variance forecasts.
Our paper differs from theirs in that we not only consider lasso estimation of univariate (AR) models but
also of multivariate (VAR) models, see e.g. Callot et al. (2016) for forecasting large realized covariance
matrices. Especially when stock markets are going through a period of high uncertainty, like financial crises,
their volatility interdependence tends to increase (e.g. Diebold and Yilmaz, 2015, Chapter 4). This justifies
the use of VAR models over AR models to capture the spillover structure between the different stock market
indices’ volatilities (i.e. effects from one stock market index volatility on another). The parsimony advantage
of the lasso becomes even more important for estimating such VAR models since they become intractable
for large systems of time series, see e.g. Gelper et al. (2016). In fact, a parsimonious spillover structure is
obtained since only the most important spillovers effects between different stock market indices are estimated
non-zero.
2
While Audrino and Knaus (2016), Audrino et al. (2015) and Callot et al. (2016) only consider the use of
the standard lasso, we also consider two extensions of the lasso that embed lag selection into the estimation
procedure: the hierarchical lasso (e.g. Bien et al., 2013 for regression models, Nicholson et al., 2016a for
time series models) and the ordered lasso (e.g. Suo and Tibshirani, 2015 for univariate models). In addition
to the aim of attaining sparse estimates, the hierarchical and ordered lasso aim at attaining estimates with a
low maximal lag order. Both estimators are very flexible since they allow each time series to have its own lag
structure in each equation of the VAR. Most previous studies on multivariate models, by contrast, require
the strong assumption of a single universal lag order.
An important choice that needs to be made for lasso-based estimators concerns the selection of the sparsity
parameter that determines the degree of sparsity of the autoregressive estimates (or “model parsimony”), as
measured by the number of non-zero coefficients. Previous studies either use information criteria or cross-
validation to select the “optimal” sparsity parameter. Forecasts are then obtained from the lasso-based
estimator with the selected sparsity parameter. We, in contrast, do not select an optimal sparsity parameter
but rather combine forecasts obtained with different sparsity parameters in a forecast combination approach.
Such forecast combinations are typically more robust to a wrongly chosen sparsity parameter.
We apply our forecast models to monthly log-realized variance of ten international stock market indices
observed over January, 2000 to April, 2016. While most realized variance time series share similar patterns,
the in-sample estimation results reveal that their respective optimal lag lengths selected by the different lasso
methods can differ substantially. The ordered lasso has best in-sample fit over all markets. Studying the
spillovers when estimating multivariate models allows to identify which markets drive others. By measuring
out-of-sample forecast accuracy in terms of absolute forecast errors in an expanding window setup, it turns out
that the ordered lasso also dominates. Forecast combination slightly improves the results, though applying
the model confidence set approach shows that the difference with the ordered lasso method with a single
sparsity parameter is not significant. Another interesting finding is that the multivariate forecasting models
outperform univariate models for the longer forecast horizons we consider (i.e. 3 and 6 months) meaning
that spillover effects have long term forecasting power.
The remainder of this paper is structured as follows. Section 2 discusses the univariate and multivariate
forecast models, together with the three lasso-based estimators used to obtain log-realized variance forecasts.
Section 3 describes the data and discusses the results on lag length estimation for the univariate forecast
model and spillover structure for the multivariate forecast model. Section 4 details the out-of-sample forecast
performance of the different forecast methods. Section 5 provides a range of robustness checks. Section 6
concludes.
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2 Modeling and forecasting realized variance
First, we discuss the univariate and multivariate forecast models for the log-realized variances we study in
this paper. Next, we introduce the three lasso-based estimators to obtain estimates and forecasts. Finally,
we explain how we perform forecast combination.
2.1 Modeling realized variances
Univariate forecast model Denote the log-realized variance of stock market index i at time point t
by log RV
(i)
t . We consider an AutoRegressive (AR) Model of order p for the log-realized variance of stock
market index i
log RV
(i)
t = β1log RV
(i)
t−1 + β2log RV
(i)
t−2 + . . .+ βplog RV
(i)
t−p + 
(i)
t , (1)
for t = p+ 1, . . . , T . The log-realized variance at time point t is modeled as a function of its own past values
up to p periods ago. We assume, without loss of generality, that all time series are centered such that no
intercept is included, and that the error terms t are white noise with mean zero, variance σ
2.
Multivariate forecast model As a multivariate extension, we consider the Vector AutoRegressive (VAR)
Model of order p for the log-realized variances of the q = 10 stock market indices
log RV
(1)
t =
∑q
j=1
∑p
l=1 β1j,llog RV
(j)
t−l + 
(1)
t
log RV
(2)
t =
∑q
j=1
∑p
l=1 β2j,llog RV
(j)
t−l + 
(2)
t
... =
...
log RV
(q)
t =
∑q
j=1
∑p
l=1 βqj,llog RV
(j)
t−l + 
(q)
t ,
(2)
where the log-realized variance of stock market index i at time point t is modeled as a function of its own
past values and the past values of the other stock market indices up to p periods ago. We assume that the
multivariate error time series with q components, (
(1)
t , . . . , 
(q)
t )
′, is a multivariate white noise with mean 0,
and covariance matrix Σ. The VAR model, in contrast to the AR model, captures spillovers between the
different stock market indices. Indeed βij,l measures the effect at lag l of stock market index j on stock
market index i. We call this effect a “spillover” effect if stock market index j 6= i.
2.2 Lasso-based estimators and realized variance forecasts
We use three lasso-based estimators to obtain realized variance forecasts. They differ in terms of the sparsity
structure they impose on the autoregressive parameters.
Lasso The lasso estimator with sparsity parameter λ > 0 is given by
β̂lasso,λ = argmin
β
q∑
i=1
(
1
2
T∑
t=p+1
(
log RV
(i)
t −
q∑
j=1
p∑
l=1
βij,llog RV
(j)
t−l
)2)
+ λ
q∑
i=1
q∑
j=1
p∑
l=1
|βij,l|, (3)
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where the first term in equation (3) is a least squares criterion. For the univariate forecast model, q = 1 and
the vector β collects all p estimated parameter values. For the multivariate model, β collects all q × q × p
estimated parameter values. The larger the sparsity parameter λ, the more elements of β̂ will be put to
zero, hence the more parsimonious the forecast model.
A drawback of the lasso is that it does not account for the dynamic nature of the AR/VAR model.
Indeed, it allows higher order lags of a particular time series to be included in the model while lower order
lags of the same time series are absent. We might want a higher order lag to be included in the model only
if its lower order lags are already included. To accommodate this feature, we consider two extensions of the
lasso.
Hierarchical Lasso The hierarchical lasso estimator (Bien et al., 2013; Nicholson et al., 2016a) with
sparsity parameter λ > 0 is given by
β̂hierlasso,λ = argmin
β
q∑
i=1
(
1
2
T∑
t=p+1
(
log RV
(i)
t −
q∑
j=1
p∑
l=1
βij,llog RV
(j)
t−l
)2)
+ λ
q∑
i=1
q∑
j=1
p∑
l=1
||βij,(l:p)||2, (4)
where || · ||2 denotes the Euclidean norm of a vector and βij,(l:p) = (βij,l, . . . , βij,p) is an p − l + 1 vector
collecting the furthest lags of time series j in equation i. The hierarchical lasso accounts for the dynamic
nature of the AR/VAR by forcing lower order lagged coefficients of a time series in one of the equations to
be selected before its higher order lagged coefficients: for all l′ > l, β̂ij,l = 0 implies β̂ij,l′ = 0 almost surely.
Ordered Lasso The ordered lasso estimator (Suo and Tibshirani, 2015) with sparsity parameter λ > 0 is
given by
β̂orderedlasso,λ = argmin
β
q∑
i=1
(
1
2
T∑
t=p+1
(
log RV
(i)
t −
q∑
j=1
p∑
l=1
βij,llog RV
(j)
t−l
)2)
+ λ
q∑
i=1
q∑
j=1
p∑
l=1
(β+ij,l + β
−
ij,l), (5)
subject to the constraints β+ij,1 ≥ β+ij,2 ≥ . . . ≥ β+ij,p ≥ 0, and β−ij,1 ≥ β−ij,2 ≥ . . . ≥ β−ij,p ≥ 0, and each
βij,l = β
+
ij,l − β−ij,l, for all 1 ≤ i, j ≤ q and 1 ≤ l ≤ p. Similar to the hierarchical lasso, the ordered
lasso encourages lower order lagged coefficients to be selected before its higher order lagged coefficients.
Additionally, the ordered lasso encourages the absolute values of the lagged effects of each time series j in
each equation i to be monotone non-increasing as we move farther back in time.
Automatic lag selection An advantage of these lasso estimators is that they perform automatic lag
selection due to the sparsity induced in β̂. In the univariate forecast model, the lag length is estimated as
p̂ = sup{1 ≤ l ≤ p : β̂l 6= 0},
the lag corresponding to the largest non-zero estimated parameter. Similarly in the multivariate forecast
model, the lag length pij for each time series 1 ≤ j ≤ q in equation 1 ≤ i ≤ q of the VAR is estimated as
p̂ij = sup{1 ≤ l ≤ p : β̂ij,l 6= 0}.
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Each time series is allowed to have its own lag structure in each equation of the VAR.
Algorithmic details The lasso optimization problems (3), (4), and (5) can be solved efficiently using
proximal gradient methods. Proximal gradient methods extend traditional gradients methods to non-smooth
objective functions (see e.g. Bien and Witten, 2016). Starting from an initial value, the estimate of the pa-
rameter vector is updated until converge by evaluating the proximal operator at the gradient step we would
take if we were minimizing the least squares criterion alone. The key step is thus to evaluate the proximal
operator which involves solving a convex optimization problem. While the lasso and hierarchical lasso use
the Fast Iterative Soft-Thresholding Algorithm to evaluate the proximal operator, the ordered lasso uses the
Pool Adjacent Violators Algorithm. For more details, we refer to Suo and Tibshirani (2015) and Jenatton
et al. (2011) and references therein. All computations are carried out in R version 3.2.1. The code of the
algorithms relies on the R-packages orderedLasso (Friedman et al., 2015) and BigVAR (Nicholson et al.,
2016b) and is available from the authors upon request.
2.3 Forecast combination
The selection of the sparsity parameter λ poses an important choice for lasso estimators. In contrast to
previous studies on lasso-based forecasting, we do not select an “optimal” sparsity parameter. Instead,
we combine forecasts obtained from lasso estimations with several sparsity parameters. We obtain several
forecasts, one for each choice of the sparsity parameter λ, and weigh these individual forecasts to construct
a final log-realized variance forecast. We expect this forecast combination approach to be more robust to a
wrongly chosen sparsity parameter.
To construct our different forecasts, we consider a logarithmic spaced grid of sparsity parameters of
length L = 20 in the interval [λ1, λL], with λ1 = 0 and λL an estimate of the sparsity parameter that shrinks
all parameters to zero, see Friedman et al. (2010) for the lasso. Similar expressions are obtained for the
hierarchical and ordered lasso. If the number of parameters to be estimated is larger than the number of
time points, we take λ1 = λL/10. For each value λm, for 1 ≤ m ≤ L, we estimate the (AR or VAR) model
using either the lasso from equation (3), the hierarchical lasso from equation (4), or the ordered lasso from
equation (5). This results in L different estimates β̂λm having their own degree of sparsity with corresponding
h-step ahead direct forecasts of the log-realized variance for stock market index i
̂log RV(i)t+h,λm = q∑
j=1
p∑
l=1
(β̂λm)ij,llog RV
(i)
t+1−l.
We use direct forecasts since these are more robust to model misspecification than iterated forecasts (Mar-
cellino et al., 2006). The final forecast of the log-realized variance of stock market index i at time point t+h
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is then given by ̂log RV(i)t+h = L∑
m=1
wm · ̂log RV(i)t+h,λm , (6)
the weighted sum of the L individual log-realized variance forecasts obtained from the lasso, hierarchical or
ordered lasso with sparsity parameter λm. As forecast combination weights wm we take
wm =
exp (−0.5BICλm)∑L
m=1 exp (−0.5BICλm)
. (7)
Hence, the weights depend on the Bayesian Information Criterion BICλm of each forecast model 1 ≤ m ≤ L
(e.g. Elliott and Timmermann, 2016, Chapter 14) as given by
BICλm = n · log(Lossλm) + dfλm · log(n),
where n = T − p, Lossλm is the first term in objective functions (3), (4), and (5) using sparsity parameter
λm, and dfλm is the number of non-zero components of β̂λm . When forecasting the log-realized variances,
we take a maximum lag length of p = 36. The highest weight is given to the model having the smallest value
of the BIC.
Our forecast combination approach is similar to Bayesian Model Averaging (BMA, see e.g. Koop, 2003,
Chapter 11). BMA gives a final forecast by weighting different models according to their posterior model
probability. Hence, BMA is mainly motivated as a way of dealing with model uncertainty. Note that the
lasso can be seen as the mode of a Bayesian estimator with independent double-exponential prior (Tibshirani,
1996). The sparsity parameter λ enters as a hyperparameter in the prior distribution. Hence, we have
different models, one for each choice of the hyperparameter λ entering the prior. As such, our forecast
combination approach deals with uncertainty regarding the appropriate choice of the hyperprameter λ.
Since we use BIC-based weights to construct our final forecast, we also give the highest weight to the model
with the highest probability given the data.
3 Data and in-sample results
In this section, we discuss the data, the estimated lag lengths of the univariate models, and the spillover
structure of the multivariate models.
3.1 Data
We use data on realized variances for ten different stock market indices. We consider a selection of American,
Asian and European stock market indices: (1) the Amsterdam Exchange Index “AEX”, (2) the French stock
index Cotation Assiste´e en Continu “CAC”, (3) the German stock index Deutscher Aktienindex “DAX”, (4)
the American Dow Jones Industrial Average “DJIA”, (5) the stock index of the Eurozone “EUROSTOXX”,
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Table 1: Descriptives: Mean, standard deviation, skewness, kurtosis and first order autocorrelation of each
log-realized variance time series.
Mean St.Dev. Skewness Kurtosis AutoCorrlag=1
AEX 3.210 0.901 0.756 3.242 0.764
CAC 3.401 0.843 0.494 3.056 0.758
DAX 3.434 0.870 0.598 3.102 0.780
DJIA 2.760 0.871 0.878 3.760 0.745
EUROSTOXX 3.293 0.821 0.621 3.383 0.749
FTSE 2.864 0.865 0.681 3.425 0.770
NASDAQ 3.241 0.959 0.687 2.640 0.800
NIKKEI 3.361 0.608 0.357 3.945 0.659
SMI 2.882 0.864 0.928 3.660 0.727
SP500 2.776 0.896 0.773 3.462 0.767
(6) the United Kingdom Financial Times Stock Exchange Index 100 “FTSE”, (7) the American stock index
“NASDAX”, (8) the Japanese stock index “NIKKEI”, (9) the Swiss market index “SMI”, and (10) the American
Standard & Poor’s 500 market index “SP500”.
Daily realized variance measures based on five minute returns are taken from Oxford-Man Institute of
Quantitative Finance (publicly available on http://realized.oxford-man.ox.ac.uk/ data/download). One of
our objectives is the comparison of univariate and multivariate forecast models. We therefore aggregate the
data to monthly frequency between January 2000 and April 2016, i.e. T = 196 observations. An advantage of
working with monthly data instead of daily data is that we avoid the problem of non-overlapping trading days
in the multivariate forecast model of the different international stock market indices. Note that in Section 6
below, we compare our monthly univariate forecasting results with the forecasts from models estimated on
daily realized variances. Following standard practice, realized variance is log-transformed ensuring that their
distribution more closely resembles the normal distribution and lives on the whole real line. Figure 1 plots
the log-realized variances. The Augmented Dickey-Fuller test confirms that the time series are stationary.
Descriptive statistics are given in Table 1. After log-transforming each time series, its skewness and kurtosis
more resemble that of a normal distribution. The log-realized variance of NASDAQ is the most volatile and it
has the highest first order autocorrelation. The log-realized variance of NIKKEI, on the contrary, is the least
volatile and has the lowest first order autocorrelation.
3.2 Lag length estimation for univariate models
Table 2 reports the estimated lag lengths and the BIC values of the ten stock market indices for the forecast
combined lasso, hierarchical lasso and ordered lasso applied to the full sample. The estimated lag length of
each stock market index i is given by
p̂i =
L∑
m=1
wmp̂i,λm .
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Figure 1: Log-realized variances for the ten stock market indices from January 2000 to April 2016.
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Table 2: Estimated lag lengths p̂ and BIC (full sample).
Stock market index Lasso Hierarchical Lasso Ordered Lasso
p̂ BIC p̂ BIC p̂ BIC
AEX 4.63 173.44 5.00 -69.47 3.00 -160.07
CAC 31.00 -99.16 5.00 -84.11 2.99 -174.96
DAX 4.93 -140.66 4.00 -96.02 2.01 -181.90
DJIA 3.45 -42.32 6.02 -58.83 4.92 -149.00
EUROSTOXX 2.00 -112.83 6.00 -86.12 2.98 -178.05
FTSE 35.09 -77.24 6.01 -57.51 3.00 -182.95
NASDAQ 25.16 -71.52 7.00 -30.88 3.97 -154.92
NIKKEI 1.00 -148.62 3.85 -184.02 1.45 -232.36
SMI 1.00 147.33 4.00 -89.18 4.53 -157.50
SP500 3.34 142.56 5.00 -58.54 4.66 -147.03
In line with our expectations, the hierarchical and ordered lasso give much lower estimated lag lengths than
the lasso for the majority of stock market indices (exceptions are EUROSTOXX, NIKKEI, SMI and SP500).
For the hierarchical and ordered lasso, the lower order lags of the maximum non-zero lag are all non-zero,
thereby encouraging a parsimonious, low maximal lag order model. For the lasso, in contrast, the estimated
lag length is the highest order non-zero lagged coefficient; lower order lags can be both zero or non-zero.
Among the three estimators, the ordered lasso consistently gives the best in-sample fit, i.e. lowest value of
BIC for each stock market index.
The estimated lag lengths of the American stock market indices are typically the highest, followed by the
European stock market indices. The American stock market indices have, overall, the highest volatility (see
Table 1), and contain several volatility spikes. For more turbulent time series like these, higher order AR
models typically have more explanatory power than lower order AR models. By contrast, the estimated lag
length for the Japanese stock market index NIKKEI is the lowest. Since it also has the lowest stock market
volatility, it is characterized by calmer market conditions. Simple, low lag order AR models then perform
best.
3.3 Spillover structure in multivariate models
Figure 2 visualizes the lag matrix of estimated lag lengths for the forecast combined lasso, hierarchical lasso
and ordered lasso applied to the full sample. For each cell ij, the estimated lag length is
p̂ij =
L∑
m=1
wmp̂ij,λm .
If p̂ij 6= 0, there is a spillover effect from stock market index i to stock market index j, if p̂ij = 0 there
is no spillover effect. For instance, the ordered lasso indicates a spillover effect from AEX to DAX since the
estimated lag length is p̂13 = 1. In contrast, there is no spillover effect from AEX to DJIA since p̂14 = 0.
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In line with the results from the univariate forecast models, (i) the lag matrix of the hierarchical and
ordered lasso is much sparser with overall lower estimated lag lengths than the one of the lasso, and (ii)
American stock market indices have, overall, high own (cfr. diagonal of lag matrix) lag lengths, NIKKEI
has overall, a low own lag length. Furthermore, note that the diagonal of the lag matrix is non-zero (overall,
and for all estimators), indicating that each stock market index log-realized variance is influenced by its own
past values.
The lasso-based estimators allow each time series to have its own lag structure in each equation of the
VAR, as can be seen from the lag matrices from Figure 2. It is important to note that the lag matrix is not a
measure of the spillover strengths, but it still allows us to easily distinguish “net drivers” and “net receivers”
of stock market index volatility. Net drivers influence more other stock market indices than that they are
influenced by other indices. Net receivers are more influenced by other stock market indices than that they
influence other indices. We focus on the results of the ordered lasso since it provides the best in-sample fit
(i.e BIC= 628.57 versus 908.04 for the hierarchical lasso, and 1065.37 for the lasso). For some stock market
indices, like FTSE, the own passed lags are the main driving factor (cfr. near zero FTSE column in lag matrix
ordered lasso), others like AEX or EUROSTOXX are influenced by several other stock market indices. Similarly,
some stock market indices, like NIKKEI, do not drive any of the other stock market indices’ volatility (cfr.
zero NIKKEI row in lag matrix ordered lasso). Overall, we find that American stock market indices are net
drivers, the European stock market indices are net receivers, and NIKKEI is a pure receiver of other stock
market indices’ volatility. These findings are in line with previous research, see e.g. Diebold and Yilmaz
(2015, Chapter 4) and references therein.
4 Forecast Accuracy
We use (i) four estimators: the lasso, hierarchical lasso, ordered lasso, and least squares; (ii) two forecast
combination approaches: forecast combination versus no forecast combination; and (iii) two forecast models:
univariate and multivariate. We compare the forecast performance along these three dimensions resulting in
16 = 4× 2× 2 forecast methods.
Regarding the forecast combined least squares, (AR or VAR) models are estimated by least squares, each
having lag order m, for 1 ≤ m ≤ pLS. The final forecast combines these forecasts by giving the highest
weight to the model with the lowest BIC, see equation (6). An advantage of the lasso estimators compared
to the least squares is that the former are computable if the number of parameters to be estimated exceeds
the number of time points, whereas the latter is not. For this reason, the maximum possible lag length pLS
estimable by least squares might be lower than p depending on the model (AR or VAR) and the number of
time points under consideration. For instance, if the number of time points is bT/2c = 98 (i.e. our smallest
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Figure 2: Lag matrix of estimated lag lengths. Each cell ij indicates the maximum number of non-zero lags
of time series i (row) in equation j (column) of the VAR model estimated by the lasso (top left), hierarchical
lasso (top right), or ordered lasso (bottom). The darker the cell, the higher the estimated lag length.
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estimation window), the maximum possible lag length for the VAR estimable by least squares is p = 9 since
then the number of parameters p × q = 9 × 10 = 90 per equation is still below the number of time points.
Forecasts without combination are obtained by selecting the sparsity parameter selected based on the BIC
for the lasso estimators, and with the lag length selected by the BIC for the least squares.
To evaluate the out-of-sample forecast accuracy of each method, we use an expanding window approach.
We consider different values of the forecast horizon h ∈ {1, 2, 3, 6}. At each time point t = bT/2c, . . . , T−h, we
use the forecast methods to estimate the AR (in the univariate case) or the VAR model (in the multivariate
case) with maximum lag length p = 36 months. As such, h-step ahead direct forecasts ̂log RV(i)t+h and
corresponding forecast errors e
(i)
t+h = log RV
(i)
t+h − ̂log RV(i)t+h are obtained for each stock market index 1 ≤
i ≤ 10. The forecast performance of each stock market index i is then measured by its Absolute Forecast
Error
AFE
(i)
h =
1
T − h− bT/2c+ 1
T−h∑
t=bT/2c
|e(i)t+h|.
The overall forecast performance, averaged over the ten stock markets, is measured by the Mean Absolute
Forecast Error
MAFEh =
1
10
10∑
i=1
 1
T − h− bT/2c+ 1
T−h∑
t=bT/2c
|e(i)t+h|
σ̂
(i)
1:t
 , (8)
where we divide the forecast errors by σ̂
(i)
1:t, the standard deviation of the log-realized variance of stock market
index i computed over the time points 1, . . . , t, to adjust for the fact that the different series have different
volatilities and predictabilities (see e.g. Carriero et al., 2011).
The AFEs for each stock market index are in Table 3 for the univariate forecast models, Table 4 for the
multivariate forecast models. Table 5 summarizes the results by computing the average MAFEh as shown in
equation (8) concentrating on the three dimensions Estimator, Forecast Combination, and Forecast Model.
Estimators Table 5 (top panel) shows that for all horizons, the ordered lasso attains the lowest, and thus
best, MAFE. The least squares performs second best. Among the lasso-based estimators, only the ordered
lasso performs better than the least squares. Hence, the largest improvements in forecast accuracy can be
obtained by accounting for the dynamic nature of the AR model and imposing monotonicity constraints.
Forecast combination versus no forecast combination Table 5 (bottom left panel) shows that the
forecast combined approaches produce slightly lower MAFEs than the non-forecast combined ones, and this
for all horizons. Hence, the gains of protecting against a wrongly chosen sparsity parameter are, in the
majority of considered cases, small.
Univariate versus multivariate forecast models Table 5 (bottom right panel) shows that for the
short forecast horizons h = 1 and h = 2, the univariate forecast models outperform the multivariate forecast
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Table 3: Univariate Forecast Models.
Stock market index Horizon Least Squares Lasso Hierarchical Lasso Ordered Lasso
noFC FC noFC FC noFC FC noFC FC
AEX h = 1 0.460 0.458 0.550 0.546 0.581 0.581 0.457 0.458
h = 2 0.567 0.553 0.599 0.599 0.626 0.626 0.554 0.553
h = 3 0.599 0.598 0.631 0.628 0.675 0.675 0.619 0.620
h = 6 0.670 0.671 0.742 0.743 0.717 0.717 0.690 0.692
CAC h = 1 0.494 0.485 0.550 0.549 0.563 0.563 0.483 0.484
h = 2 0.587 0.580 0.608 0.610 0.612 0.612 0.578 0.576
h = 3 0.634 0.634 0.643 0.642 0.630 0.630 0.607 0.611
h = 6 0.657 0.656 0.698 0.699 0.683 0.682 0.652 0.655
DAX h = 1 0.477 0.472 0.522 0.523 0.549 0.549 0.468 0.469
h = 2 0.531 0.531 0.577 0.577 0.585 0.585 0.538 0.538
h = 3 0.599 0.598 0.649 0.648 0.621 0.621 0.590 0.596
h = 6 0.650 0.650 0.678 0.844 0.681 0.681 0.665 0.662
DJIA h = 1 0.567 0.567 0.591 0.593 0.637 0.637 0.548 0.548
h = 2 0.650 0.646 0.670 0.669 0.706 0.706 0.638 0.640
h = 3 0.667 0.665 0.688 0.688 0.725 0.725 0.675 0.669
h = 6 0.733 0.733 0.785 0.786 0.799 0.799 0.753 0.755
EUROSTOXX h = 1 0.477 0.467 0.514 0.517 0.527 0.527 0.469 0.468
h = 2 0.552 0.556 0.576 0.573 0.563 0.563 0.544 0.540
h = 3 0.608 0.608 0.593 0.588 0.595 0.595 0.588 0.588
h = 6 0.631 0.629 0.658 0.951 0.658 0.658 0.632 0.630
FTSE h = 1 0.463 0.458 0.526 0.529 0.550 0.550 0.462 0.462
h = 2 0.565 0.559 0.584 0.587 0.595 0.595 0.551 0.550
h = 3 0.615 0.613 0.628 0.619 0.627 0.627 0.606 0.606
h = 6 0.677 0.677 0.699 0.702 0.690 0.690 0.667 0.669
NASDAQ h = 1 0.521 0.505 0.659 0.658 0.710 0.710 0.498 0.499
h = 2 0.611 0.608 0.751 0.736 0.756 0.756 0.601 0.604
h = 3 0.637 0.634 0.703 0.705 0.776 0.776 0.640 0.644
h = 6 0.671 0.672 0.841 0.843 0.832 0.832 0.718 0.723
NIKKEI h = 1 0.625 0.632 0.732 0.729 0.659 0.659 0.638 0.637
h = 2 0.719 0.721 0.713 0.705 0.680 0.680 0.684 0.692
h = 3 0.775 0.778 0.767 0.770 0.727 0.727 0.774 0.766
h = 6 0.762 0.762 0.722 0.723 0.738 0.738 0.741 0.736
SMI h = 1 0.543 0.527 0.566 0.570 0.596 0.596 0.530 0.529
h = 2 0.617 0.617 0.642 0.638 0.633 0.633 0.612 0.601
h = 3 0.646 0.643 0.659 0.660 0.672 0.673 0.633 0.630
h = 6 0.711 0.712 0.717 0.778 0.748 0.749 0.711 0.711
SP500 h = 1 0.544 0.535 0.602 0.602 0.654 0.654 0.530 0.530
h = 2 0.661 0.652 0.699 0.699 0.723 0.723 0.639 0.643
h = 3 0.686 0.685 0.718 0.721 0.734 0.734 0.682 0.681
h = 6 0.741 0.741 0.850 0.845 0.803 0.803 0.763 0.765
Notes: Absolute Forecast Errors for the ten stock market indices, the four forecast horizons, and eight forecast
methods. “no FC”: result from the optimal model selection by BIC. “FC”: result from Forecast Combination
approach. The sample used is monthly data from January, 2000, to April, 2016, totaling 196 observations.
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Table 4: Multivariate Forecast Models.
Stock market index Horizon Least Squares Lasso Hierarchical Lasso Ordered Lasso
noFC FC noFC FC noFC FC noFC FC
AEX h = 1 0.472 0.472 0.624 0.622 0.653 0.651 0.468 0.466
h = 2 0.591 0.591 0.650 0.649 0.674 0.672 0.563 0.562
h = 3 0.632 0.632 0.637 0.637 0.678 0.677 0.599 0.598
h = 6 0.700 0.700 0.690 0.690 0.709 0.710 0.678 0.678
CAC h = 1 0.504 0.504 0.597 0.596 0.620 0.618 0.488 0.487
h = 2 0.627 0.627 0.620 0.618 0.635 0.634 0.579 0.579
h = 3 0.666 0.666 0.605 0.605 0.637 0.636 0.598 0.597
h = 6 0.739 0.739 0.659 0.660 0.673 0.673 0.643 0.643
DAX h = 1 0.488 0.488 0.606 0.604 0.625 0.623 0.478 0.477
h = 2 0.599 0.599 0.621 0.620 0.634 0.633 0.533 0.533
h = 3 0.628 0.628 0.615 0.615 0.638 0.637 0.586 0.585
h = 6 0.677 0.677 0.670 0.670 0.673 0.674 0.652 0.652
DJIA h = 1 0.573 0.573 0.688 0.685 0.715 0.713 0.534 0.533
h = 2 0.665 0.665 0.706 0.705 0.732 0.730 0.624 0.623
h = 3 0.645 0.645 0.687 0.687 0.735 0.734 0.666 0.665
h = 6 0.724 0.724 0.758 0.758 0.787 0.787 0.763 0.763
EUROSTOXX h = 1 0.482 0.482 0.569 0.567 0.590 0.589 0.475 0.475
h = 2 0.607 0.607 0.588 0.588 0.600 0.599 0.550 0.551
h = 3 0.668 0.668 0.575 0.575 0.603 0.602 0.575 0.575
h = 6 0.695 0.695 0.621 0.622 0.633 0.633 0.602 0.602
FTSE h = 1 0.463 0.463 0.561 0.559 0.597 0.594 0.467 0.465
h = 2 0.628 0.628 0.591 0.590 0.614 0.612 0.546 0.546
h = 3 0.648 0.648 0.612 0.612 0.629 0.628 0.598 0.598
h = 6 0.728 0.728 0.658 0.658 0.679 0.680 0.666 0.666
NASDAQ h = 1 0.526 0.526 0.731 0.727 0.740 0.739 0.534 0.530
h = 2 0.628 0.628 0.726 0.724 0.754 0.753 0.645 0.643
h = 3 0.613 0.613 0.719 0.719 0.755 0.755 0.673 0.673
h = 6 0.656 0.656 0.768 0.769 0.783 0.783 0.748 0.748
NIKKEI h = 1 0.673 0.673 0.744 0.744 0.739 0.738 0.699 0.693
h = 2 0.751 0.751 0.722 0.722 0.717 0.716 0.731 0.732
h = 3 0.783 0.783 0.717 0.717 0.725 0.724 0.739 0.739
h = 6 0.887 0.887 0.726 0.726 0.728 0.728 0.723 0.723
SMI h = 1 0.543 0.543 0.652 0.650 0.670 0.668 0.525 0.528
h = 2 0.661 0.661 0.654 0.653 0.683 0.682 0.614 0.613
h = 3 0.701 0.701 0.658 0.659 0.692 0.692 0.645 0.644
h = 6 0.751 0.751 0.716 0.716 0.727 0.726 0.716 0.717
SP500 h = 1 0.547 0.547 0.692 0.691 0.720 0.718 0.537 0.536
h = 2 0.675 0.675 0.725 0.723 0.742 0.741 0.650 0.650
h = 3 0.678 0.678 0.703 0.704 0.744 0.743 0.684 0.684
h = 6 0.739 0.739 0.757 0.757 0.790 0.790 0.769 0.769
Notes: Absolute Forecast Errors for the ten stock market indices, the four forecast horizons, and eight forecast
methods. “no FC”: result from the optimal model selection by BIC. “FC”: result from Forecast Combination
approach. The sample used is monthly data from January, 2000, to April, 2016, totaling 196 observations.
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Table 5: Mean Absolute Forecast Errors (MAFEh) for the different methods.
Estimators
Horizon Least Squares Lasso Hierarchical Lasso Ordered Lasso
h = 1 0.520 0.613 0.634 0.514
h = 2 0.624 0.650 0.663 0.599
h = 3 0.656 0.660 0.681 0.639
h = 6 0.710 0.734 0.727 0.698
Horizon Forecast Combination Forecast Model
No Yes Univariate Multivariate
h = 1 0.571 0.570 0.552 0.590
h = 2 0.634 0.633 0.622 0.646
h = 3 0.659 0.659 0.658 0.660
h = 6 0.720 0.714 0.722 0.712
Notes: Regarding Estimators: we report the average over the univariate and multivariate forecast models, the
forecast combined and non-forecast combined methods. Regarding Forecast Combination: we report the average
over the four estimators, the univariate and multivariate forecast models. Regarding Forecast Model: we report
the average over the four estimators, the forecast combined and non-forecast combined methods. The total sample
is monthly data from January, 2000, to April, 2016, totaling 196 observations.
models. For h = 3, the MAFE is about equally good for both. For the longer forecast horizon h = 6, the
multivariate forecast models outperform the univariate ones. In the long-run, the stock market indices move
together, as can be seen from Figure 1. While it becomes more difficult to obtain accurate forecasts for
longer horizons (i.e. MAFEs increase for longer forecast horizons), incorporating spillover effects between
the different stock market indices helps to improve forecast accuracy for longer forecast horizons.
In sum, the MAFE measures indicate that (i) the ordered lasso is the best performing estimator; (ii)
forecast combinations slightly improve the forecast performance of their non-forecast combined alternatives,
and (iii) multivariate forecast models only outperform the univariate ones for longer forecast horizons. We
further elaborate on these findings by inspecting the AFEs for each stock market index separately, see Table
3 and 4, and by computing the Model Confidence Set of Hansen et al. (2011), see Table 6.
AFEs for each stock market index The ordered lasso also performs best when looking at the AFEs of
each stock market index separately. For the univariate forecast models, it gives the best AFE in 24 out of
40 cases (60%), thereby clearly outperforming the least squares (best in 35% of the cases), the hierarchical
lasso (best in 5%) and the lasso (best in 0%). For the multivariate forecast models, the ordered lasso gives
the best AFE in 25 out of 40 cases (63%), and performs more than twice as good as the second best which
is the least squares (i.e. best in 25% of the cases).
In the majority of cases, the forecast combinations perform as good as their non-forecast combined
alternatives. In some cases, their advantage is outspoken. In particular, the forecast combined least squares
for the univariate forecast model gives the lowest AFE in 70% of the cases versus 30% for its non-forecast
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Table 6: Model Confidence set over the 16 forecast methods for the different forecast horizons.
Univariate Forecast Models Multivariate Forecast Models
Horizon least lasso hierarchical ordered least lasso hierarchical ordered Set size
squares lasso lasso squares lasso lasso
h = 1 FC no FC; FC 3
h = 2 FC no FC; FC no FC; FC 5
h = 3 no FC; FC no FC; FC no FC; FC 6
h = 6 no FC; FC no FC; FC no FC; FC no FC; FC 8
Notes: The label “no FC” (“FC”) indicates that the non-Forecast Combined (Forecast Combined) approach of the corresponding estimator and
forecast model is included in the MCS. The last column indicates the number of forecast methods in the MCS. The total sample is monthly data
from January, 2000, to April, 2016, totaling 196 observations.
combined alternative. For the multivariate forecast model, the forecast combined ordered lasso attains the
best AFE in 78% of the cases, the forecast combined hierarchical lasso in 85% of the cases.
Finally, comparing the best univariate to the best multivariate forecasts for each stock market index
separately reveals that the univariate forecast models attain the best AFE for 8 out of 10 indices, both for
horizon h = 1 and h = 2. In contrast, for h = 3 and h = 6, the multivariate forecast models attain the best
AFE for respectively 8 out of 10 and 7 out of 10 cases. Hence, similar conclusions hold as for the MAFEs
measures that are averaged over the ten stock market indices.
Model Confidence Set We use the Model Confidence Set (MCS) procedure to separate the best forecast
methods with equal predictive ability from the others. Using the MCSprocedure function in R, we obtain a
MCS that contains the best method with 75% confidence level. We use the TR test statistic computed from
5000 bootstrapped samples, see Catania and Bernardi (2014). The MCS for each forecast horizon is given
in Table 6.
For h = 1, the MCS includes three (out of the 16) forecast methods: the forecast combined and non-
forecast combined ordered lasso, and the forecast combined least squares, all for the univariate forecast
model. Hence, univariate forecast models perform best for short horizons. For h = 2, the MCS includes
five forecast methods. The forecast combined and non-forecast combined ordered lasso for the multivariate
forecast model are added to the MCS of horizon h = 1. For h = 3, the MCS includes six forecast methods.
The non-forecast combined least squares for the univariate forecast model is added to the MCS of horizon
h = 2. Finally, for h = 6, the MCS includes eight forecast models. The forecast combined and non-forecast
combined lasso for the multivariate forecast model are added to the MCS of horizon h = 3.
In sum, the MCS procedure confirms the excellent performance of the ordered lasso. As the forecast
horizon increases, it becomes more difficult to obtain more accurate forecasts, and more forecast methods
are included in the MCS. The MCS contains more multivariate forecast models for longer horizons than for
shorter horizons.
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5 Robustness checks
We investigate the robustness of our findings in Section 4 to (i) the choice of forecast combination weights,
(ii) the length of the sparsity grid L, (iii) the maximum lag length p of the AR/VAR models, and (iv) the
use of rolling versus expanding window forecast approach.
For all robustness checks, similar overall findings to the ones from Section 4 are that (i) the ordered lasso
is the best performing estimator, (ii) forecast combinations perform slightly better than their non-forecast
combined alternatives, (iii) univariate forecast models perform best for short horizons; multivariate forecast
models for longer horizons. Below we focus on the new findings of each robustness check. Detailed results
are available from the authors upon request.
Forecast combination weights As alternative to the BIC-based forecast combination weights of equation
(7), we take: (i) equal weights, and (ii) MSE-based weights, with weights proportional to the inverse of the
individual (in-sample) Mean Squared Estimation Errors (MSE). The highest weight is given to the model
with the smallest MSE.
The ordered lasso retains the best overall forecast performance, regardless of the choice of forecast
combination weights. It performs about equally good for all forecast combination weights. The other
estimators are, in contrast, more sensitive to an appropriate choice of forecast combination weights. BIC-
based weights give the best forecast performance.
Length of sparsity grid In Section 4, we report the results for the length of the sparsity grid L = 20 since
our numerical experiments show that this choice gives the lowest overall MAFEs. The main findings remain
the same when varying L. The relative performance of the multivariate forecast models to the univariate
ones is most influenced by the length of the sparsity grid. For a shorter sparsity grid L = 10, the multivariate
forecast models perform much better than the univariate ones. For h = 6, for instance, their average MAFE
is 0.75 compared to 0.92 for the univariate ones, a reduction of 22%. Since our sparsity grid is logarithmic
spaced, a shorter sparsity grid means there are more parsimonious than non-parsimonious models to choose
from. Especially the more parsimonious VAR models give more accurate log-realized variance forecasts. For
a longer sparsity grid L = p = 36, multivariate forecast models perform relatively worse. Now there are
more non-parsimonious than parsimonious models to choose from. The non-parsimonious VAR models give,
on average, less accurate log-realized variance forecasts.
Maximum lag length We both shorten the maximum lag length from p = 36 to p = 24 and extend it
to p = 48. The results of all forecast methods are very stable when varying p. Only the performance of the
lasso deteriorates when using a larger maximum lag length. The lasso tends to pick up some higher order
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lags, the more so when p increases. This introduces more noise in the forecast performance and, hence, leads
to lower overall AFEs. Hence, the lasso should only be used as a forecast method for models with lower
maximum lag lengths. The hierarchical lasso and ordered lasso, in contrast, do not suffer from this as they
encourage low maximal lag lengths in their estimation procedure.
Rolling versus expanding window. We replace the expanding window with a rolling window of size
S = bT/2c = 98. Results are very similar. Only when further decreasing the window size S, the perfor-
mance of the least squares model starts to suffer. The least squares model becomes imprecise once a lot
of parameters need to be estimated relative to the sample size, i.e. S. Lasso-based estimators, in contrast,
perform regularization to deal with this overparametrization issue, and, as a consequence, retain their good
performance. Hence, if few time points are available to make forecasts, the use of lasso-based estimators
compared to the least squares becomes more interesting.
6 Discussion
We use lasso-based forecast combination methods to obtain log-realized variance forecasts for ten different
stock market indices. Consistently across stock market indices, our results indicate that the ordered lasso is
the best performing estimator. The forecast combined ordered lasso slightly improves the forecast accuracy of
the non-forecast combined ordered lasso by hedging against the risk of selecting a wrong sparsity parameter.
While the ordered lasso for the univariate forecast model performs best for short forecast horizons, the
ordered lasso for the multivariate forecast model performs best for longer forecast horizons.
When evaluating the forecast performance of the different forecast methods in Section 4, we compare the
predicted log-realized variances to the actual ones over the period February 2008-April 2016. The Global
Financial Crisis, i.e. February 2008-February 2009, falls into this period. We also compute the MAFE for
this subperiod only and investigate whether the relative forecast performance of our forecast methods is
different during this subperiod. As expected, the MAFEs of all forecast methods are higher compared to the
ones from Table 5 since it is more difficult to obtain reliable log-realized variance forecasts during this more
turbulent period. Nevertheless, the forecast combined ordered lasso remains the best performing forecast
method. Multivariate forecast models still have an advantage over the univariate ones for the longer forecast
horizons.
One of the objectives of this paper is to compare multivariate with univariate forecast models. To this
end, we opted to work with monthly data because of the non-overlapping trading days between the ten
stock market indices. Since realized variance forecast are often made at the daily frequency as well, we also
compared the forecast performance of the univariate forecast models to the Heterogeneous AutoRegressive
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(HAR) model (see e.g. Corsi, 2009) when using daily data. In line with the results of Section 4, we find the
forecast combined ordered lasso to be the best performing forecast method. The forecast combined ordered
lasso is competitive to the HAR model but it does not outperform it.
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