This paper reveals a novel numerical method, the sequential test, which approves chaos through sequences of numbers observations. The method alights alongside the Lyapunov exponent and bifurcation diagram test. Explicitly elucidation of the method application for both continuous and discrete systems was given affiliated with the corresponding algorithms. The theoretical results are exemplified on systems satisfying different types of definitions of chaos or numerical methods. The results are supplemented with illustrative graphics.
INTRODUCTION AND PRELIMINARIES
At the turn of the nineteenth century, H. Poincaré started to consider chaotic dynamics. Later on, E. Lorenz 13 , Y. Ueda 20 , T. Li and J. A. Yorke 12 and many others significally developed the theory of chaos. One can indicate chaos presence either verifying through a definition or by numerical observations. In the first case, one should consider ingredients of chaos for Devaney's 9 , Li-Yorke's 12 , and Poincaré 5 chaos definitions, and to observe chaos numerically scientists use bifurcation diagrams or Lyapunov exponents 2, 16 . Usually numerical observations of chaos does not confirm which type of chaos is satisfied, but in our research, we suggest a novel approach which may approve definition Poincaré chaos through number sequences observations, that is through the sequential test. That is, we give arguments numerically and show that they are for the chaos.
Evaluating the Lyapunov exponent numerical method (LEM) is employed much widely to indicate chaos since it is universally applicable. Nevertheless, the idea is not accepted as a rigorous one since there are examples of nonchaotic systems with positive Lyapunov exponents 2 . In contrast, the bifurcation diagram analysis method confirms chaos within systems possessing periodic solutions. Our numerical method, the sequential test, is applied to every system which possesses Poisson stable trajectory. Since this method theoretically will request infinitely many iterations to indicate chaos, the same as other methods, we will apply it and embrace the result for a finite number of iterations.
Let us denote ℕ the set of non-negative integers, and consider a metric (X, d) and a map ∶ + × ←→ , where + is either the set of non-negative real numbers or ℕ, be a semi-flow on X, i.e., (0, ) = for all ∈ , ( , ) is continuous in the pair of variables t and x, and ( 1 , ( 2 , )) = ( 1 + 2 , ) for all 1 , 2 ∈ + , ∈ .
A point ∈ is called positively Poisson stable (stable + ) 19 if there exists a sequence { } satisfying ←→ ∞ such that ( , ) ←→ , as ←→ ∞. For a given point ∈ , let be the closure of the trajectory ( ) = { ( , ) ∶ ∈ + }. The set is a quasi-minimal set if the point x is stable + and ( ) is contained in a compact subset of X 19 . In paper 6 the definitions of an unpredictable point and Poincaré chaos was introduced.
Definition 1. ( 6 ).
A point ∈ and the trajectory through it are unpredictable if there exist a positive number 0 (the unpredictability constant) and sequences and , both of which diverge to infinity, such that ( , ) → as ←→ ∞ and [ ( + , ), ( , )] > 0 for each ∈ ℕ.
One can see that if a point is unpredictable then it is Poisson stable. The paper 6 reveals the presence of sensitivity and transitivity in a set if is an unpredictable point in X. Their presence in a quasi-minimal set within being an unpredictable point, exposed the appearance of chaos, which was a new chaos type named after Poincaré. Thus the following definition was accepted.
Definition 2. ( 6 )
. The dynamics on the quasi-minimal set is called Poincaré chaotic if p is an unpredictable point.
In paper 6 , the following Theorem 1 was proven.
Theorem 1. ( 6 )
. Suppose that ∈ is stable + and ( ) is contained in a compact subset of . If is neither a rest point nor a cycle, then it contains an uncountable set of motions everywhere dense and stable
It is worth noting that in the paper 6 , it was proved that if is an unpredictable point, then the dynamics on is sensitive. That is, there exists a positive number̃ 0 such that for each 1 ∈ and for each positive number there exist a point 2 ∈ and a positive number̄ such that ( 1 , 2 ) < and ( (̄ , 1 ), (̄ , 2 )) ≥̃ 0 .
In paper 7 , the definition of unpredictable functions was introduced and it was adapted to the theory of differential equations. In other words, unpredictable functions are considered the solutions of differential equations.
Definition 3. ( 7 )
. A uniformly continuous and bounded function ∶ ℝ ←→ ℝ is unpredictable if there exist positive numbers 0 , and sequences { }, { } both of which diverge to infinity such that ‖ ‖ ( + ) − ( ) ‖ ‖ ←→ 0 as ←→ ∞ uniformly on compact subsets of ℝ and ‖ ‖ ( + ) − ( ) ‖ ‖ ⩾ 0 for each ∈ [ − , + ] and ∈ . Since to create Poincaré chaos 6 uniform continuity is not a necessary condition for an unpredictable function , in paper 7 the Definition 3 was adjusted as follows.
Definition 4. ( 7 )
. A continuous and bounded function ∶ ℝ ←→ ℝ is unpredictable if there exist a positive number 0 and sequences { }, { } both of which diverge to infinity such that ‖ ‖ ( + ) − ( ) ‖ ‖ ←→ 0 as ←→ ∞ uniformly on compact subsets of ℝ and ‖ ‖ ( + ) − ( ) ‖ ‖ ⩾ 0 for each ∈ . For the convenience of the next discussion, we will call the convergence of the function's shifts on compact subsets and the existance of the sequence { } as Poisson stability of the unpredictable function or simply Poisson stability, and the existence of the number 0 and the sequence { } as unpredictability property of the function. Thus, a function is unpredictable, if it is Poisson stable and admits the unpredictability property.
The next, Definition 5 and Definition 6, are the instruments for the numerical analysis in this paper.
Definition 5. ( 7 )
. A continuous and bounded function ∶ ℝ ←→ ℝ is unpredictable if there exist a positive number 0 and sequences { }, { } both of which diverge to infinity such that
was also given the definition of the unpredictable sequence. Here, unpredictable sequences are considered as the solutions of discrete equations.
Definition 6. ( 7 )
. A bounded sequence , ∈ ℕ, in ℝ is called unpredictable if there exist a positive number 0 and sequences { }, { }, ∈ ℕ, of positive integers both of which diverge to infinity such that
In course of this definitions, we will suggest the sequential test. Consider the autonomous system of differential equations
where ∶ ℝ → ℝ is a continuous function. Let ( ) be the solution of system (1) with initial condition (0) = 0 , where 0 is a given point in ℝ . According to Definition 5, we say that the solution ( ) satisfies the sequential test, if it is confirmed numerically that there exist a large natural number and a positive number 0 , sequences { } and { }, where 1 ≤ ≤ , for the solution, such that ‖ ‖ ( ) − (0) ‖ ‖ = is a decreasing sequence which becomes close to 0 and the inequality ‖ ‖ ( + ) − ( ) ‖ ‖ > 0 is valid for every 1 ≤ ≤ . The largest value of may reach 1.9 ⋅ 10 6 , as well as the smallest are of order 10 −3 For continuous systems. 8, 6, 14, 17, 10, 15 .
In order that, system (1) satisfies the sequential test, we numerically evaluated the sequence { } on time interval ( , ], where is a large real positive number and 0 ≤ < is a fixed nunmber. Since is a decreasing sequence which becomes close to 0 then the inequality < 1 is valid for some , where 1 ≤ ≤ . We used this inequality for all systems considered in this paper, on which sequential test is applied. In order to obtain increasing sequences, { } and { }, we set the condition (C1) +1 > and +1 > , = 1, 2, 3, ..... Succeeding, we will provide some description of the detailed steps which will be applied later to construct Matlab codes as Algorithm 1. In what follows, the Matlab code based on the above description will be as follows. for m = 1 : nspart do 13 :
if < then 15:
A(n)=l ⊳ the matrix A(n) collects 's, which satisfy lines 13 and 14 for each n The sequential test is also applicable on solutions of discrete systems. For this purpose, cosider the autonomous discrete system
where ∶ ℝ → ℝ is a continuous function. Let ( ) = be the solution of system (2) with initial condition (0) = 0 , where 0 is a given point in ℝ . According to Definition 6, we say that the solution satisfies the sequential test, if it is confirmed numerically that there exist a large natural number and a positive number 0 , increasing sequences of natural numbes { } and { }, where 1 ≤ ≤ , for the solution, such that
is a decreasing sequence which approaches to 0 and the inequality ‖ ‖ ‖ + − ‖ ‖ ‖ > 0 is valid for every 1 ≤ ≤ . Similarly, as in the case of autonomous systems of differential equations, the sequences { } and { } are not unique for a given solution. For convinience, we will call { } the sequence of convergence and { } the sequence of separation. Setting side by side with Definition 6, one may say that the solution is unpredictable and the system (2) is Poincaré chaotic if the sequential test is satisfied.
Carrying on, we will present how to create a MATLAB function for the sequential test for autonomous discrete systems. For this reason, consider system (2) with its solution and initial condition 0 , where the solution satisfies the sequential test for a positive value 0 . Based on the following rationalizing, we will erect the upcoming Algorithm 2.
In order that, system (2) replenishes the sequential test we numerically evaluated the sequence { } on interval ( , ], where is a large natural number and 0 ≤ < is a fixed nunmber. Since is a decreasing sequence which becomes close to 0 then the inequality < 1 is valid for some , where 1 ≤ ≤ . We adopted this inequality for all discrete systems analyzed in this paper, on which sequential test is implemented. In order to obtain increasing sequences, { } and { }, we set the condition (C2) +1 > and +1 > , = 1, 2, 3, ..... Following, we will implement some explanation of the detailed steps which will be used later to construct Matlab codes as Algorithm 2.
the first value of * 's satisfying the inequality
In what follows, the Matlab code based on the earlier explanation will be as follows. for m = 1 : nspart do 10 :
if < then 12:
A(n)=l ⊳ the matrix A(n) collects 's, which satisfy lines 10 and 11 for every n 14: break ⊳ reckon the first replenishing lines 10 and 11 for each n 15: end if 16: end if 17: end for 18: end for 19: for n = 1 : k do 20: for * = 1 : nspart do 21 : In this paper, we will apply the Algorithm 1 or Algorithm 2 to construct the sequences of convergence, { } or { }, and the sequence of divergence { } or { }, respectively, for concrete models that satisfy the sequential test. In other words, the algorithms are the basis of the test.
DEVANEY'S CHAOS SUBDUED TO THE SEQUENTIAL TEST
One of the definitions of chaos was provided by Devaney 9 in 1976. To present this definition let us consider the autonomous discrete system
where ∶ ←→ , is the solution space, be continuous. A point ∈ is a periodic point if ( ) = , for some ≥ 1, and ( ) ≠ , for 1 ≤ < . ∶ ←→ is said to be topologically transitive if there is a point 0 ∈ such that the orbit of 0 is dense in . ∶ ←→ is said to have sensitive dependence on initial conditions if there exists > 0 such that, for any ∈ and every > 0, there exists ∈ and ≥ 0 such that
Definition 7. ( 9 )
. The function G is said to be chaotic if: i. G has sensitive dependence on initial conditions. ii. G is topologically transitive. iii. periodic points are dense in J.
One of the most known Devaney chaotic equation is Hénon map. It was introduced on 1975 by the french astronemer M. Hénon 2 . Also you can see in 2 that this map has positive Lyapunov exponents. In his book 9 Devaney proved that Hénon map was Devaney chaotic. Now we will analyse if it is Poincaré chaotic by using the sequential test. Let us consider the following map: We will implement the Sequential Test through Algorithm 2 to system (4) with the fixed initial conditions and 0 = 2.1. The index starts at 0 and prolongs till 10 8 . As a result, we obtained 4219 terms for each sequence and selected 11 of them are shown in Table 1 . Next, the results achieved by Algorithm 2 can be displayed graphically. For each element, say , within the sequence of convergence { }, can be drawn a particular graph of solutions of system (2) with initial conditions 0 and ( ). We will denote ℎ ( ) = ( + ) the solution of the system within 0 = ( ). In these graphs will be visible the closeness at 0, and the separation bigger than 0 between the two solution curves at the corresponding element of the sequence of separation { }, . We will use this representation on any result obtained by employing Algorithm 2.
Following, we will represent an individual graph associated with = 2 = 7. Since it is difficult to analize the two dimensional graph, we will show the graph of system (4) for one dimension, the one where the distance between = ( ) and ℎ ( ), = , , is bigger than the other dimension at point = = 2 = 181. The distance at 2 = 181 is bigger in dimension. In Figure 2 , the blue curve shows the graph of solution of (4), = ( ), where the initial condition is 0 = (0), while the red curve is the solution where the initial value is 0 = (7), ℎ ( ) = ( + 7), where ( ) = ( ( ), ( )) and ℎ ( ) = ( ℎ ( ), ℎ ( )). The green line segment connects the points (181, (181)) and (181, ℎ (181)). 
FIGURE 2
The blue curve shows the graph of solution of system (4), ( ), while the red curve is ℎ ( ). The green line segment connects the points (181, (181)) and (181, ℎ (181)) and presents the distance between the solutions at index = 181.
The 
TESTIFYING LI-YORKE CHAOS
Li-Yorke chaos was introduced on 1975 in paper 12 . To present this definition let be an interval and consider the autonomous discrete system
where ∶ ←→ is continuous. 
B) For every ∈ and periodic point ∈ ,
In their paper 12 they also proved that the equation:
with initial condition (0) = 0.5 is Li-Yorke chaotic. 
FIGURE 4
Solution of system (9) with the given initial condition.
We will apply the sequential test on this system within the set initial condition. The value starts from 0 and prolongs till 10 8 . Let 0 = 0.7. For this system we obtained 17562 terms. In Table 2 are shown 11 selected elements from the sequence of convergence and the sequence of separation. Succeeding, let us graph a particular graph associated with one element within the sequence of convergence presented in Table 2 . Let = 10 = 40. The blue curve shows the graph of solution of (9) where the initial condition is 0 = (0), while the red curve is the solution where the initial value is 0 = (40). The green line segment connects the points (45, (45)) and (45, ℎ (45)). 
FIGURE 6
The blue and red curve present the solution of ( ) and ℎ ( ) of system (9) 
BIFURCATION DIAGRAM ANALYSIS (BDA) AND THE SEQUENTIAL TEST
BDA chaotic systems possess periodic solutions 3 . In 4 one can find system (10) and that it is Period-Doubling Route chaotic We will execute the sequential test through Algorithm 1 to system (10) with the fixed initial conditions. Time interval starts at 0 and prolongs till 1.3 ⋅ 10 6 , partitioned into pieces with distance 0.01 and 0 = 45. In order that the system (10) satisfy the sequential test for 0 = 45, we skipped = 631.36 while evaluating the sequence of convergence { }. Within the given conditions and time interval, we found that = 347. In Table 3 , are shown 10 selected elements from the sequence of convergence and the sequence of separation. Succeeding, the results achieved by Algorithm 1 can be displayed graphically. For each element, say , within the sequence of convergence { }, can be drawn a particular graph of solutions of the system (1) with initial conditions 0 and ( ). We will denote ℎ ( ) = ( + ) the solution of the system within 0 = ( ). In these graphs will be visible the closeness at 0, and the separation bigger than 0 between the two solution curves at the corresponding element of the sequence of separation { }, . We will use this representation on any result obtained by employing Algorithm 1. Following this description, we will draw a particular graph using = 1 = 640.35. Since it is difficult to analize the three dimensional graph, we will show the graph of solution for system (10) for one dimension with respect to time, the one where the distance between ( ) and ℎ ( ), = 1, 2, 3, is bigger than the other dimensions at = = 1 = 117.87, which is 
FIGURE 8
The blue curve shows the graph of solution of the system, 3 ( ), while the red curve is 3 ℎ ( ). The green line segment connects the points (117.87, 3 (117.87)) and (117.87, 3 ℎ (117.87)) and presents the distance between the solutions at time = 117.87
The length of the green line segment is | 3 (117.87) − 3 ℎ (117.87)| = 44.93479766, which is the greatest length between the solution curves until this time in 3 dimension. In 1 dimension the greatest length between the solution curves | 1 ( ) − If someone proceeds calculating further the distances
, will notice that all found satisfy the inequality
Going on, we will show that this is true and for others 's. For this purpose we chose four values from Table 3 , and in Table 4 we presented the lengths
, where ℎ ( ) = ( + ), for every value of Table 3 . 
for every value of Table 3 , for = 1, 79, 175, 347.
Each of the distances shown above is greater than 0 = 45, confirming our claim that every element of the sequence of separations satisfies the inequality
This result is accurate because of periodicity. Possibly, the sequential test can be applied in this way to recognize or to be at least an additional method for analysis of chaos with multiple periods. Following this result, let us consider the closeness of solutions ( ) and ℎ ( ) of the system (10) 
FIGURE 9
The blue and red curve present the solution of 1 ( ) and 1 ℎ ( ) of system (10) The greatest distance between the two solution curves on these intervals is 0.092787609. If we consider the three-dimensional graph, the solutions ( ) and ℎ ( ) are close on the interval [0.03,0.49]. From our calculations, the greatest three-dimensional distance between the two solution curves on this interval is 0.096167732.
THE SEQUENTIAL TEST VS. LYAPUNOV EXPONENT CRITERIUM
Many papers were done by applying LEM, to show that a dynamical system is chaotic. The definition of this numerical method is the following. Following, we apply the sequence test to confirm chaos that has been approved by Lyapunov exponent method.
Rössler System
It was firstly introduced by Otto E. Rössler in his paper written on 1976 18 . In this paper 18 , it was showed that this system is chaoic giving several arguments to show it. The system that we used, which has positive Lyapunov exponents 21 , is the following system: 
FIGURE 10
Simulations for the solution of system (12) with the given initial values: (a) the trajectory of the solution, (b) the solution graphs of each coordinate with respect to time t.
We will implement the sequential test through Algorithm 1 to system (12) with the chosen initial condition on interval [0, 1.9 ⋅ 10 6 ] divided into pieces with distance 0.01 and 0 = 22. In order that the system (12) satisfy the sequential test for 0 = 22, we skipped = 35 while finding the sequence of convergence, { }. For this system we obtained 157 terms for each sequence, and 10 of them are shown in Table 5 . After we acquired the results, let us present the graph of 1 = 64.38, which will be our selected . Since it is difficult to analize the three-dimensional graph, we will show graph of solution for system (12) for one dimension with respect to time, the one where the distance between ( ) and ℎ ( ), = 1, 2, 3, is bigger than the other dimensions at point = = 1 = 20.85. From our results, the distance at 1 = 20.85 is bigger in 3 dimension. In Figure 11 , the blue curve shows the graph of solution of (12), 3 ( ), where the initial condition is 0 = (0), while the red curve is the solution where the initial value is 0 = (64.38), It is seen from Figure 12 , that the solutions 3 ( ) and 3 ℎ ( ) are close to each other on the closed interval [823.79,869.51]. The greatest distance between the two solution curves on this interval is 0.099134999. If we consider the three-dimensional graph, the solutions ( ) and ℎ ( ) are close on the closed interval [823. 8, 865 .06]. The greatest three-dimensional distance between the two solution curves on this interval is 0.099931352.
Ikeda Map
In this subsection, we considered the following equation taken from the book 2 , where it was proven that equation (13) has positive Lyapunov exponents. We will perform the sequential test through Algorithm 2 to system (13) with the chosen initial condition and 0 = 2. Index interval starts from 0 and prolongs till 3 * 10 6 . As a result, we obtained 754 terms for each sequence, and selected 11 of them are shown in Table 6 . 
TABLE 6
Selected elements from the sequence of convergence and the sequence of separation obtained from Algorithm 2 applied on system (13) . 
FIGURE 15
The blue and red curve present the solution of ( ) and ℎ ( ) of system (13) From Figure 15 , one can notice that the solutions ( ) and ℎ ( ) are close to each other on the closed interval [2606, 2615] . The greatest distance between the two solution curves on this interval is 0.054321108. If we consider the two-dimensional graph, the solutions ( ) and ℎ ( ) are close on the closed interval [2607, 2612] . The greatest two-dimensional distance between the two solution curves on this interval is 0.041486722.
Intermittency
Intermittency or intermittent chaos is a periodic motion where at some specific time chaotic motions burst 11 . The most wellknown intermittent system 1 , which has positive Lyapunov exponents, is: We will apply Algorithm 1 on system (14) with the chosen initial condition and 0 = 200. Time interval starts from 0 and prolongs till 1.5 ⋅ 10 6 , partitioned into pieces with distance 0.01. In order that the system (14) satisfy the sequential test for 0 = 200, we skip = 11.64 while finding the sequence { }. Within the given conditions and time interval, we found that = 91. In Table 7 , are shown 10 selected elements from the sequence of convergence and the sequence of separation. 
TABLE 7
Selected elements from the sequence of convergence and the sequence of separation obtained from Algorithm 1 applied on system (14) .
Succeeding, we will sketch the graph of one element of the sequence of convergence exhibited in Table 7 , say for = 1 = 15.43. Since it is difficult to analize the three-dimensional graph, we will show graph of solution for system (14) for one dimension with respect to time, the one where the distance between ( ) and ℎ ( ), = 1, 2, 3, is bigger than the other dimensions at time = = 1 = 96.98 , which occurs in 2 dimension. In Figure 17 , the blue curve shows the graph of solution of (14), 2 ( ), where the initial condition is 0 = (0), while the red curve is the solution where the initial value is 0 = (15.14), 2 ℎ ( ) = 2 (15.43 + ), where ( ) = ( 1 ( ), 2 ( ), 3 ( )) and ℎ ( ) = ( 1 ℎ ( ), 2 ℎ ( ), 3 ℎ ( )). The length of the green line segment is | 2 (96.98) − 2 ℎ (96.98)| = 192.44361, which is the greatest length between the solution curves until this time in 2 dimension. In 1 dimension the greatest length between the solution curves | 1 ( )− 
FIGURE 18
The blue and red curve present the solution of 2 ( ) and 2 ℎ ( ) of system (14) on the interval [4772, 4786] .
It is seen from Figure 18 , that the solutions 2 ( ) and 2 ℎ ( ) are close to each other on the closed intervals [4775.88,4776.07] and [4776.53,4776.56]. The greatest distance between the two solution curves on these intervals is 0.469810895. If we consider the three-dimensional graph, the solutions ( ) and ℎ ( ) are close on the closed interval [4775.88,4776.07]. The greatest three-dimensional distance between the two solution curves on this interval is 0.527310061.
