Abstract. Back-propagation (BP) neural network algorithm is currently used most widely and grows fastest for its powful nonlinear simulation capability. However BP neural network is so easy to fall into local minima that it can't find the global optimum which limits its application in many fields. The paper, taking tax innovation teaching evaluation for example, advances a new evaluation algorithm based on improved BP neural network algorithm. Firstly an evaluation indicator system of tax major innovation teaching is designed through analyzing the specific characteristics of innovation teaching requirements. Secondly, in order to overcome the shortages of low convergence speed of original BP neural network algorithm, the paper improves BP algorithm through integrating BP algorithm and ant colony algorithm, ant improving the overall search method of integrated algorithm. Thirdly data from three universities are taken for examples to verify the validity and feasibility of the model and the experimental results show that the model can evaluate university innovation teaching practically.
Introduction
Artificial neural network is a nonlinear system which simulates cerebrum information processing algorithm. It has powerful distributed information storage, parallel processing and adaptive learning ability. BP network contains the most essence part of neural network theory. Owing to simple structure and technical mature, it has been widely applied in pattern recognition, intelligent control and other areas. However, BP algorithm uses the steepest descent algorithm, thus there are two main shortcomings of slow convergence rate and easy to fall into local minimum [1] .
Studies on the improvement of the theory of BP neural network are comprised of the following five aspects. ① Improve the gradient of excitation function, standard BP algorithm adopts sigmoid non-linear function as characteristic function of neuron, so if the net input of neuron becomes too large or too small, the output will enter saturation region, the error at this time may be very large. Error curved surface will show non-convergence. Therefore, rate of convergence of the model can be accelerated through improving excitation function; ② Improve error curved surface; Standard BP algorithm adopts square-error as objective function and uses gradient descent to minimize the total error function. With the increase of learning times, function slows in approximation velocity, failing to guarantee the approximation accuracy of height non-linear sample. If only considering that error term may have over-fitting phenomenon, causing poor generalization ability of network, many scholars have put forward improvement methods; ③ Selection of initial weight value of network; Under normal conditions, the selection of initial weight value of BP algorithm is a set of random numbers among [0,1], through repeated adjustment, obtaining stable weight value. But such kind of selection method may cause the network to fall into local minimum, resulting in failing to get optimal solution. Therefore, many scholars optimize the initial value through composite algorithm, also achieving favorable effects; ④Improving and optimizing algorithm; Standard BP algorithm adopts gradient descent to adjust weight value, making the training easy to fall into local minimum and slow in rate of convergence; such kind of method to improve and optimize algorithm is widely used at home and abroad, basically carrying out the improvement through the optimization theory of applied mathematics[1,2,3].
The paper modify BPNN model through integrating with ant conlony algorithm to overcome the question of slow convergence speed of BPNN. In so doing, not only the problem of convergence speed of BPNN has been solved, but also the simplicity of the model structure and the accuracy of the evaluation are ensured.
Derivation of Evaluation Algorithm
Working Principle of BP Neural Network. Up till now, hundreds of artificial neural network models are put forward from different views of research, among which multi-hierarchy feed forward error back propagation BP neural network is the most-widely used network model in actual research. Basic three-layer BP neural network structure is shown as figure 1 [2] . Fig. 1 Basic structure of BP neural network Ant Colony Algorithm Design. Ant colony algorithm is an intelligent heuristic search algorithm applicable for combinatorial optimization problems after the simulated annealing algorithm, genetic algorithm, tabu search algorithm, neural network algorithm, etc. Not only can Ant colony algorithm perform intelligent search and global optimization, but also have the features of robustness, positive feedback, distributed computation and easy combination with other algorithms. At the same time, such characteristics as discreteness and parallelism of ant colony algorithm are very applicable to deal with digital image, and its clustering features and image recognition process have greater similarities, so theoretically it is feasible to study the image segmentation based on ant colony algorithm [3] .
is the data set to analyze the clustering, r is the cluster radius, ) (t ph ij is the pheromone concentration in the path from data i X to data j X in the time point t , ij d is the Euclid distance with weight of the samples and the cluster center, and p is the weighted factor that can be determined according to the impact degree in the re-clustering of each component. See Formula 1.
(1)
is the initial information quantity, see Formula 2.
(2) According to the pheromone concentration in the path between the sample and the cluster center, Formula 3 shows the probability ij ph that i X is merged to j X .
Of which, ) (t ij η is the heuristic guide function, which represents the expectation degree that ant i X is transferred to j X . The use of heuristic function can reflect the similarity among the pixels.
The greater the heuristic function, the greater the probability that the pixel is merged to the same cluster. α and β are the information accumulated in the process of pixels cluster and the impact 
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factor that heuristic function selects the path respectively. is the
, j C is all data sets merged to j X . See Formula 4 for the optimal cluster center.
(4) With the movement of ants, there is the change in the amount of pheromone from each path. The pheromone from each path is adjusted in accordance with the overall adjustment rules after one cycle. See Formula 5 [4] .
Improvement of Through Overall Search. Dynamic adjustment strategy: Stagnation is the fundamental cause resulting in the inadequacy of ant colony algorithm. Based on the deterministic and random selections, this paper adjusts the transition probability dynamically to build the selection strategy more conducive to the overall search [4] .
The pheromone in the path occurs continuous change in the evolutionary process. The pheromone of better solution searched is strengthened to increase the selection possibility of next iteration, and some better solutions is forgotten gradually because fewer ants pass in the start-up phase so as to affect the overall search capabilities of the algorithm. If the ants are stimulated properly to try the path occasionally in the selection strategy, it is conducive for the overall search of the solution space. Thus, the inadequacy of basic ant colony algorithm is overcome effectively. See Formula 7 and Formula 8 for the improved selection strategy in this paper. When
Formula 6 is used and others allowed j k , ∈ Formula 7 is used.
In Formula 6 and Formula 7, ij X meets the requirements of Formula 8.
In Formula 12, m is the number of ants, c N is the number of current iterations, 
Experiment Confirmation
Evaluation Indicator System Design. On the basis of referring to references [6, 7] , experts consultation and practice survey, this paper designs a set of evaluation indicator system of innovation teaching evaluation for university and takes tax innovation education for example. The system includes 4 first-class indicators (that are education management system, education contents of tax major, educational effect) and all the second-class indicators under all the first-class indicators, and establishes 22 third-class indicators according to practical situation as the observation point of evaluation. As for the performance of the presented algorithm, this paper also realizes the application of the ordinary BP neural network [6] and comprehensive fuzzy evaluation [7] with the same calculation platform, the evaluation results is shown in Table 2 . 
Conclusion
Study on university innovative teaching evaluation is one of the research hotspots in the industry, and the study on evaluation system and evaluation method is more of a research focus. This paper, oriented by innovative teaching evaluation of tax major, builds a set of evaluation system of university innovative teaching evaluation, also based on BP neural network method, not only promotes the advantages of original method, but also conquers the disadvantages of the method in the aspect of BP neural network. Putting forward the evaluation method is the greatest innovation in this paper and the experimental results verify the effectiveness of the improved model.
