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Summary 
 
In response to the trend of the rapidly growing volume of and the increasingly critical role 
played by data storage, there is a strong demand to put data storage on network. Therefore, how 
to share data, improve data reliability, and back up and restore data efficiently raises great 
challenge to storage networking protocols.  
In this thesis, we propose a new storage networking protocol, called HyperSCSI, to provide 
transmission of SCSI commands and data across a common network with design optimization on 
Ethernet. There are two leading storage networking protocol stacks in the market: FC (Fibre 
Channel) and iSCSI (Internet Small Computer System Interface). FC is currently a dominant 
technology for building storage area network (SAN). However, FC works on a separate and 
dedicated network platform that requires higher cost and complexity for network installation and 
maintenance. On the other hand, iSCSI, by leveraging TCP/IP protocol, supports the transmission 
of SCSI protocol data over the Internet natively. Compared with FC, iSCSI shows the advantages 
of flexibility, scalability, wide range interconnectivity and low cost. However, TCP protocol is 
always criticized for providing poor performance in data intensive storage application 
environment.  
We present the details of design and development of HyperSCSI protocol on various platforms 
ranging from corporate Ethernet SAN to home wireless storage network to optical long distance 
network. We show that HyperSCSI has more design focus on data transportation than iSCSI, 
which removes TCP/IP protocol stack in order to efficiently utilize the network bandwidth. We 
propose to use integrated layer processing mechanism to guarantee the reliability of data delivery 
and provide a new flow control method for storage data traffic in high-speed network 
environment. As Ethernet technology keeps advancing, it is expanding itself to the field of 
metropolitan area network (MAN) and even wide area network (WAN), which is beyond the 
  xvi 
scope of its original design. HyperSCSI is therefore a suitable choice to fit such technological 
trend by utilizing VLAN (virtual LAN) and GMPLS optical network to provide wide area 
network storage services.  
We have conducted comprehensive experiments and benchmark measurements based on real 
applications. The results show that HyperSCSI can achieve significant performance improvement 
over iSCSI. Throughput improvement of as high as 60% is obtained in Gigabit Ethernet 
environment. HyperSCSI can achieve over 100MBps sustained data transfer rate over Gigabit 
Ethernet, which is comparable to 1Gbps FC SANs, but with great reduction of complexity and 
cost. 
As the final conclusion, we develop HyperSCSI as a practical solution for network-based 
storage applications. HyperSCSI leverages the maturity and ubiquity of Ethernet technology. It 
can be applied smoothly over Fast Ethernet, Gigabit Ethernet, and even IEEE 802.11 wireless 
LAN. It also supports parallel data transport with multi-channel for performance, load balancing, 
and failover functions. HyperSCSI can be used to provide relatively high performance storage 
data transport with much less cost and complexity. HyperSCSI can also be applied to implement 
flexible storage-based home network with both wire and wireless support. As a whole, we believe 
that HyperSCSI can be a key component in serving network storage applications in the future 
connected digital world.  






During the past decade, data intensive applications have been developed rapidly, thus opening 
up the possibility for new service paradigms with great potential. Examples of such applications 
are email, multimedia, distributed computing, and e-commerce. As a result, the demand for 
storage has grown at an amazing speed. The amount of data stored is at least doubling every year 
[1, 2]. It is estimated that 5 exabytes of new information was generated in 2002 alone [4].  
Traditionally, storage is considered part of a computer system as a peripheral or subsystem. 
Such model is called DAS (Direct Attached Storage), which contains the storage resource directly 
attached to the application servers. In response to the trend of the rapidly growing volume of and 
the increasingly critical role played by data storage, two more storage networking models have 
been developed: NAS (Network Attached Storage) and SAN (Storage Area Network) [1, 2, 3, 5]. 
With this development in storage networking, great advantages have been achieved in sharing 
storage resource in terms of scalability, flexibility, availability, and reliability. NAS refers to a 
storage system that connects to the existing network and provides file access services to computer 
systems, or users. A NAS system normally works together with users on the same network 
infrastructure as data is transferred to and from the storage system by using TCP/IP data transport 
protocol. A SAN is a separate network whose primary purpose is the transfer of data between 
computer systems, or servers, and storage elements, and among storage elements. SAN is 
sometimes called “the network behind the servers” [6]. It enables servers to access storage 
resource in the fundamental block level to avoid file system overhead. Compared with NAS, a 
SAN adopts a unique protocol that combines storage devices and network infrastructure 
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efficiently. In doing so, SAN can provide the benefits of performance, scalability, and resource 
manageability to storage applications.    
Building SAN is essentially a way of applying network technologies for the interconnection 
between application servers and storage devices or subsystems. SANs need to address a set of 
characteristics, which are required by the applications [7, 8, 9], such as high throughput, high 
bandwidth utilization, low latency, low system overheads, and high reliability. Storage 
networking technologies play an important role in guaranteeing better performance of data 
transportation for network storage systems. In this chapter, we review the background and related 
work about storage networking technologies and protocols. Next, we discuss the problems related 
to existing protocols. We also present the motivation of our work for the design and development 
of a new protocol for storage networking. Finally, we summarize the research contributions of 
this thesis. 
1.1 Background and Related Work 
1.1.1 Evolution of Storage Networking Technologies 
The evolution of storage networking technologies can be classified into three phases as shown 
in Table 1.1. The first phase started with the introduction of the protocols that were specially 
designed for dedicated network hardware, such as HiPPI (High Performance Parallel Interface), 
SSA (Serial Storage Architecture), FC (Fibre Channel), Infiniband, to name a few. These 
protocols together with their associated network hardware architectures provided high 
performance and reliable channel in proprietary situation. However, these approaches have been 
under growing pressure, because of the fact that these special purpose protocols and dedicated 
systems increase cost and complexity for system configuration and maintenance, hindering their 
widespread acceptance [8, 10].  Thus, while these protocols are still in use and continue to be 
developed today, only the FC is a mostly deployed technology used to support the building of 
high performance SANs in an enterprise environment. 
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Table 1.1: Evolution of storage networking technologies 
Phase 1 Special purpose networking protocols over dedicated 
network infrastructure 
HiPPI, SSA,  
FC, Infinband 
Phase 2 
Common standard network protocols over standard 





Standard network protocols with optimized (or fine 
tuned) features over standard network infrastructure 
or with emerging network technologies 
iSCSI with TOE 
iSCSI HBA  
iSCSI with RDMA 
Storage over DWDM 
 
In the mid-1990s, researchers began investigating the feasibility of adopting common standard 
network infrastructure and protocols to support storage applications. We categorize this as the 
second phase for storage networking, because the development during this period used existing 
transport protocols as storage carrier with minimum modification. For instance, the Netstation 
project at University of Southern California’s Information Science Institute designed a block level 
SAN protocol over Internet platforms in 1991 [11, 12, 13]. By using this protocol, a virtual SCSI 
interface architecture was built, termed VISA (Virtual Internet SCSI Adapter) [13], which 
enabled the applications to access the so-called derived virtual device (DVD) [12] over the 
Internet. In this project, UDP/IP was used for data transportation with additional reliability 
function on top. It assumed data in-order delivery and employed a fixed-size data transmission 
window and ACK control. It also investigated the possibility of adopting TCP as transport 
protocol to support its storage architecture, the purpose of which was to provide an Internet 
protocol for network-attached peripherals [14].  
At the same time, the NASD (network attached secure disk) from the Carnegie Mellon 
University’s parallel data lab provided storage architecture that separated the functionalities 
between a network file manager (or server) from disk drivers in order to offload operations, such 
as read and write from file manager [15]. The main feature of such an approach was that it 
enabled a network client, after acquiring access permission from the file manager, to access data 
directly from a storage device, the result of which was better performance and security. Within 
this model, data transportation was served by the RPC (remote procedure call) request and 
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response scheme. At this time, all the proposals were on top of the IP layer, since various link 
layer protocols, such as Ethernet, FDDI (Fiber Distribute Data Interface), Token Ring, ATM 
(Asynchronous Transfer Mode), and Myrinet, etc, were used underneath. IP protocol enabled the 
wide area connectivity and bridging across heterogeneous system environment. Therefore, both 
UDP and TCP were proposed to transport the data traffic for storage applications [16, 17].  
Ethernet has proved to be a successful network technology [18] and has become dominant in a 
LAN environment. It is estimated that 90 percent of data network traffic originates from or 
terminates at Ethernet [19]. The familiarity with this technology of enterprise customers and the 
volume of scale have made Ethernet infrastructure very cost effective. Together with the advance 
of Gigabit or even 10 Gigabit Ethernet, higher performance is in principle available on an 
Ethernet-based network. As IP and Ethernet are deployed ubiquitously, especially when Gigabit 
Ethernet has become mature and common, TCP became a choice for transporting storage data 
traffic on top of IP and Ethernet due to its reliability features. This has motivated IBM, Cisco, and 
others to develop a storage networking protocol over the Internet, which resulted in the iSCSI 
(Internet Small Computer System Interface) [6, 20, 21]. 
However, with the high network bandwidth available today, common network transport 
protocol, especially TCP, shows the limitations for high performance network storage 
applications, which will be described in a section that follows. These limitations lead us to the 
third phase of storage networking, in which we find several approaches geared toward meeting 
the requirements of storage applications. One set of the approaches involves developing hardware 
accelerators, such as iSCSI SAN with TCP offload engine (TOE) or even with iSCSI offload 
engine (iSCSI HBA). New data mapping mechanisms, such as Remote Direct Memory Access 
(RDMA) are also proposed in an effort to reduce memory copy overhead involved by traditional 
TCP implementation. Although these approaches improve the system performance in some 
situations, they increase the cost and complexity of infrastructure deployment and maintenance.  
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With the maturity and dominance of Ethernet, we believe that there is the trend of delivering 
storage service on an Ethernet-based network with a much simplified data transport protocol. 
Furthermore, Ethernet is gradually expanding to metropolitan and wide area with the methods 
both from the physical layer (layer 1) and the protocol layer (layer 2). From the physical layer 
perspective, by using the DWDM (Dense Wavelength Division Multiplexing), SONET 
(Synchronous Optical Network), and ATM technologies, Ethernet frames can be tunneled over a 
long distance to form a point-to-point connection [1, 22]. From layer 2 perspective, Ethernet 
frame can be encapsulated by either VLAN (Virtual LAN) or MPLS (Multi-protocol Label 
Switch) technologies in order to create a logical LAN (or broadcast domain) over a wide area 
[19]. All these indicate that Ethernet, as a dominant technology, is being used to unify the 
network environment from local to metropolitan to wide area coverage.  
With the characteristics of SAN data traffic and network architecture, together with the 
simplicity and efficiency of Ethernet, we believe that there is less demand for data transport 
protocol to provide sophisticated features, like TCP, for intensive storage data transfer. Therefore, 
it is necessary to propose a new approach to serve the storage applications that need a large 
amount of data transfer. 
1.1.2 Storage Networking Protocols 
Networking protocol is the key component that enables a network storage system to provide 
high bandwidth, large scale, and long-distance connectivity at a cost that makes network storage 
model an attractive alternative. In this section, we will highlight some popular storage networking 
protocols that are fundamental to building network storage systems.  
The storage networking protocol is a set of rules for the communication and data exchange 
between computer servers and storage devices. There are several storage networking protocol 
stacks in the market, some of which are in the process of being standardized. The two major 
protocols are FC and iSCSI. There are other protocols, which are mainly combinations or 
variations of Fibre Channel and IP network protocols [1, 6, 23]. 
Chapter 1 Introduction   6 
 
1.1.2.1 Fibre Channel   
Fibre Channel (FC) was initiated by ANSI in the late 1980s. It is a serial technology that 
transmits data in stream at high speed [1]. FC was developed to support storage applications, and 
is in fact the main component behind the SAN. The FC protocol maps the SCSI storage protocol 
into a network environment, and extends the connectivity to a distance longer than the directly 
attached DAS storage system. Therefore, FC SAN serves the storage applications with a faster 
data transfer rate, longer distance, and larger number of storage device interconnection.  
Table 1.2: Fibre Channel layers 
Layer Function 
FC-4 Upper-layer protocol interfaces 
FC-3 Common services and Group Control 
FC-2 Network Access and Data Link control 
FC-1 Transmission Control 
FC-0 Media and Transceivers 
 
FC is a standard-based networking protocol with layered architecture. Table 1.2 lists the layers 
in FC standard definition. With the gigabit-speed data transmission, FC supports both copper and 
fiber optic components and has its own framing structure and flow control mechanism. An FC 
network can support three interconnected topologies, namely point-to-point connection, arbitrated 
loop, and switched fabric. Figure 1.1 illustrates FC networks with different topologies. FC 
increases the number of device to 126 in looped structure and 16 million in switched structure, 
whereas the original SCSI storage protocol only supports at most 15 devices on the bus. 
FC is the major technology used to build SAN, mostly due to the increasing demand of current 
business conditions for storage management, backup, and disaster recovery. With many years of 
experience, FC has been accepted as standard and undergoes the path to provide 1Gbps, 2Gbps, 
and 4Gbps (10Gbps is in planning) channel bandwidth capability. In today’s high-end corporate 
network storage deployment strategy, FC is still the prime choice. However, it is a network 
protocol that requires a dedicated network infrastructure, which may not be affordable to middle 
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range or small enterprise. It thus faces a strong challenge from iSCSI due to the factors of cost 
and network popularity. 
1.1.2.2 Internet SCSI 
Internet SCSI (iSCSI) is a newly proposed industry standard that allows SCSI data to be 
transported over the Internet by leveraging the popular TCP/IP Internet protocol [20, 23]. This is 
an analogous way in which the SCSI command is mapped onto Fibre Channel. The basic system 
model for iSCSI is its creation of a virtual extended cable that connects a SCSI initiator device to 
a SCSI target device natively in an IP-based network environment. An iSCSI device is identified 
by its IP address through the name that is managed by an Internet storage name server, or iSNS, 
for the whole network. iSCSI is a connection oriented protocol. An iSCSI session begins with an 
iSCSI login, which may include initiator and target authentication, session security certificates, 
and option parameters. Once the iSCSI login is successfully completed, it moves to the next 















Figure 1.1: Fibre Channel (FC) interconnections topologies   
    (a) Point-to-point;  
(b) Arbitrated loop;  
(c) Switch fabric 
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the targets by encapsulating them in iSCSI command blocks and transmitting these iSCSI blocks 
over the iSCSI session. The iSCSI session is terminated when its TCP session is closed.  
Working on top of a mainstream network platform, iSCSI makes it possible for storage access 
to overcome the distance limitation, which creates a new direction and market for storage 
networking application. Compared to Fibre Channel, iSCSI provides security, scalability, wide 
range interconnectivity, and cost-effectiveness.  
1.1.2.3 Fibre Channel over TCP/IP  
Fibre Channel over TCP/IP (FCIP) describes mechanisms that allow the interconnection of 
islands of Fibre Channel SAN over IP-based networks to form a unified storage area network [23, 
24]. FCIP relies on IP-based network services to provide tunnel between SAN islands in LANs, 
MANs, or WANs. Therefore, issues like flow control and data protection against packet loss are 
determined by the TCP protocol underneath. The major contribution of FCIP lies in its ability to 
















Figure 1.2: iSCSI storage network application over Ethernet/Internet 
    iSNS: Internet Storage Name Server,  
ISP: Internet Service Provider,  
SSP: Storage Service Provider 
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1.1.2.4 Internet Fibre Channel Protocol  
The Internet Fibre Channel Protocol (iFCP) specifies gateway-to-gateway connectivity for the 
implementation of Fibre Channel fabric functionality on an IP based network [25]. In such 
environment, The FC protocol data unit is converted to a TCP/IP protocol stack, such as mapping 
the FC device address onto an IP address, in which TCP/IP switching and routing elements 
replace Fibre Channel components. The protocol enables the attachment of existing Fibre 
Channel storage products to an IP network by supporting the fabric services required by such 
devices. The purpose here seems quite clear, that is, to implement Fibre Channel fabric 
architectures over a TCP/IP-based network, thus allowing FC devices to be connected and run FC 
protocol natively over a TCP/IP-based infrastructure. 
1.2 Problem Statements and Research Motivation 
1.2.1 Fibre Channel Cost and Scalability Issues 
FC is a hardware-based, reliable data transport technology and protocol, which provides 
relatively high performance for data storage services [1, 26]. As a primary technology, FC plays 
an important role in building a SAN. However, it has several inherent limitations, which prevent 
it from being widely used. First, it is a hardware-based technology that cannot provide functions 
as flexible as those of existing IP technology. Second, FC network does not support the 
integration of block-based and file-based data sharing within the same network infrastructure due 
to its network protocol design nature. Finally, there is no available method of extending storage 
network to the wide area purely on FC network. The compromised way is to put FC protocol data 
on top of the IP network and make a tunnel through the IP network. However, this position would 
entail the building of a FC SAN with a different infrastructure, and, while it could add one more 
network to an enterprise, the cost of building is quite expensive as it also includes equipment, 
management, and manpower training. For this reason, it is sometime prohibitive to small and 
medium size enterprise.  
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1.2.2 Performance Issues for TCP/IP-based SAN 
iSCSI requires TCP/IP to guarantee reliability of data transportation. Although the integration 
with TCP/IP protocol can speed up the adoption cycle for storage area network solution and 
increase the comfort of applying proven technology, TCP protocol has the limitations for being 
used with performance oriented network storage applications. 
First, TCP protocol creates heavy processing workload on the end system and renders poor 
performance in SAN implementation. Some analysis and solutions are described in the literature 
[8, 10, 27]. For instance, several issues that affect TCP performance have been identified; these 
are data checksum generation and verification, memory copy, and interrupt and protocol 
processing. In order to reduce these overheads from the host computer, the TCP offload engine 
(TOE) and the even iSCSI engine have been proposed as hardware solutions. With such hardware 
accelerators, it is assumed that end host system CPU cycles would be freed partially from heavy 
network protocol processing, and the host system would be able to concentrate on service to 
storage applications.  
However, these methods are not simple and, in fact, involve other concerns. Shivam and Jeff 
Chase have thoroughly studied the benefits of protocol offloading [28] and found that the benefits 
of offload are actually “elusive”. Researches from IBM also suggest that storage over IP with the 
hardware support only favors larger block size data transport. It could be a performance 
bottleneck that hurts throughput and latency with small block size data transport [29]. Since the 
processing power of the host CPU increases with Moore’s law and the network bandwidth jumps 
in the order of magnitude, hardware protocol offload engines may quickly lose their advantages 
due to the complexity of deploying in practice [31]. Considering the trend of building SAN on 
coming 10 Gigabit Ethernet, relying on powerful hardware offloading will increase the total cost 
of deployment, which is against the original purpose of IP/Ethernet storage. 
   Another solution that has been proposed is Remote Direct Memory Access (RDMA), which 
is geared toward reducing memory copy overhead involved by traditional TCP implementation 
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method. However, this proposal still needs substantial change in terms of protocol structure and 
implementation. This weakness thus limits RDMA’s flexibility and compatibility with existing 
infrastructure.  
TCP protocol was designed more than three decades ago, originally for generic network 
environment and mostly for low quality and unreliable network, with the philosophy of applying 
end system CPU capability to compensate for network bandwidth shortage [1]. As such, it is 
clearly not ideal for today’s storage networking situations. It is also reported that the TCP 
protocol encounters problems in high speed, long distance network environment, with large 
bandwidth-delay product [30, 32, 33]. It is demonstrated that the TCP protocol AIMD (additive-
increase-multiplicative-decrease) flow control mechanism faces the problem of how to adapt to 
the current network situation. Furthermore, TCP is a byte streaming protocol, which is different 
from storage block-based data structure. This means that head-of-line block could impose a 
severe problem that will affect network performance when there is a packet loss. 
1.2.3 Motivation for Designing a new Protocol 
With the issues mentioned above, we present the HyperSCSI proposal [34]. Compared with 
TCP protocol, HyperSCSI has a simple process, and a simplified flow control mechanism, which 
leverages the benefits of recent network technology advancement and storage traffic 
characteristic as well.  
The original design of HyperSCSI protocol involves transporting SCSI storage protocol data 
over a common network with both Ethernet and IP technologies. When the storage and 
application server are located within same LAN network, the working mode is designed to 
provide the storage data transport over Ethernet link layer, HyperSCSI over Ethernet (HS/eth). 
With such design, the overheads of conventional TCP/IP protocol stack can be removed and data 
reliability is guaranteed by HyperSCSI protocol in an efficient and simplified manner. The 
protocol can be extended to work over IP network layer (HS/IP), providing storage service in a 
wide area environment without changing its protocol semantics. Since the protocol is designed in 
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low level, it is able to integrate the network and storage mechanisms efficiently. HyperSCSI 
naturally avoids the excessive memory copy in the kernel space; as such, it can leverage the 
multiple function layers to provide reliability. Moreover, it can incorporate some intelligent 
functions that are not easy to do in a higher layer like TCP. HyperSCSI can support built-in 
security and dynamic management for storage application purpose. 
Advances in recent technology enable Ethernet data frame to be extended to metropolitan and 
wide area by using DWDM, SONET and ATM. Ethernet frames can be tunneled over a long 
distance to form a point-to-point connection [1, 22]; it can also be encapsulated by either (Virtual 
LAN) VLAN or (Multi-protocol Label Switch) MPLS technologies in order to create a logical 
LAN (or broadcast domain) over wide area [19]. HyperSCSI protocol has gone through the field 
test with GMPLS (Generalized Multi-protocol Label Switch) network control, which combines 
the merits of packet and circuit switch over DWDM optical network and the test shows that it is 
able to allocate network resource to storage network traffic dynamically and efficiently [112]. 
1.3 Research Contributions of the Thesis 
This thesis is rooted in a number of research projects, most importantly the following: 
The Kilimanjaro project started in the middle of 2000 in the Data Storage Institute of Singapore 
with the objective to design and develop data transport protocols for storage networking 
application. The primary goals of the design were to exploit the existing common data network, 
such as IP- and Ethernet-based infrastructure, and to provide storage networking solution with 
relatively high performance and low cost. HyperSCSI is the main product of this project. As 
storage networking becomes prominent and begins to spread broadly, even in low-end home 
environment, many device prototypes related to storage application have been developed in this 
project to reflect this technological trend. 
The ONFIG (Optical Network Focused Interest Group) project is initiated by the Science and 
Engineering Research Council (SERC) of the Agency of Science Technology and Research 
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(ASTAR) to work on strategic areas related to optical access network technology and application 
in Singapore. In this project, globally shared storage architecture has been investigated and design 
issues have been addressed. One attractive feature is the extension of local scale storage 
networking applications into long distance wide area environment over DWDM optical work with 
GMPLS efficient control. As a home-grown technology, HyperSCSI has been used with low cost 
and high flexibility to deliver storage networking service over such testbed. There is also an on-
going plan to integrate HyperSCSI storage protocol with optical network resource control plane 
to develop automatic management for storage networking. 
This thesis makes the following contributions specifically. 
• The design of a new storage networking protocol, HyperSCSI, which addresses the 
demands and concerns of storage applications over generic networks. 
• A detailed architectural development and implementation of HyperSCSI on various 
platforms to explore the application in various environments ranging from home network 
to optical network.  
• A novel flow control mechanism for storage networking in high-speed network 
environment. 
• Module optimizations of the proposed protocol, experimental result analysis, and 
benchmark performance comparison with leading alternatives, such as FC and iSCSI.  
1.4 Organization of Thesis 
The structure of this thesis is as follows.  
In Chapter 2, we provide a comprehensive review of the literature on data transport protocols.  
In Chapter 3, we present HyperSCSI, as a new storage networking protocol and illustrate its 
protocol design details and architecture. We compare HyperSCSI protocol with iSCSI, which 
relies on TCP for data transport and demonstrate the integrated feature of network and storage 
functionalities as a means of delivering efficient and reliable service to applications. We also 
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discuss the flow control algorithm and integrate layer processing mechanism for storage 
networking in high-speed network situations.  
In Chapter 4, we present performance evaluation, analysis, and application scalability. We 
provide results of the benchmark tests and performance comparison with iSCSI and NFS. Based 
on the reference implementation on the Linux platform, we show that HyperSCSI can provide 
better performance results in terms of throughput, I/O request latency, and end system utilization 
by maximally utilizing the widely deployed Ethernet infrastructure.  
In Chapter 5, we present further design of the protocol and remote storage service of 
HyperSCSI on optical networks. As the popularity of optical network with Ethernet-based 
interface provides storage service over MAN and WAN, HyperSCSI protocol can fit such trend 
by extending network storage simply from local range to wide area with long distance. We then 
give the design and show how to enable the efficient coupling of storage networking management 
with optical control plane. We also present the experimental results on a real optical network 
testbed.      
Finally, in Chapter 6, we draw the conclusions of the thesis and point out some future work that 
needs to be done. 




2 Data Transport Protocols Review 
 
The development of a high performance network storage system requires optimal design of a 
data transport protocol in order to efficiently provide better services to storage applications. 
According to the OSI 7-layer network reference model, the transport protocol layer provides 
reliable, transparent transfer of data on an end-to-end basis between two or more network end 
points; it also provides error recovery and flow control algorithms [37]. As technologies for 
network and link layers evolve, the requirements and complexity of transport protocol also 
change regularly. In this chapter, we first give a brief overview of general-purposed transport 
protocols, which are widely used in existing common networks such as the Internet. Then we 
conduct a survey on several lightweight transport protocols with technical optimizations for high-
speed networks.  
It is prerequisite for a SAN to provide high performance to applications [8, 35]. The 
performance here is interpreted as storage data throughput or I/O (Input/Output) request and 
response rate. The most promising protocols for storage networking are those that can be easily 
obtained and have lightweight processing that can support a high-speed network.  
2.1 General-Purposed Protocols 
The most successful protocol stack, over the last three decades, could be the Internet protocol 
stack, TCP/IP protocol stack [36, 37, 38]. It provides general-purposed data transport. TCP and 
UDP are the two typical transport protocols that work on top of an IP network layer. These 
protocols are often used and compared as references when designing other types of transport 
protocols. It is very natural to build storage network supported by this group of protocols [8, 10, 
13, 14, 16, 17, 39, 40]. 
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2.1.1 Internet Protocol 
Internet Protocol (IP) is the network layer protocol, which has been widely used [36, 41]. 
Although it is not a data transport protocol, it is the keystone to support to general-purposed 
transport protocols like TCP, UDP, and other protocol architectures. 
IP defines a connectionless, unreliable model for data communication over network. It provides 
the functions that allow data packets to traverse multiple middle network nodes and get to the 
destination. It is noticeable that an IP datagram has a maximum length of 64K bytes. It provides 
the mechanism of fragmentation and reassembly to cope with the message delivery capability of 
the lower link layer. IP protocol functions as carrier for the transport protocol data unit (PDU). It 
contains the parameters that support the identification of different protocol type and flow. IP does 
not need to maintain any state information for connection and flow control, as each datagram is 
handled independently from all other datagrams.  
2.1.2 User Datagram Protocol  
User Datagram Protocol (UDP) is a commonly used transport protocol. UDP provides 
connectionless, unreliable, and message-oriented service [36, 42]. Unlike IP, UDP does not have 
the function of segmentation and reassembly. The higher layer is required to supply complete 
data segment to UDP layer as an independent datagram for transportation. There are no 
connection establishment and termination capabilities in UDP. There are also no 
acknowledgement and data retransmission mechanism, and no sequence number to guarantee data 
in-order delivery. The UDP sender will not know if a datagram is successfully delivered to its 
destination, and the receiver may experience loss of data segment, duplicated, or out-of-order 
reception.  
UDP offers a much simpler service on top of IP to applications as compared with TCP. It does 
reduce the heavyweight protocol processing overheads like TCP and delivers better performance 
in many application cases. Some of the traditional and emerging applications of UDP are 
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multicasting, simple network management, real-time multimedia, and transactions. It is 
sometimes a burden for higher layer to provide connection and data reliability mechanism.  
A UDP datagram has a header and a payload. The application data is carried as payload and the 
header carries the necessary information for protocol operation. A UDP datagram can be 
encapsulated in an IP packet when it is transmitted across a network.  UDP also provides error 
checksum option, which can be turned on to protect data integrity. 
It is attractive to transport storage data on UDP network, not only because of the request-
response characteristic of its storage protocols, but also because it can take advantage of IP 
protocol to transport data across various network infrastructures. Currently, with the maturity of 
high-speed optical network technology, applying UDP to maximize the bandwidth utilization has 
become popular, especially in a dedicated network environment. 
2.1.3 Transmission Control Protocol  
Transmission Control Protocol (TCP) is a predominant transport protocol used in modern 
communication networks. TCP provides connection based, reliable, full-duplex, streaming 
services to applications [36, 37, 38, 43]. There are extensive studies about TCP protocol design, 
analysis, and development in the literature. TCP contains many fundamental and optimal 
functions for general-purposed data transport mechanism. Currently, the only standard storage 
networking protocol for the Internet, iSCSI, is built on a TCP-based network platform.   
Data Transport Reliability  
TCP protocol deploys mechanism of acknowledgement together with the use of a sequence 
number in a data packet to guarantee data transport reliability. The receiver can reconstruct the 
datagram from the receiving data packets and send a cumulative acknowledgement to indicate the 
amount of data that is successfully received. According to this mechanism, the receiver can 
handle the case of data packet out-of-order, duplicate, and can also inform the sender of possible 
data loss. The sender uses the returned acknowledgements to determine which bytes in the stream 
have been successfully received. The sender can also infer the situation if there is data packet loss 
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and retransmit the lost data. This acknowledgement method is a key factor to the success of the 
TCP protocol, which suits various types of network conditions in providing the reliability. 
The TCP sender can detect the loss of packets in many ways. One prominent approach is to set 
a timeout value based on a connection’s round trip time (RTT) [43, 44, 45]. RTT measures 
(MRTT) are taken by calculating the time between sending a data packet and receiving the 
acknowledgement (ACK) for that packet. The round trip timeout (RTO) is then calculated using a 
smoothed estimate of the round trip time (SRTT), and a mean error variance for the estimate 










   (2.1) 
This means that the expected RTO values are updated upon each valid round trip time 
measurement. The timer is set when a data packet is sent and cleared when the expected 
acknowledgement is received. If there is no acknowledgement before the timeout event occurs, 
the sender will retransmit the old data packet.   
Standard TCP Flow Control 
TCP adopts a sliding window scheme to control the flow of data transmission [36, 38]. The 
sender uses the window concept to control the amount of data to be transmitted over the network. 
After an ACK packet is received, the sender can send more data. When the sender transmits data 
with a full window size without ACK reply, it must stop transmitting any further data packets and 
wait for ACK. There are two windows maintained in the TCP sender: the congestion window 
(cwnd) and the receiver advertised window (rwnd) [44]. The value of cwnd is set by the sender 
based on the flow control window adjustment algorithm, while the value of rwnd is set by the 
receiver according to its available buffer space. The cwnd can be also considered as the sender’s 
observation of the congestion situation of the current network. The sender controls its data 
transmission by the minimum value of cwnd and rwnd to make sure that both the network and the 
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receiver would receive the data that is sent out. Although the rwnd functions to control the data 
flow, it only works when the receiver is slower than the sender. In most cases, controlling cwnd is 
the main design issue for TCP flow and congestion control.  
TCP congestion control starts by assuming that a connection experiences packet loss as a result 
of congestion somewhere on the network [46]. The sender adjusts the size of cwnd to reduce the 
packet loss event. There are two procedures used by a TCP sender to update cwnd: slow-start and 
congestion avoidance. Slow-start is designed to increase cwnd quickly during the slow start 
period, while congestion avoidance is applied to cautiously find the optimum size of cwnd. If the 
MSS is the maximal segment size for the connection, TCP updates cwnd after it receives a non-
duplicate ACK. The updating method for slow-start and congestion avoidance are given in 
equations 2.2 and 2.3, respectively. 
  






+=       (2.3) 
 
TCP defines a threshold parameter (ssthresh) to separate the states of slow-start and congestion 
avoidance. When cwnd is smaller than ssthresh, the TCP sender is in a slow-start state. If cwnd is 
larger than ssthresh, the sender is in a congestion avoidance state. The TCP connection will start 
from slow-start then increase its cwnd exponentially. When there is a need to retransmit data 
packet due to either round trip timeout or duplicated ACKs, the sender will perform recovery by 
retransmitting old data packet and going to congestion avoidance state if necessary. The rule is 
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The sender will reduce its ssthresh to half of the existing congestion window size and reset the 
cwnd to one MSS segment. If TCP adopts fast retransmit and fast recovery algorithm, then cwnd 
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will be updated by the rules described in the standard [44]. When the sender receives three 
duplicated ACK packets, it will start fast retransmission procedure and reduce its ssthresh to one 
half of current cwnd. It then reduces its cwnd to ssthresh+3. The value three means that three data 
segments, which trigger out the duplicated ACK packets, have already left the network. The fast 
recovery algorithm just uses this value to perform data retransmission. When a new ACK packet 
is received, the sender will update its cwnd to ssthresh, which is half of its value before 











       (2.5) 
 
TCP Protocol Enhancement  
 
In standard TCP protocol, the flow control mechanism, especially the congestion window 
adjustment, operates based on the reception of ACK packets. The protocol also adopts a delayed 
ACK scheme to increase the efficiency of the network through the reduction of the number of 
ACK packets. If the delayed ACK is implemented, the effectiveness of flow control will be 
affected obviously. In order to counter such effect, Mark Allman proposed a new method called 
appropriate byte counting (ABC) [47]. For ABC, the TCP sender adjusts it cwnd based on the 
number of transmitted data bytes acknowledged by receiving an ACK packet, rather than the 
number of ACK packets. ABC is attractive because it can provide the equivalent effectiveness 
with less ACK packets, thus reducing the burden of the TCP network [48, 49].  
Fast retransmission and fast recovery are effective mechanisms in standard TCP protocol in 
improving network performance when packet loss occurs. In case of multiple packet loss within 
one RTT period, most TCP senders will wait for retransmission timeout and go to slow start, due 
to the lack of sufficient duplicated ACK packets generated by the receiver [50, 51]. In order to 
solve this problem, TCP NewReno [50] has been proposed as a quick solution. Another way of 
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dealing with such multiple data packet loss is by informing the sender which part of data has been 
received. This method is known as Selective Acknowledgement (SACK) [51]. 
TCP Vegas, an algorithm that performs flow and congestion control without waiting for the 
packet loss event to occur, has also been proposed [52, 53, 54]]. TCP Vegas adopts a new 
retransmission mechanism by measuring RTT based on a fine-grained clock value.  It also uses a 
new congestion avoidance mechanism, which is described as follows: 
First, TCP Vegas defines a parameter of BaseRTT for a connection when the connection is not 
congested. In practices, this BaseRTT is set to the minimum of all measured round trip times. 
Then the sender can derive the expected data transfer rate, which is represented as:  
 Expected = cwnd / BaseRTT 
Second, the sender calculates the current actual sending rate, which is done by using the actual 
measured RTT value in the above formula. After the sender has both Expected and Actual rates, it 
















     (2.6) 
The diff is the difference between Expected and Actual rate: the α  and β  are related 
parameters used to set the lower and upper boundary threshold of network congestion. If the diff 
is smaller than the lower boundary, the sender will increase its flow control window on the 
assumption that the network is not congested. On the other hand, when the diff is larger than the 
upper boundary, the sender will decrease its flow control window on the understanding that 
current network traffic is heavy over the network.    
TCP Vegas performs flow and congestion control proactively, rather than the mechanism of 
standard TCP, which performs reactively. It is claimed that TCP Vegas can achieve 37% to 71% 
better performance and one-fifth to one-half packet loss on the Internet [52].   
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2.2 Lightweight Transport Protocols for High-Speed Networks 
As network speed increases geometrically, it is common to provide gigabit or multi-gigabit per 
second bandwidth to applications. The performance bottleneck is thus shifting from network 
bandwidth availability to end system capacity and protocol processing complexity [58]. In fact, 
existing standard transport protocols, such as TCP, encounter performance problems over high-
speed networks [27, 55, 56, 57], especially for storage applications [8, 10]. Along with 
improvement done to conventional TCP protocol to resolve this problem, there is a prominent 
trend in the literature that favors the use and exploitation of lightweight protocols. Lightweight 
protocols are defined as protocol stacks that have simplified processing instructions and 
processing complexity [55, 58, 59, 60, 61, 62]. By leveraging certain network properties, these 
lightweight protocols normally have a reduced length of protocol execution procedure, which 
results in better data transport performance. In this section, we provide an overview of several 
lightweight transport protocols with the design focus on high-speed networks. 
2.2.1 NETBLT: Network Block Transfer 
NETBLT was developed as a lightweight protocol for high throughput bulk data transfer [55, 
63] with emphasis on efficient operation over long-delay links. NETBLT was designed originally 
to operate on top of IP, but it can also operate on top of UDP and other network protocol that 
provide a similar connectionless, unreliable network service. One notable feature of NETBLT is 
that it uses a data buffer, which contains multiple packets, as transmission unit. Several of such 
buffers can be concurrently active to keep data flowing at a constant rate. Another feature of 
NETBLT is its flow control and acknowledgement mechanism. It uses rate control for avoiding 
round trip time variation and the negative acknowledgement method for efficiency. NETBLT 
uses packet burst size and burst rate parameters to accomplish rate control. It also uses selective 
retransmission for error recovery. After a transport sender has transmitted a whole buffer, it waits 
for a control message from the transport receiver. This control packet can be a RESEND, 
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indicating lost packets, or an OK, acknowledging the whole buffer. A GO allows the transmission 
of another buffer. Instead of waiting after each buffer, a multiple buffering mechanism can be 
used [111]. Because of its elegant features, NETBLT has been referenced by many other 
researchers for protocol design.   
2.2.2 VMTP: Versatile Message Transport Protocol  
VMTP was designed at Stanford University to provide high performance communication 
service for distributed operating systems, with primary focus on supporting transaction-oriented 
communications, particularly remote procedure call (RPC), real-time datagram, and multicast 
[64]. VMTP is a request-response protocol that uses timer-based connection management in 
providing communication between network entities. Each entity has a 64-bit identifier that is 
unique, stable, and independent of the host address. The latter property allows entities to be 
migrated and handled independently of network layer addressing, facilitating process migration, 
and mobile and multi-homed hosts [59]. VMTP adopts packet a group-based flow control 
mechanism, in which the transmitter sends a group of packets equivalent to, at most, 16K bytes of 
data as one operation, which consists of a single message. The receiver accepts and acknowledges 
this packet group as a unit. Such an approach can simplify the protocol processing and provide an 
efficient flow control for large amount of message exchange. VMTP also provides a streaming 
mode in which an entity can issue a stream of requests and receive the responses back 
asynchronously. For instance, multicast is realized by sending to a group of servers. Another 
notable feature of VMTP is that it combines the functions of application layer response and 
network layer acknowledgement. This kind of integration allows application to handle message 
framing, which can improve the efficiency of the whole network’s operation [56]. 
2.2.3 XTP: Xpress Transport Protocol 
The Xpress Transmission Protocol (XTP) is designed for data transport on networks that have 
high reliability and high speed [62]. It is, in fact, specially designed to be implemented in VLSI 
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with execution efficiency. XTP is a lightweight protocol that not only integrates network and 
transport layers to reduce packet processing overhead, but also enables several performance 
optimizations. Compared with TCP and UDP protocols, XTP has new enhancements, such as 
transport multicast, multicast group management, priorities, rate and burst control, and selectable 
error and flow control mechanism. To demonstrate its flexibility, XTP can operate on top of 
various protocols, such as IP, Ethernet, token ring, FDDI, ATM, etc [65]. 
There are other proposals raised for architectures, features, and implementation issues for high-
speed transport protocols [58, 60, 61, 66]. After reviewing these protocols, we can summarize our 
observations on the style and properties of high-speed network transport protocols design.  
1. Improve flow control mechanism 
Conventional protocols, such as TCP, adopt a window and acknowledgement mechanism to 
provide reliability. Data transmission speed is controlled by the size of the opened window and 
frequency of acknowledgement. However, this proves to be inefficient and generates heavy 
processing overhead for high-speed networks [55, 59]. Therefore, new protocols such as rate 
control, are proposed. 
2. Apply application layer framing (ALF) technology with integrated layer protocol (ILP) 
principle [56, 67]. 
Clark and Tennenhouse [56] have proposed ALF as a new protocol design strategy. With ALF, 
the application layer can control the data boundary and form the message unit for transport 
protocol. This can provide easier error control and is reported to increase data processing 
efficiency. Together with ALF, ILP is proposed as a engineering principle for combining multiple 
protocol layers processing in order to reduce the cost of data manipulation [67].     
3. Reduce protocol processing complexity 
In order to efficiently support data transport over a high-speed network, the complexity of 
protocol operation must be reduced [67, 68, 69], either by optimizing the existing protocol stack 
or by designing a new type of protocol, which can be classified as lightweight protocols. 
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Although this group of lightweight protocols can tackle specific application situations, they are 
not widely accepted due to the lack of interoperability with existing protocol stacks.  
2.3 Lightweight Transport Protocols for Optical Networks 
Recently, fast advancement in optical network technologies has led to a fundamental change in 
network infrastructure and protocol design. Optical network brings the properties of high data 
rate, long distance, low error rate, and potentially low cost to applications. In fact, DWDM 
enables optical channels to carry hundreds of wavelengths of 2.5 to 10Gbps, each offering a 
capacity of terabits per second on a single fiber. Various communication models, such as packet-
based switching and time, wavelength, and space domain-based switching, could be adopted to 
provide more than sufficient bandwidth to applications [38, 70, 71, 73, 74]. Therefore, the critical 
requirement for transport protocol over optical network is how to utilize the available bandwidth 
efficiently and maximally.  Conventionally, TCP is still used for data transportation on top of IP 
and Ethernet technologies via optical networks, whereas it is repeatedly reported that TCP 
protocol cannot serve well in such an environment due to its flow control window adjustment 
algorithm and packet loss confusion [9, 48, 57, 69, 74]. Other than modifying TCP flow control 
mechanism [32, 33, 76, 77], several new proposals of lightweight protocols have been raised to 
address these issues.  
2.3.1 RBUDP: Reliable Blast UDP 
 RBUDP was developed at the Electronic Visualization Lab of the University of Illinois to 
achieve predictable high performance in bulk data transfer over dedicated or QoS enabled 
networks such as IP-based DWDM optical networks [78]. RBUDP adopts a more aggressive 
approach by using UDP that is augmented with aggregated acknowledges to provide a reliable 
bulk data transmission. For RBUDP, data traffic is transferred with the UDP protocol as blast, 
and the control signaling packets are transferred with TCP protocol, including acknowledgement. 
The sender may retransmit data packets when the signal packet received from the TCP channel 
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indicates packet loss. RBUDP has two goals to perform. The first is to keep the network pipe as 
full as possible during bulk data transfer. The second goal is to avoid TCP's ACK overhead by 
sending acknowledgments only at the end of the transmission phase. For RBUDP algorithm, the 
packet send rate is an important parameter to determine the total data transfer rate and packet loss 
ratio. RBUDP separates the signaling control and data communication channel to achieve higher 
data transfer rate. The analytical model is developed to allow applications to predict achievable 
network bandwidth and packet loss rate. Experiments have been conducted over an OC-12 link 
(622Mbps) provided by SURFnet from Amsterdam to the Starlight facility in Chicago [78] and in 
the iGrid 2002 conference in Amsterdam [57]. The result shows that over a 1Gbps channel, 
RBUDP can provide approximately 920Mbps throughput, which is far better than the throughput 
offered by TCP protocol. 
2.3.2 SABUL: Simple Available Bandwidth Utilization Library 
 SABUL was designed at the advanced computing lab of the University of Illinois as an 
application-level data transport protocol for data intensive applications over high bandwidth-
delay product networks [79]. SABUL also uses TCP for control connection and message 
exchange and UDP for sending data packets from sender to receiver. It adopts rate control 
mechanism to utilize the available bandwidth of the network. One constant synchronization 
(SYN) interval is used to estimate the network bandwidth utilization and adjust the data sending 
rate. Through such a kind of control, SABUL can work friendly with other TCP data flow, and 
support multiple SABUL flows concurrently. Experiments done from Chicago to Ottawa to 
Amsterdam show that, with 1Gbps link bandwidth with 110 ms round-trip-time, 900Mbps can be 
achieved by using SABUL protocol [75].  
2.3.3 GTP: Group Transport Protocol 
Group Transport Protocol (GTP) provides efficient multipoint-to-point data transfer while 
achieving low loss and max-min fairness among network flows [74]. It features request-response 
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data transfer model and rate-based explicit flow control. Compared with other transport protocols, 
GTP utilizes lightweight UDP for bulk data transfer and TCP connection for exchanging control 
information reliably. Since UDP does not contain flow control and reliable transmission, TCP is 
used to work in a separate channel for this purpose. Each GTP receiver performs flow control on 
two levels; these are per-flow rate control and centralized rate allocation across flows. In doing 
so, GTP is claimed to achieve fairness across data flows and can even reserve bandwidth for 
traffic like TCP on the network.  GTP takes advantage of an optical DWDM network, and 
provides plenty and controlled bandwidth to applications. GTP is also reported to realize the 
integration of TCP and SAN protocols [57].   
2.3.4 Zing  
In the DWDM network platform, “lightpath” is easily provided. “Lightpath” is a channel that 
traverses internal photonic nodes and modules to form an end-to-end “circuit-based” connection. 
Zing is a transport protocol designed for bulk data transfer over such channel [73, 80]. Since there 
is no need to apply network layer functions to the end-to-end “circuit”, Zing merges the transport 
layer and data link layer functions effectively. In the prototype, the end system has a Gigabit 
Ethernet optical interface running at 1Gbps over fiber, and a Fast Ethernet packet interface. Zing 
adopts the packet-based network for control purpose, such that it is able to establish, maintain, 
and release optical connection, as well as for error handling, which works well with TCP/IP 
protocol. As for end-to-end “circuit” connection, Zing leverages the link layer to provide data 
integrity check (ICV) rather than using its own error checking method like TCP’s checksum. It 
also adopts rate control as flow control algorithm and acknowledgement scheme to improve 
connection reliability. Zing shows flexibility in that it can transmit acknowledgement and 
retransmission over packet-based network, thus simplifying the processing of the flow in the data 
channel.  
In our review of four lightweight transport protocols for high-speed optical network, we find 
out that all four are designed to address TCP performance difficulties related to high speed, long 
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distance network scenario. There are also other similar candidates, such as FOBS [81] and 
Tsunami [82]. These approaches all share the same properties, namely: 
1. Separate the data and control channel. TCP is used on control channel to guarantee 
reliability, while UDP is used on data channel to achieve efficiency. 
2. Adopt a simple and efficient flow control mechanism to avoid TCP flow control 
problems in high-speed network. 
3. Adopt a simple data error control mechanism on the data channel, usually through UDP, 
to reduce protocol processing complexity.    
4. Do not apply completely new protocol stacks, maintain the protocol compatibility, and 
leverage the existing network infrastructure. 
2.4 Summary   
The storage networking protocol works to transport storage data across a network and connects 
individual remote entities in a storage protocol semantic. Design storage networking protocol is 
therefore a key task in ensuring the performance and efficiency of network storage applications. 
Reviewing the research work related to general-purposed transport protocols and lightweight 
transport protocols for high-speed network and optical networks in the literature, we can come to 
the following observations. First, utilizing common standard protocols will bring greater 
advantages and bigger possibilities to storage services. Second, storage networking protocol 
needs to be integrated with conventional transport protocols [14, 16, 17, 30, 83]. Since storage 
networking needs both network and storage functions, which involve heavy data manipulation, it 
is an urgent requirement to integrate these two portions efficiently and remove the redundant data 
processing procedure [8, 9]. Finally, with all these in mind, researchers are motivated to design 
and develop new storage networking protocols. 




3 HyperSCSI Protocol Design 
 
Keeping view of the literature surveyed in Chapter 1 and 2, we now introduce a new storage 
networking protocol called HyperSCSI, which provides the transmission of SCSI commands and 
data over a network. In other words, HyperSCSI enables a user to connect and access SCSI or 
SCSI-based devices over a network as if these devices were directly attached. In this chapter, we 
give the details of the HyperSCSI protocol description including its design rationale, architecture, 
operations, and major features. We also provide a comparison between the HyperSCSI protocol 
and other related protocols in order to highlight the objective of protocol design, namely 
efficiency, performance, and simplicity. 
3.1 Design Rationale 
The research in storage networking has been ongoing for many years, all with the primary goal 
of transporting data over networks for storage applications. In light of this, several storage 
networking protocols as well as their related problems have been reviewed and discussed in 
Chapter 1. Taking a look at the trend of network storage, we can say that the basic motivation 
behind its design and development can be summarized in terms of how to achieve the highest 
storage access efficiency with the least effort. By studying the mechanism and limitations of 
those solutions, we bring out some issues that need attention in order to offer better service to 
storage applications. Here, we present the design and development of a new protocol called 
HyperSCSI, which can be used to build a pure Ethernet-SAN [34, 84]. HyperSCSI is designed 
and implemented for transmission of SCSI protocol data over a network. It exploits the existing 
Ethernet infrastructure, common off-the-shelf hardware components, and well-established storage 
technology, and renders a high performance, simple, and cost-effective network storage solution. 
It is our objective to provide HyperSCSI as a simple testing environment for investigating storage 
Chapter 3 HyperSCSI Protocol Design   30 
 
networking characteristics and design new flow control algorithms. HyperSCSI uses Ethernet as 
raw platform; it avoids many protocol complexities as compared with TCP/IP, such that we can 
add new traffic control algorithms on top. 
The reason of our choice is that SCSI is a general-purposed interface standard with rich 
capabilities and support for a wide variety of storage peripherals. In fact, SCSI is the dominant 
storage protocol applied in high performance storage applications. Given this characteristic of 
SCSI, the question now turns to how to combine SCSI and network efficiently, and over which 
network layer should SCSI be deployed.  
In Table 3.1, a comparison among common standard network protocols is given based on 
performance, reliability, connection distance, channel utilization, and protocol complexity. As the 
storage networking protocol performs a large block of data transfer, the network layer at the 
sender site has to do the segmentation and form packets with a size that is limited by network 
transportation. Similarly the receiver needs to reassembly the packets to recover the storage data 
block. Since Ethernet and IP protocols are not designed for end-to-end data transportation, in 
order to work over IP or Ethernet, storage networking protocol has to provide the functions of 
data segmentation and reassembly (SAR) functions. Although the IP protocol already processes 
Table 3.1: Common standard network protocols comparison  
SAR: Segmentation and Reassembly 
Protocols Ethernet IP UDP/IP TCP/IP 
SAR needed Yes Yes Yes No 
Flow Control No No No Yes 
Delivery in-order 
guarantee No No No Yes 
Reliability Best effort Best effort Best effort Reliable 
Wide-area 
connectivity No Yes Yes Yes 
Protocol process 
complexity Low Medium High Highest 
Channel utilization 
efficiency Highest High Medium Low 
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SAR to its lower link layer, its maximum size of protocol data unit (PDU) is limited to 64K bytes 
and is not sufficient to support storage blocks as large as 512K bytes. Furthermore, IP and 
Ethernet only provide best effort service; they cannot guarantee data in-order delivery and flow 
control. However, their advantages are obvious and efficient, as these protocols provide minimum 
complexity for transporting data over a network; also IP can further transport storage data over a 
wide area. UDP, on the other hand, is a lightweight protocol for general data transportation. 
Similar to the IP protocol, in order to leverage the UDP protocol, storage networking protocol 
needs to provide the related functions to guarantee data reliability. Since TCP is a byte streaming 
protocol, it adopts a unique buffer mechanism; its buffer can hold the storage block and perform 
SAR automatically. It also has sophisticated flow control and reliability assurance, such that the 
storage networking protocol can spend minimum effort for data transportation and concentrate on 
the storage protocol semantics. However, such advantage comes with the cost of high network 
layer protocol processing complexity and low channel bandwidth utilization [10, 27]. 
3.2 Protocol Description 
3.2.1 Protocol Architecture Overview 
In this thesis, we choose Ethernet and IP as the network layer protocol for storage networking 
protocol design, because we found out that the requirements of local network storage and wide 
area network storage are quite different, that is, while the former may raise more demand on 
performance, the latter has the requirement of connectivity. As such, we provide the design 
capability of the HyperSCSI protocol to support both environments. With the local access, we 
choose to build HyperSCSI over Ethernet (HS/eth); and for wide area connectivity, we choose to 
build HyperSCSI over IP (HS/IP), in which, the basic protocol structure is essentially the same, 
only with different network interfaces. This allows us to adopt IP-based networking technology 
for wide area applications, or bypass IP entirely where it is not needed and put the protocol 
directly onto Ethernet for optimum performance and simplicity in local area communications. 
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This model also allows us to extend the HyperSCSI protocol over other network technologies, 
such as Asynchronous Transfer Mode (ATM) and Synchronous Optical Network (SONET). 
Furthermore, since we are designing a low-level protocol, some of the intelligence and control 
functions can be applied and provided to the application layer. This allows us to design a protocol 
that is lightweight and efficient. For example, we design security as a built-in function, and 
various device operation options to support storage access over the network. By doing this, we 
avoid excessive service layers and interfaces, thereby providing simplicity and efficiency to 
network users. In addition, packetization and virtualization of HyperSCSI enable the 
implementation of multi-channel parallel communications in order to maximally utilize network 
bandwidth and capacity with improved fault tolerance and reliability. Finally, more advanced 
functions are built into the HyperSCSI protocol to support other requirements such as storage 
device dynamic management, efficient flow control, and in-band protocol management. Figure 
3.1 shows the architecture of the HyperSCSI protocol in relation to disk array and the application 























































Figure 3.1: HyperSCSI architecture 
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“target” in SCSI storage terminology. Thus, a HyperSCSI client is the network endpoint that 
emulates a SCSI initiator in issuing the SCSI request command. A HyperSCSI server functions 
like a SCSI target. Both HyperSCSI client and server are connected through the network, where 
the HyperSCSI server maintains “addressing, security, and control” (ASC) management. The 
server also executes the request command initiated from the client, and returns the result to the 
client. As mentioned before, both HS/eth and HS/IP share common core functions. With the 
ubiquity of Ethernet and great demand for high performance storage network in local 
environment, we will focus on the protocol presentation on the Ethernet platform.  
3.2.2 HyperSCSI Protocol Data Structures 
As mentioned above, the HyperSCSI protocol has two groups of functions in order to extend 
storage semantics across the network. One group of functions is provided to support data 
transportation, while the other group of functions is for storage access and management. Thus, the 
HyperSCSI protocol defines and employs the standard protocol data unit (PDU) and packet 
structure. In this section, we will highlight the properties of the HyperSCSI protocol. The details 
of the protocol structure description can be found in the protocol specification [84].  
3.2.2.1 HyperSCSI PDU 
The HyperSCSI PDU includes a protocol header block (HPB) and a data segment if necessary. 
The HPB has the template format shown in Figure 3.2, which contains the parameters that define 
the specific operation. Compared with other network storage protocols, such as iSCSI, the 
HyperSCSI PDU contains a simplified header template that provides the necessary functions. The 
 
Ver M OpCode P. Param HPB Length 
HS Serial No 
HS Digest 
HS Protocol Parameters (if any) 
Data Block 
 
Figure 3.2: HyperSCSI Protocol Data Unit (PDU) with 
header block template 
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HyperSCSI protocol supports several operations with the operation code definition provided in 
Table 3.2. The field contains a sequence number in order to maintain data in-order delivery and 
reliability control. The HyperSCSI protocol also contains one digest field as option to protect the 
header and data integrity. Unlike TCP’s compulsory error checksum strategy, HyperSCSI allows 
application to pre-configure this option with flexibility. As this field is designed for security 
purpose, normally, user does not turn on this option in order to get higher performance, because 
most of the time, the HyperSCSI protocol can rely on the link layer to provide hardware-based 
error checking.   
3.2.2.2 HyperSCSI packet over Ethernet  
Currently, HyperSCSI is designed and implemented to work on an Ethernet-based network 
platform with SCSI protocol mapping. The HyperSCSI packet can be encapsulated within a 
standard Ethernet frame. It has been registered to IEEE and assigned its own protocol number1 
(Ethertype). Figure 3.3 shows the HyperSCSI packet and header structure. At the network layer, 
the HyperSCSI PDU is fragmented to fit the network packet size requirement. Each HyperSCSI 
packet contains a 3-byte header that consists of the packet identification information. Compared 
with the TCP protocol, HyperSCSI adopts the tagging mechanism, which means that each 
HyperSCSI PDU contains one unique tag during the transportation. This enables multiple 
HyperSCSI PDUs to be transmitted concurrently to form multiple logical data flow within one 
                                                 
1
 IEEE granted Ethertype number of #889a to HyperSCSI in December 2001 
DA SA EtherType CRCHyperSCSI Packet
HS Header HyperSCSI PDU
3 bytes
Reserved Tag LF Fragment No.
 
Figure 3.3: HyperSCSI packet and header 
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connection. The HyperSCSI protocol maintains a tag counter. The number in the counter 
increases as each HyperSCSI PDU is being tagged. If a PDU is larger than a single Ethernet 
packet size, the HyperSCSI protocol will perform the segmentation and keep the segment number 
into the fragment number field. 
When multiple SCSI protocol data blocks are encapsulated and transmitted in parallel by the 
HyperSCSI protocol, based on the tag and fragment number contained in the HyperSCSI packet 
header, the receiver is able to sort out and reassembly the fragment of each data block. 
3.2.2.3 HyperSCSI Command Block Encapsulation 
Inside a regular computer system, the SCSI command block or SCSI request block is used to 
support the SCSI command and data transfer between the SCSI middle layer and SCSI lower 
layer drivers. With the HyperSCSI protocol, SCSI command and data are transmitted across the 
network. Therefore, a new category of PDUs is defined, which is called the HyperSCSI command 
blocks (HCB), as shown in Figure 3.4. It has been specially designed in consideration of 
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Figure 3.4: HyperSCSI Command Block (HCBE) structure 
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compatibility between different systems and between different versions of the HyperSCSI 
protocol. 
The operations used to transport HCB, which are called HCB Encapsulation (HCBE) with the 
operation codes, are defined in Table 3.2. Within the HyperSCSI command block, the basic data 
fields of SCSI command packet are included, such as the SCSI command descriptor block, SCSI 
command data buffer length and SCSI sense data buffer. The protocol data fields related to the 
HyperSCSI protocol are also included, such as the HyperSCSI version, serial number, device ID, 
and HyperSCSI command block length. 
In addition to the common fields of the HyperSCSI header block, more fields are defined to 
cater for the storage data transportation. The HyperSCSI device ID is used to identify the storage 
device that has been allocated by the HyperSCSI server. The SCSI command descriptor block 
(CDB) buffer, a 16-byte long buffer, holds the SCSI command descriptor block that follows the 
SCSI international standard. The length of the SCSI command descriptor block is contained in the 
CDB length field.  
Every SCSI command block has its unique serial number, which is preserved to indicate the 
uniqueness of every HyperSCSI command block. The SCSI command execution result is kept in 
the SCSI command result field. The SCSI sense buffer is also used to contain the SCSI sense 
data, which may be queried from the HyperSCSI client.  
The SCSI data buffer contains the whole data of the SCSI command block that is to be 
transmitted. Thus, it will be attached after the HCBE header and the length is saved in the field of 
the “SCSI command block length”.  
3.2.3 HyperSCSI State Transitions   
The HyperSCSI nodes include the HyperSCSI server and client. Inside one HyperSCSI node, 
there are groups of HyperSCSI node table records. Each table contains the information of remote 
HyperSCSI nodes, which can possibly connect to or are already connected to this HyperSCSI 
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node. For each connection, the HyperSCSI node works in one of the states at a time, which are 
kept as a parameter within the HyperSCSI node table. The states are described as follows. 
HSIDLE (HyperSCSI Idle) 
This state indicates that there is no HyperSCSI connection with this node. Inside the 
HyperSCSI client machine, the client needs to do the configuration and send the HyperSCSI 
device discovery request through the network. Inside the HyperSCSI server machine, the server 
needs to configure the storage resource and listen to the network to find the connection request 
from the HyperSCSI client. The state transition diagrams for HyperSCSI server and client are 
displayed in Figures 3.5 and 3.6, respectively. 
HSCON (HyperSCSI Connection Setup) 
This state indicates that the HyperSCSI node is setting up the connection. The HyperSCSI 
server needs to check the address or domain name of the client and do the authentication. The 
HyperSCSI client then needs to reply to the authentication challenge initiated by the server. 
HSCBE (HyperSCSI Command Block Encapsulation)     
This state indicates that the HyperSCSI node is transmitting the SCSI data over the network. 
Both the HyperSCSI server and client can send and receive the HyperSCSI command block 
including the SCSI command and data.  
HSDM (HyperSCSI Dynamic Management)  
This state indicates that the HyperSCSI node is in a dynamic management status, which 
includes security key-exchange, device re-negotiation, re-authentication, and even keep-alive 
check from the server. 
HSFC (HyperSCSI Flow Control set up)  
This state indicates that the HyperSCSI nodes are doing the flow control setup. For example, 
the HyperSCSI node sends the flow control packet to set up the flow control window size, or the 
flow control inquiry packet to get the receiving status of the receiver. 
HSMC (HyperSCSI Multi-Channel Configuration)  
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This state indicates that the HyperSCSI node is in the Multi-Channel configuration status. The 
HyperSCSI node needs to exchange multi-channel address to its connection peer and wait for the 
reply of confirmation. HyperSCSI may also need to do error detection over the network. This 
state also means that the HyperSCSI node is configuring the multi-channel within a certain 
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Figure 3.5: HyperSCSI server node state transition diagram 
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local network device, all HyperSCSI node states must be set to HSMC during this procedure. 
HSEND (HyperSCSI End Connection)       
This state indicates that the HyperSCSI node is terminating the connection.  Once the 
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Figure 3.6: HyperSCSI client node state transition diagram 
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3.2.4 HyperSCSI Protocol Operations 
The HyperSCSI protocol comprises various packet structures. These structures are categorized by 
classes and types subsequently. Packets of a specific class and type may also have more than one 
function depending on the context of the communication. These packets are responsible for 
transporting SCSI data and command blocks as well as managing the connection and 
communication channel. Table 3.2 presents the operation codes in various HyperSCSI packets. 
3.2.4.1 Typical Connection Setup   
Figure 3.7 illustrates a typical sequence of the communication stages between a client and a 
server using the HyperSCSI protocol. The various stages of the connection flow sequence are 
described below.  
The HyperSCSI connection setup is a three-step handshaking procedure between a HyperSCSI 
client and server pair. Typically, in a storage network, the host machine (the HyperSCSI client) is 
responsible for locating and initiating connections to storage devices (HyperSCSI servers). 
Table 3.2: HyperSCSI operations codes descriptions 
Class Type Hex Name Description 
0x0 0x00 HCBE_REQUEST HyperSCSI Command Block Encapsulation Request 
0x0 
0x1 0x01 HCBE_REPLY HyperSCSI Command Block Encapsulation Reply 
0x0 0x10 HCC_DEVICE_DISCOVERY HyperSCSI Client issues this packet to discover the 
storage devices on the network 
0x1 0x11 HCC_ADN_REQUEST Authentication / Device options Negotiation Request  
0x2 0x12 HCC_ADN_REPLY Authentication / Device options Negotiation Reply 
0x1 
0x3 0x13 HCC_DISCONNECT HyperSCSI Connection Termination 
0x0 0x20 FC_ACK_SNR Flow Control Set up and Acknowledge Request 
0x2 
0x1 0x21 FC_ACK_REPLY Acknowledge Reply 
0x0 0x30 HMC_ADDR_REPORT HyperSCSI node report its multiple address to remote 
node 
0x1 0x31 HMC_ADDR_REPLY Reply about multiple address report to remote node 
0x2 0x32 HMC_LOCAL_REQUEST HyperSCSI node checks local address for local error detection  
0x3 0x33 HMC_LOCAL_REPLY Reply about the multiple address local detection 
0x4 0x34 HMC_REMOTE_REQUEST HyperSCSI node checks remote address for remote 
error detection 
0x3 
0x5 0x35 HMC_REMOTE_REPLY Reply about the multiple address remote detection 
Other classes and types are reserved 
 
Chapter 3 HyperSCSI Protocol Design   41 
 
During this process, the HyperSCSI client issues an HCC_DEVICE_DISCOVERY via an 
Ethernet broadcast packet to locate the devices on the network. Once the HyperSCSI server 
receives this packet, it checks the client address for authentication purposes and transmits the 
HCC_ADN_REQUEST packet back to the HyperSCSI client. In order for the HyperSCSI client 
to establish a connection with the HyperSCSI server, it must then send the correct response 
through an HCC_ADN_REPLY command and add the ID numbers of the devices that it has 
accessed into its own registry. If the server successfully authenticates the HCC_ADN_REPLY, 
the connection is accepted, and the HyperSCSI client can now send commands to the server. 
Within the HCC_ADN request and reply method, authentication challenges, encryption key 
exchanges, device specific option negotiations, and other information supporting N-channel 
communications, such as server/client IDs and network addresses, are also provided and 
exchanged.  
3.2.4.2 Flow Control and ACK Window setup   
An acknowledgement (ACK) mechanism has been adopted to support the flow control of data 
between a HyperSCSI client and server pair. The ACK window size refers to the number of 
packets that the transmitter may continuously send before waiting for an acknowledgement. This 
window size is negotiated and agreed upon before data flow can take place and is set by the 
requestor through an FC_ACK_SNR command. This packet is issued as a separate message, and 








Figure 3.7: HyperSCSI connection setup 
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balance loads or priorities across multiple clients, although the client may also issue the same 
command to adjust the network traffic load. Once the FC_ACK_SNR has been received, the new 
status will be acknowledged to the requestor with an FC_ACK_REPLY. If the requestor receives 
the acknowledgement, it is assumed that the window size is accepted, and packet transmission 
using the new window size can begin. The ACK window size can be set based on traffic loads or 
buffer capacities; it can also be set at start-up and/or changed dynamically during run time. This 
allows for different window sizes to be dynamically set by clients and servers to fit changing 
performance, reliability, or QoS requirements.  
3.2.4.3 HyperSCSI Data Transmission  
When there is a SCSI request from the local OS SCSI upper layer of the host machine, the 
HyperSCSI client software is responsible for converting the OS-specific SCSI command block 
together with any relevant data (as in a write command) into a platform independent HyperSCSI 
Command Block (HCB). The client then encapsulates and fragments the HCB into one or more 
HCBE_REQUEST packets; then it sends them to the HyperSCSI server. The SCSI command 
FC-Window (A) FC-Window (B) FC-Window (C) FC-Window (D) FC-Window (E) FC-Window (F)
wait
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Figure 3.8: HyperSCSI packet flow control 
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blocks and user data will therefore be transmitted together in the same packet. The HyperSCSI 
server receives the data stream, re-assembles the HyperSCSI command block and relevant user 
data, converts it back to an OS-specific SCSI command block, and passes it to the relevant 
hardware for execution. When the result of this SCSI request is ready, the HyperSCSI server will 
send the result together with the requested data back to the HyperSCSI client by issuing the 
HCBE_REPLY packet stream in a similar manner as the request. The HyperSCSI client 
reassembles the HyperSCSI command block and converts it back to an OS-specific SCSI 
command block before passing it on to the local OS SCSI upper layer. During this transmission, 
flow control mechanisms take effect through the use of FC_ACK_REPLY commands. Figure 3.9 
shows the flow of HyperSCSI data transmission. 
3.2.4.4 Connection Maintenance and Termination   
The HyperSCSI client can close a connection by sending an HCC_DISCONNECT command to 
the HyperSCSI server. The server will then remove this client from its connection list and close 
the connection. Servers do not need to acknowledge disconnect requests from clients because 
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SCSI connections are host-target based. Unlike TCP/IP connections, which are full-duplex and 
can be closed by both clients and servers, SCSI connections can only be terminated (gracefully) 
by clients. If a server were to terminate a connection, it implies to the client that service has been 
broken (or a hard disk has crashed). The HyperSCSI server does not keep connection information 
forever; instead, it sends a “keep-alive” packet as a heartbeat signal to monitor client status. The 
server will drop the relevant connection if its “keep-alive” signal to a particular client should fail 
to get a response for some reason. Through the use of hashing, encryption, and security methods, 
connections are protected against attacks from hackers who arbitrarily use connection and control 
commands. 
3.2.4.5 HyperSCSI Error Handling   
Retransmission 
HyperSCSI retransmits packets when there is a retransmission timer timeout. HyperSCSI 
transmits a group of packets as one basic operation procedure. A group is a fix number of packets 
and the transmitter may send multiple groups of packet due to its flow control mechanism. 
HyperSCSI maintains multiple retransmission timers for multiple data flows. The retransmission 
timer is set for the group of outstanding packets. The retransmission timeout value is adjusted on 
the estimation of the round trip delay time with an algorithm similar to TCP. 
The HyperSCSI receiver may issue the acknowledgement based on the group instead of the 
packet when the packet flow is in normal. If there is packet loss or out-of-order, the receiver will 
send duplicated ACKs for each coming packet to trigger out a fast retransmission from the 
transmitter side. If HyperSCSI needs to retransmit, it calculates the position and retransmits group 
of packets for the waiting SCSI data buffer. This is to reduce the protocol processing complexity 
in high-speed storage network condition. 
Delivery Failure Recovery 
HyperSCSI maintains a count of the number of retransmissions to a data flow. Every time after 
HyperSCSI has retransmitted packets, the count will be updated. When this count exceeds the 
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threshold, the HyperSCSI layer will report the event to the higher layer, which is the SCSI storage 
protocol layer. The SCSI command block timer will expire and initiate the proper activities, such 
as checking the remote protocol peers, or just retransmit this SCSI command block again. This 
two level-error recovery mechanism works efficiently and reduces HyperSCSI protocol error in 
handling complexity. 
Node failure     
The HyperSCSI protocol is designed to support storage application. Due to the request and 
response characteristic of storage traffic, there is only the need for the HyperSCSI storage server 
to maintain the connection. The server will send a kind of heartbeat packet to the connected 
HyperSCSI clients frequently if the particular channel is idle. This heartbeat functions like a 
“keep-alive” signal to probe the status of the client. If the connection is broken or the client node 
Table 3.3: Comparison of three storage networking protocol features 
Protocols Fibre Channel (FC) iSCSI (TCP/IP) HyperSCSI 
Flow control Buffer “Credit-based” Sliding Window 
Dynamic sized fixed 
window 
Transmission Block-based Byte streaming Block-based with tag 
Data delivery Guaranteed Guaranteed Guaranteed 



















Scalability Limited Unlimited Unlimited 
Access range Local area Wide area Local area (HS/eth) Wide area (HS/IP) 
End system 
overhead  Low High Medium 
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fails, the server cannot get a response in time. When this exceeds the threshold value, the server 
will remove the client from its connection table and terminate the connection.    
3.3 HyperSCSI Key Features Revisited 
The primary goal of a storage networking protocol is to efficiently map storage protocol on 
network interconnection. Compared with iSCSI, HyperSCSI has more design focus on network 
data transportation features. iSCSI takes advantage of TCP functionality and has little control 
over storage data transportation, while HyperSCSI, because it is designed to work on pure 
Ethernet and IP network, provides a full set of data transportation functionalities for storage 
applications, such as flow control, data packet framing, and processing optimization across 
multiple protocol layers. The comparison among FC, iSCSI, and HyperSCSI is summarized in 
Table 3.3. In this section, we report on several features of the HyperSCSI protocol, which reflects 
it simplicity and efficiency.  
3.3.1 Flow Control Mechanisms 
Flow control is one of the most important design issues for data transportation over storage 
networks. It controls the data source to send data packets at an appropriate rate to make sure that 
both the network and the receiver are able to receive the packets. There are various flow control 
schemes proposed in the literature, which are suitable for certain situations. In this section, we 
report on the flow control scheme designed for the HyperSCSI protocol and compare it with other 
schemes that are used for storage networking. 
3.3.1.1 Fibre Channel 
FC is a hardware-based technology that dominates current storage networking implementation. 
It provides a dedicated environment for storage data traffic and uses a credit-based flow control 
mechanism [26, 35]. It provides two levels of flow control, as shown in Figure 3.10. One is End-
to-End credit control; the other is Buffer-to-Buffer credit control in link level. For such kind of 
scheme, the amount of credit is allocated by the receiver, and the data source can only send 
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packets when it has available credit quota. The FC network use the credit control scheme to 
support different class of data traffic [1]. Credit-based flow control is a simple approach and 
guarantees that there is no packet drop in the network. However, it lacks flexibility due to the fact 
that its assignment is predetermined by the receiver. 
3.3.1.2 iSCSI with TCP/IP   
  On the other hand, iSCSI takes advantage of the TCP/IP protocol, which transfers data in 
streams and uses an acknowledgement (ACK)-based sliding window mechanism for flow control. 
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Figure 3.11: TCP and SCSI protocol flow control mechanisms 
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start and congestion avoidance. In each stage, the TCP protocol adjusts its data transmission 
window based on the number of received ACK packets. In order for the TCP to support high-
speed data transfer, a sufficient number of ACK packets should be sent from the data source to 
the receiver. If a packet gets lost due to network congestion, the TCP sender could be notified 
either by a timeout event or duplicated ACKs. Thus, the TCP protocol can perform error recovery 
accordingly. Such method works quite well for generic network conditions, even for uncertain or 
low quality network conditions. However, for storage applications, there is always the situation 
that a large amount of data needs to be transferred at a high transfer rate. A large number of data 
and ACK packets, in turn, are generated and exchanged between application servers and storage 
devices. At the speed of approximately a gigabit per second, there could be a performance 
bottleneck for end systems to process data and ACK packets, including data copy, error 
checksum, segment format processing, state maintenance, and internal parameters and timer 
updating. The portion of the process, which is directly related to data manipulation, is normally 
called data-touching process by Jonathan [85]], while the rest is termed as non-data-touching 
process. Although TCP data copy and error checksum, which are considered parts of data-
touching processing, cost a large amount of end system processing power, the aggregate non-
data-touching operations have a significant effect on performance due to the large number of data 
and ACK packets exchange for data intensive applications. Figure 3.11 shows the different flow 
control mechanism of both the TCP and SCSI protocols.  
Storage traffic can be characterized as a large volume data transfer with a restrict delay 
requirement. Moreover, in most cases, storage traffic is a one-way data flow due to the request 
and response storage I/O characteristics. This effect results in most of the TCP packets in the 
reverse path of the data flow turning to be ACKs. Since the SCSI protocol has its way of 
acknowledging the completion of a storage I/O request, it is not necessary for an iSCSI 
connection to fully depend on network layer explicit ACK. Therefore, if ACK packets can be 
cumulated, then less ACK packets will be sent out to the TCP sender for processing. Less ACKs 
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can be interpreted as less hardware interrupt and less protocol processing overhead for the host 
computer. If the ACK cumulating factor is 10, then 90% of the total ACK packets will be reduced 
for the TCP end systems to process. If the TCP protocol complexity can be reduced without 
losing its design principle, the burden for the end system can be mitigated, which is one of the 
HyperSCSI design motivations.  
3.3.1.3 HyperSCSI  
The design of HyperSCSI flow control combines the properties from both TCP and FC. It also 
takes the reference from network research literature, such as the NETBLT [55], VMTP [59], and 
TCP Vegas [52]. We set up two goals for the HyperSCSI flow control design due to the 
characteristics of storage area networks (SANs). First, HyperSCSI should be applied with the 
reduced protocol processing complexity for end systems as compared to the general-purposed 
network protocol. Second, HyperSCSI should be used to achieve high network bandwidth 
utilization over common network infrastructure, like Ethernet. These design strategies closely 
couple with the characteristic of network storage traffic, which is described in Chapter 1. 
Compared with the TCP protocol, it is more aggressive to utilize the available network bandwidth 
to support high performance storage applications. 















Figure 3.12: HyperSCSI flow control and packet group mechanism 
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protocol, a packet window contains a fix number of packets. When a node receives one complete 
window of packet, it sends an ACK packet to the sender. Instead of a TCP “sliding” window, 
HyperSCSI allows sender to transmit multiple windows of packets based on the network 
condition. A packet window can be considered as a credit buffer as in FC. The size of the window 
can be negotiated during the connection setup. The number of packet windows can be adjusted 
based on the network traffic. Based on such virtual packet group mechanism, the HyperSCSI 
sender and receiver perform non-data-touching protocol operations, such as internal timer update 
and flow control functions, only with the unit of packet group, which has less workload than 
standard TCP operation. Figure 3.12 depicts the HyperSCSI flow control mechanism with packet 
groups.  
For the HyperSCSI data flow, packet loss is mainly due to the buffer overflow at the receiver 
side. This assumption is valid in most SAN environments, because the current Ethernet can 
provide enough bandwidth as compared with the capacity of storage end systems. The main 
design focus is to synchronize the pace of packet sender and receiver for storage traffic over the 
network. The algorithm of flow control is described below. 
Step 1: Initialization. During the connection setup, both the HyperSCSI client and server 
measure the round trip time (RTT) as refRTT. Since this is only at the beginning of a connection, 
it is reasonable to use current RTT as a reference. The refRTT can be updated later with a smaller 
measured RTT value during the period of data transmission. The purpose is to find and set refRTT 
as the minimum of RTT. The client and server also negotiate the packet group size, Wp, as a flow 
control window, which is set according to the receiver buffer size and the allocated bandwidth 
share of the network. In the real implementation, this window size is set with empirical results, 
such as 2, 4, 8, 10, 16, and 32 in various Ethernet environments. HyperSCSI allows multiple 
outstanding windows to be sent over the network, with the initial number of Cwp set at 2. Based 
on the Wp and the network interface card speed, both side calculate the threshold, Tsh, as a 
parameter for window number adjustment.   
Chapter 3 HyperSCSI Protocol Design   51 
 
Step 2: Packet transmission. The transmitter starts to send the packets based on the group. It 
updates its protocol state parameters and timers only after sending every window of packets. The 
data is fetched from the SCSI data block buffer to form network packets.  
Step 3: Flow control parameters update. When the transmitter receives a new ACK packet, it 
calculates measured RTT (MRTT) and updates the Cwp accordingly. 
Step 4: ACK packet generation. The receiver sends an ACK packet after a complete window 
of packet is received or a complete HyperSCSI command block is received. When an out-of-order 
packet is received, the receiver will issue an ACK packet immediately to indicate the expected 
packet sequence number. The ACK packet is also used to re-negotiate the flow control 
information, such as the packet window size setup.  
Step 5: Packet retransmission. Similar to the TCP protocol, when 3 duplicated ACK packets 
are received, or the transmission timeout event occurs, the sender will retransmit the lost packets. 
It will re-calculate the data position from the SCSI data buffer and extract the data to form the 
packets and transmit again. In the case of packet loss, the HyperSCSI source will simply 
retransmit whole-window packets, which contain the lost packets or just send specific lost packets 
based on selected ACK policy. The efficiency of the choice may depend on the network 
if (MRTT – refRTT) < Tsh and Transmitter is waiting 
 
/* Increase the outstanding window number by 1. Because the 
network traffic is light */ 
 
 Cwp = Cwp +1; 
 
else if (MRTT – refRTT) > Tsh and Transmitter is sending 
 
/* Decrease the outstanding window number by 1. Because the 
network traffic is heavy  */ 
 




/* Keep monitoring the network traffic */  
Cwp = Cwp; 
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environment. On Gigabit Ethernet-based SAN, where the network quality is relatively high and 
traffic congestion is less, the packet loss event is rare. In this situation, we observe that the whole-
window retransmission is a worthy approach with the advantage of using a simple 
acknowledgement procedure. On the other hand, in a wireless environment, such as IEEE 802.11 
WLAN, the network bandwidth is limited as compared with the storage end system capacity, 
thus, the selected ACK policy is a better option.    
As a summary of the flow control for the HyperSCSI protocol, data packets are processed in 
the unit of packet window (or group), which generates less number of ACK packets for data 
transportation. The number of network interrupt, IRQ, is also reduced. The other noticeable effect 
is that the internal timer maintenance and parameter update are only performed when a complete 
window of packets has been received (or transmitted). Compared with standard TCP per-packet 
processing, HyperSCSI has less protocol process workload. Again, this approach is valid only 
with the condition that a SAN network always involves a large amount of data transfer, which 
means that a large number of data packet have been processed for every storage application. In 
Chapter 4, we will provide detailed experiment results in analyzing the difference between the 
TCP and HyperSCSI protocol for data transportation. 
3.3.2 Integrated Layer Processing 
The concept of integrated layer processing (ILP) was first raised by D. Clark and Tennenhouse 
[56], and has since been emphasized by many other researchers in the literature [67, 69, 86, 87, 
88]. ILP has been originally proposed as an engineering principle to combine the data 
manipulation functions of several protocol layers into one processing loop in order to overcome 
the overhead of layered protocol implementation. Although such combination increases the 
implementation and processing complexity, it can improve overall system performance 
significantly. The most important idea behind the data manipulation ILP is the removal of the 
operation redundancy generated by multiple protocol layers. The HyperSCSI protocol adopts this 
idea not only for data manipulation optimization, but also for reliability guarantee.    
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3.3.2.1 ILP for Data Path optimization 
The HyperSCSI protocol integrates the data path from the SCSI storage protocol into Ethernet 
network protocol layers. In order to maintain minimum data movement, HyperSCSI manipulates 
data in the storage block buffer. By design, the HyperSCSI protocol directly extracts data from 
the storage block buffer and forms network packets. The transmitter needs only to know the 
position in the storage block buffer, even when the event of packet retransmission happens. When 
the data packets reach their destination, the HyperSCSI protocol module will put the data into the 
related storage block buffer indicated by the HyperSCSI PDU parameters. The data packet 
fragmentation and reassembly can be carried out efficiently within the storage block buffer. The 
storage buffer is provided by the storage module, while the network packet buffer is the lowest 
layer container allocated by network interface. For modern operating systems, particularly for 
UNIX and Linux, there is the strategy of memory copying, such as scatter-gathering, which just 
moves the memory address pointers, instead of copying the “real” data. Therefore, with the 
HyperSCSI protocol, there is the minimum memory copy that necessitates data movement 
between the main memory and the network buffer. On the contrary, the standard TCP protocol 
with socket interface copies data between the application and socket buffer, in order to perform 
TCP protocol processing. Together with other design features, HyperSCSI can provide better 
performance as compared with the TCP-based iSCSI protocol. In Chapter 4, we demonstrate 
experimental results to highlight its advantages.  
3.3.2.2 Reliability across Layers   
With the proliferation of network technologies, we also extend such strategy to re-design the 
protocol stack for HyperSCSI, not only for data path optimization, but also for reliability across 
layers.  As shown in Figure 3.13, each individual layer has its own functions to ensure the 
reliability of data transfer. The SCSI layer has its own functions to check and ensure that SCSI 
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data and commands are transferred properly. TCP/IP guarantees that the network connection is 
reliable, while the Ethernet layer also has its own features to verify data correctness.  
IP storage protocols, like iSCSI, iFCP, and FCIP, rely solely on the TCP/IP layer for reliable 
data transfer. However, HyperSCSI makes use of the SCSI layer to ensure that SCSI data and 
commands are transferred properly, and the Ethernet layer to check packet correctness. In 
addition, HyperSCSI provides its own reliable control mechanisms, such as flow control and 
packet retransmission. Hence, by combining the features of the different layers, the entire system 
with HyperSCSI is as reliable as if one were using a TCP/IP-based encapsulation. However, 
HyperSCSI is more efficient because it works with functions that already exist in other layers. 
Although ILP is an old idea proposed to improve system performance by optimizing data 
manipulation, we believe that it has more value for us to exploit. As we combine SCSI and 
Ethernet protocols to provide storage networking solutions to users, we can leverage the mature 
functionalities of the individual protocol layer and integrate them by removing processing 
redundancy. This is still a useful principle, which can guide users in designing their protocol to 
meet application requirements.    
3.3.3 Multi-Channel Support 
Multi-Channel with parallel data transfer is attractive to storage network in order for the latter 








































Figure 3.13: HyperSCSI reliability mechanism 
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the HyperSCSI protocol stack [84, 89]. In fact, the concept of multi-channel network architecture 
has been proposed already in the network world.  
IEEE 802.3ad is a standard that allows Ethernet link aggregation to provide a trunk with higher 
bandwidth for switched network through the application of multiple network connections 
between switches or between the switch and end system [90]. However, link aggregation relies on 
the support of a special-featured hardware, such as a switch, and a software module. Another 
condition for link aggregation is that the single link of the trunk should be maintained between 
two network end devices to prevent packet out-of-order delivery. This limits the applications in 
getting better link utilization by sending packets evenly across the multiple links. Furthermore, it 
is not an end-to-end solution to storage applications.  
TCP/IP-based iSCSI also provides the design for multiple connections between storage systems 
[91]. The original goal of such design is to enable multiple TCP connections to achieve the full 
bandwidth capability of an underlying single physical channel. It can also be applied to support 
data transport over multiple physical connections. TCP itself does not provide the mechanism for 
traffic aggregation and failover. Therefore, it is the job of the iSCSI protocol to provide such 
features. There is also the similar requirement that the traffic of the iSCSI PDU has to be 
transmitted along a single connection to keep the data segment in-order delivery. Although this is 
an end-to-end approach, it requires the features a multi-channel and TCP network protocol to be 
set and maintained separately, which creates the burden of additional processing overhead for 
storage application.  
HyperSCSI controls storage data transport in packet level; it provides its own packet 
fragmentation and reassembly functions which allows the integration of multi-channel functions 
into the HyperSCSI core protocol modules.  HyperSCSI maintains the network address 
information of the source and destination, as well as a mapping relationship. With data packet 
fragmentation and address virtualization, outgoing packets can be allocated to a network port 
through load balancing. The channel discovery, failover, and dynamic update are also design 
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features in HyperSCSI protocol. Building HyperSCSI multi-channel does not need any new 
hardware or software support. We believe that this kind of integrated approach will serve generic 
storage applications with efficiency and flexibility [92]. 
3.3.4 Storage Device Options Negotiation  
The HyperSCSI protocol adopts mechanism of storage device option negotiation to support 
multiple device access within a single connection. This enables both the HyperSCSI client and 
server to share storage resource with maximum flexibility. The user can negotiate the option 
parameters with the server based on the characteristics of the data contents and the resource 
sharing policy. Normally, such kind of parameters can only be applied to a single end-to-end 
connection with predetermined requirements. The HyperSCSI protocol separates device options 
into categories of options as shown in Table 3.4. The fields that have been allocated for the 
device options in HCC_ADN_REQUEST and HCC_ADN_REPLY follow the format depicted in 
Figure 3.14.  
The “Max No. of Device” represents the maximum number of devices that are being utilized. 
The “No. of Device Options” represents the count of device options that are negotiated for each 
particular device. The “Device Option” field denotes the various structures of the number of 
device options and its options. Although each option is encapsulated in 2-byte unit, its operation 
type takes 15 bits, while the negotiate flag takes 1 bit, as shown in Figure 3.14.  
The negotiation flag is set by the HyperSCSI server. In a packet, the negotiate flag could hold one 
of these 2 states explained below: 
Table 3.4: Categories of HyperSCSI device options 
Option Category Operation 
0 No Operation 
1 – 1000 Reserved 
1001 – 1200 Disk 
1201 – 1400 Access Hash 
1401 – 1600 HMAC 
1601 – 1800 Encryption 
1801 – 32767 Reserved 
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• State 0 – No Negotiation 
• State 1 – Negotiation 
While in state 0, it is a must for the HyperSCSI client to accept this operation. If the Client does 
not have such device option capability, it will refuse to send back the HCC_ADN_REPLY to the 
server. Therefore, the connection will not be established. In state 1, the HyperSCSI client is able 
to select the suitable option provided by the server. For example, a client may search the device 
option from its own list and choose the one that can match it from the device option list in the 
packet. While in state 1, if two or more operations are offered in a category, either one of these 
operations is chosen by the default matching method, e.g., the first one that matches. It is also 
possible for the client to choose none at all. In a normal situation, in which the device options 
have been agreed upon, this list of device options is sent in the HCC_ADN_REPLY to the 
HyperSCSI server for updating. 
3.3.5 Security and Data Integrity Protection 
HyperSCSI integrates security features, such as authentication, data integrity protection, and 
data encryption/decryption, into a fundamental networking protocol. Conventional approaches 
Device Option No. Option
Device Options
Option
Max. No. of  Device
OperationNegotiate Flag
Device Option No. Option Option
Device Option
Bit:               0                   1                        15         
4 bytes Dynamic Size
2 bytes 2 bytes 2 bytes 2 bytes 2 bytes 2 bytes
 
Figure 3.14: Device options format in the HCC_ADN_REQUEST and REPLY 
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use layered mechanism to provide security feature. For instance, iSCSI, iFCP, and FCIP are all 
based on the TCP/IP network protocol, which in turn sits on top of separate layer of IPSec. While 
these approaches are easy to implement as they involve standard interface and treat the security 
functions as a stand-alone module, there is the penalty of excessive overhead when a data block is 
moved from layer to layer. It is shown that the addition of security features such as IPSec below 
iSCSI and TCP/IP protocols, leads to high degradation in throughput [93].  It is therefore 
desirable to design the network protocol with integrated function to provide optimum 
performance and efficiency [56]. With the HyperSCSI device option configuration, the 
HyperSCSI client and server can provide a built-in security function that can be manipulated by 
the higher layer according to the application demand. Furthermore, while the conventional 
method provides the security for the connection as a whole, the HyperSCSI approach can reduce 
data processing overhead and offer the maximum flexibility. For example, HyperSCSI supports 
security options to be specified by individual device instead of at the connection level.  
There is another benefit to an integrated security mechanism. HyperSCSI enables the client to 
issue a half-way encryption. Since the encryption/decryption process is applied only at the client 
side, the HyperSCSI server functions normally and keeps the encrypted data content without any 
heavy computation of security functions. This in one way of reducing the processing workload, 













4. From B1, B2 and password, generate  
( own B2, key ) = f ( password, B1, B2 ) 
Successful authentication if own B2 = B2.  
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2. Generate key = random ( seed ) 
 
3. From B1 and key, generate  
B2 = f ( password, B1, key )  
 
Figure 3.15: Authentication challenge generation verification and key exchange 
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For a secure connection, HyperSCSI adopts a standard operation, which exchanges the security 
key during the connection setup, and frequently exchanges the security key during transmission, 
to further address robustness and increase the difficulty of breaking through. Figure 3.15 shows 
the HyperSCSI authentication challenge generation, reply, verification, and security key 
exchange during the connection setup. After receiving the HCC_DEVICE_DISCOVERY packet 
and before generating the HCC_ADN_REQUEST packet for the HyperSCSI client, which 
contains the authentication challenge B1, ,the HyperSCSI server checks the address of the 
HyperSCSI client. For the HyperSCSI client to establish a full connection with the HyperSCSI 
server, it must answer the authentication challenge B1 in Figure 3.15 from the HyperSCSI server. 
The HyperSCSI client replies with B2, which has a security key embedded into it. The 
HyperSCSI server receives B2 and generates its own B2 to match and authenticate the received 
B2 extracting and accepting the security key only if the authentication is successful. In this 
manner, the HyperSCSI client establishes a connection with the HyperSCSI server and exchanges 
a security key at the same time. When the HyperSCSI server has approved the connection, the 
HyperSCSI client will match, within its own registry, the ID numbers of the devices that are 
allowed to access the HyperSCSI server.  
3.3.6 Device Discovery Mechanism   
To identify and locate storage devices, Fibre Channel uses the World Wide Name (WWN) 
mechanism, while iSCSI/FCIP/iFCP uses iSNS [94]. Such mechanisms are designed for large-
scale networks and may add another hindrance to achieving ease of use and even plug-and-play 
networking. For this purpose, HyperSCSI uses a standard Ethernet broadcast mechanism for 
device discovery with the Group Name concept to segregate servers and clients. This allows a 
client to dynamically locate targets on the network. 
If a server is configured to be in the same group with a client, the server will respond 
appropriately, otherwise, the device discovery request is ignored. Thus, the only configuration 
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users have to be concerned about is that of granting permissions, rather than that of setting up 
complex name servers according to some type definition. This is useful in a plug-and-play 
environment for a small company or office, in which the storage devices and clients are located in 
a LAN environment. This also means that there is no single point of failure like in the case of 
having iSNS servers or requiring expensive switches with additional intelligence built-in. The 
HyperSCSI clients will then attempt to connect to the servers in the groups given to it. 
For example, as shown in Figure 3.16, server A has 2 disks and server B has 1 disk that can be 
exported. Server A exports Disk 1 to “Group ABC” and Disk 2 to “Group DEF”. Server B also 
exports its one disk to “Group DEF”. Client X can access Disk 1 of Server A only, since it has 
access configuration to “Group ABC”. However, client Y being configured to look in “Group 
DEF” can see both Disk 2 on Server A as well as Disk 1 on server B. The HyperSCSI groups 
are also secured through an authentication mechanism. This example shows that the HyperSCSI 
group names are flexible and easy to use. 
3.4 Summary 
HyperSCSI as a storage network protocol presents several features based on its design objective.  
1. In the original design, HyperSCSI supported both local and wide area storage 
applications. However, as Ethernet becomes more popular and dominant, especially when 
Server A Server B
Disk 1
Disk 2







Figure 3.16: HyperSCSI group names mapping 
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Gigabit Ethernet and 10 Gigabit Ethernet gradually become mainstream in the corporate 
environment, we have turned to design and developed the HyperSCSI protocol with focus 
on local access to provide high performance with optimum cost-effective ratio.  
2. HyperSCSI leverages the maturity of Ethernet technology. It can be applied smoothly 
over Fast Ethernet, Gigabit Ethernet, and even Wireless LAN of IEEE 802.11 a/b/g. It 
also supports parallel data transport with multi-channel configuration for performance 
and load balancing. As the technology keeps advancing, Ethernet is expending itself to 
the field of metropolitan area and even wide area, which is beyond its original scope. 
HyperSCSI is therefore a suitable choice to fit such technological trend by utilizing 
VLAN (virtual LAN) and optical DWDM network to support network storage services. 
3. HyperSCSI supports the access to a SCSI device natively. Moreover, if some other types 
of devices possess an interface with the convention like SCSI, the HyperSCSI protocol 
will support the access to these devices as well. For instance, users can access and treat 
the FC and USB disks, which have the device driver with SCSI interface emulation in 
Linux environment, as normal SCSI devices with the HyperSCSI protocol over a 
network. With additional effort, the HyperSCSI server is able to translate and forward a 
normal SCSI request to the data block abstraction layer within the server operating 
system. This request can be forwarded to other storage device interface, from which the 
HyperSCSI server can finally get the response. By doing this, users can even access IDE 
disk with the HyperSCSI protocol. 
4. HyperSCSI presents the features of flexible storage device access. It supports the 
negotiation and configuration of the device access options. It also adopts the standard 
encryption method as a built-in function to provide efficiency benefit. 
5. HyperSCSI has the design goal of providing network storage services over ubiquitous 
Ethernet with a performance that is comparable to that of Fibre Channel technology. With 
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the HyperSCSI protocol, users do not need to set up dedicated network infrastructure and 
management. Therefore, the total cost of the system investment can be reduced.   
The HyperSCSI protocol is designed as a software solution. It works independently of 
specific hardware products. Therefore, it provides users with the freedom to implement their 
storage network according to the way that they want and with the options that they need.  
 




4 Performance Evaluation and Scalability 
 
HyperSCSI, as a storage networking protocol, transfers data in a simple and efficient manner. 
Based on design and protocol specification [84], we implement the HyperSCSI protocol over 
Gigabit Ethernet, Fast Ethernet, and a wireless Local Area Network (WLAN) to verify whether it 
performs as intended to serve network storage applications. We also conduct performance 
evaluation and comparison with other storage data transport protocols like iSCSI and distributed 
file systems like NFS to show its properties. As such, we have run a battery of tests and 
benchmarks. The results, which are discussed in this chapter, prove to be most encouraging. 
Moreover, in this chapter, we describe several trial experiments to demonstrate that HyperSCSI is 
scalable to be applied in various network storage environments.   
4.1 Performance Evaluation in a Wired Environment 
4.1.1 Description of Test Environment 
For the wired environment, we first conduct a performance evaluation focusing on a Gigabit 
platform, since Gigabit storage networking is the most significant field that supports customer 
storage applications. We set up a HyperSCSI client and a server, which are often called initiator 
and target in the storage system context. Both the client and server run standard RedHat Linux 
version 9 with the Second Extended File system (ext2). The computers for the HyperSCSI server 
and client are AMD 1.2GHz Athlon dual CPU system with 64bit 33MHz PCI bus. The client and 
server have 266MHz DDR RAM with the size of 256MB and 512MB, respectively. They are 
connected through a Gigabit Ethernet switch. The Network Interface Card (NIC) is SysKonnect 
SK-9843 GE-SX, and the switch is Extreme Summit 5i Model 11503 with 16 1000BaseSX ports. 
The Ethernet frame used can be 1500 bytes for a normal frame size or 9000 bytes for a jumbo 
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frame size. The HyperSCSI server contains an Adaptec Ultra160 SCSI controller attached to up 
to eight Seagate ST318406 LC Cheetah 18GB 10000 RPM SCSI drives. The version of the 
HyperSCSI code used is 20030930.  
For benchmark, we choose several Linux commands and file benchmarking tools, which are 
described below. 
• hdparm is a Linux/Unix command used to get or set hard disk parameters. It provides a 
command line interface to measure the hard disk drive performance.  
•   dd is a Linux command used to copy or write data between storage devices with block level 
specification. It is often used as a block-level disk test utility, when storage device 
performance benchmarks are conducted. 
• cp is a simple file copy command that moves data between storage devices in a Linux/Unix 
file system.  
• sar is provided as a system performance tool. The sar command collects and reports system 
activity information, including CPU utilization, interrupt request, and I/O statistics of 
network and storage devices.   
• IOzone is an open-source file system benchmarking tool [113] that supports a variety of file 
mode access including sequential and random read and write operations. It is designed to 
measure file system performance in terms of the relationship between throughput and I/O 
request size. We use IOzone to evaluate the performance of storage networking system with 
data-intensive characteristics.  
For test operations involving copy/read from disk, the destination (copy to) used is /dev/null, so 
it does not take additional time to write the data into the local storage system. This configuration 
is used to eliminate the effect of the local storage system in the destination. All the results are 
obtained by averaging the output from running the same test five times. 
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4.1.2 HyperSCSI over Gigabit Ethernet 
4.1.2.1 Single SCSI Disk 
In this section, we report on the performance results of the storage systems that are running the 
HyperSCSI protocol over Gigabit Ethernet. We first conduct a test to access a single hard disk. In 
this situation, the speed of the storage system is slower than that of the Gigabit network. We 
provide the test results from different perspectives to evaluate the performance of the HyperSCSI 
protocol. Table 4.1 and 4.2 show the data transfer rate and related CPU utilization for different 
I/O request sizes. Although the I/O request size is an important parameter for storage device, it 
also affects data processing procedure on the network due to the request and response property of 
the storage model. We configure the I/O request for data transfer with sizes ranging between 4K, 
8K, 16K, 32K, and 64K bytes, respectively. Both the block-level and file-level data transfer tests 
are conducted with Ethernet normal frame and jumbo frame configurations. The block-level test 
results are collected by the dd utility, while the file-level test results are collected by the cp 
method. Figure 4.1 details the results of a single SCSI disk performance test. Because the file 
system adopts various writing schemes, such as synchronous or asynchronous write, with write-
back or write-through buffer caching schemes, we do not measure the file-level write 
performance, because it makes it difficult to analyze the results for networking protocol 
Table 4.1: Single disk performance over Gigabit Ethernet with normal frame 
4 KB 8 KB 16 KB 32 KB 64 KB 










Block Read 32.2 59.22 44.3 75.98 52.5 79.28 57.2 80.22 51.6 77.76 
Block Write 9.32 17.07 20.72 29.89 35.56 39.63 39.53 43.93 42.89 44.43 
File Read 31.76 58.2 44.12 76.54 51.81 78.6 56.15 76.1 50.11 79.6 
Hdparm 28.74 N.A. 38.98 N.A. 44.70 N.A. 50.08 N.A. 47.73 N.A. 
 
Table 4.2: Single disk performance over Gigabit Ethernet with jumbo frame 
4 KB 8 KB 16 KB 32 KB 64 KB 










Block Read 27.52 37.46 36.96 38.28 55.33 44.38 67.18 52.04 68.53 54.06 
Block Write 8.94 17.07 20.64 26.85 34.23 35.13 45.36 44.89 50.57 49.66 
File Read 27.31 34.04 36.56 32.86 53.46 48.44 67.33 52.88 66.85 54.1 
Hdparm 25.34 N.A. 32.86 N.A. 48.49 N.A. 64.52 N.A. 65.31 N.A. 
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characteristic.  
From the benchmark results, it can be concluded that the data transfer rate normally increases 
as the I/O request size grows. This means that a larger storage request block can have the 
advantage of sending more full-size network packets across the network, which provides better 
bandwidth utilization. There are also fewer overheads in the storage protocol layer as the total 
number of I/O request for certain amounts of data transfer are reduced. When the I/O size 
becomes larger than 32KByte, the data transfer rate reaches its maximum value; further increase 
of I/O size may not contribute to the data transfer rate, leading us to believe that the data transfer 
rate it is limited by the capacity of the disk subsystem and network. With the same trend, the CPU 
utilization also increases when the data rate goes up. However, larger I/O may affect the 
efficiency of the applications with a smaller I/O request model, in which case, the application 
either has to wait for the aggregation of small requests or simply issue the request with less 
network bandwidth efficiency.   
Another outstanding result is that network with a jumbo frame can increase the system 
performance significantly. In our test, with the jumbo frame support, the maximum data rate can 
jump from 57.2MBps to 67.18MBps, increasing the data rate by 17.4%. The CPU utilization also 
drops from 77.76% to 52.04%. 
Figure 4.1 (e) displays the single disk performance comparison between local access and that 
with the HyperSCSI protocol support over Gigabit Ethernet. We observe that in the jumbo 
Ethernet frame situation, HyperSCSI is able to achieve almost the same level of performance in 
accessing the disk over the network from the client as compared with accessing the same disk 
locally from the storage server itself. This is an interesting observation, which shows that when 
the storage bandwidth is less than the network bandwidth, and the CPU processing power is 
enough, the HyperSCSI client machine may not see the difference between accessing a network 
storage device and its own local disk. 
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For the single SCSI disk access, we also measure the latency for different sizes of I/O request, 
as this can be used to evaluate the response characteristic of the storage subsystem. We choose a 
single disk for the reason that a single disk is a fundamental unit in configuring a storage system, 
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                    Figure 4.1: Single SCSI disk access performance over Gigabit Ethernet 
                    (Ethernet Normal Frame : 1500 Bytes; Ethernet jumbo Frame: 9000 Bytes) 
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and its properties ultimately determine the whole system performance. To measure latency, we 
configure the protocol module with a single thread for packet transmission, in which the multiple 
threads are used for throughput measurement. For a particular block size, we issue the read 
request 10000 times and calculate the average time. We measure the latency with I/O block size 
ranging from 1KB to 64KB with both the Ethernet normal and jumbo frames. Figure 4.2 shows 
the result that the average latency varies from 110uS for 1KB block to 1301uS for 64K block 
with normal Ethernet frame transmission. The related values for the Ethernet jumbo frame are 
slightly higher than that of the normal frame, which indicates that the individual I/O processing 
efficiency is different depending on the  network layer module architecture. The trend of latency 
also matches the report done for iSCSI by Sarkar and Voruganti [10].  
4.1.2.2 RAID0 
Another observation is that the storage subsystem will be the bottleneck, if its I/O bandwidth is 
less than the network bandwidth. In order to study the network storage protocol characteristic in a 
higher I/O rate situation, we configure one disk array of RAID0 with 8 SCSI disks. With the 
RAID system, the I/O requests spread across multiple disk drives and provide data result in 
parallel. Table 4.3 shows benchmarked results, and Figures 4.3 and 4.4 depict the data throughput 
result and related CPU utilization.  
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Figure 4.2: HyperSCSI Single SCSI Disk latency measurement 
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With the RAID0 storage system, the local data throughput is larger than the network bandwidth 
capacity. Therefore, the data transfer rate is mostly limited by the gigabit-per-second network 
channel, which can only achieve about 100MBps out of the 200MBps of local performance. 
However, this experiment demonstrates that HyperSCSI can drive the data transfer rate to the 
network limitation with only software implementation. 
In the same test, we also measure CPU utilization to reflect the workload in the end system. 
Since the software RAID0 is built on the HyperSCSI client side, there will be a large amount of 
CPU processing power consumed by the software RAID0 module. Therefore, the CPU utilization 
measured in the client machine cannot be used directly to reflect workload of storage networking 
protocol under a high-speed data transfer condition. In this case, we also measure the CPU 
utilization in the server machine.  Figure 4.4 shows that, when the HyperSCSI client reads storage 
data from a server at 99.43MBps, the client machine CPU is busy with utilization at 78.53%, 
  Table 4.3: Performance comparison between Raid0 over Gigabit Ethernet with local system 
Normal Frame Jumbo Frame Local  I/O Request 















Block Read 77.42 95.46 49.42 99.43 78.52 47.98 218.49 69.29 
Block Write 71.49 72.54 77.88 94.23 82.64 75.04 183.45 48.98 
File Read 76.40 96.3 46.98 98.85 83.7 46.82 214.91 68.31 
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Figure 4.3: RAID0 access performance over Gigabit Ethernet 
Chapter 4 Performance Evaluation and Scalability 70 
 
while the server only spends 47.98% CPU resource. This indicates that the HyperSCSI protocol 
can support a higher data transfer rate at a reasonable CPU cost, since the server can execute 
other application programs or support more HyperSCSI connection at the same time. When the 
write operation is tested, both server and client have higher CPU workloads. Based on our 
experience, we found that network packet reception and data copy from NIC to main memory 
consume more CPU resource than data transmission in the Linux operation environment due to 
the network driver architecture design and implementation. For the RAID test, we do not evaluate 
the result for hdparm. Because hdparm only reads 64MB of data from storage device for 
measurement, it is not sufficient to reflect the characteristics of such a high performance storage 
system.  
4.1.2.3 RAM Disk 
The results of the above tests are obtained from practical system configuration to conduct 
protocol performance analysis for real storage applications. Furthermore, we configure a 512MB 
RAM disk in the HyperSCSI server machine, which can provide I/O throughput at computer 
memory speed at storage interface, thus minimizing the overhead of the end storage system. In 
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Figure 4.4: Average CPU utilization for RAID0 access  
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networking. We use dd, and sar to benchmark the data transfer rate and interrupt number, and 
CPU utilization.  
Figure 4.5 shows the data transfer rate with both the normal Ethernet frame (1500Byte) and the 
jumbo frame (9000Byte). As HyperSCSI removes TCP/IP processing overhead and maintains the 
fundamental features support, the data transport rate can reach about 104MBps and 123MBps for 
the normal and jumbo Ethernet frame, respectively. Furthermore, with the jumbo frame size, 
network bandwidth can be used to its maximum. In the same experiment, we also measure the 




















Figure 4.5: HyperSCSI RAM disk transfer rate on Gegabit 
Ethernet with normal and jumbo frame size 

































Figure 4.6: HyperSCSI RAM disk CPU utilization and 
normalized I/O rate 
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CPU utilization and IRQ number. When we transfer the data through HyperSCSI connection, we 
measure that the average CPU utilizations are 81.8% and 51.8%, and the total IRQ numbers are 
30319 and 10545 for the normal and jumbo frames, respectively.  Figure 4.6 shows the average 
CPU utilization and normalized IRQ number. It is understandable that with a larger frame size, 
the total IRQ generated by the network card is reduced; CPU utilization is reduced as well. 
Therefore, with the jumbo frame size, the system process overheads are reduced significantly.  
We also conduct a latency test for a RAM disk. The result is displayed in Figure 4.7. It has a 
similar latency trend, but the related values are reduced almost by half due to the elimination of 
real storage interface overheads in the end storage system. 
 
4.1.3 HyperSCSI over Fast Ethernet 
The next experiment investigates if HyperSCSI can fully utilize a simple channel like Fast 
Ethernet. The results of this test show that even Fast Ethernet can provide efficient network 
storage.  
In this test, both the HyperSCSI server and client use an Intel Pentium III 1GHz CPU, 32bit 
33MHz PCI bus, 256MB 133MHz SDRAM. The Network Interface Card (NIC) used is 3Com 
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Figure 4.7: HyperSCSI RAM disk latency measurement 
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3C905B-TXNM, and the switch is Cisco Catalyst 3500 XL with 24 ports for 10/100 Fast 
Ethernet. 
There are two kinds of test results shown in Figure 4.8: dd and cp. For the dd test, the data set 
chosen is 1GB of raw data, while for the cp test, the file used is a large MPEG file of size 
587MB. By using large data sets, we design to minimize or eliminate the effects of local cache on 
the test results. The maximum Ethernet frame size is 1500 Bytes. Using the HyperSCSI protocol, 
the sustained data transfer rate can reach up to 12.11MBps.  
In order to study storage network bandwidth utilization, we derive the theoretical maximum 
user data transfer rate to compare with the HyperSCSI test result. From the reference of Ethernet 
standard [95], one full-size frame contains an 8-byte preamble, a 14-byte header, a 4-byte CRC, a 
12-byte inter-frame gap, and 1500 bytes of data. With the HyperSCSI protocol, every packet has 
a 3-byte HyperSCSI header; the first packet contains a 76-byte HyperSCSI PDU control block. 
Thus, the ratio of the bandwidth available for the HyperSCSI user data is 1497 out of 1538. 
Considering that the channel bandwidth is 100Mbps, the theoretical boundary for HyperSCSI is 
12.16MBps. This means that in our test, the HyperSCSI protocol can support data transport with 
99.6% of maximum network bandwidth. However, in actual implementations, various overheads 
need to be factored in. These include protocol processing, and the fact that the SCSI data block 














  Figure 4.8: HyperSCSI Fast Ethernet performance 
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may not always be fragmented into full-size Ethernet frames and so on. The measured results are 
close to the theoretical boundary, from which we conclude that HyperSCSI is indeed efficient, 
from both theoretical calculations and actual measurements. 
4.1.4 Performance Comparisons 
It is important to compare the experimental results with a reference. Otherwise, it would be 
difficult to ascertain the outcome of the protocol design. Since iSCSI has been proposed as an 
industry standard for IP storage networking over Ethernet, we set the iSCSI performance as a 
benchmark for the HyperSCSI protocol evaluation. In this section, we experimentally analyze and 
compare the iSCSI and HyperSCSI protocols on Gigabit Ethernet with the same configuration. 
For such comparison, we have downloaded and compiled Intel’s iSCSI source code of version 18 
and used the standard RedHat Linux version 9. 
4.1.4.1 End System Overheads Comparison 
Taking the reference from Jonathan [85], the end system overheads for storage networking can 
be separated into two major categories. The first category is the overheads for data-touching 
operations, which includes data error checksum computing and data copying, because these 
operations need to be conducted for each byte of storage data. As storage networking applications 
involve a large amount of data movement, the data-touching overheads will affect the overall 
system performance significantly [27, 85]. The HyperSCSI protocol has the design features that 
optimize the data-touching operations, as compared with TCP/IP-based iSCSI. For error 
checksum computing, the original purpose is to guarantee the end-to-end correctness for data 
transportation. It is understandable that TCP was designed to work with IP network protocol, 
while IP was used to unify the variety of link layers underneath, such as FDDI, Token Ring, 
Ethernet, and ATM. Not all of those lower layer networks are protected by checksums in the time 
when the TCP is developed. Therefore, it is compulsory to include the error checksum computing 
inside the TCP protocol processing. However, by leveraging the maturity and ubiquity of 
Chapter 4 Performance Evaluation and Scalability 75 
 
Ethernet, the HyperSCSI protocol pushes the processing overhead of data error checksum to the 
link layer with hardware support.  Another data-touching overhead is related to memory copy. As 
the storage data moves from storage protocol layer to the network layer, there will be multiple 
rounds of memory copy. For iSCSI with the standard TCP protocol, there is one memory copy 
between application layer, which is the storage protocol layer, and socket buffer for TCP 
processing, and another memory copy between the socket buffer and the network interface for 
packetization. Since HyperSCSI was designed to remove the TCP/IP protocol, together with the 
request and response characteristic of storage data traffic, it is valid to remove the memory copy 
between the SCSI and HyperSCSI protocols. HyperSCSI can just process data transportation 
within the memory space provided by the storage protocol. Therefore, the HyperSCSI protocol 
supports the memory copy only between the kernel main memory and the network interface 
memory. We will illustrate these differences with performance measurement.   
The second category of overheads is related to non-data-touching operations. These overheads 
include protocol processing, error checking, data structure maintaining, and operating system 
related overhead, which may not function close to data manipulation. In most cases, these 
overheads are related to the operations that are conducted based on the network packets. 
Therefore, in a high performance network environment, particularly with SAN configuration, the 
total overheads of non-data-touching operations could be a burden to the end system, due to the 
large number of packets that have to be transported over the network. HyperSCSI demonstrates 
the advantage of adopting a simple flow control and protocol processing, which will generate a 
lesser number of network packets, as compared with iSCSI. As mentioned in Chapter 3, the 
HyperSCSI protocol conducts flow control with the packet group. The size of the group can be 
negotiated between the client and server pair, which also depends on the network bandwidth 
condition. Instead of the TCP protocol processing for iSCSI, the HyperSCSI protocol works with 
less number of ACK packets and less protocol processing. Since HyperSCSI is implemented on 
an Ethernet link layer, the overhead of the IP protocol can be further reduced.    
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Figure 4.9 shows the performance comparison between HyperSCSI and iSCSI. In this 
comparison, we export one SCSI disk to a user machine over Gigabit Ethernet supported by the 
iSCSI and HyperSCSI protocols respectively. We measure the throughput and CPU utilization 
when 1GB data set has been transferred from the storage to a user with the utility tool dd. In order 
to monitor the performance with different network packet size, we configure the Ethernet MTU 
(Maximum Transmission Unit) with the value of 750, 1500, 3000, and 9000, respectively. From 
the results, we find that HyperSCSI provides a throughput that is 64.6% higher than iSCSI in a 
normal Ethernet frame with an MTU size of 1500. When the size of the Ethernet MTU is varied 
from 750 to 9000, the throughput improvement changes from 64.6% to 80%. These differences 
reflect the characteristics of network processing capability related to different packet size. The 
experiment indicates that, in the same network infrastructure, HyperSCSI can support data 
transportation with more efficiency than the iSCSI protocol. When HyperSCSI offers much 
higher throughput, we also observe higher CPU utilization. In the same test measurement, we 
measure that HyperSCSI consumes 34% more CPU processing power when it offers 64.6% more 
throughput in a normal Ethernet frame condition. When the size of the Ethernet MTU is varied 
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Figure 4.9: Performance comparison between HyperSCSI and iSCSI 
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We conduct another test to investigate the CPU utilization issue in the condition of fixed data 
throughput, in order to facilitate a fair comparison. We configure the HyperSCSI module by 
inserting processing delay when we access a SCSI disk in order to obtain a similar data transfer 
rate similar to what iSCSI does. With such configuration, we measure the CPU utilization and 
compare it with that obtained from the iSCSI test. Figure 4.10 displays the results. The results 
indicate that in the same network environment, when both iSCSI and HyperSCSI are used to 
access a SCSI disk across a network at the rate of about 32MBps, the iSCSI protocol cost host 
CPU utilization is 26.9% more than that of HyperSCSI. This reflects that the HyperSCSI protocol 
transfers data with more efficiency compared with iSCSI and can reduce the end system workload 
significantly. 
Considering the protocol processing for data transportation, we provide an in-depth analysis to 
study the HyperSCSI protocol benefits related to detail protocol overheads. Compared with the 
TCP protocol, HyperSCSI does not include data checksum computing and removes the additional 
memory copy. In this experiment, we modify normal HyperSCSI protocol modules to include 
additional memory copy between the SCSI storage layer and the HyperSCSI layer, include 
standard TCP checksum computing algorithm, and integrate the combination of these data-




































Figure 4.10: CPU utilization comparison between HyperSCSI 
and iSCSI 
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overheads. With the additional memory copy, the HyperSCSI throughput drops within the range 
of 2.97%, 0.72%, 2.97%, and 0.16%, as the Ethernet MTU is varied within the range of 750, 
1500, 3000, and 9000, respectively. Consequently, the related CPU utilization increment ratios 
for each range are 0.36%, 12.38%, 5.31%, and 13.40%, respectively. One noticeable effect that 
can be observed is that the end system may apply more available processing power to compensate 
the throughput degrade, as it shows that the throughput drop with MTU size of 1500 and 9000 are 
only  0.72% and 0.16%, but that the CPU utilizations are increased about 12.38% and 13.40% 
respectively. 
Among those data-touching operations, which consume substantial end system processing 
power, it is clear that checksum computing takes more processing time than the memory copy, 
because checksum computing needs more CPU cycles than the memory copy. With standard TCP 
error checksum algorithm, the HyperSCSI throughput drops within the range of 11.46%, 9.32%, 
19.23%, and 19.38%, as the Ethernet MTU varies with the range of 750, 1500, 3000, and 9000 
respectively. When both memory copy and checksum are included into the protocol processing 
procedure, the throughput drop can be further measured within the range of 19.20%, 14.43%, 
23.23%, and 22.99% respectively. These drops show that the overheads involved are not the 
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Figure 4.11: Performance breakdown for HyperSCSI 
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and network processing capability, are not always allocated linearly. These figures, therefore, will 
be used as references to consider the protocol benefits related to the detail overheads.  
4.1.4.2 Packet Number Efficiency Comparison 
Non-data-touching overheads have been identified as another performance comparison factor, 
regarding the TCP/IP-based iSCSI protocol. Such overheads are generated due to operations are 
based on network packet processing. These non-data-touching overheads are also manifested as 
the network transmission and reception packet numbers, which can be used to indicate protocol 
complexity and efficiency. A large number of network packets also reflect that a large number of 
network IRQs need to be processed by the network interface card (NIC), which could be a 
performance bottleneck as well.  Therefore, in this section, we measure the total number of 
network packets used for storage data transportation for both iSCSI and HyperSCSI. For the 
HyperSCSI protocol, the packet number can be calculated accurately based on the flow control 
parameters. For example, in the SCSI storage protocol layer, a unit request block size is 
configured as 64K byte (65535Byte). If on the Gigabit Ethernet, however, the HyperSCSI 
protocol sets the packet group size of 16, which means that the receiver may transmit an ACK 
packet only after it receives 16 consecutive data packets or when it completely receives one 
storage request block. When the Ethernet MTU is 1500 bytes, the HyperSCSI protocol can use 
maximally 1497 bytes to transfer storage data, since HyperSCSI has a three-byte packet header. 
Thus, the total number of network packets for one 64KB storage request block can be calculated 
as:  





Single Storage Request 
Packet 1  
ACK to the Request  1 
Return Data Packets  44 
ACK to Data Packets 3  
Total Packet Number 4 45 
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Table 4.4 shows the network packet number versus different Ethernet MTU configurations for 
unit storage request block; it also presents the real measurement of transferring 1GB data on the 
network. For the unit storage request block, the total number of packet can be calculated as the 
reference, while for the real measurement, the packet numbers of Tx and Rx are captured by the 
network status checking utility, ifconfig. The larger the Ethernet MTU, the smaller the number of 
network packets generated for a certain amount of data transfer,  which means that a higher level 
of performance is achieved, as shown in Figures 4.9 and 4.11. As with the HyperSCSI protocol, 
the total number of packets can be analyzed according to the unit storage request reference, which 
shows that the ratios of packet transmitting and receiving number match the calculated value 
accurately based on the unit storage request.   
Table 4.5 shows the comparison of network packet number for both the iSCSI and HyperSCSI 
Table 4.4: HyperSCSI network packet number versus Ethernet MTU 
Unit Storage Request Block (64KB) Real Measurement (1GB) 
Ethernet MTU (Byte) 
Rx Tx Rx/Tx Rx Tx Rx/Tx 
750 89 7 12.71 1375671 108204 12.71 
1500 45 4 11.25 695569 61836 11.25 
3000 23 3 7.67 355521 46480 7.65 
9000 9 2 4.50 139121 30924 4.50 
 
Table 4.5: Network packet number comparison for iSCSI and HyperSCSI 
iSCSI Measurement  (1GB) HyperSCSI Measurement (1GB) 
Ethernet MTU (Byte) 
Rx Tx Total  Rx Tx Total  
750 1608348 492817 2101167 1375671 108204 1483876 
1500 894228 319303 1213532 695569 61836 757405 
3000 501488 189175 690663 355521 46480 402001 
9000 217283 77369 294653 139121 30924 170045 
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protocols. With the same network configuration, when the same amount of storage data is 
transferred across a network, there is a big difference in the number of network packets generated 
for different protocols. As discussed in the previous section, the TCP protocol stack uses large 
number of ACK packets to perform flow control as compared with HyperSCSI. Here, we want to 
quantify this difference according to the experimental results. From the figures, we can see that 
regardless of the time taken, the iSCSI protocol actually generates 29.4%, 37.6%, 41.8%, and 
42.9% more network packets compared with HyperSCSI with the Ethernet MTU size of 750, 
1500, 3000, and 9000, respectively. These results prove that HyperSCSI does increase the 
network packet efficiency in a storage end system. 
4.1.4.3 File Access Performance Comparison 
We conduct the performance comparison in terms of data file read and write speed with the 
same system configuration and operation. We also choose iSCSI and NFS protocols as references 
and use them in the same environment for us to study our benchmark results. For these tests, we 


























Figure 4.12: File access performance comparison 
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UDP from the standard RedHat Linux. We build RAID0 storage subsystem of 8 SCSI disks in the 
storage server and export it to the network client by HyperSCSI, iSCSI, and NFS. With the 
flexibility of the HyperSCSI protocol, we can let a client configure a software RAID0 with higher 
efficiency. 
In Figure 4.12, we compare the performance results of NFS, iSCSI, and HyperSCSI. As can be 
seen, HyperSCSI is able to consistently provide higher performance for both reads and writes at 
the file-system level when compared to iSCSI and NFS in the same environment. 
4.2 Support for Cost Effective Data Shared Cluster  
In a cluster environment, the storage subsystem is always considered as the slowest portion that 
limits overall system performance. SAN technology can be used to support high performance 
execution of data intensive applications in computing cluster environments. One unique property 
of a cluster is that it employs a cluster file system (CFS), which enables multiple cluster nodes to 
access the data from the file server to maintain a single system image (SSI) semantics. The 
integration between SAN and CFS is a critical issue, which determines the performance of a 










            
Figure 4.13: Multi-node concurrently access storage via Ethernet SAN with 
HyperSCSI  
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whole cluster. Because a general-purposed network protocol like TCP/IP is a heavy protocol 
stack, the existing high performance clusters often combine CFS with proprietary network 
protocols such as FC, Myrinet, and VIA (virtual interface architecture)[96].  
In this section, we provide a testing configuration that applies the HyperSCSI protocol to build 
a pure Ethernet-based SAN to support cluster applications. Figure 4.13 illustrates the distributed 
cluster nodes that attach to a SAN with HyperSCSI support. In this testing, a 10-node Dell 
PowerEdge 1650 PC system is used. Each node consists of 1.13 GHz Pentium III dual processors, 
256MB RAM, Intel Pro/1000 XT Gigabit Ethernet NIC, and Red Hat Linux 9.0 operating system. 
The Global File System (GFS) as a Linux-based CFS is used in this environment, in which we 
install a Sistina GFS version 5.2 with patched kernel version 2.4.20-18.  
There is one disk array attached to this cluster as storage server. One 32-port Extreme Summit 
7i GE switch is used to connect the whole system fabric. With the HyperSCSI protocol, the SAN 
and normal network are built with the same Ethernet infrastructure. A HyperSCSI server module 
runs on a disk array controller to export storage to cluster nodes, while each node just loads the 
HyperSCSI client module in order to access the storage data block from the disk array.  The 
HyperSCSI server contains eight Seagate ST336406LC Cheetah 10000 RPM SCSI drives 
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Figure 4.14: Multi-node data read performance of  GFS with HyperSCSI 
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attached to an Adaptec AIC-7899W dual-channel U320 controller through a SysKonnect SK-
9843 NIC. With HyperSCSI, storage resource sharing and message passing functions may share 
the single network infrastructure, without the proprietary network protocol limitation.   
Figure 4.14 shows the aggregated throughput with multiple cluster nodes accessing storage in 
the same volume space. We use a specially built utility software tool to synchronize the starting 
time of data transfer with all the cluster nodes. The aggregate throughput is measured by adding 
throughput from each node. In a cluster, high performance of data sharing is important to 
guarantee the overall cluster performance. Since the load is distributed among multiple cluster 
nodes, it is only possible for us to measure the total data sharing performance from a single point, 
which is at the storage server side. We can find that the cluster aggregated throughput drops as 
the number of node increases. This is a distinguishing effect due to the parallel access stream, 
which cannot be observed in conventional local file system. When a few nodes issue a read 
request, the storage system offers a relatively higher performance figure, while as the number of 
cluster node increases, the parallel requests result in a non-sequential data access in the storage 
system, which has the lower aggregated throughput.  
Figure 4.15 investigates the issue from another perspective. For this test, we configure a ten-
disk array as storage server to match the number of cluster nodes. The storage server provides one 




























Figure 4.15: Multi-node data read performance with separate 
physical storage disk  
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physical disk volume to every cluster node. Each node issues the read request concurrently to 
access its own disk space. Therefore, the storage system operates at a sequential style without a 
significant performance drop. From these two figures, we can draw the conclusion that 
HyperSCSI, as network storage protocol, does not create a bottleneck for data transportation. This 
could be a strong reference for users to build cost-effective data sharing clusters on existing 
Ethernet-based networks. These experimental results demonstrate that with the HyperSCSI 
protocol, the cluster nodes can share storage with the speed that is comparable to a proprietary 
network technology like FC. It illustrates that the prevalent Ethernet infrastructure and common 
network facilities can be leveraged to provide support for cluster computing with low cost and 
high performance.  
4.3 Performance Evaluation in a Wireless Environment 
We set up a HyperSCSI client and a server connected through a wireless access point. In this 
test environment, the client is connected to the wired network (Fast Ethernet) while the server is 
connected to the wireless network via a Cisco wireless client adapter (Aironet 350 Series). The 
access point is placed in an enclosed area at approximately 10 meters away from the server. Both 
the client and server run RedHat Linux 7.3 using the standard kernel version 2.4.18-5 with the 
Extended File system (ext3). The HyperSCSI server contains an Adaptec 39160 Ultra160 SCSI 
controller attached to one IBM Ultrastar DDYS-T09170 9GB 10000 RPM SCSI drive. The 
version of the HyperSCSI code used is 20020808. We use the hdparm, dd, cp, and iperf programs 
 
Figure 4.16: Wireless HyperSCSI test system configuration with IEEE 802.11b 
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as benchmark tools. The iperf is a utility program used to benchmark TCP network data transfer 
performance. For the tests involving copy/read data from disk, the destination (copy to) used is 
/dev/null, which is the same as we did in the wired environment. Figure 4.16 shows the 
configuration of the IEEE 802.11b (WLAN) test system. 
4.3.1 HyperSCSI over Wireless LAN (IEEE 802.11b) 
First, we investigate whether HyperSCSI can efficiently utilize a simple wireless channel, such 
as the IEEE 802.11b (WLAN). Due to the bandwidth limitation of the IEEE 802.11b protocol, 
based on the calculation of theoretical modeling, the actual user data transfer rate that can be 
achieved is only about 5.2 Mbps [97]. The purpose of this test therefore is to find what data 
transfer rate can be achieved over a wireless channel for storage application with the support of 
the HyperSCSI protocol.  
Both the HyperSCSI server and client use a computer with an Intel Pentium III 1GHz CPU, 
32bit 33MHz PCI bus and 256MB 133MHz SDRAM. The Network Interface Card (NIC) used is 
a 3Com 3C905B-TXNM card, and the Wireless Client Adapter used is a Cisco Aironet 350 series 
adapter. There are two kinds of test results for dd and cp, as shown in Figure 4.17. Both the data 














Figure 4.17: Wireless HyperSCSI read performance with IEEE 
802.11b 
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1500 bytes. By using the HyperSCSI protocol, the average user data transfer rate for dd and cp 
can reach up to 5.17 Mbps and 5.19 Mbps, respectively.  
These results are close to those obtained from the theoretical analysis model, which shows that 
little overhead is applied by using the HyperSCSI protocol on a wireless channel. With 
HyperSCSI, mobile devices can access the network storage efficiently, and many data intensive 
applications can be exploited to meet user requirements.   
4.3.2 TCP Performance over Wireless LAN (IEEE 802.11b) 
TCP is a protocol widely used in the existing network infrastructure developed for conventional 
network applications, particularly in the wired environment. In [97], the upper bound of user data 
rate is derived with consideration of the MAC layer protocol overhead. When TCP is applied on 
top of WLAN, we need to consider additional protocol overhead, which may affect data 
transportation. We conduct the test for TCP over a WLAN environment by using the TCP 
benchmark tool, iperf. Both server and client use the same setup configuration used for the 
HyperSCSI on Wireless LAN benchmark test. The Ethernet maximum frame size is 1500 bytes. 
The average data transfer rate of TCP is 4.9 Mbps. The value is shown in Figure 4.18, together 
with the HyperSCSI benchmark results. There is one important difference between this test and 
the previous HyperSCSI test. When TCP is benchmarked, data is only generated from and 
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actually read from a real SCSI storage device. Such kind of processing must be provided in order 
to deliver real storage data to end users, which have more data input/output processing workloads 
for the end computer system to process. Since the purpose of this test is to find out how a wireless 
channel performs with TCP, we will present the performance results of iSCSI, which combines 
the storage and TCP protocol to serve the applications, in the following section.  
From this experiment, we conclude that HyperSCSI is capable of achieving faster data 
accessing rate from a storage disk than TCP data accessing from a computer RAM. This proves 
that by using a simplified data transport protocol, the storage system can allocate resource and 
processing power to do more jobs, such as processing data from real storage disk without 
reducing its performance.  Furthermore, desktop PCs are chosen to do the benchmark test in our 
lab, which are relatively powerful as compared to the mobile devices currently used in wireless 
environments.  We believe that if the HyperSCSI protocol is applied on a low-end mobile device, 
where the computer processing power is a limiting factor for system performance, the difference 
between HyperSCSI and TCP will be more significant.  
4.3.3 HyperSCSI Performance with Encryption & Hashing 
As mentioned, the IEEE 802.11 basic standard set adopts the Wired Equivalent Privacy (WEP) 
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Figure 4.19: HyperSCSI encryption and hash performance with IEEE 802.11b 
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guaranteeing the link security. Some alternative solutions and improvements have been suggested 
to secure the WLAN, such as IP network layer security method, IPSec, and additional standard 
modifications, 802.1x and 802.11i [98]. The HyperSCSI protocol also provides built-in security 
mechanism by using standard algorithms and technologies [84]. This mechanism works as an 
option that can be turned on and off according to user requirement. It is implemented in the 
storage access layer; therefore, with HyperSCSI security and the IEEE 802.11b standard, the 
security of the wireless storage environment can be guaranteed.   
The HyperSCSI security features contain data encryption and data digest hashing, which can 
protect data content and perform integrity check. In this test, the performance is compared 
between HyperSCSI with and without the security features. Two types of tests with security 
features are benchmarked; these are with data hashing option only, and with data encryption and 
hashing as a combined option. The results are shown in Figure 4.19. With the hashing option 
turned on, the data transfer rate can reach the same value as HyperSCSI without any security 
options. With the encryption and hashing option turned on, the performance drops slightly 
compared to the HyperSCSI test without any security options. This performance drop is due to 
the processing of data encryption and decryption on the server and client machine. It is noticeable 
that, in Figures 4.18 and 4.19, even with the feature of encryption and integrity hashing check, the 
performance of HyperSCSI is still close to a wireless TCP test result, which does not have 
security configuration. Clearly, this can be considered as a benefit gained by simplifying 
networking protocol. 
4.3.4 Performance Comparisons 
 In this section, we report the experimental results on the comparison between HyperSCSI and 
other data transfer technologies for storage applications with the same system configuration. We 
choose iSCSI and NFS protocols as candidates to perform the benchmark comparison. For these 
tests, we use Intel’s iSCSI code version 8 and used NFS version 2 over UDP from the standard 
RedHat Linux RPM version 0.3.3-5. 
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As shown in Figure 4.20, HyperSCSI is able to provide higher data transfer rate for the test 
both at the raw data access level and at the file system level when compared to iSCSI and NFS in 
the same environment. Since iSCSI uses TCP as its data transport protocol, its performace is 
limited by TCP performance; moreover, in a wireless envrionment, this effect will be more 
prominent when the mobile device has limited processing power. Since NFS is only a kind of 
network file system, there is no result for block-level raw data test such as hdparm and dd test. 
NFS works only in the file system level, which has limited applications in a wireless storage 
environment. On the whole, HyperSCSI has the advantages of being able to adapt to meet 
changing or diverse network conditions and of providing high performance network storage data 
transfer. 
4.4 Applying HyperSCSI over Home Network 
The development of an Ethernet-based home network has grown at a stunning speed in recent 
years. Together with IEEE 802.11 WLAN technology, the capability of home device access and 
control can be greatly extended [99, 100, 101]. However, applying the concept of storage network 
to such environment is not straightforward. In order to support a home user to natively access the 
storage devices as if these devices were attached locally, there is a demand to apply a simple and 
efficient network enabled storage protocol on top of an existing network infrastructure. By doing 
this, home storage devices will be able to harness great power, intelligence, and computability 
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Figure 4.20: Performance comparison for HyperSCSI, iSCSI and NFS 
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when they are enabled to access and manage large amounts of information (or storage) at home, 
especially via a wireless network.  
Here, we introduce some applications, which apply HyperSCSI into an IEEE 802.11b/g-based 
home wireless environment. Figure 4.21 shows the prototypes that have been developed based on 
the HyperSCSI protocol specification in the lab. One application is the setup of a media player, 
which is called NetDVR. It is a separate box with a hard disk drive and a CD/DVD/RW recorder 
inside, which is, in turn, connected to a TV and a remote PC. In this setup, the prototype is 
connected to the network via wireless adapter cards. This box works as the HyperSCSI storage 
server that keeps audio and video data onto its disk. It can directly playback the audio and video 
to the TV attached to it or over the WLAN to a remote PC or on a Wireless Webpad, with all of 
these functioning as HyperSCSI clients.   
There is another application that has been demonstrated with the prototype system. In this 
application, one CD/DVD/RW recorder is attached to the NetDVR. With the HyperSCSI 
protocol, the remote computer will detect this recorder over the home network. Therefore, the 
remote user can record a CD/DVD disc without locally attaching such a disc recorder. 
These applications are useful to home users for entertainment purposes. For example, a user 
might want to watch a movie or listen to music, while he is in the garden and the player is in the 
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 Figure 4.21: Apply HyperSCSI protocol in home environment 
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living room. He may also share the drive or disk in the basic storage access level, such as record a 
CD disc over the network simultaneously. In the lab, we also demonstrate real time DVD video 
playback over 802.11g connections. Our next effort is to provide quantitative results for the 
802.11g platform.  
iSCSI depends on TCP for its wide area networking support. One distinct advantage of 
HyperSCSI comes from the fact that it eliminates the TCP protocol stack. As shown in the design 
principle and the measured results in this thesis, if the storage access is maintained within the 
local area environment, HyperSCSI will deliver better performance with less complexity. This 
will be incorporated as a requirement of a system with lower processing power. For a mobile 
device, the cost will be reduced. As home networking is an area that has gained popularity in 
recent years, more and more people are beginning to have small networks at home. The majority 
of home mobile storage access requirement would be within the local environment. Because of 
HyperSCSI’s unique technical advantages and cost effectiveness, it is able to bring the benefits of 
network storage to entirely new markets and products in the home sector. 
4.5 Summary 
With the design work that we have done, and the experimental results that we have obtained, 
we believe that HyperSCSI addresses current concerns and opens up new possibilities for storage 
networking applications. With the HyperSCSI protocol, users can fully utilize the exiting Ethernet 
infrastructure and build a high performance SAN. On Gigabit Ethernet, the HyperSCSI protocol 
enables the data transfer rate of about 100MBps, which is comparable to the proprietary 1Gbps 
FC SAN and with much less cost. HyperSCSI also shows the advantages over iSCSI, which is 
currently defined as the standard, particularly in LAN-based environment. More than 60% 
performance gain has been observed when the HyperSCSI and iSCSI protocols are applied in the 
same system configuration.  
The HyperSCSI protocol can be used in both corporate and home environments. The 
HyperSCSI protocol allows the construction of high-speed Ethernet-based storage networks that 
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can achieve high performance and secure storage environment by using the existing 
infrastructure. One promising area is the data shared cluster, which coordinates a large number of 
computer hosts to work as a single mainframe. In most case, the cluster nodes are tightly coupled 
and connected within a local network. The HyperSCSI protocol will be well suited in this cluster 
environment that can meet data sharing requirement to provide good cost performance ratio.  
At home, it can be used to build a storage based home center that can connect the home PC, 
consumer electronics, and even devices like the PDA. It can also perform storage functions such 
as those required in a home security system. Home network storage is the application field that 
current network storage solutions do not address. As shown above, HyperSCSI is quite suitable 
for this emerging big market. 




5 Protocol Design for Remote Storage over Optical 
Networks 
5.1 Optical Network Evolution 
With the development of optical communication components and technologies, optical network 
is considered as the inevitable evolution of high-speed network [38, 70, 73]. Optical network has 
dramatically increased raw bandwidth capacity, reliability, and distance for applications. 
Especially with DWDM (Dense Wavelength Division Multiplexing) technology, hundreds of 
wavelengths, each with the capacity of 2 to 10Gbps, can be integrated into a single fiber. The 
value of integrating IP networking model and optical network infrastructure is well understood, 
since this enables a seamless transition of network services among local area networks (LANs), 
metropolitan area networks (MANs) and wide area networks (WANs). Initially, DWDM 
networks were required to support protocols, such as ATM and frame relay, rather than IP 
protocol, usually over SONET/SDH, a well-established protocol layer that can provide point-to-
point reliable physical links. The immediate approach to integrate IP over DWDM is to stack all 
these protocols over DWDM transmission infrastructure. With such overlaid structure, each 
protocol layer, IP, ATM, SONET/SDH, works separately and results in reduced efficiency and 
high cost of network management. In order to overcome this problem, Ethernet is selected as a 
promising alternative to consolidate multiple layers under IP. Figure 5.1 shows the architecture 
movement towards Ethernet-based optical network [102]. While Ethernet was originally designed 
for LAN, it has gone through substantial improvement in both speed and technology for more 
than three decades. For example, its CSMA/CD mechanism has been substituted by sophisticated 
full-duplex architecture with link flow control. The adoption of 10 Gigabit Ethernet also 
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contributes to its prevalence and enables many new applications, such as network storage, over 
generic network infrastructure. With its maturity and ubiquity, Ethernet obtains strong 
momentum to expand to metro area and wide area with long distance data connection [22, 19, 
57]. Indeed, IP over Ethernet via optical network will open the door to high-speed networking 
and applications [103].  
In order to transport IP packets efficiently over optical network, a new technology called 
Multiprotocol Label Switching (MPLS) is provided to combine IP network management and 
optical control [104]. MPLS is a connection-oriented protocol. It adopts the mechanism to attach 
a short fixed-length identifier to an IP packet, which is called label, and is used to set up an end-
to-end unidirectional connection between label switched routers (LSR). This connection is also 
referred to as label switched path (LSP). MPLS simplifies the packet forward processing inside a 
LSR router, which improves packet routing efficiency as compared to the IP overlaid approach 
over optical network. The most significant extension to MPLS is the proposal to include LSRs 
whose routing function module supports not only connection in packet base, but also connection 
in time, wavelength, and space base [71, 72, 105, 106]. This brings forth the Generalized 
Multiprotocol Label Switching (GMPLS) concept to life. Compared with the basic MPLS, 
 
                          (a)                                                                    (b) 
 
                            Figure 5.1: Network architecture evolution [102]  
                            (a) The legacy optical data network architecture;  
                            (b) Ethernet based optical data network architecture. 
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GMPLS includes optical crossconnects (OXCs), which is a fundamental step in the evolution and 
integration of data and optical network architectures. In MPLS network with packet switch, the 
optical to electrical conversion is a system bottleneck, which limits overall network performance 
and makes network elements more complex. What GMPLS does is it makes it possible to deliver 
the data traffic in optical domain within LSR router cloud, pushing packet processing and 
conversion to the edge of the connection path. This means that, while GMPLS shares its basic 
control mechanism with MPLS, the former has enhanced signaling and recovery techniques [71].   
A GMPLS-controlled optical network demonstrates itself as a very promising interconnection 
technology for wide-area remote storage system with its capability to provide better resource 
sharing in optical domain and at the same time maintain continuous flow required by peripheral 
devices. With GMPLS signaling, a lightpath could be set up or torn down on demand. Instead of 
being dedicated to a certain storage node, the wavelengths in this system can be time-shared 
among different storage nodes in a very flexible manner based on usage or offline agreement. To 
a certain extent, the continuous growth of IP traffic is supported by the maturity and 
pervasiveness of Ethernet infrastructure. GMPLS provides a means to integrate Ethernet interface 
over the optical network, which is a perfect support for HyperSCSI-based remote storage service. 
In this chapter, we will investigate the protocol design for integrating the storage service 
signaling to the optical network control plane. We will also look at how remote storage services 
can be implemented over a wide-area network with the help of GMPLS-powered optical 
networking. Finally, we will demonstrate the performance advantage of the HyperSCSI network 
storage protocol over other kinds of storage networking protocol, such as iSCSI. 
5.2 Remote Storage over MAN and WAN  
Although network storage technology has made great advancement in the past few years, it 
continuously faces new challenges as current applications and business models move to a large 
scale in terms of the demand on storage. Remote storage, which is turning out to be an 
increasingly important model, allows companies to protect, migrate, distribute, and manage their 
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information assets through more flexible and efficient means [30, 107, 108, 109]. Companies 
today are more dependent on computer operations and information access such that disruption to 
these operations can have an immediate negative effect on their business. The need for disaster 
recovery and business continuity is therefore justified. The need to establish data backups and 
replications at remote location is the key factor that drives the move to deliver storage service 
over MAN and WAN. Storage outsourcing is another emerging service that shields storage users 
from the complexity of direct storage management, while providing cost savings and reliability 
improvements via the aggregation of storage into large, special-purpose facilities [109]. A new 
service paradigm is definitely on the way if storage is turned into a utility that can be allocated to 
users dynamically and efficiently even through the distance. However, in order to provide remote 
storage, users have to weigh the cost-performance trade-offs between the various available 
methods, especially network capability.   
With optical network infrastructure, high-performance SAN can be extended to long distance 
with quality and efficiency. As IP and Ethernet networks become ubiquitous and relatively cheap, 
with ever-improving performance, there is great potential to build a SAN overlay on optical 
network with IP or Ethernet technologies. This enables corporate users to extend their storage 
networking with minimal change and investment. For the applications with remote storage 
services, such as disaster recover, data replication, storage outsourcing, and utility storage, it is 
reasonable to expect that the need for flexibility in bandwidth allocation will be great.    
The HyperSCSI protocol, which is designed and developed for transmitting SCSI data and 
commands with optimization over pure Ethernet, allows companies to connect to remote SCSI-
based devices over a network as if it were directly attached locally. By sending data blocks across 
raw Ethernet, the protocol completely eliminates the TCP/IP overhead that slows down iSCSI. As 
for a remote storage system, the capability to support wide area operation in the context of WAN 
or MAN becomes very important due to the increasing demand in long distance data sharing. In 
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this light, we now focus on the protocol design issues in adopting the HyperSCSI protocol over a 
GMPLS-based optical network to extend storage service to wide area in an effective manner. 
5.3 Network Storage Protocol Design over GMPLS based Optical Network  
5.3.1 GMPLS Control Plane 
GMPLS unifies control framework for both circuit-base optical wavelength switching network 
and MPLS-based packet switching network; this opens up a whole new possibility for high 
performance applications [72]. Figure 5.2 shows an overview of the software modules for the 
control plane in two nodes. It consists of Node Resident Module (NRM), Signaling Module, 
Routing Module, Link Management Module, and Network Management Module. The 
independent software modules within a node can communicate with each other through the NRM 
by using sockets. For inter-node communications, the modules exchange IP messages with their 
corresponding peers in neighboring nodes in conformance to Internet Engineering Task Force 
(IETF) standards, i.e. Open Shortest Path First (OSPF) extension [115], Constraint-based Routed 
Label Distribution Protocol (CR-LDP) extension [105], and Link Management Protocol (LMP) 
[116]. The main modules of the design are presented in the following. It has to be noted, 
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Figure 5.2: ONFIG GMPLS software overview 
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however, that a preliminary version of the GMPLS-based control plane design and 
implementation appeared in [110]. 
5.3.1.1 Routing Module 
The Routing Module is used to disseminate link-state and reachability information. The OSPF 
intra-domain routing protocol [115] has been extended to advertise the additional information, 
including wavelength availability, needed for the computation of constraint-based routes for 
optical network. An intelligent route-computation algorithm has been developed to find a route in 
the IP-over-optical network based on advertised link-state information. The algorithm is capable 
of calculating two disjoint paths for any source-destination pair, one of which serves as the 
protection path for the other. 
5.3.1.2 Signaling Module 
The Signaling Module is used to find a free wavelength commonly available on each link along 
the route, reserve the wavelength, inform each node along the route to configure its switch, and 
release the connection after use. The CR-LDP protocol [105] has been extended to support the 
new classes of interfaces and switching, set up bi-directional label-switched paths (LSP), support 
the concept of suggested label, explicit label, and label set, and provide the specific procedure to 
support LSP hierarchy and link bundling.  
5.3.1.3 Link Management Module 
The Link Management Module is the main module that manages the physical links supporting 
either control channel or data channel. It is an implementation of IETF’s Link Management 
Protocol (LMP) [116]. It will ensure the healthiness of the control channel through which all vital 
inter-node information is exchanged. It is also used to auto-discover which remote port on the 
neighboring node is connected to a particular local port and can therefore provide plug-and-play 
functionality. As two neighbors collect and store information about the links between them, they 
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counter-check regularly with each other through LMP to avoid any mismatch. Fault management, 
that is, locating a failure whenever one is detected, is another important function of LMP. 
5.3.1.4 Network Management Module 
The Network Management Module provides an SNMP (Simple Network Management 
Protocol) interface for an SNMP-based manager to manage and configure the GMPLS node. The 
node can be managed at a system-level abstraction as a label-switching router (LSR) or at a lower 
level as individual optical modules, e.g. EDFA, multiplexer/ demultiplexer, optical switch, etc. 
5.3.1.5 Node Resident Module 
The Node Resident Module maintains the information shared by two or more control plane 
modules, e.g., the used and unused resources and the forwarding table. The key to a control plane 
that unifies different underlying switching mechanisms (i.e., Packet Switch Capable, Time 
Division Multiplex Capable, Lambda Switch Capable, etc. [106]) lies in the capability of the 
Node Resident Module to abstract the device-dependent detail. The control plane modules will 
therefore interact with the switch hardware as if it were a generic LSR. 
5.3.2 Integrated Design Issues for Storage Networking 
5.3.2.1 Separate Protocol for Data Path and Control Path  
In order to efficiently and dynamically integrate storage network architecture with GMPLS 
based optical network infrastructure, network signaling control and data transport are crucial in 
the design of the suitable protocol. As GMPLS already provides complete control functions to 
configure the lightpath connectivity, it is important for storage applications to work interactively 
with this control plane. Furthermore, since GMPLS only provides lightpath connectivity, the 
application layer should also adopt a suitable data transport mechanism for obtaining maximum 
channel utilization.  
Recently, researchers have repeatedly reported that conventional TCP protocol is not efficient 
for high-speed network, particularly in optical network environment [57, 74, 78, 79]. Because of 
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the huge bandwidth and relatively simple architecture of an optical network, it is not necessary to 
maintain the complicated congestion control functions of data transport protocol, like TCP. 
Indeed, a UDP-based lightweight protocol that can set up a main data channel, while letting TCP 
work for signal control, can be developed. One advantage of GMPLS is its ability to provide end-
to-end optical connection, which is, in fact, the point-to-point high- speed channel with Ethernet 
interface. Therefore, considering the characteristic of storage application and the ubiquity of 
Ethernet technology, it becomes apparent that using an Ethernet-based protocol for storage data 
transport, such as HyperSCSI, can further improve channel bandwidth utilization and reduce 
protocol complexity.    
Several design procedures have been chosen to enhance HyperSCSI working flow over a 
GMPLS network. First, we employ TCP to work as transport protocol for control message 
exchange, including the communication with the GMPLS network manager to set up and tear 
down the lightpath effectively. Then, once the lightpath is configured, the HyperSCSI core 
protocol is applied to transport storage data traffic. Figure 5.3 depicts the integrating network 










Figure 5.3: HyperSCSI integrated protocol mechanism. Data Transport is 
carried by GMPLS based lightpath, signal and control messages are transferred 
by TCP/IP based network environment. 
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5.3.2.2 HyperSCSI Protocol Redesign 
As described in Chapter 3, HyperSCSI defines its own protocol data unit (PDU) as a self-
contained structure. It was originally designed to work on both Ethernet and IP protocol layer 
with the unified protocol architecture. However, since the GMPLS control plane has adopted 
TCP/IP as its network protocol, at least two network interfaces have been created for and added 
to the HyperSCSI configuration for it to work over GMPLS network,. One is the TCP-based 
network interface, which uses standard socket mechanism to exchange control signal and 
message with remote peers. The other interface works with originally designed protocol stack by 
using pure Ethernet frame to transport storage data.  
Control Message Exchange 
Along with storage data transportation, HyperSCSI contains a set of control functions to 
maintain protocol semantics. Such functions include connection setup, authentication, encryption 
and storage device access parameters negotiation, connection monitoring and connection 
termination. The related operation structures have been already defined in protocol specification 
[84]. As TCP is a reliable transport protocol, HyperSCSI can leverage TCP characteristics in 
exchanging the control message. In such environment, several changes to the protocol operations 
have to be made in comparison with the original design. One is the device discover mechanism, 
as the working domain is beyond the scope of local broadcast environment. HyperSCSI protocol 
can use the solution that already exists for the Internet in making a query to the central name 
database, which is similar to what iSCSI does as well. For a small-scale network, HyperSCSI can 
pre-configure the storage device IP address to achieve quickly access. This means that it is not 
necessary to provide the flow control mechanism in the HyperSCSI protocol layer to maintain the 
control message flow over a TCP network, because the HyperSCSI protocol has been modified to 
include the scheduling of the data and control message through different network interfaces. In 
the beginning, however, the HyperSCSI module would have to create a connection for both data 
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path and control path, which is critical for HyperSCSI to be able to work with the GMPLS control 
manager and allocate necessary resource.   
Interaction with the GMPLS control plan 
Once the control path has been established between the storage application peers, the 
lightpath connectivity should be built as well, which entails the interaction between the 
HyperSCSI modules and the GMPLS control manager. HyperSCSI, as a storage 
application entity, should define its interface and communication syntax with the GMPLS 
function layer. The main APIs (application programming interface) are: 
lightpath_create_request (destination_IP, local_EtherentAddr); 
lightpath_create_reply(local_EthernetAddr); 
lightpath_teardown_request (destination_IP, local_EthernetAddr); 
lightpath_teardown_reply(local_EthernetAddr); 
With these requests and reply, the HyperSCSI protocol is now able to ask for the lightpath 
setup and termination dynamically. Both local Ethernet NIC interface address and remote IP 
address should be exchanged so that the GMPLS control manager can link the available optical 
network port to the local Ethernet address, find the path to remote peer, and finally terminates the 
connection through teardown request. If the action fails, the error status may be reported to the 
HyperSCSI module for further error handling.  
5.4 Deploy HyperSCSI over ONFIG Testbed 
In this section we report on the incorporation of HyperSCSI protocol into the optical network, 
which is a testbed involving several universities and national research institutes in Singapore 
under the Optical Network Focused Interest Group (ONFIG) project. One attractive feature of this 
project is its extension of storage service from local area to long distance wide area environment. 
It is of great interest to investigate the storage network traffic performance and related 
applications on this network infrastructure.  
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The architecture of the ONFIG testbed is shown in Figure 5.4. The all-optical transport network 
is connected as a bidirectional DWDM ring with four optical switching nodes: three optical 
add/drop multiplexers (OADMs) and an optical cross-connect (OXC) and four MPLS-enabled IP 
routers. The optical switching nodes, the IP routers and the network manager are logically 
connected via an IP control network through which control and signaling messages are 
exchanged. The control network is established on a wavelength independent of those used for 
data network. A combination of MEMS and mechanical switches provides optical switching in 
the optical nodes. Each router is installed with three 1000BaseLX Gigabit Ethernet (GE) network 
interface cards (NIC) through which the corresponding optical switching node is connected. The 
wavelength converters or transponders incorporated into the optical switching nodes handle the 
conversion between 1310 nm single-mode signal of 1000BaseLX and ITU-T’s standard single-
mode signal in the DWDM ring. These transponders are transparent to protocol format so they 
can serve any traffic, for example, SONET, RPR (Resilient Packet Ring), as well as Gigabit 
Ethernet. Eight transponders are used in each optical switching node, which are fix-tuned to ITU-


































Figure 5.4: ONFIG Testbed configuration with HyperSCSI / iSCSI client and servers 
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available on each optical switching node, three of which are used to connect to the corresponding 
IP router. Each of these data ports can be dynamically configured (through signaling) to connect 
to any add/drop wavelength. Since the routers are packet switch capable, traffic grooming and 
aggregation take place at these nodes in which low bit-rate streams are combined to fill up the 
optical bandwidth. 
Either the IP routers or the optical switching nodes can be the points of access to the optical 
transport network. iSCSI relies on IP and hence the iSCSI-based SAN is built on an IP network 
overlaid on the optical transport network. Lightpaths are set up between IP routers to carry packet 
traffic and may be reconfigured on demand through the GMPLS control plane to better utilize 
resources. The IP routers act as traffic aggregators those statistically multiplex low bit-rate flows 
to fill the lightpaths. However, this is subject to potential delay and packet loss due to IP 
forwarding and may deteriorate the performance of the applications that run on the distributed 
storage system. The HyperSCSI clients and devices, on the other hand, are hooked to the optical 
switching nodes instead of the IP routers through GE NICs. When a client intends to access a 
HyperSCSI device, perhaps according to a backup schedule, a lightpath is established between 
them to connect their GE NICs back-to-back prior to any data transfer. This connection bypasses 
all kinds of layer-2 or layer-3 switching and thus provides a high-speed dedicated channel for 
reliable block data transfer. 
Each of the storage devices and the clients in the testbed uses an AMD’s 1.2GHz Athlon with 
64bit 33MHz PCI bus and 256MB 266MHz DDR RAM. They are connected to the optical 
transport network through Intel Pro1000F GE NICs. All the clients and devices are installed with 
Linux kernel version 2.4.18-14 and Linux Second Extended Filesystem (ext2). Each storage 
device contains an Adaptec 39160 Ultra160 SCSI controller attached to four Seagate ST318406 
LC Cheetah 18GB 10000 RPM SCSI drives. The installed version of HyperSCSI is 20030820 
and for iSCSI IntelLabs’ v18-011603, both open-sourced.  
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5.5 Field Trial and Experimentation 
5.5.1 Connectivity Auto-discovery 
As the number of ports in an LSR grows, there is a need to automate the process of determining 
to which remote port in a neighboring LSR a local port is connected. The local/remote port ID 
mapping is vital information for network control. When an LSR first comes into service (e.g. after 
a reboot), it knows only its local port IDs, as shown in Figure 5.5 (a). Link connectivity 
verification procedure in LMP [110] will then help to find out the remote port IDs (Figure 5.5 
(b)). In performing link connectivity verification, an LSR periodically sends out test messages 
from a local NIC to one of its ports. Every neighbor of the LSR listens to each of its ports in 
sequential order to determine from which port the test messages arrive. The test messages can be 
Figure 5.5: Port connectivity information (a) Before link connectivity verification 
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received at only one port, and this is what is used to verify the local/remote port ID mapping. This 
is repeated for every port of the LSR. Each link involved needs to be terminated as well [110], 
i.e., connected to local NICs, at both ends in the link connectivity verification procedure. A 
schematic of link termination at the head-end is shown in Figure 5.6 where test messages are 
generated in the node controller and sent out to the outgoing link. In our experiment, 
1000BaseLX GE NICs are used, and test messages are encapsulated in IP packets. IP broadcast 
packets are used to send out test messages because the remote IP address is not known a priori. 
The auto-discovery feature simplifies configuration so that new nodes can be easily introduced 
into the network. 
5.5.2 Lightpath Setup 
Lightpath setup can be initiated in three different ways: 1) The web-based LSP management 
system allows on-demand setting up of LSPs by a human operator using any standard web 
browser; 2) Event triggering according to a schedule stored in the management server; and 3) 
Connection requests from the SAN elements. It takes 3.2 seconds to set up a 3-hop bi-directional 
LSP, which is quite an improvement on today’s error-prone manual configuration process of 
optical networks that easily takes weeks and expensive truck-roll to complete. Each additional 
hop will increase the delay by no more than 50 ms due to the pipelining of the hardware 















  Figure 5.6: Schematic of link termination 
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delay in lightpath setup is the backplane communication between the control plane and the optical 
hardware, which has not been optimized. In light of this, one of the most promising applications 
would be an LSP setup that is scheduled in advance to facilitate pre-planned bulk data transfer, 
e.g., daily backup of a data center. 
A typical scenario of lightpath setup is described as follows. When a lightpath setup is initiated, 
the ingress LSR would calculate a route based on the network link-state information, while the 
signaling protocol is used to determine which wavelength to use. Then, a label request message is 
sent along the route. While the message travels from ingress LSR to egress LSR, the free 
wavelengths commonly available on every hop are identified. At the destination, the egress LSR 
selects a free wavelength using first-fit policy. The egress LSR, in turn, sends a label-mapping 
message back to the ingress LSR along the same route. While relaying the label-mapping 
message, the intermediate LSRs configure themselves to accept the lightpath request. The 
pipelining of the LSRs’ hardware configuration in our testbed has resulted in faster lightpath 
setup where an LSR sends the label-mapping message to its upstream LSR before its hardware 
configuration completes, as shown in Figure 5.7. If there is no free wavelength along the route, 
Figure 5.7: Signaling message sequence 
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alternative routes will be tried the same way. In our experiment, only partial link-state 
information is provided by the routing protocol, i.e., in terms of the total bandwidth of the 
unoccupied wavelength channels, and not the usage of each individual wavelength. This greatly 
reduces the complexity of the routing protocol and hence makes it more scalable. 
5.5.3 Effect of Fiber Length on TCP Performance 
It is well known that TCP throughput drops with greater distances. Theoretically keeping the 
TCP window size constant, as the distance doubles will lead to the maximum TCP throughput 
being reduced to half. This is actually a function of the time it takes for acknowledgement packets 
to be sent back to the transmitter. In relation to this, we conducted experiments with different 
fiber lengths. In our experiments we set TCP window size to 64KB.  The end hosts are PCs with 
2.4GHz Pentium IV running Linux and Intel Pro1000F GE NICs. The TCP throughput with 0, 40, 
and 80 km fiber are 725, 410, 260 Mbps, respectively, as opposed to the nominal GE data rate of 
1Gbps. This will in turn limit the performance of TCP-based SAN protocol, e.g. iSCSI, as we 
shall see later. 
5.5.4 Routing Convergence Time 
After a lightpath establishment or release, the routing protocol may take a considerable amount 
of time, known as routing convergence time (Tc), to update the routing database at all other nodes 
in the network. In case of dynamic traffic, where lightpath requests arrive to and depart from the 
network randomly; the admission of a new lightpath request may be carried out based on out-
dated link state information resulting in conflicts and hence leading to higher blocking 
probability. This is therefore an important parameter to be considered in practical networks. In 
our experiments, we set up bi-directional lightpaths with and without protection. Because of the 
lightpath setup, there are changes in the state of wavelength allocation. We calculated routing 
convergence time as the time between the arrival of a lightpath request and the completion of 
Chapter 5 Protocol Design for Remote Storage over Optical Network 110 
 
routing update in all the network nodes. We also varied the switch configuration time to show 
how it affects the routing convergence time, as shown in Table 5.1. 
5.5.5 iSCSI and HyperSCSI Wide-area SAN performance comparison  
A storage subsystem can span the range of configuration complexity from a single disk drive to 
large disk array. It is a significant task to evaluate the performance of a storage subsystem since it 
can be either directly attached to individual computer systems or configured as larger, shared 
access SAN [114].  Since our task is to provide network transport protocol design for remote 
storage, it is critical to evaluate data transfer performance over the network, in which network 
bandwidth utilization is the most important measure for the whole remote storage service. In this 
section, we present the performance measurement and benchmark for wide-area distributed 
storage systems by using iSCSI and HyperSCSI over DWDM optical transport network. They 
have been tested with I/O request size of 64KB and standard Ethernet frame size of 1.5KB. In the 
single-disk access test, clients at the NTU site connected to their corresponding devices at I2R or 
DSI site where dd and iozone were used as the benchmarking tools for block-level and file-level 
access respectively. The results indicate that HyperSCSI outperforms in all cases. Detailed results 
are given in following figures. 
5.5.5.1 Performance Comparison on Single Disk 
Block Access Performance Comparison on Single Disk 
Before we give the results, it has to be noted that the test was carried out with each server 
sharing one hard disk with the client. Figure 5.8 shows the comparison results of HyperSCSI and 
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iSCSI using dd read and write test with 1GB total data transportation. With dd utility tool, we can 
send read or write request in block level and bypass the file system layer to obtain the raw 
performance without the cache effect.  
The experiment results show that with HyperSCSI protocol support, the client machine can 
access remote disk driver at the rate ranging from 31.05MBps to 38.8MBps for read, and 






































          Figure 5.9: Remote storage hdparm test  on a single disk 
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rate ranging from 22.24MBps to 24.09MBps for read, and 21.53MBps to 25.26MBps for write. 
The variance of tested value reflects the distance of connection, since the connection between 
NTU and DSI is about 10 km shorter than the connection between NTU and I2R site. From the 
measured value, the HyperSCSI protocol renders 61% and 28.9% more performance than the 
iSCSI protocol for read and write, respectively.  
Figure 5.9 shows the comparison result of HyperSCSI and iSCSI using hdparm, which only 
conducts a 64MB data read test. As a whole, the total performance is affected by both the 
network transport protocol and the storage end system such as disk drive capacity. For the single 
disk drive, the performance is mainly limited by the disk drive since it cannot provide enough 
data traffic for gigabit network to transfer. Another factor is the specific configuration of memory 
cache inside the disk drive, which results in the difference between read and write performance. 
Both the tests show that HyperSCSI offers higher performance than iSCSI. Before we give the 
results, it has to be noted that the test have been carried out with each server sharing one hard disk 
with the client.  
File Access Performance Comparison on Single Disk 
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      Figure 5.10: Remote storage files access comparison on a single disk 
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performance for data file access. Since HyperSCSI and iSCSI are both block level data transport 
protocol, our concern is mainly on the integration effect with file system and the client machine 
operating system. To conduct this test, we need to use the standard benchmarking tool of iozone. 
It is understood that one advantage of the file system support is that it enables the file server to  
employ cache in the main memory to boost the performance. We run iozone to create a 512MB 
file for read and write test, which is larger than the system main memory, with the intention of  
keeping the cache effect at a minimum. As shown in Figure 5.10, HyperSCSI offers better 
performance as compared to iSCSI. Furthermore, we can still observe the cache effect, since the 
result is better than those of previous tests in all aspects. 
5.5.5.2 Performance Comparison on RAID 
In the previous test, the performance bottleneck is located in the storage interface site due to the 
single disk drive capacity. In order to view the highest performance, we configure the storage 
server to build a RAID level 0 by using four SCSI disks and export them as single virtual disk to 
the client. There is a special configuration for HyperSCSI, which enables the server to export four 























            Figure 5.11: Remote storage dd test on RAID0 
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RAID0 with these four virtual disks in order to achieve better performance. Such configuration of 
RAID0 at client side was denoted as HyperSCSI* in Figures 5.11, 5.12, and 5.13.   
Block Access Performance Comparison on RAID 
 
Figure 5.11 shows the comparison results of HyperSCSI and iSCSI using dd test. The 
experiment results show that with HyperSCSI protocol support, the client machine can access 
remote disk array at the rate of 63.21MBps to 64.61MBps for read, and 62.82MBps to 
73.47MBps for write, while iSCSI in the same environment can only support data rate from 
23.36MBps to 25.27MBps for read, and 23.04MBpws to 24.71MBps for write. Although there is 
some doubt as regards the implementation limitation of the iSCSI open source, we can observe 
the fact that HyperSCSI can provide a relatively high performance for remote storage services, 
since at this stage, the network utilization is very high; it is almost saturated for data 
transportation during the test time period. Figure 5.12 shows comparison results of HyperSCSI 
and iSCSI using hdparm. Again, both tests show that HyperSCSI offers higher performance as 
compared to iSCSi. This situation indicates that with high performance storage subsystem, the 
















                   Figure 5.12: Remote storage hdparm  read test on RAID0 
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performance can reach a rate of about 114MBps, which is beyond the capacity of network to 
deliver. With the efficient network transport protocol, the whole system performance can be 
boosted to a higher level.  
File Access Performance Comparison on RAID 
 
Figure 5.13 shows the data access with file system in the client machine. Again, the file size is 
512MB and is created by iozone. The results show that HyperSCSI offers a better performance as 
compared to iSCSI. When the results of building RAID at server site are compared to those of a 
single disk, it can be seen that there is very little improvement for both HyperSCSI and iSCSI. 
However, in the situation when RAID is built at the client site with HyperSCSI, the performance 
gain is very high as compared with the use of a single disk. 
5.5.6 Service Resilience 
With distributed storage as a service built over a GMPLS-controlled optical transport network, 
service resilience requires that the data is always protected and recoverable from storage media to 
network transmission. Mirroring or backing up is therefore important to ensure recoverability. We 
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                  Figure 5.13: Remote storage files access comparisons on RAID0 
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storage devices at two remote locations, one of which acts as a mirror site of the other. The 
HyperSCSI client machine in the NTU campus uses storage from two server locations and build 
disk array RAID1. With RAID1, data can be distributed to two remote sites synchronously. It is 
noticed that the I/O throughput for write operations is 50% slower than read operations, because 
the client needs to write twice to both servers, while it only needs to read data from either of the 
storage sites. 
In the failover test, we disconnect one of the storage servers while the client is reading the file 
form RAID1 disk array. In some cases, if the client happens to read from the disk, which is still 
connected, the client will not detect any difference, while if the client is reading from the 
disconnected server, the reading procedure will pause, and the client OS will re-direct the read 
operation to another server. The client will then mark the event for the disconnected server. When 
the disconnected server is back online, the re-synchronization process will be performed to 
recover this event. It will be an interesting experiment to setup more than three storage servers 
and build a distributed RAID5 disk array. In this way, the whole storage utilization can be 



















Figure 5.14: Lightpath failover between (a) IP Routers (b) Optical Nodes  
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In such a system, data transmission is protected on two different levels. If a failure occurs at the 
service level, e.g. a disk error, the client will discover it after a session timeout and failover on the 
secondary disk. If, however, the failure occurs on the network level, the optical transport network 
will respond by switching to the protection lightpath because failure detection is faster compared 
to the session timeout. In the field trial, a lightpath between two LSRs is protected by a disjoint 
backup path. Each node along the working path monitors the optical signal for a pre-defined set 
of abnormal behaviour, e.g. drastic power drop, and reports if any of these occurs. When a 
lightpath failure is identified, the source node will be notified and all the data streams carried on 
the working path will be redirected to the protection path. If the end point of the lightpath is on 
the IP routers, only packets are redirected and no physical switching is performed as shown in 
Figure 5.14(a). The entire protection process takes 22.5msec. Failover of lightpath between the 
optical switching nodes involves slow hardware reconfiguration, so it may take a few seconds to 
complete, as depicted in Figure 5.14(b). We have tuned the session timeout of the storage client 
to ensure that the network will have completely switched to the protection path before timeout so 
that any unnecessary service-level failover can be avoided. 
5.6 Summary 
In this chapter, we illustrate a simple yet powerful method of incorporating a GMPLS control 
plane in the storage applications and services. we also demonstrates remote storage services with 
the HyperSCSI network storage protocol built over a DWDM optical network testbed. Delivering 
storage services over wide area with efficiency will enable the new business model for 
companies. With the increasing pervasiveness of optical network deployment, it is believed that 
in the future, the DWDM optical network with service-oriented GMPLS control will become 
increasingly important. Compared with the overlaid architecture, GMPLS can control optical 
network and provide network resources maximally. While there is the important issue of 
integrating application protocols with GMPLS signaling control system, such as coupling 
HyperSCSI protocol features into a GMPLS control plane, in this work, we propose to separate 
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the network data path and control path, which can leverage the advantages of both conventional 
TCP and HyperSCSI protocols. Of critical importance will be the speed at which signaling can be 
performed for the purpose of setting up and releasing lightpaths in order to allocate the resource 
dynamically. However, in the experiment, the storage service control is performed in a simple 
manner, while the performance of data transport is investigated carefully. Future work will then 
focus on improving the protocol integration and service-network interface between storage 
services and a GMPLS control plane from the perspective of storage application. 
 






6 Conclusions and Future Work 
 
Storage networking as a solution to data intensive applications poses crucial requirements to 
modern organizations. With the advances of computer, network, and storage technologies, SAN 
has become a booming market and an important area of research. Building an Ethernet-based 
SAN is definitely gathering momentum. In this context, HyperSCSI is proposed as a storage 
networking protocol that can accelerate such trend by leveraging the maturity and success of 
Gigabit Ethernet technology. 
6.1 Summary of HyperSCSI Protocol 
HyperSCSI is designed to provide the transmission of SCSI commands and data across a 
network through the optimization of Ethernet. It has two groups of functions in order to extend 
storage semantics across the network. One group of functions supports data transportation, while 
the other group handles storage access and management. Compared with iSCSI, HyperSCSI has 
more design focus on data transportation by removing the TCP protocol stack in order to 
efficiently utilize the network bandwidth.  
In the original design, HyperSCSI supports both local and wide area storage applications. As 
the Ethernet becomes more popular and dominant, especially with the possibility of Gigabit 
Ethernet and 10 Gigabit Ethernet gradually becoming mainstream in the corporate environment, 
we turn to design and develop HyperSCSI, focusing specifically on local access to provide high 
performance with optimum cost-effective ratio.  
HyperSCSI leverages the maturity of Ethernet technology. It can be applied smoothly over Fast 
Ethernet, Gigabit Ethernet, and even Wireless LAN of IEEE 802.11 a/b/g. It also supports parallel 




data transport with multi-channel for performance and load balancing. As Ethernet technology 
keeps advancing, it is expanding itself to the field of metropolitan area or even wide area, which 
is beyond its original scope. HyperSCSI is the suitable choice in response to this technological 
trend by utilizing VLAN (virtual LAN) and optical network DWDM to provide network storage 
services.  
HyperSCSI supports the access to a SCSI device natively. Moreover, if some other type of 
devices can provide the interface with the convention like SCSI, the HyperSCSI protocol will 
support the access as well. For example, both FC and USB disks have the device driver with 
SCSI interface emulation on the Linux platform, yet users just view them as SCSI devices. With 
additional effort, the HyperSCSI server can translate and forward a normal SCSI request 
command to an OS Data Block abstraction layer and then to another storage device interface; and 
finally the server can get the response. By doing this, it can even provide IDE disk access over the 
HyperSCSI protocol.  
HyperSCSI presents the feature of flexible storage device access. It supports the negotiation 
and configuration of the device access options. It also adopts the standard encryption method as 
built-in function to enhance efficiency.  
HyperSCSI has the design goal of providing network storage service over ubiquitous Ethernet 
that is comparable to the performance of Fibre Channel technology. With HyperSCSI protocol, 
users do not need to set up a dedicated network infrastructure and management. Therefore, the 
total cost of the system investment can be reduced substantially.   
The HyperSCSI protocol is designed as a software solution. It works independently of 
hardware or specific products. It provides users with the freedom to implement their storage 
network in the way that they want and with the options that they need.  
Currently, there are still some limitations to the HyperSCSI protocol, which can be separated 
into different categories. The first limitation involves the design of HyperSCSI. HyperSCSI has 
been designed with optimization focus over pure Ethernet, which restricts it from crossing the 




LAN boundary. In fact, we made the protocol structure and operations design self-independent, 
which means that it is possible to deploy the HyperSCSI protocol on IP platform by adopting a 
UDP/IP encapsulation. The main protocol semantics can be maintained with little modification, 
including the device discovery mechanism and the network interface architecture. This issue can 
be resolved by several approaches. One is to create a virtual LAN (VLAN) in a large network 
environment. VLAN will then provide an overlay network layer with LAN characteristic, such 
that network storage service with a higher layer application can still employ HyperSCSI to 
transport data traffic. The other way is through the optical network extension, which is a 
promising option for the near future. Optical network connectivity, particularly with DWDM 
support, greatly simplifies the architecture and protocol design to meet the requirement of high-
speed data transport [73]. Ethernet shows the capability of being a viable choice to the interface 
over such optical network. HyperSCSI will therefore benefit from such Ethernet expansion in 
terms of providing network storage service efficiently over an optical network across a long 
distance. 
The other limitation is the deployment concern. Since HyperSCSI is a kernel software module, 
it closely interacts with functions inside the computer operating system. This makes the 
deployment difficult in various computer operating environments. For instance, current 
HyperSCSI reference implementations are only available in Linux and Microsoft Windows 2000. 
The reason for this is that, in this thesis, our emphasis is on the HyperSCSI protocol design 
features. It is our hope that, since we have already made HyperSCSI an open source, other uses 
can leverage the existing achievement and provide further insight work into the development of 
the protocol. 
6.2 Summary of Contributions 
In this thesis, we present the design and development of the HyperSCSI protocol. The main 
contributions have been summarized as follows. 




(1) The design of a new storage networking protocol, HyperSCSI, which addresses the 
demands and concerns of storage applications over generic networks. As the demand for 
storage grows tremendously, network storage service has become indispensable to any 
enterprise. HyperSCSI is therefore proposed to maximally utilize the ubiquitous Ethernet 
infrastructure in providing network storage service that is both efficient and simple.  
(2) Detailed architecture development and implementation of HyperSCSI on various 
platforms through an exploration of the application in various environments ranging from 
home network to optical network. Since we envision HyperSCSI as a viable and practical 
solution to the user, we have defined the protocol architecture in details and provided 
implementation reference modules for it implementation. Through this effort, we have 
incorporated the HyperSCSI protocol into the home network, high performance cluster 
computing, and optical network environments.   
(3) A novel flow control mechanism for storage network in a high-speed network 
environment. HyperSCSI takes advantage of recent network technology advancement, 
such as Gigabit Ethernet and optical network. It also combines the merits of both FC and 
TCP protocol properties to provide its flow control mechanism for storage data transport. 
Over the high speed network, the virtual packet group strategy can reduce protocol 
processing complexity in terms of both network interrupt overhead and control message 
exchange. The performance measurement results also confirm this design objective.  
(4) Module optimizations of the proposed protocol, performance evaluation and comparison 
with leading alternatives, such as FC and iSCSI. One objective of our work is to provide 
an optimized module for storage application. As network storage service needs heavy 
processing of data traffic, conventional layered network architecture faces performance 
penalty. The integrated layer processing becomes a promising choice [56, 67, 69, 86]. 
HyperSCSI extends this concept to integrate network and storage processing not only for 
efficiency but also for reliability.  In this regard, we have conducted comprehensive 




experiments for performance evaluation and comparison. The results show that 
HyperSCSI is capable of using an existing Ethernet-based network infrastructure, 
common off-the-shelf hardware, and well-established storage technologies and turning 
them into a high performance and reliable network storage solution.     
6.3 Future Work 
HyperSCSI as a network storage protocol can be a viable alternative to real applications. Future 
research work may concentrate on the protocol design and improvement to incorporate it into 
various network environments. The protocol operation and control algorithm can be also 
exploited for generic storage networking. 
Optimization and Integration in Home Network 
Home networking is one area that has been gaining popularity in recent years; more and more 
people are beginning to have small networks at home. We foresee that the majority of mobile 
storage access requirements will be within the local environment. Therefore, HyperSCSI will be 
an efficient solution to meet the home storage access requirement. As the Ethernet-based home 
network connectivity diversifies into different architectures, ranging from wire to wireless, it is a 
promising direction to integrate HyperSCSI protocol and home device in hardware level to 
achieve the best cost-effective ratio.   
Further Exploration of Protocol over High Speed Optical Network Platform 
One advantage of HyperSCSI is its protocol processing simplicity. We have compared its 
performance with iSCSI, FC and other related solutions like NFS in the Gigabit network. 
However, more work needs to be done in terms of providing network storage service over even 
higher speed network such as 10Gigabit Ethernet, which is sure to come in the near future due in 
part to developments in optical network support. iSCSI, which adopts TCP as a transport 
protocol, will totally depend on hardware acceleration in a high-speed scenario. At this point, we 
would like to mention that a new project focused on the applications exploration of optical 




network, (ONFIG phase II), is under preparation. We expect to apply HyperSCSI protocol into 
this new high-speed environment and promote it in the process. 
Generic Network Protocol Design with HyperSCSI Features 
Similar to Ethernet technology, TCP as a transport protocol shows continued vitality during the 
decades. Currently, a TCP/IP based network is the dominant environment, and it also keeps 
improving itself in terms of efficiency and complexity. One reason for why iSCSI chooses the 
TCP/IP protocol is that it can speed up the adoption cycle for storage area network solution and 
increase the comfort in applying existing proven technology. There is a strong demand for new 
ideas in network protocol design that are interoperable with the elements of the existing TCP/IP 
protocol suite. Further research could involve applying the HyperSCSI virtual packet group flow 
control concept into TCP/IP generic flow control mechanism to achieve better efficiency for 
network storage applications.    
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Appendix: HyperSCSI Software Modules 
HyperSCSI is a storage networking protocol for the transmission of SCSI protocol data across a 
network. Currently the software modules of the HyperSCSI client and server have been 
successfully implemented in the Linux, Microsoft Window 2000, and Solaris operating systems. 
Due to the merit of open source, HyperSCSI over Linux has been optimized and demonstrated 
with great effort. In this appendix, we report the HyperSCSI protocol software modules in the 
Linux environment. 



































A.1.1 HyperSCSI Client / Server Definition  
The HyperSCSI client is located in the network node that creates a virtual SCSI environment to 
the client operating system (OS). With the HyperSCSI client module, the OS can see the storage 
devices attached to the HyperSCSI server and access the storage devices through normal SCSI 
interface, a process which is the same with that of the OS accessing local SCSI devices. The 
Figure A.1: HyperSCSI client and server software model 
HyperSCSI client HyperSCSI server 
HyperSCSI-client HyperSCSI server 
Operating System 
 Storage Block Layer Abstraction 
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Operating System 
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HyperSCSI client module receives the standard SCSI requests from the local OS, interprets these 
requests and converts them to HyperSCSI requests, and sends them to the HyperSCSI server 
across the network. 
The HyperSCSI server is located in the network node that maintains the connection with the 
HyperSCSI client. The HyperSCSI server can access the SCSI (or other type of) storage devices 
in the server machine through either the standard SCSI method or the OS block layer generic 
method. When the HyperSCSI server receives a HyperSCSI request from the network, it 
interprets the request and converts it to a SCSI request or an OS block layer generic request, and 
then forwards the request to the related layers. The HyperSCSI server will then send back the 
result or reply to the HyperSCSI client through the network.  
The HyperSCSI client /server flag in the source code is defined as follows: 
   
   #define HS_NONE   0x00 
   #define HS_CLIENT 0x01 
   #define HS_SERVER  0x02 
 
  static unsigened int   hscsi_flag = HS_NONE; 
 
   hscsi_flag = HS_CLIENT;   // for HyperSCSI client module 
   hscsi_flag = HS_SERVER;   // for HyperSCSI server module 
 
A.1.2 HyperSCSI Device Identification 
The storage device on the HyperSCSI server side can be accessed by a HyperSCSI client. 
Therefore, the identification of each device must be kept in the same way on both sides, as it is 
possible that one client may connect multiple servers, or one server may connect multiple clients. 
In order to keep the correct mapping of the device ID, both server and client have to build a 
device-mapping table. In the table, each device is assigned one ID number by keeping the record 
of the server/client network address. When the HyperSCSI module receives a data packet, it first 
verifies the device ID. Together with the transmitter’s network (MAC) address, the receiver can 
map the data packet on the correct device by checking its mapping table. 




A.1.3 Interface between SCSI and HyperSCSI Layer 
The HyperSCSI client and server are implemented as loadable software modules, which utilize 
the standard kernel interface to integrate with SCSI and network functionalities. In this section, 
we just highlight a few functions that support the interaction between the SCSI, the network, and 
the HyperSCSI protocol layer.  
(1) hscsi_queuecommand();  // It is called by the HyperSCSI client module. 
 
It is a routine that the HyperSCSI client module registers to the SCSI layer. It is called by the 
SCSI core layer function when a SCSI request (or command) comes down from the application 
layer. When this routine is called, it carries the data structure of the SCSI command together with 
the callback function pointer. The callback function is then used to return the result to the SCSI 
core layer and related data block from the HyperSCSI devices.   
(2) scsi_do_cmd();  // It is called by the HyperSCSI server module. 
 
It is a routine provide by the standard SCSI layer. It is a standard method to use the 
scsi_do_cmd() routine to pass a SCSI request (or command) to a SCSI low level layer module. 
When the HyperSCSI server module calls this routine, the HyperSCSI server module sends a 
SCSI request (or command) and the server also attaches the callback function pointer with the 
request, so that the result and reply data can be returned from the SCSI layer module to 
HyperSCSI layer by using the callback function. The HyperSCSI server module may call this 
interface function when it wants to access native SCSI storage devices. 
(3) ll_rw_block();  // It is called by the HyperSCSI server module for generic device 
 
It is a routine in the OS storage block layer. It is a standard method to use the ll_rw_block() 
routine to pass the data to the generic block device. The HyperSCSI server module will do the 
translation and conversion from the HyperSCSI data format (received from the HyperSCSI client) 
to the block-layer data format and call this routine to implement the read/write request. This is a 




generic method for the HyperSCSI protocol to access generic block devices such as SCSI, IDE, 
MD, USB, Firewire 1394, and Fibre Channel kind of devices. 
A.1.4 Network routines 
In this section, we highlight the interface between the network and the HyperSCSI protocol 
layer, which works similarly for both the HyperSCSI client and server. 
(4) net_xmit_cmnd()  
 
This is the routine to transmit data with the HyperSCSI command block through Ethernet. It is 
the interface between the HyperSCSI layer and the network layer. Within the net_xmit_cmnd() 
routine, the HyperSCSI data is fragmented into Ethernet suitable packet and is sent out through 
the network function. The HyperSCSI data flow control mechanism is implemented to guarantee 
the reliable and efficient packet delivery. Also the encryption function is performed in this routine 
to provide security. 
(5) net_receive_pkt() 
 
This is an interrupt handler routine used to receive the HyperSCSI packet from Ethernet. It is 
the interface between the HyperSCSI layer and the network layer. Within the net_receive_pkt() 
routine, the HyperSCSI data is reassembled from the Ethernet packet. In the HyperSCSI server, it 
will forward the HyperSCSI data to the SCSI layer or generic block layer. In the HyperSCSI 
client, it will recover the SCSI format data from the HyperSCSI data and return it to the SCSI 
layer. If the data format is not correct, the module will assume that there is a network error, or 
that the packet is tampered with. Thus, the packet is thrown away. Most of the HyperSCSI 
protocol stack is implemented in this routine. The function of flow control and decryption are also 
performed in the routine.  
A.2 Programming Architecture 
The HyperSCSI Linux reference modules have been released as open source. They can be 
downloaded at web site [84]. In the HyperSCSI source code directory, there are four sub-




directories. They are the doc, server, client, and common directories. The function of these 
directories and source files are explained in this section. The files are related only to the 
HyperSCSI server module are put in the server directory while the files that are related only to 
the client module are put in the client directory. For those files that are used by both the 
HyperSCSI client and server modules, they are kept in the common directory. Other files, like the 
Copyright/License, Change Log, Installation, and Bugs report are included in the doc 
directory. The Makefile and README are located in the HyperSCSI root directory. The 
hierarchical structure of the HyperSCSI source files is presented in the following sections.

A.2.1 HyperSCSI Root  
The files and sub-directories in the HyperSCSI root directory are described as follows. 
Figure A.2: HyperSCSI source code tree
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The README file is used to explain the contents of the HyperSCSI source code, such as the 
HyperSCSI files list, how to set up the environment to make the HyperSCSI module, and how to 
install the HyperSCSI module. 
Makefile is the file that is used to compile the HyperSCSI source code and generate 
HyperSCSI modules. Several features of the Makefile have been defined currently. For example, 
“make” is used to generate all the HyperSCSI modules and “make clean” is used to clean the 
compiled the HyperSCSI modules. “make client” and “make server” are used to compile the 
client or server module separately.

Doc is the directory that contains the general document files for the HyperSCSI protocol. Inside 
this directory, the files include Copyright/License, Change Log, Installation and Bugs report and 
Maintainers information. There are also two configuration files for the HyperSCSI server module 
and client module, respectively.  
Common is the directory that contains the common files for compiling both the HyperSCSI 
server and client modules. Inside this directory, the files include hyperscsi.h, hs_print.c, 
hs_security.c, and bfA.s. The functions of these files will be explained in Section A.2.3. 
Server is the directory that contains the files for compiling the HyperSCSI server modules. 
Inside this directory, the files include hs_server.h, hs_server.c, hs_net.c, hs_thread.c, 
hs_translate.c, and hs_proc.c. The functions of these files will be explained in Section A.2.4. 
Client is the directory that contains the files to compile the HyperSCSI client modules. Inside 
this directory, the files include hs_client.h, hs_client.c, hs_net.c, hs_cmd.c, hs_translate.c, and 
hs_proc.c. The functions of these files will be explained in Section A.2.5.

A.2.2 HyperSCSI Doc 
The files in the HyperSCSI doc directory are listed as follows, 
License/Copyright is the file that defines the copyright and license information of the 
HyperSCSI protocol. 




Install is a file that contains the message for installing the HyperSCSI modules into the system. 
CHANGELOG is the file that records the modification of the HyperSCSI source code during 
the development procedure. It is used to help the protocol developer trace the history of the 
source.    
Bugs is a file that has the information about the current version of the HyperSCSI code related 
to bugs issues. 
hs-client.conf is a file that contains the configuration information to install the HyperSCSI 
client module into the system. Normally it has the password and server address required to 
connect the HyperSCSI server. It also contains the device option information to configure the 
virtual SCSI devices, which are assigned by the HyperSCSI server.  
hs-server.conf is a file that contains the configuration information to install the HyperSCSI 
server module into the system. Normally it has the password and client address that want to 
establish a connection to the HyperSCSI server. It also contains the device option information to 
configure the virtual SCSI devices, which will be assigned to the corresponding HyperSCSI 
client.  
A.2.3 HyperSCSI common 
The files in the HyperSCSI common directory are listed as follows. 
hyperscsi.h is the header file that contains the HyperSCSI protocol constant definition, 
common data structures, and HyperSCSI operation codes that will be used in the HyperSCSI 
source code. 
hs_print.c is the source file that contains the functions that can print out the information 
regarding to specific important data structures and data buffers. It is used to display the 
information to the user space to help a programmer trace the results of the protocol procedure. 
hs_security.c is the source file that contains the functions of authentication, encryption and 
decryption for the HyperSCSI data transportation. 




bfA.c is the source file in assembly language that contains the functions of encryption and 
decryption for the HyperSCSI data transportation.

A.2.4 HyperSCSI Server 
The files in the HyperSCSI server directory are listed as follows. 
hs_server.h contains the data structure and constant definitions for the HyperSCSI server 
module.  The related function prototypes are also declared in this head file. 
hs_server.c is the source file for the HyperSCSI server module. It contains the functions that 
are used to compile a loadable server kernel module. It also contains functions that can be used to 
initialize and also unload the server module. 
hs_net.c is the source file that contains the functions that support the interface between the 
HyperSCSI and the network. It provides the function that passes the HyperSCSI packets to the 
network device. It also contains the interrupt handler function that follows the network device to 
receive the HyperSCSI packets. This file is kept in both client and server sub-directory currently. 
These two files will be merged and put into the common directory soon. 
hs_thread.c is the source file that contains the functions that can be used to create and operate 
a new working thread in order to fulfill HyperSCSI tasks, such as the HyperSCSI command block 
queue management and data transportation. In the HyperSCSI server module, one working thread 
can receive a SCSI command block from the SCSI lower layer driver as a reply to the request sent 
from the HyperSCSI client and pass it back to the HyperSCSI client by calling the related  
network functions.  
hs_translator.c is the file that includes the functions that virtualize the storage devices. It is 
located at the HyperSCSI server side and translates the HyperSCSI request into a block layer 
request, so that the HyperSCSI client can access the different storage devices in the HyperSCSI 
side with the generic method. 




hs_proc.c is the source file that contains the functions that support the Linux proc file system. 
It also provides the interface between the user space and kernel space to allow the administrator 
to configure the HyperSCSI server module.   
A.2.5 HyperSCSI client 
The files in the HyperSCSI client directory are listed as follows. 
hs_client.h contains the data structures and constant definitions for the HyperSCSI client 
module.  The related function prototypes are also declared in this head file. 
hs_client.c is the source file for the HyperSCSI client module. It contains the functions that can 
be compiled as a kernel loadable client module. It also contains the functions that initialize the 
client module, and finally unload the client module. 
hs_cmd.c is the source file that create the interface between the OS and HyperSCSI client to 
make a virtual SCSI host environment. It receives a SCSI command block request from the local 
OS and passes this request to the HyperSCSI processing modules. It also returns the results of the 
SCSI command block request back to the OS.  
hs_net.c is the source file that contains the functions that support the interface between the 
HyperSCSI and the network. It provides the functions that pass the HyperSCSI packets to the 
network device. It also contains the interrupt handler function to the network device to receive 
HyperSCSI packets. This file is kept in both the client and server sub-directory currently. These 
two files will be merged and put into the common directory soon. 
hs_thread.c is the source file that contains the functions of creating and operating a new thread 
to fulfill HyperSCSI tasks like the HyperSCSI command block queue management and data 
transportation. In the HyperSCSI client module, the thread receives the data block as request from 
the SCSI core layer driver and then calls the network to send the data to the HyperSCSI server.  




hs_proc.c is the source file that contains the functions that support the Linux proc file system. 
It also provides the interface between the user space and kernel space to allow the administrator 
to configure the HyperSCSI client module.   
A.2.6 HyperSCSI Final Modules 
There are two kernel module files generated by running the “make” method. They are the 
1. hs_server_mod.o, which is compiled for HyperSCSI server module, 
2. hs_client_mod.o, which  is compiled for HyperSCSI client module. 
A.3 Installation and Usage 
A.3.1 Installation 
There are the HyperSCSI source code, binary, and RedHat RPM packages that can be 
downloaded from http://www.dsi.a-star.edu.sg/research/hyper_download.html . 
If you want to install from the source code, you can download the source code tar ball and 
unpack it by running 
# tar –xvzf hyperscsi-<version>.tar.gz 
There will be a hyperscsi-<version> directory with the source code in it. Then you will compile 
HyperSCSI with the Linux kernel source by doing following steps: 
Compile and install modules 
# cd hyperscsi-<version> 
# make <options> 
# make install (for installing both server and client modules) 
or # make install-server (for installing only server module) 
or # make install-client (for installing only client module) 
 
If you are installing from the HyperSCSI binary code, please download the appropriate binary 
package for your kernel. All HyperSCSI binaries are compiled using stock kernel sources from 
http://www.kernel.org. 
# tar –xvzf linux-<kernel version>_<arch>_hyperscsi-<version>.tar.gz 
# cd linux-<kernel version>_<arch>_hyperscsi-<version> 
# ./install.sh   (for installing both server and client modules) 
or # ./install.sh server (for installing only server module) 
or # ./install.sh client (for installing only client module) 





If you wish to install from RPM packages built for RedHat Linux distributions, please 
download the appropriate RPM, and install it by running 
# rpm –ivh <your_downloaded_HyperSCSI_rpm> 
 
A.3.2 Usage 
Before you start to use the HyperSCSI protocol, you have to configure the server and client 
modules properly. The configuration files of client and server are in the /etc/hscsi directory. You 
need to set the same group name for both the client and server, proper window size for data 
transportation, device type from the server and device number, etc. If the network connection is 
ready, you can start the server and client by running the following shell commands.   
# hs-server start 
# hs-client start 
 
You can also execute the shell commands to check the status of the HyperSCSI modules and 
storage devices.  
# hs-server status  
# hs-client status  
 
You can refer to the Figures A.3, A.4, A.5, and A.6 for the example screenshots.  If everything 
is okay, you client machine will detect the new SCSI device and will configure it as new disk for 
use. There are other commands for specific purposes, such as hs-client stop, hs-server stop, hs-
client restart, hs-server restart, and hs-server force-stop. 
As a summary, after these few simple steps, you can now experience the advantages mentioned 














Figure A.4: Starting the HyperSCSI client 
 
 









Figure A.6: Displaying the HyperSCSI client status 
 
  
