We examined the effect of changing the parameters mtry and ntree on the classification accuracy using a 10-fold stratified cross-validation. As suggested by Liaw and Wiener (Liaw and Wiener, 2002) , it should be tested if doubling or halving of the default value of mtry ( √ g , where g is the number of genes of the input dataset) has an effect on the results. Furthermore, we reduced the number of trees to 10,000 and 1,000. We found that for all tested values, our results were identical (Supplementary Table  1 ). Additionally, we assessed the performance of the classifier choosing extremely low values for the parameters (mtry*0.01, ntree=10). Due to the small mtry, only one gene is considered at each split when building a tree. It could be expected that the accuracies decrease for these settings. However, the calculated accuracy values were unchanged, except for one run using mtry*2 and ntree=10 (Supplementary Table  1 ). The reason for the stability of the results is the strong expression differences between the classes for most of the biomarkers. When examining the expression intensities ( Supplementary Figure 1) , we found that there is nearly no overlap between the expression values of the samples associated to the class of a biomarker gene and the values of the samples of the other two classes. This means, when the random forest algorithm builds a tree based on only two genes from different classes, then a sample can be classified correctly. For example, using a fungal biomarker gene (e.g., FOSB) at one split and a bacterial biomarker (e.g., IRG1) at another split is sufficient to distinguish between any of the three classes. Moreover, there are cases, where only one gene might be sufficient for classification, as the expression values of this gene are on a different level for each class, e.g., PPAP2B or HERC6 (Supplementary Figure 1) . As the large expression differences can be found for most selected biomarkers of each class, the classifications yield high accuracies even for very small parameter values. Thus, the parameter mtry as well as the number of trees have no major influence on the performance of the classifier.
THE RANDOM FOREST CLASSIFIER
We examined the effect of changing the parameters mtry and ntree on the classification accuracy using a 10-fold stratified cross-validation. As suggested by Liaw and Wiener (Liaw and Wiener, 2002) , it should be tested if doubling or halving of the default value of mtry ( √ g , where g is the number of genes of the input dataset) has an effect on the results. Furthermore, we reduced the number of trees to 10,000 and 1,000. We found that for all tested values, our results were identical (Supplementary Table  1 ). Additionally, we assessed the performance of the classifier choosing extremely low values for the parameters (mtry*0.01, ntree=10). Due to the small mtry, only one gene is considered at each split when building a tree. It could be expected that the accuracies decrease for these settings. However, the calculated accuracy values were unchanged, except for one run using mtry*2 and ntree=10 (Supplementary Table  1 ). The reason for the stability of the results is the strong expression differences between the classes for most of the biomarkers. When examining the expression intensities ( Supplementary Figure 1) , we found that there is nearly no overlap between the expression values of the samples associated to the class of a biomarker gene and the values of the samples of the other two classes. This means, when the random forest algorithm builds a tree based on only two genes from different classes, then a sample can be classified correctly. For example, using a fungal biomarker gene (e.g., FOSB) at one split and a bacterial biomarker (e.g., IRG1) at another split is sufficient to distinguish between any of the three classes. Moreover, there are cases, where only one gene might be sufficient for classification, as the expression values of this gene are on a different level for each class, e.g., PPAP2B or HERC6 (Supplementary Figure 1) . As the large expression differences can be found for most selected biomarkers of each class, the classifications yield high accuracies even for very small parameter values. Thus, the parameter mtry as well as the number of trees have no major influence on the performance of the classifier. 
REFERENCE GENES BASED NORMALIZATION

SELECTION OF BIOMARKER GENES
Supplementary 4 PERFORMANCE ASSESSMENT
TEST FOR NOISE-ROBUSTNESS
Additionally to the assessment how well our classifier performs on new and/or independent data, we also evaluated its ability to overcome fluctuations in the expression data. We simulated different expression intensities for the selected biomarker genes across all samples by adding increasing levels of noise to the gene expression data (Materials and Methods). Due to this noise, a wider range of intensities is covered by the expression values and the single data points are more and more scattered within this range.
To test for noise-robustness, we simulated noise for the gene expression data. The noise values, which were added to the expression intensities, were generated by producing normal distributed random values at mean 0 and standard deviation σ. The magnitude of σ was based on the average standard deviation (ASD) of all genes in the analysis, which was 0.4859. Then the ASD was multiplied with scalars (0, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5) to increase the effect stepwise. The noise was included before normalizing the data.
The noise effect was included on the raw data, so that the data processing steps (i.e., normalization and classification) are applied on the manipulated data. We calculated 11 levels of increasing noise, based of the ASD of all genes. For each of these levels, we repeated for 1000 times the process of drawing a random sample, adding noise, normalizing the gene expression values by the reference genes, and classifying the sample according to the type of infection. The accuracy decreases for increasing amounts of noise (see Supplementary Table 3 for sensitivities and specificities). For up to 2*ASD, over 95% of the classifications were still correct, while we achieved accuracies of 88%, 78%, and 74% for 3, 4, and 5 times ASD, respectively (Supplementary Figure 3) .
Similarly to the accuracy, the certainty scores are dropping with increasing noise (Supplementary  Figure 4) . Starting at 0.975, the average score is decreasing to 0.352 for 5*ASD. However, unlike the accuracy rates, the decrease is large between lower noise levels and eases for higher amounts of noise. Separating the certainty scores according to the classes revealed that the mock-infected samples achieved the highest scores. Classification of the fungal and bacterial samples, however, led to lower certainty scores, while the values of both classes were rather similar.
Supplementary Table 3 . Sensitivities and specificities for the levels of increasing noise.
Sensitivity
Specificity bacterial fungal mock-infected bacterial fungal mock-infected 0.0*ASD 1.000 1.000 1.000 1.000 1.000 1.000 0.5*ASD 1.000 1.000 1.000 1.000 1.000 1. Supplementary Figure 4 . The certainty scores of the predictions were calculated in dependence on the noise level. The bars in brown, blue, and gray represent the average scores of fungal, bacterial, and mock-infected samples, respectively. The whiskers indicate the standard deviations. The solid line marks the average certainty scores of all three classes together. Across all noise levels, the mock-infected class yielded the highest certainty values. For all classes, the highest decreases were observed between lower noise values.
