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Abstract
We investigate the behavior of derivatives of the fundamental solution of a parabolic equation for the
square of Dirac operator on a twistor space when the metric is blown up in the base space direction. Such a
blowing up operation is expected to be an effective method for extracting some intrinsic values from various
geometric invariants, most of whose cores consist of some derivatives of the fundamental solution.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Twistor space; Spin structure; Adiabatic expansion; Dirac operator
0. Introduction
Let M = (M,gM) be an n-dimensional compact oriented Riemannian manifold equipped
with a Spinq structure introduced in [16]
Ξq : PSpinq (n)(M) = PSpin(n)(M)×Z2 PSp(1) → PSO(n)(M)× PSO(3) (0.1)
where PSO(n)(M) is the SO(n)-bundle consisting of SO(n)-frames of TM, PSO(3) is a given
SO(3)-bundle and the bundle map Ξq is compatible with the Lie group homomorphism
Ξq : Spinq(n) ≡ Spin(n) ×Z2 Sp(1) → SO(n) × SO(3), Ξq([φ,h]) = (Ξ(φ),Ad(h)) with
Ad(h) = (ImH  μ → Ad(h)μ = hμh−1 ∈ ImH) ∈ SO(3). Here the compatibility means that
we have Ξq(s · Φ) = Ξq(s) · Ξq(Φ) for all s ∈ PSpinq (n)(M) and Φ ∈ Spinq(n). Given a set
of local trivializations {fUb = [f0Ub, f1Ub ]} of the (globally defined) principal Spinq(n)-bundle
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respectively, whose transition functions f0,UbV b , etc. may not satisfy the cocycle condition in the
sense f0,UbV b (p)f0,V bWb(p) = f0,UbWb(p) or −f0,UbWb(p) on Ub ∩V b ∩Wb( p), etc. Using
the canonical action of Spinq(n) or Sp(1) on Spinq(n)/Spinc(n) = Sp(1)/U(1) and the identi-
fication Sp(1)/U(1) = CP 1 through the representation rH : Sp(1) → GLC(H) = GLC(C2) with
rH (α + jβ) =
(
α −β¯
β α¯
)
, we get a CP 1-fibration
π :Z = PSpinq (n)(M)×can CP 1 = PSp(1) ×can CP 1 → M. (0.2)
Let us then take an Sp(1)-connection A of PSp(1), so that the twistor space Z possesses a canon-
ical Spin structure [17,18]. Namely, the connection induces a splitting of TZ into horizontal
and vertical components, TZ =H⊕ V , with natural orientation and a metric gZ = π∗gM + gV
(π∗gM = gZ|H) where gV is the Riemannian metric on V induced from the Fubini–Study one
dsCP of CP 1. Further we have the locally defined spinor bundle /SgM associated to PSpin(n)(M)
and a locally defined Hermitian vector bundle /H = PSp(1) ×rH H , which together produce a
globally defined vector bundle π∗/SgM ⊗ π∗/H ≡ π∗/SgM ⊗ /SgV ≡ /SgZ on Z, whose rank is cer-
tainly equal to 2[dimZ/2]. The locally defined Clifford action ρgM of Cl(T ∗M,gM) on /SgM ,
together with the action ρgV of Cl(V∗, gV ) on /SgV induced from the fiberwise global canonical
Spin structure, gives a globally defined action ρgZ of Cl(T ∗Z,gZ) on /SgZ , i.e., ρgZ(π∗ξb) =
π∗ρgM (ξb)⊗ 1 (ξb ∈ T ∗M) and ρgZ(ξf ) = π∗ρgM (τgM )⊗ ρgV (ξf ) (ξf ∈ V∗) where τgM is the
complex volume element of (M,gM). Thus (Z,gZ) has a canonical Spin structure (see [1], [13],
[14], etc., for general reference), which gives a Dirac operator /∂gZ :Γ (/SgZ ) → Γ (/SgZ ). Now,
consider the semi-group with C∞-kernel e−t/∂
2
gZ associated to the parabolic equation with initial
condition (
∂
∂t
+ /∂2
gZ
)
ψ = 0, ψ |t=0 = ψ0 ∈ L2Γ (/SgZ ). (0.3)
The purpose of the paper is to study, replacing gZ by gZε = ε−1π∗gM + gV = π∗gMε + gV with
ε > 0, the behavior of e
−t/∂2
gZε and its derivatives when ε → 0.
Such an operation of blowing up the metric in the base space direction (or shrinking each fiber
into one point), called the adiabatic operation, is expected to be an effective method for extracting
some intrinsic values from various geometric invariants of Z. For example, Witten [23] found that
the adiabatic limit of a certain η-invariant is closely related to the so-called global gravitational
anomaly which may impose some restriction on our universe, and his result was further extended
mathematically by Cheeger [8,9], Bismut–Freed [6], Bismut–Cheeger [5], Dai [11], Mazzeo–
Melrose [15], etc. Getzler [12] also essentially used the operation to give a new and amazingly
short proof of the Atiyah–Singer index theorem for Dirac operators. It seems, however, that
the arguments presented there are too specialized to be applicable for the study of other various
invariants. In the paper, with the aim at applying the adiabatic operation method widely to various
ones elsewhere, we intend to investigate the fundamental properties of the behavior of e
−t/∂2
gZε
itself, which will be an essential component of various ones. That is, we will show for example
that e
−t/∂2
gZε (P 0,P 0) has a series expansion at ε1/2 = 0 using εm/2 (0  m < ∞), which we
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the constant term explicitly. Its derivatives are also studied and consequently, with no ad-hoc
argument, the formula for the index of Dirac operator is canonically derived, and, moreover, the
study of several invariants can be reduced commonly to further investigations of some derivatives
of the above coefficients (see [19–21] and also refer to the comment following Theorem 1.3).
Last, the author wants to mention that only the situation (0.2) in which he has been interested is
treated here, but it will be obviously easy to extend our results into general fibrations.
1. The main theorems
Let us take a coordinate neighborhood (U = UP 0 = Ub ×Uf ,x = (xb, xf )) around P 0 ∈ Z
in the following way. First, at p0 = π(P 0), take a gM -normal coordinate neighborhood (Ub =
Ub
p0
, xb,p
0
) and set xb(P ) = xb,p0(π(P )). Then we fix a trivialization f1Ub of PSp(1)|Ub given
by a cross-section
h with ∇A∂/∂rbh = 0
(
rb is the distance function from p0 in
(
M,gM
))
, (1.1)
which induces an identification
ι
p0,p
A = ιp
0
A : Zp ≡ π−1(p) ∼= Zp0 = CP 1. (1.2)
In other words, this is the A-parallel displacement along the gM -geodesic from p to p0 and,
together with a gV -normal coordinate neighborhood (Uf = Uf
P 0
, xf,P
0
) at P 0 ∈ Zp0 , gives
the coordinates xf with xf (P ) = xf,P 0(ιp0A (P )). Further, let us take a local SO(n)-frame
eb = (eb1, . . . , ebn) of (TM, gM) which is parallel along the geodesics from p0 and is equal to
(∂/∂xb)p0 ≡ (∂/∂xb1 , . . . , ∂/∂xbn)p0 at p0, and similarly a local SO(2)-frame ef = (ef1 , ef2 ) of
(V, gV )|Zp0 with ef (P 0) = (∂/∂xf )P 0 . Note that, referring to [2, Appendix II], we have, for
example,
ebi (x
b) =
∑
vbji
(
xb
)(
∂/∂xbj
)
xb
, vbji(x
b) = δji + 16
∑
j1,j2
xbj1x
b
j2
R
gM
ij1jj2
(0)+O(∣∣xb∣∣3) (1.3)
where we put Rg
M
i2i1ij
(p) = gM(F(∇gM )(∂/∂xbi , ∂/∂xbj )∂/∂xbi1 , ∂/∂xbi2)(p). Moreover, let eb(A)
be the A-horizontal lift of eb and let us spread ef out on U by using (1.2) and denote it
by the same symbol. They give a local SO(n + 2)-frame e∗(A) = (eb(A), ef ) of (TZ, gZ),
a local SO(n + 2)-frame eε∗(A) = (ebε(A), ef ) = (ε1/2eb(A), ef ) of (TZ, gZε ) (ebε(A) is
the A-horizontal lift of ebε = ε1/2eb), and the dual frames e∗(A) = (eb, ef (A)), e∗ε (A) =
(ebε, ef (A)) = (ε−1/2eb, ef (A)). The frame eε∗(A) then gives local SU(2[(n+2)/2])-frames
s(eε∗(A)) = (s(eε∗(A))1, . . .) = π∗s(ε1/2eb) ⊗ s(ef ), s(eε∗(A))∗ = (s(eε∗(A))1, . . .) of /SgZε , /S∗gZε .
Now, on the neighborhood let us express the Dirac operator as /∂gZε =
∑
ρgZε
(eiε(A))∇
/S
gZε
eεi (A)
where
∇/SgZε is a spinor connection associated to the Levi-Civita one ∇gZε , and express the kernel as
e
−t/∂2
gZε (P,P ′) ≡
∑
s
(
eε∗(A)
)
(P )⊗ s(eε∗(A))j (P ′) · (e−t/∂2gZε )i,j (P ,P ′). (1.4)i
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b
αb2
) · · ·
(∂/∂xb
αb|αb |
)(∂/∂x
f
α
f
1
)(∂/∂x
f
α
f
2
) · · · (∂/∂xf
α
f
|αf |
) = ∂αb∂αf with respect to P and by ∂α′ =
(∂/∂x)α
′ = ∂α′b∂α′f with respect to P ′, namely, set
∂α∂α
′
e
−t/∂2
gZε (P,P ′) ≡
∑
s
(
eε∗(A)
)
i
(P )⊗ s(eε∗(A))j (P ′) · ∂α∂α′(e−t/∂2gZε )i,j (P ,P ′). (1.5)
Precisely the purpose of the paper is to investigate mainly its behavior at (P,P ′) = (P 0,P 0)
when ε → 0. To clarify what should be studied, let us consider the canonical inclusion
/SgZε ,P 0 ⊗ /S∗gZε ,P 0 ↪→
∧
T ∗
p0M ⊗ /SgV ,P 0 ⊗ /S∗gV ,P 0 (1.6)
ρgZε
(
eIbε
) →
⎧⎨⎩ e
I
bε
(
p0
)
: n is even (in the case, this is isomorphic),
1
2
{
eIbε + (
√−1)(n+1)/2+|I |(|I |+1) gMε eIbε
}(
p0
)
: n is odd
and regard (1.5) with (P,P ′) = (P 0,P 0) as an element of its right-hand side, that is,
∂α∂α
′
e
−t/∂2
gZε
(
P 0,P 0
)≡∑ eIb(p0)⊗ s(ef )k(P 0)⊗ s(ef )(P 0) · ∂α∂α′(e−t/∂2gZε )(k,)gZ,I (P 0,P 0)
(1.7)
where the multi-index I is always lined up in increasing order, i.e., I = (i1 < i2 < · · · < i|I |).
In contrast to the expression (1.5), the terms eIb(p0) ⊗ s(ef )k(P 0) ⊗ s(ef )(P 0) above do not
depend on ε and we have only to investigate the coefficients ∂α∂α′(e
−t/∂2
gZε )
(k,)
gZ,I
(P 0,P 0) for
our purpose. Because of the advantage, hereafter we will use not (1.5) but the expression (1.7).
Further (1.7) can be interpreted canonically as follow. Let ∧T ∗M ⊗π /SgV  /S∗gV be the pull-
back of
∧
T ∗M  /SgV  /S∗gV by the map π
−1(Ub) × π−1(Ub) → M × Z × Z, (P,P ′) →
(π(P ),P,P ′), and let us extend the inclusion map (1.6) to
/SgZε
∣∣π−1(Ub) /S∗
gZε
∣∣π−1(Ub) ↪→∧T ∗Ub ⊗π /SgV ∣∣π−1(Ub) /S∗gV ∣∣π−1(Ub) (1.8)
by a chain of maps /SgZε ,P ⊗ /S∗gZε ,P ′ ∼= /SgZε ,ιp0A (P ) ⊗ /S
∗
gZε ,ι
p0
A (P
′)
↪→ ∧T ∗
p0
M ⊗ /S
gV ,ιp
0
A (P )
⊗
/S∗
gV ,ιp
0
A (P
′)
∼= ∧T ∗π(P )M ⊗ /SgV ,P ⊗ /S∗gV ,P ′ , the first isomorphism given by s(eε∗(A))i(P ) ⊗
s(eε∗(A))j (P ′) ↔ s(eε∗(A))i(ιp
0
A (P )) ⊗ s(eε∗(A))j (ιp
0
A (P
′)), the second given by (1.6) and the
third by eIb(p0) ⊗ s(ef )k(ιp
0
A (P )) ⊗ s(ef )(ιp
0
A (P
′)) ↔ eIb(π(P )) ⊗ s(ef )k(P ) ⊗ s(ef )(P ′).
Now we regard (1.4), which is a cross-section of the left-hand side of (1.8), as that of its right-
hand side, i.e.,
e
−t/∂2
gZε (P,P ′) ≡
∑
eIb
(
π(P )
)⊗ s(ef )
k
(P )⊗ s(ef )(P ′) · (e−t/∂2gZε )(k,)
gZ,I
(P,P ′), (1.9)
and differentiate it into
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′
e
−t/∂2
gZε (P,P ′) ≡
∑
eIb
(
π(P )
)⊗ s(ef )
k
(P )⊗ s(ef )(P ′) · ∂α∂α′(e−t/∂2gZε )(k,)
gZ,I
(P,P ′).
(1.10)
Then its value at (P,P ′) = (P 0,P 0) is obviously equal to (1.7). Next, let us define the pointwise
norm of (1.9), etc. with respect to the metric gZ by
∣∣e−t/∂2gZε (P,P ′)∣∣
gZ
=
{∑∣∣(e−t/∂2gZε )(k,)
gZ,I
(P,P ′)
∣∣2}1/2, (1.11)
etc., and, by using various metrics, various pointwise norms of cross-sections of the right-hand
side of (1.8) are similarly defined. Note that the so-called pointwise operator norm of (1.4) is
equivalent to the norm |e−t/∂
2
gZε (P,P ′)|gZε with respect to gZε uniformly for all ε with 0 < ε  ε0:
e
−t/∂2
gZε (P,P ′) =
∑(
ε−1/2eb
)I (
π(P )
)⊗ s(ef )
k
(P )⊗ s(ef )(P ′) · ε|I |/2(e−t/∂2gZε )(k,)
gZ,I
(P,P ′),∣∣e−t/∂2gZε (P,P ′)∣∣
gZε
=
{∑∣∣ε|I |/2(e−t/∂2gZε )(k,)
gZ,I
(P,P ′)
∣∣2}1/2. (1.12)
In the paper we will argue about the kernel mainly on the right-hand side of (1.8) using the type of
norm (1.11). Its merit lies in the fact that (the inclusion map changes, but) the bundle of the side
does not depend on the parameter ε (refer also to the comment following (1.7)), so that it makes
sense to ask whether or not its elements which depend on ε, such as e
−t/∂2
gZε (P 0,P 0), etc., can be
expanded into series with respect to the variable ε. Anyway, to expand them, they need to inhabit
some bundle not depending on ε. In [6], etc., a certain bundle isometry /SgZε ∼= /SgZ (see Remark
to Lemma 5.1, and see [7] for its further generalization) was adopted, by which they inhabit
/SgZ  /S∗gZ not depending on ε. This scheme is of course equivalent to ours. But, comparing
these, ours will be much simpler introduced and the results in our scheme will describe more
clearly how (1.5), etc. depend on the parameter ε.
Now the first result is as follows.
Theorem 1.1. Given α, α′ and r¯ > 0, there exist constants C1 > 0, C2 > 0 and an integer N > 0
satisfying
∣∣∂α∂α′e−t/∂2gZε (P,P 0)∣∣
gZε
 C1
ε(|αb|+|α′b|)/2
(
1
t (n+2+|α|+|α′|)/2
+ 1
){1: (with no condition),
e
−(r
gZε
(P,P 0)−r¯)2/C2t
: rgZε (P,P
0) > r¯,
(1.13)
∣∣∂α∂α′e−t/∂2gZε (P,P 0)∣∣
gZ
 C1
ε(|αb|+|α′b|)/2
(
1
t (n+2+|α|+|α′|)/2
+ tN
){1: (with no condition),
e
−(r
gZε
(P,P 0)−r¯)2/C2t
: rgZε (P,P
0) > r¯,
(1.14)
(
0 < ∀ε1/2  ε1/2, 0 < ∀t < ∞, ∀P 0 ∈ Z, ∀P ∈ π−1(Ub 0 ))0 π(P )
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0) is the distance from P to P 0 with respect to the metric gZε . Further, given α,
α′, r¯ > 0 and T0 > 0, there exists a constant C > 0 satisfying
∣∣∂α∂α′e−t/∂2gZε (P,P 0)∣∣
gZ
 Ce
−r
gZε
(P,P 0)2/5t
ε(|αb|+|α′b|)/2t (n+2+|α|+|α′|)/2
(1.15)(
0 < ∀ε1/2  ε1/20 , 0 < ∀t  T0, ∀P 0 ∈ Z, ∀P ∈ UP 0
)
.
Next, in the case P = P 0, we have
Theorem 1.2. For any integer m0  0, there exist C∞-sections K(m/2)(t,P 0,P ,P ′) (m =
0,1, . . . ,m0), K((m0+1)/2,ε1/2)(t,P
0,P ,P ′) of the right-hand side of (1.8), which are also C∞
with respect to the variable P 0 (and ε1/2), satisfying the following two conditions.
(1) Define the differentiations of K(m/2)(t,P 0,P ,P ′), etc. at (P,P ′) = (P 0,P 0) in the same
way as at (1.10). Then, at ε1/2 = 0, (1.7) has a series expansion called an adiabatic expan-
sion
∂α∂α
′
e
−t/∂2
gZε
(
P 0,P 0
)= m0∑
m=0
ε−(|αb|+|α′b|)/2+m/2∂α∂α′K(m/2)
(
t,P 0,P 0,P 0
)
+ ε−(|αb|+|α′b|)/2+(m0+1)/2∂α∂α′K((m0+1)/2,ε1/2)
(
t,P 0,P 0,P 0
)
.
(1.16)
(2) Given α, α′, there exist constants λ > 0, C > 0 and an integer N > 0 satisfying
∣∣∂α∂α′K(m/2)(t,P 0,P 0,P 0)∣∣gZ  Ce−tλt (1−δ0m)/2( 1t (n+2+|α|+|α′|)/2 + 1
)
,
∣∣∂α∂α′K((m0+1)/2,ε1/2)(t,P 0,P 0,P 0)∣∣gZ Ct1/2( 1t (n+2+|α|+|α′|)/2 + tN
) (1.17)
(
0 < ∀ε1/2  ε1/20 , 0 < ∀t < ∞, ∀P 0 ∈ Z
)
where δ0m = 1 if m = 0 and δ0m = 0 if m = 0.
Moreover, the first term K(0)(t,P 0,P ,P ′) can be described concretely. After some prepara-
tions, we will introduce it. First, let us define the functions νk(A(ebi )) on U by
ebi (A) = ebi − 2
∑
νk
(
A
(
ebi
))
e
f
k , hence e
k
f (A) = ekf + 2
∑
νk
(
A
(
ebi
))
eib. (1.18)
Considering various connections A, the map A(ebi )(π(P )) → ν(A(ebi ))(P ) ≡
∑
νk(A(ebi ))(P )·
e
f
k (P ) gives a linear map sp(1)  a → ν(a)(P ) ∈ VP . Hence we obtain cross-sections ν(i),
ν(j), ν(k), which are independent of the choice of A, and using which we have the ex-
pression ν(A(eb)) = ν(i)A(eb)(i) + ν(j)A(eb)(j) + ν(k)A(eb)(k) for A(eb) = iA(eb)(i) +i i i i i i
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(j) + kA(ebi )(k). Further, for its curvature 2-form FA = iF (i)A + jF (j)A + kF (k)A ∈
Ω2(sp(1)PSp(1) ), etc., we set
ν(FA)
 = ν(i) ⊗ F (i)A + ν(j ) ⊗ F (j)A + ν(k) ⊗ F (k)A =
∑
e
f
k ⊗ νk(FA), (1.19)
etc. Then, let us consider the elliptic operator acting on Γ (
∧
T ∗pM ⊗ /SgV |Zp),
A2
p0 =A2p0,p = 1 ⊗ /∂2gV −
∑
νk(FA)p0 ∧ ·1 ⊗ ∇
/S
gV
e
f
k
+ 1
4
(∑
νk(FA)p0 ∧ ·ρgZ
(
ekf (A)
))2
(1.20)
with νk(FA)p0(P ) =
1
2
∑
νk
(
FA
(
∂/∂xbi , ∂/∂x
b
j
))(
ι
p0
A (P )
)(
e
i1
b ∧ ei2b
)
(p)
where ∇/SgV is the spinor connection for /SgV |Zp associated to the Levi-Civita one ∇gV on Zp ,
which coincides with ∇gZ restricted to Zp because each fiber is totally geodesic, and /∂gV is the
associated fiberwise Dirac operator. (Note that ∇/SgV
ebi
has no meaning now.) Clearly (1.20) gives a
(C0) semi-group with C∞-kernel exp(−tA2
p0
), which is a cross-section of
∧
T ∗pM ⊗ /SgV |Zp 
/S∗
gV |Zp ⊂ End(
∧
T ∗pM)⊗ /SgV |Zp  /S∗gV |Zp expressed as
exp
(−tA2
p0
)
(P,P ′) =
∑
eIb(p)⊗ s(ef )k(P )⊗ s
(
ef
)
(P ′) · exp(−tA2
p0
)(k,)
gZ,I
(P,P ′). (1.21)
We take then a cross-section of the right-hand side of (1.8) defined by
exp
(−tA2
p0
)
(P,P ′) =
∑
eIb
(
π(P )
)⊗ s(ef )
k
(P )⊗ s(ef )(P ′)
× exp(−tA2
p0
)(k,)
gZ,I
(
P, ι
π(P ),π(P ′)
A (P
′)
)
. (1.22)
Next, on the coordinate neighborhood (Ub, xb) at p0 = π(P 0), let us set RgMij (p0) =
R
gM
ij (p
0,p) = 12
∑
R
gM
i2i1ij
(p0)(ei1b ∧ ei2b )(p), which belongs to Γ (
∧
T ∗M|Ub), and denote by
Rg
M
(p0) = RgM (p0,p) the anti-symmetric matrix whose (i, j)-entries are equal to RgMij (p0).
And, putting xb = xb(P ), x′b = xb(P ′), we set
KM
(
t,P 0,P ,P ′
)
= 1
(4πt)n/2
det1/2
(
tRg
M
(p0)/2
sinh(tRgM (p0)/2)
)
× exp
(
− 1
4t
〈(
xb − x′b)∣∣∣∣ tRgM (p0)2 coth tRg
M
(p0)
2
∣∣∣∣(xb − x′b)〉+ 14 〈xb∣∣RgM (p0)∣∣x′b〉
)
,
(1.23)
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x′b = 0) was originally introduced by Getzler ([12], [3, Theorem 4.20]) as a formal solution
of a certain parabolic equation (see (5.25)). Note that j(tRgM (p0)) ≡ det(sinh(tRgM (p0)/2)/
(tRg
M
(p0)/2)) is a polynomial with respect to t , j(0RgM (p0)) = 1, so that j−1/2(tRgM (p0)) =
det1/2((tRgM (p0)/2)/(sinh(tRgM (p0)/2))) is well defined as an analytic function of t . Hence,
by considering the degrees of differential forms Rg
M
ij (p
0), we find it also a polynomial with
respect to t and so is (1.23) divided by the Gaussian kernel (4πt)−n/2e−|xb−x′b|2/4t . Under the
preparations and referring to (1.3), we have the following.
Theorem 1.3. We may set
K(0)
(
t,P 0,P ,P ′
)= KM(t,P 0,P ,P ′) exp(−tA2p0)(P,P ′) · detvb(P ′). (1.24)
Note that detvb(P ′) = det(gM(∂/∂xbi , ∂/∂xbj )(x′b))−1/2 = 1 +O(|x′b|2).
We will postpone much discussion in other occasions but it will be obvious that the terms
K(m/2)(t,P
0,P ,P ′) (m > 0) also have certain explicit expressions (see Final Remark 5.4 and
[19–21]). As mentioned in the introduction, related to the adiabatic behavior of the kernel e−t/∂
2
gZε
there are excellent works by Getzler [12], Bismut–Cheeger [5], etc., in which they adopt certain
concise methods which are fit (only) for their problems, respectively. The author intends to find a
general method which may require lengthy routine calculation but is widely available for various
adiabatic problems. And it would be the best answer for the intention to try to write down explicit
expressions of the sequent terms systematically.
The proofs of Theorems 1.1–1.3 are so lengthy and their plots are so complicated that it would
be helpful to the readers to sketch the ideas here.
1.1. Overview of the ideas of the proofs
The proof of Theorem 1.2 (as to the coefficients of adiabatic expansion of the heat kernel
e
−t/∂2
gZε ) given in Section 2 may seem customary at first sight. That is, we assert that we can local-
ize the study near a given point p0 ∈ M by the Duhamel’s principle (Proposition 2.1) and then
mention the assertion about those of the localized heat kernel e
−t/∂
g
Z(p0)
ε or e
−t/∂
g
Z(p0)
(ε) ((2.16) and
Proposition 2.2). As a natural consequence Theorem 1.2 follows. Here “localize” means, how-
ever, that we consider a trivial twistor space Z(p0) = M(p0) × Zp0 over a non-compact space
M(p0) = Rn whose structures (the metric, the connection, etc.) near the origin ∈ M(p0) coin-
cide with the ones near p0 ∈ M and are standard or flat outside a neighborhood of the origin.
Because of their non-compactness, even the existence of the kernels may not be obvious. The
proofs of Proposition 2.1 given in Section 3 and of Proposition 2.2 with t > 0 large given in
Section 4 are based on the method of finite propagation speed (Lemma 3.3). The proof of the
latter with t > 0 small given in Section 4 is based on the standard Levi’s method. Since Z(p0)
is not compact, in contrast to the compact case we cannot put the volume term in the estimate
(2.24), however. To compensate for it there appears a “polynomially increasing” term. Straight-
forwardly his method can be applied to our non-compact case if a polynomial term is permitted
to appear in the estimate. In Section 5 we will prove Theorems 1.1, 1.3. Though the former can
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ter. Significantly we find that the operator /∂(ε) ≡ 1−1ε ◦ /∂
g
Z(p0)
(ε)
◦ 1ε coincides with the Getzler
transformation of /∂
g
Z(p0)
ε
so that as was done by Getzler at P 0 the formal solution for the heat
equation ((∂/∂t) + (/∂(0))2)ψ = 0 can be explicitly described. Based on his result we can easily
obtain an explicit expression of the formal one at each point P ′ ∈ Z(p0). Then, for the proof of
Theorem 1.3, we show that the formal solution E(0)(t,P 0,P ,P ′) thus gotten is its fundamen-
tal solution with the assumption that (/∂(0))2 acts on “rapidly decreasing” forms. We notice that
“rapidly decreasing” cancels “polynomially increasing” to claim the assertion.
2. Two propositions and the proof of Theorem 1.2
Let us introduce two propositions, using which we will prove Theorem 1.2. The proofs of the
propositions will be postponed to the following two sections.
As in [5,12], etc., let us start our discussion with showing that the proof of Theorem 1.2 can
be reduced to a study of parabolic equation (0.3) for /∂2
gZε
localized at each point p0 ∈ M in the
following way. First, since the injectivity radius i(gMε ) does not decrease when ε → 0, there
exists a constant r0 > 0 with i(gMε ) 3r0 (0 < ε  ε0). Fix p0 ∈ M and let us identify its normal
coordinate neighborhood (Ub, xb = xb,p0) with an open ball B2r0 in M(p0) ≡ (Rn, xb) centered
at the origin and with radius 2r0. We take a metric gM(p
0) on M(p0) so that its restriction to
B2r0 is equal to gM through the identification, outside B3r0 it is trivial, and, moreover, xb are
its normal coordinates at the origin all over M(p0). Further, let us spread the frames eb , eb on
Ub = B2r0 all over M(p0) by the parallel displacement along the geodesics from the origin.
Consequently we have a trivial Spinq structure
Ξq(p0): PSpinq (n)
(
M
(
p0
)) = PSpin(n)(M(p0))×Z2 PSp(1)(M(p0))
→ PSO(n)
(
M
(
p0
))× PSO(3)(M(p0)) (2.1)
which coincides with (0.1) on Ub = B2r0 . Note that the bundles above are all globally defined
and canonically trivial, so that M(p0) has a Spin structure PSpin(n)(M(p0)) → PSO(n)(M(p0)),
from which the Spinq structure is induced. Accordingly, (2.1) gives a trivial CP 1-fibration
π
(
p0
)
:Z
(
p0
)≡ PSpinq (n)(M(p0))×can CP 1 = M(p0)×Zp0 → M(p0) (2.2)
with a fiberwise metric gV(p0) which coincides with gV on B2r0 = Ub and is independent of xb
outside B3r0 . Moreover, we will take a connection A(p0) of PSp(1)(M(p0)) which coincides with
the original A on B2r0 = Ub and satisfies A(p0)(ebi ) = 0 for all i outside B3r0 . Under the setting
localized at p0, certainly there exists a canonical Spin structure on Z(p0), a spinor bundle /S
g
Z(p0)
ε
and a Dirac operator /∂
g
Z(p0)
ε
, etc. as in Section 1, all of which coincide with the original ones
on B2r0 = Ub . On the coordinate neighborhood (U = M(p0) × Uf ,x = (xb, xf )) (taken as in
Section 1) and using the frame eb ⊗ s(ef ), if we write /∂2
g
Z(p0)
ε
as
−
∑ ∂
∂x
aij (x)
∂
∂x
+
∑
ai(x)
∂
∂x
+ c(x)i j i
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atives of the coefficients of gZ(p
0)
ε and A(p0). Since gZ(p
0)
ε is independent of xb outside B3r0 and
also A(p0) is flat outside B3r0 , and, moreover, the principal symbol of /∂2
g
Z(p0)
ε
at (x, ξ) ∈ TxZ(p0)
is equal to gZ(p
0)
ε (ξ, ξ) · id/S
g
Z(p0)
ε
,x , we know that
the finite-times derivatives of aij (x), ai(x) and c(x) are all bounded from above
on U , and the principal symbol is Hermitian and uniformly elliptic.
(2.3)
Hence, the Yosida’s theorem [24, Chapter IX] says that the parabolic equation (0.3) for /∂2
g
Z(p0)
ε
with canonical domain has a (C0) semi-group with C∞-kernel e
−t/∂2
g
Z(p0)
ε
.
The first proposition is then as follows. Refer to [11, Lemma 3.3] which gives the similar
estimates.
Proposition 2.1 (the Duhamel’s principle). Given α and α′, there exist constants C1 > 0, C2 > 0
such that, for each p0 ∈ M , we have
∣∣∣∂α∂α′e−t/∂2gZε (P,P ′)− ∂α∂α′e−t/∂2gZ(p0)ε (P ,P ′)∣∣∣
gZ
 C1t
εn+(|αb|+|α′b|−1)/2
e−C2/εt (2.4)(
0 < ∀ε1/2  ε1/20 , 0 < ∀t < ∞, ∀(P,P ′) ∈ π−1
(
Ub
p0
)× π−1(Ub
p0
)
with
(
putting
π(P ) = p, etc.) rgM (p,p0) r0/2, rgM (p′,p0) r0/2 and rgM (p,p′) r0/3
)
where we regard ∂α∂α′e
−t/∂2
g
Z(p0)
ε (P ,P ′) also as a cross-section of the right-hand side of (1.8)
with Z replaced by Z(p0).
Hence, the difference e
−t/∂2
gZε (P,P ′)− e
−t/∂2
g
Z(p0)
ε (P ,P ′) (P,P ′ ∈ U ⊂ Z) may be counted in
the remainder term K((m0+1)/2,ε1/2)(t,P
0,P ,P ′) at Theorem 1.2 and the study of (1.7) is now
reduced to that of e
−t/∂2
g
Z(p0)
ε
. Abbreviating Z(p0), M(p0), etc. to Z, M , etc. to simplify the
descriptions, we will investigate it in the following.
Let us consider, not /∂gZε (= /∂gZ(p0)ε ), but /∂gZε ⊗ id/S∗gMε ,p0 acting on cross-sections of the right-
hand side of
/SgZε ⊗ /S∗gMε ,p0 ↪→
∧
T ∗M ⊗π /SgV . (2.5)
In the same way as in (1.8), the inclusion map is given as /SgZε ,P ⊗ /S∗gMε ,p0 ∼= /SgZε ,ιp0A (P ) ⊗
/S∗
gMε ,p
0
∼= (/SgMε ,p0 ⊗ /S∗gMε ,p0) ⊗ /SgV ,ιp0A (P ) ↪→
∧
T ∗
p0
M ⊗ /S
gV ,ιp
0
A (P )
∼=∧T ∗π(P )M ⊗ /SgV ,P . Its
action, originally on the left-hand side, can be obviously extended to an action on the right-hand
side by regarding ρgZε (ε
−1/2eib) as (ε−1/2e
i
b) ∧ −(ε−1/2eib)∨ where ∨ is the interior product.
Thus we obtain an elliptic operator
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(= /∂gZε ⊗ id/S∗gMε ,p0 ) : Γ
(∧
T ∗M ⊗π /SgV
)
→ Γ
(∧
T ∗M ⊗π /SgV
)
(2.6)
and, observing (2.3) around, its square /∂2
gZε
(= (/∂gZε )2 ⊗ id/S∗gMε ,p0 ) with canonical domain certainly
gives a (C0) semi-group with C∞-kernel e
−t/∂2
gZε , which is a cross-section of the bundle(∧
T ∗M 
(∧
T ∗M
)∗)⊗π (/SgV  /S∗gV ). (2.7)
Note that, if we express (1.9) for gZε = gZ(p
0)
ε as
e
−t/∂2
g
Z(p0)
ε (P ,P ′) =
∑
eIb(P )⊗
(
e
−t/∂2
g
Z(p0)
ε
)
gZ,I
(P,P ′)
=
∑(
ε−1/2eb
)I
(P )⊗ (e−t/∂2gZ(p0)ε )
I
(P,P ′) (2.8)
with abbreviating eIb(π(P )) to eIb(P ), then the above kernel can be written as
e
−t/∂2
gZε =
∑((
ε−1/2eb
)∧ −(ε−1/2eb)∨)I (ε−1/2eb)J (P )
⊗ ((ε−1/2eb)J )∗(P ′)⊗ (e−t/∂2gZ(p0)ε )I (P,P ′)
≡
∑(
ε−1/2eb
)I
(P )⊗ ((ε−1/2eb)J )∗(P ′)⊗ (e−t/∂2gZε )(I,J )(P,P ′), (2.9)
that is,
∂α∂α
′(
e
−t/∂2
g
Z(p0)
ε
)
gZ,I
= ε−|I |/2∂α∂α′(e−t/∂2gZ(p0)ε )
I
= ε−|I |/2∂α∂α′(e−t/∂2gZε )
(I,∅). (2.10)
Thus the study of (1.7) or (2.8) was reduced to that of (2.9). Next, let us replace the metric
gZε = π∗AgMε + gV which diverges when ε → 0 by a non-divergent metric. Consider a (global)
diffeomorphism of Z = Z(p0) given by
ιε :Z ∼= Z, x =
(
xb, xf
) → (ε1/2xb, xf ) (2.11)
and set
gZ(ε) = ι∗εgZε = π∗ι∗εAgM(ε) + gV with gM(ε) = ι∗εgMε =
∑
eib(ε)⊗ eib(ε). (2.12)
This change of metric is the generalization of the one in [9, (1.15), (1.16)]. Since limε→0 gM(ε) =∑
dxbi ⊗ dxbi ≡ gM(0) and limε→0(ι∗εA)((∂/∂xbi )(x)) = 0, certainly (2.12) converges to the prod-
uct metric gM
(0) +
∑
ekf ⊗ ekf = gM(0) + gV ≡ gZ(0) on Z = M × Zp0 . Let us then consider (2.6)
with gZε replaced by gZ(ε). Its square /∂
2
gZ
(ε)
with canonical domain (see (2.3)) also gives a (C0)
semi-group with C∞-kernel e
−t/∂2
gZ
(ε) and obviously we have
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−t/∂2
gZ
(ε) (x, x′) = ι∗ε ◦ e
−t/∂2
gZε
(
ιε(x), ιε(x
′)
)
◦
(
ι∗ε
)−1
with (2.13)
ι∗ε :
∧
T ∗M ⊗π /SgV →
∧
T ∗M ⊗π /SgV ,((
ε−1/2eb
)I ⊗ s(ef )
k
)(
ιε(x)
) → (eIb(ε)⊗ s(ef )k)(x).
Hence, if we express it similarly to (2.9) as
e
−t/∂2
gZ
(ε) (x, x′) =
∑
eIb(ε)(x)⊗ eJb (ε)∗(x′) ·
(
e
−t/∂2
gZ
(ε)
)
(I,J )
(x, x′), (2.14)
then we have
∂αx ∂
α′
x′
(
e
−t/∂2
gZε
)
(I,J )
(x, x′)
= ∂αx ∂α
′
x′
(
e
−t/∂2
gZ
(ε)
)
(I,J )
(
ι−1ε (x), ι−1ε (x′)
)
= ε−(|αb|+|α′b|)/2∂α
ι−1ε (x)
∂α
′
ι−1ε (x′)
(
e
−t/∂2
gZ
(ε)
)
(I,J )
(
ι−1ε (x), ι−1ε (x′)
)
. (2.15)
Referring to (2.10), finally we have
∂α∂α
′(
e
−t/∂2
g
Z(p0)
ε
)
gZ,I
(
P 0,P 0
)= ε−(|αb|+|α′b|)/2−|I |/2∂α∂α′(e−t/∂2gZ(ε) )
(I,∅)(0,0). (2.16)
Thus, the study of (1.7) or (2.8) was further reduced to that of (2.14). The limit metric gZ
(0) is of
product type as was explained and (2.6), etc. associated to it are certainly as follows:
/∂gZ
(0)
= (d + δgM
(0)
)+ /∂gV , /∂2gZ
(0)
= (d + δgM
(0)
)2 + /∂2
gV (2.17)
where d is the exterior derivative and δgM
(0)
is its formal adjoint. Hence, we have
e
−t/∂2
gZ
(0) (x, x′) ≡ K(t,0, x, x′) ≡ KgM
(0)
(
t,0, xb, x′b
) ·KgV (t,0, xf , x′f )
≡
∑(
dxb
)I
(x)⊗ ((dxb)I )∗(x′)e−|xb−x′b|2/4t
(4πt)n/2
· e−t/∂
2
gV
(
xf , x′f
)
. (2.18)
Referring to (2.14) and (1.3), now put
e
−t/∂2
gZ
(ε) (x, x′) ≡ K(t, ε, x, x′) =
∑(
dxb
)I
(x)⊗ ((dxb)J )∗(x′) ·K(t, ε, x, x′)(I,J )
=
∑(
dxb
)I
(x)⊗ ((dxb)J )∗(x′)⊗ s(ef )
k
⊗ s(ef ) ·K(t, ε, x, x′)(k,)(I,J ), (2.19)
hence,
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e
−t/∂2
gZ
(ε)
)
(I,J )
(x, x′) =
∑
K(t, ε, x, x′)(I ′,J ′)vbI ′I
(
ε1/2xb
)
vJ
′J
b
(
ε1/2x′b
)
with (2.20)(
dxb
)I ′(
xb
)=∑vbI ′I (xb) · eIb(xb), ((dxb)J ′)∗(x′b)=∑vJ ′Jb (x′b) · (eJb )∗(x′b),
then we can state the second proposition.
Proposition 2.2. The kernel K(t, ε, x, x′), i.e., each K(t, ε, x, x′)(I,J ), is C∞ with respect to
(ε1/2, t, x, x′) ∈ [0, ε1/20 ] × (0,∞)×Z ×Z. Consider then the Taylor expansion
K(t, ε, x, x′) =
m0∑
m=0
εm/2K(t,m/2 : x, x′)+ ε(m0+1)/2K(t, (m0 + 1)/2 : ε1/2, x, x′). (2.21)
Let us here define the differential ∂α∂α′K(t, ε, x, x′), etc. by the differentials of the coefficients
K(t, ε, x, x′)(k,)(I,J ), etc. (not of the coefficients (e
−t/∂2
gZ
(ε) )
(k,)
(I,J ), etc.), set |∂α∂α
′
K(t, ε, x, x′)|gZ
(0)
=
{∑ |∂α∂α′K(t, ε, x, x′)(k,)(I,J )|2}1/2 (compare with (1.11), and put rgZ(0) (x) = rgZ(0) (x,0). Then we
have:
(1) Given α, α′ and r¯ > 0, there exist constants λ0 > 0, C1 > 0, C2 > 0 and an integer N > 0
satisfying∣∣∂α∂α′K(t,m/2 : x, x′)∣∣
gZ
(0)
 C1
(
1 + rgZ
(0)
(x′)
)m
e−tλ0
×
(
1
t (n+2+|α|+|α′|)/2
+ 1
)
t (1−δ0m)/2
⎧⎨⎩
1: (with no condition),
e
−(r
gZ
(0)
(x,x′)−r¯)2/C2t
: rgZ
(0)
(x, x′) > r¯,
(2.22)
∣∣∂α∂α′K(t, (m0 + 1)/2 : ε1/2, x, x′)∣∣gZ
(0)
 C1
(
1 + rgZ
(0)
(x′)
)m0+1
×
(
1
t (n+2+|α|+|α′|)/2
+ tN
)
t1/2
⎧⎨⎩
1: (with no condition),
e
−(r
gZ
(0)
(x,x′)−r¯)2/C2t
: rgZ
(0)
(x, x′) > r¯
(2.23)
(
0 < ∀ε1/2  ε1/20 , 0 < ∀t < ∞, ∀(x, x′) ∈ Z ×Z
)
.
(2) (The detailed estimate for t > 0 small.) Given α, α′, r¯ > 0 and T0 > 0, there exists a constant
C > 0 such that, for every m with 0mm0 + 1, we have
∣∣∂α∂α′K(t,m/2 : . . .)∣∣
gZ
(0)
C
(
1 + rgZ
(0)
(x′)
)m
t−(n+2+|α|+|α′|)/2+(1−δ0m)/2e
−r
gZ
(0)
(x,x′)2/5t
(2.24)(
0 < ∀ε1/2  ε1/2, 0 < ∀t  T0, ∀(x, x′) ∈ Z ×Z
)
.0
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K(t,m/2 : . . .) =
∑(
dxb
)I
(x)⊗ ((dxb)J )∗(x′) ·K(t,m/2 : . . .)(I,J ) (2.25)
as at (2.19). Then we have K(t,m/2 : . . .)(I,J ) = 0 if |(I, J )| ≡ |I | − |J | > m. Further, for
(I, J ) with |(I, J )| = m, if K(t,m/2 : . . .)(I,J ) = 0, then m is even.
Using the fact in Proposition 2.2(3), let us rewrite Proposition 2.2(1), (2) into an assertion
which naturally implies Theorem 1.2. First, it is easily found out by referring to (3), (2.20)
and (1.3) that the term ε−|I |/2∂α∂α′(e
−t/∂2
gZ
(ε) )(I,∅)(0,0) appearing in (2.16) is C∞ with re-
spect to the variable ε1/2 up to ε1/2 = 0. Since the theorem is concerned with the estimates
of the coefficients of its Taylor expansion, we want to rewrite (1), (2) into an assertion for
ε−|(I,J )|/2(e
−t/∂2
gZ
(ε) )(I,J )(x, x
′). Thereupon, let us consider the bundle isomorphism over the iden-
tity map 1 : Z → Z
1ε :
∧
T ∗M ⊗π /SgV ∼=
∧
T ∗M ⊗π /SgV , eIb(x)⊗ h(x) →
(
ε1/2eb(ε)
)I
(x)⊗ h(x). (2.26)
Observing (2.14) and (2.19), we have
1−1ε ◦ e
−t/∂2
gZ
(ε) (x, x′) ◦ 1ε
=
∑
eIb(x)⊗
(
eJb
)∗
(x′) · ε−|(I,J )|/2(e−t/∂2gZ(ε) )
(I,J )
(x, x′)
≡
∑
eIb(x)⊗
(
eJb
)∗
(x′) ·K(ε)(t, x, x′)(I,J ) ≡ K(ε)(t, x, x′)
=
∑
eIb(x)⊗
(
eJb
)∗
(x′) ·
∑
ε−|(I ′,J ′)|/2K(t, ε, x, x′)(I ′,J ′)vbI ′I
(
ε1/2xb
)
vJ
′J
b (ε
1/2x′b).
(2.27)
Then Proposition 2.2(3) and the expansion at (1.3), etc. say that there exists a Taylor expansion
K(ε)(t, x, x′)(I,J )
=
∑
m=m1+m2+m30
ε(m−|(I ′,J ′)|)/2
∑
K(t,m1/2 : x, x′)(I ′,J ′)O
(∣∣xb∣∣m2 ∣∣x′b∣∣m3)
=
∑
m=m1+m2+m30
εm/2
∑
K
(
t,
(
m1 +
∣∣(I ′, J ′)∣∣)/2 : x, x′)
(I ′,J ′)O
(∣∣xb∣∣m2 ∣∣x′b∣∣m3)
and now, using Proposition 2.2(1), (2), certainly we have
Corollary 2.3. The kernel K(ε)(t, x, x′), i.e., each K(ε)(t, x, x′)(I,J ), is C∞ with respect to
(ε1/2, t, x, x′) ∈ [0, ε1/20 ] × (0,∞)×Z ×Z and has the Taylor expansion
K(ε)(t, x, x′) =
m0∑
εm/2K(m/2:)(t, x, x′)+ ε(m0+1)/2K((m0+1)/2:ε1/2)(t, x, x′) (2.28)
m=0
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K(0:)(t, x, x′) =
∑
eIb(x)⊗
(
eJb
)∗
(x′) ·K(t, ∣∣(I, J )∣∣/2 : x, x′)
(I,J )
. (2.29)
Further we have:
(1) Given α, α′ and r¯ > 0, there exist constants λ0 > 0, C1 > 0, C2 > 0 and an integer N > 0
satisfying
∣∣∂α∂α′K(m/2:)(t, x, x′)∣∣
gZ
C1
(
1 + rgZ (x)
)m(1 + rgZ (x′))n+me−tλ0
×
(
1
t (n+2+|α|+|α′|)/2
+ 1
)
t (1−δ0m)/2
{
1: (with no condition),
e
−(r
gZ
(x,x′)−r¯)2/C2t : rgZ (x, x′) > r¯,
(2.30)
∣∣∂α∂α′K((m0+1)/2:ε1/2)(t, x, x′)∣∣
gZ
C1
(
1 + rgZ (x)
)m0+1(1 + rgZ (x′))n+m0+1
×
(
1
t (n+2+|α|+|α′|)/2
+ tN
)
t1/2
{
1: (with no condition),
e
−(r
gZ
(x,x′)−r¯)2/C2t : rgZ (x, x′) > r¯
(2.31)
(
0 < ∀ε1/2  ε1/20 , 0 < ∀t < ∞, ∀(x, x′) ∈ Z ×Z
)
.
(2) (The detailed estimate for t > 0 small.) Given α, α′, r¯ > 0 and T0 > 0, there exists a constant
C > 0 such that, for every m with 0mm0 + 1, we have
∣∣∂α∂α′K(m/2:·)(t, x, x′)∣∣
gZ
C
(
1 + rgZ (x)
)m(1 + rgZ (x′))n+mt−(n+2+|α|+|α′|)/2+(1−δ0m)/2e−rgZ (x,x′)2/5t (2.32)(
0 < ∀ε1/2  ε1/20 , 0 < ∀t  T0, ∀(x, x′) ∈ Z ×Z
)
.
Assume that Propositions 2.1, 2.2, and, hence, also Corollary 2.3 hold. Then, Theorem 1.2
will be already obvious. That is, we have
Proof of Theorem 1.2. Observing (2.16), (2.27) and Corollary 2.3, it is clear that we have only
to set
K(m/2:·)(t, x, x′) =
∑
eIb(x)⊗
(
eJb
)∗
(x′) ·K(m/2:·)(t, x, x′)(I,J ),
K(m/2)
(
t,P 0,P ,P ′
)=∑ eIb(P )⊗K(m/2:)(t, x(P ), x(P ′))(I,∅). (2.33)
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K((m0+1)/2:ε1/2)(t, x, x′)+ (e−t/∂2gZε (x, x′)− e−t/∂2gZ(p0)ε (x, x′))
(see Proposition 2.1), the remainder term K((m0+1)/2,ε1/2)(t,P 0,P ,P ′) is given similarly. 
3. Proof of Proposition 2.1
Let us start with investigating the connection ∇gZε and the distance function rgZε .
We will first collect some facts needed for their investigations. For the point P 0 ∈ Zp0 = CP 1,
select wisely its representative P˜ 0 ∈ H = C2(= H) with |P˜ 0| = 1 (hence, P˜ 0 ∈ Sp(1)) so that
the local coordinate w = w1 +
√−1w2 around P 0 defined by Uf  P = rH (P˜ 0)
[ 1
w(P )
] ∈ CP 1
satisfies
ef
(
P 0
)= (1
2
(∂/∂w1)0,
1
2
(∂/∂w2)0
)
. (3.1)
Then, on Uf (⊂ Zp0), we have
e
f
k =
1 + |w|2
2
∂
∂wk
, ekf =
2
1 + |w|2 dwk (3.2)
and the connection form of the Hermitian covariant derivative ∇dsCP for T (1,0)CP 1 may be
expressed, with respect to the U(1)-frame (1/2)(1 + |w|2)∂/∂w = (1/2)(ef1 −
√−1ef2 ), as
√−1(w2e1f − w1e2f ) ≡ ωCP ≡
√−1ωCPI , so that we have ∇
gV
p0
e
f
k
e
f
1 = −ωCPI (efk )ef2 , ∇
gV
p0
e
f
k
e
f
2 =
ωCPI (e
f
k )e
f
1 . The form ν
k(F ) (for general F ) given at (1.19) may be interpreted as follows.
The (locally defined) bundle /SgV = π∗/H can be splitted into the locally defined universal bun-
dle (or the tautological bundle) /S+
gV = {([v], cv) ∈ π∗/H } and its orthogonal complement /S−gV
(∼= (/S+
gV )
∗). Accordingly, let us take an SU(2)-frame (μ+,μ−) of /SgV |U = π∗/H |U = U × H
given by
μ±(P ) = (P,μ±(w(P ))) ∈ U ×H with (3.3)(
μ+(w),μ−(w)
)= rH (P˜ 0) 1
(1 + |w|2)1/2
( 1 −w¯
w 1
)
∈ H ⊕H,
using which the pull-back π∗F may be expressed as
( νu(F ) −νm(F )
νm(F ) νu(F )
)
. Then we have νm(F ) =
ν1(F )+ √−1ν2(F ). In addition, νu(F ) =
√−1νuI(F ) is purely imaginary and, moreover, ob-
viously we have the formulas
e
f
1
(
ν1(F )
)= −ωCPI (ef1 )ν2(F ), ef2 (ν1(F ))= νuI(F )−ωCPI (ef2 )ν2(F ),
e
f (
ν2(F )
)= −νuI(F )+ωCPI (ef )ν1(F ), ef (ν2(F ))= ωCPI (ef )ν1(F ),1 1 2 2
696 M. Nagase / Journal of Functional Analysis 251 (2007) 680–737νuI(F2)∧ ν2(F1)− ν2(F2)∧ νuI(F1) = 12ν
1([F2 ∧ F1]), (3.4)
νuI(F2)∧ ν1(F1)− ν1(F2)∧ νuI(F1) = −12ν
2([F2 ∧ F1]),
e
f
1
(
νuI(F )
)= ν2(F ), ef2 (νuI(F ))= −ν1(F ),
ν2(F2)∧ ν1(F1)− ν1(F2)∧ ν2(F1) = 12νuI
([F2 ∧ F1]).
Next, let us take a connection ∇gV ≡ PV ◦∇gZ of V where PV : TZ =H⊕V → V is the projec-
tion. For v,V ∈ Γ (V) and u ∈ Γ (H), we have ∇gVu V = PV ([u,V ]) and ∇g
V
v(p)V = ∇g
Z
v(p)V .
Note that the latter is the fiberwise one and has already appeared (see (1.20) around). The
Levi-Civita one ∇gM on (M,gM), together with the above ∇gV , defines a new connection
∇gZ⊕ = π∗∇gM ⊕∇gV of TZ =H⊕V , which certainly induces the concept of ∇gZ⊕-geodesic,
etc. as usual.
Lemma 3.1. The connection ∇gZ⊕ is compatible with the metric gZ and its torsion is equal
to 2ν(FA). Further, the coordinates x = (xb, xf ) at P 0 are the ∇gZ⊕-normal coordinates
with (∂/∂x) = e∗(A) at P 0 and the SO(n + 2)-frame e∗(A) is ∇gZ⊕-parallel along the ∇gZ⊕-
geodesics from P 0.
Proof. The compatibility will be obvious. Let us compute its torsion T (X,Y ) ≡ ∇gZ⊕X Y −
∇gZ⊕Y X − [X,Y ]. First we have T (ebi (A), ebj (A))= − PV ([ebi (A), ebj (A)]), T (efk , efk′) = 0,
T (e
f
k , e
b
i (A)) = 0. And since the formulas (3.5) yield
[
ebi (A), e
b
j (A)
]= [ebi , ebj ](A)− 2ν(FA(ebi , ebj )) (3.5)
where [ebi , ebj ](A) is the A-horizontal lift of [ebi , ebj ], we have T = 12
∑
T (ebi (A), e
b
j (A))e
i
b∧ejb =∑
ν(FA(e
b
i , e
b
j ))
eib ∧ ejb = 2ν(FA). Next, we will show that the curve c(s) = (cb(s), cf (s)) =
sx (0 s  1) is a ∇gZ⊕-geodesic, i.e., (∇gZ⊕c˙ c˙)(c(s)) ≡ 0, which implies that the coordinates
x are ∇gZ⊕-normal ones. Set rb(xb) = |xb|, rf (xf ) = |xf |. (1.1) implies
(∂/∂rb)(A)(x) = (∂/∂rb)(x), hence, ν
(
A(∂/∂rb)
)
(x) = 0 (3.6)
where (∂/∂rb)(A)(x) is the A-horizontal lift of (∂/∂rb)(x). Hence, we have
c˙ =
∑
xbi ·
(
∂/∂xbi
)
c(s)
+
∑
x
f
i ·
(
∂/∂x
f
i
)
c(s)
= rb
(
xb
) · (∂/∂rb)c(s) + rf (xf ) · (∂/∂rf )c(s)
= rb
(
xb
) · (∂/∂rb)(A)c(s) + rf (xf ) · (∂/∂rf )c(s) ≡ c˙H + c˙V(= PH(c˙)+ PV (c˙)),
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= π∗(∇gM
c˙b
c˙b
)+ ∇gV
c˙H c˙
V + ∇gV
c˙V c˙
V = π∗(∇gM
c˙b
c˙b
)+ PV[c˙H, c˙V]+ ∇gV
c˙V c˙
V
= π∗(∇gM
c˙b
c˙b
)+ PV[c˙b, c˙f ]+ ∇gV
c˙f
c˙f = 0(∇gM
c˙b
c˙b = 0, ∇gV
c˙f
c˙f = 0, [c˙b, c˙f ]= 0).
Also, we have ∇gZ⊕c˙ ebi (A) = π∗(∇g
M
c˙b
ebi ) = 0, ∇g
Z⊕
c˙ e
f
k = PV [c˙b, efk ]+∇g
V
c˙f
e
f
k = 0, which mean
that e∗(A) is A-parallel. 
Now, as for ∇gZε and rgZε , we have
Lemma 3.2. We have
ebεi (A) = ebεi − ε1/22
∑
νk
(
A
(
ebi
))
e
f
k , e
k
f ε(A) = ekf + ε1/22
∑
νk
(
A
(
ebi
))
eibε (3.7)
and, putting
∇gM
ebi
ebj =
∑
C
(∇gM )(ebi )i1j ebi1 and ωCPI (ν(A(ebi )))=∑ωCPI (efk )νk(A(ebi )),
we have
∇gZε
ebεi (A)
ebεj (A) = ε1/2
∑
C
(∇gM )(ebi )i1j ebεi1 (A)− ε∑νk(FA(ebi , ebj ))efk ,
∇gZε
ebεi (A)
e
f
1 = ε1/2
{−2νuI(A(ebi ))+ 2ωCPI (ν(A(ebi )))}ef2 + ε∑ν1(FA(ebi , ebj ))ebεj (A),
∇gZε
ebεi (A)
e
f
2 = ε1/2
{
2νuI
(
A
(
ebi
))− 2ωCPI (ν(A(ebi )))}ef1 + ε∑ν2(FA(ebi , ebj ))ebεj (A),
∇gZε
e
f
k
ebεi (A) = ε
∑
νk
(
FA
(
ebi , e
b
j
))
ebεj (A),
∇gZε
e
f
k
e
f
1 = −ωCPI
(
e
f
k
)
e
f
2 ,
∇gZε
e
f
k
e
f
2 = ωCPI
(
e
f
k
)
e
f
1 .
(3.8)
Further, the square rgZε (x, x
′)2 can be expanded as
rgZε
(x, x′)2 = ε−1rgM
(
xb, x′b
)2 + (rgV (xf , x′f )2 +O(∣∣xb − x′b∣∣2∣∣xf − x′f ∣∣))
+
m0∑
m=1
εmr(2),gZ (m/2 : x, x′)+ εm0+1r(2),gZ
(
(m0 + 1)/2 : ε, x, x′
)
,
(3.9)
r(2),gZ (m/2 : ·, x, x′) =O
(∣∣xb − x′b∣∣∣∣xf − x′f ∣∣|x − x′|) (1mm0 + 1).
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ε−1rgM (xb, x′b)2 is analytic with respect to ε near ε = 0.
Proof. (1.18) implies (3.7). As for (3.8): We want to prove them with ε = 1 and clearly it suffices
to show
∇gZ⊕
ebi (A)
ebj (A) =
∑
C
(∇gM )(ebi )i1j ebi1(A),
∇gZ⊕
ebi (A)
e
f
1 =
{−2νuI(A(ebi ))+ 2ωCPI (ν(A(ebi )))}ef2 ,
∇gZ⊕
ebi (A)
e
f
2 =
{
2νuI
(
A
(
ebi
))− 2ωCPI (ν(A(ebi )))}ef1 ,
∇gZ⊕
e
f
k
ebi (A) = 0,
∇gZ⊕
e
f
k
e
f
1 = −ωCPI
(
e
f
k
)
e
f
2 ,
∇gZ⊕
e
f
k
e
f
2 = ωCPI
(
e
f
k
)
e
f
1 ,
∇gZ
ebi (A)
= ∇gZ⊕
ebi (A)
+
∑
νk
(
FA
(
ebi , e
b
j
)){
ebj (A)⊗ ekf (A)− efk ⊗ ejb
}
,
∇gZ
e
f
k
= ∇gZ⊕
e
f
k
+
∑
νk
(
FA
(
ebi , e
b
j
))
ebj (A)⊗ eib.
(3.10)
The formula for ∇gZ⊕
ebi (A)
e
f
k = PV ([ebi (A), efk ]) comes from (3.5) and the others for ∇g
Z⊕ will be
all obvious. If we set S ≡ ∇gZ − ∇gZ⊕, then we have
gZ
(
S
(
ebi (A)
)
e
f
k , e
b
j (A)
)= −gZ(S(ebi (A))ebj (A), efk )= gZ(S(efk )ebi (A), ebj (A))
= 1
2
gZ
(
T
(
ebi (A), e
b
j (A)
)
, e
f
k
)= νk(FA(ebi , ebj )), (3.11)
gZ
(
S(·)·, ·)= 0 (otherwise)
where T is the torsion of ∇gZ⊕ (see [4, Chapter 9]). Therefore, we have
S
(
ebi (A)
)=∑νk(FA(ebi , ebj ))(ebj (A)⊗ ekf (A)− efk ⊗ ejb),
S
(
e
f
k
)=∑νk(FA(ebi , ebj ))ebj (A)⊗ eib,
which imply the remained formulas. As for (3.9): It suffices to prove the case x′ = 0, i.e.,
rgZε
(
x,P 0
)2 = ε−1∣∣xb∣∣2 + (∣∣xf ∣∣2 +O(∣∣xb∣∣2∣∣xf ∣∣))
+
m0∑
εmr(2),gZε
(
m/2 : x,P 0)+ εm0+1r(2),gZε ((m0 + 1)/2 : ε, x,P 0), (3.12)m=1
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(
m/2 : ·, x,P 0)=O(∣∣xb∣∣∣∣xf ∣∣|x|) (1mm0 + 1).
To prove it, let us show that the gZε -geodesic cε(s, x) (0  s  1) from 0 to x is analytic with
respect to ε at ε = 0 and its expansion cε(s, x) =∑0 εmc(m)(s, x) satisfies
c(0)(s, x) = sx, c(m)(s, x) =O(s∣∣xb∣∣∣∣xf ∣∣) (m > 0),
cε
(
s,
(
xb,0
))= s(xb,0), cε(s, (0, xf ))= s(0, xf ). (3.13)
If these are true, then the gZε -normal coordinates xε = (xbε, xf ε) with ∂/∂xεi = eεi (A) at 0 can
be written as
xε =
(
ε−1/2xb +
∞∑
m=1
εm−1/2
(
∂cb(m)/∂s
)
(0, x), xf +
∞∑
m=1
εm
(
∂cf (m)/∂s
)
(0, x)
)
(3.14)
where we put c(m) = (cb(m), cf (m)), which certainly implies (3.12). Let us investigate the gZε -
geodesic. For ξ =∑ ξHi ebi (A) +∑ ξVk efk ≡ ξH + ξV and η =∑ηHi ebi (A)+∑ηVk efk ≡ ηH +
ηV , (3.10) and (3.8) imply
∇gZεξ η = ∇g
Z
ε
ξHη
H + ∇gZε
ξHη
V + ∇gZε
ξV η
H + ∇gZε
ξV η
V
=
{
∇gZ⊕
ξH η
H −
∑
νk
(
FA
(
ξH, ηH
))
e
f
k
}
+
{
∇gZ⊕
ξH η
V + ε
∑
νk
(
FA
(
ξH, ebj
))
ηVk ebj (A)
}
+
{
∇gZ⊕
ξV η
H + ε
∑
νk
(
FA
(
ηH, ebj
))
ξVk ebj (A)
}
+ ∇gZ⊕
ξV η
V
=
{
∇gZ⊕ξ η −
∑
νk
(
FA
(
ebi , e
b
j
))
ξHi η
H
j e
f
k
}
+ ε
∑
νk
(
FA
(
ebi , e
b
j
)){
ξVk η
H
i + ξHi ηVk
}
ebj (A). (3.15)
Setting ∂/∂xbi =
∑
v
ji
b e
b
i and ∂/∂x
f
k′ =
∑
vk
′k
f e
f
k (see (1.3) and (2.20)), we have, for a
curve c(s),
c˙(s) =
∑
c˙i (s)∂/∂xi =
∑
c˙j (s)v
ji
b e
b
i +
∑
c˙n+k′(s)vk
′k
f e
f
k
=
∑
v
ji
b c˙j (s)e
b
i (A)+
∑
k
{∑
k′
vk
′k
f c˙n+k′(s)+ 2
∑
i,j
v
ji
b ν
k
(
A
(
ebi
))
c˙j (s)
}
e
f
k
≡
∑
c˙Hi (s)e
b
i (A)+
∑
c˙Vk (s)e
f
k ≡ c˙H(s)+ c˙V (s)
(= PH(c˙(s))+ PV(c˙(s))),
c˙i (s) =
∑
vbij c˙
H
j (s) (i  n),
c˙n+k(s) =
∑
v
f
kk′
{
c˙Vk′ (s)− 2
∑
i
νk
′(
A
(
ebi
))
c˙Hi (s)
}
.
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Z
ε
c˙ c˙ = 0, if and only if
∇gZ⊕c˙ c˙ + 2ε
∑
νk
(
FA
(
ebi , e
b
j
))
c˙Hi c˙Vk ebj (A) = 0
(
and c(0) = 0, x(1) = x), (3.16)
which implies that cε(s, x) is certainly analytic with respect to ε and satisfies (3.13). For exam-
ple, as for cε(s, (xb,0)) = s(xb,0): c(s) ≡ s(xb,0) satisfies ∇gZ⊕c˙ c˙ = 0 and c˙Vk (s) = 0 because
(3.6) yields ∑i,j vjib νk(A(ebi ))c˙j (s) = νk(A(∑xbj ∂/∂xbj )) = 0. That is, c(s) ≡ s(xb,0) satis-
fies (3.16), which means cε(s, (xb,0)) = s(xb,0). Moreover, as for c(m)(s, x) = O(s|xb||xf |)
(m > 0) certainly we have c(m)(s, x) = O(s|xb|mb |xf |mf ). And, observing the second line of
(3.13), we have mb  1, mf  1. 
Next, let us introduce an important formula for the proof of Proposition 2.1 (and also for the
proof of Proposition 2.2). Consider a complete Spin manifold (N,gN). The square /∂2
gN
of its
Dirac operator acting on compactly supported smooth cross-sections of the spinor bundle /SgN
is non-positive and essentially self-adjoint. The square root of its closure /∂2
gN
: L2Γ (/SgN ) →
L2Γ (/SgN ) can be defined by the spectral theorem,
√
/∂2
gN
= ∫∞0 λdEλ. Thus we obtain a bounded
and self-adjoint operator acting on L2Γ (/SgN )
e
−t/∂2
gN =
∞∫
0
e−tλ2 dEλ (t > 0), (3.17)
which has a C∞-kernel. Note that this is just a definition and whether this defines a (C0) semi-
group or not is another story. Now, applying to it the same argument as in [10, Example 2.1 and
Theorem 4.1] which deals with the Laplacian acting on functions, we obtain
Lemma 3.3. Given constants R > −∞, r¯ > 0 and integers m > 0, k, k′  0, there exists
a constant C > 0 such that, for every m-dimensional complete Spin manifold (N,gN) with
Ric(gN)R at every point, we have
∣∣/∂k
gN
/∂k
′
gN
e
−t/∂2
gN (P,P ′)
∣∣
gN
C
(
1
t (m+k+k′)/2
+ 1
t [(k+k′)/2]
){1: (with no condition),
e
−(r
gN
(P,P ′)−r¯)2/8t
: rgN (P,P
′) > r¯
(3.18)
(
0 < ∀t < ∞, ∀(P,P ′) ∈ N ×N)
where /∂k
gN
/∂k
′
gN
e
−t/∂2
gN (P,P ′) is the derivative of the kernel by /∂k
gN
, /∂k
′
gN
with respect to P , P ′,
and the left-hand side is the pointwise operator norm (see (1.12)).
Remark. Refer to [10, §1] and set ft (λ) ≡ e−tλ2 . We have
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∞∫
−∞
ft (λ)e
−√−1uλ dλ =
√
π
t
e−u2/4t and
ft (λ) = 12π
∞∫
−∞
fˆt (u)e
√−1uλ du =
∞∫
−∞
e−u2/4t
(4πt)1/2
cosuλdu,
which implies
e
−t/∂2
gN = ft
(√
/∂2
gN
)= ∞∫
−∞
e−u2/4t
(4πt)1/2
cosu
√
/∂2
gN
du. (3.19)
Here, cosu
√
/∂2
gN
is a wave kernel and the wave equation
(
∂2
∂u2
+ /∂2
gN
)
ψ = 0 with ψ |u=0 = ψ0 ∈ Γ (/SgN ) and
∂ψ
∂u
|u=0 = 0
has a unique solution, denoted by cosu
√
/∂2
gN
ψ0. Importantly the kernel has the finite propagation
speed property, i.e.,
supp cosu
√
/∂2
gN
⊂ {(P,P ′) ∣∣ rgN (P,P ′) |u|}. (3.20)
Note that the property and the formula (3.19) yield the existence of the term e−(rgN (P,P ′)−r¯)2/8t
at (3.18).
For example, for our compact (Z,gZε ), there exists a constant R > −∞ satisfying
Ric
(
gZε
)
(P )R
(
0 < ∀ε1/2  ε1/20 , ∀P ∈ Z
)
. (3.21)
Actually, (3.8) implies
gZε
(
F
(∇gZε )(ebεi (A), ebεj (A))ebεi (A), ebεj (A))
= εgM(F (∇gM )(ebi , ebj )ebi , ebj )+ 3ε2∑νk(FA(ebi , ebj ))2,
gZε
(
F
(∇gZε )(efk , efl )efk , efl )= gV(F (∇gV )(efk , efl )efk , efl ),
gZε
(
F
(∇gZε )(ebεi (A), efk )ebεi (A), efk )= −ε2∑νk(FA(ebi , ebj ))2.
(3.22)
(More strongly, the curvature coefficients are certainly all bounded.) Hence, applying Lemma 3.3
to it, for given r¯ > 0, k, k′, there exists a constant C > 0 satisfying
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gZε
/∂k
′
gZε
e
−t/∂2
gZε (P,P ′)
∣∣
gZε
 C
(
1
t (n+2+k+k′)/2
+ 1
t [(k+k′)/2]
){1: (with no condition),
e
−(r
gZε
(P,P ′)−r¯)2/8t
: rgZε (P,P
′) > r¯
(3.23)
(
0 < ∀ε1/2  ε1/20 , 0 < ∀t < ∞, ∀(P,P ′) ∈ Z ×Z
)
.
(3.9) says that rgZε (x,P 0) = r0 is almost equivalent to |x
b|2
(ε1/2r0)2
+ |xf |2
r20
= 1 and we may apparently
know by observing the term e−(rgZε (P,P
′)−r¯)2/8t how the norm is deformed when ε, t , P , P ′ move,
and how powerful the property (3.20) which produces the term is. It will be clear that, in our
case where Z is compact, (3.17) with /∂2
gN
replaced by /∂2
gZε
coincides with the (C0) semi-group
generated by /∂2
gZε
, and, further the estimate (3.23) implies that, for given α, α′ and r¯ > 0, there
exists a constant C > 0 satisfying
∣∣∂α∂α′e−t/∂2gZε (P,P ′)∣∣
gZε
 C
ε(|αb|+|α′b|)/2
(
1
t (n+2+|α|+|α′|)/2
+ 1
){1: (with no condition),
e
−(r
gZε
(P,P ′)−r¯)2/8t
: rgZε (P,P
′) > r¯
(3.24)
(
0 < ∀ε1/2  ε1/20 , 0 < ∀t < ∞, ∀(P,P ′) ∈ π−1
(
Ub
)× π−1(Ub)).
Note that, for cross-sections ψ of /SgZε , the two kinds of pointwise norms
∑
k |/∂kgZε ψ(P )|gZε ,∑
|α| ε|α
b|/2|∂αψ(P )|gZε over π−1(Ub) are equivalent independently of the choices of P ∈
U and 0 < ε1/2  ε1/20 . This will be clear from the facts that /∂gZε =
∑
ρgZε
(eiε(A))∇
/S
gZε
eεi (A)
=∑
ρgZε
((ε−1/2 dxb, dxf )i)∇/SgZε
(ε1/2∂/∂xb,∂/∂xf )i
is elliptic, the norm | · |gZε is invariant under the
Clifford actions ρgZε (e
i
ε(A)), and the expressions of ∇
/S
gZε
ε1/2∂/∂xbi
, ∇/SgZε
∂/∂x
f
k
with respect to the frame
s(eε∗(A)) are ε1/2{∂/∂xbi + O(ε, x)}, ∂/∂xfk + O(ε, x), where O(ε, x) is a square matrix any
differentials of whose entries are all bounded from above on [0, ε1/20 ] ×U .
Let us now prove Proposition 2.1.
Proof of Proposition 2.1. First note that, though Z(p0) is non-compact, the kernel e
−t/∂2
g
Z(p0)
ε
coincides with the one abstractly given using the spectral theorem (see (3.17)). Assume that P ,
P ′ belong to π−1(Ub) from now on. Take a cut-off function ϕ on [0,∞)( δ) with ϕ(δ) = 1 if
δ  r20/4 and with ϕ(δ) = 0 if δ > r20 . Then, if y ≡ xb(P ), y′ ≡ xb(P ′) ∈ Br0/2, we have
e
−t/∂2
gZε (P,P ′)ϕ
(|y − y′|2)− e−t/∂2gZ(p0)ε (P ,P ′)ϕ(|y − y′|2)
= −
t∫
dθ
∂
∂θ
∫
dgZε (P
′′)e
−(t−θ)/∂2
gZε (P,P ′′)e
−θ/∂2
g
Z(p0)
ε (P ′′,P ′)ϕ
(|y − y′′|2)ϕ(|y′′ − y′|2)
0
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t∫
0
dθ
∫
dgZε (P
′′)
{(
/∂2
gZε ,P
′′e
−(t−θ)/∂2
gZε (P,P ′′)
)
e
−θ/∂2
g
Z(p0)
ε (P ′′,P ′)
× ϕ(|y − y′′|2)ϕ(|y′′ − y′|2)
− e−(t−θ)/∂
2
gZε (P,P ′′)
(
/∂2
g
Z(p0)
ε ,P
′′e
−θ/∂2
g
Z(p0)
ε (P ′′,P ′)
)
ϕ
(|y − y′′|2)ϕ(|y′′ − y′|2)}
= −
t∫
0
dθ
∫
dgZε (P
′′)
{(
/∂2
gZε ,P
′′e
−(t−θ)/∂2
gZε (P,P ′′)
)
e
−θ/∂2
g
Z(p0)
ε (P ′′,P ′)
× ϕ(|y − y′′|2)ϕ(|y′′ − y′|2)
− e−(t−θ)/∂
2
gZε (P,P ′′)/∂2
g
Z(p0)
ε ,P
′′
(
e
−θ/∂2
g
Z(p0)
ε (P ′′,P ′)ϕ
(|y − y′′|2)ϕ(|y′′ − y′|2))
+ e−(t−θ)/∂
2
gZε (P,P ′′)
∑
ε1/2ebi,y′′
(
ϕ
(|y − y′′|2)ϕ(|y′′ − y′|2))(ρgZε (eibε(A))/∂gZ(p0)ε ,P ′′
+ /∂
g
Z(p0)
ε ,P
′′ρgZε
(
eibε(A)
))
e
−θ/∂2
g
Z(p0)
ε (P ′′,P ′)
+ e−(t−θ)/∂
2
gZε (P,P ′′)
∑
εebi,y′′e
b
j,y′′
(
ϕ
(|y − y′′|2)ϕ(|y′′ − y′|2))
× ρgZε
(
eibε(A)
)
ρgZε
(
e
j
bε(A)
)
e
−θ/∂2
g
Z(p0)
ε (P ′′,P ′)
}
= −
t∫
0
dθ
∫
dgZε (P
′′)e
−(t−θ)/∂2
gZε (P,P ′′)
×
{
ε1/2
∑
ebi
(
ϕ
(|y − y′′|2)ϕ(|y′′ − y′|2))(ρgZε (eibε(A))/∂gZ(p0)ε + /∂gZ(p0)ε ρgZε (eibε(A)))
+ ε
∑
ebi e
b
j
(
ϕ
(|y − y′′|2)ϕ(|y′′ − y′|2))ρgZε (eibε(A))ρgZε (ejbε(A))}e−θ/∂2gZ(p0)ε (P ′′,P ′).
Hence, further if |y − y′| r0/3, then we have
∂α∂α
′
e
−t/∂2
gZε (P,P ′)− ∂α∂α′e
−t/∂2
g
Z(p0)
ε (P ,P ′)
= −
t∫
0
dθ
r0/6|y′′−y′|r0∫
r0/2|y′′−y|r0
dgZε (P
′′) · ∂α(P )e
−(t−θ)/∂2
gZε (P,P ′′)
× ∂α′(P ′)
{
ε1/2
∑
ebi
(
ϕ
(|y − y′′|2))ϕ(|y′′ − y′|2)(ρgZε (eibε(A))/∂gZ(p0)ε + /∂gZ(p0)ε ρgZε (eibε(A)))
+ ε
∑
ebi
(
ebj
(
ϕ
(|y − y′′|2))ϕ(|y′′ − y′|2))ρgZ (eibε(A))ρgZ (ejbε(A))}e−θ/∂2gZ(p0)ε (P ′′,P ′)ε ε
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t∫
0
dθ
r0/2|y′′−y′|r0∫
r0/6|y′′−y|r0
dgZε (P
′′) · ∂α(P )e
−(t−θ)/∂2
gZε (P,P ′′)
× ∂α′(P ′)
{
ε1/2
∑
ϕ
(|y − y′′|2)ebi (ϕ(|y′′ − y′|2))(ρgZε (eibε(A))/∂gZ(p0)ε + /∂gZ(p0)ε ρgZε (eibε(A)))
+ ε
∑
ebi
(
ϕ
(|y − y′′|2)ebj (ϕ(|y′′ − y′|2)))ρgZε (eibε(A))ρgZε (ejbε(A))}e−θ/∂2gZ(p0)ε (P ′′,P ′).
(3.25)
In the above we used the estimate (3.24) (with r¯ = r0) for gZε and gZ(p
0)
ε . Remark that the latter
metric also has the property (3.21) so that (Z(p0), gZ(p0)ε ) has the same estimation as (3.24). We
have thus
εn+(|αb|+|α′b|)/2
∣∣∂α∂α′e−t/∂2gZε (P,P ′)− ∂α∂α′e−t/∂2gZ(p0)ε (P ,P ′)∣∣
gZ
 ε(n+|αb|+|α′b|)/2
∣∣∂α∂α′e−t/∂2gZε (P,P ′)− ∂α∂α′e−t/∂2gZ(p0)ε (P ,P ′)∣∣
gZε
(
see (1.11), (1.12))
 Cε1/2
t∫
0
dθ
(
1
(t − θ)(n+2+|α|)/2 + 1
)
e−r20 /(39)2(t−θ)ε
(
1
θ(n+3+|α′|)/2
+ 1
)
e−r20 /(39)2θε
 C′ε1/2
t∫
0
dθ
(
ε(n+2+|α|)/2 + 1)e−r20 /(40)2(t−θ)ε(ε(n+3+|α′|)/2 + 1)e−r20 /(40)2θε
 C′′ε1/2
t∫
0
dθ e−r20 /(40)2(t−θ)ε−r20 /(40)2θε  C′′ε1/2
t∫
0
dθ e−r20 /(40)2tε = C′′tε1/2e−r20 /(40)2tε
and obtain the estimate (2.4). 
4. Proof of Proposition 2.2
Let us start with investigating /∂2
gZ
(ε)
acting on Γ (
∧
T ∗M ⊗π /SgV ). Referring to (1.18) and
(3.7), we take the local SO(n+ 2)-frames for (Z,gZ(ε))
e∗
(
ε, ι∗εA
)≡ ι∗εeε∗(A) = (eb(ε, ι∗εA), ef ),
e∗
(
ε, ι∗εA
)≡ ι∗εe∗ε (A) = (eb(ε), ef (ε, ι∗εA)),
ebi
(
ε, ι∗εA
)= ebi (ε)− ε1/22∑νk(A(ebi ))(ιε(x))efk ,
ekf
(
ε, ι∗εA
)= ekf + ε1/22∑νk(A(ebi ))(ιε(x))eib(ε).
(4.1)
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/∂2
gZ
(ε)
= −
∑(
∇
/S
gZ
(ε)
ei (ε,ι
∗
εA)
∇
/S
gZ
(ε)
ei (ε,ι
∗
εA)
− ∇
/S
gZ
(ε)
∇g
Z
(ε)
ei (ε,ι
∗
εA)
ei (ε,ι
∗
εA)
)
+
κgZ
(ε)
4
(4.2)
with
∇
/S
gZ
(ε)
ei (ε,ι
∗
εA)
= ei
(
ε, ι∗εA
)+ 1
4
∑
C
(∇gZ(ε))(ei(ε, ι∗εA))i2i1ρgZ(ε)(ei1(ε, ι∗εA))ρgZ(ε)(ei2(ε, ι∗εA)),
ρgZ
(ε)
(
eib
(
ε, ι∗εA
))= eib(ε)∧− eib(ε)∨, ρgZ
(ε)
(
ekf
(
ε, ι∗εA
))= ρgZ (ekf (A)),
eb(ε)(x) =
(
dxb
)
x
· vb
(
ιε(x)
)
, C
(∇gZ(ε))(ei(ε, ι∗εA))i1i2(x) = C(∇gZε )(eεi (A))i1i2(ιε(x)),
κgZ
(ε)
(x) = κgM
(ε)
(x)+ 2 −
∑
νk
(
Fι∗εA
(
ebi (ε), e
b
j (ε)
))2
(x)
= εκgM
(
ιε(x)
)+ 2 − ε2∑νk(FA(ebi , ebj ))2(ιε(x)). (4.3)
The last formula for the scalar curvature κgZ
(ε)
will be obvious from (3.22). And, corresponding
to limε→0 gZ(ε) = gZ(0) (see (2.12)), clearly we have limε→0 /∂2gZ
(ε)
= /∂2
gZ
(0)
(see (2.17)). Next, let us
regard (2.14) = (2.19), which was originally a cross-section of (2.7), as a cross-section of(∧
T ∗M 
∧
T ∗M
)
⊗π
(
/SgV  /S∗gV
)
, (4.4)
that is, we set
e
−t/∂2
gZ
(ε) (x, x′) =
∑
eIb(ε)(x)⊗ eJb (ε)(x′) ·
(
e
−t/∂2
gZ
(ε)
)
(I,J )
(x, x′)
≡ E(t, ε, x, x′) ≡
∑(
dxb
)I
(x)⊗ (dxb)J (x′) ·E(t, ε, x, x′)(I,J ). (4.5)
Then the coefficients appearing in (2.19) and (2.27) can be expressed as
K(t, ε, x, x′)(I,J ) =
∑
E(t, ε, x, x′)(I,J ′)vbJ ′J ′′
(
ε1/2x′b
)
vbJJ ′′
(
ε1/2x′b
)
, (4.6)
K(ε)(t, x, x′)(I,J ) =
∑
ε−|(I ′,J ′)|/2E(t, ε, x, x′)(I ′,J ′)vbI ′I
(
ε1/2xb
)
vbJ ′J
(
ε1/2x′b
)
, (4.7)
with
vbIJ
(
ε1/2xb
)
, vIJb
(
ε1/2xb
)= δIJ + ∑
m2
εm/2O(∣∣xb∣∣m) (4.8)
and the action of (2.14) = (2.19) on ψ(x′) =∑ eb(ε)J (x′) ·ψJ (eb(ε) : x′) ∈ Γ (∧T ∗M⊗π /SgV )
may be expressed as
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E(t, ε)ψ
)
(x) =
∫
Z
∑
eIb(ε)(x) ·
(
e
−t/∂2
gZ
(ε)
)
(I,J )
(x, x′)
(
ψJ
(
eb(ε) : x′
))
dgZ(ε)(x
′)
≡
∫
Z
〈
E(t, ε, x, x′),ψ(x′)
〉
gZ
(ε)
dgZ(ε)(x
′)
≡
∫
Z
〈
E(t, ε, x, x′) gM
(ε)
ψ(x′)
〉
/S
gV
dgV (x′)
=
∫
Z
∑(
dxb
)I
(x) · 〈E(t, ε, x, x′)(I,J )(dxb)J (x′) gM
(ε)
ψ(x′)
〉
/S
gV
dgV (x′)
(4.9)
where gM
(ε)
denotes the star operator associated to gM(ε). Note that we have hence
(
E(t,0)ψ
)
(x) =
∫
Z
〈
E(t,0, x, x′),ψ(x′)
〉
gZ
(0)
dgZ(0)(x
′)
=
∫
Z
〈
gM
(ε)
,x′ 
−1
gM
(0),x
′ E(t,0, x, x
′),ψ(x′)
〉
gZ
(ε)
dgZ(ε)(x
′). (4.10)
The purpose of the section is to prove Proposition 2.2 and, observing (4.6) and (4.8), obviously
it suffices to prove it with K(t, ε, x, x′) replaced by E(t, ε, x, x′). Hereupon, paying attention to
the formula
E(t,0, x, x′) ≡ EgM
(0)
(
t,0, xb, x′b
) ·KgV (t,0, xf , x′f )
≡
∑(
dxb
)I
(x)⊗ (dxb)I (x′)e−|xb−x′b|2/4t
(4πt)n/2
· e−t/∂
2
gV
(
xf , x′f
) (4.11)
(compare with (2.18)), let us prove (1) and (2) separated into two cases, the case where t > 0
is large and the case where t > 0 is small. (3) will be shown in the former case. The smooth-
ness of E(t, ε, x, x′) will be obvious from either discussion in both cases. We put (ε) = gM
(ε)
,
〈,〉(ε) = 〈,〉gZ
(ε)
, | · |(ε) = | · |gZ
(ε)
, r(ε) = rgZ
(ε)
, r = r(0) to simplify the description in the following.
Proof of Proposition 2.2 for E(t, ε) with t large. On the model of the argument by Cheeger [9,
Sections 3, 4], let us prove first (2.22), (2.23) with t > T0. Remark that (4.27), (4.28) which we
intend to show as a first step will hold with no restriction on t . The restriction becomes necessary
on and after (4.42) at which the proofs of (2.22), (2.23) with t > T0 will start substantially. Now,
we start our argument with three preparations.
First, the metric gZ(ε) has the property (3.21) (see (4.3) and (3.22)) so that we have the estimate
similar to (3.23) for gZ(ε). The pointwise norms
∑
k |/∂kgZ
(ε)
ψ(x)|(ε) and ∑|α| |∂αψ(x)|(ε) are
equivalent to each other and also | · |(ε), r(ε) are equivalent to | · |(0), r(0) = r , respectively. Thus,
for given α, α′ and r¯ > 0, there exists a constant C > 0 satisfying
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(0)  C
(
1
t (n+2+|α|+|α′|)/2
+ 1
){1: (with no condition),
e−(r(x,x′)−r¯)2/8t : r(x, x′) > r¯
(4.12)(
0 ∀ε1/2  ε1/20 , 0 < ∀t < ∞, ∀(x, x′) ∈ Z ×Z
)
.
Let us take then a cut-off function φa on R depending on the parameter a  r¯(> 0) and satisfying:
0 φa  1, suppφa ⊂ {u | |u| r¯ + a}, supp(1 − φa) ⊂ {u | |u| a} and |(d/du)iφa(u)| Ci .
(The constants Ci > 0 are independent of a  r¯ .) And, set
e
−t/∂2
gZ
(ε) =
∞∫
−∞
e−u2/4t
(4πt)1/2
(
φa(u) cosu
√
/∂2
gZ
(ε)
+ (1 − φa(u)) cosu√/∂2
gZ
(ε)
)
du
≡ (e−t/∂2gZ(ε) )
a
+ (e−t/∂2gZ(ε) )
a,∞ (4.13)
and denote the kernels of (e
−t/∂2
gZ
(ε) )a , (e
−t/∂2
gZ
(ε) )a,∞ by Ea(t, ε), E¯a(t, ε), respectively. Then the
estimate (4.12) and the finite propagation speed property (see (3.20)) which cos t
√
/∂2
gZ
(ε)
has imply
the following. For given α, α′ and r¯ > 0, there exists a constant C > 0 such that, for any a  r¯ ,
0 < ε1/2  ε1/20 , 0 < t < ∞ and (x, x′) ∈ Z ×Z, we have∥∥E(t, ε)∥∥
op  1,
∥∥Ea(t, ε)∥∥op  1, ∥∥E¯a(t, ε)∥∥op  Ce−a2/8t , (4.14)
∣∣∂α∂α′Ea(t, ε, x, x′)∣∣(0)  C
⎧⎪⎨⎪⎩
1 + t−(dimZ+|α|+|α′|)/2: r(x, x′) r¯ ,
e−r(x,x′)2/8t : r¯  r(x, x′) r¯ + a,
0: r¯ + a  r(x, x′),
(4.15)
∣∣∂α∂α′E¯a(t, ε, x, x′)∣∣(0) C
{
e−a2/8t : r(x, x′) r¯ + a,
e−r(x,x′)2/8t : r¯ + a  r(x, x′)
(4.16)
where ‖ · ‖op is the global operator norm of an operator acting on L2Γ (∧T ∗M ⊗π /SgV , gZ(0)),
and, setting La(t, ε) ≡ (∂/∂t + /∂2
gZ
(ε)
)Ea(t, ε) = −(∂/∂t + /∂2
gZ
(ε)
)E¯a(t, ε), we have
∥∥La(t, ε)∥∥op  Ce−a2/8t , (4.17)∣∣∂α∂α′La(t, ε, x, x′)∣∣(0)  C
{
e−a2/8t : r(x, x′) r¯ + a,
0: r¯ + a  r(x, x′).
(4.18)
Second, the Duhamel’s principle says
∂α∂α
′
E(t, ε, x, x′)
= ∂α∂α′Ea(t, ε, x, x′)+ ∂α∂α′E¯a(t, ε, x, x′) (4.19)
=
m0+1∑
∂α∂α
′
(ε),x′ 
−1
(0),x′Ea(,0) 
(−/˜∂2
gZ
(ε)
Ea(,0)
)m (
see (4.10)) (4.20)
m=0
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(−/˜∂2
gZ
(ε)
Ea(,0)
)m0+1  (−/˜∂2
gZ
(ε)
Ea(, ε)
) (4.21)
+
m0+1∑
m=0
∂α∂α
′
Ea(,0) 
(−/˜∂2
gZ
(ε)
Ea(,0)
)m
 La(, ε) (4.22)
−
m0+1∑
m=0
∂α∂α
′
Ea(,0) 
(−/˜∂2
gZ
(ε)
Ea(,0)
)m−1

(−/˜∂2
gZ
(ε)
La(,0)
)
 Ea(, ε) (4.23)
+ ∂α∂α′E¯a(t, ε, x, x′) (4.24)
where we set
(
E0  E1
)
(t, x, x′) =
t∫
0
dt1
∫
Z
dgZ(0)(Q
1)
〈
E0
(
t − t1, x,Q1
)
,E1
(
t1,Q
1, x′
)〉
(0),
etc., and
/˜∂2
gZ
(ε)
≡ /∂2
gZ
(ε)
− /∂2
gZ
(0)
, Ea(,0)) 
(−/˜∂2
gZ
(ε)
Ea(,0)
)0 ≡ Ea(,0) = Ea(t,0, x, x′),(−/˜∂2
gZ
(ε)
Ea(,0)
)i
(t, x, x′) ≡ ((−/˜∂2
gZ
(ε)
Ea(,0)
)

(−/˜∂2
gZ
(ε)
Ea(,0)
)i−1)
(t, x, x′),
Ea(,0) 
(−/˜∂2
gZ
(ε)
Ea(,0)
)−1

(−/˜∂2
gZ
(ε)
La(,0)
)≡ La(,0),
etc. Since we perform the convolution operation  repeatedly, strict description will be rather hard
to read, so that, for example, we denote (E0 E1)(t, x, x′) above by E0 E1, E0(t − t1) E1(t1),
E0(t − t1, x,Q1)  E1(t1,Q1, x′) or
∫ t
0 dt1E
0(t − t1, x,Q1)  E1(t1, Q1, x′), etc. according to
the situations. Judging from the circumstances it will be easy to understand such expressions
correctly. To prove the formula (4.19), first note that
Ea(t, ε, x, x
′)− (ε),x′ −1(0),x′ Ea(t,0, x, x′)
=
∫ 〈
E
(
0,0, x,Q1
)
,Ea
(
t, ε,Q1, x′
)〉
(0) dg
Z
(0)
−
∫ 〈
(ε),Q1 
−1
(0),Q1 Ea
(
t,0, x,Q1
)
,E
(
0, ε,Q1, x′
)〉
(ε)
dgZ(ε)
=
∫ 〈
E
(
0,0, x,Q1
)
,Ea
(
t, ε,Q1, x′
)〉
(0) dg
Z
(0) −
∫ 〈
Ea
(
t,0, x,Q1
)
,E
(
0, ε,Q1, x′
)〉
(0) dg
Z
(0)
=
∫ 〈
Ea
(
0,0, x,Q1
)
,Ea
(
t, ε,Q1, x′
)〉
(0) dg
Z
(0) −
∫ 〈
Ea
(
t,0, x,Q1
)
,Ea
(
0, ε,Q1, x′
)〉
(0) dg
Z
(0)
=
t∫
0
dt1
∂
∂t1
∫ 〈
Ea
(
t − t1,0, x,Q1
)
,Ea
(
t1, ε,Q
1, x′
)〉
(0) dg
Z
(0)
= Ea
(
t − t1,0, x,Q1
)

∂Ea (
t1, ε,Q
1, x′
)− ∂Ea (t − t1,0, x,Q1)  Ea(t1, ε,Q1, x′)
∂t1 ∂t1
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(
t − t1,0, x,Q1
)
 /∂2
gZ
(ε)
Ea
(
t1, ε,Q
1, x′
)+ /∂2
gZ
(0)
Ea
(
t − t1,0, x,Q1
)
 Ea
(
t1, ε,Q
1, x′
)
+Ea
(
t − t1,0, x,Q1
)
 La
(
t1, ε,Q
1, x′
)−La(t − t1,0, x,Q1)  Ea(t1, ε,Q1, x′)
= −Ea
(
t − t1,0, x,Q1
)
 /˜∂2
gZ
(ε)
Ea
(
t1, ε,Q
1, x′
)
+Ea
(
t − t1,0, x,Q1
)
 La
(
t1, ε,Q
1, x′
)−La(t − t1,0, x,Q1)  Ea(t1, ε,Q1, x′).
Then, replace Ea(t1, ε,Q1, x′) in the second line from below by (ε),x′ −1(0),x′ Ea(t1,0,Q
1, x′)−
Ea(t1 − t2,0,Q1,Q2)  /˜∂2
gZ
(ε)
Ea(t2, ε,Q2, x′) + · · · which was found out to be equal to it. Re-
peating such a replacement again and again, we obtain (4.19).
Third, observing (4.2), (4.3) and (3.8), obviously we have a series expansion
/˜∂2
gZ
(ε)
≡ /∂2
gZ
(ε)
− /∂2
gZ
(0)
≡
∑
2mm0
εm/2
(
/∂2
gZ
(0)
)(m/2)(
xb
)+ ε(m0+1)/2(/∂2
gZ
(0)
)((m0+1)/2)(ε1/2, xb),
(4.25)(
/∂2
gZ
(0)
)(m/2)
(. . .) =
∑(
dxb∧)I ◦ (dxb∨)J · ∑
|α|+|β|2
O(∣∣xb∣∣m)(∂/∂xb)α(ef )β (∣∣xb∣∣→ ∞),
max
{|I | ∣∣ I appears in the above expression of (/∂2
gZ
(0)
)(m/2)
(. . .)
}

{2 (m = 2,3),
4 (m 4).
Now, for each x′ ∈ Z in (4.19), we assume that the parameter a we use belongs to the interval
[r(x′),∞). Then, since Ea(t, ε, x, x′) = 0 if r¯ + a  r(x, x′) (see (4.15)) for any ε  ε0, all
of the domains of integral appearing in (4.19) can be restricted to the bounded domain NP 0 =
N m0+3
P 0
=N m0+3
P 0,r¯,a
≡ {Q | r(Q) (m0 + 3)(r¯ + a)}. And, (4.25) says that, for given α, m0 and
r¯ > 0, there exists a constant C > 0 satisfying
∣∣∂α(each coefficient of (/∂2
gZ
(0)
)(m/2)
(. . .)
)
at Q
∣∣ Cam (4.26)(
2 ∀mm0 + 1, ∀Q ∈N m0+3P 0,r¯,a , ∀a  r¯
)
where “each coefficient of . . .” means each term denoted by O(|xb|m) at (4.25). By investigating
(4.20)–(4.24) using the above estimates, we intend to show that there exist constants λ0 > 0,
C1 > 0 and (sufficiently large) integers N , N ′ satisfying
∂α∂α
′
E(t, ε, x, x′)
=
m0+1∑
m=0
εm/2
{O((1 + r(x′,P 0))me−tλ0(t−(n+2+N ′)/2 + 1))+O(e−tλ0e−a2/9t)}
+ εm0+2O(an+2+m0+2(t−(n+2+N ′)/2 + tN ))+O(e−a2/9t tN ): (with no condition),
(4.27)
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′
E(t, ε, x, x′)
=
m0+1∑
m=0
εm/2
{O((1 + r(x′,P 0))me−tλ0e−(r(x,x′)−r¯)2/C1t)+O(e−tλ0e−a2/9t)}
+ εm0+2O(an+2+m0+2tNe−(r(x,x′)−r¯)2/C1t)+O(e−a2/9t tN ): if r(x, x′) > r¯ (4.28)(
0 < ∀ε1/2  ε1/20 , 0 < ∀t < ∞, r¯  ∀a < ∞, ∀P 0 ∈ (compact Z), ∀(x, x′) ∈ Z ×Z
)
where the terms O((1 + r(x′,P 0))me−tλ0(t−(n+2+N ′)/2 + 1)), etc., that is, the first terms of the
coefficients of εm/2 (0mm0), do not depend on ε1/2. In the following we will show this by
investigating (4.24), (4.23), (4.22), (4.21), (4.20) in the order named.
First, let us show an estimate commonly available to the cases “with no condition” and
“r(x, x′) > r¯ ,” that is,
(4.24)+ (4.23)+ (4.22) =O(e−a2/9t tN ). (4.29)
Clearly (4.16) implies that the term (4.24) has such an estimate. (4.23) and (4.22) vanish if x /∈
N m0+3
P 0
, so that we assume x ∈N m0+3
P 0
=NP 0 . The estimate of (4.23): Consider (4.25), (4.26)
with m0 = −1 and set 〈/∂ [(n+2)/2]+|α
′|+1
gZ
(ε)
,x′′ 〉 ≡ 1 + /∂
[(n+2)/2]+|α′|+1
gZ
(ε)
,x′′ , /ˇ∂gZ(ε)
≡ (0) −1(ε) /∂gZ(ε) (ε) 
−1
(0) .
Further, let |f (x, x′)|(0),L2(x′) denote the pointwise norm with respect to the variable x and the
L2-norm with respect to x′. Interpreting the other notations of norms similarly and using the
elliptic estimates appropriately, we have
∣∣−∂αx ∂α′x′ Ea(,0)  (−/˜∂2gZ
(ε)
Ea(,0)
)−1

(−/˜∂2
gZ
(ε)
La(,0)
)
 Ea(, ε)
∣∣
(0)
 C
∫
dt1
∣∣∂αx La(t − t1,0, x,Q1)  〈/∂ [(n+2)/2]+|α′|+1gZ
(ε)
,x′′
〉
Ea
(
t1, ε,Q
1, x′′
)∣∣
(0),L2(x′′)
= C
∫
dt1
∣∣∂αx La(t − t1,0, x,Q1)  〈/∂ [(n+2)/2]+|α′|+1gZ
(ε)
,Q1
〉
Ea
(
t1, ε,Q
1, x′′
)∣∣
(0),L2(x′′)
= C
∫
dt1
∣∣〈/ˇ∂ [(n+2)/2]+|α′|+1
gZ
(ε)
,Q1
〉
∂αx La
(
t − t1,0, x,Q1
)
 Ea
(
t1, ε,Q
1, x′′
)∣∣
(0),L2(x′′)
 C
∫
dt1
∣∣〈/ˇ∂ [(n+2)/2]+|α′|+1
gZ
(ε)
,Q1
〉
∂αx La
(
t − t1,0, x,Q1
)∣∣
(0),L2(Q1)
(
by (4.14))
= C
∫
dt1
∣∣〈/ˇ∂ [(n+2)/2]+|α′|+1
gZ
(ε)
,Q1
〉
∂αx La
(
t − t1,0, x,Q1
)∣∣
(0),L2(Q1∈N m0+4
P 0
)
 C1e−a
2/8t a(n+2)/2t C2e−a
2/9t t (n+2)/4+1,∣∣−∂αx ∂α′x′ Ea(,0)  (−/˜∂2gZ
(ε)
Ea(,0)
)0

(−/˜∂2
gZ
(ε)
La(,0)
)
 Ea(, ε)
∣∣
(0)
 C
∫
dt1dt2
∣∣〈/∂ [(n+2)/2]+|α|+1
gZ
(0),x
′′
〉
Ea
(
t − t1,0, x′′,Q1
)
 /˜∂2
gZ
La
(
t1 − t2,0,Q1,Q2
)
 ∂α
′
x′ Ea
(
t2, ε,Q
2, x′
)∣∣
L2(x′′),(0)
(ε)
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∫
dt1dt2
∣∣Ea(t − t1,0, x′′,Q1)  〈/∂ [(n+2)/2]+|α|+1
gZ
(0),Q
1
〉
/˜∂2
gZ
(ε)
La
(
t1 − t2,0,Q1,Q2
)
 ∂α
′
x′ Ea
(
t2, ε,Q
2, x′
)∣∣
L2(x′′),(0)
 C
∫
dt1dt2
∣∣〈/∂ [(n+2)/2]+|α|+1
gZ
(0),Q
1
〉
/˜∂2
gZ
(ε)
La
(
t1 − t2,0,Q1,Q2
)
 ∂α
′
x′ Ea
(
t2, ε,Q
2, x′
)∣∣
L2(Q1),(0)
= C
∫
dt1dt2
∣∣〈/∂ [(n+2)/2]+|α|+1
gZ
(0),Q
1
〉
/˜∂2
gZ
(ε)
La
(
t1 − t2,0,Q1,Q2
)
 ∂α
′
x′ Ea
(
t2, ε,Q
2, x′
)∣∣
L2(Q1∈N
P 0 ),(0)
 C1
∫
dt1dt2
∣∣〈/∂ [(n+2)/2]+|α|+1
gZ
(0),Q
1
〉
/˜∂2
gZ
(ε)
La
(
t1 − t2,0,Q1,Q2
)

〈
/∂
[(n+2)/2]+|α′|+1
gZ
(ε)
,x′′
〉
Ea
(
t2, ε,Q
2, x′′
)∣∣
L2(Q1∈N
P 0 ),L
2(x′′)
= C1
∫
dt1dt2
∣∣〈/ˇ∂ [(n+2)/2]+|α′|+1
gZ
(ε)
,Q2
〉〈
/∂
[(n+2)/2]+|α|+1
gZ
(0),Q
1
〉
/˜∂2
gZ
(ε)
La
(
t1 − t2,0,Q1,Q2
)
 Ea
(
t2, ε,Q
2, x′′
)∣∣
L2(Q1∈N
P 0 ),L
2(x′′)
 C1
∫
dt1dt2
∣∣〈/ˇ∂ [(n+2)/2]+|α′|+1
gZ
(ε)
,Q2
〉〈
/∂
[(n+2)/2]+|α|+1
gZ
(0),Q
1
〉
× /˜∂2
gZ
(ε)
La
(
t1 − t2,0,Q1,Q2
)∣∣
L2(Q1∈N
P 0 ),L
2(Q2)
= C1
∫
dt1dt2
× ∣∣〈/ˇ∂ [(n+2)/2]+|α′|+1
gZ
(ε)
,Q2
〉〈
/∂
[(n+2)/2]+|α|+1
gZ
(0),Q
1
〉
/˜∂2
gZ
(ε)
La
(
t1 − t2,0,Q1,Q2
)∣∣
L2(Q1∈N
P 0 ),L
2(Q2∈N
P 0 )
 C2e−a
2/8t an+2t2 C3e−a
2/9t t (n+2)/2+2
and, in the case m 2, similarly we have
∣∣−∂αx ∂α′x′ Ea(,0)  (−/˜∂2gZ
(ε)
Ea(,0)
)m−1

(−/˜∂2
gZ
(ε)
La(,0)
)
 Ea(, ε)
∣∣
(0)
C
∫
dt1 . . . dtm+1
∣∣〈/∂ [(n+2)/2]+|α|+2m+1
gZ
(0),Q
m
〉〈
/ˇ∂
[(n+2)/2]+|α′|+1
gZ
(ε)
,Qm+1
〉
×La
(
tm − tm+1,0,Qm,Qm+1
)∣∣
L2(Qm∈N
P 0 ),L
2(Qm+1∈N
P 0 )
C1e−a
2/8t an+2tm+1  C2e−a
2/9t t (n+2)/2+m+1.
Thus we have such an estimate of (4.23) as in (4.29). The estimate of (4.22): Using (4.25), (4.26)
with m0 = −1, we have
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 (−∂˜2gZ
(ε)
Ea(,0)
)m
 La(, ε)
∣∣
(0)
C
∫
dt1 . . . dtm+1
∣∣〈/∂ [(n+2)/2]+|α|+2m+1
gZ
(0),Q
m+1
〉
∂α
′
x′ La
(
tm+1, ε,Qm+1, x′
)∣∣
L2(Qm+1∈N
P 0 ),(0)
C1e−a
2/8t a(n+2)/2tm+1  C2e−a
2/9t t (n+2)/4+m+1.
Thus we have obtained the estimate (4.29).
Next, let us show
(4.21)+ (4.20) =
m0+1∑
m=0
εm/2
{O((1 + r(x′,P 0))me−tλ0(t−(n+2+N ′)/2 + 1))+O(e−tλ0e−a2/9t)}
+ εm0+2O(an+2+2(m0+2)(t−(n+2+N ′)/2 + tN )) (with no condition) (4.30)
with x ∈N m0+3
P 0
=NP 0 . The estimate of (4.21) with “no condition”: Here we use (4.25), (4.26)
with m0 = 1. Set
∂αx ∂
α′
x′ Ea(,0) 
(−/˜∂2
gZ
(ε)
Ea(,0)
)m0+1  (−/˜∂2
gZ
(ε)
Ea(, ε)
)
=
t∫
0
dt1
t1∫
0
dt2 . . .
tm0+1∫
0
dtm0+2 ∂αx Ea(t − t1,0) 
(−/˜∂2
gZ
(ε)
Ea(t1 − t2,0)
)
 · · ·  (−/˜∂2
gZ
(ε)
Ea(tm0+1 − tm0+2,0)
)

(−/˜∂2
gZ
(ε)
∂α
′
x′ Ea(tm0+2, ε)
)
(0 ≡ tm0+3 < tm0+2 < tm0+1 < · · · < t2 < t1 < t0 ≡ t)
=
m0+2∑
i=1
t∫
m0+2
m0+3 t
dt1 . . .
ti−2∫
m0+4−i
m0+5−i ti−2
dti−1
m0+3−i
m0+4−i ti−1∫
0
dti
ti∫
0
dti+1 . . .
tm0+1∫
0
dtm0+2 (. . .)
(
ti−1 − ti  t/(m0 + 3)
)
+
t∫
m0+2
m0+3 t
dt1 . . .
tm0∫
2
3 tm0
dtm0+1
tm0+1∫
1
2 tm0+1
dtm0+2 (. . .) ≡
m0+3∑
i=1
(i)∫
dt1 . . . dtm0+2 (. . .)
(
tm0+2  t/(m0 + 3)
)
.
Then we have
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(1)∫
dt1 . . . dtm0+2 (. . .)
∣∣∣∣
(0)

(1)∫
dt1 . . . dtm0+2
∣∣∣∂αx Ea(t − t1,0, x,Q1)  /˜∂2gZ
(ε)
Ea(t1 − t2,0)  · · ·
 /˜∂2
gZ
(ε)
Ea(tm0+1 − tm0+2,0)  /˜∂2gZ
(ε)
∂α
′
x′ Ea
(
tm0+2, ε,Qm0+2, x′
)∣∣∣
(0)
 C0
(1)∫
dt1 . . . dtm0+2
∣∣∣∂αx Ea(t − t1,0, x,Q1)  /˜∂2gZ
(ε)
Ea(t1 − t2,0)  · · ·
 /˜∂2
gZ
(ε)
Ea(tm0+1 − tm0+2,0)  /˜∂2gZ
(ε)
〈
/∂
[(n+2)/2]+|α′|+1
gZ
(ε)
,x′′
〉
Ea
(
tm0+2, ε,Qm0+2, x′′
)∣∣∣
(0),L2(x′′)
 C0
(1)∫
dt1 . . . dtm0+2
∣∣∣∂αx Ea(t − t1,0, x,Q1)  /˜∂2gZ
(ε)
Ea(t1 − t2,0)  · · ·

〈
/ˇ∂
[(n+2)/2]+|α′|+1
gZ
(ε)
,Qm0+2
〉 ˜
/ˇ∂
2
gZ
(ε)
,Qm0+2 /˜∂
2
gZ
(ε)
Ea
(
tm0+1 − tm0+2,0,Qm0+1,Qm0+2
)∣∣∣
(0),L2(Qm0+2∈N
P 0 )
 C1
(
εa2
) (1)∫
dt1 . . . dtm0+2
∣∣∣∂αx Ea(t − t1,0, x,Q1)  /˜∂2gZ
(ε)
Ea(t1 − t2,0)  · · ·
 /˜∂2
gZ
(ε)
〈
/ˇ∂
[(n+2)/2]+|α′|+3
gZ
(ε)
,Qm0+2
〉
Ea
(
tm0+1 − tm0+2,0,Qm0+1,Qm0+2
)∣∣∣
(0),L2(Qm0+2)
 · · ·
 Cm0+2
(
εa2
)m0+2 (1)∫ dt1 . . . dtm0+2 ∣∣∣〈/ˇ∂ [(n+2)/2]+|α′|+1+2(m0+2)gZ
(ε)
,Q1
〉
× ∂αx Ea
(
t − t1,0, x,Q1
)∣∣∣
(0),L2(Q1)
= Cm0+2
(
εa2
)m0+2 (1)∫ dt1 . . . dtm0+2
×
∣∣∣〈/ˇ∂ [(n+2)/2]+|α′|+1+2(m0+2)gZ
(ε)
,Q1
〉
∂αx Ea
(
t − t1,0, x,Q1
)∣∣∣
(0),L2(Q1∈N m0+4
P 0
)
 Cεm0+2a(n+2)/2+2(m0+2)
(
1 + t−(n+2+[(n+2)/2]+|α|+|α′|+1+2(m0+2))/2)tm0+2,
×
∣∣∣∣
(2)∫
dt1 . . . dtm0+2 (. . .)
∣∣∣∣
(0)

(2)∫
dt1 . . . dtm0+2
∣∣∣∂αx Ea(t − t1,0, x,Q1)  /˜∂2gZ
(ε)
Ea(t1 − t2,0)  · · ·
 /˜∂2
gZ
Ea(tm0+1 − tm0+2,0)  /˜∂2gZ ∂α
′
x′ Ea
(
tm0+2, ε,Qm0+2, x′
)∣∣∣
(ε) (ε) (0)
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(
εa2
)m0+2 (2)∫ dt1 . . . dtm0+2
×
∣∣∣〈/ˇ∂2[(n+2)/2]+|α|+|α′|+1+2(m0+2)gZ
(ε)
,Q1
〉
Ea
(
t1 − t2,0,Q1,Q2
)∣∣∣
L2(Q1∈N
P 0 ),L
2(Q2∈N
P 0 )
 Cεm0+2an+2+2(m0+2)
(
1 + t−(n+2+2[(n+2)/2]+|α|+|α′|+2(m0+3))/2)tm0+2,
etc. Thus, the term (4.21) with “no condition” appears as the term εm0+2O(an+2+2(m0+2)
(t−(n+2+N ′)/2 + tN )) in (4.30). The estimate of (4.20) with “no condition”: We want to show
that it produces the first term in the right-hand side of (4.30). Note that (ε),x′−1(0),x′ appearing at(4.20) has a series expansion
(ε),x′
−1
(0),x′ =
∑
m0
εm/2 (m/2:),x′ −1(0),x′ = id +
∑
m2
εm/2O(∣∣x′b∣∣m), (4.31)
which produces (1 + r(x′,P 0))m at (4.30). Hence, it suffices to show the following estimates
(4.33), (4.34) of (4.20) with (ε),x′−1(0),x′ deleted. (If r(x′,P 0) a, then we have (1+r(x′,P 0))m
e−λ0t e−a2/9t  (1 + a)me−λ0t e−a2/9t  Ce−λ0t/2e−a2/10t . Hence, at (4.30), we have no need to
add (1 + r(x′,P 0))m to the part O(e−λ0t e−a2/9t ).) That is, we have
m0+1∑
m=0
∂αx ∂
α′
x′ Ea(,0) 
(−/˜∂2
gZ
(ε)
Ea(,0)
)m
=
m0+1∑
m=0
∂αx ∂
α′
x′ Ea(,0)

( ∑
2i<i0
εi/2
(−(/∂2
gZ
(0)
)(i/2))
Ea(,0)+ εi0/2
(−(/∂2
gZ
(0)
)(i0/2))(θε1/2)Ea(,0))m
=
m0+1∑
m=0
εm/2
∑
m=i1+···+ip
∂αx ∂
α′
x′ Ea(,0)

(−(/∂2
gZ
(0)
)(i1/2))Ea(,0)  · · ·  (−(/∂2gZ
(0)
)(ip/2))Ea(,0)
+ εm0+2O(an+2+2(m0+2)(1 + t−(n+2+2[(n+2)/2]+|α|+|α′|+2(m0+3))/2)tm0+2)
≡
m0+1∑
m=0
εm/2
∑
m=i1+···+ip
∂αx ∂
α′
x′ Ea(,0) 
((−/∂2
gZ
(0)
)
Ea(,0)
)(i1/2),...,(ip/2)
+ εm0+2O(an+2+2(m0+2)(1 + t−(n+2+2[(n+2)/2]+|α|+|α′|+2(m0+3))/2)tm0+2)
=
m0+1∑
m=0
εm/2
∑
m=i +···+i
∂αx ∂
α′
x′ E1(,0) 
((−/∂2
gZ
(0)
)
E1(,0)
)(i1/2),...,(ip/2)
1 p
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m0+1∑
m=0
εm/2
a∫
1
da(∂/∂a)
∑
m=i1+···+ip
∂αx ∂
α′
x′ Ea(,0) 
((−/∂2
gZ
(0)
)
Ea(,0)
)(i1/2),...,(ip/2)
+ εm0+2O(an+2+2(m0+2)(1 + t−(n+2+2[(n+2)/2]+|α|+|α′|+2(m0+3))/2)tm0+2). (4.32)
(The above estimate of the remainder term can be obtained in the same way as that of (4.21) with
“no condition.”) Then we intend to show that there exists a constant λ0 > 0 satisfying
∂αx ∂
α′
x′ E1(,0) 
((−/∂2
gZ
(0)
)
E1(,0)
)(i1/2),...,(ip/2)
=O(e−tλ0(t−(n+2+2[(n+2)/2]+|α|+|α′|+2)/2 + 1)), (4.33)
a∫
1
da(∂/∂a) ∂αx ∂
α′
x′ Ea(,0) 
((−/∂2
gZ
(0)
)
Ea(,0)
)(i1/2),...,(ip/2)
=O(e−tλ0e−1/9t)+O(e−tλ0e−a2/9t). (4.34)
As for (4.33): Since the Dirac operator /∂gV acting on Γ (/SgV |Zp0) (see E(t,0) given at (4.11))
is invertible [18, (5.15)], there exists a constant μ0 > 0 with Spec(/∂2gV ) μ0 > 0. Hence, more
strongly than the estimate (4.12) with ε = 0, there exist constants λ0 > 0, C > 0 satisfying∣∣∂α∂α′E(t,0, x, x′)∣∣
(0)
 Ce−tλ0
(
1
t (n+2+|α|+|α′|)/2
+ 1
){1: (with no condition),
e−(r(x,x′)−r¯)2/8t : r(x, x′) > r¯
(4.35)(
0 < ∀t < ∞, ∀(x, x′) ∈ Z ×Z),
which implies further the estimate stronger than (4.15) with ε = 0
∣∣∂α∂α′Ea(t,0, x, x′)∣∣(0)  Ce−tλ0
⎧⎪⎨⎪⎩
1 + t−(dimZ+|α|+|α′|)/2: r(x, x′) r¯ ,
e−r(x,x′)2/8t : r¯  r(x, x′) r¯ + a,
0: r¯ + a  r(x, x′).
(4.36)
Using it, we will show (4.33). Set
∂αx ∂
α′
x′ E1(,0) 
(
/∂2
gZ
(0)
)(i1/2)E1(,0)  · · ·  (/∂2gZ
(0)
)(ip/2)E1(,0)
=
t∫
0
dt1
t1∫
0
dt2 . . .
tp−1∫
0
dtp ∂
α
x E1(t − t1,0) 
(
/∂2
gZ
(0)
)(i1/2)E1(t1 − t2,0)
 · · ·  (/∂2
gZ
(0)
)(ip−1/2)E1(tp−1 − tp,0)  (/∂2gZ
(0)
)(ip/2)∂α′x′ E1(tp,0)
(0 ≡ tp+1 < tp < tp−1 < · · · < t2 < t1 < t0 ≡ t)
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p∑
q=1
t∫
p
p+1 t
dt1 . . .
tq−2∫
p+2−q
p+3−q tq−2
dtq−1
p+1−q
p+2−q tq−1∫
0
dtq
tq∫
0
dtq+1 . . .
tp−1∫
0
dtp (. . .)
(
tq−1 − tq  t/(p + 1)
)
+
t∫
p
p+1 t
dt1 . . .
tp−2∫
2
3 tp−2
dtp−1
tp−1∫
1
2 tp−1
dtp (. . .) ≡
p+1∑
q=1
(q)∫
dt1 . . . dtp (. . .)
(
tp  t/(p + 1)
)
.
Then we have
∣∣∣∣
(1)∫
dt1 . . . dtp (. . .)
∣∣∣∣
(0)

(1)∫
dt1 . . . dtp
∣∣∂αx E1(t − t1,0, x,Q1)  (/∂2gZ
(0)
)(i1/2)E1(t1 − t2,0)  · · ·

(
/∂2
gZ
(0)
)(ip−1/2)E1(tp−1 − tp,0)  (/∂2gZ
(0)
)(ip/2)∂α′x′ E1(tp,0,Qp,x′)∣∣(0)
 C0
(1)∫
dt1 . . . dtp
∣∣∂αx E1(t − t1,0, x,Q1)  (/∂2gZ
(0)
)(i1/2)E1(t1 − t2,0)  · · ·

(
/∂2
gZ
(0)
)(ip−1/2)E1(tp−1 − tp,0)  (/∂2gZ
(0)
)(ip/2)〈/∂ [(n+2)/2]+|α′|+1
gZ
(0),x
′′
〉
E1
(
tp,0,Qp,x′′
)∣∣
(0),L2(x′′)
 C0
(1)∫
dt1 . . . dtp
∣∣∂αx E1(t − t1,0, x,Q1)  (/∂2gZ
(0)
)(i1/2)E1(t1 − t2,0)  · · ·

〈
/∂
[(n+2)/2]+|α′|+1
gZ
(0),Q
p
〉(
/∂2
gZ
(0),Q
p
)(ip/2)(/∂2
gZ
(0)
)(ip−1/2)E1(tp−1 − tp,0,Qp−1,Qp)∣∣(0),L2(Qp)
 C1
(1)∫
dt1 . . . dtp
∣∣∂αx E1(t − t1,0, x,Q1)  (/∂2gZ
(0)
)(i1/2)E1(t1 − t2,0)  · · ·

(
/∂2
gZ
(0)
)(ip−1/2)〈/∂ [(n+2)/2]+|α′|+3
gZ
(0),Q
p
〉
E1
(
tp−1 − tp,0,Qp−1,Qp
)∣∣
(0),L2(Qp)
 · · ·
 Cp
(1)∫
dt1 . . . dtp
∣∣∂αx 〈/∂ [(n+2)/2]+|α′|+1+2pgZ
(0),Q
1
〉
E1
(
t − t1,0, x,Q1
)∣∣
(0),L2(Q1)
= Cp
(1)∫
dt1 . . . dtp
∣∣∂αx 〈/∂ [(n+2)/2]+|α′|+1+2pgZ ,Q1 〉E1(t − t1,0, x,Q1)∣∣(0),L2(Q1∈N 0 )(0) P
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(
1 + t−(n+2+[(n+2)/2]+|α|+|α′|+2p+1)/2)tp
 C′e−tλ0/2
(
t−(n+2+2[(n+2)/2]+|α|+|α′|+1)/2 + 1),
etc. We have thus obtained (4.33). As for (4.34): In the same way as we have shown (4.16) using
(4.12), we can show, using (4.35),
∂Ea(t,0)
∂a
=
∞∫
−∞
e−u2/4t
(4πt)1/2
∂φa
∂a
(u) cosu
√
/∂2
gZ
(0)
du, supp
∂φa
∂a
⊂ [a, r¯ + a],
∣∣∣∣∂α∂α′ ∂Ea(t,0, x, x′)∂a
∣∣∣∣
(0)
 Ce−tλ0
{
e−a2/8t : r(x, x′) r¯ + a,
0: r¯ + a  r(x, x′).
(4.37)
Let us set
∂
∂a
∂αx ∂
α′
x′ Ea(,0) 
((−/∂2
gZ
(0)
)
Ea(,0)
)(i1/2),...,(ip/2)
= ∂αx ∂α
′
x′
∂Ea(,0)
∂a

((−/∂2
gZ
(0)
)
Ea(,0)
)(i1/2),...,(ip/2)
+
p∑
q=1
∂αx ∂
α′
x′ Ea(,0) 
(−(/∂2
gZ
(0)
)(i1/2))Ea(,0)  · · ·

(−(/∂2
gZ
(0)
)(iq/2))∂Ea(,0)
∂a
 · · ·  (−(/∂2
gZ
(0)
)(ip/2))Ea(,0).
Then, in the same way as the estimation of (4.23), using (4.37) we have, if 1 q  p − 1,∣∣∂αx ∂α′x′ Ea(,0)  (−(/∂2gZ
(0)
)(i1/2))Ea(,0)  · · ·

(−(/∂2
gZ
(0)
)(iq/2))∂Ea(,0)
∂a
 · · ·  (−(/∂2
gZ
(0)
)(ip/2))Ea(,0)∣∣(0)
 Cai1 · · ·aip
∫
dt1 . . . dtp
∣∣∣∣〈/∂ [(n+2)/2]+|α|+2q+1gZ
(0),Q
q
〉〈
/∂
[(n+2)/2]+|α′|+2(p−q)+1
gZ
(0),Q
q+1
〉
× ∂Ea(tq − tq+1,0,Q
q,Qq+1)
∂a
∣∣∣∣
L2(Qq∈N
P 0 ),L
2(Qq+1∈N
P 0 )
 C1ai1 · · ·aipe−tλ0an+2tpe−a2/8t C2e−tλ0 t (n+2+
∑
ij−1)/2+p+1e−a2/9t (a/t)
 C3e−tλ0/2e−a
2/9t (a/t).
The remained cases are similarly shown. Gathering those estimates, finally we obtain
(∂/∂a)∂αx ∂
α′
x′ Ea(,0) 
((−/∂2
gZ
(0)
)
Ea(,0)
)(i1/2),...,(ip/2) =O(e−tλ0/2e−a2/9t (a/t)),
which implies the estimate (4.34). And, we have thus finished the proof of (4.30). Remark the
comment preceding (4.32).
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(4.21)+ (4.20)
=
m0+1∑
m=0
εm/2
{O((1 + r(x′,P 0)))me−tλ0e−(r(x,x′)−r¯)2/C1t )+O(e−tλ0e−a2/9t)}
+ εm0+2O(an+2+2(m0+2)tNe−(r(x,x′)−r¯)2/C1t): r(x, x′) > r¯ (4.38)
with x ∈N m0+3
P 0
=NP 0 , hence, with r¯ < r(x, x′) < (m0 +2)(r¯ +a). The estimate of (4.21) with
“r(x, x′) > r¯”: Here we use (4.25), (4.26) with m0 = 1. We set
∂αx ∂
α′
x′ Ea(,0) 
(−/˜∂2
gZ
(ε)
Ea(,0)
)m0+1  (−/˜∂2
gZ
(ε)
Ea(, ε)
)
=
∫
dt1 . . . dtm0+2 ∂αx Ea
(
,0, x,Q1
)

(−/˜∂2
gZ
(ε)
Ea
(
,0,Q1,Q2
))
 · · ·

(−/˜∂2
gZ
(ε)
Ea
(
,0,Qm0+1,Qm0+2
))
 ∂α
′
x′
(−/˜∂2
gZ
(ε)
Ea
(
, ε,Qm0+2, x′
))
=
m0+3∑
i=1
∫
dt1 . . . dtm0+2
∫
r(Qi−1,Qi)r(x,x′)/(m0+3)
dgZ(0)
(
Q1
)
. . . dgZ(0)
(
Qm0+2
)
≡
m0+3∑
i=1
∫
dt1 . . . dtm0+2
∫
(i)
.
Then, similarly to the estimation of (4.21) with “no condition,” we have
∣∣∣∣ ∫ dt1 . . . dtm0+2 ∫
(1)
∣∣∣∣
(0)
 C
(
εa2
)m0+2 ∫ dt1 . . . dtm0+2 ∫
(1)
∣∣〈/∂ [(n+2)/2]+|α′|+1+2(m0+2)
gZ
(0),Q
1
〉
∂αx Ea
(
,0, x,Q1
)∣∣
(0),L2(Q1)
= C(εa2)m0+2 ∫ dt1 . . . dtm0+2
× ∣∣〈/∂ [(n+2)/2]+|α|+|α′|+1+2(m0+2)
gZ
(0),Q
1
〉
Ea
(
,0, x,Q1
)∣∣
(0),L2(r(x,x′)/(m0+3)+ar(x,Q1)r(x,x′)/(m0+3))
 C1(εa2)m0+2tm0+2a(n+2)/2e−(r(x,x
′)/(m0+3))2/8t
 C1εm0+2a(n+2)/2+2(m0+2)tm0+2e−(r(x,x
′)−r¯)2/(m0+3)28t ,
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(2)
∣∣∣∣
(0)
 Cm0+2
(
εa2
)m0+2 ∫ dt1 . . . dtm0+2 ∫
(2)
∣∣〈/∂ [(n+2)/2]+|α|+|α′|+1+2(m0+2)
gZ
(0),Q
1
〉
×Ea
(
,0,Q1,Q2
)∣∣
L2(Q1∈N
P 0 ),L
2(r(x,x′)/(m0+3)+ar(Q1,Q2)r(x,x′)/(m0+3))
 C
(
εa2
)m0+2tm0+2an+2e−(r(x,x′)/(m0+3))2/8t
= Cεm0+2an+2+2(m0+2)tm0+2e−(r(x,x′)−r¯)2/(m0+3)28t ,
etc. Thus, the term (4.21) with “r(x, x′) > r¯” appears as the term εm0+2O(an+2+2(m0+2)tN
e−(r(x,x′)−r¯)2/C1t ) in (4.38). The estimate of (4.20) with “r(x, x′) > r¯”: We want to show that
it produces the first term in the right-hand side of (4.38). To do so, according to the comment
preceding (4.32), it suffices also to show the following estimates (4.40), (4.41). That is, we have
m0+1∑
m=0
∂αx ∂
α′
x′ Ea(,0) 
(−/˜∂2
gZ
(ε)
Ea(,0)
)m
=
m0+1∑
m=0
∂αx ∂
α′
x′ Ea(,0)

( ∑
2i<i0
εi/2
(−(/∂2
gZ
(0)
)(i/2))
Ea(,0)+ εi0/2
(−(/∂2
gZ
(0)
)(i0/2))(θε1/2)Ea(,0))m
=
m0+1∑
m=0
εm/2
∑
m=i1+···+ip
∂αx ∂
α′
x′ Ea(,0) 
(−(/∂2
gZ
(0)
)(i1/2))Ea(,0)  · · ·  (−(/∂2gZ
(0)
)(ip/2))Ea(,0)
+ εm0+2O(an+2+2(m0+2)tm0+2e−(r(x,x′)−r¯)2/(m0+3)28t)
≡
m0+1∑
m=0
εm/2
∑
m=i1+···+ip
∂αx ∂
α′
x′ Ea(,0) 
((−/∂2
gZ
(0)
)
Ea(,0)
)(i1/2),...,(ip/2)
+ εm0+2O(an+2+2(m0+2)tm0+2e−(r(x,x′)−r¯)2/(m0+3)28t)
=
m0+1∑
m=0
εm/2
∑
m=i1+···+ip
∂αx ∂
α′
x′ Ed(,0) 
((−/∂2
gZ
(0)
)
Ed(,0)
)(i1/2),...,(ip/2) (d = r(x, x′)− r¯)
+
m0+1∑
m=0
εm/2
a∫
d
da(∂/∂a)
∑
m=i1+···+ip
∂αx ∂
α′
x′ Ea(,0) 
((−/∂2
gZ
(0)
)
Ea(,0)
)(i1/2),...,(ip/2)
+ εm0+2O(an2+2(m0+2)tm0+2e−(r(x,x′)−r¯)2/(m0+3)28t). (4.39)
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∂αx ∂
α′
x′ Ed(,0) 
((−/∂2
gZ
(0)
)
Ed(,0)
)(i1/2),...,(ip/2)
=O(e−tλ0e−(r(x,x′)−r¯)2/(p+1)28t) (d = r(x, x′)− r¯), (4.40)
a∫
d
da(∂/∂a) ∂αx ∂
α′
x′ Ea(,0) 
((−/∂2
gZ
(0)
)
Ea(,0)
)(i1/2),...,(ip/2)
=O(e−tλ0e−(r(x,x′)−r¯)2/9t)+O(e−tλ0e−a2/9t). (4.41)
Using (4.36), let us show (4.40) first. Set
∂αx ∂
α′
x′ Ed(,0) 
(
/∂2
gZ
(0)
)(i1/2)Ed(,0)  · · ·  (/∂2gZ
(0)
)(ip/2)Ed(,0)
=
∫
dt1 . . . dtp ∂
α
x Ed(,0, x,Q1) 
(
/∂2
gZ
(0)
)(i1/2)Ed(,0,Q1,Q2)  · · ·

(
/∂2
gZ
(0)
)(ip−1/2)Ed(,0,Qp−1,Qp)  (/∂2gZ
(0)
)(ip/2)∂α′x′ Ed(,0,Qp,x′)
=
p+1∑
q=1
∫
dt1 . . . dtp
r(Qq
′−1,Qq′ )r(x,x′)/(p+1),q ′<q∫
r(Qq−1,Qq)r(x,x′)/(p+1)
dgZ(0)(Q
1) . . . dgZ(0)
(
Qp
)
≡
p+1∑
q=1
∫
dt1 . . . dtp
∫
(q)
.
Then, similarly to the estimation of (4.33), we have∣∣∣∣ ∫ dt1 . . . dtp ∫
(1)
∣∣∣∣
(0)
 Cdi1+···+ip
∫
dt1 . . . dtp
∫
(1)
∣∣∂αx 〈/∂ [(n+2)/2]+|α′|+1+2pgZ
(0),Q
1
〉
Ed
(
,0, x,Q1
)∣∣
(0),L2(Q1)
 C1d(n+2)/2+me−λ0t tm0+2e−(r(x,x
′)/(p+1))2/8t C2e−λ0t/2e−(r(x,x
′)−r¯)2/(p+1)29t ,
etc. That is, we obtain the estimate (4.40). Also the estimate (4.41) can be shown similarly to that
of (4.34). Hence we obtain the estimate (4.38) too.
We have thus obtained the expansions (4.27), (4.28) because (4.29), (4.30) imply (4.27) and
(4.29), (4.38) imply (4.28). Using the expansions, we can now show (2.22), (2.23) for E with
t  T0 in the following way. The case “with no condition”: We will take the parameter a with
a2 = (m0 + 2)(9/2)t |log ε|
(
> r(x, x′)2
)
, hence, e−a2/9t = ε(m0+2)/2. (4.42)
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∂α∂α
′
E(t, ε, x, x′)
=
m0+1∑
m=0
εm/2
{O((1 + r(x′,P 0))me−tλ0(t−(n+2+N ′)/2 + 1))+ ε(m0+2)/2O(e−tλ0)}
+ εm0+2|log ε|(n+2+m0+2)/2O(tN+(n+2+m0+2)/2)+ ε(m0+2)/2O(1)
=
m0∑
m=0
εm/2O((1 + r(x′,P 0))me−tλ0(t−(n+2+N ′)/2 + 1))+ ε(m0+1)/2O(tN+(n+2+m0+2)/2)
(4.43)
(T0  t < ∞, and “with no condition”).
Referring to the comment following (4.28), note that the coefficients of εm/2 (0mm0) in the
last line do not depend on ε1/2. Thus we obtained the estimates (2.22), (2.23) for E with t  T0
and “with no condition.” The case “r(x, x′) > r¯”: We will take the parameter a with
a2 = (r(x, x′)− r¯)2(9/C1)+ (m0 + 2)(9/2)t |log ε|( 2(m0 + 2)(9/2)t |log ε|), (4.44)
hence, e−a2/9t = ε(m0+2)/2e−(r(x,x′)2−r¯)2/C1t
where C1 > 0 is the constant appearing at (4.28). (Here we take ε0 > 0 and T0 > 0 such that,
if (ε1/2, t) ∈ (0, ε1/20 ] × [T0,∞), then we have (r(x, x′) − r¯)2(9/C1) (m0 + 2)(9/2)t |log ε|.)
Then (4.28) gives the expansion
∂α∂α
′
E(t, ε, x, x′)
=
m0+1∑
m=0
εm/2
{O((1 + r(x′,P 0))me−tλ0e−(r(x,x′)−r¯)2/C1t)
+ ε(m0+2)/2O(e−tλ0e−(r(x,x′)2−r¯)2/C1t)}
+ εm0+2|log ε|(n+2+m0+2)/2O(tN+(n+2+m0+2)/2e−(r(x,x′)−r¯)2/C1t)
+ ε(m0+2)/2O(tNe−(r(x,x′)2−r¯)2/C1t)
=
m0+1∑
m=0
εm/2e−(r(x,x′)−r¯)2/C1tO((1 + r(x′,P 0))me−tλ0)
+ ε(m0+1)/2e−(r(x,x′)2−r¯)2/C1tO(tN+(n+2+m0+2)/2e−tλ0) (4.45)(
T0  t < ∞, and “r(x, x′) > r¯”
)
.
Note that the coefficients of εm/2 (0mm0) in the last line also do not depend on ε1/2. Thus
we obtained the estimates (2.22), (2.23) for E with t  T0 and with “r(x, x′) > r¯ .”
We have thus finished the proofs of the estimates (2.22), (2.23) for E with t  T0.
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E(t, (m0 + 1)/2 : . . .) holds because there is no (I, J ) satisfying |(I, J )|m0 + 1 (> n). Then
consider E(t,m/2 : . . .) with mm0. Observing (4.32) and its preceding comment, its top de-
gree as a differential form in the M-direction, i.e., max{|(I, J )| | E(t,m/2 : . . .)(I,J ) = 0}, is
certainly equal to such a top degree of∑
m=m1+m2
∑
m1=i1+···+ip
(m2/2:),x′ 
−1
(0),x′ Ea(,0)Ea(,0) 
((−/∂2
gZ
(0)
)
Ea(,0)
)(i1/2),...,(ip/2), (4.46)
so that let us inquire into the latter top degree. Referring to (4.11) and (4.13), the degree of
Ea(,0) is clearly zero. This fact and (4.25) imply that, denoting by mj the number of what are
equal to j ( 2) among i1, i2, . . . , ip ( 2 inevitably), and by k the top degree of (4.46), we have
k  2(m2 +m3)+ 4(m4 +m5 + · · ·) 2m2 + 3m3 + 4m4 + 5m5 + · · · = m.
Moreover, if k = m, then we have k = 2(m2 +m3)+ 4(m4 +m5 + · · ·) = m, which is certainly
even. Thus, when m0  n, (3) holds. And clearly this implies that (3) holds even if m0 < n. 
Proof of Proposition 2.2 for E(t, ε) with t small. We have only to show the estimate (2.24),
which implies (2.22), (2.23) with t small. Hereafter we assume 0 < t  T0 and intend to show
the estimate (2.24) by constructing the kernel concretely using the well-known Levi method.
In constructing it, keep in mind the facts that the manifold Z = Z(p0) is non-compact and the
operator /∂2
gZ
(ε)
has the extra parameter ε.
Now, consider the parabolic equation (0.3) for /∂2
gZ
(ε)
with ψ0 ∈ L2Γ (∧T ∗M⊗π /SgV with gZ(ε))
and its formal solution at each point x′ ∈ Z, E(t, ε, x, x′) = qgZ
(ε)
(t, x, x′)
∑∞
i=0 t iEi (ε, x, x′)
with qgZ
(ε)
(t, x, x′) = (4πt)−(n+2)/2e−r(ε)(x,x′)2/4t and
Ei (ε, x, x
′) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
GgZ
(ε)
(x, x′)−1/4ιgZ
(ε)
(x, x′) (i = 0),
−GgZ
(ε)
(x, x′)−1/4ιgZ
(ε)
(x, x′)
∫ 1
0 ds s
i−1ιgZ
(ε)
(
sx(ε, x, x′), x′
)−1
× (G1/4
gZ
(ε)
/∂2
gZ
(ε)
Ei−1(ε)
)(
sx(ε, x, x′), x′
)
(i > 0)
≡
∑
eIb(ε)(x)⊗ eJb (ε)(x′) · Ei
(
eb(ε) : ε, x, x′
)
(I,J )
≡
∑(
dxb
)I
(x)⊗ (dxb)J (x′) · Ei (ε, x, x′)(I,J )
=
m0∑
m=0
εm/2Ei (m/2 : x, x′)+ ε(m0+1)/2Ei (m0 + 1)/2 : ε1/2, x, x′), (4.47)
Ei (m/2 : ·, x, x′) =
∑(
dxb
)I
(x)⊗ (dxb)J (x′) · Ei (m/2 : ·, x, x′)(I,J ) (4.48)
where x(ε) = x(ε, ·, x′) is the gZ(ε)-normal coordinates at x′ with (∂/∂x(ε)i)x′ = ebi (ε, ι∗εA)x′ ,
ιgZ (x, x
′) is the ∇/SgZ(ε) -parallel transport from x′ to x and we set GgZ (x, x′) ≡ det(gZ(ε)(∂/∂x(ε)i ,(ε) (ε)
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tegers m0, N , there exists a constant C > 0 satisfying∣∣∂α∂α′Ei (m/2 : ·, x, x′)∣∣(0)  C(1 + r(x, x′))m(1 + r(x′))m (4.49)(
0 ∀mm0 + 1, ∀i N, ∀(x, x′) ∈ Z ×Z
)
.
Actually, consider the parabolic equation (0.3) for /∂2
gZε
with ψ0 ∈ L2Γ (∧T ∗M ⊗π /SgV with
gZε ), its formal solution at each point x′ ∈ Z, E(t, ε, x, x′) = qgZε (t, x, x′)
∑∞
i=0 t iEi (ε, x, x′) with
Ei (ε, x, x′) ≡∑ eIbε(x)⊗ eJbε(x′) · Ei (ebε : ε, x, x′)(I,J ) and the expression similar to (4.47). Ob-
serving (3.8), the derivatives of Ei (ebε : ε, x, x′)(I,J ) with respect to ε1/2, x, x′ are all bounded
from above on [0, ε1/20 ] ×Z ×Z( (ε1/2, x, x′)), and, similarly to (4.3), we have
Ei
(
eb(ε) : ε, x, x′
)
(I,J )
= Ei
(
ebε : ε, ιε(x), ιε(x′)
)
(I,J )
. (4.50)
These facts, together with the expansion of eb(ε) (see (4.3) and (2.3)), certainly imply (4.49).
Meanwhile, the Gaussian kernel part of the formal solution E(t, ε, x, x′) can be expanded as
qgZ
(ε)
(t, x, x′) =
m0∑
m=0
εm/2qgZ
(m/2:)
(t, x, x′)+ ε(m0+1)/2qgZ
((m0+1)/2:ε1/2)
(t, x, x′), (4.51)
qgZ
(m/2:·)
(t, x, x′)
= qgZ
(0)
(t, x, x′)
3|αi |∑
0∑ |αbi |+|βb|m+2
(x − x′)α1
t
· · · (x − x
′)αa
t
(
x′b
)βb · qα,βb
gZ
(m/2:·)
(
xf , x′f
) (4.52)
(a  1 if m 1)
because we have the series expansion
r(ε)(x, x
′)2 = rgZε
(
ιε(x), ιε(x
′)
)2 = r(0)(x, x′)2 + ∞∑
m=2
εm/2r(2),gZ
(0)
(m/2 : x, x′) with (4.53)
r(2),gZ
(0)
(m/2 : x, x′) =
3|α|∑
0<|αb|+|βb|m+2
(x − x′)α(x′b)βb · rα,βb
(2),gZ
(0)
(
m/2 : xf , x′f )
which comes from (3.9) by the same argument as in (4.3).
Now, let us take a parametrix of ∂/∂t + /∂2
gZ
(ε)
as usual. That is, let ϕ be the cut-off function
taken in the proof of Proposition 2.1 and let us set
E˜(N)(t, ε, x, x
′) ≡ ϕ(r(ε)(x, x′)2)qgZ
(ε)
(t, x, x′)
N∑
i=0
t iEi (ε, x, x
′)
=
∑
mm0
εm/2E˜(N)(t,m/2 : x, x′)+ ε(m0+1)/2E˜(N)
(
t, (m0 + 1)/2 : ε1/2, x, x′
)
(4.54)
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E˜(N)(t,m/2 : ·, x, x′) ≡
∑(
dxb
)I
(x)⊗ (dxb)J (x′) · E˜(N)(t,m/2 : ·, x, x′)(I,J ) (4.55)
where N > 0 is sufficiently large. Then, for given α, α′, there exists a constant C > 0 satisfying∣∣∂α∂α′E˜(N)(t,m/2 : ·)∣∣(0)  C(1 + r(x′))mt−(n+2+|α|+|α′|)/2+(1−δ0m)/2e−r(x,x′)2/5t (4.56)(
0 ∀ε1/2  ε1/20 , 0 < ∀t  T0, 0 ∀mm0 + 1, ∀(x, x′) ∈ Z ×Z
)
.
Moreover, if N > (n + 2)/2, then (∂/∂t + /∂2
gZ
(ε)
)E˜(N)(t, ε, x, x
′) can be extended continuously
to [0, T0] ×Z ×Z( (t, x, x′)) and there exists a constant C > 0 satisfying∣∣∣∣ ∫
Z
〈
E˜(N)(t, ε, x, x
′),ψ(x′)
〉
(ε)
dgZ(ε)(x
′)−ψ(x)
∣∣∣∣
(0)
Ct1/2 sup
x′∈Z
∣∣ϕ(r(ε)(x, x′)2)ψ(x′)∣∣(0) (4.57)
(
0 ∀ε1/2  ε1/20 , 0 < ∀t  T0, ∀(x, x′) ∈ Z ×Z
)
.
(4.56) comes from (4.49), (4.52) (t (1−δ0m)/2 appears in (4.56) because of the conditions “a  1 if
m  1” and 3  |αi |), and the expansion ϕ(r(ε)(x, x′)2) = ϕ(r(0)(x, x′)2) +∑m0m2 εm/2r(2),gZ(0)
(m/2 : x, x′)ϕ(m)(r(0)(x, x′)2) + ε(m0+1)/2ϕ((m0 + 1)/2 : ε1/2, x, x′) (see (4.53)). (4.57) comes
from the usual argument by referring to (4.49) with m0 = −1 (that is, (4.47) is bounded on
Z ×Z).
Here, taking care of the management of (1 + r(x′))m appearing in (4.56), let us repeat the
operation of convolution again and again as usual to obtain the fundamental solution. We set(
L(N)(, ·)
)1
(t, ε, x, x′) = (∂/∂t + /∂2
gZ
(ε)
)
E˜(N)(t, ε, x, x
′),(
L(N)(, ·)
)q
(t, ε, x, x′)
= (L(N)(, ·) (·) (L(N)(, ·))q−1)(t, ε, x, x′)
=
t∫
0
dt1
∫
Z
dgZ(ε)
(
Q1
) 〈
L(N)
(
t − t1, ε, x,Q1
)
,
(
L(N)(, ·)
)q−1(
t1, ε,Q
1, x′
)〉
(ε)
,
L(N)(t, ε, x, x′) =
∞∑
q=1
(−1)q(L(N)(, ·))q(t, ε, x, x′),
(
e
−t/∂2
gZ
(ε)
)
(N)
(x, x′)
= E˜(N)(t, ε, x, x′)+
(
E˜(N)(, ·) (·) L(N)(, ·)
)
(t, ε, x, x′)
= E˜(N)(t, ε, x, x′)+
∑
mm0
εm/2
(
E˜(N)(, ·) (·) L(N)(, ·)
)
(t,m/2 : x, x′)
+ ε(m0+1)/2(E˜(N)(, ·) (·) L(N)(, ·))(t, (m0 + 1)/2 : ε1/2, x, x′)
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m0∑
m=0
εm/2
(
e
−t/∂2
gZ
(m/2:)
)
(N)
+ ε(m0+1)/2(e−t/∂2gZ((m0+1)/2:ε1/2) )
(N)
. (4.58)
We find that, if N > (n + 2)/2 + N0, then (E˜(N)(, ·) (·) L(N)(, ·))(t,m/2 :) can be extended
smoothly of class (Ca,C|α|, C|α′|) ((|α|+ |α′|)/2 + a N0) to [0, T0]×Z×Z( (t, x, x′)) and
there exists a constant C > 0 satisfying
∣∣(∂/∂t)a∂α∂α′(E˜(N)(, ·) (·) L(N)(, ·))(t,m/2 : ·)∣∣(0)
 C
(
1 + r(x′))mtN−(n+2+|α|+|α′|)/2−ae−r(x,x′)2/5t (4.59)(
0 ∀ε1/2  ε1/20 , 0 < ∀t  T0, 0 ∀mm0 + 1, ∀(x, x′) ∈ Z ×Z
)
.
Using the standard argument, (4.57) and (4.59) yield that, if N > (n + 2)/2 + 2, then we have
e
−t/∂2
gZ
(ε) = (e
−t/∂2
gZ
(ε) )(N). That is, (4.59) is certainly equal to the C∞-kernel of e
−t/∂2
gZ
(ε) and, now,
(4.56) and (4.59) imply (2.24). 
5. Proofs of Theorems 1.1, 1.3
First let us prove Theorem 1.1.
Proof of Theorem 1.1. Clearly (3.24) implies (1.13). As for (1.14): (2.15), (2.33) and (2.28),
(2.31) with m0 = −1 imply
∣∣∂α∂α′e−t/∂2gZ(p0)ε (x,0)∣∣
gZ(p
0)
 C
ε(|αb|+|α′b|)/2
∣∣∂α∂α′K(0/2:ε1/2)(t, ι−1ε (x),0)∣∣gZ(p0)
 C1
ε(|αb|+|α′b|)/2
(
1
t (n+2+|α|+|α′|)/2
+ tN
){1: (with no condition),
e
−(r
gZ(p
0) (ι
−1
ε (x),0)−r¯)2/C2t
: r
gZ(p
0) (ι
−1
ε (x),0) > r¯
and we have r
gZ(p
0) (ι
−1
ε (x),0) = r
g
Z(p0)
ε
(P ,P 0). Hence, observing (2.4), we obtain (1.14). As for
(1.15): Using (2.32) with m0 = −1, similarly we have
∣∣∂α∂α′e−t/∂2gZ(p0)ε (x,0)∣∣
gZ(p
0) 
Ce
−r
gZ(p
0) (ι
−1
ε (x),0)2/5t
ε(|αb|+|α′b|)/2t (n+2+|α|+|α′|)/2
.
Hence, again considering (2.4), we obtain (1.15). 
Hereafter the purpose is to prove Theorem 1.3. Let us start with investigating /∂(ε) ≡ 1−1ε ◦
/∂gZ ◦ 1ε , etc. where 1ε is the bundle isomorphism given at (2.26).
(ε)
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(1) Referring to (4.1)–(4.3), we have
1−1ε ◦ ρgZ
(ε)
(
eib
(
ε, ι∗εA
))
◦ 1ε = ε−1/2
(
eib ∧ −εeib∨
)≡ ε−1/2ρ(ε)(eib),
1−1ε ◦ ρgZ
(ε)
(
ekf
(
ε, ι∗εA
))
◦ 1ε = ρgZ
(
ekf (A)
)≡ ρ(ε)(ekf (A)), (5.1)
∇(ε)
ebi (ε,ι
∗
εA)(x)
≡ 1−1ε ◦ ∇
/S
gZ
(ε)
ebi (ε,ι
∗
εA)(x)
◦ 1ε
= ebi
(
ε, ι∗εA
)
(x)+ ε
−1/2
4
∑
C
(∇gM )(ebi )i2i1(ιε(x))ρ(ε)(ei1b )ρ(ε)(ei2b )
+ ε1/2{νu(A(ebi ))−ωCP (ν(A(ebi )))}(ιε(x))ρ(ε)(τgV (A))
+ ε
1/2
2
ρ(ε)
(
ν
(
eib ∨ FA
))(
ιε(x)
)
, (5.2)
∇(ε)
e
f
k (x)
≡ 1−1ε ◦ ∇
/S
gZ
(ε)
e
f
k (x)
◦ 1ε
= efk (x)+
1
2
ωCP
(
e
f
k
)(
xf
)
ρ(ε)
(
τgV (A)
)+ 1
2
ρ(ε)
(
νk(FA)
)(
ιε(x)
)
, (5.3)
(
/∂(ε)
)2 = −∑(∇(ε)ei (ε,ι∗εA)∇(ε)ei (ε,ι∗εA) − ∇(ε)∇gZ(ε)
ei (ε,ι
∗
εA)
ei (ε,ι
∗
εA)
)+ κgZ(ε)
4
(5.4)
where we set ρ(ε)(ν(FA))(ιε(x)) = 12
∑
νk(FA(e
b
i , e
b
j ))(ιε(x))ρ
(ε)(ekf (A))ρ
(ε)(eib)ρ
(ε)(e
j
b),
τgV (A) =
√−1e1f (A)∧ e2f (A) (the complex volume element), etc.
(2) ∇(ε)ei (ε,ι∗εA)(x), (/∂(ε))2, etc. are all C∞ with respect to ε1/2 near ε1/2 = 0 and, referring to(1.20) and (1.23), we have
lim
ε→0∇
(ε)
ei (ε,ι
∗
εA)(x)
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂
∂xbi
+ 1
4
∑
xbj R
gM
ji
(
p0
)≡ ∇(0)
∂/∂xbi
,
e
f
k (x)+
1
2
ωCP
(
e
f
k
)(
xf
)
ρgZ
(
τgV (A)
)+ 1
2
νk(FA)p0 ≡ ∇(0)
e
f
k (x)
(i = n+ k),
(5.5)
(
/∂(0)
)2 ≡ lim
ε→0
(
/∂(ε)
)2 = −∑(∇(0)
∂/∂xbi
)2 −∑(∇(0)
e
f
k
∇(0)
e
f
k
− ∇(0)
∇gV
e
f
k
e
f
k
)+ 1
2
= −
∑(∇(0)
∂/∂xbi
)2 +A2
p0 ≡
(
/∂
(0)
gM
)2 +A2
p0 . (5.6)
Remark. Significantly /∂(ε) = 1−1ε ◦/∂gZ
(ε)
◦1ε = 1−1ε ◦ι∗ε ◦/∂gZε ◦(ι∗ε)−1 ◦1ε coincides with the Getzler
transformation [5,12] of /∂gZε . Our study up to now would assert that, to study the kernel e
−t/∂2
gZε ,
our interpretation of the transformation is more appropriate than the original one which we review
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gives a pointwise isometry bε : /SgZ ∼= /SgZε to which we referred at the comment following (1.12).
Then /∂gZε is transformed into
b−1ε ◦ /∂gZε ◦ bε = ε1/2
∑
ρgZ
(
eib
)∇/SgZ⊕
ebi (A)
+
∑
ρgZ
(
ekf (A)
)∇/SgZ⊕
e
f
k
− ε
2
ρgZ
(
ν(FA)
)
acting on Γ (
∧
T ∗0 M ⊗π /SgV )(= Γ (
∧
T ∗M ⊗π /SgV ), (dxb)I ⊗ h(xb, xf ) ↔ eIb(xb) ⊗
h(xb, xf )) (see [5, (4.26)], [11, (1.3)]), where ∇/SgZ⊕ is the spinor connection associated
to ∇gZ⊕ and we regard ρgZ(eib) as dxbi ∧−dxbi ∨. Further let Tε be the transformation of∧
T ∗0 M ⊗π /SgV given by (dxb)I ⊗ h(xb, xf ) → ε−|I |/2(dxb)I ⊗ h(ε1/2xb, xf ). Then it is
Tε ◦ (b−1ε ◦ /∂gZε ◦ bε) ◦ T −1ε that is the original definition of the Getzler transformation of /∂gZε or
b−1ε ◦ /∂gZε ◦ bε . The difference between the original one and ours thus lies in which we choose,
the isometry bε or the inclusion (1.8).
Proof. As for (1): For ψ = eIb ⊗ h which belongs to the right-hand side of (2.5), we have
1−1ε ◦ eib(ε)∧ ◦1εψ(x) = 1−1ε ◦ eib(ε)∧
(
ε1/2eb(ε)
)I ⊗ h(x) = ε−1/2eib ∧ψ(x),
1−1ε ◦ eib(ε)∨ ◦1εψ(x) = 1−1ε ◦ eib(ε)∨
(
ε1/2eb(ε)
)I ⊗ h(x) = ε1/2eib ∨ψ(x). (5.7)
Thus we get the formula in the first line of (5.1). Its second line is obvious. (4.2), (4.3) and (3.8)
imply (5.2) and (5.3), which, together with (4.2), yield (5.4). As for (2): By an easy computation
(see the expansion at (1.3)), we have
C
(∇gM )(ebi )i2i1(x) = gM(ebi2,∇gMebi ebi1)(x) = 12 ∑xbj RgMi2i1ji(0)+O(|x|2), (5.8)
which, with referring to (4.3), implies (2). 
Now, let us regard (2.29) and the right-hand side of (1.24) denoted K(0)(t, x, x′) =∑ eIb(x) ·
K(0)(t, x, x′)I =∑ eIb(x) · detvb(x′) ·KMV (t, x, x′)I as cross-sections of (4.4), i.e.,
E(0)(t, x, x′) ≡
∑
eIb(x)⊗ eJb (x′) ·K
(
t,
∣∣(I, J )∣∣/2 : x, x′)
(I,J )
with(
E(0)(t)ψ
)
(x) =
∫
Z
〈
E(0)(t, x, x′),ψ(x′)
〉
gZ
dgZ(x′),
(5.9)
E(0)(t, x, x
′) ≡ detvb(x′) ·EMV (t, x, x′) ≡
∑
eIb(x)∧ eJb (x)⊗ eJb (x′) ·K(0)(t, x, x′)I
≡
∑
eIb(x)⊗ eJb (x′) ·K(0)(t, x, x′)(I,J )
≡ detvb(x′)
∑
eIb(x)⊗ eJb (x′) ·KMV (t, x, x′)(I,J ) with (5.10)
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E(0)(t)ψ
)
(x) =
∫
Z
〈
E(0)(t, x, x
′),ψ(x′)
〉
gZ
dgZ(x′)
=
∫
Z
〈
EMV (t, x, x′),ψ(x′)
〉
gZ
dgZ(0)(x
′).
Then what Theorem 1.3 asserts is their coincidence. We wish to show it by the standard method,
that is, by proving that each of them defines a (C0) semi-group of the parabolic equation (0.3)
for (/∂(0))2 and such a (C0) semi-group exists uniquely. But, there is a serious obstruction to
such a method. If ε > 0, then, with no obstruction, certainly the parabolic equation (0.3) for
(/∂(ε))2 with ψ0 ∈ L2Γ (∧T ∗M ⊗π /SgV with gZ) has a unique (C0) semi-group with C∞-
kernel e−t (/∂(ε))2 = E(ε)(t, x, x′) ≡∑ eIb(x)⊗ eJb (x′) ·E(ε)(t, x, x′)(I,J ) which is (2.27) regarded
as a cross-section of (4.4), i.e.,(
∂
∂t
+ (/∂(ε))2)E(ε)(t, x, x′) = 0, E(ε)(t)ψ → ψ in L2 (t → 0). (5.11)
This comes from the property of /∂2
gZ
(ε)
through the transformation 1ε (see (2.27) around), or more
straightforwardly, from the fact that the coefficients of the expression of (/∂(ε))2 with ε > 0 (using
the frame eb ⊗ s(ef )) satisfy the condition (2.3). Now, unfortunately the coefficients of such a
expression of (/∂(0))2 do not satisfy it (observe the existence of xbj at (5.5)). More clearly, by
observing (1.23), etc., we know that (5.10), which is expected to be a (C0) semi-group of the
parabolic equation (0.3) for (/∂(0))2, may not transform L2Γ (∧T ∗M ⊗π /SgV with gZ) to itself,
or what is worse, for some element ψ of it, the integral in the definition of E(0)(t)ψ may diverge.
It is the idea of using (not the L2-space but) the space of rapidly decreasing cross-sections that
overcomes such a serious obstruction. That is, let us consider the Fréchet space
S ≡
{
ψ ∈ Γ
(∧
T ∗M ⊗π /SgV
) ∣∣∣ lim
r(P )→∞
∣∣(1 + r(P ))∂αψ(P )∣∣
(0) = 0 (∀,∀α)
}
(5.12)
with semi-norms p,α(ψ) ≡ supP∈Z
∣∣(1 + r(P ))∂αψ(P )∣∣
(0), S ≡ {p,α}
where we put r(P ) ≡ r(0)(P ,P 0), and the parabolic equation with initial condition(
∂
∂t
+ (/∂(0))2
)
ψ = 0, ψ |t=0 = ψ0 ∈ S. (5.13)
Then we want to show that (5.9) determines its (C0) semi-group with C∞-kernel. As a prelimi-
nary we have
Lemma 5.2. Let S(0) = {p(0),k} be another family of semi-norms of S consisting of p(0),k(ψ) ≡
supP∈Z |(1 + r(P ))(/∂(0))2kψ(P )|(0). Then the two kinds of families S and S(0) are equivalent
to each other.
Proof. It suffices to show that, for given , k and α, there exist i, ki, αi (1  i  N ) and a
constant C > 0 satisfying
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(0)
,k(ψ) C
N∑
i=1
pi,αi (ψ), p,α(ψ) C
N∑
j=1
p
(0)
j ,kj
(ψ) (∀ψ ∈ S). (5.14)
The first inequality will be obvious. As for the second inequality: It will suffice to prove that, for
given α and β , there exists a constant C > 0 satisfying
∣∣xα(∂/∂x)βψI (x)∣∣(0)  C |β|∑
k=0
p
(0)
N+|α|,k(ψ)
(
∀ψ =
∑
eIb ⊗ψI ∈ S
)
. (5.15)
(Note that the first inequality at (5.14) implies p(0)N+|α|,k(ψ) < ∞.) Set Rji = Rg
M
ji (p
0) and note
that we have
(
/∂(0)
)2
ψ =
∑
eIb ⊗
(
−
∑
i
(
∂/∂xbi
)2 + /∂2
gV
)
ψI +
(
−1
2
∑
i,j,I
Rjie
I
b ⊗ xbj
(
∂/∂xbi
)
ψI
−
∑
k,I
νk(FA)e
I
b ⊗ ∇
/S
gV
e
f
k
ψI
)
+
∑
I
(
− 1
16
∑
i
(∑
j
Rjix
b
j
)2
+ 1
4
ρ(0)
(
ν(FA)
)2)
eIb ⊗ψI
=
(
−
∑
i
(
∂/∂xbi
)2 + /∂2
gV
)
ψ∅ +
∑
‖I‖=1
eIb ⊗
(
−
∑
i
(
∂/∂xbi
)2 + /∂2
gV
)
ψI
+
{
−1
2
∑
i,j
Rji ⊗ xbj
(
∂/∂xbi
)
ψ∅ −
∑
k
νk(FA)⊗ ∇
/S
gV
e
f
k
ψ∅
+
∑
‖I‖=2
eIb ⊗
(
−
∑
i
(
∂/∂xbi
)2 + /∂2
gV
)
ψI
}
+
{
−1
2
∑
i,j,‖I‖=1
Rjie
I
b ⊗ xbj
(
∂/∂xbi
)
ψI
−
∑
k,‖I‖=1
νk(FA)e
I
b ⊗ ∇
/S
gV
e
f
k
ψI +
∑
‖I‖=3
eIb ⊗
(
−
∑
i
(
∂/∂xbi
)2 + /∂2
gV
)
ψI
}
+
{
− 1
16
∑
i
(∑
j
Rjix
b
j
)2
⊗ψ∅ + 14ρ
(0)(ν(FA))2 ⊗ψ∅
− 1
2
∑
i,j,‖I‖=2
Rjie
I
b ⊗ xbj
(
∂/∂xbi
)
ψI
−
∑
k,‖I‖=2
νk(FA)e
I
b ⊗ ∇
/S
gV
e
f
k
ψI +
∑
‖I‖=4
eIb ⊗
(
−
∑
i
(
∂/∂xbi
)2 + /∂2
gV
)
ψI
}
+ · · ·
≡
∑
eIb ⊗D0ψI +
∑ ∑
eIb ⊗
{ ∑
D(I,J )pψJ +D0ψI
}
(5.16)
‖I‖=0,1 p2 ‖I‖=p ‖J‖=p−2
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on Uf ( xf ), we will prove (5.15) by the induction with respect to |I |. First, as for (5.15) with
|I | = 0 or 1, the standard elliptic estimates for the elliptic operator D0 imply it, i.e.,∣∣xα(∂/∂x)βψI ∣∣(0)  C{p(0)N+|α|,0(ψI )+ p(0)N+|α|,0(D|β|0 ψI )}
 C
{
p
(0)
N+|α|,0(ψ)+ p(0)N+|α|,|β|(ψ)
}
.
As for (5.15) with |I | = 2: Expand (/∂(0))kψ as in (5.16). Then the coefficient of eIb (|I | = 2) is
equal to
∑
k1+k2=k−1 D
k1
0 D(I,∅)0Dk20 ψ∅ + Dk0ψI and we can apply (5.15) with |I | = 0 to the
part
∑
k1+k2=k−1 D
k1
0 D(I,∅)0Dk20 ψ∅. Hence, we have∣∣xα(∂/∂x)βψI ∣∣(0)  C1{p(0)N+|α|,0(ψI )+ p(0)N+|α|,0(D|β|0 ψI )}
 C1
{
p
(0)
N+|α|,0(ψI )+ p(0)N+|α|,0
( ∑
k1+k2=|β|−1
D
k1
0 D(I,∅)0Dk20 ψ∅ +D|β|0 ψI
)
+ p(0)N+|α|,0
( ∑
k1+k2=|β|−1
D
k1
0 D(I,∅)0Dk20 ψ∅
)}
 C1
{
p
(0)
N+|α|,0(ψ)+ p(0)N+|α|,|β|(ψ)+
|β|∑
k=0
p
(0)
N1+|α|,k(ψ)
}
.
Thus we have proved (5.15) with |I | = 2. In this way (5.15) is shown inductively. 
Then, as is desired, we have
Lemma 5.3. {E(0)(t)}0<t<∞ is the (C0) semi-group with C∞-kernel associated to the parabolic
equation (5.13). Hence we have(
∂
∂t
+ (/∂(0))2)E(0)(t, x, x′) = 0, (5.17)
and E(0)(t) gives a continuous linear map from S to itself, and, for given T0 > 0,  0 and α,
there exist C > 0, 0 > 0, β1, . . . , βN satisfying
p,α
(
E(0)(t)ψ −ψ) Ct1/2∑p+0,βi (ψ) (0 < ∀t  T0, ∀ψ ∈ S), (5.18)
and, moreover, we have
E(0)(t1)E
(0)(t2) = E(0)(t1 + t2) (0 ∀t1, ∀t2). (5.19)
Further, the semi-group is equicontinuous, that is, for given   0 and α, there exist C > 0,
0 > 0, β1, . . . , βN satisfying
p,α
(
E(0)(t)ψ
)
 C
∑
p+0,βi (ψ) (0 < ∀t < ∞, ∀ψ ∈ S). (5.20)
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∣∣∣∣ ∫
Z
〈(
1 + r(x))∂αx E(0)(t, x, x′),ψ(x′)〉gZ dgZ(x′)∣∣∣∣
(0)
 C1
∫
Z
〈(
1 + r(x))∣∣∂αx E(0)(t, x, x′)∣∣(0)∣∣ψ(x′)∣∣(0) dgZ(x′)
 C2
(
t−(n+2+|α|)/2 + 1)e−tλ0{ ∫
r(x,x′)2r¯
(
1 + r(x))(1 + r(x′))n∣∣ψ(x′)∣∣
(0) dg
Z
(0)(x
′)
+
∫
r(x,x′)2r¯
(
1 + r(x))(1 + r(x′))ne−(r(x,x′)−r¯)2/Ct ∣∣ψ(x′)∣∣
(0) dg
Z
(0)(x
′)
}
 C3
(
t−(n+2+|α|)/2 + 1)e−tλ0{ ∫
r(x,x′)2r¯
r(x, x′)
(
1 + r(x′))+n∣∣ψ(x′)∣∣
(0) dg
Z
(0)(x
′)
+
∫
r(x,x′)2r¯
(
r¯ + 1 + r(x′))+n(r(x, x′)− r¯)e−(r(x,x′)−r¯)2/Ct ∣∣ψ(x′)∣∣
(0) dg
Z
(0)(x
′)
}
 C4
(
t−(n+2+|α|)/2 + 1)e−tλ0{(2r¯)+n+2p+n,0(ψ)+ t/2p+n,0(ψ)}. (5.21)
That is, certainly E(0)(t)ψ belongs to S and the map E(0)(t) is continuous. Consider then the
Taylor expansions of the first equality at (5.11) and of E(ε)(t1)E(ε)(t2) = E(ε)(t1 + t2). Their
constant terms yield (5.17) and (5.19). Let us show the remained assertions below. First, we have
(
/∂(0)
)2(
E(0)(t)ψ
)
(x) = (E(0)(t)(/∂(0))2ψ)(x). (5.22)
Actually, if ε1/2 > 0, then we have
(
/∂(ε)
)2(
E(ε)(t)ψ
)
(x) =
∫
Z
〈(
/∂(ε)
)2
E(ε)(t, x, x′),ψ(x′)
〉
gZ
dgZ(x′)
= 1−1ε
∫
Z
〈(
/∂gZ
(ε)
)2
E(t, ε, x, x′),1εψ(x′)
〉
(ε)
dgZ(ε)(x
′)
= 1−1ε
∫
Z
〈
E(t, ε, x, x′), (/∂gZ
(ε)
)21εψ(x′)
〉
(ε)
dgZ(ε)(x
′)
= 1−1ε
∫
Z
〈
E(t, ε, x, x′),1ε
(
/∂(ε)
)2
ψ(x′)
〉
(ε)
dgZ(ε)(x
′)
= (E(ε)(t)(/∂(ε))2ψ)(x).
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exists an integer N > 0 satisfying∣∣(1 + r(x))((E(0)(t)ψ)(x)−ψ(x))∣∣
(0) Ct
1/2p(0)+N,0(ψ) (∀ψ ∈ S). (5.23)
As for the case  = 0: Referring to (2.22), (2.18), (4.57) and (4.59), we have∣∣(E(ε)(t)ψ)(x)−ψ(x)∣∣
(0)
=
∑
I
∣∣∣∣∑
J
∫
Z
〈
E(ε)(t, ε, x, x′)(I,J ),ψJ (x′)
〉
/S
gV
dgZ(x′)−ψI (x)
∣∣∣∣
(0)

∑∣∣∣∣∑
J
∫
Z
〈
K
(
t,
∣∣(I, J )∣∣/2 : x, x′)
(I,J )
,ψJ (x
′)
〉
/S
gV
dgZ(x′)−ψI (x)
∣∣∣∣
(0)
+C1ε1/2t1/2pN,0(ψ)

∑∣∣∣∣ ∫
Z
〈
K(t,0/2 : x, x′)(I,I ),ψJ (x′)
〉
/S
gV
dgZ(x′)−ψI (x)
∣∣∣∣
(0)
+C2t1/2pm0+1,0(ψ)+C1ε1/2t1/2pm0+1,0(ψ)
 C3t1/2|ψ |(0) +C2t1/2pN,0(ψ)+C1ε1/2t1/2pN,0(ψ) Ct1/2pN,0(ψ).
(This is an estimate stronger than the second part of (5.11).) Hence, again taking the limit, we
obtain (5.23) with  = 0. As for the case  > 0: We have∣∣(1 + r(x))((E(0)(t)ψ)(x)−ψ(x))∣∣
(0)

∣∣(E(0)(t)(1 + r(·))ψ)(x)− (1 + r(x))ψ(x)∣∣
(0)
+ ∣∣(1 + r(x))(E(0)(t)ψ)(x)− (E(0)(t)(1 + r(·))ψ)(x)∣∣
(0)
 Ct1/2p(0)+N,0(ψ)+
∣∣(1 + r(x))(E(0)(t)ψ)(x)− (E(0)(t)(1 + r(·))ψ)(x)∣∣
(0)
and, referring to (2.32), we have∣∣(1 + r(x))(E(0)(t)ψ)(x)− (E(0)(t)(1 + r(·))ψ)(x)∣∣
(0)
=
∣∣∣∣ ∫
Z
〈((
1 + r(x)) − (1 + r(x′)))E(0)(t, x, x′),ψ(x′)〉
(0)
∣∣∣∣
(0)
 C1
1>0∑
1+2=
∫
Z
∣∣(r(x)− r(x′))1(1 + r(x′))2E(0)(t, x, x′)∣∣
(0)
∣∣ψ(x′)∣∣
(0) dg
Z
(0)(x
′)
 C1
∑∫ ∣∣r(x, x′)1(1 + r(x′))2E(0)(t, x, x′)∣∣
(0)
∣∣ψ(x′)∣∣
(0) dg
Z
(0)(x
′)
Z
M. Nagase / Journal of Functional Analysis 251 (2007) 680–737 733 C2
∑∫
Z
r(x, x′)1
(
1 + r(x′))2+nt−(n+2)/2e−r(x,x′)2/5t ∣∣ψ(x′)∣∣
(0) dg
Z
(0)(x
′)
 C3
∑
p
(0)
2+n,0(ψ)
∫
Z
t−(n+2)/2+1/2e−r(x,x′)2/6t dgZ(0)(x
′) C4t1/2p(0)+n,0(ψ).
Thus we obtained (5.23). Then (5.22), (5.23) imply the inequality p(0),k((E(0)(t)ψ) − ψ) 
Ct1/2p(0)+n,k(ψ), and, using Lemma 5.2, we obtain (5.18). Last, as for the equicontinuity, in
the case t is small (5.18) implies it, and in the case t is large (5.21) implies it. 
Now let us prove Theorem 1.3.
Proof of Theorem 1.3. We intend to prove that E(0)(t) coincides with E(0)(t). First let us show
that E(0)(t, x, x′) also satisfies the conditions from (5.17) to (5.18). We regard KM(t, xb, x′b) as
a cross-section of
∧
T ∗M 
∧
T ∗M (see (4.4)) canonically
EM
(
t, xb, x′b
)=∑ eIb(xb)∧ eJb (xb)⊗ eJb (x′b) ·KM(t, xb, x′b)I
=
∑
eIb
(
xb
)⊗ eJb (x′b) ·KM(t, xb, x′b)(I,J ). (5.24)
And, set SM = {ϕ ∈ Γ (∧T ∗M) | lim|xb|→∞ |(1 + |xb|)∂αxbϕ(xb)|(0) = 0 (∀,∀α)} with semi-
norms q,α(ϕ) ≡ supxb∈M |(1 + |xb|)∂αxbϕ(xb)|(0). Since the operators (/∂
(0)
gM
)2 and A2
p0
are
commutative, it suffices to prove the following. First we have(
∂
∂t
+ (/∂(0)
gM
)2)
EM
(
t, xb, x′b
)= 0, (5.25)
and, if we set, for ϕ =∑ eJb (x′b) · ϕJ (x′b) ∈ SM ,
(
EM(t)ϕ
)(
xb
)= ∫
Z
〈
EM
(
t, xb, x′b
)
, ϕ
(
x′b
)〉
gM
dgM(0)
(
x′b
)
=
∑
eIb
(
xb
) · ∫
Z
KM
(
t, xb, x′b
)
(I,J )
ϕJ
(
x′b
)
dgM(0)
(
x′b
) (
see (5.10)), (5.26)
then EM(t) gives a continuous linear map from SM to itself, and, last, for given   0, α and
T0 > 0, there exist C > 0, 0 > 0, β1, . . . , βN satisfying
q,α
(
EM(t)ϕ − ϕ
)
 Ct1/2
∑
q+0,βi (ϕ) (0 < ∀t  T0, ∀ϕ ∈ SM). (5.27)
Let us show these with setting y = xb, etc. As for (5.25): As was mentioned in the comment
following (1.23), it is Getzler ([12], [3, §4.2]) who showed (5.24) with y′ = x′b = 0 satisfies
(5.25). Set R = RgM (p0) and Y = y − y′, then, using his result, we have
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/∂
(0)
gM
)2 = −∑( ∂
∂yi
+ 1
4
∑
yjRji
)2
= −
∑{( ∂
∂Yi
+ 1
4
∑
y′jRji
)
+ 1
4
∑
YjRji
}2
,
e−〈y|R|y′〉/4 ◦
(
/∂
(0)
gM
)2 ◦ e〈y|R|y′〉/4 = −∑( ∂
∂Yi
+ 1
4
∑
YjRji
)2
,(
∂
∂t
+ (/∂(0)
gM
)2)
EM(t, y, y
′)
= e〈y|R|y′〉/4
(
∂
∂t
−
∑( ∂
∂Yi
+ 1
4
∑
YjRji
)2)
e−〈y|R|y′〉/4EM(t, y, y′)
= e〈y|R|y′〉/4
(
∂
∂t
−
∑( ∂
∂Yi
+ 1
4
∑
YjRji
)2)
EM(t,Y,0) = 0.
That is, certainly (5.25) for general y′ = xb holds. The continuity of the operator EM(t) can be
shown in the same way as that of E(0)(t). As for (5.27): First we have
(∂/∂y)α
(
EM(t)ϕ
)
(y)− (EM(t)(∂/∂y′)αϕ)(y)
=
β>0∑
α=β+γ
∫
Z
∑
β ′(>0)
〈
(y − y′)β ′
(
1
4
R
)
β ′β
EM(t, y, y
′), (∂/∂y′)γ ϕ(y′)
〉
gM
dgM(0)(y
′). (5.28)
Actually, since we have (∂/∂yi)EM(t, y, y′) = (−(∂/∂y′i )+ 14
∑
(yj − y′j )Rji)EM(t, y, y′), we
obtain (5.28) referring to the definition (5.26) of EM(t)ϕ. Then, since there is a term (y − y′)β ′
(|β ′| > 0) in its right-hand side, the above can be estimated as
∣∣(∂/∂y)α(EM(t)ϕ)(y)− (EM(t)(∂/∂y′)αϕ)(y)∣∣(0) Ct1/2 ∑
|γ |<|α|
qn,γ (ϕ). (5.29)
On the other hand, in the same way as at (5.23), we have
∣∣(1 + |y|)(EM(t)ϕ)(y)− ϕ(y))∣∣(0)  Ct1/2q+N,0(ϕ). (5.30)
Hence we have obtained (5.27).
We have thus shown that E(0)(t, x, x′) also satisfies the conditions (5.17), (5.18). We do not
ask here whether (5.19) for E(0)(t, x, x′) holds or not. (Note that once the proof is finished,
consequently we know it holds.) However it is obviously continuous with respect to t since there
exists a constant C > 0 and an integer 0 > 0 satisfying
p0,∅
(
E(0)(t)ψ −E(0)(t + s)ψ
)
 s
(
t−2 + tn)Cp0,∅(ψ) (5.31)
(0 < ∀t < ∞, 0 ∀s < t/2, ∀ψ ∈ S).
This weak estimate is enough for our purpose. Now let us show E(0)(t, x, x′) = E(0)(t, x, x′).
First, for given 0 < t1 < t2 < t and ψ ∈ S , we have
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∫
Z
〈
E(0)(t2, x, x
′),
〈
E(0)(t − t2, x′, x′′),ψ(x′′)
〉
gZ,x′′
〉
gZ,x′ dg
Z(x′) dgZ(x′′)
=
∫
Z
∫
Z
〈
E(0)(t1, x, x
′),
〈
E(0)(t − t1, x′, x′′),ψ(x′′)
〉
gZ,x′′
〉
gZ,x′ dg
Z(x′) dgZ(x′′). (5.32)
Actually, by referring to (5.17) for E(0) and E(0) and moreover (5.22), we find out that the
difference between the right- and left-hand sides is equal to
t2∫
t1
dt ′ ∂
∂t ′
∫
Z
〈
E(0)(t ′, x, x′),
〈
E(0)(t − t ′, x′, x′′),ψ(x′′)
〉
gZ,x′′
〉
gZ,x′ dg
Z(x′) dgZ(x′′)
=
t2∫
t1
dt ′
{
−
∫
Z
〈(
/∂(0)
)2
E(0)(t ′, x, x′),
〈
E(0)(t − t ′, x′, x′′),ψ(x′′)
〉
gZ,x′′
〉
gZ,x′ dg
Z(x′) dgZ(x′′)
+
∫
Z
〈
E(0)(t ′, x, x′),
〈(
/∂(0)
)2
E(0)(t − t ′, x′, x′′),ψ(x′′)
〉
gZ,x′′
〉
gZ,x′ dg
Z(x′) dgZ(x′′)
}
=
t2∫
t1
dt ′
{
−
∫
Z
〈
E(0)(t ′, x, x′),
〈(
/∂(0)
)2
E(0)(t − t ′, x′, x′′),ψ(x′′)
〉
gZ,x′′
〉
gZ,x′ dg
Z(x′) dgZ(x′′)
+
∫
Z
〈
E(0)(t ′, x, x′),
〈(
/∂(0)
)2
E(0)(t − t ′, x′, x′′),ψ(x′′)
〉
gZ,x′′
〉
gZ,x′ dg
Z(x′) dgZ(x′′)
}
= 0
and we have
∣∣∣∣ ∫
Z
∫
Z
〈
E(0)(t2, x, x
′),
〈
E(0)(t − t2, x′, x′′),ψ(x′′)
〉
gZ,x′′
〉
gZ,x′ dg
Z(x′) dgZ(x′′)
−
∫
Z
〈
E(0)(t, x, x′),ψ(x′)
〉
gZ,x′ dg
Z(x′)
∣∣∣∣
(0)

∣∣(E(0)(t2)(E(0)(t − t2)ψ −ψ))(x)∣∣(0)
+ ∣∣(E(0)(t2)(E(0)(t − t2)ψ −ψ))(x)∣∣(0) (by (5.19))
 C
∑{
p0,βi
(
E(0)(t − t2)ψ −ψ
)+ p0,βi (E(0)(t − t2)ψ −ψ)} (by (5.18) for E(0))
 C(t − t2)1/2
∑
p′0,γj (ψ) → 0 (t2 → t)
(
by (5.18) for E(0) and E(0)
)
,
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Z
∫
Z
〈
E(0)(t1, x, x
′),
〈
E(0)(t − t1, x′, x′′),ψ(x′′)
〉
gZ,x′′
〉
gZ,x′ dg
Z(x′) dgZ(x′′)
−
∫
Z
〈
E(0)(t, x, x
′),ψ(x′)
〉
gZ,x′ dg
Z(x′)
∣∣∣∣
(0)

∣∣(E(0)(t1)E(0)(t − t1)ψ −E(0)(t − t1)ψ)(x)∣∣(0) + ∣∣(E(0)(t − t1)ψ −E(0)(t)ψ)(x)∣∣(0)
 C
∑
t
1/2
1 p0,βi
(
E(0)(t − t1)ψ
)+ t1(t−2 + tn)Cp0,∅(ψ) (by (5.18), (5.31))
 C
∑
t
1/2
1 p′0,γj (ψ)+ t1
(
t−2 + tn)Cp0,∅(ψ) → 0 (t1 → 0).
Hence, for any ψ ∈ S , 0 < t < ∞ and x ∈ Z, we have∫
Z
〈
E(0)(t, x, x′),ψ(x′)
〉
gZ
dgZ(x′) =
∫
Z
〈
E(0)(t, x, x
′),ψ(x′)
〉
gZ
dgZ(x′). (5.33)
Thus we have proved E(0)(t, x, x′) = E(0)(t, x, x′). 
Final Remark 5.4. We have thus obtained an explicit expression of the first term of the ex-
pansion E(ε)(t, x, x′) =∑∞m=0 εm/2Em/2(t, x, x′). It is easily shown that the subsequent terms
have interesting formulas. That is, let us expand the Dirac Laplacian given at (5.4) into (/∂(ε))2 =∑∞
m=0 εm/2/∂2m/2 with /∂2m/2 = (/∂(0))2. Then we have
(
∂/∂t + (/∂(ε))2)E(ε) = ∑
m0
εm/2
{(
∂/∂t + /∂20/2
)
Em/2 +
m2<m∑
m1+m2=m
/∂2m1/2Em2/2
}
(5.34)
and easily we can show the formula
Em/2(t, x, x
′) = −
t∫
0
∫
Z
dτ dgZ(y)E(0)(t − τ, x, y)
m2<m∑
m1+m2=m
/∂2m1/2Em2/2(τ, y, x
′) (5.35)
(refer to [19–22]). We will investigate the terms systematically using the formula elsewhere.
References
[1] M.F. Atiyah, I.M. Singer, The index of elliptic operators III, Ann. of Math. 87 (1968) 546–604.
[2] M.F. Atiyah, R. Bott, V.K. Patodi, On the heat equation and the index theorem, Invent. Math. 19 (1973) 279–330.
[3] N. Berline, E. Getzler, M. Vergne, Heat Kernels and Dirac Operators, Springer-Verlag, Berlin, 1992.
[4] A.L. Besse, Einstein Manifolds, Springer-Verlag, Berlin, 1987.
[5] J.-M. Bismut, J. Cheeger, η-invariants and their adiabatic limits, J. Amer. Math. Soc. 2 (1989) 33–70.
[6] J.-M. Bismut, D.S. Freed, The analysis of elliptic families II, Dirac operators, eta invariants and the holonomy
theorem, Comm. Math. Phys. 107 (1986) 103–163.
[7] J.-P. Bourguignon, P. Gauduchon, Spineurs, operateurs de Dirac et changement de metriques, Comm. Math.
Phys. 144 (1992) 581–599.
[8] J. Cheeger, On the formulas of Atiyah–Patodi–Singer and Witten, in: Proceedings of ICM, Amer. Math. Soc.,
Berkeley, CA, 1986, pp. 515–521.
M. Nagase / Journal of Functional Analysis 251 (2007) 680–737 737[9] J. Cheeger, η-invariants, the adiabatic approximation and conical singularities, J. Differential Geom. 26 (1987)
175–221.
[10] J. Cheeger, M. Gromov, M. Taylor, Finite propagation speed, kernel estimates for functions of the Laplace operator,
and the geometry of complete Riemannian manifolds, J. Differential Geom. 17 (1982) 15–53.
[11] X. Dai, Adiabatic limits, nonmultiplicativity of signature, and Leray spectral sequence, J. Amer. Math. Soc. 4 (1991)
265–321.
[12] E. Getzler, A short proof of the Atiyah–Singer index theorem, Topology 25 (1986) 111–117.
[13] P.B. Gilkey, Invariant Theory, the Heat Equation, and the Atiyah–Singer Index Theorem, Math. Lecture Ser., vol. 11,
Publish or Perish, Boston, MA, 1984.
[14] H.B. Lawson, M. Michelsohn, Spin Geometry, Princeton Univ. Press, Princeton, NJ, 1989.
[15] R.R. Mazzeo, R.B. Melrose, The adiabatic limit, Hodge cohomology and Leray’s spectral sequence for a fibration,
J. Differential Geom. 31 (1990) 185–213.
[16] M. Nagase, Spinq structures, J. Math. Soc. Japan 47 (1995) 93–119.
[17] M. Nagase, Spinq , twistor and Spinc , Comm. Math. Phys. 189 (1997) 107–126.
[18] M. Nagase, Twistor spaces and the adiabatic limits of Dirac operators, Nagoya Math. J. 164 (2001) 53–73.
[19] M. Nagase, On the trace and the infinitesimally deformed chiral anomaly of Dirac operators on twistor spaces and
the change of metrics on the base spaces, preprint.
[20] M. Nagase, On the infinitesimally deformed super chiral anomaly of Dirac operators and the gauge transformation
of twistor spaces, preprint.
[21] M. Nagase, On the general adiabatic expansion theory and a formula for the heat kernel coefficients, preprint.
[22] I.M. Singer, The η-invariant and the index, in: S. Yau (Ed.), Mathematical Aspects of String Theory, in: Adv. Studies
Pure Math., vol. 1, Math. Soc. Japan, Tokyo, 1987, pp. 239–258.
[23] E. Witten, Global gravitational anomalies, Comm. Math. Phys. 100 (1985) 197–229.
[24] K. Yosida, Functional Analysis, Springer-Verlag, Berlin, 1978.
