Abstract-This paper describes a neural network architecture whose goal is the computation of a posteriori conditional class probabilities for input vectors that belong to one of two input classes. The network architecture has been designed to adaptively produce Voronoi tessellation partitions of the input vectors in R" based on the Euclidean distance metric, without regard to the actual aprion'class probabilities of the input vectors. These prior probabilities are then used by the network to adaptively compute the a posteriori conditional class probability for the two classes for each tessellation partition. The network presented is thus a connectionist model for vector quantization clustering and includes the process of automatic node creation necessary for many unsupervised learning applications. 
I. INTRODUCTION
ISCRIMINANT analysis is a major focus of the gen-D eral field of pattern recognition, and specifically of current neural network research. In particular, multilayer perceptrons [ 
11, (21 and other neural network paradigms [3]-[8]
have been developed and used for probabilistic classification and discrimination. Such neural networks are typically used in one of two ways. One use is to construct discriminant surfaces in some (higher dimensional) space in which the input data is represented and thereby form decision regions or output classes. It has been shown 191, [lo] that such networks approximate the posterior probabilities for the output classes. One problem with this approach is that it makes it difficult to change the loss function associated with the discrimination problem after learning. In particular, it can be difficult to dynamically adjust the probability of misclassification.
The other primary use of networks in discrimination is to estimate the values of a continuous function such as a density. In this estimation case the data often occurs as discrete samples of continuous distributions. In this case, the data consists of input vectors with associated class memberships. It is often the case that no linear discriminant will separate the classes in the input space. The classical technique for dealing with this problem is to recover an approximation to the original continuous distribution and is depicted in Figs. 1-4 for a one-dimensional input space. Fig. 1 depicts sampling results for two populations in one dimension. Each vertical bar corresponds to a pat- tern of that class appearing with a feature value corresponding to its x-coordinate. small regions or boxes. This results in a pair of histograms that are approximations to the continuous distribution functions shown in Fig. 3 . The continuous distribution functions are joint probability distributions normalized with respect to the entire set of observations. Discrimination can then be performed based on these estimated densities. A theoretical basis for using density estimates in discrimination is the asymptotic optimality of the procedure under reasonable conditions [ 113. The usual problem encountered in developing training sets for estimation networks is that of finding a grid of input vectors spanning the region of interest of the input space with conditional probability values used as the answers for the back propagation supervised learning. These conditional probability values correspond to the probability of class membership given the input vector. The conditional class probability distributions for the example are depicted in Fig. 4 . This paper describes a serial algorithm and equivalent neural network architecture that takes feature vectors and class membership as input and computes the a posteriori conditional class probability distributions depicted in Fig. 
4.
The architecture is an unsupervised, self-organizing one that has proven useful in practice.
The paper is arranged as follows. In Section 11, background in vector quantization is presented, followed by a review of conditional probability in Section 111. Section IV presents a serial algorithm that is useful on serial or coarsely parallel digital computers and is equivalent to the neural network described in the following sections. Section V develops in detail the building blocks that go into the network, including the various node or neuron types. Section VI presents our network architecture in detail. An analysis of the network for several two-dimensional example problems, including comparison with a classical box counting approach, is presented in Section VII. We conclude with a discussion of the results presented.
VECTOR QUANTIZATION
Vector quantization can be defined as a mapping M from an n-dimensional vector space R" into a finite subset V of 51- [ 131. We will follow the convention of calling u, a reference vector or exemplar and V the set of reference vectors.
A useful concept for visualizing the effects of vector quantization in both classical pattern recognition and neural networks is Voronoi tessellation 1141. Fig. 5 gives an example of the Voronoi tessellation that results for the reference vectors or codewords illustrated in R 2 with a Euclidian distance metric. The effect is to partition the vector space into a number of quantization regions, bordered by hyperplanes (line segments in two dimensions) that are defined as the set of points that are equidistant from the two nearest reference vectors. The tessellation partitions may also be defined in terms of other metrics. In particular, the method of normal mixture models [15] can be considered a generalization of these ideas using Mahalonobis distance and the associated Gaussian distributions. This idea will be explored further in Section IV.
The usual use of this approach is to match or classify an input vector with one of the reference vectors or codewords. Once this has been done, all the characteristics of the reference vector are ascribed to the input vector, that is, the input vector is replaced with the reference vector in any subsequent computation or use.
The procedure presented below, in both its serial and connectionist manifestations, can be considered as a method for adaptively developing Voronoi partitions and using these partitions probabilistically in assigning class membership to unknown input vectors.
111.
A posteriori CONDITIONAL CLASS MEMBERSHIP PROBABILITY The a posteriori conditional class membership probability P ( c , J x ) can be written in terms of probability distributions involving the continuous variable x as
where P ( c l ) is the a priori probability for membership in class e l , p ( x ) is the probability density function for the continuous variable x, and p ( x l c I ) is the probability density function for x, given that x belongs to the class e l . This is just a statement of Bayes' relation for distributions. The probability density function p (x) can be written
where now both p(xlcI) and p ( x l c 2 ) can be independently normalized as which lets us write P ( c l Ix) as
s This result is useful for both understanding the operation of the neural network that builds an estimate of P ( c l ( x ) and in generating test cases for the network. Equation 12.3) can be written equivalently as
Here p (x, e , ) is the joint probability density that the pattern is x and that its class membership is e,. From ( 5 ) we see that P(clIx) can be interpreted as a fractional joint probability density.
IV. A SERIAL IMPLEMENTATION FOR THE SELF-ORGANIZING PROCESS The serial algorithm for digital implementations can be logically broken into two parts; a training mode, in which the Voronoi partitions described in Section I are developed, and an exercise mode where tessellation learning has been disabled. In each case, the input pattern is assumed to be of the same format as in the previous section. The training mode algorithm is given below, followed by the exercise mode algorithm. The input vector is assumed to be encoded so that xo is the binary valued class membership of the input vector while x; is the i th component based on the Euclidian metric. The components of the clusters centers or exemplars are denoted by b,, (n,), where b,, (n,) 1 by
3 ) Find the minimum y,. This is the closest exemplar. 4) Verify that {x, ] truly belongs to clusterj by testing to see of y, < p where p is a user-defined vigilance parameter. If y,, < p , go to step 5 ) , otherwise go to step 6).
) Update b,, for n o d e j by the following update rule:
b,l(nj
where n, is the number of patterns previously clustered with exemplarj. Update the output value z, for nodej by the following update rule:
Start over at 1).
n, = 0 Start over at 1 ) .
6)

B. Exercise Mode
The exercise or static mode algorithm is as follows. 1 ) Present the new pattern {x,} to the program.
2) Compute the Euclidian distance between {x, ; i = 1, . . . , n } and each stored exemplar or reference vector
1 by
3) Find the minimum y,. This is the closest exemplar.
4)
Update the output value z, for nodej by the following update rule:
where ni is the number of patterns previously clustered of the-n-dimensional input vector that is to be classified with exemplarj. Start over at 1 )
In the training mode, the clusters adaptively change the locations of their centers while the number of (active) clusters is increased in a dynamic manner based on the results of a vigilance test. The recursive update formulas used give mean values based on the observations clustered with each individual cluster center. This results in a procedure that is suitable for unsupervised clustering as well as a posteriori estimation. In the former case, the centers will migrate toward local cluster centers. In the case where the observations are drawn from continuous distributions, we have observed a diffusion phenomena.
For continuous distributions with a well-defined gradient, there is a marked tendency for the cluster centers to slowly migrate from regions of lower density toward the higher density regions. This leads to a greater concentration of cluster centers at the regions of higher density and the occasional creation of new centers at the region of lowest density. In practice, the rate of creation of new clusters falls off very rapidly. This diffusion phenomena has both desirable and undesirable qualities. First, the tendency to make the cluster density a function of the probability density has the desirable effect of providing higher resolution of the vector quantization where the observation density is higher and estimation accuracy can be maintained. The undesirable qualities consist of both the small resultant estimation bias that is introduced along with the failure of the algorithm to necessarily reach a maximum number of clusters in the limit.
The exercise mode keeps the number of clusters fixed as well as the cluster centers fixed. It does not employ the vigilance test. It can either update the class membership fraction for the clusters as the patterns are presented as a restricted training mode, or hold them fixed for pure testing. In the restricted training mode, the diffusion problems associated with the training mode can be circumvented.
The optimal method of using the algorithm consists of the following steps. First, train on a data set with the network in training mode until the only node creation is due to the diffusion phenomena. Then, using the cluster centers from the first step, repeat the training in the restricted training mode where only the class membership fractions are updated. This results in an stable estimate based on a fixed number of cluster or quantization centers. Additionally, it takes advantage of the diffusion phenomena present in the first step to achieve higher resolution in the regions where there are adequate observations to support it. Finally, observations of unknown class can be processed with no updating to produce a posteriori estimates. Analysis of convergence properties based on simulation results is presented in Section VII. This procedure behaves in tnuch the same way as the adaptive resonance theory [ 161.
The learning rules described should be compared to a rnaximum likelihood development [ 151, [ 171. Considering the extension to Gaussian-based tessellation leads to the development of the recognizably similar maximum likelihood update procedures of mixture models, and the data-driven increasing of the total number of partitions is analogous to the method of adaptive mixtures [ 171.
V. NEURAL NETWORK BUILDING BLOCKS
A . Basic Neural Types
There are three basic artificial neuron types that are used as building blocks in the network described below. The simplest is the most familiar "sigma" neuron that forms a weighted sum of its inputs xi and pipes the result through a transfer function that varies with the application
is the transfer function, y is the output, o is an offset, and the sum is over i . Common transfer functions in the neural network literature include threshold step functions, sigmoidal functions, linear mappings, and kernel functions. A generalization of this is the "sigma-pi" neuron [ 2 ] that involves not only a weighted sum but products as well:
One highly useful variant of ( 7 ) is the simplified version: y = xjxk, where it is seen that the input xi functions to to gate the analog value xk. Thus we have a simple analog pass function neuron as a special case of the more general "sigma-pi" neuron. The third neuron type applies when there is dynamic feedback between neurons in the same layer or of a neuron to itself [ 181 f ( c W j X i ) ] .
B. Specialized Neuron Types
The primary purpose of the first layer is to form Euclidean distances between the active nodes and the input feature vector. Each node in this layer forms the Euclidean distance based on the feature vectors inputs and its stored offset weights w j j :
where y l j ( t k + is the output produced by node j in this layer at time t k + and y;lax is a constant with y;lax > p .
This can be viewed as either a relatively complex artificial neuron or as a composite processor made up of a number of components. Fig. 6 shows a composite processor that computes the Euclidean distance portion of the computation contained in (lo)-( 12) below. In this latter case, the first sublayer merely takes differences for each input component: 
The third sublayer forms the sum while the final value is given by the product and sum While this expression shows little superficial resemblance to the "sigma-pi'' neuron expression (7), a closer inspection reveals that it is of the form
YI,(Q+I)
which is just the form of a simple higher order neuron with a linear transfer function. The primary result of this exercise is simply that a nonbiological computation such as Euclidean distance in R" can be broken down into a series of simple steps that are appropriate for biologically inspired artificial neurons. It IS necessary to include not only "sigma"-type neurons but also "sigma-pi"-type neurons, as discussed in Rumelhart and McClelland [ 2 ] . Although many of the connections weights have the value one, the computation is embodied in the weight or connection structure along with the transfer functions (in this case linear), making this a "connectionist" or, equivalently a "parallel distributed processing" formulation as opposed to the equivalent algorithmic description of Section IV. The point of greatest departure from more conventional "connectionist" architectures such as the multilayer perceptron [2] , is that the weights are fixed by virtue of the a priori structure based on theory and only the offsets are subject to learning.
The second-layer nodes are simply designed to flip from their initial values of 0 to their final permanent values of 1 when an inhibitory signal from the third layer first ceases:
where 6 is the familiar Heaviside step function, e is a small positive constant, y2jncw is the new j th second-layer value, and Y2jold and y 3 p are the former second-and third-layer values, respectively.
The third-layer nodes are connected in a Maxnet [19] architecture, the output of which determines which of the third layer nodes cease sending out an inhibitory signal to the second layer. Maxnet architectures can be formulated either in terms of dynamically interacting neurons or as a purely feed-forward system [20] . The function of the module is to yield a value of one for the node that starts with the largest input value and a value of zero for all others. The fourth-layer nodes are also based on the Maxnet architecture, while the fifth-, activation-, and outputlayer nodes are based on the Sigma-Pi unit described above. The details and function of each are provided in the next section.
VI. N E U R A L NETWORK DESCRIPTION
Overview: Before getting into the fine details of the network structure and operation, it is instructive to consider the basic structure of the network and the philosophy of its operation. This operation is depicted in Figs. 7 and 8, for adaptive computation and fixed computation, respectively. The connections for the first node in each layer are shown in detail. Connections for the other nodes in each layer are not generally shown. The input feature vector components and class membership index are fed to the network input layer. The first layer then computes the Euclidean distance between the feature vector and the reference vector stored at each active node. Whether a firstlayer node is active or not is based on the value of its corresponding second-layer node. If a first-layer node is inactive, a maximum value is output. The active nodes in the fourth layer than compete to find the minimum Euclidean distance for the current feature vector. The fifth layer gates the Euclidean distances from layer one with the results of the competitive fourth layer so that only the winning distance survives to be passed to both the activation node and the output layer. The activation node tests the Euclidean distance against a vigilance parameter. If the distance is less than the vigilance parameter value, the activation node sends no activation signal, which allows the output layer to update its estimates of the a posteriori conditional class probability. If the minimum Euclidean distance exceeds the vigilance parameter, the activation node sends a signal back up to the third layer, which triggers a competitive process to determine which previously uncommitted node will be committed. The winning node causes the state of its corresponding node in the second layer to flip to the active state. The first-layer computation is now repeated, followed by the fourth through output layers. If there is a new node free to be committed, the activation node will remain inactive the second time through, so that the output layer will update its estimates. If all nodes have been committed, no update will occur for that input feature vector. In any event, after the second cycle, the network is ready for a new input vector. The detailed neural network description below is broken down into description of the individual layers and the processing done in each layer. The network is assumed to be clocked so that each layer operates synchronously with the exception of the Maxnet modules, which are assumed to converge within one of the synchronizing clock cycles. The processing done in each layer is given as a function of the clock cycle.
A . Input Layer
The input to the network is assumed to occur at time t , and consists of two distinct parts, x0 (t,) and x(t,) = ( x I ( t m ) ; i = 1, n}, where xo(t,) has the encoded class membership, while {x, (t,); i = 1, n} is the feature vector. The class membership is encoded in the xo node according to xo(t,) = 1, if x E class 1 and xo(t,,) = 0, if x E class 2.
It is assumed that there are only two a priori classes. Each of the components xi(t,) of x(t,) represent an independent feature out of a total of n features yielding an n-dimensional feature space. Thus, the input to the network is a feature vector plus a priori class membership. The input layer does no active processing, it just passes the input values to the other layers. As described here, the network takes 11 time steps to complete its forward pass and node commitment cycle so that the next input can occur at t, + 12.
B. First Layer
The primary purpose of the first layer is to form Euclidean distances between the active nodes and the input feature vector, and to output the results to the fourth and fifth layers.
Each active node in this layer forms the Euclidean distance based on the feature vector inputs and its stored offset weights w,, :
where yI,(tm + k + I) is the output produced by nodej in this layer at time t m + k + I and yp"" is a constant with y;lax > p . This occurs on clock cycles k = 0, which corresponds to the downward pass and k = 6 , which corresponds to the node commitment cycle. This result for nodej is sent via the connections to thejth node in both the fourth and fifth layers. The node retains the feature vector component values until it receives a new input vector. Upon receiving a signal from the fifth layer (clock cycle 2), the j t h node updates its offsets by the following update rule:
and n, -+ n, + I Each node in this layer is inactive until its corresponding node in the second layer turns on. When this signal first changes, the offsets are set to wJI ( 1 ) = x, and n, = 1, and y v ( f m + k + I ) is recomputed.
C. Second Layer
The nodes in the second layer keep track of which nodes in the first, third, and fourth layers are active. All nodes start in the inactive state with an output value of zero.
y2,(t
Each node activates when the inhibitory signal from its corresponding third layer node ceases. Starting at activation, each node sends out an output value of one to the corresponding nodes in the first, third, and fourth layers. This is done according to the update law This occurs on every clock cycle.
D. T h i r d h y e r
All third layer nodes start with offset biases of 03; = (1 -jc) where E < 1 / N , and N is the total number of nodes in each layer. The biases are updated according to
This occurs on every clock cycle. On a signal from the activation node (6, = l ) , a Maxnet process is initiated that determines the minimum (in j ) node that is active. The winning nodej' has a value of Z 3 j ' ( t k ) = 1 for Maxnet initiated and completed during time step tk and for all losing nodes
The output for the third layer is determined by
This output is sent to the corresponding second-layer node. Once the j t h node wins the Maxnet competition, z3,(tk) = 1, the output y3,(tk) = 0, so that thejth node has deactivated. The winning node has committed its corresponding nodes in layers 1, 2 , 4 , 5 , and 6 to the formation of a new cluster.
E. Fourth Layer
The fourth layer is a Maxnet layer that competitively finds the active node with the minimum Euclidean distance between the input feature vector and the cluster center. The output of each node in this layer is given by
is the starting value of thejth node in the Maxnet module. After the winning node has been found, the results (1 for the winning node, 0 for all others) are output to the fifth layer. For the first pattern, no nodes are committed and y4,(tm + k + I ) = 0 for all nodes. This occurs on clock cycles k = 1, which corresponds to the forward pass and k = 7, which corresponds to the node commitment cycle.
F. Fifth Layer
The results from layer four are used to gate the firstlayer results. The result is one node with an activation equal to the minimum Euclidean distance. Each fifth-layer node performs the operation Y 5~(~m + k + l ) = Y 4 ; ( t n 1 + k )~{ P -y l , ( t m + k ) ) = 2, which tests to see if the winning cluster is within a squared distance p of the input vector. If so, the output is one. If not, the activation node activates, triggering a new round of competition in the third layer. This occurs on clock cycles k = 2, which corresponds to the forward pass and k = 8, which corresponds to the node commitment cycle.
G. The Activation Node
The activation node forms the quantity This occurs on clock cycles k = 3, which corresponds to the forward pass and k = 9, which corresponds to the node commitment cycle. On all other clock cycles, 6, = 0.
STD-ERROR ( f , f ' ) =
H . Output Layer
The output layer nodes are activated by the fifth-layer nodes and when activated, update offsets and compute output as
n, 2 0.
This occurs on clock cycle k = 9, which gives the network ample time to commit a new node if necessary. On all other clock cycles
that is, yoJ retains its current value. where the sum ranges over a discrete two-dimensional grid.
A uniform distribution pseudorandom number generator is used for Case l to first generate the class membership with a 60 percent chance of membership in class 1. It is then used to successively generate the two coordinates of the point. The theoretical a posteriori probability for class 1 is easily found using the results of Section I11 to be 0.6. In this case, the box counting histogram performs slightly better than the self-organizing neural network (SONN) approach in the standard error measure (see Table I ). As this case is explicitly designed to allow for good performance from the box counting method, this is as expected. When analyzing these results, the slightly superior results for box counting in this simple case should be compared with the more significantly superior results of the SONN in cases 2 and 3.
The second test case uses a Gaussian distribution for class 1 with apriori probability 0.6. The distribution used is given by
where p.r = py = a, = uv = 0.5, x = (x, y ) , and k is a normalization .constant used to normalize the distribution over the unit square instead of the normal real plane normalization. Class 2 in this case is again uniformly-distributed. Applying the results of Section 111, we find the theoretical a posteriori probability for class 1 to be P ( c l l x ) = 0 . 6 p ( x~c l ) / [ 0 . 6 p ( x~c l )
This expression is evaluated at the center of each node for the neural network at the center of each box for the classical box counting and compared with the respective experimental results. Table I shows that, for this slightly less ideal case, the SONN outperforms the box counting method in the standard error measure by more than an order of magnitude.
Case 3 uses Gaussian distributions for both classes. The a priori probabilities of 0.6 and 0.4 are again used. The distribution used is the Gaussian distribution from the Case 2 with p, = pv = = av = 0.5, and k = 1 /0.68268 for class 1 and p., = p,. = 0, or = uv = 1.0, and k = 1 /0.34134 for class 2. Applying the re-sults of Section 11, we find the theoretical a posteriori probability for class 1 to be
The two Gaussian expressions are evaluated at the center of each mode for the neural network and at the center of each box for the classical box counting and used in the above expression to obtain the theoretical a posteriori Values for comparison with the respective experimental results. Again, Table I indicates that the SONN approach outperforms the classical approach by more than an order of magnitude. 
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Further simulations are now presented to elucidate the network's development of posterior probability estimates. In the following we compare the performance of the SONN, versus the true optimal performance. Fig. 9 is normally distributed with mean zero and unit variance, while c2 is normal with unit mean and unit variance. Fig.  9(a) shows the mean integrated square error and its standard deviation (based on 50 trials) as a function of the number of observations, and Fig. 9(b) compares the typical posterior estimate produced by the network with the true posterior probability function. Fig. lO(a) and (b) indicate performance on an analogous two-dimensional problem. Again, P(cl) = P(c,) = 0.5 and each class is normally distributed with a covariance matrix equal to the 2 X 2 identity matrix 12. c1 has a mean vector of (0, O)T while c2 has a mean vector of (1, l)T.
Figs. 11 and 12 indicate one-and two-dimensional performance in which the individual classes are distributed uniformly. In each case we have P(cl) = 0.3 and P(c,) = 0.7. For the one-dimensional example, cI -U ( 0 . 2 ) and c2 -(0.5, 1.5). Fig. 1 l(a) shows the mean integrated square error as a function of the number of observations, Fig. 1 l(b) shows the number of nodes used in the network (dynamically allocated), also as a function of the number of observations, and Fig. ll(c) plots the true versus estimated posterior probability. For the two-dimensional example, c , is uniformly distributed on the square defined by vertices a = (0, 0) and b = (2, 2) and c2 likewise with a' = (0.5, 0.5) and b' = (1.5, 1.5). Again, P ( c l ) = 0.3 and P ( c J = 0.7, and Fig. 12 shows (a) mean integrated square error, (b) number of nodes, and (c) posterior probability estimate. The simulations considered in Figs. 9-12 indicate the fundamental trade-off between the number of nodes used in the estimation procedure, the number of observations available, and the performance (in, say, square-error) that one can expect. Analysis of this trade-off will be the focus of an asymptotic analysis of the network. Taken together with the tabulated performance given in Table I , our simulations give initial results indicating that the connectionist approach detailed herein is a viable approach to developing a posteriori probabilities for use in pattern recognition tasks.
VIII. CONCLUSION
We have presented a connectionist model for both supervised and unsupervised learning and probabilistic discrimination based on the Voronoi partitioning scheme used in vector quantization. This model is equivalent to a serial algorithm with strong foundations in classical theory. The approach is a Euclidean connectionist analog to the maximum likelihood ideas found in mixture models. In addition to presenting classical probability theory in a massively parallel framework, the model yields a connectionist formalization of automatic node creation, and thus has relevance to the many probabilistic neural network paradigms. Finally, the learning performed by the model has been favorably compared with a classical estimation technique in a series of simulation examples.
