In this paper we are concerned with stochastic relaxed control problems of the following kind. Let X(t), t>0, denote the state of a process being controlled, Y(t), t>0, the observation process and p{t, •) a relaxed control, that is a process with values probability measures on the control region Γ. The state and observation processes are governed by stochastic differential equations
In this paper we are concerned with stochastic relaxed control problems of the following kind. Let X(t), t>0, denote the state of a process being controlled, Y(t), t>0, the observation process and p{t, •) a relaxed control, that is a process with values probability measures on the control region Γ. The state and observation processes are governed by stochastic differential equations
idX(t) = a(X(t))dB(t) + J^ r(X(t), u)p(t, du)dt

U(0) = ξ and (dY(t) = h(X(t))dt + dW(t)
where B and W are independent Brownian motions with values in R n and R m respectively, (put m -1 for simplicity). The problem is to maximize a criterion of the form
J=Ef(X(T))
by a suitable choice of admissible relaxed control p. In a customary version of stochastic control under partial observation, p(t, •) is measurable with respect to <x-field generated by the observation process Y(s) 9 s < t. Instead of discussing the problem of this type, we treat some wider class of admissible relaxed controls (see § 2), inspired by FlemingPardoux [8] . Roughly speaking, our problem is the following; Let ( 
1.3) L(T) = exp {£h(X(s))dY{s) -\\]\HX(s
Then B and Y turn out as independent Brownian motions under a new probability P, defined by
appealing to the so-called Girsanov transformation. For admissibility we merely require that p(t, where E stands for the expectation with respect to P, and X(f) is a solution of the following system equation;
(
1.6) dX(t) = a(X(t))dB(t) + f T(X(t\ u)q(dt, du).
Under Lipschitz continuity and boundedness of a and T, (1.6) has a unique solution (Theorem 1). In Section 2 we introduce some metric spaces which are appropriate to our optimization problems. In Section 3 we prove the compactness of spaces of solutions and relaxed controls q. This guarantees the existence of optimal one (Theorem 3).
In the latter half we treat a nonlinear semigroup associated with relaxed control under partial observation. In this case we regard, as the state space, the unnormalized conditional distribution Λ(t) of X(t) given past observation and control. Hence Λ(t) is a process valued in measures on R n and satisfying the Zakai equation. Thus our problems turn out as optimization problems of measure valued processes. After we prove the continuity of Λ(t) with respect to initial distribution X(0) and data of past observation and control, (see Theorem 5), we construct a nonlinear semigroup S(t), t>0, on a Banach lattice of bounded and uniformly continuous functions, defined on the space of measures (Theorem 7). Following Fleming [6] , we show that the generator of S(t) relates to a dynamic programming equation, so-called Mortensen's equation. DEFINITION 1. si = (β, F, P, ξ, B, Y, q) is called an admissible (relaxed) system, if ξ is an ^-random vector on (Ω> F, P), which is independent of (B, y, q), B and (Y q) are independent and the increments (Y(t) -Y(s), t> s) are independent of σ s {Y, q)(= σ-Άelά generated by Y(θ), θ < s and q(θ, A), θ < s, Ae B(Γ)). DEFINITION 2. The component q of si is called a relaxed control, and we denote it by q^ when J/ is stressed, λ e M([0 T] X Γ) can be regarded as a relaxed control. 2ί denotes the totality of admissible systems.
Let a(x) be a symmetric n X n matrix valued function on R n and Γ an n-vector continuous function on R n X Γ. We assume the following conditions For an admissible system si ~ (Ω, F, P, ξ, B, Y, q) we consider the stochastic differential equation (SDE in short) ( 
2.1) idX(t) = a(X(t)dB(t) + f r(X(t), u)q(dt, du)
THEOREM 1. There exists a unique solution X of (2.1) which is σ t (ξ, B 9 qyprogressiυely measurable and has continuous paths.
Proof. We apply a usual successive approximation method. We define X n in the following way Since
Proof. Let λ k (r i9 •) converge to λ ω in /o rί . Then ί (<) eM(Γ 9 r t ) and for 6 C b (Γ)(=bounded continuous function on Γ).
Define λ(r t , A) by λ(r i9 A) = ^( i) (A). Then putting g = 1 in (2.12), we see 
Appealing to (2.15), we see that the 2nd term tends to 0, as Jfe-> 00, for any n. Hence we can conclude (2.16).
Let ζ i9 ί = 1, 2, be M Γ (or M([0 T] X Γ))-valued random variables, which may be defined on different probability spaces. v t denotes the probability distribution of ζ t . So, v t is a probability on (M τ For j/ = (Ω, F, P, ξ, B, Y, q), we sometimes denote ξ by ξ^ and so on, when any confusion might occur. Let X(= XJ be a solution of (2.1) for s/. Now we put the set &> μ = totality of probability distributions of (Y^, qj) 9 si e 2ί(μ), SI(^) defined later (3.8). Since £", B^ and (Y^, g^) are independent for si e SI, ^ does not depend on μ, say 0*. Moreover π e ^, iff π is a probability on C(
such that the first component y is a Brownian motion under π and its increments y(t) -y(s) is independent of σ s (y, X) for t > 5, where Λ is the second component, (see
is a product of complete separable metric space, it becomes a complete separable metric space. So we introduce the Prohorov topology on ^. Then 9P is a compact metric space, because the first component is a Browian motion and M([0 T] X Γ) is a compact metric space. Now we have PROPOSITION 2.3. i) gβ = totality of probability distribution of (Y*, qj) 9 si e2ί, is a compact metric space with Prohoroυ metric.
ii) 0* = totality of probability distribution of (Y^, qj, si e 2l(μ), for any μ.
iii) For si, si' e 2I(μ), D T {{X^ si\ (X,,, si')) = 0 iff probability distribution of (Y^, qj) = probability distribution of (Y^,, q^). § 3. Existence of optimal relaxed control Let N be a compact subset of probability measures on R n with Prohorov metric. Put P v = Probability law of η and Proof. By the condition (Al), {X,; P ξ eN} is totally bounded in Prohorov topology. B^ and Y^ are Brownian motions for any s/ e Si. Since rh τ is compact, {q^ stf e SI} is totality bounded. Therefore is a totally bounded subset of (m τ , D τ ). Now we will show that 91 is closed. Let (X k , j/ k ), k = 1, 2, be a Cauchy sequence. Using Skorobod's theorem, we can construct (X*, ξ*, £*, y?, 9?) and (X*, £*, B* 5 Y*, g*) on a probability space (fl*, F*, P*), so that (3.1) (X*, f *, Bf, Y*, g*) has the same probability law as ( Next we will show that X* is a solution of (2.1) for J/*.
converges to 0, as k -> oo. Appealing to Remark of Proposition 2.1, the 2nd term converges to 0, as k-+ oo. So, we have
Using a routine method we get
in proba (P*) .
Jo Jo
From (3.4) and (3.5), we conclude that X* is a solution of (2.1) for si*. This completes the proof of Proposition 3.1.
Let / and h be bounded and uniformly continuous functions on R n . Define a pay-off function J(stf) as follows,
where E stands for the expectation in (Ω, F, P), and 
Appealing to the convergence theorem we get
Combining (3.12) with (3.10), we complete the proof.
Remark. Appealing to Corollary of Proposition 3.1, we see that if j/ fe -> sf, then J{stf k ) -> J(s/).
Now we treat the following case; r(
then q = q^ can be replaced by a Γ-valued σ t (q)-progressively measurable process U (i.e. usual admissible control under partial observation). That is, X -X^ is a unique solution of the following S.D.E. (dX(t) = a(X(t))dB(t) + ϊ(X(t), U(t))dt
U(0) = ξ where B -B^ and ξ = ξ^.
Proof. Our required U is obtained by the following lemma.
LEMMA. There exists a σ t (q)-progressively measurable Γ-valued process U such that
(3.14) P ί uq(ds, du) = P U(s)ds, for *t < T.
Jo J Γ Jo
Proof. Define U k as follows 
On the other hand the definition of U k implies
as k-+ oo. Taking the convex combination of U np9 we can conclude that U satisfies (3.14) by bounded convergence theorem. Now we return to the proof of Theorem 3. Since ξ, B and U are independent, (3.13) has a unique solution. So it is enough to show that X = X^ satisfies (3.13). By the Lemma we can see
Using " b^Xis^qids, du) = b^Xis^ds", we have
Jo Jo
Jo J Γ Jo
This completes the proof of Theorem 3.
DEFINITION 3. A Γ'-valued process U is called an admissible control under partial observation, if ξ, B and (Y, U) are independent and Y(t) -Y(s) is independent of σ s (Y, U). Precisely speaking s/ υ = (Ω, F, P, ξ, B, Y, U) is called an admissible usual system.
An admissible control U can be regarded as the following relaxed control q, 
This fact was directly proved by Haussmann [9] and in a slightly different form by Fleming-Pardoux [8] . §4. Approximation by usual controls
2~n < t, namely P n is an approximate time derivative of q. P n ( , A, •) is σXg)-progressively measurable and P n (t, -,ω) is a probability on Γ. Define q n by (4.2) q n (t, A, ω) = P P n (β, A, ω)ds . Jo Then q n satisfies the conditions (v) and (vi) and st n = (Ω, F, P, ξ, B, Y, q π ) e 8ί. Since we have Fix u o eΓ arbitrarily and define P nyk by
Then P ntfc is a step function in the time variable t Put g n , fc as follows.
(4.7) q ntt (t, A, ω) = f P nιi (β, A, ω)ds.
Jo
We call q njt a switching relaxed control with interval 2~k. Since a given q is a switching relaxed control, it can be written by 
Then p(t, , ώ) is a discrete probability on Γ and for Vg e C(Γ)
Define ^, i = 0, , m as follows:
Consider the SDE 
Hence, combining with (4.17), we can see that, as £->oo,
Evidently this completes the proof. § 5.
Continuity of conditional expectation
According to [8] we define L pathwise. Hereafter we assume the following smoothness on h.
, n are bounded and uniformly continuous. dX dxβX Putting X = X^, Ito's formula tells us that
Π' h(X(t))dY{t) = h(X{T))Y(T) -Γ Y(t)dh(X(t))
So, R is σX^-progressively measurable for any x, and Lipschitz continuous with respect to x. Moreover for any (x 9 ω), 
Uη(t) = a{η{t))dB(t) + J^ ϊ(y(t), u)λ(dt, du)
Applying a successive approximation, we can see that η is a Borel function of ζ, B and λ. Hence Jδf is Borel measurable with respect to θ, ξ, B, y, λ. From (Al) and (A3) we have the following evaluation, where \\v\\ = v(R n ) and we apply the same notations E v for a general positive measure v, that is
with j* = (Ω, F 9 P, ξ 9 B, Y, q) for P ξ = v/\\u\\. The left side of (5.12) stands for
Since ξ is independent of (JB, Y, g), the right side of (5.13) does not depend on a special choice of ξ.
Then ^ί(^, y, λ, v) is a positive measure on R n and for any bounded Borel function /. Put m = totality of M(i? π )-valued random variables, which may be defined on different probability spaces. We endow the Prohorov metric on m, (called δ metric), namely
where μ t is the probability distribution of ζ*. Then {m, δ) is a complete separable metric space, because (M(R n ) y Δ) is a complete separable metric space.
Concerning the continuity of Λ, we can prove the following theorem.
Proof. Firstly we remark that
Jo Jo
Recalling the definition of R for λ ε M([0 T] X Γ) (see (5.3)), we get, for any x,
Hence the bounded convergence theorem implies 
(t, φ k (t), λ k )ψ k (t)dt > Γ R(t, φ(t\ X)ψ(t)dt.
Jo Jo
Putting A k = A(θ k , y> λ k9 v k ) and A = Λ(β, y, λ, v) 9 we will show
Consider the SDE on (Ω k9 F k9 P k ]
U(0) -£»
and on (β, F, P)
where ξ k and f have probability distributions i> fc /| | i> fc | | and vl\\v\\ respectively.
is totally bounded in Prohorov topology and any convergent subsequence tends to (η, ξ, B) in Prohorov topology, (η k , ξ k , B k ), k -1, 2, itself converges to (η, ξ 9 B) in Prohorov topology. Appealing to Skorobod's theorem, we will assume that Ω k = Ω, F k = F, P k -=P and P-almost surely η k -+ηϊn C([0 T]->R n ), B k ->B in C([0 T]->R n ) and ξ k -> ξ in i?
71
. Therefore the lemma guarantees ( 
5.27) P y*(s)A(8, λ k )h{η k (s))ds > [ y(s)A(s, λ)h( v (s))ds ,
Jo Jo
P-almost surely.
Furthermore, using a routine method we have and (X*, si*) of (X k , stf k ) and (X, si) respectively, so that flf = β*, Ft = F*, Pi = P* and P*-almost surely (X* 
E[E(Φ(Λ(t,Y,q,v)lσ(Y,q)]
= f where π is the probability distribution of (Y, q). Since E(φ(Λ(t, y, λ, v)) depends only on φ, v, t, y and λ 9 J(t, si, v, φ) can be denoted by J(t, π, v, φ). Define S(t)φ by (6.4) S(t)φ(v) = sup J(t, si, v, φ).
Then by Proposition 2.3 (ii) and (6.3) we have
Proof. Let t k ->t, π k ->π and v k -> v in their topologies. Take s/ te e 2ί(^/ll^ll) (and s/ e 2ί(^/||v||)) such that the probability distribution of (y k , q k ) (and (Y,q)) is π k (and π respectively). Then s/ k -> si by Proposition 2.2.
Therefore Theorem 6 guarantees that A(t k , π k> v k , φ) -> Λ(t, π, v, φ) in metric δ that is in the Prohorov topology. By Skorobod's theorem we can take a copy Aί of Λ(t kf π k , v k , φ) and Λ* of Λ(t, π, v, φ) so that At converges to
At almost surely on (β*, F*, P*). Since φ is bounded continuous, we see that (6.6) \j
(t, π, v, φ) = Eφ(A(t, Y, q, ι>) = E*φ(Λ*) [E*φ(A*)-*E*φ(A*).
This completes the proof of Proposition 6.1. Since SP is a compact metric space by Proposition 2.3 (i), we can conclude the following proposition. PROPOSITION 
S(t)φ e C whenever φeC. That is, S(t) is a mapping from C into C. Recalling Corollary of Theorem 6, we see
(6.7) S(t)φ(v) = sup J(t,
si, v, φ).
•rfSHd' /IMI) .srf' swisching syst. THEOREM 
S(t + θ) = S(i)S(θ), S(0) = identity.
Proof. Consider the SDE on (Ω, F, P), for λ e M([0 T] x Γ) φ 8 )
[ 
dη(t) = cc(η{t))dB(t) + j^ r( v (t), u)λ{dt, du)
U()
Define v: [0 T] x R n X C([0 T] -> R 1 ) x M([0 ϊ]χΓ)χ C b (R n ) -• S 1 by (6.11) ι<ί, x, y, A, /) = έf(φ,
x, B, λ))&(t, x, B, y, λ)
where έ of the right side stands for the expectation with respect to B, since the starting point x is not random. From (6.10) and (6.11) we have
v(t + s, x, y, λ, f) = Ef( v (t + β, x, B, λ))&(t + s, x, B, y, X) (6.12) = Mm, x, B, y, X)E(f(φ, v (t, x, B, λ), Bt, λt) X Se(β, η(t, x, B, λ), Bt, y*, λΐ/σ t (B))] • Since η(t, x, B, λ) is σ ( (β)-measurable, we see
' *&> x > B > ;i ).
B ΐ> λ t)^, η{t, x, B, X), Bt, yΐ, λt)lσ t (B))) (6 13) = v(s, v (t,x,B,X),yt,λt,f)
and, combining with (6.12) we get
Recalling (5.8) and (5.15) we get (6.15) {f, Λ(t, y, λ, v)} = (v(t, ,y,λ),v>, fe C b (R").
Hence, by (6.14), we have
Consequently (6.17) Λ(t + β, y, λ, v ) = A(s, yΐ, λΐ, A(t, y, λ, v)).
Since ( This implies
qΐ 9 A(t,Y,q,ι>))) = EE(φ(A(s, YU qΐ, Λ(t, Y, q, v))lσ t (Y, q))) .
Under the regular conditional probability P( /σ£Y 9 q)), (βt, Y t + ) is a (n + 1)-dimensional Brownian motion, (Y^, qΐ) independent of {B, ξ) and Y, + is o s (Yΐ> 9?")-Brownian motion, i.e. independent increments. Hence η(t, ξ, B y q), Bt and (Y^, qΐ) are independent under conditional probability P(lσ t (Y, q)), P-almost surely, although the probability distribution of qΐ might depend on the past value of (Y(θ), q(θ, A),θ<t,Ae 
B(Γ)). Hence there exists a null set Ne σ t (Y, q), such that for ω & N, (Ω, F, P(/σ t (Y, q)) (ω), η(t, ξ
E(φ(Λ(s, Yΐ, qΐ, Λ(t, Y, q 9 v))/σ t (Y, q))) < (S(s)φ)(Λ(t, Y, q y v)),
Combining (6.20) with (6.19), we have (6.21)
J(t + s, s/, v y φ) < S(t)(S(s)φ)(v).
Taking the supremum with respect to s/ e 2ί(v/||v||), we have (6.22)
S(t + s)φ(v) < S(t)(S(s)φ)(v).
For the converse inequality we will show some lemmas LEMMA 
Let Na (M(R n ), Δ) be totally bounded. Then {A(t, Y*, q^ v);
j^e 8l(y/||^||), veN} is totally bounded in (m,δ).
\dη(t) -a( V (t))dB(t) + J^ ϊ( V (t), u)λ(dt, du)
Then, using this unique solution η{t) -η{t y ξ, B, X) we have (6.24)
Λ(t, y, λ, v)(A) = || v || El A {φ))^(t, ξ, B, y, X).
Hence, by (5.7) On the other hand the condition (Al) implies that, for ε' > 0, there exists b = b(ε\ t, N) such that
Λ\t, y, λ, v)(A) < \\v\\Ψ( v (t) e A)ESe\t
Since Y is a Brownian motion, for ε > 0 there exists a = a(ε) such that
Putting ε' = e * e -*χ*v+')v + *w)* 9 (g.26) gives
whenever \\y\\ t < α, where the compact set K is given by \ l l l l L EMMA 
Suppose that M(R n ) = M Q U --UM s is a Borel partition of M(R n ). Let v, e M t and s/ = (Ω i9 F ίy P i9 ξ i9 B ί} Y ίy q z ) e aW||^||).
For any fixed j* = (Ω 9 F 9 P 9 ξ 9 B 9 Y,q)e% (vl\\v\\) we define Ω, F 9 P 9 I, B 9 Ϋ 9 q as follows.
Y is defined in the same way. (A(t, Y,q,v) ), θ>t.
(q{θ,A), θ<t q(θ, A) = \ {q(t, A) + Σ> qtf t -t, A)X Mi
ί = 0 Then J = φ, F, P, |, B, Ϋ, q) e St(v/||v||).
Proof, ξ is independent of {(B, Y, q), (ξ t , B ( , Y { , q t ), ί = 0, , i). So ξ is independent of (B, Y, q). B is a Brownian motion, because for g e C b ((R")
k ) and θ s > t, j = 1,- k, &(gφtf,) -B(t), j = 1, • , A)/α t (B, Y, q) V σ(F i; gj, i = 0, ••-,£) = £(£(£<<& -4 j = 1, ,k) if ^(ί, Y, q, v)eM t .
Hence (B(s) -B(t)
, s > ί) is a Brownian motion which is independent of σ^Z?, y, g) V σ(y 0 , g 0 ) V V σ(Y^, g^), since B t is a Brownian motion.
This implies that (B(s) -B(t), s > t, B(θ), θ < t) is independent of ((
, £), since B is independent of ((Y, g), (Y^, g έ ), i = 0, , £). Therefore B is independent of (Y, g), because (Y, g) is measurable with respect to σ(Y, q, Y o , g 0 , , Y^, g^). Using a similar calculation as (6.33), we see that for ge C b (R k ) and
Therefore (Y(s) -Y(#), s > ^) is a Brownian motion which is independent of σ,(Ϋ, q).
It is clear that g satisfies the conditions (v) and (vi), from the definition of g. This completes the proof of Lemma 3. Now we prove the inequality (6.35) for Theorem. 
(6.35) S(t + s)φ(v) > S(t)(S(s)φ)(v).
\S(s)φ(v>)~S(s)φ(v")\<ε.
Fix Vι e Mi, ί = 1, , £, arbitrarily and take stf\ e 21(^/11^11) such that (6.40)
J(s, π iy v u φ) > S(s)φ(pd -ε
where π t = probability distribution of (Y^., g^.). Then, by (6.38) -(6.40), we see 
On the other hand, by (6.41) we have
έ(φ(A(s, Ϋt, gΐ, Λ(t, Y, q, v))lσ t {Y, q))) s, Y it q t , Λ(t, Y, q, v))]X M( {Λ(t, Y, q, v ))
Combining with (6.42) we see
Since s3 e2ί(p/||y||) we see
Taking the supremum with respect to J/e Sί(iV|M|), we conclude (6.45)
S(t + s)φ(v) > S(t)(S(s)φ)(v) -ε(3 + ||^||).
Tending ε j 0, we get our desired inequality (6.35 ). This completes the proof of Theorem 7. § 7. Generator and properties of S(t).
We can easily see: PROPOSITION 
The following properties hold, ( i) monotone, S(t)φ < S(t)ψ whenever φ < ψ (ii) contraction, \\S(t)φ -S(t)ψ\\ < \\φ -ψ\\ (iii) continuity, S(θ)φ(v) -+ S(t)φ(ι>) as θ->t, uniformly on any compact set of M{R n ). That is, S(t) is a monotone contraction weakly continuous semigroup on C.
Proof. (i) From the definition of J, (7.1) is clear
Hence taking the supremum with respect to π e 0>, we have (i).
ii) \S(t)φ(v) -S(t)ψ(v)\ sup \Eφ(Λ(t, Y^ q^ v)) -Eψ(Λ(t, Ύ,, q,, v))\
6«(/I1I1)
Hence taking the supremum with respect to v e M(R n ), we have (ii). (iii) By Proposition 6.1.
v). Hence it is uniformly continuous on [0 T] X F where F is compact in M(i? n ). This implies (iii).
Now we calculate the generator of S(t), according to [6] . We introduce the following set Θ of functions φ which depend on finitely many scalar products. Proof. We can apply the same method as [6] . and υ.
, (f e ,
Since F is smooth and {A{u)f u v) continuous in u and v, GΦ(v) is continuous in v. Moreover GΦ(v) = 0 whenever ||y|| > iV + 1. Therefore GΦ is bounded. This implies that GΦ e C for Φ e ^. We remark that Appealing to (7.22) we have Since Y^ is a Brownian motion, a martingale inequality implies (7.26) P(sup|y^)|>α)<-^.
Putting a = 1/Λ/T and N(ε) = (N + ΐ) e κ^a+1^s+1 \ we see, from (7.25) and (7.26)
Therefore, if \\v\\ > iV(ε), then
This implies, by virtue of "Φ(v) = GΦ(υ) = 0 for ||»|| > ΛΓ(ε)",
ε). s
Appealing to (7.24), we have 
E(f(X(θ))Uβ, J)/σ t (Y, U))
in the same way as (5.8), and get We approximate U n of (8.1) (say W for simplicity) by a switching usual control, by a routine method, i.e. U k and U kiP are defined as follows and an optimal one U k+1 = U ktu ,^ is given successively by Recalling (8.14) we see, for binary t (say j2~") lim sup «f(ί, £, v, φ) = S(ί)ί4(v) = Km QΓ'VW and an approximate optimal usual switching control is given by U kyV%φ .
