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1. INTRODUCTION AND RESULTS
Invariant measures of maps from a space into itself play a crucial role in
mathematical analysis and its applications. The standard definition of an
invariant measure requires that the function be univalued. Recent applica-
Ž  .tions see e.g., 2 have raised the need for an analogous notion of
invariant measures for multifunctions, namely, maps that assign to each
point a subset of the space. We display in this note five natural suggestions
for the needed notion and examine when they are equivalent. In fact, we
find that four of our definitions are equivalent when the underlying space
is a separable and complete metric space, and the fifth one is equivalent to
them if, in addition, the space is locally compact and the set-valued map
has a closed graph.
Let X be a complete separable metric space with its Borel structure.
Recall that a probability measure p on X is invariant with respect to the
measurable function f : X X if
p B  p f1 B 1.1Ž . Ž . Ž .Ž .
Ž 1Ž .  Ž . 4.for every Borel set B X here, as usual, f B  x : f x  B .
The set-valued functions we consider are maps F which assign to each
Ž .point x X a closed subset F x  X. We assume that F is measurable.
The measurability is defined for set-valued maps, say G, from a space, say
Y, into the closed subsets of another space, say Z, by the statement: for
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Ž .supported by a grant from the United StatesIsrael Binational Science Foundation BSF , by
Ž . Ž .the MINERVA Foundation Germany , and by INTAS Belgium .
696
0022-247X00 $35.00
Copyright  2000 by Academic Press
All rights of reproduction in any form reserved.
INVARIANT MEASURES OF SET-VALUED MAPS 697
Ž .  Ž . 4every closed set C Z, the set G C  y : G y 	 C is measur-
   able. See Castaing and Valadier 6 or Rockafellar 11 for background on
measurable multifunctions. Note that in this paper we are dealing with the
case where Y and Z coincide.
We now display the promised five properties that probability measures
on X may have in relation to the set-valued mapping F. Each of these
properties offers a natural definition of an invariant measure of the
set-valued map. When needed, the statement of a property is preceded by
some notions and terminology. Following the list we state the equivalence
theorems, comment on the sources of our list, and give some references.
Property I. A probability measure p on X is a subinvariant measure of
F if
p C 
 p FC 1.2Ž . Ž . Ž .
for every closed set C X.
Another natural definition would be to have p an invariant measure
with respect to a selection of F. Example 4.1 shows the limitations of this
definition. Instead we offer the following two properties. A Markov transi-
tion function  from X to itself is a map which assigns to each x in X a
Ž .probability measure  x on X and is such that  is measurable with
respect to the metric of weak convergence. Let p be a probability measure
on X. The probability measure induced from p by the Markov transition
Ž .function , denoted  p , is given by
 p B   x B p dx . 1.3Ž . Ž . Ž . Ž . Ž . Ž .H
The support of a probability measure q is denoted by supp q.
Property II. A probability measure p is a Markov invariant measure of
the set-valued F if there exists a Markov transition function  on X such
Ž . Ž . Ž .that supp  x  F x for p-almost every x and such that  p  p.
We consider now the space of closed subsets of X. It can be endowed
with a topological structure where the sets
 4I  D : D X is closed and D	 C , 1.4Ž .C
 for C closed in X, are closed. For a general theory see Beer 4 . Here we
need only to know when two random maps into this space have the same
distribution. Namely, let p be a probability measure on X and F be a
measurable set-valued map. Let H be a set-valued map from a metric
space Y into the closed subsets of X, and suppose that Y is endowed with
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its Borel field, q is a probability measure on Y, and H is measurable. We
say that H has the same distribution as F, or that H is a version of F, if
p F1 I  q H1 IŽ . Ž .Ž . Ž .C C
for every closed subset C of X. As usual, if h is a measurable function
from Y into X, and q is a probability distribution on Y, then h induces
Ž . Ž .Ž . Ž 1 .Ž .from q a probability measure h q on X, given by h q B  q h B ;
Ž .compare this with 1.3 .
Property III. The probability measure p on X is selectable with respect
to the set-valued mapping F if there exists a version H of F, defined on a
metric space Y endowed with a probability measure q, and a measurable
Ž .selection h of H, such that p h q .
Consider the collection X of double infinite sequences
 . . . , x , x , x , x , x , . . . 1.5Ž . Ž .2 1 0 1 2
with coordinate-wise convergence; a metric can be constructed on X
which makes it a complete and separable metric space. Let P be a
probability distribution on X. The projection of P on X is the probability
measure p given by
 4p B  P  : x  B . 1.6Ž . Ž .Ž .0
On X consider the translation map T , namely
T   x for all i . 1.7Ž . Ž .i Ž i1.
Then T is a one-to-one continuous map. In particular, the standard notion
Ž Ž .. of an invariant measure see 1.1 applies to the mapping T on X .
Denote by  the collection of points  X with the property
x  F x for all i . 1.8Ž . Ž .i Ž i1.
  Ž . Ž .4It follows from 6, Theorem III.30 that the set x, y : y F x is a
Borel set in X X, hence it is easy to see that  is a Borel subset of X.
Property IV. The probability measure p on X is a projectional invari-
ant measure of the set-valued map F if it is the projection of a probability
 Ž .measure P on X which satisfies P   1 and is such that P is invariant
with respect to the translation map T.
Ž . Ž .Consider a sequence x , x , x , . . . such that x  F x for all1 2 3 Ž i1. i
i 1, 2, . . . . Such a sequence will be called a trajectory of the set-valued
Ž .map F. The occupational measure of a finite segment x , . . . , x of a1 N
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Žtrajectory will be denoted by p when we use this notion the trajectoryN
.will be known, so we suppress the segment itself from the notation and it
is given by
1
 4p B   i : 1
 i
N and x  B , 1.9Ž . Ž .N iN
where  indicates the cardinality of a set. Recall the weak convergence of
Ž  .probability measures see, e.g., Billingsley 5 . Recall the convex structure
Žon the space of probability measures generated by the operation  p
Ž . .Ž . Ž . Ž . Ž .1  q B   p B  1  q B for 0
 
 1.
Property V. The probability measure p on X is an occupational invari-
ant measure of the set-valued map F if it is in the closed convex hull of
Žthe individual occupational invariant measures of F where a probability
measure p is an individual occupational probability measure of the set-
valued function F if there exists a trajectory of F whose occupational
.measures p converge to p in the weak convergence of measures .N
THEOREM A. Properties IIV are equialent when X is a complete separa-
ble metric space and F is a measurable set-alued map.
Ž .THEOREM B. Property V is equialent to each of Properties IIV if X is
a locally compact complete separable metric space and F has a closed graph.
Sources. The notion displayed in Property I was offered in Aubin et al.
 3 as the definition of an invariant measure. The Poincare recurrence´
 theorem was established in 3 for such invariant measures under the
assumption that X is compact and F is continuous. Properties IV and V
  Ž  .were proposed by the author in 2 not being aware of 3 , however, for
set-valued dynamics generated by differential inclusions, where their
equivalence was established. A construction similar to the lifting used in
 Property IV was employed by Colonius and Kliemann 7 in a control
 systems framework. In 2 the two properties were applied to problems of
singular perturbations. Property II was proposed to the author by Vershik
 during a visit to the Weizmann Institute. It has its roots in 13 . Vershik
conjectured the equivalence of Properties II and IV. The equivalence of
Properties II and III in the case in which X is locally compact follows
 from the paper 1 of the author; the more general related results by Ross
ˇ   12 and by Zivaljevic 14 may help in establishing our results under more´
general conditions.
In view of the stated results we could choose each of the first four
properties as a general underlying definition of an invariant measure of a
set-valued function and have the other properties serve as characteriza-
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tions. We prefer to define that a probability measure is an invariant
measure of the set-valued map F if it satisfies one of the first four
Ž .properties or Property V if the assumptions of Theorem B are met .
The proof of Theorem A is presented in the next section. It follows a
series of propositions establishing, respectively, the following implications:
I II, II III, III I, IV I, and II IV. In Section 3 we present
two propositions establishing, under the additional conditions of Theorem
B, that V I and IVV; these verify Theorem B. In the closing section
we display some comments, counterexamples, and applications.
2. PROOF OF THEOREM A
PROPOSITION 2.1. A subinariant measure is Marko inariant.
Proof. Our first step is to construct an approximation to the problem
where the underlying space is compact and the set-valued map is continu-
ous. The proof of the original problem will be obtained through a limit
argument.
Let p be the subinvariant measure. Being a probability measure on a
Ž  .complete separable space, p is tight see Billingsley 5 ; namely, for every
Ž . 0, a compact set K  X exists such that p K  1  . 
Consider the set-valued function F from K into the closed subsets of 
Ž . Ž .K given by F x  F x 	 K . The multifunction F is measurable, as it   
 follows, e.g., from Rockafellar 11, Theorem 1M . Since K is compact, the
Ž  .Lusin theorem see e.g. 11, Theorem 1F implies that there exists a
Ž .compact subset L of K such that p L  1 2 and such that on L   
the mapping F is continuous with respect to the Hausdorff metric on
Ž   .compact sets see e.g. 6 for the latter notion .
The p-measure of K and L is less than 1. We consider therefore the 
ˆ ˆ 4  4spaces K  K  k and L  L  l where k and l are two       
ˆauxiliary points. We consider the space K as a measure space where the
 4 Ž .measure on K is determined by p and the measure of k is 1 p K .  
ˆWe denote the resulting probability measure on K by p . Likewise, we  , k
ˆdefine the probability measure p on L by letting p be equal to p on , l   , l
Ž 4. Ž .L and by p l  1 p L .  , l  
ˆ ˆAt this point we have two compact metric spaces K and L and 
probability distributions defined on each of them. Consider the relation
ˆ ˆ Ž . Ž . Ž .R L  K given by y, x  R if either y, x  L  K and x F y   
Žor whenever y l or x k we suppress the dependence of the relation 
ˆ.R on  . Since F is a continuous multifunction on L it follows that R is a
ˆ ˆclosed subset of L  K . 
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We claim that since p is subinvariant with respect to the multifunction
ˆF, it follows that for every measurable C in K the following inequality
holds:
p C 
 p y : y , x  R and x C . 2.1 4Ž . Ž . Ž .Ž . , k  , l
ˆŽ .  4The claim follows directly from 1.2 and the fact that l  K is a subset 
 of R. By 1, Theorem 3.1 it follows that a Markov transition map exists
ˆ ˆ Ž . Ž . Ž .from L to K , denoted   , such that supp  y  F y for every   
ˆ Ž .y L and such that  p  p , namely, p is induced by  from   , k  , l  , k 
Ž Ž . .p see 1.3 for the notation . , l
ŽThe preceding paragraphs establish the promised approximation note
that the restrictions of p and p to L and K , respectively, coincide , l  , k  
.with p . At this point we start with the limit arguments. To this end we
Ž .identify the measure-valued map   with the probability measure  on 
L  K obtained by direct integration. Namely, on rectangles, say on 
E C, the measure is given by
 E C   y C p dy . 2.2Ž . Ž . Ž . Ž . Ž .H   , l
E
Consider now a sequence   0. We claim that the sequence of measuresi
ŽŽ Ž . Ž .  4. defined on XN  XN where N 1, 2, 3, . . . is tight. i
Ž .Indeed, given an  0, an easy calculation shows that  L  K  1  i
Ž . 2   . This implies the tightness.i
The tightness implies that a subsequence exists, say  , which converges j
weakly, say, to . Since the respective weights that the measures p and , k
p assign to N tend to zero as  tends to zero, it follows that the measure , l
 is supported on X X.
Since for every j the marginals of  on L and on K are both equal  j j j
Ž . Ž .to p, and since both p L and p K converge to 1 as  tends to zero, it 
follows that the marginals of  on both coordinates are equal to p. In
particular,  can be disintegrated with respect to the y-coordinate en-
Ž .dowed with p, resulting in a measure-valued function, say   . We claim
Ž .that the measure-valued map   is the desired Markov transition map,
Ž . Ž . Ž .namely,  y is a probability measure satisfying supp  y  F y , for
Ž . Ž .p-almost every y, and  p  p. The latter equality is satisfied since  
is obtained by disintegrating a measure whose two marginals coincide with
Ž .p. To verify that   is a probability measure note that since for each i the
Ž . Ž .measure  is obtained by 2.2 and since  y is known to be a i i
Ž .probability measure, it follows that  y is indeed p-almost everywhere a
Ž . Ž .probability measure. It remains to verify that supp  y  F y for p-al-
most every y. To this end, assume without loss of generality that Ý isj
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finite. For j large enough, the intersection of all the sets L , for j j ,0  0j
has p-measure close to 1, say, greater than or equal to 1 	 . Denote this
intersection by L . Likewise, the intersection K of all K for j j also	 	  0j
has p-measure greater than 1 	 . The set L  K is compact, and the	 	
restriction to L  K of each of the  is supported on R. Hence the  j j j
restriction of  to L  K is also supported on R. Finally, the restriction	 	
of the graph of F to the same set is compact and equals the restriction of
Ž .R to the same set. This implies that the restriction of supp  y to K for	
Ž .y L is in F y for p almost every y. Since 	 is arbitrarily small, and	
since the -measure of L  K tends to 1 as 	 tends to 0, the proof is	 	
complete.
PROPOSITION 2.2. A Marko inariant measure is selectable.
Proof. The result follows standard construction arguments in probabil-
Ž  .ity theory a special case was established in 1, p. 318 . For completeness
we sketch the proof.
Let p be a probability measure on X which is Markov invariant with
Ž .respect to the set-valued mapping F, and let   be the Markov transition
function which leaves p invariant. The auxiliary space on which we
   construct the version of F is X 0, 1 , where 0, 1 is endowed with the
Ž .Lebesgue measure 
 and the version itself, say G, is given by G x, t 
Ž .  F x . The goal is to define a function g : X 0, 1  X which is measur-
Ž .able and such that, for every x fixed, the measure induced from g x , 0 0
Ž . Ž . Ž .by 
 is equal to  x . Since supp  x  F x for p-almost every x, it is0
Ž . Ž . Ž . Ž .clear that g x, t G x, t for p 
 -almost every x, t , hence the pair
Ž .G, g would indeed verify that p is selectable.
For the construction itself, it does not matter that X is both the domain
Ž . Ž .and the range of   and that  p  p; we therefore denote the range
Ž .by Z and denote by q the measure induced from p by   .
Since Z is separable and complete, it follows that q is tight, and in
particular that there exists a sequence A for i 1, 2, . . . , of disjoint1, i
measurable subsets of Z, each with a diameter less than or equal to, say, 1;
Ž .a compact closure; and such that q A  1. Successively on the index1, i
k, we define a sequence A for i 1, 2, . . . of disjoint measurablek , i
subsets of Z, each with diameter less than or equal to 1k and with the
additional property that each A is the union of a finite stringk1, j
A  A  A for some i and j . Such a partition isk , i k , i 1 k , i j 1 11 1 1 1
possible since each A has a compact closure.1, i
Ž . Ž .Ž .For each k define now  x, i   x A    A , fork k , 1 k , i
i 1, 2, . . . . Since  is measurable it is clear that  is measurable. Fork
Ž . Ž .each i let z be a point in A . Define g x, t  z if  x, i 1  t
k , i k , i k k , i k
Ž . Ž . x, i , when  x, 0  0. It is clear that g is measurable and that, fork k k
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Ž .every x fixed, the distribution induced from 
 by g x,  is close in thek
Ž .weak convergence of measures to  x . The nested structure of Ak , i
Ž . Ž .implies that for each x, t the sequence g x, t is a Cauchy sequence ink
ŽZ. Hence the sequence g converges pointwise in fact, uniformly, due tok
.the estimate 1k . The limit, say g, clearly satisfies the desired properties.
This completes the proof.
PROPOSITION 2.3. A selectable measure is subinariant.
Proof. Let p be a selectable probability measure of the set-valued map
Ž .F and let Y, q, H, h be the data verifying that, namely, Y is a complete
separable metric space with q a probability measure on it; H is a
measurable set-valued map from Y into closed subsets of X which is a
version of F; and h: Y X is a measurable selection of H such that
Ž .h q  p. We claim that for every closed set C of X,
p C  h q C  q y : h y  C 
 q y : H y 	 C 4  4Ž . Ž . Ž . Ž . Ž .Ž . Ž .
 p FC . 2.3Ž . Ž .
The first equality follows from the selectability. The second equality is the
Ž .Ž . Ž .definition of h q C . The inequality is justified since h y  C implies
Ž .H y 	 C. The last equality follows since H is a version of F. In
Ž . Ž .particular, 2.3 verifies that 1.2 holds; this completes the proof.
Ž .A string similar to 2.3 would as easily prove that a Markov invariant
measure is subinvariant.
PROPOSITION 2.4. A projectional inariant measure is subinariant.
Proof. Let p be a projectional invariant measure on X and let P be
the invariant measure on X whose support is on  and whose projection
Žis p. Then for a closed subset C of X the following holds we maintain the
Ž ..notation used in 1.5 :
 4 p C  P  : x  C 
 P  : x  F C 4Ž . Ž . Ž .0 1
 P  : x  FC  p FC . 2.4 4 Ž . Ž .Ž .0
The first and the last equalities follow from the definition of the projec-
tion. The inequality follows since P is supported on , hence for P-almost
Ž .every  if x  C then x  F C . The remaining equality follows0 1
Ž .since P is invariant under the translation operator T. Since 2.4 verifies
Ž .1.2 , the proof is complete.
PROPOSITION 2.5. A Marko inariant measure is projectional inariant.
Proof. Let p be a Markov invariant probability measure of the set-
Ž .valued mapping F, and let   be the Markov transition function which
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verifies that. The transition function maps X to probability measures on
Ž .X. The probability measure p and the transition function   induce in a
standard way a probability measure on any finite product
X X  X . 2.5Ž .
The construction can be done inductively. On X the measure is p P .1
Suppose that on an n-string Y X X  X the measure is well-de-
fined, say P . Define the transition measure from Y into probabilityn
measures on X by
 x , . . . , x   x . 2.6Ž . Ž . Ž .n 1 n n
Ž .The measure on the n 1 string Y X is then determined by its values
on rectangles A B given by
P A B   y B P dy . 2.7Ž . Ž . Ž . Ž . Ž .Hn1 n n
A
The values of P on rectangles determine the probability measure on the
Ž  product see Neveu 9, Proposition II.2.1 ; we have already used this
Ž ..construction in 2.2 .
The preceding construction defines a probability measure on each finite
substring of X. Since p is Markov invariant with respect to , it is clear
that the measure on a string is compatible with the measure on any
Ž .substring; namely, if A are subsets of X then P A   A  Xi n 1 n1
Ž . P A   A . The compatibility implies that the measures onn1 1 n1
Ž . the strings induce uniquely a probability measure, say P , on X . See,
 e.g., 9, Proposition III.3.3 .
We claim that the probability measure P on X is the desired probabil-
ity measure; namely, it is invariant with respect to translations, its projec-
tion on X is p, and the measure assigned to  is one.
The translation invariance and the projection property follow immedi-
ately from the construction, specifically since p is invariant under the
Ž .Markov transition map. To prove that P   1, note that the comple-
ment of  is the denumerable union of the subsets of X given by
 X  XD X  X  2.8Ž .
where D X X occupies any two consecutive indices in the infinite
string and is given by
D x , y  y F x . 2.9 4Ž . Ž . Ž .
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Ž . Ž . Ž .Since supp  x  F x for p-almost every x, it follows that P D  0.2
Ž .Hence the P -measure of the set displayed in 2.8 is zero, and so is the
denumerable union of these sets, namely the complement of . This
completes the proof.
With the preceding five propositions, the proof of Theorem A is com-
plete.
3. PROOF OF THEOREM B
PROPOSITION 3.1. If the complete separable metric space X is locally
compact and the set-alued function F has a closed graph, then an occupa-
tionally inariant probability measure p is subinariant.
Proof. Since X is separable and complete, the measure p is tight and
Ž . Ž .hence for C X the value p C is the supremum of p K over the
compact sets K satisfying K C. This implies that in order to establish
Ž .that p is subinvariant it is enough to verify 1.2 for compact sets.
Furthermore, since X is locally compact, it follows that any compact set is
the intersection of a sequence of compact sets whose boundary has
Ž .p-measure zero. Since the inequality 1.2 is hereditary with respect to the
intersection of a decreasing sequence, it follows that it is enough to
Ž . Ž . Žestablish 1.2 when K is compact and p K  0 where  denotes the
.boundary .
Ž . Ž .Let x , x , x , . . . be a sequence which satisfies x  F x , and1 2 3 i1 i
Ž Ž ..whose occupational measures p see 1.9 converge to p as N convergesN
Ž .to . Since x  F x for each i, it follows that for any given Ki1 i
1
P K 
 p F K  . 3.1Ž . Ž . Ž .N N N
Ž . Ž . Ž .If p K  0 then the left-hand side of 3.1 converges to p K ; see, e.g.,
 5, p. 11 . Since K is compact and the set-valued map has a closed graph, it
 Ž  . Ž  .follows that F K is closed. Hence see 5, p. 11 limsup p F K 
N
Ž  . Ž . Ž .p F K . All in all, the limit of 3. 1 as N tends to  verifies 1.2 for
Ž .compact sets K with p K  0, and the proof is complete.
PROPOSITION 3.2. If the complete separable metric space X is locally
compact and the graph of F is closed, then a projectional inariant probability
measure is an occupational inariant measure.
Proof. Let p be a projectional invariant measure, and let P be the
probability measure on X, which is invariant under T , supported on ,
and whose projection is p. We consider the one-point compactification of
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 4 Ž .  4X, say Y X  , and extend F to Y by letting F    and by
Ž .adding  to any value F x when the latter is not compact. Then P is also
a probability measure on the space of double infinite sequences Y of
elements in Y, and it is invariant with respect to the translation operator T
on Y. Since T is continuous on Y, the Choquet Theorem implies that P
is in the convex hull of probability measures on Y which are extreme
points in the space of probability measures invariant with respect to T ;
namely, a measure  exists on the space of invariant probability measures
such that for every continuous function h: Y R the equality
h  P d  h   d  d 3.2Ž . Ž . Ž . Ž . Ž . Ž .H H Hž /
holds, and the -measure of the set of extreme points is 1. See, e.g.,
 Pollicott and Yuri 10, Section 9.3 . It is easy to verify that each of the
 mentioned extreme points is ergodic; see 10, Lemma 9.4 . The compact-
ness of the space and the continuity of T imply that each ergodic measure
is occupationally invariant. The argument goes back to Kryloff and Bogoli-
 uboff 8 . Indeed, let  be ergodic. Then for each continuous real function
h on Y the following convergence holds for -almost every  ,
N1
ilim h T   h   d . 3.3Ž . Ž . Ž . Ž .Ý HN 1 i0
The compactness implies that the space of continuous functions on Y is
Ž .separable, hence for -almost every  the limit in 3.3 holds for every h,
which means in particular that the occupational measures of the sequence
of translations T i converges weakly to  . These arguments hold in Y,
Ž .but it is clear that if  X  1 then  is an occupational invariant
 Ž .measure in X . Indeed, if 3.3 fails for a real function h which is
continuous and bounded on X, the tightness of P would imply that the
convergence fails also for a modification of h which is continuous on Y.
Ž . Ž .We claim that in 3.2  X  1 holds for -almost every  . Indeed,
since P is tight on X, if the claim fails it is easy to find a continuous
function h on Y which gives large values to the complement of X and
Ž . Ž .violates 3.2 . Hence, the equality 3.2 holds in fact when the measure  is
defined on the space of probability measures on X, and it assigns
measure 1 to the probability measures which are ergodic and invariant
with respect to T. Since F has a closed graph, namely,  is closed in X,
Ž .and since P   1, we conclude that every measure in the support of  is
supported on .
In view of the previous arguments, with the support of any  participat-
Ž Ž ..ing in generating P see 3.2 an element  can be found such that
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the occupational measures of the sequence T i converge weakly to  . Let
 . . . x , x , x , . . . 3.4Ž . Ž .1 0 1
Žbe this element. Then, the occupational measures of the sequence x ,0
.x , . . . converge weakly to the projection of  . Since  is invariant with1
respect to T we conclude that the projection p of  is an occupational0
invariant measure of F. Since taking convex combinations is preserved
under the projection operator, the proof is complete.
With the preceding two propositions, the proof of Theorem B is con-
cluded. Example 4.2 in the next section shows that the closed graph
assumption cannot be dropped from the first proposition.
4. COMMENTS
As mentioned in the Introduction, a natural definition of a measure p
being invariant, with respect to the set-valued map F is that p is invariant
with respect to a measurable selection of F. The following example
Ž  .borrowed from 1 demonstrates why we have to settle for either the
invariance with respect to a Markov transition map or selectable measures.
1 1 1  Ž .  4EXAMPLE 4.1. Let X 0, 1 and let F x  x,  x . The Lebes-2 2 2
gue measure is an invariant measure of F. But the Lebesgue measure is
not an invariant measure of any measurable selections of F. It is an
invariant measure of the Markov transition map which, for a given x,
Ž .assigns equal probabilities to the two elements in F x . A version of F
which has a selection which makes the Lebesgue measure invariant is
1 1 1Ž .  4 Ž .  4F x  x,  x when 0
 x
 and F x  x , x otherwise.2 2 2
What follows is the counterexample promised in the previous section.
  Ž .   Ž .EXAMPLE 4.2. Let X 0, 1 and let F x  0, 1 if x 0 and F 0 
 41 . All the conditions required in the theorems are met except that F does
1 1Ž .not have a closed graph. Consider the sequence 1, , . . . , , . . . . It clearly2 n
satisfies the conditions that establish the probability measure supported on
 40 as occupationally invariant. This measure is clearly not an invariant
measure of F.
The various characterizations proposed in Properties IV help to estab-
lish various properties of invariant measures of set-valued maps, including
 ergodic-type results. For instance, we can employ results in Vershik 13
which examine the ergodic properties of measures invariant with respect to
a Markov transition map. The following would be a natural definition.
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DEFINITION 4.3. A probability measure invariant with respect to the
set-valued map F is ergodic if it is invariant and ergodic with respect to a
Ž . Ž .Markov transition map m satisfying supp m x  F x for all x.
ŽSince F is set-valued, the property that distinct ergodic with respect to
. ŽF measures are orthogonal may not hold this fact has a bearing on the
 .applications; see 2 . The following is, however, true.
PROPOSITION 4.4. A probability measure inariant with respect to the
set-alued map F is decomposable into a direct integral of probability measures
which are ergodic with respect to F.
Proof. The proof follows directly from the definition and from Vershik
 13, Proposition 4.2 .
In the same spirit, the following results reproduce the existence result
   displayed in Aubin et al. 3 and, under conditions more relaxed than in 3 ,
display a Poincare recurrence theorem for set-valued maps.´
PROPOSITION 4.5. Let X be compact and let F be a set-alued map from
X to subsets of X which has a closed graph. Then a probability measure
subinariant with respect to F exists.
Proof. Since X is compact it follows that X is compact, and since F
has a closed graph it follows that the subset  of X is compact. Hence
the translation operator T leaves  invariant, and it is well known that a
continuous map on a compact space has an invariant measure. Call it P.
Its projection on X is a subinvariant measure.
PROPOSITION 4.6. Let X be separable complete metric space and let F be a
measurable set-alued map. Let p be a probability measure subinariant, with
respect to F. Then the following Poincare recurrence property holds: for eery´
Borel set B denote by B the set of points x in B for which a sequence0
Ž . Ž .x , x , . . . exists such that x  F x and x  B for an infinite number0 1 i1 i j
Ž . Ž . Žof indices j. Then p B  p B . In particular, it follows that if we denote
m Ž . Ž m .B   F B here F is the mth iteration of F , then n 0 m n
Ž . Ž . .p B  p B .
Proof. The Poincare recurrence theorem holds for the operator T´
Ž . acting on , P , where P is a probability measure on X , invariant with
Ž .respect to T , and whose projection is p and such that P   1. Since 
Ž .consists of sequences satisfying the relation x  F x , the recurrencei1 i
stated in the proposition holds.
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