Abstract-We address the problem of compressed sensing (CS) with prior information: reconstruct a target CS signal with the aid of a similar signal that is known beforehand, our prior information. We integrate the additional knowledge of the similar signal into CS via ℓ1-ℓ1 and ℓ1-ℓ2 minimization. We then establish bounds on the number of measurements required by these problems to successfully reconstruct the original signal. Our bounds and geometrical interpretations reveal that if the prior information has good enough quality, ℓ1-ℓ1 minimization improves the performance of CS dramatically. In contrast, ℓ1-ℓ2 minimization has a performance very similar to classical CS and brings no significant benefits. All our findings are illustrated with experimental results.
I. INTRODUCTION
Nearly a decade ago, compressed sensing (CS) emerged as a new paradigm for signal acquisition [1] , [2] . By assuming that signals are compressible rather than bandlimited, CS enables signal acquisition using far less measurements than classical acquisition schemes [3] , [4] . Since most signals of interest are indeed compressible, CS has found many applications, including medical imaging [5] , radar [6] , camera design [7] , and sensor networks [8] .
We show that, whenever a signal similar to the signal to reconstruct is available, the number of measurements can be reduced even further. Such additional knowledge is often called prior [9] - [15] or side [16] - [18] information.
Compressed Sensing (CS). Let x ⋆ ∈ R n be an unknown ssparse signal, i.e., it has at most s nonzero entries. Assume we have m linear measurements y = Ax ⋆ , where the matrix A ∈ R m×n is known. CS answers two fundamental questions: how to reconstruct the signal x ⋆ from the measurements y? And how many measurements m are required for successful reconstruction? A remarkable result states that if A satisfies a restricted isometry property (RIP) [19] - [21] or a nullspace property [22] , then x ⋆ can be reconstructed perfectly by solving Basis Pursuit (BP) [23] : where x 1 := n i=1 |x i | is the ℓ 1 -norm of x; see [19] - [22] . For example, if m > 2s log(n/s) + (7/5)s, and the entries of A ∈ R m×n are drawn independently and identically distributed (i.i.d.) from the Gaussian distribution, then A subject to Ax = y ,
which we will refer to as ℓ 1 -ℓ 1 and ℓ 1 -ℓ 2 minimization, respectively. The use of the constraints Ax = y implicitly assumes that y was acquired without noise. However, our results also apply to the noisy scenario, i.e., when the constraints are Ax − y 2 ≤ σ instead of Ax = y.
Overview of results.
Problems (2) and (3), as well as their Lagrangian versions, have rarely appeared in the literature (see 
then, with probability greater than
⋆ is the unique solution of (2) with β = 1.
Recall that classical CS requires
m ≥ 2s log n s + 7 5 s + 1 particular example, the bound (4) is quite sharp, while the bound for ℓ 1 -ℓ 2 minimization is quite loose (the sharpness of our bounds is discussed in Sections IV and VI). Most importantly, this example shows that using prior information properly can improve the performance of CS dramatically.
B. Outline
The rest of the paper provides a detailed treatment of CS with prior information, covering both an overview of related research and the statement and proof of the main results. In Section II we discuss related work, including the use of other types of "prior information" in CS. Section III introduces the fundamental tools in our analysis, which are also used to provide geometrical interpretations of ℓ 1 -ℓ 1 and ℓ 1 -ℓ 2 minimization. The main results are stated and discussed in Section IV. In Section V, we provide some experimental results. The main theoretical results are proven in Section VI, and some auxiliary results are proven in the appendices.
II. RELATED WORK
There is a clear analogy of CS with prior information and the distributed source coding problem. Namely, we can view the number of measurements and the reconstruction quality in CS as the information rate and the incurred distortion in coding theory, respectively. As such, our problem of CS with prior information at the reconstruction side is reminiscent of the problem of coding with side/prior information at the decoder, a field whose foundations were laid by Slepian and Wolf [35] , and Wyner and Ziv [36] ; see also [37] .
The concept of prior information has appeared in CS under many guises [10] , [11] , [15] , [18] , [31] . The work in [10] was apparently the first to consider (1) , in particular ℓ 1 -ℓ 1 minimization. Specifically, [10] considers dynamic computed tomography, where the image reconstructed in the previous time instant helps reconstructing the current one. That is accomplished by solving (2) . That work, however, neither provides any kind of analysis nor highlights the benefits of solving (2) with respect to classical CS, i.e., BP. Very recently, [15] considered a variation of (2) where the second term of the objective rather than penalizing differences between x and w in the sparse domain, penalizes differences in the signals' original domain. Specifically, [15] solves (a slightly more general version of)
where A was decomposed as the product of a sensing matrix Φ and a transform matrix Ψ that sparsifies both x ⋆ and w. Although [15] shows experimentally that (6) requires less measurements than conventional CS to reconstruct MRI images, no analysis or reconstruction guarantees are given for (6) .
In [11] , prior information refers to an estimate T ⊆ {1, . . . , n} of the support of x ⋆ (see [9] , [13] , [14] for related approaches). Using the restricted isometry constants of A, [11] provides exact recovery conditions for BP when its objective is modified to x T c 1 , where x T denotes the components of x indexed by the set T , and T c is the complement of T in {1, . . . , n}. When T is a reasonable estimate of the support of x ⋆ , those conditions are shown to be milder than the ones in [19] , [20] for standard BP. Then, [11] considers prior information as we do: there is an estimate of the support of x ⋆ as well as of the value of the respective nonzero components. However, it solves a problem slightly different from (3) . Namely, the objective of (3) is replaced with x T c 1 + β x T − w T 2 2 . Although some experimental results are presented, no analysis is given for that problem.
A modification of BP that has often appeared in the literature considers, instead of the ℓ 1 -norm, the weighted ℓ 1 -norm x r := n i=1 r i x i , where r i > 0 is a known weight. This norm penalizes each component of x according to the magnitude of the corresponding weight and, thus, requires "prior information" about x. The weight r i associated to the component x i can, for example, be proportional to the probability of x ⋆ i = 0. Several algorithms based on this idea have been proposed e.g., [38] , [39] . Moreover, [12] proved that the number of measurements for exact recovery is asymptotically smaller for the weighted ℓ 1 -norm than for the unweighted one. The work in [13] also obtains asymptotic bounds and proposes setting r i = − log p i , where p i is the probability that x ⋆ i = 0. Alternative work has considered
with λ > 0, which can be viewed as a Lagrangian version of
Problem (8) is a generalization of (1) for noisy scenarios, and we will provide bounds on the number of measurements that it requires for successful reconstruction with g = · 1 and g = . Problem (7) has appeared before in [31] , in the context of dynamical system estimation. Specifically, the state x (t) of a system at time t evolves as given the observations y (t) . The state of the system in the previous instant, x (t−1) , can be used as prior information by making
). If the modeling error ǫ (t) is Gaussian and the state x (t) is assumed sparse, then x (t) can be estimated by solving (7) with g = · 2 2 ; if the modeling noise is Laplacian, we set g = · 1 instead. Although [31] does not provide any analysis, their experimental results show that, among several strategies for state estimation including Kalman filtering, (7) with g = · 1 yields the best results. If we take into account the relation between (7) and (8), our theoretical analysis can be used to provide an explanation. We also mention that [18] proposed and analyzed an approximate message passing algorithm to solve problem (7) with g = · 2 2 . The use of more complex signal models, rather than sparsity, can also be seen as an instance of prior information, and has attracted considerable attention [40] . Examples include the notion of block sparsity (see [41] and [42] for nullspacebased and RIP-based reconstruction guarantees), model-based Figure 2 . Visualization of the nullspace property in Proposition 1 for BP.
CS [43] , multiple measurement vectors [44] , [45] , and Gaussian mixture models [46] . The additional structure considered in these works can be used to reduce the number of measurements for successful reconstruction (see, e.g., [41] and [42] for block sparsity, [44] and [45] for multiple measurement vectors, and [43] for more general models) or even to design measurement matrices [47] - [49] .
Finally, we mention that several authors have been using the same tools as we do, namely the concept of Gaussian width and Gordon's lemma [50] , to derive CS results [22] , [27] , [51] and analyze related problems [52] - [60] .
This section introduces concepts and results in CS that will be used in our analysis. We follow the approach of [22] , since it leads to the current best CS bounds for Gaussian measurements, and provides the means to understand some of our definitions.
A. Known Results and Tools
The concept of Gaussian width plays a key role in [22] . Originally proposed in [50] to quantify the probability of a randomly oriented subspace intersecting a cone, the Gaussian width has been used to prove CS results [22] , [27] , [51] and, more recently, to tackle problems in other areas [52] - [60] .
Before defining it, we analyze the optimality conditions of a linearly constrained convex optimization problem.
The nullspace property. Consider a real-valued convex function f : R n − → R and the following optimization problem:
where B n (0, 1) := {x ∈ R n : x 2 ≤ 1} is the unit ℓ 2 -norm ball in R n and g ∼ N (0, I n ) is a vector of n independent, zero-mean, and unit-variance Gaussian random variables. The symbol E g [·] denotes the expected value with respect to g. The Gaussian width is usually defined for generic sets by taking their intersection with the spherical part of B n (0, 1), S n (0, 1) := {x ∈ R n : x 2 = 1}, rather than with B n (0, 1). When the set is a cone, however, that is equivalent to intersecting it with B n (0, 1), as in (12).
1 As 1 That is because the maximizer of the problem in (12) is always in Sn(0, 1). To see that, suppose it is not, i.e., for a fixed g, zg := sup{g ⊤ z : z ∈ C ∩Bn(0, 1)} and zg ∈ Sn(0, 1). This means zg 2 < 1. Since C is a cone, zg := zg/ zg 2 ∈ C ∩ Sn(0, 1). And g ⊤ẑ g = (1/ ẑg 2 )g ⊤ zg > g ⊤ zg, contradicting the fact that zg is optimal. a result, the Gaussian width of a cone C is the expected distance of a Gaussian vector g to the polar cone of C, defined as C
• := {y :
Proposition 2 (Example 2.3.1 in [61] ; Prop. 3.6 in [22] ). The Gaussian width of a cone C can be written as
where dist(x, S) := min{ z − x 2 : z ∈ S} denotes the distance of the point x to the set S.
This follows from the fact that the support function of a "truncated" cone is the distance to its polar cone [61, Ex.2.3.1]; and can be proved by computing the dual of the optimization problem in (12) [22, Prop.3.6] . Besides providing a way easier than (12) for computing Gaussian widths, Proposition 2 also provides a geometrical explanation of why the Gaussian width measures the width of a cone. The wider the cone C, the smaller its polar cone C
• . Therefore, the expected distance of a Gaussian vector g to C
• increases as C • gets smaller or, equivalently, as C gets wider; see Fig. 3 .
From geometry to CS bounds. In [50] , Gordon used the concept of Gaussian width to compute bounds on the probability of a cone intersecting a subspace whose orientation is uniformly distributed, e.g., the nullspace of a Gaussian matrix. More recently, [52] showed that those bounds are sharp. Based on Gordon's result, on Proposition 1 (and its generalization for the case where the constraints of (9) are Ax − y 2 ≤ σ), and a concentration of measure result, [22] 1) Suppose y = Ax ⋆ and let
and
Then,x = x ⋆ is the unique solution of (14) with probability greater than
2) Suppose y = Ax ⋆ + η, where η 2 ≤ σ and let
Define 0 < ǫ < 1 and let
Then, x − x ⋆ 2 ≤ 2σ/ǫ with probability greater than
Theorem 2 was stated in [22] for f equal to an atomic norm. Its proof, however, remains valid when f is any convex function. Note, in particular, that (14) becomes (BP), (2), and (3) when f (x) is x 1 , x 1 +β x−w 1 , and
respectively; and (16) becomes the noise-robust version of these problems. The quantity λ m can be bounded (sharply) with [22] :
One of the steps of the proof shows that condition (15) 
Roughly, the theorem says that, given the noiseless (resp. noisy) measurements y = Ax ⋆ (resp. y = Ax ⋆ + η), we can recover x ⋆ exactly (resp. with an error of 2σ/ǫ), provided the number of measurements is larger than a function of the Gaussian width of T f (x ⋆ ). It is rare, however, to be able to compute Gaussian widths in closed-form; instead, one usually upper bounds it. As proposed in [22] , a useful tool to obtain such bounds is Jensen's inequality [61, Thm.B.1.1.8], Proposition 2, and the following proposition. Before stating it, recall that the normal cone N f (x) of a function f at a point x is the polar of its tangent cone:
, for all y} is the subgradient of f at a point x [61] .
Using Propositions 2 and 3, [22] proves:
Together with Theorem 2, this means that if m ≥ 2s log(n/s) + (7/5)s + 1, then BP recovers x ⋆ from m noiseless Gaussian measurements with high probability. A similar result holds for noisy measurements, i.e., for (16) with f (x) = x 1 .
B. The Geometry of ℓ
Theorem 2 applies to CS by making f (x) = x 1 . Since it is applicable to any convex function f , we will use it to characterize problems (2) and (3), that is, when f is
respectively. In particular, we want to understand the relation between the Gaussian widths of the tangent cones associated with these functions and the one associated with the ℓ 1 -norm. If the former is smaller, we might obtain reconstruction bounds for (2) and (3) smaller than the one in (18) . In the same way that Proposition 4 bounded the squared Gaussian width of the ℓ 1 -norm in terms of the key parameters n and s, we seek to do the same for f 1 and f 2 . To find out the key parameters in this case and also to gain some intuition about the problem, Fig. 4 shows the sublevel sets of f 1 and f 2 with β = 1 and in two dimensions, i.e., for n = 2. Recall that, according to (10) , one can estimate tangent cones by observing the sublevel sets that generate them. We set x ⋆ = (0, 1) in all plots of Fig. 4 and consider four different vectors as prior information w: 2 We noticed an extra factor of √ π in equation (73) of [22] (proof of Proposition 3.10). Namely, π in (73) should be replaced by √ π. As a consequence, equation (74) in that paper can be replaced, for example, by our equation (52) .
In that case, the number of measurements in Proposition 3.10 in [22] should be corrected from 2s log(n/s) + (5/4)s to 2s log(n/s) + (7/5)s. 
where i = 1, 2, j = 1, 2, 3, 4, and g 1 = · 1 and g 2 = 
The cone generated by this set is the axis x 1 = 0. In the same figure, S
and it generates the same cone as S (1) f1 : the axis x 1 = 0. Hence, both S (1) f1 and S (2) f1 generate the same (tangent) cone {(0, x 2 ) : x 2 ∈ R}, which has zero Gaussian width in R 2 . When we consider f 2 and the same prior information vectors, as in Fig. 4(b) , the tangent cones no longer have zero width, but still have a width smaller than T · 1 (x ⋆ ). Since small widths are desirable, we say that the nonzero components of the w's in Figs. 4(a) and 4(b) are good components. On the other hand, the cones generated by the sublevel sets of 
Definition 1 (Good and bad components). Let x
⋆ ∈ R n be the vector to reconstruct and let w ∈ R
IV. MAIN RESULTS
In this section we present our main results, namely reconstruction guarantees for ℓ 1 -ℓ 1 and ℓ 1 -ℓ 2 minimization. After some definitions and preliminary results, we present the results for ℓ 1 -ℓ 1 minimization first, and the results for ℓ 1 -ℓ 2 minimization next. All proofs are relegated to Section VI.
Lemma 1. For x
⋆ and w as in Definition 2,
Proof: Identity (19) is proven by noticing that I + and I − partition I, and J + and J − partition J. Then,
To prove (20) , we use (19) and the fact that J and J c are a partition of {1, . . . , n}:
from which (20) follows. To prove (21), we use the identity
, where I c J, IJ and IJ c are pairwise disjoint. Then, using (19) and (20),
Finally, (22) holds because
where we used (19) , (20) , and (21) . From Lemma 1, we can easily obtain the following identities, which will be used frequently:
Finally, note that (22) allows interpreting q as the size of the union of the supports of x ⋆ and w: since both x ⋆ and w are zero in I c J c , q is the number of components in which at least one of them is not zero.
B. ℓ 1 -ℓ 1 Minimization
We now state our result for ℓ 1 -ℓ 1 minimization. Its proof can be found in Subsection VI-B.
⋆ ∈ R n be the vector to reconstruct and let w ∈ R n be the prior information. Let f 1 (x) = x 1 + β x − w 1 with β > 0, and assume x ⋆ = 0, w = x ⋆ , and q < n.
1) Let β = 1, and assume there is at least one bad component, i.e., h > 0. Then,
Similarly to Proposition 4, the previous theorem establishes upper bounds on w(T f1 (x ⋆ )) 2 that depend only on key parameters n, s, β, q, h, and h. Together with Theorem 2, it then provides (useful) bounds on the number of measurements that guarantee that (2) reconstructs x ⋆ with high probability. The assumption q < n means that the union of the supports of x ⋆ and w is not equal to the full set {1, . . . , n} or, equivalently, that there is at least one index i such that x ⋆ i = w i = 0. Assuming w = x ⋆ and x ⋆ = 0 is equivalent to assuming that the sets J and I are nonempty, respectively.
The theorem is divided into three cases: 1) β = 1, 2) β < 1, and 3) β > 1. We will see that, although rare in practice, the theorem may not cover all possible values of β, due to the conditions imposed in cases 2) and 3). Recall that Theorem 1 in Section I instantiates case 1), i.e., β = 1, but in a slightly different format. Namely, to obtain (4) from (26) , notice that ξ = |I c J| − |IJ c | and that (25) implies (q + h + h)/2 = s + ξ/2. Therefore, the observations made for Theorem 1 apply to case 1) of the previous theorem. We add to those observations RHS of (27) RHS of (29) Right-Hand Side (RHS) of conditions (27) and (29) β Figure 5 . Values of the right-hand side (RHS) of conditions (27) and (29) from case 2) of Theorem 3, for the example of Fig. 1. that the assumption that there is at least one bad component, i.e., h > 0, is necessary to guarantee 0 ∈ ∂f 1 (x ⋆ ) and, hence, that we can use Proposition 3. In fact, it will be shown in part 1) of Lemma 4 that 0 ∈ ∂f 1 (x ⋆ ) if and only if h > 0 or β = 1. Thus, the assumption h > 0 can be dropped in cases 2) and 3), where β = 1. Note that the quantities on the righthand side of (26) are well defined and positive: the assumption that x ⋆ = 0 implies q = |I ∪ J| > 0; and the assumption that q < n, i.e., |I c J c | > 0, and (24) imply 2n > q + h + h. In case 2), β < 1 and we have two subcases: when condition (27) holds, w(T f1 (x ⋆ )) 2 is bounded as in (28); when condition (29) holds, it is bounded as in (30) . These subcases are not necessarily disjointed nor are they guaranteed to cover the entire interval 0 < β < 1.
3 Fig. 5 shows how conditions (27) and (29) vary with β for the example that was used to generate Fig. 1 . There, we had n = 1000, s = 70, h = 11, h = 11, and q = 76. The right-hand side of conditions (27) and (29) vary with β as shown in the figure, and the dashed line represents the left-hand side of (27) and (29), which does not vary with β. We can see that (27) holds in this case for 0 < β 0.88, and (29) holds for 0.75 β < 1. Therefore, both conditions are valid in the interval 0.75 < β < 0.88. For instance, if β = 0.8, the bounds in (28) and (30) give 180 and 255 (rounding up), respectively. Both values are larger than the one for β = 1, which is given by (26) and equal to 135. Indeed, the bound in (26) is almost always smaller than the one in (28): using (25) , it can be shown that the linear, non-dominant terms in (26) are smaller than the linear terms in (28) whenever
Furthermore, the dominant term in (26) , namely the one involving the log, is always smaller than the dominant term in (28) . So, even if (35) does not hold, (26) is in general smaller than (28) . Curiously, the bound in (28) is minimized for β = 1 but, in that case, condition (28) will not hold unless q = s (according to (21) , that would mean that w has exactly the same support as x ⋆ ). The bound in (30) , valid only if q > s, can be much larger than both (26) and (28) ⋆ i −w i , but not on their magnitude. As we will see next, that is no longer the case for ℓ 1 -ℓ 2 minimization.
Stating our results for ℓ 1 -ℓ 2 minimization requires additional notation. Namely, we will use the following subsets of I c J:
where we omit their dependency on β for notational simplicity. We will also use
and w := |w k |, where
In words, w is the absolute value of the component of w whose absolute value is closest to 1/β, in the set I c J.
. Let x ⋆ ∈ R n be the vector to reconstruct and let w ∈ R n be the prior information. Let f 2 (x) = x 1 + β 2 x−w 2 2 with β > 0, and assume x ⋆ = 0 and q < n. Also, assume that there exists i ∈ I c such that
then
2) If q > s and
Similarly to Theorem 3 and Proposition 4, this theorem upper bounds w(T f2 (x ⋆ )) 2 with expressions that depend on key problem parameters, namely n, q, s, β, v β , w, |K = |, and |K = |. Together with Theorem 2, it then provides a sufficient number of measurements that guarantee that (3) reconstructs x ⋆ with high probability. As in Theorem 3, the previous theorem also assumes q < n or, equivalently, that I⋆ j ). The alternative is to set β > 1/|w i | for all i ∈ I c . Setting large values for β, however, will not only make the bounds in the theorem very large, but also degrade the performance of ℓ 1 -ℓ 2 minimization significantly, as we will see in the next section.
The theorem is divided into two cases: 1) if condition (39) is satisfied, the bound in (40) holds; 2) if condition (41) is satisfied, the bound in (42) holds. As in ℓ 1 -ℓ 1 minimization, the conditions (39) and (41) are neither necessarily disjointed nor are they guaranteed to cover all the possible values of β (although such a case is rare in practice). But in contrast, it is not easy to compare the bounds in the previous theorem with the one for classical CS in Proposition 4, or even with the ones for ℓ 1 -ℓ 1 minimization. More specifically, v β , defined in (38) , is always larger than s: to see that, assume first that x ⋆ i = w i for all i ∈ I and observe that the first two terms in (38) will sum to s; since the third term is nonnegative and the previous condition does not hold in general, v β is indeed larger than s. Yet, it is not clear whether or not the dominant term of (40), i.e., 2v β log(n/q) is smaller than the corresponding term in (52), i.e., 2s log(n/s): while v β is larger than s, n/q is smaller than n/s (since q = |I ∪ J| ≥ |I| = s). However, since s + (4/5)q ≥ s + (4/5)s = (9/5)s > (7/5)s, the linear (non-dominant) terms in (40) are always larger than the linear (non-dominant) terms in (52) . Similarly, it is also not clear how the bound in (42) in case 2) compares with the one for classical CS: while q/s is always smaller than n/s, the terms 2v β /|1 − βw| 2 and 2s do not compare easily. Condition (41) is likely to hold for values of β close to 1/w. But, when that happens, the bound in (42) becomes large, due to the term 2v β / (1 − β w) 2 . On the other hand, condition (39) is likely to hold for large values of β. The bound in (40) , however, gives large values when β is large, since v β also becomes large; namely, a large β amplifies the differences between x ⋆ i and w i , for all i ∈ I. Curiously, the definition of v β uses the notions of good and bad components: the first term considers i ∈ I + , i.e., x ⋆ i > 0; therefore, if w i is a bad component, i.e., w i < x ⋆ i , then it gets more penalized than a good component, i.e., w i > x ⋆ i . The same happens in the second term. Finally, note that v β is the only term in (40) that depends on β. Therefore, that bound is minimized when v β is minimized, which occurs for
where z S denotes the vector whose components are the components of z that are indexed by the set S, and 1 denotes the vector of ones with appropriate dimensions. The bound in (42) depends on β through the term v β /(1 − βw) 2 . Although it can be minimized in closed-form, its expression is significantly more complicated than (43) . Note that, in contrast with ℓ 1 -ℓ 1 minimization, the β that minimizes these bounds depends on several unknown parameters. Given the interpretation of Fig. 4 , it is not surprising that the bounds we obtain for ℓ 1 -ℓ 2 minimization depend on the differences between x ⋆ and w. And, as we will see in its proof, it is exactly this fact that makes the bounds in (40) and (42) loose when compared with the ones for ℓ 1 -ℓ 1 minimization.
V. EXPERIMENTAL RESULTS
In this section, we describe experiments designed to assess the sharpness of our bounds for a wide range of β's.
Experimental setup. The data was generated as the one in Fig. 1 , but for smaller dimensions. Namely, x ⋆ had n = 500 entries, s = 50 of which were nonzero. The values of these entries were drawn from a zero-mean Gaussian distribution with unit variance. According to Theorem 2 and Proposition 4, this implies that standard CS requires at least 302 measurements for successful reconstruction. We then generated the prior information as w = x ⋆ + z, where z was 20-sparse, and whose support coincided with the one of x ⋆ in 16 entries and differed in 4 of them. The nonzero entries were zero-mean Gaussian with standard deviation 0.8. This yielded h = 6, h = 11, q = 53, and l = 20.
The experiments were conducted as follows. We created a square matrix A ∈ R 500×500 with entries drawn independently from the standard Gaussian distribution. We then set y = Ax ⋆ . Next, for a fixed β, we solved problem (2), first by using only the first row of A and the first entry of y. If the solution of (2), sayx 1 (β), did not satisfy
, we proceeded by solving (2) with the first two rows of A and the first two entries of y. This procedure was repeated until x m (β) − x ⋆ 2 / x ⋆ 2 ≤ 10 −2 , wherex m (β) denotes the solution of (2) when A (resp. y) consists of the first m rows (resp. entries) of A (resp. y). In other words, we stopped when we found the minimum number of measurements that ℓ 1 -ℓ 1 minimization requires for successful reconstruction for a given β, that is, min {m :
The values of β were 0.01, 0.05, 0.1, 0.5, 0.75, 0.9, 1, 2.5, 5, 10, 50, and 100. We then repeated the entire procedure for 4 other randomly generated pairs (A, y).
Results for ℓ 1 -ℓ 1 minimization. Fig. 6 shows the results of these experiments. It displays the minimum number of Fig. 6 , but for ℓ 1 -ℓ 2 minimization. The data is the same as in Fig. 6 , but the vertical scales are different. For β > 1, the bounds given by Theorem 4 are larger than 500 and, hence, are not shown. measurements for successful reconstruction, i.e., min {m :
The 5 solid lines give the experimental performance of (2) for the 5 different pairs of (A, y). The dotted line displays the bounds given by Theorem 3. When β = 1, the subcases of cases 2) and 3) of that theorem may give two different bounds; in those cases, we always selected the smallest one. For reference, we use a vertical line to mark the value that minimizes the bounds in Theorem 3: β = 1. The horizontal line marks the 302 measurements that classical CS requires. We point out that we removed the bound for β = 0.9, since it was 576, a value larger than signal dimensionality, 500. As we had seen before, values of β close to 1 yield large bounds in Theorem 3. We had also stated that the bound for β = 1 is not only the sharpest one in that theorem, but also the smallest one. Fig. 6 also shows that setting β to 1 leads to a performance in practice close to the optimal one. Indeed, three out of the five solid curves in the figure achieved their minimum at β = 1; the remaining ones achieved it at β = 2.5. We can also observe that the bound for β = 1 is quite sharp: its value is 97, and the maximum among all of the solid lines for β = 1 was 75 measurements. The figure also shows that the bounds are looser for β < 1 and, eventually, become larger than the bound for standard CS. For β > 1, the bound is relatively sharp. Regarding the experimental performance of ℓ 1 -ℓ 1 minimization, it degrades when β is small, towards standard CS, and achieves its minimum at around β = 1. Then, it degrades as β grows, but never performing worse than for β close to 0.01.
Results for ℓ 1 -ℓ 2 minimization. Fig. 7 shows the same experiments, with the same data, but for ℓ 1 -ℓ 2 minimization. Notice the scale of the vertical axis is different from the one in Fig. 6 . We do not show the bounds for β > 1, because they were larger than 500 (e.g., the bound for β = 2.5 was 820). The minimum value of the bound was 315 (β = 0.01), which is slightly larger than the bound for standard CS. In fact, for this example, the bounds given by Theorem 4 were always larger than the one for standard CS. 4 The experimental performance curves behaved differently from the ones for ℓ 1 -ℓ 1 minimization: from β = 0.01 to β = 0.05, they decreased slightly and remained approximately constant until β = 1. After that point, their performance degraded sharply. For instance, for β = 50, (3) was able to reconstruct x ⋆ for one pair (A, y) only; and this required using the full matrix A.
In conclusion, although prior information helped (slightly) for β between 0.01 and 1, the bounds of Theorem 4 were not sharp. An interesting fact can be observed by comparing Figs. 6 and 7: for all β > 0.01, the maximum of the minimum number of measurements that ℓ 1 -ℓ 1 minimization required, namely 170, was smaller than the minimum of the minimum number of measurements that ℓ 1 -ℓ 2 minimization required, namely 172.
VI. PROOF OF MAIN RESULTS
In this section we present the proofs of Theorems 3 and 4. This is the content of Subsections VI-B and VI-C, respectively. Before presenting those proofs, we state some auxiliary results.
A. Auxiliary Results
The following lemma will play an important role in our proofs. It upper bounds the expected squared distance of a scalar Gaussian random variable to an interval in R. Recall that the probability density function of a scalar Gaussian random variable with zero-mean and unit variance is given by
We denote an interval in R with 
2) If b > 0 and |a| < b, i.e., 0 ∈ I(a, b), then
3) If b > 0 and a + b < 0, then
6) If b > 0 and a − b = 0, then
The proof can be found in Appendix A. Each case in the lemma considers a different relative position between the interval I(a, b) and zero, which is the mean of the random variable g. In case 1), the interval is simply a point. In case 2), I(a, b) contains zero. In cases 3) and 4), I(a, b) does not contain zero. And, finally, in cases 5) and 6), zero is one of the endpoints of I(a, b). Notice that addressing cases 5) and 6) separately from cases 4) and 5) leads to sharper bounds on the former: for example, making a + b − → 0 in the right-hand side of (48) gives 1+ϕ(b−a)/(b−a), which is larger than the right-hand side of (50) . We note that the proof of Proposition 2 in [22] for standard CS uses the bound (47) with a = 0. The following result will be used frequently.
Lemma 3. There holds
for all x > 1.
The proof can be found in Appendix B. Recall the definitions of functions f 1 and f 2 :
To apply Proposition 3 to these functions, i.e., to say that their normal cones at a given x ⋆ is equal to the cone generated by their subdifferentials at x ⋆ , we need to guarantee that their subdifferentials do not contain the zero vector: 0 ∈ ∂f j (x ⋆ ), j = 1, 2. The next two lemmas give a characterization of this condition in terms of the problem parameters in Definition 3. Before that, let us compute ∂f 1 (x ⋆ ) and ∂f 2 (x ⋆ ). A key property of functions f 1 and f 2 , and on which our results deeply rely, is that they admit a component-wise decomposition:
where f
The proof is in Appendix C.
B. Proof of Theorem 3
Proposition 2 establishes that w(C) = E g dist(g, C o ) , for a cone C and its polar cone C o , where g ∼ N (0, I). Using Jensen's inequality [61, Thm. B.1.
The polar cone of the tangent cone T f1 (x ⋆ ) is the normal cone N f1 (x ⋆ ) which, according to Proposition 3, coincides with the cone generated by the subdifferential ∂f 1 (x ⋆ ) whenever 0 ∈ ∂f 1 (x ⋆ ). In other words,
Part 1) of Lemma 4 establishes that 0 ∈ ∂f 1 (x ⋆ ) is equivalent to β = 1 or h > 0. So, provided we assume that h > 0 for part 1) of the theorem, we can always use (57) . The proof is organized as follows. First, we compute a generic upper bound on (57), using the several cases of Lemma 2. This will give us three bounds, each one for a specific case of the theorem, i.e., β = 1, β < 1, and β > 1. These bounds, however, will be uninformative since they depend on unknown quantities and on a free variable. We then address each case separately, selecting a specific value for the free variable and "getting rid" of the unknown quantities. In this last step, we will use the bound in Lemma 3 frequently.
1) Generic Bound:
A vector d ∈ R n belongs to the cone generated by ∂f 1 (x ⋆ ) if d = ty for some t ≥ 0 and some y ∈ ∂f 1 (x ⋆ ). According to (55) , each component d i satisfies
As in the proof of Proposition 4 (in [22] ), we fix t now and select a particular value for it later. Our choice for t will not necessarily be optimal, but it will give bounds that can be expressed as a function of the parameters in Definition 3. In other words, if h is a function of t and g, we have
The value we will select for t does not necessarily minimize the second term in (58), but allows deriving useful bounds. For a fixed t, we then have:
Next, we use Lemma 2 to compute (59a) in closed-form and to upper bound (59b), (59c), and (59d).
Expression for (59a). By partitioning the set IJ
And using (46) in Lemma 2 and h and h in Definition 3,
Note that h and h appear here naturally, before selecting any t. Bounding (59b). If we decompose IJ c = I + J c ∪ I − J c , we see that
There are three cases: β = 1, β < 1, and β > 1.
• If β = 1, then I(t, tβ) = [0, 2t] and I(−t, tβ) = [−2t, 0]. Applying (51) (resp. (50)) to each summand in the first (resp. second) term of (61) we conclude that
• If β < 1, then 0 ∈ I(t, tβ) and 0 ∈ I(−t, tβ). If we apply (49) to the summands in the first term of (61) and (48) to the summands in the second term, and take into account that
• Finally, if β > 1, then 0 ∈ I(t, tβ) and 0 ∈ I(−t, tβ). Applying (47) to each summand in both terms of (61) we conclude
Bounding (59c). Decompose I c J = I c J + ∪I c J − and write
As before, we have three cases: β = 1, β < 1, and β > 1.
• If β = 1, then I(tβ, t) = [0, 2t] and I(−tβ, t) = [−2t, 0]. If we apply (51) (resp. (50)) to each summand in the first (resp. second) term of (65), we conclude
• If β < 1, then 0 ∈ I(tβ, t) and 0 ∈ I(−tβ, t). Therefore, according to (47) ,
• If β > 1, then 0 ∈ I(tβ, t) and 0 ∈ I(−tβ, t). If we apply (49) to each summand in the first term of (65) and (48) to each summand in the second term, we find
Bounding (59d). The interval I(0, t(β + 1)) contains the origin, so we can apply (47) directly to each summand in (59d):
Bounding (59a) + (59b) + (59c) + (59d). Given all the previous bounds, we can now obtain a generic bound for (57) . Naturally, there are three cases: β = 1, β < 1, and β > 1.
• For β = 1, we sum (60) (with β = 1), (62) , (66), and (69) (with β = 1):
• For β < 1, we sum (60), (63), (67), and (69):
• For β > 1, we sum (60), (64), (68), and (69):
2) Specification of the Bound for Each Case: We now address each one of the cases β = 1, β < 1, and β > 1 individually. Before that, recall from (24) 
, a term that appears in (70), (71), and (72). That term is always positive due to our assumption that n − q = |I c J c | > 0. Case 1: β = 1. Notice that, according to (19) and (23),
This allows rewriting (70) as
where we used the definition of ϕ in (44) . We now select t as
where r := 2n/(q + h + h). Notice that t ⋆ is well defined because 2n > q + h + h, i.e., r > 0. It is also finite, as our assumption that x ⋆ = 0, or |I| > 0, implies q = |I ∪ J| > 0. Replacing t ⋆ in (73), we obtain
where we used (52) in the second inequality. This is (26) . Case 2: β < 1. We rewrite (71) as
where we used s := |I|, |IJ c | = s − (h + h) (cf. (20)), and
Note that we used (21) and (24) when defining F and G. We will consider two cases: F (β, t) ≤ G(β, t) and F (β, t) ≥ G(β, t). Note that
• Suppose F (β, t) ≤ G(β, t), i.e., (76) is satisfied with ≤. The bound in (74) implies
where we used the definition of ϕ. We now select t as
where r := 2n/(q + h + h) is as before. Replacing t ⋆ in (77) yields
which is (28) . We used (52) in the last inequality. This bound is valid only when (76) with ≤ is satisfied with t = t ⋆ , i.e.,
which is condition (27) .
• Suppose now that F (β, t) ≥ G(β, t), i.e., (76) is satisfied with ≥. Then, (74) becomes
We select t as
where r is now r := q/s. Since in case 2b) of the theorem, we assume 0 < |I c J| = q − s, we have t ⋆ > 0. Notice that t ⋆ is finite, because s > 0 (given that x ⋆ = 0). Replacing t ⋆ into (78) yields
which is (30) . Again, we used (52) in the last inequality. This bound is valid only if (76) with ≥ is satisfied for t = t ⋆ , i.e.,
which is condition (29) .
Case 3: β > 1. We rewrite (72) as
where we used l := |J|, |I c J| = q − s (cf. (21)), G is defined in (75), and
Note that we used (20) when defining H. We also consider two cases: H(β, t) ≤ G(β, t) and H(β, t) ≥ H(β, t). Note that
• Suppose H(β, t) ≤ G(β, t), i.e., (80) is satisfied with ≤. Then, (79) implies
Now we select
where r := 2n/(q + h + h). Again, note that our assumptions imply that t ⋆ is well defined and positive. Replacing t ⋆ into (81) yields
This is (32) . Again, (52) was used in the last step. This bound is valid only when (80) with ≤ is satisfied for t = t ⋆ , i.e.,
which is condition (31).
• Suppose now that H(β, t) ≥ G(β, t). Then, (79) implies
Given our assumption that |IJ| = h + h > 0 in case 3b), we can select t as
where r := s/(h + h). We also assume that
which is (34). Again, (52) was employed in the last inequality. This bound is valid only when (80) with ≥ holds for t = t ⋆ , that is,
where we decomposed I = I + ∪ I − . Bounding (84b). We have
The second term in the right-hand side of (86) can be bounded according to (47) :
The first term, however, is more complicated. Recall that In addition to the subsets of I c J defined in (36)-(37), define
where we omit the dependency of these sets on β for notational simplicity. Noticing that
+ ∪ L and using Lemma 2, we obtain
where, in the second step, we used the definitions of K = and K = in (36) and (37), respectively. In the last step, we used w p := |w p | and w m := |w m |, for
Note that w = arg min w=wp,wm |w| − 1/β , since the union of the sets
Therefore, ϕ(t(1 − β w j ))/(t(1 − β w j )) ≤ ϕ(t(1 − β w))/(t|1 − β w|), for j = p, m. Using this in the last two terms of (88), and noticing that 
where we used |K(β)| + 2|L| ≤ 2|I c J| = 2(q − s) (cf. (21)) in the last inequality. Note that v β is defined in (38) and that we defined F (t, β, w) := (q − s) ϕ(t(1 − β w)) t|1 − β w| G(t) := (n − q) ϕ(t) t .
We consider two scenarios: F (t, β, w) ≤ G(t) and F (t, β, w) ≥ G(t). Note that
• Suppose F (t, β, w) ≤ G(t), i.e., (91) is satisfied with ≤. The bound in (90) implies
We now select t as t ⋆ = 2 log n q = 2 log r , where r := n/q. Note that r is well defined, since x ⋆ = 0 implies q > 0. Also, the assumption q < n implies t ⋆ > 0. Setting t to t ⋆ and using (52), we get And we select t as t ⋆ = 1 |1 − β w| 2 log q s = 1 |1 − β w| 2 log r , where r := q/s. Again, r is well defined because s > 0.
Since we assume q > s, t ⋆ > 0. Setting t to t ⋆ and using (52) again, we obtain Remarks. Although these bounds were derived using the same techniques as the ones for ℓ 1 -ℓ 1 minimization, they are much looser. The main reason is their dependency on the magnitudes of x ⋆ , w, and x ⋆ − w. This forced us to consider a worst-case scenario in the last step of (88).
VII. ACKNOWLEDGMENTS
The authors would like to thank João Xavier for insightful discussions regarding Proposition 2 and the interpretation of 
A. Proof of 1):
To show (46), we simply use the linearity of the expected value and the fact that g has zero mean and unit variance:
2 = E g (a − g) 2 = E g a 2 − 2ag + g 2 = a 2 + 1 . Taking into account that ϕ(x) = ϕ(−x) for any x, this is exactly (47) , (48) , and (49).
C. Proofs of 5) and 6):
Suppose (51) is identical.
