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Colloids have a striking relevance in a wide spectrum of industrial formulations, spanning from per-
sonal care products to protective paints. Their behaviour can be easily influenced by extremely
weak forces, which disturb their thermodynamic equilibrium and dramatically determine their per-
formance. Motivated by the impact of colloidal dispersions in fundamental science and formulation
engineering, we have designed an efficient Dynamic Monte Carlo (DMC) approach to mimic their
out-of-equilibrium dynamics. Our recent theory, which provided a rigorous method to reproduce
the Brownian motion of colloids by MC simulations, is here generalised to reproduce the Brow-
nian motion of colloidal particles during transitory unsteady states, when their thermodynamic
equilibrium is significantly modified. To this end, we investigate monodisperse and bidisperse
rod-like particles in the isotropic phase and apply an external field that forces their reorientation
along a common direction and induces an isotropic-to-nematic phase transition. We also study
the behaviour of the system once the external field is removed. Our simulations are in excellent
quantitative agreement with Brownian Dynamics simulations when the DMC results are rescaled
with a time-dependent acceptance ratio, which depends on the strength of the applied field. Fur-
ther generalising our DMC algorithm to processes displaying significant density fluctuations, such
as nucleation and growth, where the MC acceptance ratio is expected to depend on both time and
space, is currently under investigation.
1 Introduction
Colloids are two-phase systems consisting of small objects
(molecules, particles, droplets) homogeneously dispersed in a
medium. Both dispersed and continuous phase can be either in
the gaseous, liquid or solid state. For instance, an emulsion is a
colloidal dispersion of liquid droplets in another liquid, while a
foam is a dispersion of gas droplets in a liquid or a solid. Perhaps
the most common colloidal dispersions are made of solid parti-
cles dispersed in a liquid (e.g. blood, ink and paints) and are re-
ferred to as colloidal suspensions. The dispersed particles should
be small enough to remain dispersed in the medium rather than
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sedimenting. To this end, the thermal energy that keeps them
suspended needs to compensate the gravitational potential en-
ergy that promotes sedimentation. Equivalently, the particle size
should not be larger than the gravitational length defined as1:
λsed =
kBT
∆ρVpg
(1)
where kB ' 1.381×10−23 J K−1 is the Boltzmann constant, T the
absolute temperature, ∆ρ the difference between the particle and
solvent density, Vp the volume occupied by a particle, and g the
gravitational acceleration. At ambient temperature and for a den-
sity difference in the order of 100 kg m−3, the upper value of the
particle radius above which sedimentation would most probably
be observed is in the order of R= 1 µm. As far as the lower size is
concerned, the IUPAC sets it in the order of 1 nm, specifying that
this constraint should be applied to at least one of the particle
dimensions2. In other words, colloidal particles are supramolec-
ular nanoparticles evenly dispersed in a fluid, whose character-
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istic length scale is significantly larger than that of conventional
molecules3. This length scale directly affects the dynamics of col-
loids and the time scales of their processes. More specifically, col-
loidal particles show a distinctive diffusive behaviour, usually re-
ferred to as Brownian motion4, that consists of persistent jumpy
moves stemming from a kinetic energy contribution that is be-
ing dissipated as a result of the collisions with the surrounding
molecules of the medium. If the medium is a liquid of viscosity
µ, this energy dissipation takes the form of a viscous damping as
the Stokes-Einstein equation shows:
D=
kBT
ϕ
(2)
where D is the particle diffusion coefficient and ϕ = ϕ(µ) the fric-
tion coefficient. In case of anisotropic colloidal particles, like rods
and disks, rotational diffusion plays a role as crucial as that of
translational diffusion. This is especially true when an electric
field is applied to charged particles. While this field would force
the particles to align along a common direction, their thermal mo-
tion, which rather promotes random orientations, would hamper
this reorientation. The rotational diffusivity can still be estimated
by applying Eq. 2 with a rotational friction coefficient, ϕrot that
depends on the particle volume.
Due to this random drifting, the dynamics of colloids can be
investigated by molecular simulation techniques that employ a
stochastic rather than deterministic approach, such as Brown-
ian Dynamics (BD) or Dynamic Monte Carlo (DMC), where the
presence of the solvent is implicitly incorporated in the effective
inter-particle interactions. Deterministic simulation techniques,
such as Molecular Dynamics (MD), that make use of Newton dy-
namics to generate the particle trajectories, are less suitable to
describe the Browian motion of colloids. While the BD tech-
nique mimics the time-evolution of the particles by integrating
stochastic differential equations, DMC simulations follow a statis-
tical approach where particle positions and orientations are up-
dated with a probability satisfying the condition of simple bal-
ance5–7. Both techniques neglect the effect of the flow field in-
duced by the diffusion of a given particle on all the other particles,
commonly referred to as hydrodynamic interactions (HI). Even
though their importance has been recognised in some colloidal
processes, such as in vivo macromolecular diffusion in cells8, less
clear is their effect in others, such as dense dispersions of colloidal
rods9. In any case, incorporating them in a simulation is an es-
pecially challenging task due to their long-range and many-body
nature. A number of more computationally demanding simula-
tion techniques, such as multi-particle collision dynamics10, lat-
tice Boltzmann11,12, and stochastic rotation dynamics13,14, can
be employed when HI are expected to be particularly relevant.
We have recently proposed a DMC algorithm to investigate
the Brownian motion of pure systems15 and mixtures7 of col-
loidal particles in isotropic, nematic and smectic liquid crystal
phases. By rescaling the MC time step with the acceptance ra-
tio of particle displacements and rotations, we demonstrated the
existence of a unique MC time scale that allows for a direct com-
parison with BD simulations. Alternative algorithms have also
been proposed by other authors for spherical16,17, patchy18 and
anisotropic colloidal particles17,19. In particular, Sanz and co-
workwers have performed a trial-and-error procedure, consisting
of few short preliminary simulations, to set the value of the max-
imum MC displacement, δt , and rotation, δr, meeting the condi-
tion 3δt/δr = σ
√
Ar/At , with σ the particle diameter, and At and
Ar the acceptance ratio of particle displacements and rotations,
respectively18. The DMC algorithm that we formulated avoids
this prior iterative simulation altogether for monodisperse sys-
tems, thus providing an efficient procedure to study the dynamics
of colloids. In particular, we showed that our DMC technique
could soundly reproduce the BD simulations when the MC time
step was sufficiently small to guarantee a uniform acceptance ra-
tio, A , in the f -dimensional space set by the maximum variation
of the particle’s degrees of freedom. Under these conditions, one
can assume the acceptance ratio to be independent of the par-
ticle’s elementary displacements and rotations. This condition,
which appears to be rather restrictive, provided excellent results
within the typical range of acceptance probabilities of a standard
MC simulation. Rather than rescaling with acceptance probability,
Jabbari-Farouji and Trizac find an excellent agreement between
BD and DMC simulations by equating the short-time self-diffusion
extracted from simulations with the infinite-dilution diffusion co-
efficient17. Their method allows to apply DMC to relatively larger
elementary moves and thus smaller acceptance ratios, which are,
however, very similar to those that we measured in monodisperse
systems of rods7.
In the present work, we extend our theoretical framework to
the case in which an external stimulus perturbs the thermody-
namic equilibrium of a colloidal system. From a steady-state con-
dition of dynamic equilibrium, where all the observables, includ-
ing the above mentioned acceptance ratio A , are independent of
time (t), the system undergoes a transitory unsteady state taking
it to a new equilibrium configuration. We apply our DMC simula-
tion technique to simulate the effect of an external field forcing an
isotropic phase of rod-like colloidal particles to reorient along a
common direction and thus form a nematic liquid crystal. We will
show that, even when A = A (t), our DMC simulations, which
are in excellent quantitative agreement with BD simulations, can
be employed to extract reliable dynamical information also from
out-of-equilibrium systems. The case of inhomogeneous systems,
e.g. systems with a density gradient, where the acceptance prob-
ability, in the most general case, is also a function of the spatial
coordinates, is currently under investigation.
The remainder of this paper is organised as follows. In sec-
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tion 2, we discuss the theoretical background for the DMC method
and consider how to extend the method to the case of an exter-
nal applied field. In section 3, we introduce the model systems
of particles and forces we will investigate using the BD and DMC
methods. In section 4, we report and compare the results of our
BD and DMC simulations. Finally in section 5, we draw our con-
clusions.
2 Theory
2.1 DMC Simulations
In this section, we investigate the link between the evolution of
a system of particles in Brownian motion and in MC dynamics.
Our aim is to establish a consistent time scale linking DMC sim-
ulations to BD simulations that is rigourous in the presence of
an external applied field. This has already been established in the
absence of external fields both for monodisperse and polydisperse
systems7,15,20. We first recapitulate the results established previ-
ously7 and then discuss their extension to the case incorporating
external fields.
Let’s consider a system with a single degree of freedom, where
a particle j, originally located at x = 0, is displaced to a new
randomly selected position in the interval [−δx,δx]. The accep-
tance probability of this move is determined by the Metropolis-
Hastings algorithm. If the energy change as a result of the move
is denoted by ∆E , then the move is accepted with probability
min[1,exp(−∆E /kBT )] where min[X ,Y ] returns the smaller of X
and Y . The acceptance probability will depend on the size of the
displacement, approaching unity as δx→ 0. If we make the sim-
plifying assumption that the acceptance probability A is constant
over the interval [−δx,δx], the normalised probability that the
move is accepted is Pmove =A /(2δx). The mean square displace-
ment, limited to a single MC cycle, then reads:
〈
x2
〉
=
∫ δx
−δx
x2Pmovedx=
A (δx)2
3
. (3)
It is important now to distinguish between an MC move and an
MC cycle. An MC move is an attempt to update the position of a
single particle, whereas an MC cycle is N MC moves, with N the
number of particles being simulated. Generalising to CMC cycles
we have:
〈
x2
〉
= CMC
A (δx)2
3
. (4)
We can also generalise to higher dimensions. In 3D space, the
number of degrees of freedom for a rigid body increases to six:
three translations and three rotations (for a particle with axial
symmetry there are five degrees of freedom, three translational
and two rotational). We consider a general case of rigid parti-
cles with d degrees of freedom. A particle is moved from the
origin to a point ξ = (ξ1,ξ2, . . . ,ξd) belonging to a d-dimensional
hyperprism of sides [−δξk,δξk] with k = 1,2, . . . ,d. Once again,
we assume the acceptance probability is uniform over the hyper-
prism, thus Pmove = A /VΞ where VΞ = Πdk=1(2δξk) is the volume
of the hyperprism. The mean-square displacements for a single
cycle now take the form:〈
ξ 2k
〉
=
A (δξ 2k )
3
. (5)
This result allows us to define a timescale δ tMC for a single MC
cycle which can be related to the timescale of a BD simulation
δ tBD. According to the Einstein relation, the mean-square dis-
placement of degree of freedom k in a timestep δ tBD is given by〈
ξ 2k
〉
= 2Dkδ tBD, where Dk is the self-diffusion coefficient for de-
gree of freedom k. If we define the extent of our hyperprism to be
δξ 2k = 2Dkδ tMC and then equate the BD and MC expressions for〈
ξ 2k
〉
, we obtain:
δ tBD =
A
3
δ tMC. (6)
As shown in15, the situation is different, but not radically so, if
we consider a polydisperse system. In this case, the BD timescale
is the same for all populations, but the MC timescale is population
dependent. For each population q, we have an acceptance ratio
Aq and an MC timescale δ tq,MC and they must obey the following
relationship:
δ tBD =
A1δ t1,MC
3
=
A2δ t2,MC
3
= . . .=
Aqδ tq,MC
3
(7)
For a monodisperse non-equilibrium system subject to an ex-
ternal field, the acceptance ratio changes as a function of time.
Consequently, we can generalize Eq. 6 as:
δ tBD =
Ac
3
δ tMC (8)
where we have now made clear that the acceptance ratio Ac, be-
ing the acceptance ratio calculated at the cth MC cycle, is a func-
tion of time. In principle, if we can take the limit as δ tBD→ 0 and
δ tMC→ 0, we can integrate this expression. In practice, one can
only determine Ac by performing an MC cycle at a fixed δ tMC and
integrating this expression numerically:
tBD(CMC) = δ tMC
CMC
∑
c=0
Ac
3
(9)
where tBD(CMC) is the Brownian time after CMC MC cycles. Poly-
disperse non-equilibrium systems are slightly different. We have
a single BD timescale, for population 1 we keep δ tq,MC fixed and
calculate the equivalent BD time using Eq. 9. For the remaining
populations, we update δ tq,MC each cycle according to
δ tq,MC(CMC+1) = δ t1,MC(CMC)
A1(CMC)
Aq(CMC)
(10)
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where the acceptance ratiosA1 andAq need to be calculated each
cycle.
The fundamental assumption underlying the above results is
that we may assume the acceptance ratio is constant over the hy-
perprism. This is only strictly true if there are no forces acting
over the extent of the hyperprism and is thus invalid if external
forces are considered. Sanz and Marenduzzo16 consider a slightly
less restrictive scenario where there is a force acting over the hy-
perprism. The hyperprism is considered sufficiently small that the
force can be treated as constant over its volume. For 1D systems,
their results are exact:
A = 1− β | f |δx
4
+O(β | f |δx)2 (11)
〈
δx2
〉
=
δx2
3
(
1−3β | f |δx
8
+ . . .
)
(12)
=
δx2
3
(
3A
2
− 1
2
)
(13)
which is somewhat different to the result obtained in Eq. 3, i.e.
the variation of the acceptance ratio over the hyperprism leads to
a different rescaling. Exact results are harder to obtain in higher
dimensions. For this case, we consider a Gaussian Approximation
(GA) (see appendix A for details), which becomes increasingly
accurate as we increase the number of degrees of freedom. The
acceptance ratio may be approximated by:
A =
1
VΞ
∫
VΞ
min(1,exp(−β f ·ξ ))dV
≈ 1−0.23
√
∑
i
(β fiδξi)2 (14)
where f = ( f1, f2, . . . , fd) is a constant force acting over the hy-
perprism. We note that this approximation is very close to the
analytic result for 1D (0.23 vs 0.25). Similarly, one can calculate
an approximation for
〈
ξ 2k
〉
:
〈
ξ 2k
〉
=
δξ 2k
3
[
1−0.23
√
0.8(β fkδξk)2+∑
i
(β fiδξi)2)
]
︸ ︷︷ ︸
A2
.(15)
The term we have labelled A2 is clearly not equal to A . However,
as the number of degrees of freedom increases, the importance of
the 0.8(β fkδξk)2 vs the ∑i(β fiδξi)2 term should diminish, i.e. we
expect A to be an increasingly good approximation to A2 as the
number of degrees of freedom increases. To demonstrate this,
consider the case of a force of magnitude kBT/σ pointing in a
random direction. For the sake of simplicity we will assume the
hyperprism is a hypercube i.e. δξk = δξ for all k. Results for
(1−A2)/(1−A ) calculated exactly (d=1. . . 4) and using the GA
d (1-A2)/(1-A ) (Exact) (1-A2)/(1-A )(GA)
1 1.5 1.34
2 1.23 1.18
3 1.15 1.12
4 1.10 1.09
5 - 1.07
6 - 1.06
Table 1 The ratio (1−A2)/(1−A ) as a function of the number of
degrees of freedom for a force of magnitude kBT/σ pointing in a random
direction. We have assumed the hyperprism associated with the particle
is a hypercube of extent ±δξ for each degree of freedom. For the exact
results, we calculate 105 vectors isotropically distributed over a
d-dimensional hypersphere and then calculate A and A2 by numerical
integration for each vector. This calculation becomes increasingly slow
as the number of degrees of freedom increases. However, we see the
GA results provide an increasingly good approximation to the exact
results as d increases.
(d=1. . . 6) are shown in table 1. It is clear that as the number of
degrees of freedom increases A2→A .
To summarize, we propose that to rescale an MC cycle into
real time for out-of-equilibrium systems we should use the scaling
shown in Eq. 9. Additionally, we expect the accuracy of this
rescaling to increase as the number of degrees of freedom of the
particles increases. In the following sections, we will apply our
rescaling to spherocylinders, which have 5 degrees of freedom.
3 Model and Methodology
We investigate the behaviour of two colloidal systems, one a col-
lection of monodisperse spherocylinders with length-to-diameter
ratio L/σ = 5, and the other a racemic bidisperse mixture of sphe-
rocylinders with L/σ = 3 and L/σ = 7. The particles interact with
each other via a purely repulsive shifted and truncated Kihara po-
tential of the form21,22:
Ui j =
4ε
[(
σ
dm
)12−( σdm )6+ 14
]
dm ≤ 21/6σ
0, dm > 21/6σ
(16)
where Ui j =Ui j(ri j, uˆi, uˆ j). The subscripts i and j refer to a pair
of interacting spherocylinders, ri j is the vector connecting their
centers, uˆi and uˆ j are unit vectors describing their orientations,
ε the strength of their interaction, and dm = dm(ri j, uˆi, uˆ j) is the
minimum distance between them23. We use σ , ε and τ = σ2/D0
as our length, energy and time units, with D0 = kBT/(µσ) a dif-
fusion constant and µ the shear viscosity of the solvent. We have
used T ∗ = kBT/ε = 1.465 because at this temperature the phase
behaviour of soft spherocylinders resembles that of hard sphero-
cylinders of the same length and diameter21,22. In addition to
interacting with each other, the particles are subject to an exter-
nal field which couples to the long axis û of the spherocylinder.
We will assume the following form for the external potentialUext:
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Uext =−3λ
2
N
∑
i=1
(ûi ·ê)2 (17)
where λ represents the strength of the applied field and ê is the
direction of the applied field. This external field could for ex-
ample correspond to an electric field coupling to the dielectric
anisotropy of the spherocylinders.
The parameter whose time evolution we will measure is the
scalar nematic order parameter 〈P2〉, which is the largest eigen-
value of the order parameter tensor defined by:
Sα,β =
1
2N
N
∑
i=1
(3ûα,iûβ ,i−δα,β ). (18)
where δα,β is the Kronecker delta. For the bidisperse case, we can
monitor the scalar nematic order parameter for each population
separately.
For both monodisperse and bidisperse cases we perform two
types of simulations, denoted ON and OFF. For an ON simulation,
we start with a single initial isotropic configuration at a specified
density ρ. A field of strength λ is applied and the subsequent
evolution of the system is monitored up to tBD/τ = 300. For each
simulation, we average over 100 trajectories, which start from
the same initial configuration, but have a different seed for the
random number generator. By contrast, for an OFF simulation,
we start with a single configuration at a specified density ρ, which
has equilibrated in a field of strength λ . The field is removed at
tBD = 0 and the subsequent evolution of the system is monitored
up to tBD/τ = 300. Once again, we average over 100 values of the
seed for the random number generator.
3.1 DMC Simulations
We perform DMC simulations in the NVT ensemble, with simulta-
neous attempts to displace and rotate a selected particle. Trans-
lational and rotational moves are accepted/rejected according to
the standard Metropolis-Hasting algorithm, that is with proba-
bility min[1,exp(−∆E /kBT )] where ∆E is the change in energy
caused by the proposed move. If the move is accepted, the system
energy is increased by ∆E . The energy ∆E contains contributions
from the mutual interactions between the particles and from the
interaction between the selected partcle and the external field.
Since our aim here is to mimic physical systems, we do not allow
unphysical moves such as swaps or cluster moves. For the dis-
placement of the center of mass of a given particle j, the motion is
decoupled into three terms δr j =X||uˆ j+X⊥,1vˆ j,1+X⊥,2vˆ j,2, where
uˆ j is a unit vector parallel to the long axis of the spherocylinder
and vˆ j,m are two randomly chosen vectors that are perpendic-
ular to each other and to uˆ j. The magnitude of the displace-
ments are selected randomly from uniform distibutions satisy-
ing |X||| ≤
√
2D||, jδ tMC and |X⊥,m| ≤
√
2D⊥, jδ tMC where D||, j and
D⊥, j are the self-diffusion coefficients of the spherocylinder along
and perpendicular to uˆ j. For rotations, the vector uˆ j changes to
uˆ j+δ uˆ j with δ uˆ j = Yθ ,1wˆ j,1+Yθ ,2wˆ j,2. The two vectors wˆ j,m are
randomly chosen and are perpendicular both to each other and to
uˆ j. The magnitudes of the rotations are selected randomly from a
uniform distributions satisfying |Yθ ,m| ≤
√
2Dθ , jδ tMC where Dθ , j
is the rotational self-diffusion coefficient of the spherocylinder.
For the diffusion coefficients, we use the analytic results avail-
able for prolate ellipsods24:
D⊥, j = D0
(2a2−3)K+2a
16pi(a2−1) , (19)
D||, j = D0
(2a2−1)K−2a
8pi(a2−1) , (20)
Dθ , j = 12
D0
σ2
(2a2−1)K−2a
16pi(a4−1) (21)
where a= L/σ , b= σ/2, and K is given by:
K =
2√
a2−1 log
[
a+
√
a2−1
]
(22)
We describe our algorithm in more detail for the bidisperse
case. Let’s suppose that we have two populations of particles
with N1 of type 1 and N2 of type 2 and N = N1 +N2 in total.
We have two MC timesteps, δ t1,MC and δ t2,MC. We start with
δ t1,MC = δ t2,MC, and calculate the extent of each degree of free-
dom of our hyperprisms according to δξk,q =
√
2Dk,qδ tMC,q where
Dk,q is the self-diffusion coefficient for degree of freedom k for
population q. Starting with tBD = 0, we then:
1. Pick a particle at random, perform a random translation and
rotation and then determine if the move is accepted or not
via the Metropolis-Hastings method.
2. Repeat this process N times.
3. Calculate the acceptance rates A1 and A2 for the two popu-
lations.
4. Keep δ t1,MC fixed, scale δ t2,MC according to δ t2,MC =
A1δ t1,MC/A2.
5. Update the dimensions of the hyperprism of population 2
according to the new δ t2,MC.
6. Update the BD time according to tBD = tBD+δ t1,MCA1/3.
7. Iterate the process to advance tBD.
3.2 BD Simulations
In a BD simulation, a stochastic differential equation, the so-
called Langevin equation, is integrated forward in time and tra-
jectories of particles are created25,26. As before, let r j be the
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position of the center of mass of rod j, with û j the unit vector
oriented along the long axis of j, vˆ j,m and wˆ j,m, with m = 1 or
2, two independent pairs of perpendicular unit vectors being also
perpendicular to û j. Furthermore, F j and T j are the total force
and torque acting over the particle j. To compute them for sys-
tems of particles interacting via a Kihara potential, we refer to
the work by Vega and Lago27. Over a BD time step, being set to
∆t = 10−5τ, the position of the center of mass and the orientation
of each particle are updated as follows
r‖j(t+∆t) = r
‖
j(t)+
D‖, j
kBT
F‖j(t)∆t+(2D‖, j∆t)
1/2R‖û j(t)(23)
r⊥j (t+∆t) = r⊥j (t)+
D⊥, j
kBT
F⊥j (t)∆t
+(2D⊥, j∆t)1/2(R⊥1 vˆ j,1(t)+R
⊥
2 vˆ j,2(t)) (24)
û j(t+∆t) = û j(t)+
Dϑ
kBT
T j(t)×û j(t)∆t
+(2Dϑ∆t)1/2(Rϑ1 wˆ j,1(t)+R
ϑ
2 wˆ j,2(t)) (25)
where r‖j and r
⊥
j indicate the projections of the positions of par-
ticle j along û j and along the directions perpendicular to û j, re-
spectively; R‖,R⊥1 ,R
⊥
2 ,R
ϑ
1 and R
ϑ
2 are independent Gaussian ran-
dom numbers of variance 1 and zero mean; and F‖j and F
⊥
j are
the parallel and perpendicular components of the forces, respec-
tively23,27. Additionally, the interaction with the external field
generates a torque, which is calculated as
Textj = −uˆj× ∇¯uˆjUext
= 3λ (uˆj ·ê)(uˆj×ê) (26)
4 Results
4.1 Monodisperse Rods
We consider a collection of monodisperse spherocylinders with a
length to diameter ratio L/σ = 5. We perform NVT simulations
with 1000 particles in a cubic box at two number densities, ρ ≡
N/V = 0.008 and ρ = 0.023, corresponding to packing fractions of
η ≡Nv0/V = 0.036 and η = 0.104, respectively, with v0 the volume
of a spherocylinder. For each density, we perform ON and OFF
simulations for two field strengths λ = 2 and λ = 5. In figure 1, we
show the ON and OFF simulations for η = 0.036 and λ = 2. Solid
lines show the results of DMC simulations, while dashed lines
correspond to BD simulations. It is possible to observe that, as
soon as the field is switched on, the order of the system increases
as a result of the reorientation of the particles, which align along a
common director and form a nematic phase. The order parameter
10-1 100 101 102
t/τ
0.0
0.1
0.2
0.3
0.4
<P2> DMC, ONBD, ON
Virial - MS
DMC, OFF
BD, OFF
Fig. 1 Development of the order parameter for a monodisperse system
of spherocylinders with L/σ = 5 and η = 0.036 when an external field
with strength λ = 2 is applied along the (1,0,0) direction (ON) and
subesquently removed (OFF). Solid lines correspond to DMC
simulations, dashed lines correspond to BD simulations. We also show
the equilibrium value of 〈P2〉 for λ = 2 obtained by calculating the virial
coefficients (see appendix B)
increases up to a plateau in approximately 3 time decades, with
a value that in principle can depend on system density, particle
geometry and field strength. However, we will see that some of
these three contributions might not be especially relevant.
Similar considerations are still valid for the OFF experiments,
which promote a random reorientation of the particles and thus
induce a nematic-to-isotropic phase transition. We observe that
this transition to the new equilibrium state also takes roughly 3
time decades, and the plateau value of the order parameter af-
ter switching the field off is the same as that measured in the
undisturbed isotropic phase. The dynamical evolution of the or-
der parameter is pictured, with the same degree of detail, by DMC
and BD simulations, whose quantitative agreement is excellent for
both the ON and OFF simulations.
This behaviour is mirrored in figure 2, which shows results ob-
tained when a stronger field is applied. More specifically, at λ = 5,
the final value of the order parameter is approximately twice as
large as that measured at λ = 2, but the time needed to reach the
new equilibrium state is still 3 time decades. Consequently, the
field strength, at least within the range explored in this study, has
a negligible impact on the reorientation time, a feature detected
by both BD and DMC simulations. Finally, in figure 3, we show
BD and DMC results for a somewhat denser, but still isotropic,
system, with packing fraction η = 0.104, and a field strength of
λ = 5. The dynamical behaviour of the order parameter is quan-
titatively and qualitatively similar to that already detected and,
once again, the agreement between BD and DMC simulations, for
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Fig. 2 Development of the order parameter for a monodisperse system
of spherocylinders with L/σ = 5 and η = 0.036 when an external field
with strength λ = 5 is applied along the (1,0,0) direction (ON) and
subesquently removed (OFF). Solid lines correspond to DMC
simulations, dashed lines correspond to BD simulations. We also show
the equilibrium value of 〈P2〉 for λ = 2 obtained by calculating the virial
coefficients (see appendix B)
both ON and OFF simulations, is excellent.
For all monodisperse cases, we have also estimated the equilib-
rium value of 〈P2〉 as a function of applied field strength (λ) by
calculating the virial coefficients (see appendix B for details). As
can be seen in figures 1, 2 and 3, both the DMC and BD methods
reach the equilibrium values for the order parameter predicted by
theory.
4.2 Bidisperse Rods
It is important to understand how the simultaneous presence of
more than one species in the system can influence the depen-
dence of the acceptance rates (one for each species) on time.
To this end, we now turn our attention to a bidisperse system
of 1500 particles in a cubic box with volume V = (35σ)3, giv-
ing a number density ρ = 0.035. Half of the rods have a length
L = 3σ , whereas the length of the remaining half is L = 7σ . The
total packing fraction is given by η = 0.156, corresponding to an
isotropic phase at the thermodynamic equilibrium. As already
done for the monodisperse systems, we monitor the growth of
the nematic order parameter over time by running BD and DMC
simulations. However, this control is performed for each particle
population separately. In figure 4, we show the dynamical evolu-
tion of the order parameters as functions of time for BD (dashed
lines) and DMC (solid lines) for both ON (left frame) and OFF
(right frame) simulations for a field of strength λ = 2. The parti-
cle geometry has an evident effect on the kinetics of reorientation
and phase transformation, being significantly slower at increas-
10-1 100 101 102
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0.6
0.8
<P2> VirialDMC, ON
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BD, OFF
Fig. 3 Development of the order parameter for a monodisperse system
of spherocylinders with L/σ = 5 and η = 0.104 when an external field
with strength λ = 5 is applied along the (1,0,0) direction (ON) and
subsquently removed (OFF). Solid lines correspond to DMC
simulations, dashed lines correspond to BD simulations. We also show
the equilibrium value of 〈P2〉 for λ = 2 obtained by calculating the virial
coefficients (see appendix B)
ing anisotropy. In particular, short particles reorient faster than
long particles, but their ordering is slightly weaker, as revealed by
the plateau of 〈P2〉 in the new steady state at the end of the ON
simulations. Similar to what we already observed for monodis-
perse systems, the agreement between BD and DMC simulations
of out-of-equilibrium bidisperse systems is excellent. This result
does not significantly change when the field strength is increased
to λ = 5, as figure 5 indicates. Also in this case, our DMC method
is able to reproduce the BD simulation results with a very high
degree of accuracy.
4.3 Benchmarking
Having established that our DMC simulation technique is able to
successfully reproduce the Brownian motion of out-of-equilibrium
colloidal suspensions and shows excellent agreement with BD for
the dynamical behaviour of 〈P2〉 as a function of applied exter-
nal field, it is useful to compare the computational time taken for
each technique to run. To this end, we measured the CPU time
taken to generate a single trajectory with the BD and DMC meth-
ods for the ON simulation of a bidisperse system with λ = 5 and
up to a time tBD/τ = 10. For both simulations, we compiled our
code with the GNU Fortran compiler with maximum optimisation.
Both compiled programs were executed on the same desktop PC
running Ubuntu 17.04 and equipped with four 3.60 GHz Intel
i7-4790 CPUs and 16.0 GB of RAM. For DMC we require a CPU
time of 25 seconds, while for BD the simulation takes 7 minutes,
i.e. DMC is 17 times quicker than BD. The efficiency of the DMC
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Fig. 4 Development of the order parameters for a bidisperse system of spherocylinders consisting of a racemic mixture of spherocylinders with
L/σ = 3 and L/σ = 7 after an external field with strength λ = 2 is turned on (LHS) and subsequently removed (RHS). The packing fraction is η = 0.156.
Solid lines show DMC results, dashed BD.
Fig. 5 Development of the order parameters for a bidisperse system of spherocylinders consisting of a racemic mixture of spherocylinders with
L/σ = 3 and L/σ = 7 after an external field with strength λ = 5 is turned on (LHS) and subsequently removed (RHS). The packing fraction is η = 0.156.
Solid lines show DMC results, dashed BD.
method compared to the BD method is not primarily algorithmic
- for the same timestep the two methods take approximately the
same CPU time to execute. Rather the formulation of the DMC
method allows one to apply much larger timesteps than can be
used with BD.
5 Conclusions
In summary, we have generalised our DMC method to include the
study of the out-of-equilibrium dynamics of colloidal suspensions.
More specifically, we investigated the reorientation of monodis-
perse and bidisperse systems of spherocylinders, which are driven
out of equilibrium by the application of an external field coupled
to their main axis. This reorientation produces an isotropic-to-
nematic phase transition when the field is switched on, and the
opposite transformation pathway when it is switched off. We have
tested the validity of our method by performing a comparative
analysis between the DMC method and the BD method. The dy-
namical property we monitor is the nematic order parameter 〈P2〉,
which measures the ordering of the particles along a common di-
rection. For DMC simulations we have monitored this parameter
as a function of MC cycles and then rescaled the results onto real
(BD) time using the rescaling in Eq. 6. The resulting rescaled
8 | 1–12Journal Name, [year], [vol.],
curves are shown to overlap very well with the BD results for
all the cases we have considered, which include different field
strengths, particle geometries and system densities. We have also
performed benchmarking of the two methods and find the DMC
method to be approximately 17 times faster than the BD method,
representing a substantial reduction in computational effort.
The extended DMC method proposed in this work is applica-
ble to any kind of system containing particles with orientational
degrees of freedom such as patchy colloids or general anisotropic
particles in the colloidal regime. As we have seen, the method
works for both monodisperse and polydisperse systems. Never-
theless, the algorithm still comes with some restrictions, perhaps
the most important of which is the spatial homogeneity of the
driving force. Extending the method to a spatially varying driv-
ing force and inhomogeneous systems, where a density gradient
is observed, is currently under investigation.
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A Rescaling time. The case of external field
We have derived our time-rescaling in Eq. 6 by assuming a
uniform acceptance ratio over the hyper-prism. If external
forces/torques are present, this assumption is no longer valid. A
constant acceptance ratio would always lead to 〈ξk〉= 0 yet apply-
ing an external force/torque should result in a non-zero value for
〈ξk〉. To clarify this point, we first show a simplified explanation
and then a more meticulous discussion.
Let’s consider a 1D system with a external field applied along
the positive direction. The particles are allowed to move at ran-
dom in the interval [−δx,δx], with acceptance probability A+ if
the move is in the interval [0,δx] andA− if in the interval [−δx,0].
Consequently, the average displacement reads
〈x〉=
∫ δx
0
x
A+
2δx
dx+
∫ 0
−δx
x
A−
2δx
dx=
δx
4
(A+−A−) (27)
The result is zero if A+ =A−, but otherwise positive or negative
depending on the magnitude of each acceptance or, equivalently,
on the direction of the field. By contrast, the mean square dis-
placement reads
〈
x2
〉
=
∫ δx
0
x2
A+
2δx
dx+
∫ 0
−δx
x2
A−
2δx
dx=
(δx)2
6
(A++A−) (28)
If we define an average acceptance ratio as A = (A++A−)/2,
the original result is recovered:
〈
x2
〉
=
(δx)2
3
A (29)
We now show that a more rigorous approach can lead to
the same conclusions. Above, we have mentioned that, assum-
ing a uniform acceptance ratio, the application of an external
force/torque should result in a non-zero value for 〈ξk〉. Following
Ref.16, we relax this condition slightly and, rather than a uniform
acceptance ratio, we assume that the extent of our hyper-prism
is sufficiently small that we may assume that any forces/torques
(both internal and external) acting on a particle are uniform
within the hyperprism. The acceptance is then given by:
A =
1
VΞ
∫
VΞ
min(1,exp(−β f ·ξ ))dV
=
1
VΞ
∫
VΞ
[1+min(0,exp(−β f ·ξ )−1)]dV (30)
whereVΞ is the volume of the hyperprism. We will further assume
that for each dimension of the hyperprism we have β fiδξi << 1
which allows us to expand the exponential, therefore:
A =
1
VΞ
∫
VΞ
[1+min(0,−β f ·ξ )]dV (31)
=
1
VΞ
∫
VΞ
[1−β f ·ξH(β f ·ξ )]dV (32)
where H(x) is the Heaviside step function. In general evaluation
of this integral is difficult. It is convenient to introduce an integral
representation for the Heaviside function as follows:
H(x) = lim
ε→0+
1
2pii
∫ ∞
−∞
1
τ− iε exp(ixτ)dτ (33)
where ε approaches 0 from above. Using this integral representa-
Journal Name, [year], [vol.],1–12 | 9
tion we can calculate the acceptance rate:
A = 1− 1
2piiVΞ
∫ ∫ 1
τ− iε β f ·ξ exp(iβ f ·ξτ)dτ (34)
= 1+
1
2piVΞ
∫ ∞
τ=−∞
1
τ− iε
∂
∂τ
[∫
exp(iβ f ·ξτ)dV
]
dτ(35)
= 1+
1
2piVΞ
∫ ∞
τ=−∞
1
τ− iε
∂
∂τ
[
N
∏
i=1
2
sin(β fiδξiτ)
β fiτ
]
dτ
= 1+
1
2pi
∫ ∞
τ=−∞
1
τ− iε
∂
∂τ
[
N
∏
i=1
sin(β fiδξiτ)
β fiδξiτ
]
dτ
(36)
For a particular force we can calculate this integral by numerical
integration. However, we can also make some analytic progress
by use of a Gaussian Approximation (GA). We consider the power
series expansion of sinc(αx)
sinc(αx) = 1− (αx)
2
6
+O((αx)4) (37)
≈ exp(−α2x2/6). (38)
Using the GA, we can approximate Eq. 36 as:
A = 1+
1
2pi
∫ ∞
τ=−∞
1
τ− iε
∂
∂τ
[
N
∏
i=1
sin(β fiδξiτ)
β fiδξiτ
]
dτ
≈ 1+ 1
2pi
∫ ∞
τ=−∞
1
τ− iε
∂
∂τ
[
exp
(
−∑i(β fiδξi)
2τ2
6
)]
dτ
≈ 1−
√
1
6pi
√
∑
i
(β fiδξi)2
≈ 1−0.23
√
∑
i
(β fiδξi)2 (39)
Using the GA we are also able to calculate
〈
ξ 2k
〉
using:
〈
ξ 2k
〉
=
δξ 2k
3
[
1−0.23
√
0.8(β fkδξk)2+∑
i
(β fiδξi)2)
]
︸ ︷︷ ︸
A2
. (40)
Comparing the term labelled A2 with Eq. 39, we see that A2
differs from A . However, as the number of degrees of free-
dom increases, the importance of the 0.8(β fkδξk)2 term vs the
∑i(β fiδξi)2 term should diminish, i.e. we expect A to be an in-
creasingly good approximation to A2 as the number of degrees of
freedom of the particles increases. As an example, consider the
case where we have β fpδξp ≡ γ << 1 for each degree of freedom.
We then have:
A2 = 1−0.23
√
0.8(β fkδξk)2+∑
i
(β fiδξi)2)
= 1−0.23γ
√
d
√
1+
0.8(β fkδξk)2
∑i(β fiδξi)2
= 1−0.23γ
√
d
(
1+
0.4
d
− 1
8
(
0.8
d
)2
+ . . .
)
= A −0.23γ
(
0.4√
d
− 1
8
0.82
d3/2
+ . . .
)
= A − (1−A )
(
0.4
d
− 1
8
0.82
d2
+ . . .
)
(41)
and therefore:
1−A2
1−A = 1+
0.4
d
− 0.08
d2
(42)
i.e. we see that A2→A as d increases.
B Equilibrium Order
In order to check the accuracy of our algorithm, we have calcu-
lated the equilibrium order parameter of a collection of sphero-
cylinders in the presence of an external field. The Helmholtz free
energy density for a collection of spherocylinders can be written
as:
F = βF/N = log(Λ3ρ)−1+σ [ f (Ω)]+
∞
∑
n=2
Bnρn−1
n−1 −
λ
2
S (43)
where β = 1/kBT , N is the number of spherocylinders, ρ = N/V
is the number density and Λ is the de Broglie wavelength, λ is
the strength of the applied external field and S is the uniaxial
nematic order parameter. The entropy of mixing term, σ [ f (Ω)],
is a functional of the one particle orientational distribution func-
tion of a spherocylinder whose orientation is described by Ω. For
spherocylinders we have used the trial function:
f (θ) =
√
h
2piDa(
√
h)
exp[−hsin2 θ ] (44)
where θ is the angle between the long axis of a spherocylinder
and the nematic director/direction of the applied external field
and Da(. . .) is the Dawson integral28. The parameter h is related
to the nematic order parameter S= 〈P2(cosθ)〉 by:
S=
1
4
(
3√
hDa(
√
h)
− 3
h
−2
)
. (45)
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Fig. 6 The variation of the nematic order parameter S= 〈P2〉 with
density ρ for various external field strengths.
The trial function can be used to calculate the entropy of mixing-
like term as:
σ [ f (Ω)] =
∫
f (Ω) log[4pi f (Ω)]dΩ,
= log
[
4pi
√
h
Da(
√
h)
]
+
√
h
2Da(
√
h)
−h− 1
2
(46)
The virial coefficients can be calculated from:
Bn =
1−n
n!V
∫
. . .
∫
f (Ω1) . . . f (Ωn)VndΩ1 . . .dΩndr1 . . .drn (47)
with V the volume, ri and Ωi the position and orientation of par-
ticle i. Vn is given by:
Vn =∑
Sn
Πni< j fi j (48)
Sn denotes that the sum is taken over all star integrals with n
points and fi j represents the Mayer f-bond between particles i and
j. For hard interactions, the Mayer f-bond is −1 if the particles
overlap and 0 otherwise. The virial coefficients can be calculated
as functions of α using a ‘hit and miss’ MC scheme. Once the
virial coefficients are known, we have the Helmholtz free energy
as a function of h, ρ and λ . For fixed values of ρ and λ , we
minimise over α which gives the dependence of the nematic order
parameter S(ρ,λ ). In figure 6, we show plots of S vs ρ for several
values of the field strength λ .
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