The orbital stability of standing waves for semilinear wave equations is studied in the case that the energy is indefinite and the underlying space domain is bounded or a compact manifold or whole R n with n 2. The stability is determined by the convexity on ω of the lowest energy d(ω) of standing waves with frequency ω. The arguments rely on the conservation of energy and charge and the construction of suitable invariant manifolds of solution flows.
Introduction
In this paper, we consider the nonlinear Klein-Gordon equation (NLKG) (1.1) where m is a real function representing the potential, f is the nonlinear interaction force and is assumed to satisfy f (x, u) = g(x, |u|)u for some real function g, and Ω denotes R n or a bounded domain or a compact manifold.
Due to the gauge invariance f (x, e iθ u) = e iθ f (x, u), we can look for the so-called standing wave solutions of (NLKG) of the form u(t, x) = e iωt φ(x) with appropriate initial conditions in (1.1), where ω is a real number called frequency.
The search for the standing waves of (NLKG) equation ( A natural attempt to find nontrivial solutions to (1.2) is to solve the minimization problem
J ω (φ), (1.5) where M ω = φ ∈ H K ω (φ) = 0, φ = 0 , (1.6) and H is a suitable Hilbert space to be specified later.
In general, problem (1.5) may not have a solution and even when it has a solution the solution may not solve the semilinear elliptic equation (1.2) . Therefore, we need to introduce some conditions on the nonlinearity f (x, u) and the potential m(x) that ensure the existence of minimizers of problem (1.5) which are also solutions to the elliptic equation (1.2) . Throughout this paper, we assume the following conditions:
(m) m(x) is a bounded real smooth function on Ω and the greatest lower bound λ 1 of the spectrum of the operator − +m is positive;
( f 1 ) f ∈ C 1 (Ω × R) and f u (x, s) and f (x, s) → 0 uniformly as s → 0; ( f 2 ) there exist constants 2 < l < 2n/(n − 2) and C such that | f u (x, s)| C s l−2 for large s > 0 and for all x ∈ Ω; ( f 3 ) f u (x, s) < 0 and sf u (x, s) θ f (x, s) for all x ∈ Ω and all s > 0, where θ > 1 is a constant. Indeed, under these conditions, we shall show in Section 2 that for every ω 2 
< λ 1 , d(ω) is achieved at some nontrivial φ
and all minimizers of (1.5) are also solutions to (1.2), which will be called the least energy solutions or ground states of Eq. (1.2). However, uniqueness of the ground states is a much different and difficult problem that will not be discussed in the present paper; see e.g. [3, 4, 10, 12] and [13] .
After establishing the existence and compactness of the ground state standing waves (in Theorem 2.5 and Corollary 2.6), we study their stabilities. It should be pointed out that a strong stability (see e.g. [5, 9, 11, 17, 18, 20, 21] ) cannot be expected in the sense that U 1 − φ ω 0 H + U 2 − iω 0 φ ω 0 The best stability we can hope for of these solutions is the so-called orbital stability in this case. Let us first give a definition of such a stability that will be used throughout this paper (see e.g. [1, 2, 8, 9, 14, 15] ).
We say that S is orbitally stable under the solution flow of (1.1) if for every given > 0 there exists a δ = δ( ) > 0 such that for any solution u(t) of (1.1)
for all t 0.
In this paper we are concerned with the orbital stability and instability of the set
where 
is not orbitally stable under the regular solution flow of (1.1).
As applications of our main results, we obtain the existence of orbitally stable standing waves for some special (NLKG) equations in Section 6. For example, we prove that under the conditions (m) and ( f 1 )-( f 3 ) given above the (NLKG) equation (1.1) has orbitally stable standing waves for some frequency ω with 0 < ω 2 < λ 1 provided that λ 1 > 0 (defined in condition (m)) is also an eigenvalue; see Theorem 6.1.
Our second example deals with the special (NLKG) equation
We prove that this equation always has orbitally stable ground state standing waves if 1 < p < 1 + 4/n (Theorem 6.2).
It should be pointed out that although our main results are similar to those in [15] and [16] , our results apply to both Ω = R n and Ω = compact manifold or bounded domain, and our method allows nonlinearity f to depend on space variable
x as well as on u. In the case of bounded domains, the dilation arguments in [15] and [16] cannot be used here. In addition, our results in this paper hold for all dimensions 2, while those in [15] and [16] are restricted to dimensions 3.
Existence of the least energy solutions
In this section, we shall prove the existence of a positive least energy solution to (1.2) . First of all, we define Hilbert spaces H and L 2 . Let
where subscript r indicates that the space consists of only radially symmetric functions. When Ω = R n , we shall also assume
Besides functionals J ω and K ω introduced above, we also consider the functional
and set
Next we establish several lemmas to lay foundation for existence of the ground states. The first lemma is about the equivalence between H -norm and quadratic part of I ω .
Proof. B(μ) is a decreasing function since the integral is a decreasing function of μ.
We prove the positivity of B(μ) by contradiction. For μ < λ 1 , suppose that there exists a sequence {v k } such that
By boundedness of m and the second part of (2.2), we obtain
Therefore, the combination of (2.3) and v k 2 → 0 yields a contradiction to (2.1). 
Proof. Note that by Remark 1.1 G(s) < 0 for s > 0 and
Therefore we have, using G(s) < 0 for s > 0,
It is useful later to relate the minimization problem (1.5) to an equivalent problem. 
Proof. First let us show that M − ω is nonempty. Choose any φ ∈ H with φ ≡ 0 and consider
where G(s) is as defined in Lemma 2.2. Thus we see that g(s) < 0 for sufficiently large s > 1 and hence sφ ∈ M − ω . Next, to prove that M ω is nonempty, we choose v ∈ H such that K ω (v) < 0 and consider K ω (sv). Now for s = 1,
Finally, by Remark 1.1, I ω (sv) is an increasing function of s ∈ (0, ∞), which yields
But by definition 
Proof. To see this, we use the scaling property of functions in
Note that for n = 1 and n = 2,M ω is not bounded away from zero, and the minimization problem
has no solution. This is why the dimension must be restricted to n 3 in [15] and [16] by usingK ω instead of K ω . 2
Now we are ready to present our existence theorem for ground states. Proof. Let {φ k } be any minimizing sequence in M ω for problem (1.5). Remark 1.1 and Lemma 2.1 imply that there exists a constant (2.5) which implies that φ k is bounded in H . Thus by the Sobolev embedding theorem (if Ω = R n we need corresponding embedding theorem developed in [19] ), there exist a φ 0 ∈ H and a subsequence, still denoted by {φ k }, such that
where 2 < p < 2n/(n − 2) when Ω = R n , and 1 < p < 2n/(n − 2) otherwise.
Next we want to get a stronger convergence of sequence {φ k }. To that end, let 0 < σ = 1 2 
Without loss of generality, we may assume the existences of lim |φ k | 2 and lim P (φ k ). We choose 0 < < σ in (2.4) and obtain that for some positive constants C 1 and C 2 σ |φ|
which implies that by Fatou's lemma
This combined with (2.6) and Remark 1.1 yields that
A strict inequality in (2.6) would imply strict inequalities in both (2.8) and (2.9), which in turn would imply φ 0 = 0 and by Proposition 2.3 a strict inequality in (2.8) would give us a contradiction
Therefore (2.6) must be an equality, which implies that φ k → φ 0 under the equivalent norm
Lemma 2.4 and (2.5) show that φ 0 = 0 and
Finally we show that φ ω is a positive solution of Eq. (1.2). It is known from the Lagrange multiplier that
Taking inner product with φ ω on both sides and using K ω (φ ω ) = 0 lead to
, φ ω is a solution of (1.2). The positivity of φ ω follows from the strong maximum principle. 2
From the proof of Theorem 2.5, we see that Corollary 2.6. Every minimizing sequence of the minimization problem
has a subsequence converging to a φ ω ∈ M ω . In particular, φ ω is also a minimizer of (1.5).
Standing wave as a function of frequency
In this section, we prove that standing waves are smooth functions of frequency if some additional conditions are assumed.
Lemma 3.1. d(ω) and φ ω H are uniformly bounded for ω
Proof. The uniform boundedness of d(ω) follows from the fact that given ω 0 ∈ (0, λ 1 ), there exists φ 0 ∈ H such that K ω 0 (φ 0 ) < 0 (see the proof of Proposition 2.3); hence there exists an > 0 such that
from which and Proposition 2.3 it follows that
By Remark 1.1 and Lemma 2.1, we have 
Therefore by Proposition 2.3 we have 
, which concludes the proof of left continuity.
To show that lim ω→ω
Note also that J ω (tφ) − J ω (φ) → 0 as t → 1 + uniformly for ω in a compact set and φ 0 in a bounded set of H . Hence
is the function studied in Lemma 2.2. It is easy to see that
tells us that

G(ω, s) is monotonically decreasing as a function of s and G(ω, s) G(ω, 1)s
Furthermore, note that
hence we have
The following result gives the derivative of d(ω) in the case the curve ω → φ ω is smooth.
Proof. From
we have
The first integral in (3.3) is zero since φ ω is a solution of Eq. (1.2). 2
We now give a sufficient condition for the smooth dependence of ground states φ ω on ω. In addition to the previous structural conditions, we also assume the following condition. We now establish following two lemmas using the same procedures as in [16, Theorem 18] . 
By similar arguments in the proof of Theorem 2.5, we have 
is invertible by assumption. It follows that the compact operator (τ 0 + m − ) in H near ω = ω 0 . This follows from a regularity argument of elliptic equations; see [16] .
Stability of standing waves
We consider (NLKG)
(4.1)
. For other cases of Ω, it is shown in [19] that weak solutions exist and for these solutions energy inequality holds. In this section, we study stability for the weak solutions of (NLKG); the case for strong solutions is relatively easier.
Let X = H × L 2 and consider the modulated energy functional on X
Next we introduce two invariant sets which play an important role in establishing stability
It is easy to prove the following equivalent expressions On the other hand
which contradicts (4.4) from Proposition 2.3. Therefore R 1 ω is invariant.
To show the invariance of R 2 ω , we just need to switch the roles of I ω and
ω and assume that there
On the other hand,
. It is obvious from the definition of I ω (u) that
Since a > 0, by (4.6) and Lemma 3.2,
On the other hand, by definition of h(ω) in (4.6) we have
We complete the proof. 2
The following result gives an important connection between stability of ground state solutions and convexity of d(ω). 
(M) such that if u(t) is a weak solution of (NLKG) equation (4.1) with initial data satisfying
U 1 − φ ω 0 H + U 2 − iω 0 φ ω 0 2 < δ for some φ ω 0 ∈ G ω 0 , then d(ω + ) I ω ± u(t) d(ω − ) ∀t > 0, (4.7) and 1 2 u t (t) − iω ± u(t) 2 + J ± u(t) < d(ω ± ) ∀t > 0,(4.
8)
where ω ± = ω 0 ± 1/M.
Proof. Set v ± (t) = e −iω ± t u(t). Then v ± satisfies the modulated equation
(4.9)
Note that
The energy inequality of modulated equation (4.9) yields
To show (4.7) and (4.8), by invariance of R 1 ω ± and R 2 ω ± under solution flow of modulated equation (4.9) (Proposition 4.1) and by energy inequality (4.10), it suffices to prove that (4.11) and
Thus, by Lemma 4.2, δ can be chosen so that (4.11) holds. Now we turn our attention to (4.12). It is easy to see that
and
(4.14)
Therefore, if δ is chosen sufficiently small,
is strictly convex near ω 0 . Thus (4.12) follows and the proof is completed. 2
We are now ready to prove the stability theorem.
Theorem 4.4. If d(ω) is strictly convex near
Proof. Suppose S ω 0 is not orbitally stable. Then there exist {(U
Since G ω 0 is compact in H , without loss of generality, we may assume that
From Proposition 4.3, we may also assume that 17) and 
It follows from (4.18) that 
Next we show that there is a subsequence of {u
If this is done, we see from (4.18) that
which is a contradiction to (4.16), and thus we complete the proof. To simplify our notation, we let
That is, {s k u k (t k )} is a minimizing sequence of problem (2.10). Therefore, by Corollary 2.6, there exists a subsequence of
Instability of ground state orbits
In this section we give a condition which ensures the instability of the orbit S ω (φ ω ) generated by a positive ground state φ ω ∈ G ω found in Section 2. Although φ ω may not be unique, we shall assume in this section that the curve ω → φ ω is C 2 in H near a given number ω 0 ∈ (0,
It will be helpful to write Eq. (1.1) as a Hamiltonian in a suitable Banach space. To this end, we first introduce some notation.
2 } be the usual Banach space with norm u = u 1 H + u 2 2 . Denote by X * the real dual space of X and l, u the pairing between l ∈ X * and u ∈ X . Let P : X → X * be defined by
We now define some real valued functionals on X .
We also consider the corresponding functionals on H.
It is easy to see that
The main result of this section is the following 
for all t as long as the solution u k (t) to (5.4) with initial data u k 0 exists and stays inside that neighborhood. Since we want the orbital instability, we should require A(e iθ u) = A( u). If A ( φ ω 0 ) = P y 0 for some y 0 ∈ X , we have
Note that A should be close to
, where e −iα e −iθ( u) = e −iθ(e iα u) for any α ∈ [0, 2π ) and θ( φ ω 0 ) = 0. We can choose, without loss of generality, that
The problem now is how to choose y 0 , θ( u) and u k 0 such that (5.5) is satisfied. The choice of θ is relatively easy, and we will carry out in Lemma 5. 4 .
Next an easy computation shows that
Let us define
for all u ∈ X . We would like that the set
is an invariant set under the flow of the equation. The conditions given in S + about Q and E are easy to verify from the conservation of charge and energy of the equation. To see that the condition on B can be preserved under the flow, we need to choose y 0 carefully by using the condition on d(ω). We follow the idea in [8, 16] to work out the choice of y 0 in Proposition 5.5. Note that the arguments in [8] and [16] using spatial dilations do not work in the case when domain Ω is bounded. After we specify the choice of y 0 and prove the invariance of S + , the proof of our main instability result (Theorem 5.3) follows from the standard argument and will be carried out in Proposition 5.12.
We now construct a neighborhood of S ω 0 (φ ω 0 ) and a function θ( u) on this set, which is motivated by [16, Lemma 9] .
Note that by definition N ( φ ω 0 ) = 0 and
(5.9)
This proves (i).
(
(5.10)
Then by (5.9) 
The characterization of y 0 is given in the following lemma and the proof of which will be given at the end of this section for the clarity of the argument. Using this vector y 0 ∈ X and the angle θ( u) determined in (iii) of Lemma 5.4, we define A( u) on U δ by formula (5.7). Before we go to details of the proof of Theorem 5.3, we summarize some properties of A which are useful in our argument.
Proposition 5.6. A is a C
1 functional on U δ and satisfies that
Proof. Since P −1 A is Lipschitz continuous from U δ to X , a unique solution S(λ) = S(λ, u) of (5.11) exists in |λ| < σ ( u) for all u ∈ U δ and it can be shown that σ ( u) σ 0 > 0 for all u ∈ U γ if 0 < γ < δ.
Proposition 5.7. There exists a smooth deformation S
Proof. That (iii) is true follows from (iv) of Proposition 5.6 by differentiating with respect to λ. We only need to prove (iv). Using (ii) and −P −1 A ( φ ω 0 ) = − y 0 = −(y 1 , y 2 ), we have
By (iii) of Proposition 5.5 we have
By the implicit function theorem, we know that for u near φ ω 0 there is a solution λ = λ( u) such that
This λ( u) can be extended to U γ from the invariance of U γ under {e iθ }. 2
We now compute the energy along the deformation flow S (λ, u) . , u) ) shows that at λ = 0 and u = φ ω 0
from part (ii) of Proposition 5.5. Therefore, (5.12) and the Taylor expansion give
for u near φ ω 0 and λ near 0. This proves (5.13) again from the invariance under e iθ . 2
(5.14)
Proof. By Lemma 5.1, 
We claim that λ( u) = 0. In fact, if λ( u) = 0, we would have
which is a contradiction to (5.15). The proof is done by combining (5.15) with the previous lemma. 2
In what follows, let e 0 = E( 
Proof. For strong solutions, E and Q are conserved, thus if u(s) ∈ U γ \ G ω 0 for all 0 s t we have 
Proof. We have
Thus λ( u(t))B( u(t))
, thus it follows that B( u(t)) 2 0 for all
Since U γ is bounded and A is bounded on U γ , the solution must exit from U γ \ G ω 0 in a finite time. 2
To complete the proof of the instability theorem, Theorem 5.3, by Proposition 5.12, we have to show that S + is nonempty and contain points arbitrarily close to the orbit G ω 0 . This will follow from the proof of the only remaining result: Proposition 5.5.
Proof of Proposition 5.5. To construct y 0 , we let
From this we easily have
With ψ(ω) so defined, we set
Then g(ω 0 ) = 0, g (ω 0 ) = 0, and simple but long calculations by expanding the term
Thus, for ω close but not equal to ω 0 ,
The term on the right-hand side is not zero since by (5.17) a (ω 0 ) and d (ω 0 ) have the same nonzero sign. This implies that 
Applications
In this section, we consider several cases of nonlinearity f or domain Ω where we have orbitally stable standing waves. a contradiction to (6.2) , and the theorem is proved. 2
The second application we consider is for the case Ω = R n with n 2. We investigate the stability of standing waves for the special (NLKG) If 1 < p < 1 + 4/n, the set on right-hand side is nonempty, and hence we have orbitally stable ground state standing waves. 2 Remark 6.1. The same stability result for standing waves of (NLKG) equation (6.3) was obtained by Shatah in [14] , but the approach in [14] cannot handle the case n = 2 due to the usage of a different functional K ω which is not well defined when n = 2.
