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On moduli of smoothness and
averaged differences of fractional order
Yurii Kolomoitsev1
Abstract. We consider two types of fractional integral moduli of smoothness, which
are widely used in theory of functions and approximation theory. In particular, we
obtain new equivalences between these moduli of smoothness and the classical moduli
of smoothness. It turns out that for fractional integral moduli of smoothness some
pathological effects arise.
1. Introduction
Let T ∼= [0, 2pi) be the circle. As usual, the space Lp(T), 0 < p < ∞, consists of
measurable functions which are 2pi-periodic and
‖f‖p =
(
1
2pi
∫
T
|f(x)|pdx
) 1
p
<∞.
For simplicity, by L∞(T) we denote the space of all 2pi-periodic continuous functions
on T which is equipped with the norm
‖f‖∞ = max
x∈T
|f(x)|.
The classical (fractional) modulus of smoothness of a function f ∈ Lp(T), 0 < p ≤
∞, of order β > 0 and step h > 0 is defined by
(1.1) ωβ(f, h)p = sup
0<δ<h
‖∆βδ f‖p,
where
∆βδ f(x) =
∞∑
ν=0
(
β
ν
)
(−1)νf(x+ νδ),(
β
ν
)
= β(β−1)...(β−ν+1)
ν!
,
(
β
0
)
= 1.
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2 YURII KOLOMOITSEV
For solving particular problems, the usage of the classical modulus of smoothness
may be technically very difficult or its application cannot give sharp and meaningful
results. Therefore, it arises the necessity to employ modifications of the classical moduli
of smoothness. Thus, in the papers [4], [8], [9], [12], [13], [23], [22] different means
of averaging of finite differences and their modifications have been studied and applied
for solving several problems of approximation theory. As a rule, to construct such
modifications (special moduli of smoothness) one replaces the shift operator τhf(x) =
f(x+ h) by some smoothing operator, for example, by the Steklov means.
In this paper, we consider two types of special moduli of smoothness given by the
following formulas:
(1.2) wβ(f, h)p =
(
1
h
∫ h
0
‖∆βδ f‖p1p dδ
) 1
p1
and
(1.3) ω˜β(f, h)p =
∥∥∥∥1h
∫ h
0
∆βδ f(·)dδ
∥∥∥∥
p
,
where β > 0, h > 0, and p1 = min(1, p).
Sometimes, the moduli (1.2) and (1.3) are called the integral moduli of smoothness
or averaged differences. The modulus wβ(f, h)p is well known and it has been often
applied for solving different problems of approximation theory, see e.g. [3, Ch. 6,
§5], [4], [12], [13]. The modulus ω˜β(f, h)p has been introduced and studied in [21], see
also [22] and [24, Ch.8], in which it is also called the linearized modulus of smoothness.
Some applications of the modulus ω˜β(f, h)p as well as some of its modifications can be
found in [1], [6], [9], [10], and [23].
Note that (1.2) has sense for all function f ∈ Lp(T) with 0 < p ≤ ∞, while (1.3) can
be defined only for integrable functions f . At the same time, (1.3) has some advantages.
One of them concerns the direct application of the method of Fourier multipliers.
Recall that a numerical sequence {λk}k∈Z is a Fourier multiplier in Lp(T), if for all
functions f ∈ Lp(T), 1 ≤ p ≤ ∞, the series∑
k∈Z
λkf̂ke
ikx, f̂k =
1
2pi
∫ 2pi
0
f(x)e−ikxdx,
is the Fourier series of a function Λf ∈ Lp(T) and
‖{λk}‖Mp = ‖Λ‖Lp 7→Lp = sup
‖f‖p≤1
‖Λf‖p <∞
(see, e.g., [16, Ch. I and Ch. VI]).
Let us illustrate how the method of Fourier multipliers can be used in relation to
the modulus ω˜β(f, h)p. It is easy to see that the Fourier series of the averaged difference
1
h
∫ h
0
∆βδ f(x)dδ can be written as follows
(1.4)
∑
k∈Z
ψβ(kh)f̂ke
ikx,
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where the function ψβ is defined by
ψβ(t) =
∫ 1
0
(1− eitϕ)βdϕ
(here and throughout, we use the principal branch of the logarithm). Thus, if we want
to obtain, for example, an inequality of the form∥∥∥∥∑
k∈Z
λk(h)f̂ke
ikx
∥∥∥∥
p
≤ C(p, β)ω˜β(f, h)p,
we need only to verify that the sequence {λk(h)/ψβ(hk)}k∈Z is a Fourier multiplier in
Lp(T) and
sup
h>0
∥∥∥∥{ λk(h)ψβ(kh)
}∥∥∥∥
Mp
≤ C(p, β),
see also Lemma 3.5 below. This method has been used, e.g., in [9] and [23], see also
[24, Ch. 8].
In approximation theory, it is important to ascertain whether a special modulus
of smoothness is equivalent to the classical modulus of smoothness ωβ(f, h)p. For the
moduli of smoothness (1.2) and (1.3) with β ∈ N, this problem is well studied. In
particular, for all f ∈ Lp(T), 1 ≤ p ≤ ∞, β ∈ N, and h > 0, we have
(1.5) wβ(f, h)p  ωβ(f, h)p  ω˜β(f, h)p,
where  is a two-sided inequality with positive constants independent of f and h. The
equivalence wβ(f, h)p  ωβ(f, h)p, which also holds in the case 0 < p < 1, was proved
in [3, p. 185], see also [12, Theorem 1] and [13, Theorem 3.1]. The proof of the second
equivalence in (1.5) can be found in [22] (see also [24, Theorem 8.4.1] for similar results
in the Hardy spaces Hp).
The main purpose of this paper is to investigate relations (1.5) for positive β 6∈ N.
Is easy to see that for any β > 0 and 1 ≤ p ≤ ∞, by Minkovsky’s inequality and trivial
estimates, we have
(1.6) ω˜β(f, h)p ≤ wβ(f, h)p ≤ ωβ(f, h)p.
Concerning the inverse inequalities, we have an unexpected result. In Theorem 2.2
below, we show that there exist f0(x) 6≡ const, β0 > 0, and h0 > 0 such that
(1.7) ω˜β0(f0, h0)p = 0.
Since ωβ(f, h)p > 0 for all f(x) 6≡ const and h > 0, (1.7) implies that for any C > 0
and particular β > 0 the inequality
ωβ(f, h)p ≤ Cω˜β(f, h)p
does not hold in general. At the same time, we have a standard situation for wβ(f, h)p:
for all f ∈ Lp(T), 0 < p ≤ ∞, β > 0, and h > 0
ωβ(f, h)p ≤ C(p, β)wβ(f, h)p
(see Theorem 2.1 below).
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In the paper, we propose several ways to overcome the pathological property (1.7).
In particular, we show that the following modification of (1.3) can be used instead of
the modulus ω˜β(f, h)p,
ω∗β(f, h)p =
∥∥∥∥ 1h2
∫ h
0
∫ h
0
∆
bβc
δ1
∆
{β}
δ2
f(·)dδ1 dδ2
∥∥∥∥
p
,
where bβc and {β} are the floor and the fractional part functions of β, respectively. In
Theorem 2.5 below, we prove that ω∗β(f, h)p is equivalent to the classical modulus of
smoothness for all β > 0. At the same time, ω∗β(f, h)p is a convenient modulus in the
sense of applications of Fourier multipliers.
Finally, we note that property (1.7) seems to be very unnatural for moduli of
smoothness. However, even in the study of the approximation of functions by some
classical methods, for example by Bernstein-Stechkin polynomials, it has been arisen
the necessity to construct special moduli of smoothness for which a condition of type
(1.7) holds (see [23]). One has a similar situation for some non-classical methods of
approximation (see [10]).
The paper is organized as follows. In Section 2, we present the main results. In
Section 3, we formulate and prove auxiliary results. In Section 4, we prove the main
results of the paper.
We denote by C some positive constant depending on the indicated parameters.
As usual, A(f, h)  B(f, h) means that there exists a positive constant C such that
C−1A(f, h) ≤ B(f, h) ≤ CA(f, h) for all f and h.
2. Main results
We start from the modulus wβ(f, h)p, for which we have a quite standard result in
the following theorem.
Theorem 2.1. Let f ∈ Lp(T), 0 < p ≤ ∞, β ∈ N ∪ (1/p1 − 1,∞), and h ∈ (0, 1).
Then
wβ(f, h)p  ωβ(f, h)p .
The next theorem is the key result of the paper.
Theorem 2.2. There exists a set {βk}∞k=0 such that β0 ∈ (4, 5), βk →∞ as k →∞,
and the following assertions hold:
(i) for each function f ∈ Lp(T), 1 ≤ p ≤ ∞, and for all β ∈ (0, β0) ∪ N and
h ∈ (0, 1) we have
ω˜β(f, h)p  ωβ(f, h)p ;
(ii) for each k ∈ Z+ there exists tk > 2pi such that for any n ∈ Z \ {0} we have
1
h
∫ h
0
∆βkδ en(x)dδ = 0, x ∈ T,
where en(x) = e
inx and h = tk/|n|. In particular, for all 0 < p ≤ ∞, we have
(2.1) ω˜βk(en, h)p = 0 .
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Theorem 2.2 implies that, for small values of β, the modulus (1.3) has the same
properties as the classical modulus of smoothness (1.1), but for some β > 4 the mod-
ulus (1.3) has a pathological behaviour.
In the next results, we show several ways to overcome the effect of (2.1). In partic-
ular problems of approximation theory, it is enough to know the behaviour of moduli
of smoothness on a set of trigonometric polynomials. It turns out that one can reduce
the influence of property (2.1) in such situation.
Let Tn be the set of all trigonometric polynomials of order at most n,
Tn =
{
T (x) =
n∑
ν=−n
cνe
iνx : cν ∈ C
}
.
Theorem 2.3. Let 1 ≤ p ≤ ∞, β > 0, and n ∈ N. Then for each Tn ∈ Tn and for
each h ∈ (0, 1/n) we have
ω˜β(Tn, h)p  ωβ(Tn, h)p.
Remark 2.1. Theorem 2.3 is also true in the case 0 < p < 1. This follows from
the proof of Theorem 2.3 presented below and the corresponding results in [7].
Another way to reduce the effect of (2.1) is adding to ω˜β(f, h)p a quantity that has a
better behaviour than the classical modulus of smoothness. For this purpose, one may
use the error of the best approximation. As usual, the error of the best approximation
of a function f in Lp by trigonometric polynomials of order at most n is given by
En(f)p = inf
T∈Tn
‖f − T‖p.
Recall the well-known Jackson inequality: for all f ∈ Lp, 0 < p ≤ ∞, r ∈ N, and
n ∈ N we have
(2.2) En(f)p ≤ Cωr
(
f,
1
n
)
p
,
where C is a constant independent of f and n (see [15] for 1 ≤ p ≤ ∞ and [18] for
0 < p < 1; see also [5], [13], and [17]).
Theorem 2.4. Let f ∈ Lp(T), 1 ≤ p ≤ ∞, β > 0, and h ∈ (0, 1). Then
ωβ(f, h)p  ω˜β(f, h)p + E[1/h](f)p .
Finally, let us consider a modification of (1.3). Let β > α > 0. Denote
ω∗β;α(f, h)p =
∥∥∥∥ 1h2
∫ h
0
∫ h
0
∆β−αδ1 ∆
α
δ2
f(·)dδ1dδ2
∥∥∥∥
p
.
It is easy to see that β is the main parameter in the above modulus of smoothness.
Theorem 2.5. Let f ∈ Lp(T), 1 ≤ p ≤ ∞, and β > 0 and α ∈ (0, 4] be such that
β − α ∈ Z+. Then for all h ∈ (0, 1) we have
ω∗β;α(f, h)p  ωβ(f, h)p .
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3. Auxiliary results
3.1. Properties of the differences and moduli of smoothness. Let us recall
several basic properties of the differences and moduli of smoothness of fractional order
(see [2, 3, 14, 19]).
For f, f1, f2 ∈ Lp(T), 0 < p ≤ ∞, h > 0, and α, β ∈ N ∪ (1/p1 − 1,∞), we have
(a) ∆βh(f1 + f2)(x) = ∆
β
hf1(x) + ∆
β
hf2(x);
(b) ∆αh(∆
β
hf)(x) = ∆
α+β
h f(x);
(c) ‖∆βhf‖p ≤ C(β, p)‖f‖p;
(d) ωβ(f, δ)p is a non-negative non-decreasing function of δ such that
limδ→0+ ωβ(f, δ)p = 0;
(e) ωβ(f1 + f2, δ)p ≤ 2
1
p1
−1(
ωβ(f1, δ)p + ωβ(f2, δ)p
)
;
(f) ωα+β(f, δ)p ≤ C(α, p)ωβ(f, δ)p;
(g) for λ ≥ 1 and β ∈ N,
ωβ(f, λδ)p ≤ C(β, p)λβ+
1
p1
−1
ωβ(f, δ)p.
We will use the following Boas type inequality.
Lemma 3.1. Let 0 < p ≤ ∞, β > 0, n ∈ N, and 0 < δ, h ≤ pi/n. Then for each
Tn ∈ Tn we have
h−β‖∆βhTn‖p  δ−β‖∆βδTn‖p,
where  is a two-sided inequality with absolute constants independent of Tn, h, and δ.
In the case 1 ≤ p ≤ ∞, Lemma 3.1 follows from [20, 4.8.6 and 4.12.18] (for integer
β), and [19] (for any positive β). In the case 0 < p < 1, it follows from [4] (for integer
β) and from [7] (for any positive β).
3.2. Properties of the function ψβ(t). Everywhere below we set
zβ(t) = tψβ(t) =
∫ t
0
(1− eiϕ)βdϕ.
The next lemma is a key result for proving Theorem 2.2 (i).
Lemma 3.2. (See [22]). Let β > 0 and ψβ(t) 6= 0 for t ∈ R \ {0}. Then for each
function f ∈ Lp(T), 1 ≤ p ≤ ∞, and h > 0 we have
ωβ(f, h)p ≤ C(β)ω˜β(f, h)p.
The following result was proved in [24, 8.3.5 b)] by using Lindemann’s classical
theorem about the transcendence of values of the exponential function.
Lemma 3.3. If β ∈ N, then ψβ(t) 6= 0 for all t ∈ R \ {0}.
Thus, combining Lemma 3.3 and Lemma 3.2, we get the proof of Theorem 2.2 (i)
for β ∈ N. Below, we obtain some unexpected properties of ψβ for non-integer β.
The following lemma is the main auxiliary result for proving Theorem 2.2 in the
case β 6∈ N.
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Lemma 3.4. There exists a set {βk}∞k=0 such that β0 ∈ (4, 5), βk →∞ as k →∞,
and
(i) for all β ∈ (0, β0) we have
(3.1) zβ(t) 6= 0 for t ∈ R \ {0};
(ii) for each k ∈ Z+ there exists tk > 2pi such that zβk(tk) = 0;
(iii) for all β ∈ (0,∞) we have
zβ(t) 6= 0 for 0 < |t| < pi.
Proof. The proof of (i). First let us derive basic properties of the function zβ. By
simple calculation, we get
(3.2) xβ(t) = Re zβ(t) = t+
∞∑
ν=1
(
β
ν
)
(−1)ν sin νt
ν
and
yβ(t) = Im zβ(t) =
∞∑
ν=1
(
β
ν
)
(−1)ν 1− cos νt
ν
.
These equalities imply that
(3.3) xβ(−t) = −xβ(t) and yβ(−t) = yβ(t), t ∈ R.
Thus, to prove the lemma, it is enough to consider only the case t > 0.
It is easy to see that for t ∈ [0, 2pi] we have
(3.4) xβ(t) = 2pi − xβ(2pi − t) = xβ(2pi + t)− 2pi,
(3.5) yβ(t) = yβ(2pi − t) = yβ(2pi + t),
and
xβ(pik) = pik, yβ(2pik) = 0, k ∈ Z+.
Denote
γβ,k = {zβ(t), 2pik ≤ t < 2pi(k + 1)} and γβ =
∞⋃
k=0
γβ,k.
Equalities (3.4) and (3.5) imply that the curve γβ,0 is symmetric with respect to the
line x = pi on the complex plane C. We also have that
(3.6) γβ,k+1 = γβ,k + 2pi, k ∈ Z+.
See on Figure 1 the form of the curves γβ,k in the cases β = 4 and k = 0, 1, 2.
Note that for t ∈ [0, 2pi] the following equalities hold
(3.7) xβ(t) =
2
β
∫ β(t−pi)/2
−βpi/2
cosϕ
(
2 cos
ϕ
β
)β
dϕ
and
(3.8) yβ(t) =
2
β
∫ β(t−pi)/2
−βpi/2
sinϕ
(
2 cos
ϕ
β
)β
dϕ.
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Therefore,
x′β(t) = cos
β(t− pi)
2
(
2 sin
t
2
)β
and y′β(t) = sin
β(t− pi)
2
(
2 sin
t
2
)β
.
Below, these two equalities will be often used to indicate intervals of monotonicity of
the functions xβ and yβ.
By Lemma 3.3, we have that if β ∈ N, then zβ(t) 6= 0 for all t 6= 0. Now, we show
that zβ(t) 6= 0 for β ∈ (0, 4) \ N and t > 0. We split the proof of this fact into several
cases.
The simplest case is β ∈ (0, 1). Indeed, by (3.7) and (3.6), we have that xβ(t) > 0
for t > 0. This obviously implies (3.1).
The next case β ∈ (1, 2) is also simple. In this case, by (3.8), (3.5), and (3.6), we
get that yβ(t) < 0 for all t ∈ R+ \ {2pik}k∈Z+ , and xβ(2pik) = 2pik, k ∈ Z+. Hence,
zβ(t) 6= 0 for all t > 0.
In what follows we deal only with the case β ∈ (3, 4). The proof of the lemma in
the case β ∈ (2, 3) is similar to the arguments presented below.
First, let us consider the curve γβ,0 for β ∈ (3, 4). Let
I1 = (0, pi(1− 3/β)]
and
Ij = (pi(1− (5− j)/β), pi(1− (4− j)/β)], j = 2, 3, 4.
We are going to show that for each j ∈ {1, 2, 3, 4}
(3.9) zβ(t) 6= 0, t ∈ Ij.
1) The case j = 1. In this case, (3.9) easily follows from the fact that the functions
xβ and yβ are strictly increasing and positive on I1.
2) The case j = 2. We have
xβ
(
pi
(
1− 2
β
))
=
2
β
∫ −pi
−βpi/2
cosϕ
(
2 cos
ϕ
β
)β
dϕ
<
2
β
(
2 cos
3pi
2β
)β
sin
piβ
2
< 0.
Thus, the function xβ is strictly decreasing and changes the sign from ”+” to ”−” on
I2. At the same time, the function yβ is strictly increasing and positive on I2. The last
fact implies (3.9) for j = 2.
3) The case j = 3. Let us show that yβ
(
pi
(
1− 1
β
))
< 0. We have
β
2
yβ
(
pi
(
1− 1
β
))
=
∫ −pi/2
−βpi/2
sinϕ
(
2 cos
ϕ
β
)β
dϕ
=
{∫ −3pi/2
−βpi/2
+
∫ −pi
−3pi/2
+
∫ −pi/2
−pi
}
sinϕ
(
2 cos
ϕ
β
)β
dϕ
= S1 + S2 + S3.
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One can estimate the integrals Si, i = 1, 2, 3, by the following way:
S1 <
(
2 cos
3pi
2β
)β
cos
piβ
2
<
(
2 cos
3pi
8
)3
= (2−
√
2)3/2,
S2 =
{∫ −5pi/4
−3pi/2
+
∫ −pi
−5pi/4
}
sinϕ
(
2 cos
ϕ
β
)β
dϕ
<
(
2 cos
5pi
16
)4
1√
2
+
(
2 cos
pi
β
)β
(1− 1/
√
2),
and
S3 =
{∫ −3pi/4
−pi
+
∫ −pi/2
−3pi/4
}
sinϕ
(
2 cos
ϕ
β
)β
dϕ
<
(
2 cos
pi
β
)β
(1/
√
2− 1)−
(
2 cos
pi
4
)3 1√
2
.
Combining the above estimates for Si, we get
yβ
(
pi
(
1− 1
β
))
<
2
3
[
(2−
√
2)3/2 +
1√
2
((
2 cos
5pi
16
)4
− 23/2
)]
< 0.
We have that the functions xβ and yβ are strictly decreasing, the function yβ changes
the sign from ”+” to ”−” , but xβ is negative on I3. Combining these facts, we get
that (3.9) holds for j = 3.
4) The case j = 4. We have that the function yβ is strictly decreasing and negative
on I4, the function xβ is strictly increasing and changes the sign from ”−” to ”+” on
this interval. Therefore, zβ(t) 6= 0 for all t ∈ I4.
Thus, we have shown that zβ(t) 6= 0 for all t ∈ (0, pi]. Taking into account that the
curve γβ,0 is symmetric with respect to the line x = pi, we get that zβ(t) 6= 0 for all
t ∈ (pi, 2pi], too.
Now let us consider the curves γβ,k for k ∈ N. In view of (3.6), to finish the proof
of part (i) we need to show that
(3.10) γβ,1 ∈ {z ∈ C : Re z > 0}.
Note that γβ,1 = γβ,0 + 2pi. Thus, to verify (3.10) we only need to investigate the
extremal points of the function xβ(t) for all β ∈ (3, 4) and 2pi ≤ t ≤ 4pi. From the
results obtained above, it follows that the points τ0 = pi(3 − 3/β), τ1 = pi(3 − 1/β),
τ2 = pi(3 + 1/β), and τ3 = pi(3 + 3/β) are extremal for xβ(t). It is easy to see that it is
enough to consider xβ at the points τ1 and τ3 (see Figure 1).
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Figure 1.
Simple estimates show that xβ(τ3) = 4pi − xβ(pi(1− 3/β)) > 0. We also have
(3.11) xβ(τ1) = 2pi + xβ
(
pi
(
1− 1
β
))
.
Using (3.7), we get
xβ
(
pi
(
1− 1
β
))
=
{∫ −3pi/2
−piβ/2
+
∫ −pi/2
−3pi/2
}
2
β
cosϕ
(
2 cos
ϕ
β
)β
dϕ
= S1 + S2.
(3.12)
It is evident that S1 > 0. The integral S2 can be estimated by the following way
S2 =
2
β
5∑
k=2
∫ −pik/4
−pi(k+1)/4
cosϕ
(
2 cos
ϕ
β
)β
dϕ
>
2
β
5∑
k=2
(
2 cos
pik
16
)β ∫ −pik/4
−pi(k+1)/4
cosϕdϕ
= − 2
β
[(
1− 1√
2
){(
2 cos
5pi
16
)β
+
(
2 cos
pi
8
)β }
+
1√
2
{(
2 cos
pi
4
)β
+
(
2 cos
3pi
16
)β }]
.
(3.13)
From (3.13), taking into account that the function f(x) = ax/x is increasing for a > 1
and x > 1, we get
S2 > −1
2
[(
1− 1√
2
){(
2 cos
5pi
16
)4
+ (
√
2 + 2)2
}
+
1√
2
{
22 +
(
2 cos
3pi
16
)4}]
> −2pi.
The last estimate together with (3.12) and (3.11) implies that xβ(τ1) > 0. Therefore,
we have (3.10).
Finally, combining (3.10) and (3.6), we prove the first part of Lemma 3.4.
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The proof of (ii). To prove the second part of the lemma, it is enough to investigate
the curve
Γβ,1 = {zβ(t) : pi(3− 2/β) ≤ t ≤ 3pi} for β ∈ [4, 5]
(see Figure 2 below).
By analogy with the proof of the first part of the lemma, taking into account the
equality
Γβ,1 = {zβ(t) : pi(1− 2/β) ≤ t ≤ pi}+ 2pi,
we get
(3.14) yβ(pi(3− 2/β)) > 0 and yβ(3pi) < 0 for all β ∈ [4, 5].
Moreover, the functions xβ and yβ are strictly decreasing on [pi(3− 2/β),
pi(3 − 1/β)). At the same time, we see that the function xβ is strictly increasing and
yβ is strictly decreasing on [pi(3 − 1/β), 3pi]. Combining these facts, we have that the
curve Γβ,1 intersects the line y = 0 only once. Thus, one can define the function
ϑ : [4, 5] 7→ (pi(3− 2/β), 3pi) by the rule
(3.15) yβ|[pi(3−2/β),3pi](ϑ(β)) = 0,
where yβ|A denotes a restriction of the function yβ on some set A.
Let us consider the function
F (β) = xβ(ϑ(β)).
We need to verify that F (β) is a continuous function on the interval (4, 5). First, let
us show that the function ϑ(β) is continuous on (4, 5).
Let 4 ≤ β′ < β′′ ≤ 5. Without loss of generality, we can suppose that ϑ(β′) < ϑ(β′′).
Using (3.15), (3.5), and (3.8), we obtain
yβ′(ϑ(β
′′))− yβ′′(ϑ(β′′)) = yβ′(ϑ(β′′))
= yβ′(ϑ(β
′′))− yβ′(ϑ(β′))
= yβ′(ϑ(β
′′)− 2pi)− yβ′(ϑ(β′)− 2pi)
=
2
β′
∫ β′
2
(ϑ(β′′)−3pi)
β′
2
(ϑ(β′)−3pi)
sinϕ
(
2 cos
ϕ
β′
)β′
dϕ.
(3.16)
By (3.16) and the mean value theorem, there exists a point ξ ∈ (β′(ϑ(β′)
−3pi)/2, β′(ϑ(β′′)− 3pi)/2) such that
(3.17) yβ′(ϑ(β
′′))− yβ′′(ϑ(β′′)) = sin ξ
(
2 cos
ξ
β′
)β′
(ϑ(β′′)− ϑ(β′)) .
By (3.14) and continuity of yβ(t), there exists a sufficiently small δ > 0 such that
pi (3− 2/β) + δ < ϑ(β) < 3pi − δ. Therefore, we get
−pi + 2δ < −pi + β
′δ
2
< ξ < −β
′δ
2
< −2δ.
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Taking into account these inequalities, we obtain
(3.18)
∣∣∣∣∣sin ξ
(
2 cos
ξ
β′
)β′∣∣∣∣∣ > sin(2δ)
(
2 cos
(
pi
4
− δ
2
))4
= C(δ) > 0.
Thus, by (3.17) and (3.18), we have
(3.19) |ϑ(β′′)− ϑ(β′)| < 1
C(δ)
|yβ′(ϑ(β′′))− yβ′′(ϑ(β′′))|.
Since yβ(t) is a continuous function of β, from (3.19), we get that the function ϑ(β) is
also continuous on (4, 5).
Now, taking into account that xβ(t) is continuous on (4, 5)× (2pi, 3pi), we get that
the function F (β) is continuous on (4, 5).
Next, from (3.10), we get that F (4) > 0. Thus, if we show that F (5) < 0, then,
by the intermediate value theorem, we can find β0 ∈ (4, 5) such that F (β0) = 0. This
and (3.15) will imply that zβ0(f(β0)) = 0.
Indeed, it is easy to see that the functions x5 and y5 are strictly decreasing on
(13pi/5, 3pi). Thus, to prove the existence of a point t0 ∈ (13pi/5, 3pi) such that
x5(t0) < 0 and y5(t0) = 0,
it is enough to verify that the origin of Γ5,1 lies in the first quadrant, the extremal
point of the curve (relating to the extremal point of the function x5) lies in the third
quadrant, and there exists an intermediate point that lies in the second quadrant.
Figure 2.
Performing simple calculation, we can verify that the origin of the curve Γ5,1 takes
the value z5 (13pi/5) ≈ 3.622 + i2.327, that is it belongs to the first quadrant; since
z5 (14pi/5) ≈ −2.803− i5.632, the point z5(14pi/5), which is the extremal point of the
curve Γ5,1, belongs to the third quadrant; since z5 (27pi/10) ≈ −0.413 + i0.504, the
intermediate point z5(27pi/10) belongs to the second quadrant (see also Figure 2 in
which 4 < β < 4.5 and β0 ≈ 4.85).
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Now, let us prove assertion (ii) for any k ∈ N. First, we show that for each β > 4
(3.20) yβ
(
pi
(
1− 2
β
))
> 0 and yβ
(
pi
(
1− 1
β
))
< 0.
Let us verify the first inequality. The second one can be proved similarly.
Let k0 be the smallest natural number such that βpi/2 ≥ (2k0 + 1)pi. Then, us-
ing (3.8), we have
β
2
yβ
(
pi
(
1− 2
β
))
=
{∫ −pi(2k0+1)
−βpi
2
+
1∑
k=k0
∫ −(2k−1)pi
−(2k+1)pi
}
sinϕ
(
2 cos
ϕ
β
)β
dϕ
= S1 + S2.
It is evident that S1 ≥ 0. Thus, to verify (3.20), it is enough to show that S2 > 0. But
this easily follows from the fact that for each k ∈ N we have∫ −(2k−1)pi
−(2k+1)pi
sinϕ
(
2 cos
ϕ
β
)β
dϕ
>
(
2 cos
2pik
β
)β {∫ −2kpi
−(2k+1)pi
+
∫ −(2k−1)pi
−2kpi
}
sinϕdϕ = 0.
By analogy with the proof of part (i), we see that the function yβ is strictly decreas-
ing and changes the sign from ”+” to ”−” on (pi(1−2/β), pi) for all β > 5. Therefore, as
above, for any β > 5 one can define a function θ : [5,∞) 7→ (pi (1− 2/β) , pi (1− 1/β))
by the rule
yβ|(pi(1−2/β),pi(1−1/β))(θ(β)) = 0.
Let us show that for n ∈ N one has
(3.21) x2n
(
pi
(
1− 1
n
))
→ −∞ as n→∞.
Indeed, (3.2) implies that
x2n
(
pi
(
1− 1
n
))
= pi
(
1− 1
n
)
+
2n∑
ν=1
(
2n
ν
)
(−1)ν
ν
sin pi
(
1− 1
n
)
ν.
Using the formula
(
2n
ν
)
=
(
2n
n−ν
)
=
(
2n
ν+n
)
, we derive
2n∑
ν=1
(
2n
ν
)
(−1)ν
ν
sin pi
(
1− 1
n
)
ν = −
2n∑
ν=1
(
2n
ν
)
1
ν
sin
piν
n
= −
n∑
ν=1
(
2n
ν
)(
1
ν
− 1
ν + n
)
sin
piν
n
.
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Combining these equalities and the well-known asymptotic of the binomial coefficients(
2n
n
)
∼ 4
n
√
pin
as n→∞,
we obtain that (3.21) is fulfilled.
Now, the decreasing of the function xβ(t) on (pi (1− 2/β) , pi (1− 1/β)) and (3.21)
imply that for any N0 ∈ 2N one can find N1 ∈ 2N such that
xN1(θ(N1)) < xN1
(
pi
(
1− 2
N1
))
< xN0(θ(N0)).
At that, choosing N1 to be sufficiently large number, we obtain that
xN0(θ(N0))− xN1(θ(N1)) > 2pi.
Then, taking into account (3.6), one can choose k1 ∈ N such that
(3.22) xN1(θ(N1) + 2pik1) < 0 and xN0(θ(N0) + 2pik1) > 0.
Denote
F1(β) = xβ(θ(β) + 2pik1).
By analogy with the above proof of (ii) in the case k = 0, we can show that the function
F1(β) = xβ(θ(β) + 2pik1) is continuous. Then, taking into account (3.22) and applying
the intermediate value theorem to F1, we can find the points t1 > pi(1− 2/N0) + 2pik1
and β1 > β0 such that zβ1(t1) = 0.
Repeating this scheme, we obtain infinite sets of points {βk}k∈Z+ and {tk}k∈Z+ , for
which assertion (ii) holds.
The proof of (iii). Suppose to the contrary that there exists t0 ∈ (0, pi) such that
for some β > 4 one has
(3.23) ψβ(t0) = 0.
Then from (3.7) and (3.8), we get∫ β
2
t0
0
eiϕ
(
sin
ϕ
β
)β
dϕ = 0.
This equality implies that∫ β
2
t0
0
sin(ϕ− ϕ0)
(
sin
ϕ
β
)β
dϕ = 0
and, therefore, one has
(3.24)
∫ 2pil0
ϕ0
sinϕ
(
sin
ϕ− ϕ0
β
)β
dϕ = 0,
where we put ϕ0 = 2pil0 − βt0/2 and l0 = min{l ∈ N : βt0/2 ≤ 2pil}.
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From (3.24), we obtain∫ 2pi
ϕ0
(
sin
ϕ− ϕ0
β
)β
sinϕdϕ
+
l0−1∑
j=1
∫ 2pi(j+1)
2pij
(
sin
ϕ− ϕ0
β
)β
sinϕdϕ = 0
(3.25)
(if l0 = 1, then this sum contains only one term). It is easy to see that all summands
in the above sum are negative. Indeed, it is obvious that for ϕ0 ∈ [pi, 2pi) we have∫ 2pi
ϕ0
(
sin
ϕ− ϕ0
β
)β
sinϕdϕ < 0.
At the same time, if ϕ0 ∈ [0, pi), then∫ 2pi
ϕ0
(
sin
ϕ− ϕ0
β
)β
sinϕdϕ =
{∫ pi
ϕ0
+
∫ 2pi
pi
}(
sin
ϕ− ϕ0
β
)β
sinϕdϕ
<
(
sin
pi − ϕ0
β
)β ∫ pi
ϕ0
sinϕdϕ+
(
sin
pi − ϕ0
β
)β ∫ 2pi
pi
sinϕdϕ < 0.
By analogy, we can prove that for any l0 > 1 and j = 1, . . . , l0 − 1 one has∫ 2pi(j+1)
2pij
(
sin
ϕ− ϕ0
β
)β
sinϕdϕ < 0.
Thus, the sum in (3.25) is negative, which is a contradiction to (3.23). 
3.3. Properties of Fourier multipliers. To prove Theorems 2.3 and 2.5, we
need some facts about Fourier multipliers {λk}k∈Z.
In the case λk = g(εk), g ∈ C(R), ε > 0, it is important to ascertain whether the
function g lies in the Banach algebra
B(R) =
{
g : g(t) =
∫ ∞
−∞
e−itudµ(u), ‖g‖B = varµ <∞
}
,
where µ is a complex Borel measure which is finite on R, and varµ is the total variation
of µ. The point is that for any 1 ≤ p ≤ ∞, we have
sup
ε>0
‖{g(εk)}‖Mp ≤ sup
ε>0
‖{g(εk)}‖M1 = ‖g‖B
(see [16] or [24, Ch. 7]).
In what follows, we will use the following comparison principle (see [24, 7.1.11 and
7.1.14]).
Lemma 3.5. Let ϕ and ψ belong to C(R) and
Φε(f ;x) ∼
∑
k∈Z
ϕ(εk)f̂ke
ikx, Ψε(f ;x) ∼
∑
k∈Z
ψ(εk)f̂ke
ikx, f ∈ L1(T),
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where the series on the right are Fourier series. If g = ϕ/ψ ∈ B(R), then for all
f ∈ Lp(T), 1 ≤ p ≤ ∞, and ε > 0 we have
‖Φε(f)‖p ≤ ‖g‖B‖Ψε(f)‖p.
To verify that the function g belongs to B(R), one can use the following Beurling’s
sufficient condition (see [24, 6.4.2] or the survey [11]).
Lemma 3.6. Let a function g be locally absolutely continuous on R, g ∈ L2(R), and
g′ ∈ L2(T). Then
‖g‖B ≤ C
(‖g‖L2(R) + ‖g′‖L2(R)) .
4. Proofs of the main results
Proof of Theorem 2.1. The inequality wβ(f, h)p ≤ Cωβ(f, h)p is obvious. Let
us prove the converse inequality.
Let n ∈ N be such that n = [1/h] and let Tn ∈ Tn be polynomials of the best
approximation of f in Lp(T), that is ‖f − Tn‖p = En(f)p.
By properties (e) and (f) of the modulus of smoothness and Lemma 3.1 for δ ∈
(h/2, h), we obtain
ωβ(f, h)
p1
p ≤ ωβ(f − Tn, h)p1p + ωβ(Tn, h)p1p
≤ C
(
‖f − Tn‖p1p +
(
h
δ
)βp1
‖∆βδTn‖p1p
)
≤ C
(
‖f − Tn‖p1p + ‖∆βδ f‖p1p
)
.
(4.1)
Integrating inequality (4.1) by δ over (h/2, h) and applying the Jackson inequality (2.2)
and (g), we get
ωβ(f, h)
p1
p ≤ C
(
En(f)
p1
p +
1
h
∫ h
h/2
‖∆βδ f‖p1p dδ
)
≤ C
(
ωr
(
f,
1
n
)p1
p
+
1
h
∫ h
0
‖∆βδ f‖p1p dδ
)
≤ C
(
ωr (f, h)
p1
p +
1
h
∫ h
0
‖∆βδ f‖p1p dδ
)
,
(4.2)
where we take r = β + α ∈ N with α > 1/p1 − 1.
Next, using the first equivalence from (1.5) for all 0 < p ≤ ∞ and (c), we obtain
ωr (f, h)
p1
p ≤
C
h
∫ h
0
‖∆rδf‖p1p dδ =
C
h
∫ h
0
‖∆αδ∆βδ f‖p1p dδ
≤ C
h
∫ h
0
‖∆βδ f‖p1p dδ.
(4.3)
Finally, combining (4.2) and (4.3), we get ωβ(f, h)p ≤ Cwβ(f, h)p. 
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Proof of Theorem 2.2. The proof of (i) easily follows from Lemma 3.2, Lem-
ma 3.4 (i), and (1.5).
The proof of (ii). By (1.4), we have
1
h
∫ h
0
∆βkδ en(x)dδ = ψβk(signn · tk)en(x).
It remains only to take into account that by Lemma 3.4 (ii) and equalities (3.3) one
has ψβk(±tk) = 0 . 
Proof of Theorem 2.3. It is obvious that ω˜β(Tn, h)p ≤ ωβ(Tn, h)p. Let us show
(4.4) ωβ(Tn, h)p ≤ Cω˜β(Tn, h)p for all h ∈ (0, 1/n).
Denote
gθ(t) =
(1− eiθt)βv(t)
ψβ(t)
, θ ∈ (0, 1),
where v ∈ C∞(R), v(t) = 1 for |t| ≤ 1 and v(t) = 0 for |t| > 2. Note that
(4.5) ∆βδ f(x) ∼
∑
k∈Z
(1− eikδ)β f̂keikx, f ∈ L1(T).
Thus, by Lemma 3.5, to prove (4.4) it is enough to verify
(4.6) sup
θ∈(0,1)
‖gθ‖B <∞.
By Lemma 3.4 (iii) we have that ψβ(t) 6= 0 for 0 < |t| < pi. Moreover, it is easy
to see that gθ ∈ C∞(R) and supθ∈(0,1) ‖g(k)θ ‖L∞(R) < ∞ for each k ∈ Z+. Thus, using
Lemma 3.6 we see that (4.6) holds. 
Proof of Theorem 2.4. In view of (1.6), we only need to verify that
(4.7) ωβ(f, h)p ≤ C
(
ω˜β(f, h)p + E[1/h](f)p
)
.
Let n = [1/h] and let Tn ∈ Tn be such that ‖f − Tn‖p = En(f)p. Using properties (e)
and (f) and Theorem 2.3, we obtain
ωβ(f, h)p ≤ ωβ(f − Tn, h)p + ωβ(Tn, h)p
≤ C‖f − Tn‖p + ω˜β(Tn, h)p
≤ C‖f − Tn‖p + ω˜β(f, h)p
≤ C (ω˜β(f, h)p + E[1/h](f)p) .
Thus, we have (4.7). 
Proof of Theorem 2.5. First let us prove that
(4.8) ω∗β;α(f, h)p ≤ Cωβ(f, h)p.
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Let n = [1/h] and let Tn ∈ Tn be such that ‖f−Tn‖p = En(f)p. Then, by properties
(a), (b), (c), and (g), and the Jackson inequality (2.2), we derive
ω∗β;α(f, h)p ≤ ω∗β;α(f − Tn, h)p + ω∗β;α(Tn, h)p
≤ C‖f − Tn‖p + ω∗β;α(Tn, h)p
≤ Cωβ(f, h)p + ω∗β;α(Tn, h)p.
(4.9)
Thus, it remains to show
(4.10) ω∗β;α(Tn, h)p ≤ Cωβ(f, h)p.
By Lemma 3.1 with 0 < δ1, δ2 < h and by (b) and (c), we obtain
‖∆β−αδ1 ∆αδ2Tn‖p ≤ C‖∆β−αh ∆αδ1Tn‖p = C‖∆αδ1∆β−αh Tn‖p
≤ C‖∆βhTn‖p ≤ Cωβ(Tn, h)p.
(4.11)
At the same time, as above, by (e), (f), and (2.2), we get
(4.12) ωβ(Tn, h)p ≤ C‖f − Tn‖p + ωβ(f, h)p ≤ Cωβ(f, h)p.
Now, by the definition of ω∗β;α(f, h)p, (4.11), and (4.12), inequality (4.10) easily follows.
Combining (4.9) and (4.10), we get (4.8).
To prove the converse inequality
(4.13) ωβ(f, h)p ≤ Cω∗β;α(f, h)p,
we use the de la Valle´e-Poussin means of f given by
Vh(f ;x) =
∑
k∈Z
v (kh) f̂ke
ikx,
where the function v is defined in the proof of Theorem 2.4 (in addition we suppose
that 0 ≤ v(t) ≤ 1 for all t ∈ R).
By property (e), we have
ωβ(f, h)p ≤ ωβ(Vh(f), h)p + ωβ(f − Vh(f), h)p.
Therefore, the proof of (4.13) will follows from the following two inequalities
ωβ(Vh(f), h)p ≤ Cω∗β;α(f, h)p
and
(4.14) ωβ(f − Vh(f), h)p ≤ Cω∗β;α(f, h)p.
The first inequality can be verified by repeating the proof of Theorem 2.3 with the
function
g1,θ(t) =
(1− eiθt)βv(t)
ψβ−α(t)ψα(t)
instead of gθ.
Let us verify that (4.14) holds. By Lemma 3.5 and (4.5) it is enough to check that
g2,θ(t) =
(1− eiθt)β(1− v(t))
ψβ−α(t)ψα(t)
∈ B(R)
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and
(4.15) sup
θ∈(0,1)
‖g2,θ‖B <∞.
Indeed, it is easy to see that
(4.16) ‖(1− eiθ(·))β‖B ≤ 2β.
At the same time we have that ψα ∈ B(R), ψα(t) 6= 0 for t ∈ R \ {0}, and
lim|t|→∞ ψα(t) = 1. Thus, by the Wiener-Le´vy theorem (see [11, Theorem 4.4]), we get
(4.17)
(1− v(t))1/2
ψα(t)
∈ B(R).
By analogy, we have
(4.18)
(1− v(t))1/2
ψβ−α(t)
∈ B(R).
Finally, combining (4.16)–(4.18) and taking into account that B(R) is the Banach
algebra, we derive (4.15) and, therefore, (4.14).
Theorem 2.5 is proved. 
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