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Abstract
Let Fp be the prime field with p elements. We derive the homogeneous
weight on the Frobenius matrix ring M2(Fp) in terms of the generating char-
acter. We also give a generalization of the Lee weight on the finite chain ring
Fp2+uFp2 where u
2 = 0. A non-commutative ring, denoted by Fp2+vpFp2 , vp
an involution inM2(Fp), that is isomorphic toM2(Fp) and is a left Fp2- vector
space, is constructed through a unital embedding τ from Fp2 to M2(Fp). The
elements of Fp2 come from M2(Fp) such that τ(Fp2) = Fp2 . The irreducible
polynomial f(x) = x2+x+(p−1) ∈ Fp[x] required in τ restricts our study of
cyclic codes overM2(Fp) endowed with the Bachoc weight to the case p ≡ 2 or
3 mod 5. The images of these codes via a left Fp-module isometry are additive
cyclic codes over Fp2 + uFp2 endowed with the Lee weight. New examples of
such codes are given.
Keywords: Frobenius matrix ring, finite chain ring, homogeneous weight, cyclic
codes.
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1 Introduction
The theory of codes over finite rings has gained much attention since the significant
result in [8] showed that several well-known families of good nonlinear binary codes
can be identified as Gray images of linear codes over the quaternary ring Z4 of
integers modulo 4. Several recent papers dealt with codes over finite Frobenius
rings. These rings are considered the most appropriate coding alphabet since the two
classical theorems, namely the extension theorem and the MacWilliams identities,
generalize neatly in the case of finite Frobenius rings.
Let p be a prime and r ≥ 1 an integer. We denote by Fpr the Galois field of
order pr and characteristic p. In this study we restrict ourselves to a small class of
finite Frobenius rings, the matrix rings over a finite field, in particular the ring of
2 × 2 matrices over Fp, denoted by M2(Fp). The multiplicative group GL(2, p) of
invertible matrices in M2(Fp) will be of much use in the ensuing discussion as well.
Until now very few publications on codes over non-commutative rings have been
seen. It was only in 2012 that the theory of cyclic codes over M2(F2) was developed
[1]. The idea for the construction of cyclic codes over M2(F2) came from [2] in which
was defined an isometric map φ from F24 onto M2(F2) where
φ((a+ bω, c+ dω)) =
(
a+ d b+ c
b+ c+ d a+ b+ d
)
using the usual Hamming weight wHam on F4 extended component-wise, and the
Bachoc weight wB on M2(F2) such that wHam(α) = wB(φ(α)) for all α in F
2
4. Here ω
is a root of the monic irreducible polynomial x2+ x+1 ∈ F2[x] such that F4 is seen
as an extension of F2 by ω. The Bachoc weight on M2(Fp) as given in [2] is defined
as follows,
wB(A) =


0 if A = 0
1 if A ∈ GL(2, p)
p otherwise.
The study of codes over Z4 and M2(F2) reveals the importance of weight functions
that are different from the Hamming weight. Here we derive the homogeneous
weight on M2(Fp) using the formula introduced by T. Honold for arbitrary finite
Frobenius rings [9]. Likewise we extend the definition of the Lee weight on F2+uF2,
u2 = 0 given in [4] to the finite chain ring Fp2 + uFp2 , u
2 = 0. The connection
between the minimal left ideals and the idempotent elements of M2(Fp) is used to
generalize the homogeneous weight on M2(Fp). We also employ the well known
representation of the field by matrices by giving a unital embedding τ from Fp2 to
M2(Fp) to construct a non-commutative ring that is isomorphic to M2(Fp) and is a
left Fp2-vector space. This ring is denoted by Fp2 + vpFp2 where vp is an involution
in M2(Fp) and the elements of Fp2 come from M2(Fp) such that τ(Fp2) ∼= Fp2. The
unital embedding τ comes from a characterization of Fp in terms of an irreducible
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polynomial f(x) = x2+x+(p−1) ∈ Fp[x]. The property if this polynomial restricts
our study to the case where p ≡ 2 or 3 mod 5. As a consequence certain structural
properties of cyclic codes over M2(Fp) that are similar to those of cyclic codes over
M2(F2) are derived. The structure theorems used the transformation of the non-
commutative ring Fp2 + vpFp2 to Fp2 + upFp2 by introducing a matrix ip ∈M2(Fp)
such that up = ip+vp, where u
2
p is the zero matrix. Also we define a left Fp-module
isometry from M2(Fp) to Fp2 + uFp2 using their respective Bachoc weight and Lee
weight.
2 Homogeneous Weight on M2(Fp)
Let R be a finite ring and R the set of real numbers. A weight function w : R −→ R
is called left homogeneous provided w(0) = 0 and the following hold:
(H1) If Rx = Ry for x, y ∈ R, then w(x) = w(y).
(H2) There exists Γ > 0 such that for every nonzero x ∈ R there holds∑
y∈Rx
w(y) = Γ|Rx|.
The definition for a right homogeneous weight follows analogously, and we say that
w is homogeneous if it is both left homogeneous and right homogeneous. The number
Γ is called the average value of w. The weight w is said to be normalized if Γ = 1.
It is well known that the normalized homogeneous weight on Fq, q = p
r, is given by
wnhom(x) =


0 if x = 0
q
q − 1
if x 6= 0.
This idea comes from the generalization of the homogeneous weight on a finite chain
ring [7]. But our goal is to give a generalization of the homogeneous weight on
M2(Fp) which is not a finite chain ring but is a finite (non-commutative) Frobenius
ring. We shall use the generating character instead of the Mo¨bius inversion formula
for homogeneous weight that was employed in [5].
For a finite Frobenius ring R, Honold [9] observed that every homogeneous weight
on R with generating character χ must have the form
w : R −→ R, x 7→ Γ
[
1−
1
|R×|
∑
u∈R×
χ(ux)
]
where R× is the group of units of R. Note that every finite Frobenius ring has a
generating character [12]. The generating character of Mn(Fq) is
χ(A) = exp
{
2pii · tr(Tr(A))
p
}
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where tr is the trace map from Fq down to Fp, that is, tr(α) = α+α
p+ · · ·+αp
r−1
for
α ∈ Fq, and Tr is the classical trace of the matrix A ∈ Mn(Fq). The homogeneous
weight on Mn(Fq) is given by
w :Mn(Fq) −→ R, A 7→ Γ
[
1−
1
|GL(n, q)|
∑
u∈GL(n,q)
χ(uA)
]
where GL(n, q) is the group of nonsingular matrices in Mn(Fq). It is known that
|GL(n, q)| = qn(n−1)/2
∏n
i=1(q
i − 1) [3].
The main concern in this section is to derive the homogeneous weight onM2(Fp).
First we discuss the structure of M2(Fp).
Remark 2.1 The matrix ring Mn(Fq) has no proper ideals but it has proper left
ideals [10]. In particular M2(Fp) has p+ 1 minimal left ideals [2]. This is essential
in this section so we take it as a theorem.
Theorem 2.2 M2(Fp) has p + 1 minimal left ideals and each minimal left ideal
contains p2 elements.
Proof: Let A ∈M2(Fp) where A =
(
a0 a1
a2 a3
)
. Note that
(
1 r
0 0
)
and
(
0 0
0 1
)
are
nonzero nonunit idempotents of M2(Fp) where r ∈ Fp. Thus the proper left ideals
are of the form
(
a0 ra0
a2 ra2
)
and
(
0 a1
0 a3
)
. Hence there are p + 1 minimal left ideals
in M2(Fp) since the intersection of any two minimal left ideals of M2(Fp) is the zero
matrix and every minimal left ideal of M2(Fp) has p
2 elements. ✷
In order to generalize the homogeneous weight on M2(Fp) we need to get the
value of the sum
∑
u∈GL(2,p) χ(uA) where A ∈ M2(Fp). The case when A is the
zero matrix is obvious. Theorem 2.3 below deals with the invertible matrices while
Theorem 2.4 involves the zero divisors.
Theorem 2.3
∑
u∈GL(2,p) χ(u) =
∑
u∈GL(2,p) χ(uA) = p where A ∈ GL(2, p).
Proof: LetD be the set of all the zero divisors inM2(Fp). We have
∑
A∈M2(Fp)
χ(A) =
0 [9]. So, ∑
u∈GL(2,p)
χ(u) = −
∑
B∈D
χ(B)− χ(0)
and since M2(Fp) has p + 1 minimal left ideals, χIL(A) = χ(A) for all A ∈ IL and
χIL(0) = 1 in [9], where χIL is a character of the minimal left ideal IL of M2(Fp).
Hence, ∑
u∈GL(2,p)
χ(u) = −(p+ 1)
∑
B∈IL\{0}
χIL(B)− 1 = −(p+ 1)(−1)− 1 = p.
✷
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Theorem 2.4
∑
uk∈GL(2,p)
χ(ukB) = p− p
2 for all B ∈ IL\{0}.
Proof:
−
∑
uk∈GL(2,p)
χ(ukB) =
[ ∑
Bj∈IL\{0}
χ(Bj)
][ ∑
uk∈GL(2,p)
χ(ukB)
]
=
∑
Bj∈IL\{0}
∑
uk∈GL(2,p)
χ(ukB)χ(Bj)
=
∑
Bj∈IL\{0}
∑
uk∈GL(2,p)
χ(ukB +Bj)
=
∑
uk∈GL(2,p)
∑
Bj∈IL\{0}
χ(ukB +Bj)
For each ur ∈ GL(2, p), there exists Bs ∈ IL\{0} such that urB +Bs = 0 (Note: Bs
is not unique for every ur). Thus, given that ukB +Bj 6= 0 we have
−
∑
uk∈GL(2,p)
χ(ukB) =
∑
ur∈GL(2,p)
χ(urB +Bs) +
∑
uk∈GL(2,p)
∑
Bj∈IL\{0}
χ(ukB +Bj)
=
∑
ur∈GL(2,p)
χ(0) +
∑
uk∈GL(2,p)
∑
Bj∈IL\{0}
χ(ukB +Bj)
= |GL(2, p)|+
∑
uk∈GL(2,p)
∑
Bj∈IL\{0}
χ(ukB +Bj).
For every Bt ∈ IL\{0, Bs} we have urB +Bt ∈ IL\{0, urB} and for fixed Bt and ur
we can always find l such that ul 6= ur and urB + Bt = urB. Thus, we can collect
all the elements of IL\{0}. And since |IL\{0}| divides |GL(2, p)|,
−
∑
uk∈GL(2,p)
χ(ukB) = |GL(2, p)|+
|GL(2, p)||IL\{0}| − |GL(2, p)|
|IL\{0}|
∑
Bj∈IL\{0}
χ(Bj)
= (p2 − p)(p2 − 1) + (p2 − p)(p2 − 2)(−1)
= p2 − p.
Thus,
∑
uk∈GL(2,p)
χ(ukB) = p− p
2.✷
Theorem 2.5 The homogeneous weight on M2(Fp) is given by
whom(A) =


0 if A = 0
Γ
(
1−
1
(p2 − 1)(p− 1)
)
if A ∈ GL(2, p)
Γ
(
p2
p2 − 1
)
otherwise.
Proof: The proof is straightforward from the two preceding theorems. ✷
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Table 1: Bachoc Weight and Normalized Homogeneous Weight on M2(F2)
M2(Fp) wB wnhom M2(Fp) wB wnhom(
0 0
0 0
)
0 0
(
0 1
0 1
)
2 4/3(
1 0
0 1
)
1 2/3
(
1 1
0 0
)
2 4/3(
0 1
1 1
)
1 2/3
(
0 0
0 1
)
2 4/3(
1 1
1 0
)
1 2/3
(
1 0
0 0
)
2 4/3(
1 0
1 1
)
1 2/3
(
1 1
1 1
)
2 4/3(
1 1
0 1
)
1 2/3
(
0 0
1 1
)
2 4/3(
0 1
1 0
)
1 2/3
(
1 0
1 0
)
2 4/3(
0 0
1 0
)
2 4/3
(
0 1
0 0
)
2 4/3
3 Lee Weight on Fp2 + uFp2, u
2 = 0
In [4] the Lee weight wL of x = (x1, . . . , xn) ∈ (F2+uF2)
n is defined as n1(x)+2n2(x),
where n2(x) and n1(x) are, respectively, the number of u symbols and the number
of 1 or 1+u symbols present in x. So when n = 1, wL(0) = 0, wL(1) = wL(1+u) = 1
and wL(u) = 2.
Consider the finite chain ring F3 + uF3, u
2 = 0 then we can define wL(x) =
n1(x) + 3n2(x), for all x ∈ F3 + uF3, where n2(x) and n1(x) are, respectively, the
number of u symbols and the number of 1 or 1 + u symbols present in x, as can be
seen in Table 2.
Now consider the subset B2 of F4 + uF4, u
2 = 0 where
B2 = {(αa1 + αb1ω) + u(βa1 + βb1ω)|α = 1, a1, b1, β ∈ F2}.
Similarly we can define the Lee weight on F4 + uF4, u
2 = 0 to be wL(x) = n1(x) +
2n2(x) where again n2(x) and n1(x) are, respectively, the number of u symbols and
the number of 1 or 1 + u symbols present in x.
wL(x) =


0 if x = 0
1 if A ∈ B2\{0}
2 otherwise
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Table 2: Lee weight on F3 + uF3, u
2 = 0
F3 + uF3 wL
0 0
1 1
2 1
1 + u 1
2 + 2u = 2(1 + u) 1
u 3
2 + u 3
2u 3
1 + 2u 3
This can also be seen in Table 3. In general we can define the Lee weight on
Fp2 + uFp2, u
2 = 0 as wL(x) = n1(x) + pn2(x).
wL(x) =


0 if x = 0
1 if A ∈ Bp\{0}
p otherwise
where Bp = {(αa1 + αb1ω) + u(βa1 + βb1ω)|α ∈ F
×
p , a1, b1, β ∈ Fp}.
4 Fp2-Linear Map
In this section we give the conditions on the finite field Fp for the polynomial f(x) =
x2+x+(p−1) to be irreducible over Fp. Using the well known representation of fields
by matrices, Theorem 4.2 shows the corresponding cyclic algebra that is isomorphic
to M2(Fp) and is a left Fp2-vector space.
Lemma 4.1 Let p ≡ 2 or 3 (mod 5) then the polynomial f(x) = x2 + x+ (p− 1) is
irreducible over Fp.
Proof: The case when p = 2 is trivial. Note that the discriminant of the polynomial
f(x) is equal to 5 ∈ Fp. Then f(x) is reducible over Fp if there exists y ∈ Fp such
that y2 ≡ 5 (mod p). By the Law of Quadratic Reciprocity of elementary number
theory, when p is odd, y2 ≡ 5 (mod p) is solvable if and only if p ≡ 1 or -1 (mod 5).
✷
Theorem 4.2 Let f(x) =
∑n
i=0 aix
i ∈ Fq[x] be a monic irreducible polynomial.
Then the mapping pi : Fq[x] → Mn(Fq), g(x) 7→ g(X) induces a unital embedding of
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Table 3: Lee Weight on F4 + uF4, u
2 = 0
F4 + uF4 wL
0 0
1 1
ω 1
1 + ω 1
1 + u 1
ω + uω = ω(1 + u) 1
(1 + ω) + u(1 + ω) = (1 + ω)(1 + u) 1
u 2
ω + u 2
(1 + ω) + u 2
uω 2
1 + uω 2
(1 + ω) + uω 2
u(1 + ω) 2
1 + u(1 + ω) 2
ω + u(1 + ω) 2
Fq[x]/(f) into Mn(Fq) where
X =


0 0 · · · 0 −a0
1 0 · · · 0 −a1
0 1 · · · 0 −a2
...
. . .
. . .
...
...
0 0 · · · 1 −an−1

 .
Remark 4.3 The matrix X is known as the companion matrix.
Corollary 4.4 Let Fp2 = Fp[ω] where ω
2+ ω+ (p− 1) = 0 then τ : Fp2 −→M2(Fp)
defined by
a+ bω 7→
(
a b
b a+ (p− 1)b
)
is an embedding.
Proof: The proof follows immediately from Lemma 4.1 and Theorem 4.2. ✷
Theorem 4.5 If ω is a root of f(x) = x2 + x+ (p− 1) then ωp ≡ (p− 1)ω + (p−
1)(mod(ω2 + ω + (p− 1)).
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Proof: First we show that (p− 1)ω + (p− 1) is also a root of f(x), that is,
f [(p− 1)ω + (p− 1)] = [(p− 1)ω + (p− 1)]2 + [(p− 1)ω + (p− 1)] + (p− 1)
= [(p− 1)2ω2 + 2ω + 1] + [(p− 1)ω + (p− 1)] + (p− 1)
= ω2 + 2ω + 1− ω − 2
= ω2 + ω + (p− 1)
= 0.
Now, let h(x) = xp. By the Division Algorithm, there exist g(x) and r1x + r2
such that h(x) = g(x)f(x) + r1x+ r2 where r1x+ r2 is the remainder when h(x) is
divided by f(x). Since ω and (p− 1)ω + (p− 1) are roots of f(x) then we have
ωp = r1ω + r2
and
[(p− 1)ω + (p− 1)]p = r1[(p− 1)ω + (p− 1)] + r2
or equivalently,
(p− 1)ωp + (p− 1) = r1(p− 1)ω + r1(p− 1) + r2.
Since the characteristic of Fp is p, then
[(p− 1)ω + (p− 1)]p = [(p− 1)ω]p + (p− 1)p = [(p− 1)pωp] + (p− 1)p.
By Fermat’s Little Theorem,
[(p− 1)pωp] + (p− 1)p = (p− 1)ωp + (p− 1).
Adding equations ωp = r1ω+ r2 and (p−1)ω
p+(p−1) = r1(p−1)ω+ r1(p−1)+ r2
modulo p, the resulting equation is (p−1) = r1(p−1)+2r2 or simply r1+(p−2)r2 = 1.
Note that gcd(1, p−2) = 1. And we have 1 = (p−1)−(p−2) = (p−1)+(p−2)(p−
1). So, r1 = p−1 and r2 = p−1. Thus, ω
p ≡ (p−1)ω+(p−1)( mod (ω2+ω+(p−1)).
✷
Theorem 4.6 τ p(ω) =
(
p− 1 p− 1
p− 1 0
)
.
Proof: Since τ is a homomorphism we have τ(ωp) = τ p(ω). And from Corollary
4.4 and Theorem 4.5 we have
τ p(ω) = τ [(p− 1)ω + (p− 1)]
= τ [(p− 1)ω] + τ(p− 1)
= τ(p− 1)τ(ω) + τ(p− 1)
=
(
p− 1 0
0 p− 1
)(
0 1
1 p− 1
)
+
(
p− 1 0
0 p− 1
)
=
(
0 p− 1
p− 1 1
)
+
(
p− 1 0
0 p− 1
)
=
(
p− 1 p− 1
p− 1 0
)
.
✷
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Theorem 4.7 Let Fp be the set of all scalar matrices in M2(Fp), p ≡ 2 or 3 mod 5,
τ(Fp2) = Fp2 and vp =
(
1 0
p− 1 p− 1
)
. Then vpτ(ω) = τ
p(ω)vp, Fp[τ(ω)] = Fp2
and M2(Fp) = Fp2 + vpFp2.
Proof: It is easy to show that vpτ(ω) = τ
p(ω)vp and Fp[τ(ω)] = Fp2 since
τ 2(ω) + τ(ω) + τ(p− 1) =
(
0 0
0 0
)
.
M2(Fp) = Fp2 + vpFp2
=
{(
a + c b+ d
b− c− d a− b− c)
)
|a, b, c, d ∈ Fp
}
.
✷
5 Cyclic Codes over M2(Fp)
Structure theorems for cyclic codes over A2 = M2(F2) were established in [1] by
introducing two matrices τ(ω) and v in A2 satisfying the relation vτ(ω) = τ
2(ω)v.
A possible choice would be those given by Bachoc [2] which are v =
(
0 1
1 0
)
and
τ(ω) =
(
0 1
1 1
)
such that A2 = F2[τ(ω)] + vF2[τ(ω)] where F2[τ(ω)] = F4 ∼= F4
and v 6= v2. Setting u = τ(1) + v gives u
2 =
(
0 0
0 0
)
and A2 = F4+ uF4. Alamadhi
et.al. [1] used the ring F4 + uF4 to develop structure theorems for cyclic codes over
M2(F2) by simply extending from cyclic codes over F2 + uF2, u
2 = 0 [4].
It seems that a construction of cyclic codes over Fp + uFp, u
2 = 0, will result in
the construction of cyclic codes over Ap = M2(Fp). Fortunately, Qian, Zhang and
Zhu [11] solved an open-ended question given in [4], that is, to extend the cyclic
codes over F2+uF2, u
2 = 0 to Fp+uFp+ · · ·+u
k−1
Fp, u
k = 0. Thus, the case when
k = 2 gives the cyclic codes over Fp + uFp, u
2 = 0.
Fp2 + uFp2
|
uFp2
|
(0)
Figure 1: Lattice of ideals of Fp2 + uFp2 , u
2 = 0
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Let p ≡ 2 or 3 (mod 5), ip =
(
p− 1 0
0 1
)
and up = vp + ip. Then u
2
p =
(
0 0
0 0
)
and
Ap = Fp2 + upFp2
=
{(
a b
b− c a− b− d
)
|a, b, c, d ∈ Fp
}
.
Fp2 + upFp2
|
(0)
Figure 2: Lattice of ideals of Fp2 + upFp2,u
2
p is the zero matrix
Let Ap[X ] be the ring of polynomials over Ap. We have a natural homomorphic
mapping from Ap to its field Fp2. For any a ∈ Ap, let aˆ denote the polynomial
reduction modulo up. Now define a polynomial reduction mapping µ : Ap[X ] −→
Fp2[X ] such that
f(X) =
r∑
i=0
aiX
j 7→
r∑
i=0
aˆiX
j.
A monic polynomial f over Ap[X ] is said to be a basic irreducible polynomial if
its projection µ(f) is irreducible over Fp2[X ]. An Ap-linear code C of length n is an
Ap-submodule ofA
n
p . As left modules we have the expansionRp,n = Ap[x]/(x
n−1) =
⊕tj=1Ap,j, where theAp,j = Ap[x]/(fj) are quotient Ap-modules and x
n−1 =
∏t
j=1 fj
where fj ’s are irreducible polynomials over Fp2.
We shall prove the lemma and the theorem below using the same techniques in
[1] and [11] given the condition that p is not divisible by n.
Lemma 5.1 If f is an irreducible polynomial over Fp2 the only left A-modules of
Rp(f) = Ap[X ]/(f) are (τ(0)), (up) and (τ(1)). In particular this quotient ring is
a non-commutative chain ring.
Proof: Let I 6= (τ(0)) be an ideal of Rp(f). Pick g in Ap[X ] such that g+(f) ∈ I,
but g /∈ (f). Because f is irreducible the gcd of µg and f can only take two values,
τ(1) and f . In the first case g is invertible mod f and I = (τ(1)) = Rp(f). If this
does not happen, I ⊆ up + (f). To show the reverse inclusion, let g = upr with
upr + (f) ⊆ I and upr + (f) 6= τ(0). We can assume by the latter condition that
µr /∈ (f). Hence by the irreducibility of f we have that gcd(µr, f) = τ(1). This
entails the existence of a, b, c ∈ Ap[X ] such that ra+ fb = τ(1) + upc. Multiplying
both sides by up we get upra = up + upfb. The left hand side is in I, a right sided
ideal. Thus the reverse inclusion follows. ✷
Theorem 5.2 Suppose C is a cyclic code of length n over Ap = Fp2 +upFp2 where
p is not divisible by n. Then there are unique monic polynomials F0, F1, F2 such
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that C = 〈Fˆ1,upFˆ2〉, where F0F1F2 = X
n −
(
1 0
0 1
)
, Fˆ1 = F0F2, Fˆ2 = F0F1, and
|C| = p2s where s = 2degF1 + degF2.
Proof: Let Xn−
(
1 0
0 1
)
= f1f2 . . . fr be the unique factorization of X
n−
(
1 0
0 1
)
into a product of monic basic irreducible pairwise coprime polynomials. Note that
C is a direct sum of right Ap-modules of the form (u
j
pfˆi), 0 ≤ j ≤ 1, 0 ≤ i ≤ r
where fˆi =
∏n
j=1,j 6=i fj . After reordering, we can assume that C is a direct sum of
any of the following
(fˆt1+1), (fˆt1+2), . . . , (fˆt1+t2), (upfˆt1+t2+1), . . . , (upfˆr).
That is,
C = 〈f1f2f3 . . . ft1ft1+t2+1 . . . fr,upf1f2f3 . . . ft1+t2ft1+t2+t3〉.
Let Fˆ1 = f1f2f3 . . . ft1ft1+t2+1 . . . fr and Fˆ2 = f1f2f3 . . . ft1+t2ft1+t2+t3 . where t1, t2 ≥
0 and t1 + t2 + 1 ≤ r.
Then
Fi =
{
1 ti+1 = 0
ft0+t1+···+ti+1 . . . ft0+t1+···+ti+1 ti+1 6= 0,
where t0 = 0 , 0 ≤ i ≤ 2.
Then by our construction, it is clear that C = 〈Fˆ1,upFˆ2〉 and X
n −
(
1 0
0 1
)
=
F0F1F2 = f1f2 . . . fr.
To prove uniqueness, we assume that G0, G1, G2 are pairwise coprime monic
polynomials in Ap[X ] such that G0G1G2 = X
n−
(
1 0
0 1
)
and C = 〈Gˆ1,upGˆ2〉. Thus,
C = (Gˆ1) + (upGˆ2). Now there exist nonnegative integers m0 = 0, m1, . . . , md+1
with m0 + m1 + · · · + md+1 = r, and a permutation of {f1, f2, . . . , fr} such that
Gi = fm0+···+mi+1 . . . fm0+···+mi+1 for i = 0, 1, 2. Hence,
C = (fˆm1+1)⊕ · · · ⊕ (fˆm1+m2)⊕ (upfˆm1+m2+1) · · · ⊕ (upfˆr).
It follows that mi = ti for i = 0, 1, 2. Furthermore, (fm0+···+md+1, . . . , fm0+···+md+1) is
a permutation of {ft0+···+td+1, . . . , ft0+···+td+1}. Therefore, Fi = Gi for i = 0, 1, 2. To
calculate the order of C, note that
C = 〈Fˆ1,upFˆ2〉 = (Fˆ1)⊕ (upFˆ2).
Hence, |C| = (p2)2(n−degFˆ1)(p2)n−degFˆ2 = p2s. ✷
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6 Left Fp-module isometry
Recall that M2(Fp) = Fp2 + upFp2 and Bp = {(αa1 + αb1ω) + u(βa1 + βb1ω)|α ∈
F
×
p , a1, b1, β ∈ Fp} is a subset of Fp2 + uFp2 Consider the mapping Φp defined as
Φp : M2(Fp) −→ Fp2 + uFp2
where
Φp
[(
a b
b− c a− b− d)
)]
= (a+ bω) + u(c+ dω).
It is easy to show that Φp is a left Fp-module isomorphism. Now let Dp be the set
of matrices in M2(Fp) with entries a = αa1, b = αb1, c = βa1 and d = βb1 where
α ∈ F×p and a1, b1, β ∈ Fp then Φ
−1
p (Bp\{0}) = GL(2, p). Therefore, Φp is a left
Fp- module isometry such that wB(A) = wL(Φp(A)) for all A ∈ M2(Fp). Thus, if
C is a cyclic code over M2(Fp) with minimum Bachoc distance dB(C), the image
Φp(C) is an additive cyclic code over Fp2 +uFp2 , u
2 = 0 with minimum Lee distance
dL(Φp(C)) = dB(C).
7 Examples
For the following examples, MAGMA routines were created to construct cyclic codes
over M2(Fp) and their isometric images.
Example 7.1 Let p = 2 and n = 3. Then x3 −
(
1 0
0 1
)
= F0F1F2 where F0 =(
1 0
0 1
)
, F1 =
(
0 1
1 1
)
and F2 =
(
1 1
1 0
)
. Then C1 = 〈Fˆ1,u2Fˆ2〉 is cyclic code of
length 3 with |C1| = 2
6 = 64, minimum normalized homogeneous distance dnhom = 2,
minimum Bachoc distance dB = 3 and minimum Hamming distance dHam = 2. The
image Φ2(C1) is an additive cyclic code over F4 + uF4 of length 3, order 64, and
minimum Lee distance dL = 3.
Example 7.2 Let p = 3 and n = 4. Then x4 −
(
1 0
0 1
)
= f1f2f3f4 where f1 =
x −
(
1 0
0 1
)
, f2 = x +
(
1 0
0 1
)
, f3 = x +
(
2 1
1 1
)
and f4 = x +
(
1 2
2 2
)
. If we
let F0 = f2f4, F1 = f3 and F2 = f1 then C2 = 〈Fˆ1,u3Fˆ2〉 is a cyclic code of
length 4 of order |C2| = 9
3 = 729 with minimum normalized homogeneous distance
dnhom = 27/8, minimum Bachoc distance dB = 4 and minimum Hamming distance
dHam = 3. The image Φ3(C2) is an additive cyclic code over F9 + uF9 with length 4,
cardinality 729 and minimum Lee distance dL = 4.
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