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Resumo
Este trabalho se inicia com um breve resgate histo´rico da abordagem de Fermat para
encontrar ma´ximos e mı´nimos sem o uso de derivadas. Em termos teo´ricos, tra´s uma
discussa˜o sobre ma´ximos e mı´nimos de func¸o˜es em Rn, com um estudo detalhado sobre
a otimizac¸a˜o sem restric¸o˜es, destacando a regra de Fermat e a classificac¸a˜o dos pontos
cr´ıticos. Trata tambe´m da otimizac¸a˜o com restric¸o˜es, por meio dos Teoremas dos Mul-
tiplicadores de Lagrange para restric¸o˜es de igualdade e desigualdade, e para restric¸o˜es
mistas, o Teorema de Karush-Kuhn-Tucker (KKT). Do ponto de vista pra´tico, apresenta
uma aplicac¸a˜o envolvendo uma coluna de destilac¸a˜o do metanol vinculada a` produc¸a˜o
do biodiesel, com a otimizac¸a˜o da proporc¸a˜o de metanol destilado.
Palavras-chave: otimizac¸a˜o matema´tica; Multiplicadores de Lagrange; destilac¸a˜o -
modelos matema´ticos; func¸o˜es de va´rias varia´veis reais.
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Abstract
This work begins with a brief historical overview of Fermat’s method to find maxima
and minima without derivatives. In theoretical terms, the elements concerning maximum
and minimum of functions of n variables are discussed, together with a detailed study
of unconstrained optimization, focusing on the Fermat’s rule and the classification of
critical points. Constrained optimization is also analyzed, by means of the Lagrange
Multilplier Theorem for equality constrained problems, and the Karush-Kuhn-Tucker
(KKT) Theorem for mixed constrained optimization. In practical terms, an application
concerning a distillation column of methanol associated to the biodiesel production is
presented, with the optimization of the proportion of methanol in the amount of material
that is removed from the top of the column.
Keywords: Mathematical optimization; Lagrange multipliers; distillation - mathema-
tical models; Functions of several real variables.
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Introduc¸a˜o
Pierre de Fermat (cf. [24]), baseado no trabalho de Kepler (cf. [26, p.223]), desenvolveu
te´cnicas para determinar pontos de ma´ximo e de mı´nimo de uma func¸a˜o e para encon-
trar tangentes a curvas, chegando a considerar suas ide´ias para tentar demonstrar um
princ´ıpio fundamental da o´tica geome´trica, posteriormente conhecido como Princ´ıpio de
Fermat [14, p.93].
Possivelmente como um tributo a este nota´vel matema´tico, a nomenclatura Regra de
Fermat, foi empregada por [4] para denominar a condic¸a˜o de primeira ordem, que e´ usada
para determinar um extremo local contido no interior do conjunto via´vel, como um ponto
cr´ıtico. Mas, como nem todo ponto cr´ıtico de uma func¸a˜o e´ um extremo local, temos o
teorema das “Condic¸o˜es de segunda ordem”que utiliza o polinoˆmio de Taylor de ordem
dois para f no ponto p, as formas quadra´ticas, matrizes definidas e os menores principais
de uma matriz para classifica´-los localmente. No entanto, as condic¸o˜es de segunda ordem
na˜o garantem a globalidade dos pontos cr´ıticos, assim, quando o conjunto e´ compacto,
usamos o teorema de Weierstrass. No caso das otimizac¸o˜es sem restric¸o˜es, so´ podemos
garantir a existeˆncia desse tipo de ponto se as func¸o˜es forem convexas ou coˆncavas.
A grande maioria dos problemas pra´ticos de otimizac¸a˜o exige algumas restric¸o˜es para
as varia´veis e quanto a` soluc¸a˜o, se dividem em dois casos. Se a soluc¸a˜o e´ um ponto do
interior do conjunto via´vel, e´ como se estive´ssemos em um problema de otimizac¸a˜o sem
restric¸a˜o, portanto, basta utilizar a regra de Fermat. Quando o ponto pertence a` fronteira
do conjunto via´vel, enta˜o ele na˜o precisa ser um ponto cr´ıtico, no sentido de ser um zero
do vetor gradiente. Para esses casos temos o teorema dos multiplicadores de Lagrange
ou, nos casos mais gerais, o teorema de Karush-Kuhn-Tucker, que substitui a regra de
Fermat como uma condic¸a˜o de otimalidade de primeira ordem.
Neste trabalho abordamos uma aplicac¸a˜o do teorema de KKT na engenharia qu´ımica,
mais precisamente na destilac¸a˜o do metanol, um problema associado a` produc¸a˜o do
biodiesel. Utilizamos o sistema de equac¸o˜es de equil´ıbrio do Metanol-8 proposto por
More´ (cf. [19]) para definir o conjunto via´vel, referente a uma coluna de destilac¸a˜o com
nu´mero de esta´gios fixos, alimentac¸a˜o acontecendo em apenas um esta´gio e o destilado
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2sendo retirado na parte superior e o res´ıduo, da porc¸a˜o inferior da coluna, e maximizamos
a proporc¸a˜o do metanol que sai do condensador (y71). Os experimentos nume´ricos foram
desenvolvidos com o ambiente de programac¸a˜o Matlab usando a rotina fmincon, do
Optimization Toolbox, baseada em um me´todo de Programac¸a˜o Quadra´tica Sequ¨encial.
Outro problema envolvendo a destilac¸a˜o do metanol no contexto da produc¸a˜o de biodiesel
foi abordado por Piasson (cf. [20]). Trabalhando com o mesmo conjunto via´vel do prob-
lema analisado neste trabalho, Piasson construiu uma func¸a˜o objetivo pro´pria, baseada
em custos espec´ıficos relacionados a` coluna de destilac¸a˜o.
Este texto esta´ organizado da seguinte maneira. No Cap´ıtulo 1, um resgate histo´rico
da abordagem de Fermat para encontrar ma´ximos e mı´nimos sem o uso de derivadas.
O Cap´ıtulo 2 descreve os aspectos geome´tricos e alge´bricos do ca´lculo de ma´ximos e
mı´nimos de func¸o˜es de va´rias varia´veis. Ele foi desenvolvido na mesma sequ¨eˆncia do
livro do Bortolossi (cf. [4]) e incrementado com va´rios exemplos, representac¸o˜es gra´ficas
e algumas demonstrac¸o˜es. O processo de produc¸a˜o do biodiesel, a destilac¸a˜o do metanol
e a descric¸a˜o e ana´lise dos experimentos nume´ricos sobre a otimizac¸a˜o da proporc¸a˜o
de metanol que sai do condensador (y71) no problema do Metanol-8 sa˜o detalhados no
Cap´ıtulo 3. Conclu´ımos o texto com algumas considerac¸o˜es finais.
Cap´ıtulo 1
O me´todo de Fermat para avaliar
ma´ximos e mı´nimos
Ate´ meados do se´culo XVII as construc¸o˜es de tangentes a curvas eram baseadas nas
propriedades de que a tangente possui um u´nico ponto em comum com a curva e que a
toca sem corta´-la, ja´ presentes nos trabalhos de Euclides (c. 330 a.C.-260 a.C.) e Apoloˆnio
(c. 260 a.C.-190 a.C.).
Com a “invenc¸a˜o” da Geometria Anal´ıtica, por volta de 1630, independentemente
por Rene´ Descartes (1569-1650) e Pierre de Fermat (1601-1665), as curvas podiam ser
representadas por equac¸o˜es, e reciprocamente, cada equac¸a˜o poderia determinar uma
curva (ver, por exemplo, [3]). Fermat e Descartes estavam entre os primeiros a aplicar
a nova a´lgebra desenvolvida por Cardano, Bombelli e Vie`te1 a` geometria que vinha de
longa data. Ao c´ırculo, a`s coˆnicas e a algumas outras curvas definidas como lugares
geome´tricos, ja´ estudadas pelos gregos e muc¸ulmanos, somavam-se agora muitas outras
possibilidades a serem consideradas, e a antiga metodologia grega na˜o mais permitia
encontrar tangentes a curvas mais gerais. Como definir, por exemplo, a tangente a uma
curva como y = x3, na origem?2
O in´ıcio do ca´lculo diferencial, no qual a tangente aparece como o limite de uma
secante, pode ser estudado com base em considerac¸o˜es acerca de ma´ximos e mı´nimos,
como no trabalho de Johannes Kepler (1571–1630) intitulado Nova stereometria dolio-
rum vinariorum, no qual se leˆ que pro´ximo a um ma´ximo os decrementos em ambos os
lados sa˜o inicialmente quase impercept´ıveis (cf. [26, p.222]). Fermat propoˆs um me´todo
baseado neste fato, o qual descrevemos a seguir (trecho extra´ıdo de suas Ouevres III
(1896), 121-123, em uma traduc¸a˜o nossa da versa˜o em ingleˆs de [26, p.223]):
1Respectivamente, Girolamo Cardano (1501-1576), Rafael Bombelli (1526-1572) e Franc¸ois Vie`te
(1540-1603).
2Para uma discussa˜o detalhada sobre a evoluc¸a˜o histo´rica do conceito de derivada, recomendamos o
artigo de Grabiner [9].
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4Sobre um me´todo para a avaliac¸a˜o de ma´ximos e mı´nimos
“Toda a teoria da avaliac¸a˜o de ma´ximos e os mı´nimos pressupo˜e duas quan-
tidades desconhecidas e a seguinte regra:
Seja a o valor desconhecido do problema (que pode ser de uma, duas, ou
treˆs dimenso˜es, dependendo da formulac¸a˜o). Esse valor sera´ o ma´ximo
ou o mı´nimo que pretendemos determinar. Fazemos agora uma pequena
perturbac¸a˜o em a, ou seja substitu´ımos a por a + e, expressando assim a
quantidade ma´xima ou mı´nima em termos de a + e, que envolve o mesmo
grau que a.
A seguir, “adequamos”’([ade´galer], adequate em ingleˆs), utilizando a termi-
nologia de Diofanto de Alexandria (c. 200 a.C.-290 a.C.), os valores das duas
expresso˜es que envolvem o valor de ma´ximo ou de mı´nimo, e removemos seus
termos comuns. Dessa forma, ambos os lados contera˜o termos em e ou em
alguma de suas poteˆncias. Dividimos todos os termos por e, ou por uma
poteˆncia mais elevada de e, de modo que e seja removido completamente
de pelo menos um dos termos.
O pro´ximo passo e´ suprimir todos os termos em que e ou uma de suas
poteˆncias ainda aparec¸a. A seguir, igualamos os demais termos, ou, se um
dos membros se anular, devemos igualar, o que e´ a mesma coisa, o termos
positivos e os termos negativos. A soluc¸a˜o desta u´ltima equac¸a˜o rendera´
o valor de a, que conduzira´ ao ma´ximo ou ao mı´nimo procurado, usando
outra vez a expressa˜o original. O exemplo a seguir ilustra esses passos:
Exemplo 1. Dividir o segmento AC (Figura 1.1) em E de modo que o
produto de AE por EC seja ma´ximo.
Soluc¸a˜o. Escrevemos AC = b, e chamamos de a o primeiro segmento, de
modo que o outro sera´ b − a. Assim, o produto, o ma´ximo que queremos
determinar, sera´ ba− a2.
Seja agora a+e o primeiro segmento de b (cf. Figura 1.2, que na˜o faz parte do
texto original de Fermat); o segundo passara´ a ser b−a−e, e o produto dos
segmentos, ba−a2 +be−2ae−e2; isto sera´ “adequado” a` expressa˜o anterior
ba− a2. Cancelando os termos comuns temos be ≃ 2ae + e2, dividindo por
e e suprimindo o termo que ainda possui e temos, a = b/2. Para resolver
o problema devemos consequ¨entemente tomar a como sendo a metade de b.
Dificilmente se pode esperar um me´todo mais geral que esse.”
5Figura 1.1: Segmento AC divi-
dido por E.
Figura 1.2: Segmento AC divi-
dido por E ′.
Apresentamos na sequ¨eˆncia um outro exemplo, preparado para este texto:
Exemplo 2. Maximizar p(x) = Bx2 − x3, onde B e´ um paraˆmetro real.
Soluc¸a˜o. Temos que Bx2
1
− x3
1
= Bx2
2
− x3
2
, assim B(x2
1
− x2
2
) = x3
1
− x3
2
. Ao dividir
por (x1 − x2) temos B(x1 + x2) = (x21 + x1x2 + x22). Agora com a relac¸a˜o determinada,
adequamos x1 = x2, e temos 2Bx = 3x
2, o que implica que x = 2B/3 proporciona o
ma´ximo de p(x).
Juntamente com o me´todo acima, Fermat tambe´m apresentou um procedimento si-
milar para encontrar tangentes a curvas, denominado Sobre tangentes a curvas, ilustrado
com uma para´bola. Adaptamos a apresentac¸a˜o dele no pro´ximo exemplo, preparado com
base em [6, p.430]:
Exemplo 3. Encontrar a reta tangente a` curva y = x2 em (x, y).
Soluc¸a˜o. Para encontrar a tangente a` curva em B (Figura 1.3) seguindo o procedi-
mento de Fermat precisamos determinar as coordenadas do ponto E onde a tangente
intercepta o eixo x. Para isso usamos o segmento de reta EC (C e´ a projec¸a˜o do ponto
de tangeˆncia sobre o eixo x), que e´ chamado de “subtangente” relativa a B. Mas, como
determinar a subtangente? Fermat escolhe um ponto arbitra´rio A da tangente, pro´ximo
do ponto de tangeˆncia, sendo I sua projec¸a˜o sobre o eixo x. Define t = EC e e = CI.
Por semelhanc¸a de triaˆngulos (△AEI ≃ △BEC), consegue as seguintes relac¸o˜es
AI
BC
=
EI
EC
, ou seja,
f(x + e)
f(x)
≃ t + e
t
=
ŷ
y
⇒ ŷ ≃ y
(
1 +
e
t
)
.
Como o ponto B pertence a` para´bola y = x2, enta˜o F (B) = 0, onde F (x, y) =
y − x2 = 0. A ide´ia de tangente usada por Fermat e´ a de posic¸a˜o limite de uma secante
6Figura 1.3: Gra´fico da reta tangente a para´bola y = x2 em (x, y).
quando os dois pontos de intersecc¸a˜o com a curva tendem a coincidir (cf. [6, p.430]), ou
seja,
F (x, y) ≃ F
(
x + e, y
(
1 +
e
t
))
y − x2 ≃ y
(
1 +
e
t
)
− (x + e)2
t ≃ ye
2ex− e2 .
Em seguida dividindo por e, substituindo y por x2, e para que essa aproximac¸a˜o seja
exata, fazendo com que e assuma o valor zero, temos
t =
x
2
, que e´ equivalente a fazer t = −y
∂F
∂y
∂F
∂x
,
onde F (x, y) = y − x2 = 0 e´ equac¸a˜o impl´ıcita da curva em questa˜o.
Usando esse me´todo, Fermat determinou na˜o so´ a tangente a para´bolas como tambe´m
a outras curvas, como a elipse, a ciclo´ide, a cisso´ide, a concho´ide, a quadratriz e o fo´lio
de Descartes, cuja tangente sera´ computada no pro´ximo exemplo.
Exemplo 4. Encontre a tangente relativa a um ponto gene´rico da curva fo´lio de Descartes
F (x, y) = x3 + y3 − 3xy = 0.
Soluc¸a˜o. Assumindo
F (x, y) ≃ F
(
x + e, y
(
1 +
e
t
))
,
7neste caso temos
x3 + y3 − 3xy ≃ (x + e)3 +
[
y
(
1 +
e
t
)]3
− 3(x + e)
[
y
(
1 +
e
t
)]
,
ou
e3
(
1 +
y3
t3
)
+ e2
(
3x +
3y3
t2
− 3y
t
)
+ e
(
3x2 +
3y3
t
− 3xy
t
− 3y
)
≃ 0.
Dividindo por e e fazendo e = 0, temos
t = −y(y
2 − x)
x2 − y .
Tambe´m relacionado aos problemas de ma´ximos e mı´nimos considerados por Fermat
esta´ um princ´ıpio fundamental da o´tica geome´trica, que ficou posteriormente conhecido
como Princ´ıpio de Fermat. Conforme descrito em [14, p.93], Fermat desejava explicar
a lei de Snell para a refrac¸a˜o do raio de luz que atravessa dois meios distintos, com
velocidades v1 e v2, respectivamente. Para tanto, a ide´ia foi considerar o problema
de dados dois pontos A e B, (ver Figura 1.4), encontrar os aˆngulos α1 e α2 que os
raios percorrera˜o de A para B no menor tempo poss´ıvel, ou com mı´nima resisteˆncia.
Algebricamente, isto significa encontrar x que minimize a func¸a˜o
T (x) =
√
a2 + x2
v1
+
√
b2 + (ℓ− x)2
v2
.
O pro´prio Fermat achou tal problema demasiado dif´ıcil para um tratamento anal´ıtico
(“Admito que esse problema na˜o e´ dos mais fa´ceis”). Os ca´lculos foram efetivamente
feitos por Leibniz (1684) em poucas linhas3. Usando-se as relac¸o˜es correspondentes a
senα1 e senα2 obte´m-se a lei de Snell no ponto que anula a derivada de T (x):
senα1
v1
=
senα2
v2
.
Sem du´vida as ide´ias de Fermat foram fundamentais para o desenvolvimento na˜o so´
da diferenciac¸a˜o, mas tambe´m da integrac¸a˜o, baseando-se no me´todo dos indivis´ıveis
(cf. [6]). No pro´ximo cap´ıtulo veremos como elas esta˜o sintetizadas em uma linguagem
atual, com o uso das derivadas.
3Em latim, in tribus lineis, trad. “em treˆs linhas”.
8Figura 1.4: Diagrama ilustrativo para o princ´ıpio de Fermat.
Cap´ıtulo 2
Ma´ximos e mı´nimos de func¸o˜es de
va´rias varia´veis
A linguagem das equac¸o˜es e´ o que faz da matema´tica uma ferramenta ideal para mo-
delar problemas pra´ticos e as diversas te´cnicas para resolver equac¸o˜es, desenvolvidas ao
longo dos anos, nos permitem solucionar esses problemas. Vamos exemplificar isso com
o problema abaixo.
Problema 1. Quais sa˜o as dimenso˜es de uma caixa retangular sem tampa, com volume
v e com a menor a´rea de superf´ıcie poss´ıvel, sabendo que a largura da caixa tem medida
a?
Sera´ que conseguimos encontrar, na pra´tica, a soluc¸a˜o para esse problema? Uma
poss´ıvel estrate´gia seria construir caixas de va´rios tamanhos, sempre com o mesmo volu-
me v e largura a. Em seguida, determinar a a´rea da superf´ıcie de cada uma, para enta˜o
escolher a que possui o menor valor. Sera´ que e´ suficiente para ter uma boa aproximac¸a˜o
da soluc¸a˜o do problema? Qual o erro dessa aproximac¸a˜o? E quando alteramos o valor do
volume ou da largura, sera´ que conseguimos fazer alguma relac¸a˜o com o volume anterior
e a suposta soluc¸a˜o encontrada? E se em vez de fixarmos a largura, fixarmos a altura,
ou a profundidade? E se nenhum lado fosse fixo?
Como foi dito antes, a matema´tica, com suas equac¸o˜es, e´ a ferramenta ideal para
modelar problemas pra´ticos. No caso do Problema 1, sintetizado na Figura 2.1. Para
modela´-lo basta usar as equac¸o˜es que representam a a´rea S da superf´ıcie e o volume v
do paralelep´ıpedo, na˜o esquecendo que a caixa na˜o tem tampa. Assim, as equac¸o˜es sa˜o
S = ay + 2az + 2yz, (2.1)
e
v = ayz. (2.2)
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Figura 2.1: Caixa retangular - adaptada da Figura 5.16 (cf. [13])
Sera´ que temos alguma restric¸a˜o para z ou y? Pela equac¸a˜o (2.2) e pela f´ısica do
problema temos que z ≥ 0, y ≥ 0 e yz = v
a
.
Assim, o problema de otimizac¸a˜o se resume em
minimizar S(y, z) = ay + 2az + 2yz,
sujeito a yz =
v
a
,
y ≥ 0,
z ≥ 0.
Problemas como este nos motivam a estudar algumas te´cnicas que foram desenvolvi-
das para determinar pontos de ma´ximos e mı´nimos. Para isso se faz necessa´rio apresentar
as definic¸o˜es e teoremas que va˜o fundamentar a ana´lise desse problema e de muitos outros
que sera˜o abordados no decorrer do texto.
Definic¸a˜o 1. (MA´XIMOS E MI´NIMOS ) Considere uma func¸a˜o de n varia´veis
f : Df ⊂ Rn → R
definida em Df e D um subconjunto de Df .
(i) Dizemos que p ∈ D e´ um ponto de ma´ximo global de f em D se
f(x) ≤ f(p)
para todo x ∈ D. Neste caso, o nu´mero real f(p) e´ denominado o valor ma´ximo
de f em D.
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(ii) Dizemos que p ∈ D e´ um ponto de mı´nimo global de f em D se
f(x) ≥ f(p)
para todo x ∈ D. Neste caso, o nu´mero real f(p) e´ denominado o valor mı´nimo
de f em D.
(iii) Dizemos que p ∈ D e´ um ponto de ma´ximo local de f em D se existir uma bola
aberta Br(p) = {x ∈ Rn | ‖x− p‖ < r} de centro em p e raio r > 0 tal que
f(x) ≤ f(p)
para todo x ∈ Br(p) ∩D.
(iv) Dizemos que p ∈ D e´ um ponto de mı´nimo local de f em D se existir uma bola
aberta Br(p) de centro em p e raio r > 0 tal que
f(x) ≥ f(p)
para todo x ∈ Br(p) ∩D.
(v) Dizemos que p ∈ D e´ um extremo global de f em D se p e´ um ponto de ma´ximo
global ou um ponto de mı´nimo global de f em D.
(vi) Dizemos que p ∈ D e´ um extremo local de f em D se p e´ um ponto de ma´ximo
local ou um ponto de mı´nimo local de f em D.
A func¸a˜o f sera´ chamada func¸a˜o objetivo e o conjunto D de conjunto via´vel do
problema de otimizac¸a˜o. Note que D pode ser igual ao Df , que por sua vez, pode ser o
pro´prio Rn, gerando um problema de otimizac¸a˜o irrestrita.
Uma func¸a˜o pode admitir va´rios extremos globais, mas o valor ma´ximo de f e o valor
mı´nimo de f , naturalmente, sa˜o u´nicos. O exemplo a seguir ilustra esse fato para uma
func¸a˜o espec´ıfica.
Exemplo 5. Mostrar que o valor mı´nimo de f(x, y) = sen2x+
1
5
y2 em D = R2 e´ u´nico.
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Soluc¸a˜o. Com base na expressa˜o anal´ıtica da func¸a˜o objetivo, podemos facilmente
concluir que f(x, y) ≥ 0, ∀ (x, y) ∈ R2. Ale´m disso, o valor mı´nimo de f no conjunto
via´vel D e´ encontrado quando sen2x = 0 e
1
5
y2 = 0 (Figura 2.2), ou seja, para x = kπ,
com k ∈ Z e y = 0. Assim, os pontos (kπ, 0), k ∈ Z, sa˜o pontos de mı´nimo globais da
func¸a˜o f e para todo k ∈ Z temos
f(kπ, 0) = 0.
Assim zero e´ o u´nico valor mı´nimo da func¸a˜o f .
Figura 2.2: Os pontos (kπ, 0), com k ∈ Z, sa˜o mı´nimos globais da func¸a˜o f em D = R2
e o valor mı´nimo de f para todos os casos e´ zero.
Todos os gra´ficos do Cap´ıtulo 2 foram gerados pelo software Winplot.
Exemplo 6. A func¸a˜o objetivo f(x, y) = −x2y2 + 2xy2 + 4x2− 8x+ 10 possui um u´nico
ponto de mı´nimo local em
D1 = R
2,
mas na˜o possui um ponto de mı´nimo global em D1.
Soluc¸a˜o. Como podemos perceber pelo gra´fico (Figura 2.3), pelas curvas de n´ıvel e
pelo campo de direc¸o˜es (vetores gradiente de f) (Figura 2.4), o ponto p = (1, 0) e´ o u´nico
13
extremo da func¸a˜o, nesse caso mı´nimo local, mas na˜o e´ ponto de mı´nimo global, pois o
valor de f(p) na˜o e´ o menor valor entre todos os pontos do conjunto via´vel D1, mas e´ o
menor valor para todos os pontos do conjunto via´vel D1 em uma bola aberta de centro
em p e raio r ∈ R, com r > 0 e suficientemente pequeno.
Figura 2.3: Gra´fico da func¸a˜o
f(x, y) = −x2y2+2xy2+4x2−8x+10.
Figura 2.4: Gra´fico das curvas de
n´ıvel e campo de direc¸o˜es da func¸a˜o
f(x, y) = −x2y2 +2xy2 +4x2−8x+10
com D1 = R
2
Exemplo 7. Classificar todos os extremos da func¸a˜o objetivo f , do Exemplo 6, quando
o conjunto via´vel for
D2 = {(x, y) ∈ R2 | − 3 ≤ x ≤ 3 e − 3 ≤ y ≤ 3} = [−3, 3]× [−3, 3].
Soluc¸a˜o. Como podemos perceber pelo gra´fico (Figura 2.5), pelas curvas de n´ıvel e
pelo campo de direc¸o˜es (Figura 2.6), a func¸a˜o objetivo f restrita ao conjunto D2 possui
dois pontos de mı´nimo global (em vermelho), um ponto de ma´ximo global (em azul),
treˆs pontos de mı´nimo local (em verde) e treˆs pontos de ma´ximo local (em amarelo).
Com os Exemplos 6 e 7 podemos perceber que a existeˆncia dos extremos globais e
locais depende evidentemente da func¸a˜o objetivo f , bem como do conjunto via´vel D.
Mas como determinar esses pontos cr´ıticos quando na˜o e´ poss´ıvel o apelo geome´trico, ou
seja, quando a func¸a˜o objetivo f for de n varia´veis extrapolando as treˆs dimenso˜es? E
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Figura 2.5: Gra´fico da func¸a˜o f(x, y) =
−x2y2 +2xy2 +4x2−8x+10 restrita ao
conjunto via´vel D2 = [−3, 3]× [−3, 3].
Figura 2.6: Gra´fico das curvas de n´ıvel
e do campo de direc¸o˜es da func¸a˜o
f(x, y) = −x2y2 + 2xy2 + 4x2 −
8x + 10 restrita ao conjunto via´vel
D2 = [−3, 3] × [−3, 3].
depois de determinados, como classifica´-los? Mais que isso, as te´cnicas va˜o fundamentar
o desenho.
Esse cap´ıtulo e´ dedicado a desenvolver te´cnicas que permitam encontrar extremos
globais da func¸a˜o objetivo f restrita ao conjunto via´vel D. O pro´ximo teorema garante
a existeˆncia, em alguns casos, desses extremos.
Para enuncia´-lo precisaremos de algumas noc¸o˜es topolo´gicas.
Definic¸a˜o 2. (CONJUNTO FECHADO) Um subconjunto D de Rn e´ dito ser fechado
em Rn se todos os pontos de fronteira de D pertencem a D.
Definic¸a˜o 3. (BOLA FECHADA) A bola fechada de centro em p = (p1, . . . , pn) ∈ Rn
de raio r ≥ 0 e´ o conjunto
Br(p) = {(x1, . . . , xn) ∈ Rn | (x1 − p1)2 + . . . + (xn − pn)2 ≤ r2}
formado por todos os pontos de Rn, cuja distaˆncia ate´ p e´ menor ou igual a r.
Definic¸a˜o 4. (CONJUNTO LIMITADO) Um subconjunto D de Rn e´ dito ser limitado
se existe uma bola fechada Br(0) de centro em 0 = (0, . . . , 0) e raio r tal que D ⊂ Br(0).
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Definic¸a˜o 5. (CONJUNTO COMPACTO) Um subconjunto D de Rn e´ dito ser compacto
se ele e´ limitado e fechado em Rn
Exemplo 8. O conjunto via´vel D1 = R
2, do Exemplo 6, na˜o e´ fechado e na˜o e´ limitado,
logo, na˜o e´ um conjunto compacto. Por outro lado, o conjunto via´vel
D2 = [−3, 3] × [−3, 3], do Exemplo 7, e´ fechado e limitado, logo, e´ um conjunto
compacto.
Teorema 1. (WEIERSTRASS) Toda func¸a˜o real cont´ınua f : D → R, definida em um
conjunto compacto D ⊂ Rn, na˜o-vazio, atinge seu ma´ximo e seu mı´nimo em D, isto e´,
existem pontos x0, x1 ∈ D tais que
f(x0) ≤ f(x) ≤ f(x1)
para qualquer x ∈ D.
Demonstrac¸a˜o. Para todo subconjunto compacto D ⊂ Rn, sua imagem f(D) e´ compacta
(cf. [17, p.21]), assim y0 = inff(D) e y1 = supf(D) pertencem a f(D), isto e´, existem
pontos x0, x1 ∈ D tais que f(x0) = y0 e f(x1) = y1. Logo, f(x0) ≤ f(x) ≤ f(x1) para
todo x ∈ D.
A hipo´tese de D ser compacto e´ fundamental para a garantia dos extremos globais.
No Exemplo 6, como o conjunto D1 = R
2 na˜o e´ compacto, enta˜o na˜o podemos garantir
a existeˆncia de extremos globais. De fato, como vimos, f na˜o possui extremos globais
quando restrita ao conjunto via´vel D1. Por outro lado, podemos garantir a existeˆncia dos
extremos globais quando f esta´ restrita ao conjunto compacto D2 = [−3, 3] × [−3, 3].
Realmente, pelas representac¸o˜es gra´ficas vimos que f possui dois pontos de mı´nimo e
um ponto de ma´ximo global.
Observe que, a func¸a˜o objetivo f(x, y) =
1
x2 + y2
, restrita ao conjunto compacto
D = {(x, y) ∈ R2 | − 1 ≤ x ≤ 1 e − 1 ≤ y ≤ 1} = [−1, 1] × [−1, 1], na˜o possui
ma´ximo global em D. Fato que na˜o contradiz o Teorema 1 pois a func¸a˜o f na˜o e´
cont´ınua no conjunto D (Figura 2.7).
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Figura 2.7: A func¸a˜o f(x, y) =
1
x2 + y2
na˜o possui ma´ximo global no conjunto compacto
D = [−1, 1]× [−1, 1]
2.1 Otimizac¸a˜o sem restric¸o˜es
Nesta sec¸a˜o vamos desenvolver algumas te´cnicas que encontram e classificam extremos
de uma func¸a˜o f no interior do domı´nio D.
2.1.1 Regra de Fermat
As ide´ias de Fermat apresentadas no Cap´ıtulo 1 proporcionaram elementos importantes
para o subsequente desenvolvimento da diferenciac¸a˜o. Possivelmente como um tributo a
este nota´vel matema´tico, a nomenclatura Regra de Fermat para o resultado que carac-
teriza os pontos cr´ıticos de uma func¸a˜o diferencia´vel de uma varia´vel real como os pontos
que anulam sua derivada, e´ estendida por Bortolossi [4, p.365] para extremos locais um
problema de diferencia´vel otimizac¸a˜o irrestrito em Rn em termos de suas derivadas. Para
iniciar esta sec¸a˜o apresentaremos resultado, adotando essa mesma nomenclatura. Antes
disso, no entanto, precisamos introduzir algumas definic¸o˜es.
Definic¸a˜o 6. Uma func¸a˜o f : Rn → R e´ diferencia´vel em x0 se, para todo x na vizinhanc¸a
de x0, tem-se
f(x) = f(x0) + Df(x0) · (x− x0) + |x− x0|ζ(x− x0),
de maneira que lim
x→x0
ζ(x− x0) = 0.
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Definic¸a˜o 7. (FUNC¸A˜O DE CLASSE Ck) Dizemos que uma func¸a˜o f : Df ⊂ Rn → R
e´ de classe Ck se todas as derivadas parciais de ordem menores e iguais a` k existem e
sa˜o cont´ınuas em Df . Uma func¸a˜o e´ de classe C
0 se ela e´ cont´ınua e e´ de classe C∞ se
possui todas as derivadas parciais, de todas as ordens, cont´ınuas.
Teorema 2. (A REGRA DE FERMAT) Sejam f : Df ⊂ Rn → R uma func¸a˜o de classe
C1, e D ⊂ Df . Se p ∈ D e´ um extremo local de f em D e p e´ um ponto interior de D,
enta˜o p e´ um ponto cr´ıtico de f , isto e´, a matriz jacobiana1 de f em p e´ a matriz nula,
Df(p) =
[
∂f
∂x1
(p)
∂f
∂x2
(p) . . .
∂f
∂xn
(p)
]
1×n
= [0 0 . . . 0]1×n,
ou, em notac¸a˜o vetorial,
∇f(p) =
(
∂f
∂x1
(p),
∂f
∂x2
(p), . . . ,
∂f
∂xn
(p)
)T
= (0, 0, . . . , 0)T ∈ Rn,
isto e´, o vetor gradiente de f em p e´ o vetor nulo. (A regra de Fermat e´ denominada
condic¸a˜o de primeira ordem de p para um extremo local).
Demonstrac¸a˜o. Como p e´ um ponto interior de D, enta˜o existe uma bola aberta de centro
p contida em D, ou seja, dado um vetor v qualquer em Rn, o ponto p + tv ∈ D para
todo t suficientemente pequeno.
Assim, supondo que, ∇f(p) 6= 0, enta˜o o vetor v = ∇f(p) forneceria a direc¸a˜o de
maior crescimento de f em p. Logo, p na˜o poderia ser um ponto de ma´ximo local de f em
D. Por outro lado, o vetor v = −∇f(p) forneceria a direc¸a˜o de maior decrescimento de f
em p. Logo, p na˜o pode ser um ponto de mı´nimo local de f em D. Temos, portanto, uma
contradic¸a˜o, pois por hipo´tese p e´ um extremo local de f em D. Logo, ∇f(p) = 0.
Note que, a hipo´tese de p ser um ponto interior de D e´ fundamental.
Exemplo 9. A func¸a˜o objetivo g(x, y) =
√
x2 + y2 restrita ao conjunto via´vel
D1 = {(x, y) ∈ R2 | − 1 ≤ x ≤ 3, 1 ≤ y ≤ 4} = [−1, 3]× [1, 4]
1Nomenclatura proposta pelo matema´tico ingleˆs James Joseph Sylvester (1814-1897) em homenagem
ao matema´tico alema˜o Carl Gustav Jacob Jacobi (1804-1851), com destacada contribuic¸a˜o para a teoria
dos determinantes (cf. [6, p.536]). O determinante da matriz jacobiana e´ conhecido como jacobiano.
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possui um ponto de ma´ximo global em (3, 4) e um ponto de mı´nimo global em (0, 1), mas
os vetores gradientes de g nesses pontos, ∇g(3, 4) = (3/5, 4/5) e ∇g(0, 1) = (0, 1), na˜o
se anulam (Figura 2.8). Isto na˜o contradiz a regra de Fermat pois (3, 4) e (0, 1) sa˜o
pontos da fronteira de D1.
Na˜o devemos esquecer tambe´m que g precisa ser uma func¸a˜o de classe C1 (diferen-
cia´vel com derivadas cont´ınuas em todos os pontos do conjunto via´vel). Por exemplo,
Figura 2.8: Gra´fico da f(x, y) =√
x2 + y2, restrita ao conjunto via´vel
D1 = [−1, 3] × [1, 4] possui um ponto
de ma´ximo global em (3, 4) e mı´nimo
global em (0, 1), mas os vetores gradi-
entes de f , nesses pontos, na˜o se anu-
lam.
Figura 2.9: Gra´fico da f(x, y) =√
x2 + y2, restrita ao conjunto via´vel
D2 = [−1, 3] × [−1, 3] na˜o e´ de classe
C1 pois na˜o existe o vetor gradiente de
f em (0, 0).
para a mesma func¸a˜o objetivo do exemplo anterior, se o conjunto via´vel for
D2 = {(x, y) ∈ R2 | − 1 ≤ x ≤ 3,−1 ≤ y ≤ 4} = [−1, 3]× [−1, 4]
o ponto interno (0, 0) sera´ o mı´nimo global para g restrita a D2, so´ que o vetor gradiente
de g na˜o e´ igual a zero nesse ponto. Isto na˜o contradiz a regra de Fermat pois g, restrita
ao conjunto via´vel D2 na˜o e´ de classe C
1 (Figura 2.9).
Observe que, a rec´ıproca da regra de Fermat na˜o e´ verdadeira, isto e´, nem todo
ponto cr´ıtico de f restrita ao conjunto via´vel D e´ ponto de extremo local de f em D.
De fato, um ponto de sela e´ um ponto cr´ıtico da func¸a˜o que na˜o e´ nem ma´ximo e nem
mı´nimo local.
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Exemplo 10. Maximizar e minimizar a func¸a˜o objetivo f(x, y) = 4xy− x4− y4 + 2 em
D = R2
Soluc¸a˜o. Temos que ∇f(x, y) = (4y − 4x3, 4x − 4y3) ⇒ ∇f(0, 0) = (0, 0), logo
(0, 0) e´ ponto cr´ıtico de f restrita ao conjunto via´vel D, so´ que (0, 0) na˜o e´ extremo
local de f em D e sim um ponto de sela. De fato, basta observar que a func¸a˜o
g1(x) = f(x, x) = 4x
2 − 2x4 (restric¸a˜o de f sobre a func¸a˜o y(x) = x) tem x = 0
como u´nico ponto de mı´nimo local, logo (0, 0) na˜o pode ser um ponto de ma´ximo local
de f em D. Por outro lado, a func¸a˜o g2(x) = f(x,−x) = −4x2 − 2x4 (restric¸a˜o de f
sobre a func¸a˜o y(x) = −x) tem x = 0 como u´nico ponto de ma´ximo local, logo (0, 0) na˜o
pode ser um ponto de mı´nimo local de f em D (Figura 2.10).
Figura 2.10: Gra´fico da f(x, y) = 4xy − x4 − y4 + 2 em D = R2 possui um ponto cr´ıtico
em (0, 0) so´ que (0, 0) na˜o e´ um extremo local de f em D, pois e´ um ponto de sela.
Assim, como nem todo ponto cr´ıtico de uma func¸a˜o e´ um extremo local, apresentare-
mos uma ferramenta conhecida como polinoˆmio de Taylor de ordem 2 de f no ponto p
para classifica´-los.
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2.1.2 Polinoˆmios de Taylor de ordem 2
Para f : R → R de classe C2, chamamos o polinoˆmio de Taylor de ordem 2 no ponto
p aquele que nos fornece a “melhor”para´bola2 que aproxima o gra´fico de f em uma
vizinhanc¸a de p. Por outro lado, para f : R2 → R de classe C2 temos que o polinoˆmio
de Taylor de ordem 2 no ponto (p1, p2), nos fornece a “melhor”qua´drica (gra´fico de um
polinoˆmio de grau dois em duas varia´veis) que aproxima o gra´fico de f em uma vizinhanc¸a
de (p1, p2). Analogamente, para f : R
n → R de classe C2 queremos que o polinoˆmio de
Taylor de ordem 2 no ponto p ∈ Rn nos fornec¸a o polinoˆmio de grau dois em n varia´veis
cujo gra´fico melhor aproxima o gra´fico de f em uma vizinhanc¸a de p. Isso nos motiva a
enunciar o teorema sobre os polinoˆmios de Taylor de ordem 2.
Teorema 3. (O POLINOˆMIO DE TAYLOR DE ORDEM 2) Considere uma func¸a˜o
f : D ⊂ Rn → R de classe C2 e um ponto p do interior de D. Enta˜o existe um u´nico
polinoˆmio p2 de grau 2 de n varia´veis que satisfaz as condic¸o˜es:
(i) os valores das func¸o˜es p2 e f coincidem em p:
p2(p) = f(p),
(ii) os valores das derivadas parciais de primeira ordem de p2 e f coincidem em p:
Dp2(p) = Df(p),
(iii) os valores das derivadas parciais de segunda ordem de p2 e f coincidem em p:
D2p2(p) = D
2f(p).
A saber, o polinoˆmio de Taylor de ordem 2 de f no ponto p e´ dado por:
p2(x) = f(p) + Df(p) · (x− p) + 1
2!
· (x− p)T ·D2f(p) · (x− p), (2.3)
onde o s´ımbolo T indica a operac¸a˜o de transposic¸a˜o de matriz,
Df(p) =
[
∂f
∂x1
(p) . . .
∂f
∂xn
(p)
]
1×n
2Se f fosse um polinoˆmio de grau 2, o polinoˆmio de Taylor de ordem 2 coincidiria com f para todo
x ∈ R. No caso geral, esse polinoˆmio e´ tal que, no ponto p, ha´ concordaˆncia com o valor de f , a derivada
primeira e a derivada segunda.
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e´ a matriz jacobiana de f no ponto p e
D2f(p) =


∂2f
∂x21
(p)
∂2f
∂x1∂x2
(p) . . .
∂2f
∂x1∂xn
(p)
∂2f
∂x2∂x1
(p)
∂2f
∂x22
(p) . . .
∂2f
∂x2∂xn
(p)
...
...
. . .
...
∂2f
∂xn∂x1
(p)
∂2f
∂xn∂x2
(p) . . .
∂2f
∂x2n
(p)


n×n
e´ a matriz hessiana3 de f no ponto p. Mais ainda, vale que
f(x) = p2(x) + R2(p, x),
onde o erro R2(p, x) satisfaz a propriedade
lim
x→p
R2(p, x)
‖x− p‖2 = limx→p
f(x)− p2(x)
‖x− p‖2 = 0,
isto e´, o erro R2(p, x) vai para zero mais rapidamente do que o quadrado da distaˆncia
entre p e x.
Demonstrac¸a˜o. Como p ∈ Rn e´ um ponto do interior de D, enta˜o existe uma bola aberta
Br(p) de centro em p e raio r > 0, tal que Br(p) ⊂ D. Sejam x ∈ Br(p) e h = x − p o
deslocamento em relac¸a˜o ao ponto p. Assim, mantendo h fixo e definindo
g(u) = f(p + uh), para − 1 ≤ u ≤ 1,
temos que f(p + h)− f(p) = g(1)− g(0).
Provaremos o teorema aplicando o polinoˆmio de Taylor de ordem 2 de g no intervalo
[0, 1]. Usando a forma de Lagrange para o resto (cf. [1]), obtemos
g(1)− g(0) = g′(0) + 1
2!
g′′(c), onde 0 < c < 1.
Temos que g e´ uma func¸a˜o composta dada por g(u) = f [r(u)], onde
r(u) = p + uh, isso implica que r′(u) = h. Pela regra da cadeia temos
g′(u) = Df [r(u)] · r′(u) = Df [r(u)] · h =
n∑
j=1
Djf [r(u)] · hj.
3Em homenagem ao matema´tico alema˜o Ludwig Otto Hesse (1811-1874), que propoˆs diversas con-
tribuic¸o˜es para a teoria das superf´ıcies (cf. [27, p.173])
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Em particular, g′(0) = Df(p) · h.
Aplicando novamente a regra da cadeia temos:
g′′(u) =
n∑
i=1
Di
( n∑
j=1
Djf [r(u)] · hj
)
hi
=
n∑
i=1
n∑
j=1
Dijf [r(u)] · hj · hi
= hT D2f [r(u)]h.
Em particular, g′′(c) = hT D2f(p + ch)h, onde 0 < c < 1.
Definimos
R2(p, x) = ‖h‖2E2(p, h) = 1
2!
hT [D2f(p + ch)−D2f(p)]h, para h 6= 0, (2.4)
e E2(p, 0) = 0.
Das equac¸o˜es (2.3) e (2.4) temos
f(p + h)− f(p) = Df(p)h + 1
2!
hT D2f(p)h + ‖h‖2E2(p, h),
onde h = x− p e´ o deslocamento em relac¸a˜o ao ponto p e 0 < c < 1.
Para terminar a demonstrac¸a˜o, mostremos que E2(p, h) → 0 quando h → 0.
Da equac¸a˜o (2.4) temos
‖h‖2E2(p, h) = 1
2
n∑
i=1
n∑
j=1
[Dijf(p + ch)−Dijf(p)] · hj · hi
≤ 1
2
n∑
i=1
n∑
j=1
|Dijf(p + ch)−Dijf(p)| ‖h‖2.
Dividindo por ‖h‖2, obtemos a desigualdade
E2(p, h) ≤ 1
2
n∑
i=1
n∑
j=1
|Dijf(p + ch)−Dijf(p)|, para h 6= 0.
Como cada Dijf e´ cont´ınua em p, temos que Dijf(p+ ch) → Dijf(p) quando h → 0.
Assim E2(p, h) → 0 quando h → 0.
Exemplo 11. Determine o polinoˆmio de Taylor de ordem 2 da func¸a˜o f(x) = x cos (x)
em p = 0.
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Soluc¸a˜o. Pelo Teorema 3, temos
p2(x) = f(0) + f
′(0) · (x− 0) + 1
2!
f ′′(0) · (x− 0)2.
As derivadas de primeira e segunda ordem de f no ponto p = 0 sa˜o
f ′(x) = cos (x)− x sen (x) e f ′′(x) = −2 sen (x)− x cos (x) ⇒ f ′(0) = 1 e f ′′(0) = 0.
Como f ′′(0) = 0, o polinoˆmio de Taylor de ordem 2 da func¸a˜o f em p = 0 ficou reduzido
ao polinoˆmio de Taylor de ordem 1 (Figura 2.11), dado por
p2(x) = p1(x) = f(0) + f
′(0) · (x− 0) = x.
Exemplo 12. Determine o polinoˆmio de Taylor de ordem 2 da func¸a˜o f(x, y) = ex
√
1 + y2
em p = (0, 0).
Soluc¸a˜o. Pelo Teorema 3, temos
p2(x, y) = f(0, 0) +
[
∂f
∂x
(0, 0)
∂f
∂y
(0, 0)
]
·
[
x− 0
y − 0
]
+
+
1
2!
·
[
x− 0 y − 0
]
·


∂2f
∂2x
(0, 0)
∂2f
∂x∂y
(0, 0)
∂2f
∂y∂x
(0, 0)
∂2f
∂y2
(0, 0)

 ·
[
x− 0
y − 0
]
.
As derivadas parciais de primeira ordem de f sa˜o dadas por
∂f
∂x
(x, y) = ex
√
1 + y2 e
∂f
∂y
(x, y) =
yex√
1 + y2
,
e as derivadas parciais de segunda ordem por
∂2f
∂x2
(x, y) = ex
√
1 + y2,
∂2f
∂y2
(x, y) =
ex√
1 + y2
− y
2ex√
(1 + y2)3
e
∂2f
∂x∂y
(x, y) =
∂2f
∂y∂x
(x, y) =
yex√
1 + y2
.
Assim
p2(x, y) = 1 +
[
1 0
]
·
[
x
y
]
+
1
2
·
[
x y
]
·
[
1 0
0 1
]
·
[
x
y
]
= 1 + x +
1
2
x2 +
1
2
y2.
Os gra´ficos esta˜o representados na Figura 2.12.
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Figura 2.11: Gra´fico das func¸o˜es
f(x) = x cos (x) e do seu polinoˆmio
de Taylor de ordem 2 no ponto p = 0
dado por p2(x) = p1(x) = x.
Figura 2.12: Gra´fico das func¸o˜es
f(x) = ex
√
1 + y2 e do seu polinoˆmio
de Taylor de ordem 2 no ponto p = (0, 0),
dado por p2(x) = 1 + x +
1
2
x2 +
1
2
y2.
2.1.3 Formas quadra´ticas e matrizes definidas
Ja´ sabemos calcular o polinoˆmio de Taylor de ordem 2 para uma dada func¸a˜o f em torno
de um certo ponto p, mas como usa´-lo para classificar pontos cr´ıticos de uma func¸a˜o f de
n varia´veis? Se p e´ um ponto do interior de D e e´ um ponto cr´ıtico de f : D ⊂ Rn → R,
uma func¸a˜o de classe C2, enta˜o Df(p) = 0, e o polinoˆmio de Taylor de ordem 2, definido
no Teorema 3, fica reduzido a:
f(x) = f(p) +
1
2!
· (x− p)T ·D2f(p) · (x− p) + R2(p, x).
Vamos usar a varia´vel h para representar o deslocamento em relac¸a˜o ao ponto p, isto
e´, h = x − p. Temos que R2(p, x) vai para zero mais rapidamente que ‖x − p‖2 = ‖h‖2
quando x → p, enta˜o consideramos boa a aproximac¸a˜o
f(p + h) ≈ f(p) + 1
2
hT ·D2f(p) · h ⇒ f(p + h)− f(p) ≈ 1
2
hT ·D2f(p) · h,
para classificar os pontos cr´ıticos.
Assim, podemos concluir que o fato de p ser um extremo local de f esta´ diretamente
relacionado com o sinal do polinoˆmio de grau 2 em n varia´veis, dado por
Q(h) =
1
2
hT ·D2f(p) · h,
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pois quando
Q(h) > 0
para todo h 6= 0 suficientemente pequeno, temos
f(p + h)− f(p) > 0 ⇒ f(p + h) > f(p),
ou seja, p e´ um ponto de mı´nimo local de f .
Por outro lado, se
Q(h) < 0
para todo h 6= 0 suficientemente pequeno, temos
f(p + h)− f(p) < 0 ⇒ f(p + h) < f(p),
ou seja, p e´ um ponto de ma´ximo local de f .
Devido a` importaˆncia desse polinoˆmio Q(h), vamos defini-lo.
Definic¸a˜o 8. (FORMAS QUADRA´TICAS ) Seja A uma matriz quadrada n×n formada
por nu´meros reais. A forma quadra´tica associada a` matriz A e´ a func¸a˜o escalar
Q : Rn → R
h 7→ Q (h) = hT · A · h,
isto e´,
Q(h1, h2, . . . , hn) =
[
h1 h2 . . . hn
]
·


a1,1 a1,2 . . . a1,n
a2,1 a2,2 . . . a2,n
...
...
. . .
...
an,1 an,2 . . . an,n


·


h1
h2
...
hn


,
ou ainda,
Q(h1, h2, . . . , hn) =
n∑
i=1
n∑
j=1
ai,jhihj,
onde, como sempre, estamos identificando matrizes 1× 1 com nu´meros reais.
Agora iremos analisar o sinal desse polinoˆmio, pois e´ justamente ele que nos ajudara´
a classificar os extremos (locais) de f .
Definic¸a˜o 9. (MATRIZES DEFINIDAS E SEMIDEFINIDAS ) Sejam A uma matriz
n× n e Q(h) = hT · A · h a forma quadra´tica associada.
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(i) A matriz A (ou a forma quadra´tica Q) e´ positiva definida se
Q(h) = hT · A · h > 0,
para todo h 6= 0 em Rn.
(ii) A matriz A (ou a forma quadra´tica Q) e´ positiva semidefinida se
Q(h) = hT · A · h ≥ 0,
para todo h ∈ Rn.
(iii) A matriz A (ou a forma quadra´tica Q) e´ negativa definida se
Q(h) = hT · A · h < 0,
para todo h 6= 0 em Rn.
(iv) A matriz A (ou a forma quadra´tica Q) e´ negativa semidefinida se
Q(h) = hT · A · h ≤ 0,
para todo h ∈ Rn.
(v) A matriz A (ou a forma quadra´tica Q) e´ indefinida se existem h e u em Rn tais
que
Q(h) = hT · A · h > 0 e Q(u) = uT · A · u < 0.
Existem va´rios me´todos de estudar o sinal da forma quadra´tica
Q(h) = hT · A · h
associada a` matriz A. Entre eles, temos o me´todo de Lagrange, que consiste em comple-
tar quadrados, ou atrave´s do ca´lculo dos autovalores de A, que sa˜o as ra´ızes do polinoˆmio
caracter´ıstico de A. Tambe´m e´ poss´ıvel fazer esse estudo para se decidir se uma dada
matriz e´ positiva definida pela decomposic¸a˜o de Cholesky de A, que e´ o me´todo com-
putacional mais eficiente, ou pelo ca´lculo dos menores principais de A, que iremos definir
nesse momento.
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2.1.4 Menores principais de uma matriz
Definic¸a˜o 10. (MENOR PRINCIPAL DE UMA MATRIZ ) Seja A uma matriz n× n.
Um menor principal de ordem k e´ o determinante de uma submatriz k × k de A obtida
removendo-se n − k linhas e as n − k colunas de mesmo ı´ndice. Mais especificamente,
se as linhas i1, . . . , in−k foram removidas, enta˜o as colunas removidas sa˜o as de ı´ndice
i1, . . . , in−k.
Definic¸a˜o 11. (MENOR PRINCIPAL LI´DER DE UMA MATRIZ ) O menor principal
l´ıder de ordem k e´ o menor principal de ordem k onde foram removidas as u´ltimas n−k
linhas e n− k colunas.
Exemplo 13. Determine os menores principais e o menor principal l´ıder da matriz A
de ordem 2× 2 dada por
A =

 a b
c d

 .
Soluc¸a˜o. Segundo a definic¸a˜o para encontrar os menores principais de ordem 1 da
matriz devemos retirar uma linha e uma coluna com o mesmo ı´ndice. Por outro lado,
para encontrar o menor principal l´ıder de ordem 1 devemos retirar exatamente a linha 2
e a coluna 2. Assim temos
Os menores principais de ordem 1 da matriz A sa˜o
a, e, d.
O menor principal l´ıder de ordem 1 da matriz A e´
a.
O menor principal e o menor principal l´ıder de ordem 2 sa˜o ideˆnticos, pois na˜o sa˜o
retiradas nenhuma linha e nenhuma coluna, e sa˜o iguais ao determinante da matriz A.
O pro´ximo teorema define como sera´ feita a classificac¸a˜o da forma quadra´tica Q(h),
atrave´s dos menores principais.
Teorema 4. (CLASSIFICAC¸A˜O DE FORMAS QUADRA´TICAS VIA MENORES
PRINCIPAIS) Seja A uma matriz n × n sime´trica. Denote por |Ak| o menor principal
l´ıder de ordem k de A.
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(i) A e´ uma matriz positiva definida se, e somente se, todos os menores principais
l´ıderes |A1|, . . . , |An| de A sa˜o maiores do que zero.
(ii) A e´ uma matriz negativa definida se, e somente se, todos os menores principais
l´ıderes de ordem ı´mpar sa˜o menores do que zero e todos os menores principais
l´ıderes de ordem par sa˜o maiores do que zero.
(iii) A e´ uma matriz positiva semidefinida se, e somente se, todos os menores principais
de A sa˜o maiores que ou iguais a zero.
(iv) A e´ uma matriz negativa semidefinida se, e somente se, todos os menores principais
de ordem ı´mpar sa˜o menores que ou iguais a zero e todos os menores principais de
ordem par sa˜o maiores que ou iguais a zero.
(v) Se A na˜o se enquadra em nenhum dos casos anteriores, enta˜o A e´ uma matriz
indefinida.
Finalmente, podemos enunciar o resultado que estabelece um crite´rio para classificar
os extremos locais.
Teorema 5. (CONDIC¸O˜ES DE SEGUNDA ORDEM) Considere uma func¸a˜o
f : D ⊂ Rn → R de classe C2 e p um ponto cr´ıtico de f no interior do conjunto
D.
(i) Se D2f(p) e´ uma matriz positiva definida, enta˜o p e´ um ponto de mı´nimo local de
f .
(ii) Se D2f(p) e´ uma matriz negativa definida, enta˜o p e´ um ponto de ma´ximo local de
f .
(iii) Se D2f(p) e´ uma matriz indefinida, enta˜o p e´ um ponto de sela de f , isto e´, p e´
um ponto cr´ıtico que na˜o e´ mı´nimo local e nem ma´ximo local de f .
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2.1.5 Aspectos de globalidade e convexidade
Quando a func¸a˜o objetivo f : R → R, de classe C1 possui um u´nico ponto cr´ıtico p e
esse ponto p for um ponto de mı´nimo local de f em R, enta˜o p e´ um ponto de mı´nimo
global de f em R. De fato, se p e´ o u´nico ponto cr´ıtico de f , e por hipo´tese, p e´ ponto
de mı´nimo local, enta˜o a derivada f ′(x) e´ negativa para todos os valores de x menores
do que p e positiva para todos os valores de x maiores de que p, ou seja, f e´ decrescente
no intervalo (−∞, p) e crescente no intervalo (p, +∞). Assim, f(x) > f(p) para todo
x 6= p, ou seja, p e´ um ponto de mı´nimo global de f em R. Por outro lado, se a func¸a˜o
objetivo f : Rn → R, com n ≥ 2 e de classe C1, possui um u´nico ponto cr´ıtico p e esse
ponto p for um ponto de mı´nimo local de f em Rn, na˜o podemos garantir que p sera´ um
ponto de mı´nimo global de f em Rn. Como contra-exemplo temos a func¸a˜o objetivo, de
classe C∞, f(x, y, z) = z2 + (1 + z)3(x2 + y2) definida no conjunto via´vel R3. O vetor
gradiente de f e´
∇f(x, y, z) =
(
∂f
∂x
(x, y, z),
∂f
∂y
(x, y, z),
∂f
∂z
(x, y, z)
)T
= (2(1 + z)3x, 2(1 + z)3y, 2z + 3(1 + z)2(x2 + y2))T .
Logo, para saber em quais pontos o gradiente de f e´ igual a zero, basta resolver o sistema

2(1 + z)3x = 0,
2(1 + z)3y = 0,
2z + 3(1 + z)2(x2 + y2) = 0.
Pela primeira equac¸a˜o encontramos x = 0 ou z = −1. Para o caso z = −1, substitu-
indo na terceira equac¸a˜o temos 2z+3(1+z)2(x2+y2) = −2 6= 0, o que e´ uma contradic¸a˜o.
Assim x = 0 e pela segunda e terceira equac¸a˜o temos y = 0 e z = 0, respectivamente.
Logo, o u´nico ponto cr´ıtico de f em R3 e´
p = (x, y, z) = (0, 0, 0).
Agora, por meio das condic¸o˜es de segunda ordem, vamos classificar esse ponto cr´ıtico.
Para isso, precisamos da matriz hessiana
D2f(x, y, z) =


2(1 + z)3 0 6(1 + z)2x
0 2(1 + z)3 6(1 + z)2y
6(1 + z)2x 6(1 + z)2y 2 + 6(1 + z)(x2 + y2)


.
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Substituindo o ponto cr´ıtico p na matriz hessiana, temos
D2f(p) =


2 0 0
0 2 0
0 0 2

 .
Assim, o menor principal l´ıder de ordem 1 e´ |2| = 2 > 0, o menor principal l´ıder de
ordem 2 e´
∣∣∣∣∣ 2 00 2
∣∣∣∣∣ = 4 > 0 e o menor principal l´ıder de ordem 3 e´
∣∣∣∣∣∣∣∣
2 0 0
0 2 0
0 0 2
∣∣∣∣∣∣∣∣
= 8 > 0.
Isso mostra que a matriz D2f(p) e´ positiva definida. Enta˜o, pelo Teorema 5, p e´ um
ponto de mı´nimo local de f . Pore´m, p na˜o e´ um ponto de mı´nimo global de f em R3
pois f(1, 1,−3) = −7 < 0 = f(0, 0, 0).
A func¸a˜o objetivo f faz parte de uma famı´lia de func¸o˜es f : Rn → R com n ≥ 2
definida por
f(x) = (1 + xn)
3
n−1∑
i=1
x2i + x
2
n
tal que x∗ = 0 e´ o u´nico ponto cr´ıtico de f no Rn, x∗ e´ um minimizador local es-
trito de f , mas na˜o e´ minimizador global de f no Rn (cf. [16, p. 19]). A func¸a˜o
z = f(x, y) = x2 + (1 − x)3y2 tambe´m possui essas mesmas caracter´ısticas. Veja seu
gra´fico e curvas de n´ıvel nas Figuras 2.13 e 2.14.
Figura 2.13: O ponto (x, y) = (0, 0) na˜o
e´ mı´nimo global da func¸a˜o z = x2 +
(1 − x)3y2 restrita ao conjunto R2 (cf.
[4, p.407])
Figura 2.14: Curvas de n´ıvel da func¸a˜o
z = x2 + (1− x)3y2 (cf. [4, p.408])
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Como podemos perceber, as condic¸o˜es de segunda ordem na˜o garantem a globalida-
de dos pontos cr´ıticos. Elas apenas estabelecem um crite´rio para classificar os pontos
cr´ıticos localmente.
Como garantir a globalidade do ponto cr´ıtico, nesse caso, em que o conjunto via´vel
e´ aberto e por isso o teorema de Weierstrass (Teorema 1) na˜o pode ser usado? Existe
uma classe de func¸o˜es, chamadas func¸o˜es convexas e coˆncavas, onde podemos garantir a
globalidade de um ponto cr´ıtico em um conjunto via´vel aberto.
Para que possamos classificar essas func¸o˜es, primeiro precisamos analisar o conjunto
via´vel.
Definic¸a˜o 12. (CONJUNTOS CONVEXOS ) Dizemos que U ⊂ Rn e´ um conjunto con-
vexo se, e somente se, para todo p, q ∈ U tem-se
(1− t) · p + t · q ∈ U,
para todo t ∈ [0, 1], isto e´, se o segmento de reta que une dois pontos quaisquer de U
esta´ sempre contido em U .
Figura 2.15: O conjunto U e´ con-
vexo, pois para todos p, q ∈ U tem-se
(1 − t) · p + t · q ∈ U, com
t ∈ [0, 1].
Figura 2.16: O conjunto U e´ na˜o-
convexo, pois
p
2
+
q
2
6∈ U.
Exemplo 14. Como podemos perceber na Figura 2.15, para todo p, q ∈ U tem-se
(1 − t) · p + t · q ∈ U, com t ∈ [0, 1], logo, o conjunto U e´ convexo. Por outro lado,
o conjunto U da Figura 2.16 e´ na˜o-convexo, pois o ponto
p
2
+
q
2
6∈ U .
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Definic¸a˜o 13. (FUNC¸O˜ES CONVEXAS E COˆNCAVAS )
(i) Dizemos que uma func¸a˜o f : U ⊂ Rn → R definida em um subconjunto convexo U
de Rn e´ convexa se, e somente se,
f((1− t) · p + t · q) ≤ (1− t) · f(p) + t · f(q)
para todo p, q ∈ U e todo t ∈ [0, 1].
(ii) Dizemos que uma func¸a˜o f : U ⊂ Rn → R definida em um subconjunto convexo U
de Rn e´ coˆncava se, e somente se,
f((1− t) · p + t · q) ≥ (1− t) · f(p) + t · f(q)
para todo p, q ∈ U e todo t ∈ [0, 1].
Vejamos como fica, geometricamente, a definic¸a˜o para o caso em que f : U ⊂ R → R.
Como U e´ um subconjunto convexo, vimos na Definic¸a˜o 12 que, uma vez escolhidos os
pontos p, q ∈ U , para todo t ∈ [0, 1], a expressa˜o
x(t) = (1− t)p + tq,
representa um ponto sobre o segmento de reta que une p e q. Essa expressa˜o e´ denomi-
nada combinac¸a˜o linear convexa dos pontos p e q. Do mesmo modo, a expressa˜o
s(t) = (1− t)f(p) + tf(q),
para todo t ∈ [0, 1], representa um ponto sobre o segmento de reta que une f(p) e f(q).
Assim, (
x(t), f(x(t)
)
=
(
(1− t)p + tq, f((1− t)p + tq)),
para todo t ∈ [0, 1], representa um ponto sobre o gra´fico de f com abscissa x(t) e
(
x(t), s(t)
)
=
(
(1− t)p + tq, (t− 1)f(p) + tf(q)),
para todo t ∈ [0, 1], representa um ponto na reta secante ao gra´fico de f , que passa pelos
pontos (p, f(p)) e (q, f(q)), com abscissa x(t).
Portanto, como podemos ver na Figura 2.17, dizer que uma func¸a˜o f e´ convexa em
U , isto e´, dizer que f((1 − t) · p + t · q) ≤ (1 − t) · f(p) + t · f(q) para todo p, q ∈ U
e todo t ∈ [0, 1], significa dizer que o segmento de reta secante que passa pelos pontos
33
(p, f(p)) e (q, f(q)) sempre esta´ acima ou coincide com o gra´fico de f . Para o caso em
que U ∈ Rn a interpretac¸a˜o geome´trica e´ a mesma. Analogamente, dizer que uma func¸a˜o
f e´ coˆncava em U ∈ Rn, isto e´, dizer que f((1 − t) · p + t · q) ≥ (1 − t) · f(p) + t · f(q)
para todo p, q ∈ U e todo t ∈ [0, 1], significa dizer que o segmento de reta secante que
passa pelos pontos (p, f(p)) e (q, f(q)) sempre esta´ abaixo ou coincide com o gra´fico de
f , veja a Figura 2.18 para o caso em que U ∈ R.
Figura 2.17: Para uma func¸a˜o convexa,
o segmento de reta secante que une, os
pontos (p, f(p)) e (q, f(q)) esta´ sempre
acima ou coincide com o gra´fico de f
para quaisquer escolhas de p, q ∈ U .
Figura 2.18: Para uma func¸a˜o coˆncava,
o segmento de reta secante que une os
pontos (p, f(p)) e (q, f(q)) esta´ sempre
abaixo ou coincide com o gra´fico de f
para quaisquer escolhas de p, q ∈ U .
Teorema 6. Sejam f : U ⊂ Rn → R uma func¸a˜o de classe C1 definida em um subcon-
junto convexo U de Rn e p ∈ U um ponto cr´ıtico de f .
(i) Se f e´ uma func¸a˜o convexa em U , enta˜o p e´ um ponto de mı´nimo global de f em
U .
(ii) Se f e´ uma func¸a˜o coˆncava em U , enta˜o p e´ um ponto de ma´ximo global de f em
U .
Demonstrac¸a˜o. De in´ıcio, vamos assumir que f e´ uma func¸a˜o coˆncava em U . Suponha-
mos que o ponto cr´ıtico p seja um maximizador local que na˜o e´ global. Enta˜o existe
u ∈ U tal que f(u) > f(p). Definimos x(t) = tu + (1 − t)p. Pela convexidade de U ,
x(t) ∈ U para todo t ∈ [0, 1]. Por outro lado, pela concavidade de f , para todo t ∈ (0, 1],
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tem-se
f(x(t)) ≥ tf(u) + (1− t)f(p) = f(p) + t[f(u)− f(p)].
Como f(u) > f(p), tem-se
f(x(t)) ≥ f(p) + t[f(u)− f(p)] > f(p),
para todo t ∈ (0, 1].
Tomando t suficiente pequeno, podemos garantir que o ponto x(t) e´ arbitrariamente
pro´ximo ao ponto p, e ainda da continuidade da func¸a˜o f tem-se f(x(t)) > f(p) com
x(t) ∈ U . Isso contradiz o fato do ponto cr´ıtico p ser um maximizador local. Portanto
p e´ um maximizador global de f em U . Para o caso em que f seja uma func¸a˜o convexa
em U , a demonstrac¸a˜o de que p e´ um minimizador global e´ ana´loga.
Teorema 7. Seja f : U ⊂ Rn → R uma func¸a˜o de classe C1 definida em um subconjunto
convexo e aberto U de Rn.
(i) f e´ uma func¸a˜o convexa em U se, e somente se,
f(q) ≥ f(p) + Df(p) · (q − p),
para todo p, q ∈ U .
(ii) f e´ uma func¸a˜o coˆncava em U se, e somente se,
f(q) ≤ f(p) + Df(p) · (q − p),
para todo p, q ∈ U .
Demonstrac¸a˜o. De in´ıcio, vamos assumir que f seja convexa. Assim, dados p, q ∈ U e
t ∈ (0, 1) quaisquer e d = (1− t)p + tq, temos que
f(d) ≤ (1− t)f(p) + tf(q) implica que f(d)− f(p) ≤ t[f(q)− f(p)]. (2.5)
Usando a diferenciabilidade de f em p, obte´m-se
f(d) = f(p) + Df(x) · (d− p) + |d− p|ζ(d− p). (2.6)
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Reorganizando a equac¸a˜o (2.6), substituindo d−p = t(q−p) e usando as propriedades
de produto interno temos
f(d)− f(p) = tDf(p) · (q − p) + t|q − p|ζ(tq − tp), (2.7)
onde ζ(tq − tp) → 0 quando t → 0. Da equac¸a˜o (2.7), juntamente com a desigual-
dade (2.5), conclui-se que
t
[
Df(p) · (q − p) + |q − p|ζ(tq − tp)] ≤ t[f(q)− f(p)],
onde t 6= 0. Dividindo por t e usando as propriedades da func¸a˜o ζ obte´m-se
Df(p) · (q − p) ≤ f(q)− f(p) implica que f(q) ≥ f(p) + Df(p) · (q − p),
para quaisquer p, q ∈ U.
Dados p, q ∈ U e t ∈ (0, 1) quaisquer
d = (1− t)p + tq implica que q − d = 1− t
t
(d− p). (2.8)
Assuma que f satisfaz
f(q) ≥ f(d) + Df(d) · (q − d).
Da equac¸a˜o (2.8) e pelas propriedades de produto interno, obte´m-se que
f(q) ≥ f(d) + Df(d) · 1− t
t
(d− p).
Logo,
Df(d) · (d− p) ≥ tf(d)− tf(q)
1− t . (2.9)
Por outro lado,
f(p) ≥ f(d) + Df(d) · (p− d) implica que Df(d) · (p− d) ≤ f(p)− f(d). (2.10)
Combinando as desigualdades (2.9) e (2.10), obte´m-se
tf(d)− tf(q)
1− t ≤ Df(d) · (p− d) ≤ f(p)− f(d),
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de onde segue o que buscamos, isto e´,
f(d) ≤ (1− t)f(p) + tf(q).
Para o caso em que a func¸a˜o f e´ coˆncava em U , a demonstrac¸a˜o e´ ana´loga.
Uma func¸a˜o na˜o precisa ter ponto cr´ıtico mas, obviamente, quando p e´ ponto cr´ıtico
de uma func¸a˜o f ∈ C1, enta˜o Df(p) = 0, e portanto
(i) Se f e´ convexa em U , enta˜o f(q) ≥ f(p)+Df(p) · (q− p) implica que f(p) ≤ f(q),
para qualquer q ∈ U . Logo p e´ ponto de mı´nimo global de f em U .
(ii) Se f e´ coˆncava em U , enta˜o f(q) ≤ f(p) + Df(p) · (q− p) implica que f(p) ≥ f(q),
para qualquer q ∈ U . Logo p e´ ponto de ma´ximo global de f em U .
A interpretac¸a˜o geome´trica para o Teorema 7, no caso em que o conjunto convexo
U ⊂ R, envolve as retas tangentes ao gra´fico de f . Este resultado afirma que f e´ convexa
em U se, e somente se, cada reta tangente ao gra´fico de f esta´ sempre abaixo ou coincide
com o gra´fico de f . Por outro lado, f e´ coˆncava em U se, e somente se, cada reta tangente
ao gra´fico de f esta´ sempre acima ou coincide com o gra´fico de f . Para o caso em que
U ⊂ Rn, no lugar de retas tangentes teremos hiperplanos tangentes ao gra´fico de f .
Pelo Teorema 6, precisamos analisar a convexidade e concavidade da func¸a˜o objetivo
f , em um conjunto convexo U , para enta˜o podermos classificar os pontos cr´ıticos. Ja´
o Teorema 7 tra´s uma maneira de fazer esse estudo na func¸a˜o objetivo f no caso dife-
rencia´vel, desde que verifiquemos uma desigualdade para todo p e q ∈ U . O pro´ximo
teorema fornece uma maneira alternativa de fazer esse estudo, quando f e´ de classe C2.
Teorema 8. Seja f : U ⊂ Rn → R uma func¸a˜o de classe C2 definida em um subconjunto
convexo e aberto U de Rn.
(i) f e´ uma func¸a˜o convexa em U se, e somente se, a matriz hessiana D2f(p) e´ positiva
semidefinida para todo p ∈ U .
(ii) f e´ uma func¸a˜o coˆncava em U se, e somente se, a matriz hessiana D2f(p) e´
negativa semidefinida para todo p ∈ U .
Demonstrac¸a˜o. Fixemos p ∈ U e d ∈ Rn quaisquer. Como U e´ aberto, p + αd ∈ U para
todo α > 0 suficientemente pequeno.
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Suponhamos f convexa em U , enta˜o
f(p + αd) ≥ f(p) + Df(p) · [(p + αd)− p].
Reorganizando, e usando as propriedades de produto interno, obte´m-se
0 ≤ f(p + αd)− f(p)− αDf(p) · d.
Como f e´ de classe C2, pela fo´rmula de Taylor obte´m-se
f(p + αd)− f(p)− αDf(p) · d = α
2
2
(
D2f(p)d
) · d + ‖αd‖2E2(p, d)
0 ≤ α
2
2
(
D2f(p)d
) · d + ‖αd‖2E2(p, d).
Dividindo por α2 > 0 e tomando o limite quando α → 0+, temos
(
D2f(p)d
) · d ≥ 0, ∀ p ∈ U, ∀ d ∈ Rn.
Sejam p, q ∈ U quaisquer. Pelo teorema do valor me´dio (cf. [16, p.149]), existe
α ∈ (0, 1) tal que
f(q)− f(p)−Df(p) · (q − p)
=
1
2
·D2f(p + α(q − p))(q − p) · (q − p) ≥ 0,
de onde segue que
f(q) ≥ f(p) + Df(p) · (q − p), ∀ p, q ∈ U,
o que conclui a demonstrac¸a˜o neste caso. Para f coˆncava a prova e´ ana´loga.
2.2 Otimizac¸a˜o com restric¸o˜es
O principal objetivo dessa sessa˜o e´ criar mecanismos que resolvam problemas de otimizac¸a˜o
da forma
maximizar f(x)
sujeito a x ∈ D,
38
onde f : Rn → R e D ⊂ Rn, isto e´, queremos encontrar (caso exista) um ponto p ∈ D
tal que para todo x ∈ D teremos f(p) ≥ f(x).
E´ fa´cil ver que qualquer problema da forma
minimizar f(x)
sujeito a x ∈ D,
pode ser transformado no problema equivalente
maximizar −f(x)
sujeito a x ∈ D.
Em particular, as soluc¸o˜es locais e globais de ambos os problemas sa˜o as mesmas, com
os sinais opostos para os valores de ma´ximo e mı´nimo, veja a Figura 2.19. Por isso, do
ponto de vista matema´tico, na˜o existe nenhuma diferenc¸a relevante entre os problemas
de maximizac¸a˜o e de minimizac¸a˜o. Assim, todas as definic¸o˜es e demonstrac¸o˜es deste
texto sera˜o feitas considerando os problemas de maximizac¸a˜o.
Figura 2.19: O problema de minimizar a func¸a˜o f e´ equivalente ao problema de maxi-
mizar a func¸a˜o −f .
Mas como determinar o ponto p, onde f assume seu valor ma´ximo? Na sec¸a˜o anterior,
vimos que se p for um ponto do interior do conjunto via´vel D e se f ∈ C1, enta˜o pelo
regra de Fermat, p e´ um ponto cr´ıtico de f , isto e´, ∇f(p) = 0.
Agora, se p na˜o esta´ no interior do conjunto via´vel D, enta˜o p na˜o precisa ser ponto
cr´ıtico de f e a regra de Fermat na˜o pode ser aplicada para este ponto. Assim, como
vamos caracteriza´-lo algebricamente? A resposta e´ obtida por meio do teorema dos
multiplicadores de Lagrange ou, ainda, no caso mais geral, pelo teorema de Karush-
Kuhn-Tucker.
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2.2.1 Otimizac¸a˜o com uma restric¸a˜o de igualdade
Para apresentar a ide´ia do teorema de Lagrange, vamos comec¸ar com um exemplo sim-
ples:
Exemplo 15. Encontrar as distaˆncias ma´xima e mı´nima da origem (0, 0) ate´ a elipse
x2 + xy + y2 = 3.
Soluc¸a˜o. Este problema pode ser formulado da seguinte forma:
minimizar f(x, y) = x2 + y2,
sujeito a D = {(x, y) ∈ R2 | x2 + xy + y2 = 3},
e
maximizar f(x, y) = x2 + y2,
sujeito a D = {(x, y) ∈ R2 | x2 + xy + y2 = 3}.
Na Figura 2.20 esta˜o desenhadas a curva x2 +xy + y2 = 3, que representa o conjunto
via´vel D, e as curvas de n´ıvel f(x, y) = ci, para i = 1, . . . , 6, sendo
c1 < c2 < c3 < c3 < c4 < c5 < c6.
Figura 2.20: Gra´fico das curvas de n´ıvel f(x, y) = ci,
para i = 1, . . . , 6 e da elipse que representa o conjunto
via´vel D.
Figura 2.21: O ponto k
na˜o e´ um ponto extremo
local de f no conjunto
via´vel D.
Como podemos perceber pela Figura 2.21, o ponto k na˜o pode ser um ponto de
ma´ximo local de f no conjunto via´vel D, pois existem curvas de n´ıvel f(x, y) = ci que
40
interceptam a elipse em pontos relativamente pro´ximos de k e com valor de f maior
do que f(k). Por exemplo, temos o ponto a1 que esta´ relativamente pro´ximo de k e
f(a1) > f(k) . Por outro lado, o ponto k na˜o pode ser um ponto de mı´nimo local de f no
conjunto via´vel D, pois existem curvas de n´ıvel de f que interceptam a elipse em pontos
relativamente pro´ximos de k e com valor de f menor que f(k). Como podemos observar
na Figura 2.21, o ponto a2 esta´ relativamente pro´ximo de k e f(a2) < f(k) . Com base
neste argumento vemos que os pontos do conjunto via´vel D nos quais as curvas de n´ıvel
de f interceptam transversalmente na˜o podem ser extremos locais de f em D.
No entanto, as curvas de n´ıvel de f que passam pelos pontos p, q, t e m (Figura 2.20)
sa˜o tangentes a` elipse x2 + xy + y2 = 3 que define o conjunto D. Podemos observar que
todas as curvas de n´ıvel de f que interceptam o conjunto D, relativamente pro´ximas de
p e q, esta˜o sempre acima da curva de n´ıvel que passa por p e q. Com essa observac¸a˜o
podemos concluir que o valor da func¸a˜o para todos os pontos, relativamente pro´ximos
p e q, e´ maior que f(p) e f(q). Assim, esses pontos sa˜o mı´nimos locais de f restrita ao
conjunto via´vel D. Como p e q esta˜o na mesma curva de n´ıvel, enta˜o f(p) = f(q), p e q
sa˜o as soluc¸o˜es do primeiro caso. Ja´ os pontos t e m sa˜o as soluc¸o˜es para o segundo caso,
pois todas as curvas de n´ıvel de f que interceptam o conjunto D, relativamente pro´ximas
de t e m, esta˜o abaixo da curva que passa por t e m. Com isso, podemos concluir que os
valores da func¸a˜o para esses pontos e´ menor que f(m) = f(t) e que t e m sa˜o ma´ximos
na˜o so´ locais como globais de f restrita ao conjunto D.
As observac¸o˜es acima nos permitem concluir que um ponto p que pertence ao conjunto
via´vel D, mas que na˜o esta´ no seu interior, so´ sera´ ponto extremo local de f , restrita a
esse conjunto, se a curva de n´ıvel de f que passa por p for tangente ao conjunto D (as
mesmas observac¸o˜es valem para os pontos q, m e t). Resta saber como caracterizar esse
fato algebricamente. Para tanto, vamos precisar da seguinte definic¸a˜o:
Definic¸a˜o 14. (PONTO REGULAR) Seja F : D ⊂ Rn → R uma func¸a˜o de classe Ck,
com k ≥ 1. Dizemos que p e´ um ponto regular de F ∈ C1 se
∇F (p) =
(
∂F
∂x1
(p),
∂F
∂x2
(p), . . . ,
∂F
∂xn
(p)
)T
6= (0, 0, . . . , 0)T ∈ Rn.
Teorema 9. Seja F : D ⊂ Rn → R uma func¸a˜o de classe Ck, com k ≥ 1. Se p e´ um
ponto regular de F , enta˜o o vetor gradiente ∇F (p) e´ perpendicular em p a` hipersuperf´ıcie
de n´ıvel
Fc = {x ∈ D | F (x) = c = F (p)}
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de F que passa por p,
Se o vetor gradiente ∇h(p) (onde h(x) = 0 representa a hipersuperf´ıcie que define
o conjunto via´vel D) de h em p e´ diferente de zero, enta˜o, pelo Teorema 9, ∇h(p) e´
perpendicular a` hipersuperf´ıcie de n´ıvel h(x) = 0 no ponto p. Por outro lado, se o ponto
p for regular de f , enta˜o ∇f(p) e´ perpendicular a` hipersuperf´ıcie de n´ıvel {x | f(x) = c3}
no ponto p. Como as curvas h(x) = 0 e f(x) = c3 sa˜o tangentes, podemos concluir que
os vetores ∇h(p) e ∇f(p) sa˜o paralelos (Figura 2.22), ou seja, existe um nu´mero real λ
tal que
∇f(p) = λ∇h(p).
Figura 2.22: Os vetores ∇h(x, y) e ∇f(x, y) sa˜o paralelos nos pontos p, q, m e t.
O teorema dos Multiplicadores de Lagrange baseia-se na condic¸a˜o de paralelismo
entre ∇h(x, y) e ∇f(x, y), e substituira´ a regra de Fermat como uma condic¸a˜o de oti-
malidade de primeira ordem, quando o extremo local p e´ um ponto da fronteira do
conjunto D.
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Teorema 10. (DOS MULTIPLICADORES DE LAGRANGE EM R2 COM UMA RES-
TRIC¸A˜O) Sejam f e h func¸o˜es de classe C1 de duas varia´veis e seja p = (p1, p2) uma
soluc¸a˜o (local) do problema de otimizac¸a˜o
maximizar f(x1, x2),
sujeito a (x1, x2) ∈ D = {(x1, x2) ∈ R2 | h(x1, x2) = c},
Suponha que p = (p1, p2) satisfaz a condic¸a˜o de regularidade
∇h(p) =
(
∂h
∂x1
(p1, p2),
∂h
∂x2
(p1, p2)
)
6= (0, 0).
Enta˜o existe um nu´mero real λ∗, denominado multiplicador de Lagrange, tal que

∇f(p) = λ∗∇h(p),
h(p) = c,
isto e´, o ponto (p1, p2, λ
∗) e´ soluc¸a˜o do sistema

∂f
∂x1
(x1, x2) = λ
∂h
∂x1
(x1, x2),
∂f
∂x2
(x1, x2) = λ
∂h
∂x2
(x1, x2),
h(x1, x2) = c.
As equac¸o˜es acima sa˜o denominadas condic¸o˜es de primeira ordem para o ponto
p = (p1, p2).
Para a demonstrac¸a˜o do Teorema 10 sobre os multiplicadores de Lagrange sera´
necessa´rio primeiro apresentar o Teorema da Func¸a˜o Impl´ıcita em R2 (cf. [4, p.322]).
Teorema 11. (O TEOREMA DA FUNC¸A˜O IMPLI´CITA EM R2). Seja
F : D ⊂ R2 → R uma func¸a˜o de classe Ck, com k ≥ 1, definida em um subcon-
junto D de R2. Suponha que p = (x0, y0) e´ um ponto interior de D e que p = (x0, y0)
pertence a` curva de n´ıvel
Fc = {(x, y) ∈ D | F (x, y) = c}
de F associada ao n´ıvel z = c. Se
∂F
∂y
(x0, y0) 6= 0,
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enta˜o existe uma func¸a˜o f : I ⊂ R → R de classe Ck definida em um intervalo aberto I
de R tal que
(i) x0 ∈ I,
(ii) F (x, f(x)) = c para todo x ∈ I (isto e´, o gra´fico de f coincide com a curva de
n´ıvel de F para x ∈ I),
(iii) f(x0) = y0 e
(iv) a derivada de f no ponto x0 pode ser calculada em termos das derivadas parciais
de F no ponto (x0, y0):
f ′(x0) = −
∂F
∂x
(x0, y0)
∂F
∂y
(x0, y0)
.
Nesta situac¸a˜o, dizemos que a equac¸a˜o F (x, y) = c define implicitamente y como uma
func¸a˜o f de x em uma vizinhanc¸a do ponto (x0, y0).
Agora vamos a` demonstrac¸a˜o do Teorema 10.
Demonstrac¸a˜o. Suponha que p = (p1, p2) ∈ D e´ um ponto de ma´ximo local de f em D,
isto e´, existe uma bola aberta Br(p) de centro em p e raio r > 0 tal que
f(x1, x2) ≤ f(p1, p2)
para todo (x1, x2) ∈ Br(p) ∩D. ((x1, x2) ∈ Br(p) ∩D se, e somente se, h(x1, x2) = c e
(x1, x2) ∈ Br(p)).
O Teorema 11 garante a existeˆncia de uma curva γ diferencia´vel num intervalo aberto
I tal que γ(t0) = (p1, p2), t0 ∈ I, γ′(t0) 6= 0 e h(γ(t)) = c, para todo t ∈ I. Da
continuidade de γ, segue que existe δ > 0 tal que
t ∈ ]t0 − δ, t0 + δ[, enta˜o γ(t) ∈ Br(p) ∩D.
Da´ı,
f(γ(t)) ≤ f(γ(t0))
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para todo t ∈ ]t0 − δ, t0 + δ[. Assim, t0 e´ um ponto de ma´ximo local de F (t) = f(γ(t)).
Como t0 e´ ponto interior a I, resulta F
′(t0) = 0, ou seja,
∇f(γ(t0))T · γ′(t0) = 0. (2.11)
Por outro lado, de h(γ(t)) = c em I resulta
∇h(γ(t0))T · γ′(t0) = 0. (2.12)
Tendo em vista que ∇h(γ(t0)) 6= 0, segue das equac¸o˜es (2.11) e (2.12) que existe um
λ∗ ∈ R tal que
∇f(γ(t0)) = λ∗∇h(γ(t0)).
Como podemos perceber, o Teorema 10 na˜o exigiu que p fosse um ponto regular de
f , ou seja, ∇f(p) 6= 0. Para os casos em que ∇f(p) = 0 o ponto p e´ um ponto cr´ıtico
da func¸a˜o f e tambe´m satisfaz o teorema, basta termos λ = 0. Entretanto, nesse caso,
as curvas de n´ıvel de f e h na˜o sa˜o necessariamente tangentes em p. Considere, por
exemplo, o problema de minimizar f(x, y) = x2y sujeita a h(x, y) = 2x2 + y2 − 3 = 0.
Os pontos p = (0,
√
3) e q = (0,−√3) satisfazem as condic¸o˜es de Lagrange e a curva de
n´ıvel f = 0, que passa por p e q, e´ ortogonal a` elipse que define o conjunto via´vel.
Existe uma outra maneira mais conveniente de representar as condic¸o˜es de primeira
ordem do Teorema 10. Para tanto, definimos o lagrangiano
L(x1, x2, λ) = f(x1, x2)− λ · [h(x1, x2)− c].
Assim, achar os pontos (x1, x2, λ) que satisfazem as condic¸o˜es de primeira ordem do
Teorema 10 e´ o mesmo que achar os pontos cr´ıticos do lagrangiano L, pois as derivadas
parciais de primeira ordem de L sa˜o

∂L
∂x1
(x1, x2, λ) =
∂f
∂x1
(x1, x2)− λ · ∂h
∂x1
(x1, x2) = 0,
∂L
∂x2
(x1, x2, λ) =
∂f
∂x2
(x1, x2)− λ · ∂h
∂x2
(x1, x2) = 0,
∂L
∂λ
(x1, x2, λ) = −(h(x1, x2)− c) = 0.
Obs: A rec´ıproca do teorema dos multiplicadores de Lagrange e´ falsa!
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Exemplo 16. Mostrar que (p, λ∗) = (0, 0, 0, 1) satisfaz a condic¸a˜o de primeira ordem
mas na˜o e´ um extremo de f(x, y, z) = x2 − y2 + z sujeito a` restric¸a˜o h(x, y, z) = z = 0.
Soluc¸a˜o. O ponto p verifica a condic¸a˜o de regularidade pois
∇h(x, y, z) = (0, 0, 1) 6= (0, 0, 0), ∀ (x, y, z) ∈ R3.
O lagrangiano e´ da forma
L(x, y, z, λ∗) = (x2 − y2 + z)− λ · [z − 0] = x2 − y2 + z − λz.
Assim, as condic¸o˜es de primeira ordem sa˜o


∂L
∂x
(x, y, z, λ) = 0,
∂L
∂y
(x, y, z, λ) = 0,
∂L
∂z
(x, y, z, λ) = 0,
∂L
∂λ
(x, y, z, λ) = 0,
⇒


2x = 0,
−2y = 0,
1− λ = 0,
−z = 0,
A u´nica soluc¸a˜o do sistema e´ (x, y, z, λ∗) = (0, 0, 0, 1). Avaliar a func¸a˜o
f(x, y, z) = x2 − y2 + z restrita ao conjunto via´vel h(x, y, z) = z = 0 e´ o mesmo que
avaliar a func¸a˜o f(x, y) = x2 − y2 no conjunto via´vel D = R2. Nesse caso temos que o
ponto (x, y) = (0, 0) na˜o e´ extremo local de f(x, y) = x2− y2. Para comprovar, devemos
mostrar que para toda bola aberta Br(0, 0) de centro em (0, 0) e raio r > 0, o ponto
(0, 0) na˜o e´ extremo de f em Br(0, 0) ∩ R2. De fato, seja
p1 = (0,
r
2
) e p2 = (
r
2
, 0) ∈ Br(0, 0),
temos que
f(0,
r
2
) = −r
2
4
< f(0, 0) = 0 e f(
r
2
, 0) =
r2
4
> f(0, 0) = 0,
para qualquer r > 0.
Como podemos observar, o ponto (x, y) = (0, 0) e´ um ponto de sela e, portanto, na˜o
e´ extremo local de f(x, y) = x2 − y2 no conjunto via´vel D = R2.
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2.2.2 Otimizac¸a˜o com va´rias restric¸o˜es de igualdade
Vamos agora generalizar o Teorema dos Multiplicadores de Lagrange para o caso em que
o conjunto via´vel D do problema de otimizar a func¸a˜o f , de n varia´veis, e´ constitu´ıdo de
m restric¸o˜es de igualdade. Assim, para que um ponto x ∈ Rn pertenc¸a a D e´ necessa´rio
que satisfac¸a simultaneamente todas as m restric¸o˜es:
D = {x ∈ Rn | h1(x) = c1, . . . , hm(x) = cm}.
Nesse caso o conjunto D na˜o e´ apenas uma hipersuperf´ıcie de n´ıvel, mais sim um
conjunto de n´ıvel da func¸a˜o vetorial h(x) = (h1(x), . . . , hm(x)) ∈ Rm associado ao n´ıvel
c = (c1, . . . , cm) ∈ Rm, ou seja,
D = Fc = {x ∈ Rn | h(x) = (h1(x), . . . , hm(x)) = (c1, . . . , cm) = c}.
No caso do Teorema dos Multiplicadores de Lagrange com uma restric¸a˜o de igualdade
em R2, a condic¸a˜o de regularidade ∇h(p) 6= 0 exigida garante que podemos usar o
Teorema 9 para concluir que o vetor gradiente ∇h(p) e´ perpendicular a` curva de n´ıvel
h(x) = c no ponto p. Para a demonstrac¸a˜o desse fato geome´trico e´ necessa´rio o Teorema
da Func¸a˜o Impl´ıcita, da´ı a necessidade da condic¸a˜o de regularidade. Veremos agora como
fica o caso geral do Teorema da Func¸a˜o Impl´ıcita (cf. [4, p.343]) e, consequ¨entemente,
como fica a condic¸a˜o de regularidade.
Teorema 12. (O TEOREMA DA FUNC¸A˜O IMPLI´CITA - CASO GERAL) Considere
uma func¸a˜o vetorial F : Rm+n → Rm definida por
F (x, y) = (F1(x, y), F2(x, y), . . . , Fm(x, y)),
de classe Ck com k ≥ 1, um ponto p∗ = (x∗, y∗) e o conjunto de n´ıvel
Fc = {(x, y) ∈ Rm+n | F (x, y) = c = F (x∗, y∗)}
de F que passa por p∗. Aqui x = (x1, . . . , xn), y = (y1, . . . , ym), x
∗ = (x∗1, . . . , x
∗
n) e
y∗ = (y∗1, . . . , y
∗
m). Se a matriz
DyF (p
∗) =


∂F1
∂y1
(p∗) . . .
∂F1
∂ym
(p∗)
...
. . .
...
∂Fm
∂y1
(p∗) . . .
∂Fm
∂ym
(p∗)


m×m
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e´ invers´ıvel, enta˜o existe uma func¸a˜o vetorial f : B ⊂ Rn → Rm de classe Ck definida
em uma bola aberta B de Rn tal que
(i) x∗ ∈ B,
(ii) F (x∗, f(x∗)) = c, ∀ x ∈ B,
(iii) f(x∗) = y∗ e
(iv) a matriz jacobiana de f no ponto x∗ pode ser calculada em termos da matriz jaco-
biana de F no ponto p∗ = (x∗, y∗):
Df(x∗) = −(DyF (p∗))−1 ·DxF (p∗).
Nestas condic¸o˜es, dizemos que a equac¸a˜o F (x, y) = c define implicitamente y como
uma func¸a˜o vetorial f de x em uma vizinhanc¸a do ponto p∗ = (x∗, y∗).
Como podemos perceber no Teorema 12, no caso de va´rias restric¸o˜es de igualdade,
para que o conjunto D = Fc possa ser representado pelo gra´fico de uma func¸a˜o (vetorial),
e´ suficiente que a matriz jacobiana


∇h1(p)T
...
∇hm(p)T


m×n
=


∂h1
∂x1
(p) . . .
∂h1
∂xn
(p)
...
. . .
...
∂hm
∂x1
(p) . . .
∂hm
∂xn
(p)


m×n
de h em p possua uma submatriz m × m invers´ıvel. Para garantir a existeˆncia dessa
submatriz, basta verificar se o posto da matriz jacobiana no ponto p e´ igual a m (nu´mero
de restric¸o˜es do conjunto via´vel D). Ou seja, o nu´mero de linhas na˜o-nulas da matriz
escalonada equivalente a` jacobiana no ponto p e´ igual a m.
Essas observac¸o˜es nos permitem enunciar o Teorema dos Multiplicadores de Lagrange
para o caso de va´rias restric¸o˜es em igualdade.
Teorema 13. (DOS MULTIPLICADORES DE LAGRANGE EM Rn COM m RES-
TRIC¸O˜ES) Sejam f, h1, . . . , hm func¸o˜es de classe C
1 de n varia´veis e seja p um extremo
(ma´ximo ou mı´nimo) local de f no conjunto via´vel
D = {x ∈ Rn | h1(x) = c1, . . . , hm(x) = cm}.
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Suponha que p satisfaz a seguinte condic¸a˜o de regularidade: o posto da matriz jaco-
biana
Dh(p) =


∇h1(p)T
...
∇hm(p)T


m×n
=


∂h1
∂x1
(p) . . .
∂h1
∂xn
(p)
...
. . .
...
∂hm
∂x1
(p) . . .
∂hm
∂xn
(p)


m×n
e´ igual a m (o nu´mero de restric¸o˜es). Enta˜o existem nu´meros reais λ∗1, . . . , λ
∗
m (os
multiplicadores de Lagrange) tais que

∇f(p) = λ∗1∇h1(p) + . . . + λ∗m∇hm(p),
h1(p) = c1,
...
hm(p) = cm,
isto e´, o vetor gradiente ∇f(p) e´ uma combinac¸a˜o linear dos vetores gradientes
∇h1(p), . . . ,∇hm(p) e o ponto p ∈ D. O sistema acima e´ denominado condic¸o˜es de
primeira ordem para o problema de otimizac¸a˜o. Equivalentemente, o ponto
(p, λ∗) = (p1, . . . , pn, λ
∗
1, . . . , λ
∗
m) e´ um ponto cr´ıtico do lagrangiano
L(x, λ) = f(x)− λ1 · [h1(x)− c1]− . . .− λm · [hm(x)− cm],
isto e´,
∂L
∂x1
(p, λ∗) = 0, . . . ,
∂L
∂xn
(p, λ∗) = 0,
∂L
∂λ1
(p, λ∗) = 0, . . . ,
∂L
∂λm
(p, λ∗) = 0.
Exemplo 17. Encontre o ponto p = (x∗, y∗, z∗) mais pro´ximo da origem (0, 0, 0) que
esta´ simultaneamente nos planos 3x− y + z = 5 e x + y + z = 1.
Soluc¸a˜o. Nesse caso a func¸a˜o objetivo e´ dada por F (x, y, z) =
√
x2 + y2 + z2. En-
tretanto, minimizar F e´ o mesmo que minimizar a func¸a˜o f(x, y, z) = x2 + y2 + z2.
Assim, o nosso problema de otimizac¸a˜o e´
minimizar f(x, y, z) = x2 + y2 + z2,
sujeito a h1(x, y, z) = 3x− y + z = 5,
h2(x, y, z) = x + y + z = 1.
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As func¸o˜es f , h1 e h2 sa˜o de classe C
1 pois sa˜o func¸o˜es polinomiais.
Agora vamos verificar a condic¸a˜o de regularidade, que exige que o posto da matriz
jacobiana Dh(p), com h(p) = (h1(p), h2(p)), seja igual a 2 (nu´mero de restric¸o˜es). Como
na˜o conhecemos o ponto p, precisamos garantir a regularidade para todos os pontos do
conjunto via´vel D = {(x, y, z) ∈ R3 | h1 = 5 e h2 = 1}, ilustrado na Figura 2.23. Com
isso, caso exista soluc¸a˜o para o problema de otimizac¸a˜o, com certeza ela ira´ satisfazer a
condic¸a˜o de regularidade. Note que
Dh(p) =


∂h1
∂x
(x, y, z)
∂h1
∂y
(x, y, z)
∂h1
∂z
(x, y, z)
∂h2
∂x
(x, y, z)
∂h2
∂y
(x, y, z)
∂h2
∂z
(x, y, z)

 =
[
3 −1 1
1 1 1
]
possui a seguinte forma escalonada

1 0
1
2
0 1
1
2

 ,
cujo posto e´ 2 para qualquer p ∈ R3. Desta maneira, todos os pontos do conjunto via´vel
D satisfazem a condic¸a˜o de regularidade.
Vamos procurar os pontos cr´ıticos do lagrangiano
L(x, y, z, λ1, λ2) = f(x, y, z)− λ1[h1(x, y, z)− c1]− λ2[h2(x, y, z)− c2]
= (x2 + y2 + z2)− λ1(3x− y + z − 5)− λ2(x + y + z − 1),
ou seja, os pontos que verificam as condic¸o˜es de primeira ordem, dadas por


∂L
∂x
(x, y, z, λ1, λ2) = 0,
∂L
∂y
(x, y, z, λ1, λ2) = 0,
∂L
∂z
(x, y, z, λ1, λ2) = 0,
∂L
∂λ1
(x, y, z, λ1, λ2) = 0,
∂L
∂λ2
(x, y, z, λ1, λ2) = 0.
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Portanto, temos que encontrar as soluc¸o˜es do sistema

2x− 3λ1 − λ2 = 0, (2.13)
2y + λ1 − λ2 = 0, (2.14)
2z − λ1 − λ2 = 0, (2.15)
3x− y + z = 5, (2.16)
x + y + z = 1. (2.17)
• Se y = 0, de (2.14) temos que λ2 = λ1. Mais ainda, de (2.13) x = 2λ1 e de (2.15)
temos z = λ1. Substituindo esses valores na equac¸a˜o (2.16), temos λ1 =
5
7
. Por
outro lado, substituindo na equac¸a˜o (2.17) temos λ1 =
1
3
, uma contradic¸a˜o. Logo,
na˜o existe soluc¸a˜o para o caso em que y = 0.
• Se y 6= 0, de (2.14) temos λ1 = λ2 − 2y, de (2.13) temos x = 2λ2 − 3y e de (2.15)
temos z = λ2 − y. Substituindo em (2.16) e (2.17) temos y = −2
3
e λ2 = −1
3
.
Assim, temos x =
4
3
, z =
1
3
e λ1 = 1.
Portanto, a u´nica soluc¸a˜o do sistema e´
(p, λ∗) = (x, y, z, λ1, λ2) =
(
4
3
,−2
3
,
1
3
, 1,−1
3
)
.
Como podemos verificar pela Figura 2.24, a superf´ıcie de n´ıvel
f(x, y, z) = c =
√
21
3
e´ a primeira a tocar o conjunto via´vel D, exatamente no ponto p.
Com essa observac¸a˜o, conclu´ımos que p e´ o ponto do conjunto via´vel D que esta´ mais
pro´ximo da origem (0, 0, 0). Logo, e´ a soluc¸a˜o do problema. Nesse caso na˜o podemos
usar o teorema de Weierstrass pois o conjunto via´vel D e´ uma reta e, portanto, na˜o e´
limitado. Desse modo, na˜o podemos garantir a existeˆncia dos extremos locais. De fato,
nesse caso na˜o existe nenhum ponto que maximize a distaˆncia a` origem.
2.2.3 Otimizac¸a˜o com va´rias restric¸o˜es de desigualdade
Ate´ agora, nesta sec¸a˜o, vimos apenas problemas com restric¸o˜es de igualdade, nos quais
o conjunto via´vel D era constitu´ıdo por uma ou por va´rias “hipersuperf´ıcies” de n´ıvel.
Para encontrar os candidatos a pontos de ma´ximo ou pontos de mı´nimo, bastava calcular
os pontos cr´ıticos do lagrangiano correspondente. Entretanto, a grande maioria dos
problemas pra´ticos sa˜o modelados com restric¸o˜es de desigualdade, ou seja,
D = {x ∈ Rn | g1(x) ≤ b1, . . . , gk(x) ≤ bk}.
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Figura 2.23: O conjunto via´vel D
e´ a reta de equac¸a˜o parame´trica
(x, y, z) =
(
3
2
− 1
2
t,−1
2
− 1
2
t, t
)
,
t ∈ R resultante da intersec¸a˜o dos
planos h1 = 5 e h2 = 1.
Figura 2.24: O ponto mais pro´ximo da
origem e que pertence ao conjunto via´vel D
e´ p =
(
4
3
,−2
3
, 1
3
)
.
Vamos comec¸ar com um caso simples, que e´ o de maximizar uma func¸a˜o f em R2,
onde o conjunto via´vel possui apenas uma restric¸a˜o de desigualdade:
maximizar f(x1, x2),
sujeito a (x1, x2) ∈ D = {(x1, x2) ∈ R2 | g(x1, x2) ≤ b}.
Caso p seja soluc¸a˜o do problema de otimizac¸a˜o, isto e´, p e´ o ponto que maximiza f
no conjunto via´vel D, temos duas possibilidades: p esta´ na fronteira do conjunto via´vel
D (g(p) = b), ou, p esta´ no interior do conjunto via´vel D (g(p) < b).
(i) Se g(p) = b, dizemos que a restric¸a˜o g esta´ ativa no ponto p. Geometricamente,
significa dizer que o ponto p esta´ na fronteira do conjunto via´vel D. Enta˜o, estamos
em um caso parecido com a otimizac¸a˜o com uma restric¸a˜o de igualdade, valendo
a ide´ia do Teorema dos Multiplicadores de Lagrange de que se p e´ um ponto de
ma´ximo de f em D enta˜o os gradientes de f e g sa˜o paralelos nesse ponto. Logo,
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existe um nu´mero real µ∗ tal que
∇f(p) = µ∗ · ∇g(p).
Ha´, no entanto, uma pequena diferenc¸a. Como o ponto de ma´ximo esta´ na fron-
teira, e na˜o no interior de D, temos que o gradiente de f no ponto p tem que
apontar para “fora”da regia˜o D, afinal, quando na˜o nulo, ele fornece a direc¸a˜o de
maior crescimento da f no ponto. O gradiente da g no ponto p tambe´m fornece
a direc¸a˜o de maior crescimento desta func¸a˜o no ponto. Como dentro do conjunto
via´vel temos que g(p) < b e na fronteira temos g(p) = b, logo ∇g(p) tambe´m
aponta para fora da regia˜o D. Assim, ∇g(p) e ∇f(p), ale´m de serem paralelos,
teˆm o mesmo sentido: os dois apontam para “fora”da regia˜o via´vel, o que implica
que µ∗ e´ um nu´mero na˜o-negativo,
µ∗ ≥ 0.
A condic¸a˜o de regularidade permanece a mesma nesse caso:
∇g(p) 6= 0.
Em s´ıntese, se a restric¸a˜o g esta´ ativa no ponto p, temos


∇f(p) = µ∗∇g(p),
µ∗ ≥ 0,
g(p) = b.
(ii) Se g(p) < b, dizemos que a restric¸a˜o g na˜o esta´ ativa em p, Geometricamente,
significa dizer que o ponto p esta´ no interior do conjunto via´vel D. Enta˜o estamos
em um caso de otimizac¸a˜o sem restric¸a˜o e podemos aplicar a regra de Fermat, pois
p e´ um ponto cr´ıtico de f no interior do conjunto via´vel D, ou seja,
∇f(p) = 0.
Em s´ıntese, se a restric¸a˜o g na˜o esta´ ativa no ponto p temos
{
∇f(p) = 0,
g(p) < b.
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Podemos unificar as duas possibilidades discutidas pela equac¸a˜o µ∗ · [g(p) − b] = 0,
denominada condic¸o˜es de complementaridade. As soluc¸o˜es dessa equac¸a˜o sa˜o µ∗ = 0 ou
g(p) = b. Se µ∗ = 0 temos ∇f(p) = µ∗ · ∇g(p) = 0 · ∇g(p) = 0, isto e´, p e´ um ponto
cr´ıtico de f e os dois casos podem ocorrer: g(p) < b ou g(p) = b. Se g(p) < b enta˜o a
restric¸a˜o g na˜o esta´ ativa no ponto p. Se pore´m, g(p) = b, enta˜o estamos considerando
o caso particular em que p e´ um ponto cr´ıtico de f na fronteira do conjunto via´vel D.
Por outro lado, se µ∗ > 0 temos g(p) = b, isto e´, a restric¸a˜o g esta´ ativa em p e portanto
vale ∇f(p) = µ∗ · ∇g(p), com µ∗ > 0. E´ importante destacar que na˜o se pode esquecer
da condic¸a˜o de regularidade para os casos em que g(p) = b.
O pro´ximo teorema generaliza essa ide´ia para o caso em que f e´ uma func¸a˜o de n
varia´veis sujeita a va´rias restric¸o˜es de desigualdade.
Teorema 14. (DE KARUSH-KUHN-TUCKER EM Rn COM k RESTRIC¸O˜ES DE
DESIGUALDADE) Sejam f, g1, . . . , gk func¸o˜es de classe C
1 de n varia´veis definidas em
um aberto de Rn e seja p ∈ Rn um ma´ximo local de f no conjunto via´vel
D = {x | g1(x) ≤ b1, . . . , gk(x) ≤ bk},
onde x = (x1, . . . , xn). Caso haja restric¸o˜es ativas em p, vamos renomea´-las de forma
que as ativas sejam as l primeiras g1, . . . , gl. Suponha que p satisfac¸a a seguinte condic¸a˜o
de regularidade: o posto da matriz jacobiana


∇g1(p)
...
∇gl(p)


l×n
=


∂g1
∂x1
(p) . . .
∂g1
∂xn
(p)
...
. . .
...
∂gl
∂x1
(p) . . .
∂gl
∂xn
(p)


l×n
e´ igual a l (o nu´mero de restric¸o˜es ativas em p). Enta˜o existem nu´meros reais µ∗1, . . . , µ
∗
k
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(os multiplicadores de Lagrange) tais que

∂L
∂x1
(p, µ∗) = 0, . . . ,
∂L
∂xn
(p, µ∗) = 0,
µ∗1 · [g1(p)− b1] = 0,
...
µ∗k · [gk(p)− bk] = 0,
µ∗1 ≥ 0,
...
µ∗k ≥ 0,
g1(p) ≤ b1,
...
gk(p) ≤ bk,
onde µ∗ = (µ∗1, . . . , µ
∗
k) e L e´ o lagrangiano
L(x, µ) = f(x)− µ∗1 · [g1(p)− b1]− . . .− µ∗k · [gk(p)− bk].
Observe que as condic¸o˜es g1(p) ≤ b1, . . . , gk(p) ≤ bk sa˜o equivalentes a`s condic¸o˜es
∂L
∂µ∗1
(p, µ∗) ≥ 0, . . . , ∂L
∂µ∗k
(p, µ∗) ≥ 0.
Este sistema constitui as condic¸o˜es de otimalidade de primeira ordem para o ponto
de ma´ximo (local) p.
Como podemos observar, a condic¸a˜o de regularidade envolve apenas as restric¸o˜es
que esta˜o ativas. Logo, sa˜o tratadas do mesmo modo que tratamos as restric¸o˜es em
igualdade no Teorema 13, ou seja, o posto da matriz jacobiana formada pelos gradientes
das restric¸o˜es ativas deve ser completo.
Exemplo 18. Resolva o seguinte problema de otimizac¸a˜o
maximizar f(x, y) = (x + 2)2 + (y − 3)2 + 3,
sujeito a g(x, y) = (x− 1)2 + (y − 1)2 ≤ 13.
Soluc¸a˜o. Primeiro, vamos verificar as hipo´teses do Teorema 14. A primeira exige que
as func¸o˜es f e g sejam de classe C1. De fato, elas sa˜o, pois, sa˜o func¸o˜es polinomiais.
A segunda hipo´tese e´ a condic¸a˜o de regularidade, que exige que o gradiente de g seja
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diferente de zero para cada soluc¸a˜o do problema de otimizac¸a˜o para o qual a restric¸a˜o
g esta´ ativa, isto e´, para todo (x, y) ∈ R2 tal que g(x, y) = (x − 1)2 + (y − 1)2 = 13.
Vamos mostrar que o ∇g 6= 0 para todos os pontos do conjunto via´vel para os quais a
restric¸a˜o g esta´ ativa. Com isso, caso exista soluc¸a˜o, certamente vai satisfazer a condic¸a˜o
de regularidade. Assim, como
∇g(x, y) =
(
∂g
∂x
(x, y),
∂g
∂y
(x, y)
)
= (2x− 2, 2y − 2),
∇g = (0, 0) apenas no ponto (1, 1) e a restric¸a˜o g na˜o esta´ ativa nesse ponto. Segue que
∇g(x, y) 6= 0 para todo ponto em que a restric¸a˜o g esta´ ativa.
Agora vamos procurar as soluc¸o˜es para o problema de otimizac¸a˜o. Para isso, vamos
escrever o lagrangiano e as condic¸o˜es de primeira ordem:
L(x, y, µ) = f(x, y)−µ · [g(x, y)− b] = (x+2)2 +(y−3)2 +3−µ · [(x−1)2 +(y−1)2−13]

∂L
∂x
(x, y, µ) = 0,
∂L
∂y
(x, y, µ) = 0,
µ · [g(x, y)− b] = 0,
µ ≥ 0,
g(x, y) ≤ b,
ou seja,


2(x + 2)− 2µ(x− 1) = 0, (2.18)
2(y − 3)− 2µ(y − 1) = 0, (2.19)
µ · [(x− 1)2 + (y − 1)2 − 13] = 0, (2.20)
µ ≥ 0, (2.21)
(x− 1)2 + (y − 1)2 ≤ 13. (2.22)
Da relac¸a˜o (2.21) temos,
µ = 0 ou µ > 0.
Se µ = 0, de (2.18) e (2.19) temos x = −2 e y = 3, que verificam a relac¸a˜o (2.22).
Assim,
(x, y, µ) = (−2, 3, 0),
satisfaz a condic¸a˜o de primeira ordem. Por outro lado, se µ > 0, e´ fa´cil ver que devemos
ter µ 6= 1. De fato, se µ = 1 na equac¸a˜o (2.18), temos
2(x + 2)− 2µ(x− 1) = 2x + 4− 2x + 2 = 6 6= 0.
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Agora, uma vez que µ 6= 1, de (2.18), (2.19) e (2.20) temos
x =
−µ− 2
1− µ , y =
3− µ
1− µ e (x− 1)
2 + (y − 1)2 − 13 = 0.
Substituindo o valor de x e y em func¸a˜o de µ na equac¸a˜o (x−1)2 +(y−1)2−13 = 0,
temos
13µ2 − 26µ = 0, cuja, soluc¸a˜o sa˜oµ′ = 0 e µ′′ = 2.
Para µ = 2, temos x = 4 e y = −1. Portanto, o ponto que satisfaz as condic¸o˜es de
primeira ordem, para µ > 0 e´
(x, y, µ) = (4,−1, 2).
Observe que para µ = 0 obtemos a mesma soluc¸a˜o anteriormente encontrada.
Nesse caso, podemos aplicar o teorema de Weierstrass, pois a func¸a˜o f e´ cont´ınua
(classe C1) e o conjunto via´vel e´ compacto (pois e´ um disco de centro em (1, 1) e raio√
13, Figura 2.25), que garante a existeˆncia de ma´ximos e mı´nimos globais de f no
conjunto via´vel. Desta maneira, os pontos de ma´ximo do problema de otimizac¸a˜o sa˜o
um dos dois candidatos (−2, 3) e (4,−1). Para determina´-los, basta calcular o valor da
func¸a˜o f nestes pontos e selecionar o de maior valor.
Figura 2.25: O ponto (x, y) = (4,−1) e´ o ponto de ma´ximo global de
f(x, y) = (x + 2)2 + (y − 3)2 + 3 sujeita a restric¸a˜o g(x, y) = (x−1)2+(y−1)2 ≤ 13.
Como f(−2, 3) = 3, e f(4,−1) = 55, podemos concluir que o ponto
de ma´ximo global de f(x, y) = (x + 2)2 + (y − 3)2 + 3, sujeita a restric¸a˜o
g(x, y) = (x− 1)2 + (y − 1)2 ≤ 13, e´ (4,−1).
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Na Figura 2.25 visualizamos o disco que constitui o conjunto via´vel D e a superf´ıcie
gra´fico da func¸a˜o objetivo para os pontos de D.
Exemplo 19. Resolver o problema de otimizac¸a˜o que consiste em
maximizar f(x, y, z) = x + y + 50z,
sujeito a g¯1(x, y, z) = z − x2 − y2 + 4 ≥ 0,
g¯2(x, y, z) = z + x
2 + y2 − 4 ≤ 0,
g¯3(x, y, z) = x ≥ 0,
g¯4(x, y, z) = y ≥ 0.
Soluc¸a˜o. Para que possamos resolver esse problema de otimizac¸a˜o sera´ necessa´rio re-
formula´-lo, pois como podemos observar no Teorema 14, o conjunto via´vel do problema
envolvido e´ formado apenas por desigualdades na forma ≤. Mas, caso alguma desigual-
dade esteja na forma ≥ e´ fa´cil modifica´-la, multiplicando por −1. Assim, reescrevendo
o problema de otimizac¸a˜o temos,
maximizar f(x, y, z) = x + y + 50z,
sujeito a g1(x, y, z) = −z + x2 + y2 − 4 ≤ 0,
g2(x, y, z) = z + x
2 + y2 − 4 ≤ 0,
g3(x, y, z) = −x ≤ 0,
g4(x, y, z) = −y ≤ 0.
Agora, vamos verificar as hipo´teses do teorema. A primeira exige que as func¸o˜es f e
gk, para k = 1, . . . , 4, sejam de classe C
1 e de fato sa˜o, pois, sa˜o func¸o˜es polinomiais. A
segunda hipo´tese e´ a condic¸a˜o de regularidade, que exige que o posto da matriz formada
pelos vetores gradientes das restric¸o˜es que esta˜o ativas na soluc¸a˜o do problema deve ser
completo. Como a soluc¸a˜o do problema na˜o e´ conhecida a priori, vamos mostrar que
todos os pontos do conjunto via´vel satisfazem a condic¸a˜o de regularidade. O problema
e´ que, dependendo do ponto, apenas uma, ou duas, ou ate´ mesmo treˆs restric¸o˜es estara˜o
ativas. Nesse caso, como garantir a condic¸a˜o de regularidade para todos os pontos do
conjunto via´vel?
Com o gra´fico do conjunto via´vel (Figura 2.26) fica fa´cil identificar, geometricamente,
quais sa˜o os pontos com apenas uma, duas, treˆs ou quatro restric¸o˜es ativas. Por exemplo,
os pontos onde esta´ ativa apenas a restric¸a˜o g2 pertencem a` porc¸a˜o do parabolo´ide
no primeiro octante, em verde. Por outro lado, os pontos onde esta˜o ativas g1 e g2
58
Figura 2.26: Conjunto via´vel do Exemplo 19
pertencem a` intersecc¸a˜o dos dois parabolo´ides (verde e azul), representada por um setor
de circunfereˆncia de centro em (0, 0) e raio 2, que se encontra no primeiro quadrante do
plano xy. Podemos observar tambe´m, nesta mesma figura, que na˜o existe nenhum ponto
onde as quatro restric¸o˜es esta˜o ativas, isto e´, na˜o existe nenhum ponto que pertence a
intersecc¸a˜o das quatro regio˜es. Assim, vamos verificar caso a caso.
1. Uma u´nica restric¸a˜o ativa, temos quatro casos:
(a) Se g1(x, y, z) = 0 temos
[
(∇g1(x, y, z))T
]
=
[
2x 2y −1
]
,
com posto 1.
(b) Se g2(x, y, z) = 0 temos
[
(∇g2(x, y, z))T
]
=
[
2x 2y 1
]
,
com posto 1.
(c) Se g3(x, y, z) = 0 temos
[
(∇g3(x, y, z))T
]
=
[
−1 0 0
]
,
com posto 1.
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(d) Se g4(x, y, z) = 0 temos[
(∇g4(x, y, z))T
]
=
[
0 −1 0
]
,
com posto 1.
2. Com duas restric¸o˜es ativas, temos seis casos
(a) Se g1(x, y, z) = 0 e g2(x, y, z) = 0 temos[
(∇g1(x, y, z))T
(∇g2(x, y, z))T
]
=
[
2x 2y −1
2x 2y 1
]
,
com posto 2, pois (x, y) 6= (0, 0) para g1(x, y, z) = 0 e g2(x, y, z) = 0 simul-
taneamente.
(b) Se g1(x, y, z) = 0 e g3(x, y, z) = 0 temos[
(∇g1(x, y, z))T
(∇g3(x, y, z))T
]
=
[
2x 2y −1
−1 0 0
]
,
com posto 2.
(c) Se g1(x, y, z) = 0 e g4(x, y, z) = 0 temos[
(∇g1(x, y, z))T
(∇g4(x, y, z))T
]
=
[
2x 2y −1
0 −1 0
]
,
com posto 2.
(d) Se g2(x, y, z) = 0 e g3(x, y, z) = 0 temos[
(∇g2(x, y, z))T
(∇g3(x, y, z))T
]
=
[
2x 2y 1
−1 0 0
]
,
com posto 2.
(e) Se g2(x, y, z) = 0 e g4(x, y, z) = 0 temos[
(∇g2(x, y, z))T
(∇g4(x, y, z))T
]
=
[
2x 2y 1
0 −1 0
]
,
com posto 2.
(f) Se g3(x, y, z) = 0 e g4(x, y, z) = 0 temos[
(∇g3(x, y, z))T
(∇g4(x, y, z))T
]
=
[
−1 0 0
0 −1 0
]
,
com posto 2.
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3. Com treˆs restric¸o˜es ativas, temos quatro casos
(a) Se g1(x, y, z) = 0, g2(x, y, z) = 0 e g3(x, y, z) = 0 temos

(∇g1(x, y, z))T
(∇g2(x, y, z))T
(∇g3(x, y, z))T

 =


2x 2y −1
2x 2y 1
−1 0 0

 ,
com posto 3, pois (x, y) 6= (0, 0) para g1, g2 e g3 ativas simultaneamente.
(b) Se g1(x, y, z) = 0, g2(x, y, z) = 0 e g4(x, y, z) = 0 temos

(∇g1(x, y, z))T
(∇g2(x, y, z))T
(∇g4(x, y, z))T

 =


2x 2y −1
2x 2y 1
0 −1 0

 ,
com posto 3, pois (x, y) 6= (0, 0) para g1, g2 e g4 ativas simultaneamente.
(c) Se g1(x, y, z) = 0, g3(x, y, z) = 0 e g4(x, y, z) = 0 temos

(∇g1(x, y, z))T
(∇g3(x, y, z))T
(∇g4(x, y, z))T

 =


2x 2y −1
−1 0 0
0 −1 0

 ,
com posto 3.
(d) Se g2(x, y, z) = 0, g3(x, y, z) = 0 e g4(x, y, z) = 0 temos

(∇g2(x, y, z))T
(∇g3(x, y, z))T
(∇g4(x, y, z))T

 =


2x 2y 1
−1 0 0
0 −1 0

 ,
com posto 3.
4. Na˜o existe nenhum ponto com quatro restric¸o˜es ativas. De fato, se g1(x, y, z) = 0,
g2(x, y, z) = 0, g3(x, y, z) = 0 e g4(x, y, z) = 0 ter´ıamos x = 0, y = 0 e simultanea-
mente z = 4 e z = −4, um absurdo.
Assim, todos os pontos do conjunto via´vel satisfazem a condic¸a˜o de regularidade.
Agora vamos procurar as soluc¸o˜es para o problema de otimizac¸a˜o. Para isso, vamos
escrever o lagrangiano e as condic¸o˜es de primeira ordem.
L(x, y, z, µ1, µ2, µ3, µ4) = f(x, y, z) − µ1 · [g1(x, y, z)− b1]
− µ2 · [g2(x, y, z)− b2]
− µ3 · [g3(x, y, z)− b3]
− µ4 · [g4(x, y, z)− b4]
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L(x, y, z, µ1, µ2, µ3, µ4) = x+y+50z−µ1(−z+x2+y2−4)−µ2(z+x2+y2−4)+µ3x+µ4y.
Assim, as condic¸o˜es de primeira ordem sa˜o

1− 2µ1x− 2µ2x + µ3 = 0, (2.23)
1− 2µ1y − 2µ2y + µ4 = 0, (2.24)
50 + µ1 − µ2 = 0, (2.25)
µ1 · [−z + x2 + y2 − 4] = 0, (2.26)
µ2 · [z + x2 + y2 − 4] = 0, (2.27)
µ3x = 0, (2.28)
µ4y = 0, (2.29)
µ1 ≥ 0, (2.30)
µ2 ≥ 0, (2.31)
µ3 ≥ 0, (2.32)
µ4 ≥ 0, (2.33)
z − x2 − y2 + 4 ≥ 0, (2.34)
−z − x2 − y2 + 4 ≥ 0, (2.35)
x ≥ 0, (2.36)
y ≥ 0. (2.37)
Como a func¸a˜o objetivo f e´ de classe C1, logo e´ cont´ınua, e o conjunto via´vel e´
compacto (ver Figura 2.26), isto e´, limitado e fechado, e na˜o-vazio, pelo Teorema 1
(Weierstrass) podemos garantir a existeˆncia de pontos de ma´ximo e mı´nimo da func¸a˜o
f no conjunto via´vel. Ja´ o Teorema 14 garante que qualquer soluc¸a˜o desse problema de
otimizac¸a˜o deve satisfazer o sistema associado a`s condic¸o˜es de primeira ordem. Assim,
precisamos determinar as soluc¸o˜es do sistema (2.23) - (2.37).
Das condic¸o˜es (2.23) e (2.24) temos
x 6= 0 e y 6= 0.
De fato, se x = 0, da condic¸a˜o (2.23) temos que µ3 = −1, contradizendo a
condic¸a˜o (2.32). Da mesma maneira, pela condic¸a˜o (2.24), se y = 0 temos que µ4 = −1,
contradizendo a condic¸a˜o (2.33), logo x e y sa˜o diferentes de zero. Assim, pelas condic¸o˜es
(2.28) e (2.29) temos que
µ3 = µ4 = 0. (2.38)
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Como x e y sa˜o diferentes de zero e µ3 e µ4 sa˜o iguais a zero, pelas condic¸o˜es (2.23),
(2.24) e (2.25) temos
µ1 =
1− 2µ2x
2x
=
1− 2µ2y
2y
= −50 + µ2,
de onde podemos concluir que
x = y. (2.39)
Um erro grave, frequ¨entemente cometido ao resolver o sistema associado a`s condic¸o˜es
de primeira ordem, e´ o de dividir uma determinada equac¸a˜o por uma expressa˜o sem
se preocupar se essa expressa˜o e´ diferente de zero ou na˜o. Como podemos perceber
nesse caso, primeiro foi necessa´rio garantir que x e y eram diferentes de zero para enta˜o
podermos isolar µ1 nas condic¸o˜es (2.23) e (2.24). Caso na˜o seja poss´ıvel garantir, por
exemplo, que x 6= 0, enta˜o, e´ necessa´rio separar o estudo em dois casos: x = 0 e x 6= 0.
Prosseguindo a ana´lise, de (2.30) temos dois casos
µ1 = 0 ou µ1 > 0.
Se µ1 = 0, das condic¸o˜es (2.23), (2.25) e de (2.38) temos
µ2 = 50 e x = y =
1
100
.
Como µ2 6= 0, pela condic¸a˜o (2.27) temos
z + x2 + y2 − 4 = 0 e, consequentemente, z = 39998
10000
.
Assim,
(x, y, z, µ1, , µ2, µ3, µ4) =
(
1
100
,
1
100
,
39998
10000
, 0, 50, 0, 0
)
e´ o u´nico ponto que satisfaz o sistema para o caso µ1 = 0.
Por outro lado, se µ1 > 0, pela condic¸a˜o (2.26) temos que −z + x2 + y2 − 4 = 0 e, de
(2.39),
z = 2x2 − 4. (2.40)
Da condic¸a˜o (2.31) temos, tambe´m, dois casos
µ2 = 0 ou µ2 > 0.
Se µ2 = 0, substituindo na condic¸a˜o (2.25), temos que µ1 = −50, o que contradiz
(2.30). Logo na˜o ha´ soluc¸a˜o do sistema para µ2 = 0.
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Se µ2 > 0, pela condic¸a˜o (2.27) temos z = −2x2 + 4. Por outro lado, pela equac¸a˜o
(2.40) temos z = 2x2 − 4. Logo, a u´nica soluc¸a˜o e´
z = 0,
o que implica que
x = y =
√
2,
pois o caso em que x = y = −√2 na˜o satisfaz as condic¸o˜es (2.36) e (2.37). Assim, pelas
condic¸o˜es (2.23) e (2.25), lembrando que µ3 = 0, temos
µ1 =
1− 100√2
4
√
2
e µ2 =
1 + 100
√
2
4
√
2
,
o que na˜o conve´m pois µ1 deveria ser positivo.
Como foi dito anteriormente, a soluc¸a˜o do problema de otimizac¸a˜o esta´ entre as
soluc¸o˜es do sistema associado a`s condic¸o˜es de primeira ordem, logo o u´nico ponto (x, y, z)
que satisfaz o sistema e´
(
1
100
, 1
100
, 39998
10000
)
, que maximiza a func¸a˜o
f(x, y, z) = x + y + 50z, dentre todos os pontos que satisfazem as restric¸o˜es
z − x2 − y2 + 4 ≥ 0, z + x2 + y2 − 4 ≤ 0, x ≥ 0 e y ≥ 0, sendo (0, 50, 0, 0) o vetor
dos multiplicadores o´timos.
2.2.4 Otimizac¸a˜o com restric¸o˜es mistas
Agora vamos estabelecer o resultado geral, para problemas com restric¸o˜es de igualdade
e de desigualdade, que e´ a unificac¸a˜o dos Teoremas 13 e 14.
Teorema 15. (DE KARUSH-KUHN-TUCKER (KKT)) Sejam f, h1, . . . , hm, g1, . . . , gk
func¸o˜es de classe C1 de n varia´veis definidas em um aberto de Rn e seja p ∈ Rn um
ponto de ma´ximo local de f no conjunto via´vel
D = {x = (x1, . . . , xn) | h1(x) = c1, . . . , hm(x) = cm, g1(x) ≤ b1, . . . , gk(x) ≤ bk},
formado com m restric¸o˜es em igualdade e k restric¸o˜es em desigualdade. Caso haja
restric¸o˜es de desigualdade ativas em p, vamos renomea´-las de forma que as ativas sejam
as l primeiras g1, . . . , gl. Suponha que p satisfaz a seguinte condic¸a˜o de regularidade: o
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posto da matriz jacobiana


∇h1(p)
...
∇hm(p)
∇g1(p)
...
∇gl(p)


(m+l)×n
=


∂h1
∂x1
(p) . . .
∂h1
∂xn
(p)
...
. . .
...
∂hm
∂x1
(p) . . .
∂hm
∂xn
(p)
∂g1
∂x1
(p) . . .
∂g1
∂xn
(p)
...
. . .
...
∂gl
∂x1
(p) . . .
∂gl
∂xn
(p)


(m+l)×n
e´ igual a m + l (o nu´mero de restric¸o˜es ativas em p). Considere o lagrangiano
L(x, λ, µ) = f(x) − λ1 · [h1(p)− c1]− . . .− λm · [hm(p)− cm]
− µ1 · [g1(p)− b1]− . . .− µk · [gk(p)− bk].
Enta˜o existem nu´meros reais λ∗1, . . . , λ
∗
m, µ
∗
1, . . . , µ
∗
k (os multiplicadores de
Lagrange) tais que 

∂L
∂x1
(p, µ∗) = 0, . . . ,
∂L
∂xn
(p, µ∗) = 0,
h1(p) = c1,
...
hm(p) = cm,
µ∗1 · [g1(p)− b1] = 0,
...
µ∗k · [gk(p)− bk] = 0,
µ∗1 ≥ 0,
...
µ∗k ≥ 0,
g1(p) ≤ b1,
...
gk(p) ≤ bk.
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Este sistema constitui as condic¸o˜es de otimalidade de primeira ordem para o ponto
de ma´ximo (local) p.
Exemplo 20. Resolver o problema de otimizac¸a˜o que consiste em
minimizar f(x, y, z) = −2x− y − 2z,
sujeito a x + 2y + z = 1,
x2 + y2 ≤ 1.
Soluc¸a˜o. Para que possamos aplicar o Teorema 15, precisamos ter um problema de
maximizac¸a˜o. Como vimos, para mudar um problema de mimimizac¸a˜o para um problema
de maximizac¸a˜o basta trocar a func¸a˜o objetivo f por −f . Enta˜o, a forma padra˜o do
problema e´
maximizar −f(x, y, z) = 2x + y + 2z,
sujeito a h(x, y, z) = x + 2y + z = 1,
g(x, y, z) = x2 + y2 ≤ 1.
Agora, precisamos testar as hipo´teses do teorema. As func¸o˜es f , g e h sa˜o de classe C1,
pois sa˜o func¸o˜es polinomiais. Precisamos tambe´m verificar a condic¸a˜o de regularidade,
que exige que o posto da matriz formada pelos vetores gradientes das restric¸o˜es que esta˜o
ativas na soluc¸a˜o do problema deve ser ma´ximo. Como sa˜o justamente as soluc¸o˜es do
problema que estamos procurando, precisamos mostrar que todos os pontos do conjunto
via´vel satisfazem a condic¸a˜o de regularidade.
Como podemos verificar nas Figuras 2.27 e 2.28 o conjunto via´vel e´ um disco el´ıptico
resultante da intersecc¸a˜o do cilindro x2 + y2 ≤ 1 e do plano x + 2y + z = 1. Logo, vemos
pelas figuras que todos os pontos no interior do disco el´ıptico esta˜o ativos apenas para a
restric¸a˜o h = 1. Por outro lado, os pontos que esta˜o na fronteira do disco el´ıptico esta˜o
ativos tanto na restric¸a˜o h = 1 como na restric¸a˜o g = 1. Portanto precisamos mostrar
que a condic¸a˜o de regularidade e´ satisfeita para esses dois casos.
1. Quando apenas a restric¸a˜o h = 1 esta´ ativa, queremos que[
(∇h(x, y, z))T
]
=
[
1 2 1
]
tenha posto 1, o que e´ evidentemente verificado.
2. Quando as duas restric¸a˜o h = 1 e g = 1 esta˜o ativas, queremos que[
(∇h(x, y, z))T
(∇g(x, y, z))T
]
=
[
1 2 1
2x 2y 0
]
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Figura 2.27: Representac¸a˜o das restri-
c¸o˜es h = 1, g ≤ 1 e do conjunto via´vel
(superf´ıcie com o trac¸ado mais forte).
Figura 2.28: Conjunto via´vel e´ um
disco el´ıptico resultante da intersecc¸a˜o
do cilindro x2 + y2 ≤ 1 e do plano
x + 2y + z = 1.
tenha posto 2 para qualquer ponto do R3 que esta˜o ativos no conjunto via´vel. Como
essa condic¸a˜o satisfaz para qualquer ponto do R3 diferente de (0, 0, z) e como estes
pontos na˜o esta˜o ativo no conjunto via´vel, uma vez que, g(0, 0, z) = 0 6= 1, enta˜o
a matriz possui posto 2 para qualquer ponto do conjunto via´vel.
Agora, vamos montar o sistema das condic¸o˜es de primeira ordem. Note que o la-
grangiano associado e´
L(x, y, z, λ, µ) = f(x, y, z)− λ[h(x, y, z)− c]− µ[g(x, y, z)− b]
= (2x + y + 2z)− λ(x + 2y + z − 1)− µ(x2 + y2 − 1).
Portanto, as condic¸o˜es de primeira ordem sa˜o
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

∂L
∂x
(x, y, z, λ, µ) = 0,
∂L
∂y
(x, y, z, λ, µ) = 0,
∂L
∂z
(x, y, z, λ, µ) = 0,
h(x, y, z) = c,
µ[g(x, y, z)− b] = 0,
µ ≥ 0,
g(x, y, z) ≤ b,
o que e´ equivalente a


2− λ− 2µx = 0, (2.41)
1− 2λ− 2µy = 0, (2.42)
2− λ = 0, (2.43)
x + 2y + z = 1, (2.44)
µ[x2 + y2 − 1] = 0, (2.45)
µ ≥ 0, (2.46)
x2 + y2 ≤ 1. (2.47)
Pela condic¸a˜o (2.43) temos λ = 2. Substituindo o valor de λ nas condic¸o˜es (2.41) e
(2.42) encontramos, 2µx = 0 e 2µy = −3. Ja´ pela condic¸a˜o (2.46), temos duas opc¸o˜es
para µ: µ = 0 ou µ > 0. Quando µ = 0, enta˜o 2µy = 0 6= −3, o que e´ uma contradic¸a˜o.
Assim podemos concluir que
µ > 0, x = 0 e y =
−3
2µ
< 0.
Como µ 6= 0 e y < 0, da condic¸a˜o (2.45) podemos concluir que
x2 + y2 − 1 = 0. Logo y = −1 e − 1 = −3
2µ
, ou seja, µ =
3
2
.
Por fim, pela condic¸a˜o (2.44) temos z = 3. Assim, o u´nico ponto que satisfaz as
condic¸o˜es de primeira ordem e´
(x, y, z, λ, µ) =
(
0,−1, 3, 2, 3
2
)
.
68
Como o conjunto via´vel e´ compacto (Figura 2.28), pelo Teorema 1 de Weierstrass
podemos garantir a existeˆncia de um maximizador global da func¸a˜o objetivo −f(x, y, z)
no conjunto via´vel. Ale´m disso, pelo Teorema 15, qualquer soluc¸a˜o do problema de
otimizac¸a˜o e´ tambe´m soluc¸a˜o do sistema associado a`s condic¸o˜es de primeira ordem (vale
apenas ressaltar a importaˆncia da condic¸a˜o de regularidade, pois e´ ela que sustenta essa
afirmac¸a˜o). Portanto, como existe um u´nico ponto que satisfaz as condic¸o˜es de primeira
ordem, ele e´ soluc¸a˜o do problema de otimizac¸a˜o, isto e´, o ponto (x, y, z) = (0,−1, 3),
dentre todos os pontos do R3 que satisfazem as restric¸o˜es x + 2y + z = 1 e x2 + y2 ≤ 1,
e´ o que maximiza a func¸a˜o −f(x, y, z) = 2x + y + 2z.
Para finalizar este cap´ıtulo, vamos usar o Teorema 15 para resolver o Problema 1,
isto e´,
minimizar S(y, z) = ay + 2az + 2yz,
sujeito a yz =
v
a
,
y ≥ 0,
z ≥ 0.
Soluc¸a˜o. Como vimos, no exemplo anterior, para que possamos aplicar o teorema
precisamos ter um problema de maximizac¸a˜o com as restric¸o˜es de desigualdade na forma
≤, enta˜o a forma padra˜o desse problema e´
maximizar S∗(y, z) = −ay − 2az − 2yz,
sujeito a h(y, z) = yz =
v
a
,
g1(y, z) = −y ≤ 0,
g2(y, z) = −z ≤ 0.
Agora, vamos verificar as hipo´teses do teorema. A primeira exige que as func¸o˜es S∗,
h, g1 e g2 sejam de classe C
1. De fato, elas sa˜o, pois sa˜o func¸o˜es polinomiais. A segunda
e´ a condic¸a˜o de regularidade que exige que o posto da matriz formada pelos vetores
gradientes das restric¸o˜es que esta˜o ativas na soluc¸a˜o do problema deve ser completo.
Como podemos observar pela Figura 2.29, a u´nica restric¸a˜o ativa no conjunto via´vel e´
h =
v
a
. Assim, temos que [
(∇h(y, z))T
]
=
[
z y
]
tem posto 1 para qualquer ponto diferente da origem. Como ela na˜o pertence ao conjunto
via´vel, conclu´ımos que a condic¸a˜o de regularidade esta´ satisfeita para qualquer ponto do
conjunto via´vel.
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Agora, vamos montar o sistema das condic¸o˜es de primeira ordem. Considere o la-
grangiano associado
L(y, z, λ, µ1, µ2) = S
∗(y, z)− λ[h(y, z)− c]− µ1[g1(y, z)− b]− µ2[g2(y, z)− d]
= (ay + 2az + 2yz)− λ(yz − v
a
)− µ1(−y)− µ2(−z).
Enta˜o as condic¸o˜es de primeira ordem sa˜o

∂L
∂y
(y, z, λ, µ1, µ2) = 0,
∂L
∂z
(y, z, λ, µ1, µ2) = 0,
h(y, z) = c,
µ1[g1(y, z)− b] = 0,
µ2[g2(y, z)− d] = 0,
µ1 ≥ 0,
µ2 ≥ 0,
g1(y, z) ≤ b,
g2(y, z) ≤ d,
o que e´ equivalente a


a + 2z − λz + µ1 = 0, (2.48)
2a + 2y − λy + µ2 = 0, (2.49)
yz =
v
a
, (2.50)
µ1y = 0, (2.51)
µ2z = 0, (2.52)
µ1 ≥ 0, (2.53)
µ2 ≥ 0, (2.54)
−y ≤ 0, (2.55)
−z ≤ 0. (2.56)
As condic¸o˜es (2.50), (2.55) e (2.56) exigem que y > 0 e z > 0. Assim, pelas restric¸o˜es
(2.51) e (2.52) temos que µ1 = 0 e µ2 = 0. Substituindo nas condic¸o˜es (2.48), (2.49) e
(2.50), encontramos a soluc¸a˜o
P (y, z, λ, µ1, µ2) =
(√
2av
a
,
√
2av
2a
,
a
3
2
√
2v + 2v
v
, 0, 0
)
.
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Pelas curvas de n´ıvel e pelo campo de direc¸o˜es da func¸a˜o S (Figura 2.30), podemos
verificar que o ponto p de fato e´ a soluc¸a˜o que minimiza S restrita ao conjunto via´vel.
Figura 2.29: Conjunto via´vel do
Problema 1 (usamos a = 3.7 e
v = 6.8).
Figura 2.30: O ponto p = (y, z) =(√
2av
a
,
√
2av
2a
)
e´ soluc¸a˜o do problema 1
de otimizac¸a˜o (usamos a = 3.7 e v = 6.8).
Da mesma maneira que nos problemas sem restric¸a˜o, para os casos em que na˜o e´
poss´ıvel o apelo geome´trico, existem ferramentas que podem ser usadas para a classi-
ficac¸a˜o dos pontos cr´ıticos, chamadas de condic¸o˜es de segunda ordem. Na˜o as descreve-
remos nesse trabalho, mas os interessados podem consultar a refereˆncia [4].
Cap´ıtulo 3
Uma aplicac¸a˜o em engenharia
qu´ımica na destilac¸a˜o do metanol
Minha motivac¸a˜o inicial pelo tema biodiesel se deu quando observei, na mı´dia, que
no interior de Mato Grosso uma usina poderia beneficiar todo o pa´ıs e principalmente
a regia˜o, promovendo desenvolvimento socioeconoˆmico com a gerac¸a˜o de empregos e
redistribuic¸a˜o de renda (cf. [33]). Buscando mais informac¸o˜es sobre o tema, descobri que
no pa´ıs, um terc¸o da produc¸a˜o de oleaginosas (principalmente a mamona e o dendeˆ nas
regio˜es Norte, Nordeste e no Semi-A´rido), mate´ria prima para a produc¸a˜o do biodiesel,
se da´ em lavouras familiares, fazendo deste combust´ıvel uma alternativa importante para
a erradicac¸a˜o da mise´ria (cf. [34]).
Ale´m disso, o biodiesel e´ utilizado em motores diesel, sem a necessidade de nenhuma
modificac¸a˜o, podendo substituir ate´ 100% dos combust´ıveis de origem fo´ssil. Sua histo´ria
nasce, simultaneamente, com a criac¸a˜o dos motores diesel no final do se´culo XIX. Rudolf
Diesel desenvolveu um motor para operar com o´leo mineral. No entanto, a utilizac¸a˜o
de o´leo vegetal no motor diesel foi testada por solicitac¸a˜o do governo franceˆs. Assim,
o primeiro motor movido a o´leo de amendoin foi apresentado pela companhia francesa
Otto, na Exposic¸a˜o de Paris em 1900. Mas, com o passar do tempo, foi substitu´ıdo
pelo petro´leo, por este ser mais barato (cf. [35]). Agora, temos uma inversa˜o provocada
tanto pelo prec¸o do diesel que tende a subir, pois o consumo aumenta e as reservas
petrol´ıferas diminuem, quanto pelas presso˜es ambientais, a poluic¸a˜o e o aquecimento
global provocado pela opc¸a˜o do uso dos combust´ıveis fo´sseis. O biodiesel, ao contra´rio
destes, e´ derivado de o´leos vegetais renova´veis oriundos das aleaginosas, como a soja, a
mamona, o girassol, o pinha˜o manso, o dendeˆ, o algoda˜o e o amendoim. Ele na˜o causa
dano ao meio ambiente pois e´ biodegrada´vel e na˜o possui enxofre. Estudos cient´ıficos
realizados pela Unia˜o Europe´ia indicam que o uso de 1 kg de biodiesel colabora para
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a reduc¸a˜o de 3 kg de CO2 na atmosfera, um dos gases que provocam o efeito estufa
(cf. [35]).
O biodiesel repercute tambe´m na economia brasileira. O ano de 2008 comec¸a com um
novo combust´ıvel: o B2 (o diesel com 2% de biodiesel), obrigato´rio em todo o territo´rio
nacional. A mistura de 2% ja´ e´ suficiente para reduzir cerca de um terc¸o da importac¸a˜o
de diesel, o que representa uma economia anual da ordem de US$400 milho˜es nas contas
externas do pa´ıs (cf. [36]).
Diego Piasson, do programa do mestrado Profissional, tambe´m estava interessado em
trabalhar com um problema de otimizac¸a˜o focado no biodiesel. E foi uma parceria entre
a Universidade do Mato Grosso e a usina Barralcool, localizada na cidade de Barra do
Bugres (a 160 Km de Cuiaba´, MT), mencionada anteriormente, que possibilitou nosso
primeiro contato com a usina.
A Barralcool, em novembro de 2006, inaugurou a primeira usina integrada de biodiesel,
a´lcool combust´ıvel e ac¸u´car. Ha´ 20 anos no mercado, ja´ produzia anualmente 150 milho˜es
de litros de a´lcool e 40 mil toneladas de ac¸u´car, passando a contar com uma estrutura
para a produc¸a˜o de 57 milho˜es de litros/ano de biodiesel, que tem como mate´ria prima
principal a soja e o girassol (cf. [29]).
Foram muitas visitas e quase seis meses de espera, ate´ que em julho de 2007, Diego
e eu conseguimos a liberac¸a˜o para observar e coletar dados em um dos processos do
biodiesel, a coluna de destilac¸a˜o do metanol (Figuras 3.1 e 3.2).
Figura 3.1: Fotos da unidade de
produc¸a˜o do Biodiesel.
Figura 3.2: No centro da foto a coluna
de destilac¸a˜o do metanol.
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3.1 Fluxograma do processo de produc¸a˜o do biodie-
sel
Como podemos observar no fluxograma da Figura 3.3, o biodiesel e´ o resultado da trans-
formac¸a˜o de um o´leo vegetal ou gordura animal (sebo bovino, su´ıno e de aves) em e´ster
(cf. [28]). Esse processo qu´ımico e´ denominado transesterificac¸a˜o e exige a utilizac¸a˜o
do a´lcool et´ılico ou met´ılico. O processo gera dois produtos, os e´steres e a glicerina
(utilizada no setor farmaceˆutico, alimentar, de tinta, entre outros).
A nova unidade da usina Barra´lcool possui as duas rotas (et´ılica e met´ılica). Quando
utiliza a rota et´ılica, ou seja, o bioetanol como mate´ria-prima, o biodiesel produzido sera´
“100%”ecolo´gico, pois utilizara´ em sua composic¸a˜o exclusivamente produtos de origem
vegetal, renova´veis, inclusive sua fonte de energia ele´trica e te´rmica, pois utilizam o
bagac¸o de cana (biomassa) como combust´ıvel. Trata-se da primeira usina no mundo a
gerar as bioenergias: bioeletricidade, bioetanol e biodiesel (cf. [32]).
Figura 3.3: Fluxograma do processo de produc¸a˜o do biodiesel (cf. [28, p. 2]).
Como os a´lcoois (metanol/etanol) respondem por cerca de 10% dos custos totais de
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produc¸a˜o do biodiesel (cf. [30]), um grande percentual do a´lcool utilizado na transeste-
rificac¸a˜o e´ destilado e reaproveitado.
Veremos agora, com um exemplo, como se da´ a destilac¸a˜o do metanol.
3.2 Um exemplo de destilac¸a˜o do metanol
O mecanismo pelo qual o metanol pode ser purificado pela destilac¸a˜o e´ um assunto
encoberto por miste´rios para a maioria das pessoas (cf. [25]). Ha´ aqueles que sabem
que o processo envolve a ebulic¸a˜o do metanol impuro, com o intuito de separar os va´rios
componentes por meio da diferenc¸a entre seus pontos de ebulic¸a˜o, mas como ou por que
esta separac¸a˜o ocorre e´ o ponto chave.
Toda coluna de destilac¸a˜o se baseia em esta´gios de equil´ıbrio termodinaˆmico (cf. [18]).
Os mais utilizados sa˜o na forma de pratos perfurados ou pratos de campaˆnulas (Figuras
3.4 e 3.5). Sa˜o nesses pratos que acontece o contato do l´ıquido com o vapor. A colu-
na de destilac¸a˜o (Figura 3.6) e´ alimentada em um dos pratos, denominado prato de
alimentac¸a˜o. Essa mistura de entrada sofre um processo de vaporizac¸a˜o/condensac¸a˜o
no qual a frac¸a˜o l´ıquida resultante (fase pesada) flui para os pratos situados abaixo,
enriquecendo-se nos constituintes menos vola´teis (pesados) da mistura. O vapor resul-
tante (fase leve) passa para os pratos superiores, enriquecendo-se nos constituintes mais
vola´teis (leves). O vapor que sai no topo da coluna passa pelo condensador, onde e´
liqu¨efeito. Parte deste l´ıquido e´ retirado da coluna, denominado destilado, e parte, de-
nominada refluxo, retorna a` coluna, com a finalidade de manter um fluxo descendente
de l´ıquido na torre, garantindo o processo de condensac¸a˜o. Uma parte do l´ıquido que
atinge o fundo da coluna e´ retirado (res´ıduo). O restante sofre uma vaporizac¸a˜o parcial
no refervedor, garantindo o processo de vaporizac¸a˜o.
Suponhamos que a entrada se deˆ com uma mistura do metanol e da a´gua. O metanol
tem como ponto de ebulic¸a˜o a temperatura de 64.7oC, e e´ mais vola´til que a a´gua, com
temperatura de ebulic¸a˜o de 100oC. Assim, poderia se pensar que aquecendo a mistura
a 64.7oC, todo o metanol que se encontra na mistura entraria em ebulic¸a˜o, deixando
apenas a a´gua na parte inferior da coluna (res´ıduo), mas isto e´ completamente errado
(cf. [25]).
Para entender como a destilac¸a˜o funciona, precisamos saber que cada substaˆncia e´
uma colec¸a˜o de mole´culas que se manteˆm unidas por atrac¸a˜o mu´tua e vibrac¸o˜es em torno
de uma posic¸a˜o me´dia. Quanto mais elevada a temperatura, mais ra´pida e´ a vibrac¸a˜o.
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Figura 3.4: “Raio X”de uma coluna de destilac¸a˜o
com pratos borbulhadores e o fluxo do l´ıquido
cruzado (cf. [18, p. 29]).
Figura 3.5: Pratos perfurados
com o fluxo do l´ıquido radial
(cf. [18, p. 29]).
Na superf´ıcie do l´ıquido, a vibrac¸a˜o permite que algumas das mole´culas escapem,
incorporando-se a` fase de vapor. Quanto mais elevada a temperatura, mais as mole´culas
vibram e maior o nu´mero que podem escapar. A pressa˜o de vapor de uma substaˆncia
e´ a contribuic¸a˜o que estas mole´culas livres fazem a` pressa˜o da atmosfera circunvizinha.
Uma substaˆncia l´ıquida entra em ebulic¸a˜o quando a pressa˜o do sistema do qual faz parte
atinge a pressa˜o de vapor dessa substaˆncia. Esse ponto recebe o nome de ponto de
ebulic¸a˜o ou temperatura de ebulic¸a˜o.
Assim, voltando ao caso da mistura do metanol e da a´gua, o metanol puro possui
ponto de ebulic¸a˜o em 64.7oC. Ao adicionar a´gua, temos uma mistura onde x% do volume
e´ metanol e o novo ponto de ebulic¸a˜o da mistura l´ıquida passa a ser Tx
oC. Vale ressaltar
que, quanto mais a´gua for adicionada ao metanol, maior sera´ o ponto de ebulic¸a˜o da
mistura, indicando que as mole´culas (a´gua e metanol) esta˜o encontrando cada vez mais
dificuldade de escapar da mistura para dar forma ao vapor. As mole´culas de a´gua exercem
uma atrac¸a˜o mais elevada do que as mole´culas do metanol e esta atrac¸a˜o se estende a
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Figura 3.6: Modelo da coluna de destilac¸a˜o (cf. [7, p.4]).
todas as mole´culas na mistura. Este e´ o ponto crucial do processo de destilac¸a˜o, ou seja,
uma mistura ferve, em alguma temperatura, dependendo das concentrac¸o˜es relativas de
seus componentes, e produz um vapor misto, no qual a componente com a pressa˜o de
vapor mais elevada contribuira´ com mais mole´culas ao vapor do que a componente com
a pressa˜o de vapor mais baixa. No caso de uma mistura do metanol/a´gua, o vapor sera´
mais rico em metanol do que em a´gua. Assim, a nova mistura possuira´ um volume
de y% de metanol e um ponto de ebulic¸a˜o de Ty
oC (Figura 3.7). Ao condensar este
vapor e referveˆ-lo, o resultado sera´ um vapor com mais metanol do que antes. Esta nova
mistura com mais metanol se condensa e ferve a uma temperatura mais baixa do que
a anterior. Cabe enfatizar outra vez que o ponto de ebulic¸a˜o de uma mistura na˜o e´ o
ponto de ebulic¸a˜o de qualquer um dos componentes, mas encontra-se em algum lugar
entre as duas temperaturas. A cada repetic¸a˜o do processo, o l´ıquido condensado se
aproximara´ do metanol puro, e o ponto de ebulic¸a˜o, como se poderia esperar, diminui a
cada esta´gio, aproximando-se do ponto de ebulic¸a˜o de metanol puro (64,7oC), conforme
ilustra a Figura 3.8.
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Figura 3.7: O percentual de metanol na
mistura passou de x% para y% e o ponto
de ebulic¸a˜o passou de Tx
oC para Ty
oC
(cf. [25, p. 68]).
Figura 3.8: Quanto mais repetimos o
processo, mais o l´ıquido se aproxima do
metanol puro e do seu ponto de ebulic¸a˜o
(cf. [25, p. 69]).
3.3 Equil´ıbrio te´rmico e de material em uma coluna
de destilac¸a˜o
A coluna de destilac¸a˜o e´ um dos equipamentos mais usados nas indu´strias qu´ımica e pe-
troqu´ımica. Com ela pode-se fazer a separac¸a˜o de um l´ıquido de suas eventuais misturas
ou simplesmente purifica´-lo, por passagem ao estado de vapor e posterior condensac¸a˜o,
com retorno ao estado l´ıquido, com aux´ılio de calor. O uso generalizado da destilac¸a˜o e´
impulsionado pelo fato de que os compostos orgaˆnicos, quimicamente puros, apresentam
pontos de ebulic¸a˜o distintos e definidos, como ja´ vimos anteriormente.
Para tentar entender como a coluna de destilac¸a˜o funciona e quais as propriedades
qu´ımicas envolvidas na destilac¸a˜o, pesquisamos, na literatura cient´ıfica, diversos textos
sobre o assunto, entre eles, o livro de Stone e Nixon (cf. [25]) e a apostila de Lima e
Barros (cf. [18]). Ale´m disso o artigo de Sargent e Gaminibandara (cf. [23]) e o livro de
Edgar e Himmelblau (cf. [5]) foram importantes para a compreensa˜o de problemas de
otimizac¸a˜o relacionados com o funcionamento da coluna. A ide´ia inicial era trabalhar
com as equac¸o˜es que determinavam o nu´mero de pratos teo´ricos ou a raza˜o de refluxo.
Encontramos enta˜o o artigo de More´ (cf. [19]), o qual fazia refereˆncia ao livro de Fletcher
(cf. [7]), que menciona a dificuldade de se trabalhar com um problema onde o nu´mero
de pratos e´ varia´vel.
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O artigo de More´ descreve como se da´ o equil´ıbrio te´rmico e do material em uma co-
luna de destilac¸a˜o com n-esta´gios, sendo um refervedor, n− 2 pratos e um condensador,
que representaremos por i = 0, 1, . . . , n − 1, respectivamente (Figura 3.6). Entre os
esta´gios k e k + 1 acontece a alimentac¸a˜o da mistura, e os produtos sa˜o removidos da
parte superior (destilado) e da parte inferior da coluna (res´ıduo). O material em cada
esta´gio e´ uma mistura dos m componentes, representados por j = 1, 2, . . . , m, e que se
apresentam nas fases l´ıquida ou de vapor. A quantidade de vapor que passa do esta´gio
i para i + 1, no tempo dado, sera´ denotada por vi, ja´ a quantidade de l´ıquido que
passa do esta´gio i para i− 1, nesse mesmo tempo, denotaremos por li. A proporc¸a˜o do
componente j no l´ıquido (li) e´ denotada por xij e no vapor (vi), por yij. A temperatura
do esta´gio i sera´ representada por ti. Definimos hi como sendo o ı´ndice de calor por
unidade de l´ıquido e Hi o ı´ndice de calor por unidade de vapor. As quantidades de
res´ıduo e de destilado, na unidade de tempo (por hora), sa˜o denotadas por b e por d,
respectivamente. Assim, o equil´ıbrio se da´ de acordo com as seguintes relac¸o˜es:
Equil´ıbrio do material em cada esta´gio
Esta´gio 0.
l1x1j = v0y0j + bx0j, j = 1, . . . ,m. (3.1)
Esta´gio i = 1, . . . , n− 2.
vi−1yi−1,j + li+1xi+1,j = viyij + lixij, j = 1, . . . , m. (3.2)
Na Figura 3.9 as setas em preto representam todo material que entra no esta´gio i,
para i = 1, . . . , n−2, e as setas em azul representam todo material que sai deste esta´gio,
ambos na mesma unidade de tempo. Ale´m disso, se i = k temos uma entrada f lj constan-
te e se i = k +1, uma entrada f vj tambe´m constante, ambas ocorrendo no lado esquerdo,
representando a alimentac¸a˜o.
Esta´gio n− 1.
yn−2,j = xn−1,j, j = 1, . . . , m. (3.3)
Equil´ıbrio do material na coluna
li = vi−1 + b, i = 1, . . . , k, (3.4)
li = vi−1 − d, i = k + 1, . . . , n− 1. (3.5)
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i
i -1
li+1 xi+1,j
li xi,j
vi-1 yi-1,j
vi yi,j
i+1
Figura 3.9: Equil´ıbrio do material nos n− 2 pratos
Consequ¨entemente, o caudal que entra na coluna tem que ser igual a` soma do caudal
do res´ıduo e do destilado, isto e´,
m∑
j=1
(f vj + f
l
j) = b + d. (3.6)
Condic¸o˜es de equil´ıbrio
yij = kijxij, j = 1, . . . , m, i = 0, . . . , n− 1, (3.7)
onde kij depende da temperatura ti.
Equac¸o˜es de balanc¸o
m∑
j=1
yij = 1, i = 0, . . . , n− 1. (3.8)
Equac¸o˜es de equil´ıbrio te´rmico
Esta´gio 0.
l1h1 + q = v0H0 + bh0, (3.9)
onde q e´ a taxa de calor fornecida pelo refervedor.
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Esta´gio i = 1, . . . , n− 2.
vi−1Hi−1 + li+1hi+1 = viHi + lihi. (3.10)
i
i -1
li+1 hi+1
li hi
vi-1 Hi-1
vi hi
i+1
Figura 3.10: Equil´ıbrio do material nos n− 2 pratos
Na figura 3.10 as setas em preto representam todo calor que entra no esta´gio i, para
i = 1, . . . , n − 2, e as setas em azul, todo calor que sai deste esta´gio, ambos na mesma
unidade de tempo. Quando i = k temos um ı´ndice hf constante e quando i = k + 1,
um ı´ndice Hf tambe´m constante, ambos ocorrendo no lado esquerdo, que representam a
taxa de calor da alimentac¸a˜o.
Outras relac¸o˜es
O coeficiente kij que depende da temperatura ti e´ definido pela fo´rmula:
kij =
1
pii
exp
(
aj +
bj
cj + ti
)
, (3.11)
onde aj, bj, cj para j = 1, . . . , m (constantes de Antoine) e pii para i = 0, . . . , n − 1
(pressa˜o do esta´gio i) sa˜o conhecidos.
Temos tambe´m que
hi =
m∑
j=1
xij(αj + α
′
jti + α
′′
j t
2
i ), (3.12)
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onde αj, α
′
j, α
′′
j para j = 1, . . . ,m (constantes de entalpia do l´ıquido) sa˜o fornecidos.
Similarmente, o ı´ndice Hi e´ definido como
Hi =
m∑
j=1
yij(βj + β
′
jti + β
′′
j t
2
i ), (3.13)
onde βj, β
′
j, β
′′
j para j = 1, . . . , m (constantes de entalpia do vapor) sa˜o tambe´m forneci-
dos.
Para i = k, os ı´ndices que representam a taxa de calor da alimentac¸a˜o sa˜o dados por:
hf =
m∑
j=1
f lj(αj + α
′
jtf + α
′′
j t
2
f )
e
Hf =
m∑
j=1
f vj (βj + β
′
jtf + β
′′
j t
2
f ),
onde tf e´ a temperatura da alimentac¸a˜o, que tambe´m e´ conhecida.
More´ trabalhou com as varia´veis xij para i = 0, . . . , n − 1 e j = 1, . . . , m, ti para
i = 0, . . . , n − 1 e vi para i = 0, . . . , n − 2. Por meio das equac¸o˜es (3.4), (3.5), (3.7)
e (3.11)-(3.13) os valores li, yij, kij, hi e Hi sa˜o definidos como func¸o˜es dessas varia´veis,
e as equac¸o˜es que devem ser satisfeitas no sistema sa˜o (3.1)-(3.3) e (3.8)-(3.10). Assim,
temos n(m + 2) − 1 equac¸o˜es e n(m + 2) − 1 varia´veis. As constantes requeridas pelo
sistema sa˜o apresentadas na Tabela 3.1.
n, m, k;
a1, b1, c1, . . . , am, bm, cm;
α1, α
′
1, α
′′
1, . . . , αm, α
′
m, α
′′
m;
β1, β
′
1, β
′′
1 , . . . , βm, β
′
m, β
′′
m;
f l1, . . . , f
l
m, f
v
1 , . . . , f
v
m;
tf , b, d, q;
pi0, . . . , pin−1.
Tabela 3.1: Constantes para o sistema proposto por More´ (cf. [19]).
3.4 Preparac¸a˜o da investigac¸a˜o nume´rica
Munidos do sistema apresentado na sec¸a˜o anterior, voltamos a` Barralcool em busca dos
dados necessa´rios. Conversando com os responsa´veis pelo controle da coluna, descobri-
mos que eles na˜o tinham nenhuma informac¸a˜o concreta sobre ela. O programa usado na
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coluna fornecia apenas algumas temperaturas e presso˜es, so´ que na˜o sabiam informar em
quais esta´gios eram colhidas, muito menos a quantidade de esta´gios que ela possu´ıa, ou
entre quais esta´gios se dava a alimentac¸a˜o. O sigilo da empresa fabricante da coluna nos
fez perceber que seria imposs´ıvel resolver qualquer problema pra´tico com dados coletados
ali.
Em seu texto, More´ tra´s as constantes necessa´rias para treˆs problemas pra´ticos:
Hidrocarboneto-6, Hidrocarboneto-20 e Metanol-8, nos quais os nu´meros de pratos sa˜o
6, 20 e 8, respectivamente. Vale dizer que o problema do Metanol-8 na˜o foi resolvido e
o autor chega ate´ mesmo a duvidar da existeˆncia de soluc¸a˜o. Enta˜o decidimos trabalhar
com o problema do Hidrocarboneto-6, para validar o me´todo e depois migrar para o
problema do Metanol-8, cujas constantes se encontram na Tabela 3.2.
n = 8, m = 2, k = 2;
a1 = 18.5751, b1 = −3632.649, c1 = 239.2,
a2 = 18.3443, b2 = −3841.2203, c2 = 228;
α1 = 0, α
′
1 = 15.97, α
′′
1 = 0.0422,
α2 = 0, α
′
2 = 18.1, α
′′
2 = 0;
β1 = 9566.67, β
′
1 = −1.59, β′′1 = 0.0422,
β2 = 10834.67, β
′
2 = 8.74, β
′′
2 = 0;
f l1 = 451.25, f
l
2 = 684.25, f
v
1 = 0, f
v
2 = 0;
tf = 89, b = 693.37, d = 442.13, q = 8386200;
pi0 = 1210, pi1 = 1200, pi2 = 1190, pi3 = 1180,
pi4 = 1170, pi5 = 1160, pi6 = 1150, pi7 = 1140.
Tabela 3.2: Constantes para o problema do Metanol-8 (cf. [19, p. 731]).
Assim como More´, usamos escalamento das equac¸o˜es, pois envolvem ordens de gran-
deza muito distintas em decorreˆncia da natureza f´ısica das varia´veis. O escalamento e´ um
recurso para tentar reduzir o mal condicionamento das matrizes envolvidas nos sistemas
a serem resolvidos. Assim, multiplicamos as equac¸o˜es (3.1) e (3.2) por 10−2 e as equac¸o˜es
(3.9) e (3.10) para o caso em que i = 2 por 10−6, e os demais casos da equac¸a˜o (3.10),
por 10−4.
Obtivemos sucesso para a soluc¸a˜o do sistema de equil´ıbrio do Hidrocarboneto com
o ambiente de computac¸a˜o alge´brica Mathematica, utilizando o comando FindRoot, e
com o ambiente Maxima, com a rotina mnewton. E´ importante salientar que os sistemas
alge´bricos computacionais como Mathematica e Maxima na˜o sa˜o capazes de resolver al-
gebricamente o sistema, pois ha´ equac¸o˜es transcendentes. E´ preciso utilizar o recurso
nume´rico interativo, que necessita de um ponto inicial. As rotinas FindRoot e mnewton
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sa˜o implementac¸a˜o para o me´todo de Newton para zero de func¸a˜o e foram utilizadas com
a precisa˜o default de 10−8 nos dois casos.
x01 = 0.09203, x02 = 0.908, x11 = 0.1819, x12 = 0.8181,
x21 = 0.284, x22 = 0.716, x31 = 0.3051, x32 = 0.6949,
x41 = 0.3566, x42 = 0.6434, x51 = 0.468, x52 = 0.532,
x61 = 0.6579, x62 = 0.3421, x71 = 0.8763, x72 = 0.1237;
t0 = 120, t1 = 110, t2 = 100, t3 = 88,
t4 = 86, t5 = 84, t6 = 80, t7 = 76;
v0 = 886.37, v1 = 910.01, v2 = 922.52, v3 = 926.45,
v4 = 935.56, v5 = 952.83, v6 = 975.73.
Tabela 3.3: Valores iniciais para o problema do Metanol-8 (cf. [19, p. 732]).
Validadas as ide´ias, migramos para o problema do Metanol-8, usando o ponto inicial
sugerido por More´, Tabela 3.3, e para a nossa surpresa, na˜o so´ obtivemos soluc¸a˜o, como
a encontramos tanto no Maxima como no Mathematica.
Mas agora, o que otimizar? Como construir um problema de otimizac¸a˜o associ-
ado, com sentido f´ısico e matema´tico? O problema de otimizac¸a˜o inicialmente pro-
posto por Diego Piasson consistia em minimizar a taxa de calor (q) fornecida pelo
refervedor. More´ (cf. [19]) a considerava constante, mas, segundo Edgar e Himmelblau
(cf. [5, p.462]), pode ser utilizada como varia´vel. Assim, a func¸a˜o objetivo foi definida
a partir da equac¸a˜o (3.9), isto e´, v0H0 + bh0 − l1h1, e as demais equac¸o˜es do sistema
constitu´ıram as restric¸o˜es para o problema. No Mathematica preparamos o sistema
de Lagrange e usamos o me´todo de Newton (rotina FindRoot) para resolveˆ-lo. Em
paralelo, trabalhamos tambe´m com o problema do Hidrocarboneto - 6 para validar as
ide´ias. Percebemos grande sensibilidade a` inicializac¸a˜o dos multiplicadores de Lagrange.
Inicialmente utilizamos valores constantes. Para algumas escolhas o programa conseguia
resolver o sistema, mas para outras na˜o conseguia. Chegamos a considerar uma iniciali-
zac¸a˜o por quadrados mı´nimos, trabalhando da seguinte maneira:
Nosso problema inicial consiste em
minimizar f(x),
sujeito a h(x) = 0,
com f : Rn → R e h : Rn → Rm. Assim o sistema KKT associado e´
∇f(x) +
m∑
i=1
∇hi(x)λi = 0 (3.14)
h(x) = 0 (3.15)
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No caso do Metanol-8, o bloco (3.14) possui n = 31 equac¸o˜es e o bloco (3.15) possui
m = 30 equac¸o˜es, definindo um sistema com n + m = 61 equac¸o˜es e n + m = 61
inco´gnitas.
Reescrevendo o bloco (3.14), substituindo o vetor x pelos valores iniciais sugeridos
por More´ temos
(Jh(x0))
T · λ +∇f(x0) = 0, (3.16)
onde
Jh(x) =


(∇h1(x))T
...
(∇hm(x))T

 .
Pre´-multiplicando (3.16) por Jh(x0) temos
Jh(x0) · (Jh(x0))T · λ + Jh(x0) · ∇f(x0) = 0.
Sob a hipo´tese de regularidade do ponto x0, os gradientes das restric¸o˜es h(x) = 0 sa˜o
LI, temos que a matriz quadrada Jh(x0) · (Jh(x0))T e´ invers´ıvel. Assim, a soluc¸a˜o λ0 de
quadrados mı´nimos e´ dada por
λ0 = −
(
Jh(x0) · (Jh(x0))T
)
−1 · Jh(x0) · ∇f(x0).
O programa conseguiu eˆxito com essa inicializac¸a˜o dos multiplicadores.
A soluc¸a˜o encontrada para o problema de fato minimizou, e muito o valor do q. Mas
na pra´tica, sera´ que isso iria contribuir para a empresa? A Barralcool, como fonte de
energia te´rmica, utiliza apenas o bagac¸o de cana (biomassa) como combust´ıvel, mate´ria
prima que tem em abundaˆncia. Assim, simplesmente diminuir o calor fornecido no
refervedor na˜o tra´s uma economia significativa para a empresa. Talvez as questo˜es am-
bientais pudessem ser uma justificativa, so´ que a energia te´rmica e´ a mesma utilizada na
produc¸a˜o do a´lcool combust´ıvel e do ac¸u´car. Assim, ter´ıamos que levar em considerac¸a˜o
esses dois casos tambe´m. Por outro lado, ao analisar os valores de xij, ti e vi encontrados
como soluc¸a˜o do sistema de Lagrange, percebemos que a empresa tinha muito a perder
com a diminuic¸a˜o da taxa de calor fornecida pelo refervedor, pois o valor y71, que re-
presenta a proporc¸a˜o do metanol que sa´ıa do esta´gio 7 (condensador), diminuiu quando
comparado com a soluc¸a˜o do sistema de equil´ıbrio original. Foi nesse momento que o
valor para y71 = 0.963896, encontrado com a soluc¸a˜o do sistema original, nos chamou a
atenc¸a˜o. Seria poss´ıvel purifica´-lo ainda mais?
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Inicialmente, pensamos que maximizar a proporc¸a˜o do metanol que sai do conden-
sador e´ equivalente a minimizar a proporc¸a˜o do metanol que sai do refervedor (x01).
Assim, para minimizar x01, escolhemos a equac¸a˜o (3.8) no caso em que j = 1 e i = 0
para construir a func¸a˜o objetivo, isto e´,
1− x02k02
k01
e, como restric¸o˜es, utilizamos as
demais equac¸o˜es do sistema original.
Montamos o sistema de Lagrange no Mathematica. Novamente houve sensibilidade
com relac¸a˜o a` inicializac¸a˜o dos multiplicadores, mas a u´nica soluc¸a˜o encontrada coincidia
com a soluc¸a˜o do sistema original. Percebemos enta˜o que era necessa´rio expandir os graus
de liberdade do problema. Para isso, seria necessa´rio considerar novas varia´veis. Comec¸a-
mos com a taxa de calor (q) fornecida pelo refervedor, mas continua´vamos com a mesma
soluc¸a˜o. Segundo [5, p.462], ale´m do valor de q, a pressa˜o em cada esta´gio (pii), com
i = 0, . . . , 7, a quantidade de res´ıduo (b) e a quantidade de destilado (d) tambe´m podem
ser determinadas, enta˜o as inclu´ımos na lista das varia´veis, acrescentando a relac¸a˜o (3.6)
como uma restric¸a˜o.
O Maxima possui uma rotina implementada (augmented lagrangian method) na qual
na˜o ha´ necessidade de programar o sistema de Lagrange, o que o deixa em vantagem em
relac¸a˜o ao Mathematica, pois a preparac¸a˜o das equac¸o˜es que descrevem o problema foi
uma etapa bastante trabalhosa da nossa investigac¸a˜o. Infelizmente, a soluc¸a˜o encontrada
para o novo sistema de Lagrange, agora com a inclusa˜o das novas varia´veis, possu´ıa valo-
res para as proporc¸o˜es xij negativos ou maiores do que um. Durante o processo sempre
fomos validando se as equac¸o˜es estavam satisfeitas para as soluc¸o˜es encontradas, como
ferramenta para calibrar os procedimentos adotados. Isso na˜o so´ nos ajudou a conferir
como tambe´m permitiu melhorar o modelo. Um exemplo foi a inclusa˜o da relac¸a˜o (3.6),
que na˜o havia sido usada antes pois todas as suas componentes eram constantes.
Como a rotina (augmented lagrangian method) do Maxima na˜o contempla restric¸o˜es
de canalizac¸a˜o, tivemos a ide´ia de migrar para o Matlab e usar fmincon, rotina do
Optimization Toolbox, baseada em um me´todo de Programac¸a˜o Quadra´tica Sequ¨encial.
Esta rotina minimiza o valor de uma func¸a˜o escalar de va´rias varia´veis sujeita a restric¸o˜es
na˜o lineares (de igualdade e desigualdade), e´ inicializada com uma primeira estimativa e
permite incluir restric¸o˜es de canalizac¸a˜o. Nesse caso, poder´ıamos assegurar 0 ≤ xij ≤ 1.
A rotina fmincon possui duas implementac¸o˜es, uma para problemas de me´dio porte e
outra para problemas de grande porte. Em nosso caso, usamos a versa˜o para me´dio porte,
na qual e´ resolvida uma sequeˆncia de subproblemas de programac¸a˜o quadra´tica (func¸a˜o
objetivo quadra´tica e restric¸o˜es lineares) com as seguintes caracter´ısticas: A matriz
Hessiana da quadra´tica e´ uma aproximac¸a˜o para a Hessiana da func¸a˜o Lagrangiana,
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atualizada a cada iterac¸a˜o por meio da fo´rmula BFGS (cf. [8] e [12]). Uma busca
linear e´ feita usando-se uma func¸a˜o de me´rito similar a` proposta em [15], [21] e [22].
Os problemas de programac¸a˜o quadra´tica sa˜o resolvidos por meio de um me´todo de
restric¸o˜es ativas, conforme descrito em [11].
A rotina fmincon utiliza diferenc¸as finitas no lugar das derivadas originais. Mas
permite que o usua´rio programe o gradiente da func¸a˜o objetivo e a matriz jacobiana
das restric¸o˜es. Assim, em vez de utilizar aproximac¸o˜es por diferenc¸as para as derivadas,
pode utilizar o me´todo de Newton no sistema KKT, que possui convergeˆncia quadra´tica.
Na˜o conseguimos um bom resultado com a otimizac¸a˜o do x01, pois o valor da pro-
porc¸a˜o y71 piorou com relac¸a˜o a` soluc¸a˜o do sistema original. Assim, decidimos tentar
trabalhar com a varia´vel y71 diretamente. Como vimos no Cap´ıtulo 2, um problema de
maximizac¸a˜o pode ser convertido para um problema de minimizac¸a˜o trocando o sinal da
func¸a˜o objetivo. Assim escolhemos como func¸a˜o objetivo a condic¸a˜o de equil´ıbrio (3.7)
para o caso em que i = 7 e j = 1 com o sinal trocado, isto e´, −y71 = −k71x71. Como
restric¸o˜es, todas as equac¸o˜es do sistema original acrescidas da relac¸a˜o (3.6) e utilizamos
novamente a rotina fmincon. Na pro´xima sec¸a˜o fazemos uma ana´lise comparativa dos
resultados obtidos.
3.5 Problema Metanol-8 e ana´lise dos resultados
Iniciamos esta sec¸a˜o com a apresentac¸a˜o da soluc¸a˜o do sistema de equil´ıbrio para o
problema do Metanol-8 encontrada com o Mathematica atrave´s da rotina FindRoot, e
com o Maxima, utilizando a rotina mnewton.
3.5.1 Soluc¸a˜o para o problema do Metanol-8
A Tabela 3.4 conte´m a soluc¸a˜o obtida.
Nossa primeira tentativa foi de maximizar o valor do y71 indiretamente, resolvendo
o problema de otimizac¸a˜o do x01. Utilizamos o comando fmincon do Matlab, com a
inclusa˜o do gradiente da func¸a˜o objetivo e a jacobiana das restric¸o˜es. O conjunto via´vel
considerado inicialmente possu´ıa 30 equac¸o˜es e 31 varia´veis, ou seja, apenas um grau de
liberdade. Com a inclusa˜o das novas varia´veis, isto e´, q, b, d e pii, com i = 0, . . . , 7,
conseguimos um aumento significativo nos graus de liberdade, passando de 1 para 12.
Como valores iniciais para essas novas varia´veis foram utilizados os valores constantes
sugeridos por More´, que constam na Tabela 3.2.
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x01 = 0.092257, x02 = 0.907742, x11 = 0.182199, x12 = 0.817800,
x21 = 0.284218, x22 = 0.715781, x31 = 0.305307, x32 = 0.694692,
x41 = 0.356649, x42 = 0.643350, x51 = 0.467791, x52 = 0.532208,
x61 = 0.657389, x62 = 0.342610, x71 = 0.875945, x72 = 0.124054;
t0 = 107.765379, t1 = 102.684989, t2 = 97.717724, t3 = 96.577261,
t4 = 94.263099, t5 = 89.988997, t6 = 83.973420, t7 = 78.321575;
v0 = 886.713774, v1 = 910.365692, v2 = 922.159129, v3 = 926.076677,
v4 = 935.173526, v5 = 952.423625, v6 = 975.019210.
Tabela 3.4: Soluc¸a˜o para o problema do Metanol-8.
Como foi mencionado anteriormente, utilizamos a rotina fmincon porque permite
incluir restric¸o˜es de canalizac¸a˜o. Como xij representa o percentual do componente j na
mistura em cada esta´gio i, precisa´vamos garantir que 0 ≤ xij ≤ 1. Naturalmente, a
temperatura ti em cada esta´gio na˜o pode superar a temperatura de ebulic¸a˜o da a´gua.
Assim escolhemos o intervalo 50 ≤ ti ≤ 100. As demais escolhas foram arbitra´rias,
baseadas apenas nas ordens de grandeza da soluc¸a˜o do sistema original: 30 ≤ vi ≤ 104,
5000 ≤ q ≤ 107, 500 ≤ pii ≤ 2000, 300 ≤ b ≤ 800 e 300 ≤ d ≤ 800. Utilizamos esses
intervalos para todos os problemas.
Agora, apresentamos as soluc¸o˜es encontradas nos problemas resolvidos.
3.5.2 Soluc¸a˜o do problema de otimizac¸a˜o da proporc¸a˜o x01.
O valor da func¸a˜o objetivo x01 foi 0.091991 (fval).
O algoritmo realizou 5 iterac¸o˜es (iterations), avaliou a func¸a˜o 52 vezes
(funcCount) e o indicador da qualidade da soluc¸a˜o foi de 1.0129020 × 10−4 (firstor-
deropt).
O motivo (exitflag = 5) pelo qual o algoritmo parou foi que a magnitude da derivada
direcional ficou menor que 2TolFun e a norma do vetor das restric¸o˜es ficou menor do
que o valor definido para o TolCon, ambos iguais a 10−8.
A Tabela 3.5 conte´m a soluc¸a˜o obtida.
Ao avaliar o valor da proporc¸a˜o y71 pela equac¸a˜o (3.7) encontramos 0.963397, um
pouco inferior ao obtido com a soluc¸a˜o do sistema original (y71 = 0.963896).
A Tabela 3.6 apresenta a soluc¸a˜o do problema de otimizac¸a˜o do y71, com a aproxima-
c¸a˜o das derivadas por diferenc¸as finitas, e com os mesmos intervalos de limitac¸a˜o para
as varia´veis.
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x02 = 0.908008, x11 = 0.181812, x12 = 0.818187, x21 = 0.283853,
x22 = 0.716146, x31 = 0.304513, x32 = 0.695486, x41 = 0.355043,
x42 = 0.644956, x51 = 0.465073, x52 = 0.534926, x61 = 0.654301,
x62 = 0.345698, x71 = 0.874408, x72 = 0.125591;
t0 = 107.756679, t1 = 102.711215, t2 = 97.734181, t3 = 96.604366,
t4 = 94.319559, t5 = 90.076875, t6 = 84.055986, t7 = 78.354719;
v0 = 886.710918, v1 = 910.300426, v2 = 922.117492, v3 = 925.964625,
v4 = 934.937295, v5 = 952.082453, v6 = 974.755770;
pi0 = 1209.035573, pi1 = 1200.276090, pi2 = 1190.030875, pi3 = 1179.761570,
pi4 = 1169.762292, pi5 = 1159.836186, pi6 = 1149.906627, pi7 = 1139.949297;
q = 8386200.000719, b = 692.265790, d = 443.234209.
Tabela 3.5: Soluc¸a˜o do problema de otimizac¸a˜o da proporc¸a˜o x01.
3.5.3 Soluc¸a˜o do problema de otimizac¸a˜o da func¸a˜o y71, por
diferenc¸as finitas.
O valor da func¸a˜o objetivo y71 foi 0.976690.
O algoritmo realizou 7 iterac¸o˜es (iterations), avaliou a func¸a˜o 351 vezes
(funcCount), e o indicador da qualidade da soluc¸a˜o foi de 1.6058313 × 10−4 (firs-
torderopt).
O motivo pelo qual o algoritmo parou foi exitflag = 5 (TolCon = TolFun = 10−8).
x01 = 0.100809, x02 = 0.899190, x11 = 0.195125, x12 = 0.804874,
x21 = 0.296767, x22 = 0.703232, x31 = 0.334023, x32 = 0.665976,
x41 = 0.413725, x42 = 0.586274, x51 = 0.557171, x52 = 0.442828,
x61 = 0.747767, x62 = 0.252232, x71 = 0.916888, x72 = 0.083111;
t0 = 107.376033, t1 = 102.089511, t2 = 97.193863, t3 = 95.521224,
t4 = 92.254377, t5 = 87.206146, t6 = 81.612827, t7 = 77.402836;
v0 = 889.150715, v1 = 913.374550, v2 = 924.516366, v3 = 931.166011,
v4 = 944.259348, v5 = 963.695877, v6 = 982.976422;
pi0 = 1214.081179, pi1 = 1201.730428, pi2 = 1190.388050, pi3 = 1184.670922,
pi4 = 1175.158035, pi5 = 1163.522538, pi6 = 1150.486972, pi7 = 1139.198288;
q = 8386199.989877, b = 722.818851, d = 412.681148.
Tabela 3.6: Soluc¸a˜o do problema de otimizac¸a˜o da func¸a˜o y71, por diferenc¸as finitas.
A Tabela 3.7 apresenta a soluc¸a˜o do mesmo problema so´ que agora com a inclusa˜o
das derivadas, obtendo uma melhor precisa˜o com um nu´mero menor de avaliac¸o˜es da
func¸a˜o.
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3.5.4 Soluc¸a˜o do problema de otimizac¸a˜o da func¸a˜o y71, com a
inclusa˜o do gradiente e da jacobiana.
O valor da func¸a˜o objetivo y71 foi 0.976690.
O algoritmo realizou 7 iterac¸o˜es, avaliou a func¸a˜o 15 vezes, e a qualidade da soluc¸a˜o
foi de 1.6058302× 10−4.
O motivo pelo qual o algoritmo parou foi exitflag = 5 (TolCon = TolFun = 10−8).
x01 = 0.100809, x02 = 0.899190, x11 = 0.195125, x12 = 0.804874,
x21 = 0.296767, x22 = 0.703232, x31 = 0.334023, x32 = 0.665976,
x41 = 0.413725, x42 = 0.586274, x51 = 0.557171, x52 = 0.442828,
x61 = 0.747768, x62 = 0.252231, x71 = 0.916888, x72 = 0.083111;
t0 = 107.376030, t1 = 102.089509, t2 = 97.193862, t3 = 95.521221,
t4 = 92.254371, t5 = 87.206140, t6 = 81.612822, t7 = 77.402834;
v0 = 889.150725, v1 = 913.374561, v2 = 924.516376, v3 = 931.166028,
v4 = 944.259376, v5 = 963.695907, v6 = 982.976443;
pi0 = 1214.081110, pi1 = 1201.730426, pi2 = 1190.388055, pi3 = 1184.670943,
pi4 = 1175.158042, pi5 = 1163.522582, pi6 = 1150.486975, pi7 = 1139.198287;
q = 8386199.989877, b = 722.818914, d = 412.681085.
Tabela 3.7: Soluc¸a˜o do problema de otimizac¸a˜o da func¸a˜o y71, com a inclusa˜o do gradiente
e da jacobiana.
Quando diminu´ımos o valor da toleraˆncia das func¸o˜es (TolFun) e das restric¸o˜es das
constantes (TolCon), ambos para 10−10, conseguimos melhorar o valor da proporc¸a˜o y71.
3.5.5 Soluc¸a˜o do problema de otimizac¸a˜o da func¸a˜o y71 atrave´s
do comando fmincon, com a inclusa˜o das derivadas e di-
minuindo o valor das toleraˆncias TolFun e TolCon.
O valor da func¸a˜o objetivo y71 foi 0.995384.
O algoritmo realizou 140 iterac¸o˜es, avaliou a func¸a˜o 508 vezes, e a qualidade da
soluc¸a˜o foi de 1.087644× 10−6.
O motivo pelo qual o algoritmo parou foi exitflag = 5 (TolCon = TolFun = 10−10)
A Tabela 3.8 apresenta a soluc¸a˜o encontrada.
Ao compararmos os valores da proporc¸a˜o do metanol no vapor yi1 em cada esta´gio i,
com i = 0, . . . , 7, encontrados no sistema original (SO), na soluc¸a˜o do problema de
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x01 = 0.151993, x02 = 0.848006, x11 = 0.270161, x12 = 0.729838,
x21 = 0.372825, x22 = 0.627174, x31 = 0.505429, x32 = 0.494570,
x41 = 0.683250, x42 = 0.316749, x51 = 0.840100, x52 = 0.159899,
x61 = 0.936742, x62 = 0.063257, x71 = 0.982577, x72 = 0.017422;
t0 = 105.110758, t1 = 96.546404, t2 = 93.588864, t3 = 86.206318,
t4 = 81.805469, t5 = 77.472538, t6 = 76.852940, t7 = 76.046675;
v0 = 894.818091, v1 = 929.337194, v2 = 933.766608, v3 = 956.674664,
v4 = 974.933763, v5 = 990.782538, v6 = 996.628914;
pi0 = 1235.669521, pi1 = 1120.304121, pi2 = 1167.893177, pi3 = 1061.355698,
pi4 = 1091.432508, pi5 = 1073.274153, pi6 = 1134.026812, pi7 = 1140.195886;
q = 8386200.052502, b = 800, d = 335.5.
Tabela 3.8: Soluc¸a˜o do problema de otimizac¸a˜o da func¸a˜o y71 atrave´s do comando
fmincon, com a inclusa˜o das derivadas e diminuindo o valor das toleraˆncias TolFun
e TolCon.
otimizac¸a˜o do y71 atrave´s do me´todo de Newton, utilizando as derivadas e TolCon=10
−8
e TolFun=10−8 (POY-8), e na soluc¸a˜o do problema de otimizac¸a˜o com TolCon=10−10 e
TolFun=10−10 (POY-10), percebemos que, quanto maior a proporc¸a˜o de metanol, menor
o valor da temperatura (ti) necessa´ria para a evaporac¸a˜o da mistura, como podemos
acompanhar nas Figuras 3.11 e 3.12. Isso se justifica porque, quanto mais o composto se
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Figura 3.11: Gra´fico da proporc¸a˜o do
metanol no vapor em cada esta´gio.
Os pontos em preto sa˜o a soluc¸a˜o do
(POY-8), em azul a soluc¸a˜o do (POY -
10) e em vermelho a soluc¸a˜o do (SO).
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Figura 3.12: Gra´fico das temperaturas.
Os pontos em preto sa˜o a soluc¸a˜o do
(POY-8), em azul a soluc¸a˜o do (POY -
10) e em vermelho a soluc¸a˜o do (SO).
aproxima do metanol puro, mais o ponto de ebulic¸a˜o se aproxima do ponto de ebulic¸a˜o
do metanol puro, precisando, consequ¨entemente, de uma temperatura cada vez menor
para evaporar, como explicamos na sec¸a˜o sobre destilac¸a˜o.
Vimos tambe´m que para manter o fluxo descendente de l´ıquido na torre, possibili-
tando o equil´ıbrio da coluna, uma grande parte do l´ıquido condensado no u´ltimo esta´gio,
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denominado refluxo, retorna para a coluna. Como podemos verificar pela Figura 3.13,
a proporc¸a˜o de vapor em relac¸a˜o ao total de massa na coluna aumentou quando con-
seguimos melhorar a proporc¸a˜o do metanol no destilado. Em contrapartida, para que
aumentasse a proporc¸a˜o de metanol, diminuiu a quantidade de destilado.
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Figura 3.13: Gra´fico da proporc¸a˜o de vapores em cada esta´gio i em relac¸a˜o ao total de
massa na coluna. Os pontos em preto sa˜o a soluc¸a˜o do (POY-8), em azul a soluc¸a˜o do
(POY - 10) e em vermelho a soluc¸a˜o do (SO).
Por mais que a norma do vetor das restric¸o˜es de igualdade tenha sido menor do que
o valor definido para TolCon, motivo pelo qual o algoritmo parou, o valor do res´ıduo
atingiu seu limitante ma´ximo definido para o intervalo, isto e´, b = 800, o que na˜o e´ um
bom resultado do ponto de vista pra´tico. Como o intervalo foi escolhido arbitrariamente,
tentamos modifica´-lo para ver o que acontecia. A Tabela 3.9 apresenta os resultados da
rotina quando alteramos os valores dos intervalos ld ≤ d ≤ ud e lb ≤ b ≤ ub. Para todos
os casos utilizamos TolCon = TolFun = 10−10 e na˜o houve alterac¸a˜o dos limitantes para
as varia´veis xij, ti, vi, pii e q.
Na primeira linha da tabela colocamos os intervalos e o resultado anterior para fa-
cilitar a comparac¸a˜o. Como o valor do destilado encontrado na soluc¸a˜o foi de 335.5,
aumentamos o limite inferior dele para 350, pois, pela equac¸a˜o (3.6) o destilado e o
res´ıduo somam 1135.5. Com isso o valor do destilado deveria ser inferior a 800. Como
podemos observar na linha dois, o motivo pelo qual o algoritmo encerrou foi 4, isto e´,
a magnitude da direc¸a˜o de busca ficou menor que 2TolFun e a norma do vetor das res-
tric¸o˜es ficou menor do que o valor definido para TolCon. A nova soluc¸a˜o do res´ıduo foi
de 785.5. Na linha treˆs, diminu´ımos o limite superior do res´ıduo para 750. Dessa vez
conseguimos satisfazer a toleraˆncia exigida, mas novamente a soluc¸a˜o atingiu o limite
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ld ud lb ub d
∗ b∗ fval exitflag
300 800 300 800 335.5 800 -0.995384 5
350 800 300 800 350 785.5 -0.993842 4
350 800 300 750 385.5 750 -0.986464 5
400 800 300 750 400 735.5 -0.981621 5
300 800 300 810 325.5 810 -0.996151 4
300 800 300 815 341.61 793.89 -0.994806 0
300 800 300 850 341.78 793.71 -0.994788 0
300 800 300 900 341.93 793.57 -0.994772 0
300 800 300 801 334.5 801 -0.995468 4
Tabela 3.9: Comportamento da rotina para va´rios limitantes das varia´veis d e b.
superior do res´ıduo, perdendo tambe´m na pureza do metanol destilado. Como o valor do
destilado na soluc¸a˜o do sistema da linha treˆs foi de 385.5, aumentamos, no intervalo da
linha treˆs, seu limite inferior para 400. O programa finalizou as iterac¸o˜es atingindo esse
valor e novamente com perda na pureza do metanol destilado. Toda vez que aumentamos
o valor do limite inferior do destilado, perdemos na pureza do metanol e, mesmo assim,
na˜o conseguimos que a soluc¸a˜o atingisse a toleraˆncia exigida sem bater em nenhum dos
limites do destilado e do res´ıduo. Voltamos o valor do limite inferior do destilado para
300 e mudamos o valor do limite superior do res´ıduo para 810, 815, 850 e 900, linhas
cinco, seis, sete e oito, respectivamente. Em todos os casos o motivo pelo qual o algo-
ritmo parou foi 0, isto e´, o limite ma´ximo de iterac¸o˜es (1000) foi atingido sem conseguir
alcanc¸ar a toleraˆncia exigida. Por u´ltimo, na linha nove, utilizamos 801 para o limite
superior do res´ıduo. O algoritmo parou porque o passo ficou pequeno e novamente bateu
no limite superior escolhido.
Com base na ana´lise feita, conclu´ımos que a melhor soluc¸a˜o encontrada para o pro-
blema de otimizac¸a˜o do y71 foi a apresentada na Tabela 3.8 (POY-10), na qual o valor
da proporc¸a˜o de metanol no destilado foi de 0.995384, uma melhora significativa quando
comparado com o valor do y71 encontrado na soluc¸a˜o do sistema original (SO), isto e´,
0.963896. Vale destacar a eficieˆncia da coluna, pois a proporc¸a˜o de metanol na ali-
mentac¸a˜o era
f l1∑2
j=1(f
v
j + f
l
j)
= 0.3974020255.
Considerac¸o˜es finais
Por meio desta pesquisa percebemos o quanto e´ dif´ıcil desenvolver um trabalho de
aplicac¸a˜o. A comec¸ar pela usina, mesmo ja´ existindo uma parceria com a Universidade
do Estado de Mato Grosso, houve demora na liberac¸a˜o da autorizac¸a˜o para a pesquisa.
Ale´m disso, o sigilo da empresa fabricante da coluna de destilac¸a˜o do metanol impediu
o acesso aos dados necessa´rios para o problema. Felizmente, conforme foram apare-
cendo as dificuldades, aumentou nosso anseio em desenvolver um trabalho relacionado
com o biodiesel, e o problema da destilac¸a˜o do metanol, o que nos mobilizou a buscar
alternativas e adaptac¸o˜es dentro da realidade dispon´ıvel.
Este trabalho consistiu essencialmente no estudo teo´rico dos fundamentos da otimiza-
c¸a˜o visando o teorema KKT para abordar o contexto aplicado da otimizac¸a˜o da proporc¸a˜o
do metanol destilado (y71). O problema foi formulado com base no sistema na˜o linear do
Metanol-8 proposto por More´ (cf. [19]), envolvendo uma coluna de destilac¸a˜o com oito
esta´gios, sendo um refervedor, seis pratos e um condensador, e alimentada no esta´gio 2.
Ale´m das varia´veis sugeridas na formulac¸a˜o de More´, houve a necessidade de incluir
varia´veis extras, a saber: a taxa de calor fornecida pelo refervedor (q), a pressa˜o em
cada esta´gio (pii), com i = 0, . . . , 7, a quantidade de res´ıduo (b) e a quantidade de
destilado (d), visando aumentar os graus de liberdade do conjunto via´vel. O ambiente
de programac¸a˜o escolhido foi o Matlab pois dispunha da rotina fmincon, que minimiza
o valor de uma func¸a˜o escalar de va´rias varia´veis sujeita a restric¸o˜es na˜o lineares (de
igualdade e desigualdade), inicializada com uma primeira estimativa e permite incluir
restric¸o˜es de canalizac¸a˜o, essenciais para a obtenc¸a˜o de resultados com significados f´ısico-
qu´ımicos.
Com relac¸a˜o aos experimentos nume´ricos foi estimulante ter conseguido resolver o
sistema na˜o linear do equil´ıbrio da coluna com os dados do Metanol-8, que na˜o tinha
sido resolvido por More´. Na soluc¸a˜o encontrada para o sistema formulado por More´ o
valor da proporc¸a˜o do metanol destilado era aproximadamente 0.963896. O processo de
formulac¸a˜o e validac¸a˜o de problemas de otimizac¸a˜o associados nos levou a` necessidade
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de incluir varia´veis adicionais, trabalhar com as derivadas efetivas das func¸o˜es envolvidas
e aumentar a exigeˆncia das toleraˆncias dos crite´rios de parada. Vale dizer que o sistema
na˜o linear das condic¸o˜es de otimalidade do problema inicialmente considerado (condic¸o˜es
KKT) foi constru´ıdo e resolvido por meio dos programas Mathematica e Maxima. No
entanto, a busca por uma soluc¸a˜o fisicamente via´vel nos levou a refinar o modelo, acres-
centando limitantes para as varia´veis. Nesta etapa do trabalho optamos por migrar para
o programa Matlab e utilizar a rotina espec´ıfica (fmincon) para resolver problemas na˜o
lineares restritos. De qualquer forma, o Maxima foi essencial na montagem das equac¸o˜es
do problema e no ca´lculo das derivadas. Tambe´m merece destaque a necessidade que
tivemos de ajustar os paraˆmetros default da rotina fmincon visando aprimorar os resul-
tados.
Retomando o problema de otimizac¸a˜o considerado, com a inclusa˜o das novas varia´veis
e o aumento na exigeˆncia do crite´rio de parada, conseguimos alcanc¸ar um percentual de
0.995384, mas a soluc¸a˜o bateu no limite superior da caixa pre´ definida para o valor
do res´ıduo, ou seja, 300 ≤ b ≤ 800. Foram realizados va´rios testes mudando o valor
desses limites e tambe´m dos limites do destilado, varia´vel diretamente relacionada com
o res´ıduo. Entretanto, percebemos que a melhor soluc¸a˜o foi a encontrada anteriormente,
pois foi a que melhor minimizou a func¸a˜o, satisfazendo a toleraˆncia da violac¸a˜o das
restric¸o˜es.
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