Recent years have brought about the realisation of an irreproducibility crisis in science, which may have numerous causes, including common standards of statistical analysis. For decades, the methodological paradigm of null hypothesis significance testing (NHST) has remained under harsh, yet rather ineffective criticism. Here, we show that the vast majority of contradictions between the results of distinct studies may be fictitious, resulting from misbeliefs about NHST. To exemplify how they appear, we provide extensive Recent years have brought about the realisation of an irreproducibility crisis in science, which may have numerous causes, including common standards of statistical analysis. For decades, the methodological paradigm of null hypothesis significance testing (NHST) has remained under harsh, yet rather ineffective criticism. Here, we show that the vast majority of contradictions between the results of distinct studies may be fictitious, resulting from misbeliefs about NHST. To exemplify how they appear, we provide extensive reanalyses of results from high-profile literature and reveal statistical uncertainties that customarily remained obscured by the NHST paradigm. Widespread awareness of these uncertainties accompanied with quantitative interpretation of the results is the first step in assessing the actual scale of the irreproducibility problem and eradicating it. 
INTRODUCTION
contradictions (even up to 90%). We also reanalyse data from three separate sets of high-profile papers 47 to exemplify in detail how fictitious debates emerge in scientific practice. Our intent is neither to settle 48 the subject-matter issues of the traced debates nor to criticise particular papers-they serve merely as 49 examples that might be substituted by many others. To avoid the pitfalls of NHST, we pay attention to 50 effect sizes and adopt thinking in terms of confidence intervals (CIs) (Cumming (2011); Motulsky (2014) 
51
following what we term the ESCI (Effect Size Confidence Interval) approach.
52

METHODS
53
We adopted the commonly-used 95% confidence level. CIs for Spearman correlations were found 54 using the standard R environment. For independent and correlated correlations (Zou (2007) ), we used 55 cocor (Diedenhofen (2013)) and bootES (Kirby and Gerlanc (2013) ) R packages. To prevent relying on compare studies (as well as different gene expression measurements in Case I), we found CIs for the 61 appropriate differences of differences (e.g., of correlations, medians); we term them "difference contrasts" 62 or "contrasts" for short in the description of the results. For Case II, the same role is played by the 63 ratio of odds ratios, i.e., relative odds ratio (Suzuki (2006)). We computed all the CIs for contrasts with 64 ad-hoc written Fortran programs and we used standard and percentile bootstrap methods (Manly (1997) ).
65
Differences between their results were small enough not to change the overall picture and our conclusions.
66
All details on methods and data sources are described in Supplemental Text S1.
67
RESULTS
68
Frequency of fictitious contradictions
69
To estimate the frequency of fictitious contradictions in science, we contrast two ways of comparing 70 results of identical but independent studies that aim to detect some effect in the same population (Fig. 1) .
71
In such a model, no genuine contradictions exist. If the correct method to compare studies is used, the 72 controversy appears solely due to random sampling and its frequency equals to the significance level 73 adopted.
74
However, if both studies use NHST as the sole benchmark, the comparison is commonly, yet incor- 
78
For example, assuming α = 0.05, 5% of comparisons between studies will yield significant differences analysed pair of X-linked and autosomal sets of genes (Fig. 5, Fig. S4 ). Only with a considerable increase 
