Introduction.
The complexity lower bounds for deterministic algebraic computation trees were obtained in 26 22] where the topological methods were developed. In particular, these methods provide the lower bound (log N) for recognizing (a membership to) a union of planes (of di erent dimensions) with N faces, under a face we mean any nonempty intersection of several among these planes. As consequences we obtain the lower bound (n log n) for the DISTINCTNESS problem 1 i<j n fX i = X j g IR n , EQUALITY SET problem f(x 1 ; : : : ; x n , y 1 ; : : : ; y n ) : (x 1 ; : : : ; x n ) is a permutation of (y 1 ; : : : ; y n )g IR 2n and the lower bound (n 2 ) for the KNAP- IR n . In 14], 15] a di erentialgeometric approach for recognizing polyhedra (to which the mentioned topological methods are not applicable) was proposed which gives the lower bound (log N= log log N) where N is the number of faces of the polyhedron.
The rst results on the randomized computation trees (RCT) appeared in 24], 20], 9], 10] but for decade an open problem remained, to obtain nonlinear complexity lower bounds for recognizing natural problems by RCT. In 13] for the rst time the nonlinear lower bound was obtained for somewhat weaker computational model of the randomized algebraic decision trees in which the testing polynomials in the branching nodes are of a xed degree, rather than the computation trees in which the testing polynomials are computed along the path of the computation, so they could have in principle an exponential degree. The approach of 13] provides the lower bound (log N) for recognizing an arrangement, i.e. a union of hyperplanes, and for recognizing a polyhedron, where N is again the number of faces. In particular, this leads to the lower bound (n log n) for the DISTINCTNESS problem and (n 2 ) for the KNAPSACK problem. For the EQUALITY SET problem a complexity lower bound on a randomized algebraic decision tree seems to be an open question.
But the method of 13] does not provide a lower bound for more interesting model of RCT. Only in 11] a method was developed which gives in particular, a lower bound (n 2 ) for the KNAPSACK problem on RCT. This method relies on the obtained in 11] lower bound on the multiplicative border complexity of polynomials. The lower bound (log N) of 11] holds for arrangements or polyhedra which satisfy some special conditions which fail, for example, for the DISTINCTNESS problem.
In 8] the proposed lower bound (log N) was proved for the randomized algebraic computation trees over an arbitrary eld of zero characteristic, here the computation branches according to the signs f=;6 =g unlike the more customary computation trees over the reals, studied in all previously mentioned papers including the present one, which branch according to the signs f ; >g.
The core of the method of 8] was the lower bound (log N) on the multiplicative complexity of a polynomial (see e.g. 27]), where N is the number of the faces of an arrangement on which the polynomial vanishes.
In the present paper the latter lower bound (log N 1 ) on the multiplica-tive complexity of a polynomial is extended (see the corollary in section 2) to a modi ed invariant N 1 of an arrangement, namely, the number of so-called strongly singular faces (see section 1) of the arrangement (now the polynomial does not necessary vanish on the arrangement). Relying on this lower bound on the multiplicative complexity, the proof of the complexity lower bound (log N) for RCT recognizing an arrangement or a polyhedron with N faces (see the theorem in section 3) becomes much simpler than the related ones in 13], 11]. In particular, this gives the lower bound (n log n) for RCT recognizing the DISTINCTNESS problem. The construction of RCT with the linear complexity O(n) for the EQUALITY SET problem from 5] shows that the condition imposed in the present paper (as well as in 8]) that the recognized set is an arrangement, so a union of hyperplanes, rather than a union of planes of greater than 1 codimensions as in the EQUALITY SET problem, is essential. In the last section 4 we generalize the construction of 5] and design a RCT for recognizing the following problem f(x 1 ; : : :; x n ; y 1 ; : : :; y m ) : each of the both di erences of the multisets fx 1 ; : : :; x n g and fy 1 ; : : :; y m g contains at most k elements g IR n+m which has a linear complexity when k is a constant. For arbitrary n; m the randomized complexity of this problem remains to be an open question.
Let us also mention the paper 12] where a complexity lower bound was established for the randomized analytic decision trees (rather than for more customary algebraic ones) and also the paper 7] where a lower bound was ascertained for a randomized parallel computational model (rather than a sequential model considered in the quoted papers including the present one). 
Also we will use the Tarski's transfer principle 29]. Namely, for two real closed elds F 1 F 2 a closed (so, without free variables) formula in the language of the rst-order theory of F 1 is true over F 1 if and only if this formula is true over F 2 .
An application of Tarski's transfer principle is the concept of the completion. Let F 1 F 2 be real closed elds and be a formula (with quanti ers and, perhaps, with n free variables) of the language of the rst-order theory of the eld F 1 . Then determines a semialgebraic set V F n 1 . The completion V (F 2 ) F n 2 is a semialgebraic set determined by the same formula (obviously, V V (F 2 ) ).
One could easily see that for any point (z 1 ; : : : ; z k ) 2 IR k k and a polynomial g 2 IR X 1 ; : : : ; X n ] such that g (n?k) s (z 1 ; : : : ; z k ) 6 = 0 (we utilize the introduced above notations) the following equality for the signs IP n 2 +n?1 is the projective space with the coordinates fW i`g1 i;` n : fW`g 1 ` n , herewith is given by the formulae W i`= X i V`; W`= V`; 1 i;` n. Lemma 2 It holds dim( ( (G) \ P)) (n ? k) ? 1. Moreover, the linear (coordinate) functions W`1; : : :; W`p are algebraically independent on (G) \ P.
Proof. Take a point (z 1 ; : : :; z k ; y 1 ; : : : ; y n?k ) 2 F n and consider a line ft = (z 1 ; : : : ; z k ; y 1 ; : : : ; y n?k )g 2F F n . 2 (G) \ P t (provided that the point of the projective space is de ned, i.e. grad(t ) 6 = 0). First we establish lemma 2 in case = 1, then it su ces to verify that (G) \ P 6 = ; because (n ? k). Moreover, we prove that for any point w 0 2 F n we have (G) \ P w 0 6 = ;. Indeed, take any point w 1 2 F n for which the gradient grad(w 1 ) 6 = 0. Then grad does not vanish almost everywhere on the line fw = w 0 + (w 1 ? w 0 )g 2F . Since (cf. above) the point (w ; grad(w )) 2 (G) \ P w , provided that grad(w ) 6 = 0, we conclude that the limit of these points when ! 0, belongs to (G) \ P w 0 , which is thereby, nonempty. Now let 2. If the statement of the lemma were wrong, there would exist a homogeneous polynomial h = and taking into account that dim (G) = dimG = n.
Since the intersection of two closed projective varieties of the complement dimensions (see lemma 2) B\ ( (G)\P) is not empty 25], 23], we conclude that ?1 (B) \ (G) \ P 6 = ;, for any point from any strongly singular kface ?. Varying P = P for di erent points from ?, the latter implies in particular, that dim( ?1 (B) \ (G)) k.
Therefore, the constructible set U = '( ?1 ( ?1 (B) \ (G))) F n contains all strongly singular k-faces ?. Observe that dimU dim ( ?1 (B (2) Then '( ?1 (U)) = U \ H j 1 \ \ H jq \ Q = fu 1 ; : : :; u g F n is a nite collection of points. Therefore, every irreducible component of U is contained in one of the pairwise disjoint (n ? 1)-dimensional planes (' ?1 (u 1 )); : : :;
(' ?1 (u )) IP n 2 +n?1 , since the image of this irreducible component under the rational map ' ?1 : (F 2n ) ! F n , being a subset of fu 1 ; : : : ; u g, should be a point; moreover each of these planes contains a certain component of U. Let us also show that H j 1 \ \ H jq \ Q = (H) (F 2n ) A is closed in A. Indeed, H is given by a system of linear equations fh t = P 1 i n ti X i + t0 = 0g t which depend only on X 1 ; : : :; X n . We claim that (H) = A \ 8 < :
The inclusion is obvious. To prove the inverse inclusion take a point fw i`gi;`: fw`g`from the set at the right side. Then w`0 6 = 0 for a cer-tain 1 `0 n. From the equalities w i`1 w`2 = w i`2 w`1 we get that fw i`gi;`: fw`g`= 
i , 1 i n?k. Indeed, assuming the contrary we partition all T 's into three (disjoint) pieces. In the rst one the output for E is incorrect (its fraction is at most ). In the second one (which is desirable for our goal) the fraction of correct outputs for E (0) i ; 1 i n ? k is at least (1 ? 2 ) 2 (its fraction is at most 
i 0 satis es all the tests along the path under consideration in T 0 followed by the input E, proof of lemma 5 is much easier than in 13], 11] and relies on the corollary (see section 2) in which the multiplicative complexity of a polynomial is bounded from below in terms of the number of strongly singular faces of an arrangement.
Before proving lemma 5 we show how to deduce the theorem from lemmas 4 and 5. Consider RCT fT g recognizing S with error probability < 1 2 . Lemma 4 and counting imply the existence of T 0 such that the inequality 
Applications and open problems
As a consequence of the theorem from the previous section we deduce the complexity lower bound (n log n) for any RCT, recognizing the DISTINCT-NESS problem 1 i<j n fX i = X j g IR n (for the necessary in the theorem estimation of the number of h n 2 i -faces see 13]). Also we get the lower bound (n 2 ) for the KNAPSACK problem I f1;:::;ng f P i2I x i = 1g, this result was already obtained in 11]. It would be interesting to extend the obtained bound to other types of sets, rather than considered in the theorem polyhedra and the unions of hyperplanes.
The linear O(n) complexity RCT from 5] for the SET EQUALITY problem f(x 1 ; : : : ; x n ; y 1 ; : : :; y n ) : fx 1 ; : : : ; x n g is a permutation of fy 1 ; : : :; y n gg IR 2n provides an evidence that the lower bound from the theorem could not be directly extended even to such quite natural sets like the unions of planes.
Generalizing the construction of 5] we design RCT for recognizing the following set: (k) n;m = f(x 1 ; : : : ; x n ; y 1 ; : : :; y m ) : each of the both di erences of the multisets fx 1 ; : : :; x n g and fy 1 ; : : : ; y m g contains at most k elementsg IR n+m . Evidently, k jn ? mj. Denote the polynomials f(X) = (X ?x 1 ) (X ? x n ), g(X) = (X ? y 1 ) (X ? y m ). First compute (deterministically) f(z i ); g(z i ) at 2k + 1 random points, 0 i 2k with the complexity O(k(n + m)). Then (deterministically) interpolate the rational function h = f=g, being (presumably) a quotient of two monic polynomials both of degrees at most k by means of its values (f=g)(z i ), 1 i 2k with the complexity O(k log 2 k) 3]. Finally, (deterministically) check whether the value of the obtained rational function h(z 0 ) coincides with f(z 0 )=g(z 0 ). The complexity O(k(n + m)) of the designed RCT is better than the complexity O((n + m) log(n + m)) of an obvious CT based on a sorting algorithm when k is small enough.
