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ABSTRACT 
Uncertaintyininputstomostairqualitymodelsofcausalnatureoftenresultsuncertaintyinmodelledconcentrations
aswell. If incorporated, itmay provide complete information on assured range of air pollutant levels. The study
presentsa sensitivityanalysisofmodelsand theprobabilisticbasedestimatesofuncertainties in theirpredictions.
Two vehicular exhausts dispersion models have been used for forecasting hourly average PM10 and PM2.5
concentrationsatanon–signalizedroundabouttrafficintersection.Theuncertaintieswereestimatedusingfirst–and
second–orderTaylorseriesandMonteCarlomethodsduetowindspeedandwinddirectionandevaluatedwithone
weekparticulatemattermeasurements(PM10andPM2.5)duringwinterperiod.Theamountofuncertaintyduetowind
speedwasabout55%inthebothmodels,resultedfromwinddirectionwasupto5to20%ofthemodelledmeanfor
receptors closer to the source but increased even up to 200% as the distance from the source increased. The
uncertaintyduetowindspeedbysecond–orderTaylorseriesmatchedwiththatbyMonteCarlomethodimplyingthat
asimplesecond–orderTaylorseriescanbeutilizedforsuchstudiesinsteadofconventionaltime–takingMonteCarlo
method.
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1.Introduction

Simple and easy–to–use causal models for evaluating air
quality are often preferred by local environmental regulatory
bodies.Mostmodelswhichareoperationalinseveralcountriesare
either developed for or tuned to the local conditions such as
traffic,downwindexposureofurbancentres,topographyandeven
localweatherpatterns.Theymayhelpdevisingand implementing
localregulatorymeasuressatisfactorilybutnoteffectivelyasmost
causalmodelsmakeaveragepredictionsoverashortertimescales
inadeterministic form. In that sense, theirpredictionsaremore
prone to sensitivity caused due to inputs of emissions and
meteorology. The uncertainty in these inputs also propagates in
modelpredictions.Additionally some intrinsic featuresofmodels
contributetouncertainty.Inviewofthisamongresearchers,there
has been insistence of incorporating probabilistic based
approaches to predictions in terms of uncertainties caused by
inputsandintrinsicmodelcharacteristics.Afewsuchstudieshave
been carried out in the recent past (Helton, 1993;Hanna et al.,
2001; Yegnan et al., 2002). Since every urban conurbationwith
differing amount of heterogeneity demands for a different air
qualitymodel, there is a need to identify themost influencing
parameters and quantify the amount of uncertainty in model
predictionsthatistobeappliedtourbanconditionsforregulating
air quality. We, in this study, selected two vehicular exhaust
dispersion models, viz. the general finite line source model
(GFLSM),developedandevaluatedforIndiantrafficconditionsand
the general finite line source model with Horst–Venkatram
approximation(HV–GFLSM)(LuharandPatil,1989;Venkatramand
Horst,2006).

Thebasisof theGFLSM (LuharandPatil,1989;Esplin,1995)
for the concentrationdownwindofa finite line sourcewhen the
windblowsatanangletothesourcewasexaminedbyVenkatram
andHorst(2006).TheyfoundthattheLuhar–Esplinapproximation
wasequivalenttoreplacingthevaryingsource–receptordistances
inthe integralrepresentingconcentrationcausedbya linesource
with an effective distance along the wind direction between
receptor and line source. This approximation however performs
poorlywhenwind approachesadirectionparallel to line source.
Theythereforesuggestedabetterapproximationbyretainingthe
effective distance approximation only for evaluation of vertical
diffusionandapproximatingtheresultinglinesourceintegralwith
theassumptionofsmallcross–winddistance.

The broad objective of this study was to determine which
modelperformsbetterforagivenamountofuncertainty.Thishas
beenachievedbycalculatingsensitivitiesofbothmodels towind
speed, wind direction, and emission rates and accordingly their
uncertaintieshavebeenestimatedusing first–and second–order
Taylorseriesmethods.Theresultsofthesemethodswereverified
bythetraditionalMonteCarlosimulationmethod.TheGFLSMand
HV–GFLSMmodelswith theknownsensitivitiesanduncertainties
werethenappliedtodeterminethehourlyaveragefineparticulate
60 GokhaleandPatil–AtmosphericPollutionResearch1(2010)59Ͳ70 
concentrationsintwosizes,PM10andPM2.5ataroundabouttraffic
intersectioninthecityofGuwahati,India.

2.MathematicalDescriptionofUncertaintyMethods

Uncertainties in models can be quantified by the standard
deviationaroundthemeanofmodelledconcentrations(Hwanget
al., 1998). It can be determined by first–order Taylor series,
second–orderTaylorseries,andMonteCarlosimulationmethods.

2.1.Taylorseriesapproach

This approach assesses the sensitivity of a predicted
concentration on input parameters and the variances in those
input parameters. The Taylor series approach is based on
evaluating the derivatives of output function with respect to
independent input parameters. The Taylor series formulae are
definedforacontinuouslydifferentiablefunctionf(x).TheTaylor’s
general formula as an expansion of a function f(x) is given by
Equation(1)(Harr,1987):

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where, x isthemeanoftheinputparameterandf(n) )(x ,thenth
derivativeevaluatedat x andRnistheremainder.

First–orderTaylorseries.Inthisapproach,thefirstorderapproxiͲ
mation formean and variance is given by Equations (2) and (3)
(Harr,1987):

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where, f(x) isamodel function, x thebestestimateof the input
data, )(' xf , the sensitivityofoutput to inputparameter,E [f(x)],
theexpectedvalueofthemodelresult,andV[f(x)]isthevariance
inthemodelledresult.

Second–order Taylor series.When the relationship of output is
non–linearwithrespecttoinputdataset,thehigherordertermsof
the Taylor series equation are necessary to produce accurate
uncertainty estimates. This series requires the values of
coefficientsofkurtosisandskewnessofthedata. Itcantherefore
be applied even to non–normal distribution. In this approach,
second–orderapproximationofvariance isgivenbyEquations (4)
and(5)(Harr,1987):
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
where, )(' xf and )('' xf  are the first– and second–order sensiͲtivities of the output parameter, respectively, ɴ(1) and ɴ(2), the
coefficientsofskewnessandkurtosis,respectively,andV[x] isthe
varianceoftheinputdataset.

2.2.MonteCarlosimulation

Thisisa‘brute–force’methodofestimatingvarianceinoutput
concentrations (Hanna et al., 2001). A Monte Carlo analysis is
based on performing multiple model evaluations with probaͲ
bilisticallyselectedmodelinput,andthenusingtheresultsofthese
evaluations to determine both the uncertainty in model
predictions and the input variables that give rise to this
uncertainty.Ingeneral,aMonteCarloanalysisinvolvesfoursteps:

(i)A range and probability distribution are selected for each
inputparameterfirst,

(ii)Then,a sample isgenerated from the rangeanddistribuͲ
tion specified in the first step which results in a sequence of
sampleelementsoftheform:

Xi=[Xi,l,Xi,2.....Xi,n],i=1,2.....m (6)

where,nisthenumberofinput(i.e.sampled)variablesandmthe
sample size. The inputs can be sampled by a random sampling,
importancesamplingorLatinhypercubesampling.

(iii) The model is then evaluated for each sample element
showninthestep(ii)creatingasequenceofresultsoftheform:

Yi=f(Xi,l,Xi,2.....Xi,n)=f(xi), i=1,2.....m (7)

(iv)Lastly,theresultsfromthethirdstepareusedasthebasis
foruncertaintyanalysis.Oneway to represent theuncertainty in
“Y” iswithameanandvariance.WhenrandomsamplingorLatin
hypercubesamplingisusedtogenerateasample(asshowninthe
second step), the expected value and variance for “Y” can be
estimatedbyEquations(8)and(9)(Helton,1993):

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3.VehicularExhaustDispersionModels

Two vehicular exhaust (line source) dispersionmodelswere
selected forestimatingPM10andPM2.5 concentrationsatanon–
signalized roundabout traffic intersection in thecityofGuwahati.
Thesemodelshavebeenbrieflydescribedbelow:

3.1. General finite line source model (GFLSM) for particulate
matter

Thismodelaccounts for “no–reflection”at theearth surface
and“drydeposition”toestimateexclusivelytheparticulatematter
concentrations. It also estimates particulate matter in different
sizes,asgiveninEquation(10)(LuharandPatil,1989).Thedetailed
discussiononthemodelisgivenelsewhere(LuharandPatil,1989).

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where, N is the number of particle size classes, Vti, the settling
velocitycorresponding to theaverageparticle sizeof ithclass,wi,
the weight fraction of particulates in the ith size class, C, the
concentration(mgmͲ3),q,the linesourcestrengthperunit length
(μgmͲ1sͲ1 ), ʍy and ʍz are the horizontal and vertical dispersion
parameters(m),respectively,ue=usinɽ+u0where,u,themean
ambientwindspeed(msͲ1)ataspecificsourceheight;u0,thewind
speed correctiondue to trafficwake,he=h+hp is theeffective
source height,where, h, the line source height (m) and hp, the
plumerise(m)andListhelengthofthelinesource(m).

3.2.GeneralfinitelinesourcemodelwithHorst–Venkatram(HV–
GFLSM)approximation

Venkatram and Horst (2006) gave the expression (Equation
11) to estimate concentration at receptor of gaseous pollutants
evaluating ʍz at xreff (as ʍzeff) and ʍy correspond to downwind
distances, xr from the end points Y1 and Y2 of the line to the
receptorat(Xr,Yr,Zr).

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This equation has been adjusted in the final form of
particulatematterestimation,giveninEquation(12):

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Here, ʍy is evaluated at xi=xr (Ys=Yi) and “ɲ” is a
complementary wind angle (angle between wind direction and
perpendicular to line source). This model is valid when the
complementarywindangleisintherangeof0°to75°.Hence,the
model isusedtoestimateconcentrationwhentheanglebetween
thewindvectorandlinesourceisgreaterthan15°.

4.Methodology

Atraffic intersectionhavingfourmajorroadsconnectedbya
non–signalized roundabout has been selected. Both themodels
were applied at this intersection to estimate the hourly average
PM10 and PM2.5 concentrations.Data required for themodelling
studysuchasmeasurementsonPM10andPM2.5concentrationsfor
aperiodofoneweekduringwinterseason,hourlytrafficcountfor
weekdays and weekend days, meteorological parameters (wind
speed,direction,sunshinehours,humidity,andtemperature)and
othernecessarydetailswerecollectedatthesite.

The Jalukbari roundabout traffic intersection is one of the
busiest traffic intersections in thecity.Fourmajor roads,Airport,
Shillong, Guwahati city and IITG (Indian Institute of Technology
Guwahati)areconnectedwithacircularcentral islandmaking ita
roundabout traffic intersection as shown in Figure 1. The
roundaboutandeachroadconstitutetwo lanes ineachdirection.
The width of each lane is 7.0m. The purpose of collecting the
concentration data on PM10 and PM2.5 was to evaluate the
modelled concentrations against the measured concentrations.
Therefore a daily average PM10 and PM2.5 concentrations were
obtainedbycarryingoutcontinuousmeasurementsatthesitefor
aoneweekperiodfrom09:00to19:00hourscoveringmorningas
wellaseveningpeak timesusingDustTrakparticlemeasurement
sampler(8520DustTrak)(Praveen,2008).



Figure1.Jalukbarinon–signalizedroundabouttrafficintersection(Source:www.Googleearth.com).

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
Meteorological parameters such as wind speed, wind
direction, sunshinehours, temperature are required as inputs to
airqualitymodelswithdirectmaininputsofwindspeedandwind
direction. The Monte Carlo method for uncertainty analysis
requiresestimatingprobabilitydistributionoftheinputparameters
togenerate randomnumbers.Threemonthshourlyaveragedata
ofwindspeedwerethereforecollected.Windspeeddatasetwas
firstfittoasuitableprobabilitydistribution.Itwasfoundthatwind
speed data showed the tendency of log–normal distribution and
thereforewinddirectionswere also assumed tobe log–normally
distributed. Traffic count data were collected by video graphs
whichwere analyzed for fourmajor categories of vehicles. They
arelightdutydieselvehicles(LDDV)andheavy–dutydieselvehicles
(HDDV), light duty gasoline vehicle (LDGV), and heavy–duty
gasoline vehicles (HDGV) (Praveen, 2008). Emission factors for
varioustypesofvehiclesweretakenfromtheNEERIreport(NEERI,
2000). They were then combined to calculate the composite
emissionfactorsfortheentirevehiclefleetonalltheroads.

Themodelling process startswith estimating the first–order
sensitivitiesofconcentrations towind speed forboth line source
modelswith increasing source–receptor distances, then towind
angles and to emission rate forGFLSMmodel. Furtherwith the
helpof thesesensitivities,uncertaintycalculationsweredone for
wind speed with different wind angles, andwind directions for
both themodelsbyMonteCarlo, first–and second–orderTaylor
series methods. Later, with the help of the sensitivity and
uncertaintyanalysismodelsweretestedandappliedatthesitefor
forecasting the hourly PM10 and PM2.5 concentrations and the
comparisons of concentrations by the GFLSM, HV–GFLSM and
probabilistic methods of Monte Carlo and second–order Taylor
series with the observed particulate concentrations were done.
Additionally, the concentration envelopes for wind speed by
MonteCarlomethodhavealsobeenworkedout.

5.ResultsofDataAnalysis

5.1.Localairquality,trafficandmeteorology

The observed concentrations of PM10 and PM2.5 at the
intersectionwere veryhigh.Themaximum8–houraveragePM10
during weekdays was 548μgmͲ3, while the minimum was
154μgmͲ3. Duringweekend days, themaximumwas 365μgmͲ3
andtheminimumwas292μgmͲ3.Similarly,themaximum8–hour
averagePM2.5duringweekdayswas238μgmͲ3,andtheminimum
was152μgmͲ3,whileduringtheweekenddays,themaximumwas
310μgmͲ3 and the minimum was 248μgmͲ3. This trend was
pursuantwiththetrafficobservedatthesite.

Themaximum temperature during themeasurement period
was38.5°Cdaytimeand19.4°Cnighttimewithanaverageof26°C
and the average humiditywas about 68.5%. Thewind direction
wasprevalentfromNandNEthroughoutthemeasurementperiod.
Calm wind conditions (i.e. wind speed less than 1msͲ1) were
observedfor23%oftheperiod.Theatmosphericconditionofthe
pollutantdispersalnearthesitewasworkedoutwiththehelpof
the Pasquill–Gifford stability method using extensive meteoroͲ
logicaldatameasuredatthesitesuchaswindspeed,daytimeand
nighttime hours and solar radiation. It was observed that the
stability at the site remained neutralmost timeswhile deviating
littletowardsunstableconditions.

Thedeposition velocities forboth theparticulate sizeswere
estimatedusingstokesequationwhichwas0.3cmsͲ1forthePM10
and 0.0187cmsͲ1 for the PM2.5. These data have been used in
testingmodel uncertainties and their sensitivities to influencing
parameters.



5.2.Sensitivity–uncertaintyanalysis

Sensitivityanalysiswascarriedoutonthewindspeed,wind
directionandemissionrateusingtwosideperturbationtechniques
as these parameters have temporal aswell as spatial variability.
Further,therangeofuncertaintyresultingfromthemostsensitive
inputparametershasbeenquantified inthemodellingdomainof
size 150x100m which included the entire roundabout inter–
sectionwithsufficient lengthofall the four roads.Thiswasdone
by Taylor series and Monte Carlo methods. For the sensitivity
analysis, the emission rate was 0.91mgmͲ1sͲ1, wind speed,
1.51msͲ1 with a standard deviation of 0.9msͲ1 and the wind
direction was NE with a standard deviation of 30 degrees. The
length of the line source was taken as 150m. The following
assumptionsweremadefortheanalysis:

(i) Inputparametersare independentandmutuallyexclusive.
Thisassumptionallowedthecalculationofvariance inthe results
withoutincludingcorrelationsbetweeninputparameters.

(ii) Wind directions are assumed to be log–normally
distributed for generating random numbers by Monte Carlo
method.

(iii) Source and receptor both are assumed tobe located at
groundlevel.Plumeriseisneglected.

(iv)Winddirectionmakesanangleof45°withthelinesource
in counterͲclockwise direction and has a geometric standard
deviationof30°.

UncertaintybyTaylorseries.Thecalculationofuncertaintyinthis
approach requires the sensitivity of concentrations to input
parameters and the variance in those input parameters. In the
analysis using first–order Taylor series approximation, the
sensitivity is performed by two–sided perturbationmethod. The
input is perturbed by 1% and the corresponding change in the
outputisevaluated.Thefirstordersensitivityoftheoutputisgiven
byEquation(14):

12
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
where,x1andx2are theperturbed inputvaluesoneithersideof
themean.Ifthefirst–ordersensitivityisnotconstantoverarange
of the input parameters, its slope at a particular point is
numericallyequaltothesecond–ordersensitivityatthatpoint.The
second–order sensitivity is then evaluated at themean value of
inputparameterusingthecentraldifferenceformula(Lapidusand
Pinder,1982),giveninEquation(15):

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
where,ȴxisasmallchangefromthemean,whichforthisworkis
1%.

SensitivitybyTaylorseries.Windspeed:Figures2aand2bshow
thevariationofthesensitivitywithwindspeedfortheGFLSMand
HV–GFLSMmodels, respectively. Forwind speed up to 3.0msͲ1,
the change in the sensitivity is large and the curves are steeper
indicatingastronginfluenceontheconcentrations.Atwindspeeds
greater than3.0msͲ1, the sensitivity curves are almost flattened
indicatingalessornoinfluence.Sensitivityisveryhighclosetothe
source when wind speed is less but decreased as the source–
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receptor distances andwind speed increased.Whenwind speed
increased theamountof sensitivity is reduceddrasticallyup toa
source receptor distance of 70m and beyond that it is reduced
marginally. It is further observed that the model was more
sensitive for the wind speed up to about 3.0msͲ1 and beyond
observedtobelesssensitive.Theamountofsensitivitythereforeis
morewhenthewindspeedisverylowandthereceptorlocationis
very close to the source,and vice versa. Itwas furtherobserved
thattheamountofsensitivitytowindspeedbyHV–GFLSMmodel
islesscomparedtotheGFLSMmodel,however,itwasmarginal.


(a)

(b)

Figure 2. First–order sensitivity of concentration to wind speed for
(a)GFLSMmodel,(b)HV–GFLSMmodel.


Wind direction: Figures 3a and 3b show the variation of the
sensitivities with wind direction for the GFLSM and HV–GFLSM
models, respectively. It was observed that for GFLSM model
(Figure3a),theconcentrationsensitivityatadistanceof20mfrom
the source is less or almost negligible (as indicated by the flat
curve) when the angle between the line source and the wind
direction is in the range 20° to 160°. As the distance from the
source increases the range of an angle forwhich the sensitivity
curves are flattened also decreases indicating the increasing
sensitivities. For theHV–GFLSMmodel (Figure 3b), at the closer
receptor distance, the sensitivity curve is flattened for the large
rangeofwindanglebetweenͲ60°to60°,whichdecreasedfurther
with the increase of distancemeaning the sensitivity increased.
TheHV–GFLSMmodel isvalid for thecomplementarywindangle
(angle between wind direction and perpendicular to the line
source) in the range 0° to 75°. This could be the reason of the
differencesinthemagnitudeofsensitivities.

Itwasfurtherobservedthattheconcentrationsensitivitywas
veryhighforasmallobliquenessof20°whichrapidlydecreasesto
almostnosensitivity till theangleup toabout160°andasimilar
initialtrendfurtherforthenext20°angleupto180°(asobserved
inFigure3a).Suchapatternremainedsameevenafterthesource–
receptor distance increased butwith a significant change in the
degree of sensitivity and the range of angles. The amount of
sensitivity decreased from about 400μgradͲ1mͲ3 to about
100μgradͲ1mͲ3 and gradually decreased reducing the range of
anglesto30°–150°approximatelyfrom2°–160°forthedistanceof
40m.Itwasfurtherreducedtoaboutslightlyover150μgradͲ1mͲ3
andtherangeofangleto40°–140°forthedistanceof60mfrom
the source. Similar results were found for HV–GFLSM model,
however, the amount of sensitivity decreased indicating its
relatively better performance over the GFLSM model. The
discontinuityobserved in the sensitivityofconcentration towind
direction forGFLSM comparedwith that ofHV–GFLSM ismainly
attributed to the fundamental difference of wind and compleͲ
mentaryangle.

In the both cases, as the source–receptor distance is
increased,theamountofsensitivity isdecreasedbutatthesame
timetherangeofwindanglesforwhichthemodelsaresensitiveis
also increased (asseen fromthesmallerpeaksandthereduction
ofthewidthofflatcurveinallthecases).

Emission rate: The change of first–order sensitivity of concenͲ
trationswiththechange inemissionratesrevealsthatthemodel
becomes less sensitivewith the increase in the source–receptor
distance. Moreover, there is no deviation with the increase of
emission rates indicating that at particular distance from the
source the amount of concentration sensitivity for the GFLSM
model remains samewith the change in emission rates. Similar
resultsareexpectedandmaybeobtainedforHV–GFLSMmodel.

The foregoinganalysisprovidesa formalbasis forusingwind
speedandwinddirectiontoestimateuncertaintiesinthemodels.

UncertaintybyMonteCarlo.MonteCarlo simulationsare,asan
alternativemethod, used to calculate the variance in themodel
results.Itinvolvesthegenerationofrandomnumbers,carryingout
model runs and the estimation of uncertainty. Following the
lognormaldistribution forboththe inputparameters,windspeed
andwinddirection,10000randomnumbersweregenerated ina
singletrialusingMATLABtool.Furthercalculationsweredoneon
Excelspreadsheets.Modelresultswereusedtodecide“mean”and
“standarddeviation”intheoutputresults.Numbersoftrialswere
repeateduntil thevaluesof theseparametersofnew trialmatch
withthepreviousones.

Uncertainty inmodels.With theunderstandingof the sensitivity
discussedaboveandthemethodsofuncertaintyanalyses,thenext
step is to calculate and evaluate uncertainty in the models’
outputs.The“geometricstandarddeviation”wasusedtoevaluate
theuncertaintyinoutputconcentrationsattributedtoaparticular
inputparameter.

Wind speed:Figures4a to4f show thecomparativeestimatesof
uncertainty forwind speedusingMonteCarlo, firstand second–
orderTaylorseriesmethodsfordifferentwindanglesfortheboth
models. It was observed that the uncertainty estimated using
second–order Taylor series closelymatchedwith the uncertainty
estimatedbyMonteCarlomethodcomparedto firstorderTaylor
series.Aminordifferencewasofupto2ʅgmͲ3beyond70to80m
distancewashoweverobserved.Forasmallangle,thedifference
washigherandremainedthroughoutthedistanceconsidered.This
canbeexplainedbythesensitivity.Uncertaintyinmodelestimates
producedbyTaylorseriesisdirectlyinfluencedbythesensitivityof
the output to input parameter. The Monte Carlo approach
accounts for the sensitivities at differentwind speeds,while the
Taylor series estimates an uncertainty corresponding to the
sensitivityat themean value, for thisexample, itwas1.51msͲ1.
Windspeedhavingahighervarianceresults inahighersensitivity
and hence resulted in a higher uncertainty by the Taylor series
compared to byMonte Carlomethod at distances closer to the
source.Thus,incorporatingstandarddeviationforwindspeedinto
themodels demonstrated uncertainty in the range between 10
and65%ofthedeterministicresults.

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 
(a) (d)
(b) (e)
(c) (f)
Figure4.(a)UncertaintyforwindspeedforGFLSM(10,20)atwindangleof30°,(b) UncertaintyforwindspeedforGFLSM(10,20)atwindangleof60°,
(c)UncertaintyforwindspeedforGFLSM(10,0)atwindangleof90°,(d)UncertaintyforwindspeedforHV–GFLSM(10,75)atcomplementarywindangle
of0°,(e)UncertaintyforwindspeedforHV–GFLSM(10,75)atcomplementarywindangleof50°,(f)UncertaintyforwindspeedforHV–GFLSM(10,75)at
complementarywindangleof75°.


WindDirection:Figures5ato5dshowthecomparativeestimates
of uncertainty forwind direction usingMonte Carlo, first–order
andsecond–orderTaylorseriesmethodsforthebothmodels.For
theGFLSMmodel,itwasobservedthat(Figure5b),theuncertainty
by the Taylor series is about 20 μgmͲ3 for the closer receptors
whichgraduallydecreasestoaslowas3μgmͲ3uptoadistanceof
about 60m from the source but increasing thereafter exponentͲ
tiallyhoweverbyMonteCarlomethoditdecreasedgraduallywith
distance.Asomewhatsimilartrendwasobservedwhentheangle
wassmallerwithahump(Figure5a)relativelyatashorterdistance
of 40m as compared to the bigger wind angle (Figure 5b).
However, the results of second–order Taylor series remained
closertoMonteCarloresults.Thiscanbewellexplainedfromthe
sensitivity. The sensitivity of the model to the wind direction
increases as the distance from the source increases. Hence the
uncertaintyestimatedbytheTaylorseriesapproachisobservedto
be higher than the Monte Carlo method at greater source–
receptordistances.
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
(a) (c)
(b) (d)
Figure5.(a)UncertaintyforwinddirectionforGFLSM(10,0),(b) UncertaintyforwinddirectionforGFLSM(10,Ͳ50),(c)Uncertaintyforwinddirectionfor
HV–GFLSM(10,0),(d)UncertaintyforwinddirectionforHV–GFLSM(10,50).


With the increase in distance, Taylor series shows amixed
trend compared to Monte Carlo method. As the Taylor series
methods of uncertainty analysis are function of sensitivity of
outputto inputparametersandvariance inthe inputparameters,
thisdifference inestimateduncertaintycanbewellexplainedby
the sensitivity at each receptor location. Monte Carlo method
estimates theuncertainty forGFLSMmodel in the rangeof10 to
20%of thedeterministicestimate, forwinddirection.But,Taylor
seriesmethod estimates a large uncertainty up to about 20% of
thedeterministicestimate,forGFLSM.ForHVmodel,MonteCarlo
methodestimatesanuncertaintyupto200%ofthedeterministic
meanormorethanthat.

ATaylorseries is lesstimeconsumingandsimpletoapplyas
compared to the traditionalMonte Carlomethod. Three runs of
eachinputparametersofinterestarerequiredfortheTaylorseries
approachofcalculatinguncertainty:meanandperturbedvalueson
eithersideofthemean,whileforMonteCarlomethod,generation
ofrandomnumbersandmultiplemodelrunsaretimeconsuming.
As it has been observed from the results that Taylor series and
Monte Carlo estimated uncertainties matched quite well, the
Taylor series method can be a better choice for estimating
uncertainty due to wind speed. But in case of wind direction,
Monte Carlo method may provide more precise uncertainty
estimates.

5.3.Modelapplicationandtesting

TheGFLSM of particles andHV–GFLSMwere applied at the
selected roundabout traffic intersection to estimate the hourly
averageconcentrationsforaperiodofoneweek(coveringweek–
daysandweekenddays)ofthewinterseasonoftheyear2007.The
fourarms (roads)oftheroundabout inthemodellingdomainare
namedas L1, L2, L3and L4basedon themovementof vehicles.
Since themodels aremore sensitive towinddirection at farther
distances,differentstandarddeviationsforwindanglesatdifferent
hoursofadaywere taken toexamine theeffectofvaryingwind
angles on uncertainty estimates. Assumptions made for the
modelling purposes were (i) the background PM10 and PM2.5
concentrations negligible, (ii) only neutral stability class
considered, (iii) sourceand receptorsareatground level, (iv) for
GFLSMmodellingapplication,centralpointoftheeachlinesource
asanoriginforboththeco–ordinatesystems,andforHV–GFLSM
model, starting point of the line source as the origin for co–
ordinate system from which the distance of the receptor was
measured.

Figure 6 depicts the detailed geometry of the roundabout
traffic intersectionwith themeasurementstation.Tables1and2
show the inputs for themodelsand thewinddatawithstandard
deviations at different hours of a day. The vertical (ʍz) and
horizontal (ʍy) dispersion parameters,were estimated using the
Equations(16)–(20):

c
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a )
sin
( TV 
u  (16)

Thevaluesofconstantsa,b,andcusuallytakenfromtheGM
experiments, were used in the Equation (16). The ʍy were
0.00
10.00
20.00
30.00
40.00
50.00
60.00
70.00
10 30 50 70 90 110
Distance (m)
St
an
da
rd
 d
ev
ia
tio
n(
 ȝg
/m3
)
MC method
First-order Taylor series
Second-order Taylor series
0.00
5.00
10.00
15.00
20.00
25.00
10 30 50 70 90 110
Distance (m)
St
an
da
rd
 d
ev
ia
tio
n 
( ȝ
g/
m3
 )
MC method 
First-order Taylor series
Second-order Taylor series
-10.00
0.00
10.00
20.00
30.00
40.00
50.00
10 30 50 70 90 110
Distance (m)
St
an
da
rd
 d
ev
ia
tio
n(
 ȝg
/ m
3 )
MC method
First order Taylor series
Second order Taylor series
0.00
5.00
10.00
15.00
20.00
25.00
10 30 50 70 90 110
Distance (m)
St
an
da
rd
 d
ev
ia
tio
n 
(  
ȝg
/m3
 )
MC method 
First-order Taylor series
Second-order Taylor series
 GokhaleandPatil–AtmosphericPollutionResearch1(2010)59Ͳ70 67
determined by modified EPA–HIGHWAY model in which the
downwind distance was assumed to be in the form of
ሾX/(A+B sin ɽሿas given by Equation (17) (Zimmerman and
Thompson,1975):

yayty
222 VVV   (17)
ztyt VV u 2  (18)
czt Uu 53.057.3V  (19)
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OV
cos15.2
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u 
x
ya  (20)

where,ʍyisthehorizontaldispersionparameter,ʍyt,thehorizontal
dispersion due to vehicular turbulence, ʍya, the horizontal
dispersion due to atmospheric turbulence, ʍzt, the verticalwake
inducedturbulence,andtheUcisacross–roadcomponentofwind
speed. The Equation (21) determines the value of ʄ for neutral
stabilitycondition.

2958.57/)]1000/ln(7706.1333.14[ xu O  (21)

Thestabilitydependentcoefficients,AandBweretakenfrom
GMexperimental results (Chock,1978).Hourlyemission rates for
thefourlinks(L1toL4)weredeterminedbyusinghourlycollected
trafficdataatthesite,andthecompositeemissionfactors.



Figure 6. Geometry of Jalukabari non–signalized roundabout traffic
intersection.



Table1.Inputsforthemodelling




Table2.Winddatawithstandarddeviations

Time WindSpeed
(m sͲ1)
Standard
deviation
Wind
direction
Standarddeviation
(Degree)
9 1 0.67 NE 5
10 1.4 0.9 NE 10
11 1.8 1.02 NE 15
12 2.1 1.14 NE 20
13 2.2 1.04 NE 25
14 2.23 0.96 NE 30
15 1.98 0.95 NE 35
16 1.41 0.85 NE 40


Estimation of the PM10 and PM2.5 concentrationswas done
using the bothmodels for each line source and summed up to
estimate the total concentrations at the receptor (measurement
location).Further,uncertaintiesforwindspeedandwinddirection
at receptor location was estimated. Uncertainties estimated for
wind speed andwind direction usingMonte Carlo and second–
orderTaylor serieswereused toestimate themaximumpossible
concentrations at the receptor location by adding one standard
deviation to the estimatedmean. Figures 7a to 7f compare the
deterministic estimates, probabilistic estimates of concentrations
for wind speed and wind direction (i.e. by Monte Carlo and
second–order Taylor seriesmethods)with the observed concenͲ
trationsforthebothmodels.Theresultsshowthatthemodelsfor
wind speed underpredict the PM10 concentrations up to about
13:00 hours of a day and overpredict thereafter. The probable
causeof thiscouldbe the increase in thewind speedduring the
afternooncausingquickdispersionofparticleswhilemodelsshow
theprediction trend asper the trafficpatternwhich is gradually
increasing in the afternoon hours. Thus, the lines of model
predictionarealsorisinggradually.TheuncertaintybytheMonte
Carloandsecond–orderTaylorseriesmethodsforwindspeedwas
about55%ofthedeterministicvalueofconcentrationestimatesat
thereceptorlocation.

Ithasbeendiscussedelsewherethatmodelpredictionsdonot
matchpoint–by–pointadequately. It isthereforeaggregatestatisͲ
tics in the form of periodmean or correlation of coefficients or
index of agreement are generally reported and examined the
overallperformanceofmodelsfortheperiodof interest(Gokhale
and Raokhande, 2008). This hides important and essential inforͲ
mationthemodelpredictionsexhibit,which is importanttostudy
particularlywhenthesourceofemissionisdynamicastrafficvaries
everyhourwithdifferent vehicle composition.Thehourbyhour
comparisonsofmodelpredictionswithobservedconcentrationsat
the site determine the strength of models and provide more
insights. We have presented and discussed herewith such
comparisonsforonebusyworkingdayofaweek.Itmaybenoted
that from the Figures 7a–b and 7d–e,models recognize similar
patternsinhourlyvariationsofPM10.Thispatternissameforupto
about13:00hoursand thereafterwindeffect isseen tobemore
pronounced as observed from the low PM10 level which has
gradually deceased. The probabilistic estimates byMonte Carlo
andTaylorseriesmethodsdemonstratetheslightoverpredictions
forboththewindspeedanddirection.Theairqualitymodelsshow
betterperformance at afternoonhours forPM2.5 concentrations.
Also Monte Carlo and Taylor series estimates match very well
duringtheperiod.Theprobablereasonthatthe fineparticlesare
from traffic only and thus increase in the particles is observed
pursuanttothesteadyincreasingtraffic.

Theeffectofachangeinwinddirectionontheuncertaintyof
theresults(Figures8ato8d)wasexaminedfordifferentstandard
deviations (5° to 40°) for the prevailing wind direction. It was
observedthatatthereceptorlocation,uncertaintiesestimatedfor
GFLSMmodelbybothmethodswerecomparable.ForHV–GFLSM
model, with an increase in the standard deviation value, a
significanterrorwaspropagated.However,itwasclearthatboth
Line
source
Lengthof
the
source(m)
Receptorco–ordinates Windangles
(Degree)GFLSMmodel HVmodel
X1 Y1 X1 Y1 GFLSM HV
model
L1 152 7.5 Ͳ12.52 7.5 63.48 67 Ͳ23
L2 60 38.81 41.31 38.81 71.31 158 68
L3 100 78.87 13.72 78.87 63.72 81 Ͳ9
L4 90 55.08 Ͳ15.02 55.08 29.98 12 Ͳ78

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
(a) (d)
(b) (e)
(c) (f)
Figure7.(a)Thecomparisonofdeterministic(GFLSM)andprobabilisticestimatesofPM10 concentrationsforwindspeedbyMonteCarlomethodwiththe
observedconcentrationsonMonday, (b)Thecomparisonofdeterministic (GFLSM)andprobabilisticestimatesofPM10concentrations forwindspeedby
second–orderTaylorserieswiththeobservedconcentrationsonMonday,(c)Thecomparisonofdeterministic(GFLSM)andprobabilisticestimatesofPM10
concentrationsforwinddirectionbyMonteCarlomethodwiththeobservedconcentrationsonMonday,(d)Thecomparisonofdeterministic(HV–GFLSM)
and probabilistic estimates of PM10 concentrations for wind speed byMonte Carlo method with the observed concentrations onMonday, (e) The
comparison of deterministic (HV–GFLSM) and probabilistic estimates of PM10 concentrations for wind speed by second–order Taylor series with the
observedconcentrationsonMonday,(f)Thecomparisonofdeterministic(HV–GFLSM)andprobabilisticestimatesofPM10concentrationsforwinddirection
byMonteCarlomethodwiththeobservedconcentrationsonMonday.


modelswere sensitive towinddirectionwhen thedistance from
thesourceincreased.Theresultsthereforeimplythatuncertainty,
resulting fromwinddirection, canbebetterestimatedbyMonte
Carlomethod.Thus,accountinguncertainty in themodel results,
we can predict the maximum possible concentration in the
modellingdomainwithmoreassurancewhichmaybehelpful for
urbanairqualityregulatorypurposes.



6.Conclusions

Most dispersion models provide deterministic predictions
without account for uncertainty, hence miss important
information. Accounting uncertainty in model results provides
complete informationaboutthepossiblerangeofpollutant levels
underthemostinfluencingorcriticalconditions.Theanalysisand



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(a) (c)
(b) (d)
Figure8. (a)The comparisonofdeterministic (GFLSM)andprobabilisticestimatesofPM2.5 concentrations forwind speedbyMonteCarlomethodwith the
observedconcentrationsonMonday,(b)Thecomparisonofdeterministic(GFLSM)andprobabilisticestimatesofPM2.5concentrationsforwindspeedbyMonte
CarlomethodwiththeobservedconcentrationsonMonday,(c)Thecomparisonofdeterministic(HV–GFLSM)andprobabilisticestimatesofPM2.5concentrations
forwind speed byMonte Carlomethodwith the observed concentrations onMonday, (d) The comparison of deterministic (HV–GFLSM) and probabilistic
estimatesofPM2.5concentrationsforwindspeedbyMonteCarlomethodwiththeobservedconcentrationsonMonday.


results presented in this study demonstrate this missing
information.First–andsecond–orderTaylorseriesmethodswere
applied for sensitive input parameters, such aswind speed and
wind direction. The results of the analysis were compared to
traditionalMonte Carlomethod. The latter is a known accurate
method for estimatingmodel uncertainties, but computationally
demandingmakingitdifficultworkingonalargenumberofinputs.
TheTaylorseriesmethodsontheotherhandareadvanced,simple
and time efficient and hence can easily be applied in such air
qualitystudies.

Considerable differences in the uncertainty results of both
methodswereobserved forwinddirectionbeyond adistanceof
about 70m from the source. Uncertainty using Taylor series
method due towind directionwas about 10% of themodelled
mean for locations close to the source.As thedistance from the
sourceincreases,theuncertaintyincreasestoabout200%.Incase
ofMonteCarlomethod,itremainedintherangeof5to20%when
modelled by GFLSM while it wasmore than 200% by the HV–
GFLSMmodel.Thisanalysistherefore impliesthat ifthesource is
close, thenmore uncertainty is expected to arise from thewind
speed compared to wind direction. Uncertainty in the model
resultsdue towind speedwas found tobe in the rangeof10 to
65%of thedeterministicmean.At the selected roundabout, the
uncertaintyestimatedduetowindspeedwasabout55%.

TheresultsoftheSecond–orderTaylorseriesandMonteCarlo
methodsforwindspeedmatchwell.Taylorseriescalculationsare
computationally fast, compared to the Monte Carlo method.
Probabilisticestimatesprovidebetter informationaboutvariation
in concentrations resulting from temporal variation in input
parameters. Thismay be very useful in decisionmaking policies
concerningemissionreductionorcontrol.

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