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ABSTRACT
Rothwell, Clayton D. Ph.D., Department of Psychology, Wright State University, 2018. Recur-
rence Quantification Models of Human Conversational Grounding Processes: Informing Natural
Language Human-Computer Interaction.
Human-human communication is a coordinated dance (Clark, 1996) that requires each
participant to consider the other participants. The majority of this coordination centers on
the conversational grounding process that develops and maintains the common ground, or
shared understanding between the individuals (Clark and Schaefer, 1989). Conversational
grounding is also a crucial process for human-computer interaction using language-based
methods, such as spoken dialogue systems. Previous work has tied grounding processes to
the performance outcomes in collaborative tasks (Reitter and Moore, 2014; Gergle et al.,
2013, 2004; Clark and Krych, 2004), making it a high priority for increasing capabilities
of spoken dialogue systems.
The model of grounding for human-computer interaction should be informed by human-
human dialogue. However, the processes involved in human-human grounding are under
dispute within the research community. Three models have been proposed: alignment, a
simple model that has been influential on dialogue system development, interpersonal syn-
ergy, an automatic coordination emerging from interaction, and audience design, a strategic
interaction based on intentional coordination. Interpersonal synergy and audience design
are two different types of coordination models.
Previously, only one study has tested both the alignment and coordination models si-
multaneously. Fusaroli and Tylén (2016) introduced communication models based on re-
currence quantification analysis to model the amount of repetition between speakers. The
current research extended their models to differentiate between the types of coordination.
Throughout, the current research applied Fusaroli and Tylén’s methods to richer stimuli/-
tasks that generate longer dialogues with larger vocabulary and more influences on perfor-
mance outcomes. Through analysis of four different dialogue tasks, the current work also
iii
examined how common ground processes change as a function of the task characteristics.
Subsequent analyses investigated the validity of the nascent recurrence models.
The results showed strong support for the coordination model over the alignment model
in human-human communication, Additional results suggested that coordination is the au-
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Introduction
Language is pervasive in human experience. It is exceedingly difficult to imagine life with-
out it, yet Schaller (2012), in the book Man Without Words, describes meeting Ildefonso, a
27-year old who was deaf and pre-lingual. Schaller describes the first time Ildefonso rec-
ognized the meaning in the hand gesture symbols and pictorial symbols she was using–the
exact moment he first understood language.
“Suddenly [Ildefonso] sat up, straight and rigid, his head back and his chin
pointing forward... My body and arms froze in the mime-and-sign dance that
I had played over and over for an eternity. I stood motionless in front of the
streaked cat, petted beyond recognition for the fiftieth time, and I witnessed
Ildefonso’s emancipation.
He broke through. He understood. He had forded the same river Helen Keller
did at the water pump when she suddenly connected the water rushing over her
hand with the word spelled into it. Yes, w-a-t-e-r and c-a-t mean something.
And the cat-meaning in one head can join the cat-meaning in another’s head
just by tossing out a cat...
He had entered the universe of humanity, discovered the communion of minds.
He now knew that he and a cat and the table all had names... Welcome to
my world, Ildefonso, I thought to myself. Let me show you all the miracles
accomplished with symbols, all the bonds and ties between human beings,
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young and old, and even with those dead for centuries.” (p. 44-45, emphasis
original)
Language provides for the remarkable joint project of communing minds. This joint
project creates and uses shared meaning, the ‘cat-meaning’ shared between Schaller and
Ildefonso. Shared meaning is also known as common ground and it is developed, main-
tained and repaired through the process of conversational grounding. More formally, con-
versational grounding is the process by which interlocutors (the participants in a dialogue)
come to understand each other and build up common ground. Conversational grounding
is a quagmire for practically-oriented computer engineers, programmers, and application
designers involved in human-computer interaction with any type of symbols, but it is par-
ticularly apparent when computers attempt to use language.
Philosophers make an important distinction between two types of symbol meaning:
extensional semantics and intensional semantics. Extensional semantics refers to the con-
nection between the symbol and the world, also known as the symbol grounding problem.
In extensional semantics, the symbol is referencing some thing (or, more precisely, the
perception of some thing). Robotics is tied to extensional semantics particularly because
robots act in the physical world, and roboticists such as R. Mooney have been concerned
about the symbol grounding problem for years (e.g., Mooney, 2008; Thomason et al.,
2016). Symbol grounding specifies how the robot’s representation is mapped to reality.
Outside of robotics, and more often, the symbols are intensionally grounded to other
symbols. These could be an aspect of the computer itself, such as a symbolic represen-
tation in memory. For instance, the windows operating system shows lists of files in a
directory and those labels refer to the data of the file that is stored in memory. The tech-
nical problem that concerns us here is when the symbols that need to be related are held
by different agents. Conversational grounding is established and agreed upon between two
agents as they collaborate as partners. From a practical perspective, errors arise when the
partners in collaborative work do not agree on symbol meaning and can not resolve their
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misunderstanding.
Consider two examples from aviation mishaps: Turkish Airlines 1951 and Asiana
214. On 25 February, 2009, Turkish Airlines Flight 1951 crashed during its approach to the
Amsterdam Schiphol airport. Many factors contributed to this accident, one of them being
the meaning of the ‘RETARD’ mode of the autopilot presented to the pilot on the primary
flight display. The pilot was executing a normal approach—bringing the plane in for a
landing while utilizing the autopilot for airspeed control (i.e., autothrottle). However, there
are two types of RETARD, one for flight level changes and one for flaring to land, and the
primary flight display annunciation panel doesn’t distinguish between the two (Silva and
Hansman, 2015). The pilot’s dependence on the autothrottle would have been appropriate
for the RETARD for flight level changes but not for the RETARD for flaring to land. The
meaning of RETARD for the system was based on the altitude information reaching the
autopilot. The autopilot believed the aircraft to be below 27 feet in altitude because the
autopilot was receiving and using erroneous altitude data indicating the aircraft height at
-8 feet, which disagreed with the altitude data presented to the pilot-flying. The pilot’s
primary flight display showed a conflicting but correct altitude status, leading to confusion
over the situation. Ultimately, misunderstanding about the meaning of RETARD between
the pilot and autopilot led to an unrecoverable stall. The aircraft crashed killing 9 and
injuring 117 (Dutch Safety Board, 2010).
An accident of similar origin occurred when Asiana Flight 214 crashed on July 3rd,
2013 during approach to San Francisco International Airport. The pilot flying placed the
autopilot into a ‘HOLD’ mode, without fully understanding what HOLD meant for the
automatic airspeed control. One notion of HOLD is maintain the current setting, but an-
other notion is similar to when a phone call is placed on HOLD (i.e., stopped). In this
circumstance, HOLD meant the latter, which deactivated automatic airspeed control. This
led the aircraft to lose altitude and collide with a sea wall, killing 3 and injuring 187 (Na-
tional Transporation Safety Board, 2014). Both accidents are cases of lexical ambiguity,
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where humans and machines did not share the meaning of a word. These stories illustrate
that, despite being a philosophical problem, intensional semantics and the conversational
grounding problem have important implications for system design.
The problem is by no means restricted to aviation. Computers accomplish and inform
actions in a variety of domains, the direction and monitoring of which relies on shared
understanding of symbols. People use computers to retrieve weather information from
the internet, to compose business contracts, to manage the power grid, etc. Even in the
case of personal entertainment, such as browsing videos on YouTube, people need to scan
available videos, select them, adjust the volume, and pause during interruption (like the
phone ringing), rewind to repeat content or fast forward when bored. While playing video
games, the simulated environment poses tasks (find the treasure, kill the bad guys, etc.) and
the computer mediates those actions (in the virtual game world).
Clearly, computers are tools for action and the great promise of natural language inter-
action with computers appears within reach. A recent survey of 1,500+ technology experts
on the Internet of Things predicted that speech interfaces will be one of the major advances
between now and 2025 (Pew Research Center, 2014). Indeed, the last five years mark an
up-turn in language technology known as spoken dialogue systems, including: commer-
cial personal digital assistants (e.g., Apple Siri, Google Now, Google Assistant, Amazon
Alexa, Microsoft Cortana, Samsung Bixby), in-vehicle infotainment systems (e.g., Apple
CarPlay, Google Android Auto, Nuance Dragon Drive, Ford Sync), and open-source tools
(e.g., Mycroft.ai, Rasa.ai). Moreover, devices that have a speech interface are now com-
monplace. Speech-based digital assistants feature prominently on smartphones, which are
present in 84% of American households (Olmstead, 2017). Over 33 million “voice-first”
devices (e.g., Amazon Echo, Google Home) were expected to be in circulation by the end
of 2017 (VoiceLabs.co, 2017).
Among the expected benefits of dialogue systems is the promise of handling complex
commands with little to no device-specific training. Popular culture promotes a fantas-
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tical vision of eventual capability, apparent in movies such as Her (Jonze, 2013) and Ex
Machina (Garland, 2015). Yet prominent philosophers such as Searle (1990) cast doubt
on the available technology for such applications. Common computer responses such as
“I’m sorry. I didn’t get that” or “I don’t understand” are not wholly due to limitations with
speech recognition, but rather something far more challenging.
1.1 Human Grounding Process
In exchange between humans, conversational grounding is a collaborative process that
has been an enduring topic in human-human communication research (Clark and Wilkes-
Gibbs, 1986; Clark and Brennan, 1991; Branigan et al., 2000; Pickering and Garrod, 2004).
Grounding benefits collaboration by providing a representation of shared context, support-
ing immediate feedback of actions, and allowing for incremental progress in conveying
intent (Brennan, 1998). Recent findings suggest that grounding and repair are universal
aspects of communication that cross language boundaries (Dingemanse et al., 2015).
The human-human communication research on grounding has had a long-time focus
on how a speaker produces a description in order to make a definite reference to some item
of interest. In a typical so-called referential communication task, partners receive ambigu-
ous visual items, such as tangrams, and must work together to manipulate these items in
some way, such as placing the items in a specific order. In the process, the partners must
make definite references that uniquely specify which of the items they are currently propos-
ing to manipulate. These initial referential expressions may not be successful and both
partners work together to ground them so they agree that they’ve understood each other.
Once grounded, the expressions are reused in subsequent trials and render communication
efficient. In the example transcription below (Brennan, 2000 from a corpus collected by
Stellmann & Brennan, 1993), two partners order the same set of tangrams multiple times
over different trials, illustrating the development of grounded referring expressions, and as
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a result their communication becomes more efficient over time. Efficient communication
results in efficient task completion.
1.2 Process-Outcome Relationship and Task Characteris-
tics
This link between communication process and task outcomes is critical. Brennan (2000)
showed that the low-level phenomenon of grounding processes can have a large impact on
outcomes in a referential communication task. In that example, grounding occurred over
time and as a result, communication became more efficient. The contribution of grounding
processes to team effectiveness is apparent in other laboratory tasks, largely measured by
task completion time (Clark and Wilkes-Gibbs, 1986; Clark and Krych, 2004; Fusaroli and
Tylén, 2016; Reitter and Moore, 2014). Researchers have argued the importance of the
process-outcome link, particularly in regards to how communication processes can have
a large influence on team outcomes (e.g., Cooke and Gorman, 2009; Kiekel et al., 2002;
Gorman et al., 2004; Svensson and Andersson, 2006; Oser et al., 1991).
Two studies have quantified the relationship between communication and performance.
Kiekel et al. (2002) investigated the relationship between communication content and task
performance in a team unmanned aerial vehicle control task. The performance measure
was a composite of many items, such as, number of mission objectives completed, amount
of fuel consumed, time elapsed with alarms. Using Latent Semantic Analysis (LSA), they
measured the semantic distance between an entire trial’s communications and a 10-trial
subset of the data. To generate a performance prediction, the semantic distance from LSA
informed a weighted average of the actual performance scores for the 10-trial subset. They
were able to explain 39% of the variance in task performance. Though not using the term
common ground, Yee et al. (2017) showed a relationship between closing-the-loop commu-
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Table 1.1: Example excerpt from the classic referential communication task of tangrams
illustrating the development of grounded material and the increase in communication effi-
ciency (Brennan, 2000).
Trial 1
A ah boy this one ah boy all right it looks kinda like, on the right top there’s a square
that looks diagonal
B uh huh
A and you have sort of another like rectangle shape, the like a triangle, angled, and
on the bottom it’s ah I don’t know what that is, glass shaped
B all right I think I got it
A it’s almost like a person kind of in a weird way
B yeah like like a monk praying or something
A right yeah good great
B all right I got it
Trial 2
B 9 is that monk praying
A yup
Trial 3
A number 3 is the monk
B ok
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nication and task performance, measured as completion time in a team version of the Tower
of Hanoi. Their analysis relied on manual annotation of dialogue acts. Closing-the-loop
was calculated as the number of dialogue acts that initiated (i.e., question, observations,
or commands) or closed (i.e., verbally acknowledged) a new joint project as a proportion
of the total number of dialogue acts. A higher amount of closing-the-loop communication
was related to better task performance (the standardized regression coefficient reported was
.41).
In addition to the importance of predicting performance, there is also an important
methodological aspect of the process-outcome relationship. Common ground and under-
standing are difficult to measure directly, but they can be measured indirectly through per-
formance. For tasks that require common ground and successful dialogue to accomplish,
any model that explains variance in task performance is also indirectly capturing shared
understanding. When common ground is perturbed, such as from changing the interlocu-
tors in the middle of a tangram task, there are clear changes in task performance (Weber
and Camerer, 2003). This inference is foundational to the current research, and to other ap-
proaches to testing common ground theories (e.g., Reitter and Moore, 2014; Fusaroli and
Tylén, 2016).
However, task characteristics can affect the nature and importance of grounding pro-
cesses as well as the relationship between common ground and performance. Humans are
highly sensitive to the task context in which they are communicating, and they change their
behavior. For example, adding time pressure to a referential communication task changes
the referential expressions in dialogue (Horton and Keysar, 1996). The communication of
helicopter aircrews differs between routine and non-routine periods of flight (Oser et al.,
1991). Other research has highlighted how basic speech phenomenon (i.e., disfluencies in
speech production) differ across tasks and corpora (Shriberg, 1994; Oviatt, 1995).
The process-outcome relationship will form the basis for discriminating between the
different mechanisms that have been proposed for the grounding process. A central theme
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of the work presented here will be to vary the task context that is likely to affect communi-
cation and grounding processes in particular. Findings that are upheld over a variety of task
contexts will provide more compelling evidence of the principal mechanisms than findings
that appear only under certain conditions.
1.3 Common Ground Mechanisms
Recent research has focused on how common ground and grounding are accomplished.
This question is important both for understanding human-human communication and for
advancing how computers use language and improve as participants in dialogue. However,
the mechanisms responsible for grounding are unclear (Louwerse et al., 2012; Schober and
Brennan, 2003; Horton and Gerrig, 2005). Two separate classes of grounding theories exist,
one class that emphasizes the alignment and similarity between interlocutors, and one class
that emphasizes the coordination and complementarity between interlocutors.
1.3.1 Alignment
The increasing alignment of interlocutors over time is the simplest account of common
ground and conversational grounding (Pickering and Garrod, 2004). Alignment captures
the increasing similarity of the interlocutors through adoption of each other’s phonetic,
lexical, or syntactic content. Alignment has been also called entrainment, convergence,
similarity, and imitation (Branigan et al., 2000). Alignment proponents argue that a sim-
ple mechanism can explain most communication phenomena without invoking cognitively
intensive models of interlocutors. The key feature of alignment is that it exploits priming,
an automatic, covert mechanism in which past experiences influence the likelihood of fu-
ture contributions. Alignment functions at many levels of lexical complexity, from prosody
and phonology to lexical selection and syntax. Alignment at lower levels is thought to
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propagate to the semantic level and the situation model of the interlocutors, which forms
the basis of a mutual understanding of each other and of the world. Alignment has been
suggested as a way to improve language interaction with computers (Branigan et al., 2010;
Cowan et al., 2015; Branigan et al., 2003). It is simple to mimic. In addition, humans
have been found to align more to computers than they align to other humans (Branigan
et al., 2010). For these reasons, alignment has been an influential theory for developers of
spoken dialogue systems as a way to facilitate interaction and accomplish grounding (e.g.,
Buschmeier et al., 2009; Brockmann et al., 2005; Tomko, 2006; Varges, 2006; Janarthanam
and Lemon, 2009; DeVault, 2008).
1.3.2 Coordination
The alignment notion of common ground is contrasted with two notions that emphasize
coordination. These coordination notions suggest that complementarity and not imitation
form the basis of mutual understanding. Perhaps the exemplar of complementarity is the
question-answer adjacency pair, which appeared earlier in Yee et al. (2017)’s closing-the-
loop communications. A question-answer pair, like every adjacency pair, is made up of
two pieces that are adjacent in the dialogue and each piece is contributed by a differ-
ent speaker (Schegloff and Sacks, 2006). An unanswered question is incomplete, and a
question-question pair does not have any resolution, whereas the question-answer fits to-
gether and completes the unit. Two different mechanisms of coordination will be discussed
here: audience design and interpersonal synergy.
1.3.2.1 Audience Design Coordination
One mechanism will be called audience design through this research, though a number of
terms have been associated with this position (e.g., collaborative/collective/joint activity,
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perspective taking, least collaborative effort). Audience design proposes that speakers1
employ Theory of Mind and realize that their interlocutors do not necessarily share their
knowledge or perspective. Speakers can act on this realization and attempt to strategically
design their contributions based on what they know (or assume) about their audience’s
perspective.
Importantly, audience design refers to many things in addition to the different spatial
perspective of the audience. The perennial problem in dialogue systems is informing the
user what he or she can say, which is why the phrase “I can do things like...” is so com-
mon at the opening menu (particularly for interactive voice response systems for customer
service phone calls). This problem arrises because humans struggle to know the audience
and its capabilities—what the dialogue system can do and understand. According to Clark
and Marshall (1981), speakers rely on several different sources of information about their
audience: physical co-presence, linguistic co-presence, and community co-membership.
Physical co-presence means interlocutors share the same environment and this allows in-
terlocutors to form utterances that refer to their shared environment. Linguistic co-presence
means that interlocutors employ conversational experience and past interaction to form a
body of shared information. Community co-membership means that interlocutors share
some group affiliation (e.g., national, regional, generational, professional) that provides
a body of common knowledge, such as geography or pop culture, and specific linguistic
knowledge such as idioms or technical vocabulary. Audience design also participates in
comprehension. The audience can use information about the speaker to constrain mes-
sage interpretation (Keysar et al., 2000). Disrupting the ability to know your interlocutor’s
perspective through delaying or eliminating visual information or distorting the visual per-
spective disrupts collaboration (Gergle et al., 2013, 2004; Clark and Krych, 2004).
Two Tracks of Dialogue Audience design processes are revealed in the distinction
1I employ the word “speaker” throughout this document to refer to humans who communicate and to
remain consistent with the terminology of speaker and addressee used in psycholinguistics, but this is not to
be confused with the sound production devices in the auditory perception community.
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between Track 1 and Track 2 dialogue. Track 1 and Track 2 are always present and run
in parallel, but serve different purposes. Track 1 dialogue contains the semantic and prag-
matic content that is regarded as the primary ‘business’ of the interaction, while Track 2
dialogue includes the meta-communicative exchanges that serve to manage the conversa-
tion and establishes the meaning of contributions (Clark, 1996). Track 2 dialogue addresses
how interlocutors handle problems when they occur. Problems can occur for a variety of
reasons: people may be poor at knowing someone else’s knowledge (Schober and Brennan,
2003) or else don’t use it because they are time-pressured, using it would be too complex,
or they don’t have any knowledge to use (Clark and Wilkes-Gibbs, 1986). In addition to
problems related to shared knowledge, problems can occur when the listener is not attend-
ing to the conversation, when the speaker misspoke (e.g., commits a word substitution),
when the listener misheard, when the speaker detects ambiguity in his/her own utterance,
or when the listener misunderstands (Clark, 1994; Clark and Krych, 2004).
The resulting problems are detected because interlocutors rely on evidence of under-
standing and jointly work to maintain understanding. Speakers produce an utterance and
seek displays of understanding or misunderstanding. Listeners are responsible for display-
ing misunderstanding. Consequently, the absence of such displays is meaningful, providing
(weak) evidence of understanding, but listeners may also provide explicit displays of under-
standing (e.g., so-called backchannel communications ‘yeah’ and ‘ok’). Track 2 dialogue
is also responsible for management of the topic and the task. Within Track 2 dialogue,
interlocutors have two different types of task moves, one that is horizontal, acknowledges a
contribution and continues the present task, and one that is vertical and either enters or exits
a nested sub-task (Bangerter and Clark, 2003). Moreover, these task moves are accompa-
nied by different but partially overlapping symbols. The horizontal continuations of a task
are often signaled by ‘uh-huh’ and ‘yeah’ whereas the vertical transitions are signaled by
‘ok’ and ‘all right’. Multiple Track 2 processes contribute to the overall goal of establishing
and maintaining shared knowledge.
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1.3.2.2 Interpersonal Synergy Coordination
The other proposed mechanism for coordination is interpersonal synergy (Dale et al., 2014;
Fusaroli et al., 2014; Raczaszek-Leonardi et al., 2014; Raczaszek-Leonardi, 2016; Fusaroli
and Tylén, 2016). It is steeped in the conceptualization of cognition based on dynami-
cal systems notions that come from ecological psychology. Ecological notions have been
prevalent in human factors and ergonomics, and the use of dynamical systems models is
growing continually (for reviews, see Guastello, 2017; Gorman et al., 2017).
Interpersonal synergy is a recent and relatively less examined theory than both align-
ment and audience design. Like audience design, it emphasizes that common ground is due
to complementary behavior rather than imitation. Yet the coordination from interpersonal
synergy either does not require intentionality (Fusaroli et al., 2014), or redefines it (see also
Gallagher and Miyahara, 2012). In a way, this theory is similar to the simple priming of
alignment because of its critique of the cognitively intensive audience design. Rather than
coordination coming from intentional design based on information, interpersonal synergy
proposes that coordination emerges from the joint systems of interlocutors as characterized
by a complex dynamical system. This system is achieving stability in a specific context, and
the coordinative interactions become cemented in interaction routines that are established
by a particular system of interlocutors. The introduction of new interlocutors into an estab-
lished system of interlocutors disrupts the interaction routines and also the communication
(Fusaroli et al., 2014).
1.3.3 Previous Research Investigating Common Ground Models
Previous research has investigated two claims from alignment theory. First is the extent
to which alignment phenomena are based on low-level priming. Second, is the extent to
which alignment is related to grounding at the semantic and situation level.
To the first point, a number of studies cast doubt on how automatic the alignment phe-
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nomenon actually are (recently, Mills, 2014; Healey et al., 2014). One piece of evidence
relates to lexical selection and comes from research into speech repairs and speech self-
monitoring that was conducted prior to the appearance of alignment theory. If alignment
is automatic, then it seems unlikely that speakers would monitor their spontaneous utter-
ances for alignment with the dialogue. Yet Levelt (1983) found that speakers do monitor
themselves for alignment and perform what he termed appropriateness-coherence repairs.
In these instances, the speaker’s planned contribution was inconsistent with the prior dia-
logue, the speaker catches this during or after production, and then repairs the contribution
so that it is now consistent. This type of self-repair cannot be accounted for by an automatic
process.
In addition to evidence from lexical selection, there is evidence against automatic
alignment from syntactic structure. Past alignment research used a scripted-confederate
laboratory task to emphasize how interlocutors adopt one another’s syntax (Branigan et al.,
2000), focusing on one pair of syntactic structures (i.e., double object vs. prepositional
object structures). The amount of syntactic alignment is increased in situations where there
is also lexical alignment, shown when the interlocutors use the same verb. Research by
Weatherholtz et al. (2014) also focused on one pair of syntactic structures and showed that
the degree of syntactic alignment is mediated by social factors (which may be intentional
but are likely automatic), revealing that the syntactic priming found by Branigan et al.
(2000) is actually more complex. In addition, Healey et al. (2014) examined general syn-
tactic alignment across many structures in a conversational setting and attempted to control
for the presence of lexical alignment. Findings replicated syntactic priming effects in the
presence of lexical alignment, but after controlling for lexical alignment showed that in-
terlocutors did not align on each other’s syntactical structure. They actually diverged in
syntactic structure. The appearance of syntactic alignment in scripted-confederate tasks
may not generalize to spontaneous dialogue, however the measurement of alignment in
global fashion may account for the difference in results compared to work on one syntactic
14
structure.
Fewer investigations address the second point of contention; the relationship between
alignment and grounding at either the semantic or situation level. One study investigated
alignment in a Wizard-of-Oz simulation, in which a participant played the role of a natural
language-enabled robot, and measured alignment in terms of the lexical innovation over
time, or new words introduced as the dialogue progressed (Koulouri et al., 2015). They
found that alignment was established rather quickly and alignment was predictive of task
success. However, when miscommunications or problems in understanding arose, inter-
locutors solved these by introducing new words and other lexical innovation. The lack
of reliance on alignment to resolve problems in understanding suggests that it is not a
sufficient model for conversational grounding. Another study, Reitter and Moore (2014),
analyzed syntactic priming by attempting to relate syntactical alignment to task perfor-
mance using a similar rationale to the current research. The authors argued that according
to alignment theory, alignment of syntax should contribute to alignment of the situation
model, which should in turn contribute to task success. However, they found that short-
term syntactic priming was unrelated to performance in the task. In contrast, they found
that long-term alignment was related to task performance— long-term alignment was de-
fined as increases in syntactic repetition over a period of minutes, i.e., between the first
portion and the last portion of a dialogue compared to the last portion of dialogue from a
different block. Their results suggest that an implicit learning mechanism different from
priming is at work and that this finding is contrary to the short-term priming put forth by
the alignment model of Pickering and Garrod (2004).2 However, their results did not speak
to other types of alignment found in the literature, such as phonetic and lexical alignment
and their results do not simultaneously test if a coordination account provides a better ex-
2 Reitter and Moore (2014) suggest that the alignment model does not specify if priming is a short,
priming-based notion or the longer-scale implicit learning that they found. The current research takes a
plain reading of priming in Pickering and Garrod (2004) and finds it hard to adopt another reading given
the experimental data used to argue for alignment analyze the trial immediately following the prime (e.g.,
Branigan et al., 2000).
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planation of task performance.
1.4 Current Research
The current research attempted to differentiate between the three different accounts of com-
mon ground. Analyses applied quantitative recurrence-based models of alignment and co-
ordination, originally developed by Fusaroli and Tylén (2016) (detailed below). An addi-
tional analysis extended the original models using statistical mediation to identify if the
coordination was audience design or interpersonal synergy. The analyses were performed
at multiple levels of linguistic complexity: the prosodic level, the speech/pause level, the
morpheme level, the word level, and the syntax level. Previous examinations at the word
and syntax levels have only tested grounding theories in isolation. The five levels of analy-
sis also provided an examination into the propagation of alignment across levels.
The analyses were applied to four different team dialogue tasks. The tasks varied in
whether or not the performance metric was completion time or accuracy, as well as whether
or not it was a symmetric task or an asymmetric dialogue task. Importantly, the tasks and
resulting team dialogues are more complicated than the task in Fusaroli and Tylén (2016)
and result in richer, longer dialogues with more numerous and diverse content to create
problems that stress grounding processes. However, due to the complexity of the tasks, the
potential exists that the grounding processes, though relevant to the outcome of low-level
tasks, are swamped by more powerful influences on outcome or by the increased variability
of the task outcomes.
By investigating a variety of levels of linguistic complexity and four different tasks,
the analyses can provide evidence for a general mechanism of communication, rather than
just applying to certain situations. Consistent with Fusaroli and Tylén (2016), I hypothe-
sized that the coordination model will have a stronger relationship to performance than the
alignment model. Furthermore, I expected that coordination would be the audience design
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variant rather than interpersonal synergy. If so, audience design becomes a requirement for
human-computer communication.
1.5 Dissertation Organization
The remaining dissertation is organized as follows. First, the general introduction of the
relevant literature continues. This includes an overview of the quantitative models that
feature prominently throughout this research (Section 1.6). The speech corpus analyses are
presented in Chapter 2, where the dialogue tasks are described and the metrics are reviewed.
The results are presented in Chapters 3 through 8 and the discussion of results appears in
Chapter 9.
1.6 Quantification of Recurrence
I now turn to the quantitative models of grounding processes that will be employed through-
out the current research. Separate bodies of research investigate coordination and alignment
theory individually, but to the authors’ knowledge only one study has attempted to examine
both as alternative accounts for the same performance data (Fusaroli and Tylén, 2016). Re-
cent advancements in the analysis of dialogue informed the debate by providing a rich set
of metrics for characterizing the relationship between utterances: the non-linear analysis
techniques of recurrence quantification analysis (RQA) and cross recurrence quantification
analysis (CRQA). RQA and CRQA originated from dynamic systems and were developed
to examine recurrence (i.e., repetition) of states in time series data in chaotic systems.
RQA seeks recurrence within one time series (analogous to autocorrelation) and CRQA
seeks recurrence between two time series (analogous to cross-correlation). These methods
were originally built for continuous data, but they have been adapted for categorical data
and used in psychology (Dale and Spivey, 2005), including for lexical analysis (Orsucci
17
et al., 2013; Fusaroli and Tylén, 2016; Angus et al., 2012a,b), syntactic analysis (Dale and
Spivey, 2006), and turn-taking (Gorman et al., 2012). RQA and CRQA can be applied to
many different situations as they do not require any data transformations or assumptions
of normality. These characteristics make them useful for systems that are non-stationary,
that is, systems whose mean or variance changes over time. One requirement is enough
samples of the time series to ensure stable metrics, and a rule of thumb is 1,000 data points
in the time series (Marwan et al., 2007). Observation times that are too short risk mischar-
acterizing the system dynamics (Rieke et al., 2004).
Both RQA and CRQA employ a recurrence plot, a graphical depiction of the recur-
rence in a time series. From the recurrence plot, a number of metrics can be extracted:
how much recurrence occurs, how many longer sequences of recurrence occur, the pro-
portion of recurrence that appears in a longer sequence, the average length of recurrence
sequences, and the variety in sequence lengths. This in turn allows us to test alternative
characterizations of recurrence from the alignment and coordination theories.
1.6.1 Recurrence Analysis Illustration
To illustrate the metrics, consider an analysis of the transcript of Green Eggs and Ham
by Dr. Seuss. The left panel of Figure 1.1 shows an RQA of the transcript at the word
level. The transcript is treated as a time series by using each word as one step in time.
The same time series is plotted along the abscissa and ordinate axes. Points appear in the
plot where there is recurrence, that is, where a word appears in both time series. Where
there are multiple recurring words in a row, a longer structure appears that is parallel to the
positive diagonal. These are referred to as lines, and one can set a threshold for how many
consecutive recurrences are required to count as a line. The right panel of Figure 1.1 shows
a CRQA of the transcript forwards and a “shuffled” transcript with the words randomly or-
dered. Comparison between the RQA of the transcript and the CRQA between the original
and the shuffled transcript illustrates how these techniques are sensitive to the structure of
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recurrence.
Common measures calculated from the recurrence plots appear in Table 1.2. The re-
currence rate (RR) is the proportion of the plot that are points of recurrence. Notice that
the recurrence rate was the same between the Forwards-Forwards RQA and the Fowards-
Shuffled CRQA. This is because shuffling only changed the order of the words, it did not
remove or add any words. The number of lines is a count of how many diagonal line struc-
tures are present in the plot, with a line being defined here as 2 or more sequential points
along the positive diagonal. Determinism (DET) is the proportion of recurrent points that
were part of a line. DET indicates how much recurrence appears as part of a larger se-
quence. Shuffling the transcript reduced the determinism score dramatically, as the longer
sequences of recurrence were disturbed by randomly ordering the words. Similar to the
number of lines, determinism decreased greatly when the transcript was shuffled. If the
recurrence rate is held constant, the number of lines is highly correlated with the determin-
ism score, as in this example. In other words, with a fixed recurrence rate, the proportion
of points that belong to a line (i.e., the determinism) increases as more lines appear in the
recurrence plot.
The average line length (L) is calculated as the mean average of the distribution of line
lengths in the recurrence plot. Longer average line length corresponds to longer sequences
of recurrence. Since these plots were generated by defining a point of recurrence as a single
word that appeared in both time series, having a longer average line length means longer
sequences of words found in both transcripts. For instance, there are many repetitions of
the four word sequence “I do not like” found in many lines such as: “I do not like that,” “I
do not like them here or there,” “I do not like them anywhere” and “I do not like green eggs
and ham.” Line entropy (ENTR) is calculated from the distribution of line lengths found in
the recurrence plot. More entropy means that there is more variety in the line lengths found
(approaching a uniform distribution of line lengths), whereas less entropy means that there
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Figure 1.1: Example recurrence plots using the transcript of Green Eggs and Ham. The left
panel shows an RQA of the transcript with itself. The right panel shows a CRQA of the
transcript with a shuffled transcript.
Table 1.2: Common measures calculated from the recurrence plots. Descriptions of each
item can be found in the text.
Measure Forwards-Forwards Forwards-Scrambled
Recurrence Rate (RR) 4.40 4.40
Number of Lines (NRLINES) 3189 731
Determinism (DET) 55.12 7.06
Average Line Length (L) 3.62 2.02
Line Entropy (ENTR) 1.54 0.11
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are fewer or possibly only one length found.
1.6.2 Grounding Process Models
Fusaroli and Tylén (2016) created models for alignment and coordination using recurrence
analyses, and discriminated between these models by their relationship to task perfor-
mance. Their model of alignment examined recurrence between the two speakers, in which
one speaker might adopt or repeat the wording or prosody of the other speaker. Their model
of coordination examined recurrence in a speaker-independent manner, in which patterns
of interaction between the two speakers might appear multiple times (e.g., adjacency pairs).
They compared the two theories for elements at the morpheme, prosodic and speech/pause
levels. As a control, they also ran a baseline RQA of each speaker’s self-consistency, then
used the speaker that had highest rate of recurrence.
The three approaches are illustrated in Figure 1.2. The contents of the time series
are the same in all three exchanges, but different patterns are outlined to reflect the dif-
ferent recurrence for which these models are sensitive. In the alignment model, patterns
that are transferred from one speaker to the other will be detected, such as ‘XYY’ from
speaker A to speaker B (patterns that go from B to A will also be detected though not
shown in the schematic). In the coordination model, patterns that appear independent of
which speaker contributes will be detected. This includes patterns across speakers. For
instance, the pattern ‘YXZXY’ occurs between A and B and later B and A. In the base-
line model, recurrence of patterns within A and patterns within B were tested separately
(i.e., self-recurrence of A and self-recurrence of B) to represent a lack of adaptation to the
interlocutor. Whichever speaker had the higher self-recurrence rate was used for analysis.
(The coordination model contains the alignment model and baseline model points of recur-
rence but the resulting recurrence metrics (e.g., RR, DET, L and ENTR) are not necessarily
related due to the non-linearity of the analysis.)
The dialogue in Fusaroli and Tylén (2016) resulted from two participants perform-
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Figure 1.2: Illustration of the recurrence tests for alignment, coordination, and baseline
(adapted from Fusaroli & Tylén). Alignment models were sensitive to patterns transferred
between speakers. Coordination models were sensitive to patterns independent of speaker,
which included patterns across speakers as illustrated here. Baseline models were sensitive
to patterns within one speaker (i.e., self-consistency). (Figure used with permission from
John Wiley and Sons; Note: The original figure in Fusaroli & Tylén referred to coordination
as interpersonal synergy).
ing a two-interval oddball detection task based on the visual contrast of the oddball. Each
participant made an independent response on whether the oddball appeared in the first in-
terval or the second interval. When their responses agreed, they automatically proceeded
to the next trial without discussion. When their responses disagreed, they discussed their
responses and came to a collaborative judgment. Afterwards, the researchers calculated
contrast sensitivity for each individual and the joint/collaborative sensitivity. Then a col-
laborative benefit was computed as the ratio between joint sensitivity and the highest indi-
vidual’s sensitivity. Ratio values greater than 1 indicated a benefit from the joint decision.
The recurrence metrics of average line length (L) and entropy (ENTR) were calculated ac-
cording to each theory. Then, these recurrence metrics were used as predictors in regression
models with collaborative benefit as the outcome, thereby relating grounding mechanisms
to the task performance benefits for a collaborative laboratory task.
The study found that both the alignment and coordination models provided dialogue
recurrence metrics that were related to performance in the task, whereas the baseline model
was not related. However, the coordination models were better predictors of performance
than the alignment models for the lexical level (Adjusted R2, AdjR2= 0.45 vs. AdjR2= 0.25)
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and the speech/pause level (AdjR2= 0.31 vs. AdjR2= -0.12). The two models were similar
for the prosodic level (AdjR2= 0.31 for both).
1.7 Extending Recurrence Models
The recurrence models from Fusaroli and Tylén (2016) offer promise for testing both align-
ment and coordination models on the same dialogues. The current research extended their
findings and methods through: 1) increasing dialogue complexity, 2) additional levels of
analysis, 3) investigating task symmetry, 4) investigating the construct accessed by the co-
ordination recurrence model, and 5) adding additional recurrence metrics as predictors.
Both the nature of the dialogues and the team task in the Fusaroli and Tylén (2016)
study are relatively constrained and low-level (the discussion centered on whether or not
to select the first or second interval). The tasks selected for the current research promoted
complicated dialogues and also had specific features that stressed conversational ground-
ing. For instance, one task had a varying background noise level applied to one or both
partners. This challenged the partners’ ability to understand each other and promoted com-
pensatory changes in their dialogue. Another task manipulated whether or not the audio
was open microphone or push-to-talk, which could affect the dynamics of interactions, such
as timing and frequency of backchannel communications. It is unknown if the recurrence
models will have the same success on more complex dialogues in richer task environments.
Similarly, the support shown for coordination may or may not be replicated in higher-
level tasks or at additional levels of analysis (e.g., the word level or the syntax level).
Evidence for alignment has been found for words and syntax (Branigan et al., 2010; Cowan
et al., 2015; Branigan et al., 2003), but these levels were not tested by Fusaroli and Tylén
(2016). Perhaps the research conclusions will change when these levels are incorporated,
however, if coordination is still supported at these levels it will be strong evidence for
its adoption. Each dialogue corpus uses a different task with the purpose of replicating
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findings in a task independent manner in the same fashion as replication of findings across
the various levels of analysis (syntactic, word, prosodic) provides additional evidence of
the primary grounding mechanism.
The recurrence metrics are arguably opaque, and the connection between average line
length and H. Clark’s work on grounding, for example, is not readily apparent. There-
fore, additional analyses using statistical mediation examined the grounding mechanism to
which the recurrence metrics respond.
These analyses tested if the coordination recurrence model mediates a relationship be-
tween Track 2 dialogue features and performance. In this fashion, the coordination variant
can be identified as audience design or interpersonal synergy.
Another characteristic that appears across the tasks selected for the corpus analysis is
the extent to which the dialogue roles are symmetric or asymmetric. Fusaroli and Tylén
(2016) tested a symmetric task only. In a symmetric task there are no defined roles and
specifically no “answers” held by one participant that had to be communicated to the other.
As a result, the conversational dynamics in symmetric tasks are flexible and negotiable.
Partners can dynamically switch roles or avoid set roles all together. Asymmetric tasks,
which are more common in the literature, have defined roles for each participant and these
roles greatly influence the communication content and dynamics. One role is a director or
guide and has the “answer” (e.g., a route drawn on a map, an example model to build, a
particular arrangement of objects), which needs to be communicated to the other partici-
pant who is the matcher or follower. As a result, the different roles affects the dialogue
that takes place, which can be clearly seen by analyzing the dialogue acts each interlocutor
makes (for one analysis, see Lickley, 2001). The director typically does a lot of describing
or instructing and the matcher does a lot of acknowledging and checking understanding.
The current work tested if there are consistent findings between symmetric tasks and asym-
metric tasks and specifically if coordination is superior to alignment in both circumstances.
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1.7.1 Examining Validity
Just as the type of coordination needs further specification, these recurrence models are
relatively new and unstudied. Additional investigation into their construct validity was
merited, to test that they measure what they purport to measure. For example, Fusaroli and
Tylén (2016) found that prosodic-level alignment and coordination models accounted for
the same amount of variance in performance. Was the cause of this similarity a lack of
differentiation between the models at this level of analysis? What was the relationship be-
tween the recurrence metrics that were used as predictors? Analysis into the relationships
between the models will inform the extent to which they access the different alignment and
coordination constructs. Strong relationships between the alignment model and the coor-
dination, for instance, would indicate problems with construct validity. Construct validity
also was established through measuring the relationship to previously established measures
of grounding, described next.
1.8 Informing Dialogue Systems
As suggested above, interlocutors are very sensitive to their context and therefore ground-
ing processes can be moderated by task features. In addition, task features are important
to understand when trying to make recommendations for dialogue system developers in
various domains and circumstances. The previous literature on common ground, including
Fusaroli and Tylén (2016), has used simplistic tasks with no or minimal demands inherent
in cooperative work environments. One task in the current research was selected specifi-
cally to investigate connections between grounding and the construct of task management,
a critical aspect of joint activity that resides in a separate body of literature outside of dia-
logue and converges with the construct of Track 2 dialogue.
Prior work on task features that moderate common ground is rare (Horton and Keysar,
1996; Brennan and Schober, 2001). Some models of grounding leave them out or assume
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they are static (Bunt et al., 2007). Other work includes various payoffs in the task but does
not analyze how grounding phenomenon may change (Gravano, 2009), performing anal-
yses that aggregate over high and low payoff trials and ignoring potential differences in
behavior associated with differences in the reward structure within the task. When research
has recognized task features on occasion, they are uni-dimensional features and notions
of multi-dimensional features are ignored. The lack of such insight has led to dialogue
system developers historically ignoring moderating influences. Restricted application do-
mains such as shopping and navigation fail to reveal the limitations of these underlying
assumptions. But as the scope of artificial intelligence grows and natural language process-
ing technologies become more integrated into work practices, their applications will not be
limited to the subset of activities with overly simplified grounding processes. The current
research will begin to address these moderating influences through one of the selected tasks
and hopefully promote interest in such research.
1.8.1 Task Management and Articulation
Past work by Traum and Dillenbourg (1996) displays an exquisite sensitivity to task is-
sues that are central to joint activity, while highlighting some important challenges. They
extended an earlier formalization that attempted to predict the contributions of individual
communications to task completion while recognizing the difficulty in calculating payoffs
and costs for individual communicative intentions. Even when task payoffs and costs are
known, there is a great deal of uncertainty about how valuable a specific utterance is at
the task level, which complicates any attempt to calculate that value. In their discussion,
the authors described that participants’ grounding often took the topic of task management,
such as problem solving strategy, decomposition of who does what and when. Its unques-
tionable that task management impacts the team’s task performance yet similarly, the costs
and payoffs for grounding this task management material are difficult to calculate.
Task management, also known as articulation work (Strauss, 1985), takes a promi-
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nent status in other research areas focusing on teamwork and team performance, such as
computer supported cooperative work (CSCW). Notable researchers Schmidt and Bannon
(1992) and Malone and Crowston (1990) have argued that any cooperative work has artic-
ulation3 as an integral part. Articulation work bears a relation to Track 2 dialogue that was
discussed in Section 1.3. Where Track 2 dialogue is dialogue about the communication
itself and works to clarify the contributions and intentions of the interlocutors, articulation
work is discussion and negotiation about the task itself that serves a number of purposes:
define or refine the goals of the team, to perform functional decomposition and divvy up
responsibilities, to discuss sequencing and temporal coordination, or to highlight or clarify
functional dependencies that teammates have promised to uphold (Rothwell and Shalin,
2017). Through articulation work, teams “divide, allocate, coordinate, schedule, mesh,
interrelate, etc their individual activities” (Schmidt and Bannon, 1992 p. 14). A central
element of cooperative work is to discuss task management and ground how and to what
extent team members are relying on each other (Rothwell and Shalin, 2017). Articula-
tion also plays an ongoing role by monitoring and tweaking the cooperative dependencies
during the joint activity (Schmidt and Bannon, 1992).
As an example, consider an investigation of articulation work in teams controlling
the London Underground (Heath and Luff, 1992). They highlight the importance of self-
talk for working through problems, constraints and the resulting schedule changes. Self-
talk is not directed at a particular team member, and does not expect a reply, however
it performs a crucial function by updating the team to changes in the situation and the
schedule. Teammates are dependent on these updates yet time is rarely available for explicit
updates, and frequently the speaker is too engaged in managing the task at hand for a
conversation about the updates. Many of the classic communication tasks do not provide
opportunity for articulation work and therefore do not reveal these processes and their effect
on performance. Articulation work is a broad concept that incorporates many types of team
3The CSCW construct of articulation work is not to be confused with articulation as an aspect of speech
production mechanisms.
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behaviors. As a starting place, the current research incorporated one task that elicited a
subset of articulation work phenomena.
1.8.2 Clarification Dialogues in Dialogue Systems
In considering how to characterize common ground for dialogue system development, clar-
ification dialogues have been the primary means for spoken dialogue systems to engage
in grounding. There are multiple possible sources of problems for natural language un-
derstanding that could prompt a clarification: the speaker misspoke or had a disfluency,
speech recognition performed one or more word errors, and the utterance was complex
and perhaps ambiguous. Human speech analysis challenges automated natural language
comprehension (Shriberg, 1994, 2005) because human speech production has disfluencies:
repetitions, repairs, filled and unfilled pauses. State-of-the-art attempts at identifying and
removing disfluencies have shown great potential (Johnson and Charniak, 2004; Honnibal
and Johnson, 2014), but these capabilities are not widely used or widely available. Many
researchers appear to downplay problems caused by disfluencies, partially because of larger
challenges arising from speech recognition accuracy.
The majority of research has focused on overcoming speech recognition errors. Gab-
sdil (2003) suggests that systems fall somewhere on a spectrum of clarification strategies
between a cautious grounding strategy and an optimistic grounding strategy. The cautious
grounding strategy attempts to explicitly confirm all information that the user provides to
the system and the optimistic grounding strategy attempts to interpret all user input without
clarification. Many systems just adopt one strategy to use universally, though it is possible
for a system to employ multiple strategies and decide on a case-by-case basis what strategy
should be used, which follows human behavior more closely. Gabsdil suggests that the
decision about which clarification strategy to use could be based on a speech recognition
confidence metric, and makes no suggestion that different tasks or subtasks of the joint
activity may merit different grounding. Similarly, other researchers focus on clarification
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of speech recognition errors (Skantze, 2005; Koulouri and Lauria, 2009), leaving out other
sources of miscommunication.
This work on clarification dialogues for speech recognition errors has focused on mod-
eling human processes. The findings draw attention to the complexity of clarification—
people use a wide variety of clarification methods across different settings and circum-
stances (Gabsdil, 2003; Skantze, 2005; Passonneau et al., 2012). In the face of these
findings, alignment struggles to account for the range of behaviors observed as well as
coordination does.
Turning to the smaller body of research on resolving ambiguous statements resulting
for example from anaphora and deixis, Allen et al. (1995) and Traum (1994) suggest that
utterances are speech acts and successful dialogue systems will identify the intended action.
So, much of their work (Heeman and Allen, 1998) and the work of their colleagues (Hirst
et al., 1994) is focused on resolving ambiguity in the actions implicated in utterances.
Traum’s work has been developed into degrees of grounding (Roque and Traum, 2008) and
a concept of a common ground unit (Visser, 2011), to manage the dialogue following Clark
and Schaefer (1987, 1989)’s types of evidence and states of understanding (Table 1.3).
However, these approaches and specifically the computational representations they use are
rare with the rise and success of deep learning.
This section concludes by reiterating one of the challenges put forth in Ward and De-
vault (2015): Dialogue system designers need to engage with social scientists and vice
versa. Specifically, they call out that the contributions from social-science research often
lack descriptions of behavior that are specific enough for use in developing dialogue sys-
tems. Recurrence analyses and dynamical systems analyses are particularly lacking in this
regard. The current research attempts to accept their challenge and make progress towards
thorough and specific descriptions of the phenomena.
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Table 1.3: At top, Clark and Schaefer’s (1989) 5 types of evidence of understanding. At
bottom, Clark and Schaefer’s (1987) states of understanding.
Type Description
Continued Attention B shows he is continuing to attend and therefore remains
satisfied with A’s presentation
Next Relevant Contribution B starts in on the next contribution that would be relevant
Acknowledgment B nods or says “uh huh,” “yeah,” or the like
Demonstration B demonstrates all or part of what he has understood A
to mean
Display B displays verbatim all or part of A’s presentation
State 0 B didn’t notice that A uttered any u’
State 1 B noticed that A uttered some u’ (but wasn’t in State 2)
State 2 B correctly heard u’ (but wasn’t in State 3)
State 3 B understood what A meant by u’
1.8.3 Measures of Grounding
One approach to getting specific and useable descriptions of phenomena is through using
multiple measures of common ground that have been previously established. The variety of
measures will also capture the potentially diverse variety of ways in which conversational
grounding processes are influenced by changes in task characteristics. The current research
used two established features of the grounding process that are readily computed: the length
of installments of a contribution (Clark and Krych, 2004; Brennan, 2004, 1998; Clark and
Schaefer, 1989), and the use of pronouns (Khawaja et al., 2012, 2014). The length of
installments can be operationalized by measuring the turn length, i.e., the number of words
per turn, and the turn rate (the number of turns per unit time). Installment length reduces
when speakers need to introduce a complex or important contribution, as they break it into
smaller pieces that can each be grounded individually. The pronouns speakers use convey
a great deal of information about how they are conceptualizing the team and in particular
the dependency relationships in the team that are relevant to articulation work. I expected
to see increases in plural pronouns as the demand for articulation work increases.
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1.9 Summary of Hypotheses
The research questions of the current work rely on one foundation, that communication
processes can predict task performance. I first expected that the models of communication
would be related to task performance in the complex tasks used in the current research.
The primary research questions of the current research investigated whether the alignment
theory or coordination theory accounts for common ground and which variant of coordi-
nation was present. I expected that coordination would outperform alignment and that this
finding would be consistent across the four separate tasks tested (across the differences in
task performance metric and task symmetry). I also expected that coordination would be
the audience design variant, shown by a relationship to Track 2 dialogue.
The remaining analyses provided further investigation into these nascent recurrence-
based models of common ground processes. One portion of the analyses investigated the
construct validity by testing the differences between the models and possible relationships
between models. I expected that the alignment and coordination models would be related
at the prosodic level of analysis, but not at other levels of analysis. Another portion of
the analyses investigated the connections between the recurrence models and previously
established measures of grounding as well as demand for task management activities. For
both the established measures of grounding and task management, I expected that these
would be relevant to task performance in the currently examined tasks. And furthermore,
these measures would be related to the coordination recurrence model.
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Method
This section describes the methods and tasks used throughout this research, detailing first
the corpora, and second the analysis method. To examine task independence, results from
four different tasks were compared. All of these tasks provided previously collected cor-
pora for other research interests. The tasks have some similar characteristics relevant to the
current research. All tasks were dyadic (2-person) tasks that used verbal communication
to accomplish the task goals. In all cases, the verbal communications were spontaneous
and unstructured. No instructions were given as to what to say or how to best complete the
tasks. All the tasks have audio recordings and either existing orthographic transcriptions
of the communications or orthographic transcriptions were created for the current research.
All the tasks have completion time metrics. One task had an existing accuracy metric and
an accuracy metric was extracted for another task. Moreover, these tasks are more diverse
conceptually than those in Fusaroli and Tylén (2016), so the dialogues in these corpora
have a larger vocabulary. The primary difference between these tasks is symmetry: there
are three symmetric tasks and one asymmetric task.
2.1 Materials
Four tasks provided speech corpora: the Human Communication Research Center’s (HCRC)
Map task, the Air Force Research Laboratory’s (AFRL) Uncertainty Elicitation task, the
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Table 2.1: Summary of the differences between corpora. Accuracy′ was an extracted per-
formance metric.
Task # Speakers Symmetry Performance Metric
Map Task 2 Asymmetric Accuracy & Completion Time
Uncertainty Elicitation 2 Symmetric Accuracy′ & Completion Time
Diapix Task 2 Symmetric Completion Time
CSAR Task 2 Symmetric Completion Time
AFRL Diapix task, and the AFRL Combat Search and Rescue (CSAR) task.1
2.1.1 Map Task Corpus
The Map task is a team dialogue task from the Human Communication Research Centre.
Originally designed to study pronunciation and intonation (Anderson et al., 1991), it has
become a classic task dialogue corpus for multiple purposes (e.g., Reitter and Moore, 2014;
Branigan et al., 1999; Lickley, 2001).
Participants The study included 64 participants. Some participants knew each other
while others did not. Each participant served in two different dyads during the experiment,
for a total of 64 different teams. Experimenters assigned one member of the dyad as a guide
and the other as a follower.
Task Description In the Map task, two people referred to paper maps containing a vari-
ety of labeled landmarks. Participants could only view their own map. The guide’s map had
a route drawn on it (an example is shown in Figure 2.1). The follower’s map had the start
marked, but no route. The goal was for the follower to draw the route on his/her map from
the guide’s descriptions of his/her map. Though a number of landmarks were the same on
both maps, differences between the maps complicated the task and instigated communica-
1The Battlespace Acoustics branch of the 711 Human Performance Wing collected data for all AFRL
tasks.
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tion. Some landmarks appeared on both maps but had different labels. Other landmarks
were missing from the follower’s map or duplicated on the follower’s map. These differ-
ences perturbed the mutual information held by the partners to perhaps reveal how these
differences in information are detected and resolved (i.e., conversational grounding). The
16 pairs of maps used throughout this corpus had different routes and different combina-
tions of landmarks.
Measures Accuracy on the map task was path deviation, calculated by measuring the
deviation between the route on the guide’s map and the path the follower drew on his
map. As an error score, a small deviation corresponded to good performance. Though
participants were not instructed to speed task completion, the task completion time may
determine the presence of speed/accuracy trade-offs.
In addition, the Map task corpus had annotations of dialogue acts, also referred to
as conversational moves (Carletta et al., 1996, 1997). The types of moves fell into either:
initiate, response, or ready (Table 2.2). Initiate moves ‘introduce a new discourse purpose
into the dialogue.’ Response moves are in reply to initiate moves and serve to fulfill the
discourse purpose that was introduced. Ready moves occurred between dialogue games and
functioned to coordinate the beginning of the next game. Four coders rated each utterance
with good reliability (K = .83; Carletta et al., 1997).
Task Conditions The experiment employed two manipulations: presence of eye contact
and the familiarity of the speakers.
Eye Contact The teams were randomly assigned into one of two groups, a group able
to make eye contact or a group that had a barrier separating them and blocking eye contact.
Familiarity The partners were either familiar or unfamiliar with each other. Familiarity
may have influenced the dialogue collected through changing the amount of previously
established information that can be relied upon.
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Table 2.2: Examples of each type of dialogue act annotated in the Map task corpus.
Initiate Moves Example
Instruct “go to the right about an inch”
Explain “your mountain must be different from mine”
Align “do you know what I mean?”
Check “okay, up to the top of the stile?”
Query-YN “and do you see a collapsed shelter?”
Query-W “where are you now again?”
Response Moves Example
Acknowledgement “okay”
Clarify “just sort of straight left”
Reply-Y “yeah”
Reply-N “sorry no”
Reply-W “the bottom of it”
Ready “right”
The 64 participants each completed 4 trials varying in partner familiarity and role
(guide or follower). There were a total of 128 trials in this corpus. An excerpt appears in
Table 2.3.
2.1.2 Uncertainty Elicitation Task Corpus
The Uncertainty Elicitation task is a team dialogue task designed and collected at the Air
Force Research Laboratory. The task was originally designed to elicit spoken uncertainty
for the purpose of building computer models to detect and synthesize uncertainty in sponta-
neous speech (Romigh et al., 2016). It was inspired by the different spatial orientations that
Air Force operators have to overcome, such as when people on the ground are coordinating
with people in the air.
Participants Ten participants were organized into 5 teams of 2 people. Throughout the
task, the teams remained intact.
35
Figure 2.1: An example map from the HCRC Map task.
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Table 2.3: Excerpt from the HCRC Map task corpus. The guide (‘g’) described the route
to the follower (‘f’). This excerpt illustrates how differences between the maps reduced the
information shared by the partners, which led to additional communication (#13-20).
# Speaker Transcript Move
9 g okay Align
10 g and you’re going to go down and then you’re going Instruct
to do a “u” shape
11 f uh-huh Acknowledge
12 g and we’re going to come up and we’re going to Instruct
have the old
13 f eh– ehm are we just going are we going to go Query YN
below the picket fence
14 g below what Query W
15 f the picket picket fence Reply W
16 g picket fence Acknowledge
17 g I don’t have one so I would say Explain
18 g whereabouts is the picket fence Query W
19 f picket fence is below the mill wheel which is below Reply W
the caravan park
20 g right okay well Ready
21 g you want to have the old mill on your right-hand Reply W
side so if that fence is below the old mill you want
to keep that on your right-hand side
22 f okay Align
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Task Description This task had a referential communication component and a collabo-
rative deduction component. Partners had a shared, labeled, overhead perspective as well
as many unlabeled pictures of buildings from street-level perspectives. Participants worked
together to label the street-level pictures by identifying the corresponding location of each
street-level image on the labeled overhead perspective.
Participants sat in separate rooms with a computer display in each room (Figure 2.2).
Google Maps provided street-level pictures and overhead (i.e., satellite) pictures with all
Google labels removed. The participants wore headsets and could communicate with each
other over a recorded voice loop. Each building appeared in 4 different street-level pic-
tures, each from a different perspective. Each participant had only two of these pictures,
prompting referential communication. The participants did not share any street-level views
and they had to determine that they were discussing the same building. In addition, the
street-level images on each participants’ display were in a randomized order that prevented
referring to a building by its position on screen.
The overhead map was the same for both participants and had 12 numbered buildings
(1-12). The participants had street-level pictures of only 6 of those buildings. Collabora-
tive deduction arose from the need to combine information from the different street-level
perspectives to identify the location on the overhead perspective. For example, a picture
from the front might show a sidewalk and a different picture from the side might show
a swimming pool and patio, and combining these features identifies the building on the
overhead map. However, all overhead images were taken at a different (but unknown) time
than the street-level images, resulting in differences in the environment (e.g., tree foliage,
car placement, and in some instance roof colors), further complicating the task. It was also
possible (although rare) that street-level images were not taken at the same time, generally
because a corner house was imaged from two different streets at different times.
Participants labeled the street-level views with numbers from the overhead map. The
trial ended when both participants had labeled all of the buildings correctly. When partic-
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ipants submitted their answers, they received correct/incorrect feedback for each building.
The feedback was specific to the individual participant so if the partners failed to ground
their discussion with each other and mistakenly put down different numbers for the same
building, one partner may be correct and the other incorrect.
The task had a repeated measures design. Each of the 5 teams completed 8 trials with
different stimuli for a total of 40 trials total in this corpus.
Measures The primary performance metric was completion time after successfully la-
beling all buildings, with shorter times indicating better performance. Because each team
submitted their answers multiple times during each trial, the first submission was extracted
as an accuracy metric with a corresponding first submission time. This feature led to two
separate analyses of this corpus: one that used the final completion time with perfect accu-
racy, and one that used the first submission time where accuracy varied.
Task Conditions The 2 x 2 x 2 repeated-measures design manipulated communication
channel type, overhead map clarity, and set size.
Communication Channel Type On half of trials, the channel was full duplex com-
munication and on the other half of trials it was half duplex communication. Under full
duplex communication both participants could send and receive simultaneously (an open
telephone line) and under half duplex communication only one person could send at a time
(a push-to-talk radio). Channel voice quality was constant between the two communication
channels, though it often differs between real-world telephone and radio. This manipulation
may have influenced the dialogue dynamics, such as timing and frequency of backchannel
acknowledgements.
Overhead Map Clarity The overhead map was clear on half of the trials and blurry
on the other half (i.e., low-pass filtered to reduce details), which could make referential
expressions more challenging by complicating how partners identify and name features of
the environment.
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Figure 2.2: Screen shot from the AFRL Uncertainty Elicitation task. This shows a push-
to-talk trial with a clear overhead map and a reduced contrast set size (indicated by color-
coded street-level views). Building numbers appear in yellow on the overhead map and
participants labeled street-level images using the drop-down boxes centered on each row of
images.
Set Size On half of the trials, the partners street-level views of the buildings were all
the same color so only the referential expressions could be used to distinguish them. On the
other half of trials, the partners’ street-level views of the buildings were color-coded blue or
yellow in order to reduce the set from 6 buildings to 3 buildings (as shown in Figure 2.2),
which simplifies grounding by having few alternatives to consider. A transcript excerpt
appears in Table 2.4.
2.1.3 Diapix Task Corpus
Data from the Diapix task were collected by the Air Force Research Laboratory. The task
was originally developed to study the effect of disparate language backgrounds (i.e., differ-
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Table 2.4: An excerpt from the AFRL Uncertainty Elicitation task. The dyad began by
discussing a street-level picture (#8-9) then looking to the overhead map to label it with a
number (#10-13), and repeated this sequence.
# Speaker Transcript
6 B like let me describe them to you this time maybe that’ll help
7 A alright
8 B alright so I have a picture that it’s like the house is surrounded by trees and bushes
do you see it
9 A yeah
10 B okay let’s try to find that one
11 B I want to say it’s eleven just by the picture of it
12 A yeah I’m gonna hit eleven too
13 B okay
14 B um there’s another one it’s a small one-story house uh garage is separated
15 B it’s like really small and tiny
16 B it’s the yard is really big there’s a tree in the front yard
17 A I see it and there’s like a stop sign
18 B got it yeah I think it’s at a corner
19 A yeah I see the corner
20 B okay
21 A um
22 B it’s really small and very open
23 B so I’m guessing it’s either
24 A it could be seven
25 B seven
26 A I don’t know
27 B I don’t think it’s seven it’s either one
28 A I– it can’t be one because there’s a pool in the back of one
29 B true true true
ent L1) on communication (Van Engen et al., 2010), and extended to study communication
challenges with a hearing impairment (Baker and Hazan, 2011). AFRL studied how speak-
ers adapt their speech when their interlocutor is in a mis-matched acoustic environment
(Iyer et al., 2016).
Participants There were 16 participants organized into 8 teams of 2 people. Throughout
the corpus, the teams remained intact.
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Task Description The Diapix task is a spot-the-difference task where two partners have
similar but different pictures and must describe the pictures to each other to identify the dif-
ferences (Figure 2.3). The pictures are themed either as Farm scene (shown below), Beach
scene, or Street scene, with two stimulus sets selected from each theme. The partners can-
not see each other’s pictures and were seated in separate sound-isolated booths. They wore
headsets with boom microphones and communicated through an open voice loop. Each set
of pictures had 12 differences. Participants received instructions to find the 12 differences
as quickly as possible through communication. In addition to verbal communication, one
speaker was able to place visual markers on the map that would appear on both partners’
maps. The intended purpose of the markers was to mark the locations of identified dif-
ferences as a way to facilitate monitoring task status (i.e., counting how many differences
were found), but the use of markers was not restricted. There was no limit to the number of
markers that could be placed and they could be removed if placed mistakenly. Therefore,
partners could use the markers as a temporary pointing device to allow for deixis, by adding
and removing a marker (and indeed some partners used this strategy).
Measures The Diapix task used a completion time metric while fixing accuracy. Because
every team did not find all the differences, task completion time was recorded after 8 of the
12 differences had been found. There was no penalty for locations that were incorrectly
marked as differences.
Task Conditions This corpus was originally collected to examine how speech is adapted
for complex acoustic environments, particularly when the interlocutors are in mis-matched
acoustic environments. To manipulate this, the participants performed this task while being
exposed to one of three possible background sound mixtures: quiet, sparse speech babble
from two simultaneous talkers, or dense speech babble from eight simultaneous talkers.
The 85 dB babble mixtures combined multiple recorded utterances from the coordinate
response measure task (Bolia et al., 2000), which are structured radio-like phrases about a
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color-number combination to a specific call sign (e.g., ‘Ready Eagle go to Blue Six now’).
During some conditions, partners received different background sound mixtures and
occasionally received the same background sound mixture. These manipulations may have
affected the dialogue interactions by increasing the likelihood of State 1 understanding
(Table 1.3), where the addressee knows that the speaker provided some potentially mis-
understood contribution. Eight pairs completed 1 trial of each of the 6 background sound
mixture conditions for a total of 48 dialogues in the corpus. A transcript excerpt is shown
in Table 2.5.
Figure 2.3: Two images from the Diapix task that illustrate the differences between the
images that the partners were instructed to find through describing the pictures to each
other. One partner would get the left image and one partner would receive the right image.
For an example difference, the seesaw is colored white in the left image and colored green
in the right image.
2.1.4 Combat Search and Rescue (CSAR) Task Corpus
The Combat Search and Rescue (CSAR) task is a team dialogue task collected by the Air
Force Research Laboratory. The task was a team navigation task originally developed to
examine the effect of spatialized radio displays on navigation and the role of landmarks in
navigation dialogue (Hampton et al., 2012; Hampton, 2013). It was selected specifically
for its task characteristics that were expected to demand articulation work.
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Table 2.5: An excerpt from the AFRL Diapix task Corpus from a Farm scene. In this
example, the background noise was at a high-level and some requests are made to repeat
whole utterances (#9) or certain words (#15).
# Speaker Transcript
8 B do you have two yellow hay patches or whatever hay bales
9 A what’d you say
10 B do you have two like yellow hay stacks
11 A that’s right yellow hay stacks that’s what I got
12 B okay
13 A there’s a uh lady pretending to shoot her with a blue shirt white shorts and
like blue shoes
14 B uh yeah I think my shoes are white
15 A what color shoes you say
16 B I think they’re white
17 A okay mine are like kinda bluish I don’t know
18 B okay mine might be kinda blue oh nope
19 A alright there’s two people sitting at the picnic table
20 B does
21 A oh one
22 B hey hold on a sec does your girl say I’m gonna shoot
23 A no
24 B alright my girl says that
Participants There were 8 participants organized into 4 teams of 2 people. Teams re-
mained intact throughout the corpus.
Task Description The team navigation task was conducted in a large urban virtual en-
vironment. Two participants were cooperating within the virtual environment while being
located in separate but networked virtual reality facilities. On each trial, participants started
in different locations in the virtual world (approximately opposite sides of the environ-
ment) and they had to rendezvous with each other as quickly as possible. Both participants
‘moved’ through the environment using a hand controller. Participants communicated with
each other over a push-to-talk radio. Virtual terrain varied from trial to trial but was always
measured 500 meters by 500 meters.
In addition to their navigation task, participants had to avoid getting shot. Enemy
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forces were searching for both participants and could shoot them. This additional goal
complicated the navigation task and provided perturbations to task progress and potential
verbal exchange. It was expected that articulation work could result from the presence of
enemy forces (e.g., discussion about a change in plan). Only one participant, the rescuer,
had a rifle and could shoot back. The other participant, the ‘to-be-rescued,’ did not have
a weapon and could only hide or flee. Figure 2.4 shows one virtual reality facility and
illustrates an enemy on the right screen.
Participants were instructed to find each other as quickly as possible while avoiding
getting shot.
Measures Completion time served as the performance metric. The trial ended when the
two participants found each other, defined by coming within 3 meters of each other. Trials
terminated if the team did not rendezvous within ten minutes. This was uncommon, 5
of the 120 trials failed to finish. (Team 3 failed to rendezvous 2 times; Team 4 failed to
rendezvous 3 times). In these cases, ten minutes served as their completion time.
Task Conditions The corpus originally manipulated the type of radio display available
to the team and the presence of landmarks in the virtual environment. The original corpus
had a baseline monoaural radio communication condition (i.e., diotic presentation) and a
spatialized radio condition. Prior research showed that the acoustic signal of the spatialized
radio successfully conveyed spatial information, decreasing the navigation instructions and
increasing the amount of task irrelevant dialogue (Hampton et al., 2012; Hampton, 2013).
Because the primary interest of the current research was in task-related navigation dia-
logues, analyses only used the conditions with monoaural radio communications.
Landmarks On a given trial, landmarks were either present or absent. Landmarks
were tall/visible, salient, distinct structures (e.g., mosque, water tower). Figure 2.5 shows
an example landmark from the task.
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Figure 2.4: A wide-angle picture from inside one of the virtual reality facilities used in this
task. The screen on the right shows one of the enemy forces.
Figure 2.5: A screenshot from the CSAR task that illustrates a landmark, in this case, a
conventional water tower.
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Each of the 4 teams completed 15 trials with landmarks and 15 trials without land-
marks. Of the 120 trials collected, 2 trials were missing completion time data due to a data
logging error, leaving 118 trials for analysis. An excerpt is presented in Table 2.6.
Table 2.6: An excerpt from the CSAR task Corpus that illustrates how participants had to
change plans due to the enemy forces.
# Talker Transcript
8 A I’m heading to the far it looks like north east wall and I’m a head
down the road
9 B northeast wall and then
10 B that’s not you
11 A yeah
12 B let me know if you see that buddha statue or the park
13 A yeah I see the edge of the map
14 A I
15 B over there this isn’t very
16 A see a buddha statue
17 B big
18 B alright
19 A looks like the road I’m on is going to come out right in between
that and the park
20 B okay weird my road looks like that too
21 B bunch of armed guys by this thing I don’t know if we should meet
22 B oh crap
23 A gettin shot
24 B oh yep he’s an excellent shot too
25 A no
26 B he’s hitting me every time I got a feeling you’re right around this wall
27 B God I need a gun yeah this this whole tower there’s another guy
with a gun
28 B I need you to wipe these people out for me I’m gonna hide around
this corner
29 B God he got me again
30 A I see you
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2.2 Recurrence Analyses
Three models were tested in search of the model that best predicts task performance, fol-
lowing Fusaroli and Tylén (2016) as illustrated in Figure 1.2. The alignment model was
represented by cross recurrence quantification analysis (CRQA) of a time series of Speaker
A with a time series of Speaker B. The coordination model is represented by recurrence
quantification analysis (RQA) of the time series for the entire block (Speaker A and Speaker
B). A baseline self-consistency model is represented by performing RQA of each speaker’s
time series with his/herself and using the recurrence plot with the highest recurrence rate.
The analyses examined five levels: two lexical levels (word level and morpheme
level), the syntactic level, the pitch level, and the rhythm level. The levels of analysis
divide into categorical data analyses (i.e., morpheme, word, and syntactic) and continuous
data analyses (i.e., pitch and rhythm). The recurrence metrics of Recurrence Rate (RR),
Determinism (DET), Average Line Length (L) and Line Entropy (ENTR) were calculated
for each level. Fusaroli and Tylén (2016) only used L and ENTR, but the current research
added RR and DET because of prior use in recurrence analysis of language (e.g., Orsucci
et al., 2013; Gorman et al., 2012; Coco et al., 2017). The current analysis allowed statistical
significance to inform whether or not these predictors were relevant.
2.2.1 Categorical Data
The lexical levels used the orthographic transcriptions with partial words and punctua-
tion removed. The word level analysis used single words as the unit of analysis and the
morpheme level treated each character as one step in time, and later the embedding di-
mension described below combined characters into letter trigrams. The syntactic level re-
sulted from the transcripts using part-of-speech (POS) tags output by the Stanford Natural
Language Group’s Log-linear Part-Of-Speech Tagger http://nlp.stanford.edu/
software/tagger.shtml. The tagger output POS tags in the Penn Treebank format
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Table 2.7: Example part-of-speech (POS) tags in the Penn Treebank format that are output
by the Stanford Log-linear Part-Of-Speech Tagger.
Tag Description
DT Determiner
NN Noun, common, singular or mass
NNP Noun, proper, singular
RB Adverb
VB Verb, base form
VBD Verb, past tense
(Taylor et al., 2003). Example tags appear in Table 2.7.
For the time series used in the categorical analyses, a single time step was a character,
a word, or a POS tag depending on the level of analysis. There were no time steps counted
for periods of silence where neither speaker was talking. Each item (character, word, or
POS tag) was labeled with a unique numerical identifier. Overlapping speech was converted
to sequential interleaved speech using the start time of each word. The alignment model
time series were constructed by placing Speaker A’s contributions into one time series
and Speaker B’s contributions into another time series. Two additional identifiers were
created and added to the time series. One identifier was placed in Speaker A’s time series
to account for when Speaker A was silent while Speaker B was talking. The other identifier
was placed in Speaker B’s time series for when Speaker B was silent while Speaker A
was talking. These silence identifiers were necessary to preserve the sequencing of the
original dialogue, and thereby preserve the phase information of the time series. These
silence identifiers were different so that no spurious recurrence between silences would be
measured.
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Figure 2.6: An illustration of how categorical time series were constructed for the align-
ment analysis, using an example from the word level of the Uncertainty Elicitation task.
Speaker A is shown at top and Speaker B is shown at bottom. First, words were given a
unique numerical identifier, shown here beneath each word. Then, the silence identifiers -1
and -2 were added to Speaker A’s and Speaker B’s respective time series. Note that there is
no time step for which both Speaker A and Speaker B are silent.
2.2.2 Continuous Data
Regarding the continuous levels, the pitch level was generated using Praat (Boersma and
Weenink, 2001), which extracts pitch information using an autocorrelation calculation that
corrects for artifacts and octave jumps. The minimum pitch value was set to 70 Hz and
the maximum value was set to 600 Hz. Pitch was originally sampled at a rate of 100
Hz, however some tasks required the data to be down sampled because calculating recur-
rence plots on long trials was consuming more RAM memory than was available (64 GB).
Table 2.8 details the sample rates used in the different analyses. For constructing the align-
ment prosody time series, a multiple step process was used (Figure 2.7). First, the pitch
information for each speaker was placed in separate time series. Then the silences were
removed from each times series and the data were normalized to mean of 0 standard de-
viation of 1 for each speaker. Silences were then put back into the time series for periods
of time when the other speaker was talking. Silence was coded as large negative values
to avoid spurious recurrence with the normalized pitch data (-2000 or -3000 for silence in
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Speaker A or B, respectively). The end result was normalized pitch information for each
speaker. The sequencing of pitch information was maintained and all periods where both
speakers were silent removed.
Coordination prosody time series were constructed in a similar fashion. The silence
was removed and both time series were normalized, then the two time series were inter-
leaved maintaining the original sequencing. When there was overlapping speech between
the speakers, the higher post-normalization value was chosen. For the baseline prosody
analysis, silences were removed from each speakers’ time series.
The rhythm level was generated by discretization of the pitch trace into silent intervals
and speech intervals. Silence was defined as the absence of pitch for 20 ms (2 samples).
2.2.3 Recurrence Parameters
Prior to calculating the recurrence plot to derive the recurrence metrics, RQA and CRQA
require a number of parameters. Parameter values were set and recurrence plots were calcu-
lated keeping with Fusaroli and Tylén (2016), clarified and confirmed (R. Fusaroli, personal
communication, Aug. 5, 2017). These varied between the categorical and continuous data
analyses. For the categorical data, the radius value was set to 0. This meant for nominal
data only an exact match was counted as a recurrence.
The threshold for a line (parallel to the positive diagonal) was set at 2. Time delay
was set to 1. The word level analysis and syntactic level analysis used an embed value of
1. The morpheme level analysis used an embed value of 3. The continuous data analysis
differed from the categorical data analysis. The delay value was set by calculating the
mutual information for each model’s time series, finding the first local minimum in each,
then taking the largest value of the three models. For the pitch level and rhythm level
analyses, the embedding dimension was estimated using a false nearest neighbor method
for each model, again taking the largest value of the three models. Table 2.8 summarizes
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Figure 2.7: An illustration of how prosodic time series were constructed for the alignment
analysis. The X axis in each panel shows the sample position. At top, a 2000-sample pitch
trace for each speaker. Silences were identified (shown in gray) and removed from each
speaker. At middle, the data were much shorter and were normalized. At bottom, both
final time series are shown overlaid on the same axes. Some silence was put back with
placeholder values that preserved sequencing. Periods where both speakers were silent
were eliminated, as indicated by the shortened time series.
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Table 2.8: Recurrence quantification analysis values used in the continuous data analyses.
Smaller sample rates had to be used due to practical limitations.
Task Level Sample Rate Delay Embed
Map Task Prosody 33 9 4
Rhythm 25 2 4
Uncertainty Task Prosody 100 2 4
Rhythm 25 2 4
Diapix Task Prosody 100 2 9
Rhythm 50 2 4
CSAR Task Prosody 100 9 4
Rhythm 50 2 4
the delay and embedding values used.
2.2.4 Track 2 Dialogue
To facilitate analysis of the coordination model’s contents, a model representing Track 2
dialogue was developed using the Linguistic Inquiry and Word Count 2015 (LIWC) text
analysis program (Pennebaker et al., 2015). The analysis relied on two word lists that
may capture Track 2 issues of dialogue management: Assent (e.g., agree, OK, yes) and
Certainty (e.g., must, specific, clear). Analysis focused on these two word lists because
they may capture acknowledging understanding (e.g., backchannel communication) and
signaling non-understanding (e.g., clarification requests). LIWC analyzed the presence of
Assent and Certainty by counting instances of Assent and Certainty lexicons in each trial
of each task. The counts were normalized by dividing each count by the word count for
that trial.
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2.2.5 Description of Analyses
Individual recurrence metrics of recurrence rate (RR), determinism (DET), average line
length (L), and entropy (ENTR) were calculated from recurrence plots created for each of
the three models (i.e., alignment, coordination, baseline), for each level of analysis, and for
each trial in each corpus. The following analyses used these recurrence metrics to address
a number of questions. Prior to analysis, recurrence metrics were tested for measuring
structure over and above what recurrence would be expected by chance (Chapter 3).
The first set of analyses investigated the ability of the alignment, coordination, and
baseline models to predict performance following Fusaroli and Tylén (2016) (Chapter 4).
Subsequent analyses accounted for the repeated measures nature of the data. The second set
of analyses sought to examine the contents of the coordination recurrence model through
statistical mediation (Chapter 5). Mediation analyses tested if the LIWC model’s rela-
tionship to performance was mediated by the coordination model, thereby indicating that
coordination captures Track 2 dialogue and is the strategic variant. The third set of anal-
yses investigated contents of the recurrence models through measuring the relationships
between the models (Chapter 6). As alignment and coordination are alternative accounts of
grounding phenomenon, it was expected that models representing each theory should not
be related to each other. The fourth set of analyses further examined the contents of the re-
currence models using the accuracy and time performance measures (Chapter 7). Here, an
additional accuracy metric was extracted from the Uncertainty task to test prediction of ac-
curacy more generally. In addition, a model of grounding should represent a time series’s
content rather than its length, so analyses examined the relationship between recurrence
metrics and word count. The fifth and final set of analyses tested the relationship between
the recurrence metrics and previously introduced methods of characterizing communica-
tion including articulation work (Chapter 8).
Analyses of the continuous data were performed using the Matlab CRP Toolbox (Mar-
wan et al., 2007), available at http://tocsy.pik-potsdam.de/CRPtoolbox/.
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Analyses of the categorical data were performed in R, using the crqa package described in
Coco and Dale (2014). All other statistical analyses were performed in R. A portion of the
tables were created with the help of the stargazer R package (Hlavac, 2018).
55
Results: Chance Analysis
Prior to the analyses, it is good practice to test that the structure of recurrence represented
by these metrics is not due to chance (Fusaroli and Tylén, 2016; Louwerse et al., 2012).
This assures that the values are not the spurious result of repetition inherent in the English
language or the task domain. The null hypothesis is that values are randomly drawn from
a uniform distribution, which can be approximated by randomly shuffling the time series
(Kantz and Schreiber, 2004). Two-sided paired t-tests compared the recurrence metrics
from ‘forwards’ time series to the recurrence metrics from the randomly shuffled time series
for each model for each level of analysis. For the categorical levels of analysis (morpheme,
word, and syntax), the words in the time series were randomly ordered for each of the
three models. For the continuous levels of analysis (prosody and rhythm), the samples in
the time series were randomly ordered for each of the three models. Using shuffled time
series is a conservative procedure compared to other alternatives because a shuffled time
series preserves the recurrence rate better than alternative control methods (Louwerse et al.,
2012), as was shown in the Green Eggs demonstration above (Table 1.2). When recurrence
rate is higher, diagonal line structures are more likely to occur by chance than other control
methods. In all, 240 tests were conducted (4 tasks x 3 models x 4 recurrence metrics x 5
levels of analysis).
For the majority of tasks and models, results indicated that recurrence structure was
significantly different from shuffled controls (see Appendix A). Some metrics were not
different from chance, as anticipated. Expected consistency with chance was found for
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the pitch-level, word-level and syntax-level recurrence rate (RR) metrics. For the prosody-
level analyses, recurrence rate was intentionally set to 4% by varying the radius parameter,
leading to little variation between the analyses and shuffled controls. For the word-level
and syntax-level analyses, recurrence was calculated matching individual words (embed
value of 1), therefore reordering but not adding to or removing from the time series results
in recurrence rates that are exactly the same for forwards and shuffled time series. (The
morpheme-level control is different because those metrics result from letter trigrams—an
embed value of 3).
However, unanticipated consistency with chance occurred for metrics in the morpheme-
level analyses for the Diapix and CSAR tasks, precluding further analyses of recurrence for
those tasks (Table 3.1). The Diapix task Alignment model Determinism (DET) metric and
the Baseline model Entropy (ENTR) metric were not significantly different from chance
(t(47) = -1.59, p = 0.12; & t(47) = 1.09, p = 0.28, respectively). The CSAR task Alignment
model had three metrics that were not significantly different from chance: DET t(119) =
-1.13, p = 0.18, L t(119) = 0.93, p = 0.35, and ENTR t(119) = 1.13, p = 0.26. Further
analyses included the metrics that were expected to be consistent with chance (word-level,
syntax-level, and prosody-level RR), but excluded the unexpected metrics that were not
significantly different from chance.
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Table 3.1: Table showing p-values of chance analyses where recurrence measured was not
significantly different from shuffled time series (shown in bold).
Diapix Task - Morpheme Level
RR DET L ENTR
Alignment < .001 0.12 < .001 < .001
Coordination < .001 < .001 < .001 < .001
Baseline < .001 < .001 < .001 0.28
CSAR Task - Morpheme Level
Alignment < .001 0.18 0.35 0.26
Coordination < .001 < .001 < .001 < .001
Baseline < .001 < .001 < .001 < .001
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Results: Predicting Task Performance
These analyses investigated if the alignment, coordination, and baseline models predicted
task performance. The three separate recurrence models output separate recurrence metrics
used in different regression models, in order to assess the relationship of each recurrence
model to task performance. This analysis process differs from a typical regression proce-
dure where predictors are added or removed from a single regression model. Here, three
regression models used predictors from different recurrence calculations. Recurrence met-
rics served as predictors for a linear regression model on the performance scores (i.e., com-
pletion times or accuracy) for each model for each corpus. Models were evaluated through
examining Adjusted R2 (Adj R2) values, which is the proportion of variance explained but
adjusted for the number of predictors. This facilitated comparisons between models with
different numbers of predictors, as well as comparisons between the current research and
Fusaroli and Tylén (2016). These models followed the analysis procedures from Fusaroli
and Tylén assuming data from a between-subjects design. Subsequent tests addressed the
repeated measures nature of this data, testing for both team effects and learning effects
(Sections 4.2 and 4.3).
In sum, the coordination model had stronger relationships to task performance than
the alignment model for most tasks and levels of analysis. After learning effects were
statistically accounted for, the coordination model accounted for variance in performance
whereas the alignment model did not. Moreover, after the differences between the teams
were statistically accounted for, the coordination model accounted for variance in perfor-
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mance whereas the alignment model did not.
4.1 Predicting Task Performance
The recurrence metrics served as predictors of performance in linear regression models for
each task, for each model, and for each level of analysis. Outliers in the dependent mea-
sures were excluded casewise. Outliers were defined as any value below the first quartile
(Q1) or above the third quartile (Q3) by 1.5 times the inner-quartile range (Q1-Q3). The
distributions of dependent measures appear in Figure 4.1. Outliers appear as open circles.
A summary of variance in performance explained appears for each task in Figures 4.2,
4.3, 4.4, 4.5, and 4.6. Appendix B shows all model details. Across levels of analysis and
tasks, more of the coordination models were significant predictors of performance than the
alignment models (23 of 25 and 9 of 25 models, respectively). A two-sample test of the
proportions showed that coordination models were significant more often than alignment
models, χ2(1) = 14.67, p < .001. In addition, the coordination models explained more
variance in performance than the alignment models. The baseline models were also signif-
icant more frequently than alignment models (19 of 25 and 9 of 25 models, respectively).
A two-sample test of the proportions also showed that baseline models were significant
more often than alignment models, χ2(1) = 6.57, p < .05. Moreover, baseline models pre-
dicted performance better than the alignment models. The baseline models accounted for
a similar amount of performance as the coordination models in some cases, such as in the
Uncertainty Elicitation task (Figure 4.2).
For each task, the single model that predicted the most performance variance (inde-


























































































































Map Task (Path Deviation)
Figure 4.1: Box plots of dependent measures for each task. Seconds are shown for all plots
except Path Deviation. The box indicates the inter-quartile range (Q1-Q3) and the bold line
indicates the median value. The whiskers indicate 1.5 times the inter-quartile range and
outliers appear as open circles.
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Figure 4.2: Overview of recurrence models prediction of final task completion times in the
Uncertainty Elicitation task. (* p < .05; **p < .01; ***p < .001)
Figure 4.3: Overview of recurrence models’ prediction of final task completion times in
the Diapix task. (* p < .05; **p < .01; ***p < .001)
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Figure 4.4: Overview of recurrence models’ prediction of task completion times in the
CSAR task. (* p < .05; **p < .01; ***p < .001)
Figure 4.5: Overview of recurrence models prediction of time to completion in the Map
task. (* p < .05; **p < .01; ***p < .001)
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Figure 4.6: Overview of recurrence models’ prediction of path deviation score in the Map
task. Note: the ordinate range differs from the other plots. (* p < .05; **p < .01)
model for the Uncertainty and Diapix tasks, a word-level model for the CSAR and Map
task (time) tasks, and a syntax-level model for the Map task (path deviation). However,
different amounts of variance were accounted for between the different tasks. For instance,
the largest Adjusted R2 value for the Uncertainty task was 0.76, for the CSAR task it was
0.45, whereas for the Diapix task it was 0.29. Notably, all models for the Map task (where
accuracy is readily available) had lower Adjusted R2 values when accuracy was the perfor-
mance measure rather completion time. This is clearly shown by contrasting the pattern of
findings in the Map task (Figure 4.5 and Figure 4.6; note the different ordinate scales). The
best model predicting accuracy for the Map task was the syntax level coordination model
(Adj R2 = 0.09) compared to the time data’s word level coordination model (Adj R2 = 0.63).
(A portion of these analyses were conducted on another accuracy measure extracted from
the Uncertainty task, Section 7.1).
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4.2 Learning Effects
Additional analyses addressed the repeated-measures nature of these corpora by testing
for learning effects. Overall, models that were previously significant were significant af-
ter learning was statistically controlled with the exception of the CSAR task where most
models lost significance. Details of statistical tests appear in Appendix C.
4.2.1 Uncertainty Elicitation Task
For the Uncertainty Elicitation task, learning analyses tested for improvement in (final)
completion times in the 8 trials that each team performed (n = 40). A one-way analysis
of variance (ANOVA) with block number as the only factor showed that completion times
did not significantly change, F(7, 31) = 0.61, p = 0.74. Post hoc correlations between
completion time and block number were conducted for each team (Table 4.1). Only Team
5 showed significant learning (r = -0.71, t(6) = -2.45, p < .05), however other teams had
moderate correlations that might not have been significant due to small power. Team 2
(r = -0.55) and Team 4 (r = +0.58) had correlations of similar magnitude but in opposite
directions.
Table 4.1: Correlations testing for learning in the Uncertainty Elicitation task. All df = 6.
Team # r t-value p-value
1 +0.12 0.29 0.78
2 -0.55 -1.59 0.16
3 -0.12 -0.29 0.78
4 +0.58 1.76 0.13
5 -0.71 -2.45 < .05
As a precaution, recurrence models were re-tested using the residual completion time
after regressing block number on completion time.1 In summary, all models that were
1The 7 degrees of freedom from block number was removed from subsequent error degrees of freedom.
65
prior significant predictors of performance remained significant and accounted for similar
amounts of variance. The surprising exception was that the rhythm-level alignment model’s
predictions increased, Adj R2 = 0.78, F(4, 28) = 28.80, p < .001. No models gained
significance that originally failed to reach significance.
4.2.2 Diapix Task
For the Diapix task, learning analyses tested for improvement in completion times over the
6 trials that each team completed (n = 48). A one-way ANOVA with block number as the
only factor showed that completion times did not significantly change, F(5, 42) = 1.88, p
= 0.12, η2p = 0.18. Post hoc correlations between completion time and block number were
conducted for each team (Table 4.2). Only Team 4 showed significant learning (r = -0.94,
t(4) = -5.33, p < .01), however many other teams showed negative correlations and power
was limited by the small number of blocks.
Table 4.2: Correlations testing for learning in the Diapix task. All df = 4.
Team # r t-value p-value
1 -0.75 -2.23 0.09
2 -0.49 -1.12 0.33
3 +0.46 1.05 0.35
4 -0.94 -5.33 < .01
5 +0.06 0.13 0.90
6 -0.69 -1.91 0.13
7 -0.21 -0.43 0.69
8 -0.49 -1.11 0.33
As a precaution, recurrence models were re-tested using the residual completion time
after regressing block number on completion time. In summary, models that were prior
significant predictors of performance remained significant with the exception of the pitch-
Other tasks’ degrees of freedom were similarly reduced by the appropriate amount.
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level coordination model (F(4, 37) = 0.85, p = 0.50). Many models remained significant
and increased in Adjusted R2. The morpheme-level, word-level, and syntax-level coordina-
tion models remained significant, Adj R2 = 0.36, F(4, 37) = 6.75, p < .01; Adj R2 = 0.25,
F(4, 37) = 4.32, p < .01; and Adj R2 = 0.25, F(4, 37) = 4.87, p < .01, respectively. The
morpheme-level and word-level baseline models remained significant, Adj R2 = 0.16, F(4,
37) = 2.87, p < .05; and Adj R2 = 0.21, F(4, 37) = 3.68, p < .05, respectively. One model
became significant, the morpheme-level alignment model, Adj R2 = 0.18, F(4, 37) = 3.16,
p < .05.
4.2.3 CSAR Task
For the CSAR task, learning analyses tested for improvement in rendezvous times in the
30 trials that each team performed (n = 117). A one-way ANOVA with block number as
the only factor showed rendezvous time did not significantly change, F(29, 88) = 1.22, p
= 0.24. Post hoc correlations between completion time and block number were conducted
for each team (Table 4.3). Team 2 was marginally significant, r = -0.37, t(26) = -1.99, p =
0.057.
As a precaution, recurrence models were re-tested using the residual completion time
after regressing block number on completion time. All models that were previously signifi-
cant lost significance: word-level and syntax-level alignment models, pitch-level, morpheme-
level, word-level, and syntax-level coordination models, as well as the pitch-level, rhythm-
level, morpheme-level, word-level, and syntax-level baseline models. One model gained
significance after controlling for learning, the pitch-level alignment model, Adj R2 = 0.09,
F(4, 59) = 2.96, p < .05.
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Table 4.3: Correlations testing for learning in the CSAR task. Degrees of freedom (df)
varied between teams due to missing data.
Team # r t-value df p-value
1 +0.34 1.69 22 0.10
2 -0.37 -1.99 26 0.06
3 +0.04 -0.29 26 0.86
4 -0.16 -0.79 24 0.44
4.2.4 Map Task: Completion Time
For the Map task, each team only completed two trials but teams were intermixed in the
experimental design to manipulate familiarity. As a result, each participant completed
4 trials, 2 in a familiar team and 2 in an unfamiliar team. Learning analyses tested for
improvements in completion time scores in the 4 trials that each participant completed
(n = 128). Six outliers were removed, resulting in 122 trials for analysis. A one-way
ANOVA with block number as the only factor showed that completion time did not change
significantly, F(3, 118) = 2.58, p = 0.056, η2p = 0.06. Post-hoc correlations for each team
are omitted because teams were intermingled throughout the experiment and each pair of
participants only completed 2 trials together.
As a precaution, recurrence models were re-tested using the residual completion time
after regressing block number on completion time. All the models remained significant
after controlling for possible learning. The alignment models, the coordination models and
the baseline maintained the amount of variance explained, changing less than 3%.
4.2.5 Map Task: Path Deviation
Learning analyses tested for improvements in path deviation scores in the 4 trials that each
participant completed (n = 128). Four outliers were removed, resulting in 124 trials for
analysis. A one-way ANOVA with block number as the only factor showed that path devi-
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ation did change significantly, F(3, 120) = 6.60, p < .001, η2p = 0.14. Post-hoc correlations
for each team are omitted because teams were intermingled throughout the experiment and
each pair of participants only completed 2 trials together.
To account for learning, Map task models were re-tested using the residual path devi-
ation after regressing block number on path deviation. In summary, the models that were
prior significant predictors of performance remained significant with one exception. In
addition, four models became significant after controlling for learning. The rhythm-level
coordination model lost significance, Adj R2 = 0.05, F(4, 116) = 2.43, p = 0.051. The
rhythm-level alignment model remained a significant predictor of residual path deviation,
Adj R2 = 0.07, F(4, 116) = 3.37, p < .05. The word-level and syntax-level coordination
models remained significant predictors of residual path deviation as well, Adj R2 = 0.07,
F(4, 116) = 3.19, p < .05, and Adj R2 = 0.13, F(4, 116) = 5.26, p < .001, respectively.
The morpheme-level coordination model became significant after controlling for learning,
Adj R2 = 0.05, F(4, 116) = 2.54, p < .05. Three baseline models became significant after
controlling for learning, the rhythm-level baseline model (Adj R2 = 0.05, F(4, 116) = 2.75,
p < .05), the word-level baseline model (Adj R2 = 0.05, F(4, 116) = 2.67, p < .05), and the
syntax-level baseline model (Adj R2 = 0.06, F(4, 116) = 2.72, p < .05).
4.3 Team Performance
Due to the repeated-measures nature of these corpora, additional analyses tested for the
team contribution to performance when possible. Each analysis was an ANOVA with team
ID as the only factor.
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4.3.1 Map Task
In the Map task, team differences were not tested as teams were blended in the experiment
and each team only completed 2 trials together.
4.3.2 Diapix Task
The team differences in the Diapix task were not significant, F(7, 40) = 0.95, p = 0.48.
4.3.3 CSAR Task
The team differences in the CSAR task were not significant, F(3, 102) = 2.45, p = .06, η2p
= 0.07.
4.3.4 Uncertainty Task
In the Uncertainty task, the team differences were significant, F(4, 35) = 6.04, p < .001,
η2p = 0.41. As Figure 4.7 indicates, Team 2 and Team 3 contributed to the large effect size.
Using model comparison, we tested if each recurrence model could explain variance over
and above the team ID factor.
For the rhythm-level, the alignment model remained significant, ∆R2 = 0.45, F(4, 31)
= 20.19, p < .001. For the morpheme-level, the alignment was no longer significant, ∆R2
= 0.05, F(4, 31) = 1.75, p = .16.
For the pitch-level and rhythm-level, the coordination model remained significant,
∆R2 = 0.13, F(4, 29) = 2.91, p < .05, and ∆R2 = 0.30, F(4, 31) = 8.21, p < .001, re-
spectively. For the morpheme-level, word-level and syntax-level, the coordination model
remained significant, ∆R2 = 0.30 F(4, 31) = 8.21, p < .001; ∆R2 = 0.34, F(4, 31) = 13.72,
p < .001; and ∆R2 = 0.26 F(4, 31) = 6.78, p < .001, respectively.
The baseline models also remained significant at all levels of analysis: pitch-level
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Figure 4.7: Mean team completion times for the Uncertainty Task. Error bars show ± 1
standard error.
(∆R2 = 0.11 F(4, 31) = 2.80, p < .05), rhythm-level (∆R2 = 0.39 F(4, 31) = 13.59, p <
.001), morpheme-level (∆R2 = 0.32 F(4, 31) = 9.21, p < .001), word-level (∆R2 = 0.17
F(4, 31) = 4.10, p < .001), and syntax-level (∆R2 = 0.20 F(4, 31) = 5.04, p < .01).
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Results: Mediation Analyses
Statistical mediation aided in interpreting the results of the coordination model. These
analyses examined the construct validity of the coordination recurrence model by testing
for a relationship with Track 2 dialogue (Clark, 1996). Track 2 dialogue was estimated with
the Linguistic Inquiry and Word Count 2015 (LIWC) text analysis program (Pennebaker
et al., 2015), which uses pre-defined word lists that measure different dimensions of text.
The analysis relied on two pre-defined word lists that may capture Track 2 issues of di-
alogue management: Assent (e.g., agree, OK, yes) and Certainty (e.g., must, specific,
clear). Analysis focused on these two word lists because they may capture acknowledging
understanding (e.g., backchannel communication) and signaling non-understanding (e.g.,
clarification requests). LIWC analyzed the presence of Assent and Certainty by counting
instances of Assent and Certainty lexicons in each trial of each task. LIWC normalizes the
counts by dividing each count by the word count for that trial.
Mediation following Baron and Kenny (1986) involved three “Steps” where the LIWC
categories were treated as independent variables (IVs) and the recurrence parameters were
treated as mediators (Ms): Step 1) the IVs and performance, Step 2) the IVs and the Ms,
and Step 3) the (IVs + Ms) and performance. Complete mediation occurs when the IVs
are related to the Ms and related to performance in the absence of the Ms, yet unrelated to
performance when Ms are present. Partial mediation occurs when there is still a significant
relationship between IVs and performance in the presence of Ms, but the relationship is
reduced. Multiple linear regression was used for Steps 1 and 3 while multivariate analysis
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of variance (MANOVA) was used for Step 2 in order to test for a relationship between
multiple LIWC categories and multiple recurrence-parameter mediators. The LIWC model
is based on word counts, so the word-level coordination recurrence model was used for all
mediation analyses.
In summary, coordination completely mediated the LIWC model’s relationship to task
completion time in the Uncertainty task and partially mediated it’s relationship in the Map
task. However there was no mediation for the Diapix task, the CSAR task or the Map task
path deviation measure.
5.1 Uncertainty Elicitation Task
For the Uncertainty Elicitation task, the coordination model completely mediated LIWC’s
relationship to task completion times (Table 5.1). At Step 1, the LIWC model was signifi-
cantly related to performance, Adj R2 = 0.43, F(2, 37) = 15.42, p < .001. Both Assent and
Certain were significant predictors in the model, β = -.76, t(37) = -5.48, p < .001; and β =
-.49, t(37) = -3.48, p < .01, respectively. At Step 2, both Assent and Certain were signif-
icantly related to the coordination model, F(1, 4) = 6.35, p < .001; and F(1, 4) = 9.74, p
< .001. At Step 3, both Assent and Certain ceased to be significant in the presence of the
coordination model, β = -.18, t(33) = -1.06, p = .29; and β = .03, t(33) = 0.16, p = .87.
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Table 5.1: Uncertainty task mediation analysis for LIWC—See text for details. (*p < .05,
**p < .01, ***p < .001)
Step 1— LIWC’s relation to performance
Assent*** < .001 Certain** < .01
Step 2— LIWC’s relation to Coordination
Assent*** < .001 Certain*** < .001
Step 3—LIWC’s & Coordination’s relation to performance
Assent 0.30 Certainty 0.89
RRC* < .05 LC** < .01
DETC 0.30 ENTRC 0.32
5.2 Map Task
For the Map task’s completion time measure, the coordination model partially mediated
LIWC’s relationship to task completion times (Table 5.2). The LIWC model was a signif-
icant predictor of performance, Adj R2 = 0.06, F(2, 119) = 4.92, p < .01. The Certain list
was related to performance (β = +.26, t(119) = 2.90, p < .01). However the Assent list was
not related to performance (β = -.12, t(119) = -1.35, p = 0.18). At Step 2, only the Certain
list was related to the coordination model, F(4, 122) = 3.38, p < .05. In the presence of
the coordination model, Certainty was no longer related to performance, β = 0.0, t(115) =
0.02, p = 0.98.
For the Map task’s path deviation measure, the LIWC model was not related to path
deviation scores (Adj R2 = 0.00, F(2, 125) = 0.08, p = .93) and therefore the coordination
model did not mediate LIWC’s relationship to performance (Table 5.3). The Certain list
was related to the coordination model (F(4, 122) = 3.38, p < .05), but the Assent list was
not related (F(4, 122) = 1.01, p = 0.41).
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Table 5.2: Map task completion time mediation analysis for LIWC—See text for details.
(*p < .05, **p < .01, ***p < .001)
Step 1— LIWC’s relation to performance
Assent 0.18 Certain** < .01
Step 2— LIWC’s relation to Coordination
Assent 0.41 Certain* < .05
Step 3—LIWC’s & Coordination’s relation to performance
Assent 0.20 Certainty 0.98
RRC*** < .001 LC*** < .001
DETC** < .01 ENTRC*** < .001
Table 5.3: Map task path deviation mediation analysis for LIWC. Step 3 was not conducted
because Step 1 was not successful—See text for details. (*p < .05)
Step 1— LIWC’s relation to performance
Assent 0.96 Certain 0.70
Step 2— LIWC’s relation to Coordination
Assent 0.41 Certain* < .05
5.3 Diapix Task
For the Diapix task, the analyses did not accomplish Step 1. The LIWC model was not
related to completion times (Adj R2 = 0.00, F(2, 45) = 0.99, p = .38) and therefore the co-
ordination model did not mediate LIWC’s relationship to performance (Table 5.4). Assent
was related to the coordination model (F(4, 42) = 3.11, p < .05), but Certainty was not
related (F(4, 42) = 1.79, p = .15).
Table 5.4: Diapix task mediation analysis for LIWC. Step 3 was not conducted because
Step 1 was not successful—See text for details. (*p < .05)
Step 1— LIWC’s relation to performance
Assent 0.18 Certain 0.57
Step 2— LIWC’s relation to Coordination
Assent* < .05 Certain 0.15
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5.4 CSAR Task
For the CSAR task, the analyses did not accomplish Step 1. The LIWC model was not
related to completion times (Adj R2 = 0.00, F(2, 107) = 1.03, p = .36) and therefore the co-
ordination model did not mediate LIWC’s relationship to performance (Table 5.5). Neither
the Assent or Certain lists were related to the coordination model, F(4, 114) = 0.01, p =
0.93; and F(4, 114) = 0.01, p = 0.83.
Table 5.5: CSAR task mediation analysis for LIWC. Step 3 was not conducted because
Step 1 was not successful—See text for details.
Step 1— LIWC’s relation to performance
Assent 0.12 Certain 0.67
Step 2— LIWC’s relation to Coordination
Assent 0.93 Certain 0.83
5.5 LIWC Model Validity
Follow-up analyses tested the validity of the LIWC model by seizing the available dialogue
act annotations available in the Map task corpus (presented in Table 2.2). The lexical count
metrics of LIWC were compared with the dialogue act annotations, which were used as a
gold-standard for Track 2 dialogue.1 Analyses focused on the Acknowledgement, Check,
and Align moves. Acknowledgement is explicit confirmation that a message has been heard
and accepted. Check asks an interlocutor to confirm information that the speaker is unsure
about. Align is a speaker’s attempt to gain evidence of understanding from the interlocutor.
LIWC Assent and Certain content were examined through their identification of dia-
logue moves. The Assent word list identified 53% of the Acknowledgement moves, 7% of
the Check moves, and 37% of the Align moves. Of all the utterances that contained one
1H. Clark argues that every contribution has a Track 2 element and I do not dispute this. Here analyses
focused on acts that are predominantly Track 2 in nature.
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or more words from the Assent list, 48.8% of those were one of the three Track 2 dialogue
moves. The Certain word list identified 1% of the Acknowledgement moves, 3% of the
Check moves, and 2% of the Align moves. Of all the utterances that contained one or more
words from the Certainty list, 21% of those were one of the three Track 2 dialogue moves.
In summary, there was validity to the LIWC model Track 2 dialogue, which was stronger
for the Assent word list than the Certain word list.
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Results: Correlations between Models
As a test of the models’ construct validity, correlations examined the relationships between
the alignment, coordination, and baseline models. As alignment and coordination are al-
ternative accounts of grounding phenomenon, models representing each theory should not
be related to each other. Correlations between alignment, coordination, and baseline re-
currence metrics investigated how different these models were, and therefore tested if the
recurrence models are measuring what they claim to measure (i.e., unique construct valid-
ity).
A number of unexpected relationships appeared. The pitch level and rhythm level
correlation matrices were generally positive (Figure 6.1 and 6.2). Though correlations for
pitch level recurrence rate (RR) were expected due to the recurrence rate normalization
procedure, relationships appeared across all the recurrence metrics. At the other levels of
analysis, there were positive relationships between coordination and baseline models for
the morpheme level (Figure 6.3), word level (Figure 6.4), and syntax level (Figure 6.5).
The relationships between coordination and baseline were most apparent on the negative
diagonal, i.e., RR Coord and RR Base; DET Coord and DET Base, etc. Relationships
appeared between alignment and coordination models at the morpheme, word, and syntax
levels but these were reduced in comparison to the pitch and rhythm levels.
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Figure 6.1: Correlation matrix for the pitch level for each task. Note: correlations with p >
.01 are omitted.








































































































































































































































































































































































Figure 6.2: Correlation matrix for the rhythm level for each task. Note: correlations with p
> .01 are omitted.
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Figure 6.3: Correlation matrix for the morpheme level for each task. Note: correlations
with p > .01 are omitted.








































































































































































































































































































































































Figure 6.4: Correlation matrix for the word level for each task. Note: correlations with p
> .01 are omitted.
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Figure 6.5: Correlation matrix for the syntax level for each task. Note: correlations with p
> .01 are omitted.
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Results: Predicting Accuracy vs. Time
These analyses used the accuracy and time performance measures to further examine the
contents of the recurrence models. A valid model of grounding processes should predict
both time and accuracy performance metrics. An additional accuracy metric was extracted
from the Uncertainty task from the first submission, as described in Section 2.1.2. This
provided two tasks with accuracy metrics (i.e., Map task and Uncertainty task) to have
greater insight into the general ability of these recurrence models to predict task accuracy.
In addition, a model of grounding should represent a time series’s content rather than its
length, so additional analyses examined the relationship between recurrence metrics and
word count. Word count was calculated for each trial of each task and related to perfor-
mance, particularly completion time measures, and to the recurrence models. Follow-on
analyses synthesized shorter trials by removing sections from longer trials. Recurrence
metrics from synthesized data were compared to the recurrence metrics from original data.
If the synthesized recurrence metrics are distinct from the original recurrence metrics, we
can conclude that the recurrence metrics are measuring some of the content and not solely
a reflection of word count.
Results showed that the recurrence models explain less variance in task accuracy than
competition time. These analyses also showed that the recurrence models’ success in pre-
dicting task completion time is partly due to a strong relationship with word count.
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7.1 Uncertainty Task Accuracy
These analyses investigated why prediction of accuracy measures (i.e., Map task path de-
viation) was statistically significant but less successful than completion time measures.
On average, the coordination and baseline models predicted approximately 42% less of
the variance in accuracy measures than completion time in the Map task. A correlation be-
tween the Map task path deviation score and completion time was not significant, r = -0.10,
t(126) = -1.09, p = 0.27. Therefore, prediction of completion time would not necessarily
entail prediction of task accuracy.
Additional data extracted from the Uncertainty Elicitation task supported a second
prediction of accuracy measures using the morpheme-, word- and syntax-level models (a
subset of the levels analyzed above). This accuracy metric was not significantly correlated
to the Uncertainty task final completion time, r = -0.10, t(38) = -0.65, p = 0.52. The co-
ordination model and baseline model were both significant at multiple levels of analysis
(Figure 7.1). The baseline morpheme level model outperformed all the coordination mod-
els. Appendix B presents all model details. In comparison to the Uncertainty completion
time analyses presented in Figure 4.2, variance accounted for in accuracy is approximately
43% less on average for the baseline and coordination models. In summary, for both the
Map task and the Uncertainty task the recurrence models explain much less variance in
task accuracy than they do in task completion time. Additionally, the pattern of results in
the Uncertainty was different from other analyses in that the baseline models were better
predictors of performance than coordination models.
7.2 Word Count
Analyses investigated the successful prediction of completion time through correlations
with word count. Word count is strongly correlated to completion time, with longer com-
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pletion times having more words as expected. Pearson’s r values ranged from 0.58 to 0.94
across the tasks (Table 7.1). The Uncertainty Elicitation task had the strongest relationship
(r = 0.94), followed by the Map task completion time (r = 0.88), the CSAR task (r = 0.80),
and the Diapix task (r = 0.58). This ordering closely followed the ordering of the coordi-
nation recurrence model predictions: the Uncertainty task (Adj R2 = 0.76), followed by the
Map task completion time (Adj R2 = 0.63), the CSAR task (Adj R2 = 0.45), and the Diapix
task (Adj R2 = 0.29).
Table 7.1: Correlations between word count and task performance—See text for details.
(***p < .001)
Task (Measure) r t df p-value
Diapix (Time) 0.58*** 4.86 46 < .001
Uncertainty (Time) 0.94*** 16.64 38 < .001
Uncertainty (Accuracy) 0.26 1.65 38 0.11
CSAR (Time) 0.80*** 13.84 108 < .001
Map (Time) 0.88*** 20.94 126 < .001
Map (Accuracy) -0.16 -1.90 126 0.06
In follow-on analyses, word count functioned as a mediator in a test of statistical me-
diation of the relationship between the word-level coordination model and task completion
time. Table 7.2 summarizes the results, showing only Step 3 of the mediation analyses.1
For the Diapix, Uncertainty, and Map tasks, word count completely mediated the relation-
ship between the word-level coordination model and task completion time. For the CSAR
task, word count partially mediated the relationship between the word-level coordination
model and task completion time.
Last, an analysis synthesized data of different lengths from one trial from the Uncer-
tainty Elicitation task. This trial had 2,139 words originally placing it in the 75% percentile
of trials. It was shortened from 2000 words to 250 words in steps of 250. Each shortened
1Step 1, the relationship between word-level coordination model and task completion times, is shown in
Chapter 4. Step 2, the relationship between the word-level coordination model and word count, is not shown
though it was significant for each corpus.
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Figure 7.1: Overview of recurrence models prediction of first submission accuracy in the
Uncertainty Elicitation task. Note: the ordinate range differs from the other plots. (* p <
.05; **p < .01)
Table 7.2: Summary of word count mediation tests for completion time measures. β and
β′ are the standardized regression coefficients without and with word count in the model,
respectively. (**p < .01, ***p < .001).
Task Predictor β β′

















trial was used to create a word-level coordination model, then the resulting recurrence met-
rics were compared to the recurrence metrics from the original trials.
Figures 7.2, 7.3, 7.4 and 7.5 show the recurrence rate, determinism, line length, and
line entropy scores as a function of word count. For the original recurrence rate and line
entropy metrics, there are weak relationships to word count, so the appearance of synthe-
sized within the original data is not compelling. However, the original determinism and
average line length metric data is clearly related to word count. Here the synthesized data




























Figure 7.2: Recurrence Rate values (RR) as a function of word count. Synthesized data by
shortening one trial (black) overlaid on the original data (gray).
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Figure 7.3: Determinism values (DET) as a function of word count. Synthesized data by























Figure 7.4: Average Line Length values (L) as a function of word count. Synthesized data
























Figure 7.5: Line Entropy values (ENTR) as a function of word count. Synthesized data by




As a final examination of the contents of the recurrence metrics, analyses tested their rela-
tionship to previously introduced methods of characterizing communication. These meth-
ods spanned measurement of grounding, workload, and articulation work. An additional
purpose for these analyses was to focus on communication metrics that were less computa-
tionally demanding than recurrence calculations and therefore could potentially be utilized
in a dialogue system and also in real-time communication monitoring and assessment. A
manipulation check suggested the presence of articulation work through a relationship with
swearing and negative emotion. These analyses were conducted on the CSAR task only,
because the task may demand articulation work. Furthermore, the analysis used the word-
level recurrence models because these models best predicted performance for the alignment
model and coordination model in the CSAR task.
8.1 Grounding: Length of Installment
The average length of installment consisted of the median number of words per turn for
each trial. Length of installment was not related to task completion times, Adj R2 = 0.00,
F(1, 108) = 0.31, p = .58.
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Regression analyses treated recurrence metrics as predictors of the length of install-
ment measure. The word-level alignment model was not significantly related to the length
of installment, Adj R2 = 0.02, F(4, 113) = 1.62, p = .17. The word-level coordination model
and the word-level baseline model were significantly related to length of installment, Adj
R2 = 0.23, F(4, 115) = 9.95, p < .001, and Adj R2 = 0.20, F(4, 114) = 8.14, p < .001,
respectively.
Table 8.1: Regressions on average length of installment using word-level models. Regres-
sion coefficients (and standard error) are shown for each recurrence metric of each model.
Dependent variable: Median Installment Length
Model Type
Alignment Coordination Baseline
RR −2.255 −1.026 −0.099
(3.780) (0.815) (0.329)
DET 0.083∗ 0.117∗∗∗ 0.102∗∗∗
(0.047) (0.030) (0.024)
L 2.235 0.075∗∗ −0.022
(2.268) (0.029) (0.025)
ENTR 0.145 4.393∗∗∗ 0.632
(1.475) (1.259) (0.893)
Constant −0.919 −0.691 −0.278
(4.789) (1.203) (0.986)
Observations 118 120 119
R2 0.054 0.257 0.222
Adjusted R2 0.021 0.231 0.195
Residual Std. Error 2.643 (df = 113) 2.446 (df = 115) 2.473 (df = 114)
F Statistic 1.617 (df = 4; 113) 9.949∗∗∗ (df = 4; 115) 8.135∗∗∗ (df = 4; 114)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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8.2 Articulation Work: Pronouns
Articulation work often addresses the dependency relationships in a team, such as shifts
from independent to collective task processes, therefore these analyses focused on singular
and plural pronouns following Khawaja et al. (2012, 2014). Specifically, LIWC lexicons
for singular pronouns I and he/she and plural pronouns we and they were calculated. LIWC
analyzed the presence of each word or word list by counting occurrences in each trial then
normalizing the counts by the word count for that trial.
The singular pronouns served as predictors in one regression on completion times
and the plural pronouns served as predictors in a second regression on completion times.
Neither model was significant, Adj R2 = 0.00, F(2, 107) = 0.01, p = 0.90, and Adj R2 =
0.01, F(2, 107) = 1.67, p = .19.
8.3 Articulation Work: Swearing and Negative Emotion
A manipulation check tested the presence of articulation work in the CSAR task. The
LIWC lexicons for Swear and Negative Emotion were used as coarse measures of task
demands that were likely to provoke articulation work, such as plans being interrupted due
to enemy combatants. Examples of the Swear word list included: crap, dang, heck, and
sucks. Examples of the Negative Emotion word list included: angry, dumb, lame, sad.
LIWC analyzed the presence of each word list by counting occurrences in each trial then
normalizing the counts by the word count for that trial.
In separate regressions, each word list was regressed on task completion times. The
Swear word list was a significant predictor of performance, Adj R2 = 0.16, F(1, 108) =
22.04, p< .001. The Negative Emotion word list was a significant predictor of performance
as well, Adj R2 = 0.03, F(1, 108) = 4.83, p < .05. As both swearing and negative emotion
increased, there tended to be longer completion times.
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Additional analyses tested for relationships between articulation work and ground-
ing processes. Each recurrence model attempted to predict Swear and Negative Emotion
lists, using the word-level models. Table 8.2 shows the results for the Swear list. Align-
ment, coordination and baseline models were all significant (all p < .01). The coordination
model explained more variance (18%) in swearing than alignment or baseline (12% & 10%,
respectively). Table 8.3 shows the results for the Negative Emotion list. Alignment, coordi-
nation and baseline models were all significant (all p< .01). The baseline and coordination
model explained more variance in negative emotion (11% & 10%, respectively) than the
alignment model (8%).
Table 8.2: Regressions on Swearing. Regression coefficients (and standard error) are shown




RR −0.520∗∗∗ −0.087∗∗ −0.044∗∗
(0.188) (0.042) (0.018)
DET −0.007∗∗∗ −0.004∗∗ −0.001
(0.002) (0.002) (0.001)
L −0.213∗ −0.0003 −0.0002
(0.113) (0.002) (0.001)
ENTR 0.170∗∗ −0.041 −0.016
(0.073) (0.065) (0.048)
Constant 0.727∗∗∗ 0.383∗∗∗ 0.237∗∗∗
(0.238) (0.062) (0.053)
Observations 118 120 119
R2 0.153 0.211 0.129
Adjusted R2 0.124 0.183 0.099
Residual Std. Error 0.131 (df = 113) 0.126 (df = 115) 0.133 (df = 114)
F Statistic 5.123∗∗∗ (df = 4; 113) 7.671∗∗∗ (df = 4; 115) 4.226∗∗∗ (df = 4; 114)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table 8.3: Regressions on Negative Emotion. Regression coefficients (and standard error)
are shown for each recurrence metric of each model.
Dependent variable: Negative Emotion
Model Type
Alignment Coordination Baseline
RR −0.950 −0.304∗∗ −0.155∗∗∗
(0.588) (0.135) (0.054)
DET −0.022∗∗∗ −0.006 −0.001
(0.007) (0.005) (0.004)
L −0.558 −0.002 −0.003
(0.352) (0.005) (0.004)
ENTR 0.476∗∗ −0.066 0.029
(0.229) (0.208) (0.146)
Constant 2.022∗∗∗ 1.171∗∗∗ 0.855∗∗∗
(0.744) (0.199) (0.161)
Observations 118 120 119
R2 0.110 0.134 0.144
Adjusted R2 0.079 0.104 0.114
Residual Std. Error 0.411 (df = 113) 0.405 (df = 115) 0.403 (df = 114)
F Statistic 3.498∗∗∗ (df = 4; 113) 4.439∗∗∗ (df = 4; 115) 4.800∗∗∗ (df = 4; 114)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Discussion
9.1 Summary of Results
This research examined communication behavior in four different team tasks to investigate
the contribution of conversational grounding processes to task performance. The primary
research question centered on the proper model for grounding. Both alignment and coor-
dination models of grounding were successful in predicting task performance, showing a
clear connection between communication behavior and task outcomes. However, the pat-
tern of results clearly supported the coordination model and revealed deficiencies of the
alignment model. This pattern of results was supported across the tasks and across mul-
tiple levels of linguistic analysis. A variant of coordination, strategic design, was tested
using statistical mediation analysis with a representation of Track 2 dialogue. The analysis
partially supported audience design as a viable variant of the coordination model. However,
the models of grounding performed differently across the various tasks, and sizeable dif-
ferences in the performance outcome relationship occurred between completion time and
accuracy metrics. Differences emerged across levels of linguistic analysis as well, revealed
by contrasting the consistent performance of the lexical levels (word and morpheme) with
the inconsistent performance of the pitch and rhythm levels.
Additional tests investigated the construct validity of the models. High observed cor-
relations between alignment and coordination models at the pitch and rhythm levels indi-
cated poor construct validity at these levels. In contrast, construct validity was reinforced
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for the word-level coordination model by the relationship between the word-level coordi-
nation model and the length of installments. Finally, task complexity arose as an important
element because of the requirement for the articulation work that entails task management
dialogues. Analyses of swearing and negative emotion indicated articulation work was
provoked by CSAR task characteristics and, importantly, this was related to conversational
grounding models.
9.2 Common Ground and Task Performance
Common ground and understanding are challenging constructs to measure. They are not
directly observable or quantifiable, effect size is incalculable because the variance is un-
known, and the notion of a grounding criterion (discussed in Clark and Schaefer, 1989)
suggests that understanding is always contextualized to current purposes. Furthermore, any
indirect measures have limited sensitivity as well as coarse time resolution. The founda-
tional inference for the current research hinges on a relationship between task performance
and common ground. For a task that requires common ground to succeed, the task perfor-
mance metric captures some amount of the grounding process. Therefore, measurements of
communication that can predict task performance are representing a component of common
ground and the grounding process.
9.2.1 Communication Processes Predict Task Performance
Communication processes represented by quantitative recurrence models successfully pre-
dicted task performance. This impressive relationship occured for spontaneous speech in
each of the four different tasks and for both the completion time and the task accuracy per-
formance measures. To the author’s knowledge, no single study has predicted performance
in four different tasks simultaneously with the same models of communication behavior.
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Clearly, recurrence models capture a general feature of dialogue.
9.2.1.1 Prior work relating common ground to performance
Providing a quantitative relationship between common ground and performance is unique.
Research on computer-supported cooperative work addresses the relationship between com-
munication and task outcomes, though with qualitative methods (e.g., Carroll et al., 2003).
Human factors researchers identify the influence of communication, (though not specifi-
cally common ground), on task performance, also commonly referred to as team effective-
ness. However, the most popular analysis method merely bifurcates teams into good or
bad categories. The split is sometimes based on median performance (e.g., Gervits et al.,
2016) or based on the tails of the performance distribution (e.g., Fischer et al., 2007). The
good-bad bifurcation method has provided some insight into successful communication.
Butchibabu et al. (2016) found that compared to bad teams, good teams use a communica-
tion strategy of anticipating teammates’ information needs. Bad teams mostly waited for
teammates to request information. Burtscher et al. (2010) found that in response to nonrou-
tine events, good teams increase “task management communication” more than bad teams.
Task management communication included planning, task distribution, requesting/offering
assistance, which are components of articulation work.
Recently, some researchers have used a good-bad bifurcation to investigate common
ground phenomena. Though not using the term common ground, Fischer et al. (2007)
found that good teams elaborated more compared to bad teams, which would be expected
to contribute to increased understanding. They also found that bad teams failed to respond
to interlocutors (i.e., failed to ‘close the loop’) more often than good teams. Gervits et al.
(2016) used a distributed search task to examine many differences in communication be-
tween good and bad teams, including disfluencies and grounding strategies. Compared to
bad teams, good teams increased their disfluencies but engaged in more self-repair. They
argued that this indicated a sensitivity to their addressees’ perspectives by anticipating am-
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biguity and offering unsolicited clarification. They also found that good teams had a higher
rate of Check and Ready dialogue moves that serve to check the understanding of the ad-
dressee and explicitly state the ability to initiate a new sub-task, respectively.
Although the good-bad bifurcation is informative for preliminary insights into what
makes good teams good, it lacks the sensitivity to compare between the multiple behaviors
that appear in good teams. While mechanism is theoretically important, application efforts
depend on identifying those aspects of communication that provide the largest contribution
to team performance to guide the design of both dialogue systems and human communi-
cation interventions. The needed sensitivity only comes with quantitative predictions of
performance outcomes.
Other research has related communication, and specifically common ground, to quan-
titative performance in a single task. The classic tangram task (e.g., Clark and Wilkes-
Gibbs, 1986) clearly exemplifies how collaborative referential expressions are developed,
reused, and shortened over successive trials. The shortening leads to gains in efficiency
and as a result, trial completion time decreases dramatically. An extension of the tangram
paradigm provides additional support for the common ground-performance relationship.
Weber and Camerer (2003) perturbed the partners mid-way through the experiment and
found that this disrupted the previously established common ground and led to increased
trial times. Other work has shown how the addition of visual information, such as a shared
workspace, can increase common ground and result in performance benefits like reduced
task completion time (Clark and Krych, 2004; Gergle et al., 2004). Unfortunately, none of
the above studies reported effect size or variance explained, so it’s difficult to assess the
size of the relationship between common ground and performance.
Two studies summarized in the introduction were able to quantify the relationship
between communication and performance. Kiekel et al. (2002) examined team unmanned
aerial vehicle task performance and its relationship to the dialogue content measured by La-
tent Semantic Analysis (LSA), which was compared to trials with known task performance.
97
They were able to explain 39% of the variance in their composite performance metric. Yee
et al. (2017) studied a team Tower of Hanoi task and found that more closing-the-loop
communication was related to faster task completion times (the standardized regression
coefficient reported was .41). Interestingly, closing-the-loop communication mediated the
relationship between social cue utilization and task performance, where an aspect of so-
cial cue utilization could include non-verbal signals of understanding. Yee et al.’s results
and the results of Fischer et al. (2007) described above correspond with the current re-
search’s emphasis on coordination—complementarity of information and action provide
for successful communication. The adjacency pairs of initiation and closure create com-
mon ground, not alignment/similarity.
Reitter and Moore (2014) is directly comparable to the current research. As mentioned
in the introduction, they predicted path deviation performance in the HCRC Map Task
corpus, which the current research did as well. They trained a support vector machine
using a combination of lexical and syntactic features measuring long-term adaptation. The
adaptation features were on the time scale of minutes, and therefore did not represent classic
priming-based alignment, which has a much shorter time scale.1 Instead, this long-scale
alignment might reflect implicit learning. The current methods did not measure change
over the course of a trial, which would be analogous to Reitter and Moore’s study of long-
scale alignment between the beginning and end of a trial. The current work did examine the
learning on a larger timescale, over multiple trials, and found that this had a mixed affect
on performance (i.e., only some teams for some tasks showed significant learning). In
addition, when learning was accounted for, the recurrence models’ performance predictions
were only slightly affected. Reitter and Moore were able to predict 17% of the variance
in task performance using a combination of lexical and syntactic features. In the current
1Reitter and Moore suggest Pickering and Garrod do not specify the time scale of alignment, “Pickering
and Garrod (2004) do not detail the longevity of the priming effects supporting alignment. It is unclear
whether alignment is due to the automatic, classical priming effect, or whether it is based on a long-term
effect that is possibly related to implicit learning” (p. 10-11). However, it is difficult not to take a plain
reading of ‘priming’ for each time it is used.
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research, the syntax level coordination model accounted for 9% of performance, the word
level coordination model accounted for 5% and the rhythm level accounted for 6%. The
rhythm level alignment model also account for 8% of the variance in performance. The
Reitter and Moore value reported was R2 for three predictors whereas the values in the
current research were Adjusted R2 using four predictors.
9.2.2 Coordination Bests Alignment
The results clearly supported the coordination model over the alignment model. The coor-
dination models were significant predictors of performance more often than the alignment
models and this pattern was consistent across tasks. In addition, the coordination models
explained more variance in performance than the alignment models for both completion
time and task accuracy measures. The pattern of findings for alignment and coordination
was similar to Fusaroli and Tylén (2016). Fusaroli had a symmetric task and here I found
similar results for symmetric tasks: Uncertainty, Diapix, and CSAR. In addition, I also
found a similar result for an asymmetric task (Map Task), which the recurrence models
have not been applied to yet.
The superiority of coordination corresponds with other recent developments in com-
mon ground research. Research suggests that interlocutors diverge over time and become
more complementary rather than become more similar (Mills, 2014). These changes occur
across multiple trials spread out over 90 minutes. A likely explanation for divergence over
time is that interlocutors provide new content in their contributions rather than repeating
content from previous contributions (Tenbrink et al., 2008). The excerpt in Table 2.4 con-
tained an instance of new complementary content when Speaker A said “I see it and there’s
like a stop sign.” The additional mention of the stop sign provided very strong evidence
that he had identified the house that Speaker B was describing. Assertions like these have a
Track 2 function because they explicitly signal the understanding Speaker A has and invite
Speaker B to object if necessary.
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Returning to Butchibabu et al. (2016) discussed above, they found that good teams
anticipated the information needs of their teammates. A trend of anticipatory communi-
cation increasing over time also appears in Convertino et al. (2008, 2009) and anticipatory
communication is one common outcome of cross-training (Salas et al., 2008). Importantly,
anticipation involves two aspects that are indicative of audience design. First, there is a
recognition of Theory of Mind—my teammates do not have access to all the information
I have access to. Second, there must be some knowledge and representation of what your
teammates need and when they need it. Other work has also shown that dialogue contribu-
tions often reflect different perspectives and interlocutors appear to maintain and keep track
of multiple perspectives at the same time (Brennan et al., 2013). In addition, participants
take their partners’ perspectives despite the increase in cognitive demand required to do so,
which may be due to a default attitude of collaboration (Duran et al., 2011).
The current results also showed the deficiency of alignment as a model of common
ground. Perhaps the failure of alignment lies in a failed claim of propagation across multi-
ple linguistic levels. Pickering and Garrod (2004) argued that alignment at one level leads
to alignment at other levels eventually including the situation model. They review many
studies detailing low-level alignment (e.g., phonetic convergence) and mid-level alignment
(e.g., lexical entrainment) and they are undeniably well documented phenomena. Align-
ment at lower levels can lead to alignment at higher levels of linguistic complexity, and
eventually the level of the situational model that encompasses the shared understanding of
common ground. Along these lines, Branigan et al. (2000) showed that alignment at the
lexical level led to more alignment at the syntax level. The current research is unique in
that it simultaneously tested alignment at 5 levels (Fusaroli and Tylén used three and most
prior work uses two). For 3 of the 4 tasks studied, alignment models were significant at
2 or fewer levels of the 5 possible. Perhaps the relationship to performance was lacking
because alignment had not appeared across more levels. (An exception was the Map Task
completion time data, which found significance at 4 of 5 alignment levels and explained up
100
to 12% of the variance in performance, see Figure 4.5).
The current results on limited alignment success can be compared to Reitter and
Moore (2014), discussed above, which found that short-term alignment did not predict
task performance. Their study used the Map Task corpus path deviation metric and ana-
lyzed the syntax level. The current study’s findings at the syntax level also showed that
alignment could not predict performance. The current study has added to the results of
Reitter and Moore (2014) in a number of ways. Here, in addition to syntax, the alignment
models failed to predict performance at the pitch, morpheme and word level. One level was
significant, however. At the rhythm-level the alignment model predicted performance and
this relationship was maintained after controlling for learning effects (AdjR2 = 0.07).2
9.2.3 Which Variant of Coordination
Coordination has been represented by two different theories: interpersonal synergy and au-
dience design. The difference centers on the intentionality of the communication (in both
production and comprehension). Audience design argues that coordination is the result
of an intentional act that relies on Theory of Mind. Interpersonal synergy argues that co-
ordination can be an unintentional process that emerges from the interaction. Statistical
mediation used a LIWC model of Track 2 dialogue to test if the variant of coordination was
interpersonal synergy or audience design. There was partial support for audience design.
The coordination recurrence model completely mediated the relationship between Track
2 dialogue and performance in the Uncertainty task. The coordination recurrence model
partially mediated the relationship between Track 2 dialogue and performance for the Map
task completion time metric. By contrast, the CSAR and Diapix tasks and the Map task
path deviation measure had no mediation. In all three cases, this was due to a failure of
the LIWC model of Track 2 dialogue to relate to performance. The common ground that
results from Track 2 dialogue clearly plays a role in performance, as discussed above, so
2The rhythm level was not analyzed in Reitter and Moore.
101
this result could be indicative of a methodological issue, which will be discussed further
below.
Another piece of evidence for audience design comes from the analysis of installment
length. Prior research has identified that speakers can use a communication strategy for a
complex or important message—break it up into separate installments (Clark and Schaefer,
1987). In the current study, the length of installment was related to the coordination and
baseline recurrence models but not related to the alignment model or to task performance.
This finding is consistent with the notion of audience design because speakers would be
considerate of the effort and likely failure of a long message and would choose to make
multiple installments.
A sequence of influential studies on referential communication has challenged when
and how Theory of Mind is used in interpretation (Horton and Keysar, 1996; Keysar and
Horton, 1998). Their research used a workspace that contained shared items seen by both
speaker and addressee. There were also privileged items that were only visible to the ad-
dressee. The speaker was a confederate following a script. The speaker references one
of the shared items, but findings indicated that addressees often selected an item that was
in the privileged ground. In other words, addressees knew the item was not visible to the
speaker and they still selected it. Keysar’s interpretation was that the initial comprehen-
sion is egocentric—Theory of Mind considerations occur late, in a revisionist process of
sorts. Recent literature, although preliminary, suggests that a methodological choice has
influenced the results. Hawkins and Goodman (2016) replicated Keysar’s findings and
collected an additional modification with unscripted references. The performance of the
unscripted pairs was better than the scripted pairs and Keysar’s data. Moreover, the un-
scripted references showed that speakers often over-specified, presumably because of the
knowledge of the existence of privileged ground even with ignorance of the privileged
ground’s contents. This suggests that speakers took into account Theory of Mind in de-
signing their references, and that addressees might rely on the cooperative references that
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were produced. In the scripted cases that matched items in shared and privileged ground,
addressees had a representation of the speaker that was violated by the scripted reference
and likely led to more errors.
There is an important distinction about what is coordinated, whether it is content or
process (for a review, see Mills, 2014). Presumably these two different types of coor-
dination could be governed by different mechanisms. Along these lines, Mills research
suggests that team processes are not negotiated and instead, interaction routines evolve
from the interaction. This description of process coordination appears to be a unintentional
mechanism, which could implicate interpersonal synergy over audience design.
9.3 Common Ground: Measurement and Task
The current research addressed a number of methodological issues surrounding dialogue
research, and specifically centered on how to measure common ground and the impact of
the task.
9.3.1 Bridging Content to Quantitative Measures
Research quantifying the impact of communication processes on team performance is
sparse. This is due to an inherent challenge—the characterization of communication that
effectively bridges from content analysis to quantitative measures. Content analysis is typ-
ically qualitative and the change from qualitative to quantitative is non-trivial. Often, qual-
itative and quantitative are viewed as only complementary measurements that lead to con-
verging evidence on a particular phenomenon. Successfully bridging the two goes further;
it requires a synthesis. One aspect that makes synthesis challenging is the construct validity
of the quantitative items, that it measures what it actually purports to measure. Construct
validity will be a theme in the following discussion, particularly with regards to the Track 2
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dialogue model, the pitch and rhythm levels of analysis, and the baseline recurrence model
based on self-consistency.
9.3.2 The Track 2 Dialogue Model
Statistical mediation informed the composition of the recurrence-based coordination model.
The statistical mediation analysis relied on Track 2 dialogue, which was modeled using
LIWC. The LIWC model was advantageous for its simplicity—it used counts of words that
are likely to appear in Track 2 dialogue. However, the LIWC model had borderline validity.
When compared to dialogue act annotations for the Map task corpus, the LIWC model was
related for the Assent list but not the Certain list. This presents some ambiguity regarding
the mediation analysis. It is possible that the coordination is interpersonal synergy when
not mediated by Track 2 dialogue or that coordination is strategic design and mediation
failed because of methodological problems with the Track 2 dialogue model implemented
in LIWC.
9.3.3 Recurrence Analysis of Communication
The current research used models of common ground based on recurrence quantification
analysis. A number of findings related to this nascent methodology, such as under what
situations these models succeed or fail and how they can be improved.
9.3.3.1 Predicting Accuracy
Considering the predictions of different types of performance (presented in Section 4.1), it
appeared that the recurrence models performed well on symmetric dialogue tasks but did
not perform well on the asymmetric Map Task. Yet follow-up analysis indicated that the
accuracy metric was problematic, and not the asymmetric dialogue setting. The models
predicted performance in the Uncertainty task first submission measure that was extracted
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from the data. For this task, the models explained more variance in performance than
the Map Task but less than the Uncertainty completion time measure. Communication
processes have a smaller role (but still significant) in task accuracy when compared to the
role they play in task completion time.
We can conclude that asymmetry is not an inherent problem, but could present chal-
lenges approaching the limit where one speaker dominates the dialogue. For the alignment
model, the points of recurrence will be limited severely by the less frequent speaker. For
the coordination model and baseline models, the differentiation between these two models
will be eroded because the dialogue will be one speaker primarily.
9.3.3.2 The Baseline Model
The baseline model was created to reflect self-consistency, which was contrasted with
alignment and coordination. In the instance of alignment, self-consistency was expected to
be low as the speakers increased their imitation of each other (i.e., alignment) over time.
In the instance of coordination, the behavior of each speaker was expected to be similarly
influenced by the other speaker due to the co-construction of the dialogue.
Yet the baseline model performed unexpectedly well in most tasks. For most tasks
and levels of analysis, the baseline model explained more variance in performance than the
alignment model. Moreover, in the Uncertainty task the baseline model explained almost
as much variance in performance as the coordination model. This was an unexpected result
and a departure from the findings in Fusaroli and Tylén (2016). In their work, the baseline
model was not significantly related to performance at any level of analysis.
One possible explanation for the current research’s findings is that the baseline model
captures more than the self-consistency it was intended to capture. If communication is
truly coordinative in nature, then a baseline model that only uses half of the dialogue (the
time series from one speaker) will contain information about the other speaker’s contribu-
tions. By analogy, when listening in on a friend’s phone conversation it is often possible
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to hear only your friend’s contributions and infer a large amount of the inaudible contri-
butions from the caller. This interpretation is reinforced by the strong positive correlations
between baseline and coordination recurrence metrics for most tasks and levels of analysis.
A similar finding appeared in Healey et al. (2014), where conversational participants were
unlikely to repeat their own syntactic structures because of Gricean notions of relevance—
they were responding appropriately to their interlocutors.
9.3.3.3 The Alignment Model
The measurement of alignment captured by the recurrence model is similar to the general
alignment of Healey et al. (2014). Their metric examined the syntactic structures shared
by the dyad, normalized by the total number of syntactic structures present in the dialogue.
As previously mentioned in the Section 1.3.3, these general alignment measurements differ
from the controlled laboratory tasks that typically focus on one pair of syntactic structures
(e.g., the prepositional object structure and the double object structure). The measurement
of syntactic alignment in natural conversational corpora is an important methodological
advancement, but it is possible that global measurement techniques compare structures that
are perhaps inappropriate to compare, and thereby underestimate the alignment present. For
instance, an alternative method of measuring syntactic alignment introduced by Moscoso
del Prado Martı́n and Du Bois (2015) found evidence of alignment in a conversation corpus.
The differences between these proposed methods that explain the differences in findings
have not been explored and are not simple to investigate. Recent methodological research
in this area has increased in sophistication (e.g., Boghrati et al., 2017), further complicating
comparisons.
9.3.3.4 The Construct Validity of the Pitch and Rhythm Levels
The current study identified problems with the continuous recurrence quantification anal-
ysis that examined the pitch and rhythm levels. Within each of the tasks analyzed, the
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rhythm level tended to have similar relationship to performance for the alignment, coordi-
nation and baseline model. For instance, in the Uncertainty task the rhythm level models
explained approximately 64% of the variance in performance for alignment, coordination
and baseline. In the CSAR task, the rhythm level models explained approximately 5% of
the variance in performance for alignment, coordination and baseline. This is likely due to
the similarity of predictors; there were large positive correlations between the alignment,
coordination, and baseline models for the pitch level (Figure 6.1) and the rhythm level
(Figure 6.2). These problems indicate construct validity issues.
A possible cause of the construct validity issue is the normalization of pitch informa-
tion. For the alignment phenomenon of pitch convergence, researchers typically measure
the voice F0 of each speaker and how those come together overtime (e.g., Levitan and
Hirschberg, 2011). The normalization procedure takes two speakers and gives them a sim-
ilar mean, which would show them diverging instead of coming together. For instance,
consider if Speaker A had an F0 of 150 Hz and Speaker B had an F0 of 175 Hz and they
perfectly converge on an F0 of 162.5 Hz for the last 2 minutes of the trial. The F0 infor-
mation would be normalized such that the mean of each F0 time series is 0. Afterwards,
Speaker B’s final 2 minutes would be below 0 and Speaker A’s final two minutes would be
above 0, which would not reflect the convergence as recurrence (depending somewhat on
the radius that is used to define the neighborhood). Section 9.5 on future work will return
to this problem and suggest some areas for improvement.
9.3.3.5 The Relationship between Coordination Model and Alignment Model
The relationship between the coordination model and the alignment model is complex.
From a preliminary examination, it appears that the coordination model contains the align-
ment model because the recurrence of the whole dialogue necessarily includes the recur-
rence of Speaker A with Speaker B. This has a direct implication for the interpretation of the
current findings, because if coordination includes alignment, we would expect coordination
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to predict performance better than alignment. However, the correlation analyses between
models at the morpheme, word, and syntax level did not show a strong positive relationship
(Figures 6.3, 6.4 & 6.5). Recurrence quantification analysis (RQA) and cross recurrence
quantification analysis (CRQA) are non-linear analysis techniques. Adding more points of
recurrence to the recurrence plot has a non-linear affect on the metrics calculated from the
plot and this could have accounted for the lack of relationship between the resulting RR,
DET, L and ENTR metrics in the alignment and coordination models.
9.3.3.6 Non-stationarity
Upon finding a correlation between the word-level correlation model and trial word count,
a test synthesized different length transcripts from one trial to investigate if recurrence
metrics were affected by length alone with maximally similar content. The synthesized data
showed a strong relationship between word count and the DET and L recurrence metrics
(Figures 7.3 & 7.4). The relationship between word count and recurrence metrics can
arise from ‘measurement non-stationarity’ (Rieke et al., 2004), which is due to insufficient
observation time. In other words, the time span measured was shorter than the dynamics of
the system such that the measured characteristics of the system change as observation time
is increased. This situation may not be rare.
“There are many processes which are formally stationary when the limit of
infinitely long observation times can be taken but which behave effectively
like non-stationary processes when studied over finite times.” (Kantz and
Schreiber, 2004 , p. 14).
Additionally, human systems can exhibit metastability, complex dynamics with multiple
regions of local stability and occasional transitions between regions (Gorman et al., 2017).
Any observation time across a transition between regions could appear non-stationary. Par-
ticularly problematic, it is difficult to know the system dynamics prior to observation, to
assure sufficient observation duration.
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A natural following question is, what function could non-stationarity perform? One
possibility is that the flexibility of language is one of its most powerful attributes. The law
of requisite variety (Ashby, 1958) suggests that for stability any control system needs more
variability than the process it is controlling. It follows that the flexibility and adaptability
of language provides teams affordances to maintain stable control of a myriad of processes.
Yet there is a balance between the flexibility consistent with the law of requisite variety and
the inherently joint process of common ground. One speaker cannot depart too far from
convention, or change too much or too fast, otherwise the other interlocutors would not be
able to keep up.3
9.3.3.7 Truncating Completion Time
As just mentioned, the recurrence models were more successful at predicting task comple-
tion time than task accuracy. A standard practice is to analyze task completion time while
accounting for accuracy, typically by holding accuracy constant or analyzing only a subset
of trials that were correct. However, the CSAR task truncated completion times after 10
minutes if the rendezvous task was not accomplished. Though this was infrequent (5 of
120 trials), it would be problematic if it were more prevalent because it provides an artifi-
cially imposed cut-off of the task that assigns a completion time value when it was never
completed. Future research should carefully consider how to handle these trials. Perhaps
they should be analyzed separately from the correct data, in line with the standard practice.
It’s possible that the communication behavior in these truncated trials would provide much
insight into failures to coordinate—what the team said that led to their poor performance.
Furthermore, if these trials had been allowed to continue, they may have also provided
examples of how teams recover from poor communication.
3Readers may find Bartel-Radic and Lesca (2011)’s related discussion of law of requisite variety and
intercultural teams interesting.
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9.3.4 Task Characteristics are Crucial
Although I demonstrated support for coordination across four different tasks, task charac-
teristics remain crucial. Dialogue is a situated process. The current research underscored
how the task plays a large role in the phenomenon observed and, as a result, the theory
that can be developed. The vast majority of tasks in the common ground literature are
solely communication tasks—there are no other sources of variance apart from the com-
munication. Therefore, it was unclear if communication processes could still affect task
performance in the presence of other contributors to performance. The current research be-
gan to address this through the tasks selected, and in particular the CSAR task. The CSAR
task had many other contributions to task performance: the map was not known and could
be obstructed, the enemy forces were mobile and armed. As will be discussed more below,
the task aspects influenced the content of the dialogue by articulation work discussions,
which is absent from communication-only tasks.
9.3.4.1 Articulation Work
A special type of communication complexity relates to what speakers talk about. The
topics of dialogue in the current research included the task management activities involved
in supporting articulation work, which is prevalent in human team communications. The
articulation work topic is absent from most referential communication literature because of
the prevalent use of simple tasks. It appeared in the current research because of the task
characteristics in the CSAR task. The CSAR task exercised only a subset of all the different
varieties of articulation work, but it did entail the task management issue of introducing
new goals and short-term projects into the larger task. The ‘to-be-rescued’ did not have
a weapon and could not defend his/herself from the enemy forces. In many instances the
to-be-rescued communicated that s/he is being shot at and needs to change course to evade
and hide. When this short-term project was complete, s/he could resume the primary goal
of rendezvous. Moreover, the changes to the goals of one partner are not independent, they
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have implications for the other partner. The to-be-rescueds could not defend themselves,
so they introduced new goals for the rescuers by requesting the rescuers come and return
fire on the enemy forces. Furthermore, this request only makes sense in light of a shared
understanding (i.e., common ground) that one participant is armed and one is not, which is
not explicitly stated in the goal communications.
The introduction of a new goal is a rare aspect of communication research tasks, so
how teams discuss goals is an impoverished area of research. Recent research with sim-
ilarly complex tasks provides a notable exception and underscores the notion of goals.
Gervits et al. (2016) had a distributed search task that introduced a new goal 5 minutes into
the trial. This goal was a surprise to participants, but reflective of the perturbations that are
frequently experienced in situated task dialogue. Also, the goal was communicated to only
one of the participants, who then had to describe it to his/her teammate. They found that
goal communication was different between good and bad teams and poor conveyance of
goals leads to poor task performance, as would be expected.
These instances of goal introduction were prompted by perturbations (i.e., depart from
the routine flow of events) in the task. As previously discussed above, research has shown
that good teams responded to nonroutine events with increased task management communi-
cations (Burtscher et al., 2010). Therefore, the capacity for articulation work is particularly
critical for dialogue systems that are in domains with any probability of perturbation.
Even in static task settings without perturbations and introduction of new goals, artic-
ulation work can still be a critical piece of team communication. Convertino et al. (2008,
2009) argue that work in computer-mediated communication has been stinted because of a
focus on grounding the task content and neglect of articulation work. Their work studied
dialogue on task processes in an emergency management planning task that teams repeated
three times. Early on in the experiment, the good teams had more task management con-
versation than bad teams. The good teams were successful in discussing their articulation
work, as task management conversation decreased on later trials whereas the bad teams
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required the same amount of task management throughout.
9.3.4.2 Task Complexity leads to Communication Complexity
The results from the current research are impressive because the tasks and the resulting di-
alogue were complex (and/or noisy). Some of the complexity stems from the stimuli used,
such as the Uncertainty task’s photographs of buildings, the CSAR task’s immersive virtual
scenes, and the Diapix task’s cluttered pictures. For instance, the classic Chinese tangrams
(Clark and Wilkes-Gibbs, 1986) were developed for their ambiguity, such that many dif-
ferent descriptions or conceptualizations could be used but this diversity is only apparent
across pairs. Within pairs, the tendency is to only use one conceptualization, repeat it and
truncate it. Other referential expression research that has departed from tangrams has used
similarly simple stimuli, such as: filled and unfilled shapes (Horton and Keysar, 1996),
solid or plaid squares (Gergle et al., 2013), and simple line drawings (Keysar et al., 2000).
The stimulus complexity used in the current research was also greater than past research
that used these recurrence models. Fusaroli and Tylén (2016) used a visual oddball detec-
tion task where stimuli were Gabor patches in a circular configuration that varied in visual
contrast.
Some of the complexity stemmed from the joint activity that needed to be performed—
the Map Task had participants draw free-hand routes, the CSAR task had participants navi-
gate the virtual environment until a rendezvous. These are more complicated than referring
to a single item (Horton and Keysar, 1996; Keysar et al., 2000), ordering stimuli (Clark
and Wilkes-Gibbs, 1986), or discussing which interval (Fusaroli and Tylén, 2016). When
the task is simple, it is unclear if the relationships found between communication processes
and performance will generalize to complex tasks that have many additional factors con-
tributing to performance.
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9.3.4.3 A Caution on Causality
For communication-only tasks, the causal link from communication to performance is
straight forward. Moving to complex tasks with many sources of variance beyond com-
munication (e.g., the CSAR task) requires an important caution on causality. It is tempt-
ing to say that communication leads to task performance (or task difficulties), as in the
communication-only tasks. However, it is also possible that the task affects communica-
tion and the communication merely identifies periods of time that are challenging to the
team. In fact, this seems the appropriate interpretation of work like Grimm et al. (2017),
where a perturbation in the environment preceded the change in communication (e.g., a fire
began in the operating room and afterward the surgical team’s communication changed).
There may be some evidence of this in the current research, as the coordination model was
related to word count. Difficult tasks could result in a long period of time that is filled with
communication to accomplish the task.
Further complicating the issue of attribution, changes in communication can be de-
layed, such that one event prompts communications 5 minutes later, and communication
can be prolonged, such that one event lasting 20 seconds prompts 10 minutes of communi-
cations (or the opposite—a 20 second exchange results in 10 minutes of joint action). Most
circumstances do not have a fine level of temporal resolution to differentiate between the
communication affecting task and task affecting communication, so it is important to avoid
overstating causal directionality and acknowledge the ambiguity.
9.4 Applied Relevance
Many of the above results have implications for dialogue systems. The prediction of per-
formance from dialogue behavior is widely useful in both human-human communication
and human-machine communication settings. Systems that use alignment theory as inspira-
tion have inherent limitations in supporting common ground. Alignment models were able
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to predict performance in some instances, but to a small degree when compared with the
coordination models. In addition, Branigan et al. (2010) suggests that some of the align-
ment observed between humans and computers is not due to alignment supporting common
ground in dialogue. Rather, the observed alignment is due to expectations of low commu-
nication ability and a desire to achieve communication success. Humans overly adopt the
dialogue system’s lexicon because it is expected to facilitate effectiveness.
Some argue for the dynamical systems perspective as the foundation for dialogue (e.g.,
Fusaroli et al., 2014; Gorman et al., 2017) and therefore a natural implication is that dy-
namical systems notions should pervade dialogue technology development. Yet, it is not
intuitive how to design a machine that could contribute to emergent stability or even ex-
hibit metastability. The current research suggests that this alone doesn’t inform how to
represent interlocutors, represent successfully grounded material or specify what behaviors
are necessary for successful common ground. The current work attempted connections to
standard qualitative constructs such as Track 2 dialogue, and to standard quantitative items
like length of installment and pronouns. Admittedly, this is a small dent in a very large area
of research that should be explored further.
Within human-human team performance, there are direct applications to real-time
communication monitoring. Models of communication processes such as these recurrence-
based models could be employed in real-time communication monitoring. One challenge
with any real-time monitoring application is detection latency, and dynamical systems mea-
surements do not alleviate the issue (for a discussion see Gorman et al., 2012, which used
analysis windows from 16-256 seconds). Recurrence quantification analysis requires a
non-trivial number of samples for analysis. Marwan et al. (2007) suggests 1000 samples
but perhaps 500 samples would suffice. The level of analysis can reduce latency as well.
The morpheme level comprised of letter trigrams would reduce latency compared to the
word and syntax levels. If the construct validity issues with the pitch and rhythm levels of
analysis are resolved, they could provide the lowest latency.
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9.4.1 Articulation Work
Perturbations are frequent in most work domains. Articulation work is an important topic
of team dialogue as perturbations prompt articulation work. As a topic of dialogue, articu-
lation would also be subject to the grounding process. The various ways participants could
divvy up a task, and the many interdependencies between participants, is a complex and
potentially confusing discussion. Ambiguity and misunderstanding are expected.
Swearing and Negative Emotion lexical items were measured by LIWC with the ra-
tionale that they arose from situations necessitating articulation work. Both these LIWC
lexicons were significantly related to task completion time.4 This finding emphasizes the
requirement for machines to dialogue about task management and is underscored when
comparing the relatively simple CSAR task to many of the domains envisioned for human-
machine teams, which frequently are fast paced and high stakes. Articulation work serves
as the adaptation to the new demands and negotiation of new task decomposition or new
dependencies between teammates. For machines to contribute to articulation work, they
must be able to discuss how to change and be able to change. However, articulation work
is unsupported because typical dialogue systems have an ontology that is missing task
management concepts and have a static task model implemented. Properly supporting ar-
ticulation has large implications for how dialogue systems, and intelligent systems more
generally, must be architected if they are to participate in teamwork. Task models must
be modular, such that the task sequence or task decomposition can be adapted to meet the
situational demands.




The aim of this work was to identify the general model of common ground by completing
the same analysis on several tasks. Coordination common ground models were successful
on all four different communication tasks, however, more tasks should be included in future
research to further the claims of generality. There was only one asymmetric communica-
tion task (the HCRC Map Task) so future work should incorporate asymmetric dialogue
settings. Also the majority of tasks had a task completion time metric and the results dif-
fered between completion time and accuracy. Future work should explore these differences
by additional analysis of tasks with an accuracy measure, or both time and accuracy.
Future work should also situate this research within the broader social sciences work
on coordination. Coordination is arguably a stretched term. It has been used in many disci-
plines and sub-disciplines with different meanings. Here it is used to refer to complemen-
tarity (of which there are many types or mechanisms of complementarity). Pickering and
Garrod (2004) acknowledge the confusion. Some use coordination to refer to any relation-
ship between interlocutors, of which alignment/similarity is a special type, but Pickering
and Garrod restrict coordination in a similar fashion as the current research. Outside of psy-
cholinguistics, for instance in fields of strategic interaction and game theory, coordination
is also a common topic of study. Future work should conduct a broad review of coordina-
tion in its many forms across social sciences research. It would be valuable to relate the
language issues to game theory’s signaling and other relevant work.
The results indicating non-stationarity also merit further investigation. First, follow
on analyses should investigate if the processes observed are non-stationary and if not, at
what time scale (i.e., observation length) they are stationary. The non-stationarity reported
here was found for the recurrence quantification analysis processes used in the coordina-
tion model. This recurrence plot includes the line of identity, which varies with trial word
count and would influence the metrics calculated about lines: average line length (L) and
determinism (DET). (Recall that L and DET were the metrics that most strongly indicated
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non-stationarity.) In addition, there is likely an interaction between context (e.g., task char-
acteristics) and stationarity. This would be expected particularly if the law of requisite
variety accounts for the behaviors observed, as the task increases in complexity so will the
communications.
The results clearly supported the coordination model of common ground, and there
was partial support for the audience design variant of coordination. Research should further
investigate which variant of coordination is present to provide more definite evidence.
9.5.1 Strengthening the Method
Central to the identification of the audience design variant, the statistical mediation analysis
related recurrence-based models to Track 2 dialogue. Yet the conclusions from the statis-
tical mediation analysis were limited by the validity of the LIWC-based model of Track
2 dialogue. Future research should develop a better model of Track 2 dialogue, perhaps
based on dialogue act annotations, to use for investigating the variant of coordination. Di-
alogue acts could provide a better model of Track 2 dialogue than the LIWC model. Clark
(1996) argued that Track 2 is always occurring in parallel to Track 1, so in some way every
utterance has a Track 2 aspect. But there are periods that are dominated by Track 2 because
Track 1 is stalled until understanding gets resolved. It is these instances and corresponding
dialogue acts that could comprise a more valid model of Track 2 dialogue.
Additionally, the current study showed a preliminary relationship between common
ground and articulation work, using only the CSAR task. This task only elicited a sliver of
the varied articulation work construct. Future work should explore articulation work more
broadly by selecting tasks that require larger and more frequent team articulations. Future
work should also get specific about articulation work and create a taxonomy to detail the
specific connections to dialogue, as suggested by Rothwell and Shalin (2017).
Another area for research is the recurrence analyses of continuous data, which ap-
peared in the pitch-level and rhythm-level models. Work needed here is refining the method
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to improve their construct validity. This work should focus on decreasing their interrela-
tion and providing additional tests of validity using other measures of prosody and rhythmic
entrainment (e.g., Levitan and Hirschberg, 2011).
The pitch-level of analysis is also relevant to an issue of Track 2 dialogue when com-
bined with the word-level. For instance, a speaker’s utterance followed by a verbatim repeat
can serve different Track 2 functions even when it appears to be alignment. With a state-
ment intonation, a verbatim repeat seems like alignment but can also be strong intentional
display of understanding. With a question intonation, a verbatim repeat can be either a
request for confirmation of what was heard or a request for expansion. The question “put
the water in the bowl?” can be asking for confirmation that bowl is the correct destination
as opposed to other possible destinations or “put the water in the bowl?” could be asking
for an explanation of the purpose of this command. Linguists have long recognized the
interface between prosody and semantics, and the recurrence analysis should be extended
to investigate these questions.
The literature separates dyadic communication (only two participants) from multi-
party dialogue (three or more). The models of common ground currently are limited to
dyads because the recurrence quantification analysis examines two time series. Recently,
researchers have extended recurrence quantification analysis to more than two time series
(Xu and Yu, 2016). Their approach could be applied to the current models of common
ground to investigate multi-party dynamics.
9.5.2 Future Applicability
The support found for coordination and specifically audience design motivate how a di-
alogue system can model its interlocutors. Historically, symbolic computational models
have been along these lines but recently reinforcement learning techniques have proposed
new ways for Theory of Mind (Rabinowitz et al., 2018). Also, research in language tech-
nology (and human communication for that matter) has underemphasized speech genera-
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tion and speech production relative to speech understanding and comprehension. Future
research can examine how a model of an interlocutor informs language generation, such as
referential expression generation, self-monitoring, and self-repair.
Future work is also merited for the length of installments. Machines need to break up
contributions and machines need to accept installments in anticipation of likely input. For
machines to break up contributions raises research questions to address: such as when it is
necessary to break into installments, and how to break a long contribution into installments.
Finally, research should examine recurrence quantification models of common ground
in human interaction with dialogue systems. Demonstrating support for coordination with




Common ground is a key feature of human dialogue and a necessary capability for ma-
chines that use language. The current research examined opposing grounding theories and
their implications for the design of dialogue systems. The research simultaneously exam-
ined grounding models and task performance in four different tasks at multiple levels of
analysis. The findings showed how communication processes contribute to task perfor-
mance and confirmed the value of recurrence-based models of communication. Findings
also clearly supported the coordination model over the alignment model. Further analyses
indicated that coordination may result from audience design, the intentional incorporation
of the audience’s knowledge and perspective. Dialogue system developers should design
coordination functions and audience design functions when possible. Systems that rely
solely on alignment will have inherent limitations in supporting common ground. Also,
the current research emphasized how teams dialogue about articulation work. Articulation
work is unsupported by dialogue systems and large-scale architecture changes are required
to begin supporting it.
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Appendix A: Recurrence Metric Chance
Analyses
Tables A.1 and A.2 show detailed results of the chance analyses performed for each task,
for each level of analysis, for each model, and for each recurrence metric.
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Table A.1: Results of chance analyses using shuffled controls, showing p-values from two-
sided paired t-tests. All Map task tests had df = 127. All Uncertainty tests had df = 39.
Map Task
Prosody Level Rhythm Level
RR DET L ENTR RR DET L ENTR
Alignment < .001 < .001 < .001 < .001 < .001 < .001 < .001 < .001
Coordination 0.61 < .001 < .001 < .001 < .001 < .001 < .001 < .001
Baseline < .05 < .001 < .001 < .001 < .001 < .001 < .001 < .001
Morpheme Level Word Level
Alignment < .001 < .001 < .001 < .001 N/A < .001 < .001 < .001
Coordination < .001 < .001 < .001 < .001 N/A < .001 < .001 < .001
Baseline < .001 < .001 < .001 < .001 N/A < .001 < .001 < .001
Syntax Level
Alignment N/A < .001 < .001 < .001
Coordination N/A < .001 < .001 < .001
Baseline N/A < .001 < .001 < .001
Uncertainty Task
Prosody Level Rhythm Level
RR DET L ENTR RR DET L ENTR
Alignment – < .001 < .001 < .001 < .001 < .001 < .001 < .001
Coordination – < .001 < .001 < .001 < .001 < .001 < .001 < .001
Baseline – < .001 < .001 < .001 < .001 < .001 < .001 < .001
Morpheme Level Word Level
Alignment < .001 < .001 < .001 < .001 N/A < .001 < .001 < .001
Coordination < .001 < .001 < .001 < .001 N/A < .001 < .001 < .001
Baseline < .001 < .001 < .001 < .001 N/A < .001 < .001 < .001
Syntax Level
Alignment N/A < .001 < .001 < .001
Coordination N/A < .001 < .001 < .001
Baseline N/A < .001 < .001 < .001
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Table A.2: Results of chance analyses using shuffled controls, showing p-values from two-
sided paired t-tests. The non-significant tests are shown in bold. All Diapix task tests had
df = 47, except the word-level alignment metrics DET and ENTR had df = 39 because no
lines existed in 8 of the shuffled recurrence plots. All CSAR tests had df = 119.
Diapix Task
Prosody Level Rhythm Level
RR DET L ENTR RR DET L ENTR
Alignment 0.32 < .001 < .001 < .001 < .001 < .001 < .001 < .001
Coordination 0.68 < .001 < .001 < .001 < .001 < .001 < .001 < .001
Baseline 0.12 < .001 < .001 < .001 < .001 < .001 < .001 < .001
Morpheme Level Word Level
Alignment < .001 0.12 < .001 < .001 N/A < .001 < .001 < .001
Coordination < .001 < .001 < .001 < .001 N/A < .001 < .001 < .001
Baseline < .001 < .001 < .001 0.28 N/A < .001 < .001 < .001
Syntax Level
Alignment N/A < .001 < .001 < .001
Coordination N/A < .001 < .001 < .001
Baseline N/A < .001 < .01 < .001
CSAR Task
Prosody Level Rhythm Level
RR DET L ENTR RR DET L ENTR
Alignment – < .001 < .001 < .001 < .001 < .001 < .001 < .001
Coordination – < .001 < .001 < .001 < .001 < .001 < .001 < .001
Baseline – < .001 < .001 < .001 < .001 < .001 < .001 < .001
Morpheme Level Word Level
Alignment < .001 0.18 0.35 0.26 N/A < .001 < .001 < .001
Coordination < .001 < .001 < .001 < .001 N/A < .001 < .001 < .001
Baseline < .001 < .001 < .001 < .001 N/A < .001 < .001 < .001
Syntax Level
Alignment N/A < .001 < .001 < .001
Coordination N/A < .001 < .001 < .001
Baseline N/A < .001 < .001 < .001
139


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Appendix C: Detailed Learning Analyses
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