We present results for the equation of state in (2+1)-flavor QCD using the highly improved staggered quark action and lattices with temporal extent Nτ = 6, 8, 10, and 12. We show that these data can be reliably extrapolated to the continuum limit and obtain a number of thermodynamic quantities and the speed of sound in the temperature range (130-400) MeV. We compare our results with previous calculations, and provide an analytic parameterization of the pressure, from which other thermodynamic quantities can be calculated, for use in phenomenology. We show that the energy density in the crossover region, 145 MeV ≤ T ≤ 163 MeV, defined by the chiral transition, is c = (0.18 − 0.5) GeV/fm 3 , i.e., (1.2 − 3.1) nuclear . At high temperatures, we compare our results with resummed and dimensionally reduced perturbation theory calculations. As a byproduct of our analyses, we obtain the values of the scale parameters r0 from the static quark potential and w0 from the gradient flow.
I. INTRODUCTION
At high temperatures, matter governed by strong interactions (strong interaction matter) undergoes a deconfining transition to a new state, in which the thermodynamics can be described in terms of quark and gluon degrees of freedom. The equation of state (EoS) of such matter, just as for many other thermodynamic systems, is of fundamental importance for understanding its composition as well as its static and dynamical properties. Studying the properties of this matter using Quantum ChromoDynamics (QCD) was made possible by the formulation of lattice-regularized QCD [1] and the development of numerical algorithms for its analysis [2] . Lattice calculations of the QCD EoS were first performed in 1980 [3] , and, driven by the steady growth in computing resources and the development of new simulation algorithms, there now exist precise results for the transition temperature [4, 5] , fluctuations of conserved charges [6] [7] [8] as well as the EoS. For recent reviews see for instance Refs. [9] [10] [11] .
The EoS contains information on the relevant degrees of freedom in the thermal medium in different tempera-ture regimes and reflects the transition between different states of matter. A quantitative description of the QCD EoS over a wide temperature range is needed to understand the expansion and cooling of matter in the early universe, as well as of the hot dense nuclear matter created in heavy ion collisions.
To study the QCD EoS across a transition between different states of matter, at which the internal degrees of freedom are highly correlated, requires nonperturbative techniques. However, in the case of strong interaction matter, the need for nonperturbative methods is not restricted to the strongly interacting region close to the QCD transition temperature, but is also needed far above this deconfining transition where well-known infrared problems [12] prohibit a straightforward perturbative analysis of QCD thermodynamics. Also, at low temperatures, where the hadron resonance gas models (HRG) for the description of the hadronic equation of state are quite successful [13] , lattice QCD calculations are important as they provide the benchmark estimates of thermal properties of in-medium hadrons and the EoS of hadronic matter. In summary, simulations of lattice QCD provide the best approach over the full phenomenologically interesting temperature range in which all sources of errors can be quantified and systematically improved.
The deconfining transition in QCD, with small but non-zero values of the light quark masses, is a rapid crossover that coincides with the restoration of chiral symmetry [4, 5] . In fact, it is the latter that characterizes the second order phase transition that occurs in the chiral limit of QCD at finite temperature. At this phase transition the spontaneously broken chiral symmetry is restored. The universal scaling properties of this chiral transition are used to determine the pseudo-critical temperature T c at which the rapid crossover with the physical light and strange quark masses takes place [5] . Extensive simulations of lattice QCD at zero net baryon number density have established that this crossover transition occurs at T c ∼ 155 MeV for the physical spectrum of two light and a heavier strange quark [4, 5] . Even though there is no well-defined separation of phases because of the crossover nature of the transition, it is well established that many thermodynamic properties change rapidly in the vicinity of T c . Along with the analysis of fluctuations in the chiral condensate that are used to probe the restoration of chiral symmetry and to determine T c , the study of fluctuations in conserved charges provides clear evidence for deconfinement of light and strange quark degrees of freedom, i.e., a transition from hadronic to quark-gluon degrees of freedom around T c [14] .
In this paper, we present a detailed analysis of the EoS that captures the crossover transition and the temperature range that is relevant to the hydrodynamic evolution of heavy ion collisions at the Relativistic Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC). We performed high statistics simulations of lattice QCD on lattices of size N 3 σ N τ for four values of N τ ≡ (aT ) −1 = 6, 8, 10, and 12 and a large spatial size N σ = 4N τ . We use these data to show that a controlled extrapolation to the continuum can be performed in the temperature range 130 MeV ≤ T ≤ 400 MeV. We also show that the rapid change in the energy density signaling the liberation of quark-gluon degrees of freedom leads to an estimate of the pseudo-critical temperature that is consistent with that obtained from the analysis of chiral symmetry restoration. Lastly, we provide an accurate parametrization of this EoS that can be used for hydrodynamic modeling of heavy ion collisions (see Ref. [15] for a recent review) and other phenomenological studies of the thermodynamics of strong interaction matter.
Most of the lattice QCD calculations of the thermodynamics of strong interaction matter use the staggered fermion discretization scheme. The main reason for this is that staggered fermions preserve an essential remnant of the continuum SU (2) L × SU (2) R chiral symmetry of the light quark sector and are, at the same time, the least demanding computationally. For an overview of EoS calculations using other fermion discretization schemes see Refs. [10, 16] . Furthermore, simulations of QCD thermodynamics using staggered fermions have been systematically improved by eliminating O(a 2 ) cutoff effects [17] and reducing the effects of the so-called taste symmetry breaking, specific to the staggered fermion formulation, by using smeared gauge links [18, 19] .
A number of improved staggered formulations have been developed and used to study QCD at finite temperature. In the past, we have simulated the p4 and asqtad actions [20] [21] [22] [23] [24] . These actions eliminate tree-level O(a 2 ) cutoff effects on lattices with moderate, N τ > 8, lattices but have large taste symmetry violations at low temperatures. The Wuppertal-Budapest collaboration has used the stout-smeared staggered action [25] that very effectively reduces taste symmetry violation effects but still shows large O(a 2 ) cutoff effects at high temperatures. The first reliable continuum extrapolated results for the QCD EoS have recently been obtained with this action [26] .
The calculations presented in this paper are carried out using the highly improved staggered quark (HISQ) action introduced by the HPQCD collaboration [27] . It was designed to improve both the taste symmetry and the quark dispersion relation by including smeared onelink terms as well as straight three-link terms that completely eliminate O(a 2 ) discretization errors at tree level. The HISQ action has turned out to yield the smallest violations of taste symmetry among the currently used staggered fermion actions [5, 28, 29] . We have used it extensively to carry out high precision studies of the chiral and deconfinement aspects of the QCD transition which lead to the estimate T c = 154 (9) MeV for the QCD transition temperature. It has also been used to study the fluctuations of conserved charges [7, [30] [31] [32] and various spatial and temporal correlation functions [33, 34] . The study of fluctuations of conserved charges at high temper-atures demonstrates, in particular, that the HISQ action is indeed very effective in reducing cutoff effects [32] .
In this paper, we show that continuum extrapolated results for the EoS of (2+1)-flavor QCD obtained with the HISQ action are in good agreement with those obtained with the stout action [25, 26] . There are, however, systematic differences which may start to become of relevance in the analysis of the approach to the perturbative limit at high temperatures. We will discuss these features in more detail in Secs. IV and V.
The rest of the paper is organized as follows. In Sec. II we discuss the lattice setup and the simulation parameters. Section III contains the results for the trace anomaly, which is the basic thermodynamic quantity obtained from lattice calculations, and from which the EoS is obtained. Section IV discusses the extraction of thermodynamic quantities in the continuum limit. This section ends with an analytical parameterization of the EoS that matches the HRG estimates below T = 130 MeV and the lattice data between 130 and 400 MeV. In Sec. V, we present results on observables that depend on second order derivatives of the pressure with respect to temperature, i.e., the specific heat and the speed of sound. We discuss their phenomenological importance. Also in Sec. V, we discuss how our results for the EoS connect to high temperature perturbative calculations. Finally, Sec. VI contains our conclusions. Technical details of the calculations are given in the appendices.
II. LATTICE SETUP
We performed simulations of (2+1)-flavor QCD using the HISQ action and the tree-level improved gauge action. This combination is referred to as the HISQ/tree action. The (2+1)-flavor simulations are defined by three bare parameters, the gauge coupling β = 10/g 2 , the lightquark mass m l = m u = m d , and the heavier strange quark mass m s . For a given value of the gauge coupling, we tune the strange quark mass to its physical value by matching the mass of the fictitious unmixed pseudoscalar η ss meson to 695 MeV. The light quark mass is fixed as a fraction of the strange quark mass, m l = m s /20. This is slightly above the physical ratio m l = m s /27.3 and corresponds to a pion mass of about 160 MeV in the continuum limit. This difference should, however, give rise to negligible effects in the calculation of the EoS [24, 25] . Having fixed m s and m l , the continuum limit is taken along a line of constant physics (LCP) controlled by a single parameter, the gauge coupling β.
The LCP for the HISQ/tree action and m l = m s /20 has been established, and reported in Ref. [5] , based on a set of zero-temperature ensembles that span the range of gauge couplings β = 5.9 − 7.28. In that study, the associated sets of finite temperature ensembles were generated on lattices with temporal extent N τ = 6, 8, and 12, and a fixed aspect ratio N σ /N τ = 4 for the spatial extent. In Appendix A, we list all the zero-and finite-temperature gauge field ensembles used in this study along with the final statistics. Here we briefly summarize the additional simulations carried out, and the improvements made, compared to those presented in Ref. [5] .
(i) Additional zero-and finite-temperature ensembles were generated at β = 7.373, 7.596, and 7.825.
(ii) A new set of finite temperature lattices with N τ = 10 were generated.
(iii) The statistics are substantially increased for all existing ensembles, in some cases by more than an order of magnitude compared to Ref. [5] .
(iv) The determination of the LCP on finer lattices is improved by measurements of the static quark potential and the hadron spectrum on new zerotemperature ensembles.
The lattice spacing a, corresponding to the coupling β, was determined by calculating the scales r 0 [35] and r 1 [36] , defined in terms of the static potential as
where C 0 = 1.65 and C 1 = 1.0. At each β, these scales are determined by first extracting the potential V (r) by fitting the lattice data to
and then calculating its derivative in intervals around the values of r 1 and r 0 , as described in Ref. [5] . The details of the determination of r 0 /a and r 1 /a and the extrapolation of the ratio, r 0 /r 1 , to the continuum limit are given in Appendix B. The extrapolated result is r 0 /r 1 = 1.5092 (39) , which gives r 0 = 0.4688(41) fm using the physical value r 1 = 0.3106(14)(8)(4) fm [37] . This estimate of r 0 is in agreement with r 0 = 0.48(1)(1) fm given in Ref. [4] . To crosscheck the precision of the determination of the lattice spacing, we also calculated the scale w 0 first proposed in Ref. [38] . The details of this calculation are also given in Appendix B, and we obtain w 0 /r 1 = 0.5619(21) in the continuum limit. This translates to w 0 = 0.1749 (14) fm, in agreement with w 0 = 0.1755(18)(4) fm given in Ref. [38] .
We have also measured the masses and decay constants of several light hadrons. These allow us to improve the determination of the LCP at weaker coupling and provide further crosschecks on the scale setting in the continuum limit. We find that the different ways to set the lattice scale using hadronic observables agree with each other and the scale determined using r 1 within the estimated errors. The details of these analyzes are presented in Appendix C. 300 400 500 600
Figure 1. The trace anomaly calculated with the HISQ/tree action at different Nτ and compared with results from previous calculations with the p4 and asqtad actions on Nτ = 8 lattices [23] , except for the two highest temperatures, where we show the Nτ = 6 p4 data from Ref. [39] and Ref. [22] , respectively.
III. THE TRACE ANOMALY
The QCD partition function on a hypercubic lattice of size N 3 σ N τ , after integration over the fermion degrees of freedom, is given by
where U x,µ ∈ SU (3) are the gauge field variables, labeled by x and µ, defined on the links between lattice points and the Euclidean action S(U ) is the sum of the gauge and fermionic parts:
The temperature in physical units is set by the temporal extent N τ of the lattice and related to the lattice spacing a as T = 1/(aN τ ). The trace of the energy-momentum tensor, also called trace anomaly or the interaction measure, is related to the pressure p as (see Ref. [22] )
with denoting the energy density. Θ µµ (T ) can be defined on the lattice as the total derivative of ln Z with respect to the lattice spacing a:
The right hand side of Eq. (6) is straightforward to evaluate on the lattice and gives
Here s G τ (0) is the expectation value of the action density for the gauge fields evaluated at finite (zero) temperature and ψ ψ l(s),τ (0) stands for the expectation values of light (l) and strange (s) quark chiral condensates evaluated at finite (zero) temperature. Subtracting the zero temperature values in the above expressions ensures that all thermodynamic quantities are finite in the continuum limit. In Eq. (9), we have used the single flavor normalization for both the light and strange quark condensates as in previous works [5, 22, 23] . The nonperturbative beta function and mass renormalization function are defined as [22, 23] 
The determination of these functions is discussed in Appendices B-D. In the above equations, we explicitly separated the contributions to the trace anomaly that come from purely gluonic operators Θ µµ G (T ) and fermionic operators Θ µµ F (T ). Even though we will refer to them as the gluonic and fermionic parts, it would be misleading to consider Θ is zero, while massless quarks certainly contribute to the trace anomaly. At high temperatures, where the effect of nonzero quark masses is expected to be small, the quark contribution almost exclusively comes from Θ µµ G (T ). As we will see below, this expectation is confirmed by our numerical data. The above separation of the trace anomaly into Θ µµ G (T ) and Θ µµ F (T ) is, however, useful in the analysis of lattice data as they are expected to be affected differently by the taste symmetry breaking inherent in staggered fermions and because the statistical errors are also different.
The pressure can be calculated using the integral method, i.e., by inverting Eq. (5):
The choice of the reference temperature T 0 and pressure p 0 is discussed in Sec. IV. All other thermodynamic quantities, defined as appropriate derivatives of the partition function with respect to the temperature, can be calculated from Eqs. (5) and (12) by using standard thermodynamic identities.
Since the trace anomaly is the central quantity in the lattice calculations of the EoS, we discuss its properties in some detail. In Fig. 1 , we compare results for the trace Figure 2 . The gluonic (left) and fermionic (right) parts of the trace anomaly for different Nτ . See text for details.
anomaly obtained with the HISQ/tree action on lattices with temporal extent N τ = 6, 8, 10, and 12 with our previous findings using the p4 and asqtad actions [22, 23, 39] . The cutoff effects are much smaller in the HISQ/tree action and the height of the peak is significantly reduced. Below the peak, the HISQ/tree data are larger than the p4 and asqtad results, but significantly smaller at temperatures around and higher than the peak. These large deviations reflect the fact that the asqtad and the p4 actions have much larger cutoff effects at low temperatures and in the crossover region (see discussions in Ref. [5] ). The smaller taste violations of the HISQ action lead to a smaller root-mean-square mass in the pseudoscalar sector [5] , i.e., to a smaller average pion mass, which leads to a larger trace anomaly as well as larger pressure and energy density in the low temperature, hadronic region. For T > 350 MeV, we find reasonably good agreement between the results obtained with different actions. This is, to some extent, expected as at such high temperatures, i.e., at small a, all the above actions should have small cutoff effects. This expectation has been demonstrated in the calculations of quark-number susceptibilities [32] . In Sec. IV, we show that having small cutoff effects in the data with the HISQ/tree action allows us to make robust continuum extrapolations and obtain a precise EoS in the temperature range 130-400 MeV.
A closer look at the HISQ/tree action data shown in Figs. 1, 2, and 3 reveals some cutoff effects at low temperatures and in the peak region. It is instructive to discuss these cutoff effects separately in terms of the gluonic, Θ µµ G , and the fermionic, Θ µµ F , contributions defined in Eqs. (8) and (9), respectively, and shown in Fig. 2 . We find that the trace anomaly is dominated by the gluonic part. The fermionic contribution is about (20−25)% of the gluonic contribution in the peak region, rises to ∼ 35% below it, and becomes much smaller at high temperatures. At T = 400 MeV, it is only about 10%. Around the peak, Θ µµ G , and consequently the trace anomaly, shows a decrease with increasing N τ , i.e., the continuum limit is approached from above.
The statistical errors and the lattice discretization effects in the HISQ/tree data are smaller in the fermionic part compared to the gluonic part. In Θ F /T 4 , we observe significant cutoff effects only at the lowest temperature T ∼ 133 MeV, where the N τ = 6 and 8 data differ by about 30%. This small size of cutoff effects in Θ µµ F with the HISQ/tree action in the low temperature region is in contrast to results obtained using the asqtad and the p4 actions, where the fermionic part showed significantly larger cutoff effects. We also note that cutoff effects arising from taste symmetry violations have opposite effects in Θ In the total trace anomaly, significant discretization effects are observed only in the peak and low-temperature regions. Within errors, we find no cutoff effects on comparing N τ = 6, 8, and 10, data for T < 145 MeV. In the interval 145 MeV < T < 170 MeV, we observe some cutoff dependence, with the largest difference between the N τ = 6 and 8 data.
At low temperatures, all thermodynamic quantities are expected to be well-described by the hadron resonance gas (HRG) model, in which all the hadrons and hadron resonances are assumed to contribute to the thermodynamics as non-interacting particles. Many previous studies have confirmed this expectation [6, 7, 31, [40] [41] [42] [43] . The trace anomaly in the HRG model is given by
where different particle species of mass m i have degeneracy factors d i and η i = −1(+1) for bosons (fermions). The particle masses are taken from the Particle Data Book [44] , including all known states up to the resonance mass of m max = 2.5 GeV. We compare the predictions of Figure 3 . The trace anomaly in the low temperature region compared with the hadron resonance gas model (solid line).
the HRG model with our data for the trace anomaly in the low temperature region in Fig. 3 . For T < 145 MeV the lattice data do not show any significant N τ dependence and are in good agreement with estimates from the HRG model. This agreement will be used in an important way for the continuum extrapolation and for the calculation of the pressure described in the next section. For temperatures in the interval 145 MeV < T < 170 MeV, the N τ = 8, 10 and 12 lattice data lie above the HRG curve, while the N τ = 6 data lie systematically below. In Sec. IV, we show that the cutoff effects in the N τ = 6 data are large in this temperature interval.
IV. THERMODYNAMICS IN THE CONTINUUM LIMIT
In this section, we describe the calculation of the pressure and the energy and entropy densities in the continuum limit. The main step in this calculation is the extrapolation of the lattice data for the trace anomaly Θ µµ from N τ = 6, 8, 10, and 12 lattices to the continuum limit. Noting that the leading lattice discretization effects (N τ dependence) for staggered fermions are expected to be proportional to (aT )
where n k denotes the number of knots in the interior of the fit interval and the S i are a set of basis cubic splines with discontinuities only in the third derivative at the specified knots as described below.
1 The positions of the knots and the constants A, B i , C, and D i are parameters that are determined by the fit. To test whether it is sufficient to keep just the leading 1/N 2 τ term, we also considered the next,
Adding these terms to the quadratic fit, given in Eq. (14), defines the quartic fit also discussed below. The basic assumption underlying the proposed fit ansatz is that the data and the variation with N τ can be described by a set of piecewise continuous splines of cubic order. The temperature interval to be fitted is divided into sub-regions by a finite number of internal knots n k , which we further assume are independent of N τ . The number and position of these knots specify a set of basis splines that forms a complete set over the full interval, i.e., any piecewise continuous cubic function can be fitted by them. The number of knots needed depends, in general, on the complexity of the data; and the total number of basis splines invoked by the fit depends on the number of knots specified. The positions of the knots are outputs of the least-square minimization procedure we use.
A number of choices need to be specified before we can discuss the fits.
(i) The errors in each data point for Θ µµ (T )/T 4 are assumed to be normally distributed and independent, since these come from independent simulations.
(ii) The entire analysis is done within a bootstrap procedure using 20,001 samples. This number was chosen to make the sampling error in the bootstrap estimate of the standard error 1%. The bootstrap samples were generated by selecting each data point from a normal distribution with its width given by the quoted error. The final error band for Θ µµ (T )/T 4 is given by the 1σ spread of the bootstrap values at each temperature. The statistical package R [45] [46] [47] was used to implement this analysis.
(iii) The values of temperature at which simulations have been done are not uniform, in particular we do not have much data on N τ = 10 and 12 lattices for T < 130 MeV and T > 400 MeV. Our results will, therefore, be restricted to the range 130 MeV ≤ T ≤ 400 MeV.
(iv) Our goal is to use the minimum number of knots, and thus, the minimum number of parameters. We studied the χ 2 resulting from the least-square minimization procedure to settle on the number of knots.
at the lower end of the fit interval as we explicitly include the constants A and C in our fit ansatz.
(v) We analyze the data using both the quadratic and quartic ansatz and with and without the N τ = 6 data. Our final results are obtained using the quadratic fit without the N τ = 6 data.
(vi) The data on N τ = 8 lattices for T ≤ 130 MeV are insufficient to constrain the fits at the lower end. We, therefore, use the estimate Θ µµ (T )/T 4 = 1.007 with slope 0.032 at T = 130 MeV, obtained from the HRG model, for the continuum extrapolated value. To justify this choice we note that the HRG model is a good approximation at this temperature and insensitive to possible higher resonances missed in the hadron spectrum [8] . Indeed, we find that the lattice data and the HRG estimates agree for T < 145 MeV. To take into account the uncertainty in the HRG estimates, both the estimate and the slope were picked using a Gaussian distribution about their central values with a conservatively chosen width, 10% of their respective values.We implemented this constrain by replacing the spline B 1 by a term proportional to T − 130 MeV with its coefficient given by the HRG value. This constraint, therefore, reduces the number of free parameters in Eq. (14) by two.
(vii) The data on N τ = 8 lattices in the temperature range (400-610)/ MeV was used to stabilize the quadratic fits up to 400 MeV. For the quartic fits, both the N τ = 6 and 8 data at T > 400 MeV were used.
To decide on the number of knots to use, we fit the N τ = 8, 10, and 12 data with the quadratic ansatz with 2-4 internal knots. The fit with two knots was the most stable and the χ 2 did not improve significantly with additional knots. The choice of two knots is consistent with the observation that the data show three main regions: the low temperature region T < ∼ 175 MeV, the peak region (175-225 MeV) and the high temperature region T > ∼ 225 MeV. The fit parameters and the location of the knots are outputs of the χ 2 minimization procedure. This fit has 53 data points, 5 basis splines and 12 free parameters, i.e., the 10 parameters remaining in Eq. (14) after imposing the HRG value and slope at T = 130 MeV and the locations of the two knots. This ansatz fits all the data, and the χ 2 /dof = 0.9 for dof = 41 was well distributed, i.e., it was not dominated by a few points nor by any one of the three regions. The distribution of the positions of the knots over the 20,001 samples had central values of 170 MeV and 229 MeV with a standard deviation of 8 MeV. This fit, called the final fit, is used for our continuum results as the tests itemized below did not improve upon it:
(i) Adding more knots to the final fit did not improve the fit. The additional parameters were poorly determined, and in most bootstrap samples two or more knots were coincident. (14) with Nτ = 8, 10, and 12. The parameters in Eq. (14) and their errors, defining this final fit, were determined from these data as discussed in the text. The error bands shown are generated by the same bootstrap process used to estimate the fit parameters and their errors. The additional 2% error that is added to the final continuum result to account for the uncertainty in the determination of the temperature scale as discussed in the text is not included in these plots.
(ii) We added the N τ = 6 data to the final fit. The χ 2 /dof increased and the fit became skewed. It adjusted to preferentially fit the low error N τ = 6 points and the χ 2 became dominated by the N τ = 12 data below the peak. We concluded that the quadratic ansatz is insufficient to fit the data at all four N τ values.
(iii) We explored the quartic ansatz to fit the data at all four N τ values. In this case, the best fit required three knots. The resulting error band overlaps with that of the the final fit except in the peak region, where it is about 1σ lower. The position of the knots are not as stable as in the final fit, and in many bootstrap samples, two knots were coincident. To summarize, the final quadratic fit was preferred over the quartic fit as it is based on data closer to the continuum limit, has the least number of parameters and fits the data well as shown in Fig. 4 .
The quality of the final fit using Eq. (14) is demonstrated in Fig. 4 where we show that the bootstrap error bands of the final fit describe the N τ = 8, 10, and 12 data very well. On the other hand, as stated previously, we find that the N τ = 6 data lie outside the range of applicability of the quadratic ansatz. The same error bands are compared with the final continuum extrapolated result (black band) in Fig. 5 .
Having determined the final fit, we obtained the pressure p/T 4 by numerically integrating the bootstrap samples for Θ µµ (T ) between 130 MeV and 400 MeV using Eq. (12) . For the integration constant p 0 , the pressure at T = 130 MeV, we picked a value from a normal distribution with the mean value p 0 /T 4 0 = 0.4391, again taken from the HRG model, and width 0.0439, a conservative 10% error estimate on this HRG value. Since the estimate of p 0 /T 4 0 is independent of the calculation of Θ µµ (T ), this choice effectively adds a δp 0 in quadrature to the errors from integrating
, it is straightforward to derive the energy density, , and the entropy density s = ( + p)/T .
The final systematic error that is folded into the estimates of all the thermodynamic quantities is the uncertainty in the determination of the lattice scale a, and thus the values of the temperature T used in the fits. Based on the uncertainty analyses in the determination of the lattice scale a (∼ 1.3%) and tuning of the m s to stay on the LCP presented in Appendices B and C, we assigned an overall conservative 2% uncertainty in T , which we add linearly to the error estimates already assigned by the bootstrap process. In practice, at each T and for each observable, we picked the minimum and maximum values of the 1σ bootstrap envelope in the region T ± 2%. This new envelope is then used as the final uncertainty band for all the continuum results shown in the figures and discussed below.
Our continuum extrapolated results for the trace anomaly and other thermodynamic observables are shown in Fig. 5 and the data are given in Table I . For T < 150 MeV, the trace anomaly is well approximated by the HRG estimate shown by the solid line in Fig. 5 (left). For T > 150 MeV, the N τ ≥ 8 lattice results are systematically higher than the HRG estimate as shown in Fig. 3 , and the slopes of the HRG and continuum extrapolated curves start to differ as shown in Fig. 5 . In the peak region, ( − 3p)/T 4 has a maximum of about 4.05(15) at T ∼ 204 MeV. This maximal value from simulations with the HISQ/tree action is significantly smaller than our previous results with the p4 and asqtad actions which were incorporated in the HotQCD parametrization [23] of the EoS, as well as in the s95p parametrization of the EoS that is frequently used in hydrodynamic models [42] .
The final continuum extrapolated estimates of the pressure, energy density and entropy density are shown in Fig. 5 (right) and compared with HRG predictions for T < 170 MeV. Again, there is reasonable agreement for T < 150 MeV. Above T = 150 MeV, HRG estimates lie along the lower edge of the error-band of the lattice estimates.
We can now compare our results with the results obtained by the Wuppertal-Budapest Collaboration using the stout action [26] . This comparison is shown in Fig.  6 for the trace anomaly, the pressure and the entropy density. We find good agreement in the trace anomaly with the stout results over the full temperature range (130 − 400) MeV. Note, however, that above the peak the central values with the stout action lie systematically below ours. As a result, our estimates of the pressure become systematically larger for T > 200 MeV. By T = 400 MeV, the difference between the central values in the two calculations increases to about 6%. The two results, however, still agree within errors. The Table I . Continuum extrapolated results for the trace anomaly Θ µµ , pressure p, energy density , entropy density s, specific heat CV , and the square of the speed of sound c 2 s in appropriate units of the temperature T . The asymmetry in the errors, given in the two brackets, arises from the 2% systematic error in asigned to the temperature scale.
difference in the entropy density reaches about 7% by T = 400 MeV, and in this case the two estimates differ by about 2σ. These differences suggest that more detailed calculations of the trace anomaly at higher temperatures are needed. In particular, it would be important to see if the differences persist at higher temperatures where a comparison with resummed perturbative calculations should be possible (see Sec. V.C).
A. Parametrization of the equation of state
We close this section by providing an analytical parametrization of the pressure of (2+1)-flavor QCD, summarized in Table I , that can be used in phenomenological applications and hydrodynamic modeling of strong interaction matter. We choose an ansatz that incorporates basic features of the low and high temperature limits, i.e., it ensures that the pressure becomes exponentially small at low temperatures and approaches the ideal gas limit at high temperatures. We find that the following parametrization provides an excellent descrip- tion of all bulk thermodynamic observables discussed in the previous sections, including the specific heat and speed of sound that require second derivatives of p/T 4 with respect to the temperature to be discussed in the next section, In this parametrization, p id = 95π 2 /180 is the ideal gas value of p/T 4 for massless 3-flavor QCD. It is also the appropriate infinite temperature limiting value for QCD with light and strange quarks that could be refined to include additional perturbative corrections. However, at present we do not see any need for this. We also note that fixing c n = c d = 0 gives an excellent parametrization of all our numerical data and is in good agreement with the HRG estimate, at least down to T = 100 MeV. Furthermore, this parametrization agrees with the N τ = 8 data well beyond T = 400 MeV.
The values of the parameters in our ansatz for the pressure, Eq. (16), are summarized in Table II . The results of this ansatz for the speed of sound, energy density, and specific heat are compared with our continuum extrapolated error bands in Figs. 7 and 8.
V. SPECIFIC HEAT, THE SPEED OF SOUND AND DECONFINEMENT
All thermodynamic quantities, for fixed light and strange quark masses, depend on a single parameterthe temperature. In Section IV, we derived the basic thermodynamic observables ( , p, s) from the continuum extrapolated trace anomaly Θ µµ (T ). We now discuss two closely related observables that involve second order derivatives of the QCD partition function with respect to the temperature, i.e., the specific heat,
and the speed of sound,
The quantity T d( /T 4 )/dT can be calculated directly from the trace anomaly and its derivative with respect to temperature,
These identities show that the estimates for the specific heat and the speed of sound should be of a quality similar to /T 4 or p/T 4 . In Figs. 7 and 8 , we show the agreement between the bootstrap error bands for these quantities and the estimates obtained by taking second order derivatives of the analytic parameterization for p/T 4 given in Eq. 16. The latter are shown as dark lines inside the bootstrap error bands.
A. Speed of sound, the softest point of the EoS and the critical energy density
In Fig. 7 (top) , we show the speed of sound as a function of the temperature and compare our results with those obtained by using the stout action [26] . We find that the HISQ/tree and the stout results agree within the estimated errors. The softest point of the EoS [48] at T (145 − 150) MeV, i.e., at the minimum of the speed of sound, lies on the low temperature side of the crossover region. At this point, the speed of sound is only slightly below the corresponding HRG value. This follows from the good agreement between HRG estimates and our lattice QCD results for the energy density and the pressure. Furthermore, the value c 2 s 0.15 is roughly half way between zero, the value expected at a second order phase transition with diverging specific heat 2 , and the value for 2 In the case of QCD the specific heat and therefore also the speed of sound stays finite even at a second order phase transition in the chiral limit. an ideal massless gas, c 2 s = 1/3. At the high temperature end, T ∼ 350 MeV, it reaches within 10% of the ideal gas value.
The softest point of the EoS is of interest in the phenomenology of heavy ion collisions as it characterizes the temperature and energy density range in which the expansion and cooling of matter slows down. The system spends a longer time in this temperature range, and one expects to observe characteristic signatures from this regime. To facilitate a more direct comparison with experiments, we show c 2 s as a function of the energy density in physical units in Fig. 7 (bottom) using the parametrization given in Eq. 16 to convert temperature to energy density. At the softest point, the energy density is only slightly above that of normal nuclear matter, nuclear = 150 MeV/fm 3 . In the crossover region, T c = (154 ± 9) MeV [5] , the energy density varies from 180 MeV/fm 3 at the lower edge to 500 MeV/fm 3 at the upper edge, slightly above the energy density inside the proton proton = 450 MeV/fm 3 . The QCD crossover region, thus, starts at or close to the softest point of the EoS and the entire crossover region corresponds to relatively small values of the energy density, (1.2 − 3.1) nuclear . This value is about a factor of four smaller than that of an ideal quark-gluon gas in this temperature range. In the next subsection, we will discuss to what extent this has consequences for the size of fluctuations in the energy density, i.e., the specific heat.
B. Specific heat and deconfinement
The intuitive characterization of deconfinement at the QCD phase transition is that the liberation of many new degrees of freedom give rise to a rapid increase in the energy density, ideally with an infinite slope at T c as in a conventional second order phase transition. This rapid rise would then show up as a peak (or even a divergence) in the specific heat, which could serve as an indicator for the pseudo-critical (or critical) temperature. However, the specific heat of (2+1)-flavor QCD, shown in Fig. 8 , exhibits a rapid increase but no peak. In the crossover region, C V / 8/T is a factor of two larger than for an ideal quark-gluon gas; the specific heat reaches about half of its ideal gas value, (C V /T 3 ) ideal = 4( /T 4 ) ideal = 95π 2 /15; and the energy density reaches only about one quarter of its limiting high temperature, ideal gas value.
The analysis of the quark-mass dependence of the QCD transition temperature, the chiral condensate and, in particular, the peak in the chiral susceptibility suggest that for physical values of the quark masses QCD is sufficiently close to the chiral limit to be sensitive to the chiral phase transition [5] and exhibit an almost universal, pseudo-critical behavior controlled by it. The peak observed in the chiral susceptibility is dominated by the second derivative of the singular part of the free energy with respect to the quark mass [5] . Extending that generic scaling analysis, one may have expected that, for physical quark masses, the pseudo-critical behavior would also lead to large fluctuations in the energy density and that the specific heat would exhibit a peak in the crossover region controlled by the second derivative with respect to temperature of the same singular part of the free energy.
There may be at least two reasons for the difference in behavior between the chiral susceptibility and the specific heat, which are second derivatives of the partition function with respect to the quark mass and the temperature, respectively. First, thermal fluctuations are controlled by the thermal critical exponent α, i.e., C V /T 3 ∼ |T − T c | −α . In the 3-d O(4) universality class, which is relevant for the chiral phase transition, the exponent α −0.21 is negative [49] . Consequently, unlike the chiral susceptibility, the specific heat stays finite at T c even in the chiral limit. The singular part of the free energy [49] , which gives the leading temperature dependence in the vicinity of T c , contributes only a cusp in C V . This can be seen by examining the energy density near T c ,
where the dominant contribution, e 0 , comes from the regular part and the singular contributions, ∼ |T − T c | 1−α , are sub-dominant. From Eq. (17), we get
with c 0 = 4e 0 +e 1 and A + (A − ) are the amplitudes above (below) T c . The ratio of these amplitudes is universal and positive; A + /A − = 1.842 (43) in the 3-d O(4) universality class [49] . Since α is negative, the singular part gives only a cusp, which should persist in the chiral limit but may not be easy to detect if the regular contributions are large.
The second reason for the lack of a peak in C V /T 3 is that the contributions from the regular part of the free energy are large in the high temperature phase [49] , and are O(g 0 ) at infinite temperature. Furthermore, as discussed above, the regular terms dominate even in the crossover region. To make this observation more explicit, we note from Eq. (17) that C V /T 3 can be written in terms of the energy density, /T 4 , and its derivative,
The dominant singular terms are contained in the second term (C V /T 3 ) or, more specifically, in the temperature derivative of the trace anomaly, i.e., the second term in Eq. (19) . The contribution of the regular terms Td(ε/T 4 )/dT T c Figure 9 . Derivative of /T 4 with respect to temperature. The vertical band gives the chiral crossover temperature determined from the location of the peak in the disconnected chiral susceptibility.
to C V /T 3 is strongly suppressed at high temperatures; it is zero in the infinite temperature ideal gas limit and receives contributions starting at O(g 4 ) in perturbation theory. Thus, while C V and C V have identical leading contributions from the singular part near T c , the contribution from the regular part is much smaller in C V . Consequently, the singular behavior is not masked and C V has a pronounced peak close to the chiral crossover region as shown in Fig. 9 . To summarize, the location of the peak in the temperature derivative of /T 4 is a good indicator of deconfinement, i.e., the liberation of quarkgluon degrees of freedom, and occurs close to the chiral transition in QCD as shown in Fig. 9 .
C. Approach to the perturbative limit
In this subsection, we discuss how our results for the (2+1)-flavor EoS connect to analytic calculations at high temperatures.
At sufficiently high temperatures, thermodynamics should be describable in terms of a weakly interacting quark-gluon gas, and at infinite temperature all thermodynamic quantities will converge to the ideal gas limit. Plots in Fig. 5 show that at our highest temperature value, T = 400 MeV, the entropy and energy density and pressure are still 13%, 18% and 27%, respectively, below the ideal gas limit. In contrast to other quantities, e.g., susceptibilities of conserved charge fluctuations, these deviations from the ideal gas limit are still quite large. This is probably due to large nonperturbative contributions in the gluonic sector of QCD which are present in bulk thermodynamic observables but are suppressed in observables that, at tree level, only depend on the quark sector of QCD.
Although, for some observables, resummation [50] or dimensional reduction [51] based perturbative calcula- tions show good agreement with lattice QCD calculations already at temperatures T ∼ 400 MeV, for others this is not the case. In particular, their functional dependence on temperature is still significantly different in this temperature range, which can lead to larger differences in higher order derivatives between perturbative and lattice QCD calculations. As our current continuumextrapolated EoS is limited to T < 400 MeV, we cannot perform a detailed comparison with perturbation theory but point out a few qualitative features. We have shown in Fig. 6 that continuum-extrapolated results for the trace anomaly obtained with the stout and the HISQ discretization schemes agree within errors. At high temperatures, however, the HISQ results are systematically above the stout results. This propagates into other thermodynamic observables, e.g., the pressure. The systematic differences, however, cancel to a large extent in ratios. For example, the ratio of the trace anomaly and the pressure,
is in excellent agreement between the two calculations and thus provides a good starting point for a comparison with high temperature perturbative calculations.
In Fig. 10 , we show results for the ratio Θ µµ /p and compare with perturbative calculations performed in the Hard Thermal Loop (HTL) [50] and Electrostatic QCD (EQCD) [51] schemes. The broad band for the three-loop HTL calculation corresponds to varying the renormalization scale in the interval µ = (1 − 4)πT and the black line in this band corresponds to µ = 2πT . The EQCD and HTL results for µ = 2πT are in good agreement, and the lattice QCD results approach these estimates for T > ∼ 500 MeV.
In Fig. 11 , we compare the three-loop HTL estimates with lattice QCD calculations of the trace anomaly (top) and the pressure (bottom). Also shown, with a dashed line in Figs. 10 and 11 , is the result of an O(g 6 ) calculation performed in the dimensional reduction scheme (EQCD). The lattice QCD results are in qualitative agreement with these perturbative calculations, with the O(g 6 ) EQCD estimate lying below the lattice QCD results for the trace anomaly and above for the pressure at T = 400 MeV.
One could try fixing the scale uncertainty in the HTL calculation by matching one of the observables to the lattice QCD result, e.g., the pressure. Results for other observables, e.g., the trace anomaly would then be parameter free predictions. It is clear from Fig. 11 that such a simultaneously agreement between HTL and lattice QCD calculations of p/T 4 and ( − 3p)/T 4 is not forthcoming. Making the HTL and the lattice QCD estimates agree for the trace anomaly by reducing the value for the renormalization scale µ would decrease the HTL results for p/T 4 even further and, thereby, increase the deviation from the lattice QCD results.
Lastly, the EQCD result for the pressure in the temperature range (400 − 1000) MeV is about 10% larger than the HTL result with µ = 2πT . To resolve the open question whether at these high temperatures the pressure obtained from lattice QCD calculations is better described by the HTL or the EQCD calculations requires lattice simulations at higher temperatures.
VI. CONCLUSIONS
We have calculated the trace anomaly and the equation of state in (2+1)-flavor QCD with almost physical quark masses using the HISQ/tree action on lattices with temporal extent N τ = 6, 8, 10, and 12. We find that the lattice discretization errors in the HISQ/tree action are small, and we obtain reliable continuum extrapolated results for a number of thermodynamic quantities for 130 MeV < T < 400 MeV. In fact, the trace anomaly calculated on the N τ = 12 lattices agrees with the continuum-extrapolated results within errors. Our main results are summarized in Figs. 1, 5 , and 6. Based on these results, we propose in Eq. 16 an analytical parameterization of the pressure for use in phenomenological studies that matches the HRG estimates below T = 130 MeV and the lattice data between (130 − 400) MeV.
We have compared our new results obtained using the HISQ/tree action with our previous calculations performed using the asqtad and the p4 actions [23] , and with the recent continuum extrapolated stout results [26] . For T < 300 MeV, the HISQ/tree results are very different from the results obtained using the p4 and the asqtad actions on N τ = 8 lattices, i.e., without an extrapolation to the continuum limit. At higher temperatures, the results show reasonable agreement as expected since all three actions have small lattice artifacts.
Results for our continuum extrapolated trace anomaly presented in Sec. IV agree well with those from the stout action [26] . The discrepancy between the HotQCD results and the stout results discussed in [23, 26] was due to the large cutoff effects in the previous estimates with the p4 and the asqtad actions and because our earlier results had not been extrapolated to the continuum limit. We find reasonably good agreement for the pressure obtained using the stout and the HISQ/tree actions for T < 300 MeV as shown in Fig. 6 . At higher temperatures, there is some tension between the two estimates because the results for the trace anomaly, Θ µµ (T )/T 4 , obtained with the HISQ/tree action lie systematically above those from the stout action. Consequently, the pressure, which is the integral of Θ µµ (T )/T 5 , will start to differ significantly at high temperatures if the observed trends persist. In this paper, we focused on the temperature region 130 MeV < T < 400 MeV, which is the most relevant for phenomenological applications. Over this temperature range, the difference is unlikely to have a significant effect on the modeling of the hydrodynamic evolution of the system produced in heavy ion collisions (see the discussion in Ref. [42] ). It is important to check, however, if this tension persists at higher temperatures, especially if one wants to determine to what extent the quark-gluon plasma is strongly or weakly coupled by comparing lattice and resummed perturbation theory results for the pressure or for the entropy density. Such calculations are left for future studies. at Brookhaven National Laboratory, on BlueGene/P and BlueGene/Q computers at Argonne Leadership Computing facility, on BlueGene/P computers at NIC, Juelich, US Teragrid (Texas Advanced Computing Center), at NERSC, GPU clusters at University of Bielefeld, the OCuLUS cluster at University of Paderborn, and on clusters of the USQCD collaboration in JLab and FNAL. This research was supported in part by Lilly Endowment, Inc., through its support for the Indiana University Pervasive Technology Institute, and in part by the Indiana METACyt Initiative. The Indiana METACyt Initiative at IU is also supported in part by Lilly Endowment, Inc. We thank Nathan Brown for help with the w 0 scale calculations and Michael Strickland for providing us with data from the HTL resummed perturbative calculations.
Appendix A: HISQ ensembles and topological charge history
HISQ ensembles
To simulate the HISQ/tree action, we use the same Rational Hybrid Monte Carlo algorithm [52] with mass preconditioning [53] as in the previous study Ref. [5] . Details of these simulations are given in Ref. [54] and in Table III we present the key lattice parameters of our simulation, namely the gauge coupling β = 10/g 2 , the quark masses, the lattice dimensions, the accumulated statistics in terms of molecular dynamics time units (TU), and the length of the trajectories. The zero temperature lattices were saved every 5 TUs (or 6 TU for the fine lattices), and the finite temperature lattices were saved every 10 TUs.
Topological charge history
The topological charge history gives an indication of the ergodicity of the molecular dynamics evolution. Ideally, we want a reasonably good coverage of the most probable topological charge sectors. This occurs when tunneling between the topological charge sectors is reasonably frequent. It is expected that the tunneling rate decreases as the lattice spacing is decreased. Therefore, to test ergodicity in our molecular dynamics evolution, we look at the least favorable case, namely our finest lattices.
In our previous study we checked the evolution of the topological charge in our simulations down to lattice spacings a = 0.066 fm, and found that it fluctuated quite rapidly [5] . In the present study the lattice spacing for our two finest lattices corresponding to β = 7.596 and β = 7.825 is smaller still, namely, a = 0.049 fm and 0.041 fm, respectively. In Fig. 12 we show the evolution of the topological charge for those two ensembles. The figures show a slower tunneling rate than in our previous study, but we still see a reasonable coverage of the topological charge sectors.
Appendix B: Lattice scale
To translate lattice observables to physical dimensionfull quantities, we need to measure the lattice spacing. We consider three methods for determining the scale: the static-quark-potential parameters r 1 or r 0 , the gradient flow parameter w 0 [38] , and the kaon decay constant f K . Our preferred method uses the static quark potential. The other methods are used as a cross check. We discuss here the the former three ways to set the scale and defer the discussion of f K to Appendix C.
Static quark potential
The static quark potential is used indirectly to set the scale. In brief, a standard radius r 0 [35] or r 1 [36] is calculated from the measured heavy quark potential using Eqs. (1) and (2) . On any ensemble, the standard radii are first determined in lattice units: r 0 /a and r 1 /a. The values of r 0 and r 1 in the continuum limit are known in physical units from other lattice studies, based on, for example, the experimental value of f π . From them and r 0 /a one can infer the value of a.
The static potential for the HISQ/tree action has been studied in Ref. [5] for a large range of gauge couplings β. We extended these studies in the following ways. We improved significantly the statistical accuracy of the calculation of the static potential at the highest beta values considered in Ref. [5] , namely for β = 6.88, 6.95, 7.03, 7.15 and 7.28. To them we added calculations of the potential at β = 6.740, 7.373, 7.596, and 7.825. As in our previous study, we used Coulomb gauge fixing and calculated the potential from the correlation of two Wilson lines of length τ at distance R. The potential is then obtained from the logarithm of the ratio of two such correlators at neighboring τ values. We fit this ratio to a constant plus a term that decays exponentially in Euclidean time τ in the interval [τ min , τ max ]. We also studied the variation of the potential due to different choices [τ min : τ max ] to estimate possible systematic errors. To be specific, we used finally The scales r 0 /a or r 1 /a are then determined by separately fitting the resulting potential to a Coulomb-pluslinear-plus-constant form in the r-intervals around the values of r 1 and r 0 , respectively. We vary the fit intervals, and the variations in the extracted values of r 1 /a and r 0 /a are used as estimates of systematic errors. In most cases, the systematic errors are larger than the statistical ones. The statistical and systematic errors are added in quadrature to estimate the total error for r 0 and r 1 . The values r 0 /a, r 1 /a and their ratios r 0 /r 1 determined in this study as well as from Ref. [5] are given in Table IV . As in our previous study, the ratio r 0 /r 1 appears to be independent of β (lattice spacing) within the estimated errors [5] . Accordingly, as before, we fit the values of r 0 /r 1 given in Table IV to a constant for β ≥ 6.423 and obtain (r 0 /r 1 ) cont = 1.5092 ± 0.0039,
This value agrees well with our previous estimate r 0 /r 1 = 1.508(5) [5] . We also fit the ratio r 0 /r 1 using only the data for β ≥ 6.664 and β ≥ 6.608, obtaining r 0 /r 1 = 1.5083 (44) and r 0 /r 1 = 1.5075(43) with similar χ 2 /dof. These values agree well with the one given in Eq. (B1). Therefore we use Eq. (B1) as our final estimate for r 0 /r 1 .
To determine the lattice spacing as function of β, we fit a/r 1 to the Allton-type ansatz [55] ,
Here b 0 and b 1 are the well-known coefficients of the two-loop beta function, which for the three-flavor case are b 0 = 9/(16π 2 ), b 1 = 1/(4π 4 ). At small β, the parameter r 1 is small in lattice units. Therefore, to avoid possibly large discretization effects, for β = 6.423, where r 0 /a is more reliably determined, we use r 1 /a = r 0 /a/(r 0 /r 1 ) cont with (r 0 /r 1 ) cont from Eq. (B1) (see discussions in Ref. [5] ). The fit gives χ 2 /dof = 0.25 and
The errors on the above fit parameters have also been estimated using the bootstrap method which gives very similar results. The differences between the above parametrization of r 1 /a and the previous one from Ref. [5] are less than 0.2% for β < 6.8. For larger beta values the differences are larger but do not exceed 1.3%.
To convert all quantities to physical units, as in Ref. [5] , we use the value r 1 = 0.3106 fm from [37] .
To test the uncertainty in the scale parametrization, we also fit the data for a/r 1 to the asymptotic form f (β) times a smoothing spline. The smoothing spline is determined by minimizing the χ 2 plus the integral of the square of the second derivative of the fit function in the Table III . Parameters used in simulations with the HISQ/tree action on Nτ = 6, 8 10, and 12 lattices and the LCP defined by m l /ms = 0.05. The quark masses are given in units of the lattice spacing a. The statistics in molecular dynamics time units T U are given for both the zero and finite temperature runs. The column "length" lists the length of the trajectory in TU before the Metropolis accept-reject step for zero-temperature runs. All the finite temperature lattices have trajectories of unit length except for β = 5.90 and 5.95, where it was 0.5 TU. The lattice sizes used for the finite temperature simulations were 24 3 × 6, 32 3 × 8, 40 3 × 10, and 48 3 × 12. Measurements were performed after 1 TU on all ensembles, except for the large zero-temperature lattices with length=2 TU, where they were performed every 2 TUs. Table IV . Values of r1 and r0 in lattice units for different β considered interval times a real parameter sm. We chose the largest possible value of the smoothing parameter sm = 0.7 that still gives an acceptable χ 2 /dof = 1.13. To estimate the uncertainties of the spline, we performed a bootstrap analysis. In Fig. 13 , we show the r 1 scale as a function of β, normalized by the asymptotic twoloop beta function f (β). The errors are bootstrap errors. The Allton-type fit and the smoothing spline fits give very similar results as well as uncertainties.
To calculate the EoS, we also need the nonperturbative beta function
(B7) Figure 13 shows R β obtained from both the Allton-type and smoothing-spline fits, together with bootstrap errors. The fit and the splines agree within the errors. The largest error in R β is about 3%. At sufficiently large β, i.e., close to the continuum limit, R β is expected to be given by its asymptotic two-loop form
The asymptotic limit is approached from below [22] , as with the p4 action. However, for the HISQ action, we see that the deviations are at most 20% over the range considered, compared with a factor of two deviation in the case of the p4 action [22] . In our calculations of the EoS we use R β obtained from the fit with the Allton-type ansatz. Finally, we compare the potential calculated at different β. To do so, we normalize it with an additive constant. We do this by requiring that the potential V (r 1 ) = 0.2060/r 1 . This normalization condition is equivalent to the one used in Ref. [5] . Here we choose r 1 , because it has smaller errors on fine lattices. The normalized potential in units of r 1 is plotted in Fig. 14 against the tree-level improvement radius r → r I , where r I is the improved distance defined from the free lattice gluon propagator [5] . Down to distances r = 0.2r 1 or r = 0.062fm, we find no significant dependence on the lattice spacing within the estimated errors.
To cross check our determination of the lattice spacing, we also calculated the scale w 0 , defined from the gradient flow [38] . Our results for the w 0 scale are shown in Fig. 15 in units of r 1 . As above, for β < 6.423 the value of r 1 was estimated as r 0 /(r 0 /r 1 ) cont . As one can see from the figure, this ratio appears to scale as a 2 for (a/r 1 ) 2 < 0.4, i.e., for β ≥ 6.195. We perform a continuum extrapolation of the ratio w 0 /r 1 us- Figure 14 . The static potential versus distance in units of r1 for different β. Here we use the improved estimator rI to define the distance r. ing a simple form (w 0 /r 1 ) cont + h w (a/r 1 ) 2 . In the continuum limit, we obtain (w 0 /r 1 ) cont = 0.5619(21) or w 0 = 0.1749 (14) fm. This value agrees with the value quoted in Ref. [38] , w 0 = 0.1755(18)(4) fm, within the estimated errors. Our value of w 0 is higher than the preliminary value reported by MILC w 0 = 0.1711(2)(8)(2)(3)fm for 2+1+1 flavor QCD [56] . For the slope parameter we get h w = −0.1076(149) with χ 2 /dof = 0.38. If we use the w 0 scale instead of the r 1 scale, the temperature values for N τ = 8 lattices for T < 150 MeV would be lower by 6%, and for N τ = 10 and 12 calculations the differences in the temperature scale would be only 4% or less.
Appendix C: Hadronic observables
Line of constant physics
It is standard practice to present results for thermodynamic quantities as a function of temperature at fixed, renormalized quark masses. We start by setting a constant value of the strange quark mass m s , preferably, its physical value, and then set the mass of the light quarks to m s /20. We determine the strange quark mass by requiring that the mass of the un-mixed pseudoscalar ss meson, η ss is equal to a prescribed value expressed in units of r 1 . We aim at the value suggested by leading order chiral perturbation theory, where the mass of η ss meson in terms of the kaon and pion masses is, M ηss = 2m 2 K − m 2 π = 686 MeV. In practice, this requires some tuning and, as discussed later, it turns out that our LCP is best described by the value M ηss = 695 MeV. Setting the line of constant physics (LCP) in this way requires a combination of determining the lattice spacing in physical units (see Appendix B) and the hadron spectrum at zero temperature, including, at least, the mass of the η ss , a calculation with costs that mount as the lattice spacing decreases. Thus, some retuning is usually needed to correct for an imprecise determination.
For the present study, we extend the LCP of our previous work [5] to weaker coupling in order to cover the range needed for N τ = 12. In our previous work, the hadron spectrum was measured along the LCP up to β = 6.8. The masses of the pseudoscalar mesons were also measured at β = 7.28 with the relatively low statistics of about 1,400 equilibrated time units. Here, we added or extended nine T = 0 ensembles with 6.8 < β ≤ 7.825 as described in Appendix B. On the extended ensembles, in addition to measuring thermodynamic quantities needed for the zero temperature subtraction, we measured the masses and decay constants of the pseudoscalar mesons and the masses of the vector mesons. These quantities allow us to quantify the lattice artifacts due to taste breaking and can be used as an alternative means to set the lattice spacing, thus providing additional validation of our calculations.
The masses of the three pseudoscalar mesons are given in lattice units in Table V . The mass of the η ss normalized by the value M ηss = 695 MeV used to define the LCP is plotted in Fig. 16 as a function of β. As one can see, the central values are systematically above the nominal value of 685.8 MeV quoted in Ref. [57] . The average value from ensembles with β < 7.03 is about 695 MeV. Therefore, we define our LCP using this value. That is, we choose a strange quark mass that gives M ηss = 695 MeV. The resulting strange quark mass is then about 2.6% larger than its physical value. For β ≤ 7.03 we find that M ηss (and, in turn, the strange quark mass) along the LCP agrees with the physical values within (1-2)σ. For the finest ensembles, β > 7.03, we see a systematic deviation of M ηss towards higher values -by as much as about 3.5%.
For the calculation of the trace anomaly, we need the strange quark mass m s and its derivative as a function of β along the LCP. As we have seen, the strange-quark mass input into the simulation drifts slightly above the LCP. We correct for this drift using lowest order chiral perturbation theory, i.e., we assume that M 2 ηss is proportional to m s and calculate the strange quark mass that gives M ηss = 695 MeV. This corrected value is compared with the value used in the simulations in Fig. 17 . For the worst case, β = 7.825, this amounts to lowering m s used by about 7% from the simulated value. The pion and kaon masses follow a pattern similar to that of the η ss meson, i.e., they are roughly constant for β < 7.03 and increase for larger beta values by approximately the same fractional amount.
We then fit the product r 1 m LCP s using a renormalization-group-inspired form
where f (β) is the 2-loop beta function given by Eq. B3. For the fit parameters we get
The resulting fit is shown in Fig. 17 together with a smoothing spline fit to the input strange-quark masses.
Pseudoscalar decay constants
The decay constants of pseudoscalar mesons can be used to check the lattice scale and to estimate the cutoff effects in the T = 0 calculations. Results for the decay constants are shown in Table VI. Since they are quite sensitive to the values of the quark masses, we need to take into account the deviations from the LCP, as well as the fact that even on the LCP our quark masses are slightly heavier than the physical ones. Thus, we need to interpolate/extrapolate in the quark masses. To do this we assume that the pseudoscalar decay constants depend linearly on the sum of the quark masses and use the numerical results given in Table VI to determine the slope for each value of β. The values of the η ss meson decay constant f η and the kaon decay constant f K have been interpolated to the physical quark masses using this slope. The results are shown in Fig. 18 in units of r 1 . The kaon decay constant has large finite size errors at the two smallest lattices spacings. Therefore, we do not include the corresponding data in the fit. We extrapolate the values of r 1 f η and r 1 f K to zero lattice spacing assuming a simple form
For the kaon decay constant we get (r 1 f K ) cont = (51) 2 Table VI . Results for decay constants of the pseudoscalar mesons in lattice units for the HISQ/tree action along the m l = 0.05ms LCP. We use the normalization in which fπ ∼ 90 MeV. In the last column, we list the number of source points used on each configuration to increase the statistics.
0.17186 (24) and e K = 0.0230(11) with χ 2 /dof = 1.20. For the η ss decay constant we get (r 1 f η ) cont = 0.19930 (24) and e η = 0.024(12) with χ 2 /dof = 0.77. The continuum extrapolation is also shown in Fig. 18 , where we compare it with the value of r 1 f η quoted in Ref. [57] , and find reasonable agreement. The "PDG" value plotted there is based on the PDG value of f π and the value of f K /f π = 1.194(5) from the recent FLAG review [58] , which gives f K = 155.7(9)/ √ 2 MeV. We find agreement within estimated errors. Figure 18 . The decay constants of ηss meson (left) and kaon (right) together with the continuum extrapolations. The data are corrected for deviations from the LCP as described in the text. The bands show the value of these decay constants from Ref. [57] and PDG. Here we use the value r1 = 0.3106(14)(8)(4) fm. The errors on r1 have been added linearly and combined with the errors on fη and fK in quadratures. sates. At nonzero temperature, we also report results for the disconnected light and strange chiral susceptibilities (χ disc l and χ disc s ), i.e., the fluctuations of the light and strange quark condensates, as well as the bare Polyakov loop L bare . We use the same definitions of these quantities as in Ref. [5] . In particular, the quark condensates are normalized per single flavor, the disconnected chiral susceptibility for light quarks is normalized for two flavors, and the disconnected chiral susceptibility for strange quarks is normalized for a single flavor.
The gauge action density and the quark condensates for zero temperature are given in Table VIII. The observables at nonzero temperature are summarized in Tables  IX, X , XI, and XII for N τ = 6, 8, 10, and 12 lattices.
For the calculation of the trace anomaly, one also needs the lattice spacing in units of r 1 , the nonperturbative beta function R β , the strange quark mass as function of β along the LCP and the mass renormalization function R m calculated along the LCP. The parametrization of r 1 /a and R β and the calculation of their errors have been discussed in Appendix B. In Table VIII, 
The values ofm s andR m R β are also given in Table VIII . As one can see from Figs. 16 and 17, the deviations of the input strange quark masses from the LCP for β ≥ 7.03 are at most 7% and are below 1% for β < 7.03. To include the errors arising from the deviations from the LCP, we assign a 1% error to the values of m s for β < 7.03 and a 10% errors to the values of m s for β ≥ 7.03. All of the above errors are included in the total error estimate of the trace anomaly presented in Sec. III. The errors have been added in quadratures. We also calculated the trace anomaly using the input strange quark masses and the corresponding derivative estimated from a smoothing spline fit to the input m s values (c.f., Fig. 17 ). We obtained results that agree within estimated errors with the ones corresponding to the calculations along the LCP. This agreement suggests that our procedure of estimating the errors due to deviations from the LCP is conservative. We did not attempt to estimate the effect of the deviations from the LCP on the differences in the expectation values of the gauge action and the quark condensates. Based on the past experience, we expect, however, that at the higher temperatures investigated, this effect will be smaller than 10%. 
