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Abstract
Benchmarking Data Warehouse Architectures
A Feature-based Modelling and Evaluation Methodology
Qishan Yang
With decades of development, data warehouses architectures (DWHAs) have been
extended to a variety of derivatives. They have been built in multiple environments
for achieving different organisations’ requirements. Data warehouse projects may
undergo disparate stages during their life cycle (e.g. design, development, main-
tenance, melioration, migration and discarding). In each stage, some issues may
arise to obstruct operations or new requirements may need to be achieved in order
to address new challenges and competition. It is therefore necessary to evaluate
DWHAs to obtain insights into these derivatives. However, limited research stud-
ies have been conducted on how to explicitly and efficiently evaluate DWHAs.
They normally require experts for support during evaluation, which makes the
processes involved time-consuming and costly. A diversity of features are re-
trieved and measured in previous research studies when evaluating DWHAs. As
a consequence, the evaluation results may be inconsistent and inadequate, due to
much manual intervention under different scopes of DWHAs and features.
This research proposes an explicit and efficient method for DWHA evalua-
tion. This method is aimed at reducing the ambiguity of results and the interpre-
tation from experts. It is based on two methods also proposed in this research
which systematically classify representative DWHAs and identify reliable fea-
tures. These DWHAs and features are frequently and widely concerned in the
domain of DWHA research, which are further interpreted and organised to scien-
tifically evaluate the modelled DWHAs. Furthermore, the evaluation method is
implemented with these interpreted DWHAs and features. Finally, this method
is evaluated in multiple cases and empirical research through industry and experi-
ments. Consequently, this research outputs a methodology with three methods and
makes contributions to facilitate academia and industry on feature identification,
DWHA modelling and evaluation.
xiv
1 Introduction
This chapter presents background information on the concepts and development
of data warehouses (DWHs) and data warehouse architectures (DWHAs). Sub-
sequently, some issues, research questions and objectives are identified and ex-
plained, which should be addressed in this research and make contributions both
in relation to academia and industry. In addition, an overview and a breakdown of
the structure of this thesis are provided in the last section.
1.1 Research Background
This section introduces the background of DWHs and DWHAs. Firstly, it dis-
cusses the differences between DWHs and operational systems. Furthermore, the
concept of DWHs is explained as being important for systems referring to data
analysis and decision-making in the context of business activities. Finally, the
concept of DWHAs is discussed as an indispensable framework to contain and
manage DWHs.
1.1.1 The Relationships between Operational Databases and Data Warehouses
Information is one of the most important assets for organisations. This valuable
asset is managed in two ways, namely the operational system or the DWH, and
they are placed at where the data is input and output, respectively [118]. The
operational system can be built in a database management system (DBMS) and
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can provide services on data analysis to some extent, although it serves the pur-
pose of running daily business transactions and managing active interactions on
time. Thus, the main purpose of the operational system is swiftly processing
transaction activities. It should strike a balance between efficiency in transaction
processing and query requirements, although it has a small number of resources to
be optimised for analysing services such as OLAP (on-line analytical processing),
decision-making and data mining [102]. DWHs are designed for other purposes,
and they can be built on DBMSs, but they are implemented for data querying and
analysis [176]. In addition, these two systems provide services for different types
of users. Users almost always manipulate one record at a time in an operational
system. However, in a DWH, users almost never retrieve one row at a time, whose
questions often need hundreds or thousands of rows to be retrieved and analysed
[118]. Therefore, it is necessary to establish DWHs for managing integrated busi-
ness data and supporting strategic decisions for an organisation.
1.1.2 Data Warehouses
In an organisation, data can be generated from diverse services and allocated to
different departments. When conducting analysis at an organisational level, it is
necessary to extract these heterogeneous and multiple data sources, then provide
consistent information for different purposes. Thus, a centralised repository is
required to maintain and manipulate multiple sourced data with a consistent for-
mat. A DWH is the conglomerate of all sub-source systems within the company
and that information is always maintained with the dimensional model [119]. A
DWH is a subject-oriented, integrated, non-volatile and time-variant collection of
data that provides capabilities for decision-making [99, 281]. It has the ability to
collect data from different data sources, which provides a single, complete and
consistent store of data and makes it available to end users in business activities
[58]. With more than 20 years’ development and evolution, it has become the
core of the modern system for decision-making, extracting and integrating infor-
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mation from various and heterogeneous data sources for analysis to enhance the
users’ knowledge of businesses [73]. This centralised data system governs and
maintains data for analysis to meet an organisation’s requirements. It normally
contains historical, current even real-time data, and the analytic output can indi-
cate business trends and perform further data mining in different fields, such as
agriculture [1], social media [93], insurance [119], healthcare [272] and others.
1.1.3 Data Warehouse Development
DWHs are continually developed in order to address diverse requirements and
challenges faced at different stages. Before the big data era, DWHs normally
addressed size-controlled and structured data [113]. Conflicts arise between in-
creasing data analysis requirements and arduous operational transactions. Ini-
tially, operational databases acted as omnipotent systems to provide operational
and analytical services, or DWHs were developed in the same place as the opera-
tional databases, such as the virtual DWH [58]. This affects the performance and
speed of the operational databases, as it retards the running of the business ac-
tivity. Alternatively, DWHs’ functions or locations are gradually separated from
operational databases in order to provide efficient query-response abilities with a
lower influence from operational business transactions for following systems such
as data marts (DMs) [86]. Furthermore, in order to cover enterprise-wide data for
advanced analysis, they are designed to extract and integrate data from multiple
sources, then save data in centralised repositories [64]. At this stage, DWHs are
managing and manipulating structured data extracted from DBMSs. In order to
better organise data and less convert data, these DWHs are established on DBMSs
(e.g. Oracle and DB2) such as [58, 97, 99], which are referred to as traditional
DWHs in this research.
Nowadays, data is growing explosively, and such data is usually referred to
as big data with 5V characteristics [55]. In particular, unstructured data occupies
a large portion of data volumes. This type of data drives the innovation which
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should be desired if advanced or further analysis is necessary, as it contributes
90% of information [123, 182], including social media text, audio, video, sensors,
and click stream data, etc. Meanwhile, the traditional DWH systems described
above are inefficient and are even unable to scale and handle this exponentially in-
creasing unstructured data [182]. In order to address big data challenges, DWHs
have become innovative and have been extended with state-of-the-art technolo-
gies, via which big data platforms or concepts (e.g. Hadoop and Hive) are em-
ployed to establish DWHs with large-scale and high-speed processing capacities
[242].
In addition, as an emerging centralised data repository, the data lake (DL) is
used to address big data issues. There are different descriptions and understand-
ings between DLs and DWHs. DL systems are designed and developed to provide
solutions for solving big data issues with a loose schema repository for raw data
and a compatible interface for further data analysis [79]. A data lake is normally
established to manipulate high throughput of unstructured data with large volumes
rather than the a DWH which mainly addresses structured data [155]. It has the
ability to capture and maintain various types of raw data at a low cost, operate
transformations on the data, define the schema at the time when it is needed, per-
form new types of data processing and conduct ad hoc analysis based on specific
cases [48]. It more serves for the most highly skilled analysts to explore data.
According to the literature, a DL can not only be applied to manage data solely,
but can be associated with a DWH. The DL and the DWH provide a synergy of
abilities to provide diversified services and deliver accelerating responses [48].
Hence, they work together to present their competences. This combination en-
ables people to deal with enormous and multiple-source data with different types
of formats and granularities.
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1.1.4 Data Warehouse Architectures
DWHAs are established synchronously along with the progress of DWHs to sup-
port DWHs and synthesise other components together for data analysis. DWHAs
have different descriptions and interpretations in the literature. A DWHA is an
assembly which is comprised of all components, including a DWH as the main
part [195]. The main areas include data acquisition, data storage and informa-
tion delivery. It is composed of different types of layers, which are identified
as having three distinct patterns: the single-layer, two-layer and three-layer [58].
Wrembel [276] asserts that the DWHA is constructed to gather and integrate data
extracted from multiple heterogeneous, distributed, and autonomous external data
sources, as well as to provide services for advanced analysis. The major com-
ponents of the architecture include the following: an external data source layer,
an extraction-transformation-loading (ETL) layer, a data warehouse layer and an
OLAP layer. According to [99, 119], there are two main approaches (top-down
and bottom-up) in relation to establishing DWHAs in practice. In the top-down
approach, a centralised DWH is developed first, then dependent DMs are built for
individual departments. However, in the bottom-up approach, DMs are built first
then the DWH is created by combining these DMs.
1.1.5 Data Warehouse Architecture Development
The evolution of DWHAs occurs along with the development of the DWHs’ road
map, as they support and serve DWHs to achieve goals from an architectural per-
spective. DWHAs can be built on different types of environments or systems to
organise and manipulate data. Initially, DWHAs are based on DBMSs to build
DWHs, which manipulate and store limited sizes of structured data [44]. These
systems (e.g. Oracle and DB2) have been utilised for a long period of time to es-
tablish and maintain DWHs [58, 97], as they enable users to store and retrieve data
from multiple tables with complicated join queries. During this time, different
types of DWHAs are designed in order to meet frequently changed requirements,
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which can be categorised and summarised by investigating them from different
perspectives. For instance, DWHAs can be categorised into three different types
(the one-layer, two-layer and three-layer) [58]. They can be divided into five dif-
ferent types based on the relationships of the components, including the indepen-
dent data marts architecture (IDMA), data mart bus architecture (DMBA), hub-
and-spoke DWHA (HASA), centralised DWHA (CDWA), and federated DWHA
(FDWA) [19].
DWHAs are extended to the big data environment, as large-volume, complex,
growing and autonomous data sets need to be manipulated [43, 277]. For instance,
Yang and Helfert [279] build a DWHA that is similar to three-layer DWHA but
based on a big data platform. Thusoo et al. [241] implement a big DWH on big
data platforms having the ability to store and process extremely large data sets on
multiple nodes, which can be queried by SQL-like languages. In addition, emerg-
ing architectures with DLs are created and built in the big data context. Pasupuleti
and Purra [182], meanwhile, point out that there are multiple interpretations of
the DLA involving several factors (e.g. the type of data ingestion, structured data
storage, the ability to search for data, etc.). These architectures (Big DWHAs
and DLAs) cannot be slighted and have been accepted by a number of companies
(e.g. IBM, Apple, eBay, LinkedIn, Yahoo, Facebook and PWC) [93, 228, 239].
Therefore, when discussing architectures in big data environments, only the ar-
chitectures with DWHs or both DWHs and DLs are considered in this research.
1.2 Motivation
As discussed above, DWH projects undergo different situations and should fulfil
various requirements. It is necessary to better interpret and understand DWHAs
through evaluating their features in relation to choosing a suitable one or improv-
ing their services. If evaluation can be simply conducted and evaluated results can
be easily understood, these will benefit people to efficiently evaluate DWHAs,
even they are not the experts in this domain. However, previous research studies
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do not provide an efficient method by which to evaluate DWHAs. This motivates
to provide an explicit and efficient method for DWHA evaluation. In order to
conduct the evaluation from inward and outward perspectives, this research in-
tends to output a method in which different types of features are interpreted and
measured to comprehensively evaluate DWHAs. These features evaluated in this
method should be reliable, critical, frequently adopted and widely accepted in the
domain of DWHAs. This method is briefly designed as follows. Firstly, DWHAs
are modelled to better describe their components and structures. It is beneficial to
extract features via observing the modelled DWHAs, then evaluate them through
this method. The evaluated results should be generated with less expert support
and ambiguity. This research should facilitate academia and industry in relation
to DWHA investigations, modelling, evaluation and differentiation from a feature
perspective.
1.3 Problem Statement
When discussing DWH projects, there is interest in a wide range of aspects, as
various projects are at different stages of their life circle. Hence, it is necessary to
discuss various situations and problems of a DWH project under different stages
before designing the evaluation method. There are three broad phases identified
by reviewing the literature, which are described as follows.
1.3.1 Design and Development
In the phase of designing and developing a DWH project, different organisations
may have different requirements and circumstances, which require different ar-
chitectures to achieve their goals. For example, an organisation with a simple
operational system and basic data analysis demands may not need a complicated
enterprise-wide DWHA, especially with a limited time and budget. A virtual data
warehouse architecture (VDWA) may fulfil its requirements, as it has intrinsic
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preponderances and is easy to build [181]. Conversely, an international enter-
prise with heterogeneous internal and external massive data sources may need a
more sophisticated architecture, as an simplified architecture (e.g. VDWA) cannot
cover all of its requirements. In this case, an enterprise-wide DWHA (e.g. HASA)
should be designed and developed, as it has the ability to gather and centralise data
from multiple sources [19]. These situations are discussed in previous research,
and they are vital to the success of a DWH project. Laney [126] states that the
architecture selection is one of the key factors influencing the success of a DWH
project. Strange and Friedman [230] identify the architecture selection decision as
one of the five problem areas associated with DWH projects. During the selection,
it is essential to evaluate potentially suitable DWHAs in order to systematically
measure their differences and characteristics.
1.3.2 Maintenance and Melioration
After a DWHA is established, the emphasis is converted from development to
operation. In this phase, some issues may occur to affect the performance of de-
livering, manipulating or analysing data. For instance, ETL is a set of processes to
extract, transform and load data from multiple sources to DWHs. These processes
must be finished in a certain period of time before DWHs are available to end
users again. Thus, it is necessary to meliorate their execution time [222]. If the
full loading strategy is used for refreshing new data, it may inefficiently load all
records including old or already loaded records, it is necessary to develop an effi-
cient way for loading to reduce the execution time. The delta/incremental loading
can be an option to optimise these processes. This kind of issue is sometime not
easy to identify in practice. For instance, several interviews are conducted to dis-
cuss issues with IT managers who maintain or operate DWH systems in different
departments. Their DWHs take a long time for loading data from operational sys-
tems. After evaluation, the full loading strategy is identified for daily data loading,
while the delta loading strategy should be leveraged to speed up the refreshment
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process. As for a shortage of documentation and some other reasons, these issues
cannot be easily realised.
1.3.3 Migration and Discarding
Migration focuses on the aspect of hardware perspectives, which discards previ-
ous components or the whole architecture, then upgrades components or migrates
to a new architecture and the legacy architecture may be discarded. However, the
melioration discussed above is more related to meliorating current DWHA with-
out hardware changes. In the business environment, the requirements are normally
changed due to new competition or business services. For example, in the big data
era, new platforms and techniques can be leveraged to manage and manipulate
different types of data in order to further analyse potential information which is
valuable to generate strategies by analysing big data. However, traditional DWHs
built in DBMSs are not adept at addressing explosively increased data [182]. If
a company’s DWH system is built in a traditional environment and it intends to
upgrade some components or migrate to a big data DWHA, this situation is sim-
ilar to the situation mentioned above, but it can use more advanced DWHAs to
improve the current system with stronger capacities. This issue is rarely discussed
in academia, while it is explored in the industry, where some methods and plat-
forms can be found to address this issue such as [193, 238]. Before migration,
it is necessary to identify which components or DWHAs should be selected from
candidates, so evaluation should be conducted to select a suitable one.
1.3.4 Discussion
It is necessary to evaluate DWHAs in order to investigate their details and select
a suitable one when designing and building a DWH. However, some DWHAs
are difficult to distinguish as they have similar structure and provide similar ser-
vices to end users. For example, CDWA and HASA are very similar from an
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architectural perspective, and they are able to extract and integrate data from mul-
tiple sources to provide enterprise-wide compatible data for end users. If using
modelling languages to describe them, it is easy to identify differences between
them and help even individuals without rich background knowledge of DWHAs
to understand and make suitable decisions. In addition, when a legacy DWHA
has some undetectable issues or cannot fulfil its mission as requirements are in-
creased, it is necessary to evaluate DWHAs to uncover issues and identify how to
meliorate or migrate the current architecture with new components, or even new
architectures. Some issues (e.g. loading and data flow issues) are not easily or di-
rectly recognised from the surface by observing the modelled DWHAs explained
above. More complicated and underlying investigations (e.g. evaluating data flow
or throughput) should be conducted to discover these issues and further provide
solutions to solve them.
The DWHA migration is another strategy by which to meliorate, but involve
more thorough improvements from physical or hardware-oriented perspectives.
For instance, if the legacy DWHA intends to improve its ability to address un-
structured data, the current system may need to migrate to a state-of-the-art plat-
form. In this case, limited improvements can be made by upgrading the system
in relation to software aspects. It is easy to identify differences or improvements
by modelling architectures and measuring their performances from different per-
spectives.
DWHAs may need to be outwardly and inwardly evaluated in order to iden-
tify issues. Some previous studies have investigated DWHAs based on various
features [20, 136, 266]. The problem is that most of the features are chosen based
on researchers’ perceptions. Different individuals may propose disparate features
and inadequate rationales are given for why these features are chosen to evaluate
DWHAs, in addition to how they are extracted. Besides, most of these methods
require experts during the evaluation, which is time-consuming and exorbitant in
this process. The results are subjective or biased as different people may have dif-
ferent understandings of DWHAs. The results proposed in these studies are brief
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and abstract without adequate diagrams or concrete information enabling people
to better understand them.
1.4 Challenges and Objectives
Following decades of development, a great number of DWHAs with various com-
ponents and characteristics in a diversity of environments have been developed
to match diverse requirements. In addition, as discussed above, even in a DWH
project, it may undergo different phases and situations during its life cycle. These
DWHAs and different phases challenge and complicate the investigation and eval-
uation of DWHAs. It is time-consuming to investigate all of them. In order to
intuitively describe DWHAs, this research intends to directly present DWHAs
by using a modelling language to further facilitate the investigation and evalua-
tion of their features (e.g. components, characteristics, performances, etc.). These
modelled DWHAs are input into the method which, subsequently, output the eval-
uation results. This method should be efficiently executed without much support
from experts, and results should be explicitly shown without much ambiguity. Al-
though the outline or road map for solving this problem is explained above, some
challenges can be addressed during the conducting of this research, which are
summarised as follows:
• How to properly present DWHAs in a consistent way via a modelling lan-
guage for investigating and evaluating their features;
• How to identify reliable and critical features derived from these DWHAs
leveraged in different situations or with different components for different
purposes;
• How to investigate DWHAs explicitly and efficiently by modelling them
and measuring their features in order to output obvious evaluated results
with less expert support and ambiguity.
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Therefore, the objectives of this research cover two aspects. Firstly, it will
generate a method as a theory to systematically present and evaluate DWHAs by
investigating and measuring reliable and critical features. This method should
facilitate DWHA evaluation in different phases or situations of DWH projects,
which should be executed with less expert support during the evaluation processes
and provide less ambiguous results. This method should be examined both from
industrial and academic perspectives. It is important to ensure the validity of this
method and the reliability of the results generated by this method. In addition,
it should be examined and demonstrated in the presence of people from indus-
try and academia who can offer feedback for iteratively upgrading this method.
Therefore, the objectives of this research are summarised and listed below:
• Creating a scientific method with abundant theoretical evidences supported
to systematically evaluate different DWHAs by measuring reliable and crit-
ical features;
• Reducing the need for interpretation from experts and simplifying the pro-
cesses of conducting the evaluation of DWHAs using this method in real
DWH projects;
• Examining the concepts, processes and results of this method and demon-
strating them to people from industry and academia in meetings, workshops
or conferences;
• Providing clear and less ambiguous results to directly present the DWHAs
by graphically modelling their architectures and measuring in detail some
of their features together.
1.5 Hypothesis and Research Questions
To address the challenges and achieve the objectives, a hypothesis and a main
research question with three sub-research questions are proposed below.
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Hypothesis: Data warehouse architectures can be evaluated by feature
modelling and measurement to reduce the ambiguity of results and the need
for interpretation from experts.
The general processes of this method for how to evaluate DWHAs are de-
signed as described in figure 1.1 below. Firstly, it involves modelling and ex-
tracting features from organisational requirements which should be achieved or a
DWHA which needs to be evaluated, then inputting into the feature framework
concerning reliable and critical features. These features are further divided into
sensitive and insensitive features for evaluating this DWHA from different per-
spectives, finally the evaluated results are output along with some diagrams to
profile this DWHA. In terms of the feature framework, the sensitive features are
used for measuring the characteristics which can easily be affected, while the in-
sensitive features refer to some components where their changes cannot easily be
affected. In other words, the sensitive features focus more on the internal or in-
ward characteristics of a DWHA’s performances (e.g. data flow and throughput),
while the insensitive features are more related to the external or outward appear-
ances of DWHA components (e.g. ETL and DM).
Figure 1.1: The brief processes of the evaluation method
In order to prove the hypothesis, the main research question is proposed below,
which synthesises the concerns of the objectives. The method developed for this
research should have the ability to address this question.
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Main research question (MRQ): What features are reliable and critical to
explicitly and efficiently evaluate modelled data warehouse architectures?
As this MRQ is complicated and difficult to answer directly, it is divided into
three sub-research questions (SRQs). By researching and answering these SRQs,
the MRQ can be answered simultaneously. They are individually presented and
explained below. The first SRQ and two aspects are presented below, which focus
on investigating different types of DWHAs. As there are a vast number of DWHAs
which can be found in the literature, it is necessarily to analyse and generalise
them to identify their differences and similarities, then summarise how many types
of representative DWHAs should be considered in this research, the details are
described in chapter 4.
Sub-research question 1 (SRQ 1): What are representative types of data
warehouse architectures and how can these be described?
• How to collect and identify data from multiple sources referring to DWHAs;
• How to systematically describe and identify these representatives from a
vast number of DWHAs.
This research is aimed at evaluating DWHAs from a feature perspective, so the
DWHA and feature are two critical topics being considered. The first SRQ places
emphasis on the DWHA, then the second SRQ focuses on analysing what reliable
and critical features should be determined. These features should be frequently
adopted and widely accepted in the domain of DWHAs. The method of how to
identify these features is explained in chapter 5. They should be also discrimi-
native to present and evaluate DWHAs. As discussed in the following chapter,
a diversity of key or typical features are extracted and demonstrated in table 2.2
based on previous research studies. They reflect different aspects, components,
functions or performance of DWHAs. For instance, the ETL feature is more re-
lated to a component in DWHA to extract data from data source, transform and
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load it into DWH systems, while the direct cost or indirect cost focus on financial
or business aspects. This research concentrates on the features referring to dis-
criminatively present and measure DWHs from the architectural perspective for
evaluation, which is concretely explained in section 6.1.
Sub-research question 2 (SRQ 2): What reliable and critical features can be
used to describe and evaluate data warehouse architectures?
• How to derive and distinguish reliable and critical features out of various
potential features from miscellaneous DWHAs in different circumstances;
• How to describe and interpret these features for further DWHA description
and evaluation.
After representative DWHAs and features are identified as the outputs to an-
swer the first and second sub-research questions, it is necessary to consider how
to synthesise and measure them for the purpose of evaluating DWHAs. Hence,
the third SRQ is proposed below, which is the main part to design and develop
the evaluation method. The details are explained in chapter 6. Besides, the ex-
plicit and efficient characteristics of this method should be evaluated, which is
conducted in chapter 7.
Sub-research question 3 (SRQ 3): How should these features be organised
and measured in order to explicitly and efficiently describe and evaluate data
warehouse architectures?
• How to design the method and its processes to describe and measure these
features for the DWHA evaluation;
• How to explicitly and efficiently evaluate DWHAs to generate clear results
and require less expert support.
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1.6 Contributions
This research develops a methodology to explicitly and efficiently evaluate mod-
elled DWHAs by measuring reliable and critical features. The contributions are
summarised and listed from both academic and industrial perspectives.
Academic Contributions:
• It proposes a method to extend the knowledge of identifying typical DWHAs.
• It implements a method to contribute the knowledge for generating reliable
features and relevant sub-features.
• It develops a feature-based modelling and evaluation method supported by
the two methods results to generate theories for systematically benchmark-
ing DWHAs.
Industrial Contributions:
• A DWHA classification model is pro-posed with four levels and the nine
typical architectures based on the literature.
• A taxonomy of DWHA features is produced with four levels for different
purposes.
• Modelled DWHAs, framework, tables and radar charts are designed to ex-
plicitly demonstrate the evaluated DWHAs.
1.7 Thesis Structure
This research is guided by the design science research methodology (DSRM),
combined with the concepts and techniques of qualitative and quantitative re-
search methodologies. Hence, the chapters of thesis are organised according to
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the main concepts and processes of design science. The remaining contents of the
thesis are structured as follows:
Chapter 2 describes literature reviews in relation to DWHs, DWHAs, DWHA
features and the methods adopted for evaluating DWHAs, illustrating the detailed
background of the progress made in this domain. It provides in-depth analysis of
different aspects to explain the current situation and problems faced in the area of
DWHA evaluation. Chapter 3 introduces different concepts, theories, techniques
and research methodologies which are beneficial to systematically conduct this
research, then explains how to select some of them and adapt to this research.
Chapter 4 and chapter 5 investigate DWHAs and features based on the data
collected from the literature, which provide materials (e.g. representative DWHAs,
reliable and critical features) to generate the method for DWHA evaluation. These
two chapters investigate DWHAs and features in depth based on scientific meth-
ods and techniques (e.g. systematic literature review, TextRank, Word2Vec, etc.),
aiming to address and answer SRQs 1 and 2, respectively.
Subsequently, in chapter 6, the method is designed and developed based on
the results generated in chapter 4 and chapter 5. This chapter partly answers
SRQ 3 concerning how these reliable and critical features are operated to evaluate
DWHAs, focusing on organising these features and enabling them to cooperate.
In chapter 7, this method is executed and assessed to examine if it achieves the
objectives. The concepts of multiple case studies and empirical research are lever-
aged to comprehensively test this method in different situations. This chapter aims
to answer SRQ 3 regarding the explicitness and efficiency of this method.
Chapter 8 concludes this research and the contributions to prove that this re-
search achieves the objectives and answers the MRQ. It analyses the limitations
and challenges of this research, and provides an outlook on future research. In
order to present an overview of this research, the following table demonstrates the
main focus, the methods and techniques applied, along with the results gained in
each chapter associated with the MRQ and SRQs.
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Table 1.1: Overview of this research
Chapter
MRQ or
SRQs
Content Output
1 -
Background of DWHs &
DWHAs, problem
statement and motivation
Objectives and research
questions
2 -
Related work on DWHs
& DWHAs, features and
DWHA evaluation
methods
DWHAs in different
circumstances,
summaries of features
and evaluation methods
from previous research
studies
3 -
Importance of research
methodologies in
research, investigation of
different research
methodologies and
literature review
methods
The DSRM is chosen to
underpin this research
4 SRQ 1
Design and development
of a method with
systematic processes and
algorithms for DWHA
classification
A systematic
classification method
and a DWHA
classification model with
a hierarchical structure
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Chapter
MRQ or
SRQs
Content Output
5 SRQ 2
Designing and
developing a method
with systematic
processes and algorithms
for identifying reliable
and critical features, in
addition to generating a
taxonomy based on these
features
A method to identify
features and generate
taxonomies, reliable and
critical DWHA features,
a DWHA feature
taxonomy
6 SRQ 3
Designing and
developing a DWHA
evaluation method with a
feature framework
A method with
systematic processes to
evaluate DWHAs based
on modelled features
7 SRQ 3
Assessing this research
in multiple case studies
and empirical research
Results of assessment
8 MRQ
Discussing contributions
made by this research,
analysing limitations and
the future work of this
research
Contributions,
limitations and future
work
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2 Literature Review
For the sake of further clarifying objectives and problems, this chapter reviews
related research studies on DWHs, DWHAs and features. There are different
interpretations of these concepts found in the literature. By analysing and sum-
marising these theories, some definitions are proposed and used in the present
research. In addition, this chapter also investigates the literature for preparation of
solving SRQs in following chapters. For answering SRQ 1 in chapter 4, some ar-
chitecture classification methods in previous research are summarised to identify
the current situation for better designing the DWHA classification method. For
answering SRQ 2 in chapter 5, the key or typical features are extracted from lit-
erature and further analysed the issue. Subsequently, the taxonomy methods and
related literature review methods are explained in order to well organise features
into a taxonomy. For answering SRQ 3 in chapter 6, some methods relating to the
evaluation of DWHAs and other IT architectures in previous research studies are
investigated, which assists the identification of current situations and benefit the
development of the evaluation method.
2.1 Data Warehouses
DWHs may adopt various roles in different circumstances. For instance, before
putting data into DWHs, it may be located in different locations with heteroge-
neous formats which provide inconsistent information to end users. Thus, an or-
ganisation needs a systematic channel to maintain and manipulate its data with
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a mutually agreeable format for supporting decision-making. DWHs gather raw
data from various sources and provide consistent data for end users [58]. They
may extract data from other decision-making systems to extend the ability of
providing more data supported services. For instance, Kimball and Ross [118]
describe how DWHs extract data from DMs with conformed dimension tables
to combine these separated marts. These conformed dimensions enable facts to
be organised and presented in the same way across multiple marts to generate a
uniform data format at the enterprise-wide level. DWHs may help other systems
to achieve advanced or extra services. For instance, Dedi and Stanier [54] note
that a DWH is a system used for reporting and data analysis, and it is considered
as a core component to provide data for business intelligence (BI) systems. In
other words, consistent data should be retrieved from a DWH when the following
systems need to conduct data analysis.
2.1.1 Data Warehouse Definition
As discussed above, DWHs play different roles and present diverse capabilities.
Thus, they may be understood and defined with different patterns. To further
investigate and analyse the definitions proposed in different circumstances, [58,
99] describe a DWH from a data perspective, in which data should be collected
and integrated in a consistent format under special characteristics (e.g. subject-
oriented, time-variant, etc.). Dedi et al. [54, 118] consider components in a DWH
system, unlike previous definitions, DMs are the main components needed to form
a DWH and the BI system is one of main components to provide services for end
users. Dedi and Stanier [54] place an emphasis on the functions and following
systems (e.g. BI) with lesser emphasis on DWHs, whereas these definitions do not
adequately describe the DWH development track, and new DWHs have emerged
in recent years.
DWHs are continually evolving in order to address a spectrum of requirements
and challenges. Initially, DWHs were developed in place of operational systems
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such as the virtual DWH [58]. They gradually separated from operational sys-
tems to provide efficient query and response abilities with less of an influence
from daily operational business transactions for individual departments such as
the DM [86]. In order to address data analysis especially at the enterprise level,
they are designed to extract and integrate data from different systems, then pop-
ulate it into DWHs [64]. In the big data era, data is explosively generated and
new requirements are required to acquire more valuable information by analysing
more data. With these requirements to be achieved and emerging technologies to
be applied, DWHs are developed and extended to Big DWHs and DLs with less
integrated and formatted data but more flexible and efficient analysis [93, 101].
This research analyses the previous definitions and interpretations, and considers
the development track of DWHs from operational database to Big DWHs and DLs
which is concretely discussed in 1.1.3. The definition of the DWH is extended and
applied in the present research, which is described as follows.
A data warehouse is a system to physically or logically collect, manage and
manipulate data providing valuable information for decision-making and data
analysis.
2.1.2 Data Warehouse Representations
When developing DWHs, they can be categorised into two main patterns: top-
down and bottom-up. These two representations are proposed by Bill Inmon [99]
and Ralph Kimball [119], respectively, and they are widely accepted in this do-
main. These two concepts are frequently used in different projects to design and
develop DWHs depending on their requirements and situations. The sections be-
low discuss the details and differences of these concepts.
2.1.2.1 Top-down Data Warehouse
In a top-down DWH, data is extracted from a single source or multiple sources and
loaded into a DWH in which data is integrated and pre-processed to a consistent
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format. DMs retrieve data from this DWH for different purposes. Therefore, this
DWH system maintains data flows from data source to DMs through the DWH
and two ETL systems. In this situation, the DWH is firstly designed and devel-
oped, then DMs are developed and should retrieve data from this DWH [110].
As most of the data quality issues and pre-processes have already been solved
in the first ETL, data in the DWH is cleansed, integrated and consistent. There-
fore, the second ETL focuses more on preparing and further formatting data for
different DMs, putting less effort on data quality and integration issues. As it is
time-consuming to design and develop this DWH, and DMs cannot be queried
before the DWH is ready, this representation needs more time to provide data and
services for end users [137]. However, the DWH is a hub or centralised repository
to provide consistent data to fulfil enterprise-wide requirements.
2.1.2.2 Bottom-up Data Warehouse
In a bottom-up DWH, data is extracted by a ETL system from a single source or
multiple sources. The difference is that the extracted data is loaded into the corre-
sponding DMs. After this process, data from these DMs is extracted, transformed
and loaded into a DWH. Therefore, in this system, the data flow is opposite com-
pared with the data flow in the top-down DWH. Data flows from data sources to
DWH via DMs and ETLs [46]. Thus, DMs are firstly designed, developed and
populated to achieve concrete and specific requirements for different departments
or ad hoc analysis. The first ETL makes the most effort to cleanse data quality
issues and prepare data for DMs, while the second ETL focuses on managing and
responding to requests from the DWH. When DMs are built and loaded, they can
be queried by end users for data analysis even when the DWH is still unavailable,
so this type of DWH can provide services earlier than the top-down DWH [110].
However, in order to prepare enterprise-wide data for the DWH, the data in their
dimension tables need to be conformed, which allows data in these DMs to be
linked together [119]. In addition, this DWH may need to retrieve data from mul-
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tiple DMs for a query, so it may be complicated and time-consuming to provide
enterprise-wide data for end users.
(a) The top-down DWH (b) The bottom-up DWH
Figure 2.1: Two typical representations of DWHs adapted from [99, 119]
2.2 Data Warehouse Architectures
DWHs need to rely on architectures and other components assisting them to solve
data quality issues, manipulate, integrate and transfer data. DWHAs are developed
synchronously along with DWHs. The correlational literature shows that the defi-
nition of the DWHA has different explanations and interpretations. Ponniah [195]
points out three main parts of DWHAs based on different types of data involved.
Devlin and Cote [58] classify DWHAs into three sub-architectures based on dif-
ferent data layers. Wrembel [276] describes data in a DWHA and summarises
the four layers based on the data flow of a DWHA, which clearly explains the
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data and components of the DWHA. There is another concept (data warehousing)
which is similar to DWHA. Widom [267] states that data warehousing encom-
passes architectures, algorithms and tools for bringing together selected data from
multiple databases or other information sources into a single repository. As can be
observed, the DWHA focuses more on organising components related to a DWH
and their relationships. Data warehousing involves architectures but places greater
emphasis on the process of building a DWH project. Therefore, this concept is not
involved in this research.
2.2.1 Data Warehouse Architecture Definition
The present research intends to investigate and evaluate DWHAs through mea-
suring their features. Besides, it considers the following circumstances. When
more data is required, source data may be extracted from internal, or even exter-
nal, sources. DWHAs may need to manage and address big data, in which data
may be unstructured. In order to address the unstructured big data challenges,
DWHs can be built with state-of-the-art technologies. For example, the big data
platforms or concepts (e.g. Hadoop and Hive) are leveraged to build DWHs with
high-speed processing capacities [242]. In terms of the definition of DWHAs,
the descriptions proposed by [58, 195, 276] discuss DWHAs from different per-
spectives. However, previous research studies have not adequately emphasised
architectures referring to circumstances discussed above. Therefore, based on the
previous interpretations and present intentions, a new definition of the DWHA is
proposed and applied in this research, which is described below.
A data warehouse architecture is a principled system with fundamental
properties and rational relationships to manipulate, manage and analyse data
from internal, and even external, sources with various formats, which may
include the source layer, ETL layer, data storage layer and data presentation
layer.
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2.2.2 Architectures with Different Representations
DWHAs can be represented with different patterns to meet changeable require-
ments. By analysing DWHAs from different perspectives, they can be sum-
marised and classified into three scenarios described below, which can aid further
identification and the ability to determine the scope of the DWHAs being investi-
gated and evaluated in this research.
2.2.2.1 Architectures Based on the Number of Layers
In terms of the layers of DWHAs, they can be divided into three classifications:
single-layer DWHA (real-time layer), two-layer DWHA (real-time layer and de-
rived data layer) and three-layer DWHA (real-time layer, reconciled data layer and
derived data layer) [58, 97, 219, 279]. The primary mechanism of the single-layer
(real-time layer) involves all data sets being stockpiled only once [99]. In other
words, an operational system and a DWH system share completely identical data
which is stored in the same place. The two-layer architecture adds a derived data
layer which enables operational and informational requirements to be fulfilled
separately. The three-layer architecture is comprised of a real-time data layer, a
reconciled data layer and a derived data layer [97]. It has a reconciled layer as the
new layer, compared with the two-layer architecture. This new layer cleanses and
integrates operational data sets and saves them together in a consistent format.
2.2.2.2 Architectures Based on Components
When investigating DWHAs from a component perspective, they can be charac-
terised into five predominant architectures: IDM, DMB, HAS, CDW, and FDW
[218]. These five architectures are comprised of different types of components
which include primary portions to provide basic functions such as ETL, data ware-
houses, data marts, etc. Although other architectures (e.g. hybrid) are mentioned
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in the literature, they tend to be variations on these five [18, 216, 261]. Ariyachan-
dra and Watson [19] conduct a web-based survey involving companies ranging
from small (less than $10 million in revenue) to large (in excess of $10 billion).
Most of them are located in the United States (60%), covering a variety of indus-
tries. Matouk and Owoc [147] conduct a similar survey which collects data from
some firms listed in the Warsaw Stock Exchange. The ranks of these DWHAs are
the same in both surveys. The HAS occupies the broadest domain, followed by
the DMB, then by the CDW, IDM, and finally the FDW.
2.2.2.3 Architectures Based on Big Data
Kimball and Ross [118] point out several limitations of DWHAs built on DBMSs
and advocates an alternative in which DWHAs can be built on MapReduce/Hadoop
to solve big data issues. Thus, it is necessary to consider big data issues when de-
signing and developing DWHAs in order to fit the demands in the future. Many
correlational studies establish DWHs in the context of big data [210, 211, 278,
290]. In addition, from the literature, there are some DWHAs with DLs, which
are built on big data platforms to manipulate data for advanced analysis. Based
on [48, 101, 182], the relationships between the DWH and DL in these architec-
tures can be summarised as involving two situations. The first is a DL fed by
a centralised data warehouse. It can be used in a company which already has a
legacy-centralised DWH and attempts to build a DL for the purpose of meeting
further requirements. The second is a DWH fed by a DL. This architecture is suit-
able for optimising the legacy DWH data flows. It can be used to extend the DWH
to meet advanced requirements.
2.2.3 Data Warehouse Architecture Classification
As DWHAs have different presentations, in order to systematically investigate
their characteristics and structures, it is necessary to identify their similarities and
differences, which is beneficial for gaining insight into these DWHAs in relation
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to further research. Therefore, the sub-sections below explain current classifi-
cation situations, different terminologies of Classifications and methods used to
classify DWHAs.
2.2.3.1 Data Warehouse Classification Situation
With decades of evolution, DWHAs have been developed and extended to a vast
number of derivatives in different circumstances. In order to investigate them,
it is necessary to classify them for analysing insight into their relationships and
differences. A classification is a fundamental mechanism for structuring knowl-
edge [259]. It can be defined as the action or result of systematically distributing,
allocating, or arranging things in a number of distinct classes based on their char-
acteristics or relationships, or it is a category of something belonging to [177].
Although there are some ad-hoc studies on DWHAs investigation and classifica-
tions, these studies do not provide adequate reasons or methods on how to clas-
sify them. There is still a lack of a systematic method to build up an evidence
supported classification with concrete steps of how they are classified. Besides,
data is explosively generated in the big data era. More emerging architectures and
technologies are established to manipulate and manage data in this domain. It
is therefore valuable to systematically revisit and classify previous and emerging
architectures under a method.
2.2.3.2 Different Terminologies of Classifications
In order to fully collect and investigate previous classification methods, it is nec-
essary to identify them which may be presented with synonymous terminologies.
The concept or theory of classification is applied in a wide spectrum of domains
and disciplines in different domains. For this reason, diversified terminologies
regarding classification are used in different research studies. For example, the
terms “framework”, “typology”, “taxonomy” and “clustering” can be employed
in the process or at the results stage of classifying objects [61, 166].
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In terms of the framework, it is an approach to understand the research within
a body of knowledge through a set of assumptions, concepts, values and practices
[217]. It is a synonymous expression of the classification to organise knowledge
within a well-structured pattern for better understanding. The typology is the
study of analysis or classification regarding types or categories [151]. It is another
phraseology of the classification, and can be used interchangeably to refer to the
same thing in different ways in a topic, e.g. [180]. The taxonomy can arrange
concepts with regard to relationships in order for them to be clearly presented and
applied by researchers [148]. It can facilitate the process of mastering the sci-
ence behind design principles of observed artefacts [269]. This term is originally
derived from biological science and provides a rigorous and typological structure
supporting further work or research. The concept of the clustering has been in-
troduced and applied to classify objects for the last decades [26]. It groups or
distributes unclassified or unlabelled objects into different clusters with system-
atic and algorithmic analyses based on their dimensions or affiliations [3].
2.2.3.3 Data Warehouse Architecture Classification Methods
Regarding the related literature on DWHA classifications, there are some research
studies, but the focus as being less on the processes or methods of generating
these classifications. Therefore, it is necessary to review the previous research
into classifying architectures in the domain of information systems (IS) with the
terms (classification, framework, typology, taxonomy and clustering) discussed
above to identify related studies. These studies can provide references to design
and develop the method for DWHA classification in this research.
Tang et al. [235] recognise the need for and the importance of classifying
enterprise service-oriented architectures for the improved design of IS, satisfying
business requirements and reducing enterprise IT complexity and cost. In their
research, these architectures are classified into six sub-styles based on the domain
model and the abstract model. Aier et al. [4] are based on an exploratory em-
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pirical analysis to classify three different enterprise architecture scenarios using
the hierarchical clustering algorithm. Lantow et al. [130, 233] propose a system
and a framework, respectively, to analyse and classify different enterprise archi-
tectures based on dimensions, which benefits managers in easily making decisions
as regards selecting enterprise architectures and identifying possible directions for
future research in this domain. Pruijt et al. [200] generates a typology to spec-
ify and exemplify responsibilities in each layer of the software architectures from
different perspectives, which provides an overview of responsibility types and al-
locations in the software of business IS and enhances the analysability, reusability
and portability of the system. Dukaric and Juric [60] propose a unified taxonomy
of IaaS (infrastructure as a service) architectures based on their fundamental com-
ponents for analysing and classifying them into ordered categories or layers, and
applying this taxonomy to design an IaaS architectural framework. Zhang et al.
[284], meanwhile, create a new hybrid algorithm based on weighted and directed
class as the fundamental entity for clustering, which is for object-oriented soft-
ware architecture recovery. The methods proposed in these research studies are
tailored to certain circumstances or are empirical in order to configure dimensions
for architecture classification, which are illustrated in table 2.1 below.
Table 2.1: Some architecture classification methods
Research Terminology Sub-domain Mechanism
[58] Type
Data warehouse
architecture
Based on types of
data
[18] Classification
Data warehouse
architecture
Literature and
survey
[218] Classification
Data warehouse
architecture
Components and
their relationships
[235] Classification
Enterprise
service-oriented
architecture
Domain model and
abstract model
30
Research Terminology Sub-domain Mechanism
[4] Classification
Enterprise
architecture
Exploratory
empirical analysis
and hierarchical
clustering
[130, 233] Framework
Enterprise
architecture
Based on
dimensions
[200] Typology
Software
architecture
Specifying and
exemplifying
responsibilities
[60] Taxonomy
Infrastructure as a
service architecture
Based on
fundamental
components
[284] Cluster
Object-oriented
software
architecture
Based on the
weighted and
directed class as the
fundamental entity
for clustering
2.2.3.4 Discussion
As discussed above, a method is required to classify DWHAs. However, limited
research studies can be identified referring to these methods on how to classify
DWHAs in the literature. Hence, architecture classification methods in IS are
investigated hereby. A traditional LR is conducted to collect related publications
and investigate what methods they used to classify architectures. During this LR,
the keywords (e.g. data warehouse architecture, classification, type, framework,
etc.) are used to search some online data sets such as scholar, scopus, IEEE, etc.
There are some studies which analyse and classify IS architectures such as [200,
233], it is still difficult to prove whether a classification is consistent and reliable,
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because much manual and empirical intervention may affect classifications, and it
is not well proved whether these classifications are consistent and reliable or not.
Furthermore, different architectures might be described in various patterns such as
third-party or self-defined modelling languages, which may complicate and affect
architecture classifications. To the best of knowledge, there is no unified method
to collect, model, and classify architectures based on modelled components.
Different terminologies are leveraged to describe architecture classification in
different research studies covering multiple sub-domains of IS (e.g. DWHA, en-
terprise architecture, software architecture, etc.). In these research studies, differ-
ent mechanisms are applied to identify and classify architectures. Most of them
are based on features or components to generate classifications. Therefore, this
research will leverage a similar mechanism to analyse and measure some features
when classifying DWHAs.
2.3 Data Warehouse Architecture Features
Features are essential to evaluate DWHAs in this research. The Institute of Elec-
trical and Electronics Engineers defines a feature in IEEE 829 as “A distinguishing
characteristic of a software item” [15]. Another definition of a feature, from [178],
is “a typical quality or an important part of something”, and it has a variety of
synonyms: “characteristic”, “attribute”, “quality”, “property”, “aspect”, “facet”,
“side”, “point”, “detail”, “factor”, “ingredient”, “component”, “constituent”, “ele-
ment”, “theme”, “peculiarity”, “quirk”, “oddity”, etc. For instance, Goar [72] pro-
poses the main features required to successfully implement a DWH. Some studies
in the DWH domain use the term of criteria to describe the DWH project char-
acteristics [136, 229]. Some studies identifies the critical factors for determining
the performance of DWHs in an organisation [96]. By reviewing the related litera-
ture, the potential synonyms of DWHA features may include “criterion”, “factor”,
“characteristic”, “attribute”, “aspect”, “component” and “element”, which can be
used to identify DWHA features in further investigations.
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2.3.1 Data Warehouse Architecture Feature Definition
Clearly, different terms have been used in previous research studies when inves-
tigating DWHAs, which reflects the different aspects of DWHAs. In addition,
the definitions proposed by [15, 178] are general and broad for wide domains,
which cannot be used to accurately describe the characteristics and attributes of
a DWHA. In order to effectively identify DWHA features, a definition of the
DWHA feature is proposed and applied in this research. The proposed definition
and potential synonyms of feature will be applied to extract and identify potential
features, which can facilitate the accurate identification and collection of features.
A feature in a data warehouse architecture is an important portion or a
distinguishing characteristic which is reflected as a component or attribute
to affect performance.
2.3.2 Data Warehouse Architecture Feature Identification
By reviewing the literature with the definition of a feature and its synonyms pre-
sented above, different features can be identified from previous research studies.
For instance, Arnott [21] provides a set of factors that influence the success of a
DWH and its business intelligence system. Ariyachandra and Watson [20] con-
duct research to investigate features which influences the evaluation of an organ-
isational DWHA. It suggests that different combinations of specific factors affect
the likelihood of selecting one architecture over another. Choudhary [45] provides
some features which may potentially affect the evaluation of architectures. As a
consequence, these features are identified and summarised in table 2.2 below.
Table 2.2: Key or typical features from previous research.
Research Year Features
[37] 2004
ETL, marketing and change management, business, data
model, executive sponsor, project team, users
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Research Year Features
[96] 2004
Support from the top management, size of the
organisation, effect of champion, internal needs,
competitive pressure
[18] 2006
Information quality, system quality, individual impacts,
organisational impacts
[136] 2007
Display interface, analysis tools, query functionality,
compatibility, integration, database support, ETL
functionality, data quality checks, metadata
management, DWH administration, direct cost, indirect
cost, vendor reputation, vendor stability, vendor
support, vendor experience
[142] 2008
Resource consumption (labour usage and computing
budgets) system usage measures (users and queries),
quality measures (data age and availability), size
measure (change data amount), flexibility ratio(ad hoc)
[21] 2008
Committed and informed executive sponsor, widespread
management support, appropriate team, appropriate
technology, adequate resources, effective data
management, clear link with business objectives,
well-defined information and systems requirements,
evolutionary development, management of project
scope
[39] 2008
Organisational implementation success, operational,
technical (strategic alignment, management support,
external environment, champion, resources, user
participation, training operational, project planification,
prototype, external consultant, team skills, source
systems, technical skills
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Research Year Features
[20] 2010
Information interdependence, urgency, task routineness,
strategic view, resource constraints, perceived ability of
the IT staff, sponsorship level
[72] 2011
Performance effect factor (valuable communication,
education, training and documentation, call centre,
network management, ETL, materialised view)
[270] 2011
Ad-hoc access, near real-time actuality, flexibility in
usage, actuality of data, speed of data provision,
availability of data, system stability
[45] 2012
Information interdependence between organizational
units, management’s information needs, urgency of
need for a DWH, nature of end user tasks, constraints
on resources, view of the DWH prior to
implementation, expert influence, compatibility with
existing systems, the perceived ability of the in-house
IT staff, source of sponsorship, technical issues
[192] 2013
Organisation culture, technical tools, management
support, user involvement, quality of data sources,
self-efficacy, knowledge sharing, clear objective, scope
and goals
[165] 2015
Business process, requirement management,
measurement and evaluation, DWH life cycle, business
requirement definition, technical architecture design,
produce selection and installation, dimension
modelling, physical design, data staging design and
development, end-user application specification,
end-user application development, project manager,
deployment
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Research Year Features
[283] 2016
Data quality, data quality management practices,
external expertise, ETL tools, jobs’ loading planning,
top management commitment, teamwork, schedule
[59] 2017
ETL, logical modelling (ROLAP, MOLAP, HOLAP and
non-relational), multidimensional schema, join-less
schemata, star or snow-flake schemata, volume,
velocity, variety, veracity, value
2.3.3 Taxonomy for Feature Structuring
Since a large number of features may potentially affect DWHA investigations, it
is worthy to design an approach to identify features which should be reliable and
critical. After obtaining these features, it is valuable to further organise them into
a taxonomy, because a taxonomy provides a well-organised, rigorous and typo-
logical structure supporting further work or research navigation. Taxonomies can
organise concepts in order and be applied by researchers to postulate on the re-
lationships among the concepts [148]. Williams et al.[269] illustrate taxonomies
can be leveraged to understand the science behind design principles of observed
artefacts. Taxonomies classify the large number of focused information into well-
defined and easily understood categories for future developments [112]. Nicker-
son et al. [166] denote a primary issue in many disciplines is how to classify ob-
jects into taxonomies whose process is complicated and not adequately explained
in the IS literature.
2.3.3.1 Taxonomy Generation Methods
In information system research, taxonomies are usually derived from the researcher’s
perceptions. For example, Anu et al. [16] are based on researchers’ understand-
ing and perception to empirically generate and evaluate the human error taxonomy
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for software requirements. Triguero et al. [246] empirically conduct an exhaus-
tive research that involves a large number of data sets, with different ratios of la-
belled data to measure their transductive and inductive classification capabilities.
Nickerson et al. [166] conduct research using combined method (conceptual-to-
empirical and empirical-to-conceptual) with data from the literature to generate
mobile application taxonomies. Astillo et al. [23] apply a systematic literature re-
view (LR) to identified a knowledge-based taxonomy of critical factors for adopt-
ing electronic health record systems. Hatami-Marbini et al. [83] conduct a LR to
generate a taxonomy on fuzzy data envelopment analysis. Prat et al. [198] execute
the conceptual-to-empirical approach based on a LR to create the taxonomy of
evaluation methods. Machchhar and Kosta [139] collect classification techniques
by systematically and exhaustively reviewing related literature and creates a tax-
onomy in the bioinformatics fields. In order to achieve the purpose, this research
designs and develops a set of method-driven processes to generate a taxonomy for
better identifying reliable and critical features ragarding the SRQ 2. Hence, it is
necessary to discuss what taxonomy methods can be applied. These methods are
summarised in table 2.3.
Table 2.3: The summary of taxonomy methods derived from [166]
Taxonomy Method Description
Relevant
Publications
Inductive taxonomy
method
Inductive taxonomy method
involves observing empirical
cases to analyse and determine
dimensions and relationships.
[115, 246]
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Taxonomy Method Description
Relevant
Publications
Deductive
taxonomy method
Deductive taxonomy method is
extended from theory or
conceptualisation rather than
derived from empirical cases.
This approach may be followed
by an analysis of empirical
cases to evaluate and perhaps
modify the created taxonomy.
[145, 225]
Mixed inductive and
deductive taxonomy
method
It combines inductive and
deductive methods to generate a
taxonomy.
[166, 198]
Intuitive taxonomy
method
Intuitive taxonomy method is a
group of ad hoc or self-defined
approaches created based on
researchers’ understanding or
specialised for certain issues.
[205, 214]
Others
Other approaches do not belong
to these four categories
illustrated above.
[56, 71]
2.3.3.2 Literature Review Methods for Taxonomies
The well-defined taxonomy should be supported by a plethora of evidences and
documents from multiple resources. LR is a way to search relevant available
research and non-research literature on the topic with an objective, thorough sum-
mary and critical analysis [52]. Webster and Watson [262] state a relevant review
is essential for any academic project. An effective review is the cornerstone for
advancing knowledge discovery, which benefits theory development and uncovers
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research field if necessary. LR provide potentially useful implications which are
significantly vital [221]. LR is a rational choice to robustly generate a mature tax-
onomy with traceable and repeatable processes. It collects relevant data to create
this taxonomy by reviewing previous literature. There are different LR and taxon-
omy methods which can be applied. Hence, it is necessary to discuss relationships
of their methods in order to choose suitable LR and taxonomy methods for this re-
search. The links between taxonomy methods and LR methods are demonstrated
in table 2.4.
Table 2.4: Links between taxonomy and literature review methods
LR Method Taxonomy Method Explanation
Meta-synthesis LR
Inductive taxonomy
method
Qualitative research
Meta-analysis LR,
theoretical LR
Deductive taxonomy
method
Quantitative research
Traditional or narrative
LR, argumentative LR
Intuitive taxonomy
method
They are more
depending on the
human intuition and
understanding.
2.3.4 Discussion
Different studies propose different features based on their requirements or cir-
cumstances. These features cover different aspects of DWHA features. To be
more specific, bottom-up and top-down are more closely related to the structure
of DWHAs, while the cube and DM are components in DWH systems. Some fea-
tures refer to aspects of human resources (e.g. executive sponsors, project teams,
users, etc.), whilst, some features focus on business levels (e.g. internal needs,
competitive pressure and the benefit to the business). It is necessary to system-
atically analyse and organise them to better investigate them for further evalua-
tion. In addition, by analysing these research studies, they do not provide clear
or adequate information or explanations on how these terms are identified and de-
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termined as the key or typical features rather than others. Inadequate evidence
may affect the identification of these critical features, which are only important or
critical in some certain circumstances, being less important in others. Although,
these features are identified, it is necessary to organise them into a taxonomy for
better understanding their relationships and using them in evaluation.
2.4 Data Warehouse Architecture Evaluation Studies and Methods
In this section, some studies are discussed to investigate the evaluation of DWHAs
or DWH projects from a feature perspective. Furthermore, some methods refer-
ring to evaluating DWHAs and other architectures are discussed to deeply under-
stand them for further design and development of the evaluation method proposed
in the present research.
2.4.1 Research Studies on Feature-based Evaluation
There are many research studies on how to evaluate DWH systems by measuring
features. These features are normally identified by manual intervention or from
specific situations. For instance, Wixom and Watson [273] process an empirical
investigation of the factors influencing success of DWH projects, in which a search
model with a set of abstract features (e.g. resources, development technology, data
quality, etc.) is proposed to present DWH success. During the phase of design,
it is necessary to conduct evaluations based on features. For instance, Mohsen
and Hassan [159] propose a framework with several features (e.g. modularity,
adaptability, compactness, etc.) to assist designers and warehouse managers to
make informed decisions. Hsieh and Tsai [95] operate a study on optimum design
of a warehouse system for efficiently picking orders, which considers the effects
on the system performance for factors.
There are several studies which propose some approaches to benchmark differ-
ent aspects of DWHAs. These approaches can be easily re-operated with detailed
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steps and guidelines. For instance, as ETL is an essential part in a DWHA, TPC
(transaction processing performance council) proposes the first industry bench-
mark (TPC-DI) for ETL evaluations [194], which is a non-profit corporation founded
to define transaction processing and database benchmarks. Before the TPC-DI,
there are some self-defined benchmarks, such as Efficiency Evaluation of Open
Source ETL Tools [140] and the Data Warehouse Engineering Benchmark [53].
However, there is a lack of an industrial standardised ETL benchmark, which can
be used to evaluate performances of ETL tools [163]. Besides, TPC proposes
other benchmarks e.g. TPC-E, TPC-DS, etc. to evaluate on-line transaction pro-
cessing, decision support systems, queries of large volumes of data and some oth-
ers [164]. As can be seen, these benchmarks are normally emphasis on a specific
aspects of a decision support system. There is no method or benchmark which
investigates DWHAs by evaluating features from the architectural perspective.
2.4.2 Methods for Feature-based Evaluation
In order to systematically conduct this research, it is necessary to investigate meth-
ods used to evaluate DWHAs in previous research. By reviewing the related lit-
erature,some methods can be identified from previous research studies to evaluate
DWHAs. To be more specific, Lin et al. [136] establish a fuzzy-based decision-
making procedure for DWH system evaluation and differentiation. Ariyachandra
and Watson [20] are based on hypotheses and several key organisational factors
to evaluate and differentiate DWHAs. Wibowo et al. [266] propose a group of
decision-making procedures to evaluate DWH systems. As it is not adequate to
investigate DWHA evaluation methods only in the domain of the DWHA, A fur-
ther review is conducted by searching architecture evaluations in IS. In order to
collect these methods, a LR is processed by searching the relevant literature, in
which 79 papers are retrieved over a time frame stretching from 1981 to 2019
and covering a variety of domains (e.g. decision support systems, CASE tools,
COTS, DWH systems, etc.). Various methods are proposed to evaluate general or
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specific systems. Table 2.5 illustrates these methods, which are interpreted under
four aspects. In this table, the evaluation means how does a method evaluate archi-
tectures; the expert indicates whether a method needs expert support; the feature
stands for whether a method uses the features to evaluate architectures; the goal
explains what the purpose of a method.
Table 2.5: Architecture evaluation method summary based on LR re-
sults and [183, 220]
Name Evaluation Expert Feature Goal
AHP
Hierarchically
structuring a
decision-
making
problem
Decision-
makers or
expert
team(s)
Features
are
involved
Helping people
to understand and
simplify the
problem
Criteria
Evaluation
can be done
for different
purposes
Expert(s) to
form
Criteria
Features
should be
considered
in the
Criteria
Setting Criteria
or using Criteria
to achieve the
goals
Fuzzy-
based
Decision-
makers can
use linguistic
terms to
evaluate
alternatives
Decision-
makers or
experts
Features
are
involved to
make
decisions
The process of
evaluating
alternatives is
intuitive
Weight Ease of use
Experts for
weighting
features
Features
need to be
weighted
Evaluating and
selecting
alternatives using
weighted
attributes
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Name Evaluation Expert Feature Goal
SAAM
Scenario
based
functionality
and analysis
A expert
evaluation
team
Features
show in
scenarios
Risk
identification,
suitability
analysis
ATAM
Hybrid
approach:
questioning &
measuring
A expert
evaluation
team
Features
are derived
from
questions
Sensitivity and
trade-off analysis
ARID
Combination
of scenario-
based and
active design
reviews
A expert
evaluation
team
Features
are derived
from
scenarios
and design
reviews
Validating the
viability of
design for
insights
SAAMER
Information
modelling and
scenario-
based
Not
specified
Features
influence
the
information
modelling
Assessing SA for
reuse and
evolution
ALMA
Dependent on
the analysis
goal
Not
specified
Not
specified
Changing impact
analysis,
predicting
maintenance
effort
SBAR
Multiple
approaches
Not
specified
Features
are
involved
Evaluation is
conducted based
on a scenario
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Name Evaluation Expert Feature Goal
SAAMCS
Complex
scenarios
Not
specified
Features
appear in
complex
scenarios
Predicting
context relative
flexibility, risk
assessment
ISAAMCR
Scenario-
based
Not
specified
Features
appear in
scenarios
Analysing
flexibility for
reusability
2.5 Conclusion
This chapter systematically analyses different aspects regarding this research via
reviewing the relevant literature to further make progress based on chapter 1. It
discusses different types of DWHs, DWHAs, classifications and features involved
in previous research studies, and proposes some definitions applied in the present
research. Furthermore, a set of methods to evaluate DWHAs and architectures in
other IS domains. As can be observed, the evaluation concepts are diversified, but
almost all of them are based on features to process evaluation. Therefore, in this
research, features are applied and measured to evaluate DWHAs. However, as
discussed in the previous section, features proposed in previous research studies
are varied and loosely supported by evidence. As this research is based on features
to evaluate DWHAs, it is necessary to identify key or typical features with rich
evidence supported for further evaluation. In addition, half of them require experts
or decision-makers to evaluate architectures or systems. Nevertheless, almost all
DWHA evaluation methods (e.g. AHP, criteria, fuzzy-based and weight) need
experts’ or decision makers’ support during the processes of evaluation. As it
is normally time-consuming and exorbitant to organise and conduct evaluation
with a group of experts or decision-makers who should have rich experiences
in this domain, it is worth designing and developing a method to explicitly and
efficiently evaluate DWHAs with less expert involvement and interpretation. The
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main purpose of this research is to create a method to systematically address the
MRQ and achieve objectives, which will be concretely explained in the following
chapters.
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3 Research Methodology
This chapter discusses the concepts to present why research and research method-
ologies are necessary to systematically solve problems in section 3.1 and 3.2. As
this research should collect and analyse data based on literature, hence, different
types of LR methods are explained and tabulated in section 3.3. Subsequently,
through reviewing different types of research methodologies in qualitative and
quantitative research in section 3.4, the DSRM along with six steps is chosen to
systematically drive the procedure of this research explained in 3.5, 3.6 and 3.7.
This chapter is significant to provide methods and methodologies for system-
atically conducting this research with theoretical support. Some LR methods pre-
sented in this chapter are applied in different stages of this research. For instance,
the Meta-analysis and Historical LRs are used in chapter 4 and chapter 5 to collect
data referring to DWHAs and features. The DSRM plays a vital role to guide this
research by following its steps. The structure of this thesis is also organised based
on these steps. chapter 1, 2 and 3 are related to the first two steps; chapter 4, 5
and 6 refer to third and fourth steps; chapter 7 and 8 link to the last two steps. The
details are illustrated in figure 3.1.
3.1 The Importance of the Research
Research can be applied to identify or confirm facts, strengthen the results of pre-
vious work, address existing or emerging problems, support theorems or generate
new theories [149]. Hevner and Chatterjee [88] explain that research is a process
46
supported by data which answers a question, resolves a problem or serves to better
understand a phenomenon. Johnston [107] defines research as a logical process
of steps used to collect and analyse data to understand a topic or issue in order
to solve a problem or improve knowledge. Creswell [50] states that research is
a process of collecting and analysing information to gain an understanding of a
topic or issue, which includes three stages: raising or presenting a question, gath-
ering data to answer the question and demonstrating the answer to the question.
The goal of research is to investigate from the unknown to the known regarding
a specific question being required in any field (regarding the natural, the artificial
or the behavioural world) which should be answerable, and it should intend to fill
a gap in existing knowledge [141].
3.2 The Importance of Research Methodologies
Research requires a methodology to systematically guide the processes and ensure
scientific outputs. A research methodology is a systematical means to address the
research problem [122]. It is a subject having several ways with academic disci-
plines to facilitate research in multiple domains [124]. Another concept, namely
the research method, is similar to the research methodology. There are inter-
changeable or mixed used in some research such as [249, 252]. However, re-
search methods are understood as approaches or techniques that are used for the
conducting research. They are more closely related to the behaviour and instru-
ments used in research, such as selecting and constructing research techniques to
make observations and analyse data [122]. It is essential to use a research method-
ology or method if a research study should be systematically conducted. In the
present research, research methodologies and research methods are understood
having different levels of details in a research study. A research methodology
is more macroscopic and has underlying theories in order to guide the steps of
a research study as a whole. A research method focuses on what to conduct as
part of research on a microscopic level. In the following sections, several re-
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search methodologies applied in previous research are discussed for the purpose
of choosing suitable methods and methodologies to conduct this research.
3.3 Methods for Literature Review
As this research should be conducted with relevant information and data sup-
ported, LRs are useful approaches to understand the current situations and collect
data in this domain. A methodological review of the past literature is an essen-
tial feature for any research work [262]. The importance of uncovering what is
already known in the body of knowledge should not be underestimated [80, 134].
An effective review is the cornerstone for advancing knowledge discovery, which
benefits theory development and uncovers the research field if necessary. LRs
are of crucial importance to the hierarchy of evidence, as they provide potential
implications which are most important information [221]. Therefore, in the ini-
tial stage of this project, the literature in relation to DWH, DWHAs, evaluation
methods and features are reviewed. In order to better understand LRs, based on
[75, 76, 206, 208, 258, 263], some LR methods are discussed and summarised
in table 3.1 below. In this research, the traditional LR is applied to collect data
and identify the research question and the gap in chapter 1 and 2. Subsequently,
meta-analysis LR and historical LR are used to facilitate further investigation on
DWHAs classification and feature identification in chapter 4 and 5.
Table 3.1: Literature review methods
LR Method Description
Traditional or
narrative LR
Traditional or narrative LR is based on research
questions to discuss and summarise the literature, then
propose conclusions. It gives a whole picture of the
current situation, which facilitates the identification of
gaps or inconsistencies in this field.
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LR Method Description
Systematic LR
Systematic LR is a more meticulous approach with
well-arranged steps and timeframes compared with
other LRs. It is question-oriented to collect the literature
for reporting, data analysis, the conducting of further
research, theory generation and so on.
Meta-analysis LR
Meta-analysis LR is a sub-branch of systematic LR and
is based on statistical techniques to analyse the results
from a large amount of literature in order to better
understand theories or prove some phenomena. It is
more related to quantitative research than qualitative
research.
Meta-synthesis LR
Meta-synthesis LR is a sub-branch of systematic LR
and is the opposite of meta-analysis LR, which is based
on non-statistical techniques. It is more related to
qualitative research for aggregating findings into new
interpretations.
Integrative LR
Integrative LR forms new results by integrating
previous results with reviewed and critiqued new
findings from the literature about the same topic or a
related research topic which are reviewed and critiqued.
Theoretical LR
Theoretical LR further investigates already existing
theories derived from issues, concepts or phenomena. It
can be leveraged to develop new hypotheses, strengthen
or even refute current theories.
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LR Method Description
Historical LR
Historical LR considers retrospectively an issue,
concept, theory or phenomena throughout a period of
time beginning from when it first appeared or in a
momentous time node. It tracks the evolution of a topic
from the initial stage to a certain stage, which allows the
reader to better understand the history of the topic and
guide the direction of future research.
3.4 Methodologies for Research Guidance
This research should be systematically conducted via well-organised processes.
Hence, a research methodology is required to guide the processes and guarantee
the quality of the output generated in this research. Whilst there are different types
of research methodologies and they can be described from different perspectives.
Heterogeneous research methodologies are generated and leveraged in different
domains of research. It is necessary to discuss these methodologies proposed in
previous research and to choose an appropriate one to guide this research. Con-
sequently, several feasible research methodologies are identified in the domain
of IS. These methodologies frequently appear in the literature, and they can be
broadly classified into qualitative research, quantitative research, mixed research
and others, which include action research, grounded theory, case study, DSRM
and others.
3.4.1 Qualitative Research
Qualitative research is inherently inductive and allows researchers to generally
explore meanings and insights in a given situation [133, 232]. It is more sub-
jective compared with the quantitative research methodology and uses various
methods (e.g. in-depth interviews) to gather information. For instance, in quali-
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tative research, a small number of people or groups are interviewed to investigate
and understand a phenomenon in depth [202]. Several types of concepts can be
identified when applying this methodology, including phenomenology and case
study. Phenomenology intends to understand a phenomenon observed by one or
more individuals. Case study places an emphasis on one or more cases to com-
prehend issues or phenomena by analysing data in detail [74, 152]. In addition,
this methodology is a broad theory including numerous sub-qualitative method-
ologies (e.g., action research and grounded theory), which are leveraged in IS
research [51, 157]. In order to better understand and utilise this methodology, its
sub-methodologies are discussed below.
3.4.1.1 Action Research
It focuses more on addressing problems related to a specific client’s concerns
[98]. It is initiated to address an immediate problem reflect a progressive problem-
solving process [63]. Thus, the purpose of action research is to address a particular
problem and to generate guidelines applied in practice [57]. This methodology is
able to integrate academic and industrial concerns together. Hence, it is affected
by industrial concerns and intended to address a socio-technical problem by gen-
erating a new solution fitting the organisational situation. Consequently, this re-
search methodology leads to non-universal solutions, as it is biased or influenced
by industry-related concerns.
3.4.1.2 Grounded Theory
Grounded theory has certain characteristics which are based on existing theoreti-
cal frameworks and which indicate how the theory does or does not apply to the
phenomenon being studied by collecting and analysing data [9]. It is a method-
ology used to construct theories through systematically gathering and analysing
data in social sciences [65]. This methodology is considered a powerful means of
rigorous theory development, as it grounds a theory through the analysis of actual
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settings and processes [250]. Therefore, grounded theory is focused on a question,
or even just collecting qualitative data. With new data gathered and analysed, the
raw theories extracted may be proven and rebuilt as the basis for new theories.
This can involve a systematic qualitative approach to conduct research, focusing
on generating middle-range theory from substantive data [5, 70].
3.4.2 Quantitative Research
Qualitative research focuses on facilitating analytical induction by investigating
individual data or groups of data sets, while quantitative research involves stud-
ies to generate induction by analysing numerical data [35]. It normally generates
results by conducting statistical analysis based on quantities or numbers [184]. It
analyses numerical data and executes mathematical calculations to discover their
properties for certain primary purposes, such as conducting measurements, mak-
ing comparisons, examining relationships, making forecasts, verifying hypothe-
ses, generating concepts and theories and so on [256]. Muijs [161] lists four sit-
uations involving the use of quantitative methods: intending to calculate a quan-
titative answer; where numerical change must be accurately analysed; planning
to discover the state of something or explain phenomena (e.g. predicting scores
on a factor or a variable); and testing hypotheses via numerical or quantitative
evidence. It summarises two main types of quantitative research: experimental
research and non-experimental research.
3.4.2.1 Experimental Research
Experimental research is based on experiments, in which a research study is con-
ducted within controlled conditions to demonstrate a known truth or validate a
hypothesis. The key characteristic of experimental research is that it involves
controlled conditions when doing an experiment, controlling the environment as
much as possible and investigating only certain variables of concern in the re-
search [161]. There are two types of experimental research: true experimental and
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quasi-experimental [49, 78]. In true experimental research, the cause-effect rela-
tionship among a group of variables is built via a research study, and all variables
(dependent variables) are controlled except the one (the independent variable)
which should be tested. This type of research applies systemic approaches to col-
lect quantitative data and uses mathematical models in the analyses. Meanwhile,
in quasi-experimental research, researchers do not allocate the control group ran-
domly [30, 161].
3.4.2.2 Non-experimental Research
Non-experimental research lacks the manipulation of controlled variables, in which
researchers conduct research studies by investigating variables occurring natu-
rally [185]. Non-experimental research does not need further effects on setting
up experiments to manipulate data and find relationships between variables. It is
varied and includes some sub-research methodologies which can support correla-
tional research and observational research [185]. Correlational research focuses
on identifying relationships between two or more variables in the same population
or the same variables in two populations [131]. It applies statistical techniques to
investigate relationships between variables which are measured but not manipu-
lated [185]. Observational research is variable and flexible, and it observes a great
number of situations in a variety of ways. A survey is conducted to collect data,
in which standard questionnaire forms are presented by telephone, in person, by
post, via web-based forms or via emails. Furthermore, the collected data is anal-
ysed using observational methods to summarise the results [161].
3.4.3 Mixed Research
The mixed research methodology has been rapidly developed alongside the de-
bate concerning qualitative and quantitative research, as it combines qualitative
and quantitative methodologies to bridge their shortcomings and address a re-
search question [81]. This type of research study combines the concepts and tech-
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niques of quantitative and qualitative research. The fundamental mechanism of
this methodology is that it utilises the collected data more completely and syner-
gistically than by separately conducting quantitative and qualitative data collec-
tion and analysis [271]. This mixed methodology is typically traced to the multi-
trait and multi-method approaches [237]. Johnson and Onwuegbuzie [106] note
that, in this type of research, researchers integrate and utilise techniques, meth-
ods, approaches, concepts or language from quantitative and qualitative research
into a single study. In this type of research, data should be collected from multi-
ple sources with mixed strategies and methods to strengthen research and ensure
there is no overlap regarding weaknesses, which enables this mixed methodology
to adequately investigate more insights than data collected by only qualitative or
quantitative research [105]. In other words, it provides an opportunity to negate
or complement weaknesses and counteract biases associated with a methodology,
gathering strengths from both quantitative and qualitative methodologies [77]. In
order to better understand this combined methodology, a specific mixed method-
ology (case study research) is discussed below.
3.4.3.1 Case Study Research
Case study research makes use of the case as a specific illustration to compre-
hend an issue, problem or phenomenon [227]. It is a research strategy allowing
investigators to inquire into a specific situation or multiple cases through detailed,
in-depth data collected from different sources of information and reports [191]. It
can be used in single case study and multiple case studies with quantitative data
from multiple sources, which means that it benefits from the prior establishment
of theoretical conceptions. It is based on a mix of quantitative and qualitative ev-
idence to conduct research studies [282]. The cases in case study research may
be presented differently in a specific time and place, and they may involve indi-
viduals, organisations, events or actions. The cases may be mixed with different
types of objects. The case is the subject of many research methods when it is
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applied in abstract situations [114]. Therefore, a case study research methodol-
ogy may involve quantitative or both qualitative and quantitative data to extract
knowledgeable information for better understanding issues and phenomena based
on cases which involve objects in reality or subjects in conception.
3.4.4 Other Methodologies
In addition to the research methodologies discussed above, there are some other
research methodologies in the field of IS. The behavioural science and design
science are discussed in order to investigate insight into their characteristics.
3.4.4.1 Behavioural science
Behavioural science explains or predicts human or organisational behaviour in or-
der to develop and verify theories [89]. It relies on truth or the discovery of truth
and normally involves collecting data to testify something valid or invalid [111].
Thus, it enables an understanding of the true reality with data supported by ob-
serving behaviour, then finally generates theories. It derives from natural science
and intends to discover the truth, normally initiates from a hypothesis and gathers
data to verify this hypothesis [88, 34]. Therefore, it is based on the reality of phe-
nomena and hypothesis already provided to develop and justify theories. It more
focuses on real activities or characteristics presented by human or organisations
for generating general theories to enrich knowledge which is undiscovered before.
3.4.4.2 Design Science
DSRM creates new and innovative artefacts to extend the boundaries of human
and organisational capabilities [88]. It seeks to create what is effective to strengthen
or broaden current knowledge with artefacts [31]. It is an objective-oriented ap-
proach to produce an artefact which needs to be designed and evaluated [88, 175].
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This research methodology creates things that fulfil purposes and solves prob-
lems. Hence, it focuses on creating and evaluating innovative artefacts that extend
the ability to address important unsolved tasks. The main objective of design sci-
ence is to generate knowledge which can be used to design solutions for problems
[253]. Its artefacts includes, but are not limited to constructs, models, methodolo-
gies, algorithms, interfaces, etc. [103, 251].
3.5 Research Methodology Selection for Guiding this Research
In the previous section, different types of research methodologies are discussed
and these characteristics are summarised in table 3.2 based on [9, 89, 161, 185,
98, 227]. DSRM is chosen as the main methodology to direct this research and
the main reasons are explained as follows. Firstly, the mainstream of IS has ac-
cepted and leveraged DSRM for more than a decade [257]. Secondly, this present
research needs to create a method with identified features by investigating differ-
ent types of DWHAs. Thirdly, this methodology involves an artefact as the output
of this research to achieve the objectives. Fourthly, DSRM includes processes
concerning how to evaluate and demonstrate artefacts, which can be leveraged to
assess this methodology. In addition, some concepts and techniques from other
research methodologies can be used to supplement and strengthen this research,
which are explained in the last column of this table.
Table 3.2: Research methodology discussion
Research
Methodology
Purpose Output
Application in
This Research
Design science
(Selected as the
primary
methodology)
Generating
knowledge and
creating artefacts
to solve problems
Knowledge and
artefacts
Main research
methodology to
guide this
research
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Research
Methodology
Purpose Output
Application in
This Research
Action research
Combining
theory and
practice to
address specific
issues
Solutions for
particular
problems
Using its
principles to
analyse current
situations and
issues from
academia and
industry
perspectives
Grounded theory
Proving and
rebuilding new
theories from raw
theories based on
qualitative data
Forming new
theories
Some previous
feature
measurements
are used but
extended
Experimental
research
Experiments are
conducted within
controlled
conditions to
demonstrate a
known truth or
validate a
hypothesis
Truth or
validated
hypothesis
The proposed
evaluation
method will be
evaluated by
cases derived
from experiments
under controlled
conditions
Non-
experimental
research
Investigating
relationships
between
variables in
natural ways
Relationships
between
variables
-
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Research
Methodology
Purpose Output
Application in
This Research
Case study
research
(Selected to
evaluate this
research)
Using cases to
comprehend an
issue, problem or
phenomenon
Knowledgeable
information for
better
understanding
issues and
phenomena
It is used to
conduct
evaluation
Behavioural
science
Explaining or
predicting human
or organisational
behaviour to
develop and
verify theories
Theories -
3.6 Design Science Processes
With decades of development, different types of DSRMs have been proposed and
applied in the literature, which shows different procedures and models to organise
the processes of research studies. Hevner [87] proposes three cycles to manage
research projects, which includes the relevance cycle, the design cycle and the
rigour cycle. Offermann et al. [169] provide 11 processes in three phases: the
problem identification, solution design, and evaluation. Takeda et al. [234] divide
the processes into five stages: the enumeration of problems, suggestion, develop-
ment, evaluation to confirm the solution and a decision on a solution to be adopted.
March and Smith [143] advocate a framework with two dimensions, in which the
first dimension is based on activities (building, evaluating, theorising and justify-
ing), while the second dimension is based on outputs (representational constructs,
models, methods and instantiations). Peffers et al. [189] define a methodology
as involving the following six steps: problem identification and motivation; def-
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inition of the objectives for a solution; design and development; demonstration;
evaluation; and communication. All of these methodologies have similar pro-
cesses by which to design and evaluate artefacts. In order to contextualise design
science, the methodology proposed by [34, 189, 190] is adopted to drive and con-
duct this research. The processes of this DSRM fit this research because it states
the problem, motivation, objectives and the creation of an artefact. In addition,
the artefact created in this research should be evaluated by people not only from
research communities, but from industry, which is crucial for achieving the con-
tributions and proving its validity. The details and processes of this research under
the six-step methodology are illustrated in figure 3.1.
Figure 3.1: The research methodology adopted for this research
3.7 Research Application Based on Design Science
As the processes of the DSRM are divided into six steps, in order to better conduct
this study, the sections below demonstrate how to apply this methodology in each
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step along with techniques and concepts from other methods or methodologies
(e.g. LR, statistics, action research, etc.). These six steps are grouped into three
main parts based on the research questions and other aspects such as problems,
motivation, objectives and the means of producing the artefact. These steps are
deeply explained along with their location in chapters.
3.7.1 Identifying the Problem, Motivation and Research Objectives
These steps occur in the first two chapters. In chapter 1, through investigating pre-
vious research studies, the current issues and requirements are identified. Meet-
ings, interviews and workshops are held to identify demands and concerns in in-
dustry and academia. Based on these issues and requirements, the objectives are
determined, then the main research question and the sub-research questions are
proposed for this research. In chapter 2, via reviewing the related literature, the
definitions of the DWH, DWHA and features. The current issues and the re-
search gap are further analysed to get insight into current situations referring to
the methods of DWHA evaluation in this domain, which can be beneficial to solve
the problem and achieve the objectives.
3.7.2 Design & Development and Demonstration
These steps are conducted in chapters 4, 5 and 6, in which the three SRQs are
answered along with three proposed methods. For the SRQ 1, a method is im-
plemented to identify representative DWHAs and the scope of this research. For
the SRQ 2, a method is developed to determine reliable DWHA features which
are important and should be measured in evaluation. For the SRQ 3, a feature-
based modelling and evaluation method is created to systematically benchmark
DWHAs.
In order to answer these SRQs with data supported, this research based litera-
ture review methods to collect data and use some machine learning algorithms
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and two widely used algorithms in natural language processing to manipulate
and analyse the data. For solving the SRQ 1, the first method classifies DWHAs
through the clustering, which is a set of algorithms in machine learning to assort
data into different groups [121]. This research applies the hierarchical clustering
algorithm and the details of processes how to conduct the classification can be
found in chapter 4. For answering the SRQ 2, the second method use two al-
gorithms (TextRank and Word2Vec) to identify features and sub-features, finally
generate a DWHA feature based taxonomy. The TextRank is originally derived
from the PageRank algorithm which ranks web pages by the hyperlinks to identify
their importance [286]. The Word2Vec is an algorithm to convert words to vectors
based on Neural Networks which is also an machine learning algorithm [82, 204].
The details of how to execute these two algorithms are concretely explained in
chapter 5. For address the SRQ 3, the third method is created and it does not
use machine learning algorithms, but it based on the results of the first and sec-
ond methods to form a framework for DWHA evaluation, which is presented in
chapter 6. Therefore, machine learning is significant referring to operate data and
generate results for supporting this research. The outlines of these three methods
are briefly presented as follows.
3.7.2.1 DWHA Classification Method for SRQ 1
The first SRQ is related to identifying and describing these representative DWHAs
and the scope of this research. This SRQ can be answered by identifying these rep-
resentatives, but robust and quantitative evidence should be provided to support
the answer. When designing this method, a quantitative research methodology
associated with the meta-analysis LR is conducted to scientifically collect infor-
mation from publications related to DWHAs. Statistical techniques are used to
support and confirm these representatives with robust numerical proof. In order
to generate the reliable result, this method is designed to iteratively upgrade the
classification of DWHAs until it is stable. In other words, a consistent and reliable
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classification model should be generated without variation between two continued
iterations. The method is designed and allocated in a loop with four phases, which
is diagrammed in figure 3.2.
Figure 3.2: The architecture classification method with four phases
The first phase aims to collect DWHAs as raw materials. The second phase is
to model these architectures in a unified way, because these collected architectures
are represented with different styles and patterns. The third phase extracts com-
ponents from modelled architectures to form a component matrix. In the fourth
phase, the matrix is used as input to run algorithms and further classify these
architectures. If the classification does not fit objectives or requirements, the pro-
cess may flow back to phase I. This method is designed to be versatile, as it can
be invoked to classify architectures without pre-condition or restriction on what
domains of architectures belong to. Hence, DWHAs can be classified by execut-
ing this method. The details of how to identify these representative DWHAs is
presented in chapter 4.
3.7.2.2 Reliable DWHA Feature Identification Method for SRQ 2
The second SRQ refers to deriving distinct features and using them to evaluate
representative DWHAs. In order to investigate underlying and insight into fea-
tures and their relationships, a combined LR with the Meta-analysis LR and the
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Historical LR is conducted to trace the time at which DWHAs first appeared in
the literature. After the relevant data is collected, a mixed taxonomy method is
proposed and applied to deductively and inductively generate a DWHA feature
taxonomy. During the building up of this taxonomy, two algorithms (TextRank
and Word2Vec) are used as the main mechanisms to facilitate feature extraction
and organisation, which are based on statistic concepts to analyse how important
a word in documents and the relationships between them. This method aggre-
gates these two algorithms’ characteristics with well-organised steps embedded
in the program flow to identify reliable features and further form the taxonomy
with these features and their relevant terms (sub-features). The framework of this
method is briefly designed with three phases, which is demonstrated in figure 3.3.
Figure 3.3: Phases of the feature and taxonomy framework method
In the phase I, the combined LR is conducted to collect data which is related
to DWHA features. As for Phase II and III, their processes are based on previ-
ous concepts and theories, but they are redesigned and rebuilt to fulfil the purpose
of the present research. To be more specific, the TextRank and Word2Vec ap-
proaches are applied in this method to assist feature extractions, analyses and in-
terpretations. These two algorithms are derived from Google projects based on the
core algorithm of PageRank and the theory of neural network, respectively, which
are highly accepted and widely applied to identify keywords, generate abstracts,
cluster terms, interpret relationships of terms, etc. Hence, the main mechanism
of this method is to aggregate the statistical concept and these two algorithms to
identify potential features and generate the initial taxonomy. It generates an ini-
tial taxonomy with reliable features in a hierarchical structure. Furthermore, this
initial taxonomy is refined by experts. The processes of Phases I, II and III are
concretely explained in chapter 5.
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3.7.2.3 A Feature-based Modelling and Evaluation Method for SRQ 3
After representative DWHAs and reliable features are analysed and identified
based on these two methods, they are used as the materials to generate the frame-
work as the main engine of the evaluation method. The concepts of action research
and grounded theory are applied during these processes. During designing and de-
veloping this framework, meetings and workshops are held with individuals from
industry and academia in order to obtain suggestions and feedback for upgrade. In
other words, the framework is demonstrated in front of people from time to time
and is subject to suggestions for further iterative development and upgrading. For
example, these features are further explained with their own sub-features. If a
feature’s sub-features receive negative feedback from meetings or fail to evaluate
DWHAs well, this feature is replaced by other features or is described by other
sub-features, depending on the circumstances.
Figure 3.4: Phases of the modelling and evaluation method
After these features, sub-features and their measurements are determined, they
are organised into a framework to evaluate DWHAs. For the sake of systemati-
cally conducting evaluation, a method is designed along with three phases which
are briefly illustrated in figure 3.4. In the first phase, a DWHA needs to be mod-
elled in order to depict its components, then identify some insensitive features. In
the second phase, some sensitive features are measured, these features normally
cannot be measured by directly observing the modelled architecture presented in
the first phase, for which measured results should be calculated based on other
information (such as time, data size, throughput, etc.). After these two phases,
all features are measured and the results are put into the third phase. In the last
phase, the framework is leveraged to evaluate this DWHA and output the results.
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The structure of the framework and the details of these three phases are explained
and demonstrated in chapter 6.
3.7.3 Evaluation and Communication
Evaluation is for observing and measuring how much the artefact supports a so-
lution to the problem through comparing the objectives of a solution to actual
observed results from the use of the artefact [190]. In design science research, it
is crucial to evaluate artefacts within different environments [88, 187]. Artefacts
should be evaluated in the context of their respective applications and implemen-
tation environments regarding the requirements [188]. The initial evaluation of
an artefact may simply show that it works and produces adequate solutions [167].
The problem is ambiguous in evaluation, some researchers may think that this
evaluation is adequate, while others may believe it is inadequate [167]. There are
a plethora of theories and methods regarding the evaluation of artefacts in design
science research [85, 188]. Based on [88], they can be broadly categorised into
two major philosophical groupings: objectivist and subjectivist. They may corre-
spond to the concepts from quantitative and qualitative research, respectively.
Each evaluation theory or approach has its own advantages and disadvantages
[141]. Therefore, in this research, a combined evaluation method is applied to
test and validate this proposed method, in which some concepts in qualitative
and quantitative research (e.g. case study, interviews, survey, etc.) are used in
order to adequately evaluate this method. The evaluation here is aimed at an-
swering the sub-research question 3 and estimating how well the objectives have
been achieved. According to [197] and the taxonomy shown in figure 3.5, two
aspects (understandability and validity) are chosen as goal dimensions which are
measured in the evaluation. Understandability is related to interpretability and
unambiguity on whether this method is explicit or not, which is associated with
sub-research question 3. According to [197, 231], validity can be assessed by
measuring the reliability of an artefact. In addition, this framework is designed to
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evaluate DWHAs and output results in an efficient way, which is associated with
sub-research question 3. This can be examined by if this method can be used by
individuals who are not experts in this domain. If it can be used by non-experts,
then it believes that this method can be efficiently to evaluate DWHAs. If DWHAs
can be efficiently evaluated by this method and the results are reliable, then the
validity of this methodology is proved. Furthermore, if this method and its gener-
ated results pass the examinations in relation to this aspect. This method can be
proved valuable to evaluate DWHAs and output as the artefact. The main RQ can
be properly answered, and objectives of this research can be achieved.
During the evaluation, cases are collected from open sources, this research and
a cooperative project to measure this method from a qualitative perspective. At the
same time, interviews are conducted to collect data from people with experience
in industry and academia to measure this method and generate numerical results
to support this framework from a quantitative perspective. If the framework is
not executed well or the objectives are not achieved during the evaluation phrase,
it may be directly upgraded based on the results or this research may return to a
previous stage for the purpose of iteratively upgrading this framework.
Overall, it is necessary to present artefacts in front of people from technical
and organisational backgrounds [90, 141]. It is significant to associate with re-
searchers and industrial people to present the utility and novelty of this research
and its artefact [190]. During the conducting of this research, several articles and
posts have been published to present different aspects and stages of this research
in academic conferences, industrial events and workshops. These events provide
valuable opportunities to discuss this research with people having different back-
grounds.
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Figure 3.5: Hierarchy of criteria for IS artefact evaluation derived from
[197]
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4 Result of SRQ 1 - Method for Data
Warehouse Architecture Classifi-
cation
This chapter is related to SRQ 1 and three DSRM phases (design & development
and demonstration). It designs and develops a method with a set of processes
and algorithms to systematically classify architectures. This method involves four
phases, namely architecture collection, architecture modelling, architecture digi-
tisation and architecture classification. By executing it, DWHAs are firstly col-
lected from relevant online sources by conducting a systematic LR, then they are
modelled by a modelling language, digitised and classified through the rest of
phases.
4.1 Architecture Classification Method Design and Development
This method is divided into four phases. The first phase is to collect DWHAs from
the literature, the second phase refers to models all these collected DWHAs with
a modelling language. The third phase digitises these modelled DWHAs, which
converts them to machine-readable. The fourth phase classifies these digitised
DWHAs through a set of processes. The details of each phase are described as
follows.
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4.1.1 Phase I: Architecture Collection
When classifying architectures, it is necessary to collect and analyse them to pro-
vide valuable information for generating a data supported and reliable architecture
classification. As these architectures are normally distributed in different data
sources, it is important to determinate how to systematically collect and prepare
data for further phases. There are a variety of methods or techniques which can
be applied to collect data (e.g. experiment, interviews, questionnaire and survey,
observation etc.) [94, 179]. These methods can be summarised and broadly dis-
tributed into three types based on their collected data and relationships between
them: method for self-created data (experiment, interview, questionnaire and sur-
vey, observation, case study), method for semi-created data (document and record
review, LR) and method for pre-created data (data source re-usage). As a conse-
quence, there are three types of scenarios when collecting architectures for classi-
fications, in which different data collection methods should be executed: If there
is not related data available, then the related methods need to be applied to self-
create the data; If some existing data sources are found but not completely match
requirements, then extra transformations should be conducted to prepare data; If
data sources fulfil all requirements and are reused directly, but these sources are
not sufficient. In terms of this research, there is no existing data which can be
pre-processed or directly used. However, there are a number of architectures in
the literature. A LR is conducted to collect semi-created architectural data from
publications rather than experiments or self-creation.
As discussed above, there are different methods and scenarios to collect and
prepare data. As pre-created data is limited, self-created or semi-created data
needs to be collected from the literature. In addition, architectures may be de-
scribed and presented with different patterns (e.g. diagrams or only text). Thus,
in this step, data should be collected as detailed as possible for further thoroughly
understanding them, especially for the self-created data. These collected archi-
tectures should be adequate to cover all possible classes when generating classi-
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fications. Data should be collected from multiple sources to reduce the bias of
classifications especially when collecting semi-created data. After data is col-
lected, it is essential to roughly pre-process data for cleansing, transforming and
deleting dirty data.
4.1.2 Phase II: Architecture Modelling
When describing architectures, people may use different ways to describe their
structures and components. Hence, these collected architectures may be described
and diagrammed via different tools or approaches (e.g. self-defined, process flow,
modelling languages, etc.), which complicates the process of the classification. In
order to unify these different presentations, an architecture modelling language
should be applied to describe these architectures. As there are different types
of modelling languages which can be found in the literature, it is necessary to
choose a proper one which should be widely accepted in this domain and have
the ability to illustrate architectures, components and their relationships. Once a
modelling language is selected, it should be applied to model all these collected
architectures to output the modelled architectures with a consistent pattern. As for
the pre-created data, the provided architectures are already modelled and fit the
objectives. As for the self-created and semi-created data, architectures in these
types may need to be extracted from text or figures, then modelled manually. This
step is crucial but necessary to uniformly their formats from different descriptions
and visualise them. It serves as a fundamental and indispensable part for the next
phase to facilitate the component extraction and matrix generation.
4.1.3 Phase III: Architecture Digitisation
After the collected architectures are modelled, they are converted to machine-
readable formats for further classifying them. The output in this phase is a com-
ponent matrix, which contains a list of architectures and a comprehensive set of
components arrays for each of them. To be more specific, there is a variety of
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potential components extracted from modelled architectures, which should be or-
ganised and added into a matrix. There are two scenarios to be considered when
doing this adding: If an architecture has new components, then these new compo-
nents are added into the matrix as new columns, a new row is created in the matrix
for this architecture and all related slots of its components are marked; If an archi-
tecture has some components, but all components are already in the matrix, then
it does not need to add new columns, just mark all slots of components for this
architecture in a new row of the matrix. Besides, a component may include sub-
components, even the sub-components may have sub-components, so the compo-
nent level needs to be decided before generating the matrix. This decision may be
affected by the requirements, objectives or the volume of data. For example, if the
number of architectures is not sufficient, the component level may need to be set
much deeper to enrich the component matrix. If three levels of components are
extracted, it means main components, sub-components and sub-sub-components
should be extracted. If plenty of DWHAs are collected, maybe it is sufficient to
extract two levels of components to classify architectures, but the granularity for
the component extraction should depend on situations or requirements.
4.1.4 Phase IV: Architecture Classification
This phase is the key step to identify the similarities and differences of DWHAs
through analysing the component matrix. The mechanism of this method is de-
signed to firstly retrieve a portion of data to build an initial classification model and
iteratively examine it via rest of collected data. In order to strengthen the reliabil-
ity of this classification, this classification should be structurally steady in at least
two consecutive iterations. If the classification is firstly confirmed that there is no
change compared with the last result, an extra iteration should be conducted to
secondly examine its stability. If the classification model does not change in these
two consecutive iterations, then the classification can be confirmed and proved
consistent and reliable. In this design, a problem arises on how many iterations
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are required and expected to generate this double confirmed classification, which
should be determined before allocating collected data for iterations. In order to
analyse the expected iterations, its mathematical expectation is expressed and ex-
plained in the following equations derived from [66].
E(x) = x1 · p1+ x2 · p2+ ...+ xn−1 · pn−1+ xn · pn⇒ E(x) =
∞
∑
i=1
xi · pi (4.1)
E(x)≤ N−M (4.2)
xn pn =
n×0, if n = 1n · Fibonacci[n−1]2n , if n≥ 2 ⇒ E(x) =
∞
∑
n=2
n · Fibonacci[n−1]
2n
(4.3)
If xi and pi are set to present a certain number of the iterations and the possi-
bility to match the ending conditions in each iteration, respectively. The mathe-
matical expectation of the iterations E(x) can be presented in equation 4.1. xi is
a set of continuous natural numbers starting from 1 (e.g. 1, 2, 3, 4, etc.). While
pi is changeable, which is influenced by the confirmation times. In other words,
the confirmation times indirectly affect the mathematical expectation of the itera-
tions. If N is set to the number of segments in which the collected architectures
are randomly distributed into; M is allocated to show the number of segments for
developing the initial classification; the number of iterations can be calculated by
(N - M), which should be adequate and not less than the mathematical expectation
of the iterations E(x). The relationships among N, M and E(x) can be formulated
in equation 4.2. When examining the classification using a testing folder, there are
two possible results (changed or unchanged), if both of their possibilities are equal
to 50%, the formula of the general term in the E(x) can be presented in equation
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4.3. Then when n tends to be infinity, according to [66] and calculated by [274],
the number of the expected iterations is 6, which means the double continuous
confirmations may happen during 6 iterations. For example, if the collected data
is divided into 10 segments, it is better to leave at least 6 segments for testing the
initial classification and strengthening it until obtaining a consistent and reliable
classification. In order to generate the classification without much manual inter-
vention, this method is designed with a set of steps in a program. In order to better
explain this program, an example of the process flow is illustrated in figure 4.1.
Figure 4.1: The process flow of the phase IV in the classification method
As can be seen, the processes of producing the architecture classification are
divided into 10 steps. The first step is for inputting the component matrix into
this program. In step 2, the theoretical expected iterations E(x) is set to 6; the
number of segments is set to N; the confirmation time T is set to 2, which means
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the classification should be consistent and reliable in two continued iterations; the
number of segments for iterations of real tests is set to E. After this, the archi-
tectures need to be randomly distributed into N segments in step 3. Step 4 is to
choose M segments for generating an initial classification. Thus, the initial ver-
sion of the architecture classification is formed in step 5 using some algorithms
(e.g. hierarchical clustering, K-means etc.). Step 6 adjusts whether there is an un-
used segment left for testing or not. In step 7 and 8, the program flows into a loop
to test and update the current classification using an unused segment each time.
The updated classification should be compared with the last classification. If the
current classification fits the ending condition of two continuous confirmations
without changes, the program flows to step 10, then outputs the classification and
terminates. If the classification does not fit the ending condition and there are still
some testing folders are available, then this program goes back to step 6. If no seg-
ment can be used for testing, then it will go to step 10 and output the architecture
classification, then terminate this program.
4.2 Method Evaluation for Data Warehouse Architecture Classification
This section is to evaluate the validation of this proposed method and demon-
strate how to execute it to classify DWHAs. In this research, 116 publications are
collected from multiple sources. By removing duplicative DWHAs, 68 disparate
DWHAs are finally left and modelled by ArchiMate, then they are digitised and
grouped into a classification. This classification can guide researchers and practi-
tioners to identify, analyse and compare differences and trends of DWHAs from a
component perspective. The details of these four phases are described below.
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Figure 4.2: The literature review process flow for collecting DWHAs
4.2.1 Data Warehouse Architecture Collection
In order to collect DWHAs, a meta-analysis LR is conducted to review and analyse
DWHAs. This LR method can systematically generate results from the literature
in order to better understand theories or prove observations [146]. The processes
of this LR are organised into 5 main steps based on [221]: (1) observing some
phenomena or problems that some new DWHAs are not included in the previous
DWHA classifications and how to generate a consistent and reliable classification;
(2) identifying the search terms to retrieve related publications from the literature;
(3) searching at least two different electronic databases by searching the terms
identified in step 2; (4) screening their titles and abstracts to distinguish potentially
eligible for inclusion; (5) analysing full text of related articles. The related online
resources (Google Scholar, ACM, dblp, IEEE and Scopus) are selected hereby.
The key word of the “Data Warehouse Architecture” is searched through these
resources. In addition, some publications involving “Data Lake Architecture”
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and “Big Data Warehouse Architecture” are added as supplementary materials.
Even though there are plenty of papers that can be found in the literature, for
some reasons, a large number of them are not accessible. Based on [158, 199],
the results of these processes in this LR are demonstrated in figure 4.2. As can
be seen, initially, 282 potential publications are searched from 6 online sources.
When accessing and downloading them, only 158 publications are available. By
screening their titles and abstracts, 141 articles are remained. By further screening
full text and data extraction, 116 articles are finally identified and left for the
further investigation.
4.2.2 Data Warehouse Architecture Modelling
After these DWHAs are collected, they should be restated by modelling from a
component perspective in order to further conduct the analysis and classification.
There are different modelling languages applied to diagram architectures, such
as unified modeling language (UML), business process modelling and notation
(BPMN), and ArchiMate [127]. Compared with ArchiMate, UML and BPMN
show narrow fields, which more focus on software and business processes, re-
spectively [129]. ArchiMate is partly based on the concepts of the IEEE 1471
standard [92] and supported by various tool vendors and consulting firms [171].
ArchiMate is the open source modelling toolkit for all levels of enterprise archi-
tects and modellers [17]. This modelling language can be combined with TOGAF
[128] and it is widely used to model and implement architectures [213]. Hence,
in this research, ArchiMate is used to model the collected DWHAs.
In terms of the modelling, some DWHAs have already been modelled by us-
ing other or self-defined modelling languages. In order to unify them, they are re-
modelled using ArchiMate. As some collected DWHAs are only briefly described
and diagrammed, in this circumstance, it is necessary to understand these architec-
tures by interpreting their related contents, extracting components and modelling
them. Some collected articles are discarded, in which DWHAs are duplicated
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or cannot be interpreted and analysed even reading contents. As a consequence,
68 DWHAs are modelled using ArchiMate in this research, Three of them are
presented in figure 4.3. These modelled DWHAs can facilitate to observe and
analyse similarities and differences between them. In total, 26 symbols and two
relations provided by ArchiMate are used in this research to diagram DWHAs,
in which most of these used symbols are mainly from the core layers (Business,
Application, Technology) and these two relations present data flows in DWHAs.
Figure 4.3: Three samples of modelled DWHAs
4.2.3 Data Warehouse Architecture Digitisation
This phase is to convert these modelled DWHAs from graphical format to digi-
tal format which is the machine-readable pattern for further analysing them and
automatically generating the classification. The detailed processes are designed
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below. The first step is retrieving a modelled DWHA, extracting components and
marking the related slot in the matrix if a component already exists in the matrix,
or adding a new column with the new component if this component does not ex-
ist in the previous DWHAs. Some examples of DWHAs are given in table 4.1
below. For example, in this table, the first column is the ID of DWHAs. The
first DWHA contains structured data, then putting 1 into the related slot of the
structured data, if the column of the structured data is not included while the first
DWHA has this feature, then adding this feature in this table. Before conducting
these processes, the component level should be predetermined, as a component
may contain sub-components, and these sub-components may incorporate sub-
sub-components. Hence, the component level should be consistent to execute the
extraction from different hierarchical components depending on the purposes and
requirements. In this case, the component level is set to 2, which means a com-
ponent and its sub-components are considered and added into the matrix, if its
sub-components have sub-sub-components, these components in the third level
are not taken into account. Therefore, in the matrix, each row stands for a mod-
elled DWHAs, if a DWHAs have several components and sub-components, these
related slots are assigned with 1, if this DWHA does not have some components
but others have, then the related slots are assigned with 0.
DWHA ID Structured Data Unstructured Data E EL ... Meta Data
1 1 0 0 1 ... 0
2 1 0 0 0 ... 0
3 1 0 0 0 ... 0
4 1 0 0 0 ... 0
5 1 0 1 0 ... 0
... ... ... ... ... ... ...
Table 4.1: Some samples of digitised DWHAs
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4.2.4 Data Warehouse Architecture Classification
In previous phase, the component matrix is generated with these modelled DWHAs
and components in each row. This phase aims to automatically derive their rela-
tionships and classify them into different clusters. As the number of clusters is
unknown and there is no label which marks the group for each DWHA, this issue
is referred to the unsupervised learning for clustering. There are different types
of algorithms that can be applied such as hierarchical clustering, DBSCAN, K-
means clustering, fuzzy clustering, association rule, etc. [27]. According to [10],
choosing the clustering algorithm depends on the clustering objects and the clus-
tering task. In this research, the algorithm of the hierarchical clustering is used
to investigate the insight into the DWHA classification, because it allows peo-
ple to easily observe relationships of these architectures with multiple levels. It
can flexibly present the classification with hierarchical or taxonomical structure
[224]. This clustering does not pre-set the number of clusters or threshold values
to classify DWHAs. In other words, it requires less artificial intervention during
execution.
The initial component matrix of DWHAs has 47 dimensions, and 25 dimen-
sions are selected for further analyses because other dimensions are optional and
auxiliary (e.g. reporting tool). Therefore, the component matrix is pre-processed
to 68 DWHAs with 25 dimensions, then input into the program. In order to fulfil
the double continuous confirmed tests and easily manage each segment, these 68
DWHAs are randomly divided into 14 segments, in other words, each segment has
5 DWHAs except the last one which has 3 DWHAs. Then, 7 segments are used
to form the initial classification. The rest of 7 segments are applied for testing,
which is greater than the expected number of 6 iterations. When the classification
is not changed in two continuous tests or all data is used, then the final result will
be output and the program will be terminated. In order to look insight into how
to generate a set of classifications, an example is given with 60 DWHAs in figure
4.4.
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Figure 4.4: The classification with 60 DWHAs
It can be seen that the relationships between granularities and the number of
clusters can be illustrated with two sets: [1, 2, 3, 4, 5, 6, 7]⇒ [39, 21, 9, 5, 4, 2, 2],
in which the granularity is a parameter to measure the distance between clusters.
For instance, if the granularity is 1, then the number of clusters is 39. In addition,
when analysing the number of clusters, if a granularity line cross or near the line
in the hierarchical clustering, then a balance is struck depending on the sizes of
other clusters. In order to concretely observe the pathway of how the number of
clusters changes along with granularities (e.g. granularity 1, granularity 2, etc.),
each segment (e.g. 5, 10, 15, etc.) is measured and the results are tabulated in
table 4.2.
4.3 Data Warehouse Architecture Classification Result
In order to analyse the trends of these granularities, the changes of clusters in
each granularity with the different number of DWHAs are displayed in figure 4.5.
The x-axis is the number of DWHA inputs with the increment of 5. The y-axis is
the number of resulted clusters generated by the hierarchical clustering algorithm.
Each line represents clusters under a certain granularity. By observing this figure,
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Table 4.2: Clusters with different numbers of DWHAs and granularities
5 10 15 20 25 30 35 40 45 50 55 60 65 68
G 1 5 9 13 15 19 21 26 28 30 32 34 39 39 41
G 2 3 5 8 11 13 14 16 17 19 20 20 21 24 25
G 3 1 2 3 4 5 7 8 9 9 9 9 9 9 9
G 4 1 1 1 2 2 3 3 4 4 5 5 5 5 5
G 5 1 1 1 1 2 2 2 2 2 2 3 4 3 4
G 6 1 1 1 1 1 1 1 1 2 2 2 2 2 2
G 7 1 1 1 1 1 1 1 1 1 1 1 2 2 2
G 8 1 1 1 1 1 1 1 1 1 1 1 1 1 2
G 9 1 1 1 1 1 1 1 1 1 1 1 1 1 1
it is expected that the low granularity has more clusters than the high granularity.
For instance, the clusters of granularity 1 is greater than the clusters of granularity
2, et cetera. From top to down, the slopes of these lines are metamorphic from
sharp incline to gentle incline, which implies that the low cluster granularity is
harder to obtain the reliable classification than the high cluster granularity.
Therefore, when searching the stable classification, a top-bottom rule is used
to observe figure 4.5. To be more specifically, it starts from the granularity 1.
As can be seen, the lines of granularity 1 and 2 are sharply and synchronously in-
creased along with the number of DWHAs, and no reliable status can be achieved.
When granularity is 3, 4 or 5, the trend of lines and the number of clusters in these
classifications undergo two stages from gradually increased or finely fluctuant
to relatively reliable. Besides, the number of clusters in these classifications is
manageable for further analysis. Whilst, if granularity is set to 6, 7, 8 or 9, the
trend and number of clusters are slightly changed, which may have limited values
for further analysing DWHAs from these classifications. Therefore, based on the
double continuous confirmation rule described in the previous section and the top-
bottom rule, the granularity 3 is further considered as a proper cluster distance and
these DWHAs can be classified into 9 classes. In this granularity, after inputting
40 DWHAs, the trend of the line tends to be reliable.
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Figure 4.5: The DWHA inputs and classifications for each granularity
4.3.1 Representative Data Warehouse Architectures
As a result, these DWHAs can be classified into 9 consistent and reliable clus-
ters when the granularity is 3. In order to investigate the characteristics of these
DWHAs, they are identified and generalised by analysing their components in
each cluster. When observing the DWHAs in these clusters, some clusters have a
types of DWHA, while some clusters have mixed types of DWHAs. Inadequate
information of some DWHAs is provided or they have many same dimensions
(e.g. data stage and operational data store), which affect clustering. Subsequently,
9 typical DWHAs are identified and generalised. Some of them are included in
the [18, 147], while, others (e.g. VDWA, PDWA, BDWA and DLA) are excluded.
At the same time, ArchiMate is applied to model these representative DWHAs.
In order to better demonstrate and distinguish the differences among them, these
modelled DWHAs are generalised and merged together in figure 4.6.
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Figure 4.6: The big picture of the 9 typical DWHAs
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The Virtual DWHA: The VDWH manipulates and analyses operational data
sources with limited data integration functions and summary views of the DWH
depending on the complexity of requirements [41]. Middleware may be leveraged
as an interface between front-end tools and the operational database to provide
services for end users [24]. The DWH in VDWH is a logical warehouse allowing
users to directly access multiple operational data through middleware tools. It
does not necessarily store copies of the operational data with different formats
compared with other DWHAs [58].
The Federated DWHA: The FDWA is partly based on the bottom-up imple-
mentation, in which the legacy decision-making or other systems are integrated
together to form DWHs in order to provide enterprise-wide analytical solutions
[104]. The federated DWH model can be acted as the added data staging layer
that enables easier implementation of analytical solutions to hide the complexities
of operational data sources [11].
The Independent DWHA: In this research, the IDWA is broader rather than
just the independent DMs in previous research. The independent DMs consist of
physically/logically separated and irrelevant DMs, while the independent DWHA
may contain hybrid and less-coupling components including DWHs and DMs.
This type of architecture may be called as the DM architecture which has the
independent DM(s) or distributed DWHA that contains the mixed but independent
DWH(s) and DM(s) [212].
The Data Mart Bus DWHA: Ralph Kimball [119] proposes the DMBA
with dimensional modelling, in which a data modelling approach is unique to
the DWH. The enterprise-wide cohesion is accomplished by a data bus standard
[36]. It is a bottom-up approach to develop a DWH. Conformed dimensional ta-
bles and DWH bus matrixes play vital roles to provide consistent dimensions for
implementation of DMs asynchronously.
The Hub and Spoke DWHA: The HASA is suitable for traditional relational
database tools to fulfil the development requirements of an enterprise-wide DWH
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[36, 117]. It is a top-down approach to develop a DWH and DMs. A centralised
DWH is built first, then DMs are built after this DWH. This type of representative
DWHA is widely used in organisations with multiple departments to provides
consistent data for analysis.
The Centralised DWHA: The CDWA collects heterogeneous data into the
enterprise-level cross-functional information system, which enables the separate
sources to be used together and stored with the presentation-ready format for re-
quests from end users or further analysis. The topology of this DWH is not com-
plicated to maintain warehouse data for many end-users and applications through-
out an organisation [33].
The Parallel DWHA: The PDWA herein includes DWHs working in parallel
or built on multi-node cloud computing platforms, in which data are pre-processed
and physically distributed in DBMS (e.g Oracle, DB2 etc.) with a predefined
schema. This architecture fragments the warehouse schema using partitioning
algorithms [186] and allocates the generated fragments over the compute nodes
using particular algorithms [150]. In order to gain availability of data and the high
performance of the system, the generated fragments may be duplicated and sent
to computing nodes for further manipulation or analysis [288].
The Big DWHA: The BDWA is built on a big data platform (e.g. Hadoop), in
which the distributed file system and some other mechanisms (e.g. MapReduce)
are applied to store and deal with data [279]. This DWH can address big data
issues (e.g. petabyte level) for reports and ad-hoc analyses by using SQL-like
language (e.g Hive) [241]. It is easily executed by people with SQL experience.
This logical DWH does not need to strictly pre-process data consisting with a
predefined schema. It can manage and analyse unstructured data provided by a
logical DWH [278].
The Data Lake Architecture: This architecture can be leveraged directly
as a centralised raw data repository providing information for further analysis
[203]. The DWH and DL can cooperate together to address the big data issues
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and achieve requirements in relation to data analysis e.g. [101]. As discussed in
chapter 2, there are two situations referring to this combined architecture. In the
first situation, the DWH populates the DL, which means the DWH is built first or
a company already has a legacy DWH, then a DL is built. Another situation is that
the DWH is fed by the DL . The DWH obtains data from the DL, which is suitable
for building a DL followed by a DWH, optimising a legacy DWH data flows or
extending a DWHA with a DL to meet intangible requirements.
4.3.2 Data Warehouse Architecture Distribution
A statistic is made to analyse the distribution of these DWHAs based on the lit-
erature, and the result is compared with the two previous research studies [18]
and [11] presented in table 4.3. As can be seen, there is no big conflict among
these three results. The first three popular DWHAs (HASA, DMBA and CDWA)
are similar. In the first two research studies, the DMBA’s ratio is greater than the
CDWA’s, while in this paper, the result is opposite. The reason might be observing
the domain from different angles (e.g. industry or academia). According to the
result, it implies that these three popular DWHAs are widely accepted in indus-
try and academia. When choosing or building DWHAs, these three architectures
should be concerned. But it does not mean that other DWHAs do not need to be
pondered, especially in some cases that only simple DWHs or DMs, even virtual
DWHs are required and can fulfil requirements. In addition, most of these papers
referring to DLAs have been published since 2015, so it shares less proportion
in this statistic. If adding the PDWA, BDWA and DLA as a whole, these three
architectures’ ratios are high and cannot be neglected, which may imply that big
data issues are increasingly significant and inescapable in the context of DWHAs.
Hence, when designing and developing DWHAs, it is necessary to consider these
three big data oriented architectures.
86
Table 4.3: The DWHA distribution
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[18] 39% 26% 17% 12% 4%
[11] 35% 23% 20% 15% 7%
This Study 29% 9.3% 27% 8.7% 6.4% 2.9% 8.7% 3.5% 5.2%
4.4 Data Warehouse Architecture Classification Discussion
There are two main DWHA classifications based on the literature. The layer-based
classification is general and abstract, which gives an outline of architectures. The
component-based classification is derived from cases in practice. However, they
are some inter-relations between them. Some DWHAs (e.g. HASA, DMBA and
CDWA) may need a ETL tool to extract, transform and load data. The FDWA is
special, which may not need ETL tools/staging areas, while its legacy DWHs or
DMs may obtain pre-processed data from ETL tools. In order to build the logical/-
physical federated DWH, these DWHAs or DMs should be reconciled to provide
cleansed and integrated data. Therefore, the four architectures (HASA, DMBA,
CDWA and FDWA) have the similar structure as the three-layered DWHA has.
The IDWA is extended from the concept of independent DMs and it undergoes
different situations: If it consists of independent DMs for individual department
applications, then it may belong to traditional two-layered DWHA; If it is mixed
with IDWs and DMs, it belongs to the three-layered DWHA as it may need to
reconcile data from different sources. Therefore, the relationship of these two
main classifications (layer-based classification and component-based classifica-
tion) can be illustrated: Two-Layer ⊃ {Independent [DM]}; Three-Layer ⊃
{HASA, DMBA, CDWA, Independent [DWH with DM] and FDWA}.
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Table 4.4: The DWHA Classification Model
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Data
Type
SD1 7 7 7 7 7 7 7 7
S&UD2 7 7
Schema
Sin.3 7 7
Mul.4 7 7 7 7 7 7 7 7
ETL5
E 7 7
EL 7 7 7
ET
ELT 7
ETL 7 7 7 7
Data
Mart
CDM6 7
IDM7 7 7
DDM8 7
Unk.9 7 7 7 7 7 7
Storage
Dis.10 7 7 7
Agg.11 7 7 7 7 7 7 7
1 Structured Data
2 Structured & Unstructured Data
3 Single Schema
4 Multiple Schema
5 Extract, Transform, Load
6 Conformed Data Mart
7 Independent Data Mart
8 Dependent Data Mart
9 Unknown or Null
10 Distributed Storage
11 Aggregated Storage
12 Synthesis
4.4.1 Data Warehouse Architecture Classification Model
According to the method, a new classification model of DWHAs is generated
based on their components. To further demonstrate them, they are organised into
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a hierarchical structure presented at the top of table 4.4 with bold font. It can be
observed that the model has four levels: the first level is the root of the DWHA; the
second level has two branches, traditional data and big data oriented architectures;
the third level contains the abstracted architectures; the fourth level is the actual or
concreted architectures used in practice. Nevertheless, the DL in the last column
can cooperate either with or without DWH(s), so only the DL is presented in this
model.
4.4.2 Data Warehouse Architecture Classification Model Discussion
Even DWHAs are classified in this model, there are still some indistinct charac-
teristics or similar components which are indistinguishable. In order to identify
and explain differences of these DWHAs, five features and fifteen sub-features are
chosen and discussed, which are derived from generalised and modelled DWHAs
in figure 4.6. Some typical DWHAs collected from the literature are selected and
discussed as cases hereby. The table 4.4 under the classification model analyses
and summarises differences of these cases. The 7 mark in this table means that a
certain DWHA has this sub-feature or can address this sub-feature. For example,
the VDWA can manipulate structured data and then a mark is placed in the related
cell; the BDWA has abilities to easily operate structured data and unstructured
data, then a mark is drawn in the S&SU cell. It does not mean the other DWHAs
without marks in the S&UD row cannot address unstructured data, they can oper-
ate unstructured data under some assistance, but they are not originally designed
for this type of data especially in these cases. This situation may fit other features
and sub-features as if choosing different or ad-hoc DWHAs which may present
different characteristics.
From this table, differences can be easily analysed from a feature perspec-
tive. It can be beneficial to provide useful information in relation to investigating
DWHAs. For example, most of DWHAs are normally not designed to process
unstructured data except the BDWA and DLA. Hence, if a company needs to anal-
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yse the large amount of unstructured data directly, these two architectures may be
more suitable than others. The differences can be analysed from architecture per-
spectives. The CDWA and HASA are very similar, but in the feature of the “Data
Mart”, the HASA has DM(s), while the CDWA does not necessarily need DM(s).
Hence, if a company only needs an enterprise DWH, then the CDWA is chosen
and developed. If dependent DMs are required, the architecture can be upgraded
to the HASA. Besides, in order to distinguish the differences and better under-
stand these DWHAs, some DWHAs are analysed together, as they have similar
components or in the same branches. The details are presented as follows.
VDWA, FDWA and BDWA: As can be seen in figure 4.6, the VDWA, FDWA
and BDWA can contain a logical DWH, but based on table 4.4, the VDWA gen-
erally manages data with a single data schema in a data source system, while, the
FDWA and BDWA normally extract data from multiple data sources. In addition,
the BDWA stores data in the distributed file system (DFS); the FDWA may store
and retrieve data from different systems, but they have different topics and are not
tightly connected unlike the DFS.
Independent [DWH with DM], CDWA, DMBA, HASA and FDWA: Ac-
cording to the classification model, the CDWA, DMBA, HASA, and FDWA are
categorised in the three-layer branch. The differences can be discerned through
the “ETL” and “Data Mart” features. For example, the DMBA has separated DMs
but connected with conformed dimension tables; the HASA has depending DMs,
but these DMs do not need to be strictly linked by conformed dimension tables.
The independent [DWH with DM] has DWH(s) and DM(s), but they are indepen-
dent.
PDWA, BDWA and DLA: The PDWA, BDWA and DLA belong to the same
main branch (big data DWHA). The data in the BDWA can be extracted, loaded
and transformed, as the BDWA has powerful computing platforms (e.g. Hadoop)
to manipulate data. In addition, its big DWH (e.g. Hive) may not necessarily
pre-load data, which only needs to be informed directories of data stored in DFS.
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However, data in the PDWA may need to be extracted, transformed then loaded
(ETL) into a DWH with a predefined schema. Besides, the DL in the DLA stores
row data with detailed information, which extracts and loads (EL) row data from
sources with less pre-processing. It normally needs extra components or functions
to analyse data, which more focuses on storing, maintaining and providing raw
data to other systems.
4.5 Conclusions
In this part, a method is proposed to produce a consistent and reliable classification
model. This method contains four main phases including data collection, archi-
tecture modelling, architecture digitisation, and architecture classification. The
architecture classification is the critical and complicated phase, which is further
designed and executed with step-by-step program processes. In order to demon-
strate the proposed method, a case is leveraged to produce a consistent and reliable
DWHA classification. During this case, 116 publications are collected from the
literature and 68 disparate DWHAs are modelled using ArchiMate. These mod-
elled DWHAs act as materials to run this method, then 9 representative DWHAs
are identified and further summarised into the “big picture” for distinguishing their
similarities and differences. A statistic is conducted to analyse the distribution of
these DWHAs. Furthermore, a new DWHA classification model is proposed to
better identify, analyse and compare different DWHAs from featured and struc-
tural perspectives.
This proposed method provides the ways to digitise architectures from dia-
grams to machine-readable patterns and automatically measure them for further
classifications. It makes architectures more comparable especially from feature
perspectives. In terms of the generalisation, it is executed to generate the clas-
sification of DWHAs without restriction or pre-condition. If architectures from
other domains can be modelled and digitised, then they can be classified via this
method. Hence, it is possible to develop consistent and reliable classifications for
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other types of IS architectures through this method. However, extra work should
be conducted to test its generalisation.
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5 Result of SRQ 2 - Method for Iden-
tify Data Warehouse Architecture
Features
This chapter is related to SRQ 2 and three DSRM phases (design & development
and demonstration). It is aimed at designing and developing a method to identify
reliable features across different DWHAs and generate structural knowledge of a
taxonomy for further investigation. This taxonomy is validated by measuring the
DWHAs derived from industry. Some features in this taxonomy are further used
to form another method for DWHAs evaluation explained in following chapters.
5.1 Features and Taxonomy Method Design and Development
This method is designed with three phases which are articulated in chapter 3. The
data for extracting reliable features is collected and prepared in the first phase.
Reliable features are identified in the second phase through a set of processes.
After these features are acquired, they are further manipulated in the third phase
as input and sub-features are generated as output. Subsequently, these features
and sub-features form an initial taxonomy. This taxonomy is refined by experts
to better demonstrate these features and sub-features. The refine process is not
included into the three phases, as it is designed as an optional part depending on
requirements. The detailed descriptions are illustrated below.
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5.1.1 Phase I: Data Collection
In order to precisely identify these features with adequate data supported, a Meta-
analysis LR is conducted based on [221, 262]. By searching related literature,
there is not similar systematic review has already been operated to answer this
research question, so it is worth to conduct this LR. The main processes of this
LR are listed below:
1. The first step aims to generate the research question or purpose based on the
requirements of research.
2. The research question or purpose is broken down into individual concepts
to create search terms.
3. When searching relevant publications, the scope of time-frame should be
determined (e.g. years from 2000 to 2019).
4. The search should be taken in at least two different electronic databases
using the terms identified in step 2.
5. Identification is made by reading the title and abstract to distinguish poten-
tially eligible for inclusion.
6. Examination is made by full text screen.
5.1.2 Phase II: Feature Identification
Phase II has a program with the steps from 1 to 8 which are designed and explained
as follows: (1) The papers collected from the LR are input in this program and the
condition of top T nearest terms are determined. The T is set for Phase II, which
may be a number (e.g. 5 or 10) or a threshold of the similarity between a feature
and its relevant terms. (2) As the algorithm of TextRank is used to manipulate
94
and analyse a paper each time, this step randomly retrieve a paper each time to
prepare data for following steps. (3) TextRank is executed to iteratively identify
features from each paper; (4) After potential features are extracted, they are added
into a pool which includes all potential features generated by previous iterations.
Furthermore, the frequencies of these features are calculated to make or update a
frequency model. This frequent model will be leveraged to obtain top K features in
step 8 and identify the importance of top T terms in step 11. (5) In order to analyse
whether top K features are reliable or not, the changes of the top K features are
tracked and saved. For example, if K is set to 5, in the i iteration, top K features
are TF(k,i) = {fa, fb, fc, fd , fe}, in the i+1 iteration, the top K features are TF(k,i+1)
= {fa, fb, fc, f f , fg}. Then the identical features in these two iterations are TF(k,i) ∩
TF(k,i+1) = {fa, fb, fc}, in which the number is 3 and the change can be calculated
to 2 which is 5 minus 3. An example is given below to concretely explain this
process. The changes of K are saved in a set in order to easily compare them and
facilitate step 7 for finding the top K stable and reliable features. (6) This step
is to check if all papers are manipulated. (7) K is determined and input into this
program based on the results in step 4 and 5. (8) The top K reliable features are
selected according to the input in step 7.
5.1.3 Phase III: Taxonomy Generation
Phase III includes the steps from 9 to 16 to generate the taxonomy with sub-
features based on the reliable features identified in Phase II. These steps are de-
signed as follows: (9) This step executes Word2Vec which is an algorithm to build
a model for managing similarities between terms. These terms include reliable
features and a massive of sub-features which are relevant to the reliable features.
(10) After this similarity mode is built, the top T nearest terms are identified by
search each reliable feature through the model. In this step, the T should be de-
fined to a certain number (e.g. 5, 10, 15 etc.) or even a threshold of the similarity
between two terms. (11) As some of relevant terms may be not inconsequential,
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Figure 5.1: The processes for reliable features and the taxonomy
each of them should be estimated by the frequency model managed in step 4. So
this step retrieves a untested term each time to prepare data for following steps.
(12) This step examines if a term fulfils a threshold or other requirements. For
instance, the condition can be set as whether the term can be found in the fre-
quency model or not. (13) If a term’ frequency does not fulfil a threshold or other
requirements, then discard it. (14) If all terms have already been checked, then
the program flows to next step, otherwise, reverses back to step 11. (15) At this
stage, the initial taxonomy with top K features and their relevant terms are gener-
ated. It is necessary to evaluate it with experts to further discard unimportant and
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irrelevant terms. It encourages to conduct this step with odd number of experts.
In order to guarantee the quality, the taxonomy should be evaluated or amelio-
rated by at least 3 experts. (16) This is the last step to output the hierarchically
structured and evaluated taxonomy with reliable features and relevant terms.
5.2 Method Evaluation with Data Warehouse Architectures
This method is evaluated by identifying reliable features and generating a tax-
onomy for DWHAs. In this research, 220 papers are collected in Phase I. The
reliable features are identified and the taxonomy is generated in Phase II and III
respectively. The details of how to conduct these three phases are demonstrated
as follows.
5.2.1 Data Warehouse Architecture Feature Collection
As the purpose and research question are proposed in chapter 1, the terms for
searching are extracted from them, which include “data warehouse”, “data ware-
house architecture” and “data warehouse evaluation”, “data warehouse feature”
and some synonyms of the feature explained in chapter 2 (e.g. characteristic, at-
tribute, property, component, element). As for the time scope of publications, it
tracks to relevant topics firstly appear in the literature, which covers the time from
1996 to 2019. The publications are originally extracted from multiple sources
including IEEE, dblp, ACM, Scopus, Google Scholar and other online resource
listed below. Initially, 611 articles are identified from these sources, which are
potentially relevant to this research. By eliminating duplicates, 332 articles are
available and downloaded. After screening titles, abstracts and full-contents, 220
publications are remained for further investigation. The detailed processes of this
LR are illustrated in 5.2 figure below.
• https://scholar.google.com
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• https://dl.acm.org
• https://dblp.org/search
• https://ieeexplore.ieee.org/Xplore/home.jsp
• https://www.scopus.com/search/form.uri?display=basic
• https://www.google.com
Figure 5.2: The literature review flow diagram for DWHA features
5.2.2 Reliable Feature Identification
In phase I, one of the most important steps is step 7 as it needs to input a number
for K in order to choose top K features from the frequency model. It is necessary to
concretely discuss how to analyse and determine the K and choose top K frequent
features. In this research, 220 papers are iteratively analysed by TextRank. In step
4, a frequency model is managed and arranged by the descending order based on
their frequencies, which is upgraded after a new features generated. For instance,
if FM(k,i) and TF(k,i) stand for the frequency model and top K features after the
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i iteration. (fa, n) is a feature and n is the total frequencies of this feature so far.
If K is 5 and their changes and relationships in the i and i+1 iterations can be
illustrated in equation (5.1), (5.2) and (5.3) below. In step 5, the change of top K
features are analysed and saved in each iteration. If CFk is a set of changes for
top K features in each iteration, c(k,i) is the number of the changed top K features
after the i iteration. Then their relationship can be presented in equation (5.4) and
the c(k,i+1) can be calculated based on the TF(k,i) and TF(k,i+1).
FM(k,i) = {( fa,30),( fb,26),( fc,25),( fd,24),( fe,23),( f f ,23), ...} (5.1)
FM(k,i+1) = {( fa,31),( fb,27),( fc,25),( fd,25),( f f ,24),( fe,23), ...} (5.2)
⇒ T F(k,i) = { fa, fb, fc, fd, fe}; T F(k,i+1) = { fa, fb, fc, fd, f f } (5.3)
CFk = {c(k,i)|K−Count(T F(k,i−1))∩T F(k,i))}⇒ c(k,i+1) = 1 (5.4)
5.2.2.1 Stable Position Identification
In order to identify reliable features, it is necessary to investigate how many itera-
tions can stabilise top K features without changes. To be more specific, it needs to
find that c(k,i) and its subsequent items/changes should be stable to 0. Therefore,
in order to analyse their relationship, a set of experiments are conducted to calcu-
late each c(k,i) for CFk with different K from 1 to 60 based on the equation 1, 2,
3 and 4. In these experiments, stable positions for each top K features are found
by analysing CFk and some samples are given in figure 5.3. When K are 5, 10, 15
and 20, their top K features are stable after 129, 220, 157 and 216 iterations. It
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indicates that top 5 and 15 features are reliable to be retrieved after 129 and 157
iterations as they are stationary and not easy to break their reliable statuses. In
this paper, these circumstances are called the Steady State under this volume of
collected papers and their top K features are reliable to be retrieved. When K is
10, top 10 features are volatile and converted until the last iteration. By further
analyses its neighbours (K = 9 and 11), the features on the 9th, 10th and 11th posi-
tions are exchanged in the Competitive State, which affect the stability of these
top K features. The top K features in the competitive State are not reliable. In
addition, when K is 20, the stable position/iteration is 216 which is reaching to
the last iteration (220). It is uncertain to predicate that these top 20 features are
reliable after 216 iterations as these features are proved stable only with 4 itera-
tions, which is hereby called the Uncertain State. These three states may occur
in any top K features.
5.2.2.2 Trend of Stable Positions
After analysed all reliable position for each top K feature, it is still unclear to
distinguish which state does a certain K belong to. If the top K features are iden-
tified in the steady state, it will be useful to retrieve reliable features from these
top K features. In addition, if a certain number of papers are collected, It will be
helpful to know how many reliable features can be extracted from these papers.
If the relationship between top K reliable features’ state and the trend of CF(k)
can be interpreted, then it is possible to identify steady states and determine how
many reliable features can be obtained under a certain number of iterations/papers.
Therefore, the reliable positions with top K features are diagrammed in figure 5.4.
In this figure, x-axis and y-axis stand for top K features and stable iterations, the
points mean K features are stable after a certain iteration. For instance, the point
(5, 129) means top 5 features are stable after the 129th iteration. After putting all
points on the canvas, the distributions of these points show a trend, which is anal-
ysed and presented as the curve in this diagram. If SP(k) means the stable position
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for a certain K, this curve can be expressed as a natural exponential function in
equation (5.5), in which e is a mathematical constant and approximately equals to
2.71828.
Figure 5.3: The change tracks of some top K features for identifying
reliable features
As can be seen, the slope of the curve is sharply increased and gradually trends
to gentle incline after K is greater than 30, most of these points’ stable position
almost reaches the cap of iterations (220), which cannot be distinguished whether
is stable or not as insufficient data and shortage of stable iterations proved. Hence,
these points are grouped into the uncertain state. When K is not greater than 30,
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Figure 5.4: The relationship of top K reliable features and iterations
these points belong to the three states as discussed in the previous. For instance,
by tracking changes of some points roughly ranging from 9 to 16, a common
phenomenon can be identified, most of their features are stable, only a small num-
ber of features are vulnerable and exchanged with neighbours, especially the 9th
and 10th features are transposed frequently until the end. Hence, these points are
grouped to the competitive state. Rest of points may belong to the steady state
or uncertain state. For instance, when K is 15, these features are unchanged after
the 157th iteration and 63 (220 - 157) iterations prove these top 15 features are
stable and reliable, while, when K is in the range from 17 to 30, by analysing
their tracks, there is not much evidence to show they are in competitive state and
prove they are in the stable state as inadequate stable iterations. In addition, their
states cannot be analysed by equation (5.5). These two issues motivate to further
investigate insight of their relationships to predict whether they are reliable or not.
If only analysing the points in the stable state and uncertain state, a trend can be
identified. In order to simplify this trend, a linear function is applied hereby to
demonstrate their relationships in equation (5.6), in which SPL(k) means the sta-
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ble position in the linear situation. By using these two functions, it is possible to
analyse and calculate values of top K reliable features and the number of itera-
tions. For instance, if SPL is 220, by putting this value into equation (5.6), the K
can be calculated to 26.074 presented in equation (5.7), which indicates that top
26 features is maximum reliable features which can be extracted from these 220
papers.
SPK = 230.795× e 2.429K +5.312 (5.5)
SPLK = 5.993×K+63.741 (5.6)
⇒ K = (SPLK−63.741)
5.993
⇒ K = 26.074 (5.7)
5.2.3 Feature Taxonomy for Data Warehouse Architectures
After these 26 reliable features are identified and retrieved, the process flow trans-
fers into Phase III for the taxonomy generation. Firstly, a model is created and up-
graded by executing Word2Vec with the collected papers. This model maintains
vectors for a vast number of terms and similarities among these terms. Then, top
T nearest terms are identified by inputting these reliable features into this model.
In this research, T is set to 10, which means 10 most similar terms are retrieved
for a certain reliable feature. As a consequence, 260 terms are identified in total.
In order to guarantee the quality of these similar terms, they are examined by the
frequency model generated by TextRank in step 4, in which if a term cannot be
found, then this term is discarded as it not important as a potential features. After
this process, 182 terms are retained for further investigation. All the inductive
steps from step 1 to step 14 in figure 5.1 are completed, in which the initial tax-
onomy with reliable features and relevant terms are generated. In this research,
the deductive processes are conducted by 3 experts who rate each reliable feature
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and its relevant terms whether they are important or not. Then a feature or term
is discarded if its important rate is less than 2. Finally, 22 reliable features and
111 relevant terms are selected as sub-features based on their feedback, which
are illustrated in figure 5.5. As can be seen from this hierarchical figure, the first
node is the root of DWHA features. The second level is comprised of 22 reliable
features. The third level includes 111 sub-features. For each reliable feature, its
sub-features are able to explain or interpret what the meanings or concrete aspects
of this feature.
5.3 Refining the Feature Taxonomy
By observing this taxonomy, there are some relationships among these features
and relevant terms. In order to better organise them and enable this taxonomy
easy to be used, 3 experts are asked to group these 22 reliable features based on
their understanding of these features and relevant terms. The steps of this group
experiment is presented on the right side of figure 5.6 and designed as follows:
(1) Retrieve a feature from the feature list which initially includes all 22 reliable
features; (2) Look for similar features for this feature from the feature list; (3)
Delete this feature and similar feature(s) from the list and joins them into a group;
(4) Check whether there is a feature left in the list, if so, then go back to step
1, otherwise go to next step; (5) Output the grounded features made by a expert.
After this, three types of groups are proposed by 3 experts, which are further
manipulated by setting the relationship/weight of two features to 1 if they are
in a group. Finally, the summarised groups are generated by linking features
whose relationships/weights not less than 2. As a consequence, these features are
categorised into 4 groups, which are named as the device driver, requirement and
support, data structure, process and service.
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Figure 5.5: The taxonomy with reliable features and their sub-features
5.4 Feature Taxonomy Discussion
As defined in 2.3.1, features in DWHAs are important portions or a distinguishing
characteristics reflecting components or attributes. By comparing the reliable fea-
tures in the taxonomy and features extracted from previous research summarised
in table 2.2, most of reliable features or related terms can be found in the table.
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Figure 5.6: The refined feature taxonomy
When analysing the features in the table, different features are proposed in previ-
ous research studies, there is no consensus that what features are more important
than others. The reliable features are derived from literature by analysing people’s
concerns. They are initially identified as keywords and frequently considered in
literature. They show critical in this field and are further chosen based on the fea-
ture definition. Therefore, the features proposed in this research concern broader
than the features proposed in previous research.
To evaluate this taxonomy, it is validated by investigating and matching the
features and sub-features extracted from two cases of DWHAs built by IBM
and Facebook based on the feature definition as well. The DWHAs described
in [242, 265] present IBM and facebook architectures, which are chosen as the
first and second cases. These two DWHAs are interpreted by experts to extract
features through investigating content and the figure of the architecture. If EFk,i =
{fk,i,a, fk,i,b, fk,i,c, fk,i,d , ...} means the feature set identified by the ith expert from
the kth case. Then the overlapped features proposed by experts can be presented
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as EFk = {
⋂n
1EFk,i}. Therefore, two sets of important features are identified from
experts listed below: the overlapped features for the first DWHA can be presented
as EF1 ={operational data, external data, ETL, edw, mart, other information stor-
age, interface, decision support, business intelligence, administration, metadata,
management}; the overlapped features for the second DWHA can be presented as
EF2 ={oltp, big data warehouse, federated, rdbm, ad hoc big data warehouse}. In
order to test how many features extracted from these two architectures are cov-
ered by this taxonomy, the recall is measured hereby to demonstrate its validation.
By counting the number of similar features or terms between EF1 and EF2 with
the taxonomy, recalls for the first and second architectures are 91.67% and 80%
respectively.
Figure 5.7: The measured results based on the feature taxonomy
Therefore, according to recalls of features for these DWHAs, the taxonomy
covers most of common features and some features are not included especially ad
hoc features. To be more specific, based on the description of the first DWHA, the
feature named “other information storage” is a component extracting data from
data marts to meet the requirements of individual users or a specific application,
which may be a analytic tool or application for ad hoc queries. But without much
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detailed description, this feature is not counted into the recalled features. In the
second DWHA, the feature of “ad hoc big data warehouse” are not counted into
the recalled features with strict rules, as the “ad hoc” feature in the taxonomy is
more relevant to query or application rather than a DWH, even this customised
DWH directly provides ad hoc query services. In addition, relevant terms in this
taxonomy are still unclear or abstract, which should be further explained. The
Word2Vec model created in step 9 of figure 5.1 can be used as a DWHA feature
related digital dictionary to interpret a feature or term by searching its relevant
terms. Hence, it is helpful for individuals to learn or better understand this tax-
onomy with this dictionary. As this taxonomy is generated by a set of steps and
most of them are automatically executed, it enables people who do not have rich
experience in this domain to build a initial taxonomy based on these steps. The
reliable features and taxonomy are easily and swiftly updated with new papers
involved, as it can be automatically conducted by updating the frequency model
and the Word2Vec model to identify new features and generate the new taxonomy.
5.5 Conclusion
In this chapter, a method is proposed to extract reliable features and output a hi-
erarchical taxonomy. This method is designed to form a taxonomy with reliable
features for the domain of DWHAs, but it can be migrated to other domains to
identify reliable features and taxonomies as it has low mutual coupling with a
certain topic. Nevertheless, more cases should be involved to test its generali-
sation. In this method, a systematic LR is conducted to collect data, TextRank
and Word2Vec are applied to extract reliable features and their sub-features, re-
spectively. Since in previous research studies, most of the features are derived
by researchers’ perceptions, this proposed method decreases manual intervention
and significantly increases the efficiency and reliability of features and taxonomy.
By executing this method with DWHAs related articles, the sub-research ques-
tion 2 is answered with these reliable features and their sub-features. To the best
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of knowledge, this is the first work that is to address the reliability issue of fea-
tures and taxonomy for DWHAs. The taxonomy generated by this method can be
used to further evaluate DWHAs. In order to validate the derived taxonomy, this
study measures two DWHAs from IBM and Facebook, whereby the measurement
shows the validity of this taxonomy covering most of their features.
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6 Result of SRQ 3 - Method for Data
Warehouse Architecture Evaluation
This chapter is related to SRQ 3 and three DSRM phases (design & development
and demonstration). It proposes a method to systematically evaluate DWHAs
based on the results generated in chapters 4 and 5 (e.g. DWHA classification, reli-
able features and taxonomy). Some features are selected and associated with mea-
surements to build a framework, which is the core part of this evaluation method.
During the development of this method, some concepts from TPC are adopted to
evaluate some features.
6.1 Features in the Evaluation Method
Before designing and developing this method, it is worth to discuss features which
act as the primary materials for evaluation. The DWHA feature taxonomy with
22 reliable features and a set of relevant sub-features are identified in the previous
chapter. The feature for DWHA evaluation should be also discriminative. As in
this research, the evaluation is conducted to measure features from the architec-
tural perspective. By iteratively testing these features to evaluate DWHAs and
updating them based on acquired feedback in workshops and meetings, some of
them show more discriminative when conducting the evaluation. In addition, as
discussed in 2.2.1. the DWHA is defined with four layers (source layer, ETL layer,
data storage layer and data presentation layer). In order to better associate with
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DWHAs, These features are selected and filled into these layers. Some features
do not belong to these layers, hence they are allocated to the other.
6.1.1 Source Layer
In this layer, source and data are chosen as the main features to evaluate DWHAs.
In addition, operational data normally has data quality issues, so they are mea-
sured in this layer. The following sub-sections explain the details of some options
or aspects being considered when evaluating DWHAs from the source layer per-
spective.
6.1.1.1 Source - Data Source
A DWH is a centralised data repository to store and maintain data which may be
derived from a single or multiple data sources. Kwon et al. [125] denote data
can be divided into internal data and external data. Some data may be directly
obtained from internal operational or archive systems, this source is named Inter-
nal Source. Data in this kind of the data source is stored in a physically/logically
same location or device with DWHs placed. Hence, it does not need to care more
about remote transmission and data leakage. There are different types of DWHs
which may extract data from the internal source, e.g. virtual DWHA, indepen-
dent DM, centralised DWH, hub-and-spoke DWH etc. [18, 22, 40, 58]. DWHs
extract data from different data sources which belong to disparate organisations.
This kind of data source is called External Source. As data from different data
sources may be formatted miscellaneously and remote transmissions may be re-
quired to collect data from different locations, extra efforts should be made to
build DWHs with external sources. External data may highly provide valuable
information for decision-making or increasing business knowledge [43]. There
are some DWHs obtaining data from external sources, e.g. centralised DWH,
Hub-and-Spoke DWH, big DWH etc. [144, 160, 279]. As can be seen, there is
no boundary or regulation whether a DWH is allowed to have internal sources,
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external sources or both of them. For instance, a centralised DWH may extract
data from an internal source, it may extract data from an external source or both
of them depending on the requirements or achievements of a DWH project.
6.1.1.2 Data - Data Format
Structured data: This type of data is defined by the data which can be directly
readable or manipulated by computing devices [25]. It is typically stored in or
derived from relational databases [135]. Data in these systems are normally or-
ganised in tables with structured rows and columns to provide services of storing,
managing and retrieving data. It is a type of data which can be addressed in ef-
ficient ways. In terms of benefits for DWHs, this formatted data can be readily
undertaken, but it only occupies a small portion (around 15% - 20%) in all data
[32, 68]. As it is supported by the database, it can be effectively and efficiently
operated for handling and analysing [209]. According to [68, 135], the structured
data may be allocated in or extracted from different types of sources summarised
as follows: relational databases, spreadsheets (e.g. Excel), online transaction pro-
cessing systems, BI systems, DWHs, etc.
Unstructured data: It stands for the data which cannot be populated into database
tables with rows and columns directly. This type of data may be stored in a BLOB
(binary large object) [32]. Unstructured data has no pre-defined format with data
model and is not suitable for mainstream relational databases [68]. As for the do-
main of the DWH, this type of data could be found in BI systems and analytical
applications for further analysis [32]. As this type of data lacks consistent formats,
so extra efforts should be made to pre-process it to machine-readable version for
further analysis. It can be presented in different patterns including web pages,
images, videos, reports, surveys, emails, pdf, log, etc [32, 69]. There is another
concept which is called the semi-structured data. This type of data is not stored
in well-organised tables or relational database systems, but with some structured
fields benefiting for querying [38]. Hence, there is no big difference between un-
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structured data and semi-structured data from the rational database perspective. In
order to simplify the measurement for the data type, in this research, unstructured
data includes semi-structured data.
6.1.1.3 Data - Data Quality
Solving data quality issues is important for DWH construction and operation.
Data quality issues usually come first when data needs to be analysed. It oc-
cupies approximately 80% of the total data engineering effort in practice [285].
A large amount of time is spent on how to pre-process unformatted or defective
data. After this, the processed data can provide sufficient information, and be eas-
ily analysed, mined or utilised to make decisions. The data pre-processing might
be the last inspection to handle data quality problems before data is delivered into
DWHs. The data from relational database systems normally has referential in-
tegrity constraints which enforce the business rules associated with databases and
prevent the entry of invalid information into tables [173]. It has pre-defined mod-
els to organise data in a structured pattern. Hence, structured data could be easier
to assure its quality. However, the volume of unstructured data is approximately
five times the volume of structured data [100]. Unstructured data occupies 85%
or more of all data [207], so it is not sufficient for decision-makers or data ana-
lysts to only use structured data if intending to get more useful information from
data. Therefore, data quality is an essential and crucial feature which should be
considered in evaluation. In this research, the concepts and the data set of TPC-DI
benchmark are leveraged to investigate typical data quality along with the classic
data quality dimensions proposed by Wang and Strong [260]. Finally, six typical
data quality problems are identified and illustrated below.
Missing Values: There are two types of missing value problems in data sources.
On one hand, the data in one field appears to be null or empty. This type of miss-
ing values is defined as direct incompleteness, which means this can be directly
detected by rule-based queries. On the other hand, the data could be missing be-
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cause of the data operations such as data update. This type of missing values is
defined as indirect incompleteness.
Conflict of Entities: In this research, the definition of an entity is a record or
object stored in a table. The difference between the entity and the record is that a
record may contain one entity or multiple entities. The conflicts of entities mean
that there is more than one valid or active record with the same identifier in a table.
The records in tables need to agree with each other and avoid conflicts between
them.
Format Incompatibility: This issue appears frequently in the date format.
Date format conflicts are triggered by inconsistent date styles between data sources
and DWHs. For instance, in the TPC-DI data set, the field of EffectiveDate means
the effective date of a certain record. The date retrieved from the data source is
the string with the format YYYY-MM-DDTHH24:MI:SS which includes the date
and time split by the capital T. If the DWH is built in the Oracle database sys-
tem, the date format is DD-Mon-YY HH.MI.SS.000000000 AM/PM which uses
a different date and time format compared with the format in the data source.
Multi-resource or Mixed Records: In raw data sources, a record may contain
more than one table’s entities. These entities in a record normally have referential
or dependent relationships. For example, in the TPC-DI data set, the Customer-
Mgmt.xml file has a record which may contain two dimension tables’ entities
(DimCustomer and DimAccount tables). An account must belong to a certain
customer and a customer could have more than one account (One-to-Many rela-
tionship). For each record, there is a field named an action type, which shows
the purpose of this record. When inserting a record to create or update a new
account, the value of the Action Type is New or UPDACCT respectively. This
record includes two entities which contain customer and account’s information.
Whereas, when only updating the customer information, the value of action type
is UPDCUST. In this case, the record only contains one entity.
Multi-table Files: In raw data sources, some files contain more than one ta-
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ble’s records. This situation may happen when records in tables are collected from
one system. For instance, in the TPC-DI data set, a file may contain three tables’
data: CMP, SEC and FIN. The CMP records are related to the DimCompany table;
the SEC is for the DimSecurty table; the FIN feeds the Financial table. Based on
types of records, the data extracted from this data source file can be divided into
several branches. Each branch may have sub-branches for different purposes as
they can be further split into different sub-branches (e.g. ACTV and INAC). Then
there are several branches and sub-branches which need to be considered in the
process of loading data. If dependencies and links exist among these tables, the
sequence of loading the data into tables needs to be prioritised as some tables may
depend on other tables via foreign keys. If ignoring this sequence, errors may be
triggered as the foreign keys are not found.
Multi-meaning Attributes: In data sources, an attribute or a field may allow
containing different types of data which could have different meanings. It could
be difficult to avoid ambiguities with improper differentiation. For instance, in the
TPC-DI data set, an attribute named the CoNameOrCIK may carry the company
identification code (10 chars) or company name (60 chars). Some rows may use
company identification codes, while some rows may use companies’ name. In a
table of the TPC-DI benchmark, there is an attribute called SK CompanyID which
is the primary key of the DimCompany table as well as the foreign key of the
Financial table. Thus, when inserting a record into this table, it could either use
the company identification code or company name to look up related dimension
tables to find the primary key and then insert it into the Financial table as a foreign
key. It could be confused or make mistakes with multiple formatted values in an
attribute during conducting the loop-up and insertion processes.
6.1.2 ETL Layer
A DWH may need an ETL system to transfer data from one point to another. An
ETL system has the ability to gather separate sources and finally delivers data in
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DWHs with a presentation-ready and unified format. Even though an ELT system
is invisible to end users as a black box, it could cost 70 percent of the resources
in the DWH implementation and maintenance [116]. The process of the ETL can
be described by extracting, transforming and loading data from one data source
or multiple data sources into a data repository [194]. In a DWH, the ETL system
is the bridge for the data migration from data sources to the destination. There
are three phases (E, T and L) in ETL systems, the E phase is an indispensable
part and normally comes first, the T and L phases are dispensable in some DWH
systems. In addition, different orders of these three phases present different se-
quential processes. For instance, the ETL system means extracting data first, then
transforming data and finally loading data. While, the ELT system operates pro-
cesses with extracting data first, then loading data into a DWH, finally transform-
ing data. Therefore, the possibility of this system could be presented in five cases
SetET L = {E, ET, EL, ETL, ELT}. Each of them is explained in the following
contents below.
6.1.2.1 Process - ETL Type
E: Some DWH systems only have the E phase, especially the DWHs built in one
layer DWHAs. This kind of architectures stores data once and once only, which
avoid the data management problems with multiple and synchronical copies of
data. These systems directly extract data from operational systems and provide
real-time data as DWHs for data analysis [58].
ET: This type of systems extracts and transforms data, which do not necessar-
ily load the transformed data into other systems for data analysis. The ET system
conducts these two processes in the same place as the E system does in one layer
DWHAs. For instance, a DWHA manipulates and analyses operational data with
limited data integration, then analyse results and save them into views [41].
EL: Extracted data may not need to be transformed, which may be retrieved
from the same operational system or multiple systems with confirmed data for-
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mats. This system could be found in some DWHAs with relatively pure data sets.
For instance, the architecture with an independent DM does not require much data
transformation. However, these DMs are not formally advocated in the industry.
Nevertheless, they exist and are used as a DWH solution in organisations [11].
ETL: This type of DI systems is frequently and widely applied in DWHAs to
gather data and transform data with mutually agreeable formats, then load trans-
formed data into DWHs especially with multiple data sources. For example, in a
Hub-and-Spoke DWHA, several different data sources are retrieved by the ETL
system and transferred into a centralised DWH, then split into several DMs to
provide data for further analysis [287]. This ETL system is a traditional approach
to uniform data with consistent formats, in which three phases normally occur be-
fore the DWH systems. In other words, they independently provide ETL services
without assistance from DWH systems, which is different to the ELT processes
explained below.
ELT: This system is a novel structure compared with other ETL structures.
The main difference between them is the order of these three phases occurred.
The processes of the ELT may take place in different systems and populate data
into DWH systems without conducting data transformation, which normally ap-
pear in some innovative DWHAs. For instance, referring to the DWHA proposed
in [279], data is firstly extracted from data sources and loaded into a big data
framework, data is further transformed in this framework, which has high-speed
ability to manipulate data. After data is loaded into the framework, it may be not
necessary to transform data immediately, which could be conducted when data are
queried.
6.1.2.2 Process - Loading Strategy
Updating data is essential to keep data fresh and complete. DWHs normally do
not need data to be real-time except some special cases, but they still need to be
updated with new data sets in each loading period which could be 24 hours or sev-
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eral days depending on business requirements. There are normally two strategies
for new data loadings including full load (or destructive load) and incremental
load (or delta load) [42, 196, 201], which are discussed as follows.
Full Loading: It is a set of processes to fully delete the existing data in DWHs
and populate all historical and new data into DWHs [254]. Hence, a lot of data
without any change is still expurgated and reloaded into DWHs in each full load-
ing. In this strategy, the ETL system does not necessarily identify which data is
new or update, which has simple logic and just extracts all data from data sources.
So this strategy is easy to be conducted and it is straightforward to guarantee data
consistency. But it needs more time to transfer data which has already loaded from
data sources to DWHs [42], especially in cases with a vast number of historical
data and a fraction of new data.
Delta/Incremental Loading: The delta/incremental loading strategy has more
complicated processes than the full loading strategy, which does not erase loaded
data in DWHs. Through analysing data, this strategy only extracts new and up-
dates data sets from data sources and sends to DWHs [108]. It takes less time than
full loading as avoiding already loaded data, but it is more complicated to imple-
ment this strategy and it could weight the data integration system when identifying
new and updating data sets [42]. Therefore, this loading is beneficial when most
data is stable and a small portion of data is changed or inserted. In a DWH system,
it is possible to use these two strategies for loading different tables depending on
requirements and situations. The brief processes of these two loading strategies
are illustrated in flow charts 6.1 below.
6.1.2.3 Process - Loading Throughput
Based on the taxonomy, loadings are crucial to populate data into DWHs. The
loading processes occur in ETL layer, in which data is extracted, prepared and
loaded into DWHs. Instead of loading new and changed data into DWHs, there
is another loading named historical loading which is essential to establish DWH
118
(a) The full loading strategy (b) The incremental loading strategy
Figure 6.1: Two update strategies for DWH loading
systems. But this loading arises when a DWH has been implemented and is ready
for obtaining historical data. This type of data is legacy information generated
before, which may hold decades of relevant data in a DWH project. While the
data populated during the update loading is relatively fresh compared with the data
populated during the historical loading. These two loadings provide adequate and
fresh information to DWHs for further analysis. Their throughput is significant as
a crucial feature to measure their performance (e.g. [194, 245]). In this research,
the concept of [244] on how to measure loading throughput is adopted but with
more flexible patterns, which is illustrated in equation 6.1 below. Recordsi or
DataSizei are number of records or the size of data transferred in ETL layer in
a loading process. Max(Timei,180) is the time taken in a loading. The loading
throughput is designed as the average value in mutiple loadings, hence, n stands
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for the number of loadings.
In TPC-DI, the throughput only measures the total number of rows of source
data and it has one historical and two update loadings, while, in equation 6.1,
either the total number of rows or total volume of data size can be leveraged to
calculate the average throughput. It is extended to some scenarios which have
more than two loading processes. In addition, the TPC-DI only allows using spe-
cific data sets generated by DIGen to measure the throughput, while this equation
can be applied with customised data sets. It is possible to separately calculate
the historical loading throughput and update loading throughput depending on re-
quirements.
LoadingT hroughput =
∑ni=1
Recordsi∨DataSizei
Max(Timei,180)
n
(6.1)
6.1.3 Data Storage Layer
This layer is the primary part referring to different concepts and mechanisms used
in the storage Layer, in which DWHs are significantly vital components to manip-
ulate, manage and provide data for the following systems or tools. Based on the
taxonomy, three features are chosen to be evaluated in this layer, which include
the types of DWHs, their tables and time available for querying in a period.
6.1.3.1 Warehouse - Data Warehouse Type
Different types of DWHs may have different components and characteristics,
which may affect their performances and abilities. Hence, the DWH type is lever-
aged as one of the sub-features to evaluate DWHAs. As discussed in the chapter
4, there are 9 typical DWH systems identified from the literature by executing
the proposed classification method, which include virtual DWH (VDWH), cen-
tralised DWH (C), hub-and-spoke DWH (HAS), data mart bus DWH (DMB),
independent data marts DWH (IDM), federated DWH (FDWH), parallel DWH
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(PDWH), big DWH (BDWH) and data lake. However, in this research, data lakes
are considered and linked with DWHs explained in 4.3.1, which form the DWH
with data lake (DWHDL). These DWH systems could be used to measure a DWH
along with the classification method proposed in chapter 4 to identify which type
of this DWH belongs to.
6.1.3.2 Table - Schema Type
The schema is a sub-feature of a reliable feature (table), which is fundamental
information to show how data is organised and stored in a DWH system. There
are three schemata identified from the literature, which include Star Schema,
Snowflake Schema and Constellation Schema [174, 248]. Most DWH systems
apply the concept of the star schema to build their data model [42]. In the star
schema, a fact table is surrounded and linked by a set of dimension tables and there
is no link between these dimension tables. A DWH system with snowflake schema
is comprised of a fact table and a set of dimension tables, but some dimension
tables may have sub-dimension tables to provide details information [132]. The
fact constellation schema is more complicated than the star and snowflake schema,
which has several fact tables and a set of dimension tables. It maintains a group of
star schemata with hierarchical links between fact tables, which enable data to be
drilled down with different levels and granularity [156]. This schema has stronger
abilities to model and provide different dimensional information for data analysis.
But it requires higher level skills to implement and maintain this complex schema
compared with other schemata. Three samples are illustrated in figure 6.2 below.
6.1.3.3 Time - Period
Time is one of reliable features in the taxonomy, which has several sub-features
including loading, period, response, etc. As for the DWH layer, the period is cho-
sen to measure how long a DWH is available to provide services for responding
queries from end users in a period. This measurement is essential to present the
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(a) Star Schema (b) Snowflake Schema
(c) Constellation Schema
Figure 6.2: The samples of three typical schemata used in DWHs
availability of a DWH. If a DWH needs a considerably long time to update data
in a period, it implies less time available to provide services for end users. In this
research study, the evaluating indicator is named Availability Per Period, which
is obtained by calculating the average of available time in n periods to reduce de-
viations. The details of how to generate this indicator is presented in equation
6.2. Period is the time interval between two loadings. U pdateTimei is the time
consumption in a loading. n is the number of loadings in order to calculate the
average of the availability per period. As for a DWH, the period is the interval
between two updates, which is normally fixed, so to get this result, the main work
is recording how much time is taken in each update process. For instance, if a
DWH updates data daily (24 hours), and the time in 4 updates is 5, 4.5, 5.5 and
5 hours, then the Availability Per Period can be calculated by [(24-5)/24+(24-
4.5)/24+(24-5.5)/24+(24-5)/24]/4, which is 79.17%.
AvailabilityPerPeriod =
∑ni=1
Period−U pdateTimei
Period
n
(6.2)
122
6.1.4 Presentation Layer
The presentation layer places emphasis on further organising data to provide up-
per services for data analysis. In this research, it does not refer how to present
or visualise results responded by DWHs as these are a vast number of tools or
platforms to show data with different patterns, which is more related to DWHs on
how to efficiently and effectively provide data and respond queries. In this layer,
three reliable features are leveraged to evaluate DWHAs, which include business
intelligence, table and query. Based on these, three sub-features (OLAP, table
view and query throughput) are utilised to measure DWHAs from the presenta-
tion perspective.
6.1.4.1 Business Intelligence - OLAP
As for business intelligence, its sub-feature, namely the OLAP, is selected to do
the measurement. It is applied to acquire important business-critical knowledge
from data crossing enterprises, which is an essential component for BI system [2].
This component allows end users to query ad hoc analysis of multiple dimensional
data, which can offer insight and meet the need for better decision making [170].
There are several typical operations including roll-up, drill-down, slice, dice and
pivot when retrieving data from OLAP systems. Roll-up and drill-down analyse
high levels of dimensions with coarse granularity and low levels of dimensions
with fine granularity in details respectively. The slice and dice are related to ob-
taining data from different number of dimensions to further manipulate data for
specific targets. Pivot is to rotate the multidimensional view of data to show dif-
ferent aspects to end users [42]. There are three main typical OLAP systems:
ROLAP, MOLAP and HOLAP, which are explained below. There are other
OLAP systems existed to analyse data, but they are less popular kinds of OLAP
technologies or do not really exist any longer (e.g. DOLAP, WOLAP, Mobile
OLAP, SOLAP, etc.) [170], which are not considered in this research.
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ROLAP is an acronym for relational on-line analytical processing, which en-
ables to directly retrieve data stored in relational databases by using SQL (struc-
tured query language) which is the standard database language to define and ma-
nipulate data in an RDBMS. ROLAP can reduce resources by enabling organi-
sations to use their existing RDBMS rather than invest or purchase other tools
[170]. MOLAP is the multidimensional OLAP, which provides faster services for
customers especially who have ad hoc queries. It organises and maintains data
based on an ad hoc logical model that can represent multidimensional data and
operations directly [223]. As ROLAP is not designed for ad hoc queries and MO-
LAP only holds less scale and only a limited amount of data [29], HOLAP is the
abbreviation of the hybrid online analytical processing and is proposed to bridge
the gap between the two models, which combines the ROLAP and MOLAP into
a single architecture [62]. HOLAP has the ability to convert from the cube down
to the relational tables for detailed data, which shows advantages on scalability,
quick data manipulation and flexibility in accessing data sources [170].
6.1.4.2 Table - View
A view acts as a virtual table [162], which does not really store data in a table.
so it does not require a block of space to locate data. A view could benefit to
simplify and customise data for users and provide a mechanism to protect original
data by only allowing users to retrieve data through the view without permissions
to directly access the base tables. It offer a compatible interface and is transparent
to users for querying data even through base tables’ schema has changed [153]. In
DWH systems, views are important to increase the speed of responding end users
queries. When a view is visited, it is still necessary to go back and obtain data from
base tables, which may take a long period of time until results generated as the
volume of data in DWHs may be more enormous than data in normal databases.
Hence, the concept of the materialised view is adopted to avoid this look-back
process, in which data is allocated with some space and end users can retrieve
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data from it directly. However, materialising views acquire extra financial, spatial
and operational resources. Therefore, there are different types of strategies and
algorithms to find the trade-off on selecting what views should be materialised
[240]. As this research focuses on architectural perspectives rather than how to
choose and materialise views, so two sub-features (View and Materialised View)
are chosen to measure DWHAs for this table feature.
6.1.4.3 Query - Query Throughput
The OLAP and view can reduce query response time [28]. The consumed time
for responding queries is fundamental to present the capability of analysing data,
which affects the satisfaction of end users. In this research, the Query Through-
put is selected to measure the number of responding queries in a period of time
referring to the average of query response time with a set of queries. The pro-
cesses of how to measure this indicator are illustrated in equation 6.3, 6.4 and 6.5
which are designed based on the concept of [245]. At the beginning, time con-
sumption in each query (QueryResponseTimei) is recorded and put into equation
6.3 for calculating the average of query response time in n queries. In this step,
the second is applied as the unit. Then the average of query response time is input
into equation 6.5 to calculate how many queries can be responded in an hour un-
der a certain data size. The size factor in equation 6.4 is set to several GB-based
levels (1, 10, 100, etc.). For instance, if the DataSize of a DWH is 56.4 GB, then
its size factor level is 56. If the DataSize of a DWH has 56.5 GB data, then its
level is 57.
As for the equation 6.5, 3600 means 3600 seconds in a hour. n is the number
of queries, which is the same with the n in the equation 6.3. SizFactor is the result
of the equation 6.4. QueryResponseTimei stands for the same as the valuable in
the equation 6.3. In order to enable results greater than 1, the unit of the query
throughput is queries/hour. If using queries/minute or queries/second, the results
could be less than 1 as the query response time normally is several seconds even
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several minutes especially with ad hoc queries. For instance, in [7, 47, 243], the
query response time is various from several seconds (e.g 4.7 seconds) to thou-
sands of seconds (e.g 7,069.7 seconds). Therefore, the hour acts as the granularity
to measure this indicator. However, this granularity is flexible and could be con-
verted to the minute or second depending on specific requirements and situations.
While, when evaluating several DWHAs at the same time, the unit should be con-
sistent. In addition, it encourages to compare DWHAs with similar data size, their
values of the size factor could be fairly equivalent. Otherwise, the query through-
put of DWH systems with small data sizes could be affected with small values of
size factors.
AverageTime =
∑ni=1 QueryResponseTimei
n
(6.3)
SizeFactor = Around(
DataSize
1GB
) (6.4)
QueryT hroughput =
3600×SizeFactor
AverageTime
=
3600×n ·SizeFactor
∑ni=1 QueryResponseTimei
(6.5)
6.1.5 Other
Some other features and sub-features are significant to present DWHAs’ perfor-
mance. As these features could be in any or outside of these four layers, they
are allocated into the other part. In this part, three aspects (user type, meta data,
architecture complexity) based on three reliable features (user, data, architecture)
are selected to evaluate DWHAs as supplementary indicators other than the sub-
features in the four layers. The details of these three sub-features are explained in
the following contents below.
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6.1.5.1 User - User Type
As for a DWH project, investigating end users who use this system is necessary
and valuable to avoid superfluous functions or components being added and im-
plemented the DWH system, which could reduce financial and human resources.
it is an important process to interpret users’ requirements and expectations of a
DWH system. According to the taxonomy, there are several relevant sub-features
(e,g, expert and administrator) referring to different types of roles who operate or
manage DWHAs. As administrators are normally essential and indispensable for
DWHA management and maintenance, so this type of user is not considered and
measured in this sub-feature. By reviewing and investigating previous research
studies, there are different concepts to classify DWH users.
Users can be divided into four types: content viewer, data discoverer, content
creator and query expert [172]. According to it, content viewers occupy the largest
user population, who query DWHs or other components for ordinary requirements
or presupposed requests (e.g. report). Data discoverers are more interactive than
content viewers, who discover hidden information from data in DWHs. Content
creators further manipulate data and intend to create visualisations, reports and
dashboards. Query experts normally are less than previous two types of users,
but require most technical skills especially in programming, mathematics, statis-
tics, etc. Taylor [236] summarises five types of users (explorers, farmers, tourists,
miners and operators), which uses metaphors to explain these roles for the usage
of DWHs. Explorers are more related to being queried by experts, who explore
unknown patterns and unsuspected information but valuable for organisations.
Farmers are similar to data discoverers or content creators, who have clear tar-
gets or goals of what they expect to require from DWHs. Tourists are relation
to decision makers who are interested in an enterprise-wide view for operations.
Miners are a group of analysts who should address ad hoc requests with advanced
skills (e.g. data mining). Operators are administrators or staff who operate DWH
systems.
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In order to simplify types, in this research, users are categorised into two main
types (Content User and Knowledge User). The content user does not neces-
sarily require rich technical or other upper skills to use DWH systems, who just
retrieve already-prepared results or invoke pre-implemented functions stored in
DWHs, while the knowledge user should have a high level of manipulating or
analysing data with further operations, who may implement algorithms or use
other tools (e.g. data mining tools) to provide results or functions for the con-
tent user or themselves. To be more specific, the content user is similar to the
content viewer and data discoverer in [172], the tourist and farmer in [236]. The
knowledge user is analogous to the content creator and query expert in [172], the
explorer in [236].
6.1.5.2 Data - MetaData
Metadata is information referring to data of how it is created, accessed and used
[58]. In a DWHA, data is extracted from the data source, manipulated and loaded
in a DWH, finally queried by end users, which may be converted to different
formats or patterns during these phases. The volume and throughput of data in
a DWHA could be enormous, which should be well-organised and scheduled to
avoid congestion or crash. Inmon [100] denotes that metadata is auxiliary to ex-
plain data to provide information for managers, users and the analysts, which is
one of the major and critically important components as for DWH systems. Differ-
ent understandings and concepts are proposed in previous research studies. To be
more specific, Devlin and Cote [58] classify metadata with three types (build-time,
control metadata and usage metadata) in DWH systems. The build-time metadata
refers to the data which is created and used in the processes of the application,
design and construction. The control metadata is leveraged to control and manage
DWHs during the operation time. The usage metadata is used to support users
and improve services or productivity. According to [168], metadata can be gen-
erally classified into descriptive metadata, structural metadata and administrative
128
metadata. Vassiliadis [255] categorises metadata with five types, which include
information on contents of DWHs including locations and structures; informa-
tion on processes (e.g. refreshment); information on implicit semantics of data;
information on infrastructure and physical aspects of components and sources;
information on security and management data.
Based on these concepts referring to metadata, it can be summarised to four
types in this research including Configuration Metadata, Log Metadata, Man-
agement Metadata and Query Metadata. Configuration Metadata stores in-
formation referring to the design, development, maintenance, melioration, migra-
tion and discard and other information related to configured activities on DWHs
for each layer and component. This metadata contains information regarding most
of DWHs’ phases mentioned in chapter 1 and all layers of DWHAs. Log Meta-
data tracks details of operation information, which could be used for better under-
standing the current situation and performance, diagnosing and solving problems.
This metadata puts emphasis on operating movements in the ETL layer and DWH
layer especially for data update. Management Metadata records activities con-
ducted by engineers and managers who maintain and administrate DWHAs, which
may cover the information referring to four layers. Query Metadata stores the
query information from users, which could be further analysed to improve DWH
services. This metadata obtains data from DWH layer and presentation layer.
Therefore, these four types of metadata cover all phases and layers of DWHAs.
Different types of metadata may be produced in the same layer. For instance, the
DWH layer almost can generate all types of metadata. Hence, there are some in-
tersections between them, but they focus on different aspects and hold different
types of information. The coverage of metadata aligned with different phases of
DWHAs is shown in table 6.1. The 7 mark in a cell means that a certain type of
metadata covers a kind of DWHA activities.
When evaluating metadata, the coverage can be measured by calculating how
many types of metadata are covered in different layers. In here the phase related
metadata is not counted, as if counting all of them in table 6.1, there are some
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Configuration 7 7 7 7 7 7 7
Log 7 7 7 7
Management 7 7 7 7 7 7
Query 7 7 7
Table 6.1: The coverage of metadata in different phases and layers
overlaps between phase and layer related metadata, and a DWHA is normally in
a phase in a certain period of time, which is unfair to other DWHAs in differ-
ent phases with different types of metadata. For instance, The maitaining and
meliration phase has four types of metadata, while rest of them only have one
or two types of metadata. However, DWHAs could have multiple layers which
avoid the unbalanced types of metadata. The metadata coverage only counts the
layer oriented metadata with green background in table 6.1 and can be calculated
as described below. If a DWHA has two types of metadata (configuration and
log metadata). Configuration metadata records all phases and layers of metadata,
then the Configuration metadata covers 4 aspects. Log metadata has 3 aspects
of information. Hence, the metadata of this DWHA covers 7 aspects. Based on
table 6.1, the total types are 13. Therefore, the metadata coverage of this DWHA
can be calculated with 7 divided by 13, which is around 53.85%. The details of
these processes can be summarised and demonstrated in equation 6.6, in which
the TypesO f MetadataintheLayeri is the number of metadata types in a layer and
13 is the total types of metadata in four layers.
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MetadataCoverage =
∑ni=1 TypesO f MetadataintheLayeri
13
(n = 4) (6.6)
6.1.5.3 Architecture - Architecture Complexity
In this part, the Architecture Complexity is investigated and measured, which
provides valuable information for whom wants to design, develop and maintain
DWHAs. The theory derived from the cyclomatic complexity is leveraged and
revised to fit the situation and requirements of this research. The cyclomatic com-
plexity is widely accepted in the domain of computer science to measure com-
plexity of software such as [14, 138]. According to [215], the mechanism of how
to calculate the cyclomatic complexity is demonstrated in equation 6.7 below. In
this equation, the E and N mean the number of edges and nodes, respectively.
The original equation is modified to adapt calculating the complexity of DWHAs,
which is presented in equation 6.8. In this modified equation, the E and N are the
same to the original one, which mean the number of edges and nodes, respectively.
The S stands for the number of sources which provide data for a DWH system.
V (G) = E−N+2 (6.7)
AchitectureComplexity = E−N+S+1 (6.8)
It is not complicated to observe and count the number of edges, nodes and
sources from modelled DWHAs rather than just identify them from text. In order
to align with the cyclomatic complexity and output results greater than 1, when
modelling DWHAs, it is necessary to describe them from data sources to end
users. If a DWHA has several source data, they should be separately presented
for easily counting numbers of sources. If a DWHA has several types of end
users, they should be merged and counted one. Based on the graph theory, graphs
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can be classified into undirected and directed graphs [264]. As the data flow has
direction and the ArchiMate is chosen to model DWHAs in this research, two
types of relationships presented by dotted or broken arrow are counted as edges in
a modelled DWHA, as these two types of arrows describe data flow from a node to
another. Two examples are given in figure 6.3 below to calculate the cyclomatic
complexity and architecture complexity. The first figure is a generalised graph,
the numbers of its edges and nodes are 8 and 7 respectively. Based on equation
6.7, its cyclomatic complexity is 3. The second figure is a DWHA modelled by
ArchiMate, it has 6 edges, 7 nodes and 3 sources. Based on equation 6.8, its
architecture complexity is 3. As can be seen, they have the similar structures.
(a) A example of the graph (b) A example of a modelled DWHA
Figure 6.3: Example for calculating architecture complexity
6.2 Framework for the Evaluation Method
As discussed above, some reliable features and sub-features are chosen and they
are further allocated into a framework in which features and sub-features are split
into 5 groups including four layers and other. The detailed structure of the frame-
work is designed in figure 6.4 below. As can be seen from this framework, in
the source layer, data source, the data format and data quality are measured; in
the ETL layer, different types of ETL systems, data update strategies and load-
ing throughput are measured; in the DWH layer, DWHA types, table schema and
availability per period are assessed; in the presentation layer, different types of
OLAP systems, table views and query throughput are benchmarked; in the other
group, different types of users, metadata and architecture complexity are evalu-
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ated. There are some options or equations to measure each sub-feature, and an ad-
ditional option Unknown/Null is allocated to some sub-features in case these sub-
features could not be measured or their information is not given. If a sub-feature
has several options or fixed scopes, these options are divided or normalised into 4
levels except for some sub-features (e.g loading throughput and query throughput)
which do not have fixed scopes.
Figure 6.4: The DWHA feature evaluation framework1
The sub-feature and their measurements in this framework are further divided.
Some sub-features with green colour show macroscopic/outer characteristics or
can be identified directly by observations, which hereby are named the macro-
1 Text with the purple colour: the reliable & critical features from the taxonomy.
Text with the green colour: the insensitive sub-features derived from the taxonomy.
Text with the orange colour: the sensitive sub-features derived from the taxonomy.
Each feature measurement has four levels with the colours from the light red to brownish red.
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scopic features and macroscopic measurements. While some sub-features with
orange colour and their measurements show microscopic/inner characteristics or
should be investigated and calculated, which could not be directly identified by
just observations. They are named the microscopic features and microscopic
measurements. The macroscopic features are architectural or physical compo-
nents which are more related to structural indicators to describe what constitute
the main portions of a DWHA. Hence, their macroscopic measurements more fo-
cus on components which are implemented before operations and not changed
frequently. In other words, these macroscopic features are relatively stable and
insensitive. However, the microscopic features are more related to data manip-
ulations and transmissions, whose performances are frequently changeable and
sensitive. In this research, these two sets of names are applied in different cir-
cumstances and their relationships are summarised below: macroscopic features
are equal to insensitive features; microscopic features are equal to sensitive
features.
6.3 Evaluation Method Design & Development and Demonstration
All materials for evaluation are identified and displayed in the framework. This
part places an emphasis on how to systematically evaluate DWHAs. In order to
achieve this, a method is designed with three phases including DWHA modelling,
feature measurement, DWHA evaluation. Each phase is concretely explained as
follows.
6.3.1 Phase I: Data Warehouse Architecture Modelling
This phase is for diagramming DWHAs and describing macroscopical/insensitive
features. In this research, ArchiMate is chosen and leveraged to model DWHAs,
which could benefit for feature extraction and evaluation. For example, when de-
scribing the sub-feature of the data source, it is better to manifest whether a source
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is internal source or external source. Some reliable features and their relevant sub-
features can be easily identified if they are directly modelled by ArchiMate with
original symbols, while, some sub-features should be further investigated, anal-
ysed or calculated by measuring or checking related indicators (e.g. schema, data
quality, load speed, etc.), which could not be modelled by ArchiMate with orig-
inal symbols. Therefore, some symbols are proposed to extend the capabilities
of ArchiMate, which allow it to articulate these features in the figures of mod-
elled DWHAs. An example derived from [154] with some extended information
is given in in figure 6.5 below to demonstrate a modelled DWHA with an extended
symbol. As can be seen, the schema of a DWHA can be presented, which could
facilitate DWHA description and evaluation. However, this symbol could not be
found in the original ArchiMate modelling tool kit.
Figure 6.5: An example of a modelled DWHA with extended modelling
symbols
6.3.2 Phase II: Feature Measurement
This phase measures microscopical/sensitive features and further investigates some
macroscopical/insensitive features which are still unclear. In order to explain how
features are measured, the example of the modelled DWHA in figure 6.5 is reused
hereby to present details of these processes. As can be seen from this modelled
DWHA, it is easy to identify components (e.g. ETL, DWH, end user, etc.) from
this figure. There are three main types of relationships being considered hereby,
which are presented as the flow, composition and coordination. For instance, there
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is an arrow from the ETL to the DWH, which is for transferring data and refer-
ring to activities of loading data to the DWH. In the DWH, there is schema to
organise data with the snowflake structure. The relationship between the DWH
and schema is composition, in other word, the DWH contains this schema which
is a sub-component of the DWH. In terms of the coordination, the ETL system has
several processes to manipulate data, so this ETL includes these processes or sub-
components. The relationships between the ETL and these processes are com-
position, while the relationships among these processes are coordination. They
cooperate together to present capabilities of operating data for the ETL.
Except these features explained above, some features still need further investi-
gation or calculation to obtain the evaluated results. Some extra information (such
as loading throughput and query throughput) are supposed in order to describe the
details of measuring these features. Two examples are given to explain the in-
vestigation and calculation to measure features. This system extracts data from
both internal and external data sources. If the data sources have 2 types of data
issues, then the score for the data quality is 3. The loading throughput, loading
strategy, availability per period and query throughput are supposed and added into
the modelled DWHA which is demonstrated in figure 6.6. Compared with the ar-
chitecture in figure 6.5, this figure provides measured results as extra information
into the original modelled DWHA, which could benefit to evaluate this DWHA in
the following phase.
Figure 6.6: An example of a measured DWHA
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6.3.3 Phase III: Data Warehouse Architecture Evaluation
After this DWHA is modelled and all features are measured, the measured re-
sults are filled into the framework. The details of the evaluated results for each
sub-feature are demonstrated in figure 6.7. As can be seen from this framework,
this DWHA is evaluated from five main parts. In each part, three sub-features are
evaluated, in which two of them are macroscopical/insensitive features with green
colour, one is a microscopical/sensitive feature with orange colour. All results of
macroscopical features are graded into four levels with values from 0 to 3. The
higher level means more complicated or powerful, but may need more resources.
Some microscopical features having fixed ranges (such as data quality and avail-
ability per period) are normalised to the range from 0 to 3. Some other micro-
scopical features (such as loading throughput, query throughput and architecture
complexity) do not have fixed ranges, so they are not normalised. However, if
they have a set of results, they could still be normalised to the range from 0 to 3.
The measured results added in the framework could be a profile to fully describe
this DWHA. In order to further graph the evaluated results, this DWHA can be
described in to diagram in figure 6.8 below.
6.4 Conclusion
This chapter demonstrates different reliable features, their sub-features and op-
tions, and proposes measurements to evaluate these sub-features. They are further
organised into a framework in which they are divided into five parts (source layer,
ETL layer, DWH layer, presentation layer and other) based on their locations.
In addition, These sub-features are classified into two groups (macroscopic and
microscopic) based on their characteristics. Macroscopic sub-features or mea-
surements are more related to architectural or physical components. Microscopic
sub-features or measurements represent performances on data throughput, manip-
ulations, queries and transmissions. Then a method is designed with three phases
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Figure 6.7: An example of the evaluated DWHA
Figure 6.8: The evaluated macroscopical features of an example
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to evaluate DWHA, in which DWHAs should be modelled based on the frame-
work, features are extracted from modelled DWHAs, finally these features are
input into the framework and demonstrated in a radar chart. In order to fully de-
scribe DWHAs and facilitate evaluations, some symbols and extra information are
created to extend the modelling language ArchiMate, which allow the modelled
DWHAs easily to be understood and evaluated.
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7 Evaluation
In the previous chapters, the three SRQs are answered with the three methods
which idenfies 9 typical DWHAs, a DWHAs feature-based taxonomy and a frame-
work for DWHA evaluation, respectively. This research aims to develop a method-
ology to explicitly and efficiently evaluate modelled DWHAs through measuring
features. The three methods and their outputs contribute to generate this method-
ology and from both academic and industrial perspectives.
This chapter is related to the evaluation phase in DSRM. After the DWHA
feature-based modelling and evaluation methodology has been designed and im-
plemented in previous chapters, it is essential to evaluate its understandability and
validity. The third method of this methodology created in chapter 6 is the main
part to evaluate DWHAs. Hence, it is evaluated by several cases collected from a
public data set, this research and an organisation. Furthermore, empirical research
is conducted to validate whether the objects of the present research are achieved
or not.
7.1 Evaluating Data Warehouse Architectures from a public data set
TPC-DI and TPC-DS publish some results in relation to the tested results of
DWHAs. In these results, DWH systems are reported along with detailed in-
formation of system configuration information, data set size, throughput, time
consumption for queries and loads, system prices, etc. Three reports are provided
in the official website of the TPC-DS benchmark, which assess three DWH sys-
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tems built on Cisco UCS Integrated Infrastructure for Big Data, Alibaba Cloud
E-MapReduce, Alibaba Cloud AnalyticDB and published on 5th Mar, 2018, 19th
March, 2019 and 26th April, 2019, respectively [12, 47, 243]. In this section,
these three DWH systems will be measured via the evaluation method based on
these reports and detailed information provided in the TPC-DI website. These
three DWH systems use the same data sets produced by a data generation engine
and build the same schemata to organise these data sets. Hence, it benefits to dis-
cuss and compare them under the same data conditions but different architectures.
The sub-sections below will fully describe how these DWHAs are evaluated in
details via the evaluation method.
7.1.1 Evaluating the Data Warehouse Architecture in Case 1
Technical Environment: The first case of the DWHA is built on the Cisco UCS
Integrated Infrastructure. According to the report [47], the data for this system
is generated by the DBGen engine and stored in flat files with the volume of
10,000GB. These files are then loaded into HDFS which is the acronym of the
Hadoop Distributed File System and it supplies high throughput access to operate
data [279]. This infrastructure is established on the operating system of the Red
Hat Enterprise Linux Server Release 6.7 with Transwarp Data Hub V5.1 and 17
Cisco UCS C240 M4 Servers to manipulate, store and analyse data. After these
files are uploaded into the big data platform, tables of this DWH for managing
data are created on Hive which is a DWH tool to promote the performance of
querying and managing large data sets in distributed storage [91]. The following
processes are counted into the loading time consumption. Firstly, data starts to
load into these tables, audit scripts are run and statistics are conducted for loading
checks, and the loading environments are cleansed. After data is populated into
the DWH, the loading stage is finished and data is available for queries and further
analysis. In this architecture, the staging area is not used and data is transformed
and prepared in the big data platform directly. The evaluation method is executed
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and the details of the processes are demonstrated in the following steps.
7.1.1.1 Modelling the Architecture in Case 1
According to the description of the benchmark report and the TPC-DS specifica-
tion, this DWHA can be presented in figure 7.1. Initially, data is derived from five
internal sources including information systems of Store, WEB, Catalog, Inventory
and Promotions. In this scenario, data is generated by DBGen and stored in flat
files, then put into HDFS. Hence, it omits some parts of ETL processes and data
flows from data sources to the DWH. In order to fully display and understand the
whole processes, the five data sources and the ETL system are demonstrated in
the modelled DWHA. The flat files act as the extracted data prepared by a ETL
system, but the data in these flat files is transformed and cleansed in the Hadoop
platform. Thus, the ETL system only operates two actions (Extract and Load).
After data is uploaded into the platform, it is organised and maintained in multi-
ple snowflake schemata in Hive. The DWH system in this case provides views and
MOLAP to speed up the query efficiency. It offers various services for different
types of end users for reports, ad hoc queries, data mining, etc. Hence, it could
fulfil requirements both from content and knowledge users.
Figure 7.1: The modelled DWHA in the case 1
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7.1.1.2 Measuring the Features in Case 1
Most of the macroscopic features are demonstrated in figure 7.1. The main pur-
pose of this phase is to identify and measure microscopic features and the rest
of macroscopic features in different layers. According to the report [47] and the
TPC-DS specification, the detailed information can be obtained as follows. In
the source layer, through examining these data sources, they have 2 types of data
quality issues including missing values and format incompatibility. Based on the
results in chapter 6, there are totally 6 types of data quality issues involved in the
present research, so its data quality score can be calculated by the equation of the
“Data Quality” in the framework, which is 2. In the ETL layer, the ELT mecha-
nism is leveraged to extract raw data, load into the Hadoop platform and transform
data in this platform. Only new and changed records are updated into the DWH via
the delta strategy. During the data update, 31075.79836 MBs data or 285,715,667
rows are transferred from data sources to the Hadoop platform, and it takes 1,502.9
and 1,471.0 seconds in two tests, so the load speed (192175.48 Row/S or 20.90
MB/S) can be calculated by the equation of the “Loading Throughput” in the
framework. In the DWH layer, as this DWH is built in Hive and based on the big
data platform, it belongs to the big DWH with snowflake schemata. This DWH
is updated daily and the average time consumption of data updating is 1486.95
seconds, so the available rate in a period can be calculated by the equation of the
“Availability Per Period” in the framework, which is 2.948.
In the Presentation Layer, it maintains a MOLAP and creates views for effi-
ciently responding to queries. In the benchmark, 99 queries are conducted and
take 67306.635 seconds to analyse and response them. Hence, the query through-
put is 52951.69 Query/Hour@SizeFactor presented in the equation of the “Query
Throughput@SizeFactor” in the framework. In terms of others, this DWH system
serves for both content users and knowledge users. It does not provide detailed
information in relation to the metadata which only includes 4 types of metadata.
Hence, the metadata coverage is 1 based on the equation in the framework pro-
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posed in chapter 6. According to figure 7.1, the number of edges, nodes, and
sources are 7, 8 and 5, respectively. Hence, the data flow complexity is 5 based
on the equation of the “Architecture Complexity” in the framework. After these
processes, most of features are extracted and measured based on the modelled
DWHA and related documents. The measured results are added into its modelled
pattern which is presented in figure 7.2.
Figure 7.2: The modelled DWHA of the case 1 with measured results
7.1.1.3 Evaluated Result for Case 1
In this part, all measured results are organised together to evaluate and demon-
strate this DWHA. The evaluation framework proposed in chapter 6 is applied
hereby to achieve this task. After putting all measured results into this frame-
work, the output is presented in figure 7.3. As can be observed from this figure,
there are totally 10 reliable features in this framework and 15 relevant sub-features
are measured to evaluate and describe this DWHA from macroscopic and micro-
scopic perspectives. The evaluated results are extracted and illustrated in the list
below. The evaluated results are separate in different layers. For instance, the
evaluated results in the source layer are (1, 1, [2]), the values in round brack-
ets are evaluated results for macroscopic features such as the value 1, while the
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value in square brackets inside the round brackets is the result for a microscopic
feature. Furthermore, the evaluated results of macroscopic features are further
demonstrated in figure 7.4 including 10 normalised values scoping from 0 to 3.
Evaluated Results in the Source Layer: (1, 1, [2])
Evaluated Results in the ETL Layer: (3, 2, [192175.48, 20.90])
Evaluated Results in the DWH Layer: (3, 2, [2.948])
Evaluated Results in the Presentation Layer: (2, 1,[52951.69])
Evaluated Results in the other (3, 1, [5])
Figure 7.3: The evaluated results of the case 1
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Figure 7.4: The macroscopic feature evaluated results of the case 1
7.1.2 Evaluating the Data Warehouse Architecture in Case 2
Technical Environment: This case is provided by Alibaba which is the biggest
Chinese e-commerce enterprise covering multiple domains particularly in retail,
internet, technology, etc. [247, 268]. According to the benchmark report [243],
this DWH system is established on Alibaba Cloud E-MapReduce 3.16.1 which is a
cloud elastic compute service server and is operated by CentOS Linux Release 7.4.
The data is generated by the DBGen containing the volume of 10,000 GB. Similar
to the first case, this system is based on the Hadoop big data platform to build the
DWH on Hive and use Spark to analyse data for responding to queries. However,
in this case, 19 servers and an OSS (object storage service) are used to build the
main part of this system, which include 1 node of ecs.sn2ne.8xlarge, 18 nodes
of ecs.i1.14xlarge with 4,160 GB total memories and 64,856 GB total storages,
and one OSS standard storage with the 10 TB storage capacity and 1,000,000
daily read & write API requests. In this Hadoop-based system, one node acts as
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the name node for HDFS and Spark, 18 nodes act as data nodes for HDFS and
executors for Spark. In order to improve its reliability, a replica of table data is
stored in the OSS which is a remote web server.
7.1.2.1 Modelling the Architecture in Case 2
Based on the report and TPC-DS specification, the detailed information of the
modelled DWHA is illustrated in figure 7.5 below. As described above, the data
for this DWH is derived from five data sources, which is generated by DBGen with
the volume of 100000 GB in flat files. As these files are originally derived from
operational systems, so the five operational systems are described in this mod-
elled DWHA. These files are further put into the HDFS, then populated into the
Hive-based DWH. The difference is that this whole system utilise 18 nodes and
OSS to maintain data, while the previous DWHA in case 1 uses 17 nodes with-
out OSS. This may complicate the architectural complexity of this DWH system
but improve the data reliability when some unexpected accidents occur and the
HDFS is not available for querying. In addition, this DWH leverages snowflake
schemata to organise and provide efficient way to retrieve and analyse data for
queries from content and knowledge users. The OLAP system is not presented in
the benchmark report [243], so it is not modelled in this figure.
Figure 7.5: The modelled DWHA of the case 2
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Figure 7.6: The modelled DWHA of the case 2 with measured results
7.1.2.2 Measuring the Features in Case 2
Some features can be identified and extracted from the modelled DWHA in fig-
ure 7.5. The measured results of these macroscopic features are similar to the
results in the first case. For instance, the data in these five operational systems is
extracted from internal sources. Both of them are based the concept of ELT to up-
date DWHs. It utilises snowflakes and views to organise data for efficient queries.
But the difference is that it does not provide much information on what OLAP
is built in this DWH system. In terms of the microscopic features, this system
is measured with the data generated by DBGen, so the data quality is 2. Based
on the benchmark report [243], two updates are measured, which take 1,530.8
and 1,529.7 seconds. Hence, the average load throughput is 186711.78 Row/S or
20.31 MB/S. This DWH should be updated daily, so the score of the availability
per period is 2.946. For the query throughput, 99 queries are executed in two tests
which take 45,836.8 and 44,485.2 seconds, respectively. Thus it can be analysed
to 78927.65 Query/Hour@10000GB. This system provides services for both con-
tent users and knowledge users. By analysing the documents, it covers 7 types
of metadata, so the metadata coverage is 2. The architecture complexity can be
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calculated to 6, in which the numbers of edges, nodes and sources are 9, 9 and 5,
respectively. The details are illustrated in figure 7.6.
7.1.2.3 Evaluated Result for Case 2
After all features are measured in previous phase, they are input into the evaluation
framework and the results are illustrated in figure 7.7. In this case, 14 sub-features
are evaluated in total. Most of evaluated results for macroscopic features are sim-
ilar to the first case except the OLAP sub-feature. There is no huge distinctions
and conflicts of the evaluated results for microscopic features between case 1 and
case 2. This DWHA is more complicated than the DWHA in case 1 referring to
the architecture complexity, as it utilises the OSS to save a replica of data in or-
der to improve the reliability of accessing data. More complicated DWHA means
when developing and operating this DWHA, an extra stream of a data flow should
be built and maintained. The evaluated results are extracted and listed below. In
addition, the evaluated results of macroscopic features are presented in figure 7.8.
Evaluated Results in the Source Layer: (1, 1, [2])
Evaluated Results in the ETL Layer: (3, 2, [186711.78, 20.31])
Evaluated Results in the DWH Layer: (3, 2, [2.946])
Evaluated Results in the Presentation Layer: (0, 1, [78927.65])
Evaluated Results in the other (3, 2, [6])
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Figure 7.7: The evaluated results of the case 2
Figure 7.8: The macroscopic feature evaluated results of the case 2
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7.1.3 Evaluating the Data Warehouse Architecture in Case 3
Technical Environment: According to the report [12], this DWH system is built
on the Alibaba Cloud AnalyticDB platform and operated by the Alibaba Group
Enterprise Linux. It employs 16 Alibaba Cloud AnalyticDB (ADB) servers/in-
stances to read/write data and form a cluster, in which 2 instances are used as co-
ordinators. A cloud storage platform named Pangu is applied to store and maintain
all table data and its replicas. This storage is a distributed file system and provides
high reliability, availability and performance [6]. These ADB servers are not nec-
essary to maintain original table data, which just store event and transaction log,
temp files and cache of table data. This system has 10,000 GB data generated
by DBGen. The Pangu system act as the main container, which provides 81,920
GB space to manage this data set. These 16 ADB servers provide 39,072 GB
in total to temporarily store some potentially queried data for quick responses.
The AnalyticDB is based on the MYSQL mechanism to manage data, which is a
high-concurrency and low-latency analytical database to solve PB-level data [8].
7.1.3.1 Modelling the Architecture in Case 3
The data in this case is transferred from sources to the Pangu cloud storage or-
ganised by AnalyticDB. As discussed above, these 16 ADB nodes do not store
original warehouse data, which are for responding to queries. Based on [12], end
users submit SQL queries to the ADB clients, then the ADB coordinator compiles
all queries and assigns them to different ADB Read/Write nodes. Each node in-
dividually addresses assignments, finally results are gathered by the coordinator
and sent to end users. In terms of the DWH, the snowflake is utilised to organise
data with two types of tables including dimension tables and ordinary tables. The
size of the dimension table is limited, but the size of the ordinary table could be
bulky and need to be split. Hence, there are two levels to store data in normal
tables. Data by default is allocated to the first-level table. If more data should
be imported, the second-level table may be created to address the increased data
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[13]. As can be seen, the dimension tables and normal tables in AnalyticDB are
the same to the concepts of dimension tables and fact tables in DWH schema,
respectively. As the data in normal tables could be partitioned and stored in dif-
ferent places, which is similar to the main mechanism of the schema in a PDWH
(parallel Data Warehouse). In this type of DWH, data belonging to a table may
be separated into different places, so this DWHA is classified to the PDWH. This
system applies view and OLAP to swiftly answer queries. As the OLAP is built
on the relational database and no more information is provided, it is classified into
ROLAP. Based on the different types of queries, there are two types of end users
(content and knowledge users). Therefore, the modelled DWHA in this case is
presented in figure 7.9.
Figure 7.9: The modelled DWHA of the case 3
7.1.3.2 Measuring the Features in Case 3
Most of macroscopical features are discussed and modelled in the previous sec-
tion above. According to [12], case 1, case 2 and case 3 use the same data sets,
so the evaluated result of data quality is 2. In terms of the load throughput,
around 31075.79836 MB data or 285,715,667 rows are transferred in 1,831.57 and
1,833.71 seconds in two tests. Hence, the average of throughput is around 16.96
MB/Second or 155,903.92 Rows/Second. This DWH needs to be updated daily,
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so the availability per period is around 2.947. When measuring its query perfor-
mance, two tests are conducted, which take 54,653.48 and 65,205.20 seconds with
99 queries. Hence, the query throughput is 59470.04 Query/Hour@10000GB. In
addition, this system provides services for content user and knowledge users and
covers 5 types of metadata based on the report. According to the modelled DWHA
in figure 7.9, the number of edges, nodes and sources are 8, 9 and 5 respectively.
Hence, the architecture complexity is 5. These measured results are added into
this modelled DWHA and presented in figure 7.10.
Figure 7.10: The modelled DWHA of the case 3 with measured results
7.1.3.3 Evaluated Result for Case 3
In this case, 15 sub-features are measures and the results are input into the frame-
work illustrated in figure 7.11. As can be seen, most of macroscopical features
are similar to case 1 and case 2, while microscopical features show different abil-
ities and performance. It indicates that macroscopical features are insensitive to
compare some cases but microscopical features are more sensitive to identify their
differences. To be more specific, in the source layer, all data in these three cases
is derived from five internal sources which are structured with two types of data
quality issues. But these three cases’ loading throughput are different. If only
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comparing evaluated results of microscopical features, it is easy to identify differ-
ences between cases, but evaluated results could not adequately interpret and de-
scribe DWHAs. It implies these two types of features should cooperate together to
evaluate DWHAs from different aspects. In addition, all evaluated results of these
sub-features are listed below. Furthermore, the evaluated results of macroscopical
features are normalised and demonstrated in figure 7.12.
Figure 7.11: The evaluated results of the case 3
Evaluated Results in the Source Layer: (1, 1, [2])
Evaluated Results in the ETL Layer: (3, 2, [1555903.92, 16.96])
Evaluated Results in the DWH Layer: (3, 2, [2.947])
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Evaluated Results in the Presentation Layer: (1, 1,[59470.04])
Evaluated Results in the other (3, 1, [5])
Figure 7.12: The macroscopic feature evaluated results of the case 3
7.1.4 Comparison of Cases from a Public Data Set
When gathering the radar charts of DWHAs from these three cases, it is easy
to identify the differences between them. The gathered diagram is illustrated in
figure 7.13. As can be seen, in terms of the meta data, case 2 covers more types
than case 1 and 2, while case 1 present better than case 2 and 3 referring to the
OLAP. By further investigating and comparing their documents, when measuring
the meta data types, the DWHA in case 2 provides evidence that it manage and
store more meta data types that other 2 DWHAs. As discussed in section 6.1.1.2,
meta data is essential and significant to record information on how a DWH system
is created, accessed and used; The case 1 uses MOLAP. Case 2 does not provide
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detailed information on this feature, so it is measured with a low score. case
3 uses ROLAP, which is lightweight compared with MOLAP. In this part, three
DWHAs from case 1, 2 and 3 are compared as an example to demonstrate the
processes and analyse the reason. This gathered radar chart can also be leveraged
to compare DWHAs in other cases.
Figure 7.13: The evaluated results of the cases from a public data set
7.2 Evaluating Data Warehouse Architectures Developed in This Research
Two DWH systems are developed in this research and their architectures are based
on [278, 279]. However, some changes are made to better fit this method. These
two DWHs are established in the Hadoop environment and Oracle. Log data is
involved and analysed to understand browsed web resources and visitors’ activ-
ities. In order to evaluate and compare these two DWHAs, the same data sets
and hardware are leveraged in these two architectures. In addition, a schema with
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the same structure of fact and dimension tables is applied in both DWH systems.
Unlike the partitioned DWHs with a hierarchical schema and split fact tables in
[278], these two DWH systems only have one fact table and five dimension tables,
and their structure and relationships are shown in [279].
7.2.1 Evaluating the Data Warehouse Architecture in Case 4
Technical Environment: This system is based on the Hadoop environment which
is built in a machine (Intel Core(TM) i7 CPU 3.60GHz, 16 GB RAM, Disk 931.51
GB) associated with nine Linux virtual machines. Four of them are set up as data
resources. The rest of them are used to establish the Hadoop platform. Their
detailed configuration is presented in table 7.1. HDFS is used in this system,
which provides high availability in relation to accessing data. The Yarn is built in
Node 5 to separate the work of resource management and schedule into different
daemons [280]. Two name nodes are configured in Node 6 and Node 7 to master
other nodes and enable them working together. The data is placed in date nodes
which are located at Node 8, Node 9 and Node 10 in this system. These data nodes
not only store data but need to manipulate or analyse data. The data set is derived
from the 1998 World Cup website [275], which includes log of requests made in
ten days from 30th April, 1998 to 9th May, 1998. The volume of this 10 days data
log is around 1 GB.
7.2.1.1 Modelling the Architecture in Case 4
The data is originally from website log, which is classified as unstructured data
based on the concept proposed by [289]. In this system, Flume is applied to
fetch and transfer web log files from physically independent servers into HDFS,
but it does not cleanse and format data. This tool has the ability to provide a
distributed service for efficiently extracting and delivering large amounts of log
data from data sources to destinations, which can be used to work in collaboration
with other tools in Hadoop environments [67]. Hive is employed in this case to
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Node Name Operation System Processor Memory Software
Node 1 Centos 7 X86 64 1 1GB -
Node 2 Centos 7 X86 64 1 1GB -
Node 3 Centos 7 X86 64 1 1GB -
Node 4 Centos 7 X86 64 1 1GB -
Node 5 Centos 7 X86 64 1 1GB
JDK 1.7, Hadoop,
HBase, Hive
Node 6 Centos 7 X86 64 1 1GB
JDK 1.7, Hadoop,
HBase
Node 7 Centos 7 X86 64 1 1GB
JDK 1.7, Hadoop,
HBase
Node 8 Centos 7 X86 64 1 1GB
JDK 1.7, Hadoop,
HBase, Zookeeper
Node 9 Centos 7 X86 64 1 1GB
JDK 1.7, Hadoop,
HBase, Zookeeper
Node 10 Centos 7 X86 64 1 1GB
JDK 1.7, Hadoop,
HBase, Zookeeper
Table 7.1: The configuration of the system in case 4
establish a DWH. MYSQL database is allocated in the Hadoop system to save
metadata for this DWH. HBase is applied in this system to generate the LogId,
PathId, DomainId and other ID when preparing data for this DWH. It is a NoSQL
database system to manage large data sets and large tables with billions of rows
millions of columns, which can be seamlessly associated with other mechanisms
and tools (MapReduce, HDFS, Yarn, etc.) in Hadoop environments [84]. When
new records should be populated into the DWH, they need to be checked if they
are already stored in the dimension tables.
In addition, the OLAP cubes are stored in HBase and MYSQL located in-
side and outside of the hadoop platform for different purposes. Views are created
and materialised in the MYSQL database system. Sqoop is used to transfer data
between the Hadoop platform and the MYSQL system. It can exchange data be-
tween a relational database management system and HDFS [226]. If the OLAP
and views have limited data and MYSQL could maintain all of them, then they
can locate in the MYSQL, otherwise, they could be distributed in the HBase sys-
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tem. The architecture of this DWH system is similar to the architecture presented
in [279] but with four data sources to simulate HTTP servers at four geographic
locations (Paris, France; Plano, Texas; Herndon, Virginia; and Santa Clara, Cal-
ifornia) as described in [275]. This whole system is designed to offer different
types of services and functions including basic queries and advanced analysis.
The detailed information of this system is modelled and presented in figure 7.14.
Figure 7.14: The modelled DWHA in case 4
7.2.1.2 Measuring the Features in Case 4
According to the description in [275], The log data is extracted from data sources
located at different places, so it matches the conditions of external sources and un-
structured data. By examining the log, there are 3 types of data quality issues in the
raw data, so the score for data quality is 2. These log records are extracted from
data sources and transferred to HDFS, then they are transformed in the hadoop
platform. Hence, the ELT is applied in this system. This DWH should be updated
with new records daily, and the delta load strategy is applied for update. The data
in this DWH system is organised by a star schema in Hive, so the BDWH and
star schema match its situation. As for the load speed, two updates are measured
in last two days (8th May, 1998 and 9th May, 1998). In the first update, around
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141.88 MB or 1,646,315 records are transferred and manipulated in 8,311.27 sec-
onds. In the second update, around 84.10 MB or 975,879 records are operated
in 5,476.83 seconds. Based on the relevant equation in the framework, the load
speed is 190.18 Row/Second or 0.01639 MB/Second. As the period of update
is 24 hours, so the average of the availability per period is 2.761. The OLAP is
created and views are materialised in the MYSQL database. In terms of the query
speed, some normal and ad-hoc queries (e.g. the daily and weekly page views
and unique visitors) are tested. 25 queries are measured in which 15.94 and 16.41
minutes are taken in two tests. Hence, the query speed is 92.74 Query/Hour. This
DWH system provides different types of services for content users and knowledge
users. By checking the metadata in this system, 10 different types of metadata are
identified in this DWH system, so the score for the metadata coverage is 2. In
this architecture, there are 8 edges, 8 nodes and 4 sources, thus, the complexity of
this system is 5. Furthermore, these measured results are added in the modelled
DWHA which is demonstrated in figure 7.15.
Figure 7.15: The modelled DWHA of the case 4 with measured results
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7.2.1.3 Evaluated Result for Case 4
After extracting and measuring all sub-features, these measured results are filled
into the framework illustrated in figure 7.16. Subsequently, the evaluated results
are extracted from the framework and listed below. The normalised results of
macroscopical features are diagrammed in figure 7.17. As can be seen, this DWH
system has relatively high scores referring to the macroscopical features such as
the ETL type and DWH type, as it builds an advanced DWH in the big data plat-
form. However, by comparing its microscopical features with previous cases’,
this DWHA shows lower ability to transfer, manipulate and analyse data. As can
be observed from this case, there is a loose link between macroscopical features
and microscopical features referring to their evaluated results. Even macroscop-
ical features are evaluated with high scores, but its microscopical features could
performance low scores.
Evaluated Results in the Source Layer: (2, 2, [2])
Evaluated Results in the ETL Layer: (3, 2, [190.18, 0.01639])
Evaluated Results in the DWH Layer: (3, 1, [2.761])
Evaluated Results in the Presentation Layer: (1, 2,[92.74])
Evaluated Results in the other (3, 2, [5])
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Figure 7.16: The evaluated results of the case 4
Figure 7.17: The macroscopic feature evaluated results of the case 4
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7.2.2 Evaluating the Data Warehouse Architecture in Case 5
Technical Environment: The DWH system in this case is built in the same phys-
ical machine used in case 4. These two cases are mutually exclusive in two ex-
periments, when one experiment is conducted, another one should be terminated
without occupying resource. Unlike case 4 having ten nodes, in this case, seven
virtual machines are established and share the resource of this machine. Four of
them (Node 1, Node 2, Node 3 and Node 4) are set as data sources, one server
(Node 4) is employed to build the DWH system, two servers (Node 6 and Node
7) are leveraged to build two DMs for different purposes, which obtain a portion
of data from the DWH. Hence, in terms of the relationship, these two DMs should
depend on this DWH. All virtual machines are operated by Linux under Centos
7. The Oracle database is utilised to organise and manage data for this DWH and
these two DMs. In order to make a trade-off between this case and case 4, the
total memories (10 GB) allocated to these virtual machines are the same in these
two cases, so Node 5, 6 and 7 acquire 2 GB memories and the rest of them occupy
1 GB. The details of each node are presented in table 7.2. In addition, the data
executed in this case is the same as log records in case 4.
Node Name Operation System Processor Memory Software
Node 1 Centos 7 X86 64 1 1GB -
Node 2 Centos 7 X86 64 1 1GB -
Node 3 Centos 7 X86 64 1 1GB -
Node 4 Centos 7 X86 64 1 1GB -
Node 5 Centos 7 X86 64 1 2GB Oracle
Node 6 Centos 7 X86 64 1 2GB Oracle
Node 7 Centos 7 X86 64 1 2GB Oracle
Table 7.2: The configuration of the system in case 5
163
7.2.2.1 Modelling the Architecture in Case 5
This DWH system is modelled and presented in figure 7.20. It is designed to ac-
quire log files from four sources located in physically separated servers. They act
as external data sources and the data in these servers is unstructured. As for the
ETL layer, it is designed to provide services to extract, transform and load data
from these four sources to the DWH system, so it relies on the normal ETL mecha-
nism to transfer and manipulate data. When testing its update, new records gener-
ated in two days (8th and 9th May, 1998) are loaded via the delta load strategy. As
for the data management in the DWH, a star schema is created and has the identi-
cal structure as the schema in case 4, which has one fact table and five dimension
tables. Subsequently, two DMs are established to offer special services, which
focus on analysing two web page views (index.html and playing/body.html). The
same star schema is used in these DMs to organise data, but these two DMs do
not store all data in the DWH, rather only maintain relevant records for page view
analysis. Therefore, this system relies on the mechanism of the Hub and Spoke
structure to build this DWH. Since these two DMs do not have all data, end users
may need to visit the main DWH for some ad hoc queries. The materialised views
and ROLAP are designed and distributed in either the DWH or DMs depending
on their purposes. This system provides services for both content and knowledge
users.
7.2.2.2 Measuring the Features in Case 5
By examining raw data, there are three typical quality issues (conflict of entities,
format incompatibility and multi-table files), so the data quality is 2. In order to
test the update speed, two updates are conducted with the same data sets used in
case 4. In the first update, 93.41 minutes are taken for populating 141.88 MB with
1,646,315 records. In the second update, 52.53 minutes are consumed. Thus, its
update speed is 299.46 Row/Second or 0.02581 MB/Second. This DWH system
should be refreshed daily, so it provides 94.93% of the time available to end users
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Figure 7.18: The modelled DWHA in case 5
for querying in a period, so the score of the the availability per period is around
2.848. When measuring the query speed, the same queries in case 4 are executed
to test its performance in normal and ad-hoc situations, in which 14.77 and 14.18
minutes are taken in two tests. Thus, the query speed can be calculated, which
is around 103.63 Query/Hour@1GB. By observing the modelled pattern, there
are 10 edges, 9 nodes and 4 sources, the result is 6 based on the architecture
complexity equation. Furthermore, this DWHA is re-modelled and demonstrated
in figure 7.19.
Figure 7.19: The modelled DWHA of the case 5 with measured results
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7.2.2.3 Evaluated Result for Case 5
These measured results are fed into the evaluation framework as shown in figure
7.20. Subsequently, the evaluated results are extracted and listed below. In addi-
tion, the results for macroscopic features are extracted and demonstrated in figure
7.21. As can be observed, it has high scores in some sub-features in relation to the
ETL and User. Although this system only manages 1 BG data, its architectural
complexity is 6 which is the same to case 2 having 10000GB. This value means
when testing the whole system’ data flows, at least 6 tests should be conducted to
cover all flows. It indicates there is a loose link between the architecture complex-
ity and the data set. A DWHA could be designed complex even when the volume
of its data set is not enormous.
Figure 7.20: The evaluated results of the case 5
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Evaluated Results in the Source Layer: (2, 2, [2])
Evaluated Results in the ETL Layer: (3, 2, [299.46, 0.02581])
Evaluated Results in the DWH Layer: (2, 1, [2.848])
Evaluated Results in the Presentation Layer: (1, 2, [103.63])
Evaluated Results in the other (3, 2, [6])
Figure 7.21: The macroscopic feature evaluated results of the case 5
7.2.3 Evaluating Data Warehouse Architecture in Case 6
Technical Environment: The whole system is established in five separated servers
from the operational system to the BI system using Unix and Oracle to operate
these systems and store data respectively. Data is generated by clients in transac-
tions and transferred to the DWH and BI system in work days. Comparing with
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the previous DWHs presented in this chapter, this system has a data staging area
in a separated node for daily data update, which leverages an Oracle database
management system to temporarily store and transform data being prepared for
the DWH. There is no specific ETL tool applied in this architecture to manipulate
and transfer data between physically divided servers, which relies on commands,
functions or procedures to conduct these processes.
7.2.3.1 Modelling the Architecture in Case 6
This DWH system obtains data from a single data source to provide services such
as reports and data analysis. This DWH system does not have data from external
sources and only has an internal data source in which data is structured. This
system extracts original data and puts into the staging area for transformation, then
populates into the DWH. Thus, it relies on the ETL mechanism to coduct these
processes. However, in this system, the data for this DWH is not directly extracted
from the operational system. Between the operational system and staging area,
there is a server, which copies all operational data in order to reduce the effect
of the operational system when updating data. As for the loading strategy, the
full loading is executed daily except weekends. As this DWH obtains data from a
single data source and there is no DM in this system, so its DWH is classified into
the Idependent DM. The data in this DWH system is organised in a star schema
including a fact table and multiple dimension tables. In the BI system, the ROLAP
and views are created for efficient responding to queries inquired by end users. As
this system is for normal requirements and no advanced requirements and tasks
(Data Mining) should be achieved, it provides services for content users. This
DWHA is modelled and demonstrated in figure 7.22.
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Figure 7.22: The modelled DWHA of the case 6
7.2.3.2 Measuring the Features in Case 6
Through examining this data set, three typical data quality issues are identified,
including missing values, format incompatibility and multi resources. In the ETL
layer, in order to test the throughput of the update, two updates are randomly cho-
sen. There are around 94,277,379 records transferred in each of two updates tak-
ing 39,012.26 and 38,694.32 seconds, so the load throughput is around 2,426.50
Row/Second. There is a data flow from the staging area to the BI server, but this
flow is few compared with the main flow, so its loading throughput is not consid-
ered hereby. In the DWH layer, this DWH is updated daily except weekends, so
the period is daily and the average time consumption is 38,853.29 seconds. Thus,
the availability per period is around 1.651. As this DWH system is deployed and
available to end users, so the query throughput is not measured, otherwise it could
affect the performance of the whole system. According to the modelled pattern
in figure 7.22, this architecture has 6 edges, 6 nodes and 1 source, consequently,
the architecture complexity of this DWHA is 2. After these sub-features are mea-
sured, it is remodelled with these evaluated results and demonstrated in figure
7.23.
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Figure 7.23: The modelled DWHA of the case 6 with measured results
Figure 7.24: The evaluated results of the case 6
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7.2.3.3 Evaluated Result for Case 6
This DWH is evaluated with 14 aspects as the query throughput is not provided
and the results are put into the framework presented in figure 7.24. Subsequently.
the evaluated results are extracted and listed below. In addition, the results of
the macroscopic features are extracted and demonstrated in figure 7.25. By com-
parison to the previous cases, the macroscopical features of this DWHA do not
require high scores, which means that it may not need high level of these related
components such as an advanced DWH or an external data source. Besides, the
availability per period is lower compared with values in previous cases, which is
1.651, while others are normally above 2.5.
Figure 7.25: The macroscopic feature evaluated results of the case 6
Evaluated Results in the Source Layer: (1, 1, [2])
Evaluated Results in the ETL Layer: (3, 1, [2426.50])
Evaluated Results in the DWH Layer: (1, 1, [1.651])
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Evaluated Results in the Presentation Layer: (1, 2, [])
Evaluated Results in the other (1, 1, [2])
Indicator Case 1 Case 2 Case 3 Case 4 Case 5 Case 6
Source & Format Ave. 1 1 1 2 2 1
Data Quality 2 2 2 2 2 2
ETL & Load Ave. 2.5 2.5 2.5 2.5 2.5 2
loading throughput 2.6123 2.539 2.12 0.002048 0.003227 0.9105
DWH & Schema Ave. 2.5 2.5 2.5 2 1.5 1
Time Period Rate 2.948 2.946 2.947 2.761 2.848 1.6508
OLAP & View Ave. 1.5 0.5 1 1.5 1.5 1.5
Query Throughput 1.589 2.368 1.784 0.0278 0.03108 0
User & Meta Ave. 2 2.5 2 2.5 2.5 1
Architecture Complexity 2.5 3 3 2.5 3 1
Table 7.3: The normalised evaluated results of the DWHAs in the 6 cases
7.2.4 Comparison of the DWHAs in Cases
After these 6 DWHAs are evaluated, their results are normalised and tabulated in
table 7.3. As sensitive features have 10 aspects and insensitive features have 5
aspects, in order to strike a balance, every 2 sensitive features in a layer are re-
placed by the average of their values. As can be seen, the results are scoped into
the range from 0 to 3 and there are compressed into 10 indicators. Subsequently,
they are illustrated and presented in the figure 7.26. Through the table and radar
chart, these DWHAs can be easily compared. To be more specific, when compar-
ing the case 1, 2 and 3, the sensitive features (e.g. loading throughput) show more
distincter than the insensitive features (discussed in section 7.1.4). Furthermore,
when comparing the DWHAs across different environments and data sizes from
case 1 to case 6. The insensitive features may show similar between them, but the
sensitive features reflect wide differences. For instance, the loading throughput
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and query throughput in case 1, 2 and 3 are greater than case 4, 5 and 6. The rea-
son is that they are designed for systems with different size of data or they have
specific purposes.
Figure 7.26: The radar chart with 6 DWHAs
7.3 Empirical Research for Method Evaluation
Empirical research can make contributions to design oriented research with the
variety of artefacts and consistently form knowledge with empirical validation
supported [109]. In empirical research, the interview is one of the approaches
to collect data and identify empirical evidence to evaluate output [120]. In this
research, interviews are conducted to assess the results of these evaluated cases
and measure whether the objectives of the present research are achieved or not.
Based on the circumstances and configurations, these cases are briefly divided
into 3 categories, in which case 1, 2 and 3 are allocated to group A, case 4 and 5
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are placed in group B, case 6 is assigned to group C. All cases in the same group
leverage the same data and queries to conduct the evaluation.
The interview is designed with several close-ended questions and open-ended
questions which are related to the explicitness of the modelled and evaluated re-
sults, the comparison of evaluated DWHAs and the efficiency of this method. 3
individuals with different background are invited to iteratively update and test
these questions and tasks in order to enable these questions and tasks easily to un-
derstand and respond. Considering the workload, a participant is asked to answer
these questions with two cases each time. These two cases are acquired from two
parts described as follows: (1) The first part is for comparing cases with different
circumstances, which randomly draws one from group A, B and C, then assign
two of them in a comparison. In this step, case 1, 5 and 6 are drawn, so the com-
parative sets are (1,5),(1,6),(5,6). (2) The second part is for comparing cases in
the same circumstances in order to make a balance. three sets are randomly se-
lected, including (1,2),(2,3),(4,5). So all sets are determined, which will be used
in interviews. As it is not adequately just comparing each of these 6 two-case sets
once, in this research, 18 people are invited to conduct interviews, in which each
set can be assessed by 3 participants and results can be more convinced. They are
allowed to ask questions referring to basic background and knowledge which does
not affect their answers. The processes of the interviews are designed as follows:
1. Participants read and sign a consent form in which their data will not be
revealed, no personal/sensitive data or no ethical question is involved in this
interview.
2. Participants are given four modelled DWHAs referring to two cases, in-
cluding two modelled DWHAs with original information and two modelled
DWHAs with extended information. They answer the questions in part 1
based on these modelled DWHAs.
3. Participants are given the evaluated results of these two cases generated by
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the evaluation method, in which these results are extracted, normalised and
presented in a table and radar chart. Based on these resources, they answer
the questions in part 2.
4. Participants answer the questions in part 3 based on the information ob-
tained in this interview, in addition to the knowledge required before.
7.3.1 Participants
In this research, 18 participants are invited by sending emails and messages. These
interviews are conducted based on the processes described above, in which partic-
ipants are asked to answer the questions and complete the tasks. Participants who
are invited to join these interviews should have basic IT background on knowledge
of databases and modelling languages. In order to strike a balance and reduce
bias, half of them (9) are male and half of them (9) are female. In addition, half of
them are experts or professionals having several years industrial experience and
took higher education (at least awarded bachelor degree) in this domain. The de-
tailed distribution of these participants is summarised in table 7.4. As can be seen,
participants only having IT background are 4 females and 5 males. Participants
having professional experience in this domain are 5 females and 4 males. Around
88.89% of participants have industrial experience and all of them took higher ed-
ucation. They are randomly assigned to analyse and compare different case sets
and each case set is assessed to three participants.
Table 7.4: The summary of participants’ information
Participant Gender Expert/Professional Industrial Higher Education
1 Female No No Yes
2 Female No Yes Yes
3 Female No Yes Yes
4 Female No Yes Yes
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participant Gender Expert/Professional Industrial Higher Education
5 Male No Yes Yes
6 Male No Yes Yes
7 Male No Yes Yes
8 Male No Yes Yes
9 Male No Yes Yes
10 Female Yes Yes Yes
11 Female Yes Yes Yes
12 Female Yes No Yes
13 Female Yes Yes Yes
14 Female Yes Yes Yes
15 Male Yes Yes Yes
16 Male Yes Yes Yes
17 Male Yes Yes Yes
18 Male Yes Yes Yes
7.3.2 Conducting Interviews
In order to clearly describe these interviews, an example is provided along with
the questions and tasks listed below. The materials in a interview are attached in
appendix A with a participant consent form, a question and task form, modelled
DWHAs in case 2 and 3, evaluated results in a table and a radar chart. After par-
ticipants read the form, they are asked to observe four modelled DWHAs. These
four DWHAs include two cases presented by the modelling language (ArchiMate)
with original elements and extra information (such as loading speed, query speed,
schema, etc.). In terms of the question and task form, the first part has two close-
ended questions and one open-ended question, which refers to the usefulness of
the extra information and the extended component. Participants need to choose
one answer from four options for each case and are requested to provide a brief
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reason for their choices. In the second part, these two cases are evaluated by the
evaluation method. Taking case 2 and 3 as examples, the results are tabulated in a
big table and illustrated in a radar chart which are attached in appendix A in table
A.1 and figure A.5. This radar chart have 10 indicators, in which 5 of them are
evaluated results of combined macroscopical features in each layer, 5 of them are
evaluated results of microscopical features but with normalised scope from 0 to
3. For example, in this chart, a indicator (Source & Format Ave.) is obtained by
calculating the average of the evaluated results referring to the sub-features of the
data source and data format. Participants are asked to compare which architecture
they will choose based on these results and give a brief reason of their determina-
tion. In the third part, the questions are more open to broadly assess explicitness
of the evaluated results and confidence of using this method.
1. The first part
1.1 Please compare the first and second modelled architectures refer-
ring to page 1 and page 2. Do you think the additional information in
orange boxes is useful to better understand/compare data warehouse
architectures? [Options: Yes |Maybe | Unsure | No]
1.2 Please compare the first and second modelled architectures refer-
ring to page 1 and page 2. Do you think the extended component
(schema) in purple boxes is useful to better understand/compare data
warehouse architectures? [Options: Yes |Maybe | Unsure | No]
1.3 Please give a brief reason.
2. The second part
2.1 Referring to the table and radar chart in page 3, which architecture
do you choose? [Options: First Case | Second Case | Same | Unsure]
2.2 Please give a brief reason.
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3. The third part
3.1 Do you think the evaluated results are explicit and easy to under-
stand? [Options: Yes |Maybe | Unsure | No]
3.2 How much confidence do you have to evaluate/compare data ware-
house architectures using this method?
3.3 Please give a brief reason.
7.3.3 Result Discussion
Participants are isolated to conduct interviews in order to avoid interactions be-
tween them. They normally take around 10 to 20 minutes to finish a interview.
Finally, 18 forms are completed and collected for further analysis.
7.3.3.1 Results for the Understandability
The first part is to evaluate whether the modelled architectures along with mea-
sured results are understandable or not. The question 1.1 receives answers in-
cluding 16 “Yes”, 1 “Maybe” and 1 “No”, none of the participants chooses the
option “Unsure”. Hence, 88.89% participants think the additional information is
useful. Regarding the question 1.2, the responses receive 13 “Yes”, 3 “Maybe”,
1 “Unsure” and 1 “No” from participants. Around 72.22% of them believe that
the extended component are definitely useful and 6.67% of them believe that it
may be useful. Different open reasons and suggestions are received referring to
the question 1.3. These answers are summarised and presented as follows, which
may be helpful to improve this research in future work.
• The extra information provides details to efficiently understand describe
DWHAs.
• The modelled DWHAs with extra information is useful for managers and
developers to better understand DWHAs.
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• The type of the schema information is useful to know the structure of how
tables are organised in DWHs.
• The extra information can be applied to describe architectures and systems
for other domains.
7.3.3.2 Results for the Validity of Evaluated Results
The second part evaluates the validity of the evaluated results through observing
the results and diagrams to rank DWHAs, then comparing with initial results. The
question 2.1 is responded by 16 Participants who make their estimations based on
the evaluated results and choose a certain DWHA between two cases. 2 Partici-
pants choose unsure to determine which one is good. Hence, 88.89% participants
can make choices based the evaluated results generated by this method. And ap-
proximately 11.11% of them are unsure to choose one from these two DWHAs
based on the results. Before conducting these interviews, initial result referring
to the ranking of these cases are determined based on the total scores calculated
by adding all sub-features’ score. The results generated by participants and initial
results are contrasted and all of them are matched. For instance, when comparing
the case 2 and 3, two participants choose case 2, one tester is unsure. Hence, the
final result from participants is case 2, as it has more supporters than case 3. By
observing the initial results, the score of case 2 is greater than the score of case 3.
Hence, these two results are estimated to be consistent. By further analysing the
compared results between internal cases (such as case 1 and 2) which are tested in
the same data set and queries and external cases (such as case 1 and 6) which are
tested with different data set and queries, there is no distinct difference between
them. To be more specific, external cases can be comparable even when they are
running in different environments. In terms of the open-ended question 2.2, dif-
ferent opinions and feedback are provided by participants and some of them are
summarised below.
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• When comparing DWHAs, it is easy to understand which architecture is
better through the evaluated results.
• The radar chart is helpful to make decisions to choose a DWHA.
• The decision can be made by comparing each sub-features and counting
which one has more sub-features having greater scores.
• A case is chosen based on a sub-feature, e.g. a case with the higher load-
ing/query throughput.
7.3.3.3 Results for the Explicitness and Efficiency of the Evaluation Method
The third part refers to evaluate the explicitness and efficiency of this evaluation
method. In terms of the results, the question 3.1 receives answers including 15
“Yes”, 2 “Maybe” and 1 “No”. Hence, 83% of participants believe the evaluated
results are explicit and easy to understand. 11.11% of participants hesitate to make
decisions. 5.56% of participants denote that the results are not easy to understand.
In terms of the question 3.2, through gathering and calculating the rates of the
confidence of using this method, the average rate of all participants is 79.17%.
If considering their background, the average confidence rate of professionals is
82.78%, while the average rate of participants who only have the IT background
is 75.00%. Some of them believe if more time or training is given, they can
increase their confidence. It is insufficient for them to obtain details of this method
only through this test (around 10 to 20 minutes). In terms of the open-ended
question 3.3, diverse reasons and feedback are provided by participants, which
are summarised below.
• This method offers a systematic way for people who are not experts in this
domain to evaluate DWHAs.
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• The results are easy to understand and the procedure of evaluating DWHAs
is easy to follow.
• This method covers the measurements of metadata for DWHs and distributed
systems which are important.
• This research could make a contribution referring to generate proposals for
new DWH projects.
• This method can be extended to evaluate customised DWHAs with other
features and sub-features in the taxonomy.
7.4 Conclusion
This chapter evaluates the proposed evaluation method with 6 cases built in mul-
tiple types of architectures and environments. This method evaluates DWHAs
through three primary phases, firstly, a DWHA is modelled. During this time,
some insensitive sub-features are identified and measured. After this, some other
sub-features named sensitive features are measured. Finally, these results are in-
put into the framework to evaluate this DWHA. The evaluated results are nor-
malised and demonstrated in a table and a radar chart. The results generated by
this method are evaluated in empirical research through interviews conducted with
18 participants. The results generated in these interviews are further analysed and
summarised as follows. Around 88.89% and 72.22% participants denote the extra
information and the extended component are useful to better understand/evalu-
ate DWHAs. Approximately 88.89% of participants can make choices based the
evaluated results generated by this method. All chosen results match the initial
results generated by comparing the total scores of these cases. In terms of the
explicitness, around 83.33% of participants agree the evaluated results are easy to
understand. It means the evaluated results are clear without ambiguities. Partic-
ipants have the average of 79.17% confidence to execute this method to evaluate
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DWHAs, which prove this method is efficiently executed without much expert
interpretation.
The third method of this methodology as the main part for evaluation is proved
understandabe and valid in case studies and emprical research. As discussed in
chapter 1, the contributions made by this methodology refer to both academia and
industry. They show differences in these two sides when using this methodology
regarding. In terms of the usage in academia, this methodology can be acted as a
theory and provides three methods to identify typical DWHAs and features, then
evaluate DWHAs. The methodology with these three methods can be extended
to other domains. However, referring to usage in industry, it more focuses on the
outputs of these three methods (9 typical DWHAs, DWHA feature-based taxon-
omy and the framework) and how to use this methodology to evaluate DWHAs.
The details will be articulated in the following chapter.
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8 Conclusions and Further Research
Directions
This chapter is related to the conclusion phase in DSRM. It discusses the contri-
butions made in this research and further directions. Three methods are generated
as primary outputs. The first two methods are used to classify DWHAs and iden-
tify reliable features. Based on the results generated by these two methods, the
method for DWHA evaluation is designed and developed as the artefact regarding
DSRM. Furthermore, the limitations of this research are discussed to clarify the
scope of this research and criticise the insufficiency of this research. In view of
these limitations, research directions are analysed and articulated to enhance this
research in the future.
8.1 Summary
This research is guided by the DSRM under six phases to systematically identify
the problem, determine objectives, design, develop and evaluate the artefact (the
evaluation method) propose in this research. Firstly, the background of DWHs and
DWHAs is discussed to identify the problem which should be addressed in this re-
search. Based on the background and problem, the motivation is clarified, then the
challenges and objectives of this research are defined. Subsequently, the main re-
search question and three relevant sub-research questions are put forward aligned
with the problem and objectives. Through further investigating the current situa-
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tion and observing related previous research, several LRs are conducted regarding
DWHs, DWHAs, their features and methods for DWHA evaluation. After these
fundamental investigations, two methods are created to clarify the scope of this
research with 9 typical DWHAs and identify a set of reliable features which are
frequently concerned in this domain. Based on the outputs of these two methods,
the method for DWHA evaluation is designed and developed with these typical
DWHAs, some reliable features and some sub-features. Finally, this evaluation
method is assessed with 6 cases and empirical research.
By investigating insights into this methodology and its three method, they
show some pros and cons referring to their work. For instance, the evaluation
methodology works well with adequate DWHAs information, may not work well
with inadequate DWHAs information or with out scope of these 9 typical DWHAs.
The three methods also should be executed with sufficient data supported. The de-
tails and other aspects are articulated in following sections.
8.2 Main Research Contributions
Regarding contributions, this research is aligned with research questions. In the
first three chapters, the MRQ and three SRQs are identified by investigating cur-
rent situations and issues in this domain based on the literature. The DSRM is
decided to guide this research in order to systematically address these questions.
Subsequently, the following three chapters (from chapter 4 to chapter 6) inves-
tigate and answer these three sub-research questions by generating three meth-
ods. Chapter 7 evaluates the evaluation methodology and whether the objectives
are achieved or not through case studies and empirical research. The main con-
tributions and main outputs are summarised and listed from both academic and
industrial sides.
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8.2.1 Academic Contributions
For MRQ: It develops a methodology with three methods to explicitly and effi-
ciently evaluate DWHAs by measuring reliable and critical features.
• This methodology can evaluate DWHAs with less expert support and the
results can easily be understood, which is proved in 6 cases and empirical
research.
• This methodology provides three methods which can be extended to evalu-
ate other architectures.
For SRQ 1: It proposes a method to extend the knowledge of identifying typical
DWHAs.
• New DWHAs (such as virtual and big DWHAs) are considered and added
into the typical DWHAs and the classification model.
• The distribution of these DWHAs is produced by conducting statistic anal-
ysis based on collected data in a systematic LR.
For SRQ 2: It implements a method to contribute the knowledge for generating
reliable features and relevant sub-features.
• It generates two matrices to provide frequent terms and relationships be-
tween these terms referring to DWHAs.
• 22 reliable features and 111 terms as relevant sub-features are identified
based on these terms derived from the data collected via a systematic LR.
For SRQ 3: It develops a feature-based modelling and evaluation method sup-
ported by the two methods’ results to generate theories for systematically bench-
marking DWHAs.
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• A framework is generated to organise selected reliable features, sub-features
and their measurements to concretely evaluate DWHAs and grade results.
• A set of processes is designed and developed to systematically evaluate
DWHAs by the measurements in the framework.
8.2.2 Industrial Contributions
For the proposed methodology: A methodology with three methods are pro-
posed to provide systematic processes for DWHA investigation and evaluation.
• It offers an artefact to conduct evaluation DWHAs with less human resource
and cost.
• The principle of this methodology can be as a reference to form evaluation
methods in other domains.
For the DWHAs classification method: A DWHA classification model is pro-
posed with four levels and the nine typical architectures based on the literature.
• The typical DWHAs and their “big picture” can facilitate companies to de-
termine what types of DWHAs can be chosen and built.
• The trend of DWH systems to address big data issues is identified based on
the distribution of these DWHAs. If companies need to establish DWHAs,
the BDWA, PDWA and DDLA should be considered.
For the reliable features identification method: A taxonomy of DWHA features
is produced with four levels for different purposes.
• The DWHA feature taxonomy can simplify the procedure of evaluating
DWHAs with other reliable and critical features and sub-features in prac-
tice.
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• The method and taxonomy can be leveraged to identify and interpret critical
features from DWH projects which are being developed or have already
operated in companies.
For the feature-based modelling and evaluation method: Modelled DWHAs,
framework, tables and radar charts are designed to explicitly demonstrate the eval-
uated DWHAs.
• Through this method, companies can better understand their current DWHAs
via modelling their architectures and evaluating these features.
• This method can assist companies to evaluate then choose suitable DWHAs,
when they are in the design and development of DWH projects.
Therefore, these three methods answer these three sub-research questions and
make contributions from both academic and industrial perspectives. In addition,
the evaluation method should be tested whether it can be efficiently conducted
with less experts’ interpretation and be used to explicitly demonstrate results with
interpretability and unambiguity. These two aspects are examined and proved in
chapter 7 in which 6 DWHAs are evaluated by executing the evaluation method
and empirical research is conducted by carrying out interviews. In these inter-
views, 18 participants are invited to answer some questions and tasks. Around
83.33% of participants agree the evaluated results are explicit and unambiguous.
Participants have around 79.17% of confidence to execute this method to evalu-
ate DWHAs. The average of the confidence rate from professionals is 82.78%,
while the average rate from testers who have IT background is 75.00% after these
interviews. There is no big gap (7.78 percent) or contradiction of confidence to
conduct this method between professionals and normal IT participants. Therefore,
the efficiency and explicitness of this method are proved through these interviews.
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8.3 Limitations and Challenges
Due to limited time and resource, this research study shows some limitations and
challenges which should be discussed in order to better use this method and iden-
tify work being conducted in the future. These limitations and Challenges can
affect the scope to narrow the executions of this method and attenuate the value of
the results. The details are presented below.
8.3.1 Limitations referring to SRQs
For MRQ: The limitations refer to the contributions and outputs.
• 6 cases are involved in the evaluation and 18 participants are invited to con-
duct interviews in the empirical research to assess whether the objectives are
achieved or not. This small group of cases and people may be not adequate
to conduct this assessment.
• Some features and sub-features in the evaluation framework may be not
suitable or important for evaluating some DWHAs, especially some DWHAs
have special architectures, slef-defined components or customised require-
ments.
For SRQ 1: The limitations refer to the contributions and outputs.
• The data collected by the systematic LR may not cover all DWHAs and all
relevant information, which may affect the results of the typical DWHAs.
• Some other DWHAs are described in the literature or used in practice. How-
ever, the evaluation method does not cover these DWHAs and focuses on
the 9 typical DWHAs, which limits the scope of the evaluation method.
For SRQ 2: The limitations refer to the contributions and outputs.
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• This research does not exhaust to search and collect all DWHA feature re-
lated data. Some features may be important referring to potentially reliable
features.
• Although these features and sub-features are reliable and critical in the tax-
onomy, but it does not prove if they are adequate as potential features to
evaluate DWHAs. Maybe more features and sub-features should be in-
volved.
For SRQ 3: The limitations refer to the contributions and outputs.
• This evaluation method only measures 10 reliable features and 15 sub-
features derived from the taxonomy to constitute the evaluation framework.
The rest of them can be significant to evaluate DWHAs.
• More information should be provided regarding the framework on how to
choose these features and sub-features from the taxonomy.
8.3.2 Methodological Challenges
This evaluation method is developed based on the typical DWHAs and reliable
features identified by the two methods proposed in chapter 4 and 5. These methods
are designed to be applied in other domains, but it shows some challenges to
prove their generalisation with adequate cases. In addition, the evaluation method
proposed in chapter 6 should be executed under different types of cases. The
detailed challenges are listed below.
• The architecture classification method proposed in chapter 4 can be used for
other architecture classifications, but it is a challenge to provide adequate
evidence to prove its validity.
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• The method in chapter 5 is invoked to identify reliable features and generate
the taxonomy in relation to the domain of DWHAs, which is designed to
identify reliable features and the taxonomy in other domains, but it is time-
consuming to prove this extension.
• The evaluation method is conducted under 6 cases. It is a challenge to
conduct it with adequately cases. Because it is not easy to find suitable
cases with detailed information for evaluation.
8.3.3 Domain Specific Challenges
DWHA evaluation belongs to the sub-domain of IS research, but this domain has
specific characteristics which challenge the progress and results of this research.
Some of them are articulated and listed below.
• DWHAs or DWH projects normally have enormous components and rela-
tionships between them, which are complicated to model their architectures
and evaluate their features.
• DWHs extract data from operational systems or other sources and they nor-
mally contains decades of data, so the volume of data is large to challenge
some features’ evaluation (e.g. throughput).
• The data in DWHs general contains valuable even sensitive information, so
it is difficult to be allowed accessing these system and conducting evalua-
tion.
8.3.4 Others
There are some other challenges which affect the progress and results of this re-
search. According to the DSRM, after the evaluation method is designed and
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developed, it should be evaluated and 6 case studies are used in the present re-
search. It is a challenge to find more cases from different environments and the
details are explained below.
• Limited DWHAs with detailed information can be acquired from open sources.
There are a vast number of DWHAs in the literature, but almost all of them
provide inadequate information for evaluation.
• It is time-consuming and requires hardware resource to build DWHAs, so
the DWHAs built in research are normally uncomplicated and manage-
able to maintain DWHs and other components with limited data and simple
structures.
• It is expensive and resource-consuming to implement and maintain a DWH
system. Thus, it is not easy to find organisations which have DWHAs as
cases to evaluate this method.
8.4 Future Work and Research Directions
The limitations and challenges are discussed above. In order to improve them,
some supplementary work will be considered and conducted in the future work.
Although the main research question and three sub-research questions are solved,
some extra jobs should be continued to enhance the contributions and outputs of
this research, especially these three methods. In addition, this research should be
continued to further develop and assess for resolving these limitations and chal-
lenges. The future work and research directions are summarised and demonstrated
in the list below.
For MRQ: The future work refers to the methodology with the three methods.
• The methodology generated in this research be as the theory to will be
strengthened and further guide related work regarding architectural eval-
uation.
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• The processes of methodology on how to create the framework as the core
part will be organised together for developing frameworks in other domains
in a short term.
• The three methods in this methodology can also be separately used for dif-
ferent purposes and will be extended to theories.
For SRQ 1: The future work refers to the DWHAs classification method.
• More DWHAs will be collected from other data sources for reinforcing the
identification of typical DWHAs.
• More investigations will be conducted to prove if other DWHAs are typical
and should be considered other than these 9 typical DWHAs.
• The architecture classification method will be tested in other domains (such
as software system and enterprise architecture).
For SRQ 2: The future work refers to the reliable features identification method.
• More data referring to DWHA features will be collected to further investi-
gate and identify reliable features.
• In order to further strengthen this method, more reliable features and sub-
features will be considered or involved to extend the taxonomy.
• The method is designed to identify reliable features and generate the taxon-
omy in other domains. Extra work will be done to prove its generalisation
and validation when executing it.
For SRQ 3: The future work refers to the evaluation method.
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• This method will be executed with more cases to further examine its capa-
bilities of DWHA evaluation.
• The results generated by this method will be assessed by more participants
with different backgrounds.
• This method will be enhanced to customise its framework by adding or
reducing features and sub-features for special DWHAs and purposes.
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A Appendix - Materials in an Inter-
view
A.1 Participant Consent Form
I am and voluntarily agree
to participate in the research study entitled Benchmarking Data Warehouse Ar-
chitectures A Feature Based Modelling and Evaluation Methodology.
I understand that even if I consent to participate now, I can still withdraw
and leave during this experiment.
I understand that this study does not ask any ethical question and I can reject
to respond any question.
I understand that this study will not collect any personal/sensitive data and
I can decline any question referring to this type of data.
I agree to provide information for this study and it will only be used in this
research.
I agree that my identity will be anonymised in any document on the results
of this research. This information will be confidential and I cannot be iden-
tified.
228
I understand that I would be contacted to seek further clarification and in-
formation.
I have read this document and have understood details of the study explained
to me.
Signature of research participant:
Signature of participant:
Date:
Signature of researcher:
Signature of participant:
Date:
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A.2 Questions and Tasks Form
Part Questions and Tasks Answer
1.1 Please compare the first and second
modelled architectures refer-ring to
page 1 and page 2. Do you think the
additional information in orange boxes
is useful to better understand/evaluate
data warehouse architectures?
Yes Maybe Unsure No
1.2 Referring to Page 1 and 2, Please
compare the first and second modelled
architectures refer-ring to page 1 and
page 2. Do you think the extended
component (Schema) in the purple box
is useful to better understand/evaluate a
data warehouse architecture?
Yes Maybe Unsure No
1
1.3 Please give a brief reason.
2.1 Referring to the table and radar
chart in Page 3, which architecture do
you choose?
Case 2 Case 3 Same Unsure
2
2.2 Please give a brief reason.
3.1 Do you think the evaluated results
are explicit and easy to understand?
Yes Maybe Unsure No
3.2 How much confidence do you have
to use this methodology for a data
warehouse architecture evaluation?
(From 0 to 100%)
3
3.3 Please give a brief reason.
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A.3 Case 2
Page 1
Figure A.1: The modelled data warehouse architecture of case 2 with
extended elements and extra information
Figure A.2: The modelled data warehouse architecture of case 2 with
default elements
231
A.4 Case 3
Page 2
Figure A.3: The modelled data warehouse architecture of case 3 with
extended elements and extra information
Figure A.4: The modelled data warehouse architecture of case 3 with
default elements
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A.5 Evaluated Results
Page 3
Layer Indicator Case 2 Case 3
Source Layer
Source & Format Ave. 1 1
Data Quality 2 2
ETL Layer
ETL & Load Ave. 2.5 2.5
Loading Throughput 2.539 2.12
DWH Layer
DWH & Schema Ave. 2.5 2.5
Time Period Rate 2.946 2.947
Presentation Layer
OLAP & View Ave. 0.5 1
Query Throughput 2.368 1.784
Other
User & Meta Ave. 2.5 2
Architecture Complexity 3 3
Table A.1: The evaluated results of cases 2 and 3 with 10 indicators
Figure A.5: Radar charts of cases 2 and 3 for comparison
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