Abstract. Computational experience with several limited-memory quasi-Newton and truncated Newton methods for unconstrained nonlinear optimization is described. 
Phua [33] . Many researchers, including Buckley [1] , Nazareth [22] , Nocedal [23] , Gill and Murray [8] , and Nash [15] [16] [17] , studied these methods. Gill and Murray proposed an LMQN method with preconditioning whose code has recently been implemented in routine E04DGF of the NAG library [14] . Buckley and ienir [3] , [4] proposed a variable-storage CG algorithm. The method becomes the usual Shanno-Phua LMQN when the available storage is minimal. Their method was implemented in code BBVSCG, recently updated and improved by Buckley [2] . Morerecently, the L-BFGS method of Liu and Nocedal [12] based on the limited-memory BFGS method described by Nocedal [23] was developed. L-BFGS is available as routine VA05AD of the Hatwell software library. Two TN methods proposed by Nash [15] [16] [17] and by Schlick and Fogelson [29] have also been made available by the authors for distribution. Here the codes were tested on the variational data assimilation problems in meteorology.
Several large-scale unconstrained minimization algorithms have been previously compared. Navon and Legler [19] compared a number of different CG methods for problems in meteorology and concluded that the Shanno-Phua [33] LMQN algorithm was the most adequate for their test problems. The studies of Gilbert and Lemar6chal [7] and of Liu and Nocedal [12] indicated that the L-BFGS method is among the best LMQN methods available to date. Nash and Nocedal [18] compared the L-BFGS method with the TN method of Nash [15] [16] [17] LMQN methods combine the advantages of the CG low storage requirement with the computational efficiency of the quasi-Newton (Q-N) method. They avoid storage of the approximate Hessian matrix by building several rank-one or rank-two matrix updates. In practice, the BFGS update formula [12] , [24] forms an approximate inverse Hessian from H0 and k pairs of vectors (q, pi), where qi gi+l-gi and pi Xi+l-Xi for i > 0. Since H0 is generally taken to be the identity matrix or some other diagonal matrix, the pairs (qi, pi) are stored instead of Hk, and nkgk is computed by a recursive algorithm. All the LMQN methods presented below fit into this conceptual framework. They differ only in the selection of the vector couples (qi, pi), the choice of H0, the method for computing nkgk, the line-search implementation, and the handling of restarts. Step sizes are obtained by using Davidon's [5] cubic interpolation method to satisfy the following Wolfe [34] Indeed, it can be shown that quadratic convergence can still be maintained [6] . Other truncation criteria have also been discussed [15] , [16] , [29] .
The quadratic subproblem of computing an approximate search direction at each step is accomplished through some iterative scheme. This produces a nested iteration structure: an outer loop for updating xk and an inner loop for computing dk.
The linear CG method is attractive for large-scale problems because of its modest computational requirements and theoretical convergence in at most N iterations [9] . However, since CG methods were developed for positive definite systems, adaptations must be made in the present context where the Hessian may be indefinite. Typically, this is handled by terminating the inner loop (at iteration q) when a direction of negative curvature is detected (dqTHkdq < , where is a small positive tolerance such as 10-10); an exit direction that is guaranteed to be a descent direction is then chosen [6] , [29] . An alternative procedure to the linear CG for the inner loop is based on the Lanczos factorization . [9] , which works for symmetric but not necessarily positive definite systems. It is important to note that different procedures for the inner loop can lead to a very different overall performance in the minimization [28] .
Implementations of two TN packages are examined in this work: TN1, developed by Nash [15] [16] [17] , which uses a modified Lanczos algorithm with an automatically supplied diagonal preconditioner, and TN2 (TNPACK) developed by Schlick and Fogelson [29] (see also [30] ), designed for structured separable problems for which the user provides a sparse preconditioner for the inner loop. In TN2 a sparse modified Cholesky factorization based on the Yale Sparse Matrix Package is used to factor the preconditioner, which need not be positive definite (computational chemistry problems, where such situations occur, provided motivation for the method). Two modified Cholesky factorizations have been implemented in TN2 [28] . Although we have not yet formulated a preconditioner for our meteorology application, we intend to focus future efforts on formulating an efficient preconditioner for this package. Here we report only results for which no preconditioning is used in TN2. Although it is clear that performance must suffer, our results provide further perspective. Full algorithmic descriptions of the TN codes can be found in the original cited works.
4. Testing problems. Mor, Garbow, and Hillstrom [13] developed a relatively large collection of carefully coded test functions of different degrees of difficulty and designed very simple procedures for testing the reliability and robustness of the optimization software. We used these problems to test the different LMQN methods.
The test problems of [13] 
These problems were all minimized by using both the recommended standard starting points x0 as well as by using nonstandard starting points, taken as 10x0 and 100x0. The vectors x0 and 100x0 are regarded as being close to and far away from the solution, respectively; it is not unusual for unconstrained minimization algorithms to succeed with an initial guess of x0 but fail with an initial guess of either 10x0 or 100x0. For the experiments the observational data consist of the model-integrated values for wind and geopotential at each time step starting from the Grammeltvedt initial conditions [10] (see Fig. 1 ). Random perturbations of these fields, performed by using a standard library randomizer RANF on the CRAY-YMP (shown in Fig. 2 ), are then (those in [13] and synthetic problems) the computational cost of the function is low and the computational effort of the minimization iteration sometimes dominates the cost of evaluating the function and gradient. However, there are also several practical large-scale problems (for example, the variational data assimilation in meteorology)
for which the functional computation is expensive. We report, therefore, both the number of function and gradient evaluations and the time required for minimization of some problems. [12] , who suggested that BBVSCG gives little or no "speed-up" from additional storage. To investigate this further, we measure in Figs. 6 and 7 the effect of increasing the storage. We define the speed-up by using the same definition as did Liu and Nocedal, i.e., the ratio of function calls required when m 3 and m 7.
We see from these figures that the speed-up of BBVSCG is not smaller than that of L-BFGS. There are cases for which L-BFGS gains more speed-up than does BBVSCG (i.e., problems 2, 4, 5, 7a, 9b, 11, 15, 18). However, there are also cases for which BBVSCG has larger speed-up than does L-BFGS (i.e., problems 7b, 8, 9a, 12, 13, 16, 17). Therefore, the reason that L-BFGS requires fewer function calls cannot be the difference in speed-up between the two codes.
For problems for which the function and gradient evaluations are inexpensive, we also examine the number of iterations and the total time required by the two methods.
From Table 2 we see that BBVSCG usually requires fewer iterations and less total CPU time than does L-BFGS. The more accurate line search in BBVSCG may provide an explanation. Will a more accurate line search in L-BFGS decrease the number of iterations? In Table 3 we present the results for L-BFGS (m 7) when the line search is forced to satisfy (2.8) with/i/--0.01 rather than 0.9.
For most problems (18 out of 21) the number of iterations when L-BFGS is used is then markedly reduced (compare Table 2 L-BFGS (m-7) with Table 3 ). Among those problems, about two-thirds require more function calls, but about one-third require even fewer function calls.
This implementation of L-BFGS is compared with the CONMIN-CG, E04DGF, L-BFGS ( -0.9), and BBVSCG codes in Table 4 . The "number of wins" describes the number of runs for which a method required fewest function calls and the number of runs for which a method required fewest iterations. Because ties occur, numbers across a row do not add up to the number of different test cases.
We see that L-BFGS (m 7 and 0.01) uses the fewest iterations and that L-BFGS (m 7 and /-0.9), CONMIN-CG, and BBVSCG use the fewest function calls. If both the numbers of iterations avd function calls are considered, CONMIN-CG seems to be the best. We also find that L-BFGS still requires the fewest function calls among LMQN methods that use nonstandard starting points (data not shown). various degrees of ill conditioning by controlling the value of D1, the dispersion interval in fractional form. Table 5 presents the results for D1 taken to be 0.2, 0.8, and 0.99, respectively. The corresponding condition numbers are 2.0, 39.9, and 436.8. The results in Table 5 indicate that L-BFGS performs best when the condition number is small. As the condition number is increased, L-BFGS requires the most iterations and function calls, whereas CONMIN-CG uses the fewest function calls. In CPU time E04DGF is most efficient and CONMIN-BFGS is most expensive (even though the latter requires fewer iterations and function calls than does L-BFGS). The fullmemory CONMIN-BFGS code spends about four times as much CPU time as does any other method. This occurs because most iteration time is spent in matrix and vector multiplications.
For the second bicluster problem we control the condition number by changing the position of the center of the second cluster C2. The performance when the value of the condition number is equal to 8.29, 8.29 102, and 8.29 10a, respectively, is given in Table 6 . We see that when the condition number is equal to 8.29, L-BFGS uses the fewest function calls. However, the differences among the various methods is not significant. When the condition number is increased, L-BFGS again turns out to be the worst. The E04DGF code turns out to be best in all computational respects: number of iterations, number of function calls, and total CPU time. If we use a more accurate line search, L-BFGS is competitive with CONMIN-CG, which is the second best, and is better than BBVSCG.
We also compared the performance of different LMQN methods on a multicluster problem. The same conclusion can be drawn ( Numerical experiments indicate that when the number of Q-N updates m is increased from 3 to 7, there is no significant improvement in performance. In Table 7 Maximum absolute differences between the retrieval and the unperturbed initial wind and geopotential fields using the limited memory quasi-Newton methods.
Cbntroi Variables Algorithm,, We observe from Table 8 that most of the CPU time is spent on function calls rather than in the minimization iteration. By comparing the number of function calls and CPU time we find that the computational cost of L-BFGS is much lower than that of E04DGF. L-BFGS converged in 66 iterations with 89 function calls. In contrast, E04DGF required 72 iterations and 203 function calls to reach the same convergence criterion. This produces rather large differences in the CPU time spent in minimization. L-BFGS uses less than half of the total CPU time required for E04DGF.
The differences between figures showing the retrieved initial wind and geopotential and Fig. 1 are imperceptible (figures omitted). Table 9 gives the maximum differences between the retrieval and the unperturbed initial conditions from E04DGF and L-BFGS minimization results. An accuracy of at least 10 -3 is reached for both the wind and geopotential fields by using both the codes of L-BFGS and of E04DGF for the initial control. This clearly shows the capability of the unconstrained LMQN methods to adjust a numerical weather prediction model to a set of observations distributed in both time and space.
When we control both the boundary and initial conditions, we expect to produce a much more difficult problem than when we control only the initial conditions. First, since the dimensionality of the Hessian of the objective function is increased by about one order of magnitude (from 103 to 104), the condition number of the Hessian will increase as O(N2/d) [27] , where d is the dimensionality of the space variables and N is From Tables 8 and 9 we see, indeed, that when we control both the initial and boundary conditions, minimization becomes much more difficult. The computational cost is doubled and the accuracy of the retrieval is decreased by an order of magnitude compared with those of the initial control problem. The largest differences occur near the boundary for both the wind and geopotential fields. However, the differences between the performances of E04DGF and L-BFGS on the initial-and boundaryvalue problems are small. 6 . Results for TN methods. The meteorology problems of 5.4 were tested for TN1 and TN2. In TN methods performance.often depends on the specified maximum number of permitted inner iterations per outer iteration (MXITCG). Our experience suggests that different settings for MXITCG have a small impact on the performance of TN1 but a rather large impact on that of TN2 (see Table 10 ). This results from our current unpreconditioned implementation for TN2 since the inner CG loop requires more iterations to find a search direction.
To clarify this idea and to see what differences in performance between the two TN methods were due to the different truncation criteria, CG versus Lanczos, and to preconditioning, we also performed minimization for TN1 without diagonal preconditioning. The results are presented in Table 10 . Similar trends are identified for both TN1 and TN2 in this case: the cost for large MXITCG is much lower than that for small MXITCG. However, TN2 with MXITCG 50 performs much better than does TN1 with MXITCG 50 in terms of Newton iterations, CG iterations, function evaluations, and CPU time. This strongly suggests that with a suitable preconditioner for the problem in meteorology, TN2 might perform best.
Numerical results for both initial control and initial and boundary control are summarized in Tables 11 and 12 . We see from the tables that time is approximately proportional to the number of inner iterations. Thus the use of preconditioning in TN1 accelerates performance, as expected. Note that without preconditioning TN1 requires more function evaluations than does TN2. Preconditioning is particularly important as the dimension of the minimization problem increases.
Comparison with Table 9 shows that the TN methods are competitive with L-BFGS. TN1 is better than L-BFGS for initial control and much better than L-BFGS for initial and boundary control. TN1 also produces higher accuracy than do the other three methods (see Tables 9 and 12 ). Both variable-storage methods (L-BFGS and BBVSCG) were very successful on the large-scale problem from oceanography, and BBVSCG turned out to perform slightly better on this problem than did L-BFGS.
The convergence rate of the variable-storage methods was accelerated when the number m of Q-N updates was increased for medium-sized problems. However, for small-and large-scale problems both methods showed only a slight improvement as the number of Q-N updates m is increased. The reason for this is not yet known, and further research is needed. Implementation of these minimization algorithms on vector and parallel computer architectures is expected to yield a significant reduction in the computational cost of large minimization problems.
Only E04DGF and L-BFGS performed successfully on the large-scale optimal control problems in meteorology, and they were successful only after special scalings were applied. L-BFGS performed better than E04DGF in terms of computational cost.
Although the L-BFGS method may be adequate for most present-day large-scale minimization, TN methods yield the best results for large-scale meteorological problems.
