Abstract: Modeling and simulation are being relied upon in many fields of science and engineering as computational surrogates for experimental testing. To justify the use of these simulations for decision making, however, it is critical to determine, and when necessary mitigate, the biases and uncertainties in model predictions, a task that invariably requires validation experiments. To use experimental resources efficiently, validation experiments must be designed to achieve the maximum possible increases in model predictive ability through the calibration of the model against experiments. This need for efficiency is addressed by the concept of optimally designing validation experiments, which constitutes optimizing a predefined criterion while selecting the settings of experiments. This paper presents an improved optimization criterion that incorporates two important factors for the optimal design of validation experiments: (1) how well the model reproduces the validation experiments, and (2) how well the validation experiments cover the domain of applicability. The criterion presented herein selects the appropriate settings for future experiments with the goal of achieving a desired level of predictive ability in the computer model through the use of a minimal number of validation experiments. The criterion explores the entirety of the application domain by including the effect of coverage, and exploits areas of the domain with high variability by including the effect of empirically defined discrepancy bias. The effectiveness of this new criterion is compared with two well-established criteria through a simulated case study involving the stress-strain response and textural evolution of polycrystalline materials. The proposed criterion is demonstrated as efficient at improving the predictive capabilities of the numerical model, particularly when the amount of experimental data available for validation is low.
Introduction
Simulation models generally are developed to minimize reliance on extensive and costly experimental campaigns. However, the need for experiments cannot be altogether eliminated, as physical experiments are vital for the validation of a simulation model's predictive ability. In this study, the authors were concerned with numerical models used to predict the behavior of an engineering system under differing operational conditions. Validation, therefore, requires an adequate number of physical experiments such that the entire operational domain is thoroughly explored to establish confidence in the credibility of model predictions at different operational conditions.
The predictive capability of a numerical model can be hampered by both (1) imprecision in the defined model input parameters, which primarily results in prediction uncertainty; and (2) incompleteness in the mathematical representation of the underlying physics, which primarily results in prediction bias. Experiments can help mitigate both prediction uncertainty and bias in two ways: (1) uncertain parameter values can be conditioned upon experiments to reduce the prediction uncertainty, and (2) an empirically trained approximation of bias can be obtained to correct for its effect (Higdon et al. 2008; Farajpour and Atamturktur 2013) .
As the available experimental data increase, the modeler's ability to continually improve prediction uncertainty is expected to rise with diminishing returns, and the empirical representation of prediction bias is expected to converge to a consistent and systematic level (Hemez et al. 2010; Unal et al. 2011; Atamturktur et al. 2011) . However, the reduction in prediction uncertainty and the convergence of the prediction bias both exhibit path dependency, i.e., the rates at which the prediction bias converges and prediction uncertainty reduces depend on (1) the control settings at which the experiments are conducted within the operational domain, and (2) the sequence in which they are conducted . Therefore, the proper selection of experimental settings is vitally important for the efficient use of experimental resources in model validation. Only recently, however, have techniques, taken from the optimal design of computer experiments developed for efficient construction of response surface models, been investigated as a means of exploiting this path dependency in the design of physical experiments (Jiang and Mahadevan 2006; Williams et al. 2011; Atamturktur et al. 2013) .
One particular methodology for optimal design of experiments, batch sequential design (BSD), was of particular interest in this study. The BSD methodology can be used to select the settings of future experiments in an iterative manner, building on the information gained from previously conducted experiments. Earlier implementations of BSD aimed to optimize a predefined criterion to maximize the stability of the inferred prediction bias Atamturktur et al. 2013) . Here, stability implies that the addition of new experiments to the validation data set has a minimal influence on the empirically trained discrepancy bias, ensuring a proper identification of the model's fundamental inability to reproduce the experimental measurements.
Equally important to experiment-based validation is how thoroughly the experiments in question explore the operational domain of a model, a feature known as coverage (Hemez et al. 2010; Stull et al. 2011; Atamturktur et al. 2014a) . As demonstrated in Fig. 1 , if all available experiments lie in one region of the operational domain, inaccuracies in other regions may remain undiscovered. Thus, estimates of prediction bias may exhibit significant forecasting errors, as shown by the dashed line in Fig. 1 , which may result in a premature declaration of predictive maturity ). Therefore, the accuracy of the estimated prediction bias also depends on the coverage of the operational domain.
The authors developed a new optimization criterion, coverage augmented expected improvement for predictive stability (C-EIPS), which simultaneously considers both the coverage of the operational domain and inference of prediction bias. The C-EIPS criterion explores the entirety of the operational domain by considering the effect of coverage, and it exploits areas within the domain that exhibit high variability in the empirically trained discrepancy bias emulator. Deployed on a multivariate problem focusing on the viscoplastic self-consistent (VPSC) code for modeling the plasticity of metals (Lebensohn and Tomé 1993) , the performance of C-EIPS was measured against two optimization criteria as an effective means of selecting validation experiments ). This comparison was completed using a quantitative and objective metric, the Predictive Maturity Index (PMI), originally proposed by Hemez et al. (2010) and later modified by Stull et al. (2011) .
Model Calibration
There are two aspects to developing a numerical model, h, that links known quantities of x to unknown quantities of y such that yðxÞ 5 hðx, tÞ, where x represents an array of control settings that define the domain of applicability, and t denotes the model's user-specified parameters corresponding to physics or engineering principles (e.g., physical constants). The first aspect involves the physics or engineering principles invoked to establish a link between the two quantities, x and y, and the second aspect involves the unknown (or poorly known) parameters, t, that are associated with the physics or engineering principles.
Often, these poorly known parameters, t, are calibrated to best-fit values, u, that most closely represent the truth in the computer model. During this calibration, the problem remains that numerical models, regardless of sophistication, are always incomplete representations of reality. If this model incompleteness is not taken into account while calibrating the uncertain input parameters, calibration of these parameters might compensate for the model inadequacy; thus, parameters might be calibrated to mathematically viable but physically incorrect values. Draper (1995) emphasized that such compensating effects typically lead to overconfidence in model predictions. To mitigate such compensations, the authors used an implementation (Higdon et al. 2008 ) of the Bayesian framework originally proposed by Kennedy and O'Hagan (2001) , which evaluates parameter uncertainty in close association with model bias. In this formulation, physical observations, yðxÞ, are expressed as the summation of truth, jðxÞ, and experimental error, eðxÞ yðxÞ ¼ jðxÞ þ eðxÞ
Hypothetically speaking, if the model inadequacy is known throughout the domain of applicability, the best estimate of truth, jðxÞ, can be obtained as the sum of model predictions with best-fit input parameter values, hðx, uÞ, and the model inadequacy, indicated herein as cðxÞĵ
In practical applications, true model inadequacy, cðxÞ, remains unknown at untested settings. Using available experiments, an independent empirical model, henceforth referred to as the discrepancy bias, dðxÞ, can be trained to estimate systematic bias resulting from model inadequacy. This estimation must be completed for the entire domain of applicability, as the discrepancy is likely to assume different values throughout the domain. Model discrepancy can be represented with an emulator with error bounds, which then can be modeled with a statistical process (Higdon et al. 2008) . Therefore, in the Bayesian context, the objective of model calibration against the experiments is to obtain the posterior density function for the input parameters, t, and the empirically defined discrepancy model, dðxÞ. Typically, such posterior distributions are explored with a Markov-chain Monte Carlo (MCMC) algorithm, and the discrepancy is modeled nonparametrically with a stationary Gaussian process (GP) to eliminate the need for assumptions regarding a distributional family from which dð×Þ is drawn (Kennedy and O'Hagan 2001) .
BSD
Sequential design strategies entail selecting future experiments with the aid of presently available data (Chernoff 1959; Blot and Meeter 1973; Myers et al. 1989; Williams et al. 2000; Dror and Steinberg 2008; Crombecq et al. 2009 ). Exploiting the nonuniformity of model inadequacy throughout the domain of applicability, Williams et al. (2011) applied BSD to the selection of physical experiments to improve the stability of the empirically defined discrepancy model, dðxÞ.
Given initial experimental data and a numerical model, the BSD algorithm selects the optimum set of additional experiments based on a given optimization criterion. Once the proposed set of new experiments is available, they are used to condition the probability distributions of input parameters and to refine the trained prediction bias model. Subsequently, the BSD algorithm is executed to determine the next batch of optimal experimental settings ( Fig. 2) . In BSD, designs can be achieved in a fully sequential manner, in which the experiments are selected one at a time, or in a batch sequential manner, in which the experiments are selected in user-defined groups (Müller and Pötscher 1989) . Though the former approach is optimal (Chevalier et al. 2013) , the practical aspects of conducting physical experiments favor the BSD . The basis of this work followed in the spirit of the study performed by Williams et al. (2011) , which implemented GP models for discrepancy. It should be intuitive that the variance of the trained GP model increases in regions away from the experimental settings. Fig. 3 demonstrates that variance of a GP model trained with three experiments is significantly less than one trained with two experiments. This is partly because the distance between experiments is decreased and partly because the new experiment is conducted at a setting that originally displayed a large variance. This dependency of the variance of the trained prediction bias on the settings of and distance between experiments demonstrates the importance of carefully designing validation experiments.
In the BSD approach implemented herein, a modified Fedorov exchange algorithm was used to select the optimal experimental settings (design points) (Fedorov 1972; Cook and Nachtsheim 1980) . In this algorithm, the preliminary settings for the batch design points were generated using quasi-random designs, such as Sobol sequence and scrambled net Sobol sequence. The criterion was then stringently optimized with respect to each new design point (while fixing the other design points in the batch), until a negligible improvement in the criterion value was observed. The initial design points in the batch were replaced by (or exchanged with) the optimized points. The initial design (or previous batch) was augmented by the addition of the optimal design points selected for this batch. Each of the original design points was considered for exchange with a candidate point. Thus, the algorithm involved a search over all possible pairs of candidate and existing design points.
PMI
To effectively compare the performance of multiple BSD criteria, a quantitative and objective metric for capturing a model's predictive capability throughout a prescribed operational domain is necessary. Recently, many institutions have led efforts to develop such metrics that aim to assess the predictive capability of complex numerical models (Harmon and Youngblood 2005; Sornette et al. 2006 ; National Aeronautics and Space Administration (NASA) 2007; Oberkampf et al. 2007; Sornette et al. 2007; Zang 2008; Hemez et al. 2010) . Hemez et al. (2010) provided a detailed review of the literature on predictive capability metrics.
With the exception of Sornette et al. (2006) and Hemez et al. (2010) , these earlier studies attempted to describe the quality of the validation activities deployed on a simulation model, not the quality of the solutions of the simulation model itself. Therefore, these aforementioned approaches operated on the unwarranted assumption that increasingly thorough validation activities directly and invariably related to an improvement in a model's predictive capability. In these approaches, however, evaluating the quality of validation activities is, by its nature, a rather subjective process-one that can lead individual experts to differ in their conclusions. Hemez et al. (2010) proposed the PMI, a quantitative, objective, and repeatable metric that can supply a consistent evaluation of a model's predictive capability. The PMI is based on three attributes that move beyond model accuracy: (1) a measure of prediction bias relating physical observations and numerical predictions; (2) a measure of complexity describing the flexibility of the model during calibration; and (3) a measure of coverage, or the extent to which physical experiments useful in calibration effectively represent the operational domain. The original PMI recently has been modified by Stull et al. (2011) to include a refined definition of coverage, an additional model robustness term, and a modified functional implementation. In this study, the PMI was implemented in its most recent form (Stull et al. 2011) to evaluate the performance of the proposed optimization criterion, C-EIPS.
Conducting validation experiments has a direct influence on two of the four attributes of the PMI: (1) coverage and (2) prediction bias. Coverage refers to how well the experiments explore the operational domain. In Hemez et al. (2010) , coverage was defined as the ratio of the multidimensional volume encompassed by the convex hull surrounding the physical experiments to the multidimensional volume that defines the operational domain. In Stull et al. (2011) , this same notion of coverage was updated to represent the ratio of the sum of weighted experimental design points to the multidimensional volume that defines the operational domain, formulated as follows:
The weights for each experimental design point with respect to each control parameter were expressed as the percentage of the operational domain that an individual experiment covers. While providing flexibility, these values are specific to the case and project, and therefore should be determined thoughtfully based on expert judgment. Fig. 4 provides a comparison of coverage as defined in both Hemez et al. (2010) and Stull et al. (2011) .
Prediction bias represents the empirically trained error between model predictions and experimental data that cannot be rectified
where dðPÞ 5 functional representation of discrepancy throughout the operational domain, P; and k × k 5 application-specific norm. In the PMI metric, these four attributes are bounded within the interval 0 # PMI # 1 without losing generality, where PMI 5 0 indicates that the model has no predictive maturity, and PMI 5 1 implies a full predictive maturity over the entire operational domain. Clearly, these two cases are asymptotes that cannot be reached with a finite number of physical experiments. Stull et al. (2011) proposed the following PMI metric that integrated the aforementioned properties:
where C i terms are defined in Table 1 , in which g 1 , g 2 , g 3 , and g 4 are strictly positive, user-defined coefficients that control the effects of the four attributes of predictive maturity. Term Definition
The C-EIPS criterion simultaneously considers the coverage of the operational domain and the stability of the prediction bias. In C-EIPS, the coverage component is treated identically to that in the PMI as defined by Eq. (3). Hence, the coverage component of C-EIPS prefers experiments that thoroughly cover the domain of applicability. For the prediction bias component of C-EIPS, approaches similar to those used in Williams et al. (2011) and Atamturktur et al. (2013) , which seek experiments that maximize the potential information gain during the subsequent round of experimentation, are implemented. Hence, the prediction bias component of C-EIPS prefers experiments that lead to the largest possible one-step reduction in instability of the predictive bias. With this approach, quantifying the predictive stability in terms of Kullback-Leibler distance is the design criterion commonly known as the EIPS .
Integrating the coverage and bias components, a C-EIPS is then formulated
where h c 5 coverage as defined previously; d 5 normalized EIPS criterion ; and l 1 and l 2 5 user-defined weighting coefficients that adjust the influence given to coverage and prediction bias.
Proof-of-Concept Application: VPSC Material Model
The C-EIPS criterion was applied to the VPSC model derived in Lebensohn et al. (2010) for simulated 5182 aluminum alloy with experimental data for predicting both the stress-strain response and textural evolution under varying strain rates and temperatures. For a more thorough discussion, readers are referred to Lebensohn and Tomé (1993) and Lebensohn et al. (2010) . With this proof-ofconcept application, the performance of the proposed C-EIPS criterion was assessed against two existing optimization criteria, Euclidean distance-based (EDIST) criterion and EIPS criterion using the PMI metric. The EIPS and EDIST are reportedly the most effective criteria for improving two specific attributes of the PMI metric: discrepancy and coverage ). The VPSC code for the application of interest has 12 uncertain parameters, which are calibrated against the physical experiments on the 5182 aluminum alloy in Atamturktur et al. (2014b) . In this study, the synthetic experimental data for both the starting set of experiments and the BSD-selected experimental batches were generated using the posterior mean values of the input parameters (Table 2) reported in Atamturktur et al. (2014b) . The operational domain was defined by the range of control parameters, strain rate, and temperature given in Table 2 . The (intentionally) imprecise and inexact VPSC model was then executed with (1) uncertain parameter values having the upper and lower bounds given in Table 2 , and (2) an imposed prediction bias. The response features of interest were the stress at the maximum measured strain of 0.6 and the textural intensities at the 001 and 101 poles.
The GP surrogate models were trained for model predictions using a 300-run Latin hypercube sampling design. Uniform prior distributions for the calibration parameters were assumed according to the bounds given in Table 2 , while 10,000 MCMC iterations were used to estimate the posterior distribution of the calibration parameters and to train the GP models for discrepancy bias. For this study, model predictions were obtained by executing the GP models using 500 linearly spaced samples of the posterior distributions of the calibration parameters.
Results and Discussion
The BSD algorithm was implemented for the three aforementioned criteria: C-EIPS, EIPS, and EDIST for six different specifications of discrepancy bias (listed in Table 3 ). For the C-EIPS criterion, the l values were set to 1 and 2 for the coverage and discrepancy components, respectively, and the weight applied to each experiment for the coverage computation was set to 25% for each axis in the operational domain. For each criterion, two different sets of three initial experiments were used to initiate BSD (Table 4 ). The BSD algorithm was executed for each case until a total of 10 batches, with two experiments in each batch, were selected. The variance of experimental error was set to 5% of the mean experimental observation for each response feature. Fig. 5 shows the artificially imposed model form error from Case 4 as a representative example. The imposed model form error was assumed to be of Gaussian form in both the strain rate (_ ɛ) and temperature (T) dimensions. Table 3 shows the maximum amplitude, A, and SD, s, as a percentage of the calculated response feature for each evaluated case.
For each case and after each batch, the model output and discrepancy bias predictions were obtained for 81 hold-out experiments, which uniformly covered the operational domain (forming a 9 3 9 grid). Because the hold-out experiments represented the truth, this simulated study permitted a direct comparison of both the model predictions to truth and the predicted discrepancy bias to the true discrepancy (or model inadequacy). Similar to the forecasting error term introduced in Atamturktur et al. (2011) , this study sought to determine not only the estimated discrepancy but also the residual differences between the estimate and the true model form error. This residual difference, in addition to the residual differences between calibrated model predictions and truth, is referred to herein as absolute error. The absolute error is influenced by (1) the residual error between the calibrated simulations, and the simulation predictions with the true values of the calibration parameters, hðx, uÞ 5ĵðxÞ 2 cðxÞ; and (2) the residual error between the true model form error, cðxÞ, and the estimated discrepancy, dðxÞ. Absolute error is then defined as the sum of these two residual errors. This calculation of absolute error allows for a true assessment of the quality of both the calibration of the model parameters and the training of the discrepancy bias, while avoiding compensating effects that can arise when the direct sum of the discrepancy and predictions are compared with truth. Although this analysis is not possible in realworld applications, it is necessary in this controlled study to properly assess the effectiveness of the proposed BSD criterion. Insights from the results of this simulation-based study allow an effective and meaningful comparison of C-EIPS to well-known and established criteria.
For each of the three predicted features (stress at the maximum measured strain of 0.6 and the textural intensities at the 001 and 101 poles), the normalized absolute error was computed for the mean model predictions and discrepancy biases. These error calculations then were averaged over all three features to obtain a single value to represent the discrepancy for the PMI metric. The PMI metric was computed according to Eq. (1) for each criterion after each batch using g values of 3 and 0.5 corresponding to coverage and discrepancy, respectively [values were chosen within the recommended ranges provided in Stull et al. (2011) ]. The complexity and robustness attributes were neglected in the PMI calculation, as these attributes were characteristics of the model (not the validation experiments) and did not affect the PMI calculations in this study.
The coverage was computed in each case using the procedure described in Stull et al. (2011) , while the resulting PMI values were plotted against the number of batches for each criterion (Fig. 6) . Although only the results from Set 1 of the initial experimental settings are shown for brevity, the general trends shown are consistent with the results from Set 2 of the initial experimental settings. With the exception of Case 2, Fig. 6 shows that, in each case, the C-EIPS and EDIST criteria outperformed the EIPS criterion. In Case 2, the C-EIPS and EIPS criteria performed similarly and both outperformed the EDIST criterion. Fig. 6 also shows that the C-EIPS criterion outperformed EDIST through the first two batches in all cases and outperformed EIPS through the first five batches in a majority of the cases. Furthermore, looking at Set 1 over the first five batches, the PMI value for C-EIPS was, on average, 13.4% higher than EIPS and 4.8% higher than EDIST. For the remaining batches (6-10), the C-EIPS criterion outperformed the EIPS criterion by an average of 11.2% and was outperformed marginally by EDIST by an average of 1.0%. A similar examination of Set 2 showed that the PMI value for C-EIPS was, on average, 7.3% higher than EIPS and 9.4% higher than EDIST over the first five batches. For the remaining batches (6-10), the C-EIPS criterion outperformed the EIPS criterion by an average of 7.1% and was outperformed marginally by EDIST by an average of 1.6%.
There are three important factors when analyzing the PMI: (1) the rate at which the PMI increases, (2) the number of experiments required for the PMI to display convergence, and (3) the value to which the PMI converges. The first of these factors, the rate at which the PMI increases, is the most critical, as the resources available for experimental campaigns are often limited and convergence may not occur. The results obtained herein indicate that when the selection of future experimental settings is most crucial (i.e., when discrepancy is high and the coverage and PMI are low), the C-EIPS criterion is the most efficient criterion for improving PMI. Furthermore, the EDIST criterion only marginally outperforms the C-EIPS criterion when PMI is above 86%, which in many applications may correspond to an already acceptable level of discrepancy and coverage. Nonetheless, if very high PMI and coverage values are desired, the EDIST criterion should be considered for the latter batches. In Fig. 7 , the coverage at each batch is plotted against the computed absolute error for Set 1 of the initial experimental settings (similar trends are evident in Set 2). The optimal criterion would result in the highest coverage and lowest absolute error with the least possible number of experiments. Fig. 7 shows that, with the exception of Cases 0 and 1, the C-EIPS resulted in the lowest final absolute error, whereas the EDIST criterion resulted in the highest final coverage value. Each case showed a consistent reduction in absolute error and increased coverage for each criterion (with the exception of Case 3). Note that, for a majority of the cases, as confirmed in Fig. 6 , the C-EIPS criterion provided lower absolute error and higher coverage than the other criteria when coverage was relatively low and discrepancy was relatively high. However, in the latter stages of the validation campaign, when the discrepancy was reduced and the coverage was increased, the EDIST criterion provided a greater coverage than the other criteria and, in some cases, a lower absolute error.
Conclusions
In this study, a new optimal experiment selection criterion, C-EIPS, was developed for use in the sequential design of experiments, the purpose of which is to efficiently improve the predictive capability of a given numerical model through calibration against experiments. The C-EIPS criterion has both coverage and discrepancy components. The coverage is directly computed for each potential design candidate and the discrepancy term is a normalized EIPS criterion, an effective criterion in minimizing the variance of the trained discrepancy GP model.
The effectiveness of the C-EIPS was compared with the EIPS and EDIST criteria through a simulated case study using the VPSC code for predicting the polycrystal plasticity. The results of six different cases with varying degrees of imposed model form error for two different sets of initial experimental settings showed the increased effectiveness of C-EIPS when compared with both the EIPS and EDIST criteria in the initial batches. When the optimal selection of experimental settings is most crucial for a model validation campaign (such as when PMI is low), the C-EIPS criterion was observed to be the most effective. In the latter batches, when the PMI was high (approximately 86% or greater), the EDIST criterion performed either equally well or marginally better than C-EIPS. To improve the performance of the C-EIPS criterion in latter batches, an adaptive weighting methodology should be explored through future study. Further application of the proposed criterion on additional numerical models also is necessary to provide additional confidence in both the BSD methodology and the C-EIPS criterion.
