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We consider the sharp interface limit of a coupled Stokes/Cahn–Hilliard system
in a two dimensional, bounded and smooth domain, i.e., we consider the limiting
behavior of solutions when a parameter ǫ > 0 corresponding to the thickness of the
diffuse interface tends to zero. We show that for sufficiently short times the solutions
to the Stokes/Cahn–Hilliard system converge to solutions of a sharp interface model,
where the evolution of the interface is governed by a Mullins–Sekerka system with
an additional convection term coupled to a two–phase stationary Stokes system with
the Young-Laplace law for the jump of an extra contribution to the stress tensor,
representing capillary stresses. We prove the convergence result by estimating the
difference between the exact and an approximate solutions. To this end we make
use of modifications of spectral estimates shown by X. Chen for the linearized Cahn-
Hilliard operator. The treatment of the coupling terms requires careful estimates,
the use of the refinements of the latter spectral estimate and a suitable structure
of the approximate solutions, which will be constructed in the second part of this
contribution.
Mathematics Subject Classification (2000): Primary: 76T99; Secondary: 35Q30, 35Q35, 35R35,
76D05, 76D45
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1 Introduction and Overview
Classically, the transition between two immiscible fluids was considered to be sharp, in the
sense of an appearance of a lower-dimensional surface separating the phases. The behavior of
a multiphase system is then governed by the intricate interactions between the bulk regions
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and the interface, mathematically expressed as equations of motion, which hold in each fluid,
complemented by boundary conditions at the (free) surface. Models incorporating these ideas –
often called sharp interface models – and the corresponding free-boundary problems have been
widely studied and used to great success in describing a multitude of physical and biological
phenomena. However, fundamental problems arise in the analysis and numerical simulation
of such problems, whenever the considered interfaces develop singularities. In fluid dynamics,
topological changes such as the pinch off of droplets or collisions are non-negligible features of
many systems, having a significant impact on the flow. Conversely, diffuse interface models turn
out to provide a promising, alternative approach to describe such phenomena and overcome
the associated difficulties. In these diffuse interface (or phase field) methods, a partial mixing
of the two phases throughout a thin interfacial layer, heuristically viewed to have a thickness
proportional to a length scale parameter ǫ > 0, is taken into account. Naturally, the question
of the behavior for the limit ǫ → 0 arises. This so-called sharp interface limit is in fact a
question about the connection of sharp and diffuse interface models. Concerning the flow of two
macroscopically immiscible, viscous, incompressible Newtonian fluids with matched densities, a
fundamental and broadly accepted diffuse interface model is the so-called model H. This model
consists of a Navier-Stokes system coupled with the Cahn-Hilliard equation and was derived in
[16, 15]. The sharp interface limit was studied with the method of formally matched asymptotics
in [2] and the existence of solutions for the model H was shown in [1, 10]. Regarding the formal
sharp interface limit, short time existence of strong solutions was shown in [7] and existence of
weak solutions for long times in [6]. Despite these analytic results and the formal findings for
the sharp interface limit, there are only few attempts at rigorously discussing the sharp interface
limit for the model H. Using the notion of varifold solutions as discussed in [12] such results for
large times were shown in [6] for the model H and in [3] also for the more general situation of
fluids with different densities. But the notion of solution for the latter contributions is rather
weak and no rates of convergence were obtained and convergence was only shown for a suitable
subsequence.
For the Allen-Cahn and Cahn-Hilliard equation another approach is based on the works [18]
and [9], where the method of formally matched asymptotics is made rigorous. However, in view
of two-phase flow models in fluid mechanics and the arising difficulties therein, the first and so far
only convergence result with convergence rates in strong norms is [4]. More precisely, considering
a coupled Stokes/Allen-Cahn system in two dimensions, it is shown that smooth solutions of the
diffuse interface system converge for short times to solutions of a sharp interface model, where
the evolution of the free surface is governed by a convective mean curvature flow coupled to a
two-phase Stokes system together with the Young-Laplace law for the jump of the stress tensor,
accounting for capillary forces. This contribution builds upon the ideas introduced in [4] and
aims to establish the first rigorous result in strong norms for a sharp interface limit of a two
phase flow model involving the Cahn-Hilliard equation with convergence rates. In doing so, we
hope to build another cornerstone on the way to rigorously showing the sharp interface limit for
model H.
More precisely we consider the Stokes/Cahn-Hilliard system
−∆vǫ +∇pǫ = µǫ∇cǫ in ΩT , (1.1)
div vǫ = 0 in ΩT , (1.2)
2
∂tc
ǫ + vǫ · ∇cǫ = ∆µǫ in ΩT , (1.3)
µǫ = −ǫ∆cǫ +
1
ǫ
f ′ (cǫ) in ΩT , (1.4)
cǫ|t=0 = c
ǫ
0 in Ω, (1.5)
(−2Dsv
ǫ + pǫI) · n∂Ω = α0v
ǫ, µǫ = 0, cǫ = −1 on ∂Ω× (0, T ). (1.6)
Here T > 0, Ω ⊂ R2 is a bounded and smooth domain, ΩT := Ω × (0, T ) and α0 > 0 is
fixed. vǫ : ΩT → R
2 and pǫ : ΩT → R represent the mean velocity and pressure, Dsv
ǫ :=
1
2
(
∇vǫ + (∇vǫ)T
)
, cǫ : Ω→ R is an order parameter representing the concentration difference of
the fluids and µǫ : ΩT → R is the chemical potential of the mixture. Moreover, c
ǫ
0 : Ω → R is a
suitable initial value, specified in Theorem 1.1 and f : R → R is a double well potential. The
system corresponds to the model H if one would add the convection term ∂tv
ǫ +vǫ · ∇vǫ on the
left-hand side to (1.1).
Existence of smooth solutions to (1.1)–(1.6) can be shown with similar methods as in [1]. A
word is in order about the choice of boundary conditions (1.6). The reason we prescribe such
boundary conditions for vǫ instead of periodic, no-slip or Navier boundary conditions, are major
difficulties which arise in the construction of the approximate solutions for vǫ. A more detailed
account is given in [5, Remark 3.9]. Classically, the Cahn-Hilliard system is complemented
with Neumann boundary conditions for cǫ and µǫ. While it is rather unproblematic to adapt
the present work to Neumann boundary conditions for cǫ, major issues arise when considering
∂n∂Ωµ
ǫ = 0 instead of µǫ = 0, see Remark 3.16 below. To circumvent these problems and as
the focus of our interest and analysis lies in the obstacles and difficulties occurring close to the
interface Γt, we decided on the present choice of boundary conditions. We will show that the
sharp interface limit of (1.1)–(1.6) is given by the system
−∆v+∇p = 0 in Ω±(t), t ∈ [0, T0] , (1.7)
divv = 0 in Ω±(t), t ∈ [0, T0] , (1.8)
∆µ = 0 in Ω±(t), t ∈ [0, T0] , (1.9)
(−2Dsv + pI)n∂Ω = α0v on ∂T0Ω, (1.10)
µ = 0 on ∂T0Ω, (1.11)
[2Dsv − pI]nΓt = −2σHΓtnΓt on Γt, t ∈ [0, T0] , (1.12)
µ = σHΓt on Γt, t ∈ [0, T0] , (1.13)
−VΓt + nΓt · v =
1
2
[nΓt · ∇µ] on Γt, t ∈ [0, T0] , (1.14)
[v] = 0 on Γt, t ∈ [0, T0] , (1.15)
Γ (0) = Γ0. (1.16)
Here T0 > 0, Ω is the disjoint union of smooth domains Ω
+(t), Ω−(t) and a curve Γt ⊆ Ω for
every t ∈ [0, T0], where Γt = ∂Ω
+(t), nΓt is the exterior normal with respect to Ω
−(t), and
HΓt and VΓt denote the mean curvature and normal velocity of the interface Γt. Furthermore,
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∂T0Ω := ∂Ω× (0, T0), Γ0 is a given initial surface and we use the definitions
[g] (p, t) := lim
hց0
(g(p + nΓt(p)h) − g(p − nΓt(p)h)) for p ∈ Γt,
σ :=
1
2
ˆ ∞
−∞
θ′0(s)
2 ds, (1.17)
where θ0 : R → R is the so-called optimal profile, i.e., the unique solution to the ordinary
differential equation
− θ′′0 + f
′ (θ0) = 0 in R, θ0 (0) = 0, lim
ρ→±∞
θ0(ρ) = ±1. (1.18)
Regarding the existence of local strong solutions of (1.7)–(1.16), the proof in [7] may be adapted,
where a coupled Navier-Stokes/Mullins-Sekerka system was treated. Regularity theory for parabolic
equations and the Stokes equation may then be used to show smoothness of the solution for
smooth initial values.
Assuming that suitable approximate solutions (cǫA, µ
ǫ
A,v
ǫ
A, p
ǫ
A)ǫ>0 to (1.1)–(1.6) are constructed
we show the existence of some T1 > 0 such that the difference between c
ǫ and cǫA goes to zero
in L∞
(
0, T1;H
−1(Ω)
)
with H−1(Ω) :=
(
H10 (Ω)
)′
, L2 (ΩT1), L
2
(
0, T1;H
1(Ω)
)
and many other
norms as ǫ→ 0 with explicit convergence rates, for some small T1 > 0. These rates will depend
on the order up to which the approximate solutions have been constructed. Moreover, we will
also present convergence rates for the error vǫ − vǫA in L
1 (0, T1;L
q(Ω)) for q ∈ (1, 2). This
result is stated in Theorem 1.1. The key to this endeavors will be a modification of the spectral
estimate for the linearized Cahn-Hilliard operator as given in [11], see Theorem 2.13 below. As
in [4], the main difficulties which arise in the treatment of the Stokes/Cahn-Hilliard system are
due to the appearance of the capillary term µǫ∇cǫ in (1.1) and the convective term vǫ · ∇cǫ in
(1.3). Although we may build upon the insights gained in the cited article, several new and
severe obstacles arise in the context of system (1.1)–(1.6) which have to be overcome. A novelty
in this context is the introduction of terms of fractional order in the asymptotic expansions.
The necessity of such terms is at its core a consequence of our treatment of the convective term
vǫ ·∇cǫ. Where [4] relied on the intricate analysis of a second order, parabolic, degenerate partial
differential equation in the construction of the highest order terms, the introduction of fractional
order terms renders such considerations unnecessary. The caveat being, that while the produced
fractional order terms are smooth, they may not be estimated uniformly in ǫ in arbitrarily strong
norms. This is the cause for many technical subtleties in [5], where the construction is discussed
and where estimates for the remainder are shown. See also the second author’s PhD-thesis [17],
which contains the results of this contribution and [5].
Throughout this work we make the following assumptions: Let Ω ⊂ R2 be a smooth domain,
Γ0 ⊂⊂ Ω be a given, smooth, non-intersecting, closed initial curve. Let moreover (v, p, µ,Γ) be
a smooth solution to (1.7)–(1.16) and (cǫ, µǫ,vǫ, pǫ) be a smooth solution to (1.1)–(1.6) for some
T0 > 0. We assume that Γ = ∪t∈[0,T0]Γt × {t} is a smoothly evolving hypersurface in R
2, where
(Γt)t∈[0,T0] are compact, non-intersecting, closed curves in Ω. We define Ω
+(t) to be the inside
of Γt and set Ω
−(t) such that Ω is the disjoint union of Ω+(t), Ω−(t) and Γt. Moreover we define
Ω±T = ∪t∈[0,T ]Ω
±(t) × {t}, ΩT := Ω × (0, T ) and also ∂TΩ := ∂Ω × (0, T ) for T ∈ [0, T0]. We
define nΓt(p) for p ∈ Γt as the exterior normal with respect to Ω
−(t) and VΓt , and HΓt as the
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normal velocity and mean curvature of Γt with respect to nΓt , t ∈ [0, T0]. Let
dΓ : ΩT0 → R, (x, t) 7→
{
dist (Ω−(t), x) if x /∈ Ω−(t),
−dist (Ω+(t), x) if x ∈ Ω−(t)
denote the signed distance function to Γ such that dΓ is positive inside Ω
+
T0
. We write
Γt(α) := {x ∈ Ω| |dΓ (x, t)| < α}
for α > 0 and set Γ(α;T ) :=
⋃
t∈[0,T ] Γt (α) × {t} for T ∈ [0, T0]. Moreover, we assume that
δ > 0 is a small positive constant such that dist (Γt, ∂Ω) > 5δ for all t ∈ [0, T0] and such that
the orthogonal projection PrΓt : Γt(3δ) → Γt is well-defined and smooth for all t ∈ [0, T0]. In the
following we often use the notation Γ(α) := Γ(α;T0) as a simplification. We also define a tubular
neighborhood around ∂Ω: For this let dB : Ω→ R be the signed distance function to ∂Ω such that
dB < 0 in Ω. As for Γt we define a tubular neighborhood by ∂Ω (α) := {x ∈ Ω |−α < dB(x) < 0}
and ∂TΩ (α) := {(x, t) ∈ ΩT | dB(x) ∈ (−α, 0)} for α > 0 and T ∈ (0, T0]. Moreover, we denote
the outer unit normal to Ω by n∂Ω and denote the normalized tangent by τ ∂Ω, which is fixed by
the relation
n∂Ω(p) =
(
0 −1
1 0
)
τ ∂Ω(p)
for p ∈ ∂Ω. Finally we assume that δ > 0 is chosen small enough such that the orthogonal
projection Pr∂Ω : ∂Ω(δ) → ∂Ω along the normal n∂Ω is also well-defined and smooth.
Concerning the potential f , we assume that it is a fourth order polynomial, satisfying
f (±1) = f ′ (±1) = 0, f ′′ (±1) > 0, f(s) = f (−s) > 0 for all s ∈ R (1.19)
and fulfilling f (4) > 0. Then the ordinary differential equation (1.18) allows for a unique,
monotonically increasing solution θ0 : R→ (−1, 1). This solution furthermore satisfies the decay
estimate ∣∣θ20(ρ)− 1∣∣+ |θ(n)0 (ρ)| ≤ Cne−α|ρ| for all ρ ∈ R, n ∈ N\ {0} (1.20)
for constants Cn > 0, n ∈ N\{0}, and fixed α ∈
(
0,min{
√
f ′′(−1),
√
f ′′(1)}
)
. We denote by
ξ ∈ C∞ (R) a cut-off function such that
ξ(s) = 1 if |s| ≤ δ, ξ(s) = 0 if |s| > 2δ, and 0 ≥ sξ′(s) ≥ −4 if δ ≤ |s| ≤ 2δ. (1.21)
The following theorem is the main theorem of this article (for an explanation of the used
notations see the preliminaries section):
Theorem 1.1. Let M ∈ N with M ≥ 4, ξ be a cut-off function satisfying (1.21), γ(x) :=
ξ (4dB(x)) for all x ∈ Ω and let for ǫ ∈ (0, 1) a smooth function ψ
ǫ
0 : Ω → R be given, which
satisfies ‖ψǫ0‖C1(Ω) ≤ Cψ0ǫ
M for some Cψ0 > 0 independent of ǫ. Then there are smooth functions
cǫA : Ω× [0, T0]→ R, v
ǫ
A : Ω× [0, T0]→ R
2 for ǫ ∈ (0, 1) such that the following holds:
Let (vǫ, pǫ, cǫ, µǫ) be smooth solutions to (1.1)–(1.6) with initial value
cǫ0(x) = c
ǫ
A (x, 0) + ψ
ǫ
0(x) (1.22)
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for all x ∈ Ω. Then there are some ǫ0 ∈ (0, 1], K > 0, T ∈ (0, T0] such that
‖cǫ − cǫA‖L2(ΩT ) +
∥∥∇Γ (cǫ − cǫA)∥∥L2(Γ(δ,T )) ≤ KǫM− 12 , (1.23a)
ǫ ‖∇ (cǫ − cǫA)‖L2(ΩT \Γ(δ,T )) + ‖c
ǫ − cǫA‖L2(ΩT \Γ(δ,T )) ≤ Kǫ
M+ 1
2 , (1.23b)
ǫ
3
2 ‖∂n (c
ǫ − cǫA)‖L2(Γ(δ,T )) + ‖c
ǫ − cǫA‖L∞(0,T ;H−1(Ω)) ≤ Kǫ
M , (1.23c)ˆ
ΩT
ǫ |∇ (cǫ − cǫA)|
2 + ǫ−1f ′′ (cǫA) (c
ǫ − cǫA)
2 d (x, t) ≤ K2ǫ2M , (1.23d)
‖γ (cǫ − cǫA)‖L∞(0,T ;L2(Ω)) + ǫ
1
2 ‖γ∆(cǫ − cǫA)‖L2(ΩT ) ≤ Kǫ
M− 1
2 , (1.23e)
‖γ∇ (cǫ − cǫA)‖L2(ΩT ) + ‖γ (c
ǫ − cǫA)∇ (c
ǫ − cǫA)‖L2(ΩT ) ≤ Kǫ
M , (1.23f)
and for q ∈ (1, 2)
‖vǫ − vǫA‖L1(0,T ;Lq(Ω)) ≤ C (K, q) ǫ
M− 1
2 , (1.24)
hold for all ǫ ∈ (0, ǫ0) and some C (K, q) > 0. Moreover, we have
lim
ǫ→0
cǫA = ±1 in L
∞
(
Ω′T
)
(1.25)
and
lim
ǫ→0
vǫA = v
± in L6((s, t);H2
(
Ω′
)2
) (1.26)
for every Ω′ × (s, t) ⊂⊂ Ω±T .
Throughout this work we will often consider the following assumptions.
Assumption 1.2. Let M ∈ N with M ≥ 4 and γ(x) := ξ(4dB(x)) for all x ∈ Ω. We assume
that cA : Ω × [0, T0] → R is a smooth function and that there are ǫ0 ∈ (0, 1), K ≥ 1 and a
family (Tǫ)ǫ∈(0,ǫ0) ⊂ (0, T0] such that the following holds: If c
ǫ is given as in Theorem 1.1 with
cǫ0(x) = cA (x, 0), then it holds for R := c
ǫ − cǫA
‖R‖L2(ΩTǫ ) + ‖∇
ΓR‖L2(Γ(Tǫ,δ)) +
∥∥(1
ǫ
R,∇R
)∥∥
L2(ΩTǫ\Γ(Tǫ,δ))
≤ KǫM−
1
2 , (1.27a)
ǫ
3
2 ‖∂nR‖L2(Γ(Tǫ,δ)) + ‖R‖L∞(0,Tǫ;H−1(Ω)) ≤ Kǫ
M , (1.27b)ˆ
ΩTǫ
ǫ |∇R|2 + 1
ǫ
f ′′(cǫA)R
2 d (x, t) ≤ K2ǫ2M , (1.27c)
ǫ
1
2 ‖γR‖L∞(0,Tǫ;L2(Ω)) + ‖(ǫγ∆R, γ∇R, γR (∇R))‖L2(ΩTǫ ) ≤ Kǫ
M (1.27d)
for all ǫ ∈ (0, ǫ0). Moreover, we assume that there exist ǫ0 > 0 and a constant C0 > 0 independent
of ǫ, such that
Eǫ (cǫ0) + ‖c
ǫ
0‖L∞(Ω) ≤ C0 (1.28)
for all ǫ ∈ (0, ǫ0).
As a first result, we give an energy estimate for (1.1)–(1.6). We consider for ǫ > 0 the free
energy
Eǫ (cǫ) (t) =
ǫ
2
ˆ
Ω
|∇cǫ (x, t)|2 dx+
1
ǫ
ˆ
Ω
f (cǫ (x, t)) dx for t ∈ [0, T0] . (1.29)
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Then one derives
sup
0≤t≤T
Eǫ(cǫ(t)) +
ˆ T
0
ˆ
Ω
(
|∇vǫ|2 + |∇µǫ|2
)
dx dt+ α0
ˆ t
0
ˆ
∂Ω
|v|2 dσ dt ≤ C0. (1.30)
in a standard manner from testing (1.1) with vǫ, (1.3) with µǫ and (1.4) with ∂tc
ǫ and integration
by parts. As a corollary we obtain
Lemma 1.3. Let (cǫ, µǫ,vǫ, pǫ) be a classical solution to (1.1)-(1.6) and let ǫ0 > 0 and C0 > 0 be
given such that (1.27) and (1.28) hold true. Then there is some ǫ1 ∈ (0, ǫ0) and some constant
C > 0, depending only on T0, C0 and ǫ0, such that
ǫ7 ‖∆cǫ‖2L2(Ωt) + ǫ sup
τ∈[0,t]
‖∇cǫ (., τ)‖2L2(Ω) + ‖(∇µ
ǫ,∇vǫ)‖2L2(Ωt) + α0 ‖v
ǫ‖2L2(∂tΩ) ≤ C
for all t ∈ [0, Tǫ] and ǫ ∈ (0, ǫ1).
Proof. All estimates apart from the one for ǫ7 ‖∆cǫ‖2L2(Ωt) follow directly from (1.30). Because
of the Dirichlet boundary condition of µǫ we get
‖∆cǫ‖L2(Ωt) ≤
1
ǫ
‖µǫ‖L2(Ωt) +
1
ǫ2
∥∥f ′ (cǫ)∥∥
L2(Ωt)
≤
1
ǫ
C ‖∇µǫ‖L2(Ωt) +
1
ǫ2
∥∥f ′ (cǫ)∥∥
L2(Ωt)
≤
C
ǫ2
(
1 + ‖cǫ‖3L6(Ωt)
)
≤
C
ǫ2
(
1 + ‖∇cǫ‖3L∞(0,t;L2(Ω))
)
≤
C
ǫ2
(
1 + ǫ−
3
2
)
for ǫ small enough, where we used Poincaré’s inequality in the second inequality, and the fact
that f is a polynomial of fourth order in the third inequality.
The contribution is organized as follows: Section 2 summarizes the needed mathematical tools,
in particular existence results for stationary Stokes equations with relevant boundary conditions
and we discuss a modified spectral estimate, which is key for the proof of Theorem 1.1. Section 3
is then devoted to showing Theorem 1.1. First we will state a result on existence of approximate
solutions, cf. Theorem 3.1 below. This result and all subsequently discussed properties of the
approximate solutions which are needed in this work, are shown in [5], see also [17]. A key result
in Subsection 3.1 is Lemma 3.4, which provides an estimate for the leading term of the error
in the velocity vǫA − v
ǫ. In order to show this, a spectral decomposition of cǫ − cǫA is needed.
In Subsection 3.2, we collect many important statements which are essential to the proof of
Theorem 1.1, many of which are concerned with dealing with the aforementioned error in the
velocity. These results enable us to effectively deal with the problems arising due to the presence
of the convective term in the Cahn-Hilliard equation.
2 Preliminaries
2.1 Stationary Stokes Equation in One Phase
We consider the one-phase stationary Stokes equation
−∆v +∇p = f in Ω, (2.1)
div v = g in Ω, (2.2)
(−2Dsv + pI)n∂Ω = α0v on ∂Ω (2.3)
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for given f ∈ V ′g(Ω) and g ∈ L
2(Ω). We denote C∞σ (Ω) :=
{
u ∈ C∞
(
Ω
)2∣∣∣divu = 0}, H1σ(Ω) :=
C∞σ (Ω)
H1(Ω)
and set
Vg(Ω) :=
{
H1σ(Ω) if g = 0,
H1(Ω)2 else,
Hg(Ω) :=
{
L2σ(Ω) if g ≡ 0,
L2(Ω)2 else
(2.4)
and let V ′g(Ω) denote the dual space of Vg(Ω).
We call v ∈ Vg(Ω) a weak solution of (2.1)–(2.3) if
2
ˆ
Ω
Dsv : Dsψ dx+ α0
ˆ
∂Ω
v · ψ dH1(s) = 〈f , ψ〉V ′g ,Vg (2.5)
holds for all ψ ∈ C∞σ
(
Ω
)
and
divv = g in L2(Ω). (2.6)
Note that in the case g = 0 the condition (2.6) is already included in the definition of the space
V0 and can thus be omitted. Moreover, a classical solution to (2.1)–(2.3) is a weak solution.
Theorem 2.1. For each g ∈ L2(Ω) and f ∈ V ′g(Ω) there is a unique weak solution v ∈ Vg(Ω) of
(2.1)–(2.3). Moreover there exists a constant C (Ω, α0) > 0, which is independent of f , such that
‖v‖H1(Ω) ≤ C(Ω, α0)
(
‖f‖V ′g (Ω) + ‖g‖L2(Ω)
)
. (2.7)
Proof. In the case g = 0 the result is a direct consequence of the Lax-Milgram Lemma. The case
g 6= 0 can be easily reduced to the latter case by considering v˜ = v−∇q, where q ∈ H2(Ω)∩H10 (Ω)
is such that ∆q = g.
The following corollary yields existence of a pressure term.
Corollary 2.2. Let g ∈ L2(Ω) and f ∈ L2(Ω)2. Then there is a unique (v, p) ∈ Vg × L
2(Ω) of
(2.1)–(2.3) such that
2
ˆ
Ω
Dsv : Dsψ − pdivψ dx+ α0
ˆ
∂Ω
v · ψ dH1(s) =
ˆ
Ω
f · ψ dx for all ψ ∈ H1(Ω)
and (2.6) holds. Moreover, there is a constant C > 0, independent of v and p, such that
‖(v, p)‖H1(Ω)×L2(Ω) ≤ C
(
‖f‖L2(Ω) + ‖g‖L2(Ω)
)
.
Proof. Let v be the weak solution to (2.5)–(2.6) as given by Theorem 2.1. Elliptic theory implies
that
∆D : D(∆D) := H
2(Ω) ∩H10 (Ω)→ L
2(Ω): u 7→ ∆u
is bijective. Thus, the adjoint operator (∆D)
′ : L2(Ω)′ → (H2(Ω) ∩ H10 (Ω))
′ is also bijective.
Using the continuity of the trace operator and Hölder’s inequality we find that the functional
F : D(∆D)→ R
F (ϕ) :=
ˆ
Ω
(2Dsv : Ds (∇ϕ)− f · ∇ϕ) dx+ α0
ˆ
∂Ω
v · ∇ϕdH1(s) ∀ϕ ∈ D(∆D)
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is bounded and linear. Thus the Riesz representation theorem yields the existence of p ∈ L2(Ω)
such that
(p,∆ϕ)L2 =
〈
∆′D ((p, .)L2) , ϕ
〉
D(∆D)′,D(∆D)
= F (ϕ) (2.8)
for all ϕ ∈ D(∆D). Since the operator
(
(∆D)
′)−1 is bounded, we find
‖p‖L2(Ω) ≤ C ‖F‖(H2(Ω)∩H10 (Ω))′
≤ C
(
‖v‖H1(Ω) + ‖f‖L2(Ω)
)
≤ C
(
‖f‖L2(Ω) + ‖g‖L2(Ω)
)
,
where we used (2.7) in the last line.
Now let ψ ∈ H1(Ω)2 be arbitrary and let q ∈ D(∆D) be such that ∆q = divψ. Moreover set
ψ0 := ψ −∇q. Then divψ0 = 0 and
ˆ
Ω
2Dsv : Dsψ − pdivψ dx+ α0
ˆ
∂Ω
v · ψ dH1(s)
=
ˆ
Ω
f · ψ0 dx+
ˆ
Ω
(2Dsv : Ds (∇q)− p∆q) dx+ α0
ˆ
∂Ω
v · ∇q dH1(s) =
ˆ
Ω
f · ψ dx,
where we used (2.5) and (2.8). As ψ ∈ H1(Ω)2 was arbitrary, this yields the claim.
Theorem 2.3 (Existence of Strong Solutions).
Let g ≡ 0 and f ∈ L2(Ω)2. Then there exists a unique solution (v, p) ∈ H2(Ω)2 × H1(Ω) to
(2.1)–(2.3), which satisfies the estimate
‖v‖H2(Ω) + ‖p‖H1(Ω) ≤ C ‖f‖L2(Ω) .
Moreover, if f is smooth, then v and p are smooth as well.
Proof. For q ∈ (1,∞), Theorem 3.1 in [20] implies that there is λ > 0 such that for every
g ∈ Lq(Ω)2 and a ∈W 1q (Ω)
2 the problem
λu−∆u+∇q = g in Ω,
divu = 0 in Ω,
(−2Dsu+ qI)n∂Ω = a|∂Ω on ∂Ω (2.9)
admits for a unique solution (u, q) ∈W 2q (Ω)
2 ×W 1q (Ω). Additionally, the estimate
‖u‖W 2q (Ω) + ‖q‖W 1q (Ω) ≤ C
(
‖g‖Lq(Ω) + ‖a‖W 1q (Ω)
)
(2.10)
holds. Considering a weak solution (v, p) ∈ V0×L
2(Ω) of (2.1)–(2.3) as given in Corollary 2.2 and
defining g := f+λv ∈ L2(Ω)2 and a := α0v ∈ H
1(Ω)2, we now introduce (u, q) ∈ H2(Ω)×H1(Ω)
as the strong solution to (2.9) regarding these data. Writing w := u−v and r := q− p we easily
find that (w, r) ∈ H1(Ω)2 × L2(Ω) is a weak solution to
λw −∆w +∇r = 0 in Ω,
divw = 0 in Ω,
(−2Dsw + rI)n∂Ω = 0 on ∂Ω.
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Testing with ψ = w we immediately find that w ≡ 0 a.e. and thus u = v, in particular
v ∈ H2(Ω)2. Furthermore, w = 0 implies ∇r = 0 in Ω and r = 0 on ∂Ω, so that we can conclude
r ≡ 0 a.e. in Ω leading to p = q and p ∈ H1(Ω). The estimate follows from (2.10) and (2.7). For
higher regularity one may use results on existence of solutions with higher regularity, e.g. due to
Grubb and Solonnikov [14] in a similar manner to obtain smoothness of the solution for smooth
boundaries and smooth data.
Lemma 2.4. Let g ≡ 0 and f ∈ V ′0 , and let v ∈ H
1
σ(Ω) be the weak solution to (2.1)–(2.3).
Then for all q′ ∈ (1, 2)
‖v‖Lq′(Ω) ≤ Cq sup
ψ∈W 2q (Ω)
2,ψ 6=0
|f (ψ)|
‖ψ‖W 2q (Ω)
,
where 1
q
+ 1
q′
= 1 and Cq > 0 is independent of v and f .
Proof. For this we introduce T (u, p) := −2Dsu+ pI for u ∈W
1
q (Ω), p ∈ L
2(Ω) and set
D(AS) =
{
u ∈W 2q (Ω)
∣∣ divu = 0,∃p ∈W 1q (Ω) : T (u, p)n|∂Ω = α0u|∂Ω} .
We define the operator
AS : D(AS) ⊂ L
q
σ(Ω)→ L
q
σ(Ω), u 7→ Pσ (−∆u+∇p) ,
for p as in the definition of D(AS) and where Pσ denotes the Helmholtz projection given by
Pσ : L
q(Ω)2 → Lqσ(Ω), ψ 7→ Pσ (ψ) = ψ −∇r,
where r ∈W 1q,0(Ω) is the unique weak solution to
∆r = divψ in Ω,
r = 0 on ∂Ω.
One can verify in a straight-forward manner that AS is well defined. Moreover,
ˆ
Ω
(ASu) · udx =
ˆ
Ω
2 |Dsu|
2 dx+ α0
ˆ
∂Ω
u2 dH1(s) ≥ C ‖u‖2L2(Ω) (2.11)
for some C > 0 and u ∈ D (AS), where we used [8, Corollary 5.8] in the last line. This
immediately shows the injectivity of AS. Concerning surjectivity, let f˜ ∈ L
q
σ(Ω). As q > 2,
Theorem 2.3 implies that there is a unique strong solution (v˜, p) ∈ H2(Ω)×H1(Ω) to (2.1)–(2.3)
(with f replaced by f˜ and g ≡ 0). Choosing λ > 0 as in the proof of Theorem 2.3, we find that
g := f˜ + λv˜ and a := α0v˜ satisfy g ∈ L
q(Ω) and a ∈ W 1q (Ω) as a consequence of the Sobolev
embedding theorem. Thus, Theorem 3.1. in [20] implies the existence of a unique solution
(u, r) ∈ W 2q (Ω) ×W
1
q (Ω) to (2.9) and an analogous argumentation as in the proof of Theorem
2.3 leads to v˜ = u and p = r along with the estimate
‖v˜‖W 2q (Ω) + ‖p‖W 1q (Ω) ≤ C‖f˜‖Lq(Ω). (2.12)
10
In particular, T (v˜, p)n|∂Ω = α0v˜|∂Ω is satisfied. So v˜ ∈ D (As) and, since −∆v˜+∇p = f˜ holds
in Lq(Ω), we have As (v˜) = f˜ . In fact, this not only implies surjectivity, but also the existence
of a bounded inverse A−1S as a result of (2.12). Consequently,
(
D (As) , ‖.‖As
)
is a Banach space,
where ‖.‖As denotes the graph norm. All these considerations result in the fact that the adjoint
A′S : (L
q
σ(Ω))
′
→ (D (AS))
′ is an invertible and bounded operator.
Let now v ∈ H1σ(Ω) be the given weak solution to (2.1)–(2.3) and fix q > 2. Then v ∈ L
q′
σ (Ω) ∼=
(Lqσ(Ω))
′
and we have for ψ ∈ D (AS)
〈
A′Sv, ψ
〉
(D(AS))
′,D(AS)
= 2
ˆ
Ω
Dsv : Dsψ dx+ α0
ˆ
∂Ω
ψ · v dx = 〈f , ψ〉(D(AS))′,D(AS) .
As a result A′Sv = f in (D (AS))
′ and thus v = (A′S)
−1
f in (Lqσ(Ω))
′
which enables us to estimate
‖v‖Lq′ (Ω) =
∥∥(A′S)−1f∥∥(Lqσ(Ω))′ ≤ C ‖f‖(D(AS))′ ≤ C ‖f‖(W 2q (Ω))′ .
2.2 Differential-Geometric Background
We use a similar notation as in [4]. We parameterize the curves (Γt)t∈[0,T0] by choosing a family
of smooth diffeomorphisms
X0 : T
1 × [0, T0]→ Ω (2.13)
such that ∂sX0 (s, t) 6= 0 for all s ∈ T
1, t ∈ [0, T0]. In particular
⋃
t∈[0,T0]
X0(T
1×{t})×{t} = Γ.
Moreover, we define the tangent and normal vectors on Γt at X0(s, t) as
τ (s, t) :=
∂sX0(s, t)
|∂sX0(s, t)|
and n(s, t) :=
(
0 −1
1 0
)
τ (s, t) (2.14)
for all (s, t) ∈ T1 × [0, T0]. We choose X0 (and thereby the orientation of Γt) such that n(., t) is
the exterior normal with respect to Ω−(t). Thus, for a point p ∈ Γt with p = X0(s, t) it holds
nΓt(p) = n(s, t)
Furthermore, we define V (s, t) := VΓt(X0(s, t)) and H(s, t) := HΓt(X0(s, t)) and note that
V (s, t) = ∂tX0(s, t) · n(s, t) for all (s, t) ∈ T
1 × [0, T0] by definition of the normal velocity. We
also introduce the pull-back and write for a function v : Γ→ Rd, d ∈ N
(X∗0v) (s, t) := v(X0(s, t), t) for all (s, t) ∈ T
1 × [0, T0]. (2.15)
On the other hand, we define for a function h : T1 × [0, T0](
X∗,−10 h
)
(p) := h(X−10 (p)) for all p ∈ Γt, t ∈ [0, T0]. (2.16)
Choosing δ > 0 small enough, the orthogonal projection PrΓt : Γt(3δ) → Γt is well defined and
smooth for all t ∈ [0, T0] and the mapping
φt : Γt(3δ) → (−3δ, 3δ) × Γt, x 7→ (dΓ(x, t),PrΓt(x))
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is a diffeomorphism. Its inverse is given by φ−1t (r, p) = p + rnΓt(p). Although PrΓt and φt are
well defined in Γt(3δ), almost all computations later on are performed in Γt(2δ), which is why,
for the sake of readability, we work on Γt(2δ) in the following.
Combining φ−1t and X0 we may define a diffeomorphism
X : (−2δ, 2δ) × T1 × [0, T0]→ Γ(2δ),
(r, s, t) 7→
(
φ−1t (r,X0(s, t)) , t
)
= (X0(s, t) + rn(s, t), t) (2.17)
with inverse given by
X−1 : Γ(2δ) → (−2δ, 2δ) × T1 × [0, T0] , (x, t) 7→ (dΓ(x, t), S(x, t), t) , (2.18)
where we define
S(x, t) :=
(
X−10 (PrΓt(x))
)
1
(2.19)
for (x, t) ∈ Γ(2δ) and where (.)1 signifies that we take the first component. In particular it holds
S(x, t) = S(PrΓt(x), t). In the following we will write n(x, t) := n (S(x, t), t) and τ (x, t) :=
τ (S(x, t), t) for (x, t) ∈ Γ(3δ).
Proposition 2.5. For every t ∈ [0, T0], x ∈ Γt(2δ), s ∈ T
1, r ∈ (−2δ, 2δ) it holds
|∇dΓ(x, t)| = 1, ∆dΓ (X0(s, t), t) = −H(s, t),
−∂tdΓ (X(r, s, t)) = V (s, t), ∇dΓ (X(r, s, t)) = n(s, t),
∇S(x, t) · ∇dΓ(x, t) = 0.
Proof. We refer to [19, Chapter 2.3] and [13, Chapter 4.1] for the proofs.
For a function φ : Γ(2δ) → R we define φ˜(r, s, t) := φ (X(r, s, t)) and often write φ(r, s, t)
instead of φ˜(r, s, t). In the case that φ is twice continuously differentiable, we introduce the
notations
∂Γt φ˜(r, s, t) := (∂t + ∂tS (X(r, s, t)) ∂s) φ˜(r, s, t),
∇Γφ˜(r, s, t) := ∇S (X(r, s, t)) ∂sφ˜(r, s, t),
∆Γφ˜(r, s, t) := (∆S (X(r, s, t)) ∂s + (∇S · ∇S) (X(r, s, t)) ∂ss) φ˜(r, s, t). (2.20)
Similarly, if v : Γ(2δ) → R2 is continuously differentiable, we will also write v˜ (r, st) := v (X(r, s, t))
and introduce
divΓv˜(r, s, t) = ∇S (X(r, s, t)) · ∂sv˜(r, s, t). (2.21)
For later use we introduce
∇Γφ(x, t) := ∇S(x, t)∂sφ˜ (dΓ(x, t), S(x, t), t) and
divΓ v(x, t) := ∇S(x, t)∂sv˜ (dΓ(x, t), S(x, t), t)
for (x, t) ∈ Γ(2δ). With these notations we have the decompositions
∇φ(x, t) = ∂nφ(x, t)n+∇
Γφ(x, t), (2.22)
divv(x, t) = ∂nv(x, t) · n+ div
Γ v(x, t) (2.23)
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for all (x, t) ∈ Γ(2δ), as
d
dr
(φ ◦X)
∣∣
(r,s,t)=(dΓ(x,t),S(x,t),t)
= ∂nφ(x, t).
Remark 2.6. If h : T1 × [0, T0] → R is a function that is independent of r ∈ (−2δ, 2δ), the
functions ∂Γt h,∇
Γh and ∆Γh will nevertheless depend on r via the derivatives of S. To connect
the presented concepts with the classical surface operators we introduce the following notations:
Dt,Γh(s, t) := ∂
Γ
t h(0, s, t), ∇Γh(s, t) := ∇
Γh(0, s, t), ∆Γh(s, t) := ∆
Γh(0, s, t).
Later in this work, we will often consider a concatenation h (S(x, t), t) and thus will write for
simplicity
∂Γt h(x, t) := (∂t + ∂tS(x, t)∂s) h(S(x, t), t),
∇Γh(x, t) := (∇S(x, t)∂s) h(S(x, t), t),
∆Γh(x, t) := (∆S(x, t)∂s +∇S(x, t) · ∇S(x, t)∂ss)h(S(x, t), t) (2.24)
for (x, t) ∈ Γ(2δ). As a consequence we obtain the identity
∂Γt h(x, t) = X
∗
0
(
∂Γt h
)
(s, t) = ∂Γt h(0, s, t) = Dt,Γh(s, t) (2.25)
for (s, t) ∈ T1× [0, T0] and (X0(s, t), t) = (x, t) ∈ Γ. This might seem cumbersome but turns out
to be convenient throughout this work.
In later parts of this article, we will introduce stretched coordinates of the form
ρǫ(x, t) =
dΓ(x, t)− ǫh (S(x, t), t)
ǫ
(2.26)
for (x, t) ∈ Γ(2δ), ǫ ∈ (0, 1) and for some smooth function h : T1×[0, T0]→ R (which will later on
also depend on ǫ). Writing ρ = ρǫ, the relation between the regular and the stretched variables
can be expressed as
Xˆ(ρ, s, t) := X(ǫ(ρ+ h(s, t)), s, t) = (X0(s, t) + ǫ(ρ+ h(s, t))n(s, t), t) . (2.27)
Lemma 2.7. Let φ : R× Γ(2δ) → R be twice continuously differentiable and let ρ be given as in
(2.26). Then the following formulas hold for (x, t) ∈ Γ(2δ) and ǫ ∈ (0, 1)
∂t (φ (ρ(x, t), x, t)) =
(
−1
ǫ
V (s, t)− ∂Γt h(x, t)
)
∂ρφ (ρ, x, t) + ∂tφ (ρ, x, t) ,
∇ (φ (ρ(x, t), x, t)) =
(
1
ǫ
n(s, t)−∇Γh(x, t)
)
∂ρφ (ρ, x, t) +∇xφ (ρ, x, t) ,
∆(φ (ρ(x, t), x, t)) =
(
1
ǫ2
+ |∇Γh(x, t)|2
)
∂ρρφ (ρ, x, t)
+
(
ǫ−1∆dΓ(x, t)−∆
Γh(x, t)
)
∂ρφ (ρ, x, t)
+ 2
(
ǫ−1n(s, t)−∇Γh(x, t)
)
· ∇x∂ρφ (ρ, x, t) + ∆xφ (ρ(x, t), x, t) ,
where s = S(x, t) and ρ = ρ(x, t). Here ∇x and ∆x operate solely on the x-variable of φ.
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Proof. This follows from the chain rule, Proposition 2.5 and the notations introduced in Remark
2.6.
By (2.22) and (2.23) we have
∇Γu(x, t) = (I− n (S(x, t), t) ⊗ n (S(x, t), t))∇u(x, t) and (2.28)
divΓ v(x, t) = (I− n (S(x, t), t) ⊗ n (S(x, t), t)) : ∇v(x, t) (2.29)
for suitable u : Γ(2δ) → R, v : Γ(2δ) → R2. A consequence is:
Lemma 2.8. Let t ∈ [0, T0] and v ∈ H
1 (Γt(δ))
2, u ∈ H1 (Γt(δ)). Then it holds
ˆ
Γt(δ)
udivΓv dx = −
ˆ
Γt(δ)
∇Γu · v dx−
ˆ
Γt(δ)
uv ·nκdx+
ˆ
∂(Γt(δ))
u ((I− n⊗ n) · v) · ν dH1(s),
where κ := −div (n (S(x, t), t)) and ν(s) is the outer unit normal to Γt(δ) for s ∈ ∂ (Γt(δ)).
Proof. This is a consequence (2.28), (2.29), and the divergence theorem.
For later use we define
[
∂n,∇
Γ
]
u := ∂n ((I− n⊗ n)∇u)− (I− n⊗ n)∇ (∂nu) (2.30)
and compute [
∂n,∇
Γ
]
u = −∇S
(
∂sn · ∇
Γu
)
. (2.31)
2.3 Remainder Terms
We introduce the following function spaces. For t ∈ [0, T0] and 1 ≤ p <∞ we define
Lp,∞ (Γt(2δ)) :=
{
f : Γt(2δ) → R measurable| ‖f‖Lp,∞(Γt(2δ)) <∞
}
,
where
‖f‖Lp,∞(Γt(2δ)) :=
(ˆ
T1
esssup|r|≤2δ |f ((X(r, s, t))1)|
p ds
) 1
p
.
Here X1(r, s, t) := X0(s, t)+rn(s, t) denotes the first component of X. The following embedding
was already remarked in [4, Subsection 2.5].
Lemma 2.9. We have H1 (Γt(2δ)) →֒ L
4,∞ (Γt(2δ)) with operator norm uniformly bounded with
respect to t ∈ [0, T0].
Proof. This is a consequence of the Gagliardo-Nirenberg interpolation and the fact that Γt is
one-dimensional.
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For T ∈ [0, T0], 1 ≤ p, q <∞ and α ∈ (0, 3δ) we set
Lq (0, T ;Lp (Γt(α))) :=
{
f : Γ (α, T )→ R measurable| ‖f‖Lq(0,T ;Lp(Γt(α))) <∞
}
,
‖f‖Lq(0,T ;Lp(Γt(α))) :=

ˆ T
0
(ˆ
Γt(α)
|f(x, t)|p dx
) q
p
dt


1
q
.
In a similar way, we define Lq (0, T ;Lp (Ω\Γt(α))) and L
q (0, T ;Lp (Ω±(t)))) and the correspond-
ing norms. Moreover, for m ∈ N0 we denote for U(t) = Ω
±(t) or U(t) = Γt(α)
Lp(0, T ;Hm(U(t))) := {f ∈ Lp(0, T ;L2(Ω±(t))) : ∂αx f ∈ L
p(0, T ;L2(U(t)))∀|α| ≤ m},
‖f‖Lp(0,T ;Hm(U(t))) :=
∑
|α|≤m
‖∂αx f‖Lp(0,T ;L2(U(t))).
For future use, we introduce a concept of remainder terms, similar to [4, Definition 2.5].
Definition 2.10. Let n ∈ N, ǫ0 > 0. For α > 0 let Rα denote the vector space of all families
(rˆǫ)ǫ∈(0,ǫ0) of continuous functions rˆǫ : R× Γ(2δ) → R
n which satisfy
|rˆǫ (ρ, x, t)| ≤ Ce
−α|ρ| for all ρ ∈ R, (x, t) ∈ Γ(2δ), ǫ ∈ (0, 1) .
Moreover, let R0α be the subspace of all (rˆǫ)ǫ∈(0,ǫ0) ∈ Rα such that
rˆǫ (ρ, x, t) = 0 for all ρ ∈ R, (x, t) ∈ Γ.
2.4 Spectral Theory
The results in this chapter are adapted from [11]. For detailed proofs concerning the changed
stretched variable see [17, Chapter 3]. Moreover, we define
J(r, s, t) := det
(
D(r,s)X(r, s, t)
)
(2.32)
The statements in this section are made under the following assumptions:
Assumption 2.11. Let ǫ ∈ (0, ǫ0), T ∈ (0, T0] and ξ be a cut-off function satisfying (1.21). We
assume that cǫA : ΩT → R is a smooth function, which has the structure
cǫA(x, t) = ξ(dΓ(x, t)) (θ0(ρ(x, t)) + ǫp
ǫ (PrΓt(x), t) θ1(ρ(x, t))) + ξ(dΓ(x, t))ǫ
2qǫ(x, t)
+ (1− ξ(dΓ(x, t)))
(
cǫ,+A (x, t)χΩ+
T0
(x, t) + cǫ,−A (x, t)χΩ−
T0
(x, t)
)
(2.33)
for all (x, t) ∈ ΩT , where ρ(x, t) :=
dΓ(x,t)
ǫ
− hǫ(S(x, t), t). The occurring functions are supposed
to be smooth and satisfy for some C∗ > 0 the following properties:
θ1 : R→ R is a bounded function satisfyingˆ
R
θ1(ρ)θ
′
0(ρ)
2f (3)(θ0(ρ)) dρ = 0. (2.34)
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Furthermore, pǫ : Γ→ R, qǫ : Γ(2δ) → R satisfy
sup
ǫ∈(0,ǫ0)
sup
(x,t)∈Γ(2δ;T )
(
|pǫ(PrΓt(x), t)| +
ǫ
ǫ+ |dΓ(x, t)− ǫhǫ(S(x, t), t)|
|qǫ(x, t)|
)
≤ C∗, (2.35)
hǫ : T1 × [0, T ]→ R fulfills
sup
ǫ∈(0,ǫ0)
sup
(s,t)∈T1×[0,T ]
(|hǫ(s, t)|+ |∂sh
ǫ(s, t)|) ≤ C∗ (2.36)
and cǫ,±A : Ω
±
T → R satisfy
± cǫ,±A > 0 in Ω
±
T . (2.37)
Additionally, we suppose that there is some C∗ such that
sup
ǫ∈(0,ǫ0)
(
sup
(x,t)∈ΩT
|cǫA(x, t)|+ sup
x∈Γ(δ)
∣∣∇ΓcǫA(x, t)∣∣
)
≤ C∗, (2.38)
inf
ǫ∈(0,ǫ0)
inf
(x,t)∈ΩT \Γ(δ;T )
f ′′ (cǫA(x, t)) ≥
1
C∗
. (2.39)
Corollary 2.12. Let Assumptions 2.11 hold true and let t ∈ [0, T ], let ψ ∈ H1(Γt(δ)) and Λǫ ∈ R
be such that ˆ
Γt(δ)
ǫ |∇ψ(x)|2 + ǫ−1f ′′ (cǫA(x, t))ψ(x)
2 dx ≤ Λǫ
and denote Is,tǫ :=
(
− δ
ǫ
− hǫ(s, t), δ
ǫ
− hǫ(s, t)
)
. Then, for ǫ > 0 small enough, there exist func-
tions Z ∈ H1(T1), ψR ∈ H1(Γt(δ)) and smooth Ψ: I
s,t
ǫ × T1 → R such that
ψ (r, s) = ǫ−
1
2Z(s)
(
β(s)θ′0 (ρ (r, s)) + Ψ (ρ (r, s) , s)
)
+ ψR (r, s) (2.40)
for almost all (r, s) ∈ (−δ, δ)×T1, where ρ (r, s) = r
ǫ
−hǫ(s, t) and β(s) =
(´
I
s,t
ǫ
(θ′0(ρ))
2 dρ
)− 1
2
.
Moreover, ∥∥ψR∥∥2
L2(Γt(δ))
≤ C
(
ǫΛǫ + ǫ
2 ‖ψ‖2L2(Γt(δ))
)
, (2.41)
‖Z‖2H1(T1) +
∥∥∇Γψ∥∥2
L2(Γt(δ))
+
∥∥ψR∥∥2
H1(Γt(δ))
≤ C
(
‖ψ‖2L2(Γt(δ)) +
Λǫ
ǫ
)
, (2.42)
and
sup
s∈T1
(ˆ
I
s,t
ǫ
(
Ψ(ρ, s)2 +Ψρ (ρ, s)
2
)
J (ǫ (ρ+ hǫ(s, t)) , s) dρ
)
≤ Cǫ2. (2.43)
Proof. We define ψ˜ := ψ‖ψ‖
L2(Γt(δ))
. Then we have
ˆ
Γt(δ)
ǫ
∣∣∣∇ψ˜∣∣∣2 + ǫ−1f ′′ (cǫA) ψ˜2 dx ≤ Λǫ
‖ψ‖2L2(Γt(δ))
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and may use Lemma 2.2 and Lemma 2.4 in [11] adapted to the case of the stretched variable
ρ = r
ǫ
− hǫ(s, t) instead of z = r
ǫ
, where r ∈ I1, s ∈ T
1, see [17, Chapter 3] for the details. This
yields existence of some functions Z˜ ∈ H1(T1), ψ˜R ∈ H1(Γt(δ)) and Ψ such that
ψ˜ (r, s) = ǫ−
1
2 Z˜(s)
(
β(s)θ′0 (ρ (r, s)) + Ψ (ρ (r, s) , s)
)
+ ψ˜R (r, s) (2.44)
with
‖Z˜‖2H1(T1) + ‖∇
Γψ˜‖2L2(Γt(δ)) + ‖ψ˜
R‖2H1(Γt(δ)) ≤ C
(
1 +
Λǫ
ǫ‖ψ‖2
L2(Γt(δ))
)
, (2.45)
‖ψ˜R‖2L2(Γt(δ)) ≤ C
(
ǫ
Λǫ
‖ψ‖2L2(Γt(δ))
+ ǫ2
)
, (2.46)
and such that Ψ satisfies (2.43). Furthermore, if we define
ψ1 (r, s) := ǫ
− 1
2
(
β(s)θ′0(ρ(r, s)) + Ψ(ρ(r, s), s)
)
,
Z(s) := (ψ1, ψ)J and ψ
R(r, s) := ψ(r, s) − Z(s)ψ1(r, s),
we have the identities
Z(s) = (ψ1, ψ)J =
(
ψ1, ψ˜ ‖ψ‖L2(Γt(δ))
)
= Z˜(s) ‖ψ‖L2(Γt(δ)) and
ψR (r, s) = ψ˜ (r, s) ‖ψ‖L2(Γt(δ)) + Z˜(s) ‖ψ‖L2(Γt(δ)) , ψ1(r, s) = ψ˜
R(r, s) ‖ψ‖L2(Γt(δ))
for almost all (r, s) ∈ (−δ, δ) × T1. Thus, (2.40), (2.41), (2.42) follow immediately.
In the following we consider H10 (Ω) equipped with the scalar product (u, v)1 =
´
Ω∇u · ∇v dx.
The induced norm |.|1 is equivalent to the usual H
1-norm by Poincaré’s inequality.
Theorem 2.13 (Spectral Estimate).
Let Assumption 2.11 hold true and let t ∈ [0, T ]. There exist constants C1 > 0, C2 ≥ 0 and
ǫ1 > 0, independent of t, such that for all ψ ∈ H
1
0 (Ω) it holdsˆ
Ω
ǫ |∇ψ|2 + ǫ−1f ′′ (cǫA)ψ
2 dx ≥ C1
(
ǫ ‖ψ‖2L2(Ω) + ǫ
−1 ‖ψ‖L2(Ω\Γt(δ)) + ǫ
∥∥∇Γψ∥∥2
L2(Γt(δ))
)
+ C1
(
ǫ3 ‖∇ψ‖2L2(Ω) + ǫ ‖∇ψ‖
2
L2(Ω\Γt(δ))
)
− C2 ‖ψ‖
2
H−1(Ω) . (2.47)
for all ǫ ∈ (0, ǫ1).
Proof. Due to (2.39) we may estimate
ˆ
Ω
ǫ |∇ψ|2 + ǫ−1f ′′ (cǫA)ψ
2 dx
≥
ˆ
Ω\Γt(δ)
ǫ |∇ψ|2 + Cǫ−1 |ψ|2 dx+
ˆ
T1
ˆ δ
−δ
(
ǫ |ψr|
2 + ǫ |∇τψ|
2 + ǫ−1f ′′ (cǫA)ψ
2
)
J dr ds
≥
ˆ
Ω\Γt(δ)
ǫ |∇ψ|2 + C1ǫ
−1 |ψ|2 dx+ ǫ
ˆ
Γt(δ)
|∇τψ|
2 dx− C2ǫ
ˆ
Ω
ψ2 dx, (2.48)
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where the last inequality is a consequence of [11, Lemma 2.2], adapted to the case of the stretched
variable ρ = r
ǫ
−hǫ(s, t) instead of z = r
ǫ
, where r ∈ (−δ, δ), s ∈ Γ, cf. [17, Proof of Theorem 3.12]
for more details. We observe that we may now use (2.48) to derive
ˆ
Ω
ǫ |∇ψ|2 + ǫ−1f ′′ (cǫA)ψ
2 dx ≥ C1
(
ǫ
∥∥∇Γψ∥∥2
L2(Γt(δ))
+ ǫ−1 ‖ψ‖2L2(Ω\Γt(δ)) + ǫ ‖∇ψ‖
2
L2(Ω\Γt(δ))
)
+ C1ǫ
3 ‖∇ψ‖2L2(Ω) − C2ǫ ‖ψ‖
2
L2(Ω) (2.49)
for C1, C2 > 0 and all ǫ ∈ (0, ǫ1), after choosing ǫ1 so small that ǫ1 ≤
1
2 is fulfilled. Now, in order
to prove (2.47) we fix a constant c > C2 and ǫ ∈ (0, ǫ0) and consider two different cases: First,
we assume ˆ
Ω
ǫ |∇ψ|2 + ǫ−1f ′′ (cǫA)ψ
2 dx > cǫ ‖ψ‖2L2(Ω)
which leads to the claim immediately, with C2 = 0. In the caseˆ
Ω
ǫ |∇ψ|2 + ǫ−1f ′′ (cǫA)ψ
2 dx ≤ cǫ ‖ψ‖2L2(Ω)
let w ∈ H2(Ω) ∩H10 (Ω) be the unique solution to −∆w = ψ. Then [11, Theorem 3.1] implies
C˜ǫ ‖ψ‖2L2(Ω) ≤ ‖∇w‖
2
L2(Ω) . (2.50)
Moreover,‖ψ‖2H−1(Ω) = ‖∇w‖
2
L2(Ω) and thus we getˆ
Ω
ǫ |∇ψ|2 + ǫ−1f ′ (cǫA)ψ
2 dx ≥ C
(
ǫ ‖ψ‖2L2(Ω) + ǫ
−1 ‖ψ‖L2(Ω\Γt(δ)) + ǫ
∥∥∇Γψ∥∥2
L2(Γt(δ))
)
+C
(
ǫ ‖∇ψ‖2L2(Ω\Γt(δ)) + ǫ
3 ‖∇ψ‖2L2(Ω)
)
− C˜ ‖ψ‖2H−1(Ω) .
This proves the assertion.
3 Proof of Theorem 1.1
3.1 The Approximate Solutions
A major ingredient of this work is the construction of an approximate solution, which satisfies
(1.1)–(1.6) up to a sufficiently high order. In the following we present a collection of properties
of the approximations, which are necessary to prove Theorem 1.1 and are constructed in [5],
alternatively see [17].
Theorem 3.1. For every ǫ ∈ (0, 1) there are vǫA,w
ǫ
1 : ΩT0 → R
2 cǫA, µ
ǫ
A, p
ǫ
A : ΩT0 → R and
rǫS : ΩT0 → R
2, rǫdiv, r
ǫ
CH1, r
ǫ
CH2 : ΩT0 → R such that
−∆vǫA +∇p
ǫ
A = µ
ǫ
A∇c
ǫ
A + r
ǫ
S, (3.1)
divvǫA = r
ǫ
div, (3.2)
∂tc
ǫ
A +
(
vǫA + ǫ
M− 1
2 wǫ1|Γ ξ (dΓ)
)
· ∇cǫA = ∆µ
ǫ
A + r
ǫ
CH1, (3.3)
µǫA = −ǫ∆c
ǫ
A + ǫ
−1f ′ (cǫA) + r
ǫ
CH2, (3.4)
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in ΩT0 and
cǫA = −1, µ
ǫ
A = 0, (−2Dsv
ǫ
A + p
ǫ
AI)n∂Ω = α0v
ǫ
A, r
ǫ
div = 0 (3.5)
are satisfied on ∂T0Ω. If additionally Assumption 1.2 holds for ǫ0 ∈ (0, 1), K ≥ 1 and a family
(Tǫ)ǫ∈(0,ǫ0) ⊂ (0, T0], then there are some ǫ1 ∈ (0, ǫ0], C(K) > 0 depending on K and CK :
(0, T0]× (0, 1] → (0,∞) (also dependent on K), which satisfies CK (T, ǫ)→ 0 as (T, ǫ)→ 0, such
that
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
rǫCH1(x, t)ϕ(x, t) dx
∣∣∣∣ dt ≤ CK (Tǫ, ǫ) ǫM ‖ϕ‖L∞(0,Tǫ;H1(Ω)) , (3.6)
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
rǫCH2(x, t) (c
ǫ(x, t)− cǫA(x, t)) dx
∣∣∣∣ dt ≤ CK (Tǫ, ǫ) ǫ2M , (3.7)
‖rǫS‖L2(0,Tǫ;(H1(Ω))′) + ‖r
ǫ
div‖L2(ΩTǫ ) ≤ C(K)ǫ
M , (3.8)
‖rǫCH2∇c
ǫ
A‖L2(0,Tǫ;(H1(Ω)2)′) ≤ C(K)C (Tǫ, ǫ) ǫ
M (3.9)
‖rǫCH1‖L2(∂TǫΩ( δ2))
≤ C(K)ǫM (3.10)
for all ǫ ∈ (0, ǫ1) and ϕ ∈ L∞
(
0, Tǫ;H
1(Ω)
)
.
In the following we will need a more intricate knowledge of the approximate solutions. Let ξ
be a cut-off function satisfying (1.21), and we denote v± := v|Ω±
T0
, µ± := µ|Ω±
T0
for solutions µ,v
of (1.7)–(1.16). We assume that v±, µ± are smoothly extended to Ω±T0 ∪ Γ (2δ;T0), where v
±
is moreover divergence free in that region. We refer to [5, Remark 3.1], for more details on this
extension and [5, Remark 4.3] for more information on the structural details discussed below.
We have
cǫA(x, t) = ξ (dΓ(x, t)) cI(x, t) + (1− ξ (dΓ(x, t))) cO,B(x, t),
µǫA(x, t) = ξ (dΓ(x, t)) µI(x, t) + (1− ξ (dΓ(x, t)))µO,B(x, t) + ǫ
M− 1
2µǫ
A,M− 1
2
(x, t),
vǫA(x, t) = ξ (dΓ(x, t)) vI(x, t) + (1− ξ (dΓ(x, t)))vO,B(x, t) + ǫ
M− 1
2vǫ
A,M− 1
2
(x, t)
for (x, t) ∈ ΩT0 . Here cO,B = ±1 + O (ǫ) in C
1
(
Ω±T0
)
as ǫ → 0, with ‖cO,B‖
C2
(
Ω±
T0
) ≤ C and
µO,B = µ
± +O (ǫ) and vO,B = v
± +O (ǫ) in L∞
(
Ω±T0
)
as ǫ→ 0. Moreover,
cI(x, t) =
M+1∑
k=0
ǫkck (ρ(x, t), x, t) ∀(x, t) ∈ Γ (2δ;T0) ,
where ck : R × Γ (2δ;T0) → R , k ∈ {0, . . . ,M + 1}, are smooth and bounded functions, which
do not depend on ǫ and have bounded derivatives. Here
ρ(x, t) =
dΓ(x, t)
ǫ
− hǫA (S(x, t), t) ∀(x, t) ∈ Γ (2δ;T0) ,
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where hǫA(s, t) =
∑M
k=0 ǫ
khk+1(s, t)+ ǫ
M− 3
2hǫ
M− 1
2
(s, t) for (s, t) ∈ T1× [0, T0] and hk are smooth
and bounded functions independent of ǫ with bounded derivatives, for k ∈ {1, . . . ,M + 1}. More-
over, µI and vI have the same kind of expansion with coefficients µk and vk, k ∈ {0, . . . ,M + 1}.
In particular, we have
c0(ρ, x, t) = θ0(ρ), v0(ρ, x, t) = v
+(x, t)η(ρ) − v−(x, t) (1− η(ρ))
µ0(ρ, x, t) = µ
+(x, t)η(ρ) − µ−(x, t) (1− η(ρ)) (3.11)
for (ρ, x, t) ∈ R × Γ (2δ;T0), where η : R → [0, 1] is smooth and satisfies η = 0 in (−∞,−1],
η = 1 in [1,∞) and η′ ≥ 0 in R. The so-called inner terms satisfy moreover ∇lx∂
m
t ∂
i
ρu ∈ Rα for
some α > 0, where i ≥ 1,m, l ≥ 0 and u = ck, µk,vk for k ∈ {0, . . . ,M + 1}. Additionally, we
note for later use hǫA (s, 0) = 0 for all s ∈ T
1.
Regarding the structure of the fractional order terms, we have
µǫ
A,M− 1
2
= ξ (dΓ)µ
ǫ
M− 1
2
+ (1− ξ (dΓ))
(
µ+,ǫ
M− 1
2
χΩ+
T0
+ µ−,ǫ
M− 1
2
χ−ΩT0
)
,
vǫ
A,M− 1
2
(x, t) = ξ (dΓ)v
ǫ
M− 1
2
+ (1− ξ (dΓ))
(
v
+,ǫ
M− 1
2
χΩ+
T0
+ v−,ǫ
M− 1
2
χ−ΩT0
)
in ΩT0 , where µ
±,ǫ
M− 1
2
,v±,ǫ
M− 1
2
are functions defined on Ω±T0 ∪ Γ (2δ;T0) and µ
ǫ
M− 1
2
:= µ+,ǫ
M− 1
2
η −
µ−,ǫ
M− 1
2
(1− η) and vǫ
M− 1
2
:= v+,ǫ
M− 1
2
η−v−,ǫ
M− 1
2
(1− η) in Γ (2δ;T0). As technical details, we remark
that
rǫCH2 = ǫ
M− 1
2µ−
M− 1
2
+O
(
ǫM+1
)
in L∞ (ΩT0\Γ(2δ)) as ǫ→ 0, (3.12)
which is a direct consequence of [5, Remark 4.4] and that µ−
M− 1
2
= 0 on ∂T0Ω, which is discussed
in [5, Remark 4.3].
A key element in the proof of Theorem 1.1 is an understanding of the term wǫ1 mentioned in
Theorem 3.1 and also of the appearing fractional order terms, which are in the end a consequence
of the appearance of wǫ1. This motivates the following analysis: For T ∈ (0, T0] we consider weak
solutions w˜ǫ1 : ΩT → R
2 and qǫ1 : ΩT → R of
−∆w˜ǫ1 +∇q
ǫ
1 = −ǫ div ((∇c
ǫ
A − h)⊗s ∇R) in ΩT , (3.13)
div w˜ǫ1 = 0 in ΩT , (3.14)
(−2Dsw˜
ǫ
1 + q
ǫ
1I) · n∂Ω = α0w˜
ǫ
1 on ∂TΩ (3.15)
in the sense of (2.5). Here we denote R := cǫ − cǫA and we define h by
h(x, t) := −ξ (dΓ(x, t))
M+1∑
k=0
ǫk∂ρck (ρ(x, t), x, t) ǫ
M− 3
2∇Γhǫ
M− 1
2
(x, t) (3.16)
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and ⊗s as a⊗s b := a⊗ b+ b⊗ a for a,b ∈ R
n. We calculate
(∇cǫA − h) (x, t)
= ξ′ (dΓ(x, t))∇dΓ(x, t)cI(x, t) + ξ (dΓ(x, t))
(
M+1∑
k=0
ǫk∇xck (ρ(x, t), x, t)
)
+ ξ (dΓ(x, t))
(
M+1∑
k=0
ǫk∂ρck (ρ(x, t), x, t) (ρ(x, t), x, t)
(
1
ǫ
∇dΓ(x, t)−
M∑
i=0
ǫi∇Γhi+1(x, t)
))
+∇ ((1− ξ (dΓ(x, t))) cO,B(x, t)) (3.17)
for (x, t) ∈ ΩT0 . We understand the right-hand side of (3.13) as a functional in (V0)
′ given by
f ǫ (ψ) :=
ˆ
Ω
ǫ ((∇cǫA − h)⊗∇R+∇R⊗ (∇c
ǫ
A − h)) : ∇ψ dx (3.18)
for ψ ∈ V0 and fixed t ∈ [0, T ]. w
ǫ
1 as introduced in Theorem 3.1 is just a rescaling of w˜
ǫ
1, i.e.,
wǫ1 =
w˜ǫ1
ǫM−
1
2
(3.19)
holds. Furthermore, we introduce
XT = L
2
(
0, T ;H
7
2
(
T
1
))
∩H1
(
0, T ;H
1
2
(
T
1
))
(3.20)
for T ∈ R+ ∪ {∞}, where we equip XT with the norm
‖h‖XT = ‖h‖L2
(
0,T ;H
7
2 (T1)
) + ‖h‖
H1
(
0,T ;H
1
2 (T1)
) + ‖h|t=0‖H2(T1) .
Note that XT →֒ C
0
(
[0, T ] ;H2
(
T
1
))
, where the operator norm of the embedding can be
bounded independently of T .
The following lemma is shown in [5, Lemma 3.13] and enables us to access the results obtained
in Subsection 2.4.
Lemma 3.2. Let ǫ0 > 0, T ∈ (0, T0] and (Tǫ)ǫ∈(0,ǫ0) ⊂ (0, T ] be given. We assume that there is
some C¯ > 0 such that
sup
ǫ∈(0,ǫ0)
∥∥∥hǫ
M− 1
2
∥∥∥
XTǫ
≤ C¯
holds. Then there is ǫ1 ∈ (0, ǫ0] such that c
ǫ
A (., t) satisfies Assumption 2.11 for all t ∈ [0, Tǫ] and
ǫ ∈ (0, ǫ1), where the appearing constant C
∗ does not depend on ǫ, Tǫ, h
ǫ
M− 1
2
or C¯.
The following technical proposition is an essential ingredient for many estimates. Essentially
it states that an error R can be split into a multiple of θ′0 plus perturbation terms that is of
higher order in ǫ.
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Proposition 3.3. Let ǫ0 > 0, T ∈ (0, T0] and a family (Tǫ)ǫ∈(0,ǫ0) ⊂ (0, T ] be given. Let
Assumption 1.2 hold true for cA = c
ǫ
A and we assume that there is some C¯ ≥ 1 such that
sup
ǫ∈(0,ǫ0)
∥∥∥hǫ
M− 1
2
∥∥∥
XTǫ
≤ C¯.
We denote
Is,tǫ :=
(
−
δ
ǫ
− hǫA(s, t),
δ
ǫ
− hǫA(s, t)
)
and β(s, t) :=
∥∥θ′0∥∥−1L2(Is,tǫ )
for ǫ ∈ (0, ǫ0), s ∈ T
1 and t ∈ [0, Tǫ]. Then there is some ǫ1 ∈ (0, ǫ0] and there exist Z ∈
L2
(
0, Tǫ;H
1
(
T
1
))
, FR2 ∈ L
2
(
0, Tǫ;H
1 (Γt(δ))
)
and smooth FR1 : Γ (δ;Tǫ)→ R such that
R(x, t) = ǫ−
1
2Z (S(x, t), t)
(
β (S(x, t), t) θ′0 (ρ(x, t)) + F
R
1 (x, t)
)
+ FR2 (x, t) (3.21)
for almost all (x, t) ∈ Γ (δ;Tǫ) and all ǫ ∈ (0, ǫ1). Furthermore, there exist C(K), C > 0
independent of ǫ, Tǫ, h
ǫ
M− 1
2
and C¯ such that ‖β‖L∞(T1×(0,Tǫ)) ≤ C and
∥∥FR2 ∥∥2L2(Γ(δ;Tǫ)) ≤ C(K)ǫ2M+1, (3.22)
‖Z‖2L2(0,Tǫ;H1(T1)) +
∥∥FR2 ∥∥2L2(0,Tǫ;H1(Γt(δ))) ≤ C(K)ǫ2M−1 (3.23)
for all ǫ ∈ (0, ǫ1) as well as
sup
t∈[0,Tǫ]
sup
s∈T1
ˆ
I
s,t
ǫ
(∣∣FR1 (ρ, s, t)∣∣2 + ∣∣∂ρFR1 (ρ, s, t)∣∣2)J ǫ (ρ, s, t) dρ ≤ C(K)ǫ2 (3.24)
for all ǫ ∈ (0, ǫ1), where
FR1 (ρ, s, t) := F
R
1 (X (ǫ (ρ+ h
ǫ
A(s, t)) , s, t))
for X as in (2.17) and J ǫ(ρ, s, t) := J(ǫ(ρ+hǫA(s, t)), s, t) with J(r, s, t) := det
(
D(r,s)X
)
(r, s, t).
Proof. Let ǫ1 be chosen as in Lemma 3.2. Then c
ǫ
A satisfies Assumption 2.11 for all ǫ ∈ (0, ǫ1).
Let
Λǫ(t) :=
ˆ
Γt(δ)
ǫ |∇R|2 + ǫ−1f ′′ (cǫA) (R)
2 dx.
Then (1.27c) and (2.39) imply
ˆ Tǫ
0
Λǫ(t) ≤ CK
2ǫ2M for all ǫ ∈ (0, ǫ1). (3.25)
Hence for each t ∈ [0, Tǫ], Lemma 2.12 implies the existence of functions Z (., t) ∈ H
1
(
T
1
)
,
FR1 (., t) : Γt(δ) → R and F
R
2 (., t) ∈ H
1 (Γt(δ)) such that (3.21) holds for almost all x ∈ Γt(δ)
and all ǫ ∈ (0, ǫ1). Moreover,∥∥FR2 (., t)∥∥2L2(Γt(δ)) ≤ C
(
ǫΛǫ(t) + ǫ
2 ‖R (., t)‖2L2(Γt(δ))
)
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‖Z (., t)‖2H1(T1) +
∥∥FR2 (., t)∥∥2H1(Γt(δ)) ≤ C
(
‖R (., t)‖2L2(Γt(δ)) +
Λǫ(t)
ǫ
)
for all ǫ ∈ (0, ǫ2). Note that C > 0 is independent of ǫ, Tǫ and C¯ since C
∗ in Lemma 3.2 is
independent of these quantities as well. Since ‖R‖2L2(ΩTǫ ) ≤ CK
2ǫ2M−1 and (3.25) hold true due
to (1.27), integration over (0, Tǫ) yields (3.22) and (3.23). Finally, (3.24) is a direct consequence
of (2.43).
Now we show the main estimate for w˜ǫ1 :
Lemma 3.4. Let ǫ0 > 0, T
′ ∈ (0, T0] and a family (Tǫ)ǫ∈(0,ǫ0) ⊂ (0, T
′] be given. Let Assumption
1.2 hold true for cA = c
ǫ
A and we assume that there is C¯ ≥ 1 such that
sup
ǫ∈(0,ǫ0)
∥∥∥hǫ
M− 1
2
∥∥∥
XTǫ
≤ C¯. (3.26)
Then there exists a constant C(K) > 0, which is independent of ǫ, Tǫ, h
ǫ
M− 1
2
and C¯, and some
ǫ1 ∈ (0, ǫ0) such that
‖w˜ǫ1‖L2(0,T ;H1(Ω)) ≤ C(K)ǫ
M− 1
2 for all ǫ ∈ (0, ǫ1) , T ∈ (0, Tǫ] . (3.27)
Proof. First of all, we note that there exists ǫ1 ∈ (0, ǫ0], which depends on C¯, such that∣∣∣∣dΓ(x, t)ǫ − hǫA (S(x, t), t)
∣∣∣∣ ≥ δ2ǫ (3.28)
for all (x, t) ∈ Γ (2δ;Tǫ) \Γ (δ;Tǫ) and ǫ ∈ (0, ǫ1) because of XT →֒ C
0
(
[0, T ] ;C1
(
T
1
))
and
(3.26). After possibly choosing ǫ1 > 0 smaller, we may ensure that
|θ0 (ρ(x, t))− χΩ+(x, t) + χΩ−(x, t)|+
∣∣θ′0 (ρ(x, t))∣∣ ≤ C1e−C2 δ2ǫ (3.29)
holds true for all (x, t) ∈ Γ (2δ;Tǫ) \Γ (δ;Tǫ) and ǫ ∈ (0, ǫ1), as a consequence of (1.20), where
C1, C2 > 0 can be chosen independently of ǫ1. As a last condition on ǫ1 we impose that ǫ
M− 3
2
1 ≤
1
C¯
, which yields
ǫM−
3
2
∥∥∥hǫ
M− 1
2
∥∥∥
XTǫ
≤ 1 (3.30)
for all ǫ ∈ (0, ǫ1).
Since w˜ǫ1 is a weak solution to (3.13)–(3.15) in ΩTǫ , we have due to Theorem 2.1
‖w˜ǫ1‖L2(0,T ;H1(Ω)) ≤ C ‖f
ǫ‖L2(0,T ;V ′0(Ω))
for all T ∈ (0, Tǫ), where f
ǫ is given as in (3.18). Let in the following T ∈ (0, Tǫ] and ψ ∈
L2 (0, Tǫ;V0(Ω)), ψ 6= 0. As a starting point, we decomposeˆ
ΩT
ǫ (∇cǫA − h)⊗∇R : ∇ψ d(x, t) =
ˆ
Γ(δ,T )
ǫ (∇cǫA − h)⊗∇R : ∇ψ d(x, t) +
ˆ
ΩT \Γ(δ;T )
ǫ (∇cǫA − h)⊗∇R : ∇ψ d(x, t) (3.31)
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and estimate the two integrals on the right hand side separately. The second summand in f ǫ
may be treated analogously.
To estimate the second integral in (3.31), note that cI ,∇xck, ∂ρck,∇
Γhi ∈ L
∞ (Γ(2δ)) , i ∈
{1, . . . ,M + 1}, k ∈ {0, . . . ,M + 1}, cO,B,∇cO,B ∈ L
∞
(
Ω±T0
)
and that we may employ (3.29).
Thus, |∇cǫA(x, t)− h(x, t)| ≤ C1
(
1 + 1
ǫ
e−C2
δ
2ǫ
)
for all (x, t) ∈ ΩTǫ\Γ (δ;Tǫ) and ǫ ∈ (0, ǫ1) and
we may estimate
ˆ T
0
ˆ
Ω\Γt(δ)
|ǫ (∇cǫA − h)⊗∇R : ∇ψ| dxdt ≤ Cǫ ‖∇R‖L2(0,T ;L2(Ω\Γt(δ))) ‖ψ‖L2(0,T ;H1(Ω))
≤ C(K)ǫM+
1
2 ‖ψ‖L2(0,T ;H1(Ω))
for T ∈ (0, Tǫ), where we used (1.27a) in the last inequality. Dealing with the first integral on
the right hand side of (3.31) is more complicated. We compute
ˆ
Γ(δ;T )
ǫ (∇cǫA − h)⊗∇R : ∇ψ d(x, t)
=
ˆ
Γ(δ;T )
θ′0(ρ)
(
n− ǫ
(
M∑
i=0
ǫi∇Γhi+1
))
⊗∇R : ∇ψ d(x, t)
+
ˆ
Γ(δ;T )
ǫ
(
∇ (cǫA − θ0(ρ))−
(
h+ θ
′
0(ρ)ǫ
M− 3
2∇Γhǫ
M− 1
2
))
⊗∇R : ∇ψ d(x, t), (3.32)
where we employ the shortened notations ρ = ρ(x, t) and n = n (S(x, t), t). As
(cǫA − θ0 ◦ ρ) (x, t) =
M+1∑
i=1
ǫici(ρ(x, t), x, t)
for all (x, t) ∈ Γ (δ;Tǫ) we find that there exists some C > 0 independent of K and ǫ such that
∣∣∣∇ (cǫA − θ0(ρ))− (h+ θ′0(ρ)ǫM− 32∇ΓhǫM− 1
2
)∣∣∣ ≤ C
for all (x, t) ∈ Γ (δ;Tǫ). Thus
ˆ T
0
ˆ
Γt(δ)
∣∣∣ǫ(∇ (cǫA − θ0(ρ)) − (h+ θ′0(ρ)ǫM− 32∇ΓhǫM− 1
2
))
⊗∇R : ∇ψ
∣∣∣ dxdt
≤ Cǫ ‖∇R‖
L2(Γ(δ,T )) ‖ψ‖L2(0,T ;H1(Ω)) ≤ C(K)ǫ
M− 1
2 ‖ψ‖L2(0,T ;H1(Ω))
for T ∈ (0, Tǫ] and ǫ ∈ (0, ǫ1), by (1.27).
Using the boundedness of θ′0 in L
∞ (R) and that of ∇Γhi in L
∞ (Γ(2δ)), i ∈ {1, . . . ,M + 1},
24
we also find
ˆ T
0
ˆ
Γt(δ)
∣∣θ′0(ρ)n⊗∇ΓR : ∇ψ∣∣ dxdt
≤ C
∥∥∇ΓR∥∥
L2(Γ(δ,T ))
‖ψ‖L2(0,T ;H1(Ω)) ≤ C(K)ǫ
M− 1
2 ‖ψ‖L2(0,T ;H1(Ω)) ,
ˆ T
0
ˆ
Γt(δ)
∣∣∣∣∣ǫθ′0(ρ)
(
M∑
i=0
ǫi∇Γhi+1
)
⊗∇R : ∇ψ
∣∣∣∣∣ dxdt
≤ Cǫ ‖∇R‖L2(Γ(δ,T )) ‖ψ‖L2(0,T ;H1(Ω)) ≤ C(K)ǫ
M− 1
2 ‖ψ‖L2(0,T ;H1(Ω))
by (1.27). Hence, plugging these results into (3.32), we obtain∣∣∣∣∣
ˆ
Γ(δ;T )
ǫ (∇cǫA − h)⊗∇R : ∇ψ d(x, t)
∣∣∣∣∣ ≤ I + C(K)ǫM− 12 ‖ψ‖L2(0,T ;H1(Ω))
for T ∈ (0, Tǫ) and ǫ ∈ (0, ǫ1), where
I :=
∣∣∣∣∣
ˆ
Γ(δ;T )
θ′0(ρ)n⊗ n∂nR : ∇ψ d(x, t)
∣∣∣∣∣ .
Since ψ ∈ V0, we have divψ = 0, which implies by (2.23) that div
Γ ψ = −n⊗ n : ∇ψ holds. As
the assumptions of Proposition 3.3 are satisfied, we may estimate I using (3.21) and obtain
I =
∣∣∣∣∣
ˆ
Γ(δ;T )
θ′0(ρ)∂n
(
ǫ−
1
2Z(S(x, t), t)
(
β(S(x, t), t)θ′0(ρ) + F
R
1
)
+ FR2
)
divΓ ψ d(x, t)
∣∣∣∣∣
≤
∣∣∣∣∣
ˆ T
0
ˆ
Γt(δ)
1
2
∂n
(
θ′0(ρ)
2
)
ǫ−
1
2Z(S(x, t), t)β(S(x, t), t)divΓψ dxdt
∣∣∣∣∣
+ C1
∣∣∣∣∣
ˆ T
0
ˆ
T1
ˆ δ
ǫ
−hǫA(s,t)
− δ
ǫ
−hǫ
A
(s,t)
θ′0(ρ)ǫ
− 1
2Z(s, t)∂ρF
R
1 (ρ, s, t)div
ΓψJ ǫ(ρ, s, t) dρds dt
∣∣∣∣∣
+ C2
∥∥FR2 ∥∥L2(0,T ;H1(Γt(δ))) ‖ψ‖L2(0,T ;H1(Γt(δ)))
=: J1 + J2 + J3.
Here we used the same notations as in Proposition 3.3 and in the first lines the short notation
ρ = ρ(x, t). Now (3.23) implies
J3 ≤ C(K)ǫ
M− 1
2 ‖ψ‖L2(0,T ;H1(Γt(δ)))
and we may estimate J2 by
J2 ≤ Cǫ
−1 ‖ψ‖L2(0,T ;H1(Γt(δ)))
(ˆ T
0
ˆ
T1
Z(s, t)2
ˆ δ
ǫ
−hǫ
A
(s,t)
− δ
ǫ
−hǫ
A
(s,t)
(
∂ρF
R
1 (ρ, s, t)
)2
J ǫ dρds dt
)1
2
≤ C(K)ǫM−
1
2 ‖ψ‖L2(0,T ;H1(Γt(δ))) ,
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where we used (3.24) in the last line. To treat the remaining integral, we may use Lemma 2.8 to
get
J1 ≤
∣∣∣∣∣
ˆ T
0
ˆ
Γt(δ)
1
2
∇Γ
(
∂n
(
θ′0(ρ)
2
)
ǫ−
1
2Z (S(x, t), t) β (S(x, t), t)
)
· ψ dxdt
∣∣∣∣∣
+
∣∣∣∣∣
ˆ T
0
ˆ
Γt(δ)
∂n
(
θ′0(ρ)
2
)
ǫ−
1
2Z (S(x, t), t) β (S(x, t), t)ψ · nκ(x, t) dxdt
∣∣∣∣∣
+ C
∑
±
ˆ T
0
ˆ
T1
∣∣∣∣∣∂ρ
(
θ′0
(
±δ
ǫ
− hǫA(s, t)
)2)
ǫ−
3
2Z(s, t)β(s, t)ψ (±δ, s, t)
∣∣∣∣∣ ds dt
:= J 11 + J
2
1 + J
3,+
1 + J
3,−
1 .
Now
J 3,±1 ≤ C1ǫ
− 3
2 e−C2
δ
2ǫ
ˆ T
0
ˆ
T1
|Z(s, t)| sup
r∈[−δ,δ]
|ψ(r, s, t)| ds dt
≤ C(K)ǫM−
1
2 ‖ψ‖L2(0,T ;H1(Γt(δ))) ,
where we used (3.29) and the uniform bound on β in the first step and H1 (Γt(δ)) →֒ L
2,∞ (Γt(δ))
(cf. Lemma 2.9) in the second step. For J 21 , we use integration by parts and get
J 21 ≤
∣∣∣∣∣
ˆ T
0
ˆ
Γt(δ)
(
θ′0(ρ)
)2
ǫ−
1
2Z (S(x, t), t) β (S(x, t), t) ∂nψ · n (S(x, t), t) κ(x, t) dxdt
∣∣∣∣∣
+ C
ˆ T
0
ˆ
Γt(δ)
∣∣∣(θ′0(ρ))2 ǫ− 12Z (S(x, t), t) β (S(x, t), t)ψ∣∣∣ dxdt
+ C(K)e−C2
δ
2ǫ ‖ψ‖L2(0,T ;H1(Γt(δ)))
≤ Cǫ−
1
2 ‖Z‖L2(0,T ;H1(T1)) ‖ψ‖L2(0,T ;H1(Γt(δ))) ǫ
1
2
∥∥∥(θ′0)2∥∥∥
L2(R)
+ C(K)e−C2
δ
2ǫ ‖ψ‖L2(0,T ;H1(Γt(δ)))
≤ C(K)ǫM−
1
2 ‖ψ‖L2(0,T ;H1(Γt(δ))) ,
where the exponential decaying term in the first inequality is a consequence of the appearing
boundary integral, which may be estimated as in the case of J 3,±1 . Moreover, we used a change
of variables r 7→ r
ǫ
− hǫA in the second step and (3.23) in the last step.
Now we discuss J 11 – the last term we need to estimate. Note that by the definition of β in
Proposition 3.3, we have
∇Γβ(s, t) = −
1
‖θ′0‖
2
L2(Is,tǫ )
ˆ δ
ǫ
−hǫ
A
(s,t)
− δ
ǫ
−hǫ
A
(s,t)
1
2
d
dρ
(
θ′0(ρ)
2
)
dρ
(
−∇ΓhǫA
)
≤ C1e
−C2
δ
2ǫ
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for all ǫ ∈ (0, ǫ1), due to (3.29) and ǫ
M− 3
2
∥∥∥hǫ
M− 1
2
∥∥∥
XTǫ
≤ 1, cf. (3.30). Thus, we compute
J 11 ≤
∣∣∣∣∣
ˆ T
0
ˆ
Γt(δ)
1
2
∂n∇
Γ
(
θ′0 (ρ(x, t))
2
)
ǫ−
1
2Z (S(x, t), t) β (S(x, t), t) · ψ dxdt
∣∣∣∣∣
+
∣∣∣∣∣
ˆ T
0
ˆ
Γt(δ)
1
2
[
∂n,∇
Γ
] (
θ′0 (ρ(x, t))
2
)
ǫ−
1
2Z (S(x, t), t) β (S(x, t), t) · ψ dxdt
∣∣∣∣∣
+
∣∣∣∣∣
ˆ T
0
ˆ
Γt(δ)
1
2
∂n
(
θ′0 (ρ(x, t))
2
)
ǫ−
1
2∇Γ (Z (S(x, t), t) β (S(x, t), t)) · ψ dxdt
∣∣∣∣∣
≤ C1
ˆ T
0
ˆ
Γt(δ)
∣∣∣∂ρ (θ′0 (ρ(x, t))2)∇ΓhǫAǫ− 12Z (S(x, t), t) β (S(x, t), t) · ∂nψ∣∣∣ dxdt
+ C2
ˆ T
0
ˆ
Γt(δ)
∣∣∣∂ρ (θ′0 (ρ(x, t))2)∇ΓhǫAǫ− 12Z (S(x, t), t) β (S(x, t), t) · ψ∣∣∣ dxdt
+ C3
ˆ T
0
ˆ
Γt(δ)
∣∣∣(θ′0 (ρ(x, t))2) ǫ− 12∇ΓZ (S(x, t), t) β (S(x, t), t) · ∂nψ∣∣∣ dxdt
+ C4
ˆ T
0
ˆ
Γt(δ)
∣∣∣(θ′0 (ρ(x, t))2) ǫ− 12 ∂sZ (S(x, t), t) β (S(x, t), t)ψ∣∣∣ dxdt
+ C5e
−C6
δ
2ǫ ‖ψ‖L2(0,T ;H1(Γt(δ))) ‖Z‖L2(0,T ;H1(T1))
≤ C(K)ǫM−
1
2 ‖ψ‖L2(0,T ;H1(Γt(δ))) .
Here we used the definition of
[
∂n,∇
Γ
]
in the first estimate (cf. (2.30)), integration by parts,
(2.31) and the exponential decay of ∇Γβ and the boundary terms in the second step. In the
third step we again used ǫM−
3
2
∥∥∥hǫ
M− 1
2
∥∥∥
XTǫ
≤ 1. This concludes the proof.
Regarding the fractional order terms, we have the following bounds, which are a result of [5],
Theorem 3.15. This enables us to use (3.27), whenever Assumption 1.2 is satisfied.
Lemma 3.5. Let ǫ0 ∈ (0, 1). If Assumption 1.2 holds for cA = c
ǫ
A, then there exist ǫ1 ∈ (0, ǫ0]
and a constant C(K) > 0 independent of ǫ such that∥∥hǫ
M− 1
2
∥∥
XTǫ
+
∥∥µ±,ǫ
M− 1
2
∥∥
ZTǫ
+
∥∥v±,ǫ
M− 1
2
∥∥
L6(0,Tǫ;H2(Ω±(t)))
≤ C(K) (3.33)
for all ǫ ∈ (0, ǫ1), where ZTǫ := L
2
(
0, Tǫ;H
2(Ω±(t))
)
∩ L6
(
0, Tǫ;H
1(Ω±(t))
)
.
As a direct consequence of (3.33) and XT →֒ C
0([0, T ] ;C1(T1)), we remark
‖hǫA‖C0(0,Tǫ;C1(T1)) ≤ C(K) (3.34)
for all ǫ ∈ (0, ǫ1). Finally, concerning the relation between cI and cO,B, we have in the case that
ǫ0 ∈ (0, 1) and Assumption 1.2 holds for cA = c
ǫ
A that∥∥∥Dlx (cI − cO,B)∥∥∥
L∞(Γ(2δ;Tǫ)\Γ(δ;Tǫ))
≤ C(K)e−
C
ǫ (3.35)
for l ∈ {0, 1} and constants C(K), C > 0. This is discussed in [5, Corollary 4.9].
3.2 Auxiliary Results
Without repeating it, we will consider the following assumptions throughout this section.
Assumption 3.6. We assume that Assumption 1.2 holds true holds for cA = c
ǫ
A, ǫ0 ∈ (0, 1),
K ≥ 1 and a family (Tǫ)ǫ∈(0,ǫ0) ⊂ (0, T0]. Moreover, we assume that ǫ1 ∈ (0, ǫ0] is chosen small
enough, such that (3.6)–(3.10), the statement of Lemma 3.5, (3.27) and (3.35) hold true.
Finally, we denote R := cǫ − cǫA.
The following proposition guarantees that Lemma 1.3 may be used.
Proposition 3.7. Let ǫ0 ∈ (0, 1) and ψ
ǫ
0 : Ω → R be a smooth function satisfying the in-
equality ‖ψǫ0‖C1(Ω) ≤ Cψ0ǫ
M for ǫ ∈ (0, ǫ0). Moreover let c
ǫ
0(x) := c
ǫ
A (x, 0) + ψ
ǫ
0(x) for all
x ∈ Ω. Then there is some ǫ˜ ∈ (0, ǫ0] and a constant C0 > 0 which only depends on ǫ˜, Cψ0 and
supǫ∈(0,ǫ0) ‖c
ǫ
A (x, 0)‖L∞(Ω), such that
Eǫ (cǫ0) ≤ C0, ‖c
ǫ
0‖L∞(Ω) ≤ C0 for all ǫ ∈ (0, ǫ˜) ,
where Eǫ is given as in (1.29).
Proof. For simplicity we consider cǫ0(x) = c
ǫ
A (x, 0) and highlight the situations where ψ
ǫ
0 would
play a role. The estimate for ‖cǫ0‖L∞(Ω) follows immediately by the construction of c
ǫ
A. Consid-
ering ǫ2
´
Ω |∇c
ǫ
A (x, 0)|
2 dx we note that ‖∇cǫA‖L∞(ΩT0\Γ(2δ))
≤ Cǫ and estimate
ǫ
2
ˆ
Γ0(2δ)
|∇cǫA(x, 0)|
2 dx ≤
ǫ
2
ˆ
Γ0(2δ)
|ξ (dΓ)∇cI (x, 0)|
2 dx
+
ǫ
2
ˆ
Γ0(2δ)
|(1− ξ (dΓ))∇cO,B(x, 0) +∇ (ξ (dΓ)) (cI − cO,B) (x, 0)|
2 dx. (3.36)
Now we have ∇cO,B (., 0) ∈ O (ǫ) in L
∞ (Ω± (0)) and cI , cO,B ∈ O (1) in L
∞ (Γ0(2δ)\Γ0(δ)).
Moreover, ρ (x, 0) = dΓ(x,0)
ǫ
, as hǫA (x, 0) = 0, and thus
∇ (c0(ρ(x, 0), x, 0)) =
1
ǫ
θ′0(ρ(x, 0)) · n(x, 0).
In particular
ǫ
2
ˆ
Γ0(2δ)
|ξ (dΓ)∇ (c0 (ρ (x, 0) , x, 0))|
2 dx ≤ C
ˆ
T1
ˆ 2δ
ǫ
− 2δ
ǫ
θ′0(ρ)
2 dρds ≤ C.
As ǫk∇ (ck (ρ (., 0) , ., 0)) ∈ O (1) in L
∞ (Γ0(2δ)) for k ≥ 1, we may use (3.36) to find
ǫ
2
´
Γ0(2δ)
|∇cǫA (x, 0)|
2 dx ≤
C1. Note that ψ
ǫ
0 can be estimated uniformly in C
1(Ω) and is multiplied by ǫM , so would cause
no troubles in these estimates. For the second term in Eǫ (cǫ0), we compute
1
ǫ
ˆ
Ω+(0)
f (cǫ0) dx =
1
ǫ
ˆ
Ω+(0)
f ′ (β(x)) (cǫA (x, 0) − 1) dx ≤ C
28
for some suitable β(x) ∈ (1, cǫA (x, 0)), where we used a Taylor expansion and the explicit struc-
ture of cǫA. In particular, in Γ
+
0 (δ) := Ω
+ (0) ∩ Γ0(δ) a change of variables yields
1
ǫ
ˆ
Ω+(0)
f ′ (β(x)) (cǫA (x, 0)− 1) dx ≤ C1 + C2
ˆ
T1
ˆ δ
ǫ
0
|θ0(ρ)− 1| dρds ≤ C.
The appearance of ψǫ0 would have changed nothing in this argumentation. This proves the
claim.
Lemma 3.8. Let α, κ ∈ (0, 1). There are some C(K), C(K,α) such that for all ǫ ∈ (0, ǫ1)
‖R‖L2(0,Tǫ;L∞(Ω)) ≤ C(K,α)ǫ
M− 3
2 ǫ−(M+2)α,
‖∇R‖L∞(0,Tǫ;L2(Ω)) ≤ C(K)ǫ
− 1
2 , (3.37)
‖γR‖L∞(0,Tǫ;L2+κ(Ω)) ≤ C(K)ǫ
M− 1
2
− κ
2+κ
M ,
‖R‖L∞(0,Tǫ;L2(Ω)) ≤ C(K)ǫ
1
2(M−
1
2).
Proof. For α ∈ (0, 1) it holds
‖R‖L∞(Ω) ≤ C (α) ‖R‖H1+α(Ω) ≤ C (α) ‖R‖
1−α
H1(Ω) ‖R‖
α
H2(Ω) . (3.38)
Due to the construction and since hǫA is uniformly bounded in XTǫ (cf. (3.33)). It can be
easily verified by direct calculations and the properties of cǫA given in Subsection 3.1 that
‖∆cǫA‖L2(ΩTǫ )
≤ C(K) 1
ǫ2
. Because of Lemma 1.3 and R|∂Ω = 0, we get
‖R‖H2(Ω) ≤ C
′ ‖∆R‖L2(ΩTǫ ) ≤ C(K)ǫ
− 7
2 , (3.39)
where C(K) depends only on K, T0, and C0 (where C0 is the constant from (1.28)). Using this
and (1.27) in (3.38), we find
‖R‖L2(0,Tǫ;L∞(Ω)) ≤ C(K)
(
ǫM−
3
2
)1−α (
ǫ−
7
2
)α
= C(K)ǫM−
3
2 ǫ−(M+2)α.
In order to prove the second inequality, we employ Lemma 1.3, which yields
ǫ
1
2 ‖∇R‖L∞(0,Tǫ;L2(Ω)) ≤ ǫ
1
2
(
‖∇cǫ‖L∞(0,Tǫ;L2(Ω)) + ‖∇c
ǫ
A‖L∞(0,Tǫ;L2(Ω))
)
≤ C(K).
Here we used ǫ
1
2 ‖∇cǫA‖L∞(0,Tǫ;L2(Ω)) ≤ C(K), which is a consequence of the uniform bound on
ck, cO,B and their derivatives for k ∈ {0, . . . ,M + 1} and the boundedness of h
ǫ
M− 1
2
in XTǫ ,
combined with a change of variables.
For the proof of the third inequality we note that for κ > 0 we have for any u ∈ H10 (Ω)
‖u‖L2+κ(Ω) ≤ C1 ‖u‖
1− κ
2+κ
L2(Ω)
‖∇u‖
κ
2+κ
L2(Ω)
(3.40)
29
for some C1 > 0 due to the Gagliardo-Nirenberg interpolation inequality. Moreover, (3.40)
together with by (3.37) and (1.27d) we obtain
‖γR‖L∞(0,Tǫ;L2+κ(Ω)) ≤ C1 ‖γR‖
1− κ
2+κ
L∞(0,Tǫ;L2(Ω))
‖∇R‖
κ
2+κ
L∞(0,Tǫ;L2(∂Ω(
δ
2
)))
≤ C(K)ǫM−
1
2
− κ
2+κ
M . (3.41)
because of Poincaré’s inequality, ‖R‖2L2(Ω) ≤ ‖R‖H−1(Ω) ‖∇R‖L2(Ω), (1.27b) and (3.37).
The following lemma is an adapted version of [4, Lemma 5.4].
Lemma 3.9. Let u ∈ H1(Ω). Then there is some constant C > 0 such that
‖u‖3L3(Γt(δ)) ≤ C
(
‖u‖L2(Γt(δ)) +
∥∥∇Γu∥∥
L2(Γt(δ))
) 1
2
(
‖u‖L2(Γt(δ)) + ‖∂nu‖L2(Γt(δ))
) 1
2
·
(
‖u‖L2(Γt(δ))
)2
holds for all t ∈ [0, T0].
Proof. Note
‖u‖3L3(Γt(δ)) ≤ C
ˆ δ
−δ
ˆ
Γt
|u (p, r)|3 dH1(p) dr = C
∥∥∥‖u‖L3(Γt)
∥∥∥3
L3(−δ,δ)
and ‖u‖L3(Γt) ≤ C ‖u‖
1
6
H1(Γt)
‖u‖
5
6
L2(Γt)
as Γt is one-dimensional. Now Hölder’s inequality leads
to
‖u‖3L3(Γt(δ)) ≤ C
∥∥∥∥‖u‖ 16H1(Γt) ‖u‖ 56L2(Γt)
∥∥∥∥
3
L3(−δ,δ)
≤ C
∥∥∥‖u‖H1(Γt)
∥∥∥ 12
L2(−δ,δ)
∥∥∥‖u‖
L
10
3 (−δ,δ)
∥∥∥ 52
L2(Γt)
≤ C
∥∥∥‖u‖H1(Γt)
∥∥∥ 12
L2(−δ,δ)
∥∥∥‖u‖H1(−δ,δ)∥∥∥ 12
L2(Γt)
∥∥∥‖u‖L2(−δ,δ)∥∥∥2
L2(Γt)
,
where we used ‖u‖
L
10
3 (−δ,δ)
≤ C ‖u‖
1
5
H1(−δ,δ)
‖u‖
4
5
L2(−δ,δ)
.
3.2.1 The Error in the Velocity
For ǫ ∈ (0, ǫ0) we consider strong solutions vǫ : ΩT0 → R
2 and pǫ : ΩT0 → R of the system
−∆vǫ +∇pǫ = µǫA∇c
ǫ
A in ΩT0 , (3.42)
divvǫ = 0 in ΩT0 , (3.43)
(−2Dsvǫ + pǫI)n∂Ω = α0vǫ on ∂T0Ω (3.44)
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(cf. Theorem 2.3) and weak solutions w˜ǫ2 : ΩT0 → R
2 and qǫ2 : ΩT0 → R of
−∆w˜ǫ2 +∇q
ǫ
2 = −ǫ (div (h⊗s ∇R) + div (∇R⊗∇R)) in ΩT0 , (3.45)
div w˜ǫ2 = 0 in ΩT0 , (3.46)
(−2Dsw˜
ǫ
2 + q
ǫ
2I)n∂Ω = α0w˜
ǫ
2 in ∂T0Ω, (3.47)
where h is defined as in (3.16). We consider the right hand side of (3.45) as a functional in V
′
0
given by
gǫ (ψ) := ǫ
ˆ
Ω
((h⊗s ∇R) + (∇R⊗∇R)) : ∇ψ dx for all ψ ∈ V0. (3.48)
Introducing
vǫerr := v
ǫ − (vǫ + w˜ǫ1 + w˜
ǫ
2) (3.49)
we have vǫ − vǫ = vǫerr + w˜
ǫ
1 + w˜
ǫ
2. Hence, if we control v
ǫ
err, w˜
ǫ
1, and w˜
ǫ
2, we will control the
error vǫ − vǫ.
Lemma 3.10. Let w˜ǫ2 be the unique weak solution to (3.45)–(3.47) in ΩT0 for ǫ ∈ (0, ǫ1). Then
it holds for all r ∈ [1, 2] and q ∈ (1, 2)
‖w˜ǫ2‖Lr(0,Tǫ;Lq(Ω)) ≤ C(K, r, q)ǫ
2(M−1)
r (3.50)
for all ǫ ∈ (0, ǫ1).
Proof. Since Ω ⊂ R2, we have W 1q′(Ω) →֒ C
0(Ω), where 1
q′
+ 1
q
= 1. Thus Lemma 2.4 implies
‖w˜ǫ2‖Lr(0,Tǫ;Lq(Ω)) ≤ C(q)ǫ
(
‖∇R⊗ h‖Lr(0,Tǫ;L1(Ω)) + ‖∇R⊗∇R‖Lr(0,Tǫ;L1(Ω))
)
.
We use XTǫ →֒ C
0([0, Tǫ] ;C
1(T1)) and ∂ρck ∈ Rα for k ∈ {0, . . . ,M + 1} and get
ǫ ‖∇R⊗ h‖Lr(0,Tǫ;L1(Ω))
≤ CǫM−
1
2 ǫ
1
2
∥∥∥∥∥
M+1∑
k=0
ǫk∂ρck
∥∥∥∥∥
L∞(Γ(2δ;T0);L2(R))
∥∥∥hǫ
M− 1
2
∥∥∥
C0([0,Tǫ];C1(T1))
‖∇R‖L2(0,Tǫ;L2(Ω))
≤ C(K)ǫ2M−
3
2
for all ǫ ∈ (0, ǫ1) due to (3.33) and (1.27). Moreover,
ǫ ‖∇R⊗∇R‖Lr(0,Tǫ;L1(Ω)) ≤ ǫ ‖∇R‖
2
r
L2(0,Tǫ;L2(Ω))
‖∇R‖
2− 2
r
L∞(0,Tǫ;L2(Ω))
≤ C(K)ǫ
2M
r
− 2
r
for ǫ ∈ (0, ǫ1), by (1.27) and (3.37). Combining the above estimates and using r ≥ 1 the claim
follows.
Lemma 3.11. Let ϕ ∈ L∞
(
0, Tǫ;H
1(Ω)
)
and let the assumptions of Lemma 3.10 hold. Then
there is some r′ > 0 such that
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
(w˜ǫ2 · ∇c
ǫ
A)ϕdx
∣∣∣∣ dt ≤ C(K)T r′ǫ ǫM ‖ϕ‖L∞(0,Tǫ;H1(Ω)) for all ǫ ∈ (0, ǫ1) .
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Proof. Let r ∈ (1, 2). As ∇cǫA ∈ O (ǫ) in L
∞ (ΩT0\Γ(2δ)) it immediately follows
ˆ Tǫ
0
∣∣∣∣∣
ˆ
Ω\Γt(2δ)
(w˜ǫ2 · ∇c
ǫ
A)ϕdx
∣∣∣∣∣ dt ≤ Cǫ ‖ϕ‖L∞(0,Tǫ;H1(Ω))
ˆ Tǫ
0
‖w˜ǫ2‖Lq(Ω) dt
≤ C(K)T
1
r′
ǫ ‖ϕ‖L∞(0,Tǫ;H1(Ω)) ǫ
2(M−1)
r
+1 (3.51)
by (3.50) for q ∈ (1, 2) and due to H1(Ω) →֒ Ls(Ω) for all s ≥ 1. The same estimate holds for
(∇ξ (dΓ) (cI − cO,B) + (1− ξ (dΓ))∇cO,B) in Γt(2δ)\Γt(δ) by (3.35).
In Γ (2δ;Tǫ) we consider ∇ (c0 (ρ(x, t), x, t)) = ∇ (θ0 (ρ(x, t))) and compute
ˆ Tǫ
0
∣∣∣∣∣
ˆ
Γt(2δ)
(w˜ǫ2 · ∇ (θ0 (ρ(x, t)))) ξ (dΓ)ϕdx
∣∣∣∣∣ dt
≤
ˆ Tǫ
0
ˆ
Γt(2δ)
∣∣∣∣
(
w˜ǫ2 ·
(
n− ǫ∇ΓhǫA(x, t)
) 1
ǫ
θ′0 (ρ(x, t))
)
ϕ
∣∣∣∣ dxdt
≤ C(K) ‖ϕ‖L∞(0,Tǫ;H1(Ω)) ǫ
−1
ˆ Tǫ
0
‖w˜ǫ2‖Lq(Ω) dt
∥∥θ′0∥∥L∞(R)
≤ C(K)T
1
r′
ǫ ‖ϕ‖L∞(0,Tǫ;H1(Ω)) ǫ
2(M−1)
r
−1.
Since ∇ (cI − c0 (ρ (.) , .)) ∈ O (1) in L
∞ (Γ (2δ;Tǫ)), we immediately get
ˆ Tǫ
0
∣∣∣∣∣
ˆ
Γt(2δ)
(w˜ǫ2 · ∇ (cI − c0 (ρ (.) , .)))ϕdx
∣∣∣∣∣ dt ≤ C(K)T
1
r′
ǫ ‖ϕ‖L∞(0,Tǫ;H1(Ω)) ǫ
2(M−1)
r
by similar arguments as in (3.51).
As M ≥ 4 there always exists r ∈ (1, 2) (and with it r′ ∈ (2,∞)) such that ǫ
2(M−1)
r
−1 < ǫM
which concludes the proof.
Theorem 3.12 (Error in the velocity).
Let vǫ be a strong solution to (3.42)-(3.44), let the assumptions of Lemma 3.10 hold true and let
vǫerr := v
ǫ − (vǫ + w˜ǫ1 + w˜
ǫ
2).
1. There is a constant C(K) > 0 such that
‖vǫA − v
ǫ‖L2(0,Tǫ;H1(Ω)) ≤ C(K)ǫ
M for all ǫ ∈ (0, ǫ1) .
2. For every β ∈
(
0, 12
)
there are constants C1(β), C2(β), C(K) > 0 such that
‖vǫerr‖H1(Ω) ≤ C1
(
‖rǫCH2∇c
ǫ
A‖(H1σ(Ω))
′ + ǫ ‖∇R‖1−2β
L2(∂Ω( δ2))
‖γ∇R‖1+2β
H1(∂Ω( δ2))
)
+ C2ǫ
2 ‖∇R‖
1
2
−β
L2(∂Ω( δ2))
‖γ∇R‖
1
2
+β
H1(∂Ω( δ2))
(3.52)
for almost every t ∈ (0, Tǫ) and
‖vǫerr‖L1(0,Tǫ;H1(Ω)) ≤ C(K)C (Tǫ, ǫ) ǫ
M (3.53)
for all ǫ ∈ (0, ǫ1), where C (T, ǫ)→ 0 as (T, ǫ)→ 0.
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Proof. Ad 1) By definition, vǫA − v
ǫ satisfies
−∆(vǫA − v
ǫ) +∇ (pǫA − p
ǫ) = rǫS in ΩTǫ ,
div (vǫA − v
ǫ) = rǫdiv in ΩTǫ ,
(−2Ds (v
ǫ
A − v
ǫ) + (pǫA − p
ǫ) I)n∂Ω = α0 (v
ǫ
A − v
ǫ) on ∂TǫΩ.
Thus, we have by Theorem 2.1 and since rǫdiv = 0 on ∂T0Ω
‖vǫA − v
ǫ‖L2(0,Tǫ;H1(Ω)) ≤ C
(
‖rǫS‖L2(0,Tǫ;(H1(Ω))′) + ‖r
ǫ
div‖L2(ΩTǫ )
)
and the claim follows from (3.8).
Ad 2) First of all we have for ψ ∈ H1σ(Ω)
ˆ
Ω
2Ds (v
ǫ − vǫ) : Dsψ dx+ α0
ˆ
∂Ω
(vǫ − vǫ) · ψ dH1(s) =
ˆ
Ω
(µǫ∇cǫ − µǫA∇c
ǫ
A) · ψ dx. (3.54)
Plugging in (1.4), (3.4) and using integration by parts we get
ˆ
Ω
(µǫ∇cǫ − µǫA∇c
ǫ
A) · ψ dx = ǫ
ˆ
Ω
(∇cǫ ⊗∇cǫ −∇cǫA ⊗∇c
ǫ
A) : ∇ψ dx−
ˆ
Ω
rǫCH2∇c
ǫ
A · ψ dx
+ ǫ
ˆ
∂Ω
(
(∇cǫA ⊗∇c
ǫ
A −∇c
ǫ ⊗∇cǫ)n∂Ω +
1
2
(
|∇cǫ|2 − |∇cǫA|
2
)
n∂Ω
)
· ψ dH1(s). (3.55)
Here we used cǫ = cǫA = −1 on ∂TΩ together with f (−1) = 0 and div (∇c⊗∇c) = ∆c∇c +
1
2∇
(
|∇c|2
)
for sufficiently smooth c : Ω→ R.
So, defining vǫerr as in (3.49) and taking into account (3.54), (3.55), and the definitions of w˜
ǫ
1
and w˜ǫ2 (cf. (3.13), (3.45)) as weak solutions we find that v
ǫ
err solves
ˆ
Ω
2Dsv
ǫ
err : Dsψ dx+ α0
ˆ
∂Ω
vǫerr · ψ dH
1(s)
= ǫ
ˆ
∂Ω
(
(∇cǫA ⊗∇c
ǫ
A −∇c
ǫ ⊗∇cǫ)n∂Ω +
1
2
(
|∇cǫ|2 − |∇cǫA|
2
)
n∂Ω
)
· ψ dH1(s)
−
ˆ
Ω
rǫCH2∇c
ǫ
A · ψ dx =: F
ǫ (ψ) (3.56)
for all ψ ∈ H1σ(Ω). Due to (3.9) we have
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
rǫCH2∇c
ǫ
A · ψ dx
∣∣∣∣ dt ≤
ˆ Tǫ
0
‖rǫCH2∇c
ǫ
A‖(H1σ(Ω))
′ dt ‖ψ‖H1(Ω)
≤ C(K)C (Tǫ, ǫ) ǫ
M , (3.57)
where C (T, ǫ)→ 0 as (T, ǫ)→ 0. Thus, we only need to estimate the appearing boundary terms
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in (3.56). To this end, let β ∈
(
0, 12
)
and we compute
ǫ
ˆ Tǫ
0
ˆ
∂Ω
∣∣∣(|∇cǫ|2 − |∇cǫA|2)ψ∣∣∣ dH1(s) dt ≤ ǫ
ˆ Tǫ
0
ˆ
∂Ω
(
|∇R|2 + 2 |∇R| |∇cǫA|
)
|ψ| dH1(s) dt
≤ C
ˆ Tǫ
0
(
ǫ ‖γ∇R‖2
H
1
2+β(Ω)
+ ǫ2 ‖γ∇R‖
H
1
2+β(Ω)
)
‖ψ‖H1(Ω) dt
≤ C1
ˆ Tǫ
0
(
ǫ ‖∇R‖1−2β
L2(∂Ω( δ2))
‖γ∇R‖1+2β
H1(Ω)
)
‖ψ‖H1(Ω) dt
+ C2
ˆ Tǫ
0
(
ǫ2 ‖∇R‖
1
2
−β
L2(∂Ω( δ2))
‖γ∇R‖
1
2
+β
H1(Ω)
)
‖ψ‖H1(Ω) dt (3.58)
≤ C1
(
ǫ ‖∇R‖1−2β
L2(∂TǫΩ(
δ
2))
‖γ∇R‖1+2β
L2(0,Tǫ;H1(Ω))
)
‖ψ‖H1(Ω)
+ C2T
1
2
ǫ
(
ǫ2 ‖∇R‖
1
2
−β
L2(∂TǫΩ(
δ
2))
‖γ∇R‖
1
2
+β
L2(0,Tǫ;H1(Ω))
)
‖ψ‖H1(Ω) , (3.59)
where we used in the second inequality that ∇cǫA = O (ǫ) in L
∞
(
∂T0Ω
(
δ
2
))
and that H
1
2 (∂Ω) →֒
Ls (∂Ω) for all s ∈ [1,∞). andHβ (∂Ω) →֒ L2+β (∂Ω), since β− 12 ≥ −
1
2+β . Now we may estimate
‖γ∇R‖H1(Ω) ≤ C ‖(γ∆R, |∇R| , R)‖L2(∂Ω( δ2))
(3.60)
due to elliptic regularity theory and the definition of γ. Using this in (3.59) together with (1.27a)
and (1.27d), we find
ǫ
ˆ Tǫ
0
ˆ
∂Ω
∣∣∣(|∇cǫ|2 − |∇cǫA|2)ψ∣∣∣ dH1(s) dt ≤ ‖ψ‖H1(Ω) C(K)
(
ǫ2M−
1
2
−β + T
1
2
ǫ ǫ
M+ 5
4
− 1
2
β
)
≤ ‖ψ‖H1(Ω) C(K)
(
ǫ
1
2 + T
1
2
ǫ
)
ǫM
as M ≥ 4 and β > 0 can be chosen sufficiently small.
For the remaining, not estimated term in (3.56), we note that
ǫ
ˆ Tǫ
0
ˆ
∂Ω
|(−∇cǫ ⊗∇cǫ +∇cǫA ⊗∇c
ǫ
A)n∂Ω · ψ| dH
1(s) dt
≤
ˆ Tǫ
0
ˆ
∂Ω
(
|∇R|2 + 2 |∇R| |∇cǫA|
)
|ψ| dH1(s) dt
and may then proceed as in (3.59). This proves (3.53) and also (3.52) if we use (3.57) and (3.58)
without the integration in time.
Corollary 3.13. Let the assumptions of Theorem 3.12 hold true and let ϕ ∈ L∞(0, Tǫ;H
1(Ω)).
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Then
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
(vǫA − v
ǫ) · ∇cǫAϕdx
∣∣∣∣ dt ≤ C(K)T 12ǫ ǫM ‖ϕ‖L∞(0,Tǫ;H1(Ω)) , (3.61)
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
vǫerr · ∇c
ǫ
Aϕdx
∣∣∣∣ dt ≤ C(K)C(ǫ, Tǫ)ǫM ‖ϕ‖L∞(0,Tǫ;H1(Ω)) , (3.62)
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
Rvǫerr · ∇Rγ
2 dx
∣∣∣∣ dt ≤ C(K)C(ǫ, Tǫ)ǫ2M−1, (3.63)
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
vǫerr · ∇Rϕdx
∣∣∣∣ dt ≤ C(K)C(ǫ, Tǫ)ǫM ‖ϕ‖L∞(0,Tǫ;H1(Ω)) (3.64)
for all ǫ ∈ (0, ǫ1) and C(ǫ, T )→ 0 if (ǫ, T )→ 0.
Proof. Ad (3.61): We have ∇cǫA ∈ O(ǫ) in L
∞ (ΩTǫ\Γ(2δ;Tǫ)) and thus get the estimate in
ΩTǫ \ Γ(2δ;Tǫ) by simply using Hölder’s inequality and Theorem 3.12 1). It remains to give
an estimate inside Γ(2δ;Tǫ): We have ∇cO,B ∈ O(ǫ) in L
∞ and the term involving (cI − cO,B)
in ∇cǫA can be handled by using (3.35), Hölder’s inequality and Theorem 3.12 1) as before.
Moreover, we estimate
ˆ
Γ(2δ;Tǫ)
|(vǫA − v
ǫ) ξ∇ (θ0 ◦ ρ)ϕ| d(x, t)
≤ C
ˆ Tǫ
0
ˆ
T1
‖(vǫA − v
ǫ)ϕ‖L∞(−2δ,2δ)
ˆ
R
∣∣θ′0 (n+∇ΓhǫA)∣∣ dρds dt
≤ C(K)T
1
2
ǫ ǫ
M ‖ϕ‖L∞(0,Tǫ;H1(Ω)) ,
where we used H1(Γt(2δ)) →֒ L
2,∞(Γt(2δ)) together with Theorem 3.12 1) in the last step. For
k ≥ 1 we can use ǫk∇ (ck (ρ(.), .)) ∈ L
∞ (Γ(2δ;Tǫ)) uniformly in ǫ. This proves (3.61).
Furthermore (3.62) follows in the same way by using (3.53) and noting that we may not
generate a term T
1
2
ǫ as we only control ‖vǫerr‖L1(0,Tǫ;H1(Ω)).
Ad (3.63): Since H1(Ω) →֒ Ls(Ω) for all s ∈ [1,∞), we have
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
Rvǫerr · ∇Rγ
2 dx
∣∣∣∣ dt ≤ C(K)
ˆ Tǫ
0
‖vǫerr‖H1(Ω) ‖γR‖L2+κ(Ω) ‖γ∇R‖L2(Ω) dt (3.65)
for κ > 0. Regarding (3.52), we need to show three estimates:
Firstly, we have
ˆ Tǫ
0
‖rǫCH2∇c
ǫ
A‖(H1(Ω))′ ‖γR‖L2+κ(Ω) ‖γ∇R‖L2(Ω) dt
≤ ‖rǫCH2∇c
ǫ
A‖L2(0,Tǫ;(H1σ(Ω))
′) ‖γR‖L∞(0,Tǫ;L2+κ(Ω)) ‖γ∇R‖L2(ΩTǫ )
≤ C(K)C (Tǫ, ǫ) ǫ
2M
(
ǫM−
1
2
− κ
2+κ
M
)
≤ C(K)C (Tǫ, ǫ) ǫ
2M−1, (3.66)
where we used (3.9), (1.27d) and Lemma 3.8 3) and the fact that M ≥ 4 and κ > 0 can be
chosen arbitrarily.
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Secondly, we estimate for β ∈
(
0, 12
)
ˆ Tǫ
0
ǫ ‖∇R‖1−2β
L2(∂Ω( δ2))
‖γ∇R‖1+2β
H1(Ω)
‖γR‖L2+κ(Ω) ‖γ∇R‖L2(Ω) dt
≤ Cǫ ‖∇R‖1−2β
L2(∂TǫΩ(
δ
2))
‖γ∇R‖1+2β
L2(0,Tǫ;H1(Ω))
‖γR‖L∞(0,Tǫ;L2+κ(Ω)) ‖∇R‖L∞(0,Tǫ;L2(Ω))
≤ C(K)
(
ǫ2M−
1
2
−βǫM−
1
2
− κ
2+κ
M ǫ−
1
2
)
≤ C(K)ǫ2M−
1
2 , (3.67)
where we used (3.60), (1.27a), (1.27d), Lemma 3.8 3) and (3.37), M ≥ 4, and that β > 0,κ > 0
can be chosen arbitrarily small.
Similarly we obtain
ˆ Tǫ
0
ǫ2 ‖∇R‖
1
2
−β
L2(∂Ω( δ2))
‖γ∇R‖
1
2
+β
H1(Ω)
‖γR‖L2+κ(Ω) ‖γ∇R‖L2(Ω) dt
≤ Cǫ2 ‖∇R‖
1
2
−β
L2(∂TǫΩ(
δ
2))
‖γ∇R‖
1
2
+β
L2(0,Tǫ;H1(Ω))
‖γR‖L∞(0,Tǫ;L2+κ(Ω)) ‖γ∇R‖L2(0,Tǫ;L2(Ω))
≤ C(K)
(
ǫM+
5
4
−β
2 ǫM−
1
2
− κ
2+κ
M ǫM−
1
2
)
≤ C(K)ǫ2M−
1
2 . (3.68)
Now (3.65)-(3.68) together with (3.52) yield (3.63).
Concerning (3.64) we note that∣∣∣∣
ˆ
Ω
vǫerr · ∇Rϕdx
∣∣∣∣ ≤ ‖vǫerr‖H1(Ω) ‖∇R‖L2(Ω) ‖ϕ‖L4(Ω) .
Regarding (3.52), we again consider three different terms: Firstly,
ˆ Tǫ
0
‖rǫCH2∇c
ǫ
A‖(H1(Ω))′ ‖∇R‖L2(Ω) ‖ϕ‖L4(Ω) dt
≤ ‖rǫCH2∇c
ǫ
A‖L2(0,Tǫ;H1(Ω)′) ‖∇R‖L2(ΩTǫ) ‖ϕ‖L∞(0,Tǫ;H1(Ω))
where we may now use (3.9) and (1.27) and M ≥ 4 to gain the estimate by the right-hand side
of (3.64). Secondly,
ˆ Tǫ
0
ǫ ‖∇R‖1−2β
L2(∂Ω( δ2))
‖γ∇R‖1+2β
H1(Ω)
‖∇R‖L2(Ω) ‖ϕ‖L4(Ω) dt
≤ Cǫ ‖∇R‖1−2β
L2(∂TǫΩ(
δ
2))
‖γ∇R‖1+2β
L2(0,Tǫ;H1(Ω))
‖∇R‖L∞(0,Tǫ;L2(Ω)) ‖ϕ‖L∞(0,Tǫ;H1(Ω))
for β ∈
(
0, 12
)
, where (1.27) and (3.37) together with M ≥ 4 imply the desired estimate. Thirdly,
ˆ Tǫ
0
ǫ2 ‖∇R‖
1
2
−β
L2(∂Ω( δ2))
‖γ∇R‖
1
2
+β
H1(Ω)
‖∇R‖L2(Ω) ‖ϕ‖L4(Ω) dt
≤ Cǫ2 ‖∇R‖
1
2
−β
L2(∂TǫΩ(
δ
2))
‖γ∇R‖
1
2
+β
L2(0,Tǫ;H1(Ω))
‖∇R‖L2(ΩTǫ ) ‖ϕ‖L∞(0,Tǫ;H1(Ω))
for β ∈
(
0, 12
)
, where finally (1.27) and M ≥ 4 imply the claim.
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Lemma 3.14. Let ϕ ∈ L∞
(
0, Tǫ;H
1(Ω)
)
and (w˜ǫ1)
Γ = w˜ǫ1 − w˜
ǫ
1|Γ. Then
ˆ Tǫ
0
∣∣∣∣∣
ˆ
Γt(δ)
1
ǫ
(w˜ǫ1)
Γ · nθ′0(ρ)ϕdx
∣∣∣∣∣ dt ≤ C(K)(Tǫ) 12 ǫM‖ϕ‖L∞(0,Tǫ;H1(Ω)), (3.69)
ˆ Tǫ
0
∣∣∣∣∣
ˆ
Γt(δ)
(w˜ǫ1)
Γ · ∇ΓhǫAθ
′
0(ρ)ϕdx
∣∣∣∣∣ dt ≤ C(K)(Tǫ) 12 ǫM+1‖ϕ‖L∞(0,Tǫ;H1(Ω)), (3.70)
ˆ Tǫ
0
∣∣∣∣∣
ˆ
Γt(δ)
(w˜ǫ1)
Γ ·
(n
ǫ
−∇ΓhǫA
)
ǫ∂ρc1ϕdx
∣∣∣∣∣ dt ≤ C(K)(Tǫ) 12 ǫM+1‖ϕ‖L∞(0,Tǫ;H1(Ω)) (3.71)
for all ǫ ∈ (0, ǫ1).
Proof. Proceeding as in [4, proof of Lemma 5.1] we find, using ∂nw˜
ǫ
1 = − divτ w˜
ǫ
1,ˆ
Γt(δ)
1
ǫ
(w˜ǫ1 − w˜
ǫ
1|Γ) · nθ
′
0(ρ)ϕdx
=
ˆ δ
−δ
ˆ r
0
ˆ
Γt
1
ǫ
w˜ǫ1 (σ, p, t) · ∇τ (ρ (r, p, t)) θ
′′
0 (ρ (r, p, t))ϕ (r, p, t) J (r, p, t) dH
1(p) dσ dr
+
ˆ δ
−δ
ˆ r
0
ˆ
Γt
1
ǫ
w˜ǫ1 (σ, p, t) · ∇τ (ϕ (r, p, t) J (r, p, t)) θ
′
0 (ρ (r, p, t)) dH
1(p) dσ dr
+
ˆ δ
−δ
ˆ r
0
ˆ
Γt
1
ǫ
w˜ǫ1 (σ, p, t) · nΓt(p)κ(p)θ
′
0 (ρ (r, p, t))ϕ (r, p, t) J (r, p, t) dH
1(p) dσ dr
=: I1 + I2 + I3,
because of Lemma 2.8. To estimate the occurring integrals, we note that∣∣∣∣
ˆ r
0
w˜ǫ1 (σ, p, t) dσ
∣∣∣∣ ≤ r ‖w˜ǫ1 (., p, t)‖L∞(−δ,δ) ≤ Cr ‖w˜ǫ1 (., p, t)‖H1(−δ,δ) (3.72)
holds for all p ∈ Γt and r ∈ (−δ, δ). After a change of variables, we get
|I2| ≤ Cǫ
ˆ
Γt
‖w˜ǫ1 (., p, t)‖H1(−δ,δ)
ˆ δ
ǫ
−hǫ
A
− δ
ǫ
−hǫ
A
∣∣(∇τ (ϕJ) (ǫ (ρ+ hǫA) , p, t)) (ρ+ hǫA) θ′0(ρ)∣∣ dρdH1(p)
≤ C(K)ǫ
1
2 ‖w˜ǫ1 (., t)‖L2(Γt;H1(−δ,δ))
∥∥(ρ+ 1) θ′0∥∥L2(R)
(
‖ϕ‖H1(Ω) + ǫ
1
2 ‖ϕ‖L2,∞(Γt(δ))
)
where we used (3.72), ‖hǫA‖C0([0,T ];C1(T1)) ≤ C(K) as in (3.34). Employing Lemma 2.9 and the
exponential decay of θ′0,we find
ˆ Tǫ
0
|I2| dt ≤ C(K) (Tǫ)
1
2 ǫ
1
2 ‖w˜ǫ1‖L2(0,Tǫ;H1(Ω)) ‖ϕ‖L∞(0,Tǫ;H1(Ω)) .
As ∇τ (ρ (r, p, t)) = ∇τ (h
ǫ
A (S (p, t) , t)) we may estimate I1 in a similar manner, and |κ(p)| ≤ C
for all p ∈ Γt, implies the equivalent estimate for I3. Lemma 3.4 together with the estimates on
I1, I2 and I3 completes the proof for (3.69).
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To show (3.70), we calculate∣∣∣∣∣
ˆ
Γt(δ)
((
w˜ǫ1 − w˜
ǫ
1|Γt
))
· ∇ΓhǫA (S(x, t), t) θ
′
0(ρ)ϕdx
∣∣∣∣∣
≤ C
ˆ
T1
ˆ δ
−δ
ˆ r
0
|(∂nw˜
ǫ
1) (X (σ, s, t))| dσ
∣∣∇ΓhǫA(s, t)θ′0 (ρ (X(r, s, t)))ϕ∣∣ dr ds.
≤ C(K)
ˆ
T1
‖w˜ǫ1 (X (., s, t))‖H1(−δ,δ) ‖ϕ‖L∞(−δ,δ)
ˆ δ
ǫ
−hǫA
− δ
ǫ
−hǫ
A
ǫ
3
2 |ρ+ 1|
∣∣∣θ′0(ρ)∣∣∣ dρds
since ∣∣∣∣
ˆ r
0
(∂nw˜
ǫ
1) (X(r, s, t)) dσ
∣∣∣∣ ≤ ‖w˜ǫ1 (X (., s, t))‖H1(−δ,δ)√|r| ∀r ∈ (−δ, δ)
and s ∈ T1, t ∈ [0, Tǫ]. Integration from 0 to Tǫ and Lemma 3.4 yield the assertion. The proof
of (3.71) follows analogously to the proof of (3.70) since ∂ρc1 ∈ Rα.
Lemma 3.15. Let ϕ ∈ L∞
(
0, Tǫ;H
1(Ω)
)
and wǫ1 =
w˜
ǫ
1
ǫM−
1
2
. Then it holds
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
ǫM−
1
2 (wǫ1 − w
ǫ
1|Γ ξ) · ∇c
ǫ
Aϕdx
∣∣∣∣ dt ≤ C(K)C (Tǫ, ǫ) ǫM ‖ϕ‖L∞(0,Tǫ;H1(Ω)) ,
for all ǫ ∈ (0, ǫ1), where C (T, ǫ)→ 0 as (T, ǫ)→ 0.
Proof. In ΩT0\Γ(2δ) we have ∇c
ǫ
A ∈ O (ǫ) in L
∞, thus the estimate in this region is a direct con-
sequence of Lemma 3.4. Inside Γ (2δ;Tǫ) we have ∇c
ǫ
A = ξ∇cI + ξ
′n (cI − cO,B)+ (1− ξ)∇cO,B.
The term involving ∇cO,B can be treated as in the outer region and the estimate for the term
(cI − cO,B) is a consequence of (3.35). Now by definition
∇cI(x, t) =
M+1∑
i=0
ǫi
(
∂ρci (ρ(x, t), x, t)
(
n (S(x, t), t)
ǫ
−∇ΓhǫA(x, t)
)
+∇xci (ρ(x, t), x, t)
)
for (x, t) ∈ Γ (2δ;Tǫ). Since ∇xc0 ≡ 0, we have
∑M+1
i=0 ǫ
i∇xci ∈ O (ǫ) in L
∞ (R× Γ(2δ)),
allowing for a suitable estimate with the help of Lemma 3.4. Choosing ǫ > 0 small enough, we
have
∣∣∣dΓǫ − hǫA∣∣∣ ≥ δ2ǫ in Γ (2δ;Tǫ) \Γ (δ;Tǫ) and as ∂ρci ∈ Rα, this leads to
ˆ
Γ(2δ;Tǫ)\Γ(δ;Tǫ)
ǫM−
1
2 |wǫ1 − w
ǫ
1|Γ ξ|
∣∣∣∂ρci (ρ(x, t), x, t) (n
ǫ
−∇ΓhǫA
)∣∣∣ |ϕ| d(x, t)
≤ C(K) ‖w˜ǫ1‖L2(0,Tǫ;H1(Ω)) ‖ϕ‖L2(0,Tǫ;H1(Ω))
1
ǫ
C1e
−C2
δ
2ǫ
for all i ∈ {0, . . . ,M + 1}, where we have used
∥∥∥hǫ
M− 1
2
∥∥∥
C0(0,Tǫ;C1(T1))
≤ C(K) due to (3.34). So
we only need to showˆ
Γ(δ;Tǫ)
ǫM−
1
2
∣∣∣(wǫ1 − wǫ1|Γ) · (ǫi∂ρci (ρ(x, t), x, t) (nǫ −∇ΓhǫA
))
ϕ
∣∣∣ d(x, t)
≤ C (T, ǫ)C(K)ǫM ‖ϕ‖L∞(0,Tǫ;H1(Ω))
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for i ∈ {0, . . . ,M + 1}, where C (T, ǫ) → 0 as (T, ǫ) → 0. For i ∈ {0, 1} this is a consequence
of Lemma 3.14 and for i ≥ 2 this is a consequence of ∂ρci ∈ L
∞ (R× Γ(2δ)). This shows the
claim.
3.3 The Proof of the Main Result
Let the assumptions of Theorem 1.1 hold true. Moreover, let cǫA, µ
ǫ
A,v
ǫ
A, p
ǫ
A, h
ǫ
A be given as in
[5, Definition 4.1], which implies in particular that the properties discussed in Subsection 3.1
hold. Let w˜ǫ1 and w˜
ǫ
2 be weak solutions to (3.13)–(3.15) and (3.45)–(3.47), resp., and let v
ǫ be
a strong solution to (3.42)–(3.44). We denote wǫ1 =
w˜ǫ1
ǫM−
1
2
. Additionally, let (vǫ, pǫ, cǫ, µǫ) be
smooth solutions to (1.1)–(1.6) such that (1.22) is satisfied. Note that Proposition 3.7 implies
that Lemma 1.3 is applicable in this situation. We define R := cǫ − cǫA in ΩT0 and let ϕ (., t) ∈
H2(Ω) ∩H10 (Ω) for t ∈ [0, T0] be the unique solution of the problem
−∆ϕ (., t) = R (., t) in Ω,
ϕ (., t) = 0 on ∂Ω.
Then ϕ is smooth and we have ‖ϕ (., 0)‖H1(Ω) ≤ C‖R (., 0) ‖L2(Ω) ≤ Cψ0ǫ
M for all ǫ ∈ (0, 1). This
implies the existence of some family (τǫ)ǫ∈(0,1) ⊂ (0, T0] and K ≥ 1 such that Assumption 1.2 is
satisfied (and in particular (1.27) holds for τǫ) and such that
‖ϕ (., 0)‖H1(Ω) ≤ ‖R (., 0)‖L2(Ω) ≤
K
2
ǫM . (3.73)
Moreover, we may choose ǫ0 ∈ (0, 1) small enough, such that (3.6)–(3.10), Lemma 3.5, (3.27)
and (3.35) hold. This implies in particular that Assumption 3.6 is satisfied and that we may use
all the results shown in Section 3.2. Now let T ∈ (0, T0] and for ǫ ∈ (0, ǫ0) we set
Tǫ := sup { t ∈ (0, T ]| (1.27) holds true for t} . (3.74)
We will show in the following that we may choose T ∈ (0, T0] (independent of ǫ) and ǫ0 small
enough, such that Tǫ = T for all ǫ ∈ (0, ǫ0).
Now let T ′ ∈ (0, T0] be fixed. Multiplying the difference of the differential equations (1.3) and
(3.3) by ϕ and integrating the result over Ω yields
0 =
ˆ
Ω
ϕ∂t (−∆ϕ) + ϕ ((v
ǫ · ∇R)− (vǫA − v
ǫ) · ∇cǫA + (w˜
ǫ
1 − w˜
ǫ
1|Γξ (dΓ)) · ∇c
ǫ
A) dx
+
ˆ
Ω
ϕ (vǫerr · ∇c
ǫ
A + w˜
ǫ
2 · ∇c
ǫ
A −∆(µ
ǫ − µǫA)) + ϕr
ǫ
CH1 dx (3.75)
for all t ∈ (0, T ) . Here we used the definition of ϕ and the identity
vǫ · ∇cǫ − vǫA · ∇c
ǫ
A = v
ǫ · ∇R+ (w˜ǫ1 + w˜
ǫ
2) · ∇c
ǫ
A − (v
ǫ
A − v
ǫ) · ∇cǫA + v
ǫ
err · ∇c
ǫ
A, (3.76)
which is a consequence of the definition of vǫerr (cf. (3.49)). In order to shorten the notation, we
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now write
E(R,T ′) :=
ˆ
ΩT ′
ǫ |∇R|2 + ǫ−1f ′′ (cǫA)R
2 d(x, t),
N (cǫA, R) := f
′ (cǫA +R)− f
′ (cǫA)− f
′′ (cǫA)R = f
′′′(cA)
R2
2
+ f (4)(cA)
R3
6
(3.77)
Rǫ :=
(
ǫM−
1
2 (−wǫ1 +w
ǫ
1|Γξ (dΓ)) · ∇c
ǫ
A
)
which leads us to
0 =
1
2
d
dt
ˆ
Ω
|∇ϕ|2 dx+ E(R,T ′) +
ˆ
Ω
ϕ (vǫ · ∇R) + ǫ−1N (cǫA, R)R dx
−
ˆ
Ω
ϕ ((vǫA − v
ǫ) · ∇cǫA − w˜
ǫ
2 · ∇c
ǫ
A − v
ǫ
err · ∇c
ǫ
A − r
ǫ
CH1 +R
ǫ) +RrǫCH2 dx (3.78)
for all t ∈ (0, T ′) because of (1.4) and (3.4). We obtained this equality by using integration
by parts in (3.75) and noting that the boundary integrals vanish due to the Dirichlet boundary
conditions satisfied by ϕ, µǫA and µ
ǫ.
Using Theorem 2.13, we obtainˆ
Ω
ǫ |∇R|2 + ǫ−1f ′′ (cǫA)R
2 dx ≥ C1
(
ǫ ‖R‖2L2(Ω) + ǫ
−1 ‖R‖L2(Ω\Γt(δ)) + ǫ
∥∥∇ΓR∥∥2
L2(Γt(δ))
)
+ C2
(
ǫ3 ‖∇R‖2L2(Ω) + ǫ ‖∇R‖
2
L2(Ω\Γt(δ))
)
− C3 ‖∇ϕ‖
2
L2(Ω) (3.79)
and due to the assumptions on f , [9, Lemma 2.2] yields
1
ǫ
ˆ
Ω
N (cǫA, R)R dx ≥ −
C
ǫ
ˆ
Ω
|R|3 dx.
Plugging these observations into (3.78) enables us to get
1
2
d
dt
ˆ
Ω
|∇ϕ|2 dx+ C1
(∥∥(ǫR, ǫ3∇R)∥∥2
L2(Ω)
+
∥∥(ǫ−1R, ǫ∇R)∥∥
L2(Ω\Γt(δ))
+ ǫ
∥∥∇ΓR∥∥2
L2(Γt(δ))
)
≤ C2 ‖∇ϕ‖
2
L2(Ω) +RS, (3.80)
where
RS :=
∣∣∣∣
ˆ
Ω
((vǫA − v
ǫ) · ∇cǫA + r
ǫ
CH1 − w˜
ǫ
2 · ∇c
ǫ
A +R
ǫ − vǫ · ∇R− vǫerr · ∇c
ǫ
A)ϕdx
∣∣∣∣ .
+
C3
ǫ
ˆ
Ω
|R|3 dx+
∣∣∣∣
ˆ
Ω
RrǫCH2 dx
∣∣∣∣ .
Integrating (3.80) over (0, T ′) and using Gronwall’s inequality, we get
sup
0≤τ≤T ′
‖∇ϕ‖2L2(Ω) +
∥∥(ǫR, ǫ3 |∇R|)∥∥2
L2(ΩT ′ )
+
∥∥(ǫ−1R, ǫ |∇R|)∥∥2
L2(Ω\Γ(δ;T ′))
+ ǫ
∥∥∇ΓR∥∥2
L2(Γ(δ;T ′))
≤ C (T0)
(
‖∇ϕ (., 0)‖2L2(Ω) +
ˆ T ′
0
RS dt
)
(3.81)
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for some positive constant C (T0) > 0. On the other hand, (3.78) together with Gronwall’s
inequality and (3.73) also implies
E
(
R,T ′
)
≤ C (T0)
(
‖∇ϕ (., 0)‖2L2(Ω) +
ˆ T ′
0
RS dt
)
. (3.82)
The idea now is to show that we may choose ǫ0 > 0 and T ∈ (0, T0] in the definition of Tǫ so
small, that
C (T0)
(
‖∇ϕ (., 0)‖2L2(Ω) +
ˆ Tǫ
0
RS dt
)
< K2ǫ2M .
holds for all ǫ ∈ (0, ǫ0). To this end we have to estimate RS in the following.
Due to (3.6)- (3.7) and since (1.27) holds true for Tǫ, we get
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
RrǫCH2 dx
∣∣∣∣ dt+
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
rǫCH1ϕdx
∣∣∣∣ dt ≤ C(K)C (T, ǫ) ǫ2M .
Moreover, we immediately get
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
((vǫA − v
ǫ) · ∇cǫA + v
ǫ
err · ∇c
ǫ
A +R
ǫ + w˜ǫ2 · ∇c
ǫ
A)ϕdx
∣∣∣∣ dt ≤ C(K)C (T ; ǫ) ǫ2M ,
as a consequence of Corollary 3.13 and Lemmata 3.15 and 3.11. Here C (T, ǫ)→ 0 as (T, ǫ)→ 0.
Moreover, as a consequence of Lemma 3.9 and Hölder’s inequality we have
ˆ Tǫ
0
‖R‖3L3(Γt(δ)) dt ≤ C
(
‖R‖L2(0,Tǫ;L2(Γt(δ))) +
∥∥∇ΓR∥∥
L2(0,Tǫ;L2(Γt(δ)))
) 1
2
·
(
‖R‖L2(0,Tǫ;L2(Γt(δ))) + ‖∂nR‖L2(0,Tǫ;L2(Γt(δ)))
) 1
2
‖R‖2L4(0,Tǫ;L2(Γt(δ))) . (3.83)
Since ‖R‖2L2(Ω) ≤ ‖∇ϕ‖L2(Ω) ‖∇R‖L2(Ω), we deduce
‖R‖2L4(0,Tǫ;L2(Ω)) ≤ sup
τ∈(0,Tǫ)
‖∇ϕ‖L2(Ω) ‖∇R‖L2(ΩTǫ ) . (3.84)
Because of (1.27) and the definition of Tǫ, this implies
1
ǫ
ˆ Tǫ
0
‖R‖3L3(Γt(δ)) dt <
1
ǫ
CK3ǫ
1
2
M− 1
4 ǫ
1
2
M− 3
4 ǫMǫM−
3
2 = CK3ǫ3M−
7
2 ≤ CK3ǫ2M+
1
2
since M ≥ 4. On the other hand, we have, for ǫ > 0 small enough,
1
ǫ
ˆ Tǫ
0
‖R‖3L3(Ω\Γt(δ)) dt ≤
1
ǫ
C ‖R‖L2(0,Tǫ;H1(Ω\Γt(δ))) ‖R‖
2
L4(0,Tǫ;L2(Ω\Γt(δ)))
≤
1
ǫ
CK3ǫM−
1
2 ǫ2M−
3
2 , (3.85)
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where we used the Gagliardo-Nirenberg interpolation theorem, (3.84) and (1.27). As M ≥ 4, the
estimate follows.
For the last term in RS we haveˆ Tǫ
0
∣∣∣∣
ˆ
Ω
vǫ · ∇Rϕdx
∣∣∣∣ dt =
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
vǫ · ∇ϕR dx
∣∣∣∣ dt
≤
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
vǫA · ∇ϕR dx
∣∣∣∣+
∣∣∣∣
ˆ
Ω
(vǫ − vǫA) · ∇ϕR dx
∣∣∣∣ dt. (3.86)
Before we continue with the estimates, we introduce vˆǫA := v
ǫ
A−ǫ
M− 1
2vǫ
A,M− 1
2
∈ L∞ (ΩT0). First
of all we haveˆ Tǫ
0
∣∣∣∣
ˆ
Ω
vˆǫA · ∇ϕR dx
∣∣∣∣ dt ≤
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
γvˆǫA · ∇ϕR dx
∣∣∣∣ dt
+
ˆ Tǫ
0
ˆ
Ω
|∇ ((1− γ) vˆǫA) : (∇ϕ⊗∇ϕ)|+
∣∣∣∣∣(1− γ) vˆǫA · ∇
(
|∇ϕ|2
2
)∣∣∣∣∣ dxdt, (3.87)
where we used −∆ϕ = R. We note that we introduced γ since vˆǫA does not satisfy Dirichlet
boundary conditions (nor does ϕ satisfy Neumann boundary conditions).
Now |∇vˆǫA(x, t)| ≤
∣∣ξ(dΓ(x, t))∂ρv0 (ρ(x, t), x, t) 1ǫ ∣∣ + C(K), which is a consequence of the
uniform boundedness of the terms vk, vO,B and of ‖h
ǫ
A‖C0(0,Tǫ;C1(Γt(2δ))) ≤ C(K) (see (3.34)).
Moreover, by (3.11), and since dΓ(x, t) = ǫ (ρ(x, t) + h
ǫ
A(x, t)) for (x, t) ∈ Γ(2δ), we have
|∂ρv0 (ρ(x, t), x, t)| ≤ ǫ|η
′(ρ(x, t))| |ρ(x, t) + hǫA(x, t)|
∣∣∣∣v+(x, t)− v−(x, t)dΓ(x, t)
∣∣∣∣ (3.88)
for all (x, t) ∈ Γ(2δ).
Due to ‖η′(ρ)ρ| < C for all ρ ∈ R and v+ = v− on Γ this results in
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
∇ ((1− γ) vˆǫA) : (∇ϕ⊗∇ϕ) dx
∣∣∣∣ dt ≤ C(K)Tǫ ‖∇ϕ‖2L∞(0,Tǫ;L2(Ω)) ≤ C(K)Tǫǫ2M
by (1.27b) and the facts that vˆǫA ∈ L
∞ (ΩT0) and γ, γ
′ are bounded.
Concerning the second term on the right-hand side of (3.87), we note that ‖div (vˆǫA)‖L∞(ΩTǫ )
≤
C(K) as a consequence of (3.88) and (3.34). Thus
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
((1− γ) vˆǫA) · ∇
(
1
2
|∇ϕ|2
)
dx
∣∣∣∣ dt ≤ C(K)Tǫ ‖∇ϕ‖2L∞(0,Tǫ;L2(Ω)) ≤ C(K)Tǫǫ2M .
For the third term on the right-hand side of (3.87), we calculate
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
γvˆǫA · ∇ϕR dx
∣∣∣∣ dt ≤ CT 12ǫ ‖∇ϕ‖L∞(0,Tǫ;L2(Ω)) ‖R‖L2(ΩTǫ\Γ(2δ;Tǫ)) ,
so (1.27) implies a suitable estimate. Regarding (3.86), we have
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
ǫM−
1
2vǫ
A,M− 1
2
· ∇ϕR dx
∣∣∣∣ dt
≤ ǫM−
1
2
∥∥∥vǫ
A,M− 1
2
∥∥∥
L2(0,Tǫ;L∞(Ω))
‖∇ϕ‖L∞(0,Tǫ;L2(Ω)) · ‖R‖L2(0,Tǫ;L2(Ω)) < C(K)ǫ
2M+ 1
2
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as M ≥ 4. Here we used that ‖v±,ǫ
M− 1
2
‖L2(0,Tǫ;L∞(Ω±(t)∪Γt(2δ))) ≤ C(K) due to (3.33) and
H2(Ω) →֒ L∞(Ω). Hence
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
(vǫ − vǫA) · ∇ϕR dx
∣∣∣∣ dt
≤
(
‖w˜ǫ1‖L2(0,Tǫ;L4(Ω)) + ‖v
ǫ − vǫA‖L2(0,Tǫ;L4(Ω))
)
‖∇ϕ‖L∞(0,Tǫ;L2(Ω)) ‖R‖L2(0,Tǫ;L4(Ω))
+
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
w˜ǫ2 · ∇Rϕdx
∣∣∣∣ dt+
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
vǫerr · ∇Rϕdx
∣∣∣∣ dt
≤ C(K)
(
ǫ2M+
1
2 + ǫ2M+
1
2 + C (T, ǫ) ǫ2M
)
+
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
w˜ǫ2 · ∇Rϕdx
∣∣∣∣ dt (3.89)
because of vǫerr = v
ǫ − (vǫ + w˜ǫ1 + w˜
ǫ
2), Theorem 3.12 1), (3.27), (1.27), (3.64), and M ≥ 4.
Regarding the w˜ǫ2 term we first note that for κ > 0 we have
‖∇R‖L2(0,Tǫ;L2+κ(Ω)) ≤ C
(
‖∇R‖
1− κ
2+κ
L2(ΩTǫ )
‖∆R‖
κ
2+κ
L2(ΩTǫ )
+ ‖∇R‖L2(ΩTǫ )
)
≤ C(K)
(
ǫM−
3
2 ǫ−(M+2)
κ
2+κ
)
(3.90)
where we used ‖R‖H2(Ω) ≤ C ‖∆R‖L2(Ω) and ‖∆R‖L2(ΩTǫ ) ≤ C(K)ǫ
− 7
2 as in (3.39). Thus, we
may estimate for κ > 0 and q ∈ ( 2+κ(2+κ)−1 , 2)
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
w˜ǫ2 · ∇Rϕdx
∣∣∣∣ dt ≤ ‖w˜ǫ2‖L2(0,Tǫ;Lq(Ω)) ‖∇R‖L2(0,Tǫ;L2+κ(Ω)) ‖ϕ‖L∞(0,Tǫ;H1(Ω))
≤ C(K)ǫ3M−
5
2 ǫ−(M+2)
κ
2+κ ≤ C(K)ǫ2M+α
for some α > 0, where we used (3.50), (1.27b), (3.90), M ≥ 4 and that κ > 0 can be chosen
arbitrarily small.
Because of (3.89), we get
´ Tǫ
0
∣∣´
Ω (v
ǫ − vǫA) · ∇ϕR dx
∣∣ dt ≤ C(K)C (T, ǫ) ǫ2M , which concludes
the estimates for RS. Since (3.81) and (3.82) do not imply estimates of the kind (1.23e) and
(1.23f), we need to apply another strategy and test with γ2R in the following.
Let again T ′ ∈ (0, T0]. Multiplying the difference of the differential equations (1.3) and (3.3)
by γ2R and integrating the result over Ω yields
0 =
1
2
ˆ
Ω
d
dt
(
R2
)
γ2 dx+
ˆ
ΩT
γ2R (vǫ · ∇R+ vǫerr · ∇c
ǫ
A + (v
ǫ − vǫA + w˜
ǫ
1 + w˜
ǫ
2) · ∇c
ǫ
A) dx
+
ˆ
Ω
γ2RrǫCH1 −∆
(
γ2R
)(
−ǫ∆R+
1
ǫ
(
f ′′ (cǫA)R+N (c
ǫ
A, R)
)
− rǫCH2
)
dx, (3.91)
where we used suppγ ∩ suppξ ◦ dΓt = ∅ for all t ∈ [0, T0], (3.76), integration by parts and
R = µǫ = µǫA = 0 on ∂T0Ω.
As cǫA = −1 + O (ǫ) in L
∞
(
∂T0Ω
(
δ
2
))
, we have f ′′ (cǫA(x, t)) = f
′′ (−1) + ǫf˜(x, t) for (x, t) ∈
∂T0Ω
(
δ
2
)
by a Taylor expansion, where f˜ ∈ L∞
(
∂T0Ω
(
δ
2
))
. Moreover,
∇
(
γ2R
)
= 2γR∇γ + γ2∇R, ∆
(
γ2R
)
= ∆
(
γ2
)
R+ 4γ∇γ · ∇R+ γ2∆R
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and we find
1
ǫ
ˆ
Ω
−∆
(
γ2R
)
f ′′ (cǫA)R dx
=
1
ǫ
f ′′ (−1) ‖γ∇R‖2L2(Ω) +
1
ǫ
ˆ
Ω
f ′′ (−1)R∇
(
γ2
)
· ∇Rdx−
ˆ
Ω
∆
(
γ2R
)
f˜R dx, (3.92)
where we used R = 0 on ∂T0Ω. Moreover, we have
∇N (cǫA, R) = kf∇c
ǫ
AR
2 +
(
f (3) (cǫA)R+ kfR
2
)
∇R,
due to (3.77) and kf =
f(4)(cA)
2 . This yields
ˆ
Ω
−∆
(
γ2R
) 1
ǫ
N (cǫA, R) d(x, t) =
1
ǫ
ˆ
Ω
kf
(
|γ (∇R)R|2 +∇
(
γ2
)
R3 · ∇R
)
dx
+
1
ǫ
ˆ
Ω
∇
(
γ2R
)
·
(
kf∇c
ǫ
AR
2 + f (3) (cǫA)R∇R
)
dx
=
kf
ǫ
‖γ |∇R|R‖2L2(Ω) +
1
ǫ
ˆ
Ω
N∇ (cǫA, R) dx, (3.93)
where the boundary terms due to integration by parts vanish since f ′ (−1) = R(x, t) = 0 and
cǫA(x, t) = −1 for (x, t) ∈ ∂T0Ω. Here we used the notation
N∇ (cǫA, R) := kf∇
(
γ2
)
R3 · ∇R+∇
(
γ2R
)
·
(
kf∇c
ǫ
AR
2 + f (3) (cǫA)R∇R
)
. (3.94)
Additionally, we compute
ˆ
Ω
−∆
(
γ2R
)
(−ǫ∆R) dx = ǫ ‖γ∆R‖2L2(Ω) + ǫ
ˆ
Ω
4γ∇γ · ∇R∆R+∆
(
γ2
)
R∆Rdx. (3.95)
Plugging (3.92), (3.93) and (3.95) (noting that kf , f
′′ (−1) > 0) into (3.91) and integrating in
time yields
sup
t∈(0,T ′)
‖γR (., t)‖2L2(Ω) + ǫ ‖γ∆R‖
2
L2(ΩT ′ )
+
kf
ǫ
‖(γ∇R, γR∇R)‖2L2(ΩT ′ )
≤ ‖γR (., 0)‖2L2(Ω) + C1
ˆ T ′
0
∣∣∣∣
ˆ
Ω
γ2R (vǫ · ∇R+ (vǫerr + v
ǫ − vǫA + w˜
ǫ
1 + w˜
ǫ
2) · ∇c
ǫ
A) dx
∣∣∣∣ dt
+ C2
ˆ T ′
0
∣∣∣∣
ˆ
Ω
γ2RrǫCH1 + ǫ
(
∆
(
γ2
)
R+ 4γ∇γ · ∇R
)
∆R+
1
ǫ
N∇ (cǫA, R) dx
∣∣∣∣ dt
+ C3
ˆ T ′
0
∣∣∣∣
ˆ
Ω
∆
(
γ2R
) (
f˜R− rǫCH2
)
+R∇
(
γ2
)
· ∇R
1
ǫ
f ′′ (−1) dx
∣∣∣∣ dt. (3.96)
If we may now give suitable estimates for the right-hand side of (3.96), replacing T ′ by Tǫ, we
get (1.23e) and (1.23f).
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Now we estimate the right-hand side of (3.96). Starting from the last term in (3.96), we have
ˆ Tǫ
0
∥∥∥∥∇ (γ2)R∇Rf ′′ (−1)ǫ
∥∥∥∥
L1(Ω)
dt ≤
C
ǫ
‖γ∇R‖L2(ΩTǫ ) ‖∇γR‖L2(ΩTǫ ) ≤ C(K)ǫ
2M− 1
2
due to (1.27a) and (1.27d). For the next term, we note that rǫCH2 = r
ǫ
CH2,B in ∂T0Ω
(
δ
2
)
and use
(3.12) to conclude
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
∆
(
γ2R
)
rǫCH2 dx
∣∣∣∣ dt ≤ C ‖(γ∆R,∇R,R)‖L2(∂TǫΩ( δ2)) ǫM+1
+ C2ǫ
M− 1
2
∥∥∥∥∇µ−M− 1
2
∥∥∥∥
L2(Ω−Tǫ)
‖(γ∇R,R)‖
L2(∂TǫΩ(
δ
2))
≤ C(K)ǫ2M−
1
2 ,
where we used integration by parts, µ−
M− 1
2
= 0 on ∂TǫΩ, (1.27a), (1.27d) and (3.33). Moreover,
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
∆
(
γ2R
)
f˜R dx
∣∣∣∣ dt ≤ C ‖(γ∆R,∇R,R)‖L2(∂TǫΩ( δ2)) ‖R‖L2(∂TǫΩ( δ2)) ≤ C(K)ǫ2M− 12 .
Skipping N∇ (cǫA, R) for now, we next estimateˆ Tǫ
0
∣∣∣∣
ˆ
Ω
ǫ4 (∇γ · ∇R) γ∆R dx
∣∣∣∣ dt ≤ Cǫ ‖γ∆R‖L2(ΩTǫ) ‖∇R‖L2(∂TǫΩ( δ2)) ≤ C1ǫ2M− 12
due to (1.27a) and (1.27d). Additionally,
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
ǫ∆
(
γ2
)
R∆R dx
∣∣∣∣ dt =
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
ǫ
(
∇∆
(
γ2
)
R+∆
(
γ2
)
∇R
)
· ∇R dx
∣∣∣∣ dt
≤ Cǫ
(
‖R‖
L2(∂TǫΩ(
δ
2))
‖∇R‖
L2(∂TǫΩ(
δ
2))
+ ‖∇R‖2
L2(∂TǫΩ(
δ
2))
)
= O(ǫ2M )
because of R|∂Ω = 0 and (1.27b). Nowˆ Tǫ
0
∣∣∣∣
ˆ
Ω
γ2RrǫCH1 dx
∣∣∣∣ dt ≤ C ‖R‖L2(∂TǫΩ( δ2)) ‖rǫCH1‖L2(∂TǫΩ( δ2)) ≤ C(K)ǫ2M+ 12
due to (1.27a) and (3.10), and
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
γ2R (vǫ − vǫA + w˜
ǫ
1 + w˜
ǫ
2) · ∇c
ǫ
A dx
∣∣∣∣ dt
≤ Cǫ ‖R‖
L2(∂TǫΩ(
δ
2))
(
‖vǫ − vǫA‖L2(0,Tǫ;H1(Ω)) + ‖w˜
ǫ
1‖L2(0,Tǫ;H1(Ω))
)
+ Cǫ ‖R‖L2(0,Tǫ;Lq′(∂Ω( δ2)))
‖w˜ǫ2‖L2(0,Tǫ;Lq(Ω))
where q ∈ (1, 2), 1
q′
+ 1
q
= 1 and we used ∇cǫA = O (ǫ) in L
∞
(
∂T0Ω
(
δ
2
))
. Now (3.27), Theorem
3.12 1) and (3.50) together with H1
(
∂Ω
(
δ
2
))
→֒ Lq
′ (
∂Ω
(
δ
2
))
and (1.27a) imply that the term
is of order O(ǫ2M+
1
2 ). Next,
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
γ2Rvǫerr · ∇c
ǫ
A dx
∣∣∣∣ dt ≤ ǫ ‖γR‖L∞(0,Tǫ;L2(Ω)) ‖vǫerr‖L1(0,Tǫ;H1(Ω)) ≤ C(K)ǫ2M+ 12 ,
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where we again used ∇cǫA = O (ǫ) in L
∞
(
∂T0Ω
(
δ
2
))
in the first line and (3.53), (1.27d) in the
second line. In view of the above considerations, ‖γR (., 0)‖2L2(ΩTǫ ) ≤
K2
4 ǫ
2M (cf. (3.73)) and
(3.96), we have two more estimates to show:
Using the explicit form of N∇ given in (3.94), we calculate
1
ǫ
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
N∇ (cǫA, R) dx
∣∣∣∣ dt
≤
1
ǫ
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
kf∇
(
γ2
)
R3 · ∇Rdx
∣∣∣∣ dt+ C1 ‖R‖3L3(ΩTǫ\Γ(2δ;Tǫ)) + C2
ˆ Tǫ
0
ˆ
Ω
|γ2∇RR2|dxdt
+ C3
1
ǫ
ˆ Tǫ
0
ˆ
Ω
|∇
(
γ2R
)
R∇R|dxdt, (3.97)
where we again used ∇cǫA = O (ǫ) in L
∞
(
∂T0Ω
(
δ
2
))
in the last step. Now we have
1
ǫ
ˆ Tǫ
0
ˆ
Ω
|kf∇
(
γ2
)
R3 · ∇R|dxdt
≤
1
ǫ
C ‖γR |∇R|‖L2(ΩTǫ) ‖R‖L∞(0,Tǫ;L2(Ω)) ‖R‖L2(0,Tǫ;H1(∂Ω( δ2)))
≤ C(K)ǫ−1ǫM ǫ
M
2
− 1
4 ǫM−
1
2
where we used ‖u‖L4(Ω) ≤ C‖u‖
1
2
L2(Ω)
‖u‖
1
2
H1(Ω)
and (1.27) together with Lemma 3.8 4). The
estimate follows since M ≥ 4. Next we have ‖R‖L3(ΩTǫ\Γ(2δ;Tǫ)) ≤ C(K)ǫ
2M+1 due to (3.85) and
ˆ Tǫ
0
ˆ
Ω
|γ2∇RR2|dxdt ≤ C ‖γR∇R‖L2(ΩTǫ) ‖R‖L2(∂TǫΩ( δ2))
≤ C(K)ǫ2M+
1
2
due to (1.27). Regarding the last term in (3.97) we have on the one hand
1
ǫ
ˆ Tǫ
0
ˆ
Ω
|
(
∇γ2
)
R2∇R|dxdt ≤ C
1
ǫ
‖γR∇R‖L2(ΩTǫ ) ‖R‖L2(∂TǫΩ(
δ
2))
≤ C(K)ǫ2M−
1
2
as before and on the other hand
1
ǫ
ˆ Tǫ
0
ˆ
Ω
|γ2 (∇R)2R|dxdt ≤ C
1
ǫ
‖R‖L∞(0,Tǫ;L2(Ω)) ‖γ∇R‖L2(ΩTǫ ) ‖γ∇R‖L2(0,Tǫ;H1(Ω))
≤ C(K)ǫ
M
2
− 1
4 ǫM ǫM−1ǫ−1 = C(K)ǫ
5
2
M−2− 1
4
where we use Lemma 3.8 4) and (1.27). Altogether we have 1
ǫ
´ Tǫ
0
∣∣´
ΩN
∇(cǫA, R) dx
∣∣ dt ≤ ǫ2M− 12 .
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Finally, we estimate
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
γ2R (vǫ · ∇R) dx
∣∣∣∣ dt
≤
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
γ2R (vǫerr · ∇R) dx
∣∣∣∣+
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
(vǫ − vǫerr) ·
1
2
∇
(
γ2
)
R2 dx
∣∣∣∣ dt
≤ C(K)C (ǫ, Tǫ) ǫ
2M−1 +
1
2
ˆ
ΩTǫ
∣∣(vǫ − vǫA + w˜ǫ1 + w˜ǫ2) · ∇ (γ2)R2∣∣+ ∣∣vǫA · ∇ (γ2)R2∣∣ d(x, t)
≤ C(K)C (ǫ, Tǫ) ǫ
2M−1 +
1
2
ˆ
ΩTǫ
∣∣(vǫ − vǫA + w˜ǫ1 + w˜ǫ2) · ∇ (γ2)R2∣∣ d(x, t)
+ ǫM−
1
2
1
2
ˆ Tǫ
0
ˆ
Ω
∣∣∣∣v−,ǫM− 1
2
· ∇
(
γ2
)
R2
∣∣∣∣ dt,
where we used that vǫ−vǫerr is divergence free and R|∂Ω = 0, as well as (3.63) and the definition
of vǫerr in (3.49). Furthermore, we used v
ǫ
A − ǫ
M− 1
2vǫ
A,M− 1
2
∈ L∞ (ΩT0) and (1.27a). Note that
vǫ
A,M− 1
2
= v−,ǫ
M− 1
2
in ∂T0Ω
(
δ
2
)
. We may continue estimating
ˆ
ΩTǫ
∣∣(vǫ − vǫA + w˜ǫ1) · ∇ (γ2)R2∣∣ d(x, t)
≤
(
‖vǫ − vǫA‖L2(0,Tǫ;H1(Ω)) + ‖w˜
ǫ
1‖L2(0,Tǫ;H1(Ω))
)
· ‖γR‖L∞(0,Tǫ;L2+κ(Ω)) ‖R‖L2(∂TǫΩ( δ2))
≤ C(K)
(
ǫM + ǫM−
1
2
)
ǫM−
1
2
− κ
2+κ
M ǫM+
1
2
where we used H1(Ω) →֒ Ls(Ω) for all 1 ≤ s < ∞ in the first inequality, Theorem 3.12 1),
Lemma 3.4 (in particular (3.27)), Lemma 3.8 3) and (1.27a) in the second inequality. A suitable
estimate follows since M ≥ 4 and we may choose κ > 0 arbitrarily small. Regarding w˜ǫ2, we
choose κ > 0 and q = 2+κ(2+κ)−1 and estimate
ˆ
ΩTǫ
∣∣w˜ǫ2 · ∇ (γ2)R2∣∣ d(x, t) ≤ ‖w˜ǫ2‖L2(0,Tǫ;Lq(Ω)) ‖γR‖L∞(0,Tǫ;L2+κ(Ω)) ‖R‖L2(0,Tǫ;L∞(Ω))
≤ C (K,α) ǫM−1ǫM−
1
2 ǫ−
κ
2+κ
M ǫM−
3
2 ǫ−(M+2)α
for α > 0 , where we used (3.50), (1.27d) and Lemma 3.8 1). Again M ≥ 4 and a suitable choice
of α > 0 and κ > 0 yield the final estimate by C(T, ǫ)ǫ2M−1. For the term involving v−,ǫ
M− 1
2
we
obtain
ǫM−
1
2
ˆ
ΩTǫ
∣∣∣∣v−,ǫM− 1
2
· ∇
(
γ2
)
R2
∣∣∣∣ d(x, t)
≤ CǫM−
1
2
∥∥∥∥v−,ǫM− 1
2
∥∥∥∥
L2(0,Tǫ;L∞(Ω−(t)))
‖γR‖L∞(0,Tǫ;L2(Ω)) · ‖R‖L2(∂TǫΩ( δ2))
≤ C(K)ǫ3M−
1
2
where we used (3.33) (together with H2 (Ω−(t)) →֒ L∞ (Ω−(t))) and (1.27) in the second esti-
mate.
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Thus, we have shown
ˆ Tǫ
0
∣∣∣∣
ˆ
Ω
γ2R (vǫ · ∇R) dx
∣∣∣∣ dt ≤ C(K)C (Tǫ, ǫ) ǫ2M−1
and with that may conclude using (3.96) that
sup
t∈(0,Tǫ)
‖γR (., t)‖2L2(Ω) + ǫ ‖γ∆R‖
2
L2(ΩTǫ )
+
1
ǫ
‖(γ∇R, γR∇R)‖2L2(ΩTǫ ) ≤ C(K)C (T, ǫ) ǫ
2M−1. (3.98)
where C(T, ǫ)→(T,ǫ)→0 0.
Altogether we may now choose ǫ0 > 0 and T ∈ (0, T0] so small that (1.27a)–(1.27c) follow for
Tǫ = T from (3.81) and (3.82) as a consequence of the estimates for RS. (1.27d) follows for
Tǫ = T from (3.98). This shows (1.23). Regarding (1.24), we have by the definition of v
ǫ
err in
(3.49) for q ∈ (1, 2)
‖vǫ − vǫA‖L1(0,T ;Lq(Ω)) ≤ ‖v
ǫ
err + w˜
ǫ
1 + w˜
ǫ
2‖L1(0,T ;Lq(Ω)) + C ‖v
ǫ − vǫA‖L1(0,T ;L2(Ω))
≤ C (K, q) ǫM−
1
2
by (3.27), (3.50) and Theorem 3.12. The convergence results (1.25) and (1.26) are then due to
the construction of cǫA and v
ǫ
A, more precisely to the discussed form of the zero-th order terms,
where it is important to note (3.33) for v±,ǫ
M− 1
2
. This finishes the proof of Theorem 1.1.
Remark 3.16. In this final remark, we want to discuss the consequences of considering Neumann
boundary conditions ∂n∂Ωµ
ǫ = 0 on ∂T0Ω instead of µ
ǫ = 0. Of course, in this case we would
construct µǫA such that ∂n∂Ωµ
ǫ
A = 0 is satisfied on ∂T0Ω. To gain (3.78), which is a vital point of
the proof, we need to ensure that
ˆ
Ω
ϕ∆(µǫ − µǫA) dx =
ˆ
Ω
∆ϕ (µǫ − µǫA) dx
holds, which is satisfied if we choose Neumann boundary conditions for ϕ. In particular, ϕ should
be the solution to
−∆ϕ (., t) = R (., t) in Ω, ∂n∂Ωϕ = 0 on ∂Ω, (3.99)
together with
´
Ω ϕ (., t) dx = 0. However, in order for (3.99) to be well-posed,
´
ΩR (., t) dx = 0
needs to be satisfied, where
ˆ
Ω
R(x, t) dx =
ˆ t
0
ˆ
Ω
∂t (c
ǫ − cǫA) dxdτ +
ˆ
Ω
cǫ0 − c
ǫ
A|t=0 dx
=
ˆ t
0
ˆ
Ω
div (vǫA) c
ǫ
A + w˜
ǫ
1|Γ · ∇c
ǫ
Aξ − r
ǫ
CH1 dxdτ +
ˆ
Ω
cǫ0 − c
ǫ
A|t=0 dx
in the case of no-slip boundary conditions for vǫ. This expression does not vanish and we are not
able to estimate it to a high enough power of ǫ. A similar problem arises in the case of periodic
boundary conditions. To circumvent this difficulty, we decided to stick to Dirichlet boundary
values for µ.
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