The author wishes to thank J. Hoffstein for all v ∈ S. Here q v denotes the cardinality of the residue field of F v . If v ∈ S and either v is archimedean or n ≤ 3, one knows how to associate to π v an n-dimensional representation σ v of the extended Weil group of F v , and we define L v (s, π v , r) := L v (s, r • σ v ) in these cases cf. [5] .
Following [5] , the completed L-function:
is said to be nice if: (1) all of the local factors are defined, and the product is absolutely convergent in Re(s) > 1 , (2) L(s, π, r) continues meromorphically to all s ∈ C, bounded in vertical strips, with no poles outside Re(s) ∈ [0, 1] , and (3) it satisfies a functional equation of the form:
where:
Here D F denotes the absolute value of the discriminant of F, f (π, r) a certain "conductor" ideal in F, N the absolute norm, and W (π, r) the root number. Note that since π is unitary, its contragredient can be identified with the complex conjugate representation π.
When r is the standard representation of
This L-function is always nice with f (π, r) = f (π). Moreover, L(s, π) is entire unless n = 1 and π is trivial, in which case L(s, π) is the completed Dedekind zeta function ζ *
is defined as an Euler product (absolutely convergent in some right half-plane):
is nice, with no pole at s = 1 unless n = n ′ and π ′ ∼ = π, in which case the pole at s = 1 is simple. Moreover, the exponent of D F occurring in the epsilon factor is Proof: This is Theorem A of [5] .
The constant c of the preceding theorem is independent of R. Proof: This is Corollary 3.2 of [5] .
In particular, if π is a cusp form in A
Since π is self-dual, its central character ω = ω π must be either trivial or quadratic. Proof: The proof is identical to the argument given in [3] for the symmetric-square of a cusp form on GL(2). Briefly, let S ∞ denote the set of archimedean places, and consider the Dirichlet series:
Here 1 π denotes the isobaric sum of 1 and π. Then D(s) is nice, has non-negative coefficients, and its conductor is bounded above by M C for some absolute constant C and 
Here 
to a meromorphic function of s ∈ C, with possible simple poles at s = 0 and s = 1. There is no pole unless χ 3 ω 2 = 1.
Proof: In the case of a global field F with Char(F) = 0, 2, this result was proved as Theorem 6.1 of [9] . In characteristic 0, the proof proceeds in a similar way. We will simply review the main ideas here, which follow closely the ideas in [1] and [9] . The important difference in the case of an algebraic number field is the necessity of showing that the data can be chosen so that the local zeta factors are nonvanishing.
The L-function we are considering is defined as an Euler product (absolutely convergent in some right half-plane):
for all v ∈ S. Here ̟ v denotes a fixed prime element in the (nonarchimedean) field F v .
(1) with π. By [10] or [11] , φ has the Fourier expansion:
where W = W ψ φ is the global Whittaker function defined by:
Here N is the subgroup of G consisting of upper triangular, unipotent matrices, and ψ is a nontrivial, N F -invariant Whittaker character of N A .
Let G resp. G ′ denote the two-fold metaplectic cover of G resp. G ′ , constructed both locally and globally in [6] . The parameter c §0.1 of [6] is taken to be zero in all cases.
We construct a theta function Θ on G constructed in [2] . Let P denote the standard parabolic of type (2, 1) in G, with Levi decomposition P = M U , and let P resp. M be the preimage of P resp. M in G. If Z denotes the center of G, then the preimage Z in G is the center of G, and we have
is an automorphic representation, there exists a nonzero,
We next extend r * χ 0 to all of P A by letting
) for all s ∈ C (unnormalized induction). Here δ P A : P A → C × denotes the modular character, which pulls back via the natural projection
. The Eisenstein series that we consider is given by:
the sum being absolutely convergent for Re(s) sufficiently large.
The function Θ(g)E χ (g, s, f s ) factors through the natural map G A → G A , hence we can consider the function φ(g)Θ(g)E χ (g, s, f s ) as a function on G A that is G F -invariant.
, and E χ s(z)g, s, f s = ω 2 (z)E χ (g, s, f s ), and therefore φ(g)Θ(g)E χ (g, s, f s ) is invariant by Z A as well. The Rankin-Selberg integral that we consider is the following:
which is well-defined and absolutely convergent for all s, except where E χ (g, s, f s ) has poles. Here dg denotes a left Haar measure on G A .
To unfold the Rankin-Selberg integral when Re(s) ≫ 0, we substitute (3) into (4) and use the fact that φ and Θ are automorphic forms. Thus, (4) equals:
Let N i , i = 1, 2, denote the subgroup of N for which the only nonzero entries above the diagonal occur in the (i + 1)-th column. Thus, N ′ = N 1 , and N = N 1 N 2 . Then P = ZN 2 G ′ , and the preceding integral equals:
Here we have used the relation (2) and the fact that Θ and f s are G ′ F -invariant. Continuing to unfold the integral as in [1] or [9] , we find that (4) equals the zeta integral:
and:
Arguing as in Theorem 3.3 of [1] , using the fact that r χ 0 has a unique ψ-Whittaker model, the integral (5) decomposes into an Euler product:
The notation is explained as follows. For any algebraic group H, let H v denote the set of 
where {Q v } is a collection of genuine functions such that the Q v are identically one on K v for all v ∈ S, and the product is independent of the decomposition of g. Finally, we choose F s in the construction of E χ so that
where F s,v is an element of Ind
) for all v, and F s,v is the standard K v -fixed vector for all v ∈ S. Here δ P v is the modular character of P v . Because r χ 0 has a unique
where {R s,v } is a collection of genuine functions such that the R s,v are identically one on K v for all v ∈ S, and the product is independent of the decomposition of g. The function R s,v can be interpreted as belonging to the space Ind
, where W ′ v is the unique semi-ψ-Whittaker model for r * χ 0 ,v cf. pp. 164-165 of [1] . Now suppose that v ∈ S. Since the integrand in (6) is K v -invariant, we can replace the integral by:
where B is the standard Borel subgroup of G, and db v is a left Haar measure. Since the integrand is right N v -invariant, this equals:
where T is the subgroup of G consisting of diagonal matrices, and δ B v is the modular character of B v . For every λ = (λ 1 , λ 2 ) ∈ Z 2 , let:
As the integrand in (7) is T v ∩ K v -invariant, the integral equals:
Shintani [12] proved that:
where s λ is the symmetric function defined in Section I.3 of Macdonald [8] here λ is regarded as a triple (λ 1 , λ 2 , 0) ∈ Z 3 , and s λ (α v ) denotes the value of s λ applied to the Satake parameters {α 1,v , α 2,v , α 3,v }. From p. 170 of [1] , we have that: 
if λ 1 and λ 2 are even. Consequently, (8) equals:
Here we've used the fact that δ B v = δ B ′ v δ P v . Now, the (corrected) formula on p. 171 of [1] states that if X is an indeterminate, then:
, it follows from (1) and the above calculation that:
The preceding results, valid for all v ∈ S and Re(s) sufficiently large, imply the following relation:
It is possible to assume that the collection R s s ∈ C has the following form. For every s ∈ C, let Φ s be the standard spherical vector in Ind
s for all p ∈ P A and k ∈ K A , where ) for all s ∈ C. We can and will assume that the collection F s s ∈ C was chosen so that R s s ∈ C is of this form.
From §2 of [9] or the general theory of Eisenstein series [7] , it is known that:
, χ 3 ω 2 ) E χ (g, s, f s )
continues to a holomorphic function of s ∈ C for every g ∈ G A , excepting that if χ 3 ω 2 = 1, it has simple poles at s = 1/4 and s = 3/4. Note that the Eisenstein series of [9] were obtained by normalized induction. This can also be established by modifying the proof of Theorem 7.4 of [1] . Relation (9) implies that: 
