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Abstract
The existence of local (in time) solutions of the initial–boundary value problem for the following de-
generate parabolic equation: ut (x, t) − pu(x, t) − |u|q−2u(x, t) = f (x, t), (x, t) ∈ Ω × (0, T ), where
2  p < q < +∞, Ω is a bounded domain in RN , f :Ω × (0, T ) → R is given and p denotes the so-
called p-Laplacian defined by pu := ∇ · (|∇u|p−2∇u), with initial data u0 ∈ Lr(Ω) is proved under
r > N(q − p)/p without imposing any smallness on u0 and f . To this end, the above problem is reduced
into the Cauchy problem for an evolution equation governed by the difference of two subdifferential op-
erators in a reflexive Banach space, and the theory of subdifferential operators and potential well method
are employed to establish energy estimates. Particularly, Lr -estimates of solutions play a crucial role to
construct a time-local solution and reveal the dependence of the time interval [0, T0] in which the problem
admits a solution. More precisely, T0 depends only on |u0|Lr and f .
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This article is concerned with the existence of solutions of the following initial–boundary
value problem for a degenerate parabolic equation:
(P)
⎧⎪⎪⎨
⎪⎪⎩
∂u
∂t
(x, t) −pu(x, t) − |u|q−2u(x, t) = f (x, t), (x, t) ∈ Ω × (0, T ),
u(x, t) = 0, (x, t) ∈ ∂Ω × (0, T ),
u(x,0) = u0(x) ∈ Lr(Ω), x ∈ Ω,
where 2 p,q, r < +∞, p denotes the so-called p-Laplacian given by
pu(x) := div
(∣∣∇u(x)∣∣p−2∇u(x))
and Ω is a bounded domain in RN with smooth boundary ∂Ω . Particularly, we address ourselves
to the case p < q . It is well known that solutions of (P) possibly blow up in finite time (see,
e.g., [8,17]) if p < q , so, in general, one cannot expect the existence of time-global solutions
for (P) without imposing any smallness on u0 and f .
For the case where p = 2 and f ≡ 0, i.e., the semilinear heat equation, sufficient conditions
for the existence of solutions for (P) have already been proposed by many authors; in particular,
Weissler [19,20] and Brézis and Cazenave [6] proved the time-local well-posedness in Lr(Ω)
of (P) with p = 2 and f ≡ 0 under the following condition:
r > N(q − 2)/2; (1)
moreover, they also dealt with the critical case r = N(q − 2)/2 > 1. As for the case where
r < N(q − 2)/2, the ill-posedness of (P) with p = 2 and f ≡ 0 is proved by [9,19] and [6],
so Weissler’s sufficient condition is essentially optimal. Furthermore, Brézis and Cazenave [6]
also investigated the dependence of the interval [0, T0] in which (P) admits a solution on initial
data. More precisely, if (1) holds true (respectively r = N(q − 2)/2 > 1), then for any bounded
set (respectively compact set) B in Lr(Ω), one can take T0 = T0(B) > 0 such that for every
u0 ∈ B , there exists a solution of (P) with p = 2 and f ≡ 0 on [0, T0]. These results and the
latest developments in this field are briefly and usefully summarized in Section 3.1 of [16].
Studies on the well-posedness of the semilinear heat equation such as [19,20], [9] and [6] rely
on the reduction of (P) with p = 2 and f ≡ 0 to the following integral equation:
u(t) = etu0 +
t∫
0
e(t−s)
(|u|q−2u(s))ds (2)
and decay estimates for the heat semi-group et and the well-known contraction mapping prin-
ciple. Moreover, energy estimates also play an important role in studies of asymptotic behaviors
of solutions as well as those of the well-posedness.
On the other hand, for the case where p = 2, some of major tools described above could
not be applied to the degenerate equation (P). Particularly, the approach based on the integral
equation (2) is no longer valid. However, energy method is still effective, so the notion of sub-
differential operators, which is a generalized one of Fréchet derivative for non-smooth convex
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verify the existence of solutions for (P) (see, e.g., [10], [12,13], [18, §3.10], [2]).
For every u0 ∈ L∞(Ω), one can prove the local (in time) existence and the uniqueness of
solutions for (P) without imposing any restriction on the growth order q of the blow-up term;
indeed, replacing the blow-up term |u|q−2u(x, t) by gM(u(x, t)), where M := |u0|L∞ + 1 and
gM :R → R is given as follows:
gM(s) :=
⎧⎨
⎩
Mq−1 if s > M,
|s|q−2s if |s|M,
−Mq−1 if s < −M,
since the mapping v → gM(v(·)) becomes Lipschitz continuous in L2(Ω), one can construct
a unique time-global solution of (P) with |u|q−2u(x, t) replaced by gM(u(x, t)) in virtue of the
standard theory of evolution equations; furthermore, the unique solution coincides with a solution
of the original problem (P) time-locally, since the function t → |u(t)|L∞ is right-continuous at
t = 0 and M = |u0|L∞ + 1.
As for the case u0 ∈ W 1,p0 (Ω), which is (possibly) unbounded in Ω , Ishii [10] and Ôtani [13]
proved the local (in time) existence of a solution u satisfying pu(t), |u|q−2u(t) ∈ L2(Ω) of (P)
under the condition
q < p∗/2 + 1, (3)
where p∗ denotes the so-called Sobolev’s critical exponent, by developing their abstract theories
on evolution equations governed by subdifferential operators in Hilbert spaces. The condition (3)
is sufficient also for the compactness of the operator u → |u|q−2u from W 1,p0 (Ω) into L2(Ω).
In particular, if p = 2, then the existence of time-local solutions for (P) with p = 2 can be
also proved in [13] under the so-called subcritical growth condition q < 2∗ in Sobolev’s sense by
virtue of the elliptic estimate for the Laplacian |u|H 2  C(|u|L2 + |u|L2). On the other hand,
Tsutsumi [17] proved the existence of a time-global solution u satisfying pu(t), |u|q−2u(t) ∈
W−1,p′(Ω) of (P) with f ≡ 0 for enough small initial data u0 in W 1,p0 (Ω) under the subcritical
growth condition in Sobolev’s sense
q < p∗ (4)
for every p ∈ [2,+∞) by using Galerkin’s method. Hence one can expect that (P) admits a time-
local solution under (4) also for general p. However, the theory developed in [10] and [13] could
not be enough to prove so, because of the lack of the knowledge of elliptic estimates for the
nonlinear p-Laplace operator p .
In [2], they developed the theory of evolution equations governed by subdifferential operators
in reflexive Banach spaces and applied their theory to (P); then they succeeded to verify the
existence of a time-local solution u satisfying pu(t), |u|q−2u(t) ∈ W−1,p′(Ω) for (P) with
u0 ∈ W 1,p0 (Ω) under (4) for general p.
On the other hand, as for u0 ∈ Lr(Ω), there seems to be few results for the local existence
(see [12] for the case of r = 2). In this paper, we shall prove that for all u0 ∈ Lr(Ω), there exists
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following:
r > N(q − p)/p (5)
without imposing any smallness on u0 and f . It is noteworthy that Weissler’s result (u0 ∈ Lr(Ω),
p = 2 and f ≡ 0) in [19], the result on the case where u0 ∈ L∞(Ω) described above, and Akagi–
Ôtani’s result (u0 ∈ W 1,p0 (Ω)) in [2] could be regarded as special cases of our result, since (5)
with p = 2 is just (1), and (4) is equivalent to (5) with r = p∗.
To prove this, we reduce (P) to the Cauchy problem for an evolution equation governed by the
difference of two subdifferential operators in a reflexive Banach space as in [2] and also employ
the potential well method (see, e.g., [10] and its references) to confine its solutions within a
closed ball in Lr(Ω) and establish energy estimates. More precisely, the energy functional
J (u) := 1
p
∫
Ω
∣∣∇u(x)∣∣p dx − 1
q
∫
Ω
∣∣u(x)∣∣q dx
defined on W 1,p0 (Ω)∩Lq(Ω) is not bounded below; however, the sum J (u)+ IK(u), where IK
denotes the indicator function over a ball in Lr(Ω), turns to be coercive in W 1,p0 (Ω) ∩ Lr(Ω)
for r satisfying (5). The potential well method could be one of advantages of our approach based
on the subdifferential operator theory, since this method requires the notion of the derivatives of
non-smooth functionals.
Furthermore, Lr -estimates of approximate solutions for (P) will be also established to con-
struct a time-local solution of (P) with initial data u0 ∈ Lr(Ω). In [10], [13] and [2], they could
not take account of Lr -estimates of approximate solutions, because of the simplicity of their
frameworks, so they could not extract enough precise information to prove local existence un-
der (5) for the case u0 ∈ Lr(Ω). Such Lr -estimates also play an important role to reveal the
dependence of T0 on |u0|Lr and f .
Our main result will be stated in the next section. Section 3 provides some preliminaries to be
used later, and in Section 4, we give a proof of our main result. Finally, in Appendices A and B,
some results related to the functional analysis will be given to be used in Section 4.
2. Main result
To state our main result, we set up notation: the Hölder conjugate of p ∈ (1,+∞) is denoted
by p′, that is, 1/p + 1/p′ = 1; moreover, we write Cw([a, b];X) for the set of all X-valued
weakly continuous functions on [a, b] for a Banach space X; furthermore,
W−1,p′(Ω)+ Lr ′(Ω) := {u1 + u2; u1 ∈ W−1,p′(Ω), u2 ∈ Lr ′(Ω)},
which coincides with the dual space of W 1,p(Ω)∩ Lr(Ω).0
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decreasing function from [0,+∞) into itself, respectively, which do not depend on the elements
of the corresponding space or set and may vary from line to line.
Now our main result is stated as follows:
Theorem 1. Let p,q, r ∈ [2,+∞) be such that p < q and suppose that
r > N(q − p)/p. (6)
Then for every u0 ∈ Lr(Ω) and
f ∈ W 1,p′(0, T ;W−1,p′(Ω)+ Lr ′(Ω))∩L1+γ (0, T ;Lr(Ω))
with γ > 0 (respectively γ = 0), there exist a non-increasing function T∗ : [0,+∞)×[0,+∞) →
(0, T ] (respectively Tf : [0,+∞) → (0, T ]) independent of T ,u0 and f (respectively T and u0)
and at least one function u ∈ Cw([0, T0];Lr(Ω)) with T0 := T∗(|u0|Lr ,
∫ T
0 |f (t)|1+γLr dt) (re-
spectively T0 := Tf (|u0|Lr )) such that
u ∈ C([0, T0];L2(Ω))∩Lp(0, T0;W 1,p0 (Ω))∩ Lq(0, T0;Lq(Ω)),
|u|(r−2)/pu ∈ Lp(0, T0;W 1,p(Ω)),
pu ∈ Lp′
(
0, T0;W−1,p′(Ω)
)
, du/dt ∈ Lq ′(0, T0;W−1,p′(Ω)+ Lr ′(Ω)),
t1/pu ∈ Cw
([0, T0];W 1,p0 (Ω)), t1/2(du/dt) ∈ L2(0, T0;L2(Ω))
and for every v ∈ W 1,p0 (Ω)∩Lr(Ω),∫
Ω
∂u
∂t
(x, t)v(x) dx +
∫
Ω
|∇u|p−2∇u(x, t) · ∇v(x) dx −
∫
Ω
|u|q−2u(x, t)v(x) dx
=
∫
Ω
f (x, t)v(x) dx for a.e. t ∈ (0, T0)
and u satisfies the initial condition
u(·, t) → u0 strongly in Lr(Ω) as t → +0.
Remark 2.
(1) The assumption (6) is equivalent to the following:
q <
N + r
N
p. (7)
Now if r = p∗ or r = q , then (7) is equivalent to the condition q < p∗, where p∗ stands for
Sobolev’s critical exponent given by p∗ := Np/(N − p) if p < N ; p∗ = +∞ if p N .
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(3) Our proof of Theorem 1 relies on the fact that p  2 (see, e.g., Proposition A.1); however,
our method of proof could be also applied to the singular diffusion case, that is, p ∈ (1,2),
which will be discussed in forthcoming papers, with appropriate modifications similar to
those in [16].
(4) The existence of local solutions has been studied also for other sorts of degenerate parabolic
equations such as porous medium type equations with blow-up terms in a number of papers
(see [14] and the references given there).
3. Preliminaries
In order to prove Theorem 1, we review some of the standard facts on subdifferential oper-
ators. We first give a definition of subdifferential operators ∂Xφ of functionals φ in a reflexive
Banach space X.
Definition 3. Let φ ∈ Φ(X) := {ϕ :X → (−∞,+∞]; ϕ is lower semi-continuous convex and
ϕ ≡ +∞}. Then the effective domain D(φ) and the subdifferential operator ∂Xφ :X → 2X∗ of φ
are given by
D(φ) := {u ∈ X; φ(u) < +∞},
∂Xφ(u) :=
{
ξ ∈ X∗; φ(v) − φ(u) 〈ξ, v − u〉X ∀v ∈ D(φ)
}
,
where 〈·,·〉X denotes the duality pairing between X and X∗, with the domain D(∂Xφ) :=
{u ∈ D(φ); ∂Xφ(u) = ∅}.
It is well known that every subdifferential operator becomes maximal monotone. Moreover,
let H be a Hilbert space whose dual space H ∗ is identified with H . Then the subdifferential
operator ∂Hφ :H → 2H of φ ∈ Φ(H) can be written by
∂Hφ(u) =
{
ξ ∈ H ; φ(v)− φ(u) (ξ, v − u)H ∀v ∈ D(φ)
}
,
where (·,·)H denotes the inner product of H , and also becomes a maximal monotone operator
from H into 2H .
Furthermore, the Moreau–Yosida regularization φλ of φ ∈ Φ(H) is defined as follows:
φλ(u) := inf
v∈H
{
1
2λ
|u − v|2H + φ(v)
}
∀u ∈ H, ∀λ > 0.
The following proposition provides some useful properties of Moreau–Yosida regularizations.
Proposition 4. For every φ ∈ Φ(H), the Moreau–Yosida regularization φλ of φ is convex and
Fréchet differentiable in H , and its derivative ∂H (φλ) coincides with the Yosida approximation
(∂Hφ)λ of ∂Hφ. Furthermore, the following properties are all satisfied:
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∣∣u − Jφλ u∣∣2H + φ(Jφλ u) ∀u ∈ H, ∀λ > 0, (8)
φ
(
J
φ
λ u
)
 φλ(u) φ(u) ∀u ∈ H, ∀λ > 0, (9)
φ
(
J
φ
λ u
) ↑ φ(u) as λ → +0, ∀u ∈ H, (10)
where Jφλ denotes the resolvent of ∂Hφ.
In order to deal with evolution equations, we often employ the following type of chain rule
for subdifferential operators.
Proposition 5. Let φ ∈ Φ(X), let p ∈ (1,+∞) and let u ∈ W 1,p(0, T ;X) be such that
u(t) ∈ D(∂Xφ) for a.e. t ∈ (0, T ). Moreover, suppose that there exists g ∈ Lp′(0, T ;X∗) such
that g(t) ∈ ∂Xφ(u(t)) for a.e. t ∈ (0, T ). Then the function t → φ(u(t)) is differentiable for
a.e. t ∈ (0, T ); moreover, for a.e. t ∈ (0, T ),
d
dt
φ
(
u(t)
)= 〈f, du
dt
(t)
〉
X
for all f ∈ ∂Xφ
(
u(t)
)
.
Let Ω be a bounded domain in RN , let u ∈ L2(Ω) and let α be a maximal monotone graph
in R2. Here we discuss the representation of α(u(·)) :Ω → 2R in the form of the subdifferential
∂L2Θ(u) of some functional Θ defined on L2(Ω). Since every maximal monotone graph in R2
becomes cyclic monotone (see Example 1 of [3, p. 60]), there exists a function θ ∈ Φ(R) such
that ∂Rθ = α. Moreover, we have
Proposition 6. Let Ω be a bounded domain in RN and let θ ∈ Φ(R). Define Θ :L2(Ω) →
(−∞,+∞] as follows:
Θ(u) :=
{∫
Ω
θ(u(x)) dx if u ∈ L2(Ω) and θ(u(·)) ∈ L1(Ω),
+∞ otherwise.
Let JΘλ and jθλ denote the resolvents of ∂L2Θ and ∂Rθ , respectively. Then the following properties
are all satisfied for all λ > 0:
(1) Θ ∈ Φ(L2(Ω)).
(2) For all f,u ∈ L2(Ω), it follows that f ∈ ∂L2Θ(u) if and only if f (x) ∈ ∂Rθ(u(x)) for a.e.
x ∈ Ω .
(3) For all u ∈ L2(Ω), (JΘλ u)(x) = jθλ (u(x)) for a.e. x ∈ Ω .
(4) For every s ∈ [1,+∞], if u,v ∈ Ls(Ω) ∩ L2(Ω), then JΘλ u and ∂L2Θλ(u) belong to
Ls(Ω) ∩L2(Ω) and
∣∣JΘλ u − JΘλ v∣∣Ls  |u − v|Ls , ∣∣∂L2Θλ(u) − ∂L2Θλ(v)∣∣Ls  2λ |u − v|Ls .
(5) For every p ∈ (1,+∞], if u ∈ W 1,p(Ω) ∩ L2(Ω), then JΘλ u belongs to W 1,p(Ω) ∩ L2(Ω)
and |∇JΘλ u|Lp  |∇u|Lp .
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L2(Ω) for all u ∈ W 1,p0 (Ω)∩ L2(Ω).
Proof. For the proof of (1) and (2), we refer to [3, p. 61], so we give a proof only for (3)–(6).
From the definition of JΘλ , it follows that J
Θ
λ u+λ∂L2Θ(JΘλ u)  u for every u ∈ L2(Ω). Hence,
by virtue of (2), we have
(
JΘλ u
)
(x)+ λ∂Rθ
((
JΘλ u
)
(x)
)  u(x) for a.e. x ∈ Ω.
Therefore, from the definition of jθλ , we obtain (3). Moreover, since |jθλ (u(x)) − jθλ (v(x))| |u(x) − v(x)| for a.e. x ∈ Ω and all u,v ∈ Ls(Ω) ∩ L2(Ω), we can obtain (4). Furthermore, we
also observe that |jθλ (u(x+h))−jθλ (u(x))| |u(x+h)−u(x)| for a.e. x ∈ Ω and every h ∈RN
satisfying x + h ∈ Ω ; hence we can derive (5) from (3). As for the case where ∂Rθ(0)  0,
it is obvious that jθλ 0 = 0, which implies JΘλ 0 = 0 and |(JΘλ u)(x)|  |u(x)| for a.e. x ∈ Ω .
Now let u ∈ W 1,p0 (Ω) ∩ L2(Ω) and take a sequence un in C∞0 (Ω) such that un → u strongly
in W 1,p(Ω) ∩ L2(Ω). Then we can deduce from (4) and (5) that JΘλ un → JΘλ u strongly in
Lp(Ω) ∩ L2(Ω) and weakly in W 1,p(Ω). Thus (6) follows from the fact that suppJΘλ un ⊂
suppun Ω . 
4. Proof of Theorem 1
Let V := W 1,p0 (Ω) ∩ Lr(Ω) and H := L2(Ω) be equipped with the norms | · |V := (| · |2Lr +
|∇ · |2Lp)1/2 and | · |H := | · |L2 . Then since r  2, we observe that V ⊂ H ≡ H ∗ ⊂ V ∗ with
densely defined and continuous natural injections.
Remark 7. If r  q , then it follows from (7) that q < p∗; hence q < max{r,p∗}. Therefore V is
compactly embedded in Lq(Ω).
Moreover, define ϕ,ψ :V → [0,+∞) as follows:
ϕ(u) := 1
p
∫
Ω
∣∣∇u(x)∣∣p dx, ψ(u) := 1
q
∫
Ω
∣∣u(x)∣∣q dx ∀u ∈ V.
It then follows that ϕ,ψ ∈ C1(V ;R), and ∂V ϕ and ∂V ψ coincide with −pu equipped with the
homogeneous Dirichlet boundary condition u|∂Ω = 0 and |u|q−2u, respectively, in V ∗ under (7).
Thus (P) is rewritten as the following Cauchy problem
(CP)
⎧⎨
⎩
du
dt
(t)+ ∂V ϕ
(
u(t)
)− ∂V ψ(u(t))= f (t) in V ∗, 0 < t < T,
u(0) = u0.
First we assume u0 ∈ D(ϕ) and f ∈ C1([0, T ];V ). Define φ ∈ Φ(H) by
φ(u) :=
{ 1
r
∫
Ω
|u(x)|r dx if u ∈ Lr(Ω), (11)+∞ otherwise,
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ϕσ (u) :=
{
ϕ(u) if u ∈ K,
+∞ otherwise,
where K := {v ∈ V ; φ(v)  σ }. Then we can easily obtain that D(ϕσ ) = K ⊂ D(ϕ) and
D(∂V ϕ
σ ) = K ⊂ D(∂V ϕ); moreover, Theorem 2.2 of [7] ensures that ∂V ϕσ (u) = ∂V ϕ(u) +
∂V IK(u) for all u ∈ D(∂V ϕσ ), where IK denotes the indicator function over K . Here we deal
with the following auxiliary problem instead of (CP):
(CP)σ
⎧⎨
⎩
du
dt
(t)+ ∂V ϕσ
(
u(t)
)− ∂V ψ(u(t))  f (t) in V ∗, 0 < t < T,
u(0) = u0.
To construct a solution of (CP)σ , we define the extensions ϕ¯σ , ψ¯ ∈ Φ(H) of ϕσ and ψ ,
respectively, given by
ϕ¯σ (u) :=
{
ϕσ (u) if u ∈ V,
+∞ otherwise,
and
ψ¯(u) :=
{ 1
q
∫
Ω
|u(x)|q dx if u ∈ Lq(Ω),
+∞ otherwise.
We then observe that
{
D
(
ϕ¯σ
)= D(ϕσ ), D(∂H ϕ¯σ )⊂ D(∂V ϕσ ),
∂H ϕ¯
σ (u) ⊂ ∂V ϕσ (u) ∀u ∈ D
(
∂H ϕ¯
σ
)
,
(12)
{
ψ¯(u) = ψ(u) ∀u ∈ V, D(∂H ψ¯)∩ V ⊂ D(∂V ψ),
∂H ψ¯(u) ⊂ ∂V ψ(u) ∀u ∈ D(∂H ψ¯)∩ V.
(13)
Furthermore, let us introduce the following approximate problems in H :
(CP)σλ
⎧⎨
⎩
duλ
dt
(t) + ∂H ϕ¯σ
(
uλ(t)
)− ∂H ψ¯λ(uλ(t))  f (t) in H, 0 < t < T,
uλ(0) = u0,
where ψ¯λ denotes the Moreau–Yosida regularization of ψ¯ , for λ > 0. Then ∂H ψ¯λ coincides with
the Yosida approximation (∂H ψ¯)λ of ∂H ψ¯ , so ∂H ψ¯λ becomes Lipschitz continuous in Lr(Ω)
as well as in H (see Proposition 6). Thus there exists a unique solution uλ ∈ Cw([0, T ];V ) ∩
W 1,2(0, T ;H) of (CP)σλ on [0, T ] such that
sup φ
(
uλ(t)
)
 σ, vλ := |uλ|(r−2)/puλ ∈ Lp
(
0, T ;W 1,p(Ω))t∈[0,T ]
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Lemma 8. It follows that
ψ(u) 
(
φ(u)
){
ϕ(u)+ 1}1−ε ∀u ∈ D(ϕ) ∩D(φ) (14)
for some ε ∈ (0,1].
Proof. For the case where q  r , we can easily see
ψ(u) Cφ(u)q/r ∀u ∈ D(φ),
since Ω is bounded. On the other hand, for the case where r < q , by Remark 7, we have
q < p∗. Hence, by Gagliardo–Nirenberg’s inequality, it follows that |u|Lq  C|∇u|θLp |u|1−θLr ,
where θ ∈ (0,1) is given by
1
q
= N − p
Np
θ + 1 − θ
r
. (15)
Moreover, noting that (7) implies
θq = (q − r)/(1 − N − p
Np
r
)
<
(
N + r
N
p − r
)/(
1 − N − p
Np
r
)
= p, (16)
we can deduce that
ψ(u) C|∇u|θqLp |u|(1−θ)qLr  Cϕ(u)θq/pφ(u)(1−θ)q/r
and 0 < θq/p < 1. 
From the above lemma, we get
ψ(u) 
(
φ(u)
){
ϕ(u)+ 1}1−ε  1
2
ϕ(u) + (σ ) ∀u ∈ D(ϕσ ). (17)
Moreover, it is easily seen that
|u|pV  C
{
ϕσ (u) + σp/r} ∀u ∈ D(ϕσ ). (18)
We can also derive the compactness of ∂V ψ in the following sense. Let M  0 and let {un}
be a sequence in W 1,2(0, T ;H)∩ L∞(0, T ;V ) such that
T∫
0
∣∣∣∣dundt (t)
∣∣∣∣
2
H
dt + sup
t∈[0,T ]
ϕσ
(
un(t)
)
M ∀n ∈N.
By Remark 7 and (18), the Ascoli compactness lemma (see, e.g., [15]) ensures
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([0, T ];Lq(Ω))
for some subsequence {n′} of {n}; therefore, since ∂V ψ(un′(·)) = |un′ |q−2un′ , it follows that
∂V ψ
(
un′(·)
)→ ∂V ψ(u(·)) strongly in C([0, T ];Lq ′(Ω)).
Furthermore, let Jλ denotes the resolvent of ∂H ψ¯ . By Proposition 6, we can then verify that
φ(Jλu) φ(u) σ, ϕ(Jλu) ϕ(u) ∀u ∈ D
(
ϕσ
)
. (19)
Hence we conclude that
ϕσ (Jλu) ϕσ (u) ∀u ∈ D
(
ϕσ
)
. (20)
Therefore, as in the proof of Theorem 1 of [2], we can construct a solution u of (CP)σ on
[0, T ]; indeed, multiplying (CP)σλ by duλ(t)/dt and integrating this over (0, t), by Proposition 5,
we can deduce from (17) and (18) that
T∫
0
∣∣∣∣duλdt (t)
∣∣∣∣
2
H
dt + sup
t∈[0,T ]
ϕσ
(
uλ(t)
)
C; (21)
moreover, (18) and (21) imply
sup
t∈[0,T ]
∣∣uλ(t)∣∣V  C; (22)
furthermore, (20) and (21) yield (21) with uλ(t) replaced by Jλuλ(t); thus we have the following
convergences by taking a subsequence of {λ}, which will be written by the same letter {λ}, if
necessary:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
uλ → u, Jλuλ → u weakly star in L∞(0, T ;V ),
weakly in W 1,2(0, T ;H),
∂H ψ¯λ
(
uλ(·)
)→ ∂V ψ(u(·)) strongly in C([0, T ];Lq ′(Ω)),
gλ → g ∈ ∂V ϕσ
(
u(·)) weakly in L2(0, T ;V ∗),
(23)
where gλ(t) := f (t)− duλ(t)/dt + ∂H ψ¯λ(uλ(t)) ∈ ∂H ϕ¯σ (uλ(t)).
Now we establish a further a priori estimate for φ(u(t)) by multiplying (CP)σλ by ∂Hφμ(uλ(t)),
where φμ denotes the Moreau–Yosida regularization of φ and μ > 0. Then we see
d
dt
φμ
(
uλ(t)
)+ (gλ(t), ∂Hφμ(uλ(t)))H
= (∂H ψ¯λ(uλ(t)), ∂Hφμ(uλ(t)))H + (f (t), ∂Hφμ(uλ(t)))H . (24)
Here we prepare a couple of lemmas.
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Jφμu ∈ D(∂V ϕ), ∂Hφμ(u) ∈ V, vμ :=
∣∣Jφμu∣∣(r−2)/pJ φμu ∈ W 1,p(Ω),
where Jφμ denotes the resolvent of ∂Hφ; in particular, if u ∈ D(∂V ϕσ ), then
α|∇vμ|pLp 
〈
g, ∂Hφμ(u)
〉 ∀g ∈ ∂V ϕσ (u) (25)
for some positive constant α independent of μ.
Proof. By Proposition 6, we notice that Jφμu ∈ V = D(∂V ϕ) for all u ∈ V . Hence we see that
∂Hφμ(u) = (u − Jφμu)/μ ∈ V for any u ∈ V .
On the other hand, let w ∈ D(∂V ϕ) ∩ D(∂Hφ) be such that ∂Hφ(w) ∈ V . Then since
∂Hφ(w) = |w|r−2w, we have the following formal computation:
〈
∂V ϕ(w), ∂Hφ(w)
〉
V
=
∫
Ω
∣∣∇w(x)∣∣p−2∇w(x) · ∇(∣∣w(x)∣∣r−2w(x))dx
= (r − 1)
∫
Ω
∣∣∇w(x)∣∣p∣∣w(x)∣∣r−2 dx
= (r − 1)
∫
Ω
∣∣∣∣w(x)∣∣(r−2)/p∇w(x)∣∣p dx
= (r − 1)
(
p
r + p − 2
)p ∫
Ω
∣∣∇(∣∣w(x)∣∣(r−2)/pw(x))∣∣p dx. (26)
Thus we can verify that vμ := |Jφμu|(r−2)/pJ φμu ∈ W 1,p(Ω) for every u ∈ V , since Jφμu ∈
D(∂V ϕ) and ∂Hφ(J φμu) = ∂Hφμ(u) ∈ V (see also Appendix A for rigorous derivation).
Furthermore, if u ∈ D(∂V ϕσ ) = K , then, by Propositions 4 and 6, Jφμu ∈ K . Hence we have,
for all u ∈ D(∂V ϕσ ) and g ∈ ∂V ϕσ (u),
〈
g, ∂Hφμ(u)
〉
 1
μ
{
ϕσ (u) − ϕσ (Jφμu)}
= 1
μ
{
ϕ(u) − ϕ(Jφμu)}
 1
μ
〈
∂V ϕ
(
Jφμu
)
, u − Jφμu
〉
V
= 〈∂V ϕ(Jφμu), ∂Hφμ(u)〉V . (27)
Therefore combining (27) with (26), we can derive (25). 
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(
∂H ψ¯λ(u), ∂Hφμ(u)
)
H
 
(
φ(u)
){|∇v|pLp + 1}1−ε
∀u ∈ D(φ) satisfying v := |u|(r−2)/pu ∈ W 1,p(Ω). (28)
Proof. Noting that |(Jλu)(x)| |u(x)| and |(J φμu)(x)| |u(x)|, we have
(
∂H ψ¯λ(u), ∂Hφμ(u)
)
H
=
∫
Ω
∣∣(Jλu)(x)∣∣q−2(Jλu)(x)∣∣(Jφμu)(x)∣∣r−2(Jφμu)(x) dx

∫
Ω
∣∣u(x)∣∣q+r−2 dx.
Now, by (7), we see that
q + r − 2 < N + r
N
p + r − 2 =
(
1 + p
N
)
r + p − 2.
On the other hand, if p < N , then we observe that
r + p − 2
p
p∗ = N
N − pr +
N
N − p (p − 2)
=
(
1 + p
N − p
)
r + N
N − p (p − 2),
which implies ρ := p(q + r − 2)/(r + p − 2) < p∗.
Now let v := |u|(r−2)/pu. Then we note that
∣∣u(x)∣∣q+r−2 = ∣∣v(x)∣∣ρ and ∣∣u(x)∣∣r = ∣∣v(x)∣∣pr/(r+p−2).
Hence observing that 1 < pr/(r +p−2) < ρ and using Gagliardo–Nirenberg’s inequality, since
|v|W 1,p  C(|∇v|Lp + |v|Lpr/(r+p−2) ), we obtain
|v|Lρ  C|v|θW 1,p |v|1−θLpr/(r+p−2)  C|∇v|θLp |v|1−θLpr/(r+p−2) +C|v|Lpr/(r+p−2)
with
θ :=
(
r + p − 2
pr
− r + p − 2
p(q + r − 2)
)/( r + p − 2
pr
− N − p
Np
)
∈ (0,1).
Thus we assure that
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∫
Ω
∣∣u(x)∣∣q+r−2 dx = |v|ρLρ
 C
{|∇v|θρLp |v|(1−θ)ρLpr/(r+p−2) + |v|ρLpr/(r+p−2)}
= C{|∇v|θρLp |u|(1−θ)(q+r−2)Lr + |u|q+r−2Lr }. (29)
Moreover, we remark that (7) yields
θρ = (q − 2)/( r + p − 2
p
− N − p
Np
r
)
<
(
N + r
N
p − 2
)/( r + p − 2
p
− N − p
Np
r
)
= p,
which together with (29) proves (28). 
Now let λ > 0 be fixed. By Lemmas 9 and 10, it follows from (12) and (24) that
d
dt
φμ
(
uλ(t)
)+ α∣∣∇vλ,μ(t)∣∣pLp
 (σ )
{∣∣∇vλ(t)∣∣pLp + 1}1−ε + (f (t), ∂Hφμ(uλ(t)))H , (30)
where vλ,μ := |Jφμuλ|(r−2)/pJ φμuλ, for a.e. t ∈ (0, T ). Here we notice that
(
f (t), ∂Hφμ
(
uλ(t)
))
H

∣∣f (t)∣∣
Lr
∣∣∂Hφμ(uλ(t))∣∣Lr′
 C
∣∣f (t)∣∣
Lr
φ
(
Jφμuλ(t)
)1/r ′
 Cσ 1/r ′
∣∣f (t)∣∣
Lr
.
Integrating this over (0, t), since vλ = |uλ|(r−2)/puλ ∈ Lp(0, T ;W 1,p(Ω)), we get
φμ
(
uλ(t)
)+ α
t∫
0
∣∣∇vλ,μ(τ )∣∣pLp dτ
 φμ(u0)+ (σ )
t∫
0
{∣∣∇vλ(τ )∣∣pLp + 1}1−ε dτ + Cσ 1/r ′
t∫
0
∣∣f (τ)∣∣
Lr
dτ (31)
for all t ∈ [0, T ]. Therefore recalling that φμ(u0) φ(u0) and taking a subsequence if necessary,
we deduce that
vλ,μ → wλ weakly in Lp
(
0, T ;W 1,p(Ω)) (32)
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|vλ(t)|Lp for all μ > 0. Now, by Proposition 4, we see that
1
2μ
∣∣uλ(t)− Jφμuλ(t)∣∣2H = φμ(uλ(t))− φ(Jφμuλ(t)) σ, (33)
which implies that Jφμuλ → uλ strongly in C([0, T ];H) as μ → +0. Hence, by (32), we can
assure that wλ = vλ = |uλ|(r−2)/puλ. Moreover, we get
t∫
0
∣∣∇vλ(τ )∣∣pLp dτ  lim infμ→+0
t∫
0
∣∣∇vλ,μ(τ )∣∣pLp dτ.
Thus passing to the limit in (31) as μ → +0 and applying Young’s inequality, we have
φ
(
uλ(t)
)+ α
2
t∫
0
∣∣∇vλ(τ )∣∣pLp dτ
 φ(u0)+ t(σ )+ t α2 +Cσ
1/r ′
t∫
0
∣∣f (τ)∣∣
Lr
dτ (34)
for all t ∈ [0, T ].
In order to pass to the limit in (34) as λ → +0, we notice the following fact: since V is
compactly embedded in Lq(Ω), by Ascoli’s compactness lemma, it follows from (23) that
uλ → u strongly in C
([0, T ];Lq(Ω)). (35)
Letting λ → +0, since φ(uλ(t)) σ for all t ∈ [0, T ] and 2(r + p − 2)/p  r , we can deduce
from (34) that
uλ → u weakly star in L∞
(
0, T ;Lr(Ω)),
vλ → v := |u|(r−2)/pu weakly star in L∞(0, T ;H),
weakly in Lp
(
0, T ;W 1,p(Ω)).
Therefore we conclude that
φ
(
u(t)
)+ α
2
t∫
0
|∇v(τ)|pLp dτ
 φ(u0)+ t(σ )+ t α2 + Cσ
1/r ′
t∫ ∣∣f (τ)∣∣
Lr
dτ, (36)
0
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the lower semi-continuity of φ implies that lim inft→+0 φ(u(t)) φ(u0). Therefore, by the uni-
form convexity of Lr(Ω), we can verify that
u(t) → u0 strongly in Lr(Ω) as t → +0. (37)
Now, for the case where γ > 0, take a non-increasing function T∗ : [0,+∞) × [0,+∞) →
(0, T ]; (x, y) → T∗(x, y) independent of T ,u0 and f such that
T∗(x, y)
{
(x + 1)+ α
2
}
+C(x + 1)1/r ′T∗(x, y)γ/(1+γ )y1/(1+γ )  12 .
For the case where γ = 0, i.e., f ∈ L1(0, T ;Lr(Ω)), then we can choose a non-increasing func-
tion Tf : [0,+∞) → (0, T ]; x → Tf (x), which depends on f but not on T and u0, such that
Tf (x)
{
(x + 1)+ α
2
}
+C(x + 1)1/r ′
Tf (x)∫
0
∣∣f (τ)∣∣
Lr
dτ  1
2
.
Moreover, since σ = φ(u0)+ 1, it follows that
sup
t∈[0,T0]
φ
(
u(t)
)
< σ, (38)
where T0 is given by
T0 := T∗
(
φ(u0),
T∫
0
∣∣f (τ)∣∣1+γ
Lr
dτ
)
> 0 or T0 := Tf
(
φ(u0)
)
.
Now we claim that ∂V ϕσ (u(t)) = ∂V ϕ(u(t)) for a.e. t ∈ (0, T0) to verify that u is a solu-
tion of (CP) on [0, T0]. Actually, since φ(u(t)) < σ for all t ∈ [0, T0], we can deduce that
∂V IK(u(t)) = {0}, which implies ∂V ϕσ (u(t)) = ∂V ϕ(u(t)) for a.e. t ∈ (0, T0). Therefore we
conclude that u becomes a solution of (CP) on [0, T0].
Before proceeding to the next step, we establish further estimates for u to be used later. Mul-
tiply (CP)σλ by uλ(t) and integrate this over (0, t). Then we get, by (18),
1
2
∣∣uλ(t)∣∣2H +
t∫
0
ϕ¯σ
(
uλ(τ)
)
dτ
 1
2
|u0|2H +
t∫
0
∣∣∂H ψ¯λ(uλ(τ))∣∣Lq′ ∣∣uλ(τ)∣∣Lq dτ
+
T∫ ∣∣f (τ)∣∣
V ∗
∣∣uλ(τ)∣∣V dτ0
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2
|u0|2H + C
t∫
0
ψ
(
uλ(τ)
)
dτ
+C
T∫
0
∣∣f (τ)∣∣p′
V ∗ dτ +
1
2
t∫
0
ϕ¯σ
(
uλ(τ)
)
dτ + T
2
σp/r .
Hence, by Lemma 8, as in (17), we can deduce that
sup
t∈[0,T ]
∣∣uλ(t)∣∣2H +
T∫
0
ϕ¯σ
(
uλ(τ)
)
dτ
 C
(
|u0|2H + T (σ )+
T∫
0
∣∣f (t)∣∣p′
V ∗ dt
)
. (39)
Furthermore, multiplying (CP)σλ by t (duλ(t)/dt) and noting that
(
f (t), t
duλ
dt
(t)
)
H
= d
dt
{
t
(
f (t), uλ(t)
)
H
}− (f (t), uλ(t))H − t
(
df
dt
(t), uλ(t)
)
H
,
we have
t
∣∣∣∣duλdt (t)
∣∣∣∣
2
H
+ d
dt
{
t ϕ¯σ
(
uλ(t)
)}− ϕ¯σ (uλ(t))
 d
dt
{
tψ¯λ
(
uλ(t)
)}− ψ¯λ(uλ(t))
+ d
dt
{
t
(
f (t), uλ(t)
)
H
}− (f (t), uλ(t))H − t
(
df
dt
(t), uλ(t)
)
H
.
Hence integrate this over (0, t). It then follows from (17) and (18) that
t∫
0
τ
∣∣∣∣duλdτ (τ )
∣∣∣∣
2
H
dτ + t ϕ¯σ (uλ(t))+
t∫
0
ψ¯λ
(
uλ(τ)
)
dτ
 tψ¯λ
(
uλ(t)
)+
t∫
0
ϕ¯σ
(
uλ(τ)
)
dτ
+ t(f (t), uλ(t))H −
t∫ (
f (τ), uλ(τ )
)
H
dτ −
t∫
τ
(
df
dτ
(τ), uλ(τ )
)
H
dτ0 0
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ϕ¯σ
(
uλ(t)
)+C
T∫
0
ϕ¯σ
(
uλ(τ)
)
dτ
+C sup
τ∈[0,T ]
τ
∣∣f (τ)∣∣p′
V ∗ +
t
4
ϕ¯σ
(
uλ(t)
)+C
t∫
0
∣∣f (τ)∣∣p′
V ∗ dτ
+
T∫
0
∣∣∣∣τ dfdτ (τ)
∣∣∣∣
p′
V ∗
dτ + T (σ ).
Therefore, by virtue of (39), we can assert that
T∫
0
t
∣∣∣∣duλdt (t)
∣∣∣∣
2
H
dt + sup
t∈[0,T ]
t ϕ¯σ
(
uλ(t)
)
 C
(
|u0|2H + T (σ )+
T∫
0
∣∣f (t)∣∣p′
V ∗ dt +
T∫
0
∣∣∣∣t dfdt (t)
∣∣∣∣
p′
V ∗
dt
)
. (40)
Here we have used the fact (see [1]) that
sup
t∈[0,T ]
t
∣∣f (t)∣∣p′
V ∗ C
( T∫
0
∣∣f (t)∣∣p′
V ∗ dt +
T∫
0
∣∣∣∣t dfdt (t)
∣∣∣∣
p′
V ∗
dt
)
.
Then letting λ → +0, by (23) and (35), we can obtain
sup
t∈[0,T ]
∣∣u(t)∣∣2
H
+
T∫
0
ϕσ
(
u(τ)
)
dτ  C
(
|u0|2H + T (σ )+
T∫
0
∣∣f (t)∣∣p′
V ∗ dt
)
(41)
and
T∫
0
t
∣∣∣∣dudt (t)
∣∣∣∣
2
H
dt + sup
t∈[0,T ]
tϕσ
(
u(t)
)
 C
(
|u0|2H + T (σ )+
T∫
0
∣∣f (t)∣∣p′
V ∗ dt +
T∫
0
∣∣∣∣t dfdt (t)
∣∣∣∣
p′
V ∗
dt
)
. (42)
Secondly, we deal with the case where u0 ∈ Lr(Ω) and f ∈ W 1,p′(0, T ;V ∗) ∩ L1+γ (0, T ;
Lr(Ω)). To do this, we take approximate sequences u0,n ∈ D(ϕ) and fn ∈ C1([0, T ];V ) such
that u0,n → u0 strongly in Lr(Ω) and fn → f strongly in W 1,p′(0, T ;V ∗)∩L1+γ (0, T ;Lr(Ω)).
Moreover, let σ := φ(u0) + 2 and remark that φ(u0,n)  φ(u0) + 1 and
∫ T |fn(t)|1+γr dt 0 L
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0 |f (t)|1+γLr dt + 1 for enough large n. Furthermore, there exists h ∈ L1+γ (0, T ) such that|fn′(t)|Lr  h(t) for a.e. t ∈ (0, T ) and all n′ for some subsequence n′ of n, which will be
denoted briefly by n.
Hence we can construct solutions un of (CP) with initial data u0,n and the forcing term fn,
which will be denoted by (CP)n in the rest of this section, on [0, T0] such that
sup
t∈[0,T0]
φ
(
un(t)
)
< φ(u0,n)+ 1 σ (43)
for some T0 > 0 independent of n, by recalling the first step. Actually, for the case γ > 0, it is
obvious that T∗(φ(u0,n),
∫ T
0 |fn(t)|1+γLr dt) T∗(φ(u0)+1,
∫ T
0 |f (t)|1+γLr dt +1) > 0. As for the
case γ = 0, since |fn(t)|Lr  h(t), we can choose Th : [0,+∞) → (0, T ] such that Th(x){(x +
1) + α/2} + C(x + 1)1/r ′ ∫ Th(x)0 |h(τ)|dτ  1/2 and Tfn(x)  Th(x) > 0 for all x ∈ [0,+∞)
and n. Thus we can take T0 > 0 uniformly with respect to n.
Now we shall establish a priori estimates for un and derive convergences of un as n → +∞.
First, by recalling (41) and (42), we have
sup
t∈[0,T0]
∣∣un(t)∣∣H +
T0∫
0
∣∣∇un(t)∣∣pLp dt  C, (44)
T0∫
0
t
∣∣∣∣dundt (t)
∣∣∣∣
2
H
dt + sup
t∈[0,T0]
t
∣∣∇un(t)∣∣pLp dt  C. (45)
Moreover, since ∂V ϕ(un(t)) = −pun(t), we can also derive
T0∫
0
∣∣∂V ϕ(un(τ))∣∣p′
W−1,p′ dτ  C (46)
from (44). Furthermore, by Lemma 8, we observe
T0∫
0
∣∣∂V ψ(un(τ))∣∣q ′
Lq
′ dτ  C
T0∫
0
ψ
(
un(τ)
)
dτ
 (σ )
T0∫
0
{
ϕ
(
un(τ)
)+ 1}1−ε dτ  C.
Thus since Lq ′(Ω) is continuously embedded in V ∗, we get, by (CP)n,
T0∫ ∣∣∣∣dundt (t)
∣∣∣∣
q ′
V ∗
dt  C. (47)0
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that
T0∫
0
∣∣∇vn(τ )∣∣pLp dτ  C. (48)
Moreover, since 2(r + p − 2)/p  r , it follows from (43) that vn is bounded in L∞(0, T0;H).
From these a priori estimates, we can obtain the following convergences by taking a subse-
quence of {n}, which will be also denoted by the same letter {n}, if necessary:
un → u weakly star in L∞
(
0, T0;Lr(Ω)
)
, (49)
weakly in Lp(0, T0;V ), (50)
t1/pun → t1/pu weakly star in L∞
(
0, T0;W 1,p0 (Ω)
)
, (51)
vn → v weakly star in L∞(0, T0;H), (52)
weakly in Lp
(
0, T0;W 1,p(Ω)
)
, (53)
dun/dt → du/dt weakly in Lq ′
(
0, T0;V ∗
)
, (54)
t1/2(dun/dt) → t1/2(du/dt) weakly in L2(0, T0;H), (55)
∂V ϕ
(
un(·)
)→ g weakly in Lp′(0, T0;W−1,p′(Ω)), (56)
∂V ψ
(
un(·)
)→ h weakly in Lq ′(0, T0;Lq ′(Ω)). (57)
Hence we can also deduce that u ∈ Cw([0, T0];Lr(Ω)) ∩ C((0, T0];H). Moreover, since V and
Lr(Ω) are compactly embedded in Lq(Ω) and V ∗, respectively, we can deduce that
un → u strongly in Lp
(
0, T0;Lq(Ω)
)∩ C([0, T0];V ∗), (58)
which together with (52) implies v = |u|(r−2)/pu. Moreover, it follows from (47) and (58) that
u(t) → u0 strongly in V ∗ as t → +0.
Next, we shall prove that ∂V ψ(u(t)) = h(t) for a.e. t ∈ (0, T0). To this end, we divide our
proof into two cases. For the case where r < q , as in the proof of Lemma 8, we can deduce
from (16) that
T0∫
0
∣∣un(t)− u(t)∣∣qLq dt
 C
( T0∫
0
∣∣∇un(t)− ∇u(t)∣∣pLp dt
)θq/p( T0∫
0
∣∣un(t)− u(t)∣∣(1−θ)qνLr dt
)1/ν
,
where θ is given by (15) and ν := p/(p − θq). Moreover, by (43) and (58), we can assure that
un → u strongly in L(1−θ)qν
(
0, T0;Lr(Ω)
)
. (59)
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un → u strongly in Lq
(
0, T0;Lq(Ω)
)
. (60)
Here we note that ∂V ψ(u) = ∂LqψLq (u) if u ∈ V , where ψLq :Lq(Ω) → [0,+∞) is defined by
ψLq (u) := (1/q)
∫
Ω
|u(x)|q dx for all u ∈ Lq(Ω). Therefore, on account of the demiclosedness
of ∂LqψLq in Lq(Ω)×Lq ′(Ω) and Proposition 1.1 of [11], we can assert that h(t) = ∂V ψ(u(t))
for a.e. t ∈ (0, T0). For the case where q  r , (60) follows immediately from (43) and (58). Hence
we can also verify that h(t) = ∂V ψ(u(t)) for a.e. t ∈ (0, T0).
Now, in order to show that g(t) = ∂V ϕ(u(t)) for a.e. t ∈ (0, T0), by (58), we take a set
I ⊂ (0, T0) such that un(s) → u(s) strongly in Lq(Ω) for all s ∈ I and |(0, T0) \ I | = 0. Hence
multiply ∂V ϕ(un(t)) by un(t) and integrate this over (s, T0) for an arbitrary s ∈ I . It then follows
that
T0∫
s
〈
∂V ϕ
(
un(t)
)
, un(t)
〉
dt =
T0∫
s
〈
fn(t), un(t)
〉
dt +
T0∫
s
〈
∂V ψ
(
un(t)
)
, un(t)
〉
dt
− 1
2
∣∣un(T0)∣∣2H + 12
∣∣un(s)∣∣2H .
Hence letting n → +∞, since (55) ensures u ∈ W 1,2(s, T0;H), we have
lim sup
n→+∞
T0∫
s
〈
∂V ϕ
(
un(t)
)
, un(t)
〉
dt 
T0∫
s
〈
f (t), u(t)
〉
dt +
T0∫
s
〈
∂V ψ
(
u(t)
)
, u(t)
〉
dt
− 1
2
∣∣u(T0)∣∣2H + 12
∣∣u(s)∣∣2
H
=
T0∫
s
〈
g(t), u(t)
〉
dt.
Therefore it follows from (50) and (56) that g(t) = ∂V ϕ(u(t)) for a.e. t ∈ (s, T0). From the
arbitrariness of s and the fact that |(0, T0) \ I | = 0, we conclude that g(t) = ∂V ϕ(u(t)) for a.e.
t ∈ (0, T0).
Finally, we check the initial condition u(0) = u0 in the sense of Lr(Ω). To do this, we recall
(36) with u = un, v = vn, u0 = u0,n and f = fn and pass to the limit as n → +∞. It then follows
that
φ
(
u(t)
)
 φ(u0)+ t
{
(σ )+ α
2
}
+Cσ 1/r ′
t∫
0
∣∣f (τ)∣∣
Lr
dτ
for all t ∈ [0, T0], which implies that lim supt→+0 φ(u(t))  φ(u0). Hence, since φ is weakly
lower semi-continuous in Lr(Ω), we conclude that
φ
(
u(t)
)→ φ(u0) as t → +0.
Therefore u(t) → u0 strongly in Lr(Ω) as t → +0; moreover, u ∈ C([0, T0];H). Thus we com-
plete the proof.
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∂u
∂t
(x, t)− div a(∇u(x, t))− g(u(x, t))= f (x, t), (x, t) ∈ Ω × (0, T ),
where a :RN → RN has a convex coercive potential A :RN → R, that is, a = ∂RNA, and
g :R → R denotes a maximal monotone graph in R2, by imposing appropriate growth condi-
tions on a and g. The detail of the above is left for a forthcoming paper.
Appendix A. Rigorous calculation of (26)
In this section, we provide a rigorous proof of (26), that is,
Proposition A.1. Let Ω be a (possibly unbounded) domain in RN with smooth boundary ∂Ω
and suppose that
2 r < +∞, 2 p < +∞. (A.1)
For every u ∈ W 1,p(Ω) satisfying |u|r−2u ∈ W 1,p(Ω), it follows that v := |u|(r−2)/pu belongs
to W 1,p(Ω) and
∫
Ω
∣∣∇u(x)∣∣p−2∇u(x) · ∇(∣∣u(x)∣∣r−2u(x))dx = α ∫
Ω
∣∣∇v(x)∣∣p dx, (A.2)
where α := (r − 1)pp/(r + p − 2)p > 0.
On the other hand, for any u ∈ W 1,p(Ω)∩L∞(Ω), it is well known that |u|r−2u also belongs
to W 1,p(Ω) ∩L∞(Ω); moreover, it follows that
∂xi
(∣∣u(x)∣∣r−2u(x))= (r − 1)∣∣u(x)∣∣r−2∂xi u(x), (A.3)
where ∂xi := ∂/∂xi (see, e.g., Proposition IX.5 of [4]). However, for all u ∈ W 1,p(Ω) satisfying
|u|r−2u ∈ W 1,p(Ω), it would not be obvious whether (A.3) holds true or not, and (A.3) will be
required to prove Proposition A.1. To verify (A.3) for every u ∈ W 1,p(Ω) satisfying |u|r−2u ∈
W 1,p(Ω), we introduce a non-decreasing function ζn ∈ C1(R) characterized by
ζn(s) =
{
s if |s| n,
n+ 1 if s  n + 2,
−(n+ 1) if s −(n + 2),
∣∣ζn(s)∣∣ |s|, ∣∣ζ ′n(s)∣∣ 1 ∀s ∈ R,
and prepare the following.
Lemma A.2. Let p ∈ [1,+∞) and let u ∈ Lp(Ω) and put un = ζn(u(·)). Then un ∈ Lp(Ω) ∩
L∞(Ω) and
un → u strongly in Lp(Ω) as n → +∞.
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un → u strongly in W 1,p(Ω) as n → +∞.
Proof. Let ωn := {x ∈ Ω; |u(x)|  n} and let un(x) := ζn(u(x)). We then find that un ∈
Lp(Ω) ∩L∞(Ω). Moreover, it follows that
∫
Ω
∣∣un(x)− u(x)∣∣p dx =
∫
ωn
∣∣un(x)− u(x)∣∣p dx  2p
∫
ωn
∣∣u(x)∣∣p dx → 0
as n → +∞, since |ωn| → 0. In particular, if u ∈ W 1,p(Ω), then since ∂xi un(x) =
ζ ′n(u(x))∂xi u(x) (see also Proposition IX.5 of [4]), we have∫
Ω
∣∣∇un(x)− ∇u(x)∣∣p dx =
∫
Ω
∣∣ζ ′n(u(x))∇u(x)− ∇u(x)∣∣p dx
=
∫
ωn
∣∣ζ ′n(u(x))∇u(x)− ∇u(x)∣∣p dx
 2p
∫
ωn
∣∣∇u(x)∣∣p dx → 0
as n → +∞. Therefore un → u strongly in W 1,p(Ω). 
Now we have
Lemma A.3. Suppose that (A.1) is satisfied and let u ∈ W 1,p(Ω) be such that |u|r−2u ∈
W 1,p(Ω). Then it follows that
∂xi
(∣∣u(x)∣∣r−2u(x))= (r − 1)∣∣u(x)∣∣r−2∂xi u(x).
Proof. Since un = ζn(u(·)) ∈ W 1,p(Ω) ∩L∞(Ω), we notice that
∂xi
(∣∣un(x)∣∣r−2un(x))= (r − 1)∣∣un(x)∣∣r−2∂xi un(x).
Thus we get, for every ϕ ∈ C∞0 (Ω),∫
Ω
∣∣un(x)∣∣r−2un(x)∂xi ϕ(x) dx = −(r − 1)
∫
Ω
∣∣un(x)∣∣r−2(∂xi un(x))ϕ(x)dx. (A.4)
Now we claim the following:
|un|r−2un → |u|r−2u strongly in Lp(Ω), (A.5)
|un|r−2∂xi un → |u|r−2∂xi u strongly in Lρ(Ω) (A.6)
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Ω
∣∣∣∣un(x)∣∣r−2un(x)− ∣∣u(x)∣∣r−2u(x)∣∣p dx  2p
∫
ωn
∣∣u(x)∣∣p(r−1) dx → 0.
Moreover, by virtue of Lemma A.2, taking a subsequence if necessary, we see
∣∣un(x)∣∣r−2∂xi un(x) → ∣∣u(x)∣∣r−2∂xi u(x) for a.e. x ∈ Ω.
Furthermore, we find that
∣∣∣∣un(x)∣∣r−2∂xi un(x)∣∣ ∣∣u(x)∣∣r−2∣∣∂xi u(x)∣∣ ∈ Lρ(Ω),
where ρ ∈ [1,+∞) is given by
1
ρ
= r − 2
(r − 1)p∗ +
1
p
 1
p′
+ 1
p
= 1,
since the fact that |u|r−2u ∈ W 1,p(Ω) implies that u ∈ L(r−1)p∗(Ω). Thus Lebesgue’s dominant
convergence theorem ensures (A.6).
Therefore passing to the limit in (A.4) as n → +∞, we conclude that for every ϕ ∈ C∞0 (Ω),∫
Ω
∣∣u(x)∣∣r−2u(x)∂xi ϕ(x) dx = −(r − 1)
∫
Ω
∣∣u(x)∣∣r−2(∂xi u(x))ϕ(x)dx,
which implies that ∂xi (|u(x)|r−2u(x)) = (r − 1)|u(x)|r−2∂xi u(x). 
Now we proceed to the proof of Proposition A.1. First, we have
Lemma A.4. Suppose that (A.1) is satisfied, and let u ∈ W 1,p(Ω) be such that |u|r−2u ∈
W 1,p(Ω). Moreover, put un := ζn(u(·)). Then it follows that
|un|r−2un → |u|r−2u strongly in W 1,p(Ω).
Proof. In the proof of Lemma A.3, we have proved that
|un|r−2un → |u|r−2u strongly in Lp(Ω),
∂xi
(∣∣un(x)∣∣r−2un(x))→ ∂xi (∣∣u(x)∣∣r−2u(x)) for a.e. x ∈ Ω.
Moreover, since, by Lemma A.3, (r − 1)|u|r−2∂xi u = ∂xi (|u|r−2u) ∈ Lp(Ω), it follows that
∣∣∂xi (∣∣un(x)∣∣r−2un(x))∣∣= (r − 1)∣∣un(x)∣∣r−2∣∣∂xi un(x)∣∣
 (r − 1)∣∣u(x)∣∣r−2∣∣∂xi u(x)∣∣ ∈ Lp(Ω).
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∂xi
(|un|r−2un)→ ∂xi (|u|r−2u) strongly in Lp(Ω). 
Proof of Proposition A.1. We recall the approximate sequence un := ζn(u(·)) ∈ W 1,p(Ω) ∩
L∞(Ω) of u again and compute
∫
Ω
∣∣∇un(x)∣∣p−2∇un(x) · ∇(∣∣un(x)∣∣r−2un(x))dx
= (r − 1)
∫
Ω
∣∣∇un(x)∣∣p∣∣un(x)∣∣r−2 dx
= (r − 1)
∫
Ω
∣∣∣∣un(x)∣∣(r−2)/p∇un(x)∣∣p dx
= (r − 1)
(
p
r + p − 2
)p ∫
Ω
∣∣∇(∣∣un(x)∣∣(r−2)/pun(x))∣∣p dx.
Now letting n → +∞ and noting Lemmas A.2 and A.4, we can derive
∫
Ω
∣∣∇un(x)∣∣p−2∇un(x) · ∇(∣∣un(x)∣∣r−2un(x))dx
→
∫
Ω
∣∣∇u(x)∣∣p−2∇u(x) · ∇(∣∣u(x)∣∣r−2u(x))dx,
which implies that |∇(|un|(r−2)/pun)|Lp  C. Moreover, we notice that p  r+p−2 p(r−1)
and
∣∣|un|(r−2)/pun∣∣Lp = |un|(r+p−2)/pLr+p−2  |u|(r+p−2)/pLr+p−2 .
Thus, by Lemma A.2, |un|(r−2)/pun → |u|(r−2)/pu weakly in W 1,p(Ω). Furthermore, by
Lemma A.4 with r replaced by (r − 2)/p + 2, we deduce that
|un|(r−2)/pun → |u|(r−2)/pu strongly in W 1,p(Ω).
Thus we assure that (A.2) holds true. 
Appendix B. Regularity of solutions for (CP)σλ
In this section, we discuss the existence, the uniqueness and the regularity of solutions of the
approximate problems (CP)σλ with u0 ∈ D(ϕσ ) and f ∈ L2(0, T ;H)∩L1(0, T ;Lr(Ω)). The ex-
istence part and the uniqueness part can be proved in virtue of Theorem 3.6 and Proposition 3.12
of [5], since ∂H ψ¯λ is Lipschitz continuous from H into itself. Moreover, the unique solution u
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the function t → ϕσ (u(t)) is absolutely continuous on [0, T ].
Furthermore, we claim that |u|(r−2)/pu ∈ Lp(0, T ;W 1,p(Ω))). Indeed, multiplying (CP)σλ by
∂Hφμ(u(t)) with μ > 0, by Proposition 5, we get
d
dt
φμ
(
u(t)
)+ (g(t), ∂Hφμ(u(t)))H
= (∂H ψ¯λ(u(t)), ∂Hφμ(u(t)))H + (f (t), ∂Hφμ(u(t)))H , (B.1)
where g(t) := f (t) − du(t)/dt + ∂H ψ¯λ(u(t)) ∈ ∂H ϕ¯σ (u(t)), for a.e. t ∈ (0, T ). Then, by
Lemma 9, it follows from (12) that
α
∣∣∇vμ(t)∣∣pLp  〈∂H ϕ¯σ (u(t)), ∂Hφμ(u(t))〉,
where vμ(t) := |Jφμu(t)|(r−2)/pJ φμu(t). Moreover, by Proposition 6, ∂H ψ¯λ also becomes Lip-
schitz continuous from Lr(Ω) into itself; hence, by Proposition 4, we have
(
∂H ψ¯λ
(
u(t)
)
, ∂Hφμ
(
u(t)
))
H

∣∣∂H ψ¯λ(u(t))∣∣Lr ∣∣∂Hφμ(u(t))∣∣Lr′
 Cλφ
(
u(t)
)
 Cλσ
for some constant Cλ depending on λ but not on μ. Furthermore, we can also obtain
(
f (t), ∂Hφμ
(
u(t)
))
H
Cσ 1/r ′
∣∣f (t)∣∣
Lr
.
Combining these facts and integrating (B.1) over (0, t), by Proposition 4, we can deduce that
φμ
(
u(t)
)+ α
t∫
0
∣∣∇vμ(τ)∣∣pLp dτ
 φ(u0)+CλσT +Cσ 1/r ′
T∫
0
∣∣f (τ)∣∣
Lr
dτ ∀t ∈ [0, T ]. (B.2)
Now, by passing to the limit as μ → 0, as in (33), we can derive
Jφμu → u strongly in C
([0, T ];H ).
Furthermore, since 2(r + p − 2)/p  r , it follows from (B.2) that
Jφμu → u weakly star in L∞
(
0, T ;Lr(Ω)),
vμ → v weakly star in L∞(0, T ;H),
weakly in Lp
(
0, T ;W 1,p(Ω))
and v = |u|(r−2)/pu, which proves the claim.
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