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On the representation of orthogonally additive polynomials
in ℓp.
Alberto Ibort, Pablo Linares, and Jose´ G. Llavona
Abstract. We present a new proof of a Sundaresan’s result which shows
that the space of orthogonally additive polynomials Po(kℓp) is isometrically
isomorphic to ℓp/p−k if k < p <∞ and to ℓ∞ if 1 ≤ p ≤ k.
1. Introduction
A continuous scalar-valued map P in a Banach space is called a k-homogeneous
polynomial if there exists a continuous k-linear form φ on X such that P (x) =
φ(x, . . . , x). The space of k-homogeneous polynomials on X will be denoted by
P(kX). It is a Banach space with the norm
‖P‖ = sup
‖x‖≤1
|P (x)|
We will denote by
⊗̂
π,kX and by
⊗̂
π,s,kX the completed k-fold projective
tensor product and the completed k-fold projective symmetric tensor product res-
pectively, where π denotes the projective norm. For X = ℓp, the tensor diagonal is
defined to be the closed subspace of
⊗̂
π,s,kX generated by en ⊗
k︷︸︸︷
· · · ⊗en. It will
be denoted by Dk,p.
It will be needed the well known result that the dual of the space
⊗̂
π,s,kX
is isometrically isomorphic to the space P(kX). For notations and results about
homogeneous polynomials, the reader is referred to [4] or [6], and for the theory of
tensor products to [8].
We are interested in the subspace of P(kX) consisting of all orthogonally addi-
tive polynomials. Recall that if X is a Banach lattice, a k-homogeneous polynomial
P is said to be orthogonally additive if P (x + y) = P (x) + P (y) whenever x and
y are orthogonal or disjoint elements of X (that is |x| ∧ |y| = 0). We will consider
X = ℓp as a Banach lattice with its natural order given by x = (xn) ≤ y = (yn) if
xn ≤ yn. See [5] for more information about the theory of Banach lattices.
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We give here a new proof of a result of Sundaresan (see [9]). This result
has been recently generalized to all Banach lattices by Benyamini, Lasalle and
Llavona in [2]. There are also independent proofs for the case of X = C(K), see
[3] and [7]. The reason to present this new proof is that, in our opinion, it is much
simpler in the sense that there is no need of hard tools such us the representation
of orthogonally additive functionals using Caratheodory functions, as in [9], or the
Kakutani representation theorem for Banach lattices used in [2]. This new proof
also makes more evident the underlying ideas.
2. The tensor diagonal
In this section we generalize Example 2.23 in [8] to give a description of the
tensor diagonal in
⊗̂
π,s,kℓp. The main technique was a Rademacher averaging ([8],
Lema 2.22). Its generalization requires the k-Rademacher generalized functions
introduced by Aron and Globevnik in [1]:
Definition 2.1 ([1]). Fix k ∈ N, k ≥ 2 and let α1 = 1, α2, . . . , αk denote the
nth roots of unity. Let r1 : [0, 1] −→ C be the step function taking the value αj on
(j − 1/k, j/k) for j = 1, . . . , n. Assuming that rn−1 has been defined, define rn in
the following way: fix any of the kn−1 sub-intervals I of [0, 1] used in the definition
of rn−1. Divide I into k equal intervals I1, . . . , Ik and set rn(t) = αj if t ∈ Ij .
We will also need the following
Lemma 2.2 ([1]). For each k = 2, 3, . . . the associated functions rn satisfy the
following properties:
• |rn(t)| = 1 for all n ∈ N and all t ∈ [0, 1].
• For any choice of n1, . . . , nk∫ 1
0
rn1(t) · · · rnk(t) =
{
1 if n1 = · · · = nk
0 otherwise.
The next lemma is a generalization of Lemma 2.22 in [8]:
Lemma 2.3 (Rademacher Averaging). Let X1, . . . Xk vector spaces and let
x1,1, . . . , x1,n ∈ X1, . . . , and xk,1, . . . , xk,n ∈ Xk. Then
n∑
i=1
x1,i ⊗ · · · ⊗ xk,i =
∫ 1
0
(
n∑
i=1
ri(t)x1,i
)
⊗ · · · ⊗
(
n∑
i=1
ri(t)xk,i
)
dt
Proof. Just expand the integral and use the second property of Lemma 2.2.

Theorem 2.4. Let 1 ≤ p < ∞. The tensor diagonal Dk,p in
⊗̂
π,s,kℓp is
isometrically isomorphic to ℓp/k if k < p <∞ and to ℓ1 if 1 ≤ p ≤ k.
Proof.
(1) k < p <∞.
Let u =
∑n
i=0 aiei ⊗ · · · ⊗ ei ∈ Dk,p. Using Lemma 2.3, we write
u =
∫ 1
0
(
n∑
i=1
sign(ai)|ai|
1/kri(t)ei
)
⊗ · · · ⊗
(
n∑
i=1
|ai|
1/kri(t)ei
)
dt
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and, like in [8] (pages 34-35) we get:
π(u) ≤ sup
0≤t≤1
∥∥∥∥∥
n∑
i=1
sign(ai)|ai|
1/kri(t)ei
∥∥∥∥∥
p
· · ·
∥∥∥∥∥
n∑
i=1
|ai|
1/kri(t)ei
∥∥∥∥∥
p
=
=
(
n∑
i=1
|ai|
p/k
)k/p
= ‖(ai)‖p/k
To prove the identity, define a k-linear form on ℓp by B(x1, . . . , xn) =∑
bix1,i · · ·xk,i where xj = (xj,n) and bi = sign(ai)|ai|
p/k−1. Using
Ho¨lder’s inequality, it is easy to see that ‖B‖ ≤ (
∑n
i=1 |ai|
p/k)1−p/k and
then
n∑
i=1
|ai|
p/k = |〈u,B〉| ≤ π(u)(
n∑
i=1
|ai|
p/k)1−p/k.
Hence ‖(ai)‖p/k ≤ π(u) and therefore Dk,p is isometrically isomorphic
to ℓp/k.
(2) 1 ≤ p ≤ k.
Let be u =
∑n
i=0 aiei ⊗ · · · ⊗ ei ∈ Dk,p, then π(u) ≤
∑n
i=0 |ai|. Reci-
procally, define B(x1, . . . , xn) =
∑n
i=0 sign(ai)x1,i · · ·xk,i, we have that
|B(x1, . . . , xn)| ≤ ‖x1‖k · · · ‖xk‖k ≤ ‖x1‖p · · · ‖xk‖p and so ‖B‖ ≤ 1.
Then
π(u) ≥ 〈u,B〉 =
∞∑
i=1
|ai|
and we are done.

Remark 1. Definition 2.1 gives the classical Rademacher functions for the case
k = 2 and these results are those in [8], (Example 2.23, page 34).
3. The main result
Our proof is based in the fact that the orthogonally additive polynomials are
isometrically isomorphic to the dual of the tensor diagonalDk,p. We need a previous
lemma:
Lemma 3.1. Let 1 ≤ p <∞. The dual of the tensor diagonal D∗k,p is isometri-
cally isomorphic to ℓ∞ if 1 ≤ p ≤ k and to ℓp/p−k if k < p < ∞ in the sense that
for every F ∈ D∗k,p, (F (ei ⊗ · · · ⊗ ei)) is in ℓ∞ for the first case and in ℓp/p−k for
the second.
Proof. The proof is standard, observe that ℓp/p−k is the dual of ℓp/k and
carry on the same proof of ℓ∗q = ℓq′ for 1/q+1/q
′ = 1 with the identification of the
projective norm shown in Theorem 2.4. 
We are now ready to prove the theorem:
Theorem 3.2. Let 1 ≤ p <∞. The space of orthogonally additive, k-homoge-
neous polynomials Po(
kℓp) is isometrically isomorphic to ℓ∞ for 1 ≤ p ≤ k and to
ℓp/p−k for k < p <∞.
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Proof. The proof consists on showing that Po(
kℓp) is isometrically isomorphic
to D∗k,p. We will suppose that k < p <∞. The other case is analogous.
Let F ∈ D∗k,p, the correspondence is established by associating F to the poly-
nomial P (x) = F˜ (x⊗ · · · ⊗ x) where F˜ ∈ (
⊗̂
π,k,sℓp)
∗ is defined by
F˜ (en1 ⊗ · · · ⊗ enk) =
{
F (en1 ⊗ · · · ⊗ enk) if n1 = · · · = nk
0 otherwise
To see that F˜ is well defined let x =
∑
xnen ∈ ℓp, then
|F˜ (x⊗ · · · ⊗ x)| ≤
∑
|xn1 · · ·xnk F˜ (en1 ⊗ · · · ⊗ enk)| =
∑
|xknF (en ⊗ · · · ⊗ en)|
≤ ‖(xkn)‖p/k‖(F (en ⊗ · · · ⊗ en))‖p/p−k ≤ ‖F‖‖x‖
k
p =
= ‖F‖π(x⊗ · · · ⊗ x)
hence F˜ is continuous and ‖F˜‖ ≤ ‖F‖, then we have the equality since F˜ was an
extension of F .
To see that P (x) = F˜ (x ⊗ · · · ⊗ x) is orthogonally additive, note that is
enough to check that the k-linear symmetric form φ associated to P , verifies that
φ(en1 , . . . , enk) is zero whenever at least two of its entries will be different and this
is true by definition of F˜ .
Finally as the correspondence between polynomials and the dual of the symme-
tric tensor product is an isometric isomorphism, ‖P‖ = ‖F˜‖ = ‖F‖ which completes
the proof. 
As it has been shown, if P (x) = φ(x, . . . , x) is an orthogonally additive polyno-
mial on ℓp, the essential information of P is contained in the sequence (φ(en, . . . , en)).
There is another possible proof of Theorem 3.2 using a result by Zalduendo (see
Corollary 1 of [10]):
Lemma 3.3 ([10]). Let k < p and let φ a continuous k-linear form on ℓp. Then
(φ(en, . . . , en)) ∈ ℓp/p−k.
From this result, it can be shown as well that the space of orthogonally additive
polynomials is isometrically isomorphic to ℓp/p−k if k < p. We don’t repeat the
proof since the ideas are essentially the same, however the proof presented here is
self-contained.
Remark 2. This method will also be valid for 1 ≤ p ≤ k since in this case,
trivially (φ(en, . . . , en)) ∈ ℓ∞. It is shown in [10] that this is the best characteriza-
tion.
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