This paper presents a variant of Quantum behaved Particle Swarm Optimization (QPSO) named Q-QPSO for solving global optimization problems. The Q-QPSO algorithm is based on the characteristics of QPSO, and uses interpolation based recombination operator for generating a new solution vector in the search space. The performance of Q-QPSO is compared with Basic Particle Swarm Optimization (BPSO), QPSO and two other variants of QPSO taken from literature on six standard unconstrained, scalable benchmark problems. The experimental results show that the proposed algorithm outperforms the other algorithms quite significantly.
INTRODUCTION
Particle Swarm Optimization (PSO) is relatively a newer addition to a class of population based search technique for solving numerical optimization problems. The particles or members of the swarm fly through a multidimensional search space looking for a potential solution. In classical (or original PSO), developed by Kennedy and Eberhart in 1995 [1] , each particle adjusts its position in the search space from time to time according to the flying experience of its own and of its neighbors (or colleagues). For a D-dimensional search space the position of the i th particle is represented as X i = (x i1 , x i2 , …, x iD ). Each particle maintains a memory of its previous best position P besti = (p i1 , p i2 … p iD ).
The best one among all the particles in the population is represented as P gbest = (p g1 , p g2 … p gD ). The velocity of each particle is represented as V i = (v i1 , v i2 , … v iD ). In each iteration, the P vector of the particle with best fitness in the local neighborhood, designated g, and the P vector of the current particle are combined to adjust the velocity along each dimension and a new position of the particle is determined using that velocity. The two basic equations which govern the working of PSO are that of velocity vector and position vector given by: ) ( ) ( The first part of equation (1) represents the inertia of the previous velocity, the second part is the cognition part and it tells us about the personal experience of the particle, the third part represents the cooperation among particles and is therefore named as the social component. Acceleration constants c 1 , c 2 and inertia weight w are the predefined by the user and r 1 , r 2 are the uniformly generated random numbers in the range of [0, 1].
PSO has undergone a plethora of changes since its development. One of the recent developments in PSO is the application of Quantum laws of mechanics to observe the behavior of PSO. Such PSO's are called Quantum PSO (QPSO). Some variants of QPSO include mutation based PSO [2] , [3] , where mutation is applied to the mbest (mean best) and gbest (global best) positions of the particle, also in one of the variants of QPSO a perturbation constant called Lyapunov constant is added. However to the best of our knowledge no has used the concept of recombination operator in QPSO. This paper presents a QPSO called Q-QPSO which uses the quantum theory of mechanics to govern the movement of swarm particles along with an interpolation (quadratic interpolation) based recombination operator. The concept of quadratic interpolation as a recombination operator was introduced by us [4] , [5] , for improving the performance of classical PSO, where it gave significantly good results. This motivated us to apply this concept for QPSO also to improve its performance.
The remaining of the paper is organized as follows: Section 2 briefly describes the Quantum Particle Swarm Optimization. Section 3, explains the proposed Q-QPSO, Section 4, gives the experimental settings and numerical results of some selected unconstrained benchmark problems. The paper finally concludes with Section 5.
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QUANTUM PARTICLE SWARM OPTIMIZATION
The development in the field of quantum mechanics is mainly due to the findings of Bohr, de Broglie, Schrödinger, Heisenberg and Bohn in the early twentieth century. Their studies forced the scientists to rethink the applicability of classical mechanics and the traditional understanding of the nature of motions of microscopic objects [6] . As per classical PSO, a particle is stated by its position vector x i and velocity vector v i , which determine the trajectory of the particle. The particle moves along a determined trajectory following Newtonian mechanics. However if we consider quantum mechanics, then the term trajectory is meaningless, because x i and v i of a particle cannot be determined simultaneously according to uncertainty principle. Therefore, if individual particles in a PSO system have quantum behavior, the performance of PSO will be far from that of classical PSO [7] . In the quantum model of a PSO, the state of a particle is depicted by wavefunction ) , ( t x Ψ , instead of position and velocity. The dynamic behavior of the particle is widely divergent from that of the particle in traditional PSO systems. In this context, the probability of the particle's appearing in position x i from probability density function
, the form of which depends on the potential field the particle lies in [2] . The particles move according to the following iterative equations [8] , [9] : 
PROPOSED Q-QPSO ALGORITHM
The proposed Q-QPSO algorithm is a simple and modified version of QPSO in which we have introduced the concept of recombination. The Q-QPSO algorithm starts like the usual QPSO using equations (3), (4) and (5) . At the end of each iteration, the quadratic interpolation recombination operator is invoked to generate a new swarm particle. The new particle is accepted in the swarm only if it is better than the worst particle (i.e. the particle having maximum fitness) present in the swarm. This process is repeated iteratively until a better solution is obtained. The quadratic crossover operator is a nonlinear operator which produces a new solution vector lying at the point of minima of the quadratic curve passing through the three selected swarm particles. The selection of particles, say {a, b, c} is done as follows: a = X min , (the swarm particle having minimum (or best) fitness function value) {b, c} = {randomly chosen particles from the remaining members of the swarm.
(a, b and c should be three different particles) The idea behind the inclusion of an interpolation operator is to facilitate the Q-QPSO with a recombination operator which will help in finding a new solution point in the search space. Since, we are always holding the particle having the best fitness function value to take part in recombination process, the probability of generating a new trial vector with fitness function which is better than at least one of the existing solution vectors in the swarm increases. Thus the new particle is accepted in the swarm only if it is better than the worst particle. Mathematically, the new particle
, is given as:
The computational steps of Q-QPSO algorithm are given by:
Step 1: Initialize the swarm with uniformly distributed random numbers.
Step 2: Calculate mbest using equation (5) Step 3: Update particles position using equation (3) Step 4: Evaluate the fitness value of each particle
Step 5: If the current fitness value is better than the best fitness value (Pbest) in history Then Update Pbest by the current fitness value.
Step 6: Update Pgbest (global best)
Step 7: Find a new particle using equation (6) Step 8: If the new particle is better than the worst particle in the swarm Then replace the worst particle by the new particle.
Step 9: Go to step 2 until maximum iterations reached.
EXPERIMENTAL SETTINGS AND BENCHMARK PROBLEMS
In Q-QPSO algorithm a linearly decreasing contraction-expansion coefficient (β) is used which starts at 1.0 and ends at 0.5. the acceleration constants are taken as 2.0. In order to check the compatibility of the proposed Q-QPSO algorithm we have tested it on 10 benchmark problems (unconstrained) given in Table 1 . All the test problems are highly multimodal and scalable in nature and are considered to be starting point for checking the credibility of any optimization algorithm. There is not much literature available in which QPSO is used extensively for solving a variety of test problems. Therefore, for the present study, we have considered 10 test problems out of which the first three problems are the ones that have been tested with some variants of QPSO. The remaining 6 problems we have solved with our version and with QPSO and BPSO. As in [3] , for functions f1, f2 and f3, three different dimension sizes are tested. They are 10, 20 and 30. The maximum number of generations is set as 1000, 1500 and 2000 corresponding to the dimensions 10, 20 and 30 respectively. Different population sizes are used for each function with different dimensions. The population sizes are 20, 40 and 80. We have tested the functions f4 -f10 with dimensions 10, 30 and 50. A total of 30 runs for each experimental setting are conducted and the average fitness of the best solutions throughout the run is recorded. Tables 2, 3 and 4 show the mean best fitness of Q-QPSO, BPSO, QPSO and its two variants in literature for functions f1, f2 and f3 respectively. Table 5 shows the mean best fitness values of Q-QPSO, BPSO and QPSO for the functions f4 -f10. Tables 6, 7 and 8 shows the T-test values for the benchmark problems f1, f2 and f3 in comparison with the other algorithms. Figures 2, 3 and 4 depict the performance with a focus on mean best fitness for some selected functions. In all the Tables, 'Pop' represents population, 'Dim' represents dimension and 'Gen' represents Generation. 
CONCLUSIONS
This paper presents a variant of Quantum PSO called Q-QPSO, incorporating the concept of recombination operator. The proposed Q-QPSO is tested on three standard unconstrained benchmark test problems and the results are compared with some of the existing QPSO (containing mutation operator) and standard PSO.
For the first test problem, which is, Rastringin's function (a highly multimodal function), the proposed Q-QPSO algorithm outperformed all the given algorithms, quite significantly and gave the near optimum solution (which is 0) in all the test cases.
Similarly for the second test problem (Griewank function), Q-QPSO gave better results than the other algorithms in seven out of the nine test cases tried. For the test functions f3 -f10 also Q-QPSO gave superior results in all the cases. The dominance of the proposed Q-QPSO algorithm is also apparent from the two tailed t-test given in Tables 5, 6 and 7.
However, we would like to add that the collection of test problems taken in this paper is not exhaustive and therefore making any concrete conclusion on the performance of Q-QPSO do not sound justified. Moreover, it is very much possible that the inclusion of a crossover operator may have an adverse effect on the diversity of the algorithm which in turn may deteriorate its performance for solving problems having large number of variables. Also, it would be interesting to do a theoretical analysis on quadratic interpolation operator and its application to optimization problems.
However, on the positive side it is quite evident from the numerical results that for the highly multimodal problems having variables up to 50, Q-QPSO is definitely a better choice over the contemporary optimization algorithms.
For the future work, we shall be apply Q-QPSO for solving more complex unconstrained and constrained optimization problems. Also we shall be studying the combined effect of mutation and recombination on a Quantum behaved PSO.
