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Takanori Hitomi and Youichi Yanase∗
Department of Physics, Graduate School of Science, Kyoto University, Kyoto 606-8502, Japan
Motivated by recent studies of odd-parity multipole order in condensed matter physics, we theoretically study mag-
netoelectric responses in an electric octupole state. Investigating the Edelstein effect and spin Hall effect in a locally
noncentrosymmetric bilayer Rashba model, we clarify characteristic properties due to parity violation in the electric
octupole state. Furthermore, a possible realization of electric octupole order in bilayer high-Tc cuprate superconductors
is proposed. Our calculation of magnetic torque is consistent with recent experimental observation of a kink above the
superconducting transition temperature. We also show significant enhancement of the in-plane anisotropy in spin sus-
ceptibility due to the superconductivity, and propose an experimental test by means of the nuclear magnetic resonance
in the superconducting state. A spin-orbit coupled metal state in Cd2Re2O7 is also discussed.
1. Introduction
Advances in research of noncentrosymmetric electron sys-
tems have revealed a variety of intriguing phenomena, such
as exotic or topological superconductivity,1–20) magnetoelec-
tric effect,2, 4, 7–9, 21, 22) anomalous Hall effect,8, 9) spin Hall ef-
fect,23–27) and topological transport.28–30) Interplay of rela-
tivistic spin-orbit coupling and broken inversion symmetry
gives rise to antisymmetric spin-orbit coupling (ASOC) such
as Rashba spin-orbit coupling, which results in these phenom-
ena due to spin-momentum locking in electronic band struc-
tures.
ASOC entangles not only spin, orbital, and momentum but
also sublattice degrees of freedom in locally noncentrosym-
metric systems, where the crystal structure preserves global
inversion symmetry although local site symmetry lacks in-
version symmetry. Such crystals have at least two nonequiv-
alent lattice sites, between which ASOC changes the sign.
As a consequence of the sublattice-dependent ASOC, “spin-
momentum-sublattice locking” occurs, which is an analog
of spin-momentum locking in globally noncentrosymmetric
systems. The peculiar electronic structure has been studied
for superconductivity,31–33) and later demonstrated by ex-
periments34, 35) and first principles band structure calcula-
tions36–40) for various locally noncentrosymmetric crystalline
compounds.
Recent theoretical works have shown exotic superconduc-
tivity33, 41–48) and odd-parity multipole order49–63) induced
by the sublattice-dependent ASOC. The former may be
a platform of topological superconductivity,41, 45, 46,48) and
the latter is parity-violating electromagnetic order. Exper-
imental study traces back to magnetic monopole order in
Cr2O3,
64) and recent studies found magnetic toroidal order
in LiCoPO4,
65, 66) magnetic quadrupole order in Sr2IrO4
67, 68)
and Ba(TiO)Cu4(PO4)4,
69) and odd-parity electric order in
Cd2Re2O7.
70, 71) Recent theoretical study has also identified
magnetic hexadecapole order in BaMn2As2.
57) Furthermore,
a comprehensive group theoretical classification has identi-
fied more than 100 compounds as odd-parity magnetic mul-
tipole states.61) These multipole states spontaneously break
∗yanase@scphys.kyoto-u.ac.jp
global inversion symmetry. The combined effects of sponta-
neous parity violation and sublattice-dependent ASOC may
lead to fascinating magnetic, superconducting, and transport
phenomena. For instance, Fulde-Ferrell-Larkin-Ovchinnikov
superconductivity by multipole order has been suggested,50)
and possible realization in Sr2IrO4 was proposed.
72)
In this paper, we study magnetic and magnetoelectric trans-
port properties in the electric octupole (EO) state of bi-
layer Rashba systems, which was previously proposed for
Sr3Ru2O7.
55, 56) Owing to the layer degrees of freedom, the
EO state is realized by antiferroic stacking of the even-parity
electric quadrupole (EQ) moment between bilayers. Spin tex-
ture characteristic of the EO state appears in the momen-
tum space.55) Therefore, intriguingmagnetoelectric responses
may arise from hidden spin polarization in the EO state.
We discuss high-temperature cuprate superconductors as
a possible candidate. Recently, a magnetic-torque measure-
ment explored second-order phase transition around the pseu-
dogap onset temperature in a bilayer cuprate superconductor
YBa2Cu3O7−x (YBCO).73) A kink in the magnetic torque in-
dicates a change in the nematicity at the critical point. How-
ever, nematic order breaking the C4 rotation symmetry can
not be a primary order parameter since the C4 rotation sym-
metry is already broken in the orthorhombic YBCO owing to
CuO chains. Indeed, the critical exponent observed in exper-
iments73) indicates that the nematicity is not a primary order
parameter. On the other hand, optical measurements such as
linear dichroism74) and second-harmonic optical anisotropy75)
measurements have shown broken inversion symmetry. Thus,
the hidden order in cuprates may be attributed to the EO order
which is closely related to the nematicity and breaks inversion
symmetry. In this paper, consistency with magnetic torque
measurements73) is demonstrated. Furthermore, the spin Hall
effect and Edelstein effect are calculated, and their character-
istic properties are proposed for future experimental tests.
This paper is constructed as follows. First, in Sec. 2.1 we
introduce the forward scattering model for bilayer Rashba
systems and formulate a mean field theory. Next, we intro-
duce EQ and EO order in Sec. 2.2. In Sec. 3, we study the
EO state in an orthorhombic system and discuss the recent
experimental result in YBCO. In Sec. 3.1 it is shown that the
1
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nematicity changes at the phase transition temperature of EO
order. As a consequence, a kink appears in magnetic torque in
agreement with the experiment73) (Sec. 3.2). Furthermore, in
Sec. 3.3 we show that in-plane anisotropy in magnetic suscep-
tibility is remarkably enhanced in the superconducting state.
Transport properties characterizing the EO state are eluci-
dated in Secs. 4 and 5.We calculate the spin Hall conductivity
in Sec. 4 and the Edelstein effect in Sec. 5. In addition to high-
Tc cuprate superconductors, the spin-orbit coupled metallic
state in Cd2Re2O7 is briefly discussed. Finally, summary and
discussions are given in Sec. 6.
2. Model
2.1 Bilayer Rashba model
In order to investigate odd-parity EO order in bilayer
Rashba systems, we introduce a forward scattering model,56)
H = Hkin + HASOC + H⊥ + Hf , (1)
Hkin =
∑
k
∑
s=↑,↓
∑
l=A,B
εkc
†
ksl
cksl, (2)
HASOC =
∑
k,s,s′,l
αl gk · σss′c†kslcks′l, (3)
H⊥ = t⊥
∑
k,s
[c
†
ksA
cksB + h.c.], (4)
Hf = −
g1
2N
∑
k,k′,l
dkdk′nklnk′l
− g2
2N
∑
k,k′
dkdk′ [nkAnk′B + nkBnk′A], (5)
where cksl (c
†
ksl
) is an annihilation (creation) operator of an
electron with spin s =↑, ↓ and wave vector k on a layer
l = A, B. nkl =
∑
s c
†
ksl
cksl is number density operator,
σ = (σx, σy, σz) is the Pauli matrices, and N is the number
of sites per layer. In the kinetic energy term Hkin, εk is rep-
resented by the nearest- and next-nearest-neighbour hoppings
in a two-dimensional (2D) square lattice, εk = −2tx cos kx −
2ty cos ky − 4t2 cos kx cos ky − µ, where the chemical potential
µ is included. The nearest neighbour hoppings are given by
tx = t1 + δt1, (6)
ty = t1 − δt1, (7)
where δt1 introduces an orthorhombic anisotropy in the 2D
plane. Thus, δt1 = 0 in the tetragonal system while δt1 , 0 in
the orthorhombic system such as YBCO. We adopt t1 = 1 as
the unit of energy.
The second term HASOC stands for layer-dependent Rashba
ASOC. Since the parity-violating crystalline electric field is
opposite between the two layers, the coupling constant has the
form (αA, αB) = (α,−α). This layer-dependent Rashba ASOC
has been observed in recent spin- and angle-resolved photo-
emission spectroscopy for a bilayer cuprate superconductor
Bi2212,76) and a sizable magnitude α ∼ 10meV was re-
ported. In accordance with Ref. 76, We assume a simple form
gk = (− sin ky, sin kx, 0), which has been microscopically de-
rived when the orbital degrees of freedom are quenched.77)
The third term H⊥ represents the interlayer hopping of elec-
trons. Assuming quasi-2D bilayer systems, a small interlayer
hopping amplitude is taken as t⊥ = 0.1.
The last term Hf in Eq. (1) describes intralayer and in-
terlayer forward scattering interactions, whose coupling con-
stants are g1 and g2, respectively. A d-wave form factor dk =
cos kx − cos ky is adopted. The intralayer term has been ob-
tained as an effective interaction by the renormalization group
theory for the 2D Hubbard model.78–81) It leads to sponta-
neous deformation of the Fermi surface,82–85) which is called
d-wave Pomeranchuk instability (dPI). The dPI arising from
the spin-fluctuation was also revealed on the basis of the d-p
model.86) The dPI is equivalent to EQ order from the view-
point of symmetry. Indeed, the local EQ moment with Ox2−y2
symmetry appears at each layer.When the stacking of EQmo-
ment is antiferroic (ferroic) between layers, the system under-
goes EO order (EQ order). Although the sign of interlayer
interaction plays an essential role for the stability of these
states,56) derivation from the bilayer Hubbard or d-p model
has not been carried out. Thus, we phenomenologically intro-
duce a negative (positive) interlayer forward scattering term
in order to examine the EO (EQ) state. Consistency with ex-
perimental results is obtained only for the EO state. We leave
the derivation of the g2 term as a future issue.
We treat the forward scattering interaction term Hf by
a mean field approximation. By decoupling nklnk′l′ ≃
nkl〈nk′l′〉 + 〈nkl〉nk′l′ − 〈nkl〉〈nk′l′〉, the dPI order parameter on
the l-layer is introduced as
∆l = ∆1l + ∆2l¯, (8)
with
∆1l = −
g1
N
∑
k
dk〈nkl〉, (9)
∆2l = −
g2
N
∑
k
dk〈nkl〉, (10)
where l¯ indicates the layer different from l, i.e., {l, l¯ } = {A, B}.
The dPI order parameter ∆l is given by an intralayer term ∆1l
and an interlayer term ∆2l¯. Taking into account the dPI order
parameter, we obtain the mean field Hamiltonian
HMF =
∑
k
Cˆ
†
k
HˆMF4 (k)Cˆk + Econd, (11)
where
Econd =
N
2g1
[(∆1A)
2
+ (∆1B)
2] +
N
g2
∆2A∆2B, (12)
and Cˆ
†
k
=
(
c
†
k↑A, c
†
k↓A, c
†
k↑B, c
†
k↓B
)
. The 4 × 4 matrix HˆMF
4
(k) is
given by
HˆMF4 (k) =

ξkA −αλ+k t⊥ 0
−αλ−
k
ξkA 0 t⊥
t⊥ 0 ξkB αλ+k
0 t⊥ αλ−k ξkB
 , (13)
with λ±
k
= sin ky ± i sin kx and ξkl = εk + dk∆l. The matrix
HˆMF
4
(k) is diagonalized by a unitary transformation, and we
obtain the mean field Hamiltonian in the band representation
HMF =
∑
k
4∑
a=1
Ekaγ
†
ka
γka + Econd, (14)
where Eka is an energy dispersion of the a-th eigenstate. Then,
2
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Eqs. (9) and (10) are reduced to
∆1l = −
g1
N
∑
k,s
4∑
a=1
dk|uaksl|2 f (Eka), (15)
∆2l = −
g2
N
∑
k,s
4∑
a=1
dk|uaksl|2 f (Eka), (16)
where f (E) is the Fermi-Dirac distribution function, and ua
ksl
are elements of the unitary matrix defined by
cksl =
4∑
a=1
uakslγka. (17)
We numerically solve self-consistent equations for the dPI or-
der parameters, namely, Eqs. (15) and (16). The thermody-
namically stable state is determined by calculating free ener-
gies of the normal state, EQ state, and EO state.
Let us show explicit forms of the unitary matrix and quasi-
particle’s energy. The matrix Uˆ(k) is given by
Uˆ(k) =
1√
2
×

Tk− −
λ+
k
|gk |
√
1 − T 2
k+
√
1 − T 2
k− −
λ+
k
|gk |Tk+
λ−
k
|gk |Tk−
√
1 − T 2
k+
λ−
k
|gk |
√
1 − T 2
k− Tk+
√
1 − T 2
k− −
λ+
k
|gk |Tk+ −Tk−
λ+
k
|gk |
√
1 − T 2
k+
λ−
k
|gk |
√
1 − T 2
k− Tk+ −
λ−
k
|gk |Tk− −
√
1 − T 2
k+

, (18)
where |gk| = (sin2 kx + sin2 ky)1/2 is the magnitude of the
Rashba g-vector, and Tk± is defined by
Tk± =
t⊥√
t2⊥ +
[
αd
k± +
√(
αd
k±
)2
+ t2⊥
]2 . (19)
We have introduced αd
k± as
αdk± = α|gk| ± dk
∆A − ∆B
2
. (20)
The energy dispersion is obtained as
Ek1 = εk + dk
∆A + ∆B
2
+
√
(αd
k−)
2 + t2⊥, (21)
Ek2 = εk + dk
∆A + ∆B
2
+
√
(αd
k+
)2 + t2⊥, (22)
Ek3 = εk + dk
∆A + ∆B
2
−
√
(αd
k−)
2 + t2⊥, (23)
Ek4 = εk + dk
∆A + ∆B
2
−
√
(αd
k+
)2 + t2⊥. (24)
2.2 Electric multipole order
In this subsection, we identify electric multipole order. For
simplicity, a tetragonal system with δt1 = 0 is considered.
Then, the bilayer Rashba system preserves D4h point group
symmetry. The dPI order parameter on the l-layer is Ising-
type, namely, ∆l = ∆ or −∆. By taking account of layer de-
grees of freedom, we can identify two types of electric multi-
pole states from the viewpoint of symmetry.
When the dPI order parameter is ferroically stacked be-
tween bilayers, i.e., (∆A,∆B) = (∆,∆), the state is identi-
fied as an even-parity EQ state [Fig. 1(a)]. The EQ state is
characterized by a finite EQ moment with Ox2−y2 symmetry,
and symmetry of the system is reduced to D2h point group.
Because inversion symmetry and time-reversal symmetry are
preserved in the EQ state, the band structure has spin degener-
acy in accordance with Kramers theorem. Indeed, the energy
of quasiparticles is obtained from Eqs. (21)-(24) as
Ek1 = Ek2 = εk + dk∆ +
√
(α|gk|)2 + t2⊥, (25)
Ek3 = Ek4 = εk + dk∆ −
√
(α|gk|)2 + t2⊥. (26)
The EQ state can also be regarded as the electronic nematic
state with broken rotation symmetry.87, 88)
On the other hand, an odd-parity EO state is character-
ized by antiferroic stacking of the dPI order parameter, i.e.,
(∆A,∆B) = (∆,−∆) [Fig. 1(b)]. The EO state hosts an EO mo-
ment with T(x2−y2)z symmetry, and symmetry of the system is
reduced to noncentrosymmetricD2d point group. Then, global
inversion symmetry is spontaneously broken by odd-parity
EO order. The combined effect of broken inversion symme-
try and layer-dependent Rashba ASOC lifts spin degeneracy
in the band structure. From Eqs. (21)-(24), the energy disper-
sion is represented as
Ek1 = εk +
√
(α|gk| − dk∆)2 + t2⊥, (27)
Ek2 = εk +
√
(α|gk| + dk∆)2 + t2⊥, (28)
Ek3 = εk −
√
(α|gk| − dk∆)2 + t2⊥, (29)
Ek4 = εk −
√
(α|gk| + dk∆)2 + t2⊥. (30)
In contrast to the EQ state, the energy spectrum is fourfold
symmetric because rotoinversion symmetry is preserved.
Fig. 1. (Color online) Illustration of electric multipole states in the bilayer
system. The blue lines indicate bilayers, and the dPI order parameter on each
layer is shown by ∆ or −∆. (a) The EQ state by ferroic stacking (∆A,∆B) =
(∆,∆). (b) The EO state due to antiferroic stacking (∆A,∆B) = (∆,−∆).
3. Electric Octupole Order in Orthorhombic System
In this paper we aim to explore electromagnetic responses
in the parity-violating EO state. Although previous studies
focused on the tetragonal system,55, 56) a candidate material,
YBCO, is an orthorhombic compound. Therefore, in this sec-
tion we study characteristic properties of the EO state in or-
thorhombic systems and discuss consistency with a recent ex-
periment for YBCO.73)
3
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Since the crystal structure of YBCO contains quasi-one-
dimensional CuO chains, crystal symmetry belongs to or-
thorhombic D2h point group.C4 rotation symmetry is slightly
broken, that is, weak nematicity appears in the normal state.89)
For such orthorhombic systems we here assume anisotropy
in the energy dispersion, δt1 , 0. Because symmetry of
the normal state is equivalent to the EQ state, EQ order can
not be a second order phase transition. On the other hand,
EO order can be a second order phase transition since it is
accompanied by spontaneous inversion symmetry breaking.
When EO order occurs, symmetry is reduced from D2h to C2v
lacking inversion symmetry. In contrast to the tetragonal EO
state, the orthorhombic EO state is polar, in the sense that
the electric polarization is allowed. Thus, the EO moment co-
exists with the electric dipole moment. A set of parameters
(t1, t2, t⊥, δt1, α, µ) = (1.0,−0.25, 0.1, 0.05, 0.05,−0.6) is con-
sistent with Fermi surfaces in YBCO.90, 91) Thus, the parame-
ter set is adopted in this section, unless mentioned otherwise.
To discuss the EO state, we set (g1, g2) = (0.9,−0.25).
First, the order parameter and the nematicity are shown in
Sec. 3.1. Next, the magnetic torque is calculated and com-
pared with experimental results in Sec 3.2. In Sec. 3.3 we
show that anisotropy in the spin susceptibility is significantly
enhanced in the superconducting EO state.
3.1 Order parameter
Let us show the order parameter and the nematicity in
Fig. 2. The dPI parameter ∆l defined by Eq. (8) represents
the nematicity on the l-layer. Because fourfold rotation sym-
metry is originally broken in the orthorhombic system, both
∆A and ∆B are finite. Thus, ∆l can not be an order parameter
of symmetry breaking second order phase transition. How-
ever, the order parameter of the EO state is well-defined by
∆EO = (∆B − ∆A)/2, which implies the degree of inversion
symmetry breaking. Figure 2 shows appearance of ∆EO below
the critical temperature Tc ≃ 0.1127 with a mean field crit-
ical exponent. Recent experimental studies actually reported
the second order phase transition at the onset temperature of
pseudogap in YBCO.73, 92)
We here define the nematicity of the system by ∆N =
(∆A + ∆B)/2. As we see in the lower right panel of Fig. 2,
the nematicity shows a kink at the critical temperature. This
is consistent with the fact that the nematicity is not a primary
order parameter, but it is coupled with the EO order.
3.2 Magnetic torque and pseudogap
A change in the nematicity accompanied with the second
order EO phase transition may be consistent with the recent
magnetic torquemeasurement.73) In order to examine the con-
sistency we calculate the spin susceptibility given by
χµν(q, iωn) =
1
N
∫ 1/T
0
dτ 〈Tτ{S µ(−q, τ)S ν(q, 0)}〉 eiωnτ,
(31)
where S µ(q) =
∑
k
∑
s,s′,l,l′〈sl|Sˆ µ|s′l′〉c†k+qslcks′l′ for µ = x, y,
and ωn = 2npiT are boson Matsubara frequencies. We now
consider the uniform and static spin susceptibility and take the
limit (q, ωn) → (0, 0). Then, the spin susceptibility is obtained
as
χµν = χ
P
µν + χ
VV
µν , (32)
∆ l
T
∆EO
∆N
δ
∆A
∆B
-0.3
-0.2
-0.1
 0
 0.1
 0.2
 0.3
 0  0.04  0.08  0.12  0.16
EO Normal
-0.132
-0.1318
-0.1316
-0.1314
 0.1124  0.1126  0.1128
Fig. 2. (Color online) The order parameter of the EO state ∆EO = (∆A −
∆B)/2 and the nematicity ∆N = (∆A+∆B)/2 (thick solid lines). ∆A and ∆B are
also shown by triangles and circles, respectively. The nematicity in the normal
state is depicted by δ (thin dashed line). The EO phase is highlighted by the
red color. The second order phase transition occurs at around Tc ≃ 0.1127.
The lower right panel shows ∆N and δ around the critical temperature.
where
χPµν =
1
N
∑
Eka=Ekb
∑
k
[S˜ µ(k)]ab[S˜ ν(k)]ba{− f ′(Eka)}, (33)
χVVµν = −
1
N
∑
Eka,Ekb
∑
k
[S˜ µ(k)]ab[S˜ ν(k)]ba
f (Eka) − f (Ekb)
Eka − Ekb
,
(34)
with [S˜ µ(k)]ab = 〈a|S µ(k)|b〉 being spin operator in the band
representation. We used the derivative of the Fermi-Dirac dis-
tribution function f ′(E). The spin susceptibility χµν is sep-
arated into the Pauli part χPµν and the Van Vleck part χ
VV
µν .
The Pauli susceptibility originates from the intraband contri-
bution, while the Van Vleck susceptibility is given by the in-
terband contribution.
By calculating [S˜ µ(k)]ab, we obtain the analytic form of the
diagonal spin susceptibility χµµ as
χPµµ =
g2µ2
B
4N
∑
k,a
sin2 kµ¯ + {T (2)(k)}2 sin2 kµ
|gk|2
{− f ′(Eka)}, (35)
χVVµµ = −
g2µ2
B
2N
∑
k
{T (1)(k)}2 sin2 kµ
|gk|2
{F14(k) + F23(k)}, (36)
in the normal state, while χµµ in the EO state is obtained as
χPµµ =
g2µ2
B
4N
∑
k,a
sin2 kµ¯
|gk|2
{− f ′(Eka)}, (37)
χVVµµ = −
g2µ2
B
2N
∑
k
sin2 kµ
|gk|2
[
{T (1)(k)}2{F14(k) + F23(k)}
+ {T (2)(k)}2{F12(k) + F34(k)}
]
. (38)
Here µ¯ indicates the direction orthogonal to µ, i.e., {µ, µ¯} =
{x, y}. We have introduced T (1)(k), T 2(k), and Fab(k) by
T (1)(k) = Tk−Tk+ −
√
1 − T 2
k−
√
1 − T 2
k+
, (39)
T (2)(k) = Tk−
√
1 − T 2
k+
+ Tk+
√
1 − T 2
k−, (40)
4
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Fab(k) =
f (Eka) − f (Ekb)
Eka − Ekb
. (41)
While Kramers theorem ensures Ek1 = Ek2 and Ek3 = Ek4
in the normal state, such twofold degeneracy in the electronic
band structure is lifted in the EO state. The second term
of the Pauli susceptibility in Eq. (35) comes from the two-
fold degeneracy. This term indeed disappears in the EO state
[Eq. (37)]. Hence, a part of the Pauli susceptibility in the nor-
mal state changes to the Van Vleck susceptibility in the EO
state, as shown by the second term in Eq. (38). This is im-
portant for the spin susceptibility in the superconducting state
(see Sec. 3.3).
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Fig. 3. (Color online) (a) Temperature dependence of the magnetic torque,
i.e., χyy−χxx . The magnetic torque shows a kink for α = 0.05 (red solid line),
although it vanishes at α = 0 (blue dashed line). In both cases, the second
order phase transition of EO order occurs at around Tc ≃ 0.1127. (b) In-plane
spin susceptibility χxx + χyy as a function of the temperature. In both panels,
inset shows the results for (δt1 , α, µ, g1) = (0.02, 0.01,−0.75, 0.7) while the
other parameters kept.
Figure 3(a) shows the calculated temperature dependence
of the magnetic torque, i.e., χyy − χxx. Owing to the layer-
dependent Rashba ASOC term, the spin susceptibility is
anisotropic in the whole temperature region. We find a pro-
nounced kink at around Tc ≃ 0.1127 consistent with experi-
mental observation.73) The kink appears at the transition tem-
perature of EO order. A similar change in the nematicity was
also observed in the Nernst effect.93) The magnetic torque
shows linear temperature dependence near the critical point,
χyy(T ) − χxx(T ) −
[
χyy(Tc) − χxx(Tc)
]
∝ Tc − T , because the
nematicity is a secondary order parameter of EO order. On
the other hand, when EQ order occurs in a tetragonal system,
square root behavior∝ (Tc−T )1/2 is expected below Tc, which
disagrees with the experiment.
Although the kink at the critical point of EO order is a gen-
erally obtained, detailed temperature dependence of the mag-
netic torque depends on parameters of the model. For small
δt1 = 0.02 and α = 0.01, the magnitude of the magnetic
torque increases below the EO transition temperature [inset
of Fig. 3(a)]. This temperature dependence is consistent with
the magnetic torque measurement.73) Consistency with out-
of-plane magnetic anisotropy is also shown in Appendix B.
Note that the magnetic torque disappears in the absence of
spin-orbit coupling. At α = 0, indeed, we obtain an isotropic
form
χµµ =
g2µ2
B
4N
∑
k
4∑
a=1
{− f ′(Eka)}, (42)
which leads to χyy − χxx = 0. The layer-dependent Rashba
spin-orbit coupling plays an essential role for the kink in the
magnetic torque.
We also show temperature dependence of the spin suscep-
tibility χxx + χyy in Fig. 3(b). The spin susceptibility shows a
peak at the transition temperature and decreases with temper-
ature below Tc, consistent with the pseudogap behavior ob-
served in YBCO.94, 95) This pseudogap phenomenon occurs
because the density of states is decreased in the EO state.
3.3 Enhanced anisotropy in superconducting state
Here we discuss the effect of EO order in the supercon-
ducting state. For this purpose we show the Van Vleck spin
susceptibility. Figure 4 shows in-plane anisotropy of the Van
Vleck spin susceptibility χVVyy −χVVxx . Comparisonwith χyy−χxx
plotted in the same figure reveals a remarkably large in-plane
anisotropy in the Van Vleck spin susceptibility, that is further-
more enhanced in the EO state.
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χ y
y
 
−
 
χ x
x
T
Tc ≈ 0.109 
-0.2
-0.1
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 0.04  0.08  0.12  0.16
Fig. 4. (Color online) Temperature dependence of anisotropy in the Van
Vleck spin susceptibility χVVyy − χVVxx (dashed line). Total spin susceptibility
χyy −χxx is again shown for a comparison (solid line). Inset shows the results
for (δt1 , α, µ, g1) = (0.02, 0.01,−0.75, 0.7).
The Van Vleck spin susceptibility coincides with the spin
susceptibility in the spin-singlet superconducting state at T =
0 when the band splitting energy is much lager than the super-
conducting gap.96) Therefore, the result in Fig. 4 indicates that
in-plane anisotropy of spin susceptibility is significantly en-
hanced in the superconducting state. When the superconduc-
tivity occurs in the EO state, the enhancement factor reaches
1000 almost irrespective of choices of parameters. For small
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δt1 = 0.02 and α = 0.01 adopted in the inset of Fig. 4,
χVVyy − χVVxx is more than 5000 times larger than χyy − χxx.
Another care is required for discussion of high-temperature
cuprate superconductors because the superconducting gap
may be larger than the spin splitting energy ∆so due to EO
order. Then, the Van Vleck spin susceptibility decreases in
the superconducting state. Assuming ∆ = 30meV, α =
5meV,76, 91) t⊥ = 25meV, and the superconducting gap ∆sc =
30meV,97) we have the ratio∆so/∆sc ∼ 1/3. Although cuprates
are d-wave superconductors, we use the result for s-wave su-
perconductors98) for a rough estimation. Then, we estimate
that in-plane anisotropy of spin susceptibility χyy − χxx in
the superconducting EO state is 100 times larger than that in
the normal state for δt1 = 0.02 and α = 0.01. Such a large
anisotropy may be detected by a nuclear magnetic resonance
(NMR) experiment.
Furthermore, experimental studies of anisotropic spin sus-
ceptibility in the superconducting state may detect the EO
order. For the above parameters, anisotropy in the supercon-
ducting state is five times enhanced by EO order. Therefore,
the anisotropy decreases with increasing hole doping in the
superconducting state if EO order disappears at the quantum
critical point.
We show χµµ, χ
VV
µµ , and χ
P
µµ for µ = x, y in Fig. 5. Although
χxx is nearly the same as χyy, contributions from Van Vleck
and Pauli parts are significantly different between χ
VV/P
xx and
χ
VV/P
yy . The Van Vleck part is increased by EO order because
the intraband contribution changes to the interband contri-
bution as a result of the spin splitting in the band structure.
Therefore, the anisotropy in the Van Vleck spin susceptibility
is also enhanced by EO order.
Finally, we show the symmetry of superconductivity in the
EO state. In the orthorhombic crystal, the dx2−y2-wave super-
conductivity belongs to the Ag representation of D2h. This
means that the d-wave Cooper pairs coexist with the s-wave
Cooper pairs. In the EO state, these even-parity Cooper pairs
mix to the odd-parity ones owing to the inversion symmetry
breaking. From the compatibility relation, we find that the p-
wave Cooper pairs in the B1u representation, ky xˆ and kxyˆ, are
mixed. Thus, all these s-wave, p-wave, and d-wave Cooper
pairs appear in the superconducting EO state. However, the
mixing of order parameter does not significantly affect the
magnetic properties discussed above.96)
4. Spin Hall Effect
Hereafter, we show magnetoelectric transport phenomena
in the EO state with spontaneous parity violation. The spin
Hall effect is investigated in this section, while the Edelstein
effect is studied in the next section. We consider the tetragonal
and orthorhombic systems.
Let us introduce the spin Hall conductivity. In the linear-
response region, the spin Hall effect23–27) is described as
J szµ = σ
SHE
µν Eν, (43)
where J szµ is the spin current along the µ-direction with mag-
netization in the z-direction, σSHEµν is the spin Hall conductiv-
ity, and Eν is the electric field along the ν-direction. We here
calculate the spin Hall conductivity on the basis of the mean
field Hamiltonian [Eq. (11)], that is given by the Kubo for-
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Fig. 5. (Color online) Temperature dependence of the spin susceptibility,
(a) χxx and (b) χyy. The red solid, blue dashed, and green dash-dotted lines
show χµµ, χ
VV
µµ , and χ
P
µµ, respectively.
mula
σSHEµν = lim
ω→0
KSHEµν (ω) − KSHEµν (0)
iω
, (44)
KSHEµν (ω) = K
SHE
µν (iωn)
∣∣∣
iωn→ω+i 0 . (45)
The correlation function is given by
KSHEµν (iωn) =
1
N
∫ 1/T
0
dτ 〈Tτ{J szµ (τ) Jν(0)}〉 eiωnτ, (46)
where Jν is the charge current operator
Jν = e
∑
k
Cˆ
†
k
vˆkνCˆk, (47)
with vˆkν = ∂Hˆ
MF
4
(k)/∂kν. The spin current operator is defined
as
J szµ =
1
2
gµB
∑
k
Cˆ
†
k
{
vˆkµ, σˆ
z
4
}
2
Cˆk, (48)
with g-factor g, Bohr magneton µB, and
σˆ z
4
=
(
σ z 0
0 σ z
)
. (49)
Using the mean field Hamiltonian in the band basis
[Eq. (14)], we obtain the analytic form of the spin Hall con-
ductivity, which is separated into the two terms,
σSHEµν = σ
SHE(C)
µν + σ
SHE(NC)
µν . (50)
The spin Hall conductivity comes from the interband contri-
butions to the correlation function. The first termσ
SHE(C)
µν orig-
inates from band splitting between {Ek1, Ek2} and {Ek3, Ek4}.
This term is finite unless α = 0. Thus, the local parity viola-
tion gives rise to the spin Hall effect even when the global in-
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version symmetry is preserved. On the other hand, the second
term σ
SHE(NC)
µν results from lifting of band degeneracy due to
parity violation. Since the EO state spontaneously breaks in-
version symmetry, spin-orbit coupling gives the second term
σ
SHE(NC)
µν . The analytic form for σ
SHE
xy is
σSHE(C)xy = −
αgµBe
N
∑
k
sin kx cos ky
|gk|
×
[(
∂εk
∂kx
){
D14(k) + D23(k)
}{
T 2k− + T
2
k+ − 1
}
− sin kx
{
D14(k)T
(1)
AB
(k) + D23(k)T
(1)
BA
(k)
}
×
{
Tk−Tk+ +
√
1 − T 2
k−
√
1 − T 2
k+
}]
, (51)
σSHE(NC)xy = −
αgµBe
N
∑
k
sin kx cos ky
|gk|
×
[(
∂εk
∂kx
){
D12(k) − D34(k)
}{
T 2k− − T 2k+
}
− sin kx
{
D12(k)T
(2)
AB
(k) − D34(k)T (2)BA(k)
}
×
{
Tk−
√
1 − T 2
k+
− Tk+
√
1 − T 2
k−
}]
. (52)
Similarly, the spin Hall conductivity σSHEyx is expressed as
σSHE(C)yx =
αgµBe
N
∑
k
cos kx sin ky
|gk|
×
[(
∂εk
∂ky
){
D14(k) + D23(k)
}{
T 2k− + T
2
k+ − 1
}
+ sin ky
{
D14(k)T
(1)
AB
(k) + D23(k)T
(1)
BA
(k)
}
×
{
Tk−Tk+ +
√
1 − T 2
k−
√
1 − T 2
k+
}]
, (53)
σSHE(NC)yx =
αgµBe
N
∑
k
cos kx sin ky
|gk|
×
[(
∂εk
∂ky
){
D12(k) − D34(k)
}{
T 2k− − T 2k+
}
+ sin ky
{
D12(k)T
(2)
AB
(k) − D34(k)T (2)BA(k)
}
×
{
Tk−
√
1 − T 2
k+
− Tk+
√
1 − T 2
k−
}]
. (54)
We have introduced T
(1)
ll′ (k), T
(2)
ll′ (k), and Dab(k) by
T
(1)
ll′ (k) = ∆lTk−Tk+ − ∆l′
√
1 − T 2
k−
√
1 − T 2
k+
, (55)
T
(2)
ll′ (k) = ∆lTk−
√
1 − T 2
k+
+ ∆l′Tk+
√
1 − T 2
k−, (56)
and
Dab(k) =
∫ ∞
−∞
dε
pi
f (ε)
×
[
−∂ReG
R
kb
(ε)
∂ε
ImGRka(ε) + ImG
R
kb(ε)
∂ReGR
ka
(ε)
∂ε
]
. (57)
From Eq. (57), we have Dab(k) = 0 when Eka = Ekb. Thus,
the spin Hall conductivity comes from the interband contri-
bution. Using the retarded Green function in the band basis
GR
ka
(ε) = (ε − Eka + iγ)−1, we obtain
Dab(k) = −
f (Eka) − f (Ekb)(
Eka − Ekb
)2 , (58)
for Eka , Ekb and γ → +0.
4.1 Tetragonal system
In this subsection, we consider the tetragonal system and
set δt1 = 0, t2 = 0.35. Here we compare the spin Hall ef-
fect in the EQ and EO states. First, Fig. 6 shows the spin
Hall conductivity σSHExy , σ
SHE(C)
xy , and σ
SHE(NC)
xy as a func-
tion of the chemical potential. When we assume a parame-
ter set (α, g1, g2) = (0.1, 0.45, 0.05), the EQ state is stable at
around µ = 1.3. On the other hand, the EO state is stable at
1.2669 < µ < 1.2875 for (α, g1, g2) = (0.35, 0.45,−0.05).
Note that in a large ASOC region, sign of g2 mainly deter-
mines the stability of the EQ and EO states.56) In normal and
EQ states, σSHExy = σ
SHE(C)
xy since σ
SHE(NC)
xy vanishes. There-
fore, an effect of EQ order on the spin Hall conductivity is not
visible in Fig. 6(a). This is because the inversion symmetry is
preserved in the EQ state.
On the other hand, the spin Hall conductivity shows a pro-
nounced feature in the EO state. As shown by Fig. 6(b), not
only σ
SHE(C)
xy but also σ
SHE(NC)
xy are finite in the EO state, and
the magnitude of the two terms is comparable. Therefore, the
spin Hall conductivityσSHExy is almost doubled in the EO state
with a discontinuous jump at the phase boundaries.
Next, Fig. 7 shows the spin Hall conductivity as a function
of the forward scattering coupling constant g1. Figure 7(a)
reveals that the spin Hall conductivity does not show dis-
continuity at the critical point of EQ order, consistent with
Fig. 6(a). The spin Hall conductivity shows a peak around the
Lifshitz transition point where the Fermi surface changes the
topology [see the inset of Fig. 6(a)]. On the other hand, in
Fig. 7(b), σSHExy shows a jump at the critical point of the EO
state, consistent with Fig. 6(b). However, the spin Hall con-
ductivity is suppressed by further increasing g1 > 0.6, owing
to cancellation of σ
SHE(C)
xy and σ
SHE(NC)
xy . Let us comment that
the spin Hall conductivity is sensitive to the topology of Fermi
surfaces. For instance, the sign change of σ
SHE(C)
xy in Fig. 7(b)
coincides the Lifshitz transition where one of the electron
Fermi surfaces changes to hole-like. The sign ofσ
SHE(C)
xy in the
normal state is different between Figs. 7(a) and 7(b) because
the Fermi surfaces have different topology, that is, electron
Fermi surfaces appear in the latter.
The temperature dependence of the spin Hall conductivity
is plotted in Fig. 8. Results for g1 = 0.6 and g1 = 0.45 are
shown in Figs. 8(a) and 8(b), respectively. We see the jump
in the spin Hall conductivity at the transition temperature of
EO order in both parameters. This is a signature of parity vi-
olation, which can be tested by experiments. Although the
spin Hall effect is suppressed at low temperatures for a large
g1 = 0.6 where |∆l| ≫ α|gk|, the spin Hall effect shows dis-
continuous enhancement at the phase boundary due to appear-
ance of the σ
SHE(NC)
µν term. For a small g1 = 0.45 the spin
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Fig. 6. (Color online) Chemical potential dependence of the spin Hall con-
ductivity. (a) The EQ state is stabilized for g1 = 0.45, g2 = 0.05, α = 0.1
(blue shaded region). (b) The EO state is stabilized for g1 = 0.45, g2 = −0.05,
α = 0.35 (red shaded region). The black solid lines, blue triangles, and red
circles show σSHExy , σ
SHE(C)
xy , and σ
SHE(NC)
xy at T = 0.01, respectively. Note
that σ
SHE(NC)
xy is finite only in the EO state.
Hall conductivity is nearly temperature independent below
Tc since |∆l| < α|gk| at all temperatures. On the other hand,
Fig. 8(c) reveals that the spin Hall effect does not show a sig-
nature of EQ order. In our calculation, the spin Hall conduc-
tivity shows a discontinuous jump because we take γ → +0.
The discontinuity is smeared by a finite scattering rate γ. Fluc-
tuation exchange approximation for the Hubbard model leads
to γ ∼ 20meV at T = 200K,99) that is comparable to the spin-
orbit splitting ∆so ∼ 10meV for the parameters adopted in
Sec. 3.3. Therefore, although a considerable smearing effect
would occur, rapid increase in the spin Hall effect is expected
in the EO state.
Finally, structure of the spin Hall conductivity tensor is dis-
cussed. We analytically confirmed σSHExy = −σSHEyx in the EO
state and σSHExx = σ
SHE
yy = 0 (see Appendix A). The former re-
lation has been shown in the numerical results (Fig. 8). Thus,
the transverse spin current is induced by the electric field,
namely, Jsz ⊥ E, irrespective of the direction of E. This rela-
tion breaks down when the C4 rotation symmetry is broken,
as we will show in the next subsection.
4.2 Orthorhombic system
Here, we discuss the spin Hall effect in the orthorhom-
bic system, considering the pseudogap phase in the high-Tc
cuprate superconductor YBCO. In this subsection, we adopt
the same parameter set as that in Sec. 3. Figure 9 shows
temperature dependence of σSHExy and σ
SHE
yx , which show dis-
continuous enhancement below the transition temperature of
EO order. In contrast to the tetragonal system, the relation
σSHExy = −σSHEyx does not hold because the symmetry is re-
σ
SH
E
x
y
g1
σ SHExy
σ SHE (C)xy
σ SHE (NC)xy
-0.03
-0.015
 0
 0.015
 0.03
 0  0.5  1  1.5  2
EQ
∆l > 0
(a) 
k
y
kx
-pi
-pi/2
0
pi/2
pi
-pi -pi/2 0 pi/2 pi
σ
SH
E
x
y
g1
σ SHExy
σ SHE (C)xy
σ SHE (NC)xy
-0.08
-0.04
 0
 0.04
 0.08
 0  0.2  0.4  0.6  0.8  1
EO
(b) 
Fig. 7. (Color online) Forward scattering interaction dependence of the
spin Hall conductivity. In (a) we assume g2 = 0.05, α = 0.1, and µ = 1.3
to discuss the EQ phase. Since the EQ state breaks C4 rotation symmetry,
σSHExy depends on sign of ∆A = ∆B. We show the result for ∆A = ∆B > 0.
The other case shows the qualitatively same behaviors. The inset shows the
Fermi surface at g1 = 0.7. In (b) we assume g2 = −0.05, α = 0.35, and
µ = 1.3 to discuss the EO phase. The temperature is T = 0.01. The black
solid lines, blue triangles, and red circles show σSHExy , σ
SHE(C)
xy , and σ
SHE(NC)
xy ,
respectively.
duced from D2d to C2v.
Since we have proved σSHExx = σ
SHE
yy = 0, the spin current
in various electric field directions is obtained from Fig. 9. The
result is illustrated in Fig. 10. Because of σSHExy , −σSHEyx , the
spin current is no longer perpendicular to the electric field.
The longitudinal spin current is induced when the electric
field is applied away from the [100] and [010] directions. The
deviation from the orthogonal relation, Jsz ⊥ E, is enhanced
for a larger g1.
5. Edelstein Effect
In this section, we investigate spin polarization induced by
electric current,2, 4, 7–9, 21, 22) which was called kinetic magne-
toelectric effect. This response is an origin of the spin-orbit
torque for spintronics applications,100–102) and recently called
Edelstein effect. Because the Edelstein effect occurs in spin-
orbit coupled noncentrosymmetric metals, it is naturally ex-
pected that the Edelstein effect occurs in the EO state accom-
panied by spontaneous parity violation.
The Edelstein effect is represented by
Mµ = −Υµν Eν, (59)
where Mµ is the magnetic moment induced by the electric
field Eν. The magnetoelectric tensor Υµν is calculated by
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Fig. 8. (Color online) Temperature dependence of the spin Hall conduc-
tivity. (a) g1 = 0.6, g2 = −0.05, α = 0.35, and µ = 1.3. (b) g1 = 0.45,
g2 = −0.05, α = 0.35, and µ = 1.27. (c) g1 = 0.5, g2 = 0.05, α = 0.1,
and µ = 1.3. The red solid lines and blue dashed lines show σSHExy and σ
SHE
yx ,
respectively.
Kubo formula,
Υµν = lim
ω→0
KMEµν (ω) − KMEµν (0)
iω
, (60)
KMEµν (ω) = K
ME
µν (iωn)
∣∣∣
iωn→ω+i 0 . (61)
The correlation function is
KMEµν (iωn) =
1
N
∫ 1/T
0
dτ 〈Tτ{S µ(τ) Jν(0)}〉 eiωnτ, (62)
where S µ are spin operators defined by
S µ =
1
2
gµB
∑
k
Cˆ
†
k
(
σµ 0
0 σµ
)
Cˆk. (63)
Carrying out the unitary transformation, we obtain the band
representation of spin operators S µ and charge current opera-
tors Jν. Then, the magnetoelectric tensor Υµν is decomposed
into the three terms
Υµν = Υ
intra
µν + Υ
inter(C)
µν + Υ
inter(NC)
µν . (64)
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Fig. 9. (Color online) (a) Temperature dependence of the spin Hall conduc-
tivity, σSHExy (red solid line) and σ
SHE
yx (blue dashed line), in the orthorhombic
system. The parameters are the same as Sec. 3. The EO state is stable below
Tc ∼ 0.1127 (red shaded region).
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Fig. 10. (Color online) Relation between the electric field direction and
the spin current in the EO state at T = 0.1. The parameters are the same as
Fig. 9. The electric field is illustrated by green arrows and the corresponding
spin current is plotted by red arrows.
The first term Υintraµν is the intraband term, while the others are
the interband terms. As we did for the spin Hall conductivity
[Eq. (50)], we separate the interband contribution into the two
terms Υ
inter(C)
µν and Υ
inter(NC)
µν .
Let us show the analytic expression of Υxy,
Υ
intra
xy =
gµBe
2N
∑
k
sin ky
|gk|
×
[(
∂Ek1
∂ky
)
I11(k) −
(
∂Ek2
∂ky
)
I22(k)
+
(
∂Ek3
∂ky
)
I33(k) −
(
∂Ek4
∂ky
)
I44(k)
]
, (65)
Υ
inter(C)
xy =
αgµBe
N
∑
k
sin2 kx cos ky
|gk|2
×
[
−I41(k) + I32(k)
] [
T 2k− + T
2
k+ − 1
]
, (66)
Υ
inter(NC)
xy =
αgµBe
N
∑
k
sin2 kx cos ky
|gk|2
×
[
−I21(k) + I43(k)
] [
T 2k− − T 2k+
]
. (67)
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We have introduced Iab(k) by
Iab(k) =
∫ ∞
−∞
dε
pi
{− f ′(ε)} ImGRka(ε) ImGRkb(ε). (68)
Similarly,Υintrayx is obtained by exchanging kx ↔ ky and adding
the negative sign. As we will show later, the intraband term
Υ
intra
µν is dominant.
For simplicity, we here assume that the quasiparticle’s
damping γ is independent of the band index and momentum.
Then, the intraband term is reduced to
Υ
intra
xy =
gµBe
4γN
∑
k
sin ky
|gk|
×
[(
∂Ek1
∂ky
) {− f ′(Ek1)} − (∂Ek2
∂ky
) {− f ′(Ek2)}
+
(
∂Ek3
∂ky
) {− f ′(Ek3)} − (∂Ek4
∂ky
) {− f ′(Ek4)}
]
, (69)
by using GR
ka
(ε) = (ε − Eka + iγ)−1. In the following we nu-
merically calculate the other terms Υ
inter(C)
µν and Υ
inter(NC)
µν .
5.1 Tetragonal system
Now we calculate the Edelstein effect in the tetragonal sys-
tem by setting δt1 = 0. Figure 11 shows the chemical po-
tential dependence of the magnetoelectric coefficient Υxy. In
contrast to the spin Hall effect, the Edelstein effect does not
occur in centrosymmetric systems. Therefore, Υxy disappears
in the normal state. On the other hand, a finite Υxy is obtained
in the EO state. Thus, the Edelstein effect is a signature of
parity-violating electric order.61)
It is shown that Υxy is mainly given by the intraband con-
tribution Υintraxy , i.e., |Υintraxy | ≫ |Υinter(C)xy + Υinter(NC)xy |. This is
because the Edelstein effect is caused by the shift of Fermi
surfaces under the electric current. We confirmed that the in-
traband contribution is dominant even for a large scattering
rate, e.g., γ = 0.1.
−
ϒ x
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−ϒ intraxy
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Fig. 11. (Color online) The magnetoelectric coefficient Υxy as a function
of the chemical potential for g1 = 0.45, g2 = −0.05, α = 0.35, T = 0.01
and γ = 1.0 × 10−3. The black solid line, blue triangles, red circles, and
green squares show −Υxy, −Υinter(C)xy , −Υinter(NC)xy , and −Υintraxy , respectively.
The magnetoelectric coefficient is finite only in the EO state. The dominant
contribution comes from the intraband contribution −Υintraxy .
In contrast to the magnetoelectric tensor Υxy = −Υyx in
Rashba systems, Υxy = Υyx holds and others are zero. Such
magnetoelectric tensor has been shown by a group-theoretical
analysis,61) although the x axis is rotated by 45 degrees. The
difference from Rashba systems is intuitively understood by
considering the spin texture in the momentum space; ky xˆ+kxyˆ
for D2d symmetry while −ky xˆ + kxyˆ for C4v symmetry.61) The
non-polar EO state corresponds to the former, and the po-
lar Rashba system corresponds to the latter. Reflecting the
characteristic spin texture due to D2d point group symme-
try, the EO state shows a characteristic electric-field-angle de-
pendence of the magnetic moment in Fig. 12. The longitudi-
nal magnetoelectric response, M ‖ E, occurs for E ‖[110],
while the transverse response, M ⊥ E, occurs for E ‖[100].
This unique field-angle dependence is distinct from Rashba
systems and chiral crystals; M ⊥ E in polar Rashba sys-
tems,2, 4, 7–9, 21, 22) while M ‖ E in chiral crystals103) lacking
mirror symmetry. Thus, the Edelstein effect can distinguish
the symmetry of electron systems.
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α = 0.4
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Fig. 12. (Color online) Red arrows show the magnetic moment induced by
the electric field depicted by green arrows. We assume a tetragonal system.
The Edelstein effect of D2d-type may be observed in the
spin-orbit coupled metallic state of Cd2Re2O7. Below the
structural transition temperature Ts = 200K, the crystal sym-
metry is reduced from cubic Oh to tetragonal D2d.
70) From
the viewpoint of symmetry, the transition has been identi-
fied as electric dotriacontapole order61) or electric toroidal
quadrupole order.63) Although the electronic state and rele-
vant multipole moment are different from our bilayer model,
symmetry of the low temperature phase is the same as the EO
state. Therefore, qualitatively the same magnetoelectric trans-
port is expected.
5.2 Orthorhombic system
We turn to the orthorhombic system, and set δt1 = 0.05.
Symmetry of the EO state belongs to the noncentrosymmetric
and polarC2v point group, and therefore, structure of the mag-
netoelectric tensor is different from the tetragonal EO state
with D2d symmetry.
First, we show the results for g1 = 0.9 and g2 = −0.25 in
Fig. 13. The temperature dependence of Υµν reveals appear-
ance of the Edelstein effect in the EO state. In contrast to the
tetragonal system, the relation Υxy = Υyx does not hold in the
orthorhombic EO state. Moreover, signs of −Υxy and −Υyx are
opposite. This structure of the magnetoelectric tensor results
in nearly transverse magnetoelectric effect, M ⊥ E, shown in
Fig. 13(b). Then, the field-angle dependence is similar to the
Rashba system with C4v point group symmetry.
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Fig. 13. (Color online) (a) Temperature dependence of magnetoelectric co-
efficients for γ = 1.0 × 10−3. The other parameters are the same as Sec. 3.
The red solid line and blue dashed line show −Υxy and −Υyx , respectively.
(b) Electric-field-angle dependence of the magnetic moment at T = 0.1. The
red arrows and green arrows illustrate the magnetic moment and the electric
field, respectively.
The field-angle dependence significantly changes when the
forward scattering interaction is increased. Figure 14 obtained
for g1 = 1.0 and g2 = −0.35 shows Υxy ∼ Υyx. Thus, the
Edelstein effect is similar to that in the EO state of tetrag-
onal systems. The electric-field-angle dependence plotted in
Fig. 14(b) actually resembles Fig. 12.
From these results, it is implied that the Edelstein effect
changes from theC4v-type to the D2d-type with increasing the
EO moment. This crossover is allowed by symmetry, because
the C2v point group of the orthorhombic EO state is a sub-
group of C4v and D2d. Intuitively speaking, a large EO mo-
ment with D2d symmetry causes the Edelstein effect of the
D2d-type. In our model, the crossover is accompanied by the
Lifshitz transition of Fermi surfaces. For g1 = 0.9 an or-
thorhombicity by δt1 = 0.05 leads to some open Fermi sur-
faces, while only closed (two electronic- and two hole-)Fermi
surfaces are obtained for g1 = 1.0 owing to a large EO mo-
ment∆EO. In the latter case, where ∆EO ≫ δt1, nearly fourfold
symmetric Fermi surfaces resemble those in D2d systems. Ac-
cordingly, the Edelstein effect is almost D2d-type.
6. Summary and Discussions
In this paper, we proposed a possibility of odd-parity EO
order in bilayer high-Tc cuprate superconductors. Analyz-
ing the forward scattering interaction in the bilayer Rashba
model, we examined recent magnetic torque measurements
for YBCO.73) It is essential to take into account weak C4 ro-
tation symmetry breaking in the crystal structure of YBCO
by CuO chains. In the orthorhombic crystals, the nematic EQ
order is not a phase transition but a crossover. On the other
hand, EO order with inversion symmetry breaking is a second
−
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Fig. 14. (Color online) (a) Temperature dependence of magnetoelectric co-
efficients for g1 = 1.0, g2 = −0.35. The other parameters are the same
as Fig. 13. (b) Electric-field-angle dependence of the magnetic moment at
T = 0.03.
order phase transition, consistent with experiments.73, 92) The
kink in temperature dependence of the magnetic torque73) is
reproduced by our calculation for the EO state, although the
nematic order leads to incompatible critical behaviors. Note
that an alternative explanation without assuming phase tran-
sition has been proposed for the magnetic torque.104) Broken
inversion symmetry by EO order is consistent with experi-
mental observation by optical measurements.75) Combination
of orthorhombic crystal distortion and EO order allows spon-
taneous electric polarization along the (001)-axis. Observa-
tion of polar lattice distortion may be an experimental test. In
our calculation the critical temperature of EO order coincides
with the onset of pseudogap phenomena. The spin suscepti-
bility and density of states decrease below the critical temper-
ature.
The structure of the EO state is compatible with the criss-
crossed stripe state105) which was proposed for the charge
density wave (CDW) order observed below the pseudogap
onset temperature.106–108) In the crisscrossed stripe state, the
wave vector of CDW is orthogonal between bilayers. Appar-
ently, such CDW state is unstable in the nematic state which
favors one of q ‖ [100] or q ‖ [010]. On the other hand, be-
cause of the opposite nematicity between bilayers, the criss-
crossed stripe state may be stable in the EO state.
A key is time-reversal symmetry. Time-reversal symmetry
is preserved in the EO state, although the time-reversal sym-
metry breaking magnetoelectric multipole109, 110) and loop-
current111) have been proposed for the order parameter of
pseudogap phase in cuprate superconductors. Polarized neu-
tron scattering measurements112, 113) and a polar Kerr effect
measurement114) supported broken time-reversal symmetry.
However, these experiments reported different onset tempera-
tures, and thus, interpretation of the data is still unsettled.
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For a future experimental test, we showed remarkably large
in-plane anisotropy of spin susceptibility in the superconduct-
ing state. The anisotropy may be 100 times larger than that in
the normal state. Such large anisotropy comes from the Van
Vleck spin susceptibility. A NMR Knight shift measurement
is proposed to detect highly anisotropic spin susceptibility.
Furthermore, we investigated magnetoelectric transport
properties in the EO state, which are caused by spontaneous
parity violation. The spin Hall effect and the kinetic magneto-
electric effect (Edelstein effect) were calculated on the basis
of the linear response theory. We divided the spin Hall con-
ductivity into the two terms by Eq. (50). One is derived from
the layer-dependent Rashba ASOC (σ
SHE(C)
µν ), and the other is
given by the band splitting due to spontaneous parity violation
in the EO state (σ
SHE(NC)
µν ). Owing to the appearance of the lat-
ter term, the spin Hall conductivity shows a discontinuous en-
hancement in the EO state. On the other hand, no noticeable
change in the spin Hall conductivity is observed at the critical
point of nematic (EQ) order. Thus, the EO state and nematic
state can be distinguished by measuring the spin Hall effect.
The Edelstein effect, namely, current-induced spin polariza-
tion occurs in the EO state, although it does not occur in the
nematic state. This is because the Edelstein effect is prohib-
ited in centrosymmetric systems. Measurements of Edelstein
effect would give a constraint on symmetry of the pseudogap
state.
The magnetoelectric transport in the EO states with tetrag-
onal symmetry and orthorhombic symmetry have been com-
pared. While the transverse spin Hall effect occurs in the
tetragonal system, the longitudinal spin Hall conductivity ap-
pears in the orthorhombic system. The Edelstein effect in the
tetragonal system shows a characteristic electric-field-angle
dependence of D2d-type, which is different from Rashba sys-
tems. On the other hand, the Edelstein effect in the orthorhom-
bic system crossovers from C4v-type to D2d-type by increas-
ing the forward scattering interaction strength. The D2d-type
Edelstein effect shows both transverse and longitudinal re-
sponses reflecting the non-polar and non-chiral D2d sym-
metry. In addition to the cuprate superconductors, we dis-
cussed Cd2Re2O7. Observations of the magnetoelectric trans-
port properties would demonstrate odd-parity multipole order
and spontaneous space inversion symmetry breaking.
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Appendix A: Diagonal Spin Hall Conductivity and Mag-
netoelectric Coefficient
We analytically show that the diagonal spin Hall conduc-
tivity σSHEµµ and magnetoelectric coefficient Υµµ vanish, in ac-
cordance with a symmetry analysis. Calculating the matrix
element of the spin operator in the band representation, we
obtain the diagonal spin Hall conductivity
σSHEµµ = σ
SHE(C)
µµ + σ
SHE(NC)
µµ , (A·1)
where we define
σSHE(C)µµ =
1
N
∑
k
σSHE(C)µµ (k), (A·2)
σSHE(C)µµ (k) = αgµBe
cos kµ sin kµ¯
|gk|
×
[
Tk−Tk+ +
√
1 − T 2
k−
√
1 − T 2
k+
]
13
J. Phys. Soc. Jpn. FULL PAPERS
×
[{(
∂ξkA
∂kµ
)
Tk−Tk+ −
(
∂ξkB
∂kµ
) √
1 − T 2
k−
√
1 − T 2
k+
}
D14(k)
−
{(
∂ξkA
∂kµ
) √
1 − T 2
k−
√
1 − T 2
k+
−
(
∂ξkB
∂kµ
)
Tk−Tk+
}
D23(k)
]
,
(A·3)
and
σSHE(NC)µµ =
1
N
∑
k
σSHE(NC)µµ (k), (A·4)
σSHE(NC)µµ (k) = αgµBe
cos kµ sin kµ¯
|gk|
×
[
Tk−
√
1 − T 2
k+
− Tk+
√
1 − T 2
k−
]
×
[{(
∂ξkA
∂kµ
)
Tk−
√
1 − T 2
k+
+
(
∂ξkB
∂kµ
)
Tk+
√
1 − T 2
k−
}
D12(k)
−
{(
∂ξkA
∂kµ
)
Tk+
√
1 − T 2
k− +
(
∂ξkB
∂kµ
)
Tk−
√
1 − T 2
k+
}
D34(k)
]
.
(A·5)
Because Tk± and Dab(k) are even functions with respect to
the wave vector k, and ∂ξkl/∂kµ ∝ sin kµ, σSHE(C)µµ (k) and
σ
SHE(NC)
µµ (k) satisfy
σSHE(C,NC)µµ (kx, ky) = σ
SHE(C,NC)
µµ (−kx,−ky)
= − σSHE(C,NC)µµ (−kx, ky) = −σSHE(C,NC)µµ (kx,−ky). (A·6)
From Eqs. (A·2), (A·4), and (A·6), the diagonal spin Hall con-
ductivity σSHEµµ vanishes after the summation for k.
Next, we show the analytic form of the diagonal magneto-
electric coefficient in the EO state
Υµµ = Υ
intra
µµ + Υ
inter(C)
µµ + Υ
inter(NC)
µµ , (A·7)
where
Υ
intra
µµ =
1
N
∑
k
Υ
intra
µµ (k), (A·8)
Υ
intra
µµ (k) =
gµBe
4γ
sin kµ¯
|gk|
[(
∂Ek1
∂kµ
)
{− f ′(Ek1)}
−
(
∂Ek2
∂kµ
)
{− f ′(Ek2)} +
(
∂Ek3
∂kµ
)
{− f ′(Ek3)} −
(
∂Ek4
∂kµ
)
{− f ′(Ek4)}
]
,
(A·9)
and
Υ
inter(C)
µµ =
1
N
∑
k
Υ
inter(C)
µµ (k), (A·10)
Υ
inter(C)
µµ (k) = − αgµBe
cos kµ sin kµ sin kµ¯
|gk|2
×
[
T 2k− + T
2
k+ − 1
] [
−I41(k) + I32(k)
]
, (A·11)
Υ
inter(NC)
µµ =
1
N
∑
k
Υ
inter(NC)
µµ (k), (A·12)
Υ
inter(NC)
µµ (k) = − αgµBe
cos kµ sin kµ sin kµ¯
|gk|2
×
[
T 2k− − T 2k+
] [
−I21(k) + I43(k)
]
. (A·13)
The fact that ∂Eka/∂kµ ∝ sin kµ and Iab(k) is an even function
with respect to k leads to
Υ
intra,inter(C),inter(NC)
µµ (kx, ky) = Υ
intra,inter(C),inter(NC)
µµ (−kx,−ky)
= − Υintra,inter(C),inter(NC)µµ (−kx, ky) = −Υintra,inter(C),inter(NC)µµ (kx,−ky).
(A·14)
Thus, the diagonal magnetoelectric coefficientΥµµ disappears
after the summation for k.
Appendix B: Out-of-plane Anisotropy of the Magnetic
Susceptibility
Here we discuss out-of-plane anisotropy of the spin sus-
ceptibility. First, we show the analytic form of χzz and ∆χ⊥ ≡
χzz −
(
χxx + χyy
)
/2. By using Eqs. (32)-(34), we obtain the
Pauli part and the Van Vleck part in the normal state
χPzz =
g2µ2
B
4N
∑
k,a
{T (2)(k)}2{− f ′(Eka)}, (B·1)
χVVzz = −
g2µ2
B
2N
∑
k
{T (1)(k)}2{F14(k) + F23(k)}. (B·2)
On the other hand, we obtain
χPzz =0, (B·3)
χVVzz = −
g2µ2
B
2N
∑
k
[
{T (1)(k)}2{F14(k) + F23(k)}
+ {T (2)(k)}2{F12(k) + F34(k)}
]
, (B·4)
in the EO state.
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Fig. B·1. (Color online) Temperature dependence of out-of-plane
anisotropy of the spin susceptibility, ∆χ⊥ = χzz−χ||, where χ|| = (χxx+χyy)/2.
The inset shows χzz. The parameters are the same as Fig. 3.
From Eqs. (35)-(38) and (B·1)-(B·4), the analytic form of
out-of-plane anisotropy, ∆χ⊥ = ∆χP⊥ + ∆χ
VV
⊥ , is obtained in
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the normal state as
∆χP⊥ = −
g2µ2
B
8N
∑
k,a
[
1 − {T (2)(k)}2
]
{− f ′(Eka)}, (B·5)
∆χVV⊥ = −
g2µ2
B
4N
∑
k
{T (1)(k)}2{F14(k) + F23(k)}, (B·6)
while in the EO state as
∆χP⊥ = −
g2µ2
B
8N
∑
k,a
{− f ′(Eka)}, (B·7)
∆χVV⊥ = −
g2µ2
B
4N
∑
k
[
{T (1)(k)}2{F14(k) + F23(k)}
+ {T (2)(k)}2{F12(k) + F34(k)}
]
. (B·8)
Combining these formula with the mean field analysis of the
forward scattering model, we calculate temperature depen-
dence of out-of-plane anisotropy of the spin susceptibility.
The obtained result in Fig. B·1 is consistent with the magnetic
torque measurement.73)
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