Ultra-wideband (UWB) is considered as a promising technology in short-distance indoor wireless positioning due to its accurate time resolution and good penetration through objects. Since the functional model of UWB positioning is nonlinear, the optimal solution is generally estimated by the way of continuous iteration. As an iterative descent method of high efficiency, the Gauss-Newton method is widely used to estimate the position. The nonlinear distance equations are linearized, and the solution can be found iteratively. Therefore, the nonlinear least-squares solution is generally biased even if the observations are normally distributed. In outdoor satellite positioning, the ranging distances are long enough so that the bias caused by nonlinearity is very small. However, in UWB positioning, the relative ranging error is large, and the positioning system is prone to become ill-posed, hence the bias due to nonlinearity is not negligible. In this study, both the statistical factor and geometric factor for bias in the nonlinear least-squares estimator of UWB positioning are discussed. In order to assess whether the linearized model is sufficiently approximate for the positioning estimation, a hypothesis test criterion based on Mahalanobis distance is proposed. The simulation and measurement experiments are performed to analyze the factors affecting the bias in UWB positioning. Experimental results are given to demonstrate that the linearization is valid and the bias in UWB positioning estimation can be neglected for the relatively high measurement precision. Moreover, for a positioning configuration, when the anchors are evenly distributed, the amount of nonlinearity is orthogonal to the ranging space of the design matrix, the UWB positioning estimation tends to be unbiased. Meanwhile, the hypothesis test based on Mahalanobis distance is carried out to determine the validity of the linearized model. When the bias is large for UWB positioning, the bias estimate can be used to correct the estimator to guarantee the unbiasedness for UWB positioning. Furthermore, the correction of parameter estimator bias is more effective in the case of relatively low measurement precision or ill-conditioned configuration.
Introduction
High accuracy position information is of great importance in many surveying and navigation applications. During recent decades, with the development of global navigation satellite system
The Nonlinear Least-Squares Solution of Distance Equations in UWB Positioning
As is shown in Figure 1 , we evaluate UWB sensor network positioning system based on the DW1000 module. After collecting ranging data by the positioning system, the position of the tag can be determined by solving the nonlinear distance equations. The system dealing with UWB positioning in this paper is based on TOA, the ranging measurements in these transceivers is performed based on the two-way ranging (TWR) in which the positioning system estimates the signal round-trip time (RTT) without a common time reference and eliminates the error due to imperfect synchronization [35, 36] .
Appl. Sci. 2020, 10, x FOR PEER REVIEW 3 of 17 expansion of the nonlinear distance equations, and then the approximate solutions can be obtained iteratively [18, 19] . As a standard method for solving general nonlinear equations, the Gauss-Newton iteration is efficient and has a linear convergence rate for points close to the solution [20] . However, the estimation is usually inherently biased by linearizing the nonlinear expression, and the bias is derived from non-zero higher-order terms [21] . The bias in nonlinear least-squares estimator is studied to show that the relatively high precision of geodetic measurements often makes bias negligible, despite strong non-linearity in the functional model [22, 23] . The amount of nonlinearity of the model is related to the curvature of the manifold and the parameter curves with a differential geometry point of view [24] . As a differential geometric interpretation, the bias in parameter vector depends on the parametrization which is known as geodetic coordinates, and the bias in residual vector is determined by the mean curvature of manifold [25] . For short-distance indoor positioning, the bias in the nonlinear least-squares solution should be detected and the estimation can obtain unbiased values by removing the bias from the nonlinear least-squares solution [26, 27] . Therefore, we deem it essential to discuss the factors contributing to the bias and how the Taylor remainder affects the parameter estimators in nonlinear least-squares problems. Statistical testing for modelling errors and biases is an important component in data quality control [28] . The DIA (detection, identification and adaptation) method of model misspecifications combines parameter estimation with a hypothesis test with the aim to remove any biases that may be present [29, 30] . The minimal detectable bias (MDB) of an alternative hypothesis is the smallest outlier that can lead to rejection of a null hypothesis. The MDB describes the internal reliability, and the value propagated into the parameters is said to describe the external reliability [31] . Under the assumption with Gaussian distribution, the Chi-square test is performed to identify and exclude the suspected observations corresponding to these faults [32, 33] . A judging index is defined as the square of the Mahalanobis distance from the observation to its prediction, and the hypothesis test is performed to the actual observation by treating the judging index as the test statistic [34] .
In particular, the remainder of this paper is organized as follows: In Section 2, the nonlinear least-squares solution of overdetermined distance equations is introduced. In Section 3, the bias estimation based on the linearization adjustment is derived and discussed. In Section 4, a judging index for the hypothesis test based on Mahalanobis distance is proposed. In Section 5, the influences on the bias in nonlinear least-squares estimators are illustrated and analyzed by the numerical examples. In Section 6, the conclusions are summarized.
As is shown in Figure 1 , we evaluate UWB sensor network positioning system based on the DW1000 module. After collecting ranging data by the positioning system, the position of the tag can be determined by solving the nonlinear distance equations. The system dealing with UWB positioning in this paper is based on TOA, the ranging measurements in these transceivers is performed based on the two-way ranging (TWR) in which the positioning system estimates the signal round-trip time (RTT) without a common time reference and eliminates the error due to imperfect synchronization [35, 36] . The nonlinear observation model of distance equation is given as [37] :
Appl. Sci. 2020, 10, 273 4 of 17 where L = L 1 L 2 · · · L n T denotes the observation vector; X = [x, y, z] is the coordinate vector of tag; ε i represents the corresponding ranging random error; d i (X) = (x i − x) 2 + (y i − y) 2 + (z i − z) 2 is the Euclidean distance, (x i , y i , z i ) is the known coordinate of i th anchor. (x, y, z) is the coordinate of tag.
If the nonlinear equations are over-determined, then the nonlinear least-squares solution is to find X = argmin X g(X), where g(X) = V T (X)V(X)/2, in which V(X) = d(X) − L represents the residual vector, and the least squares solution of coordinate correction can be written as:
is the Jacobian matrix of distance equations,
is the direction cosine vector from the tag to the anchor.
With a rough initial value X 0 and Equation (2), we can obtain the least squares solution by way of the Gauss-Newton method with iterations:X
Considering this positioning system eliminates the clock offset, the coefficient matrix of coordinate vector of unknown point can be obtained as:
The position dilution of precision (PDOP), horizontal dilution of precision (HDOP) and vertical dilution of precision (VDOP) are defined as:
Dilution of precision (DOP) describes the relationship between measure error and position determination, and it is similar to the satellite positioning. The more observations used, the smaller the DOP values and hence the smaller the solution error.
The Bias in the Nonlinear Least-Squares Solution
The nonlinear least-squares estimatorX can be written as a function of the random observation vector L:
Generally speaking, there is no closed expressions available for the nonlinear observation model, therefore the nonlinear least-squares solution cannot be given explicitly. A Taylor expansion for the estimator is given as:
If the terms of the third order and higher are ignored, take the expectation of the Equation (7), then the bias in the nonlinear least-squares parameter estimator can be expressed as [22] :
where b L = E{L} − L, Q L = P −1 represents the variance matrix of the observation vector. We can see that the bias comes from non-zero higher order terms. Assuming that the observations are normally distributed, the least-squares estimator is equivalent to the maximum likelihood estimator, then b L = 0, and L will be an unbiased estimator of L, and Equation (8) can be simplified to:
For the nonlinear cases, ∂ 2 M( L) is non-zero, and therefore, the least-squares estimator is biased. Based on the orthogonality condition, we can get the first and second order partial derivatives of the function M(•), then the bias bX is finally estimated [24] :
where b= − 1 2 σ 2 0 tr ∂ 2 d( X)Q X is the amount of nonlinearity. According to Taylor's theory, the distance function is obtained as follows [21] :
We can see that b is actually the expected difference between the linear and quadratic approximation of the distance function d(X), and it can be expressed as [27] :
2d( X) (12) Equation (10) shows that the bias is in nonlinear least-squares estimator of the distance equations is driven by the covariance matrix σ 2 0 Q X and the second order derivatives matrix ∂ 2 d( X). It means that the bias due to nonlinearity is related to both the system geometry and the precision of the estimator. Equation (12) indicates that the bias in the nonlinear least-squares estimator is inversely proportional to the ranging distance and is proportional to the ranging error. The bias bX will be small if b is sufficiently close to zero, so that the model is essentially linear, or if b is orthogonal to the column space of design matrix J( X). Equations (10) and (12) make us know the factors contributing to the bias.
The Hypothesis Test Based on Mahalanobis Distance for the Bias Check
The parameter estimator bias can be a potential problem for UWB positioning. To check if the bias in nonlinear least-squares estimator is too large, the hypothesis test based on Mahalanobis distance is proposed.
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where D M = (X 2 −X 1 ) T Q −1 X (X 2 −X 1 ) denotes the Mahalanobis distance, λ is the square of Mahalanobis distance and is the test statistic term,X 1 is the parameter estimator with Gaussian distribution considering only the first-order Taylor expansion,X 2 is the parameter solution ignoring the terms of the third order and higher. The test statistic term is the Mahalanobis distance, which can be a measure of significance [38] .
The hypothesis test can be carried out for testing the bias:
where γ is predetermined 3.84 by the chosen level α of significance being 0.05 based on Chi-square distribution table.
By assuming that the observations obey Gaussian distribution, when the parameter estimator bias bX is small, the Mahalanobis distance D M is smaller than the threshold √ γ of the test statistic, and λ should be Chi-square distributed with the dimension of the observation vector as the degree of freedom (DOF). If D M is larger than √ γ, and the value of test statistic will fall in the right tail-area of the distribution and the null hypothesis can be rejected. We can believe that the model error for UWB positioning does occur, and the linearized model is not sufficiently approximate. The results show that since the large bias due to nonlinearity in UWB position, the estimator needs to be corrected to endure the unbiasedness for UWB positioning.
Numerical Examples
In this section, we will analyze the parameter estimator bias by simulation and measurement experiments. For each test, the bias is estimated by Gauss-Newton method. Being close enough to the least-squares solution is one of the sufficient conditions for convergence to occur. The well-conditioned initial values for the iteration are set to ensure the correct convergence. We should note that if the measurement error is small, it can happen that the final estimator is closer to the true position. For each fixed configuration with one specific standard deviation, the parameter estimator bias is obtained by the Equation (10) . To check if the bias is significant, the hypothesis test is performed to compare the Mahalanobis distance D M and the threshold √ γ which is 1.96.
Simulation Verification
In the simulation experiment, the bias estimation is based on the Monte Carlo method, five positioning system configurations are tested, which differ in the anchor-tag positions and redundancy. The coordinates of the anchor and tag are shown in Figure 2 . The distance d between the tag and the anchor in Configurations 1, 2 and 3 are all the same, which is calculated to be 240 √ 6 cm. The simulated measurement error obeys the normal distribution which is an independent Gaussian variable with zero mean and equal variance. The standard deviation of the first four sets and the sixth set is 5 cm. Both the fourth and fifth set of tests are based on Configuration 4. The fifth set of test is carried out by simulating large noise with the standard deviation of 18 cm, representing the variety of the observation variance. The observation model equation is simulated 10,000 times for detecting the bias in nonlinear least-squares estimator.
The frequency histograms of parameter estimator bias are given in Figure 3 . The average PDOP, HDOP and VDOP are shown in Figure 4 .
cm. The simulated measurement error obeys the normal distribution which is an independent Gaussian variable with zero mean and equal variance. The standard deviation of the first four sets and the sixth set is 5 cm. Both the fourth and fifth set of tests are based on Configuration 4. The fifth set of test is carried out by simulating large noise with the standard deviation of 18 cm, representing the variety of the observation variance. The observation model equation is simulated 10,000 times for detecting the bias in nonlinear least-squares estimator. The frequency histograms of parameter estimator bias are given in Figure 3 . The average PDOP, HDOP and VDOP are shown in Figure 4 . In Test 1 based on Configuration 1, there are adequate redundant observations, and the anchors are uniformly distributed in the three-dimensional (3D) space. The three types of DOP values in this group are the smallest. The average bias of coordinate components x, y and z are close to zero. This indicates that the least-squares estimator is approximately unbiased, with the reason that the amount of nonlinearity is orthogonal to the column space of the design matrix in this configuration. It makes us know that Configuration 1 is suitable for the traditional indoor positioning, and it also can achieve satisfactory accuracy. The frequency histograms of parameter estimator bias are given in Figure 3 . The average PDOP, HDOP and VDOP are shown in Figure 4 . In Test 1 based on Configuration 1, there are adequate redundant observations, and the anchors are uniformly distributed in the three-dimensional (3D) space. The three types of DOP values in this group are the smallest. The average bias of coordinate components x, y and z are close to zero. This indicates that the least-squares estimator is approximately unbiased, with the reason that the amount of nonlinearity is orthogonal to the column space of the design matrix in this configuration. It makes us know that Configuration 1 is suitable for the traditional indoor positioning, and it also can achieve satisfactory accuracy.
In the next five sets of tests, there is only one redundant observation with anchors distributed on a planar ground. This makes the number of parameters to be estimated relatively more for the particular observation model, and the nonlinear strength increases with the decreases of DOF. As similar to Test 1, the coordinate components x and y are also unbiased in Tests 2, 3, 4 and 5, but the coordinate component z is biased. It indicates that the corresponding component does not satisfy the orthogonal condition with the zero bias because of the ill-conditioned positioning configuration. Moreover, when the distance between the tag and the anchor and the ranging measurement noise are fixed in the Test 2 and 3 based on Configuration 2 and 3, it makes known that their amount of nonlinearity is equal. The average VDOP in Test 3 is smaller than that in the Test 2, and it has smaller bias in the coordinate component z. In this case, it indicates that the better the system geometry, the smaller the bias in the nonlinear least-squares estimator. In Test 1 based on Configuration 1, there are adequate redundant observations, and the anchors are uniformly distributed in the three-dimensional (3D) space. The three types of DOP values in this group are the smallest. The average bias of coordinate components x, y and z are close to zero. This indicates that the least-squares estimator is approximately unbiased, with the reason that the amount of nonlinearity is orthogonal to the column space of the design matrix in this configuration. It makes us know that Configuration 1 is suitable for the traditional indoor positioning, and it also can achieve satisfactory accuracy.
In the next five sets of tests, there is only one redundant observation with anchors distributed on a planar ground. This makes the number of parameters to be estimated relatively more for the particular observation model, and the nonlinear strength increases with the decreases of DOF. As similar to Test 1, the coordinate components x and y are also unbiased in Tests 2, 3, 4 and 5, but the coordinate component z is biased. It indicates that the corresponding component does not satisfy the orthogonal condition with the zero bias because of the ill-conditioned positioning configuration. Moreover, when the distance between the tag and the anchor and the ranging measurement noise are fixed in the Test 2 and 3 based on Configuration 2 and 3, it makes known that their amount of nonlinearity is equal. The average VDOP in Test 3 is smaller than that in the Test 2, and it has smaller bias in the coordinate component z. In this case, it indicates that the better the system geometry, the smaller the bias in the nonlinear least-squares estimator. In the next five sets of tests, there is only one redundant observation with anchors distributed on a planar ground. This makes the number of parameters to be estimated relatively more for the particular observation model, and the nonlinear strength increases with the decreases of DOF. As similar to Test 1, the coordinate components x and y are also unbiased in Tests 2, 3, 4 and 5, but the coordinate component z is biased. It indicates that the corresponding component does not satisfy the orthogonal condition with the zero bias because of the ill-conditioned positioning configuration. Moreover, when the distance between the tag and the anchor and the ranging measurement noise are fixed in the Test 2 and 3 based on Configuration 2 and 3, it makes known that their amount of nonlinearity is equal. The average VDOP in Test 3 is smaller than that in the Test 2, and it has smaller bias in the coordinate component z. In this case, it indicates that the better the system geometry, the smaller the bias in the nonlinear least-squares estimator.
In addition, the Tests 3, 4 and 5 have the identical geometry. The difference is that Test 4 based on Configuration 4 is scaled down compared with Configuration 3 and Test 5 has larger ranging measurement noise than that of the Test 4. The bias in Test 4 is greater than that of the Test 3, and the bias in Test 5 is largest among these three sets of tests. The results verify that the bias is inversely proportional to the ranging distance and directly proportional to the ranging error.
In Test 6, the tag has the same z coordinate as Test 5, but it is located outside the square enclosed by the anchors. The coordinate components x is unbiased, but both the coordinate component y and z are biased. The three types of DOP values in this group are larger than those in the previous five sets of tests. As we can see, Test 6 based on Configuration 5 has the worst system geometry.
To check if the parameter estimator bias is too large, the hypothesis test based on Mahalanobis distance is implemented. It is used to assess whether the linearized model is a sufficient approximation. The results of six sets of tests and the threshold are compared in Figure 5 . We can see that the test statistic of the first four sets of tests are all very small, the latter two sets of tests are very large, and some epoch data exceeds the threshold. It indicates that the bias of some epoch in Tests 5 and 6 are too large and the linearized model is not sufficiently approximate for UWB positioning. The bias is only intolerable for the relative large ranging error and ill-conditioned system geometry. The positioning system performances be ranked as Configuration 1 > Configuration 3 > Configuration 2 > Configuration 4 > Configuration 4 (large noise) and Configuration 5, from good to poor. Furthermore, the statistics of bias correction are listed in Table 1 . It can be known that the bias correction effect in the coordinate component x and y can be ignored, and it is obvious in the coordinate component z. We can believe that it is more effective to use second-order bias correction when the measurement precision is relatively low or the configuration is bad.
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The positioning system performances be ranked as Configuration 1 > Configuration 3 > Configuration 2 > Configuration 4 > Configuration 4 (large noise) and Configuration 5, from good to poor. Furthermore, the statistics of bias correction are listed in Table 1 . It can be known that the bias correction effect in the coordinate component x and y can be ignored, and it is obvious in the coordinate component z. We can believe that it is more effective to use second-order bias correction when the measurement precision is relatively low or the configuration is bad. 
Measurement Verification
In the measurement experiment, the hardware devices used are the DecaWave Mini2016 suite, including the anchor and tag nodes, already described in detail in Section 2. The experimental scene is an empty hall of 10 m by 18 m. During the testing process, no relevant personnel entered. The data sampling interval of the positioning system is about 0.28 s. The tag node is mounted on the top of the helmet, which is placed at test point at the height of 30 cm in a static situation and is worn on the human head at a height of 196 cm in a dynamic situation. The anchor nodes are placed on a tripod of the same antenna height. The static and dynamic tests analyses are as follows.
Static Test
The main goal of this test is to evaluate the bias of least-squares parameter estimator under a static situation. The locations of test points and anchors and the experimental scene are shown in Figure 6 . The positions of test points were calibrated ahead of time. In the test, 300 epoch data was sampled at each test point.
In the measurement experiment, the hardware devices used are the DecaWave Mini2016 suite, including the anchor and tag nodes, already described in detail in Section 2. The experimental scene is an empty hall of 10 meters by 18 meters. During the testing process, no relevant personnel entered. The data sampling interval of the positioning system is about 0.28 s. The tag node is mounted on the top of the helmet, which is placed at test point at the height of 30 cm in a static situation and is worn on the human head at a height of 196 cm in a dynamic situation. The anchor nodes are placed on a tripod of the same antenna height. The static and dynamic tests analyses are as follows.
The main goal of this test is to evaluate the bias of least-squares parameter estimator under a static situation. The locations of test points and anchors and the experimental scene are shown in Figure 6 . The positions of test points were calibrated ahead of time. In the test, 300 epoch data was sampled at each test point. Figure 7 represents the cumulative distribution function (CDF) of the ranging error of all the measurements collected. It can be observed that the random error of these observations are small and differ slightly. However, all of their systematic errors are very large. The distance between T1 to A1 perfectly matches the distance between T1 and A3, but the range estimation accuracy is different due to the hardware. Although the hardware devices adopt the principle of TWR without a common time reference, the clock drift and offset still affect the ranging error. We can also see that the systematic error based on anchor A1 and A3 becomes larger than that based on anchor A0 and A2. The frequency histograms of the parameter estimator bias are given in Figure 8 . The average PDOP, HDOP and VDOP for two test points are shown in Figure 9 . The anchors are uniformly distributed on a planar ground. The two test points constitute two different positioning configurations with anchors. The three kinds of DOP values of T1 and T2 have minor difference. It indicates that their positioning configuration is close. Meanwhile, it can be seen that the coordinate components are all biased. It indicates that the corresponding component does not satisfy the orthogonal condition with the zero bias. Figure 7 represents the cumulative distribution function (CDF) of the ranging error of all the measurements collected. It can be observed that the random error of these observations are small and differ slightly. However, all of their systematic errors are very large. The distance between T1 to A1 perfectly matches the distance between T1 and A3, but the range estimation accuracy is different due to the hardware. Although the hardware devices adopt the principle of TWR without a common time reference, the clock drift and offset still affect the ranging error. We can also see that the systematic error based on anchor A1 and A3 becomes larger than that based on anchor A0 and A2.
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Dynamic Test
The main goal of this test is to evaluate the bias of least-squares parameter estimator in a dynamic situation. The coordinates of anchors are consistent with the static positioning. The test trajectory and the experimental scene are shown in Figure 12 . The tester walked along the predetermined trajectory. Besides, an additional set of test analysis is implemented by adding large noise with the standard deviation of 20 cm to the original observations. It stimulates non-line-of-sight (NLOS) environment, the error of measurements increased. The frequency histograms of parameter estimator bias are shown in Figure 13 . Since the anchors and trajectory are all symmetrical in the horizontal direction, the bias in the coordinate components x and y are also basically symmetrical. The bias in the coordinate component z is also greater as 
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The main goal of this test is to evaluate the bias of least-squares parameter estimator in a dynamic situation. The coordinates of anchors are consistent with the static positioning. The test trajectory and the experimental scene are shown in Figure 12 . The tester walked along the predetermined trajectory. Besides, an additional set of test analysis is implemented by adding large noise with the standard deviation of 20 cm to the original observations. It stimulates non-line-of-sight (NLOS) environment, the error of measurements increased. The frequency histograms of parameter estimator bias are shown in Figure 13 . Since the anchors and trajectory are all symmetrical in the horizontal direction, the bias in the coordinate components x and y are also basically symmetrical. The bias in the coordinate component z is also greater as The frequency histograms of parameter estimator bias are shown in Figure 13 . Since the anchors and trajectory are all symmetrical in the horizontal direction, the bias in the coordinate components x and y are also basically symmetrical. The bias in the coordinate component z is also greater as before. Besides, since the dynamic motion process on the preset trajectory does not satisfy the orthogonal condition of the design matrix and the bias amount of nonlinearity. The bias in the coordinate components x and y is not unbiased and the probability of large bias in the coordinate components x and y is larger than that of small bias. Furthermore, the bias of all coordinate components in dynamic test with large noise is larger than that of original dynamic test.
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Conclusions
The main goal of this paper is to analyze the parameter estimator bias. It provides an overview of the reliability of Gauss-Newton method applied to UWB positioning. The linearization of the positioning functional model result in biased least-squares estimators. The Gauss-Newton method only includes the first-order Taylor expansion of distance equations. The bias comes from neglected higher order terms, which can be regarded as a systematic error. In this paper, we analyze how the second-order partial derivate affect the parameter estimator bias. The parameter estimator bias is related to the system geometry and the observation quality. It is driven by the prior observation precision, the design matrix and the amount of nonlinearity. It will be realized that the parameter estimator tends to be unbiased with a sufficiently small relative ranging error or a good positioning configuration with the lowest DOP. In outdoor satellite positioning, the ranging distances are long Through the above analysis, we can verify that the bias in the least-squares estimator is driven by the prior precision, the design matrix and the amount of nonlinearity. In some special positioning areas like the emergency services, the localization process acts rapidly in the unknown indoor environments, so it is unrealistic to rely on a pre-existing installation with beforehand measurements, calibration, configuration and deployment. The positioning system may be ill-posed or has large ranging measurement noise. It is necessary to judge the validity of linearized model and to realize the unbiasedness for UWB positioning.
The main goal of this paper is to analyze the parameter estimator bias. It provides an overview of the reliability of Gauss-Newton method applied to UWB positioning. The linearization of the positioning functional model result in biased least-squares estimators. The Gauss-Newton method only includes the first-order Taylor expansion of distance equations. The bias comes from neglected higher order terms, which can be regarded as a systematic error. In this paper, we analyze how the second-order partial derivate affect the parameter estimator bias. The parameter estimator bias is related to the system geometry and the observation quality. It is driven by the prior observation precision, the design matrix and the amount of nonlinearity. It will be realized that the parameter estimator tends to be unbiased with a sufficiently small relative ranging error or a good positioning configuration with the lowest DOP. In outdoor satellite positioning, the ranging distances are long enough so that the relative residual are very small. A better positioning geometry configuration also can be chosen thanks to the large number of satellites available. This extremely large system makes the bias totally negligible. However, in the UWB indoor positioning, the ranging distances are extremely short. Meanwhile, the NLOS environment makes the error of measurements increased and biased. In addition, considering the complexity and cost of the positioning system, the geometry configuration of anchor nodes is prone to be ill-conditioned. Thus, it makes the parameter estimator bias significant, and the performance and the reliability of the positioning functional model are inevitably influenced. A judging index for the hypothesis test based on Mahalanobis distance is proposed to determine if the bias is significant. It is essentially to assess whether the linearized model is a sufficient approximation and the bias becomes potential problem for UWB positioning. If the bias is too large, the estimator needs to be corrected to endure the unbiasedness for positioning. In practical applications, an unbiased estimation of the positioning result will be expected, the bias can be calculated by the standard least-squares procedure prior to designing a positioning system. Through detecting the large bias due to the error of functional model, the positioning system can be designed the minimum bias from which the parameters are to be estimated. 
