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Abstract—Millimeter-wave massive multiple-input-multiple-
output (mmWave mMIMO) is reported as a key enabler in
the fifth-generation communication and beyond. It is customary
to use a lens antenna array to transform a mmWave mMIMO
channel into a beamspace where the channel exhibits sparsity. Ex-
ploiting this sparsity enables the applicability of hybrid precoding
and achieves pilot reduction. This beamspace transformation is
equivalent to performing a Fourier transformation of the channel.
A motivation for the Fourier character of this transformation is
the fact that the steering response vectors in antenna arrays
are Fourier basis vectors. Still, a Fourier transformation is not
necessarily the optimal one, due to many reasons. Accordingly,
this paper proposes using a learned sparsifying dictionary as
the transformation operator leading to another beamspace.
Since the dictionary is obtained by training over actual chan-
nel measurements, this transformation is shown to yield two
immediate advantages. First, is enhancing channel sparsity,
thereby leading to more efficient pilot reduction. Second, is
improving the channel representation quality, and thus reducing
the underlying power leakage phenomenon. Consequently, this
allows for both improved channel estimation and facilitated beam
selection in mmWave mMIMO. This is especially the case when
the antenna array is not perfectly uniform. Besides, a learned
dictionary is also used as the precoding operator for the same
reasons. Extensive simulations under various operating scenarios
and environments validate the added benefits of using learned
dictionaries in improving the channel estimation quality and the
beam selectivity, thereby improving the spectral efficiency.
Index Terms—Beamspace channel estimation, dictionary learn-
ing, lens antenna array, massive MIMO, millimeter-waves.
I. INTRODUCTION
MASSIVE multiple-input-multiple-output (mMIMO) iswidely considered as a key enabler for wireless com-
munication in the era of the fifth-generation and beyond.
This is because of its ability to improve the system data
rate [1]. MMIMO is especially important when it operates
at millimeter-wave (mmWave) frequencies. This allows for
increased data rates due to the higher spectral efficiency [2]
and wider bandwidth [3]. However, the main challenge with
mmWave mMIMO is the hardware and power requirements.
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Beamforming techniques are used to reduce the cost and
power consumption by suppressing the co-channel interference
and improving the signal-to-noise ratio (SNR) at the receiver
end [4]. These techniques can be divided into three groups;
analog, digital, and hybrid. Analog beamforming is cost and
power-effective, but only supports one data-stream at a time
[5]. On the other hand, digital precoding uses a radio fre-
quency (RF) chain per antenna element and thus requires high
power consumption, complexity, and cost. Therefore, a hybrid
precoding technique has been introduced as a compromise to
both settings [6].
Hybrid precoding connects hundreds of antennas to a small
number of RF chains through analog phase shifters [7].
However, realizing mmWave mMIMO is still a non-trivial
task since the numbers of antennas [8] and RF chains [9] are
still high. On the other hand, mMIMO channels show strongly
directional propagation with low dimensionality properties at
mmWave frequencies. This motivates a beamspace representa-
tion [10] where channel sparsity can be exposed. This sparsity
can be exploited with the advent of compressive sensing (CS),
allowing for reduced channel training and feedback overheads.
A. Related Works and Motivation
CS-based channel estimation algorithms exploit angle do-
main sparsity of mmWave mMIMO channels [11]–[13]. CS
allows for sub-Nyquist sampling by enabling sparse signal
recovery at a sampling rate below the Nyquist rate. How-
ever, these algorithms are designed with high-resolution phase
shifters for hybrid precoding systems. Still, a phase-shifter net-
work can be replaced by a lens antenna array [14] for a further
reduction in the hardware cost and power consumption. Hence,
a lens antenna array is widely used to expose a beamspace
channel representation in mmWave mMIMO. Therefore, the
dimension of a mmWave mMIMO channel can be reduced by
beam selection over the sparse beamspace channel [15], [16].
A promising channel estimation technique for the case of
using a lens antenna array is sparsity mask detection [17]. In
this setting, the beams of large power are determined initially.
Then, the dimension of the beamspace channel is reduced
and it is estimated in this reduced dimension. However,
scanning over all the beams is a time-consuming process.
Another approach to reducing the number of antennas is
the support detection (SD) algorithm for sparse coding. This
algorithm divides the channel estimation problem into a series
of subproblems, each of which only considers one channel
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2path component [18]. To this end, this multitude of beamspace
channel estimation approaches models the impact of the lens
antenna array by a discrete Fourier transform (DFT) matrix.
DFT discretizes the continuous angular channel parameter
space into a finite set of predefined spatial angles. This set
covers the whole angular beam range and emphasizes sparsity.
Thus, the performance of these algorithms largely depends on
how accurately this discretization can model the true sparsity
of the channel, i.e., it depends on the representation power of
this sparsifying basis/transform.
Despite achieving the state-of-the-art performance in
mmWave mMIMO channel estimation, a DFT sparsifying
basis is known to have several inherent shortcomings. Specif-
ically, the actual angles of departure (AoDs) of paths are
continuously distributed since the spatial sampling points of
the lens antenna array are not finite and fixed in practice.
Therefore, the AoD of a path will not necessarily match the
spatial sample points of the lens antenna array [19] modeled
by DFT, as illustrated in Fig. 1. Consequently, the power of a
beam will leak onto multiple beams in the beamspace (off-grid
problem) [14]. This power leakage effect is serious even for
the simplest cases and incurs obvious SNR losses [16].
The problem of obtaining an efficient sparsifying transform
is well-known in the context of signal representation. It has
been shown that one can use a redundant (over-complete)
DFT basis in pursuit of achieving a finer discretization of
the channel signal space. However, there are certain limits
for the redundancy of this basis, as it substantially increases
the computational cost. Besides, high redundancy creates the
side effect of more similarity between the columns of the
basis matrix, thereby degrading the representation quality.
Therefore, recent research considers using a limited degree
of redundancy in the sparsifying basis, while trying to tackle
the off-grid effects. Although [20]–[23] use moderate degrees
of redundancy, their computational complexity is still pro-
hibitively large.
Rather than expanding the quantity of discretized points,
recent literature calls for developing new beamspace transfor-
mation operators to combat off-grid effects. Such operators
are not restricted to have the DFT character. For example, the
Fourier domain is shown to overlook the Dirichlet structure
inherent in mmWave channels [24]. Thus, the authors proposed
using a set of Dirichlet kernels to serve as a sparsifying
dictionary. Besides, the DFT is shown to be sub-optimal as
a sparsifying transform [25]. So, the authors proposed using a
Karhunen-Loe`ve transform (a.k.a. principal component analy-
sis) as a data-dependent optimal basis. Alternatively, enhanced
and more general dictionaries are anticipated to offer a better
alternative to DFT bases [10]. A dictionary that is generated by
a finer-grained point further improves the approximation of the
continuous points and also the estimation quality [26]. In this
context, dictionary learning offers dictionaries with enhanced
sparsity and representation quality leading to lowering the
severity of power leakage, more efficient pilot reduction, and
improved channel estimation quality.
Power Leakage
Antenna Array
Lens
Antenna Element
Fig. 1. The concept of power leakage in lens antenna arrays.
B. Contributions, Notation, and Organization
In view of the above discussion, a preliminary version of
this work [27] showing the advantage of using a learned
dictionary for precoding in mmWave mMIMO is extended.
This paper proposes an algorithm for beamspace channel
representation and estimation based on sparse coding over a
learned dictionary. Here is a brief account of the contributions
in this paper.
• Using a learned dictionary as the channel sparsifying trans-
form operator: As opposed to standard beamspace channel
sparsification, such as using the DFT to represent lens
antenna array operation, a learned dictionary naturally en-
hances the channel sparsity. This leads to a further reduction
in hardware, cost, and power consumption. Besides, this
allows for easier beam selection at the receiver end.
• Dictionary learning for precoding: Using a learned dictio-
nary as the precoding operator. Such a dictionary is obtained
by training over example precoding matrix realizations.
• Numerical validations and evaluations: Extensive simula-
tions under various operating scenarios and environment val-
idate that using learned dictionaries for beamspace channel
sparsification and precoding improves the channel estima-
tion quality and enhances the beam selectivity by improving
the spectral efficiency. This improvement is especially the
case when the antenna array is not exactly uniform.
Notation: Plain-faced letters represent scalars. Bold-faced
lower-case, and bold-faced upper-case letters denote vectors
and matrices, respectively. In a matrix X , the symbol Xi
represents its i-th column. Similarly, xi is the i-th element
in a vector x. The ‖.‖2, ‖.‖0 and tr symbols represent the
2-norm, the number of nonzero elements in a vector, and the
transposition operator, respectively.
Organization: This paper is organized as follows. Section II
revises the preliminaries and presents the system model. The
proposed algorithm for channel representation and estimation
is detailed in Section III. Section IV presents experiments con-
ducted to evaluate the performance of the proposed algorithm,
and the paper is concluded in Section V.
II. PRELIMINARIES AND SYSTEM MODEL
A. Dictionary Learning for Sparse Recovery
Let D ∈ CN×K denote a sparsifying transform operator
(dictionary). A signal y ∈ CN is said to have a sparse
3representation in D if it can be approximated as y ≈ Dw.
Here, w ∈ CK denotes a sparse coding coefficient vector
composed mainly of zeros. For a given y and D, w can be
obtained through the following sparse recovery process.
arg min
w
‖w‖0 s.t. ‖y −Dw‖22 < , (1)
where  is an error tolerance.
It is noted that the problem in (1) is NP-hard as one has to
solve for the positions and magnitudes of the nonzero elements
in w. Still, there are two main approaches to approximately
solve this problem. The first approach is the family of greedy
pursuit algorithms that offer efficient approximate solutions by
iteratively minimizing the number of nonzeros in w. Second
is the `1-relaxation approach that relax `0 to the `1 norm.
This relaxation offers a loose bound on sparsity but achieves
a significant reduction to the computational cost. A benchmark
sparse representation technique is the orthogonal matching
pursuit (OMP) [28].
A sparsifying dictionary represents the transformation ma-
trix to a domain in which the signal of interest is sparse. To
this end, there are two main families of dictionaries. First, is
mathematically-defined basis functions, such as the DFT and
discrete-cosine transform matrix. These are easy to prepare.
However, they may not necessarily transform into the domain
that exhibits the signal sparsity. Second, is learned dictionaries,
where one learns a dictionary by training over a set of example
training signals Y ∈ CN×L through a machine learning
procedure referred to as dictionary learning, described as
follows
arg min
W,D
‖W i‖0 s.t. ‖Y i −DW i‖22 <  ∀ i. (2)
A learned dictionary, especially if redundant, promotes spar-
sity, enhances the representation quality, and is locally-
adaptive to the signals of interest. In essence, this dictionary is
composed of prototype signals as its columns. These signals
are rich in structure as compared to fixed basis vectors.
B. System Model
This paper considers a mmWave mMIMO system running
in time division duplexing. The base station (BS) uses N
antennas with NRF RF chains to serve K single-antenna users.
Fig. 2 (a) shows a conventional mmWave mMIMO setting.
The K × 1 received signal vector yDL of all K users in the
downlink (DL) for the conventional MIMO systems in the
spatial domain can be presented as
yDL = HHPs+ n, (3)
where the DL channel matrix, denoted by HH ∈ CK×N ,
H = [h1,h2, · · · ,hK ] is the uplink channel matrix regarding
the channel reciprocity [12], hk of size N × 1 is the channel
between the k-th the user and the BS, s of size K × 1
is the data signal vector for all K users with normalized
power E(ssH) = IK , P ∼ N ×K is the precoding matrix.
This matrix satisfies the total transmit power constraint ρ as
tr(PPH) ≤ ρ. Finally, n ∼ CN (0, σ2DLIK) is the K × 1
additive white Gaussian noise vector, where σ2DL is the DL
noise power. Fig. 2 (a) shows that in conventional MIMO
systems, the number of RF chains needed is equal to the
RF-Chains
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User 2
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…
(a)
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(b)
Fig. 2. Antenna array configuration in mMIMO (a) conventional and (b) with
a lens antenna array controlled by sparse coding beam selection [18].
number of antennas. i.e., NRF = N , which is mostly large
for mmWave mMIMO systems, e.g., NRF = N = 256 [8].
Two channel models are used in the paper; the Saleh-
Valenzuela (SV) and the geometry-based stochastic channel
model (GSCM). The SV model is widely used to express
mmWave channels as a benchmark while GSCMs form the
benchmark for mMIMO channel modeling. Therefore, we
opted to use both channel models to represent mmWave
MIMO.
1) The Saleh-Valenzuela Channel Model: The SV channel
model is customarily used to model mmWave channels as it
accounts for their low-rank nature. According to this model,
the channel is expressed as follows [7], [29]
hk =
√
N
L+ 1
L∑
i=0
β
(i)
k a
(
ψ
(i)
k
)
=
√
N
L+ 1
L∑
i=0
ci, (4)
where the line-of-sight (LoS) component of the k-th user is
c0 = β
(0)
k a(ψ
(0)
k ). Also, β
(0)
k represents the complex gain
and ψ(0)k denotes the spatial direction. The non-LoS (NLoS)
component of the k-th user is ci = β
(i)
k a(ψ
(i)
k ) for 1 ≤ i ≤ L
and the total number of NLoS components, denoted by L, is
usually obtained by channel measurement [30]. Besides, a(ψ)
is the N × 1 array steering vector. For a typical linear array
with N antennas, the steering vector can be represented as
follows [31]
a(θ) =
1√
N
[1, e−j2piψi(θ), . . . , e−j2piψi(θ)(N − 1)]tr, (5)
where the direction of physical propagation is denoted by θ
and the spatial direction is defined as ψi(θ) , diλ sin(θ) [29], λ
denotes the wavelength, and d represents the antenna spacing
which usually corresponds to d = λ/2.
2) Geometry-Based Stochastic Channel Model: The GSCM
is also used as it is a more realistic channel model. This model
is pictorially represented in Fig. 3. The DL channel vector is
4FAR
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Fig. 3. The GSCM concept [33]. In this configuration, local scatterers are
centred around the UE and far scatterers are far away from both the UE and
the BS.
considered from the BS to the k-th user is given by [32].
hk =
Nc∑
i=1
Ns∑
l=1
β
(i,l)
k a(θk
(i,l)), (6)
where the complex gain of the l-th scattering cluster is denoted
by βi,l, the number of scattering clusters is denoted by Nc,
and the number of sub-paths per scattering cluster is denoted
by Ns. The symbol θi,l denotes the angle-of-arrival/ angle-of-
departure (AoA/AoD) of the l-th subpath in the i-th scattering
cluster. The steering vector a(θ(i,l)) represents the normalized
array response at the user equipment (UE).
C. mmWave mMIMO Channels in the Beamspace
Transforming the conventional channel [9] to a beamspace
representation can be done conveniently using a lens antenna
array [29], as demonstrated in Fig. 2 (b). Particularly, a well-
designed lens antenna array plays the role of a spatial DFT
matrix U that comprises the array steering vectors of N
orthogonal directions (beams) covering the entire angle space
as [29]
U = [a(ψ¯1),a(ψ¯2), · · · ,a(ψ¯N )]H , (7)
where ψ¯n = 1N (n− N+12 ) for n = 1, 2, . . . , N are previously
defined spatial directions by lens antenna array. Then, the
system model of mmWave mMIMO with a lens antenna array
according to Fig. 2 (b), can be represented by
y˜DL = HHUHBP rs+ n = H˜
H
BP rs+ n, (8)
where the received DL signal in the beamspace is y˜DL, H˜
H
=
HHUH = (UH)
H represents the DL beamspace channel
matrix, in which N columns being N orthogonal beams, B
of size N ×K form the selecting matrix whose entries belong
to {0, 1}. As an example, when the n-th beam is selected by
the k-th user, the element of B at the n-th row and the k-th
column would be 1. After that, P r of size K × K is the
dimension-reduced digital precoding matrix.
It should be noted that by the virtue of the limited number
of dominant scatters in the mmWave prorogation environments
[8], a beamspace channel H˜
H
(or evenly H˜) has a sparse
structure [29], [34]. Consequently, it is obvious from Fig. 2
(b) that a small number of beams can be selected to decrease
the effective channel dimension, without causing an evident
wastage in the performance. Moreover, a small number of
RF chains is needed since a small-size digital precoder P r
is needed. In practice, however, it is challenging to obtain a
beamspace channel in a large size with a limited number of RF
chains. Specifically, the channel dimension is large while the
number of RF chains is limited and the signals on all antennas
cannot be sampled simultaneously.
III. LEARNED DICTIONARIES FOR BEAMSPACE CHANNEL
REPRESENTATION AND ESTIMATION
A. Power Leakage in Beamspace Channels
The AoDs in a mMIMO system are distributed continuously
in the angular domain. However, modeling the lens operator
with a DFT basis limits the angular spread to include specific
sample points. Thus, an AoD of a specific propagation path
should not necessarily be matched by the given sample points.
This causes the power of a path to leak onto multiple beams
in the beamspace channel [29], as known as power leakage
[16]. For a single-user single-path scenario, the worst power
leakage is [16]
ηULA = 1− 1
2
∑N/2
i=1
sin2(pi/2N)
sin2((2i−1)pi/2N)
. (9)
With the system models considered in this paper, the worst
power leakage is around 0.60, according to (9), which is quite
high.
B. A Motivating Example
Beamspace channel sparsity is a key channel estimating
prior. However, due to the power leakage and the many
nonzero elements, a beamspace channel is not ideally sparse
[35]. Therefore, using a better sparsifying transformation al-
lows for revealing the sparsity of the channel in a better fash-
ion. As a preliminary example of this idea, Fig. 4 illustrates
the number of DFT columns that are necessary to represent
the signal within 90% of its energy. The figure reveals that a
dictionary atom can be viewed as a composition of multiple
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Fig. 4. Beamspace sampling: a dictionary beam corresponds to a composite
of DFT-modelled beams.
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Fig. 5. Magnitudes of beamspace channel coefficients obtained with (a) the
DFT and (b) a learned dictionary for a multi-user multi-path scenario.
DFT columns. In other words, each dictionary atom is rich as
structure compared to a DFT column vector.
The above-mentioned empirical conclusion is further il-
lustrated in Fig. 5. This figure shows the magnitudes of
beamspace channel coefficients obtained by the DFT resem-
bling the space defined by using a lens antenna array and
a learned dictionary for multi-user multi-path scenarios. In
both cases, the SV channel model is used where it has four
multi-path components and is generated according to the
specification presented in Section IV. It is evident in view
of Fig. 5 that beamspace sparsity is enhanced in the space
defined by the dictionary. On the contrary, DFT magnitudes
exhibit side lobes around the nonzero elements. This im-
proved sparsification obtained with the learned dictionary is
intuitively expected to improve the channel estimation quality.
This proposition is analytically investigated in the analysis is
detailed in Appendix.
C. The Proposed Algorithm
In view of the above-mentioned motivations, this paper
proposes to use learned dictionaries in channel representation
and precoding.
1) The Proposed Algorithm for Beamspace Channel Rep-
resentation: A set of channel realizations is obtained to learn
a dictionary. These can be obtained by channel sounding
techniques [36]. A sounding signal that attracts the channel
is sent and its response is observed at the receiver end. It is
noted that this process will be done periodically (for example,
every night) by the BS to learn any far scatterer change in the
environment.1
After a set of channel realizations is obtained by channel
sounding, a dictionary is trained over this set. A learned
dictionary corresponds to using composite (multiple) lenses.
In other words, a learned dictionary is represented by many
DFT basis functions, as detailed in Appendix. Then, a CS
algorithm is applied to generate a beamspace channel. The
block diagram of these processes is represented in Fig. 6.
Besides, the proposed algorithm for channel representation is
illustrated in Fig. 8 (a).
Channel 
Realizations
Dictionary 
Learning
CS
DH
HU
H
Fig. 6. The proposed dictionary learning-based channel estimation algorithm
diagram to convert the channel to beamspace channel.
2) The Proposed Dictionary Learning for Precoding: A
block diagram of the proposed precoding through a learned
dictionary is represented in Fig. 7. First, a training set of DFT-
based precoding matrices is generated. Afterward, a dictionary
is trained over this set. It is noted that this process is carried
out offline. Next, in the run-time, a CS algorithm is applied
to estimate a beamspace channel. The proposed algorithm
for precoding is illustrated in Fig. 8 (b). Besides, the use
of dictionary learning for both channel representation and
precoding is shown in Fig. 8 (c).
The main steps of learning dictionaries for channel represen-
tation and precoding are detailed in Algorithm 1. This begins
by using a set of channel information and DFT matrix as a
dictionary initialization (Step 1 of Algorithm 1). A training set
is then used to further tune the dictionary (Steps 2 through 5).
All steps of the proposed beamspace channel representation
and precoding algorithms are detailed in Algorithm 2.
Generate 
Training Data
Dictionary 
Learning
CS
DUX
Fig. 7. The proposed dictionary learning-based channel estimation algorithm
diagram for precoding.
D. A Note on Computational Complexity
The computational complexity of the proposed algorithm
depends on sparse coding and dictionary learning. Let us con-
sider the naive OMP algorithm as an example of sparse coding,
1Channel measurements of the signals reflected from the same far scatterers
contain signals with similar incident angles [37], [38]. In fact, a local scattering
change does not affect the representation of the dictionary.
6Algorithm 1 Dictionary Learning for Channel Representation
and Precoding
Input: The intended sparsity level is s, and the number of
iterations is Num. For the case of channel representation
X is a training set of channel realizations and for the case
of precoding X is DFT matrix.
Output: A learned dictionary DH for channel representation
and DU for channel estimation.
1: Obtain a signal X as D0 ←X , initialize i← 0.
2: while i ≤ Num do
3: Solve: argmin
W i
‖X −DiW i‖22 s.t. ‖W i‖0 < s
4: Update Di by solving: argmin
Di
‖X −DiW i‖22
5: Update: i← i+ 1.
6: end while
7: return Di
Algorithm 2 Beamspace Channel Representation and Estima-
tion
Input: Channel sparsity sc, precoding sparsity sp, a learned
dictionary DH for channel representation and DU for
channel estimation.
Output: A channel impulse response estimate hˆ.
1: Solve: we = argmin
w
‖H −DHw‖22 s.t. ‖w‖0 < sc
2: Obtain a beamspace channel:
HU = DHwe
3: Send the signal through the HU .
4: Obtain Y in the receiver.
5: Solve: we = argmin
w
‖Y −DUw‖22 s.t. ‖w‖0 < sp
6: Obtain a channel estimate:
Hˆ = DUwe
where it is working on sparse coding of a signal x ∈ CN over
a given dictionary D ∈ CN×K . Its computational complexity
at the k-th iteration is O(NK + Ks + Ks2 + s3) [39], with
sparsity s. Therefore, the overall complexity of the sparse
coding is O(NKs + Ns2 + Ns3 + s4). Note that sparse
coding used both during training and testing stages. The K-
SVD [40] algorithm can be considered as an example for the
dictionary learning. The total complexity of K-SVD working
on a training set X ∈ CN×L, with sparsity s and Num
iterations is O(Num(s2 +N)KL) [41].
IV. SIMULATION AND RESULTS
In this section, the parameter settings used in the simula-
tions are listed. Afterward, performance comparisons of the
proposed algorithm with other channel estimation approaches
are presented. These comparisons are conducted with both
the SV and GSCM channel models, for the ULA and NULA
scenarios.
A. Parameter Setting
This work considers a mmWave mMIMO system with
N = 256 antennas and NRF = 16 RF chains. This system
simultaneously serves 16 users at the receiver end. With the
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Fig. 8. Antenna array configuration in mMIMO when (a) a channel repre-
sentation is made by a learned dictionary, (b) a sparse coding beam selection
controlled by a learned dictionary, and (c) a channel representation and a
sparse coding beam selection made by a learned dictionary.
SV channel model, similar to the experimental setup in [42],
the k-th user spatial channel is obtained as a composition of
one LoS component and L = 3 NLoS components. These
are set to have βk(0) ∼ CN (0, 1) and β(i)k ∼ CN for i =
1, 2; 3. ψ(0)k and ψ
(i)
k follow the independent and identically
distributed (i.i.d.) uniform distribution within ψ ∈ [−0.5, 0.5].
For simulating the GSCM channel model, the experimental
setup used in [43] is used. This setup considers a system made
up of a single urban cell of a radius of 1200 meters, with
the BS at its center. The BS has N = 100 antennas and the
UE has one antenna. The DL channel is generated according
to the GSCM principles [33] with coefficients provided by
the spatial channel model [44]. Besides, the azimuth angle θ
ranges between −pi/2 and pi/2. As for the scattering environ-
ment, the cell has seven fixed-location scattering clusters. The
locations of these locations are selected randomly to range
between 300 meters and 800 meters. These are then kept
unaffected later in the simulation. Four scattering clusters are
used for each channel modeling; one is at the UE location,
the remaining three clusters are the closest to the user from
the previously mentioned seven scattering clusters. The UE
location is spanned consistently to be between 500 meters
and 1200 meters. Under the GSCM guidelines, each scattering
cluster has 20 effective propagation subpaths each, with a 4-
degree angular spread for each.
For dictionary learning, we use a training set of 10,000
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Fig. 9. ULA NMSE performance comparison versus SNR with the SV
channel model.
training vectors using the K-SVD algorithm [40] with 50
iterations, and a sparsity level of 16. All the experiments are
made with 5000 trials.
B. Performance Evaluation
The channel estimation performance is evaluated in terms
of the normalized mean-square error (NMSE) quality metric.
Then, the sum-rate performance is considered as a secondary
quality metric. In this text, we compare the following ap-
proaches.
• OMP with DFT : OMP channel estimation when DFT
bases are used for channel representation and precoding
• SD with DFT : SD algorithm ( [18], [42] where OMP-
based estimation is followed by a least-squares update
exploiting the structure of mmWave mMIMO channels in
beamspace) when DFT bases are used for channel repre-
sentation and precoding
• Scenario 1: OMP channel estimation when a DFT basis
and a learned dictionary are used for channel representation
and precoding, respectively
• DL with SD: SD algorithm when a DFT basis and a
learned dictionary are used for channel representation and
precoding, respectively
• Scenario 2: OMP channel estimation when a learned
dictionary and DFT basis are used for channel representation
and precoding, respectively
• Scenario 3: OMP channel estimation when learned dictio-
naries are used for channel representation and precoding
First, the NMSE performance of the aforementioned channel
representation and estimation settings versus SNR is investi-
gated. This experiment is first performed with the SV channel
model and then with the GSCM. A ULA is considered for both
models. The results of these settings are shown in Figs. 9 and
10, respectively. For SD-based channel estimation, we keep
the strongest V = 9 elements for each channel component
and assume that the sparsity level of the beamspace channel
for the OMP-based channel estimation is equal to V (L+1) =
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Fig. 10. ULA NMSE performance comparison versus SNR values with the
GSCM channel model.
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Fig. 11. ULA NMSE performance comparison against the total number of
instants Q for pilot transmission in SV channel model.
16. We also assume that all channel estimation algorithms use
Q = 96, training pilots.
In view of Figs. 9 and 10, it is evident that using a learned
dictionary in the precoding improves the channel estimation
quality. This is the case for both OMP-based reconstruction,
and the SD algorithm. Also, using a learned dictionary channel
representation further improves performance especially for
high SNR values.
Next, the previous experiment is repeated with the differ-
ence that SNR is fixed at 10 dB and the number of training
pilots (Q) is varied. The results are depicted in Figs. 11 and
12 for the SV and GSCM channel models, respectively. In
view of these figures, it is shown that for the same Q, using
a learned dictionary for channel representation and precoding
improves the NMSE performance. Said equivalently, using a
learned dictionary allows for reducing the training overhead
for having the same NMSE performance attained with a DFT
basis.
The quality of channel estimation is measured in terms of
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Fig. 12. ULA NMSE performance comparison against the total number of
instants Q for pilot transmission in GSCM.
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Fig. 13. ULA sum-rate comparison for DFT and dictionary learning-based
algorithms.
beams selection. The following scenarios are compared for
this purpose.
• FD: Fully digital zero-forcing (ZF) precoders, included as
a benchmark, when a DFT basis (FD with H-beam1)
and a learned dictionary (FD with H-beam2) are used
for channel representations
• IA: Interference-aware (IA) beam selection algorithm [45]
which assume perfect beamspace channel knowledge, when
a DFT basis (IA with H-beam1) and a learned dictionary
(IA with H-beam2) are used for channel representations
• IA with SD: IA fed with a beamspace channel estimate
obtained with SD when DFTs are used for precoding and
channel representation
• IA with Scenario 1: IA fed with a beamspace channel
estimate obtained with SD when a DFT basis and a learned
dictionary are used for channel representation and precod-
ing, respectively
• IA with Scenario 3: IA fed with a beamspace channel
estimate obtained with OMP when learned dictionaries are
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Fig. 14. NULA NMSE performance comparison against different SNR values
for SV channel model.
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Fig. 15. NULA NMSE performance comparison against the total number of
instants Q for pilot transmission for SV channel model.
used for precoding and channel representation
Here, the previously mentioned parameter setting is used. The
results are shown in Fig. 13.
As clearly seen in Fig. 13, fully digital ZF algorithms
achieve the best sum-rate. Next, are the IA algorithms
with perfect beamspace channel knowledge. In both cases,
dictionary learning-based algorithms are superior to DFT-
based algorithms. Then, the performance of the proposed
IA with Scenario 3 algorithm is very close to the perfect
IAs. Besides, the IA algorithm fed with the beamspace channel
estimate obtained with a learned dictionary is consistently
better than the case of the SD algorithm.
Finally, all the simulations are done with a NULA. Here, we
provide only simulations with the SV channel model, to avoid
repetition. For the GSCM, similar behavior in the graphs is
observed.2 Figs. 14, 15, and 16 show that the behaviors are
2NULA case defines the manufacturing error and evaluate the irregular
array geometries is made by assuming that the antenna spacing is uniformly
distributed within 0.45λ and 0.55λ, where λ is the carrier wavelength.
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Fig. 16. NULA sum-rate comparison for DFT and dictionary learning-based
algorithms.
similar to the case of using a ULA. However, the advantages of
using learned dictionaries are more strongly pronounced with
a NULA. This is especially the case with high SNR values.
However, in the low SNR regime, the improvement is not
significant.
V. CONCLUSIONS
This paper proposed the use of learned dictionaries as the
sparsifying transform operators used in creating beamspace
channels in mmWave mMIMO. This corresponds to the use
of composite lens antenna arrays that enhance the beamspace
sparsity. This enhancement leads to a more efficient pilot
reduction in comparison to the standard case of using lens
antenna arrays corresponding to fixed basis functions. Dic-
tionary atoms have been shown to possess riches structures
compared to DFT basis functions. A learned dictionary has
been shown to reduce the phenomenon of power leakage in
mmWave mMIMO due to the uses of such atoms. Similarly,
we proposed the use of a learned dictionary to function as
the precoding operator matrix, meeting the same objective of
channel sparsity enhancement. Numerical experiments have
shown that these contributions lead to improving the quality
of channel estimation and spectral efficiency, as validated in
term so the NMSE and sum-rate performance measure. It is
noted that the performance improvement is especially strong
in the cases on a NULA.
APPENDIX
Power leakage can be viewed as an imperfection in the
sparse representation obtained with a given sparsifying basis.
Thus, we compare the quality of a sparse representation over a
DFT basis F ∈ Cn×n to that over a redundant (overcomplete)
dictionary D ∈ Cn×m, where m > n. In this setting, the
signal of interest is a (mmWave mMIMO) beamspace channel
h ∈ Cn. Now, let us compare these representations with a
sparsity level s.
First, an exact representation of h over F can be obtained
using the whole n basis functions (columns) in F , as follows
h = F 1a1 + F 2a2 + · · ·+ F nan, (10)
where a1 through an denote the representation coefficients of
h with respect to F . These can be obtained by performing an
inner product between h and F .
An s-sparse representation of h over F can be obtained by
selecting the most dominant s coefficients. For simplicity, let
us assume that they happen to be the first s coefficients, as
follows
hˆF = F 1a1 + F 2a2 + · · ·+ F sas. (11)
Second, with respect to D, an s-sparse representation of h
is:
hˆD = D1b1 +D2b2 + · · ·+Dsbs. (12)
Again for simplicity, let us assume that the first s atoms
(columns) of D are selected, with the corresponding coef-
ficients b1 through bs.
Each dictionary atom is a prototype signal that is rich in
structure, as shown in the motivating example of Section III-
B. Thus, one can assume that it can be expanded spanning
many DFT basis functions. So, it can be written as:
D1 = F 1c1 + F 2c2 + · · ·+ F kck. (13)
where k is the number of DFT columns required to represent
the dictionary atom D1 with coefficients c1 through ck.
Similarly, the atoms D2 through Ds can be expanded using
k + 1 through k + s− 1 columns from F .
Now, (12) can be rewritten as follows
hˆD =(F 1c1 + · · ·+ F kck)b1+
· · ·+
(F 1d1 + · · ·+ F kdk)bs.
(14)
From the last formulation, it is evident that using the same
sparsity level, the sparse representation of h over D is s-
sparse, in terms of sparsity. However, it is richer in terms of
the structure as it is equivalent to using many columns from F
[46]. Said conversely, one can obtain a sparser representation
over D with almost the same representation quality.
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