On directions determined by subsets of vector spaces over finite fields by Iosevich, Alex et al.
ar
X
iv
:1
01
0.
07
49
v3
  [
ma
th.
CA
]  
30
 Ju
l 2
01
5
ON DIRECTIONS DETERMINED BY SUBSETS OF VECTOR
SPACES OVER FINITE FIELDS
ALEX IOSEVICH, HANNAH MORGAN AND JONATHAN PAKIANATHAN
This paper is dedicated to the memory of Nigel Kalton
Abstract. We prove that if a subset of a d-dimensional vector space over a finite
field with q elements has more than qd−1 elements, then it determines all the
possible directions. We obtain a complete characterization if the size of the set
is ≥ qd−1. If a set has more than qk elements, its direction set projects onto a
k-dimensional set. We prove stronger results for sets that are sufficiently random.
This result is best possible as the example of a k-dimensional hyperplane shows. We
can view this question as an Erdo˝s type problem where a sufficiently large subset of
a vector space determines a large number of configurations of a given type. See, for
example, ([7]), [1], [4], [11], [12] and the references contained therein. For discrete
subsets of Rd, this question has been previously studied by Pach, Pinchasi and
Sharir. See ([8]).
1. Introduction
The celebrated Kakeya conjecture, proved in the finite field context by Dvir ([2]),
says that if E ⊂ Fdq , d ≥ 2, contains a line (or a fixed positive proportion thereof)
in every possible direction, then |E| ≥ cqd. Here, and throughout, |E| denotes the
number of elements of E and Fdq denotes the d-dimensional vector space over the
finite field with q elements.
While Dvir’s theorem shows that a set containing a line in every directions is
large, in this paper we see to determine how large a set needs to be to determine
every possible direction, or a positive proportion thereof. In the discrete setting the
problem of directions was studied in recent years by Pach, Pinchasi, and Sharir. See
[7] and [8]. In the latter paper they prove that if P is a set of n points in R3, not all
in a common plane, then the pairs of points of P determine at least 2n− 5 distinct
directions if n is odd and at least 2n− 7 distinct directions if n is even.
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In order to state our main result, we need to make precise the notion of directions
in subsets of Fdq .
Definition 1.1. We say that two vectors x and x′ in Fdq point in the same direction
if there exists t ∈ F∗q such that x
′ = tx. Here F∗q denotes the multiplicative group of
Fq. Writing this equivalence as x ∼ x
′, we define the set of directions as the quotient
(1.1) D(Fdq) = F
d
q/ ∼ .
Similarly, we can define the set of directions determined by E ⊂ Fdq by
(1.2) D(E) = E − E/ ∼,
where
E −E = {x− y : x, y ∈ E},
with the same equivalence relation ∼ as in (1.1) above.
It is not difficult to see that |D(Fdq)| = q
d−1(1 + o(1)). Thus the question above is
rephrased in the following form. How large does E ⊂ Fdq need to be to ensure that
D(E) = D(Fdq), or, more modestly, that D(Hn) ⊂ D(E), where Hn is a n-dimensional
plane.
Since E may be a k-dimensional plane, a necessary condition for D(Hk+1) ⊂ D(E)
is |E| > qk. We shall see that this simple necessary condition is in fact sufficient.
Our main result is the following.
Theorem 1.2. Let E ⊂ Fdq . Suppose that |E| > q
k, 1 ≤ k ≤ d − 1. Then there
exists a (k+1)-dimensional subspace, denoted by Hk+1 such that D(E) projects onto
Hk+1. In particular, if |E| > q
d−1, every possible direction is determined.
It is reasonable to conjecture that if |E| = qk, then |D(E)| & qk 1 unless E
is of a certain characterized form. In the case k = d − 1, we have the following
characterization.
Theorem 1.3. Suppose that E ⊂ Fdq has D(E) 6= D(F
d
q). Then after a linear change
of coordinates, we have
(1.3) E = {(x1, . . . , xd−1, f(x1, . . . , xd−1)) : (x1, . . . , xd−1) ⊂ U}
for some f : U → Fq, where U ⊂ F
d−1
q .
Conversely, any E of this form has the property that D(E) 6= D(Fdq).
1Here and throughout, X . Y means that there exists C > 0, independent of q, such that
X ≤ CY .
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Observe that the size of E in (1.3) is at most qd−1. Therefore, we have a complete
characterization of the situation when |E| ≥ qd−1.
It would be very interesting to prove a version of this result where instead of con-
sidering directions determined by a single set E, we consider directions determined
by pairs of points where one lies in E ⊂ Fdq and the other in F ⊂ F
d
q . We are able to
do this in the case when k = d− 1.
Theorem 1.4. Let E, F ⊂ Fdq , not necessarily disjoint. Define D(E, F ) = E−F/ ∼,
where ∼ is as in (1.2) above. Suppose that |E| + |F | > qd or |E ∩ F | > qd−1,
then D(E, F ) = D(Fdq). Moreover, the result is sharp in the sense that there exist
E, F ⊂ Fdq with |E|+ |F | = q
d, such that D(E, F ) 6= D(Fdq).
Remark 1.5. The proof of Theorem 1.4 below actually characterizes the sets in ques-
tion, but the characterization is not particularly pretty.
Theorem 1.2 is in general best possible as we note above. However, if the set is
sufficiently ”random”, we can obtain stronger conclusions. One reasonable measure
of randomness of a set is via the size of its Fourier coefficients. Let χ denote a
non-trivial principal character on Fq. See [6] for a thorough description of this topic.
Note that if q is prime, we can take χ(t) = e
2piit
q . The basic properties of characters
are the facts that χ(0) = 1, ||χ(t)|| = 1, where || · || denotes complex modulus and
(1.4) q−1
∑
a∈Fq
χ(at) = δ0(t),
where δ0(t) = 1 if t = 0 and 0 otherwise. Given f : F
d
q → C, define the Fourier
transform of f ,
f̂(m) = q−d
∑
x∈Fdq
χ(−x ·m)f(x).
We shall also make use of the Plancherel formula
(1.5)
∑
m
|f̂(m)|
2
= q−d
∑
x
|f(x)|2.
We are now ready to define the notion of randomness we are going to use.
Definition 1.6. We say that E ⊂ Fdq , d ≥ 2, is a Salem set if
(1.6) |Ê(m)| . q−d
√
|E| for m 6= (0, . . . , 0).
See [5] for this definition and examples of Salem sets in Fdq . See also [13] where
the original version of the concept, in the context of measures in Euclidean space is
described.
Our second result illustrates that under our randomness assumption, we can obtain
better exponents. While this is certainly less compelling than the main result above,
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it does underline the fact that the main obstruction to obtaining many distinct
directions, the hyper-plane, has a rather special structure and is far from random.
Theorem 1.7. Suppose that E ⊂ Fdq , d ≥ 2, is a Salem set.
i) If |E| > qd−1, then D(E) = D(Fdq).
ii) If |E| ≤ qd−1,
|D(E)| & min
{
|E|2
q
, qd−1
}
.
iii) If |E| ≤ qd−1, then
|D(E)| & |E|.
In particular, if |E| & q
d
2 , |D(E)| & qd−1. The lower bound in Part ii) is better
than the lower bound in Part iii) if |E| & q.
Remark 1.8. For a related result, see [3], Theorem 2.2. See that paper and also
[12] and [11] for a connection between the problem under consideration here and the
expansion phenomenon in graphs.
Remark 1.9. Part ii) holds without the assumption that |E| ≤ qd−1. We simply
wish to emphasize the fact that if |E| > qd−1, a much stronger conclusion is already
available from Theorem 1.2.
Remark 1.10. The proof of Part ii) below does not use the full strength of the Salem
assumption (1.6). What is required is a weaker property |E − E| & min{|E|2, qd},
which follows from (1.6) as Lemma 3.1 shows. To construct a set satisfying this
weaker property which is not Salem, just construct a Salem set (see e.g. [5]) on Fkq ,
k < d, and embedd this Fkq as a sub-space of F
d
q .
Remark 1.11. We note that the conclusion of Theorem 1.7 does not in general hold
if E is not a Salem set. To see this, take E ⊂ Hk+1, 1 ≤ k ≤
d
2
, a (k + 1)-
dimensional sub-space of Fdq . Further suppose that |E| ≈ q
k+α for some α > 0. Since
E ⊂ Hk+1, |D(E)| ≤ q
k. Therefore, it is not true that |D(E)| & |E|
2
q
since q2k+2α−1
is much greater than qk when q is large if k ≥ 1. It is also not true in this case that
|D(E)| & |E| since qk+α is much greater than qk when q is large.
Remark 1.12. What we do not know is to what extent Theorem 1.7 can be improved.
For example, we do not know of a single Salem subset E of Fdq of size > Cq
d−1
2 for
which
|D(E)| = o(qd−1)2.
2Recall that X = o(Y ) for quantities X and Y depending on the parameter q, if X
Y
→ 0 as
q →∞
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It is reasonable to conjecture that if E is Salem and |E| ≥ Cq
d−1
2 , with a sufficiently
large constant C > 0, then D(E) = D(Fdq). We do not currently know how to
approach this question.
2. Proof of Theorem 1.2
By rotating the coordinates, if necessary, we may define νE(t1, ..., tk) by the ex-
pression
|{(x, y) ∈ E × E : x2 − y2 = t1(x1 − y1), ..., xk+1 − yk+1 = tk(x1 − y1); x 6= y}| .
Let χ denote a non-trivial principal additive character on Fq. It follows from (1.4)
that
νE(t1, ..., tk) =
∑
{(x,y):(x2−y2)=t1(x1−y1),...,(xk+1−yk+1)=tk(x1−y1);x 6=y}
E(x)E(y)
= q−k
∑
s1,...,sk∈Fq
∑
x 6=y∈Fdq
E(x)E(y)χ(s1((x2−y2)−t1(x1−y1)))...χ(sk((xk+1−yk+1)−tk(x1−y1)))
=
|E|(|E| − 1)
qk
−q−k
∑
(s1,...,sk)6=(0,...,0)
∑
x=y∈Fdq
E(x)E(y)χ(s1((x2−y2)−t1(x1−y1)))...χ(sk((xk+1−yk+1)−tk(x1−y1)))
+q−k
∑
(s1,...,sk)6=(0,...,0)
∑
x,y∈Fdq
E(x)E(y)χ(s1((x2−y2)−t1(x1−y1)))...χ(sk((xk+1−yk+1)−tk(x1−y1)))
(2.1) =
|E|(|E| − 1)
qk
− |E|
(
qk − 1
qk
)
+R(t1, ..., tk).
Lemma 2.1. With the notation above, R(t1. . . . , tk) ≥ 0.
To prove the lemma, we see that by the definition of the Fourier transform, we see
that R(t1, . . . , tk) equals
q2d−k
∑
(s1,...,sk)6=(0,...,0)
Ê(s1t1+ ...+ sktk,−s1, ...,−sk,~0)Ê(−s1t1− ...− sktk, s1, ..., sk,~0)
= q2d−k
∑
(s1,...,sk)6=(0,...,0)
Ê(s1t1+...+sktk,−s1, ...,−sk,~0)Ê(s1t1 + ...+ sktk,−s1, ...,−sk,~0)
= q2d−k
∑
(s1,...,sk)6=(0,...,0)
|Ê(s1t1 + ... + sktk,−s1, ...,−sk,~0)|
2
≥ 0.
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This completes the proof of Lemma 2.1. It follows that
νE(t1, ..., tk) ≥
|E|(|E| − 1)
qk
− |E|
(
qk − 1
qk
)
.
The right hand side is positive as long as |E| > qk and this completes the proof.
3. Proof of Theorem 1.7
Part i) follows instantly from Theorem 1.2. To prove Part iii), we observe that by
the estimate (2.1) above, we have
νE(t1, . . . , td−1) =
|E|(|E| − 1)
qd−1
− |E|
(
qd−1 − 1
qd−1
)
+R(t1, ..., td−1).
If |E| ≤ qd−1,
νE(t1, . . . , td−1) ≤ 2|E|+R(t1, . . . , td−1)
. 2|E|+ qd+1 · qd−1 · q−2d|E| = |E|,
where the second inequality holds by the Salem property (1.6). It follows that
|E|2 − |E| ≤
∑
t1,...,td−1
νE(t1, . . . , td−1) . |D(E)| · |E|.
We conclude that
|D(E)| & |E|
and Part iii) is proved.
To prove Part ii), we need the following observation.
Lemma 3.1. Suppose that E ⊂ Fdq , d ≥ 2, is a Salem set. Then
(3.1) |E − E| & min{|E|2, qd}.
To prove the lemma, define the function µ(z) by the relation
(3.2)
∑
z∈Fdq
f(z)µ(z) =
∑
x,y
f(x− y)E(x)E(y).
Equivalently, one can set
µ(z) =
∑
x−y=z
E(x)E(y)
and check that∑
z
f(z)µ(z) =
∑
z
f(z)
∑
x−y=z
E(x)E(y) =
∑
x,y
f(x− y)E(x)E(y).
ON DIRECTIONS DETERMINED BY SUBSETS OF VECTOR SPACES OVER FINITE FIELDS 7
Observe that µ(z) 6= 0 precisely when z ∈ E −E. Taking f(z) = χ(−z ·m)q−d in
(3.2), we see that
µ̂(m) = q−d
∑
x,y
χ((x− y) ·m)E(x)E(y) = qd|Ê(m)|
2
.
Applying (3.2) once again with f(z) = 1, we get∑
µ(z) = |E|2.
It follows that
|E|4 =
(∑
z
µ(z)
)2
≤ |E −E| ·
∑
z
µ2(z)
= |E −E| · qd ·
∑
m
|µ̂(m)|2
= |E −E| · q3d ·
∑
m
|Ê(m)|
4
= |E −E| · q3d · q−4d · |E|4
+|E − E| · q3d ·
∑
m6=(0,...,0)
|Ê(m)|
4
. |E − E| · q−d · |E|4 + |E −E| · q3d · q−2d|E|
∑
m
|Ê(m)|
2
= |E − E| · q−d · |E|4 + |E −E| · q3d · q−2d · q−d|E|2
= |E − E| · q−d · |E|4 + |E − E| · |E|2.
In the fourth line above we used the Salem property (1.6). In the fifth line, we
used the Plancherel formula (1.5). We conclude that
|E − E| & min{|E|2, qd},
as claimed.
We are now ready to complete the proof of Part ii). By definition of D(E) (1.1),
at most q points of E − E account for a given element of D(E). It follows that
|D(E)| &
|E|2
q
and the proof of Part ii) is complete.
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4. Proof of Theorem 1.3
First a remark to note that this theorem and its proof hold over any field k but we
will assume k = Fq throughout as that is the primary field of concern for this paper.
We will call a subset E ⊂ Fdq ”direction deficient” if D(E) 6= D(F
d
q).
If E is direction deficient then D(E) misses a line L = vˆ/ ∼ where vˆ/ ∼ denotes
the unique line through the origin and nonzero vector vˆ.
Notice that a linear change of variables of the vector space Fdq is given by a matrix
A ∈ GLd(Fq) and that such a change of variables takes lines to lines. Futhermore if
A(E) denotes the image of E under this change of variables, we have A(E)−A(E) =
A(E − E) and so A(E) is direction deficient missing a line A(L) if and only if E is
direction deficient missing a line L.
Thus without loss of generality, we can assume our direction deficient set E has
D(E) not contain the line L which is the xd-axis i.e., the line through the vector
(0, 0, . . . , 0, 1). Thus (E −E) ∩ L = {0ˆ}.
Consider the projection π : Fdq → F
d−1
q to the first (d− 1)-coordinates with kernel
the line L. Let π(E) = U ⊆ Fd−1q .
e1, e2 ∈ E have π(e1) = π(e2) if and only if e1−e2 ∈ ker(π) = L. As (E−E)∩L =
{0ˆ} this happens if and only if e1 = e2. Thus π restricts to an injective map on E
and hence to a bijection π|E : E → π(E) = U ⊆ F
d−1
q . Now since π was a projection
map to the first (d− 1)-coordinates, the inverse map (π|E)
−1 : U → E has the form
(π|E)
−1(x1, . . . , xd−1) = (x1, . . . , xd−1, f(x1, . . . , xd−1)) for a function f : U → Fq
which is the dth coordinate function of this inverse.
Since E = (π|E)
−1(U) we then find that
E = {(x1, . . . , xd−1, f(x1, . . . , xd−1))|(x1, . . . , xd−1) ∈ U ⊆ F
d−1
q }
as desired. Thus E (up to linear change of variables) is the graph set of a function
f : U ⊆ Fd−1q → Fq.
Conversely let E be any graph set as above for a function f : U ⊆ Fd−1q → Fq.
Then we claim D(E) does not contain the line L through (0, . . . , 0, 1).
Notice if e1 = (uˆ1, f(uˆ1)) and e2 = (uˆ2, f(uˆ2)) then e1−e2 = (uˆ1−uˆ2, f(uˆ1)−f(uˆ2))
never is of the form (0, . . . , 0, nonzero ) as uˆ1 = uˆ2 → f(uˆ1) = f(uˆ2). Thus D(E)
does not contain the line L through (0, . . . , 0, 1) and so we see any graph set is
direction deficient and the proof of the theorem is complete.
5. Proof of Theorem 1.4
Let E, F ⊆ Fdq not necessarily disjoint. We call the pair (E, F ) direction deficient if
D(E, F ) 6= D(Fdq). Thus there is a line through the origin L such that (E−F )∩L ⊆
{0ˆ}.
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To prove the first part of the theorem, we wish to show that any direction deficient
pair (E, F ) has |E|+ |F | ≤ qd and |E ∩ F | ≤ qd−1. Once we show this it will follow
that if |E|+ |F | > qd or |E ∩ F | > qd−1 then D(E, F ) = D(Fdq) as desired.
For any linear change of variables given by a matrix A ∈ GLd(Fq), it is easy to
see that (E, F ) is a direction deficient pair with D(E, F ) missing line L if and only
if (A(E),A(F )) is a direction deficient pair with D(A(E),A(F )) missing line A(L).
Thus without loss of generality we can assume our direction deficient pair (E, F )
has (E − F ) ∩L ⊆ {0ˆ} where L is the xd-axis line i.e., the line through (0, . . . , 0, 1).
Following the proof of Theorem 1.3, we consider the projection π : Fdq → F
d−1
q
onto the first (d− 1) coordinates. Let π(E) = U and π(F ) = V . Thus U, V ⊆ Fd−1q
however π is not in general injective when restricted to E or F in this case. Instead
we will show that π defines a bijection from E ∩ F to U ∩ V .
Notice for e ∈ E and f ∈ F we have π(e) = π(f) if and only if e−f ∈ ker(π) = L.
However since (E − F ) ∩ L ⊆ {0ˆ} we see this happens if and only if e = f and so
e = f ∈ E ∩ F . From this it is easy to argue that π(E\F ) = U\V , π(F\E) = V \U
and that π|E∩F : E ∩ F → U ∩ V is a bijection.
Now since |ker(π)| = |L| = q we have as E\F ⊆ π−1(U\V ) that |E\F | ≤ q|U\V |.
Similarly |F\E| ≤ q|V \U |. Since π : E∩F → U∩V is a bijection, |E∩F | = |U∩V |.
Now we have
|E| = |E\F |+ |E ∩ F | ≤ q|U\V |+ |U ∩ V |
|F | = |F\E|+ |E ∩ F | ≤ q|V \U | + |U ∩ V |
Thus as q ≥ 2 we have
|E|+ |F | ≤ q(|U\V |+ |U ∩ V |+ |V \U |) = q|U ∪ V | ≤ q(qd−1) = qd
as U ∪V is a subset of Fd−1q . Furthermore |E∩F | = |U ∩V | ≤ q
d−1 as U ∩V ⊆ Fd−1q .
Thus we have shown that if (E, F ) is a direction deficient pair then |E|+ |F | ≤ qd
and |E∩F | ≤ qd−1. Also note that in the proof, one can see that a direction deficient
pair (E, F ), after a linear change of variables, has the intersection E ∩F be a graph
set of a function f : U ∩ V → Fq where U, V ⊆ F
d−1
q while E\F and F\E are
contained in ruled solids (unions of lines parallel to L) lying above U\V and V \U
respectively.
This completes the proof of the first part of the theorem as mentioned previously,
it remains only to give an example that shows that the bound is sharp.
For this let U, V be a partition of Fd−1q . Thus U, V are disjoint and have union
equal to Fd−1q . Then let E = π
−1(U) and F = π−1(V ) so E, F is a partition of Fdq
and so |E|+ |F | = qd and |E ∩ F | = 0. Note any element e ∈ E is of the form (u, x)
for u ∈ U, x ∈ Fq and an element f ∈ F is of the form (v, y) for v ∈ V, y ∈ Fq. Thus
e − f = (u − v, x − y) is never of the form (0, . . . , 0, nonzero ) as u 6= v since U, V
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disjoint. Thus D(E, F ) does not contain the xd-axis line and so (E, F ) is a direction
deficient pair with |E|+ |F | = qd.
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