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Abstract
It is shown how to introduce a geometric description of the algebraic approach to the
non-relativistic quantum mechanics. It turns out that the GNS representation provides
not only symplectic but also Hermitian realization of a ‘quantum Poisson algebra’. We
discuss alternative Hamiltonian structures emerging out of different GNS representations
which provide a natural setting for quantum bi-Hamiltonian systems.
1 Introduction
The important role played by geometry in the formulation of theories aimed at the descriptions
of fundamental interactions cannot be denied. At the moment classical theories like mechanics,
electromagnetism, Einstein’s General Relativity, Yang-Mills gauge theories and thermodynamics
have reached a very high degree of geometrization. The same cannot be said for quantum
theories, even though the relevance of geometric structures, like the symplectic structure, may
be traced back to Segal and Mackey [1, 2], and since quite few papers have been written on the
subject [3–16].
For historical reasons [18] the geometrical structures are hidden in the standard algebraic
setting of quantum mechanics (notably the Dirac formulation) because one starts from the
Hilbert space and identifies the space of physical states with the associated complex projective
space, which in a natural way calls for a differential geometric treatment [4, 5, 8, 10], however,
for simplicity, computations are carried out on the initial Hilbert space. In this approach the
C
∗-algebra, which contains observables as real elements, arises as a derived concept — as com-
plex valued functions on the complex projective space endowed with an appropriate associative
product even though non-commutative and non-local.
In this short note we would like to consider, on the contrary, a different approach, often
called an algebraic one, where the Hilbert space loses its primary importance. The primary
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object one starts with is an abstract C∗-algebra containing an algebra of quantum observables
and the Hilbert space is a secondary concept which may be derived by constructing particular
representation of A in the spirit of GNS construction (see e.g. [19, 20]). Algebraic approach
started with the work of Haag and Kastler [21] and then it was used mainly in the mathematical
approach to quantum field theory [22]. This approach is much more flexible than the standard
one: a Hilbert space is not a priori given but it is derived by using a given state of the system.
Different states give rise to different realization of the original algebra as an algebra of operators,
that is, one is able to derive different Hilbert spaces, inner products and multiplication rules in
the space of operators acting in the constructed Hilbert space.
The analogy that we pursue is the following: in many classical situations one is presented
with a Poisson manifold and looks for a symplectic realization of its Poisson algebra. Here, in
a similar way, we would like to consider the ‘quantum Poisson algebra’ of the complexification
of the space of observables and search for a Hermitian realization of it. We observe that this
‘Hermitian realization’ is the essence of the well known GNS construction.
We start with a C⋆-algebra A. It may be decomposed into two real vector spaces of real and
imaginary elements
Are = {a+ a∗ | a ∈ A} , Aim = {a− a∗ | a ∈ A} ,
respectively. There is a one-to-one correspondence between Are and Aim by means of multipli-
cation by ‘i’. Consider the space of density states D(A) over A which is a convex body spanned
by extremal (pure) states D1(A). Out of the vector space A we may construct the dual space
L(A) by taking real combinations of D1(A), then we may immerse Are into the space of linear
functionals on the real vector space L(A). Now, using the commutator product in A the linear
subspace Are induces a Poisson structure on D(A). It shows that the real vector space L(A)
constructed out of D1(A) may be thought of as the dual to Are (or equivalently to Aim). L(A)
may be endowed with a Poisson structure and gives rise to the Lie algebra of Hamiltonian vector
fields. It turns out that Hamiltonian vector fields associated with linear maps on L(A) – i.e.
element from Lin(L(A),R) – may be thought of as derivations of the product available on A or of
the pointwise product that we may construct on the polynomials of Lin(L(A),R). The pointwise
(commutative) product identifies the Poisson bracket as those of a Poisson algebra (commutative
algebra on which derivations act). Moreover, one may introduce a noncommutative ⋆-product
in Lin(L(A),C), that is, in the C∗-algebra of complex valued function on the space of states
L(A) ⊃ D(A). In this way the Poisson bracket ‘f ⋆ g − g ⋆ f ’ with f, g ∈ Lin(L(A),C), should
be considered as a quantum bracket in the sense of Dirac. Summarizing: the Poisson bracket
on the dual space to Are may be used to generate derivations for the commutative algebra of
polynomials and therefore as a ‘classical’ Poisson algebra. The same Poisson bracket when re-
stricted to linear functions defines derivations for the usual (noncommutative) operator product
defined in the space of operators but thought of as functions on the dual space. This gives rise
to a ‘quantum’ Poisson algebra.
Having noticed that on the space of self-adjoint elements of a C∗-algebra one has a Lie
algebra structure and a Jordan structure , one may “geometrize”, i.e. describe these products in
terms of tensorial objects, by using functions and tensors defined on the dual of the C∗-algebra
(Lie algebra). In this way we obtain a Poisson manifold and a Lie-Jordan product associated
with a Jordan tensor.
2
The main idea for our geometrization uses the dual space of the C∗-algebra. We recall
that in the works of Gelfand and collaborators the dual space of Banach algebras the study of
the dual spaces has been found extremely useful. In the sixties Fell [23] has considered dual
spaces of C∗-algebras and Banach algebras providing many interesting results. Here we would
like to take a different route and, to present the geometrical ideas more clearly, we restrict to
finite dimensional algebras. We shall use, however, an intrinsic formulation, paving the way to
an extension to the infinite dimensional situation. We shall use coordinates only to allow the
reader to became more familiar with our construction.
The paper is organized as follows: we start with a short review of the geometric formulation
of the standard non-relativistic Quantum Mechanics. Then we review GNS construction and
provide its simple illustration in the case of matrix algebra in section 5. Section 7 shows how the
GNS construction gives rise to the symplectic realization of the Poisson algebra of observables:
either via a corresponding Hilbert space defining the representation space of GNS or via the
associated complex projective space. In section 8 we discuss alternative Hamiltonian structures
emerging out of different GNS realizations of the original C∗-algebra. It turns out that the GNS
representation provides a natural arena for quantum bi-Hamiltonian systems. Final conclusions
are collected in the last section.
2 Geometric formulation of Quantum Mechanics
We first review very briefly the geometrical formulation of Quantum Mechanics starting with
a standard Hilbert space formulation. The essential steps are the following: The probabilistic
interpretation requires that the physical carrier space of our formulation should be identified
with the space of rays
C0 −→ H0 −→ R(H) ,
where C0 = C− 0 and H0 = H− {0}. The true space of quantum states – space of rays R(H)
– is nothing but the complex projective Hilbert space PH. Now, to replace vectors and linear
transformations by tensor fields we have to replace H with TH, its tangent bundle, which may
be identified as a Cartesian product TH ∼ H×H. Any vector ϕ ∈ H gives rise to a vector field
Xϕ : H −→ TH defined by
Xϕ(ψ) := (ψ,ϕ) ∈ H ×H . (2.1)
Similarly an endomorphism A : H −→ H gives rise to a map TA : TH −→ TH defined as follows
TA(ψ,ϕ) := (ψ,Aϕ) . (2.2)
Moreover, one introduces a complex structure J : TH −→ TH defined by the (1, 1)-tensor field
J (ψ,ϕ) := (ψ, iϕ) , (2.3)
and a linear structure ∆ : H −→ TH defined by the Liouville vector field
∆(ψ) := (ψ,ψ) , (2.4)
and finally the so called phase–vector field Γ : H −→ TH defined by Γ := J ◦∆ , i.e.
Γ(ψ) = (ψ, iψ) . (2.5)
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In this way the Hermitian product 〈ψ|ϕ〉 on H is replaced by an Hermitian tensor field
K(Xϕ1 ,Xϕ2)(ψ) := 〈ϕ1|ϕ2〉 . (2.6)
On the corresponding real differential manifold HR the real part of K is a Riemannian metric
tensor ‘g’ while its imaginary part is a symplectic tensor field ‘ω’
K = g + iω , (2.7)
together with
ω(X,Y ) = g(JX,Y ) . (2.8)
The above tensor fields endow H with the structure of a Ka¨hler manifold. When written in a
contravariant form G and Λ, respectively, give rise to two bi-differential operators which may
be used to define two brackets on the space of one-forms. We should notice that the symmetric
tensor may also be associated with a second order differential operator (Laplacian). These tensor
fields may be used to define the metric structure and Poisson bracket on the space of rays R(H).
Note, however, that neither G nor Λ can be directly projected from H to R(H). It is easy to
show that tensor fields which are projectable are given by
G˜ := eσG−∆⊗∆− Γ⊗Γ , (2.9)
and
Λ˜ := eσΛ− (∆⊗Γ− Γ⊗∆) , (2.10)
where the conformal factor eσ ≥ 0 is defined by σ(ψ) := ln〈ψ|ψ〉. Now, projected tensor fields
allow for the definition of two products in the space of functions on R(H): the symmetric bracket
{f1, f2}+ := G˜(df1, df2) + f1 · f2 , (2.11)
and antisymmetric Poisson bracket
{f1, f2} := Λ˜(df1, df2) . (2.12)
The above operations are defined for arbitrary real valued functions from F(R(H)). In this
formulation quantum observables are defined to be functions from F(R(H)) whose Hamiltonian
vector fields are at the same time also Killing vector fields, i.e.
FK(R(H)) := { f ∈ F(R(H)) | LXf G˜ = 0 } , (2.13)
whereXf = Λ˜(df). We call such ‘f ’ aKa¨hlerian function. To deal with complex valued functions,
we need the extension from real valued functions to complex valued functions. A complex valued
function is Ka¨hlerian iff both real and imaginary parts are Ka¨hlerian. On this selected space
of Ka¨hler functions we may define an associative bilinear product f ⋆ g corresponding to the
Hermitian tensor K˜ = G˜+ iΛ˜:
f ⋆ g := f · g + 1
2
K˜(df, dg) . (2.14)
4
One shows that for any two Ka¨hler functions ‘f ’ and ‘g’ the nonlocal product ‘f ⋆ g’ defines
a Ka¨hler function. Consider now the complexified space FCK(R(H)). Let us observe that any
complex valued Ka¨hlerian function on R(H) corresponds to an operator A ∈ B(H)
A −→ fA([ψ]) := 〈ψ|Aψ〉〈ψ|ψ〉 , (2.15)
that is, fA is an expectation value function. It is easy to show that
fA ⋆ fB = fAB . (2.16)
Quantum observables correspond to real valued Ka¨hlerian functions and hence they are rep-
resented by Hermitian operators on H. The complexified space FCK(R(H)) equipped with the
above noncommutative ⋆-product provides a realization of a C∗-algebra corresponding to a C∗-
algebra of bounded operators acting on the initial Hilbert space H, i.e. the algebra B(H) [10].
Consider now a general Ka¨hlerian manifold (M, K˜) not necessarily a projective Hilbert space
PH. It is clear that one may define a nonlocal ⋆-product
f ⋆ g := f · g + 1
2
K˜(df, dg) , (2.17)
for arbitrary f, g ∈ FCK(M). Now, for arbitrary M the corresponding space of complex valued
Ka¨hlerian functions is not closed under ⋆–product. The Poisson bracket
{f, g} = i
2
(f ⋆ g − g ⋆ f) , (2.18)
does belong to FCK(M), however, the symmetric bracket
{f, g}+ = 1
2
(f ⋆ g + g ⋆ f) , (2.19)
in general is not a Ka¨hlerian function. The condition that the space of Ka¨hlerian function over
M is closed with respect to symmetric bracket puts strong conditions on the Ka¨hler structure.
It turns out that it is equivalent to the very intricate geometric property of M, namely, that
holomorphic sectional curvature ofM is constant [9]. This in turn implies thatM is a projective
Hilbert space PH or the covering space of the symplectic orbit in u∗(H). Thus only orbits of the
unitary group are associated with C∗-algebras – they will be given by the generating functions
of the Hamiltonian action of the unitary group.
After the GNS construction one should be able to prove that realization of the C∗-algebras
are in one-to-one correspondence with the action of the unitary group on the Ka¨hler manifold.
3 Finite dimensional setting
Let us illustrate the above geometrical formulation for finite dimensional Hilbert space H =
C
n+1. Denote by {|ej〉}, with j = 0, 1, . . . , n, an orthonormal basis in Cn+1. Then for any
vector ψ ∈ Cn+1 one has
〈ej |ψ〉 = zj =: qj + ipj , (3.1)
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and
|dψ〉 = dzj |ej〉 = (dqj + idpj)|ej〉 . (3.2)
Using Cartesian coordinate system (qj , pk) on HR one easily finds
∆ = qj
∂
∂qj
+ pj
∂
∂pj
, (3.3)
and
Γ = pj
∂
∂qj
− qj ∂
∂pj
. (3.4)
Moreover, the Hermitian tensor field reads as follows
K(dψ, dψ) = (dqj + idpj)⊗ (dqk + idpk)〈ej |ek〉
= (dqj ⊗ dqk + dpj ⊗ dpk)〈ej |ek〉 (3.5)
+ i(dqj ⊗ dpk − dpj ⊗ dqk)〈ej |ek〉 .
The corresponding contravariant tensors G and Λ are therefore given by
G =
(
∂
∂qj
⊗ ∂
∂qk
+
∂
∂pj
⊗ ∂
∂pk
)
〈ej |ek〉 , (3.6)
and for the Poisson tensor
Λ =
(
∂
∂pj
⊗ ∂
∂qk
− ∂
∂pk
⊗ ∂
∂qj
)
〈ej |ek〉 . (3.7)
Finally, one may introduce the following local coordinates on CPn ≡ PH:
wk =
zk
z0
, (3.8)
for z0 6= 0. Using projective coordinates (w1, . . . , wn) one obtains the following formula for K˜
K˜ =
n∑
i,j=1
(1 + |w|2)δij − wiwj
(1 + |w|2)2 dwi⊗ dwj , (3.9)
where |w|2 =∑nk=1wkwk.
Interestingly, Ka¨hlerian functions on complex projective space are eigenfunctions of the cor-
responding Laplacian ∆n. It is well known [24] that the spectrum of the Laplacian on CP
n is
given by1
λn,l = −l(n+ l) , l = 0, 1, 2, . . . , (3.10)
and the corresponding multiplicity of λn,l reads as follows [25]
Nn,l = n(n+ 2l)
(
(n+ l − 1)!
n! l!
)2
. (3.11)
1Actually, in [24] the eigenvalues differ by a factor ‘4’. It corresponds to different normalization of ∆n. Our
convention reproduces quantum mechanical result ‘l(l + 1)’ on CP 1 ∼= S2.
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Note that for l = 1 one obtains
Nn,1 = n(n+ 2) = (n+ 1)
2 − 1 , (3.12)
that is, it reproduces the dimension of the space of traceless Hermitian operators in Cn+1. Now,
one may prove that f is Ka¨hlerian iff
∆nf = 0 , or ∆nf = λn,1f , (3.13)
that is, f is either a zero mode of ∆n, or it is an eigenvector of ∆n corresponding to the first
nonvanishing eigenvalue ‘−(n + 1)’. Since zero mode span 1-dimensional space one finds that
the space of Ka¨hlerian functions is (n + 1)2–dimensional, i.e. has the same dimension as the
space of Hermitian operators in Cn+1.
To see how it works let us consider the simplest case n = 1. The corresponding projective
space CP 1 is given by the Bloch sphere S2 and the eigenvalue problem ∆1f = λ1,1f is well
known from the theory of angular momentum. One has
∆1Ylm = −l(l + 1)Ylm , (3.14)
where Ylm are spherical harmonics and the integer m runs from −l to l. Note, that (3.14)
implies that l = 0 or l = 1. In the first case Y00 defines a constant function on S
2, whereas in
the second case we have three independent dipole functions Y11 = x, Y1−1 = y, and Y10 = z. A
constant function corresponds to the identity operator I. One easily checks that dipole functions
correspond to Pauli matrices: σx, σy, and σz.
4 Review of the GNS construction
The geometrization we have presented starts from the Hilbert space formulation of Quantum
Mechanics. Now, we would like to consider directly the C∗-algebra approach and provide a
direct geometrization of this approach. According to the algebraic approach to quantum theory
[21, 22, 26] the basic notion is the space of observables which consists of real elements of a
C
∗-algebra with unity A. Note, that observables carry a structure of Jordan algebra equipped
with the symmetric Jordan product
a ◦ b := 1
2
(ab+ ba) , (4.1)
and of Lie algebra with the antisymmetric Lie product
[a, b] :=
i
2
(ab− ba) . (4.2)
These two products recover an original product in A:
ab = a ◦ b− i[a, b] . (4.3)
In this approach states are represented by positive, normalized linear functionals on A, that
is ω ∈ D(A) (set of states over A) if for any a ∈ A one has ω(aa∗) ≥ 0 and ω(1l) = 1, where 1l
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stands for a unit element in A. That is, the set of states D(A) may be embedded D(A) →֒ L(A)
into the dual of A.
The Hilbert space which in the traditional Schro¨dinger formalism is considered as a primary
object does not any longer play this distinguished role. In the algebraic approach it appears as a
secondary object which is constructed out of a selected state of the system under consideration.
The construction which associates with each state ω over A a particular Hilbert space Hω is
known as the GNS-construction: note that ω defines the following pairing between elements
from A
〈a|b〉ω = ω(a∗b) . (4.4)
Positivity of ω guarantees that 〈a|a〉ω ≥ 0 but this pairing may be degenerate, that is, one may
have 〈a|a〉ω = 0 for a 6= 0. To cure this problem one introduces the so called Gelfand ideal
Jω consisting of all elements a ∈ A such that ω(a∗a) = 0. The set of classes A/Jω defines a
pre-Hilbert space and the positive definite scalar product on A/Jω
〈Ψa|Ψb〉 = ω(a∗b) , (4.5)
where Ψa and Ψb stand for the equivalence classes of a and b, respectively:
Ψa = [a+ Jω] , Ψb = [b+ Jω] . (4.6)
Formula (4.5) does not depend on the choice of elements a and b from the classes Ψa and Ψb.
Finally, completing A/Jω in the norm topology induced by the scalar product (4.5) one obtains
a Hilbert space Hω. This construction gives rise to the following representation of A: for any
a ∈ A one defines a linear operator πω(a) acting on Hω as follows
πω(a)Ψb = Ψab , (4.7)
where b is any element from the class Ψb. Moreover, if πω is a faithful representation (that is,
a 6= 0 =⇒ πω(a) 6= 0) then the operator norm of πω(a) equals the C∗-norm of a in A. It is
clear that the GNS-construction provides a cyclic representation with a cyclic vector Ω ∈ Hω
corresponding to the class of the unit element in A, i.e. Ω = Ψ1l. Moreover,
ω(a) = 〈Ω|πω(a)|Ω〉 . (4.8)
By the duality A acts on D(A) and hence a Hilbert space corresponding to a state ω ∈ D(A) is
nothing but an orbit of A passing through ω, i.e. Hω ≡ A · ω.
Note that given any element b ∈ A one obtains a new vector Ψ = πω(b)Ω ∈ Hω. If Ψ has
norm one, this defines a new state ωΨ over A given by
ωΨ(a) = 〈Ψ|πω(a)|Ψ〉 , (4.9)
or equivalently
ωΨ(a) = ω(b
∗ab) , (4.10)
for all a ∈ A. One calls states over A defined by (4.9) vector states of representation πω. More
general states may be defined by density operators ρ in B(Hω) via
ωρ(a) = Tr(ρ πω(a)) . (4.11)
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One calls all states (4.11) a folium of the representation πω. Let us recall that two representations
π1 and π2 of A defined on two Hilbert spaces H1 and H2, respectively, are equivalent, if there
exists a unitary intertwiner U : H1 −→ H2 such that
Uπ1(a)U
∗ = π2(a) , (4.12)
for any a ∈ A. The GNS representation is universal in the following sense: if π is a cyclic
representation ofA defined onH, then the vector representation ωΨ defined via (4.9) is equivalent
to π for any normalized Ψ ∈ Hω.
Now, a state ω over A is pure if and only if it cannot be written as a convex combination of
other states from D(A). It is clear that the set of pure states (denoted by D1(A)) defines a set
of extremal points of the convex body D(A). The importance of pure states follows from the
following
Theorem 1 A GNS representation πω of A is irreducible if and only if ω is a pure state over
A.
5 Illustration: GNS for matrix algebra
To illustrate how the Hilbert space emerges out of a C∗-algebra A consider the following simple
example. Let A = B(Cn), i.e. the algebra of n×n complex matrices. Any semi-positive operator
ω ∈ B(Cn) defines a state over A via
ω(A) = Tr(ωA) , (5.1)
for A ∈ A. Now, for any A,B ∈ A one defines the inner product
〈A|B〉ω = ω(A∗B) = Tr(BωA∗) . (5.2)
Let ω be a rank-1 projector. Then there is a basis {ek} in Cn such that ω = |e1〉〈e1|. Hence
〈A|B〉ω =
n∑
k=1
Ak1Bk1 =:
n∑
k=1
akbk , (5.3)
with ak := Ak1 and bk := Bk1. Note, that the corresponding Gelfand ideal is defined as follows:
Jω = {X ∈ A | Xk1 = 0 , k = 1, . . . , n } , (5.4)
that is,
〈A+X|B + Y 〉ω = 〈A|B〉ω , (5.5)
for any X,Y ∈ Jω. This shows that the Hilbert space Hω ≡ A/Jω ⊂ A∗ emerging out of
rank-1 projector is nothing but Cn. It is, therefore, clear that the GNS representation of A in
Hω reproduces the defining representation of B(Cn). To see that the Hilbert space does indeed
depend upon the state over A consider rank-m projector in B(Cn) given by ω = p1|e1〉〈e1| +
. . .+ pm|em〉〈em|, with p1, . . . , pm > 0 and p1 + . . . + pm = 1. One obtains
〈A|B〉ω =
n∑
k=1
(
p1Ak1Bk1 + . . .+ pmAkmBkm
)
=:
n∑
k=1
(
a
(1)
k b
(1)
k + . . .+ a
(m)
k b
(m)
k
)
, (5.6)
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where
a
(j)
k =
√
pj Akj , b
(j)
k =
√
pj Bkj . (5.7)
The r.h.s. of (5.6) may be called “normal form” of the Hermitian product. This construction
shows very clearly that the Hermitian product on the Hilbert space we have constructed depends
on the state. In a sense the “preparation” of the state ω selects the Hermitian structure in Hω.
Note that the corresponding Gelfand ideal is defined as follows:
Jω = {X ∈ A | Xkj = 0 , k = 1, . . . , n , j = 1, . . . ,m } . (5.8)
If m = n, then Jω is trivial. It shows that the resulting Hilbert space reads as Hω ∼= Cn ⊕
. . .⊕ Cn (m copies). Now, the corresponding GNS representation πω is no longer irreducible in
C
n ⊕ . . .⊕ Cn but decomposes into the direct sum of m irreducible (defining) representations
πω =
m⊕
k=1
πk , (5.9)
that is πω(A) = Im⊗A, where Im is an m×m identity matrix.
Let us observe that the form of the inner product (5.2) suggests to define a new multiplication
rule in the space of operators in B(Cn), indeed from
〈A|B〉ω = Tr(BωA∗) , (5.10)
we may set
A ·ω B := AωB . (5.11)
It defines a new associative product in B(Cn). As we shall see in section 8 this new product turns
out to be very useful to define bi-Hamiltonian structure for quantum evolution [27, 28, 29, 30, 31].
6 Geometrization of algebraic structures
Let V be a vector space and consider its dual V ∗. One may imbed V into its bi-dual (V ∗)∗
V ∋ v −→ v̂ ∈ F(V ∗) , (6.1)
by
v̂(α) := α(v) , (6.2)
for α ∈ V . This imbedding allows to deal with polynomial functions directly associated with
multilinear functions on V ∗×. . .×V ∗ by restricting them to the diagonal, i.e. for any multilinear
function
f : V ∗ × . . . × V ∗ −→ R , (6.3)
its reduction f˜(α) := f(α, . . . , α) is a polynomial function in F(V ∗). Note, that for any v1, v2 ∈
V one defines the product v̂1 · v̂2 by
(v̂1 · v̂2)(α) := v̂1(α) · v̂2(α) , (6.4)
with α ∈ V ∗. Clearly, v̂1 · v̂2 defines a polynomial in F(V ∗).
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Suppose now that V carries an additional structure defined by a bilinear operation
B : V × V −→ V . (6.5)
Let us observe that we may use B to define a 2-tensor field τB by setting
τB(dv̂1, dv̂2)(α) := α(B(v1, v2)) . (6.6)
Using
d(v̂1 · v̂2) = (dv̂1) · v̂2 + v̂1 · (dv̂2) , (6.7)
one finds
τB(dv̂, d(v̂1 · v̂2)) = τB(dv̂, dv̂1) · v̂2 + v̂1 · τB(dv̂, dv̂2) , (6.8)
which shows that τB(dv̂) is a derivation of the product (6.4). In this sense we may speak of the
geometrical description of the binary product by introducing the tensor field τB which defines a
bi-differential operator.
Now, we shall consider the special cases when B endows V with the structure of Lie algebra
or Jordan algebra. Let us start with a Lie algebra g = (V,B), where B is skew-symmetric and
satisfies the Jacobi identity
B(v1, B(v2, v3)) + cyclic permutations = 0 . (6.9)
It is evident that Λ := τB defines a Poisson tensor on F(V ∗). Moreover, one may prove that in
this case Λ(dv̂) is also a derivation of (6.6).
Example: as an example consider the 3-dimensional Lie algebra V = R3 defined by
B(v1, v2) = a3v3 , B(v2, v3) = a1v1 , B(v3, v1) = a2v2 , (6.10)
with a1, a2, a3 ∈ R. Defining 3 coordinate functions
x1 = v̂1 , x2 = v̂2 , x3 = v̂3 , (6.11)
together with
C(x1, x2, x3) = 1
2
(a1x
2
1 + a2x
2
2 + a3x
2
3) , (6.12)
one finds for the Poisson tensor
Λ = ǫijk
∂C
∂xi
∂
∂xj
∧ ∂
∂xk
. (6.13)
Note, that C is a Casimir function, i.e. Λ(C, f) = 0. By properly choosing a1, a2, a3 one obtains
all unimodular 3-dimensional Lie algebras. ✷
Consider now V equipped with a Jordan product
B(v1, v2) = v1 ◦ v2 . (6.14)
The corresponding Riemann tensor R := τB is defined by
R(dv̂1, dv̂2)(α) = α(v1 ◦ v2) . (6.15)
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Now, contrary to the Poisson tensor, R(dv̂) is a derivation of (6.4) but no longer a derivation of
the Jordan product (6.14).
Finally, let (V, ·) be a C∗-algebra. It is equipped both with the antisymmetric Lie product
B(v1, v2) :=
i
2
(v1 · v2 − v2 · v1) , (6.16)
and the symmetric Jordan product
B′(v1, v2) :=
1
2
(v1 · v2 + v2 · v1) . (6.17)
Let Λ := τB and R := τB′ be the corresponding Poisson and Riemann tensors. Note, that these
two structures endow the real elements of C∗-algebra with a structure of a Lie-Jordan algebra
Definition 1 A Lie-Jordan algebra (B, ◦, [ , ]) is a real vector space endowed with two bilinear
operations ‘◦’ and [ , ] with the following properties
a ◦ b = b ◦ a ,
[a, b] = −[b, a] .
Moreover, Lie-Jordan brackets satisfy the Leibniz rule
[a, b ◦ c] = [a, b] ◦ c+ b ◦ [a, c] , (6.18)
and Jacobi identity
[a, [b, c]] = [[a, b], c] + [b, [a, c]] . (6.19)
Finally,
(a ◦ b) ◦ c− a ◦ (b ◦ c) = λ2[[a, c], b] , (6.20)
for some real number λ.
Hamiltonian vector fields on V ∗ constructed with Λ define derivation for the Jordan product.
This construction completes the ‘geometrization’ of a C∗-algebra.
Example: Consider the Lie algebra u(2) in the defining representation on C2. It is spanned by
4 anti-Hermitian matrices vα = iσα, with α = 0, 1, 2, 3, where
σ0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
, (6.21)
are Pauli matrices. Now, let us define coordinate functions
yα(A) =
1
2
Tr(σαA) , (6.22)
for A ∈ u(2). Using the well known property
σkσl = iǫklmσm , (6.23)
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one obtains the following formulae for the Poisson tensor
Λ = 2
3∑
k,l,m=1
ǫklm yk
∂
∂yl
∧ ∂
∂ym
, (6.24)
and for the Riemann tensor
R = ∂
∂y0
⊗ s
3∑
k=1
yk
∂
∂yk
+ y0
3∑
k=1
∂
∂yk
⊗ ∂
∂yk
, (6.25)
where ⊗ s stands for the symmetrized tensor product, i.e. a⊗ sb = a⊗ b+ b⊗ a.
Moreover, the Hamiltonian vector fields Hα corresponding to coordinate functions yα, i.e.
Hα = Λ(yα, ·), are defined as follows
H0 = 0 , Hk =
3∑
l,m=1
ǫklm ym
∂
∂yl
, (6.26)
for k = 1, 2, 3. Finally the gradient vector fields Xα defined by Xα := R(yα, ·) read as follows
X0 =
3∑
α=0
yα
∂
∂yα
, Xk = yk
∂
∂y0
+ y0
∂
∂yk
, (6.27)
for k = 1, 2, 3. Note, that
[Xα,Xβ] = yα
∂
∂yβ
− yβ ∂
∂yα
. (6.28)
Finally, one may show that the union of these two distributionsHk andXk (k = 1, 2, 3) generates
SL(2,C).
7 Hermitian and Ka¨hlerian realizations via GNS construction
Each pure state ω over A gives rise to irreducible representation πω of A in the Hilbert space Hω.
It is clear that real elements in A are represented via πω by self-adjoint operators in B(Hω) which
are in a one-to-one correspondence with the real Lie algebra u(Hω) of the unitary group U(Hω).
The symplectic action of U(Hω) on Hω by (U,Ψ) −→ UΨ, provides us with the corresponding
momentum map
µω : Hω −→ u∗(Hω) , (7.1)
where u∗(Hω) denotes the dual of the Lie algebra u(Hω). The map is defined by
µω(ψ) = |ψ〉〈ψ| . (7.2)
Note, that u∗(Hω) is a Poisson manifold and hence (7.1) provides a symplectic realization. Let us
recall that a symplectic realization of a Poisson manifold (M,Λ) is a Poisson map Φ : S −→M ,
where (S,Ω) is a symplectic manifold. When S is a symplectic vector space one calls Φ a classical
Jordan-Schwinger map [32]. When S is a Hilbert space we shall call it Hermitian realization.
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Now, the action of U(Hω) on Hω induces the symplectic action of U(Hω) on the space of
rays R(Hω) via
(U, [ψ]) −→ [Uψ] . (7.3)
The above action provides us with the corresponding momentum map
µ˜ω : R(Hω) −→ u∗(Hω) , (7.4)
defined by
µ˜ω([ψ]) =
µω(ψ)
〈ψ|ψ〉 . (7.5)
Now, because the above action preserves also the Riemann tensor, the momentum map relates
also this tensor onR(Hω) with the symmetric tensor on u∗(Hω) obtained from the Jordan algebra
on u∗(Hω). The Hermitian tensor on R(Hω) will be therefore µω–related to a corresponding
tensor on u∗(Hω). Again (7.4) provides a symplectic realization. We shall call a symplectic
realization Φ : S −→ M Ka¨hlerian realization if S is a submanifold of the complex projective
space. Actually, it was proved by Gromov [46, 47] (see also [48]) that any compact Ka¨hlerian
manifold may be immersed into the complex projective space (in the analogy to the Whitney
theorem about embedding of a manifold into the Euclidean space RN ).
The linear structure of u∗(Hω) allows for convex combinations in µω(R(Hω)) ⊂ u∗(Hω) and
hence enables one to consider density operators. Consider now a general mixed state ϕ over A.
The corresponding GNS-representation πϕ is no longer irreducible on Hϕ. One has therefore
the following direct sum decomposition
πϕ =
⊕
α
πα , (7.6)
where πα are irreducible representations of A on Hα, and
Hϕ =
⊕
α
Hα . (7.7)
It implies that a ‘vacuum’ vector Ω ∈ Hϕ decomposes as follows
Ω =
⊕
α
Ωα , Ωα ∈ Hα . (7.8)
It is clear that each irreducible representation πα corresponds to a pure state ϕα defined by
ϕα(a) =
1
pα
〈Ωα|πα(a)|Ωα〉α , (7.9)
where 〈 | 〉α denotes the scalar product in Hα, and
pα = 〈Ωα|Ωα〉α . (7.10)
Normalization of Ω implies
∑
α pα = 1. It shows that a mixed state ϕ decomposes as the
following convex combination of pure states ϕα
ϕ =
∑
α
pα ϕα , (7.11)
that is
ϕ(a) =
∑
α
〈Ωα|πα(a)|Ωα〉α . (7.12)
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8 Alternative Hamiltonian structures
We stress that different states over B(Cn) give rise to different GNS representations and hence
to different realizations of the Hilbert spaces. As we already observed a state over B(Cn)
corresponds to a positive n×n matrix K (we replaced abstract ω by K) and hence may be used
to define an alternative scalar product in Cn
z ·K w =
n∑
k,l=1
zkKklwl , (8.1)
for any z, w ∈ Cn. One recovers the standard form if K = I, that is
z · w =
n∑
k=1
zkwk . (8.2)
Different inner products in H are associated with different multiplication rules in the space of
operators
A ·K B = A ·K ·B , (8.3)
for any A,B ∈ B(Cn). Note that the product ‘ ·K ’ defined by the above formula is associative,
and hence (B(Cn), ·K) carries a structure of a C∗-algebra.
With these alternative associative products we may associate alternative Lie algebra struc-
tures and alternative Jordan algebras. According to what we have said earlier they are similar to
the alternative Poisson structures we find in classical dynamics when dealing with bi-Hamiltonian
systems and complete integrability. To carry the analogy consider now quantum dynamics gov-
erned by the Hamiltonian H and suppose, that
[H,K] = H ·K −K ·H = 0 . (8.4)
Note that
[A,H] = A ·H −H ·A = A ·K HK −HK ·K A =: [A,HK ]K , (8.5)
with
HK = K
−1 ·H . (8.6)
It proves that one has two alternative descriptions of quantum evolution: either the standard
Heisenberg equation
i~A˙ = [A,H] , (8.7)
or the equivalent description using deformed multiplication
i~A˙ = [A,HK ]K . (8.8)
Consider now a description of the quantum systems in terms of the Wigner-Weyl formalism.
In this approach an operator A on H is represented by a function fA on a classical phase space P.
The commutative product in the space of functions F(P) is deformed into the noncommutative
⋆-product such that fA ⋆ fB = fAB. Moreover, in the classical limit
lim
~→0
1
~
{{f, g}}⋆ = {f, g} , (8.9)
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where {{f, g}}⋆ = 12i (f ⋆ g − g ⋆ f). As was already found by Rubio [45], any associative local
product in the commutative algebra of functions F(P) has the following form
f ·k g := fkg , (8.10)
where f, k, g ∈ F(P) and k > 0. Therefore, one may use this new product ‘·k’ to define an
alternative ⋆k-product
fA ⋆k fB := fA ⋆ k ⋆ fB , . (8.11)
It gives rise to the following equation of motion
i~f˙A = {{fA, fH}}⋆k , (8.12)
where the Moyal-like ⋆k bracket reads as follows
{{fA, fB}}⋆k = 1
2i
(fA ⋆k fB − fB ⋆k fA) . (8.13)
Note, that in the ‘classical limit’
lim
~→0
1
~
{{fA, fB}}⋆k = k {fA, fB}+ fAXk(fB)− fBXk(fA) , (8.14)
where Xk is a Hamiltonian vector field corresponding to k. Interestingly, the ‘classical limit’ of
the Moyal ⋆k bracket is not a Poisson one but a Jacobi bracket. For k = 1 one has Xk = 0 and
hence one recovers the standard Poisson bracket. Similarly, the ‘classical limit’ of the symmetric
Jordan bracket gives
lim
~→0
1
2
(fA ⋆k fB + fB ⋆k fA) = fA ·k fB . (8.15)
It shows that there are alternative deformation quantization schemes depending upon the asso-
ciative product f ·k g in the original commutative algebra F(P). The additional function ‘k’ has
been related to the Kubo-Martin-Schwinger (KMS) state [49, 50].
9 Conclusions
The contribution of this paper is to start directly from C∗-algebra to ‘geometrize’ it and then
use the GNS construction to recover the Hilbert space. As a matter of fact in our geometric
version we naturally obtain a Ka¨hler bundle defined on the space of states. Let us recall
Definition 2 A Ka¨hler bundle is a triple (P,B, p), where P (total space) and B (base) are
topological spaces and p : P −→ B is a surjective continuous map. Moreover, for each b ∈ B the
fiber p−1(b) is a Ka¨hler manifold.
Indeed, the space of states over C∗-algebra A is naturally embedded into the dual L(A)
e : D(A) −→ L(A) . (9.1)
For any state ϕ ∈ D(A) its ‘orbit’ of A passing through ϕ defines the Hilbert space Hϕ with
〈aϕ|bϕ〉 = ϕ(a∗b) . (9.2)
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Now, the embedding (9.1) gives rise to the pull-backed bundle e∗(T ∗A∗). Its reduction by the
left Gelfand ideal Jϕ at each point provides us with a GNS-bundle which replaces the universal
representation of a C∗-algebra (as a direct sum of all its irreducible GNS-representations). When
ϕ is a pure state we obtain a Ka¨hlerian realization of a C∗-algebra which generalizes to the
quantum setting the symplectic realization of a Poisson manifold.
This bundle turns out to be related to the one defined by Shultz [43] (see also [10]). We shall
come back to some of these bundle aspects in a forthcoming paper.
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