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Abstract 
In this paper we propose two parallel diagonal iteration processes for solving two three-stage implict Runge-Kutta 
methods with stage order equal to 3. The resulting schemes can be regarded as parallel singly diagonally implicit Runge- 
Kutta methods (PSDIRK methods) which are A-stable and L-stable, respectively, when the classical inear test equation is 
used. When these methods are implemented on a three-processor computer, they require effectively the solution of three 
implicit relations (sequential time units) per step and per processor. The numerical experiments how the efficiency of 
these methods when they are compared with other sequential and parallel methods from the literature for solving some 
linear and nonlinear stiff initial-value problems. 
Keywords: Diagonally implicit Runge-Kutta methods; Parallelism; Stiffness; Stability 
AMS classification: 65L05; 65L20 
1. Introduction 
The purpose of this paper is focused on the design and construction of numerical methods based 
on parallel diagonal iteration of implicit Runge-Kutta methods (IRK methods) for the numerical 
integration of stiff initial-value problems, written as first-order ODEs systems of the form 
y'(t) = f ( t ,y(t) ) ,  tE [t0, T], (1.1) 
y(t0) = Y0. 
Here Y0 is a given N-dimensional real vector, y(t) c ~v is unknown, and f(t ,  y(t)) denotes a given 
mapping from [to, T] × V to k s, where V is some subset of k s. Such problems often arise in the 
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modelling of mechanical and electrical engineering systems or in the solution of semidiscretized 
convection-diffusion problems associated to time-dependent parabolic PDEs of the form 
Ou Eu ~u 
÷ a(x,U)~x 2 + fl(x,U)~x + 7(x,u)u = f(t ,x).  (1.2) & 
The stiffness of these problems require that the numerical methods to be used should be uncondi- 
tionally stable, preferably A-stable or L-stable, and therefore implicit. So, IRK methods are excellent 
candidates in order to integrate stiff initial-value problems. Moreover, in practice, it has been es- 
tablished that methods with high stage order provide more accurate results than methods which do 
not have this property, causing the phenomenon known as order reduction in many stiff problems 
(cf. [13, 3]). From the computational point of view, the diagonally implicit RK methods (DIRK 
methods) are the most attractive methods ince they have suitable stability properties and their 
implementation can be carried out with a lower computational cost than fully IRK methods. The 
only disadvantage of DIRK methods is their low stage order (one or two) which produces an order 
reduction in the numerical approximations. 
The so-called PDIRK methods are parallel diagonally iterated RK methods for the parallel nu- 
merical integration of problem (1.1). These methods have important computational dvantages when 
compared with fully implicit RK methods: they preserve their stability properties and stage or- 
der, while the computational cost involved in their implementation is similar to DIRK methods 
(cf. [6, 7, 11, 14]). Another attractive feature of PDIRK methods is the availability of embed- 
ded formulae of lower orders which make them an ideal starting point for developing variable- 
order/variable-step codes. The only disadvantage of PDIRK methods proposed in van der Houwen 
and Sommeijer [6] is that they need many implicit stages (many iterations) in order to be uncon- 
ditionally stable (A-stable or L-stable). In general, PDIRK methods are able to produce accurate 
results at a relatively high price. As a result, these methods are not the most suitable for solving 
semidiscretized PDEs in which it is necessary to generate relatively low-accuracy results at low 
price. In order to avoid this drawback, Nguyen huu Cong [11] has proposed an L-stable PSDIRK 
method with algebraic order and stage order 2 that only requires two sequential implicit stages per 
step when it is implemented on a two-processor computer. 
In this paper we construct two three-parallel and three-processor SDIRK methods based on the 
concepts and ideas used in [6-8, 11, 14]. The PSDIRK methods derived here possess tage order 3 
and algebraic orders 3 and 4, respectively. The free parameters in both methods are chosen in such 
a way that they are L-stable and A-stable, respectively. In addition, their iteration error functions 
vanish on the left complex half-plane. The resulting PSDIRK methods can be regarded as sequential 
SDIRK methods with nine implicit stages. But on a three-processor computer, the methods only 
require three sequential stages per step and per processor. In Section 2 we include a brief description 
of the parallel diagonal iteration process for solving IRK methods and some considerations on its 
implementation in the case of stiff problems. In Section 3 we show the construction process of the 
PSDIRK methods. They are derived following the notions given in Nguyen huu Cong [11]: the 
free parameters are chosen in such a way that the methods are unconditionally stable (A-stable or 
L-stable) and a fast convergent diagonal iteration process is obtained. The final Section 4 contains 
the numerical experiments carried out on several stiff problems and a semidiscretized convection- 
diffusion equation. The numerical results obtained show the efficiency of the PSDIRK methods when 
they are compared with other sequential SDIRK and parallel PDIRK methods from the literature. 
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2. Parallel diagonally iterated RK methods 
In this section we summarize the analysis of parallel iteration processes (in diagonally implicit 
form) for solving IRK methods. First, we introduce some standard concepts in the terminology of 
parallel RK methods (cf. [9]). For an explict RK method, each time unit is defined as the time 
required for a function evaluation of the form f(t~ + cih, Y), while, for an implict RK formula, 
each time unit is defined as the time required to solve an algebraic equation of the form Y -  
hTf(tn + cgh, Y) = An, where A n and 7 are constants that depend on previously computed values and 
the coeffÉcients of the RK method, repectively. So, Jackson and Norsett [9] introduce the following 
definition in the context of parallel RK methods 
Definition 2.1. An s-stage RK method is p-parallel and q-processor, iff p and q are the smallest 
integers for which the s internal stages of the method can be evaluated in p time units by using q 
processors. 
Another equivalent way of thinking of this is that the RK method has p blocks of stages or 
super-stages with each super-stage consisting of at most q stages, and all the stages within each 
super-stage can be evaluated in parallel. Thus, in a parallel environment with at least q processors, 
the s internal stages of the RK method can be evaluated in p time units (p<s) .  
For the numerical integration of the initial-value problem (1.1), we consider an s-stage IRK 
method which, in Butcher notation, can be expressed by the table of coefficients 
bT (2.1) 
where b = (bi) and c = (ci) are s-dimensional vectors and A = (aij) is an s x s matrix. In the sequel 
we assume that the matrix A is nonsingular. The RK method (2.1) has stage order q and algebraic 
order p ~> min{s, r} if its coefficients atisfy 
Ae-c=O,  jAc j - l - c  j=0 ,  j=2 ,3  . . . . .  q, (2.2a) 
bTe - 1 = O, jb'rc j-1 - 1 = 0, j = 2, 3 . . . . .  r, (2.2b) 
where q and r are positive integers and e is the vector with unit entries. 
Using the classical tensor product notation, the equations of the method (2.1) may be compactly 
written as 
Y = e® Yn + hA ®F(Y), (2.3a) 
Yn+l = Yn + hb x ®F(Y), (2.3b) 
where tn = to +nh (n =0, 1,2,...) are the grid points of the discretization, h is the step size, Y = (Y,) 
are the s internal stages of the method at step n and F(Y)  = (f(t~ + cih, Yi)) are the associated 
function values. Here we employ the typical misuse of the notation A ® F and b T ® F to stand for 
(A ®IN)F and (b T ®IN)F, respectively, where IN is the N-dimensional identity matrix. The method 
given by Eqs. (2.3) is referred to as the corrector method. 
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In order to solve Eqs. (2.3) of the corrector method, van der Houwen and his co-workers [6-8, 
11, 14] have proposed a parallel diagonally implicit iteration process of the form 
y(O) = e ® y,, 
y(k) _ hD ® F(Y(k)) = e ® y, + h(A - D) ® F(Y(k- 1)), 
y(m) ,+l = Y, + hbT ®F(Y(")), 
k= 1,. . . ,m, 
(2 .4a)  
(2.4b) 
(2.4c) 
where D is an s-dimensional diagonal matrix with positive entries and y(0) represents an initial 
approximation (predictor) to Y. The algorithm (2.4) shows the computational dvantages of DIRK 
methods and in addition, in each iteration the s components of y(k) (k = 1,... ,m) can be solved in 
parallel. Hence, on an s-processor machine, the algorithm (2.4) requires effectively the solution of 
m implicit equations (sequential time units) per step and per processor. Consequently, this algorithm 
can be considered as an m-parallel and s-processor DIRK method whose table of coefficients is 
given by 
0 
c 
e 
c 
0 
A-D D 
0 A -D D 
• . .  • . ,  "• .  
0 ... 0 A -D  
0 ...  0 0 
D 
b T 
(2•5) 
The methods of the form (2.4) are called parallel diagonally iterated RK methods (PDIRK 
methods)• Methods of the form (2.4) were first proposed in van der Houwen and Sommeijer [6] and 
these authors have obtained the following conclusion about the algebraic order in PDIRK methods• 
Theorem 2.2. f f  the corrector method given by Eqs. (2.3)/s of  algebraic order p, then the PDIRK 
method generated by Eqs. (2.4) is of  algebraic order p* = min{p, m + 1}. 
Notice that by choosing the number of iterations m = p - 1, the PDIRK method is optimal with 
regard to the algebraic order (p* =p)  and to the number of sequential time units required. Moreover, 
if one iteration is eliminated in (2.4b), the resulting algorithm is of order p* - 1. In general, each 
aproximation 
(g) 
Y,+I = Y, +hbT®F(Y(k)), k = 1 , . . . ,p -  1 (2.6) 
represents a numerical approximation to the exact solution with algebraic order k + 1. Therefore, the 
algorithm (2.4) defines a family of embedded methods of lower orders given in terms of the number 
of iterations, which is suitable for developing variable order/variable step codes. For example, we 
can estimate the local error at the point t,+l = t, + h with step-size h by 
Est(k)(h) = .(k) .(k-1)~ O(hk+l .Vn+, --.V,+l II = ), k = 1 , . . . ,p -  1. (2.7) 
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2.1. Linear stability and iteration error function 
In [8], the iteration error of the process (2.4) and the stability are studied on the basis of the 
linear test model y ' ( t )= 2y(t), where 2 c C runs through the eigenvalues of the Jacobian matrix 
Of~By. When the PDIRK method (2.4) is applied to the linear test model, it can be deduced from 
(2.4b) that the iteration error satisfies the recursion 
E(k)= y _ y (k )=Bk(z ) (y  _ y(0)), k = 1,2 .... ,m, (2.8) 
where 
B(z) = zD(I - zD)-~(D-1A - I), z = h2. (2.9) 
The matrix B(z) is called the iteration error matrix and its spectral radius p(B(z)) the iteration 
error function. Evidently, the process (2.4) is convergent (E (') ~ 0 for m ~ oc) in the points of the 
complex z-plane where B(m)(z) ~ 0 for m ~ ~,  and then the region of convergence is determined 
by the set of points where the iteration error function verifies p(B(z) )< 1. 
On the other hand, the numerical solution of the PDIRK method satisfies (cf. [6]) 
y(m) ,+~ = Rm(z)y,, Rm(z) = R(z) - z2bSBm(z)(I - zA)-lc, (2.10) 
where Rm(z) represents the stability function of the PDIRK method (2.4) and R(z) is the stability 
function of the corrector method (2.3). 
In view of Eqs. (2.8) and (2.10) it seems reasonable to choose the free parameters in the matrix 
D in order to improve the rate of convergence of the iterative process (2.4) and to get good stability 
properties (A-stability or L-stability) for the PDIRK method. An example of a PDIRK method with 
these characteristics which is appropriate for solving semidiscrete PDEs at a relatively low cost is 
the L-stable two-stage PSDIRK method obtained by Nguyen huu Cong [11], whose corrector has 
algebraic order and stage order equal to 2 and whose iteration error function is p(B(z))= 0 on the 
closed left half-plane. 
2.2. Implementation of  the methods 
From a practical point of view, in order to advance one step in the numerical integration with 
the corrector method by using Eq. (2.3b), one evaluation of the vector function F(Y)  is required. 
However, in the case of stiff problems, the presence of these function evaluations may give rise to 
an amplification of the errors and therefore to a loss of accuracy in the numerical solution (see [5]). 
This deficiency can be avoided (cf. [5]) replacing Eq. (2.3b) by 
®[Y -e®y~] .  (2.11) 
occurs in Eq. (2.4c) of the PDIRK method and it can be avoided replacing 
Yn+I = Y. + b TA-I 
The same deficiency 
this equation by 
y~+~ = y, + bTA -1 
In the case in which 
® [y(m) _ e N y,]. (2.12) 
the corrector is a stiffly accurate method (cf. [1]) whose coefficients atisfy 
b T =eTA, Cs= 1, where e~ the sth unit vector, then bTA -1 =e~ and the Eqs. (2.11) and (2.12) reduce 
to Y,+I e[Y and "(") = e~Y (m), respectively. ~-" Yn+l  
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We notice that all the numerical methods used in the numerical experiments of Section 4 have 
been implemented according to Eqs. (2.12) and (2.11) for the parallel iterated methods and the 
sequential method, respectively. 
3. Construction of the PSDIRK methods 
In this section, we restrict our considerations to the case s = 3 stages and we will construct wo 
RK methods which are A-stable and L-stable, respectively, obtaining the corresponding matrices 
D so that they can be used on a three-processor computer. Firstly, we consider a three-stage IRK 
method given by the table of coefficients 
c1 all a12 013 
c2 a21 a22 a23 
c3 a31 a32 a33" (3.1) 
bl b2 b3 
Imposing the conditions given by Eqs. (2.2) with q = 3 and r = 3, the coefficients of the method 
(3.1) are determined in terms of the nodes cl, c2 and c3 (see the appendix). The parameter values 
given in the appendix define a corrector method with stage order equal to 3 and algebraic order at 
least equal to 3. For 
3 - 4(cl + c2) + 6CLC2 
c3 = 4 - 6(cl + c2) + 12cle2' (3.2) 
the corrector method is of algebraic order 4. 
3.1. The  A -s tab le  three-s taye PSDIRK method 
The stability function for the corrector method (3.1) whose coefficients are defined in the appendix 
and (3.2), is given by 
R(z ) -  P (z )  (3.3a) 
Q(z)' 
where 
P(z )  = 6 + 2(3 - cl - c2 - c3)z + (3 - 2cl - 2c2 - 2c3 + cle2 + clc3 + c2c3)z 2 
+ (1 - cl - c2 - c3 + c~c2 + clc3 + c2c3 - c lc2c3)z 3, (3.3b) 
Q(z)  = 6 - 2(cl + c2 + c3)z + (clc2 + clc3 + c2c3)z 2 - clc2c3z 3. (3.3c) 
Next, we determine the diagonal matrix D of the iterative process (2.4) in the case in which 
all the entries are the same, i.e. D = dI3 (the method is singly diagonally implicit). This iterative 
process will be convergent if the iteration error function satisfies the condition 
p(B(z ) ) -  Izdl p(d_ lA  _ i )  < 1. (3.4) 
I1 - zdl 
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Logically, the less the iteration error function is, the faster the convergence of the iterative process 
will be. Therefore, the free parameters Cl, c2 and d are chosen in order to optimize this function, 
that is to say, such that p(B(z ) )= 0 or equivalently p(d-~A - I )=  0. The necessary and sufficient 
conditions for this are: 
CLC2C3 CIC2 -~ C1C 3 -~ C2C 3 C1 Jr- C 2 -~ C 3 
So : -  - -  + 1 = O, (3.5a) 
6d 3 6d 2 3d 
C1C 2 q- CIC 3 4- C2C 3 2(c~ -~- C 2 -~- C3) 
- + 3 = O, (3.5b) sl := 6d 2 3d 
cl + c2 + c3 
s2 "-- 3 = O. (3.5c) 
3d 
Manipulating in Eqs. (3.5) and (3.2), we find that they can be expressed as 
cl + c2 + c3 = 9d, clc2 q- C1C3 -4"- C2C 3 = 18d 2, 
d 3 - (3 /2 )d  2 + d/2 - 1/24 = O. 
C 1 C2C 3 = 6d 3, (3.6a) 
(3.6b) 
Substituting the expressions (3.6a) in (3.3), the stability function of the corrector can be expressed 
by 
1 + (1 - 3d)z  + (1/2 - 3d + 3d2)z 2 q- (1/6 - 3d/2 + 3d 2 -- d3)z 3 
R(z)  = (1 - dz )  3 (3.7) 
In consequence, using Eqs. (3.6) we deduce that the nodes cl, c2 and c 3 are the roots of the 
cubic equation 
x 3 -- 9dx 2 + 18d2x - 6d 3 = O, (3 .8 )  
where d is a root of the cubic equation (3.6b). The only root of (3.6b) such that the stability 
function (3.7) is A-acceptable is given by d* -- 1.06857902130163, resulting in a corrector method 
strongly A-stable. So, the parameter values that define the PSDIRK method are given by 
0.51149911719012 -0.07569402094683 0.00848287272651 
A= 1.40817734534997 1.08525842114258 -0.04181590451403 ] , (3.9a) 
/ 
0.37858946833017 4.73373436686398 1.60897952557218 ] 
{0.44428796896981'~ ( 0.97023023286975 "~
c= [2.45161986197853/'  b= 0.03071732494781 / '  D=d* I3 .  (3.9b) 
\ 6.72130336076632 ] -0.00094755781756 ,/ 
Moreover, since p(B(z ) )~-0 ,  matrix B(z )  is nilpotent of order m = 3 (B3(z )= 0). Consequently, 
when the PDIRK method (2.4) defined by the coefficients (3.9) is applied to the linear test model 
y '=  2y with m ~> 3, this reproduces exactly the solution given by the corrector. Therefore, as R3(z)= 
R(z) ,  we may conclude that the PSDIRK obtained with m = 3 is strongly A-stable and its algebraic 
order is equal to 4. 
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3.2. The L-stable three-stage PSDIRK method 
Now, we consider a stiffly accurate method of the family (3.1) with the node vector c= (cl, c2, 1 )T 
and the weights br= e~A, where e3 ~ = (0, 0, 1 ). Imposing the conditions (2.2) with q = r = 3, the rest 
of coefficients of the method are given in the appendix with c3 = 1. These parameter values define 
a corrector method with algebraic order and stage order equal to 3, where e~ and c2 are the free 
parameters. The stability function for this corrector method is given by 
6+2(2- -C l  - -C2)Z+(1 --Cl --C2+ClC2)Z 2 
(3.10) 
R(z )= 6 -2(1  +Cl +c: )z+(e l  +¢2+C1¢2)Z 2 --CLC2 g3, 
where it is easy to verify R(ec)=0.  In a similar way to the previous case, we determine the 
diagonal matrix D = dI3 of the iterative process (2.4) in the singly diagonally implicit case. The 
free parameters cl, cz and d are chosen in order to minimize the iteration error function, that is 
to say, such that p(d- IA  - I )=  0. In this case, the neccesary and sufficient conditions for this are 
given by 
ClC 2 c 1 + c 2 + ClC 2 1 + cl + c2 
+ 1 = O, So .-- 6d 3 6d 2 3d 
Cl + c2 + clc2 2(1 + cl + c2) 
S1 "= -- 43=0,  
6d 2 3d 
1 +Cl +c2 
s2 . -  3 = 0. 
3d 
Some manipulations in Eqs. (3.11) lead to 
(3.11a) 
(3.1 lb) 
(3.1 lc) 
C 1 + C 2 = 9d - 1, C1C 2 = 18d 2 - 9d + 1, 
d 3 - 3d 2 + 3d/2 - 1/6 = 0. 
(3.12a) 
(3.12b) 
Substituting (3.12a) in (3.10), the stability function of the corrector method reduces to 
1 + (1 - 3d)z  + (1/2 - 3d + 3d2)z 2 
R(z)  = (3.13) 
(1  - dz ) 3 
From Eqs. (3.12) we may conclude that the nodes cl and c2 are the roots of the quadratic equation 
x 2 - (9d - 1)x + (18d 2 - 9d + 1) = 0, (3.14) 
where d is a root of the cubic Eq. (3.12b). The only root of (3.12b) such that the stability function 
(3.13) is A-acceptable is given by d** = 0.43586652150845, resulting in a corrector method which 
is L-stable. So, the parameter values that define the PSDIRK method are 
A= 
0.20863720559733 
0.15442421323207 
0.57438649734773 
0.00346010931713 
0.65629241732186 
-0.01705643895391 
-0.03087510511753 
1.93085985322525 
0.44266994160617 
(3.15a) 
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0.18122220979693 
c= 2.741576~8377919 J , bT=e~A, D=d**I3. (3.15b) 
/ 
For this method, the iteration error matrix B(z) is also nilpotent of order m = 3 (B3(z)= 0) and 
then, the PSDIRK method with m = 3 reproduces exactly the solution given by the corrector when it 
is applied to the linear test model y'---2y (R3(z)-----R(z)). Therefore, the obtained PSDIRK method 
with m = 3 is L-stable and its algebraic order is equal to 3. 
The two PSDIRK methods obtained in this section can be expressed, in Butcher notation, as 
three-parallel and three-processor SDIRK methods of the form 
0 
A-D D 
0 A -D D 
0 0 A -D  D,  
0 T 0 T 0 T b T 
(3.16) 
with A,b,c and D defined by (3.9) and (3.15), respectively. 
In order to analyze the order of convergence of the methods obtained in the case of stiff problems, 
we consider the nonhomogeneous linear model (Prothero-Robinson model) 
y ' ( t )=2y( t )+g(t ) ,  2E C. (3.17) 
Burrage et al. [2] have proved that when an RK method is applied to solve Eq. (3.17), the global 
error en satisfies 
(3.18) en+l = R(z)e, + O(h q +1), 
where q is the stage order of the RK method. Therefore, for stiff problems, the order of convergence 
depends on the stage order and not on the algebraic order of the method. 
If we apply the PDIRK method (2.4) to solve Eq. (3.17), the global error satisfies the following 
recursion (cf. [8]) 
q 
e,+ , = Rm( z )e, - ~_, Qmj( z )hJ y~ Jx) ( t, ) + O( h q + 1), (3.19) 
j>~2 
where 
1 
QmfiZ)= ( j _  1)~v. brB"~(z)c j- l ,  j=2  .... ,q (3.20) 
and q is the stage order of the corrector. Hence, for the two PSDIRK methods obtained in this 
section (m/> 3) 
Qmj(z)=O, j=2, . . . ,q  (q=3),  
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Table 1 
Method p q m Ig(o~)l p(B(z)) Stability 
PSDIRK(A) 4 3 3 0.63 0 A-stable 
PSDIRK(L) 3 3 3 0 0 L-stable 
VHS 4 4 3 0.14 [0,1 ) A-stable 
RADVHS 5 3 5 0 [0,1 ) L-stable 
NHC 2 2 2 0 0 L-stable 
SDIRK 4 I 3 0.63 • • • A-stable 
and the global error given by Eq. (3.19) reduces to that given by Eq. (3.18). Consequently, we can 
affirm that both PSDIRK methods have the same order of convergence as the corrector methods 
used in their generation, at least for stiff problems of the form (3.17). 
4. Numerical experiments 
In this section we will report the numerical results obtained with the two PSDIRK methods 
defined by Eqs. (2.4) with m = 3 and coefficients given in (3.9) and (3.15a), respectively, and with 
a number of parallel and sequential diagonally implicit methods from the literature. In order to 
compare these methods we have considered a fixed step-size strategy for all of them and a variable 
step-size strategy for the parallel diagonally-iterated methods. 
In the numerical comparisons presented here we have denoted the used methods as: 
PSDIRK(A): the A-stable PSDIRK method obtained in Section 3 with m = 3. 
PSDIRK(L): the L-stable PSDIRK method obtained in Section 3 with m = 3. 
VHS: the Lagrange PDIRK method obtained in [6] (formula (4.9a) and (4.9b)) with m = 3. 
RADVHS: the L-stable Radau IIA PDIRK method obtained in [6] (formula (4.10a) and (4.9b)) 
with m -- 5. 
NHC: the PSDIRK method obtained in [11] with m---2. 
SDIRK: the fourth-order A-stable sequential SDIRK method obtained in [12]. 
In Table 1 we show the main features of these methods, where p is the algebraic order, q is 
the stage order of the corrector, m is the number of sequential time units per step, IR(c~)I is the 
absolute value of the stability function at infinity, and p(B(z ) )  is the iteration error function. 
The variable step-size strategy used in the implementation of the PDIRK methods is based on 
the finding of an estimation for the local error in the step from tn to t,+l -- tn + h given by 
Est(h) = II .(m) (m- Y,+, - Y,+I i)11 = O(hP), (4.1) 
where p is the algebraic order of the considered method. The value of Est(h) is compared with 
some prescribed tolerance Tol and the step is accepted if Est(h)~<Tol, and rejected otherwise. For 
the step-size prediction in the next step (or to recompute the current step in case of rejection) we 
use the usual formula (cf. [5, p. 134]) 
( To l  ~ '/p 
hnew=fac×hx\~/  , (4.2) 
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Fig. 1. Problem 1 with fixed step. 
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Fig. 2. Problem 1 with variable step. 
where fac is a safety factor that we choose in the same way as in [5]. The tolerances used in 
the numerical experiments presented in this section have been chosen in the range Tol--10 -j, 
j=2 ,3  .... ,6. 
The sequential method SDIRK has been implemented only with fixed step-size strategy since 
there is not an embedded formula for this method that allows its implementation with variable step 
in an efficient way. 
When undertaking a comparison among numerical methods, the criterion to be used in this com- 
parison is very important. Thus, in some numerical tests carried out in [6, 11], a comparison among 
several methods has been based on computing the error only at the endpoint of the integration 
interval. In our opinion, such tests reveal only a particular feature of the numerical solution. There- 
fore, we have decided to employ the usual test based on computing the maximum global error over 
the whole integration interval. In Figs. 1-6 we have depicted the efficiency curves for the tested 
methods. These figures show the logarithm of the maximum global error versus the computational 
cost measured by the number of sequential time units required by each method. In the case in 
which the integration is performed with fixed step, the step-sizes have been chosen such that the 
computational cost per step is the same for all the methods. All the computations were performed 
in double-precision arithmetic (15 digits). 
As test problems we have considered several inear and nonlinear stiff initial-value problems, but 
for brevity we present only some numerical results obtained with three examples. 
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Problem I. As first example we have considered a linear stiff problem of Prothero-Robinson type 
given by 
~t=J[Y(t)-9(t)] +9' (0 ,  tC [0,20], 
(4.3) 
y(O) = g(O), 
where J = d iag( -10 2(j- 1)), 9(0 = (1 + sin(jt)), j = 1 . . . . .  6, and whose exact solution is y(t)= 9(t). 
J.M. Franco, I. GomezlJournal of Computational nd Applied Mathematics 87 (1997) 119--134 131 
log,o IEI 
-3.0 - 
-5.0 - 
-7.0 - 
-9.0 
0 
• PSDIRK(L) 
PSDIRK(A) 
~ o  VHS RADVHS 
NHC 
I 
300 600 900 1200 1500 
Sequential time units 
Fig. 6. Problem 3with variable step. 
These model problems are used by several authors (cf. [6, 11, 13]) in order to show the order 
reduction of RK methods. In particular, system (4.3) has slowly (nonstiff) and rapidly (stiff) varying 
components, which results in a difficult system to be integrated. On the other hand, this problem 
belongs to the class of model problems for which methods PSDIRK(A) and PSDIRK(L) show the 
same order of convergence as the corrector methods used in their generation. 
In Figs. 1 and 2 we have depicted the numerical results obtained for this problem. When the 
methods are implemented with a fixed step-size strategy (Fig. 1), the sequential method SDIRK, 
which has stage order 1, provides the poorest results. The parallel method NHC is more efficient 
than PSDIRK(A) in spite of its corrector having only stage order 2. This is due to the fact that 
method NHC is L-stable, whereas PSDIRK(A) has not this property and a more acute loss of 
accuracy occurs for this method. Fig. 1 clearly reveals that the L-stable method PSDIRK(L), which 
has optimized its iteration error function (p(B(z))= 0) and whose corrector has stage order 3, is 
the most efficient of the methods used in this experiment. The method VHS turns out to be less 
efficient than PSDIRK(L) in spite of its corrector having stage order 4. This is due to the fact 
that method VHS only is A-stable and its iteration error function does not vanish on the closed 
left half-plane, and then a significant loss of accuracy occurs for this method in this problem. The 
fifth-order L-stable method RADVHS also turns out to be less efficient han PSDIRK(L) because its 
iteration error function is not optimized (it does not vanish on the left half-plane) and a significant 
order reduction occurs. If the parallel methods are implemented with variable step (Fig. 2), again 
method PSDIRK(L) turns out to be the most efficient of the methods being tested. In this case, 
method PSDIRK(A) is always less efficient han the rest of parallel methods tested for this problem. 
Moreover, method PSDIRK(A) fails to converge for tolerances 10 -2 and 10 -3. 
Problem 2. As second example we have considered the nonlinear stiff problem proposed by 
Kaps [10] 
dy~ _ (2  + 2)yl  + 2y 2, dy2 
dt dt =yl-Y2(l+y2),  tE[O, 1], 
y~(O) = y2(O) = 1, with 2= 10 8 
(4.4) 
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whose exact solution is yl ( t )=exp(-2t ) ,  y2(t )=exp(- t )  for all values of the parameter 2. This 
problem belongs to the class of problems for which stiffly accurate methods do not suffer order 
reduction (cf. [4]). 
The numerical results obtained for this problem are depicted in Figs. 3 and 4. The information 
shown in these figures reveals that for this problem methods RADVHS and VHS are the most 
efficient of the tested methods (with fixed step and with variable step). This is due to the fact that 
these methods are based on a stiffly accurate corrector, and then they do not suffer from a loss of 
accuracy as in Problem 1. In this case, the accuracy obtained by these methods is in agreement with 
their respective algebraic orders. For this academic problem, method PSDIRK(A) suffers from a less 
accused loss of accuracy than in Problem 1, turning out to be a more efficient method than NHC 
and less efficient han PSDIRK(L) in both cases (with variable step and with fixed step). Again, 
the sequential method SDIRK provides the poorest results when the methods are implemented with 
a fixed step-size strategy. 
Problem 3. 
included the following convection-diffusion problem: 
~u ~2u ~u 
o~=U~x2-XCOS(t)-~x-X2sin(t), O<x<l ,  O<t~<l, 
u(O,t)=O, u(1, t )=cos(t ) ,  O<t~<l, 
In order to show the performance of the methods on semidiscrete PDEs we have 
(4.5) 
u(x, O) = x 2, 0 <x < 1, 
where the initial and Dirichlet boundary conditions are chosen in such a way that the exact solution 
is given by u(x,t)=x2cos(t). In order to solve this problem, we carry out a semidiscretization 
on the spatial variable by using second-order symmetric differences on a uniform grid with mesh- 
size Ax = 1. This process leads to an initial-value problem with 39 ODEs whose exact solution 
is given by uj(t)=u(t, jZ2xx)= (j/40) 2 cos(t), j=  1,...,39. Figs. 5 and 6 show the numerical re- 
sults obtained for this problem. As in Problem 1, the superiority in efficiency obtained by method 
PSDIRK(L) over the other methods is clear. In this case, the nonlinearity of the problem im- 
plies that methods VHS and RADVHS have again an acute loss of accuracy, resulting less effi- 
cient than method PSDIRK(L). The properties of L-stability and optimized iteration error function 
(p(B(z)) = 0) imply that the behaviour of PSDIRK(L) is more favorable than the corresponding for 
VHS and RADVHS in spite of its order (stage order and/or algebraic order) being lower. On the 
other hand, method PSDIRK(A) shows a less acute loss of accuracy resulting more efficient han 
method NHC and very similar to VHS. Again, SDIRK turns out to be the less efficient of the tested 
methods with fixed step. 
In view of the numerical results obtained in this section, we may conclude that the classical se- 
quential method SDIRK is less efficient han the parallel methods PDIRK because it has lower-stage 
order. Among PDIRK methods, the methods based on a corrector with high-stage order and with 
optimized iteration error function (p(B(z))= 0) which are L-stable, are the most suitable for solving 
stiff problems with both slowly and rapidly varying components, and for nonlinear convection- 
diffusion problems. For stiff problems in which the methods do not suffer from order reduction, the 
PDIRK methods based on a corrector with larger stage and/or algebraic orders turn out to be more 
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efficient (see the numerical results obtained in Problem 2). In general, the property of L-stability is 
preferable over A-stability. Finally, we point out that when PDIRK methods are implemented with 
variable step, the efficiency of the methods also depends on the reference formula used in the local 
error estimation, since this estimate controls the mechanism of changing step. 
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Appendix 
Imposing the conditions 
Ae-c=O,  jAc j - l - c j :O ,  j=2 ,3 ,  
bXe- l=O,  jbTc j - l - l=O,  j=2 ,3  
the coefficients of the method (3.1) with stage order and algebraic order equal to 3 are given by 
cl (2c~ - 3¢1c2 - -  3cl c3 + 6c2c3 ) 
a,l = 6(c2 - cl)(c3 -c l )  , a12• 
c2(cl - 3c3) 
6(c2 - cl)(c3 - c2)' 
c~(3c~ -c~) 
a13=6(c  3-C l ) (C 3 - c2 ) ' h i :  
2 - 3c2 - 3c3 q- 6c2c3 
6(cl-c2)(cl  - c3)  ' 
c~(3c~-c~) 
a21=6(¢2-¢1)(¢3-cl)' 
C2(--2C~ q- 3CLC2 q- 3C2C3 -- 6CLC3) 
a22 : 
6(c2 - cl )(c3 - c2) 
c~(3cl-c2) 
b2= a23=6(c3-c l ) (c3-c2) '  
2 - 3cl - 3c3 q- 6cw3 
6(c2 - cl )(c2 - c3) ' 
c~(3c2--c3) 
a31:6(c2  --C1)(C3--C1 ) ' a32 = 
c (c3-cl) 
6(c2 - cl )(c3 - c2)' 
C3(2C~ -- 3C2C3 -- 3C1C3 q- 6clc2) 
a33 : , b3 ---- 
6(C3 -- C 1 )(C 3 -- C2) 
2 - 3cl - 3c2 ÷ 6clc2 
6(c3 - c, )(c3 - c2 ) 
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