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Additive manufacturing (AM) processes have considerably affected the design, material 
selection, processes, and logistics in manufacturing industries by eliminating many limitations 
of the conventional manufacturing methods. The main drawback of AM processes to be 
extensively implemented in industrial production is the poor surface quality and geometric 
accuracy of the products. The general sources of errors in this processes can be considered into 
two categories. The first category of error sources is caused by the geometric algorithms defined 
to convey the information of a CAD model to an AM machine and the process planning. The 
second category of error sources is inherent in the hardware and process control. This research 
addresses some of the gaps in the literature in terms of surface quality and geometric accuracy 
of the layer-based AM products. It is found that the lack of a reliable algorithm to find the 
intersections between parametric surfaces and slicing planes is a crucial gap. The other 
concerning gap is the lack of an adaptive method to determine the layer thicknesses and 
perimetral offsets by considering the boundaries of strands creating the layers. In order to fill 
this gap, a direct slicing method is developed in this thesis to preserve the information of CAD 
models for the process of fabrication which improves the accuracy and efficiency of the current 
slicing algorithms. Also, a layer thickness and perimetral offset planning approach is developed 
based on volumetric error minimization (VEM) of a semi-circle (SC) boundary model. The 
experimental results show the developed algorithms considerably improves the surface quality 
and geometric accuracy of AM parts. The proposed strand boundary model improved the surface 
quality of the parts printed based on variable layer thicknesses using a fused filament fabrication 
(FFF) machine by 27%. The geometric accuracy of parts printed based on the combination of 
VEM method and SC boundary model also improved by 23%. In addition to the developed 
methodologies, two inspection procedures are introduced to evaluate the surface quality and 
geometric accuracy of the layer-based AM parts. Microscopic image processing and digital 
coordinate metrology are implemented for the inspection procedures which improves the 
reliability and accuracy of the current inspection routines. 
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Chapter 1 : Introduction 
Advances in additive manufacturing (AM) have rapidly affected the design, 
material selection, processes and machines in the manufacturing industry by eliminating 
many limitations of conventional manufacturing methods. One of the important drawbacks 
of conventional manufacturing is the fabrication of freeform and complex models. Additive 
manufacturing has increased the ability to fabricate complex objects due to the mechanism 
of the deposition of small elements of material. 
AM methods are being used in a wide range of applications such as prototyping, 
tooling, spare part production, medical prosthetics and jewelry. This variety of applications 
has attracted researchers from different backgrounds to study this manufacturing method. 
A survey on the current state of AM industry published in 2019 indicates that 51% of 1300 
individuals surveyed were using AM methods in their production [1]. AM can significantly 
increase the speed of innovation in the product life cycle. The previous survey also showed 
that 80% of the respondents endorsed the significant effect of AM methods on the speed 
of innovation in their business.  
All the published reports on the current status of AM methods show that this 
method of manufacturing is increasingly becoming part of the manufacturing industry and 
is simultaneously finding new fields of applications. This evidence show the importance 
of research on AM methods to improve their capabilities for mass production which could 
be the next revolutionary step in the manufacturing industry. 
  
1.1 Motivations and Problem Statement 
AM processes are among the fastest growing manufacturing methods because of 
their ability to fabricate complex geometries. As believed by  64% of the attendees in the 
survey by Sculpteo [1], AM processes need more reliable methodologies and processes to 
extensively be used in the future of industry. The main drawbacks of the AM process are 
poor surface quality and geometric accuracy. These problems are caused by two main 
sources of error. The first source of error is the hardware and process parameters. The 
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second source is the errors produced in the geometric representation of the ideal model in 
the digital environment. This research aims to develop algorithms to accurately and reliably 
convey the geometric information of the ideal model for a process of layer-based 
manufacturing. The next goal is to develop a geometric model to determine the deposition 
parameters for the process of Fused Filament Fabrication (FFF). 
 
1.2 Common Steps of AM Methods 
The common practice for AM processes can be classified as the following steps: 
1. Most AM processes are computed automated procedures. Therefore, first a 
computer-aided design (CAD) representation model for the object is needed 
to provide the geometric information for the following procedures. 
2. An algorithm is needed to determine the best orientation of the part to 
optimize the process of printing in terms of accuracy, time and material 
usage.  
3. An algorithm is needed to slice the model based on the acceptable layer 
thickness range for the AM machine. This process can be optimized for 
machines that have the capability to deposit variable layer thicknesses. 
4. An algorithm is required to generate machine instructions based on the 
determined slices. 
5. A controller is needed to accurately direct the machine movements based 
on the generated instructions. 
6. Post-processing procedures are needed to remove the support structures or 
improve the surface quality of the manufactured part. These processes can 
be mechanical or chemical. 
 
1.3 Common AM Practices 
Fabrication process in a layer-based AM methods is based on deposition of 2D 
contours sequentially. The boundary of the model is made from a step approximation 
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usually along build direction. The accuracy of the final part and the efficiency of the 
building process depends on the accuracy of the approximation processes. This 
characteristic makes AM more complex with regard to the surface definition, finding the 
cross-sections of the surface, path planning from these cross-sections and the process of 
inspection by comparing the measured points with the ideal surface. As Figure 1-1 shows, 
the product life cycle for a part using a layer-based AM method can be categorized in three 
main groups: digital environment procedures, physical processes and data acquisition and 
inspection processes. Each of these processes need improvement regarding AM 
characteristics to increase the feasibility of using AM methods for production. This 
research attempts to improve the efficiency of some of the geometrical algorithms in pre-
processing, processing and post-processing of layer-based AM methods.  
 
Figure 1-1: schematic representation of part fabrication using AM processes 
 
In AM processes, parts are fabricated by joining tiny elements of the material, layer 
upon layer defined based on the 2D contours extracted from a CAD model [28–30]. Current 
AM methods can be categorized based on four major additive processes: 1) material 
extrusion or fused filament fabrication (FFF) [33]; 2) vat polymerization [31]; 3) metal 
fusion [32]; 4) inkjet/polyjet deposition [34].  
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For all methods, an algorithm is required to extract the patterns from CAD models 
this is called slicing or contour generation. CAD models represent an object using different 
geometric approaches such as tessellation, voxels and the continuous boundary approach. 
The common approach to define CAD models is to tessellate a parts surfaces using 
triangles. Layer section patterns can be extracted from CAD models through the process of 
finding the intersections between the slicing planes and the triangles. However, the 
intersection lines calculated from the slicing procedure are the only information remaining 
from the CAD model after the slicing process. These lines also need to be ordered to 
generate the nozzle path machine instructions. These common steps for AM processes 
remain steady despite the drawbacks, information discretization. In this thesis, the 
geometric aspects of AM processes are investigated to recognise and reduce the source of 
errors in them.  
 
1.4 Scope of Research  
The surface quality and geometric accuracy of the parts manufactured using a layer-
based AM process have always been a challenge. This research is focused on investigating 
the important factors that affect the surface quality and geometric accuracy of AM parts. 
This process involves two main environments, the digital environment and the hardware 
environment. In this thesis, the inaccuracies produced in digital environment are first 
investigated and a methodology to eliminate these inaccuracies is introduced. Regarding 
the process and machine-related errors, the accuracy of the algorithms used to determine 
process parameters of FFF is investigated by means of a developed digital platform. In 
summary, this research seeks to address the following questions: 
1. What are the main sources of errors between CAD model and physical AM 
part? 
2. How these errors can be eliminated or reduced in a layer-based AM 
method? 
3. What definitions are available to represent surfaces in digital environment? 
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4. How does accurately finding the cross-sections affect the final part 
accuracy? 
5. How does the process parameter accuracy affect the final part accuracy in 
an FFF process? 
 
1.5 Objectives 
This research aims to achieve the following objectives: 
 Elimination of CAD model representation errors by using the ideal CAD 
model in the process of slicing  
 Improving the speed and accuracy of the subdivision-based algorithm for 
the process of direct slicing 
 Investigation of the effect of slicing parameters on the accuracy of the final 
part 
 Improving the accuracy of an adaptive slicing approach by considering the 
shape of the boundaries of layers 
 Improving the accuracy of the deposition process in the process fused 
filament fabrication 
 
1.6 Work Novelties 
The following developed algorithm are introduced in this research to improve the 
accuracy of an additive manufacturing process: 
 A new subdivision algorithm based on parametrization to increase the speed 
of a slicing process 
 A methodology to find an exact curve on parametric surfaces using quadtree 
structure for the connectivity of domain curves 




 A geometric model to estimate the shape of strand cross-sections for the 
process of adaptive slicing 
 An adaptive slicing algorithm to simultaneously optimize thicknesses and 
perimetral offsets  
 Two experimental validation methodologies are developed to inspect the 
surface quality and geometric accuracy of layer-based AM parts 
 An image processing procedure is developed to estimate the surface 
roughness by tracing the boundaries of FFF fabricated parts 
 
The first three novel algorithms and methodologies developed in this thesis can 
be universally used for any additive manufacturing process. However, the last 
two developed methodologies is specifically focused on FFF technology. 
 
1.7 Thesis Outline 
In this thesis, methodologies are developed to increase the accuracy of the layered 
surface construction for both continuous and triangulated surfaces, and the numerical 
stability and efficiency for NURBS surfaces. This thesis is organized based on the 
following chapters. In Chapter 2, background and literature review of the methodologies 
to define, store and slice surfaces in digital environments are introduced. A method to 
increase the efficiency and numerical stability of slicing NURBS surfaces is developed and 
introduced in Chapter 3. Layer thickness planning for AM processes is the next step in an 
AM process. Different approaches are investigated in the Chapter 3 such as heuristic, 
analytical and meta-heuristic approaches to find the best sequence of layer thicknesses and 
perimetral offsets. Process parameters have a large effect on the quality of the final part. In 
the next part of Chapter 3, a geometric model to determine the extrusion rate in the FFF 
process is presented. Chapter 4 provides the experimental verifications for the developed 
methodologies and discusses their capabilities compared with the current available 
methods. In the last chapter, the conclusions and future works of this research is provided.  
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Chapter 2 : Background 
2.1 Introduction 
The focus of this chapter is to provide the background required for this work. This 
chapter includes a review of today’s additive manufacturing technologies, a comparison in 
terms of type of product and precision, additive manufacturing data and preprocessing, and 
additive manufacturing process modeling. 
 
2.2 Additive Manufacturing Technologies 
The basic processes for joining the materials in AM machines are extrusion 
mechanisms, vat polymerization, laser fusion, and inkjet deposition. In the following 
sections, each of the most commonly used AM methods for the part fabrication are 
explained. 
 
2.2.1 Fused Filament Fabrication 
Fused filament fabrication (FFF) is one of the earliest AM methods which is 
developed based on the extrusion mechanism. This process is also known as fused 
deposition modeling (FDM), which was trademarked by Stratasys Inc [2]. The most 
common practice for this process is to heat a thermoplastic filament to a semi-molten state, 
and inject it through a nozzle with a specific shape. The cross-section of the nozzle is 
usually in the shape of a circle. The nozzle’s diameter determines the minimum feature size 
that can be printed by an FFF machine. In the FFF process, usually the material of the 
support structures is different from the material of the part. Therefore, FFF machines 
usually have two nozzles for the process of printing. The material for the FFF process is 
provided as filament, which is a circular wire that is fed by rollers into a liquefier. The 
nozzle is mounted at the end of the liquefier to form the semi-molten material. The pressure 
provided by the filament movement mechanism causes the material to be extruded in the 




Figure 2-1: Schematic representation of FFF process; reconstructed from [3] 
 
The first layer of the material is deposited onto a build platform which is 
traditionally preheated to maintain the heat energy for the attachment of the next layers. 
Figure 1-1 represents the schematic of common design for FFF machines. FFF machines 
can manufacture parts from a wide range of materials such as polylactic-acid (PLA), wax, 
nylon, acrylonitrile butadiene styrene (ABS), metal-filled ABS and PLA, glass-filled 
nylon, paper, and ceramics [2]. 
 
2.2.2 Vat Polymerization 
Vat polymerization is one of the fastest approaches to fabricate a model. Several 
printing approaches are based on this mechanism which cures a resin using a source of 
energy (e.g. heat or ultra-violet (UV)). One of the commonly used machines for rapid 
prototyping is Stereolithography (SLA). In this approach, the depth of photopolymer in a 
tank is controlled by the movement of a bed which defines the layer thickness that needs 
to be exposed to the light of a laser. The path of the laser is accurately guided by two 
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mirrors that move based on the path generated for the layer. The surface quality and 
fabrication speed of this method is usually better than the other AM processes. 
 
Figure 2-2: Schematic representation of an SLA machine’s mechanism 
 
Another approach to additively fabricate parts is to use light projection to cure a 
layer in one take. This approach is called digital light processing (DLP), which can be 
described as the fastest available AM machine for part fabrication.  
 
Figure 2-3: Schematic representation of a DLP machine’s mechanism 
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Recently, a new approach was developed to volumetrically solidify resin in the 
process of vat polymerization. This method is called computed axial lithography (CAL), 
which is inspired from the computed tomography (CT) to create a 3D model. In CT scan 
techniques, a 3D model is constructed by superposition of 2D captures [4]. Based on the 
presented idea, the structure of the 3D printer needs to have a rotary table to rotate the resin 
during the process of printing. In addition, an intensity-modulated radiation therapy 
(IMRT) method is required to intensify the illumination dose for the solid regions above a 
threshold. The required material for the process of printing is a highly viscous resin which 
is a combination of polymers, photosensitive molecules, and dissolved oxygen to provide 
the threshold [4].  
 
Figure 2-4: Schematic representation of SLA machine mechanism [4]  
 
2.2.3 Laser Fusion  
Producing metallic parts with complex structures has been a demand, as well as a 
challenge for manufacturing industries. Lasers are introduced as the efficient medium to 
transmit a high level of energy for the metal fusion, with high accuracy, and low cost. The 
metal additive manufacturing machines are distinguished based on the mechanism used to 
deposit material over the substrate. Powder Bed Fusion (PBF) is the first of such 
mechanism and it uses a bed filled with the metal powders for the process of fusion. The 
second mechanism is to directly feed the metal powder, or metal wire to the fusion zone 
which is called Direct Energy Deposition (DED).  
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The process of powder bed fusion is offered based on one of two main processes: 
1) laser melting and 2) laser sintering. Based on the amount of the powder needed to fill 
the volume of one-layer thickness over the bed, the powder supply container moves upward 
and the bed moves downward. A laser beam sinters, or melts the powder using the pattern 
defined based on the shape of the layer. The un-sintered, or un-melted powders act as the 
support for the printed structure. Figure 2-5 describes the mechanism of the powder bed 
fusion process.  
 
Figure 2-5: Powder bed fusion mechanism 
 
The other category of the metal AM processes is called Direct Energy Deposition 
(DED). The difference between the DED methods and the PBF method is in the process of 
feeding the material for the creation of a layer. In DED methods, metal powders, or a metal 
wire is fed to the molten zone, similar to the process of welding. These processes are widely 
used for repairing, and coating metallic parts. Figure 2-6 show a schematic of the direct 





Figure 2-6: Direct Energy Deposition: a) powder fed deposition; b) wire fed deposition 
 
2.2.4 Inkjet/Polyjet Deposition 
Inkjet/polyjet printing is one the most accurate AM processes. This concept works 
based on the deposition of a droplet of photopolymer material, or binders onto substrates. 
When a powder bed is used for this process, binders are deposited based on the shape of 
each layer. This process has been used to fabricate biomedical scaffolds, multi-material 
parts with different colours, prototypes for proof-of-concept, sensors/biosensors.  
 
2.3 Current Additive Manufacturing Technologies 
Constant layer thicknesses are usually used to slice, and print a model using a layer-
based AM method in current practices. The main drawbacks in implementing adaptive 
layer thicknesses printing for AM machines are the difficulties to find the proper setup for 
curing, and sintering of the material [5], [6]. However, a considerable number of 3D 
printers that have been introduced recently have the ability to fabricate parts through 
adaptive layer thickness planning. Table 2-1 shows a list of the current printers along with 
their specifications introduced by popular manufacturers. The minimum, the maximum, 





Table 2-1. Available 3D printers and their specifications 





Ability to print variable 
layer thickness 
Manufacturer 
AM 250 [7] SLS Nickel alloy powder 30 μm 60 μm Yes – for the material Renishaw 
AM250 and AM 
400 [7] 
SLS Maraging steel 40 μm 40 μm No Renishaw 
AM250 [7] SLS 
Aluminium alloy 
powder 
25 μm 25 μm No Renishaw 
AM250 [7] SLS 
Titanium alloy 
powder 
30 μm 60 μm Yes – for the material Renishaw 
AM250 [7] SLS 
Stainless steel 
powder 
50 μm 50 μm No Renishaw 
F410 3D Printer 
[8] 
FDM PLA - ABS 20 μm ~ Yes Fusion3 
Jet Fusion 3D 
4200 [9] 
HP Multi Jet 
Fusion 
technology 
HP 3D High 
Reusability PA12 
30L10 (13 kg) 
80 μm 100 μm Yes HP 
Jet Fusion 3D 
3200 [10] 
HP Multi Jet 
Fusion 
technology 
HP 3D High 
Reusability PA12 
30L10 (13 kg) 
70 μm 120 μm Yes HP 
Replicator 2X 
[11] 




PLA, ABS, CPE, 
CPE+, PC, Nylon, 


































FDM PLA, ABS, CPE 20 μm 200 μm Yes Ultimaker 
M2 Carbon [14]  SLA 
MPU 100, EPU 40, 
EPU 41, SIL 30, 
RPU 70, FPU 50, 
CE 221, EPX 82, 




Whip Mix Surgical 
Guide, DPR 10 
75 μm ~ ~ Carbon 





Digital ABS Plus 
and Digital ABS2 








The use of adaptive layer thickness planning can considerably reduce geometrical 
errors. Adaptive selection of layer thicknesses is time, and cost effective as a result of the 
reduction in the number of layers required to fabricate the part. In addition, the printed 
parts are made more homogeneous in the process of variable layer thickness printing 
because the maximum layer thicknesses are being used for the places with less geometrical 
complexity along the build direction.  
 
2.4 Design and Input Data for Additive Manufacturing 
Defining shapes in a digital environment is crucial because the accuracy of the final, 
printed shape is dependent on the accuracy of the ideal shape in its digital representation. 
Different shape definition formats are introduced to store geometrical information of ideal 
models in a digital environment. In this section, different formats to represent shapes in a 
digital environment are discussed, as well as the main properties that these formats should 
possess.  
 
2.4.1 Digital Representation of Geometric Features 
There is a variety of file formats for storing geometrical features of an object in a 
digital environment. The file format should be accurate, which means the approximation 
in representing the object should be zero, or less than an acceptable tolerance. The other 
characteristic of the file format is its compactness, which is important when dealing with a 
large sized, and complex design. The storing method should be compact as well as efficient 




Figure 2-7. Wireframe modeling and possible solid representation of the model; reconstructed 
from [16] 
 
2.4.1.1 Wireframe Models 
The boundaries of a model are the important information that is needed to generate 
section contours for manufacturing processes. In the digital environment, an object can be 
defined by two sets of data. The information of the points and their connectivity (edges) 
are the information needed for representing the boundaries. This type of digital 
representation of a geometric model is a common, and efficient method because of the 
simplicity in storing and constructing a geometry. However, the constructed model using 
this method can have different interpretation in terms of internal solid or void regions 
(Figure 2-7).  
 
2.4.1.2 Boundary Representation  
This storing format defines an object in the digital environment with some 
additional information compared with the wire frame format. In addition to the basic 
topological information of a digital object (connectivity of edges), this format provides 
more topological details such as the orientation of the facets. The other category of 
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information that this storing format provides is the geometric information. The geometric 
information is defined as the mathematical formulations of the surfaces, and boundary 
curves constructed from the edge list. The validity of a digital object can be examined using 
the Euler-Poincare formula [17]. A valid solid satisfies the Euler-Poincare equation which 
is evaluated based on the number of each entity of the object (i.e. number of facets, edges, 
vertices etc.). However, the Euler-Poincare equation can only reject the non-solid 
definitions, and does not guarantee that a digital object is a valid solid [18]. This format of  
representation is available on the most of commercial CAD softwares such as Parasolid 
[19] and OpenCASCADE [20]. Current softwares are using hybrid approaches to represent 
shapes. Two approaches are available for the process of file management based on the 
presented approaches; 1) history-based modeling, and 2) direct approach.  
Design softwares such as Siemens NX, SpaceClaim, and Solid Edge are using B-
rep as the base for object representation in which the final part is defined from 
transformations, and other geometrical tools generated in one step as the direct approach. 
[16]. As can be seen in Figure 2-8, the surface of a CAD model can be represented using 
triangles. This first order piece-wise interpolation of a surface generates chordal error [21]. 
A CAD software generates tessellated surfaces based on a predefined chordal tolerance. In 
Figure 2-8, the surface of a sphere is tessellated based on three different chordal tolerances. 
Number of triangles for the STL model tessellated with 1 mm chordal tolerance is 586 
while the number of triangles for the model tessellated with 0.1 mm is 4262. The model 
tessellated with 0.01 mm chordal tolerance has 32746 number of triangles. As can be seen, 










Figure 2-8: Sphere represented using triangles. a) Chordal error=1 mm; b) Chordal error=0.1 mm; 
c) Chordal error=0.01 mm 
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2.4.1.3 Non-uniform Rational Basis Spline (NURBS) 
Parametric curves and surfaces have recently been broadly implemented in 
CAD/CAM systems due to their characteristics. The significant advantage of the 
parametric curves, and surfaces is their formulation consistency under geometric 
transformations. Bezier, B-spline and NURBS are the common mathematical models to 
construct a geometry in CAD/CAM systems. These parametric curves and surfaces are 
formulated using polynomials in a way that their coefficients have geometrical meaning. 
NURBS surfaces can be formulated as shown in Equation (2-1) [22]. The surface 
parameters are u, and v and the nu and nv are the number of control points for each basis 
function of the parameters. 
where 𝑃𝑖𝑗 and 𝑤𝑖𝑗 are the control points and their weights, {u0, . . . , un𝑢+p𝑢+2} and {v0, . . . , vn𝑣+p𝑣+2} are the knot vectors and,  𝐵𝑢𝑖(𝑢), and 𝐵𝑣𝑗(𝑣) are the basis functions 
defined based on a recursive formulas. The Cox-De Boor recursive formulas shown in 
Equation (2-2) and Equation (2-3) are defined to evaluate the basis functions [22].  
Figure 2-9 represents a surface of an sphere generated from the NURBS 
mathematical model. The details of the sphere surface construction is presented in [23]. 
NURBS has been also used in many research works recently to simulate and model the 
resulting manufactured surface errors [24]–[27] 
𝑆(𝑢, 𝑣) = ∑ ∑ 𝑤𝑖𝑗𝑃𝑖𝑗  𝐵𝑢𝑖(𝑢) 𝐵𝑣𝑗(𝑣)𝑛𝑣𝑗=1𝑛𝑢𝑗=1  ∑ ∑ 𝑤𝑖𝑗 𝐵𝑢𝑖(𝑢) 𝐵𝑣𝑗(𝑣)𝑛𝑣𝑗=1𝑛𝑢𝑗=1  (2-1) 
𝐵𝑖,0(𝑢) = {1 𝑢𝑖 ≤ 𝑢 < 𝑢𝑖+10 otherwise  (2-2) 




Figure 2-9: Sphere surface with its control points built using the NURBS mathematical model 
 
2.4.1.4 T-Spline 
T-spline is a new approach to define shapes based on a parametric definition [28]. 
T-spline has the same properties that a parametric definition such as NURBS has in terms 
of partial unity, basis function consistency under transformation, and topological 
variations. In addition to the parametric properties, T-spline has the ability to model a 
complex shape using a smaller number of control points compared to the NURBS 
definition.  Control points should be defined in a rectangular grid format in the NURBS 
structure. On the other hand, the data structure of a T-spline is considerably more complex 
than NURBS. There are different approaches to define a data structure for T-spline. In the 
NURBS definition, the basis functions are determined based on two knot vectors that are 
constant for the determination of each point on the surface. However, the basis functions 
of a T-spline are determined based on the local combination of knot vectors. This 
combination is determined based on a parametric layer called the pre-image of T-mesh, or 
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T-image. Based on this format two approaches are proposed to calculate a point on a T-
spline surface.  
 
Figure 2-10: Data structure of a T-spline surface [28] 
 
Based on the developed definition for a T-spline, a point on a T-spline surface can 
be calculated as follows: 
As can be seen in the Equation (2-1), a point on a NURBS surface is calculated 
through a grid-based approach for control points. A point on a T-spline surface is calculated 
based on control points individually. The rest of the parametric properties of a NURBS, 
and a T-spline are the same, and the methods that are parametrically developed for NURBS 
surfaces can also be used for T-spline surfaces. 
 
𝑆(𝑢, 𝑣) = ∑ 𝑤𝑖 𝑃𝑖𝐵𝑖(𝑢, 𝑣)𝑛𝑖=1∑ 𝑤𝑖𝐵𝑖(𝑢, 𝑣)𝑛𝑖=1  (2-4) 
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2.4.2 Constructive Solid Geometry 
A digital object can be defined using the Constructive Solid Geometry (CSG) 
format which is based on the superposition of some primitive shapes such as cylinders, 
cones, spheres etc. The interactions can be defined based on geometrical transformations 
such as translation, rotation, scaling and shearing. In addition to the geometrical 
transformations, Boolean operations are implemented to describe the effect of each 
primitive shape on defining the final solid object. There might be many ways to define a 
digital object using the CSG definition, which means the final object is not unique. This 
method of solid construction modeling is the base for the general approach of history-based 
modeling. Commercial softwares such as SolidWorks, CATIA V5 and NX are using this 
approach for the surface representation [16]. 
 
Figure 2-11: Constructive solid geometry (CSG) modeling procedure; reconstructed from [16] 
 
2.5 Design Methods 
AM has brought flexibility, speed, customizability, and complexity into 
manufacturing processes. This properties of AM processes provided the platforms required 
by the new paradigms such as do-it-yourself [29], topology optimization [30]–[33], and 
print-it-all [34]. The ability to construct complex shapes made AM the best choice for 
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manufacturing parts designed by topology optimization [35]–[40]. In topology 
optimization, an optimal design can be estimated using a compliance minimization 
approach. Compliance of a body can be approximated through a finite element analysis 
procedure. To minimize the determined compliance, a convex optimization process can be 
applied by considering intermediate densities for the elements of a structure [41]. This 
relaxation enables the use of gradient-based optimization algorithms which are 
considerably efficient for the optimization problems with large number of variables. 
However, the results of optimization converge toward a computational very stiff pattern in 
a finite element analysis that is difficult to manufacture. The issues of checkerboarding is 
one of such difficulties but, filtering, or smoothing the sensitivities has been proposed to 
avoid the checkerboards [42]. Using these approaches, final designs are more 
manufacturable for AM processes. However, some restrictions remain that need to be 
considered when designing parts for AM. SIMP algorithm [42] is one of the most 
successful methods to optimize a body that is based on reducing the material, and 
increasing a measure of stiffness. The result of topology optimization usually is a set of 
some solid elements that can be directly sliced for the process of an AM process [43], [44]. 
Although the flexibility of AM processes in terms of fabrication of complex models are 
considerably more than the conventional manufacturing processes, for some model that 
have overhang structures an extra material is needed to support the structure. This 
constraint can be considered in the process of topology optimization to reduce the overhang 
structures in the final design [45].  
Fitting NURBS surfaces can be used as the post-processing of a topology 
optimization problem to define a smooth, and manufacturable design. The process of fitting 
eliminates the manufacturing related problems associated with the results of a topology 
optimization such as stair step boundaries, and intermediate densities.  NURBS surfaces 
are used to define the boundaries smoothly which is important for the process of 
fabrication. The other important advantage of using this procedure for post-processing is 
the ability of NURBS surface to analytical represent surfaces. The surface can be modified 
by simply changing the position of control points. Figure 2-12 shows the implementation 
of NURBS to represent the density distributions on the design domain [46]. Topology 
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optimization software SolidThinking Inspire, provides a tool (PolyNURBS) to implement 





Figure 2-12: NURBS representation of density distribution over the design domain in: a) NURBS 
surface for a 2D design domains; b) NURBS hyper-surface for a 3D design domain [46] 
 
2.6 Additive Manufacturing Data and Preprocessing  
Two main approaches have been introduced to define shapes in a digital 
environment. The first approach is to define an object using polygonal or triangular mesh 
where each surface of a part is approximated by some polygons or triangles. This process 
is called surface tessellation. In the process of tessellation, chordal errors might be 
generated because of the discretization of a continuous surface by planar surfaces 
specifically for freeform and complex surfaces. The magnitude of the errors is highly 
dependent on the number and the distribution of the planar surfaces. In addition to the 
parameters of the tessellation process, by increasing the geometric complexity and the size 
of the surface, the number of planar surfaces constructing the continuous surface can be 
exponentially raised.  
The second approach to transfer the geometrical information of an object to an AM 
system is to directly use the continuous definition of the surfaces. The accuracy and 
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efficiency of this approach can be considerably more than the other approach of using the 
tessellated surfaces. However, many mathematical expressions are developed to define 
geometries with distinctive features. Developing a CAD system using all the mathematical 
expressions defined for a specific geometry is challenging and inefficient. This problem 
can be solved using the comprehensive parametric definitions such as NURBS in which 
the basic mathematical formulation to represent any shapes is consistence.  
The NURBS definition is the common approach to define continuous surfaces 
because of its advantageous properties. However, due to the lack of efficient algorithms to 
process NURBS surfaces for the applications such as slicing, or tool path generation, the 
common approach is still using triangulated surfaces for these processes. The accuracy of 
a layer-based additive manufacturing process is directly dependent on the process of slicing 
to generate the contours for each layer. The contours for each layer of triangulated surfaces 
can be determined by finding the intersections between the triangles and the slicing planes. 
However, a closed-form solution to find these contours for NURBS surfaces is still not 
available, and heuristic algorithms have been used to find the section contours.   
As previously mentioned, there are two main approaches to find the cross-sections 
of CAD models based on how the model surfaces is constructed. An additional procedure 
is required to convert the continuous surfaces to triangles. The process of finding a layer’s 
contours based on both of the described surface construction methods (i.e. tessellated 
surfaces, and continuous surfaces) are called intermediate file slicing, and direct slicing 
respectively. 
The geometrical complexity is the factor from which the layer thicknesses can be 
determine in the process of adaptive layer thickness printing. A measure to evaluate 
geometric deviations is needed for the slicing procedure. As shown in Figure 2-13, the 
boundary of a model is approximated using some steps. The height of these steps are 
important for the formation of the deviations. Different criteria are presented to determine 
the deviations. Cusp height, cusp volume, and surface roughness criteria are the common 
approaches to measure the geometrical deviations. The direction of the deviations is also 
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required for the process of slicing which is dependent on the part’s functionality, and the 
availability of post-processing, Figure 2-14.  
The first presented criteria was cusp height, which is the maximum distance 
between the CAD model and its step approximation model [48]. Based on the criteria, Zhou 
et al. [49] developed an algorithm to adaptively slice CAD models based on non-uniform 
cusp heights determined from the part’s tolerance requirements. They used STEP file as 
the input for the process of direct slicing. The marching algorithm is used to find the cross-
section points between the slicing plane and CAD model surfaces. The other approach to 
measure the surface deviations of AM parts is to use surface roughness criteria such as Ra, 
or Rz. The shape of the boundaries of layers are approximately uniform in an AM process. 
Based on the expected shape, the surface roughness of the final part can be determined 
before the printing process. Pandey et al. [50] defined a parabolic shape function for the 
edge profiles of layers. The shape function was used to determine the surface roughness of 
the part (Ra), instead of considering the layers’ edge as rectangular shapes. Another 
approach is to use a polynomial model for the representation of cusp geometry [51]. In a 
study by Lalehpour and Barari [52], the surface roughness of parts are calculated based on 
an analytical model in which total least squares is used to find the centerline of the 
deviations. 2D surface evaluation methods such as cusp height, and Ra are not the ideal 
option for complex shapes due to the inconsistencies in the part’s profiles. Surface 
topography and surface inspection in 3D can be the proper methods to evaluate the surface 
quality of complex parts [53]–[55].  
Di Angelo et al. [56] proposed that the criteria for surface deviation evaluation can 
be categorized into three approaches: 1) theoretical, 2) empirical, and  3) semi-empirical. 
In the theoretical approaches, geometrical deviations are determined based on the model 
defined for the stand boundaries. The empirical models are the models derived from the 
interpolation/approximation of measured data from printed parts. Semi-empirical models 
are the models developed based on a mathematical model in which some parameters are 
defined for the calibration of the model from the results of the experiments. In the study by 
Di Angelo et al. [56], Pa is defined for surface roughness estimation where it is equivalent 
to the amount of material needed to fill the voids on the surface comparing with ideal 
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geometry. They argued that Ra misrepresents the results of surface roughness evaluation 
of the parts manufactured by AM methods. In Ra evaluation procedures the waves with 
long lengths are filtered to eliminate the effect of waviness. Based on the standard 
definition for surface roughness evaluation, waves are categorized into two groups: 1) 
roughness defined as the waves shorter than cut-off; and 2) waviness defined as the waves 
bigger than the length of cut-off [57]. Coordinate metrology based on captured 3D data has 
been used for AM surfaces even considering their complex waviness [58], [59].  
 
Figure 2-13: Cusp height representation. Inspired from [60] 
 
Figure 2-14: Tolerancing scenarios in a layer-based process planning; (a) tolerances defined in 
negative and positive directions (b) negative direction (c) positive direction. Inspired from [49] 
 
In order to evaluate the surface deviations using a 3D approach, Kumar and 
Chandan [61] developed an algorithm to determine the volume of deviations resulting the 
stepped approximation of the boundaries of an ideal CAD model. The proposed approach 
determines the geometrical deviations with more accuracy. However, as the authors 
mentioned, the computation time required to determine the volumetric deviations 
considerably rises when the geometric complexity of the CAD model increases. Hayasi 
and Asiabanpour [5] presented a method to determine the geometrical deviations based on 
three geometric features that can be determined by the comparison between the ideal 
model, and its stepped approximation. These geometric features are the aerial deviations 
between two adjacent layers and the triangle areas constructed by projecting the boundaries 
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on the two origin planes perpendicular to slicing plane. This model simplifies the 
complication to evaluate the cusp volumes in 3D. However, a more accurate model is 
required for complex models where the projection of part on the origin planes varies by the 
rotation of the CAD model. In a study by Rianmora and Koomsap [62], image processing 
techniques are implemented for direct slicing. In the proposed method, the slicing positions 
are determined based on the complexity of the model evaluated from the two orthogonal 
views of the model perpendicular to the slicing planes. 
The aforementioned methods are defined to estimate the printed parts deviations. 
The other approach for determination of slicing parameters is to use geometrical 
information of CAD models which have a direct relationship with the creation of the 
deviations such as curvature, and slope. The studies show that the stair case effect is 
dependent on the inclination angle of parts along the build direction for planar surfaces 
[63], and curvature for freeform surfaces [64]. The other criteria such as printing time, and 
cost also have been considered for the determination of slicing parameters. Instead of 
planar layers, Chakraborty et al. [65] developed a method to generate curved layers for 
Fused Deposition Modeling (FDM) or FFF process. The flexibility of the process to reduce 
the stair case effect, and reduce the number of layers was increased through the better 
fitness between the layered part, and the ideal model using the curved layer method. 
A combination of objectives is implemented in the methodology for adaptive direct 
slicing NURBS surfaces presented by Sikder et al. [66]. In addition to the surface errors, 
the developed objective function considers cost as well as time factor in determination of 
layer thicknesses. The authors also proposed a methodology to globally reduce the surface 
deviations [67]. They proposed that instead of determining the layer thicknesses based on 
local values of slope, or curvature, the summation of deviations can be implemented to 
evaluate the list of layer thicknesses. In the next two sections, the available slicing methods 




2.6.1 Slicing Procedures for Intermediate Files 
Slicing methods determine the intersections of the slicing planes with the CAD 
model triangles for finding the contours of each layer. The line-pieces generated after the 
slicing procedure are the only information extracted from the surface. This procedure is the 
main approach for the layer-based processes such as additive manufacturing and reverse 
engineering because of the comprehensivity of this approach in defining any shape [68], 
[69].  
STL file is the standard format to represent objects for the AM processes. In a STL 
file (the standard format in AM processes), an object is commonly shown by a set of 
vertices, and their connectivity [70]–[72]. The general assumption for a model represented 
by a STL file is that all surfaces are constructed using a list of unordered triangles. The 
basic procedure to slice a tessellated model is to examine all slicing planes versus all 
triangles. The information needed for a slicing process is the layer thicknesses, and the 
heights of slicing planes as visualized in Figure 2-15. Determination of layer thicknesses 
is a separate operation that is carried out prior to the slicing operation which will be 
discussed later in this chapter. 
The slicing process for STL files is more simple, and is more reliable than slicing 
CAD models with different definitions. A basic slicing procedure for tessellated models 
starts by reading the information of triangles. The information is defined in three matrices. 
One matrix has the information of the Cartesian positions of vertices, the second matrix 
has the connectivity information of triangles, and the last matrix has the normal vectors of 
all the triangular facets. In a standard STL file, there is no topological information available 
about the surface [21]. 
The next category of information needed for the slicing procedure is the 
information of the slicing planes, and the orientation of the CAD model. The normal vector 
is usually considered to be parallel to the z-axis. The orientation of the CAD model is often 
changed from its original definition in order to optimize the fabrication properties in terms 
of maximizing the surface quality, minimizing the build time, and to reduce the volume of 
the required support structures. The part’s orientation can be directly determined based on 
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the elemental density distribution extracted form a topology optimization process [73]. The 
next important information about the slicing planes is their positions in z-directions. The 
distance between the slicing planes are crucial because of the direct effect it has on the 
properties of the final part. These parameters can be determined based on separate 
algorithms.  
 
Figure 2-15: A schematic representation of a slicing problem for a STL file 
 
The slicing process starts by finding the intersections between the triangular facets 
with the slicing planes. The advantage of the slicing procedure using STL files is the 
availability of a closed-form solution in finding the intersection points between the slicing 
planes and triangles. In the basic approach that is shown in Figure 2-15, all of the triangles 
are checked to determine the intersections with the slicing planes. The downside of the 
slicing procedure is when the number of triangles, and the size of a part increases, the 
slicing time inherently increases considerably. The other drawback for slicing STL files 
are the situations where the intersections are not acceptable for contour generation. Figure 
2-16 shows all the possible conditions for finding the intersections. The only acceptable 
condition in Figure 2-16 is condition “c”, where just two intersection points between the 
slicing plane, and the corresponding triangle exist. To resolve the problem of finding the 
intersections for the conditions “a”, “b” and “d”, it is suggested to add a small value , ε, to 
the coordinate of one of the vertex that has intersection with slicing plane to reach the 
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condition “c” [74].  Different methods are suggested to optimize the number of triangles 




a) b) c) d) 
Figure 2-16: Scenarios in a slicing process of a STL file: a) intersection of one vertex of a triangle 
with a slicing plane; b) intersection of an edge of a triangle with slicing plane; c) intersection of 
two edges of a triangle with a slicing plane; e) intersection of all three edges of a triangle with a 
slicing plane 
 
Minetto et al. [74] developed an optimal methodology to slice a 3D triangulated 
surface. They developed a method in which instead of trying all triangles for finding the 
intersection contours at each layer, three filters are implemented to sort the triangles for 
each layer. This algorithm decreases the slicing time specifically for the models defined by 
a large number of triangles. As discussed, using planar and curved triangles for surface 
tessellation generates chordal errors in model representation. Increasing the number of 
triangles reduces the chordal errors in the surface generation, however, this approach 
considerably increases the computation time in representation, and slicing procedures. Zhu 
et al. [76] presented a slicing algorithm for a welding arc deposition in a layer-based 
manufacturing system. They decomposed an ideal model into sub-volumes in a way that 
the deposition process will be in one direction. The STL file is used as the intermediate file 
for the process of slicing. 
The large number of triangles, and low dimensional accuracy are the main 
drawbacks of using surface tessellation approaches to define CAD models for the process 
of slicing. The large number of triangles occurs when the chordal and angular tolerances 
are considered as small numbers in comparison with the surface dimensions and 
complexity. The low dimensional accuracy is because of the approximations which occurs 
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during the surface tessellation procedure. Curved patches such as second degree Hermit 
and Steiner patches are introduced to reduce the chordal errors in the tessellation procedure  
[77], [78]. Nevertheless, chordal error happens in the process of tessellation using these 
patches. Moreover, the computation time of the process of tessellation for the patches are 
considerably more than the tessellation using the planar triangles. 
The other proposed method to define CAD files for the process of slicing is the 
rectangular biquadratic Bezier surfaces which improves the efficiency and accuracy in 
finding the layer cross-sections [78]. This is based on the same approach as Steiner patch 
which triangular rational Bezier surfaces are used for the process of surface tessellation 
[77]. Six control points and weights are needed to define a Steiner patch using the rational 
Bezier definition [79], [80]. The tangent planes, and the corner control points of the Steiner 
patch should be consistent between the patches to satisfy the continuity conditions. 
Determination, and storing the control points and weights to define the patches are 
computationally more expensive than STL files in this definition. In addition, an additional 
algorithm is needed to fit the Steiner patches to the NURBS surfaces. Defining a surface 
using the Steiner method has the advantage for slicing applications in which finding the 
intersections between the patches, and the slicing planes is carried out using a closed-form 
solution.  
Intermediate file slicing can also be carried out by voxel-based raytracing which is 
typically used in computer graphics to determine the shading, and the lighting of a view of 
an object [81], [82]. The computational time and accuracy of these algorithms are 
dependent on the number of voxels defined for the object. Zheng et al. [83] presented an 
adaptive direct slicing technique to slice 3D microstructure models based on a tilted voxel 
definition for the process of two-photon polymerization.  
 
2.6.2 Direct Slicing of CAD Models 
Direct slicing processes are developed to find the slice plane intersection contours 
from the exact representation of CAD models. There exists many formats defined to 
construct, and store the information of a CAD model. In chapter 3, the details of CAD 
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formats used to represent a design in a digital environment are discussed. In common 
practice, CAD models can be described based on two main categories which are: 1) 
Constructive Solid Geometry (CSG), and 2) Boundary Representation (B-rep). The direct 
slicing procedures are comprehensively investigated for the B-rep CAD formats in which 
NURBS surfaces are used to represent the surfaces of an object. Two approaches have been 
introduced in literature for slicing parametric surfaces: 1) subdivision-based contour 
extraction, and 2) tracing-based contour extraction methods. In the first approach, the 
surface is subdivided, and the subdivisions are checked to find the ones that have 
intersections with the slicing plane. The sub-surfaces that have an intersection with the 
slicing plane are kept for the next iteration of the subdivision process. The subdivision 
continues until the sub-surfaces become smaller than a desired tolerance. In the second 
approach, the cross-section points are searched on the CAD model surfaces by tracing the 
points on a specific height by means of the surface tangent vector defined on the slicing 
plane [84]. The accuracy of the subdivision-based method is usually lower than the tracing-
based algorithms, but can be carried out with higher computational stability [85].  
A considerable number of studies have focused on the slicing parametric surfaces 
such as NURBS surfaces due to the advantageous properties of the NURBS definition. 
Starly et al. [86] developed a method to directly slice CAD models defined by NURBS 
surfaces to eliminate of the drawbacks of using STL files in the applications which 
accuracy, file management and using different materials is important. In the direct slicing 
procedures, the computation time, and the accuracy is a concern specifically for the 
surfaces that have a large number of knots and large weight values for the control points. 
An efficient direct slicing algorithm is required that have the flexibility to consider specific 
criteria such as minimum and maximum available layer thickness on the AM machine or 
geometric properties such as slope and curvature for evaluating the layer thicknesses.  
Nittler et al. [87] developed a process plan to slice, and generate nozzle trajectory 
paths for minimizing the build time through the adaptive generation of nozzle speed. The 
paths of the boundaries of the layers are generated using a NURBS interpolation algorithm 
to improve the accuracy of the movements at the boundaries. The point projection approach 
is used to find the boundary curves. This approach needs implementation of a subdivision 
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process to subdivide the NUBRS surface at its knots to convert them to Bezier patches 
[88]. An optimization method is needed to find the corresponding NURBS curve fitted to 
the subdivided patches. A zigzag pattern was implemented to generate the infill paths after 
the optimization of the slopes of the rasters because of its simplicity, and speed. The Quick 
Surface Reconstruction (QSR) module of CATIA V5TM was used to obtain the NURBS 
surface. This process reduces the noise, and the outliers of the determined scans as well as 
provides the analytical information about the surface. The chord length parametrization 
approach was selected for the process of surface fitting. This approach, as shown in many 
research studies, has difficulties in constructing complex contours such as those that widely 
appear in biomedical models.  
Direct slicing approaches can be very effective to preserve the accuracy of CAD 
model. However, because of the difficulties in implementation of a comprehensive, and 
stable direct slicing algorithm, these algorithms are not the main approach in AM processes 
today. In the following sections, the available methods to extract curves from a parametric 
surface are discussed. First, extraction of an ISO-parametric curve from a control point 
based parametric surface is discussed. The next approach is to reparametrize the surface to 
find the desired ISO-parametric curve to be extracted from the surface. The conventional 
methods to extract a contour on a NURBS surface will be discussed in the next sections.  
 
2.6.2.1 Surface Reparameterization 
In a parametric definition, a curve in Cartesian space is the result of deformation, 
or mapping of a straight line that is defined in the parametric space [22]. A surface is the 
results mapping of a 2D plane in the parametric space to the 3D Cartesian space. To find 
an ISO- parametric line on a parametric surface, a possible way is to find a corresponding 
straight line in the parametric space. Equation (2-1) describes the formulation of an ISO-
parametric curve on a NURBS surface. 
𝐶𝑣0(𝑢) = 𝑆(𝑢, 𝑣0) = ∑ ∑ 𝑤𝑖𝑗𝑃𝑖𝑗  𝐵𝑢𝑖(𝑢) 𝐵𝑣𝑗(𝑣0)𝑛𝑣𝑗=1𝑛𝑢𝑗=1  ∑ ∑ 𝑤𝑖𝑗 𝐵𝑢𝑖(𝑢) 𝐵𝑣𝑗(𝑣0)𝑛𝑣𝑗=1𝑛𝑢𝑗=1  (2-5) 
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The curve with a constant parameter (e.g. 𝑣0) is called an ISO-parametric curve. 
Moreover, depending on the constant parameter, the curve is further classified as a u-curve 
when v is constant, or conversely classified as a v-curve when u is constant [22]. Figure 
2-17 shows an ISO-parametric curve defined on a NURBS surface. This definition is the 
fundamental concept for reparameterization algorithms. 
 
Figure 2-17: Extraction of an ISO-parametric curve on a NURBS surface 
 
The parametrization properties of a surface, or of a curve is highly effective for 
reaching accuracy, and efficiency in certain CAD/CAM procedures such as finding the 
slice intersections as well as in the tessellation process [89]. The idea of reparameterization 
is to modify the parametric domain in a way that specific points, curves, or patches can be 
found on parametric curves or surfaces. Möbius transformation is a rational function to 
deform the square parametric domain. This transformation is a versatile mapping tool for 
parametric surfaces. Equation (2-6), and Equation (2-7) show the Möbius transformation 
applied to the u, and the v parameters. The new parameters s, and t can be used to construct 
the surface in Cartesian space. 
The shape of the surface does not change by changing α and β in the Möbius 
transformation. To increase the flexibility in defining a reparametrized ISO-curve, α and β 
𝑢(𝑠) = (𝛼−1)𝑠 2𝛼𝑠−𝑠−𝛼  𝑣(𝑡) = (𝛽−1)𝑡 2𝛽𝑡−𝑡−𝛽  𝛼 ∈ (0,1)  𝛽 ∈ (0,1)   (2-6) (2-7) 
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can be defined as a linear function of the other parameter with two constants as shown in 
Equation (2-8) and (2-9). 
An algorithm to find the corresponding control point of the quadratic reparameterization 
of a rational Bezier surface is proposed in [90]. Figure 2-18 shows the reparameterization 
procedure for a rational B-spline surface. The distribution, and the shape of the ISO-
parametric curves are changed after imposing the reparameterizations.  
   
a) b) c) 
Figure 2-18: Surface reparameterization; a) Original surface; b) Mobius transformation; α = 0.3 
and β = 0.8; c) Mobius transformation (quadratic); α1 = 0.65, α2 = 0.3, β1 = 0.45 and β2 = 0.7 
 
Using reparameterization, curves defined in the parametric domain can be shown 
as ISO-parametric lines after reparameterization. Solutions for finding the explicit 
representation of rational Bezier surfaces for different shapes in the parametric domain 
such as hyperbola [90], and parabola [91] are developed to approximate the domain curves. 
The application of reparameterization can be used in a slicing procedure to find the exact 
curve on the surface. This procedure increases the accuracy of the slicing procedure. This 
information can be used for the downstream algorithms to accurately determine other 
properties of the surface by keeping the original properties of the surface at the slices. 
 
𝛼 = 𝛼1𝑡 + 𝛼2(1 − 𝑡)  𝛽 = 𝛽1𝑠 + 𝛽2(1 − 𝑠)  𝛼1, 𝛼2 ∈ (0,1)  𝛽1, 𝛽2 ∈ (0,1)   (2-8) (2-9) 
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2.6.2.2 Subdivision-Based Contour Extraction Method 
The problem of surface definition for finding curves on surfaces is that the surface 
can not be represented by primitive definitions (i.e. cylindrical, spherical or any surface 
parametrization) to execute path movements with finite stopovers to cover the surface [92]. 
One of the main applications of subdivision algorithms is to find the intersection curves 
required for representing CAD models defined based on the B-rep approach [93], [94]. In 
the subdivision-based slicing method, the surface is subdivided until reaching a predefined 
tolerance. Subdivision based algorithms to find points on curves [95], [96] and surfaces 
[97]–[100]  are based on the same principles of a bi-section optimization method. This 
method of finding cross-section between a slicing plane, and a continues surface is more 
robust than the other algorithms proposed for slicing.  
Subdivision-based algorithms are a common approach to solve various CAD/CAM 
problems such as finding slices for AM [86], [101], applying Boolean operators on surfaces 
[102], [103], collision detection [104], [105], and for subdivision-based surface 
intersection [106], [107]. In a study by Starly et al. [86], a subdivision-based algorithm is 
developed to find the bounding boxes for the process of contour extraction. One of the 
issues in the implementation of the subdivision processes is ordering, and extraction of 
points from the surface after the subdivision process. An average point, or a mid-section 
curve can be selected to represent the intersection curve. Zhou [85] proposed a direct 
slicing method that is based on the subdivision process in which subsurfaces are 
approximated with two triangular planes to evaluate the flatness of the patches in each 
iteration. The error between the subdivided patches, and the fitted triangles is used as the 
termination criterion for the algorithm. The intersection lines between the triangles and 
slicing planes are extracted as the components of the intersection curve in the proposed 
algorithm [85].  In chapter 3, the details of finding intersections using subdivision process 




2.6.2.3 Tracing-Based Contour Extraction Method 
Tracing-based contour extraction methods is another widely used technique in 
commercial softwares for the slicing procedure of parametric surfaces. This method is a 
common approach to solve the problem of surface/surface intersection which 
computationally is more efficient than the subdivision-based methods. To find an arbitrary 
curve resulting from the intersection of two surfaces, the intersection curve can be traced 
using the differential properties of the parametric surfaces. For each intersection point, the 
objective is to evaluate the increments 𝛿𝑢, and 𝛿𝑣 from the current intersecting position 𝑢, 
and 𝑣 such that the intersection function remains zero. Equation (2-10) describes the 
intersection function where 𝑍 is the Cartesian coordinate of the parametric surface in z-
direction, and 𝑍𝑖 is the height of the slicing plane [108]. 
A solution is to use Tylor series expansion to find proper parameters within the 
vicinity of the previous intersection point parameters. To implement a tracing algorithm 
for a slicing problem, first, all of the starting points for each layer should be evaluated in 
advance [109]. The crucial challenge is to ensure that the selected point is the starting point 
of the intersection curve. Optimization-based, and heuristic-based algorithms have been 
developed to find the starting points [110]. In order to find the increments 𝛿𝑢 and 𝛿𝑣, 
different approaches are suggested from constant steps to adaptive steps using differential 
equations. Straying, or looping are the unstable situations that might happen in a tracing 
process [109], [111]. The other drawback of using a tracing-based approach in a slicing 
process is the singularity points where the tangent plane does not exist. Tracing methods 
are widely developed for CNC machining where tool radius compensation can be applied 
directly in the process of finding the reference points [108], [112]. Figure 2-19 illustrates 
the contours for CNC machining determined form a tracing-based algorithm. 




Figure 2-19: Surface machining contours resulted from a tracing algorithms (part of a figure in 
[92]) 
 
A set of reference points are needed to be extracted from the surfaces at constant z 
heights for the generation of tool paths in the machining of freeform surfaces. Farouki et 
al. [108] presented a method to interpolate Pythagorean-Hodograph (PH) curves extracted 
from parametric surfaces for contour machining. They used the tracing-based approach to 
extract reference points on surfaces. Feng et al. [84] developed a methodology for the 
adaptive slicing of T-spline surfaces. A tracing-based approach was used to find the 
reference points for each layer, based on an algorithm presented in [113]. The algorithm 
finds the reference points by marching in the direction of tangent vectors. Overall, tracing-
based approaches are fast and accurate when the algorithm starts from a proper point on 
the surface. The algorithm should be combined with a heuristic, or an optimization 
algorithm to find the initial point.  
 
2.7 Additive Manufacturing Process Modeling  
As mentioned, a poor surface quality, as well as geometrical inaccuracies are the 
drawbacks of using AM processes in production [114], [115]. In addition to geometric 
related errors, process and machine-related errors are the other important sources of errors 
which effect the final part accuracy. In most of AM processes, a part is constructed based 
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on joining a sequence of layers. Each AM process has its own process of layer deposition. 
The accuracy of the algorithms to determine the process parameters for the deposition is 
highly effective on the final part accuracy. An effective adaptive slicing procedure is also 
important for the surface quality of the final part which is defined as the process of finding 
the best step fit for the model boundaries in z-direction. However, in practice the shape of 
the boundaries are not ideal planar surfaces, specifically in the popular FFF process. In this 
research, the FFF process is considered for investigation of the deposition process 
parameters because of the wide range of applicability of this AM process. 
In the FFF process, the element which constructs a layer is called the strand [116], 
or the deposited road [117]. The shape of this element is highly important on the final part’s 
dimensional accuracy. Global calibration approaches, based on I-optimality criterion [118], 
fuzzy logic with integration of Taguchi [119] are proposed to improve the dimensional 
accuracy. The other presented approach was to use post-processing methods such as 
machining, or solvent vapor smoothing [120] to improve surface roughness of AM parts. 
However, an accurate model to estimate the shape of strands to be deposited is more 
effective in improving the quality of the final part. 
The surfaces of printed parts are constructed based on joining strands in an FFF 
process. The shape of the boundaries of strands determines the surfaces signatures of the 
final part. It is crucial to have an accurate geometrical model for the process of strand 
deposition in order to control the surface roughness, and to improve the dimensional 
accuracy of the final part. The accurate model is highly demanded when the geometric 
complexity of the part increases. The accuracy of the geometrical model of strand 
boundaries directly effects the accuracy of other simulation models such as the heat 




Figure 2-20: Defined shape functions for determination of width of strands [116] 
 
Different approaches were proposed to model strand deposition such as numerical, 
and experimental simulations. In a study by Xia et al. [121], a computational fluid 
dynamics (CFD) simulation was developed for deposition of multi-layers in the FFF 
process where the focus was on heat distribution, and the contact area between layers. 
Speed fluctuations were found to be the main cause for dimensional errors. The process of 
solidification was modeled to estimate shrinkage and residual stress [122]. CFD modeling 
in another study was used to simulate the process of FFF, where the layer thickness (gap 
size), and the material flowrate were considered in the investigation [116]. The shape of 
strands, and the printing forces were investigated at different values for the defined process 
parameters. The CFD simulations are suitable for simulating the strand, and the interaction 
of layers. However, CFD is a computationally expensive way to determine the values of 
the process parameters in adaptive layer thickness printing, as well as in globally 
simulating the errors in the final part. An accurate shape function for strands considerably 
reduces the computational time for solving the local deposition simulations for a variety of 
process parameters. One of the important applications of the shape function of strands is 
the prediction of surface roughness of the printed parts. Rectangular, circular and elliptical 




Figure 2-21: Boundary model for strands [123] 
 
In a study by Boschetto et al. [123], a geometrical model to represent the strand 
boundary is presented to estimate the surface roughness of FFF parts. Experimental design 
and analysis is carried out to find the most effective process parameters in the deposition 
process. As shown in Figure 2-21, the model is defined for the external side of strands to 
be used for surface roughness evaluation. All of the process parameters are linked with the 
shape variables, r, and f. In another study, the authors developed a model to consider the 
deviations from the nominal form [124]. The models can estimate the surface roughness 
based on the modeling of the outer surface of strands. However, the models do not have 
the generality to be used in determination of the flowrate in deposition process. Barari et 
al. [53] developed an analytical model which simulates the boundaries of printed parts 
based on measurement results using NURBS definition. Elliptical models were developed 
to estimate the shape of strands after the deposition process with different process 
parameters [56], [125]. However, the models should keep their accuracy for the variety of 
input parameters in adaptive layer thickness printing process, and for the calculation of 
flowrate of the deposition process. 
This thesis presents a new model for the prediction of the shapes of strands which 
improves the surface quality, and the geometric accuracy of AM parts. The experimental 
results, and the results of simulations are compared to verify the proposed shapes. The 
presented model was specifically developed for the process of adaptive layer thickness 
printing in which the results of deposition are affected by changing the layer thicknesses. 
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In the proposed model, a history of strand thicknesses, and strand widths is considered for 
determining the strand thickness, and strand width of the subsequent layer. 
 
2.8 Chapter Summary 
In this chapter, the main AM methods, and their fundamentals are introduced. In 
the next section the available machines and their specification for part fabrication were 
investigated. In the following sections, literature reviews about the available models to 
represent models in digital environment was provided. The developed methods to extract 
contours from parametric surfaces as well as tessellated surfaces with their respective 
slicing methods were introduced in the following section. In the last section, the available 





Chapter 3 : Methodology 
3.1 Introduction  
The proposed approach to increase the AM precision is by means of improving the 
quality of data used to control and plan the process. The methodology presented in this 
chapter is developed based on the concept of adaptive slicing. A methodology is developed 
that is based on direct slicing, and an analysis of geometric curvatures, and slopes. A 
customized version of the multistep method, a modified version of the subdivision method, 
and a new model to represent the geometry of the printed strands in the process, are used 
to solve the resulting problem.  
 
3.2 Contour Generation for AM 
As mentioned in chapter 2, slicing CAD models are classified into two main 
approaches [21]. The first approach is to directly slice the solid, or the surface model. The 
second approach is to use an intermediate operation to generate the tessellated 
representation of the CAD model to facilitate in finding the contours of the layers. Direct 
slicing algorithms usually provide more accurate results because of the elimination of 
chordal errors. In this chapter, a slicing method is developed to directly find sections of a 
CAD model. This direct slicing algorithms is developed based on a subdivision based 
algorithm and the surface modeling approach to improve the accuracy, and the reliability 
of the extraction of curves from a parametric surface.  
 
3.2.1 The Developed Method to Extract Surface Profiles  
The subdivision-based algorithms are independent from the topology of the 
intersecting surfaces which render them as stable, and reliable algorithms. However, a large 
number of subdivisions may be needed to reach a desired resolution for dimensionally 
large, and complicated surfaces. Therefore, the computation speed for the surfaces with 
large dimensions compared with their local complexity is remarkably slow and a large 
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memory space is required for the numerical procedure. Figure 3-1 illustrates the steps of a 
subdivision process for a NURBS surface.  
a) b) c) 
d) e) f) 
Figure 3-1: Subdivision process to find intersections between a plane and a NURBS surface 
 
A subdivision algorithm typically starts by subdividing the original surface into 
four subsurfaces. The min-max box of the control net of each subsurface is calculated in 
the next step. Each box is compared against the slicing plane to check if there is any 
intersection. If the box has any intersection, the subsurface is kept to be subdivided in the 
next iteration. This process continuous until reaching a predefined termination parameter 
which is usually defined as the size of the box. 
Subdivision methods are more robust compared to tracing methods where the 
determination of starting points because of the singular points sometime is challenging. 
However, the result of subdivision-based algorithms are patches that have intersections 
with the slicing plane. A method is needed to determine the appropriate representative 
points, or curves after the process of subdivision which involves approximation. Moreover, 
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the speed of subdivision can be slow when a small tolerance is considered for the size of 
patches as the termination criteria. A method can be introduced to efficiently subdivide the 







Figure 3-2: Proposed initial subdivision process for a parametric surface. a) original surface; b) 
determined bottom patch after subdivision at 𝑢𝑖 − ∆𝑢/2; c) final patch after subdivision of the 




In the proposed subdivision process, the surface is first parameterized to find a grid 
which the distances between the extracted points on each section is uniformly distributed. 
Then, a parameter interval can be determined for the first step of the subdivision process 
based on the grid. To subdivide the surface based on the determined interval, a pattern is 
proposed for the initial subdivision process. Figure 3-2 describes the initial subdivision 
process developed for a NURBS surface. In this process, the surface is first subdivided at 
parameter "𝑢𝑖 − ∆𝑢𝑖/2". The value of 𝑢𝑖s are the parameter values determined for each 
slicing plane. The process of determining the parameter values for each slicing plane is 
developed based on a parametrization algorithm. The other value needed for the initial 
subdivision process is a parameter deviation, ∆𝑢𝑖. An algorithm is developed to find the 
parameter deviations using uniform parametrization. In the next two sections, surface 
section parametrization, and multistep methods are described. Both methods are used in 
the proposed algorithm for determining the parameter deviations.  
 
3.2.1.1 Surface Section Parametrization 
The main objective in surface section parameterization for a slicing process is to 
create a link between the parameter of the surface section with its spatial coordinate at a 
specific z-height. This solution has many applications such as path planning for planar 
NURBS curves in CNC machining as well as control motion. The developed 
methodologies for the direct slicing of NURBS surfaces calculates the cross-sections inside 
the CAD models which is based on numerical optimization algorithms [127]–[130]. Most 
of the introduced methodologies are developed for planar curve parametrization. To 
implement a parametrization procedure for a NURBS surface, a methodology is developed 
to provide the information needed to increase the efficiency and speed of a slicing 
procedure. The first step is to provide the first derivative of a surface section curve at a 
constant v as shown in Equation (3-1). 
𝑑𝐶𝑣𝑗(𝑢)𝑑𝑢 = 𝑑𝑆(𝑢, 𝑣𝑗)𝑑𝑢  (3-1) 
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The first determined derivative of the surface can be used to calculate the length of 
the section curve at the interval of [𝑢𝑖 , 𝑢𝑖+1] based on the definition of an arc length of a 
parametric curve, as represented in Equation (3-2). 
To form a surface section parametrization, the parameter 𝑢 can be considered as a 
function of a new parameter 𝜉. The 𝑢(𝜉) function can be defined in a way that provides a 
desired distribution of parameter 𝑢 on the surface section curve. The function can be 
estimated by a Taylor series which estimates the function values at a vicinity of a parameter 
based on the function derivatives. Considering a constant step between the parameter 𝜉 
values, the next value of the parameter, 𝜉𝑖+1, can be determined based on the Taylor series 
as shown in Equation (3-3).  
where  
𝑑(𝑢(𝜉))𝑑𝜉  can be determined by the chain rule derived in Equation (3-4). 
𝑑𝐿𝑑𝜉 is referred as the slicing speed and is used to create the link between the spatial 
coordinate, and the parameters of the section curve by taking the derivative of the section 
curve with respect to parameter 𝜉. Thus, the 𝑑𝑢𝑑𝜉 can be determined by Equation (3-5) where 
the 𝑑𝐿𝑑𝜉 is shown by 𝛺(𝜉). 
𝐿 = ∫ |𝑑𝐶𝑑𝑡 | 𝑑𝑡𝑢𝑖+1𝑢𝑖  (3-2) 
𝑢(𝜉𝑖+1) = 𝑢(𝜉𝑖)  +𝑑𝑢𝑑𝜉|𝜉𝑖 (𝜉𝑖+1 − 𝜉𝑖) + 𝑑2𝑢𝑑𝜉2|𝜉𝑖 (𝜉𝑖+1 − 𝜉𝑖)2 + ℎ𝑖𝑔ℎ𝑒𝑟 𝑜𝑟𝑑𝑒𝑟 𝑡𝑒𝑟𝑚𝑠 (3-3) 
𝑑𝑢𝑑𝜉 = 𝑑𝐿𝑑𝜉𝑑𝐿𝑑𝑢  (3-4) 
𝑓(𝜉, 𝑢) = 𝑑𝑢𝑑𝜉 = 𝛺(𝜉)|𝐶′(𝑢)| (3-5) 
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Therefore, 𝑢(𝜉𝑖+1) can be determine based on the current value of 𝑢(𝜉), and the 
defined derivatives for the section curve and the function. To estimate the value of u at the 
next step, the information of the parameter at the previous value is just needed. This 
approach developed that is based on the Taylor series can be referred as a single step 
approach.   The accuracy of the approach can be increased by using methods in which the 
information from previous steps are considered to determine the next value. In the 
multistep methods, Lagrange polynomial approximation is used to estimate the function 
values.  
 
3.2.1.2 Profile Extraction  
Multistep methods are probably the most accurate numerical methods to locally 
extrapolate the values of a function based on the first derivative of the function at few 
previous steps. These methods are widely used in applications such as CNC NURBS 
interpolators [131], [132] and robot kinematics solvers [133], [134]. The location of a point 
determined from a parameter u does not have any direct parametric relation. A geometric 
parametrization can be implemented for this purpose. An ordinary differential equation 
(ODE) based on the arc length formula can be derived as the solution for the geometric 
parametrization. Multi-step methods increased the accuracy of the process of 
approximation using the first derivative of a function since the information from the 
previous determined value, 𝑢(𝜉𝑖), is used to calculate the next solution, 𝑢(𝜉𝑖+1) [135]. The 
following multistep algorithm is derived based on the surface parameter notations. The 
parameter u can be supposed as a function of a new parameter 𝜉. The first derivative of u 
function can be considered as a function of 𝜉 and u as shown in Equation (3-6). 
The integration over the interval of [𝜉𝑖 , 𝜉𝑖+1] results in the difference between the 
parameter values between two steps as shown in Equation (3-7). 
𝑑𝑢𝑑𝜉 =  𝑓(𝜉, 𝑢(𝜉)) (3-6) 
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The derivative function, f, can be considered as a polynomial in the interval 
of [𝜉𝑖 , 𝜉𝑖+1]. The derivative can be interpolated based on the derivative values at  𝜉𝑖 
and 𝜉𝑖+1. The interpolation can be written in a Lagrange form as shown in Equation (3-8). 
To simplify the interpolation, a constant step size can be considered between the 
steps, ℎ =  𝜉𝑖+1 − 𝜉𝑖. 
Now the integration over the span of [𝜉𝑖+1, 𝜉𝑖+2] can be determined based on the 
approximated slope function constructed on the previous span as shown in Equation (3-9). 
The result will be a linear function of previous 𝑓 values. 
Since the approximated value in Equation (3-9) uses two previously computed 
parameter values, the method is referred to as a two-step method. The integration can be 
setup within the 𝜉𝑖+𝑛−1, and the 𝜉𝑖+𝑛 interval to determine a general n-step solution [98]. 
A three step calculation method known as Adams–Bashforth formula [135] is shown in 
Equation (3-10) 
A curve with a length of 200 mm in the z-direction is defined in order to compare 
the results of a uniform parameterization problem between the Taylor series method and 
the three steps method. Table 3-1 shows the results of this approximation. In both methods, 
the first derivative of the parametrization function is used in determination of a vicinity 
result. Both methods are used to parametrize a curve with a length of 200 mm in z-direction. 
𝑢(𝜉𝑖+2) − 𝑢(𝜉𝑖+1) = ∫ 𝑓(𝜗, 𝑢(𝜗))𝜉𝑖+2𝜉𝑖+1 𝑑𝜗 (3-7) 
G(ϑ) = ϑ − ξi+1ξi − ξi+1 f(ξi, u(ξi)) + ϑ − ξiξi+1 − ξi f(ξi+1, u(ξi+1))= ξi+1 − ϑh f(ξi, u(ξi)) + ϑ − ξih f(ξi+1, u(ξi+1)) 
(3-8) 
∫ f(ϑ, u(ϑ))ξi+2ξi+1 dϑ ≈ ∫ p(ϑ)ξi+2ξi+1 dϑ = 3ℎ2 𝑓(𝜉𝑖+1, 𝑢(𝜉𝑖+1)) − ℎ2 𝑓(𝜉𝑖 , 𝑢(𝜉𝑖)) (3-9) 
𝑢𝑖+3 = 𝑢𝑖+2  + ℎ(2312𝑓(𝜉𝑖+2, 𝑢𝑖+2) − 43𝑓(𝜉𝑖+1, 𝑢𝑖+1) + 512𝑓(𝜉𝑖, 𝑢𝑖)) (3-10) 
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As can be seen, the results of the three steps method in term of standard deviation of errors 
in all steps, as well as the maximum error in all steps is more accurate than the Taylor series 
method. 
Table 3-1: Parametrization results of a comparison between Taylor series and a multi-step method 
[126] 
Method 







errors in all steps 
Maximum error 
in all steps (mm) 
Taylor series 200 39 0.1862 0.5731 
Three steps 
method 
200 39 0.0220 0.1254 
 
Based on the proposed parametrization process, a uniform grid from a surface can 
be extracted. The parameter deviations for each layer can be determined based on the 
evaluated span for each slicing layer. A flow chart for the developed algorithm is presented 
in Figure 3-3. In this flow chart, the surface is first uniformly parametrized in z-direction 
using the three-step method at K number of sections. 𝛺 is considered as a constant number, 
and the length of the first derivative is considered as length of the derivative vector in z-
direction in order to generate a set of uniform distance points along the build direction. 
After the determination of the uniform grid, the upper, and the lower bound of the 
parameter u can be found based on the minimum distance of the corresponding points in 
Cartesian space above, and below each slicing plane correspondingly.  
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Figure 3-3: Algorithm proposed to determine the parameter deviations for initial subdivision 
process [126] 
 
After finding the all the deviation parameters for all layers, the initial subdivision 
will be started. The initial subdivision considerably increases the speed of a subdivision 
process especially when the object is designed by a CAD software and have a near to 
orthogonal surfaces parametrization (by changing one of the parameters only z-coordinate 
changes). However, if the surface parametrization is complex, the parameter deviation for 
the initial subdivision can reach to ∆𝑢 = 1. For this case the speed of subdivision process 
will be the same as the original subdivision algorithm. 
Inputs: 𝑆𝑟𝑓{𝑃𝑖𝑗 , {𝑢0, . . . , 𝑢𝑛𝑢+𝑝𝑢+2} , {𝑣0, . . . , 𝑣𝑛𝑣+𝑝𝑣+2} )} , 𝛺 , 𝑉𝑔 (a vector of parameter v), K, N 
𝑖 = 1, 𝑢𝑖+1 = 𝑢𝑖  + 𝛺(𝜉)|𝑑𝐶𝑣𝑗𝑑𝑧 (𝑢𝑖)|ተ𝜉𝑖 𝑖 = 2, 𝑢𝑖+1 = 3ℎ2 𝑓(𝜉𝑖 , 𝑢𝑖) − ℎ2 𝑓(𝜉𝑖−1, 𝑢𝑖−1) 𝑖 > 2, 𝑢𝑖+1 = 𝑢𝑖  + ℎ(2312𝑓(𝜉𝑖 , 𝑢𝑖) − 43𝑓(𝜉𝑖−1, 𝑢𝑖−1) + 512𝑓(𝜉𝑖−2, 𝑢𝑖−2)) 
 




𝑗 = 𝑗 + 1 
𝐶𝑣𝑗(𝑢) = 𝑆𝑟𝑓(𝑢, 𝑣𝑗) 
While 
k< N 




After the termination of the subdivision process, the results are tiny subsurfaces 
that have intersection with the slicing planes. In the parametric domain, all of these patches 
represent an interval in this domain. A closed NURBS surface is designed for the process 
of slicing to implement the methodology as shown in Figure 3-4. The subdivision process 
is implemented on the defined CAD model based on the proposed algorithm. Figure 3-5, 
shows the plot of the parametric domain of the CAD model after the subdivision.  
 
Figure 3-4: The case study CAD model and a slicing plane defined to generate surface sections 
 
The proposed solution to generate the surface sections is to construct parametric 
domain curves for the subsurfaces of each layer. However, these subsurfaces are not 
organized in the parametric domain to find the connectivities between the patches. Using 
sorting algorithms would increase the uncertainties, and the computation time for the 
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process. A proper solution is to store the information of the connectivities between the 
patches during the subdivision process. The following algorithm is proposed based on a 
quad-tree data structure.  
 
Figure 3-5: Patches intervals in parametric domain determined by Box-plane algorithm 
 
Hierarchical data structures are developed to classify, as well as for labeling 
complex and multidimensional data. These methods are widely used in applications such 
as data mining, computer graphics, geographic information systems (GIS), CAD, and 
robotics [136], [137]. To store the indices of each subsurface after the process of divide-
and-conquer at each level, the remaining subsurfaces are indexed using their index in the 
previous level based on the pattern shown in Figure 3-6. The indexes of each patch from 
the previous level, (𝑖𝑙, 𝑗𝑙), are used to determine the indicies of the four corresponding 
subsurfaces resulted from the subdivision of the subsurface. This indexing pattern will be 
used to find the connectivity between the subsurfaces. 
Curve fitting problem has many applications for solving CAD/CAM problem by 
representing a continuous definition for a set of discrete points [138]. By having the 
indicies for each subsurface, the connectivities for each continuous curve resulting from 
the slicing can be determined more efficiently. A distance search algorithm in 2D space of 
indicies is implemented to classify each curve. NURBS interpolation algorithm is 
implemented to construct a curve in parametric domain from the extracted patches using 







Figure 3-6: Indexing pattern between two layers in a quadtree 
 
The first step to construct a NURBS curve is to select the corresponding parameter 
for each point on the NURBS curve, which is referred to as parametrization. Different 
approaches are proposed to select the parameters such as uniform [139], chord length [139], 
centripetal [139], universal [140], and Foley-Nielson [141]. Each method has a different 
capability to distribute the parameters between the points which can be implemented based 
on the nature of the interpolation application. Due to the high density of the extracted points 
after the process of subdivision, the chord length method is implemented for the process of 
parameter selection because of its simplicity in calculations, as well as for its consideration 
of the distances to diversify the parameters. Equation (3-11) describes the cord length 
formula for the process of parameter selection. 
𝑢𝑖 = ∑ |𝑄𝑗+1 − 𝑄𝑗|𝑗=𝑖𝑗=1∑ |𝑄𝑗+1 − 𝑄𝑗|𝑗=𝑛−1𝑗=1  (3-11) 
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In the formula, 𝑄𝑗s are the coordinates of the points in the parametric domain, and 
n is the number of the points. The corresponding value of the basis function needs to be 
evaluated for the curve construction which is based on the determined parameters. To 
define a basis function for the curve, a knot vector is needed. The number of knots should 
be determined based on the number of control points, and the degree of the curve. The 
degree of the curve is considered to be p = 2 to have the piecewise flexibility in a shorter 
parametric span. The number of control points can be determined based on the complexity 
of the parametric domain. Here, the number of control points is considered to be Np = 15. 
The control points of the NURBS curve can be determined based on the provided 
information about the parameterization, and the basis function using the formula shown in 
Equation (3-12) [142]. 
In this formula, [𝐵] is the basis function matrix, and [𝑄] is the matrix of the points 
in the parametric domain. Using the described procedure, all the curves inside the 
parametric domain are determined. These parametric curves can be used to continuously 
determine an exact curve on a surface. Figure 3-7 shows the results of curve fitting for the 
parametric patches shown in Figure 3-5. 
 
Figure 3-7: NURBS interpolation using the Chord length parameter selection algorithm 
 
[𝑃] = [[𝐵]𝑇[𝐵]]−1[𝐵]𝑇[𝑄] (3-12) 
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Using the interpolated curves, the sections that resulted from the intersection of the 
slicing plane and the CAD model can be determined. Although there is an approximation 
involved in the determination of the domain curves, the determined curve in Cartesian 
space will be exactly on the surface. These points might have some deviations in the z-
direction versus the heights of the slicing planes. However, the trajectory of the nozzle will 
be on the surface. These deviations can be addressed in the process of deposition by 
modifying the amount of material that is needed for the instant layer thickness. Figure 3-8 
shows the determined curves overlaid onto the surface using the developed method.  
 





3.3 Process Planning 
One of the advantageous of AM processes is that the geometric complexity of parts 
does not significantly affect the manufacturing time compared with the conventional 
manufacturing methods. However, the geometric accuracy, and the surface quality of the 
fabricated parts using AM processes are highly dependent to the complexity of the part. In 
previous chapters, the formats to construct a CAD model, and the process to extract the 
slice contours are described. Preserving the model accuracy in these processes is important 
for precision manufacturing. Layer thicknesses, and perimetral offsets planning is the 
important procedure that effects the quality of the final part. In this section, the available 
methods to select the layer thicknesses are investigated and discussed, and solutions for 
planning the slicing processes are introduced. 
 
Figure 3-9: schematic representation of boundary approximation using a layered manufacturing 
approach; a) uniform layer thickness printing using minimum layer thickness; b) adaptive layer 
thickness printing 
 
Although new approachs to additively manufacture a part such as CAL are 
proposed in which a model is constructed volumetrically. Almost all AM process are rely 
on a layer-based deposition process to fabricate a part. Some inevitable geometrical errors 
occur due to the intrinsic characteristics of the process of fabrication using the deposition 
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of some layers to manufacture a part. Each section of a model perpendicular to the slicing 
plane is approximated by the shape of the sides of layers.  
The boundaries of a model in the z-direction are approximated by the side shapes 
of some 2D layers based on the nature of a layered manufacturing process. The shape, and 
the size of the sides of these layers are effective on the final accuracy of the part. Figure 
1-1 shows a schematic representation of boundary approximation in the z-direction. The 
thickness of layers is directly related to the magnitude of deviations. The shape of the 
boundary also determines the amount of the deviations. The shape of the boundary is 
dependant to the fabrication process. In many studies, stepped wise or straight ended (SE) 
shapes are considered to determine the fabricated part deviations in the z-direction. 
However, for processes such as FFF in which the side shape of a deposited strand is near 
to semi-circle (SC) shapes, considering flat edges for the layers in calculation of deviations 
may result to a non-optimal solution. 
As discussed in chapter 2, different criteria are proposed to calculate the complexity 
of a model for the process of slicing. Some empirical methods are developed to estimate 
the surface roughness of AM parts as the inspection process. For the process of adaptive 
selection of layer thicknesses, a criterion is needed to estimate the deviations before the 
manufacturing process. Criteria such as cusp height, cusp volume, and surface roughness 
evaluation methods are used to estimate the AM fabricated parts deviations. In this section, 
first, a method is introduced to estimate the deviations of a sliced part. Then, an adaptive 
algorithm is introduced to find the layer thicknesses based on curvatures and slopes. The 
introduced parametrization algorithm is used to find the layer thicknesses. 
 
3.3.1 Stair Case Effect Estimation 
The stair stepping effect is a phenomenon that happens because of the nature of 
layer-based AM processes which approximates a 3D object using 2½ D layers. This effect 
decreases the surface quality, and geometric accuracy of a fabricated part. Therefore, the 




Figure 3-10: Evaluation of stair stepping effect using cusp volume 
 
Cusp volume can be estimated based on the uncommon area between two 
consecutive layers multiplied by the layer thickness, Figure 3-10. Preference is to use layers 
with maximum allowable thickness due to minimization of the building time, and 
homogeneity in the part. However, applying maximum layer thickness, in many 
circumstances causes the stair case effect, which considerably increases the surface 
roughness and decreases the geometric accuracy of the final part. Therefore, a suitable 
approach is to use geometrical information, (surface signature, curvature, and slope), from 
the surface to predict surface transitions along the build direction to find the best layer 
thicknesses. 
 
3.3.2 Layer Boundary Estimation 
An important parameter that needs evaluation for generation of machine 
instructions in an FFF process is the estimation of material flow rate required to create a 
layer with a specific thickness. The accuracy of the deposition process is highly dependent 
on the accuracy in the estimation of the shape of the boundaries of strands. The shape of 
the boundary is very important for the process of surface roughness evaluation. For many 
AM processes such as SLA, the shape of the cross-section of boundary of each layer is 
considered as a SE geometry. However, the results of surface roughness evaluation might 
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have a considerable difference in FFF if a SC boundary model is considered as the shapes 
which is a more accurate assumption for strand boundaries in this particular process. 
Therefore, the accurate prediction of a strand boundary shape is crucial for the process of 
slicing to determine the layer thicknesses.  
As it can be seen in Figure 3-9, if the boundaries are considered as semi-circular, 
the process of slicing in 2D can be considered as the fitting process of semi-circles to the 
boundaries of the part. By changing the ratio of the speed of the nozzle tip on the path, and 
the speed of flow in the nozzle strand, the width of a strand can effectively be controlled. 
The speed ratio has an inverse linear relationship with printing forces on substrate for a 
constant gap distance [116]. Machine instructions are addressing the axes movements, and 
the material deposition in a FFF process. A parameter E (G01  X ( )  Y ( )  E ( )) is 
designated to define the amount of the material that should be feed to fill a path with a 
length of L in a G-code instruction, Figure 3-11. 
 
Figure 3-11: Schematic representation of deposition in FFF process 
 
A commonly used model for strand cross-sections is a rectangle with two semi-
circles at its both ends [143]. The horizontal side of the rectangular part of a strand cross-
section is considered equal to nozzle diameter. This length can be calculated based on the 
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desired width to control the width of a layer  [143]. Figure 3-12 shows the geometry of the 
model. The length of the filament that should be fed to create the predefined geometry can 
be determined based on Equation (3-13). 
This equation utilizes the ratio between the area of the strand’s cross-section, as 
well as the area of the filament’s cross-section to determine the relation between length of 
the path, and the length of filament. One of the sources of errors in an FFF process is the 
acceleration, and the deceleration at the start, and the end points of a path which results in 
inconsistency of the shape of the strand’s cross-section. An accurate estimation of the shape 
of the strand boundaries helps to precisely compensate the speed inconsistency errors. In 
addition to the shape of the strand boundaries, an adaptive path generation algorithm, and 
a robust controller can reduce the error caused by the inconsistency in the speed ratio. A 
cross-section should be extracted in the experiments that has minimum effect from the 
errors to more accurately investigate the shape of strands.  
 
Figure 3-12: Strand cross-section dimensions when the horizontal side of the rectangular part of a 
strand is: a) less than the nozzle diameter; b) equal to nozzle diameter; c) bigger than the nozzle 
diameter [144] 
 
3.3.2.1 Experimental Study of Strand Boundaries 
Experiments were carried out based on eight different gap distances to verify the 
results of the numerical simulation. The length of filaments needed for the process of 
deposition, E values, was calculated based on the ideal layer thickness of 𝑇 = 0.2 𝑚𝑚, and 
𝐸 = (𝑇𝑑 + 𝜋𝑇24 ) 4𝐿𝜋𝐷2 (3-13) 
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the horizontal side of the rectangle 𝑏 = 0.3 𝑚𝑚. The E value was held constant for all the 
experiments to observe the effect of gap distance in the shape of the boundaries. The 
samples were designed to have 40 layers printed in one direction (based on a rectangular 
path as shown in Figure 3-13). The other printing parameters such as nozzle diameter, 
filament diameter and machines temperatures considered constant throughout the 
experiments [144]. 
 
Figure 3-13: Samples with 40 layers 
 
After the printing process, samples were perpendicularly cut to the deposition 
direction. Different approaches are examined such as laser cut, waterjet, band saw and a 
sharp blade to cut the specimens. The best results are achieved from using a sharp blade 
for the process of cutting. After the cutting process, the cross-section of strands were 
extracted using an optical microscope, Figure 3-14. Figure 3-15 shows the results of the 
experiments of the deposition process.  
 
Figure 3-14: Optical microscope for extracting the cross-section images  
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The details of the numerical and experimental procedures are available in Appendix 
C. It is observed that the shape of boundaries has a good compatibility with the semi-circle 
assumption. The experimental results for the gap distance 𝑇 = 0.2 𝑚𝑚 are measured from 
the extracted images using the provided scale. The average values of the layer thicknesses, 
and the perimetral offsets of four consecutive layers are compared with the results of the 
ideal strand cross-section for a single strand. As can be concluded from the experimental 
results, the diameter of the circles can be considered equal to the gap distances. It can be 
observed from the experimental results that the nozzle diameter does not have a 
considerable effect on the shape of the boundary, nor on the perimetral offset of the middle 
rectangle. The validity of the mentioned assumptions can be proved based on the reported 
results in Table 3-2.  
    
a) b) c) d) 
    
e) f) g) h) 
Figure 3-15: Results of deposition process at different gap distances; a) T= 0.1 mm; b) T= 0.125 
mm; c) T= 0.15mm; d) T= 0.175 mm; e) T= 0.2 mm; f) T= 0.225 mm; g) T= 0.25 mm; h) T= 
0.275 mm (c, d, e, f and g from [144]) 
 
To numerically investigate the experimental results reported in Figure 3-15 and the 
semicircle assumption for the boundaries of the strand cross-section, a comparison between 
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the ideal cross-section model in terms of the layer thickness and layer perimetral offset is 
carried out. As can be seen in Table 3-2, the maximum discrepancy between the ideal layer 
thicknesses with the experimental thicknesses is maximum -4.8%. The maximum 
discrepancy between the results of the ideal perimetral offset of layers with the determined 
perimetral offsets is 11.7% which is evaluated for the minimum layer thickness. A 
numerical study on the validity of the semi-circle assumption is reported in [144]. 

















0.1 0.096 4.0 0.936 0.826 11.7 
0.125 0.131 -4.8 0.758 0.744 1.9 
0.15 0.151 -0.7 0.642 0.631 1.7 
0.175 0.17 2.9 0.560 0.553 1.2 
0.2 0.203 -1.5 0.500 0.466 6.8 
0.225 0.217 3.6 0.455 0.451 0.8 
0.25 0.25 0.0 0.419 0.4 4.6 
0.275 0.27 1.8 0.391 0.371 5.2 
 
The results show a proper compatibility of the geometrical assumption (SC 
boundary model) for the boundary of layers. However, to print an object using a variable 
layer thickness approach, a geometrical error happens when the thickness of the depositing 
layer is less than the previous layer with the assumption of constant width for the strands. 
To increase the accuracy of the model for an adaptive layer thickness printing process, the 
following model is introduced which increases the accuracy of the model for the process 





Figure 3-16: Schematic representation of the new model when the top layer thickness is less than 
the previous layer for the same width 
 
The area constructed by the triangles based on the presented model can be 
calculated as Equation (3-14). The flow rate can be calculated based on the new 
geometrical model for a strand cross-section by adding the area of the triangles, 𝐴𝑡𝑟𝑖, to the 
next layer cross-sectional area as Equation (3-15).  
The same procedure for the experiments is considered to verify the new model. 
Four samples are printed for each model using the conventional model and the proposed 
model for two consecutive strands with the same desired width (1 mm). A comparison 
between the experimental results of the rectangular model, and the proposed model is 
discussed in the next chapter. 
 
3.3.3 Curvature and Slope Based Slicing 
The main goal in the parametrization process is to find the best distribution of 
parameters on a surface section in the z-direction that minimizes the deviations of the 
stepped approximation of the curve. One solution is to use analytical information of the 
curve such as the slope and the curvature as a measure to find a relative step value. The 
𝐴𝑡𝑟𝑖 = (𝑏𝑖+1 − 𝑏𝑖2 ) [𝑇𝑖2 −√(𝑇𝑖2)2 − (𝑏𝑖+1 − 𝑏𝑖2 )2 ] (3-14) 
𝐸 = (𝑇𝑑 + 𝜋𝑇24 + 𝐴𝑡𝑟𝑖) 4𝐿𝜋𝐷2 (3-15) 
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concept of a parametrization process is shown in Figure 3-17. Based on the developed 
parametrization algorithm, a function needs to be defined to control the step sizes based on 
the changes in curvatures and slopes. In the proposed method for initial subdivision 
process, a uniform parametrization is implemented as described in section 3.2.1.1.  
 
 Figure 3-17:  Schematic representation of a parametrization procedure for a NURBS surface   
 
To incorporate the effect of curvature and slope of a section curve, these values 
should be calculated for the extracted section perpendicular to the slicing plane. Based on 
the developed method for extracting curves on NURBS surfaces, the values can be 
extracted from the approximated curve in the parametric domain. The derivatives of the 
extracted curve in Cartesian space can be determined based on the following procedure. A 
point on a curve in the Cartesian domain can be defined based on its parameters (U,V) as 
Equation (3-16). 
The parameters of the Cartesian domain curve can be found based on the 
approximated domain curve defined by the parameter s, described in Equation (3-17). 
𝐶 = {𝑋(𝑢, 𝑣)𝑌(𝑢, 𝑣)𝑍(𝑢, 𝑣)}  (3-16) 
𝐶𝑑 = {𝑢(𝑠)𝑣(𝑠)}  (3-17) 
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Based on the chain rule theorem, the first derivative of the curve with respect to 
parameter s can be determined as shown in Equation (3-18). 
The same procedure of using chain rule can be used to determine the second 
derivative of the curve in the Cartesian domain based on the parameter s. Equation (3-19) 
shows the results of the second derivative of NURBS curve defined by a domain curve on 
a NURBS surface. 
The curvature of a parametric curve defined on a surface can be determined using 
the derivatives based on Equation (3-20). 
Now the calculated curvature can be implemented in the parametrization. The 
parametrization inputs are the parametric curve defined on the surface, and the determined 
curvature. Suppose the slicing speed,  
𝑑𝐻𝑑𝜉   is a function based on 𝜉, and 𝑑𝐻𝑑𝑢  is equal to the 
norm of the first derivative of the extracted curve. Thus, the 
𝑑𝐻𝑑𝜉  can be evaluated by 
Equation (3-21). 
𝜕𝐶𝜕𝑠 = {  
  𝜕𝑋(𝑢, 𝑣)𝜕𝑠𝜕𝑌(𝑢, 𝑣)𝜕𝑠𝜕𝑍(𝑢, 𝑣)𝜕𝑠 }  
  =
{  
  𝜕𝑋𝜕𝑢 𝜕𝑢𝜕𝑠 + 𝜕𝑋𝜕𝑣 𝜕𝑣𝜕𝑠𝜕𝑌𝜕𝑢 𝜕𝑢𝜕𝑠 + 𝜕𝑌𝜕𝑣 𝜕𝑣𝜕𝑠𝜕𝑍𝜕𝑢 𝜕𝑢𝜕𝑠 + 𝜕𝑍𝜕𝑣 𝜕𝑣𝜕𝑠}  
  
 (3-18) 
𝜕𝜕𝑠 (𝜕𝐶𝜕𝑠) = {   
   𝜕2𝑋𝜕𝑢2 (𝜕𝑢𝜕𝑠)2 + 𝜕𝑋𝜕𝑢 𝜕2𝑋𝜕𝑢2 + 𝜕2𝑋𝜕𝑣2 (𝜕𝑣𝜕𝑠)2 + 𝜕𝑋𝜕𝑣 𝜕2𝑋𝜕𝑢2𝜕2𝑌𝜕𝑢2 (𝜕𝑢𝜕𝑠)2 + 𝜕𝑌𝜕𝑢 𝜕2𝑌𝜕𝑢2 + 𝜕2𝑌𝜕𝑣2 (𝜕𝑣𝜕𝑠)2 + 𝜕𝑌𝜕𝑣 𝜕2𝑋𝜕𝑢2𝜕2𝑍𝜕𝑢2 (𝜕𝑢𝜕𝑠)2 + 𝜕𝑍𝜕𝑢 𝜕2𝑍𝜕𝑢2 + 𝜕2𝑍𝜕𝑣2 (𝜕𝑣𝜕𝑠)2 + 𝜕𝑍𝜕𝑣 𝜕2𝑋𝜕𝑢2 }   
   
 (3-19) 
𝜅(𝑠) = |𝑑𝐶𝑑𝑠 × 𝑑2𝐶𝑑𝑠2 ||𝑑𝐶𝑑𝑠|3  (3-20) 
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𝛺 can be defined using the effect of curvature and slope to adjust the slicing 
parameters based on the surface complexity. Thus, using the defined 𝛺, the next parameter 
is affected by the normal curvature, as well as the surface slope perpendicular to the slicing 
plan at the previous step. The function of 𝛺 based on the defined parameters is proposed 
as Equation (3-22). 
where 𝛺0 is the initial slicing speed, 𝐻 is the height of the part along z-axis (build 
direction), 𝛾, 𝑛∗, and 𝜅∗, are considered to normalize the density of slicing by regulating 
the effect of slope and curvature. The curvature function, 
1|𝜅|𝜅∗+1, was proposed as a NURBS 
interpolator for path generation in CNC machining [92]. This function remedies the state 
of infinity for curvature. Also, it increases, or decreases the speed of slicing based on a 
reference value for curvature, 𝜅∗. The reference curvature value can be determined based 
on the minimum allowable curvature at the maximum layer thickness. To define a function 
with the same conditions for slope, the slope of the surface perpendicular to the slicing 
plane is evaluated. The surface derivatives determined analytically.  
𝑓(𝜉, 𝑠) = 𝑑𝑠𝑑𝜉 = 𝑑𝐻𝑑𝜉 = 𝛺𝑑𝐿𝑑𝑠 = 𝜕𝑍𝜕𝑢 𝜕𝑢𝜕𝑠 + 𝜕𝑍𝜕𝑣 𝜕𝑣𝜕𝑠 (3-21) 
𝛺 = 1|𝜅|𝜅∗ + 1( 
 2𝑡𝑎𝑛−1 | 𝑑𝑧√𝑑𝑥2 + 𝑑𝑦2|𝜋 ) 
 𝛺0 (3-22) 




Figure 3-18: Results of slicing using the proposed algorithm: a) 𝛾 = 1, V = 2.509 ×  104 𝑚𝑚3; 
b) 𝛾 = 0.05, V = 2.6368 ×  104 𝑚𝑚3;  c) 𝛾 = 0.2,  𝑉 = 2.4456 ×  104 𝑚𝑚3; d) cups volume 
Vs. 𝛾  
 
Based on the derivatives, the direction of the surface slope perpendicular to the 
slicing plane is defined as dz over the norm of the other components of the first derivative. 
To normalize this value, the radian of the angle is calculated and divided by π. A 
coefficient, 𝛾, is determined to regulate the number, and the local density of the layer 
thicknesses. 𝑛∗ is defined as the number of expected layer thicknesses. The final number 
of layer thicknesses might not be equal to this number. Figure 3-18 shows the effect of γ 
on the cusp volume. As the results show, a suitable value for γ is about 0.4. 
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 Figure 3-19: Algorithm proposed to increase the speed of subdivision [25] 
 
The results of the developed procedure to find the layer thicknesses based on the 
local complexity can be used for the slicing procedure. The curvature and the slope-based 
parametrization can be integrated with the proposed slicing procedure based on the 
developed method for the subdivision process. A flow chart that explains the integrated 
adaptive slicing with contour extraction is shown in Figure 3-19. 𝐶𝑣𝑐, is the extracted 
Inputs: 𝑆𝑟𝑓{(𝑃𝑖𝑗 , {𝑢0, . . . , 𝑢𝑛𝑢+𝑝𝑢+2} , {𝑣0, . . . , 𝑣𝑛𝑣+𝑝𝑣+2} )}, 𝑁ሬԦ, {Δu}, 𝛺(𝜉), N 
𝑖 = 1, 𝑢(𝜉𝑖+1) = 𝑢(𝜉𝑖)  + 𝛺(𝜉)|𝑑𝐶𝑣𝑐(𝑢)𝑑𝑧 |ተ𝜉𝑖 (𝜉𝑖+1 − 𝜉𝑖) 𝑖 = 2, 𝑢(𝜉𝑖+1) = 3ℎ2 𝑓(𝜉𝑖 , 𝑢(𝜉𝑖)) − ℎ2 𝑓(𝜉𝑖−1, 𝑢(𝜉𝑖−1)) 𝑖 > 2, 𝑢(𝜉𝑖+1) = 𝑢(𝜉𝑖) + ℎ(2312𝑓(𝜉𝑖 , 𝑢𝑖) − 43𝑓(𝜉𝑖−1, 𝑢𝑖−1) + 512𝑓(𝜉𝑖−2, 𝑢𝑖−2)) 
 
[𝑆𝑢𝑏𝑆𝑟𝑓𝑠, 𝐵𝑜𝑥𝑃𝑛𝑡𝑠] = 𝑁𝑈𝑅𝐵𝑆_𝑠𝑢𝑏𝑑𝑒𝑣𝑖𝑠𝑖𝑜𝑛(𝑆𝑢𝑏𝑆𝑟𝑓𝑠) 𝐵𝑥𝑃𝑠 = 𝐵𝑜𝑥_𝑓𝑖𝑛𝑑𝑒𝑟(𝑆𝑢𝑏𝑆𝑟𝑓. 𝐶𝑡𝑟𝑙𝑃𝑛𝑡𝑠) 
𝑆𝑥,𝑦,𝑧(𝑗)   Cross section points for each layer 
While max(𝐵𝑜𝑥𝑃𝑛𝑡𝑠. 𝑑𝑧) >𝐵𝑜𝑥𝑇𝑜𝑙 
[𝑛𝑒𝑤𝑆𝑟𝑓𝑠, 𝐵𝑜𝑥𝑃𝑛𝑡𝑠] = 𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛_𝐶ℎ𝑒𝑐𝑘(𝑃𝑙𝑎𝑛𝑒, 𝐵𝑜𝑥𝑃𝑛𝑡𝑠, 𝑆𝑢𝑏𝑆𝑟𝑓𝑠) 𝑆𝑟𝑓 = [𝑆𝑟𝑓, 𝑛𝑒𝑤𝑆𝑟𝑓] 
[𝑆𝑡 , 𝑆𝑏] = 𝑁𝑈𝑅𝐵𝑆_𝑠𝑢𝑏𝑑𝑒𝑣𝑖𝑠𝑖𝑜𝑛(𝑆𝑟𝑓 , 𝑢𝑖 + 𝛥𝑢𝑖/2) [𝑆𝑡 , 𝑆𝑏] = 𝑁𝑈𝑅𝐵𝑆_𝑠𝑢𝑏𝑑𝑒𝑣𝑖𝑠𝑖𝑜𝑛(𝑆𝑏  , 1 − 𝛥𝑢𝑖  ) 𝑆𝑢𝑏𝑆𝑟𝑓 = 𝑆𝑡 
While 
i < N 
𝑃𝑖𝑗 = 𝑛𝑒𝑤𝑆𝑟𝑓𝑠. 𝐶𝑡𝑟𝑙𝑃𝑛𝑡𝑠 , 𝑤𝑖𝑗 = 𝑛𝑒𝑤𝑆𝑟𝑓𝑠. 𝑤, 𝑈 = 𝑛𝑒𝑤𝑆𝑟𝑓𝑠. 𝑘𝑛𝑜𝑡𝑠  
𝑖 = 𝑖 + 1 
𝑆𝑢𝑏𝑆𝑟𝑓𝑠=  𝑛𝑒𝑤𝑆𝑟𝑓𝑠 
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section perpendicular to the slicing planes from the surface which can be selected based on 
the geometric complexity evaluation [145].  
 
3.3.4 Thickness and Perimetral Offset Optimization  
The developed layer thickness planning algorithm is based on the local values of 
slopes and curvature. As shown in Figure 1-1, the results of implementing the minimum 
layer thickness might not be the optimal solution. The planning might be misaligned with 
the edges, and the variation of the surface in the range of a layer thickness. Peak features 
are described as the points needed to be preserved to reach the optimal planning solution 
[146].  
 
Figure 3-20: volumetric errors of perimetral offset approximation [147] 
 
The other important feature for layers that needs to be considered in a slicing 
process is the layer perimetral offset. As Figure 3-20 shows, boundaries of a layer can be 
approximated by different perimetral offsets. Calculation of the perimetral offset is 
compensation scheme for the shape of the stand boundaries [148]. These perimetral offsets 
also can be considered as variables in a slicing problem. A slicing problem in 2D can be 
defined as a fitting problem of filling a freeform shape with some rectangles, Figure 3-21. 
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The perimetral offset of layer can be effective to define the objective function especially 
for freeform complex surfaces. 
 
 
Figure 3-21: Slicing problem considering layer width in 2D [147] 
a perimetral offset, O, added to ideal start and end point extracted from the CAD 
model boundary. 
 describes a general objective function for an AM process [147]. The variables of 
the objective functions are the layer thicknesses, and the perimetral offsets. The minimum 
and, the maximum layer thickness can also be considered as the bounds of the layer 
thicknesses based on the machine’s specifications. The bounds of number of layers also 
can be determined based on the minimum and maximum layer thickness. Equation (3-24), 
and Equation (3-25) show the relations between the total height of a model in z-direction, 
H, and the minimum and maximum number of layers and thicknesses. The start and end 
point of each strand should be determined based on a perimetral offset, O, added to ideal 
start and end point extracted from the CAD model boundary. 
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In addition to considering the peak features to find the layer thicknesses, the shapes 
of the boundaries also need to be considered for the process of layer thickness 
determination. Based on these important factors, the planning procedure can be seen as a 
fitting process of the boundaries of strands with different thicknesses to the boundary of 
the model in the z-direction. 
Table 3-3. A general slicing problem [149] 
Decision variables:   𝐷𝑉 = (𝑇1, 𝑇2, … , 𝑇𝑛, 𝑂1, 𝑂2, … , 𝑂𝑛)    
Objective function: 
Minimizing (cusp height, cusp volume, surface 
roughness criteria) 
Variable bounds: 
Minimum available layer thickness ≤  𝑇𝑖  ≤ maximum available layer thickness 
 
As investigated in the background chapter, different shapes are proposed for the 
shapes of the boundaries. The common approach in a layer-based AM method is to 
approximate the boundary of a CAD model using layers with straight ended edges in the 
direction of printing. However, the boundaries of strands specifically for the FFF process 
can be considered from different shapes to achieve better compatibility with the actual 
printing process. As discussed in section 3.3.2, experimental studies suggest that the proper 
estimation for the boundaries of strands is the semi-circle. The results of slicing using SE 
boundary model might be considerably different from the results of slicing based on SC 
boundary model. Therefore, an objective function is needed that considers the shapes of 
boundaries for the process of adaptive selection of layer thicknesses. 




Figure 3-22: Effect of perimetral offset of a layer on the areal deviations [147] 
 
The slicing problem to minimize volumetric deviations between the ideal model 
and its stepped representation can be defined as Equation (3-26). The objective function 
determines a quantitative value for deviations by summing the extra volumes, 𝑉𝑒, and the 
lost volumes, 𝑉𝑙 [147]. This approach is called volumetric error minimization (VEM). 
The number of layers directly effects the build time. Therefore to minimize the time 
and cost of a fabrication process by an AM machine, the number of layers can be reduced. 
There is a limit for the maximum available layer thickness that the AM machine can 
produce. The other limit is the final quality of the part. To efficiently manufacture an 
accurate part, the effect of the number of layer thickness can be added to the VEM 
approach. Equation (3-27) describes an objective function to minimize the number of layer 
thickness. 
Min       w.r.t.= T,O ∑𝑉𝑒𝑖𝑛𝑖𝑖=1 +∑|𝑉𝑙𝑗|
𝑛𝑗
𝑗=1   (3-26) 
Min       w.r.t.= T 𝑁𝑚𝑖𝑛𝑁         where     𝑁𝑚𝑖𝑛 ≤ N ≤ 𝑁𝑚𝑎𝑥 (3-27) 
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The final objective function considering the squared volumetric deviations and 
number of layers is defined as Equation (3-28). In the equation two coefficients are defined 
to determine the effect of each factor (accuracy and speed).  
To solve the proposed objective function for a slicing problem, metaheuristic 
algorithms such genetic algorithm (GA) can be implemented. In this research the provided 
GA optimization tool box of Matlab is used to solve the problem [150].  
 
 
Figure 3-23: Schematic representation of the volumetric error estimation based on SE boundary 
model 
 
The proposed objective function for the adaptive slicing based on SE boundary 
model is defined on minimizing the areal deviations between the ideal model boundary and 
the stepped representation of the model. The variables can be the number of layers and the 
thicknesses and perimetral offsets of layers. A reasonable value for the perimetral offset of 
the each layer boundaries based on the SE boundary model is equal to the width of the part 
at the height of the middle of the layer, Zmi. Figure 3-23 represents the variables of the 
Min       w.r.t.= T,O,N 𝛼 [∑𝑉𝑒𝑖𝑛𝑖𝑖=1 +∑|𝑉𝑙𝑗|
𝑛𝑗
𝑗=1 ] + 𝛽𝑁𝑚𝑖𝑛𝑁   (3-28) 
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defined procedure for the layer thickness planning based on SE boundary model. The 
volumes between the ideal model boundary and the boundaries of the layer are 
approximated using trapezoidal numerical integration. The distance between Z0i and Z0i+1 
of each layer is divided to a hundred intervals. The corresponding y-values of the 
determined z-values are considered equal to Ymi which is the width of the part at the middle 
of the layer, Zmi. The same number of points are extracted form the boundary of the CAD 
model for the corresponding z-values of each layer. These points are used to estimate the 
extra and lost volumes for each layer.  
The same approach is considered for the optimization of the layer thicknesses and 
perimetral offsets when SC boundary model is used for the process planning. Instead of 
considering the perimetral offset of layers equal to the width of the part at the height of the 
middle of layer, a variable Oi is defined for each layer in the objective function. Figure 
3-24 represents the considered variable for the process of adaptive layer thickness and 
perimetral offset selection based on SC boundary model. 
 





3.3.5 Analytical Simulation of Geometric Deviations 
To study the proposed objective function, and compare it with other slicing method 
such as curvature and slope based, a case study is developed. A quarter sphere is defined 
in an initial graphics exchange specification (IGES) file using NURBS definition, to 
investigate the proposed method for layer thickness planning. In addition to the methods, 
the shapes of strands can be investigated by considering them in the objective function. 
The investigated adaptive slicing methods are implemented to find the layers’ 
parameters for the process of deposition in an FFF process. To investigate the 
methodologies first the part is fabricated using minimum and maximum recommended 
layer thicknesses for an FFF machine. 
 




The results of these prints are compared with the results of adaptive slicing using 
local surface information such as curvature and slope along the build direction. In addition, 
the SE and SC boundary models for strands are implemented in the VEM method as the 
adaptive slicing methods to determine layers’ parameters. Genetic algorithm is 
implemented to find the optimal solution of the VEM objective functions. To reduce the 
complexity of the problem, the objective function is defined to minimize the aerial 
deviations. The area between the boundaries of a constant number of layers with the 
boundaries of a quarter sphere model is considered as the sum of aerial deviations. 
  
a) b) 
Figure 3.26: The convergence diagram for Adaptive layer thickness plannings: a) VEM using SE 
boundary model; b) VEM based on SC boundary model 
 
To define the number of layer thicknesses for the adaptive layer thickness planning 
approaches, the slicing approach using curvature and slope information first is carried out. 
The layer thickness planning parameters are determined using the length of the part along 
the build direction and a proper density of the layer thicknesses, 𝛺0 = 𝛾 = 0.2. The 
determined number of layer thicknesses using the curvature and slope approach is 65 for 
the defined case study. This number is considered as an input for the two optimization 




Figure 3.27: Comparison between the results of layer thickness planning methods for a quarter 
sphere 
 
 As can be seen in Figure 3.26, the minimum aerial deviations found after 5×104 
number of iterations are 1.255 mm2 for the objective function based on SE boundary model 
and 1.413 mm2 for the objective function based on SC boundary model. The number of 
layer thicknesses for the slicing with maximum and minimum layer thicknesses are fixed 
and for the quarter sphere with a radius of R=20 mm is determined as N=58 and N=134 
layers respectively. Figure 3.27 represents a comparison between the results of layer 
thicknesses determined based on the implemented adaptive slicing approaches. 
Using the parameters T, W, and the assumed shape of the boundary (SC or SE) for 
each strand, the resulting surfaces can be simulated. The SC boundary model which has a 
better compatibility with the boundary of the strands in an FFF process is used to simulate 
the parts based on their determined layers’ parameters. For the processes that does not 
consider the perimetral offset of layer in the process planning this value is considered as 
zero. Figure 3-28 to Figure 3-32 show the results of the simulations of the implemented 





 Figure 3-28: Layer-based boundary simulation of maximum layer thickness model using SC 






















Figure 3-32: Layer-based SC boundary simulation of VEM planning based on SC model 
 
 
3.4 Chapter Summary 
Three useful methodologies were developed in this chapter: 1) direct slicing, 2) 
adaptive slicing, and 3) process modeling. In the first section, the developed methodologies 
to extract contours from CAD models are introduced. A method is developed based on the 
subdivision and the domain curve approach to extract an exact curve on a parametric 
surface to be used in a slicing process. A geometrical model for strands in the FFF process 
is also developed to increase the accuracy of the deposition, and the surface evaluation 
processes. Combining the developed preprocessing, and process modeling methods can 
significantly increase the accuracy of the parts fabricated by a FFF machine. A case study 
is designed and sliced based five different slicing approaches. The boundaries of the 
models generated based on the slicing approaches are simulated using the SC boundary 
model. In the next chapter, the experimental verifications for the developed methodologies 
will be implemented.  
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Chapter 4 : Results and Discussion 
4.1 Introduction 
In this chapter, the developed methodologies are examined through experiments 
and statistical analysis. The proposed strand model for the process of deposition and slicing 
is investigated. To study the effect of the type of CAD model, a comparison between the 
printing results using the intermediate file slicing and the direct slicing methods is 
implemented on a freeform surface. The next section of the chapter investigates the surface 
quality and geometric accuracy of the developed layer thickness planning procedures.   
 
4.2 Experimental Validation of the Strand Cross-Section Model  
Strand cross-section models are required to accurately plan the layer thicknesses 
and perimetral offsets. In addition to the process planning, the strand model is crucial for 
the estimation of flow rate in a deposition process. The other aspect of having an accurate 
geometric model for strands is the ability to predict the surface characteristics and improve 
the reliability of an inspection process. In this section, the developed geometric model for 
the cross-section of strands is experimentally investigated. Specimens with ten layers are 
designed for the experiments. Table 4-1 represents the selected parameters for the 
experiments. The specimens consist of two layer thicknesses of 0.1 mm and 0.4 mm which 
consecutively deposited on top of each other.  The thicknesses are selected to have the 
maximum differences based on the common settings of FFF machines. The desired width 
for all layers is considered to be 1 mm.  



















0.1 5 1 
White color 
PLA 
400 195 45 
0.4 5 1 
White color 
PLA 




The presented geometric model for the strand cross-section is compared with the 
rectangular model. Four specimens based on each model are printed using an FFF machine 
with the same printing settings. Specimens are printed using a PLA filament. To the 
author’s knowledge, there is no comprehensive and reliable machine and procedure to 
inspect parts printed by an FFF process. The inspection process of the specimens is carried 
out using two methods to increase the certainty of the evaluation process. Specimens are 
inspected using a laser scanner (Faro™ laser arm) and an optical microscope (Olympus 
microscope).  
 
Table 4-2. Experimental results of the new and conventional model with repetition 
 Results of rectangular strand model  












































































4.2.1 An Inspection Procedure for Geometric Accuracy of Samples 
Constant scanning settings are used for the scanning process of the specimens. The 
captured point clouds from the specimens are analyzed in terms of maximum deviation and 
the standard deviation of deviations (SDD). Table 4-2 represents the scanning results of 
the two strand models. The number of captured points, maximum deviation and SDD are 
reported for each specimen.  
The average of the maximum deviation for the traditional model and the new 
proposed strand model are 0.3186 mm and 0.2889 mm respectively. The SDD for the 
models are 0.0455 for the traditional model and 0.0391 for the new proposed strand model. 
These results show that on average the maximum deviation decreased by 9% and the SDD 
is decreased by 14%. These results are globally determined based on an inspection process, 
which utilizes all data within a particular scan. 
 
4.2.2 An Inspection Procedure for Surface Quality of Samples 
The other approach to validate the improvement in surface roughness of printed 
parts using the proposed strand model, is to measure the surface roughness of the 
boundaries using an image processing tool. The images are extracted from the cross-section 
of the strands using the optical microscope. Based on the provided images by the 
microscope (1616 × 1216) and the actual size of the images (2320 µm × 1745 µm), the 
resolution of the measurements in both x and y directions are 1.4 µm. The deviations are 
extracted after converting the cross-section images to black and white images.  
The proposed im2bw module of Matlab is used to convert the images to binary 
images [151]. This conversion improves the sharpness of the boundaries of specimens for 
an image processing.  The boundaries between the black and white regions are extracted 
using the image processing module provided by Matlab [152], [153]. The centerline of the 
deviations is calculated based on least square criteria. The average value of the absolute 









Figure 4-1: Comparison of the results of surface roughness analysis for one section: a) Sample 1 – 
process planning based on the rectangular strand model; b) Sample 2 - process planning based on 
the proposed strand model 
 
Figure 4-1 illustrates the results of surface roughness of one side of two samples 
printed by the rectangular strand model and the proposed strand model. Both images are 
extracted from the bottom section of the samples. The RA value of the sample printed based 
the rectangular strand model is Ra=49.7 µm and the RA value of the sample printed based 
on the proposed strand model is Ra=34.7 µm. All the results of the surface roughness 
evaluation for both models are listed in Table 4-3. The results show that the average surface 
roughness value for the model is Ra=49.6 µm while the average surface roughness of the 
proposed model is Ra=36.4 µm.  Comparison shows that using the proposed strand model 
for printing improves the surface roughness about 27%. More details of the experimental 




Table 4-3: Results of surface roughness analysis between the rectangular strand model and the 
proposed strand model 
  
Results of surface roughness 
(Ra) for the proposed strand 
model (𝜇𝑚) Results of surface roughness (Ra) for rectangular strand model (𝜇𝑚) 
Sample 
1 
Top section 35.3 47.4 
Bottom section 35.0 49.6 
Sample 
2 
Top section 30.9 49.5 
Bottom section 34.7 51.5 
Sample 
3 
Top section 36.8 49.3 
Bottom section 37.5 48.5 
Sample 
4 
Top section 40.3 50.8 
Bottom section 40.4 49.7 
Surface roughness average 36.4 49.6 
 
 
4.3 Experimental Validation on Efficiency of the Direct Slicing Method 
The two main current types of CAD files used in the process of slicing are 
investigated in this section. A good example of industrial components that frequently need 
repair and maintenance with metal AM processes are turbine vanes and blades. The 
published data for the top, middle and bottom sections of a vane are used to construct an 
airfoil [154]. The same procedure defined for NURBS interpolation is used to construct the 
sections. The chord length algorithm is used to parametrize the reference points on the 
section curves. The number of control points and the degree for the interpolated NURBS 
curves are defined to be Np=25 and p=2. First a surface is constructed with linear 
interpolation between the three sections (top, middle and bottom sections). Two 
intermediate sections are extracted from the surface to smooth the surface. Figure 4-2 
shows all the interpolated sections. The final surface is created using the control points of 
the sections with degrees of p=2 and q=3 for the parametric directions. Figure 4-3 




Figure 4-2: Interpolated NURBS curves of an airfoil; data points of top, middle and bottom 
sections are from [154] 
A CAD model for the surface is defined based on B-rep format using NURBS 
definition and stored in an IGES file. This file also is converted to STL files with a constant 
angular tolerance and three chordal tolerances. To investigate the effect of tessellation on 
a fabrication process, three chordal tolerances are defined as 𝑇𝑐ℎ = 0.05 𝑚𝑚, 𝑇𝑐ℎ =0.1 𝑚𝑚 and 𝑇𝑐ℎ = 0.2 𝑚𝑚 for the process of tessellation. The angular tolerance, which 
usually have the same effect on the tessellation process, is considered to be constant, 𝑇𝑎𝑛 =15°. Siemens NX 12 [155] is used to convert the CAD model to a STL file. The STL file 
is sliced using PrusaSlicer [156]. An Original Prusa I3 MK3S printer [157] is used for the 




Figure 4-3: NURBS surface constructed from the interpolated NURBS section [154] 
 
The CAD model is sliced using the direct slicing algorithm introduced in section 
3.6.3. The average of the determined layer thicknesses in direct slicing is 𝑇𝑎𝑣𝑒 =0.3000 𝑚𝑚 and the standard deviation of the layer thicknesses is 𝑆𝑇𝐷({𝑇𝑠}) =0.0113 𝑚𝑚. The printing settings were constant for all the experiments in this section. 
Layer thickness, T=0.3 mm, nozzle temperature, 𝑇𝑛𝑜𝑧𝑧𝑙𝑒 = 215°, bed temperature, 𝑇𝑏𝑒𝑑 =60°, and the speed of the nozzle on the path, 𝐹 = 1000 𝑚𝑚/𝑚𝑖𝑛, were the constant setting 
parameters for the experiments. These parameters were selected based on the suggested 
settings for PLA [158] and calibration experiments. First the CAD files are compared to 
find the approximation errors in tessellation processes. Triangles of the STL files are 
subdivided to find the intermediate points in the triangles. The generated point clouds are 
fitted to the ideal surface to find the deviations between the ideal surface and the tessellated 
surfaces. The fitting process is carried out using PolyWorks Inspector™ [159]. Table 3-1 
shows the results of the comparison between the CAD files of the ideal surface and the 
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tessellated surfaces. In the next section, the inspection process for the printed part is carried 
out and the results are compared.  
 
Table 4-4: Numerical comparison between three STL files with different chordal tolerances [160]  
 
Chordal errors 




Surface tessellation with 
chordal tolerance = 0.05 mm 
-0.001 mm 0.002 mm 0.003 mm 
Surface tessellation with 
chordal tolerance = 0.1 mm 
-0.034 mm 0.026 mm 0.06 mm 
Surface tessellation with 
chordal tolerance =0.2 mm 
-0.071 mm 0.058 mm 0.129 mm 
 
4.3.1 Inspection Process of Printed Parts from Different File Format 
The three STL files and the B-rep model is printed using an FFF printer. Figure 4-4 
represents the printed models. The models are scanned using the laser scanner. The 
captured point cloud for each printed part is fitted to the CAD model in PolyWorks 
Inspector™ [159]. The results of the fitting and deviation evaluation processes for each 
part are shown in Figure 4-5 to Figure 4-8. As can be seen in the Table 4-5, the bounds of 
the deviation zone of the STL file generated by 0.2 mm chordal tolerance are 𝐷𝑒𝑣𝑙𝑜𝑤𝑒𝑟 =−0.710 𝑚𝑚 and 𝐷𝑒𝑣𝑢𝑝𝑝𝑒𝑟 = 0.422 𝑚𝑚 and the maximum deviation is 𝐷𝑒𝑣𝑚𝑎𝑥 =1.132 𝑚𝑚. The deviation zone for the STL file with 0.05 mm chordal tolerance is 𝐷𝑒𝑣𝑙𝑜𝑤𝑒𝑟 = −0.686 mm - 𝐷𝑒𝑣𝑢𝑝𝑝𝑒𝑟 = 0.237 mm and the maximum deviation for the 








Figure 4-4: Printing results of the airfoil fabricated from: a) STL file generated - 𝑇𝑐ℎ = 0.05 𝑚𝑚; 
b) STL file generated - 𝑇𝑐ℎ = 0.1 𝑚𝑚; c) STL file - 𝑇𝑐ℎ = 0.2 𝑚𝑚; d) direct slicing [160] 
 
As can be seen, the maximum deviations are decreased by reducing the chordal 
tolerance in the tessellation process. Figure 4-8 displays the results of the inspection 
process for the part printed based on direct slicing approach. The evaluated deviations of 
the part are 𝐷𝑒𝑣𝑙𝑜𝑤𝑒𝑟 = −0.530 mm, 𝐷𝑒𝑣𝑢𝑝𝑝𝑒𝑟 = 0.392 mm and 𝐷𝑒𝑣𝑚𝑎𝑥 = 0.922 𝑚𝑚. 
The maximum deviation of the part printed based on direct slicing is near to the deviations 
of the part printed from the STL file generated with 0.05 mm chordal tolerance. This shows 
that the effect of the errors in generating CAD models can be marginal in the final part. 
However, based on the complexity and the accuracy of the fabrication process, the 
generated errors might affect the quality of the final part. In addition, the continuity of the 
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manufactured surfaces is highly dependent on the continuity of the generated contours for 
the surfaces. In Figure 4-4, the flat planes generated in the tessellation process on the 
surface of the fabricated part can be observed. The continuity of the surface is crucial in 
precision manufacturing of the parts defined to have specific surface functionality such as 
parts in aerospace industry. 
 







Direct slicing -0.530 mm 0.392 mm 0.922 mm 
Surface tessellation with 
chordal tolerance = 0.05 mm 
-0.686 mm 0.237 mm 0.923 mm 
Surface tessellation with 
chordal tolerance = 0.1 mm 
-0.666 mm 0.349 mm 1.015 mm 
Surface tessellation with 
chordal tolerance =0.2 mm 








Figure 4-6: Inspection results of the part printed from the STL file with 𝑇𝑐ℎ = 0.1 𝑚𝑚 [160] 
 
 




Figure 4-8: Inspection results of the part printed from direct slicing of the CAD model [160] 
 
4.4 Experimental Validation of the Adaptive Slicing Algorithms 
In this section, the results of the experiments to investigate the effect of adaptive 
slicing on the quality of the final part is investigated. Adaptive slicing methods use the 
geometric complexity of the part along build direction to determine the layer thicknesses. 
The developed methods for adaptive slicing are implemented to slice a quarter sphere to 
investigate the optimization time, slicing time, build time, surface quality and geometric 
accuracy of the final part. To investigate the methodologies first the part is fabricated using 
minimum and maximum recommended layer thicknesses for an FFF machine. The results 
of these prints are compared with the results of adaptive slicing methods introduced in 
chapter 3. The same parameters determined for the layers’ boundary simulation in section 
3.3.5 are implemented for the process of fabrication. Table 4-6 represents the results of the 
comparison between the described methods. The optimization time is considered as the 
time to determine the optimum layer thicknesses through an optimization algorithm. The 
optimization time for constant layer thicknesses and the adaptive layer thickness planning 
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using curvature and slope information is insignificant. The optimization time is calculated 
as a significant part of the preprocessing for the adaptive approaches using Genetic 
algorithm reported in table. The following approaches are available to estimate the run time 
of a function inside MATLAB software [161]–[164]: 
 CPU time: this value is generated by MATLAB based on the amount of 
CPU usage by this software 
 Clock time: this command returns the command time when it is executed 
The average of CPU time and Clock time are used to estimate the run time of the 
developed preprocessing operations. The slicing time is estimated for the five approaches 
to print the quarter sphere. This time is the summation of all the times taken to extract the 
layer contours. The build time is determined for all fabrication processes by the FFF 
machine.  
 
4.4.1 Geometric Accuracy Evaluation 
All the printed parts are scanned using a FARO arm with laser line scanner. The 
deviations of the measured points from the ideal CAD model are calculated using a fitting 
process provided by PolyWorks software. The results of SDD and the lower and the upper 
bounds of the deviation zone are reported in Table 4-6. A hundred measured points are 
sampled from the surfaces using a uniform grid sampling in the x, y and z directions. The 
analysis of the results shows that the summation of preprocessing and processing time for 
the minimum layer thickness printing is about 92.63 minutes and the evaluated SDD is 
0.049 mm. The preprocessing time includes the optimization time to plan the process and 
the slicing time to generate the contours for each layer. The processing time is considered 
as the build time. As can be seen in the table, the part printed with minimum layer thickness 
has the minimum value for SDD and maximum build time. However, as discussed in the 
background study, using minimum layer thickness does not necessarily result in a part with 
minimum volumetric deviation. Each model should be analyzed before the process of 
fabrication to determine the theoretical deviations. The part printed with maximum layer 
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thickness has the maximum SDD, 0.093 mm, and the minimum total fabrication time, 41.3 
minutes. 






Optimization time Slicing time (sec) Build time 
Constant layer 
thickness printing 
0.15  134 - 
CPUTIME:  
8.16 min 





0.35 58 - 
CPU time:  
3.41 min 













CPU time: 4.64 min 




thickness – VEM 








CPU time: 133.30 
min 
Clock TIME:   
209.24 min 
CPU time: 3.82 min 




thickness – VEM 








CPU time: 230.22 
min 
Clock TIME:   
226.83 min 
CPU time: 6.48 min 




The total fabrication time for the part printed using curvature and slope based 
adaptive slicing is 43.67 minutes while the SDD of the part is 0.082 mm. This time is 5.7% 
more than the time taken for the part printed with the maximum available layer thickness. 
The result of surface evaluation of the part printed with maximum layer thickness show 
that the evaluated SDD is 13% bigger than the SDD value for the part printed with adaptive 
layer thickness printing based on curvature and slope information. The total time for 
fabrication of a part using the VEM methods using the two introduced strand boundary 
models are 214 minutes and 276 minutes respectively. A significant portion of the time is 
for the optimization process to determine the layer thicknesses. However, the build time of 
the part printed based on the VEM method using SC boundary model is 4% longer than the 
build time of the part printed using maximum layer thicknesses, which significantly affects 
the efficiency of the manufacturing process. In addition, the SDD of the part printed based 
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on the SC model for the optimization of layer thicknesses is 19% less than the SDD of the 
printed part by maximum layer thicknesses.  
The comparison between the results of adaptive layer thickness printing show that 
in terms of surface quality, the optimization method using the SC model has the best results. 
This result is expected due to the nature of the boundaries of layer in the process of FFF 
which is considered in the process of optimization using the SC strand model. In terms of 
the total fabrication time, the adaptive approach using the curvature and slope information 
is considerably less than the other two adaptive slicing approaches. The efficiency of the 
curvature and slope-based approaches need investigation for the AM processes that the 
boundaries of deposited layers are near to planar surfaces along the build direction.  
The results show the same trend in both simulation and experiment approaches. The 
developed VEM methods based on SC boundary model shows the better geometric 
accuracy in both analytical and experimental procedures. The geometric accuracy is 
improved by 44% and 23% for the part printed using the proposed combination of VEM 
and SC boundary model compared with maximum layer thickness printing.  
Table 4-7: The simulation and experiment results of surface quality and geometric accuracy of 
different slicing approaches 





























0.024 21087 -0.032 0.139 0.093 100 -0.179 0.276 
Adaptive layer 
thickness printing 
– Curvature and 
slope-based 
method 
0.026 22906 -0.055 0.076 0.082 100 -0.158 0.273 
Adaptive layer 
thickness – VEM 
based on SE 
boundary model 
0.020 23270 -0.037 0.113 0.077 100 -0.241 0.151 
Adaptive layer 
thickness – VEM 
based on SC 
boundary model 






Figure 4.9: Inspection results of minimum layer thickness printing (constant layer thickness: 0.15 
mm)  
 
Figure 4.10: Inspection results of maximum layer thickness printing (constant layer thickness: 




Figure 4.11: Inspection results of adaptive layer thickness printing using curvature and slope 
based slicing method  
 
Figure 4.12: Inspection results of adaptive layer thickness printing using VEM based on SE 




Figure 4.13: Inspection results of adaptive layer thickness printing using VEM based on SC 
boundary model 
 
Figure 4.14: Inspection results of the SE boundary simulation for the part constructed based on 




Figure 4.15: Inspection results of the simulation for the part constructed based on maximum layer 
thickness 
 
Figure 4.16: Inspection results of the simulation for the part constructed based on curvature and 




Figure 4.17: Inspection results of the simulation for the part constructed based on VEM using SE 
boundary model 
 




4.4.2 Surface Quality Estimation 
In addition to the inspection process using the laser scanner, the boundaries of the 
parts are captured and analyzed using an optical microscope. Figure 4.19 shows the 
microscope and the fixture designed to mount the quarter spheres under the microscope. 
The fixture is designed in a way that the plane section surface of the specimen can be 
properly mounted perpendicular to the microscope view. In some studies, parts produced 
by FFF method are cut to investigate the shape of their profiles. However, the uncertainty 
of the cutting process’s ability to keep the shape of the strand boundaries of polymeric 
materials unchanged, is high. In this research, the edge of the quarter sphere along the build 
direction is selected to observe the shape of the boundaries. Although the edges of the parts 
are not produced completely sharp, the extracted patterns from the edges are a consistent 
surface roughness representation for the procedure of comparing the surface roughness of 
the different workpieces.  
 




2D images from the shape of the edges are extracted using an optical microscope 
with 5x magnification. The selected edges of the models are marked in four sections. The 
images are taken from the same heights for each of the parts, Figure 4.20. The same 
procedure is implemented as in section 4.2 to extract and process the images. To determine 
more accurate surface roughness values for the surfaces, the deviations are fit to the radius 
calculated based on a measured diameter determined from the extracted points by the laser 
scanner. 
 
Figure 4.20: Four sections designated to extract images by the optical microscope 
 
Table 4-8 to Table 4-10 show the determined results from the inspection process 
using the microscope. An uncertainty analysis is carried out on the accuracy of the 
determined boundaries using a Monte Carlo approach. The uncertainty of the process can 
be determined by generating random selection of inputs for an evaluation process [165]. 
The process of evolution is repeated a hundred time based on the random generated sample 
selections. The results show the same trend as the results of laser scanner. These results are 
locally more reliable than that of the global analysis of the point clouds. The results show 
in terms of surface quality, the part printed from minimum layer thicknesses has better 
surface quality. However, the difference between the evaluated SSD between the results of 
the optimization approach based on the SC strand model and the minimum layer thickness 
is less than 40%. It worth mentioning that the differences between the SSD values of the 





Figure 4.21: Simulation of the VEM adaptive layer thickness planning using: a) SC boundary 
model; b) SE boundary model 
 
The results show that SSD values of the parts printed based on curvature and slope 
information and the optimization approach using the SE strand model are numerically 
close. Both approaches can be seen as methods of approximating the parts boundaries using 
steps along the build direction. However, as also is shown from the results of inspection 
using the laser scanner, the surface quality of the part printed based on the SC model is 
better than the other two adaptive approaches. The surface quality improvement of the part 
printed based on the combination of VEM method and SC boundary model is about 14% 
for the all section. As can be seen in the extracted images for the two bottom sections the 
results of the maximum layer thickness printing is better than the other approaches because 
of the geometrical properties of the model in the region. However, for the two top sections, 
the results of the experiments using VEM method with SC boundary model in terms of 





Table 4-8. Results of boundary fitting for the part printed using minimum and maximum 

































































































Average SSD 0.936 mm2 Average SSD 1.744 mm2 





Table 4-9. Results of boundary fitting for the part printed based on adaptive layer thickness 






Deviation (mm))  







Deviation (mm))  
VEM with SE boundary model for 
layer thickness planning 
Average SSD: 
0.627  
 SSD uncertainty: 
0.014  
 Maximum 















 SSD uncertainty: 
0.013  
 Maximum 















 SSD uncertainty: 
0.068  
 Maximum 















 SSD uncertainty: 
0.054  
 Maximum 













Average SSD 1.744 mm2 Average SSD 1.6058 mm2 





Table 4-10. Results of boundary fitting for the part printed based on VEM method using the SC 
boundary model 
Surface quality (SSD (mm2), 
Maximum Deviation (mm), 
Minimum Deviation (mm)) 
 
Average SSD: 0.644  
 SSD uncertainty: 0.019  
 Maximum Deviation: 0.035  
 Minimum Deviation: -0.044 
 
Average SSD: 0.513  
 SSD uncertainty: 0.015  
 Maximum Deviation: 0.029  
 Minimum Deviation: -0.049 
 
Average SSD: 2.608  
 SSD uncertainty: 0.054  
 Maximum Deviation: 0.058  
 Minimum Deviation: -0.073 
 
Average SSD: 2.349  
 SSD uncertainty: 0.042  
 Maximum Deviation: 0.065  
 Minimum Deviation: -0.057 
 
Average 1.529 mm2 





4.5 Chapter Summary 
In this chapter, the experimental verifications for the developed models are 
presented. First, the shapes of strand cross-sections are examined using a microscope. The 
surface roughness of printed specimens based on the developed geometrical model for 
strand cross-sections considerably improved the specimens’ surface quality in a variable 
layer thickness fabrication process. The next experimental approach was to investigate the 
effect of direct slicing in fabrication of freeform models. An airfoil is modeled and 
converted into three STL files with different chordal tolerance and printed using an FFF 
machine. Results show that the direct slicing approach can effectively improve the surface 
accuracy and especially surface continuity of the printed parts. To compare the different 
methods of adaptive layer thickness printing, a quarter sphere is sliced using five 
approaches. The results are compared to illustrate the efficiency of each algorithm. The 
best surface quality and geometric accuracy of the adaptive slicing procedure was provided 
by the optimization approach using the SC strand model in an FFF printing process. It 
worth mentioning that the adaptive slicing procedure using curvature and slope information 




Chapter 5 : Conclusion and Future Works 
5.1 Conclusions  
This research is defined to investigate the main sources of errors in additive 
manufacturing processes. One of the main sources of errors is produced during the 
tessellation process of parts’ surfaces. Although decreasing the chordal tolerance in the 
process of tessellation reduces the discrepancies between the original CAD model and the 
STL file, chordal tolerance reduction increases the number of triangles especially for large 
and complex models. A new algorithm is developed to directly extract an exact section 
from a parametric surface to preserve the accuracy of CAD file for the process of slicing. 
This direct slicing algorithm is highly efficient in terms of computational time and it 
significantly improve the accuracy of data transfer from CAD to AM process. It is worth 
mentioning that this algorithm can be used for any layer-based AM processes. 
As the experimental results of the new direct slicing method show, the geometric 
accuracy and continuity of the surfaces of the printed part using fused filament fabrication 
(FFF) machine is significantly increased compared to the fabricated parts using tessellated 
models.  Process planning and control are the other important task in any layer-based AM 
process which directly affect the accuracy of the products. A geometric boundary model is 
proposed to more accurately determine the process parameters for fabrication using FFF 
machines. The results of the designed experiments show the proposed strand boundary 
model could improve the surface quality of the printed specimens by 27% for the process 
of adaptive layer thickness printing.  
The other important factor that significantly affects the quality of the final products 
in a layer-based AM method is the selection of layer thickness. A large layer thickness may 
reduce the printing time but in most of the cases it drastically damages the geometric 
accuracy and surface roughness of the final product. Alternatively, using the minimum 
layer thickness may result in a higher geometric accuracy and surface quality but it is much 
more expensive due to significantly increased number of layers. An adaptive slicing 
approach considers the geometric complexity in the design and proposes the optimum 
thicknesses for the individual layers. Three adaptive layer thickness selection approaches, 
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namely volumetric error minimization (VEM) based on straight ended (SE) and semi-circle 
(SC) boundary models and curvature and slope based layer planning, are developed.  The 
developed adaptive layer thickness printing considers the limitations on the selected AM 
machine in terms of the minimum and the maximum printable thicknesses to select the 
admissible optimum thickness for each layer adaptively. All three methods are fully 
implemented and examined for an FFF machine. The results show the capabilities of each 
adaptive slicing method to fabricate products. The improvement in geometric accuracy 
using the VEM method is 44% compared with the results of the maximum layer thickness 
printing in simulation. It is observed that both surface quality and geometric accuracy 
measures are improved for the parts fabricated based on the combination the VEM method 
and SC boundary model by 23% compares to the results of printing with the maximum 
layer thicknesses. It is observed that using the proposed adaptive slicing approach may 
reduce the printing time more than 35% comparing to using constant layer thicknesses for 
a similar level of geometric accuracy.  
The developed adaptive curvature and slope based slicing method can be described 
as a fast and reliable approach to estimate a step-wise approximation of a model along the 
build direction. Specifically, for FFF process, the adaptive slicing approach based on the 
SC strand model results a higher accuracy comparing to the other adaptive layer thickness 
selection approaches. In addition to the experimental findings, the two proposed inspection 
approaches provides a platform to more reliably and accurately inspect the surface quality 
and geometric accuracy of layer-based AM products. 
 
5.2 Recommendations 
Following recommendation are suggested based on the developed algorithms and 
methodologies on the layer-based AM processes: 
 The process of adaptive direct slicing significantly can increase the 
accuracy and continuity of the final printed parts specially for complex 
geometries designed for medical or aerospace applications 
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 Considering the shape of the boundaries for each 2 ½ layer in the adaptive 
layer thickness printing increases the accuracy of the final part because it 
has more compatibility with the actual process 
 Considering the perimetral offset of layers in a layer-based additive 
manufacturing process can substantially increase the flexibilities and 
accuracy in finding the optimal solution 
 A more accurate geometrical model for the strand cross-section will 
improve the accuracy of the strand deposition in a fused filament fabrication 
process 
 Combination of a local and global inspection processes can effectively 
improve the accuracy and certainty in evaluation of the geometric 
deviations  
 
5.3 Future Works 
AM processes are attractive and demanding for industrial production. However, 
more investigation is needed to improve the efficiency and reliability of these processes. 
The following items can be worthy topics to be studied in the area of additive 
manufacturing: 
- Developing a direct method for extracting slice contours using 
reparameterization. 
- Investigation of the effect of the material and process on the shape of strand 
cross-section boundaries. 
- Developing an algorithm to find the optimum slicing direction directly from 
CAD models information considering the infill and support structure inputs. 
- Developing geometrical framework for direct slicing and the deposition 
process on the semi-fabricated parts. 
- Developing a process planning methodology based on additive and 
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Appendix A  
Appendix A – Table 1: Experimental Results of the strand boundary models – the 
developed boundary model for adaptive layer thickness printing 
Sample 1 
Side 1 𝑅𝑎 = 35.34 𝜇𝑚  
 
Side 2 𝑅𝑎=  35.02 𝜇𝑚 
 
Sample 2 
Side 1 𝑅𝑎=  30.94 𝜇𝑚 
 





Side 1 𝑅𝑎=  36.77 𝜇𝑚 
 
Side 2 𝑅𝑎=  37.53 𝜇𝑚 
 
Sample 4 
Side 1 𝑅𝑎=  40.32 𝜇𝑚 
 






Appendix A – Table 2: Experimental Results of the strand boundary models – the 
conventional boundary model  
Sample 1 
Side 1 𝑅𝑎=  47.43 𝜇𝑚 
 
Side 2 𝑅𝑎=  49.62 𝜇𝑚 
 
Sample 2 
Side 1 𝑅𝑎=  49.45 𝜇𝑚 
 





Side 1 𝑅𝑎=  49.31 𝜇𝑚 
 
Side 2 𝑅𝑎=  48.50 𝜇𝑚 
 
Sample 4 
Side 1 𝑅𝑎=  50.84 𝜇𝑚 
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