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Abstract
Let Mn be the algebra of all n × n matrices over a commutative unital ring C, and let L be a
C-module. Various characterizations of bilinear maps {.,.} :Mn × Mn → L with the property that
{x, y} = 0 whenever x any y commute are given. As the main application of this result we obtain the
definitive solution of the problem of describing (not necessarily bijective) commutativity preserving
linear maps from Mn into Mn for the case where C is an arbitrary field; moreover, this description is
valid in every finite-dimensional central simple algebra.
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1. Introduction
In [6] the first author described the so-called commuting traces of biadditive maps on
prime rings (and recently, in [9], a technical condition from [6] was removed). One possible
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∗ is another (nonassociative) multiplication on A such that
(x ∗ x) · x = x · (x ∗ x) for all x ∈A (1)
(here · denotes the initial associative multiplication), then there exist λ in C, the extended
centroid of A, an additive map μ :A→ C, and a biadditive map ν :A×A→ C such that
x ∗ x = λx2 + μ(x)x + ν(x, x) for all x ∈A (here, of course, x2 = x · x). This result has
turned out to be very useful. Its first applications were obtained already in [6], including
the one on commutativity preserving maps, the topic that shall also be considered in the
present paper; later on various other applications were found, and moreover this result was
one of the cornerstones in developing the theory of functional identities (see, for example,
survey articles [7,8]).
The work on this paper began by the question: If one changes the roles of ∗ in · in (1),
i.e. if one considers
x2 ∗ x = x ∗ x2 for all x ∈A, (2)
is then still possible to characterize ∗? This question is more entangled than the one con-
cerning (1); in particular, (2) can be viewed as a functional identity for which the general
theory [2,3,7], unlike in the case of (1), is not applicable. Moreover, if ∗ satisfies (2), then
for any additive map ϕ :A→A the product given by x ∗ϕ y = ϕ(x ∗ y) also satisfies (2).
Therefore, one cannot expect a reasonable answer to our question on such general class
of rings as was obtained for (1). We shall confine ourselves to the case where A = Mn
(= Mn(C)), the algebra of all n × n matrices over a commutative unital ring C. In this
context our (admittedly somewhat accidentally raised) question has turned out to be quite
interesting and fruitful, as we shall try to demonstrate in the present paper.
Our fundamental result, Theorem 2.1, treats a condition essentially equivalent to (2),
but in a more general context, in terms of bilinear maps from Mn ×Mn into any C-module.
This condition will be characterized in various ways: through its relation to the Lie prod-
uct (conditions (i), (ii), and (iii)), through some functional identities (conditions (iv), (v),
and (vi)), and finally, through a technical but useful description of the action on matrix units
(condition (vii)). The importance of the variety of these conditions will become clear later,
especially in Section 4. A special case of Theorem 2.1, the equivalence between (i) and (iv)
under the assumption that C is an algebraically closed field with char(C) = 0, was obtained
recently by the authors [10, Theorem 2.6]. Theorem 2.1 is considerably stronger—not only
because it avoids restrictions concerning C, but especially since some of the equivalent con-
ditions that it describes (e.g. (ii) and (iii)) yield a much more profound information than (i)
and (iv). The proof of Theorem 2.1 is entirely elementary.
In Section 3 we will apply Theorem 2.1 to the study of (nonassociative) products on Mn.
In particular we will answer the question on (2) stated above, and generalize the result by
Benkart and Osborn [5] on third power associative Lie-admissible products on matrices.
Our main application of Theorem 2.1 will be given in Section 4, where commutativity
preserving maps will be studied. We say that θ :A→A preserves commutativity if
θ(x)θ(y) = θ(y)θ(x) whenever xy = yx. (3)
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θ(x) = λψ(x) + τ(x)1 for all x ∈A,
where λ ∈ C, ψ is an automorphism or an antiautomorphism of A, τ is a linear functional
on A and 1 is the unity of A. We will say that such map is a standard commutativity
preserving map.
The problem of describing commutativity preserving linear maps is one of the most
studied linear preserver problems. The usual solution is that they are standard. One of the
motivations is that the assumption of preserving commutativity can be reformulated as the
condition of preserving zero Lie products. Thus, the structural results for commutativity
preserving maps can be considered as generalizations of characterizations of Lie homo-
morphisms. The problem was first considered in the case where A is the algebra of n × n
matrices [14], and has been afterwards studied in various much more general algebras
(see [6,13] for references). As already mentioned, the first ring-theoretic result in this area
was obtained in [6], where instead of the commutativity preserving assumption a milder
assumption that
θ
(
x2
)
θ(x) = θ(x)θ(x2) for all x ∈A, (4)
was treated.
A standard assumption when treating a commutativity preserving map θ (or a map sat-
isfying (4)) is that θ is bijective (or at least surjective). A result on nonsurjective linear
maps preserving commutativity was obtained by Omladicˇ, Radjavi and the second au-
thor in [13]. They proved that if C is an algebraically closed field with char(C) = 0 and
θ :Mn(C) → Mn(C) a linear map preserving commutativity, then θ is either a standard
commutativity preserving map or it range is commutative. Their proof combines linear al-
gebraic and analytic tools together with the transfer principle in model theoretic algebra,
which enables to pass from the case where C is the complex field to the case where C is an
arbitrary algebraically closed field with char(C) = 0. This theorem has been generalized
to commutativity preserving linear maps acting on a finite-dimensional central simple al-
gebra over any field C with char(C) = 0 in [10]. The basic idea of the proof was to deal
with the condition (4) instead of with (3), which made it possible to use the scalar ex-
tension argument, and thereby to reduce the general case to the one where the result of
Omladicˇ, Radjavi, and Šemrl can be used. Thus, we have so far a purely algebraic result
but its proof indirectly involves various tools, including those from analysis and model the-
oretic algebra. At the end of the paper [10] the problem of finding a more direct algebraic
approach which would give a new insight into the matter was posed. Of course, another
natural question here is whether the above mentioned structural result for linear maps pre-
serving commutativity acting on matrix algebras holds true for general fields. Using our
basic theorem we are now in a position to give such a direct algebraic proof that works for
matrices over general fields. Thus, a long standing open problem of characterizing linear
preservers of commutativity on matrix algebras over fields is now completely solved. In
fact, we will prove a more general result characterizing commutativity preserving linear
maps acting on a finite-dimensional central simple algebra over any field (Theorem 4.11).
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from the preceding related papers, especially from [10,13], without always pointing out
this. Moreover, we shall avoid referring to some auxiliary results that are (sometimes im-
plicitely) contained in these papers, but rather write down all details and thereby make the
present paper self-contained. The cost of organizing paper in such a way is just a minor
change of its length.
2. The basic theorem
Let A be an associative algebra. It is well known that A becomes a Lie (respectively
Jordan) algebra under the new product [x, y] = xy − yx (respectively x ◦ y = xy + yx).
These two products will play an important role in our arguments.
Throughout, C will denote a commutative unital ring, and Mn = Mn(C) will denote the
C-algebra of all n × n matrices over C, n  2. Further, by Ln we denote its Lie subalge-
bra consisting of all matrices with trace zero; equivalently, Ln is the C-submodule of Mn
generated by all [x, y], x, y ∈ Mn. By eij we denote standard matrix units in Mn.
Theorem 2.1. Let L be a C-module and let {.,.} :Mn × Mn → L be a bilinear map such
that {x, x} = 0 for all x ∈ Mn. Then the following conditions are equivalent:
(i) for all x, y ∈ Mn, [x, y] = 0 implies {x, y} = 0;
(ii) for all xt , yt ∈ Mn, ∑mt=1[xt , yt ] = 0 implies ∑mt=1{xt , yt } = 0;
(iii) there exists a linear map ϕ :Ln → L such that {x, y} = ϕ([x, y]) for all x, y ∈ Mn;
(iv) {x2, x} = 0 for all x ∈ Mn;
(v) {x ◦ y, z} + {z ◦ x, y} + {y ◦ z, x} = 0 for all x, y, z ∈ Mn;
(vi) {xy, z} + {zx, y} + {yz, x} = 0 for all x, y, z ∈ Mn;
(vii) for all i, j, k, l ∈ {1,2, . . . , n} we have
(a) {eij , ekl} = 0 whenever j = k and i = l,
(b) {eij , ejl} = {eik, ekl} whenever i = l,
(c) {eij , eji} + {ejk, ekj } + {eki, eik} = 0.
Proof. First we remark that {x, x} = 0 for all x ∈ Mn implies {x, y} = −{y, x} for all
x, y ∈ Mn. We shall use these two identities without mention.
(v) ⇒ (vii) (a) Let j = k and i = l. First consider the case where j = i. If k = l, then
{eii , ekl} = −{ekk ◦ ekl, eii}; since eii ◦ ekk = 0 and ekl ◦ eii = 0 it clearly follows from (v)
that {eii , ekl} = 0. If k = l, then
{eii , ekk} = {eik ◦ eki − ekk, ekk} = {eik ◦ eki, ekk}
= −{ekk ◦ eik, eki} − {eki ◦ ekk, eik} = −{eik, eki} − {eki, eik} = 0.
So we may assume that j = i. If i = k then we have {eij , ekl} = {eii ◦ eij , ekl} = 0 since
ekl ◦ eii = 0 and eij ◦ ekl = 0. So let i = k. Clearly we may assume that l = j . Hence
{eij , eil} = {eij ◦ ejj , eil} = 0 since eil ◦ eij = 0 and ejj ◦ eil = 0.
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In this case we have
{eij , ejl} = {eik ◦ ekj , ejl} = −{ejl ◦ eik, ekj } − {ekj ◦ ejl, eik}
= −{ekl, eik} = {eik, ekl}.
Let j = i. Then
{eii , eil} = −{eik ◦ ekl, eii} = {eii ◦ eik, ekl} + {ekl ◦ eii , eik} = {eik, ekl}.
Similarly we treat the case where k = l.
(c) Obviously we may assume that i, j, k are distinct. Accordingly,
{eij , eji} = {eik ◦ ekj , eji} = −{eji ◦ eik, ekj } − {ekj ◦ eji , eik}
= −{ejk, ekj } − {eki, eik}.
(vii) ⇒ (ii) Let xt , yt ∈ Mn be such that ∑mt=1[xt , yt ] = 0. Writing
xt =
n∑
i=1
n∑
j=1
λtij eij and yt =
n∑
k=1
n∑
l=1
μtklekl
it follows that
m∑
t=1
n∑
j=1
λtijμ
t
j l − μtijλtj l = 0 for all i, l. (5)
We have
m∑
t=1
{xt , yt } =
m∑
t=1
n∑
i=1
n∑
j=1
n∑
k=1
n∑
l=1
λtijμ
t
kl{eij , ekl}.
Since, by (a), {eij , ekl} = 0 unless j = k or i = l, this summation reduces to
m∑
t=1
{xt , yt } =
m∑
t=1
n∑
i=1
n∑
j=1
n∑
l=1
l =i
λtijμ
t
j l{eij , ejl} +
m∑
t=1
n∑
i=1
n∑
j=1
n∑
k=1
k =j
λtijμ
t
ki{eij , eki}
+
m∑ n∑ n∑
λtijμ
t
ji{eij , eji}.t=1 i=1 j=1
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m∑
t=1
n∑
i=1
n∑
j=1
n∑
l=1
l =i
λtj lμ
t
ij {ejl, eij }
it follows that
m∑
t=1
{xt , yt } =
m∑
t=1
n∑
i=1
n∑
j=1
n∑
l=1
l =i
(
λtijμ
t
j l − λtjlμtij
){eij , ejl}
+
m∑
t=1
n∑
i=1
n∑
j=1
λtijμ
t
ji{eij , eji}. (6)
We claim that each of the two summations on the right-hand side of (6) equals zero. For
the first summation this follows easily from (b) and (5). Namely, setting ail = {eij , ejl} for
any j we see that the first summation can be rewritten as
n∑
i=1
n∑
l=1
l =i
(
m∑
t=1
n∑
j=1
λtijμ
t
j l − μtijλtj l
)
ail
which equals 0 by (5). Next, set bi = {e1i , ei1} for each i, and note that {eij , eji} = bj − bi
by (c). Therefore, the second summation is equal to
m∑
t=1
n∑
i=1
n∑
j=1
λtijμ
t
ji(bj − bi) =
m∑
t=1
n∑
i=1
n∑
j=1
λtjiμ
t
ij bi −
m∑
t=1
n∑
i=1
n∑
j=1
λtijμ
t
jibi
= −
n∑
i=1
(
m∑
t=1
n∑
j=1
λtijμ
t
ji − μtijλtji
)
bi
which is 0 by (5). Consequently, ∑mt=1{xt , yt } = 0.
(ii) ⇒ (iii) Assuming (ii) we see that
ϕ :
m∑
t=1
[xt , yt ] →
m∑
t=1
{xt , yt }
is a well-defined linear map from Ln into L.
(iii) ⇒ (iv) Trivial.
(iv) ⇒ (v) A complete linearization of (iv) yields (v).
Thus, (ii), (iii), (iv), (v), and (vii) are equivalent.
(ii) ⇒ (i) Trivial.
(i) ⇒ (iv) Trivial.
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(vi) ⇒ (v) Trivial. 
Remark 2.2. By a straightforward but a bit tedious computation one can check that
2nu =
n∑
i=1
n∑
j=1
[[u, eij ], eji] for all u ∈ Ln. (7)
This observation was the concept behind the proof of Theorem 2.1. This may not be appar-
ent from the present proof, but it made it possible for us to conjecture that a map ϕ from
(iii) should have existed, and moreover should have satisfied
2nϕ(u) =
n∑
i=1
n∑
j=1
{[u, eij ], eji} for all u ∈ Ln. (8)
Namely, from (7) it follows that
2n{x, y} = 2nϕ([x, y])= n∑
i=1
n∑
j=1
ϕ
([[[x, y], eij ], eji]),
and hence
2n{x, y} =
n∑
i=1
n∑
j=1
{[[x, y], eij ], eji} for all x, y ∈ Mn, (9)
which in turn implies (8).
3. Nonassociative products on matrices
Throughout this section we shall consider Mn as a C-module equipped with another,
in general nonassociative, product, denoted by ∗; that is to say, (x, y) → x ∗ y is a bi-
linear map from Mn × Mn to Mn, and hence the C-module Mn together with ∗ becomes
a (nonassociative) algebra. We shall relate this “new” product to the standard associative
product.
Let us first settle the question raised in the introduction.
Corollary 3.1. The following conditions are equivalent for a product ∗ on Mn:
(i) x2 ∗ x = x ∗ x2 for all x ∈ Mn;
(ii) xy = yx implies x ∗ y = y ∗ x;
(iii) there exists a linear map ϕ :Ln → Mn such that x ∗ y − y ∗ x = ϕ([x, y]) for all
x, y ∈ Mn.
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(i), and (iii) in Theorem 2.1. 
Remark 3.2. It is well known and easy to see that every linear map ϕ :Mn → Mn is of
the form ϕ :x →∑mi=1 aixbi for some ai, bi ∈ Mn. Therefore the above formula can be
written as
x ∗ y − y ∗ x =
m∑
i=1
ai[x, y]bi .
Furthermore, if 12 ∈ C (i.e. 1 + 1 is invertible in C), then this can be expressed as
x ∗ y = 1
2
m∑
i=1
ai[x, y]bi + x • y,
where • is a commutative product on Mn (namely, x • y = 12 (x ∗ y + y ∗ x)).
Corollary 3.3. If C is a field, then the following conditions are equivalent for a product ∗
on Mn:
(i) xy = yx if and only if x ∗ y = y ∗ x;
(ii) there exists an invertible linear map ϕ :Mn → Mn such that x ∗ y − y ∗ x = ϕ([x, y])
for all x, y ∈ Mn.
Proof. Assuming (i), it follows from Corollary 3.1 that there exists a linear map
ϕ :Ln → Mn such that x ∗ y − y ∗ x = ϕ([x, y]) for all x, y ∈ Mn. Since x ∗ y = y ∗ x
implies xy = yx we see that the kernel of ϕ does not contain nonzero commutators [x, y];
however, since C is a field, every element in Ln can be expressed as a commutator [1], and
so ϕ has trivial kernel. Therefore ϕ can be extended to an invertible linear map from Mn
onto itself. Thus (i) implies (ii). The converse is trivial. 
LetA be any C-module and let ∗ be a product onA. Recall that the algebra (A,∗) is said
to be Lie-admissible if A becomes a Lie algebra under the product {x, y} = x ∗ y − y ∗ x.
Of course, associative algebras are Lie-admissible. Further, we say that ∗ is third power
associative if (x ∗ x) ∗ x = x ∗ (x ∗ x) for all x ∈A. Under the assumption that C is a field
with char(C) = 2,3, Benkart and Osborn described products ∗ on Mn that are third power
associative and satisfy x ∗ y − y ∗ x = xy − yx for all x, y ∈ Mn [5, Theorem 2.1]; so in
particular such products are Lie-admissible. Let us record a generalization of this theorem
that follows easily from our results.
Corollary 3.4. If C is a field with char(C) = 2, then the following conditions are equivalent
for a product ∗ on Mn:
(i) xy = yx if and only if x ∗ y = y ∗ x, and ∗ is third power associative;
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and a symmetric bilinear map σ :Mn → C such that
x ∗ y = ψ([x, y])+ βx ◦ y + τ(x)y + τ(y)x + σ(x, y) id
for all x, y ∈ Mn (here, id is the identity matrix).
Proof. Suppose that (i) holds. By Corollary 3.3 we have x ∗ y − y ∗ x = ϕ([x, y]) where
ϕ is an invertible linear map on Mn. Setting y = x ∗ x it follows that [x, x ∗ x] = 0 for
all x ∈ Mn. Now we are in a position to apply the result from [6,9] mentioned in the
introduction. It follows that x ∗ x = λx2 + μ(x)x + ν(x, x) id for all x ∈ Mn where λ ∈ C,
μ :Mn → C is an additive map and ν :Mn × Mn → C is an biadditive map. Linearizing
this identity we get x ∗ y + y ∗ x = λ(x ◦ y)+μ(x)y +μ(y)x + ν(x, y) id+ν(y, x) id for
all x, y ∈ Mn. This in particular implies that μ is actually a linear map, and accordingly,
(x, y) → ν(x, y)+ν(y, x) is a bilinear map. Now set ψ = ϕ2 , β = λ2 , τ = μ2 , and σ(x, y) =
1
2 (ν(x, y) + ν(y, x)), and note that (ii) holds. The converse is trivial. 
We remark that Beidar and Chebotar [4] extended the result by Benkart and Osborn in a
different direction, using the advanced theory of functional identities. We shall apply some
of the basic tools of this theory in the next proof. The three theorems from [2,3] that will be
applied hold true in much more general rings than the matrix algebra Mn is; however, it is
not obvious to us how to replace in the case of matrices the functional identities machinery
by a simple straightforward argument.
Corollary 3.5. If C is a field and n 3, then the following conditions are equivalent for a
product ∗ on Mn:
(i) xy = yx if and only if x ∗ y = y ∗ x, and (Mn,∗) is Lie admissible;
(ii) there exist λ ∈ C, λ = 0, and a linear map γ :Ln → C such that
x ∗ y − y ∗ x = λ[x, y] + γ ([x, y]) id
for all x, y ∈ Mn; moreover, λu = −γ (u) id for every nonzero u ∈ Ln.
Proof. Again it suffices to show that (i) implies (ii). So assume that (i) holds. Set {x, y} =
x ∗ y − y ∗ x. By Corollary 3.3 there exists an invertible linear map ϕ :Mn → Mn such that
{x, y} = ϕ([x, y]) for all x, y ∈ Mn. Consequently, the Jacobi identity for {.,.} implies that[{x, y}, z]+ [{z, x}, y]+ [{y, z}, x]= 0
for all x, y, z ∈ Mn. Since n  3, Mn is a 3-free ring (i.e. it is a 3-free subset of itself,
see e.g. [2, Theorem 2.4]). Therefore it follows from [3, Theorem 1.2] that {.,.} is a quasi-
polynomial, that is, there exist λ1, λ2 ∈ C, linear maps μ1,μ2 :Mn → C, and a bilinear map
ν :Mn → C such that
{x, y} = λ1xy + λ2yx + μ1(x)y + μ2(y)x + ν(x, y) id
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(λ1 + λ2)x ◦ y + (μ1 + μ2)(x)y + (μ1 + μ2)(y)x +
(
ν(x, y) + ν(y, x)) id = 0
for all x, y ∈ Mn. Now [3, Theorem 1.1] tells us that λ = λ1 = −λ2, μ = μ1 = −μ2 and
ν(x, y) = −ν(y, x). Thus,
{x, y} = λ[x, y] + μ(x)y − μ(y)x + ν(x, y) id .
We claim that μ = 0. If this was not true, then μ(eij ) would not be 0 for some
i, j ∈ {1, . . . , n}. Since n  3, there is k ∈ {1, . . . , n} different from both i and j . Then
[eij , ekk] = 0 and hence {eij , ekk} = 0. But this is clearly contradicts μ(eij ) = 0, and so
our claim is proved. Since {x, y} = ϕ([x, y]) it follows that ν(x, y) = γ ([x, y]) for some
linear map γ :Mn → C. Finally, from the first condition in (i) it clearly follows that λ = 0
and (also in view of [1]) λu + γ (u) id cannot be 0 for u = 0. 
If λu + γ (u) id = 0 for some u = 0 having trace zero, then n1 = 0. Thus, the latter
condition in (ii) is automatically fulfilled in case char(C) = 0 or char(C) does not divide n.
For n = 2 Corollary 3.5 does not hold. One can check that the product ∗ on M2 defined
by x ∗ y = xtyt satisfies (i) but not (ii) (here, xt denotes the transpose of the matrix x).
4. Commutativity preserving maps
4.1. The general situation
Theorem 2.1 immediately yields various characterizations of commutativity preserving
maps from Mn into any Lie algebra:
Corollary 4.1. Let L be a Lie algebra over C and let θ :Mn → L be a linear operator.
Then the following conditions are equivalent:
(i) θ preserves commutativity;
(ii) for all xt , yt ∈ Mn, ∑mt=1[xt , yt ] = 0 implies ∑mt=1[θ(xt ), θ(yt )] = 0;
(iii) there exists a linear operator ϕ :Ln → L such that [θ(x), θ(y)] = ϕ([x, y]) for all
x, y ∈ Mn;
(iv) [θ(x2), θ(x)] = 0 for all x ∈ Mn;
(v) [θ(x ◦ y), θ(z)] + [θ(z ◦ x), θ(y)] + [θ(y ◦ z), θ(x)] = 0 for all x, y, z ∈ Mn;
(vi) [θ(xy), θ(z)] + [θ(zx), θ(y)] + [θ(yz), θ(x)] = 0 for all x, y, z ∈ Mn;
(vii) the elements aij = θ(eij ) satisfy the following conditions:
(a) [aij , akl] = 0 whenever j = k and i = l,
(b) [aij , ajl] = [aik, akl] whenever i = l,
(c) [aij , aji] + [ajk, akj ] + [aki, aik] = 0.
Proof. Define {x, y} = [θ(x), θ(y)] and apply Theorem 2.1. 
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mutativity preserving maps from Mn into L to the problem of describing elements in the
Lie algebra L satisfying certain multiplicative relations. Indeed, one can construct a com-
mutativity preserving map from Mn into L if and only if L contains elements aij satisfying
the relations (a), (b), and (c). The obvious examples of such elements are:
(A) any commutative set {aij } (i.e. [aij , akl] is always 0);
(B) L is an algebra and there exist a matrix unit system {fij } in L (meaning that fij fkl =
δjkfil for all i, j, k, l) and central elements λ,λij such that either
(B1) aij = λfij + λij for all i, j ; or
(B2) aij = λfji + λij for all i, j .
Theorem 4.11 below in particular says that these obvious examples are in fact the only
possible examples in the case where L = Mn and C is a field. In general, however, there
are other examples. For instance, let n = 3, L = M4 and consider a12 = e12, a13 = e13,
a21 = e24, a31 = e34, and all other aij ’s are 0. This is just an interpretation of an example
from [13].
In a similar fashion one can characterize linear maps that act as derivations on commut-
ing pairs of elements.
Corollary 4.2. Let X be an Mn-bimodule and let δ :Mn → X be a linear operator. Then
the following conditions are equivalent:
(i) for all x, y ∈ Mn, [x, y] = 0 implies [δ(x), y] + [x, δ(y)] = 0;
(ii) for all xt , yt ∈ Mn, ∑mt=1[xt , yt ] = 0 implies ∑mt=1[δ(xt ), yt ] + [xt , δ(yt )] = 0;
(iii) there exists a linear operator ϕ :Ln → X such that [δ(x), y] + [x, δ(y)] = ϕ([x, y])
for all x, y ∈ Mn;
(iv) [δ(x2) − δ(x)x − xδ(x), x] = 0 for all x ∈ Mn.
Proof. Define {x, y} = [δ(x), y] + [x, δ(y)] and apply Theorem 2.1. 
Of course we could also write down appropriate versions of conditions (v), (vi), and
(vii). However, these statements are somewhat lengthy, so we decided to omit them.
4.2. The case of matrices over an algebraically closed field
The main goal of Section 4 is to prove the structural result for commutativity preserv-
ing linear maps acting on finite-dimensional central simple algebras. This subsection is
devoted to the special case when the underlying algebra is the algebra of matrices over an
algebraically closed field. The general result will be then obtained in the next subsection
using the scalar extension argument. Thus, we will prove here the following result.
Lemma 4.3. Let C be an algebraically closed field, and let n  3. If a linear map
θ :Mn → Mn satisfies the equivalent conditions of Corollary 4.1, then either the range
of θ is commutative, that is, we have θ(x)θ(y) = θ(y)θ(x) for every pair x, y ∈ Mn, or
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that either
θ(x) = λsxs−1 + τ(x) id
for every x ∈ Mn, or
θ(x) = λsxt s−1 + τ(x) id
for every x ∈ Mn. Here, xt denotes the transpose of x and id denotes the identity matrix.
Note that this theorem has an almost trivial consequence concerning commutativity
preserving maps between matrix algebras of different sizes. Namely, if θ :Mn → Mm is
a linear commutativity preserving map and m < n, then the image of θ is commutative.
Indeed, there is a natural embedding of Mm into Mn. Thus, θ can be considered also as
a linear commutativity preserving map from Mn into Mn which is obviously not of the
standard form. Thus, by the above theorem its image is commutative.
The proof of Lemma 4.3 is rather long. We will begin with some preliminary results.
The first one is probably known but we were unable to find a reference. Throughout this
subsection we will assume that C is an algebraically closed field.
Lemma 4.4. Let t ∈ Mn be a nonzero matrix. Then there exists an invertible matrix s such
that sts−1 has all diagonal entries nonzero.
Proof. We will prove the statement by induction on n. If n = 1 there is nothing to prove.
So, assume that the statement holds true for an integer n and we want to prove it for n+ 1.
Let t be a nonzero (n + 1) × (n + 1) matrix. Using the Jordan canonical form it is easy to
see that after applying a similarity transformation we may assume that
t =
[
t1 t2
0 t3
]
,
where t2, t3, 0 are a 2× (n−1) matrix, an (n−1)× (n−1) matrix, and the zero (n−1)×2
matrix, respectively, and t1 is of one of the following forms
[
λ1 ∗
0 λ2
]
,
[
λ 0
0 0
]
,
[
0 1
0 0
]
,
where λ1, λ2, λ are all nonzero scalars. Choose a nonzero a ∈ C with a = 1. Replacing t
by utu−1 where
u =
[
u1 0
0 id
]
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1 0
0 1
]
,
[
1 1
1 a
]
,
[
1 1
1 a
]
,
respectively, we may assume that t is an (n+1)×(n+1) matrix with a nonzero (1,1)-entry
and a nonzero bottom-right n × n corner. We denote this corner by w. By the induction
hypothesis we can find an invertible s1 ∈ Mn such that s1ws−11 has all diagonal entries
nonzero. It is then clear that [
1 0
0 s1
]
t
[
1 0
0 s−11
]
has all diagonal entries nonzero. 
Lemma 4.5. Let V ⊂ Mn be a proper subspace. Then there exists an invertible matrix
s ∈ Mn such that eii /∈ sVs−1, i = 1, . . . , n.
Proof. Note that every linear functional on Mn can be represented as x → tr(xt) for
some t ∈ Mn. Accordingly, we can find a nonzero matrix t such that V is contained in
{x ∈ Mn: tr(xt) = 0}. Applying the previous lemma we may assume after applying an ap-
propriate similarity that t has all diagonal entries nonzero. Then the equation tr(xt) = 0 is
satisfied by none of the matrices eii . 
As the referee pointed out, the following lemma could be extracted from [11]. However,
our proof is elementary and rather short, so we give it for the sake of completeness.
Lemma 4.6. Assume that V ⊂ M3 is a commutative subspace. Then dimV  3.
Proof. We may assume with no loss of generality that the identity matrix id belongs to V ,
since otherwise we consider the linear span of V and id instead of V . Assume first that there
exists x ∈ V with three distinct eigenvalues. After replacing V by sVs−1, where s ∈ M3 is
an appropriate invertible matrix, we may assume that
x =
[
λ1 0 0
0 λ2 0
0 0 λ3
]
with λi = λj whenever i = j . Since every member of V commutes with x, it has to be a
diagonal matrix. Thus, dimV  3, as desired.
Next, if there is x ∈ V with x3 = 0 and x2 = 0, then once again we can apply the
similarity transformation on V and then we may assume that
x =
[0 1 0
0 0 1
]
.0 0 0
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[
λ μ δ
0 λ μ
0 0 λ
]
,
and consequently, dimV  3 in this case as well.
Similarly, we have dimV  3 if V contains a matrix similar to a matrix of the form
[
λ 1 0
0 λ 0
0 0 μ
]
with λ = μ.
The next possibility we have to consider is that there is x ∈ V which is similar to a
diagonal matrix of the form
x =
[
λ 0 0
0 μ 0
0 0 μ
]
with λ = μ. Then every member of V is of the form
[∗ 0 0
0 ∗ ∗
0 ∗ ∗
]
,
where each of the ∗’s is any scalar. Using the Jordan canonical form it is easy to see that
the commutant of every nonscalar 2 × 2 matrix u is a two-dimensional space spanned by
id and u. Here, a matrix is called a scalar matrix if it is a scalar multiple of the identity. It
is then easy to conclude that V is again of dimension at most 3.
Using the Jordan canonical form we conclude that it remains to consider the case that
all members of V are of the form m+μ id, where μ is a scalar and m is a nilpotent of rank
one. There is no loss of generality in assuming that e12 ∈ V . Then every matrix from V is
of the following form
[
λ ∗ ∗
0 λ 0
0 ∗ μ
]
.
Because all members of V have exactly one eigenvalue we have λ = μ for every member
of V . Thus, V ⊂ span{id, e12, e13, e32}. This space is obviously not commutative, and hence
V is its proper subspace. Thus, dimV  3 in this last case as well. 
Lemma 4.7. Let r1, r2, r3, r4 ∈ M3 be rank one matrices such that
[r1, r2] = [r1, r4] = [r2, r3] = [r3, r4] = 0
M. Brešar, P. Šemrl / Journal of Algebra 301 (2006) 803–837 817and
[r1, r3] + [r2, r4] = 0.
Then r1, r2, r3, and r4 are linearly dependent.
Proof. Each of ri , i = 1, . . . ,4, is either a multiple of a rank one idempotent or a square-
zero matrix. Assume that at least one of them is a multiple of an idempotent. Observe that
ri , i = 1, . . . ,4, appear symmetrically in the assumptions of the lemma. Thus, there is no
loss of generality in assuming that r1 = λe11 for a nonzero scalar λ. Since r2 and r4 both
commute with r1 they have to be of the form
[∗ 0 0
0 ∗ ∗
0 ∗ ∗
]
.
They are both of rank one, so each of them has either the (1,1)-entry zero, or the bottom-
right 2 × 2 corner equal to zero. If one of them is a scalar multiple of e11 we are done. So,
we may assume that both of them are of the form
[0 0 0
0 ∗ ∗
0 ∗ ∗
]
.
It follows that [r2, r4] has nonzero entries only in the bottom-right 2 × 2 corner. On the
other hand, [r1, r3] = λ[e11, r3] has nonzero entries only in the first row and the first col-
umn. It follows that
[r1, r3] = −[r2, r4] = 0.
Thus, the linear span of r1, r2, r3, and r4 is a commutative subspace. The desired conclusion
now follows directly from the previous lemma.
It remains to consider the case that all the rj ’s are nilpotents of rank one. With no loss
of generality we may assume that r1 = e12. Again we apply the fact that r2 and r4 both
commute with r1 together with the fact that they are nilpotents of rank one to conclude that
they are necessarily of the form
[0 ∗ ∗
0 0 0
0 ∗ 0
]
.
Thus,
[r2, r4] =
[0 ∗ 0
0 0 0
]
.0 0 0
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r3 =
[∗ ∗ ∗
0 ∗ 0
0 ∗ ∗
]
.
Applying the fact that r3 is nilpotent we see that all its diagonal entries have to be zero.
Thus the linear span of r1, r2, r3, and r4 is contained in the three-dimensional space
spanned by e12, e13, and e32. This completes the proof. 
The following lemma has been already proved in [13]. As its proof is rather short we
will include it here for the sake of completeness.
Lemma 4.8. Let R be a subset of Mn, n  2, whose all members are nilpotent matrices.
Assume that there exists a rank one nilpotent matrix m such that [x, y] belongs to the linear
span of m for every pair x, y ∈R. Then R is simultaneously triangularizable.
Proof. As usual, we identify matrices with linear operators acting on Cn. Let z be any
nonzero element ofR. Then its kernel as well as its image are nontrivial subspaces. All we
have to do is to show that at least one of them is invariant under all members ofR. Then we
can get the triangularizability using a simple inductive argument. Assume that the kernel
of z is not invariant under a certain w ∈R. Then there is a nonzero vector a ∈ Cn such that
za = 0 and zwa = 0. It follows that λma = (zw − wz)a = 0, which further yields that the
one-dimensional image of m is contained in the image of z. For any u ∈R the image of uz
is contained in the sum of the images of zu and m and this sum is contained in the image
of z. Thus, the image of z is invariant under all members of R, as desired. 
Let θ :Mn → Mn be a linear map preserving commutativity. We define
S = {x ∈ Mn: θ(x)θ(y) = θ(y)θ(x) for every y ∈ Mn}.
Obviously, S is a linear space containing the kernel of θ . Observe that if matrices x1, . . . , xk
form a basis of a complement of Ker θ in S , and if τ1, . . . , τk :Mn → C are linear function-
als such that τi(Ker θ) = 0, i = 1, . . . , k, and τi(xj ) = δij , then the linear map ψ defined
by
ψ(x) = θ(x) −
k∑
i=1
τi(x)θ(xi)
preserves commutativity and its kernel coincides with S (note that the set S defined with
respect to θ coincides with S defined with respect to ψ ). Later on we will need the fact that
the image of ψ is contained in the image of θ . Moreover, the image of ψ is commutative
if and only if the image of θ is commutative (in fact, if this is so, then ψ = 0). Further, the
map θ is of one of the standard forms
θ(x) = λsxs−1 + τ(x) id or θ(x) = λsxt s−1 + τ(x) id,
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if and only if ψ is of one of the two standard forms (in fact, if this is so, then S is the
linear span of the identity). Using this observation we are able to reduce the study of linear
commutativity preserving maps θ to the special case when S = Ker θ .
Lemma 4.9. Let θ :M3 → M3 be a linear map preserving commutativity. Let S ⊂ M3
be defined as above. If S contains a nonscalar matrix, then S = M3, or equivalently, the
image of θ is commutative.
Proof. We already know that there is no loss of generality in assuming that S = Ker θ .
By Corollary 4.1(vi), the subspace Ker θ is a unital subalgebra of M3. Further, by Corol-
lary 4.1(iii) there exists a linear map ϕ :L3 → M3 such that ϕ([x, y]) = [θ(x), θ(y)] for all
x, y ∈ M3.
We will start by considering three special cases.
Case 1. The first special case we will treat is that there exist rank one idempotents p,q ∈
M3 such that pq = qp = 0 and p,q ∈ Ker θ . Without loss of generality we may assume
that p = e11 and q = e22. Then, because id ∈ Ker θ , we have also e33 ∈ Ker θ . Then [r, x] ∈
Kerϕ for every r ∈ {e11, e22, e33} and every x ∈ M3. It follows easily that Kerϕ contains
all matrices of the form [0 ∗ ∗
∗ 0 ∗
∗ ∗ 0
]
. (10)
Consequently, [x, y] ∈ Kerϕ whenever x, y ∈ {e12, e13, e23}. This further implies that
θ(x) and θ(y) commute if x, y ∈ {e12, e13, e23}. It follows that the linear span of
θ(e12), θ(e13), θ(e23), id is a commutative subspace of M3. By Lemma 4.6 there exist
scalars λ1, λ2, λ3, λ4 not all zero such that
θ(λ1e12 + λ2e13 + λ3e23) = λ4 id .
Then, clearly, λ1e12 + λ2e13 + λ3e23 ∈ S = Ker θ . In particular, at least one of λ1, λ2,
λ3 is nonzero and because Ker θ is a subalgebra of M3 containing e11, e22, and e33, at
least one of e12, e13, e23 belongs to Ker θ . With no loss of generality we may assume that
e12 ∈ Ker θ . In a similar way we prove that at least one of e21, e31, e32 belongs to Ker θ .
So, here we have to consider the three subcases. We start with the subcase that
e11, e22, e33, e12, e32 ∈ Ker θ . Then [e32, x] ∈ Kerϕ for every x ∈ M3. In particular,
[e32, e23] = e33 − e22 ∈ Kerϕ, and similarly, [e12, e21] = e11 − e22 ∈ Kerϕ. This together
with (10) yields that Kerϕ = L3, which means that the image of θ is commutative (in fact,
under our additional assumption that S = Ker θ , this implies that θ = 0). This completes
the proof of this subcase.
The next subcase we will treat is that e11, e22, e33, e12, e31 ∈ Ker θ . Then e31e12 = e32 ∈
Ker θ and we are done by the previous subcase.
In order to complete the proof of our first special case we have to consider the remaining
subcase that e11, e22, e33, e12, e21 ∈ Ker θ . We denote aij = θ(eij ), 1  i, j  3. We will
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a moment that we already proved this. As above we conclude that then a nontrivial linear
combination of e13, e23, e31, and e32 belongs to Ker θ , and since e11, e22, e33 belong to
the subalgebra Ker θ , we come to the conclusion that at least one of e13, e23, e31, and e32
belongs to Ker θ . But then we have (possibly up to a transposition) one of the previous two
subcases, and therefore, in this case the image of θ is commutative as well.
Thus, we have to find a nontrivial linear combination of a13, a23, a31, a32, and id that is
zero. We apply Corollary 4.1(vii)(b) first with i = k = 1, l = 2, j = 3, then with i = k = 2,
l = 1, j = 3, and finally Corollary 4.1(vii)(c) with i = 1, j = 2, and k = 3. We get
[a13, a32] = [a11, a12] = 0, (11)
[a23, a31] = 0, (12)
and
[a23, a32] + [a31, a13] = 0. (13)
For a ∈ M3 we denote by a′ the commutant of a, a′ = {x ∈ M3: ax = xa}. Observe that
the dimension of every a′, a ∈ M3, is either 3 (if a has 3 different eigenvalues, or if a is a
nondiagonalizable matrix with two eigenvalues, or if a = λ id + m where m is a nilpotent
of rank two), or 5 (if a is of the form a = r + λ id where r is a rank one matrix), or 9
(if a is a scalar matrix). If one of a13, a23, a31, a32 is a scalar matrix then it is obvious
that a13, a23, a31, a32, and id are linearly dependent, as desired. The next possibility we
will treat is that at least one of a13, a23, a31, a32 has the commutant of dimension 3.
With no loss of generality we may assume that dima′13 = 3. Clearly, a13, a23, id ∈ a′13. By
(11), we have also a32 ∈ a′13. It follows that a13, a23, a32, and id are linearly dependent.
So, it remains to consider the case that each of a13, a23, a31, a32 has the commutant of
dimension 5, or equivalently, each of a13, a23, a31, a32 is either of the form λp + μ id,
where p is an idempotent of rank one and λ = 0, or of the form m + μ id, where m is a
nonzero square-zero matrix. It follows from Lemma 4.7, (11), (12), and (13) that a13, a23,
a31, a32, and id are linearly dependent in this last subcase as well. This completes the proof
of the commutativity of the range of θ in our first special case.
Case 2. The second special case that we will deal with is that there exist a rank one
idempotent p ∈ M3 and a rank one nilpotent m ∈ M3 having the same row space or the
same column space such that p,m ∈ Ker θ . Without loss of generality we may assume
that we have the first possibility and then we can assume that p = e11 and m = e12. Then
[r, x] ∈ Kerϕ for every r ∈ {e11, e12} and every x ∈ M3. It follows easily that Kerϕ con-
tains all matrices of the form [
λ ∗ ∗
∗ −λ 0
∗ ∗ 0
]
. (14)
Consequently, [x, y] ∈ Kerϕ whenever x, y ∈ {e21, e22, e31}. As in the previous case we
conclude that there exist λ, μ, δ not all zero such that λe22 + μe21 + δe31 ∈ Ker θ .
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and then the image of θ is commutative by the first case. Similarly, if μ = 0, then
(e21 + μ−1δe31)e12 = e22 + μ−1δe32 ∈ Ker θ and we can again apply the previous case
to conclude that the range of θ is commutative. In the remaining case when both λ and
μ are zero we have e31 ∈ Ker θ , and consequently, e32 = e31e12 ∈ Ker θ . As in the previ-
ous case we denote aij = θ(eij ), 1  i, j  3, and we will show that a nontrivial linear
combination of a13, a21, a22, a23, and id is zero. Assume for a moment that we have
already proved this. As above we conclude that then a nontrivial linear combination of
e13, e21, e22, and e23 belongs to Ker θ , and since e11 and e12 belong to the subalgebra
Ker θ , we come to the conclusion that either e13 ∈ Ker θ and then e33 = e31e13 ∈ Ker θ , or
e21 ∈ Ker θ and then e22 = e21e12 ∈ Ker θ , or e22 + λe23 ∈ Ker θ , or e23 ∈ Ker θ and then
e33 = e31e12e23 ∈ Ker θ . In each of these cases Ker θ contains two orthogonal idempotents
of rank one, and so, in each of these cases the range of θ has to be commutative by our first
case.
Thus, we have to find a nontrivial linear combination of a13, a21, a22, a23, and id which
is zero. Applying (14) we see that a21 commutes with a22 and a23, a13 commutes with a22
and a23, and
[a21, a13] + [a23, a22] = 0.
The desired linear dependence can be now obtained in exactly the same way as in the first
case.
Case 3. The last special case that we will consider is that there exist linearly independent
rank one nilpotents m,k ∈ M3 with the same row space or the same column space such that
m,k ∈ Ker θ . Without loss of generality we may assume that they have the same row space
and then we may further assume that m = e12 and k = e13. Then Kerϕ contains all upper
triangular trace zero matrices. The same arguments as above yield the existence of scalars
λ, μ, δ not all zero such that λe11 + μe22 + δe23 ∈ Ker θ . We know that Ker θ is a unital
subalgebra. It is easy to see that if λ = 0 and λ = μ then e11 ∈ Ker θ , and then the range of
θ is commutative by the second case. If 0 = λ = μ, then e33 − λ−1δe23 ∈ Ker θ and then
again by the second case, the image of θ has to be commutative. So, we may assume from
now on that λ = 0. If μ = 0, then e22 + μ−1δe23 ∈ Ker θ and we can once more apply the
second special case to conclude that the range of θ is commutative. In the remaining case
that also μ = 0 we have e23 ∈ Ker θ . Using by now standard arguments we conclude from
e32 = [e31, e12] ∈ Kerϕ that λe11 + μe22 + δe32 ∈ Ker θ . It is easy to reduce this case to
one of the previous ones if λ = 0 or μ = 0. In the remaining case we get e32 ∈ Ker θ which
yields e33 = e32e23 ∈ Ker θ . And applying the second special case once more we see that
the range of θ is commutative in this last subcase as well.
We have shown that in any of the above three cases the image of θ is commutative. Our
assumption is that Ker θ is a unital subalgebra containing a nonscalar matrix. Making use
of the Jordan canonical form it is then easy to see that it must contain an idempotent of
rank one or a nilpotent of rank one. Replacing θ by x → θ(sxs−1), x ∈ M3, where s is an
appropriate invertible 3 × 3 matrix, we may assume that e11 ∈ Ker θ or e12 ∈ Ker θ .
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Kerϕ contains all matrices of the form
[0 ∗ ∗
∗ 0 0
∗ 0 0
]
.
As before we can find a nontrivial linear combination λe12 + μe13 + δe33 that belongs
to Ker θ . It follows that at least one of the matrices λe12 + μe13 and δe33 is nonzero and
belongs to Ker θ . Thus, we have either the first special case, or the second special case, and
thus, the image of θ must be commutative.
If e12 ∈ Ker θ then Kerϕ contains all matrices of the form
[
λ ∗ ∗
0 −λ 0
0 ∗ 0
]
.
Consequently, λe22 +μe33 + δe13 ∈ Ker θ for some not all zero scalars λ, μ, δ. If λ = 0 or
μ = 0, then one can easily see that Ker θ contains an idempotent of rank one. We already
know that then the image of θ is commutative. If these two scalars are both zero then
e13 ∈ Ker θ and then the image of θ is commutative by the third special case. 
Lemma 4.10. The statement of Lemma 4.3 holds true in the special case when n = 3.
Proof. We have already proved the statement in the case when S contains a nonscalar
matrix. Thus it remains to consider the case when S = span{id}. We have to prove that
then θ is a standard map. Replacing θ by x → θ(x) + τ(x)(id − θ(id)), where τ is any
linear functional with τ(id) = 1 we get a commutativity preserving linear map satisfying
θ(id) = id. It is easy to see that S defined with the respect to this new map is again the one-
dimensional space spanned by the identity matrix. Moreover, if this new map is a standard
commutativity preserving map than the same is true for the original map θ .
Thus, we may assume that θ(id) = id and S = span{id}. Then, clearly, θ is bijective
since its kernel is trivial. If p ∈ M3 is an idempotent of rank one than its commutant p′
is a vector space of dimension 5. Because of the commutativity preserving property we
have θ(p′) ⊂ θ(p)′. It follows that the commutant of θ(p) has dimension at least 5. By
bijectivity, θ(p) is not a scalar matrix, and consequently, it has to be either of the form
λq + μ id for some scalars λ, μ with λ = 0 and some idempotent q of rank one, or of the
form m + μ id for some scalar μ and some square-zero rank one matrix m.
We will first show that the second possibility cannot occur. Assume on the contrary that
there exists a rank one idempotent p such that θ(p) = m + μ id, where m is a nonzero
square-zero matrix and μ is a scalar. With no loss of generality we may assume that
p = e11. We will prove that then any idempotent q of rank one such that e11q = qe11 = 0
is mapped by θ in a sum of a nonzero square-zero matrix and a scalar matrix. Assume that
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into a matrix similar to [
δ 0 0
0 δ 0
0 0 η
]
.
Here, δ = η. With no loss of generality we may assume that e22 is mapped into this matrix.
Now, since θ(e11) commutes with this matrix, we may assume, after composing θ with yet
another similarity transformation, that
θ(e11) =
[
μ 1 0
0 μ 0
0 0 μ
]
. (15)
From θ(id) = id we conclude that θ(e33) is a nondiagonalizable matrix with two eigenval-
ues. Thus, the commutant of θ(e33) has dimension 3, a contradiction.
We have proved that every rank one idempotent of the form
[0 0 0
0 ∗ ∗
0 ∗ ∗
]
(16)
is mapped into a sum of a nonzero square-zero matrix and a scalar matrix. We may assume
that (15) holds true. Since every idempotent of the form (16) commutes with e11, it is
mapped either into a matrix of the form
[
α β γ
0 α 0
0 0 α
]
,
or into a matrix of the form [
α β 0
0 α 0
0 γ α
]
.
The linear space of all matrices having the nonzero entries only in the bottom-right 2 × 2
corner is spanned by rank one idempotents of the form (16). Thus, we have shown that the
linear span of e11, e22, e23, e32, e33 is mapped by θ into the linear span of id, e12, e13, e32,
contradicting the bijectivity assumption.
This contradiction shows that for every idempotent p of rank one there exist scalars
λp,μp , λp = 0, and an idempotent q of rank one such that θ(p) = λpq + μp id. We will
next prove that λp is independent of p. It is enough to show that λp1 = λp2 whenever p1
and p2 are rank one idempotents such that p1p2 = p2p1 = 0. Indeed, it is an easy but
tedious exercise to show that for an arbitrary pair of rank one idempotents p1,p2 ∈ M3
one can find either a rank one idempotent r such that p1r = rp1 = rp2 = p2r = 0, or
rank one idempotents r1, r2 such that p1r1 = r1p1 = r1r2 = r2r1 = r2p2 = p2r2 = 0, and
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orthogonal idempotents either twice or three times.
So, let p1 and p2 be rank one idempotents with p1p2 = p2p1 = 0. Let θ(pi) =
λpi qi + μpi id. We have θ(p1)θ(p2) = θ(p2)θ(p1), and thus, q1q2 = q2q1. Clearly, two
rank one idempotents commute if and only if they are equal or orthogonal. The possibil-
ity q1 = q2 cannot occur since in this case the commutant of θ(p1) would be the same
as the commutant of θ(p2), contradicting the bijectivity of θ . Thus, q1q2 = q2q1 = 0. If
λp1 = λp2 , then the 5-dimensional commutant of p1 +p2 is mapped into the 3-dimensional
commutant of λp1q1 + λp2q2, a contradiction.
Hence, λp = λ is independent of p. Multiplying θ by λ−1 we may assume that every
idempotent of rank one is mapped into a sum of an idempotent of rank one and a scalar
matrix.
The same argument as in the second paragraph of the proof shows that θ maps every
rank one matrix into a sum of a rank one matrix and a scalar matrix. It is easy to see that if
two such sums are equal, that is, r + μ id = s + λ id, where s and r are rank one matrices,
then r = s and μ = λ. Thus, the rank one part and the scalar part in such a sum are uniquely
determined.
So, after subtracting from θ a map of the form x → τ(x) id, where τ is an appropriate
linear functional, we may assume that θ(eij ) is a rank one matrix for all i, j , 1 i, j  3.
We further know that θ(e11), θ(e22), and θ(e33) are pairwise orthogonal rank one idempo-
tents. Thus, with no loss of generality we may assume that θ(eii) = eii , i = 1,2,3. Now
θ(e12) is a rank one matrix and e11 + λθ(e12) = θ(e11 + λe12) is a sum of a rank one
idempotent and a scalar matrix for every λ ∈ C. Setting x = θ(e12) we thus have
e11 + λx = pλ + μλ id (17)
for some rank one idempotent pλ and scalar μλ.
Assume first that μλ = 0 for every nonzero λ. Then (17) reads as
μ−1λ e11 + μ−1λ λx − μ−1λ pλ = id.
Note that the sum of three rank one matrices is equal to id only in the case when these
matrices are pairwise orthogonal idempotents. In particular, μ−1λ e11 must therefore be an
idempotent for every nonzero λ, yielding that μλ ≡ 1, λ = 0. Consequently, λx is a nonzero
idempotent for every nonzero λ, a contradiction. Therefore, μλ = 0 for some nonzero λ.
For such λ the sum of rank one matrices e11 and λx is of rank one, and thus all nonzero en-
tries of x belong either to the first row or to the first column. Moreover, in this case we have
that either θ(e12) ∈ span{e12, e13}, or θ(e12) ∈ span{e21, e31}, since pλ is an idempotent.
We repeat now the same arguments with e22 instead of e11 to conclude that either
θ(e12) = αe12 for some nonzero scalar α, or θ(e12) = αe21 for some nonzero scalar
α. Composing θ with the transposition, if necessary, we may assume that we have the
first possibility. In the same way we show that either θ(e13) = βe13 for some nonzero
scalar β , or θ(e13) = βe31 for some nonzero scalar β . The second possibility contradicts
the fact that θ(e12) and θ(e13) commute. So, after composing θ by a similarity transfor-
mation induced by an appropriate diagonal matrix we may assume that θ(eij ) = eij if
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then necessarily θ(e23) = γ e23 for some nonzero scalar γ .
Next, we have either θ(e21) = δe12, or θ(e21) = δe21 for some nonzero δ. The first pos-
sibility cannot occur because of the bijectivity assumption and the fact that the commutants
of e12 and e21 are not the same. In this way we see that
θ
([
x11 x12 x13
x21 x22 x23
x31 x32 x33
])
=
[
x11 x12 x13
δx21 x22 γ x23
σx31 ηx32 x33
]
,
[
x11 x12 x13
x21 x22 x23
x31 x32 x33
]
∈ M3,
for some nonzero scalars δ, γ , σ , η. From the fact that e12 + e13 commutes with both
e22 −e32 and e23 −e33 we conclude that γ = η = 1. In a similar way we see that δ = σ = 1.
This completes the proof.
It should be mentioned here that the last part of the proof could be somewhat shorter
if we had the additional assumption that charC = 3. Namely, in this case we could, after
reducing the general case to the special case when θ maps every idempotent of rank one
into a sum of an idempotent of rank one and a scalar matrix, replace θ by the map x →
θ(x) + (1/3) tr(x − θ(x)) id in order to get a trace and commutativity preserving linear
map. Because this new map sends every rank one idempotent p into a sum q +μ id, where
q is an idempotent of rank one and μ is a scalar, the trace-preserving property shows that
μ = 0. So, in this case we have immediately that θ maps rank one idempotents into rank
one idempotents and then it is possible to get the desired conclusion that θ is a standard
map in a shorter way than in the general case. 
Proof of Lemma 4.3. We will prove the statement by induction on n. The case n = 3 has
been already proved in the previous lemma. So, assume that the statement holds true for an
integer n − 1 3 and we want to prove it for n.
With no loss of generality we may assume that S = Ker θ . We will first consider the case
that every idempotent of rank one is mapped into a matrix having only one eigenvalue. If
Ker θ = Mn, then we are done. So, we will assume that Ker θ = Mn. Then, by Lemma 4.5,
we may assume, after replacing θ by x → θ(sxs−1), that eii /∈ Ker θ , i = 1, . . . , n. We
denote byWi ⊂ Mn, i = 1, . . . , n, the subspace of all matrices x such that xeii = eiix = 0.
This subspace consisting of all matrices with the zero ith row and the zero ith column can
be identified in a natural way with Mn−1. We have θ(e11) = λ id + m for some nonzero
nilpotent m. After composing θ with a similarity transformation, we may assume that
θ(e11) = λ id+
[
0 a
0 b
]
for some matrices a and b of the appropriate size; in the direct sum decomposition of the
underlying space Cn corresponding to the above block representation of θ(e11) the first
direct summand is the null space of θ(e11)−λ id. For every x ∈W1 we have θ(x)θ(e11) =
θ(e11)θ(x), and thus, for every x ∈W1 we have
θ(x) =
[
y1 y2
0 y
]
.3
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and x → y3 will be denoted by θ1 and θ2. SinceW1 can be identified with Mn−1, these two
maps can be considered as commutativity preserving linear maps from Mn−1 into Mk and
Mn−k , respectively. Using the induction hypothesis we will prove that both the images of
θ1 and θ2 are commutative. Assume that this is not true. Then by the induction hypothesis
(see also the remark following Lemma 4.3) we have either k = 1, or k = n − 1. Assume
first that k = 1. Then θ2 must be by the induction hypothesis of one of the two standard
forms. As for every x ∈ Mn−1 the matrix
θ
([
0 0
0 x
])
=
[
θ1(x) ∗
0 θ2(x)
]
commutes with θ(e11) and because θ2 is of a standard form we see that b must be a scalar
matrix. And since [
0 a
0 b
]
is a nilpotent we have b = 0. This obviously contradicts the fact that the kernel of this
nilpotent has dimension k = 1.
If k = n− 1 then θ1 is of one of the standard forms and using once again the nilpotency
of
[ 0 a
0 b
]
together with the fact that b is of dimension 1 × 1 we see that b = 0. Now, we
apply the fact that for every x ∈ Mn−1 the matrix
θ
([
0 0
0 x
])
=
[
θ1(x) ∗
0 θ2(x)
]
commutes with θ(e11) to conclude that the vector a is an eigenvector of θ1(x) for every
x ∈ Mn−1. Because θ1 is of one of the standard forms it is either bijective or its image has
codimension one (the kernel of a standard map is either trivial or it consists of all scalar
matrices). It follows that a = 0, a contradiction.
We have thus proved that both the images of θ1 and θ2 are commutative. It is well known
that a commutative set of matrices over an algebraically closed field is simultaneously
triangularizable. Hence, we can assume with no loss of generality that for every x ∈ Mn−1
the matrix
θ
([
0 0
0 x
])
= φ(x)
is upper triangular. We can now apply the induction hypothesis for a linear map on Mn−1
sending every x ∈ Mn−1 into the upper-left (n − 1) × (n − 1) corner of φ(x). This is a
linear commutativity preserving map whose kernel is neither trivial, nor one-dimensional.
Thus, the image of this map is commutative. The same holds true for a linear map on Mn−1
sending every x ∈ Mn−1 into the bottom-right (n− 1)× (n− 1) corner of φ(x). It follows
that [θ(x), θ(y)] belongs to the linear span of e1n for every pair x, y ∈W1.
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that we get is that for every i = 1, . . . , n there exists a nilpotent mi of rank one such that
[θ(x), θ(y)] belongs to the linear span of mi for every pair x, y ∈Wi .
In the next step we will prove that we may assume that mi (after multiplication by an
appropriate constant) does not depend on i. Denote aij = θ(eij ), 1 i, j  n. Assume first
that there exists i, 1 i  n, such that θ(Wi ) is commutative. With no loss of generality we
assume that i = 1. For every integer k, 2 k  n, we have ekk /∈ Ker θ . This together with
the fact that θ(W1) is commutative yields that either [akk, a1k] = 0, or [akk, ak1] = 0. We
will consider only the first case. If j /∈ {1, k}, then after multiplying mj by an appropriate
constant, we get [akk, a1k] = mj . It follows easily that m2 = m3 = · · · = mn = m. Because
θ(W1) is commutative, m1 can be also assumed to be equal to m.
Clearly, if for every pair i, j , 1  i, j  n, i = j , the subspace θ(Wi ∩Wj ) is non-
commutative, then mi and mj , 1  i, j  n, have to be the same up to a multiplicative
constant.
So, from now on we may assume that θ(Wi ) is noncommutative, i = 1, . . . , n, and that
there exists i, j , i = j , such that θ(Wi ∩Wj ) is commutative. We will treat only the special
case when i = 1 and j = 2. Since e33 /∈ Ker θ we have
[a33, a13] = 0 or [a33, a31] = 0
or
[a33, a23] = 0 or [a33, a32] = 0.
In the first case we have (after multiplying the mi ’s by appropriate constants)
m2 = m4 = m5 = · · · = mn, (18)
while in the second case we have
m1 = m4 = m5 = · · · = mn. (19)
Applying e44 /∈ Ker θ and the commutativity of θ(Wi ∩Wj ) we get in the same way that
m1 = m3 = m5 = · · · = mn, (20)
or
m2 = m3 = m5 = · · · = mn. (21)
Note that in the case n = 4 the identities (20) and (21) reduce to m1 = m3 and m2 = m3,
respectively. Let us mention at this point that the case that is now under the consideration
is one of those that has been, in some form, also treated in [13]. However, it seems that the
proof in [13] contains a gap and so from now on we proceed in a different way.
So, we have one of (18) and (19), and at least one of (20) and (21). If (19) and (20)
hold true then m1 = m3 = m4 = · · · = mn. Assume there exist i, j , 1  i, j  n, i = j ,
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is a nonzero multiple of at least one of m1,m3, . . . ,mn. Thus (after multiplying m2 by an
appropriate scalar), we have
m1 = m2 = m3 = · · · = mn, (22)
as desired.
If, on the other hand, all [aii , aij ], [aii , aji], [aij , aji], 1 i, j  n, i = j , i = 2, j = 2,
are zero, then Kerϕ, where ϕ is the map from Corollary 4.1(iii), contains all trace zero
matrices from W2 implying that θ(W2) is commutative, a contradiction.
We have proved that (19) and (20) yield the desired conclusion (22). The same argument
shows that (22) can be inferred from (18) and (21). It remains to consider two cases, namely
when we have (18) and (20), or (19) and (21). We will consider only the first case. If n 5
then (22) follows directly from (18) and (20). Thus, the only remaining case is that n = 4
and
m2 = m4 and m1 = m3.
We have to prove that m2 = m4 and m1 = m3 are linearly dependent. If any of
[a12, a21], [a14, a41], [a23, a32], [a34, a43], [a11, a12],
[a11, a21], [a11, a14], [a11, a41], [a22, a21], [a22, a12],
[a22, a23], [a22, a32], [a33, a32], [a33, a23], [a33, a34],
[a33, a43], [a44, a41], [a44, a14], [a44, a34], [a44, a43]
is nonzero, then m3 = m4, m2 = m3, . . . ,m1 = m2, respectively. Thus we may assume that
all the above commutators are zero. It follows that Kerϕ contains all trace zero matrices of
the form ⎡
⎢⎣
∗ ∗ 0 ∗
∗ ∗ ∗ 0
0 ∗ ∗ ∗
∗ 0 ∗ ∗
⎤
⎥⎦ . (23)
Thus, because e11 /∈ Ker θ , we have either [a11, a13] = 0, or [a11, a31] = 0, and similarly,
either [a22, a24] = 0, or [a22, a42] = 0. We will consider only the case when [a11, a13] =
0 and [a22, a24] = 0. We can find a nonzero scalar λ such that θ(e44 + λe34) = 0. As
before we prove that there exists a nilpotent k of rank one such that [θ(x), θ(y)] lies in
the linear span of k for every pair x, y ∈ M4 satisfying x(e44 + λe34) = (e44 + λe34)x =
y(e44 + λe34) = (e44 + λe34)y = 0. Take x = e11 and y = e13 − λe14 to conclude that
[a11, a13 − λa14] lies in the linear span of k. By (23), [a11, a14] = ϕ(e14) = 0, and thus,
[a11, a13], a nonzero multiple of m2, is contained in the linear span of k. The choice x = e22
and y = e23 − λe24 yields in the same way that m3 belongs to the linear span of k. Hence,
after multiplying the mi ’s by appropriate scalars we have m1 = m2 = m3 = m4, as desired.
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[θ(x), θ(y)] lies in the linear span of m for all x, y ∈Wi and all i = 1, . . . , n.
In the next step we will show that [θ(x), θ(y)] belongs to the linear span of m for every
pair of matrices x, y ∈ Mn. Clearly, it is enough to show that [aij , akl] belongs to the linear
span of m for all integers 1  i, j, k, l  n. If the cardinality of the set {i, j, k, l} is at
most 3, then eij and ekl both belong to Wp for some p, 1  p  n, and then the desired
conclusion follows from what we have just proved. On the other hand, if the cardinality of
the set {i, j, k, l} is 4, then eij and ekl commute, and therefore, [aij , akl] = 0 belongs to the
linear span of m in this case as well.
Now we consider the set of all matrices θ(p), where p is any idempotent of rank one. By
Lemma 4.8, this set is simultaneously triangularizable. After composing θ with a similarity
transformation, we may assume that θ(p) is an upper triangular matrix with equal diagonal
entries for every rank one idempotent p. Applying the fact that every matrix is a linear
combination of rank one idempotents we conclude that the image of θ is contained in the
algebra of all upper triangular matrices with equal diagonal entries.
We apply the induction hypothesis once more, this time for linear maps ξi from Wi ,
i = 1, . . . , n, into Mn−1 defined in the following way. For each x ∈Wi we define ξi(x)
to be the upper-left (n − 1) × (n − 1) corner of θ(x). These are commutativity preserv-
ing maps whose images are contained in the subalgebra of upper triangular matrices. By
the induction hypothesis, these maps have commutative images. We do the same with the
bottom-right (n − 1) × (n − 1) corners to conclude that [θ(x), θ(y)] is contained in the
linear span of e1n for every i = 1, . . . , n, and every pair x, y ∈Wi . As before it follows
that [θ(x), θ(y)] is contained in the linear span of e1n for every pair x, y ∈ Mn.
In our next step we will define a new linear commutativity preserving map η :Mn → Mn
in the following way. Define η(x), x ∈ Mn, to be the matrix obtained from θ(x) by keep-
ing (1,2), (1,3), . . . , (1, n−1), (2, n), (3, n), . . . , (n−1, n)-entries and replacing all other
entries by zero. Clearly, we have [η(x), η(y)] = [θ(x), θ(y)] for every pair of matrices
x, y ∈ Mn.
We will prove that every linear commutativity preserving map η :Mn → Mn whose
image is contained in the subspace of all matrices of the form
⎡
⎢⎢⎢⎢⎢⎢⎣
0 ∗ ∗ . . . ∗ 0
0 0 0 . . . 0 ∗
0 0 0 . . . 0 ∗
...
...
...
. . .
...
...
0 0 0 . . . 0 ∗
0 0 0 . . . 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
(24)
has a commutative image. Assume for a moment that we have already done this. Then
0 = [η(x), η(y)] = [θ(x), θ(y)] for every pair of matrices x, y ∈ Mn, contradicting the
fact that Ker θ = S = Mn. This contradiction completes the proof of the inductive step in
the special case when θ maps every idempotent of rank one into a matrix with only one
eigenvalue.
Thus, let η be as described above. Once again we can assume that Kerη = S where S is
defined with respect to η in the usual way. So, we have to prove that η is the zero map. We
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with linear operators acting on Cn. Assume that η = 0. Then, Kerη is a proper subalgebra
of Mn of dimension at least n2 − 2(n − 2). By Burnside’s theorem (for a one page self-
contained elementary proof of Burnside’s theorem we refer to [12]), Kerη has an invariant
subspace of dimension k, 1  k  n − 1. It is easy to check that by our dimensionality
condition we have either k = 1, or k = 2, or k = n − 2, or k = n − 1. Composing η with a
similarity transformation and then replacing the obtained map η by the map x → η(xt ), if
necessary, we may assume that either Kerη is the space of all matrices of the form⎡
⎢⎢⎢⎢⎢⎢⎣
∗ ∗ ∗ . . . ∗ ∗
∗ ∗ ∗ . . . ∗ ∗
0 0 ∗ . . . ∗ ∗
...
...
...
. . .
...
...
0 0 ∗ . . . ∗ ∗
0 0 ∗ . . . ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎦
,
or Kerη is a subspace of the space of all matrices of the form⎡
⎢⎢⎢⎢⎢⎢⎣
∗ ∗ ∗ . . . ∗ ∗
0 ∗ ∗ . . . ∗ ∗
0 ∗ ∗ . . . ∗ ∗
...
...
...
. . .
...
...
0 ∗ ∗ . . . ∗ ∗
0 ∗ ∗ . . . ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎦
. (25)
In the first case we will get a contradiction by showing that e31 ∈ Kerη. In order to see this
we have to show that a31 = η(e31) commutes with every aij , 1 i, j  n. In the case when
i  3 and j  2 this is true because in this case e31 and eij commute. In all other cases eij
belongs to the kernel of η, and therefore, aij = 0 commutes with a31 in all other cases as
well.
In the second case we consider the subalgebra B of Kerη consisting of all matrices
belonging to the kernel of η having nonzero entries only in the bottom-right (n − 1) ×
(n − 1) corner. Clearly, dim Kerη = dimB + dimV , where V is the linear space of all
matrices t having nonzero entries only in the first row with the property that there exists
s ∈ B such that t + s ∈ Kerη. Thus, dimB  (n2 − 2n + 4) − n = (n − 1)2 − (n − 3). It
follows that B has no nontrivial invariant subspaces and therefore, by Burnside’s theorem,
B contains all n × n matrices with the zero first row and the zero first column. Moreover,
we know that Kerη is a unital subalgebra, and therefore, e11 also belongs to Kerη. Thus,
we have shown that Kerη contains all matrices of the form⎡
⎢⎢⎢⎢⎢⎢⎣
∗ 0 0 . . . 0 0
0 ∗ ∗ . . . ∗ ∗
0 ∗ ∗ . . . ∗ ∗
...
...
...
. . .
...
...
0 ∗ ∗ . . . ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎦
.0 ∗ ∗ . . . ∗ ∗
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a nonzero off-diagonal entry in the first row, say t1j = 0, where j > 1 and tij denotes
the (i, j)-entry of t . As e11 and ejj belong to Kerη we have e1j ∈ Kerη. But then e12 =
e1j ej2, . . . , e1n = e1j ejn ∈ Kerη. It follows that all matrices of the form (25) belong to
Kerη. As above we then conclude that e21 ∈ Kerη, a contradiction. This completes the
inductive step in the special case when every idempotent of rank one is mapped into a
matrix having only one eigenvalue.
So, from now on we can assume that there exists an idempotent p of rank one such
that θ(p) has at least two eigenvalues. We will first consider the case that there exists
such a p satisfying the additional assumption that there exist x, y ∈ Mn with px = py =
xp = yp = 0 such that θ(x) and θ(y) do not commute. With no loss of generality we may
assume that p = e11. Then the subspace θ(W1) is not commutative. After composing θ
with a similarity transformation we may further assume that
θ(e11) =
⎡
⎢⎢⎣
q1 0 . . . 0
0 q2 . . . 0
...
...
. . .
...
0 0 . . . qk
⎤
⎥⎥⎦ , (26)
where each of the matrices qj , j = 1, . . . , k, has only one eigenvalue and the eigenvalues
corresponding to these diagonal blocks are pairwise different. Let r1 × r1, . . . , rk × rk be
the sizes of these blocks. Because of the commutativity preserving property it follows that
θ(x) =
⎡
⎢⎢⎣
θ1(x) 0 . . . 0
0 θ2(x) . . . 0
...
...
. . .
...
0 0 . . . θk(x)
⎤
⎥⎥⎦
for every x ∈W1. We may consider θj , j = 1, . . . , k, as linear maps from Mn−1 into Mrj ;
each of them preserves commutativity and by our assumption, at least one of them has a
noncommutative image. Therefore, by the induction hypothesis, at least on of the blocks
q1, . . . , qk is of the size (n − 1) × (n − 1). Thus, k = 2, and we may assume that q2 is
an (n − 1) × (n − 1) matrix. Define a linear functional τ :Mn → C by τ(x) = −θ1(x1),
where x = x1 +x2, x1 ∈W1, and x2 is a matrix having nonzero entries only in the first row
and the first column. Then, replacing θ by x → θ(x)+ τ(x) id, we may assume that W1 is
invariant under θ . After carrying out this replacement, we keep most of our assumptions:
θ is a linear commutativity preserving map satisfying (26). We may have lost the assump-
tion that Ker θ = S but we have θ(id) = μ id for some scalar μ. Applying the induction
hypothesis we may assume, after composing θ with a similarity transformation and going
to transposes, if necessary, that
θ
([
0 0
0 x
])
=
[
0 0
0 λx + κ(x) id
]
, x ∈ Mn−1. (27)
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κ is a linear functional on Mn−1. We will first show that κ = 0. Assume on the contrary
that κ takes a nonzero value δ on some idempotent of rank one, say e22. Then
θ(e22) =
[0 0 0
0 λ + δ 0
0 0 δ id
]
.
By the commutativity preserving property we have
θ(W2) ⊂
{[
t1 0
0 t2
]
: t1 ∈ M2, t2 ∈ Mn−2
}
.
It follows from the induction hypothesis that θ(W2) is commutative. This contradicts (27).
Thus, κ = 0. It follows from θ(id) = μ id that
θ(e11) =
[
μ 0
0 (μ − λ) id
]
.
After replacing θ by x → λ−1θ(x)+ ζ(x) id, where ζ is a linear functional on Mn satisfy-
ing ζ(e11) = 1 − μ/λ and ζ(W1) = {0}, we can assume that θ acts like the identity on the
subspace W1 ⊕ span{e11}.
Now, because θ(enn) = enn, we may assume, after subtracting from θ an appropriate
operator of the form x → ρ(x) id, where ρ is a linear functional on Mn, thatWn is invariant
under θ without changing the assumption that the restriction of θ to W1 ⊕ span{e11} is the
identity operator. Then the induction hypothesis together with the fact that θ acts like the
identity on W1 ∩Wn yields that θ(x) = sxs−1, x ∈Wn, for some invertible matrix s of
the form s = αe11 + (id − e11). Similar arguments with W2 instead of W1 show that after
subtracting yet another operator of the form x → ρ(x) id, if necessary, we may assume that
θ(x) = sxs−1 for every x ∈ Mn.
So, it remains to consider the case that there exists an idempotent p of rank one that is
mapped by θ into a matrix with at least two eigenvalues, and if p is any such idempotent
then the θ -image of the subspace of all matrices x satisfying px = xp = 0 is commuta-
tive. When treating this case we once again start with the assumption that Ker θ = S . In
particular, θ(id) = 0.
This last case will be further divided into three subcases depending on the maximal
number N of pairwise orthogonal idempotents of rank one that are sent into matrices with
at least two eigenvalues.
We start with the case N = 1. It is rather easy to show that this case cannot occur.
Indeed, assume that p1, . . . , pn are pairwise orthogonal rank one idempotents such that
θ(p1) has at least two eigenvalues while all the other θ(pi)’s have only one eigenvalue.
As they commute, they are simultaneously triangularizable. But then their sum has at least
two eigenvalues. Since p1 + · · · + pn = id and θ(id) = 0, this is not possible.
Next we consider the case that N = 2. Applying again the fact that θ(id) = 0 we may
assume that θ(e11) and θ(e22) are of the form (26) with the diagonal blocks having spectra
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that
θ(x) =
⎡
⎢⎢⎣
θ1(x) 0 . . . 0
0 θ2(x) . . . 0
...
...
. . .
...
0 0 . . . θk(x)
⎤
⎥⎥⎦ (28)
for every x ∈W1 ∪W2. We will show that (28) holds true for every x ∈ Mn. Clearly, it is
enough to show that (28) holds true for e12 and e21.
Assume for a moment that we have already proved that (28) holds true for every x ∈ Mn.
Then in order to complete the proof in our special case we have to show that any linear
commutativity preserving map ς from Mn into Mr with r < n has a commutative image.
If r < n − 1 then we consider the restrictions of ς to Wi , i = 1, . . . , n. By the induction
hypothesis all these restrictions have commutative images. So, ς(eij ) and ς(emn) commute
whenever the cardinality of {i, j,m,n} is at most three. If i, j,m,n are pairwise different
then we get the commutativity of ς(eij ) and ς(emn) from eij emn = emneij = 0. The same
approach works when r = n − 1 and all the spaces ς(Wi ), i = 1, . . . , n, are commutative.
In the remaining case one of the restrictions of ς to Wi has noncommutative image. With
no loss of generality we may assume that this happens when i = n. Then after composing
ς with a similarity transformation, multiplying by a nonzero scalar, subtracting an operator
of the form x → κ(x) id, where κ is a linear functional on Mn, and going to transposes, if
necessary, we may assume that
ς
([
x 0
0 0
])
= x
for every x ∈ Mn−1. As enn commutes with every matrix from Wn we necessarily have
ς(enn) ∈ C id. Our next goal is to show that θ(e1n) ∈ C id. Clearly, e1n commutes with
every n×n matrix of the form ∑1jn−1,2kn−1 λjkejk , λjk ∈ C. It follows that ς(e1n)
commutes with every (n − 1) × (n − 1) matrix having the first column equal to zero. It is
now easy to conclude that ς(e1n) is a scalar multiple of the identity. The same is true for
every ς(eij ) with i = n or j = n. It follows that ς maps every n × n matrix into its upper-
left (n − 1) × (n − 1) corner plus a scalar multiple of the identity. Obviously, such a map
does not preserve commutativity. This contradiction yields the desired conclusion that any
linear commutativity preserving map ς from Mn into Mr with r < n has a commutative
image.
Thus, we must now prove that (28) holds true when x = e12 and x = e21. We will
consider only the case x = e12. We will first show that there exists a nonzero scalar δ
such that θ(e22 + δe32) has block diagonal form (28) with blocks having pairwise disjoint
spectra. Assume for a moment that this has been already done. Then, because e12 − δ−1e13
commutes with e22 + δe32, we see that θ(e12 − δ−1e13) has the block diagonal form (28),
and since θ(e13) has such a block diagonal form the same must be true for θ(e12), as
desired.
So, we have to find a nonzero scalar δ such that θ(e22 + δe32) has block diagonal
form (28) with blocks having pairwise disjoint spectra. We already know that both θ(e22)
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fore, the diagonal blocks of θ(e22) and θ(e32) are simultaneously triangularizable. So,
we may assume that all these blocks are upper triangular. Therefore, the diagonal en-
tries (the eigenvalues) of θ(e22 + δe32) are of the form λ1 + δμ1, . . . , λ1 + δμr1, λ2 +
δμr1+1, . . . , λ2 + δμr1+r2, . . . , λk + δμr1+···+rk−1+1, . . . , λk + δμn, where λi = λj when-
ever i = j , 1  i, j  k. Here, r1 × r1, . . . , rk × rk are the sizes of the blocks appearing
in (28). Applying the fact that C is algebraically closed and thus of infinite cardinality we
can find a nonzero δ such that the set of the first r1 diagonal entries, the set of the next r2
diagonal entries, . . . , and the set of the last rk diagonal entries of θ(e22 + δe32) are pairwise
disjoint, as desired.
Finally, let us consider the case when N  3. With no loss of generality we may assume
that θ(e11), θ(e22), and θ(e33) have spectra with cardinality greater than one. We will show
that θ(x) commutes with θ(e33) for every x ∈ Mn and then we can complete the proof as
above. Clearly, θ(e33) commutes with θ(e12) and θ(e21). Since θ(W1) and θ(W2) are both
commutative subspaces we have [θ(e33), θ(eij )] = 0 for all other matrix units as well. This
gives the desired relation [θ(e33), θ(x)] = 0, x ∈ Mn, and thus, the proof is completed. 
4.3. The case of finite-dimensional central simple algebras
We shall now extend Lemma 4.3 considerably by obtaining the same conclusion for
finite-dimensional central simple algebras. The main technical work, however, has already
been done above, since we shall reduce this more general situation to the one treated in
Lemma 4.3. Moreover, the proof that we shall now give is just a slight modification of the
proof of [10, Theorem 3.1]. Nevertheless, we shall give all details, in particular since we
wish to keep the paper self-contained.
Theorem 4.11. Let A be a finite-dimensional central simple algebra over a field C such
that dimCA = 4. If a linear map θ :A→ A satisfies [θ(x2), θ(x)] = 0 for all x ∈ A (in
particular, if θ preserves commutativity), then θ is either a standard commutativity pre-
serving map or its range is commutative.
Proof. We let C¯ denote the algebraic closure of C, and let A¯ = C¯ ⊗C A be the scalar
extension of A. It is well known that A¯ ∼= Mn(C¯) where n = √dimCA. Thus n = 2, and
so, since the result is trivial in case n = 1, we may assume that n  3. Define a C¯-linear
map θ¯ : A¯→ A¯ by θ¯ (λ ⊗ x) = λ ⊗ θ(x). A linearization of [θ(x2), θ(x)] = 0 gives
[
θ(x ◦ y), θ(z)]+ [θ(z ◦ x), θ(y)]+ [θ(y ◦ z), θ(x)]= 0,
from which we see that θ¯ satisfies the same condition, i.e.
[
θ¯ (x¯ ◦ y¯), θ¯ (z¯)]+ [θ¯ (z¯ ◦ x¯), θ¯ (y¯)]+ [θ¯ (y¯ ◦ z¯), θ¯ (x¯)]= 0
for all x¯, y¯, z¯ ∈ A¯. That is to say, θ¯ satisfies the condition (v) of Corollary 4.1, and so
Lemma 4.3 tells us that θ¯ is either a standard commutativity preserving map or its range is
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sume that there exist an automorphism or an antiautomorphism ψ¯ of A¯, a linear functional
μ¯ on A¯, and a nonzero scalar λ¯ ∈ C¯ such that
θ¯ (x¯) = λ¯ ψ¯(x¯) + μ¯(x¯)1¯, (29)
where 1¯ = 1 ⊗ 1 is the identity element of A¯. Let us assume from now on that ψ¯ is an
automorphism; the case where ψ¯ is an antiautomorphism can be handled similarly. For all
x, y ∈A we then have
λ¯2ψ¯(1 ⊗ xy) = λ¯2ψ¯((1 ⊗ x)(1 ⊗ y))= λ¯ψ¯(1 ⊗ x) · λ¯ψ¯(1 ⊗ y).
In view of (29) this can be rewritten as
λ¯θ¯ (1 ⊗ xy) − λ¯μ¯(1 ⊗ xy)1¯
= (θ¯ (1 ⊗ x) − μ¯(1 ⊗ x)1¯) · (θ¯ (1 ⊗ y) − μ¯(1 ⊗ y)1¯),
that is,
λ¯ ⊗ θ(xy) − λ¯μ¯(1 ⊗ xy) ⊗ 1
= (1 ⊗ θ(x) − μ¯(1 ⊗ x) ⊗ 1) · (1 ⊗ θ(y) − μ¯(1 ⊗ y) ⊗ 1).
Set μ(x) = μ¯(1 ⊗ x) for every x ∈ A. Clearly μ is a C-linear map from A into C¯. Now
rewrite the above identity as
λ¯ ⊗ θ(xy) − 1 ⊗ θ(x)θ(y)
= −μ(x) ⊗ θ(y) − μ(y) ⊗ θ(x) + (λ¯μ(xy) + μ(x)μ(y))⊗ 1. (30)
Suppose λ¯ /∈ C. Then λ¯ and 1 are linearly independent over C and so it follows from
(30), by a standard tensor product argument, that for all x, y ∈ A, θ(x)θ(y) lies in the
C-linear span of θ(x), θ(y) and 1, i.e.
θ(x)θ(y) = αx,yθ(x) + βx,yθ(y) + γx,y1
for some αx,y, βx,y, γx,y ∈ C. Commuting this relation with θ(x) we get
θ(x)
[
θ(y), θ(x)
]= βx,y[θ(y), θ(x)],
so that θ(x)[θ(y), θ(x)] commutes with [θ(y), θ(x)] what can be written as
[
θ(x),
[
θ(y), θ(x)
]][
θ(y), θ(x)
]= 0
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∑
π∈S3
∑
σ∈S2
[
θ(xπ(1)),
[
θ(yσ(1)), θ(xπ(2))
]][
θ(yσ(2)), θ(xπ(3))
]= 0
for all x1, x2, x3, y1, y2 ∈ A, where Sn denotes the symmetric group of degree n. This
condition can be lifted to A¯, that is
∑
π∈S3
∑
σ∈S2
[
θ¯ (x¯π(1)),
[
θ¯ (y¯σ (1)), θ¯ (x¯π(2))
]][
θ¯ (y¯σ (2)), θ¯ (x¯π(3))
]= 0
for all x¯1, x¯2, x¯3, y¯1, y¯2 ∈ A¯. According to (29) this can be written as
∑
π∈S3
∑
σ∈S2
λ¯5
[
ψ¯(x¯π(1)),
[
ψ¯(y¯σ (1)), ψ¯(x¯π(2))
]][
ψ¯(y¯σ (2)), ψ¯(x¯π(3))
]= 0.
Since λ¯ = 0 and ψ¯ is onto it follows that
∑
π∈S3
∑
σ∈S2
[
X¯π(1), [Y¯σ (1), X¯π(2)]
][Y¯σ (2), X¯π(3)] = 0 (31)
for all X¯1, X¯2, X¯3, Y¯1, Y¯2 ∈A. However, since, as it is well known, Mn with n 3 does not
satisfy a polynomial identity of degree < 6, this is impossible (concretely, taking X¯i = eii ,
i = 1,2,3, Y¯1 = e12 and Y¯2 = e23 we see that (31) does not hold). Therefore λ¯ ∈ C.
Setting λ = λ¯ we can write (30) as
1 ⊗ (λθ(xy) − θ(x)θ(y))+ μ(x) ⊗ θ(y)
= −μ(y) ⊗ θ(x) + (λμ(xy) + μ(x)μ(y))⊗ 1. (32)
Suppose μ(x) /∈ C for some x ∈A, i.e. μ(x) and 1 are linearly independent over C. From
(32) it then follows, again using a standard tensor product argument, that for every y ∈A,
θ(y) lies in the linear span of θ(x) and 1. Therefore the range of θ is commutative, yielding
that the range of θ¯ is also commutative. But this contradicts the noncommutativity of A¯.
Therefore μ(x) ∈ C for every x ∈A. Now, (32) gives
λθ(xy) − θ(x)θ(y) + μ(x)θ(y) = −μ(y)θ(x) + (λμ(xy) + μ(x)μ(y))1
for all x, y ∈ A. Consequently ψ :A→ A given by ψ(x) = λ−1θ(x) − λ−1μ(x)1 is an
algebra endomorphism. Clearly, ψ = 0. Since A is simple and finite-dimensional, ψ is
actually an automorphism. Hence θ(x) = λψ(x)+μ(x)1 is a standard commutativity pre-
serving map. 
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