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Abstract 
Currently, there is an exponential growth in the diversity of images, including clip arts. When a user searches for a clip art image 
to insert in its documents or other content, he wants to find it quickly and efficiently. In some cases, it is difficult to obtain the 
required clip art image using keywords or categories. Another solution can be to search through lists of clip arts, forcing the user 
to lose too much time on a task that should be simple and quick. More recent approaches are based on CBIR systems (Content-
Based Image Retrieval), which in some situations represent a more efficient solution. In some instances, it may be easier to 
search for an image by drawing some basic shapes, than to associate a textual description that can not always capture the essence 
of the image [1]. In this paper, we describe a solution that allows users to search clip arts using mobile devices, based on their 
own sketches combined with image queries.  
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1. Introduction 
Clip arts are collections of images that are generally used to complement contents for personal and commercial 
use. However, it is not always easy for the user to find an image that fits exactly in the intended context. 
A large amount of clip art images either on the Internet or into collections acquired by users causes some 
disparity in the organization of these images by contexts, categories or keywords. Studies have shown that queries 
based on keywords limit significantly the expressivity of users, thus impairing the effectiveness of the search [2]. It 
is also important to note that much of this metadata is produced manually, which makes the process slow, complex 
or even ineffective. In addition, sometimes the contexts or descriptions associated with each image are not described 
in the best way. A better solution should take into account information automatically extracted from the image 
content, using CBIR systems [1]. In this context, it has been developed some work on the clip arts retrieval [3, 4] 
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based on query by image strategy. Clip arts can be represented in two formats: vectorial or raster image [5, 6] and 
there are approaches for both types of images. The works proposed in [3, 4] use only raster images and in [7] only 
vectorial images. Both formats are combined in [8]. However, the query by image strategy is not always effective 
since it is previously necessary to have an image that can be used as query. 
Currently, there are Tablets/Smartphones with a great computational power. Many of these devices offer good 
features for the drawing task, allowing users to perform freehand sketches with ease and good performance. These 
capabilities can be leveraged to optimize the tools for image search, allowing users to use their own devices to 
retrieve clip art images through sketching. 
The main goal of this work is to explore different strategies, in order to make the search of clip arts more 
interactive and intuitive for users. For this work, it was developed an application to search for clip arts using a 
combined strategy based on query by sketch and query by image. The user interface was implemented for Tablets 
with the Android operating system. It was also developed a server component that does all the image processing 
required for image retrieval. 
The paper is organized as follows. First, we present an overview of the presented solution. Section 3 describes the 
user interface. Then, the image retrieval processing is described in sections 4 and 5. Finally, we present the 
experimental results, conclusions and the future work. 
2. Solution Overview 
This section gives an overview of the system developed for the solution proposed in this paper. The system 
involves two main components that operate based on client-server architecture. The client runs in the Tablet 
application and is used to draw sketches to search for clip arts and view results. The server aims to complement the 
Tablet application. It runs the entire image processing algorithms and returns to the client the closest images of the 
query. The communication between client and server requires a network connection to exchange information. Figure 
1, shows an overview of the system components and its functionalities. 
 
 
Figure 1. Diagram illustrating the components of the developed system (client and server), communication between components 
and their functionality. 
The use of an external server to perform image processing and retrieval allows accelerating and improving the 
Tablet application performance not overloading the mobile device with processing. Figure 2, shows the main tasks 
involved on the clip art retrieval process. The entities represented in the figure are: the user, the client (Tablet Search 
Interface) and the server (Image Retrieval System). 
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Figure 2. Sequence diagram representing the operations performed in the retrieval process of clip art images. A query that starts 
the process can be a sketch of the user or one of the images retrieved by an earlier sketch. 
The user draws a sketch related to the clip art that he wants to find. Then, an image file is created (PNG - 
Portable Network Graphics) and sent to the server. When receives a new query, the server should perform the 
necessary processing for image retrieval, which mainly consists of extracting features of query image and comparing 
them with the features of the images in the database. Finally, the server sends to the mobile application a list with the 
names of the nearest images to the query (N names can be sent). The mobile application loads the images and 
presents them to the user. Since it is intended an interaction quickly and efficiently as possible, it was decided to also 
put a copy of the database (the server only send the images names) in the mobile application.  
3. Tablet Application 
The approach presented in this paper uses the Android platform, namely a Samsung Tablet with integrated pen 
and 10.1 inch. The developed interface provides the user with the basic functions of drawing such as color, simple 
geometric shapes and freehand drawing. Regarding color, a pallet is provided with 12 basic colors that all cultures 
consider different or JNS (Just Not the Same) [9]. In applications development for mobile devices with a different 
type of user interaction is important to be aware of issues related to usability [10, 11, 12].  
 
a) b) c) 
Figure 3. Tablet user interface: a) shows the color palette provided for drawing; b) shows a sketch made by the user and the 
obtained clip arts after search; c) shows the presentation of results when the user makes a new search by selecting one of the 
clip arts obtained in previous research. 
 
371 Ana Sofi a Mourato and Rui Jesus /  Procedia Technology  17 ( 2014 )  368 – 375 
The user interface is composed by two main areas (see Figure 3): an area where the user draws the sketch (white 
region) and an area where the results are showed (list of clip arts) in the right side (gray region). At top, there are 
several menus for selecting some drawing tools such as color, geometric shapes, eraser and clean entire drawing 
area. There is one more option on menu that allows the user to submit a sketch to perform the search. There is also a 
third viewing area, which is displayed when the user performs a second search using one of the returned clip arts 
(obtained using search by sketch). This option aims to allow the user to narrow down the search. After drawing and 
viewing a series of clip arts it can conduct to a search with more precision through a query by image. Figure 3, 
shows the main layout and the characteristics described above of the user interface, developed following a user 
centred strategy [13]. 
4. Image Retrieval 
On the server side runs the image retrieval system, which performs the entire necessary image processing tasks 
for image retrieval. The main tasks are: feature extraction (using different descriptors); vectorization of raster 
images (queries are raster images); pre-processing database images (explained below); calculating distances between 
images using the vectors. The server can use raster or vector images depending on the used descriptor in order to 
obtain different information. This information, separately extracted, can be used together in image retrieval process 
to take advantage of different types of information in a single search. 
Regarding the processing for image retrieval, it is first necessary to make a pre-processing of all images on the 
database, which consists of extracting features using different descriptors, in order to extract different types of 
features in images. In this process, the vector images are used to obtain the geometric and topological information 
and the raster images to extract information such as color and texture. All of this processing is performed only once 
or when new images are added to the database. All the extracted information is permanently stored on the server 
using XML files that contain the vectors of descriptors for all images. There is a XML file for each descriptor. After 
this pre-processing, every time it receives a new query the server must extract features using all defined descriptors 
to obtain a final vector that should be compared with the vectors of all images from the database, using XML files. 
After that, the server obtains a vector with names of all images in the database, ordered by the relative proximity 
(the nearest to farthest). In the end, it is returned to the client only a vector with the first N closest images. 
5. Feature Extraction 
This section describes the methods used to extract features from clip art images. This operation allows obtaining 
image vectors that are used in the comparison between images at the time of retrieving. Since, we mainly use 
sketches as query, we used the Color Moments descriptor to extract color information (for sketches texture is not 
significant) and the Topogeo descriptor to extract topology and geometry information. This topic is explained in 
more detail in the following subsections. 
5.1. Preprocessing 
Before starting feature extraction operation in the images, it is necessary to apply some transformations that allow 
improving the performance of the descriptors. Some raster images have large backgrounds, which creates difficulties 
regarding the processing time. To simplify and to improve the information extraction in images, the first step is to 
crop the image by its content, thus ignoring the empty space that exists around that and has no useful information for 
the feature extraction task. The second step is to check the size of the image after cropped content, which should not 
exceed a dimension of 400 x 400 pixels. We decided to use the maximum of 400 pixels (keeping ratio), both for 
height and width, since this value is a threshold that reduces the size of the images while maintaining the 
relationship between speed and detail. Finally, we apply a blur filter to the images to smooth the contours, removing 
small elements that do not add useful information to the images. 
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Since it was used a descriptor that uses vector images, it was still required (for this descriptor) to vectorize 
images that are in raster format. As such, we used two libraries that allow converting a PNG (raster format) to SVG 
(vector format). First, we used ImageMagick1 to convert images from PNG to PPM (Portable Pixmap Format). 
Then, it was still necessary to use Potrace2 to produce SVG (Scalable Vector Graphics) image using PPM format. 
After these transformations, the images are ready to apply the descriptors. 
 
 
                                a)                                                                    b)                                                      c)                                          d) 
Figure 4. Preprocessing before feature extraction. a) Original Image; b) Trim image; c) Resize image; d) Smooth image. 
5.2. Color Moments Descriptor 
This method is applied to raster images. The Color Moments descriptor allows differentiation and comparison 
between images based on their color characteristics. The "color" characteristic of an image is often used, due to its 
robustness and independence regarding the image size and orientation. Generally, descriptors that represent color 
information have better results compared to other descriptors, except some special types of images where color is 
not discriminative [14]. 
To apply this descriptor, the image is divided into several blocks (in a 4 x 4 grid). Then, it is calculated the 
average color and standard deviation for each color component in each block. 
5.3. Topogeo Descriptor 
This method is applied to vector images. The use of this descriptor requires a previous vectorization of all raster 
images in the database. It is created a "new" database, which in addition to containing the clip arts in the PNG 
format will now also contain the same clip arts in the SVG format. 
In this context, it is used to analyze the geometry (contained objects in the image) and topology (spatial 
relationship between objects in the image), ignoring the color characteristics. Typically, a single feature is not 
sufficient to distinguish shapes, leading to incorrect classifications [15]. 
A similar approach that uses the main guidelines of this descriptor is presented in [7]. In the study produced in 
[7], it was found that the analysis of the topology produces better results than the geometry. 
5.4. Calculating Distances 
For Color Moments descriptor is used the Manhattan distance and for the Topogeo descriptor is used the 
Euclidean distance [1]. Once calculated, these distances must still be normalized for the subsequent combination of 
several descriptors. Following this, it is divided the value of the respective distance between each image of the 
database and the sketch by the maximum distance found in the same distance vector. 
 
 
1 http://www.imagemagick.org 
2 http://potrace.sourceforge.net 
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6. Experimental Results 
To evaluate the performance of the image retrieval some tests were carried out, including a first stage with a 
database with 100 images and then with a database with 12955 images. In the database with 100 images, there are 
10 different categories with 10 images belonging to each category. These categories are: Bulbs, Car, Fish, Flower, 
Hammer, Magnifying-Glass, Phone, Sword, Tree and TV. In the biggest database, the number of images belonging 
to each category is more disperse, so that it can distinguish and analyze the results with a more realistic view. Based 
on the same categories previously described, was just added the category "Other" where are inserted all images that 
do not belong to any of the other identified categories. The biggest database have the following images in each 
category: 35 Bulbs, 186 Car, 97 Fish, 365 Flower, 26 Hammer, 13 Magnifying-Glass, 47 Phone, 35 Sword, 154 
Tree, 65 TV, 11932 Other. 
    
k) Other 
a) Bulbs b) Car c) Fish d) Flower e) Hammer 
    
f) Magnifying Glass g) Phone h) Sword i) Tree j) TV 
Figure 5. Illustrative figure, with some examples of clip art images belonging to each category of the database (11 categories). 
Figure 5 shows some representative images of each category, present in the small and in the biggest database. In 
Figure 6 are showed the sketches that were used to evaluate the level of retrieval for each category of the database. 
Only the "Other" category was not represented by sketches in the tests, since its goal is just to cause some entropy in 
the database. As can be seen, the “Detailed Sketch” has more color fill than the “Simple Sketch” (only simple 
outlines were used). This difference in sketches aims to understand if the fill color can become decisive at the time 
of retrieval, using Color Moments descriptor. 
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 a) b) c) d) e) f) g) h) i) j) 
Figure 6. Sketches used for testing with both databases. Two sets of sketches were used: Detailed Sketch and Simple Sketch. 
The performance was evaluated counting the first N relevant images returned by the system for every search, 
taking into account the order in which they are returned. For this purpose, were used Recall and Precision measures 
[16]. The results presented below were obtained by measuring R-Precision, to evaluate how many images it is 
necessary to retrieve N relevant images. For this tests was used N = 3, meaning that for an R-Precision = 1 the third 
relevant image was returned in the third position. Equation 1 shows R-Precision formula. 
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 𝑅 − 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑁
𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡ℎ𝑒 𝑁 𝑖𝑚𝑎𝑔𝑒 (Equation 1) 
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Figure 7. Graphs with the summary of the obtained results: vertically, it is possible to compare the results between the database 
of 100 images and the database of 12955 images; horizontally, it is possible to compare the results between Detailed Sketch and 
Simple Sketch. 
As can be seen in Figure 7 the use of detailed sketches can result in a higher level of matching between the 
sketches and the images in the database. The results became worse when it is used the biggest database, although 
using the same set of sketches. However, these results were expected since in this database most of the images 
belongs to the "Other" category. Still, it is important to reveal that in some cases the results are surprising. Is the 
case of Magnifying-Glass and Bulbs categories, where the matching results showed are reasonable, taking into 
account the size of the database and the number of images in these categories. In general, if 10 images are returned 
to the user, there will always be (at least) one image of the desired category. 
In addition to the descriptors used individually, these were combined to further analyze the results of this 
approach. For this purpose, it was calculated the average of distances obtained for each of the descriptors. The 
combined descriptors (Color Moments + Topogeo) did not obtain the desired performance since the Topogeo  
decreases the performance of the Color Moments. However, in some cases where the color or shape are not 
determinant separately, the combined values shown better results. The "Hammer" category is one of these cases. 
In brief, the queries using “Detailed Sketch” obtained an average of R-Precision = 0,218 and using “Simple 
Sketch” obtained an average of R-Precision = 0,089. With these results, we can conclude that the level of detail in 
sketches such as fill color or approximate shapes is important for a good level of retrieval. We also made tests using 
query by image to each category in order to compare the retrieval results between query by sketch and query by 
image. On average query by sketch got R-Precision = 0,154 and query by image R-Precision = 0,395. 
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7. Conclusion 
The search interface developed for mobile devices allows using sketches as query and images in order to refine 
the results obtained through the draft. Retrieval is done by connecting to an external server that was developed to 
perform the entire necessary image processing. The average waiting time after the submission of the query to the 
server until the reception of results is about 3-4 seconds. 
With the experimental results we concluded that combining query by sketch (15,4% retrieval success) and query 
by image (39,5%) allows obtaining best final results. Furthermore, the difference in results between "Detailed 
Outline" (21.7%) and "Simple Sketch" (9.09%) is directly related to the quality of the sketch. Regarding the 
combination of different types of information extracted from the images, it is important to take into account several 
types of features at the time of retrieval. Only one type (e.g., color or shape) may not be sufficiently representative 
for images with no color or with several different shapes representing the same object. The “color” feature obtained 
significantly better results. Still, it is important to also use features like geometry or/ and topology, to cover cases 
where the images have no color, or vice versa. 
As future work, it will be important to conduct a more detailed study on the most appropriate technologies to 
extract content information from sketches. The algorithms and descriptors used in image processing are crucial to 
obtain good results.  
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