Abstract. We show that the number of stabilizations needed to interchange the handlebodies of a Heegaard splitting of a closed 3-manifold by an isotopy is bounded below by the smaller of twice its genus or half its Hempel distance. This is a combinatorial version of a proof by Hass, Thompson and Thurston of a similar theorem, but with an explicit bound in terms of distance. We also show that in a 3-manifold with boundary, the stable genus of a Heegaard splitting and a boundary stabilization of itself is bounded below by the same value.
Introduction
A Heegaard splitting for a compact, connected, closed, orientable 3-manifold M is a triple (Σ, H − , H + ) where Σ is a compact, separating surface in M and H − , H + are handlebodies in M such that M = H − ∪ H + and ∂H − = Σ = H − ∩ H + = ∂H + . A stabilization of (Σ, H − , H + ) is a new Heegaard splitting constructed by taking a connect sum of (Σ, H − , H + ) with a Heegaard splitting for S 3 . (This will be described more carefully later.)
A Heegaard splitting is flippable if there is an isotopy of M that takes Σ to itself but interchanges the two handlebodies or, equivalently, if there is an isotopy taking the oriented surface Σ to itself with the opposite orientation. Whether or not a Heegaard splitting is flippable, it will always have a stabilization that is flippable. The flip genus of a Heegaard splitting is the genus of the smallest stabilization that is flippable.
Theorem. Given a genus k ≥ 2 Heegaard splitting (Σ, H
− , H + ) for a closed 3-manifold M, the flip genus of Σ is greater than or equal to min{2k, of essential simple closed curves in Σ and whose simplices are pairwise disjoint sets of loops. The distance d(ℓ − , ℓ + ) between simple closed curves ℓ − , ℓ + in Σ is defined as the length of the shortest edge path in C(Σ) between the vertices that represent them. The (Hempel) [4] recently proved that there exist Heegaard splittings with flip genus equal to 2k. (A straightforward construction shows that the flip genus is never more than 2k.) They construct examples by gluing the handlebodies together by a high power of a pseudo-Anosov map. Theorem 1 implies their result because, as proved by Hempel [5] , such Heegaard splittings will have distance greater than 4k.
The stable genus of two Heegaard splittings (Σ, H − , H + ) and (Σ ′ , H ′− , H ′+ ) is the genus of the smallest stabilization of Σ that is isotopic to a stabilization of Σ ′ . For this definition, we will not pay attention to the names of the two handlebodies or the orientations of the surfaces. We just want to calculate when the stabilizations will be isotopic as unoriented surfaces. In this case, the methods used to prove Theorem 1 cannot be used to bound stable genus in closed manifolds. However, they can be used for 3-manifolds with boundary. (Heegaard splittings for manifolds with non-empty boundary will be defined in a later section.) 2. Theorem. Let Σ be a genus k ≥ 2 Heegaard splitting of a 3-manifold with a single boundary component and let Σ ′ be the result of boundary stabilizing Σ. Then the stable genus of Σ and Σ ′ is greater than or equal to min{2k, 1 2 d(Σ)}.
Moriah and Sedgwick [10] have asked whether there is either a closed 3-manifold or a 3-manifold with a single boundary component that has a weakly reducible Heegaard splitting that is not minimal genus. Examples are known for more boundary components. They have suggested boundary stabilization (which always produces weakly reducible Heegaard splittings) as a possible way to construct examples with one boundary component. Theorem 2 implies the following: 3. Corollary. If a 3-manifold M with a single genus b boundary component has a genus k ≥ 2 Heegaard surface Σ such that d(Σ) > 2(k + b) then a boundary stabilization of Σ is an irreducible, weakly reducible Heegaard splitting of non-minimal genus.
A future paper will deal with the problem of bounding from below the stable genus of Heegaard splittings in a closed 3-manifold by generalizing the methods discussed here.
I would like to thank Joel Hass and Abby Thompson for discussing their proof with me during the AIM workshop on Heegaard splittings, triangulations and hyperbolic geometry, held in December 2007, and Andrew Casson for helping me to work out the details of the proof below.
Sweep-outs and graphics
A handlebody is a connected 3-manifold that is homeomorphic to a regular neighborhood of a graph embedded in S 3 . Given a properly embedded graph K in a 3-manifold M with boundary (i.e. one or more of the vertices may be in the boundary of M, but the interiors of the edges are in the interior of M), a compression body is a connected 3-manifold homeomorphic to a regular neighborhood H of the union of K and every boundary component that contains a vertex of K. The union of K and the boundary components is called a spine for H. Note that a handlebody is also a compression body.
The subset ∂H ∩ ∂M of ∂H is called the negative boundary, written ∂ − H, and the remaining component is the positive boundary, ∂ + H. For a 3-manifold M with boundary, a Heegaard splitting for M is a triple (Σ, H − , H + ) where Σ ⊂ M is a closed, embedded surface, 1] such that for each x ∈ (−1, 1), the level set f −1 (x) is a closed surface. Moreover, f −1 (−1) must be the union of a graph and some number of boundary components while f −1 (1) is the union of a second graph and the remaining boundary components. Each of f −1 (−1) and f −1 (1) is called a spine of the sweep-out. Each level surface of f is a Heegaard surface for M. The spines of the sweep-outs are spines of the two compression bodies in the Heegaard splitting.
Conversely, given a Heegaard splitting (Σ, H − , H + ) for M, there is a sweep-out for M such that each level surface is isotopic to Σ. We will say that a sweep-out represents (Σ, H − , H + ) if f −1 (−1) is isotopic to a spine for H − and f −1 (1) is isotopic to a spine for H + . The level surfaces of such a sweep-out will be isotopic to Σ. A simple construction (which will be left to the reader) implies the following:
4. Lemma. Every Heegaard splitting of a compact, connected, orientable, smooth 3-manifold is represented by a sweep-out.
By definition, if two Heegaard splittings are represented by the same sweep-out then they are isotopic. If two sweep-outs represent the same Heegaard splitting then after a sequence of edge slides on the spines of the sweep-outs, the sweep-outs will be isotopic.
A stable function between smooth manifolds M and N is a smooth function φ : M → N such that in the space C ∞ (M, N) of smooth functions from M to N, there is a neighborhood N around φ such that each function in N is isotopic to φ. A Morse function is a smooth function from a smooth manifold to R and one can think of stable functions as a generalization of Morse theory to functions whose ranges have dimension greater than one.
Given two sweep-outs, f and g, their product is a smooth function
).) Kobayashi [8] has shown that after an isotopy of f and g, we can assume that f × g is a stable function on the complement of the four spines. The local behavior of stable functions between dimensions two and three has been classified [9] and coincides with the classification by Cerf [3] that was used by Rubinstein and Scharlemann [11] , who first used pairs of sweep-outs to compare Heegaard splittings.
At each point in the complement of the spines, the differential of the map f × g is a linear map from R 3 to R 2 . This map will have a one dimensional kernel for a generic point in M. The discriminant set for f × g is the set of points where the derivative has a higher dimensional kernel. (In these dimensions, all the critical points in a stable function have two dimensional kernels.) Mather's classification of stable functions [9] implies that the discriminant set in this case will be a one dimensional smooth submanifold in the complement in M of the spines. It consists of all the points where a level surface of f is tangent to a level surface of g. Some examples are shown in Figure 1 . (For a more detailed description see [8] or [11] .)
The function f × g sends the discriminant to a graph in [−1, 1] × [−1, 1] called the Rubinstein-Scharlemann graphic (or just the graphic for short). The parts of the graphic corresponding to the tangencies in Figure 1 are shown next to the surfaces. The vertices in the interior of the graphic are valence four (crossings) or valence two (cusps). The vertices in the boundary are valence one or two.
The pre-image in f × g of an arc [−1, 1] × {s} is the level set g −1 (s) and the restriction of f to this level surface is a function φ s with critical points in the levels where the arc [−1, 1] × {s} intersects the graphic as well as possibly at the levels −1 and/or 1. The same is true if we switch f and g. If the arc does not intersect any vertices then every critical point of φ s will be non-degenerate and away from −1 and 1 no two critical points will be in the same level. In other words, φ s will be Morse away from −1 and 1. If the arc passes through a vertex then in the levels other than −1 and 1, φ s will either have a degenerate critical point or two non-degenerate critical points at the same level. We will say that such a φ s is near-Morse away from −1 and 1.
Spanning Heegaard surfaces
Let f and g be sweep-outs representing Heegaard splittings (Σ,
6. Definition. We will say g spans f if there are values s, t − , t + ∈ [−1, 1] such that Σ t − is mostly below Σ ′ s while Σ t + is mostly above Σ ′ s . We will say that g spans f positively if t − < t + or negatively if t − > t + .
We can understand spanning in terms of the graphic as follows: Let R a ⊂ (−1, 1) × (−1, 1) be the set of all values (t, s) such that Σ t is mostly above Σ Thus the regions R a and R b will be vertically convex, as in Figure 3 . The sweep-out g will span f if in the graphic for f × g, there is a horizontal arc that intersects both R a and R b . The figure also shows examples of pairs of sweep-outs that don't span, or that span with both signs. Figure 3 . Clockwise from the top left, the graphics correspond to pairs of sweep-outs f , g such that (1) g spans f positively, (2) g spans f negatively, (3) g spans f with both signs and (4) g does not span f . The dotted line represents the arc [−1, 1] × {s}.
Note that if g spans f positively then −g will span f negatively and g will span −f negatively. Proof. To see this, note that for fixed t, the restriction of g to Σ t has singular points at precisely the levels where the arc {t} × [−1, 1] intersect the graphic. The intersection of {t} ×[−1, 1] with R a is an arc of the form {t} × [−1, s a ) where s a is the smallest critical point such that
Thus R a is the region of (−1, 1) × (−1, 1) bounded above by some collection of arcs in the graphic. The same argument can be applied to R b .
8. Definition. We will say that (
, respectively, such that g spans f positively or negatively, respectively.
Here, the convention that f 
], i.e. the set of points {(x, φ(x))|x ∈ Σ}. The surface Σ ′ is isotopic to the level surface
, the sweep-out g also represents (Σ, H − , H + ), so this Heegaard splitting spans itself positively. Combining this example with the fact that switching the order of the handlebodies reverses the direction of the spanning implies the second half of the Lemma. Note that we have labeled H * − and H * + so as to keep the convention that H * − is a handlebody and H * + is a compression body. The genus of a boundary stabilization is equal to the genus of the boundary plus the genus of the original Heegaard splitting. The isotopy class of the boundary stabilization is determined by the vertical arc α. Such an arc is unique up to isotopy so any two boundary stabilizations of the same Heegaard splitting are isotopic.
Proof. 14. Lemma. Assume M is irreducible. If g spans f then Σ ′ is an amalgamation along Σ. If g spans f both positively and negatively then Σ ′ is an amalgamation along a union of two copies of Σ such that
By amalgamation, we mean the following: Let F ⊂ M be a separating surface and let (Σ # , H #− , H #+ ) and (Σ * , H * − , H * + ) be Heegaard splittings for the closures of the components of M \ F . These determine a handle decomposition for M in which some of the 2-handles are added before some of the 1-handles. If we rearrange the order of the handles, we can produce a Heegaard splitting (Σ ′ , H ′− , H ′+ ) for all of M, as in Figure 4 . We will say that the resulting Heegaard surface Σ ′ is an amalgamation along F of Σ # and Σ * . See [15] for a more detailed description of this construction.
The classification of Heegaard splittings of handlebodies and compression bodies [12, Corollary 2.12] 
implies that if Σ
′ is an amalgamation along Σ then Σ ′ is a stabilization of either Σ or a boundary stabilization of Σ. We will prove Lemma 14 as a corollary of Lemmas 15, 16 and 17, the first of which gives a sufficient condition for determining when Σ ′ is an amalgamation along a surface F .
15.
Lemma. Let (Σ ′ , H ′− , H ′+ ) be a Heegaard splitting for an irreducible 3-manifold M and let Σ ′ = S 0 , S 1 , . . . , S n = F be a sequence of surfaces such that up to isotopy, each S i+1 is the result of compressing S i along a disk D i properly embedded in the complement of S i . Then Σ ′ is an amalgamation along F . ∪N . The first is a compression body by definition. The second is the result of gluing a 2-handle into the negative boundary of a compression body. The resulting set is also a compression body so we have constructed a Heegaard splitting for the second component of M \ S i+1 , as in Figure 6 . The reader can check that amalgamating these two Heegaard splittings produces (Σ ′ , H ′− , H ′+ ).
16. Lemma. Let F be a closed surface and S ⊂ F × (a, b) a compact, closed, embedded, two-sided surface (not necessarily connected) that separates F × {0} from F × {1}. Then there is a sequence of surfaces S = S 0 , S 1 , . . . , S n such that each S i+1 results from compressing S i across a disk in F × [a, b] and S n is a collection of spheres and one or more horizontal surfaces isotopic to F × {c} for some c ∈ (a, b). Because the compression is disjoint from F × {a} and F × {b}, the surface S 1 also separates F × {a} and F × {b}. We can repeat the process until we produce an incompressible surface S n that separates F × {a} and F × {b}. The only closed incompressible surfaces in F × [−1, 1] are spheres and surfaces isotopic to F × {c} for some c ∈ (a, b). Thus if S n is incompressible then each non-sphere component of S n is isotopic to some F × {c}. If S n is a collection of spheres then S n cannot separate F × {a} from F × {b}. Thus S n has at least one component isotopic to F × {c}. This Lemma should seem obvious from the graphic shown in the bottom right corner of Figure 3 for a sweep-out spanning in both directions. Nonetheless, we will provide a proof just to be safe. Proof of Lemma 14. We will describe the case when g spans f both positively and negatively. The case when g spans f with just one sign follows along the same lines, but is simpler and will thus be left for the reader.
Proof
Assume g spans f both positively and negatively. By Lemma 17, there are values s and t − < t 0 < t + ∈ [−1, 1] such that Σ t − and Σ t + are mostly above Σ After all the compressions, the surfaces Σ t − and Σ 
Splitting sweep-outs
Let f and g be sweep-outs for a 3-manifold M and assume f × g is generic. As above, let Note that by the definitions of spanning and splitting, if f × g is generic then either g spans f or g splits f . A picture of the graphic for a pair of splitting sweep-outs is shown in the bottom left corner of Figure 3 . Let k and k ′ be the genera of Σ and Σ ′ , respectively. Recall that d(Σ) is the Hempel distance of the Heegaard splitting (Σ, H − , H + ). In this section we will prove the following:
It may be easier to think of the inequality
′ . This is more reminiscent of the inequality found by Scharlemann and Tomova [13] , and comes from a very similar argument. In fact, combining Lemma 14 and Lemma 19 provides a new proof of the Heegaard splitting case of Scharlemann and Tomova's theorem. 20. Corollary (Scharlemann and Tomova [13] ). Let Σ and Σ ′ be Heegaard surfaces in the same 3-manifold. Let k ′ be the genus of
Proof. Let f and g be sweep-outs for Σ and Σ ′ , respectively. Isotope f and g so that f × g is generic. Then either g splits f , in which case by Lemma 19,
, or g spans f , in which case by Lemma 14, Σ ′ is an amalgamation along Σ. By the classification of Heegaard splittings of compression bodies [12, Corollary 2.12], every amalgamation along Σ is either a stabilization Σ or a stabilization of a boundary stabilization of Σ.
As pointed out in [7] , a horizontal tangency in the graphic corresponds to a critical point in the function g. Since g is a sweep-out, it has no critical points away from its spines, so there can be no horizontal tangencies in the interior of the graphic. Thus the maxima of the upper boundary of R b and minima of the lower boundary of R a are vertices of the graphic. Let C be the complement in {0} × (−1, 1) of the projections of R a and R b . This is a (possibly empty) closed interval. Because f × g is generic, if C is a single point, C = {s}, then the arc [−1, 1] × {s} must pass through a vertex of the graphic that is a maximum ofR a and a mimimum ofR b . Let (t, s) be the coordinates of this vertex.
For arbitrarily small ǫ, the restriction of g to Σ t+ǫ is a Morse function. Moreover, there are two consecutive critical points in the restriction such that each component of the subsurface below any level set below the first saddle is contained in a disk while each component of any subsurface above a level set above the second saddle is contained in a disk. This is only possible in a torus.
Since we assumed Σ has genus at least two, the set C must have more than one point. Since there are finitely many vertices in the graphic and infinitely many points in C, there is an s ∈ C such that the arc [−1, 1] × {s} does not pass through a vertex of the graphic. To simplify the notation, we will assume (by isotoping if necessary) that Σ ′ = Σ s for this value of s. If d(Σ) ≤ 2 then the Lemma follows immediately, since we assumed Σ ′ has genus at least 2. Thus we will assume d(Σ) > 2. Bachman and Schleimer [1, Claims 6.3 and 6.7] showed that in this case, there is some
The same is true for Σ b ′ . An innermost such loop in Σ ′ bounds a disk disjoint from Σ a ′ and a second disk in Σ a ′ . Since d(Σ) > 0, M is irreducible and the two disks cobound a ball. Isotoping the disk in Σ ′ across this ball removes the trivial intersection. By repeating this process with respect to Σ a ′ and Σ b ′ , we can produce a surface Σ ′′ isotopic to Σ ′ such that each loop
Note that this has not changed the property that each regular level set of f | Σ ′′ contains a loop that is essential in Σ t .
Let S be the intersection of Proof. Any two level loops are disjoint in S so if two level loops are isotopic then they bound an annulus A ⊂ S. The projection of A into Σ 0 determines a homotopy from one boundary of the image of A to the other. Thus the projections of the two loops are homotopic in Σ 0 . Homotopic simple closed curves in surfaces are isotopic so the two projections are in fact isotopic.
Let L be the set of all isotopy classes of level loops of f | S . These loops determine a pair-of-pants decomposition for S. We will define a map π * from L to the disjoint union C(Σ 0 ) ∪{0} as follows: A representative of a loop ℓ ∈ L projects to a simple closed curve in Σ 0 . If the projection is essential then we define π * (ℓ) to be the corresponding vertex of C(Σ). If the projection is trivial then we define π * (ℓ) = 0. By Lemma 22, π * is well defined.
Lemma. If ℓ and ℓ
′ are cuffs of the same pair of pants in the complement S \ L then their images in Σ 0 are isotopic to disjoint loops.
Proof. Let ℓ, ℓ ′ , ℓ ′′ ∈ L be three loops bounding a pair of pants in S \ L. There is a saddle singularity in f | Σ ′ contained in a level component E (a graph with one vertex and two edges) such that ℓ, ℓ ′ and ℓ ′′ are isotopic to the boundary loops of a regular neighborhood of E.
The projection of E into Σ 0 is a graph π(E) with one vertex and two edges. The projections of the level loops near E define a homotopy from the projections of representatives of ℓ, ℓ ′ , ℓ ′′ into π(E). Since these representatives are simple in Σ 0 , they must be isotopic to the boundary components of a regular neighborhood of π(E). Thus π * (ℓ) is disjoint from π * (ℓ ′ ).
Thus if ℓ and ℓ ′ are cuffs of the same pair of pants and their projections are essential in Σ 0 then π * (ℓ) and π * (ℓ ′ ) are connected by an edge in
24. Lemma. The set L ′ is connected and has diameter at most 2k ′ − 2. 
Proof. For each regular value
. Assume we have chosen the shortest such path. Each v i is the projection of a loop ℓ i ∈ L. If ℓ i and ℓ j are cuffs of the same pair of pants in S \ L then v i and v j are distance one in C(Σ 0 ). Since the path is minimal, i and j must be consecutive. Thus there is at most one step in the path for each pair of pants in S \ L.
The number of pairs of pants is at most the negative Euler characteristic of S. Since ∂S is essential in Σ ′′ , the ′′ . At least one of these loops projects to an essential loop in Σ 0 so a > 0. The value a is a critical level of f | ′′ Σ containing a saddle singularity. As above, the projections of the level loops before and after this essential saddle are pairwise disjoint.
By the definition of a, the projection of the level loops before the saddle contain a vertex of H − . The projection of the level set after a is contained in
By Lemma 24, the set L ′ of projections of level loops into Σ 0 is connected and has diameter at most 2k
Isotopies of sweep-outs
is flippable and spans (Σ, H − , H + ) then it will span (Σ, H − , H + ) both positively and negatively. In particular it will be represented by one sweep-out that spans a sweep-out for Σ positively and another that spans a sweep-out for Σ negatively. These sweepouts will be isotopic and we would like to understand how the graphic changes during this isotopy.
25. Lemma. Let g and g ′ be sweep-outs such that f × g and f × g ′ are generic and g is isotopic to g ′ . Then there is a family of sweep-outs {g r |r ∈ [0, 1]} such that g = g 0 , g ′ = g 1 and for all but finitely many r ∈ [0, 1], the graphic defined by f and g r is generic. At the finitely many non-generic points, there are at most two valence two or four vertices at the same level, or one valence six vertex.
The analogous Lemma for isotopies of Morse functions is Lemma 9 in [6] and Lemma 25 can be proved by a similar argument. We will allow the reader to work out the details.
As Since f and f ′ represent the same Heegaard splittings, there is a sequence of handle slides after which there is an isotopy taking f ′ to f . The handle slides can be done so that before the isotopy, g ′ still spans f ′ . By composing g ′ with this isotopy, we can assume g ′ spans f negatively. Because g and g ′ represent the same Heegaard splitting, they will be isotopic after an appropriate sequence of handle slides that do not change the fact that g ′ spans f negatively. Consider a continuous family of sweep-outs {g r |r ∈ [0, 1], g r ∈ C ∞ (M, R)} such that g 0 = g, g 1 = g ′ and f × g r is generic for all but finitely many r. For a generic r, g r either spans f or splits f . If g r spans f with both signs or splits f then by Lemmas 14 and 19, k ′ ≥ min{ 1 2 d(Σ), 2k}. Thus away from the finitely many non-generic values, we will assume for contradiction that g r spans f positively or negatively, but not both.
Since g 0 spans f positively and g 1 spans f negatively, there must be some value r 0 such that for small ǫ > 0, g r 0 −ǫ spans f positively, while g r 0 +ǫ spans f negatively. For every small ǫ > 0, the closures of the projections of R a and R b at time r 0 − ǫ intersect in an interval I − ǫ . Since the projections are disjoint at time r 0 , the limit of these intervals must contain a single point s − . Thus the graphic at time r 0 must have two vertices at the same level, one of which is a maximum for the upper boundary of R a and the other a minimum for the lower boundary of R b , as in the middle graphic shown in Figure 7 . If the vertices in the upper boundary of R a and the lower boundary of R b coincide, then this vertex cannot be valence four, as explained above, since Σ is not a torus. The same argument implies that this cannot happen at a valence six vertex either. Since g r 0 −ǫ spans f positively, the s coordinate of the vertex in the boundary of R a must be strictly lower than that the vertex in the boundary of R b . However, an analogous argument for the graphics at times r 0 + ǫ implies that the s coordinate of the vertex in the boundary of R a must be strictly greater than that of the vertex in the boundary of R b . Since there are at most two vertices at level s, this is a contradiction and completes the proof. ′ were a stabilization of Σ then it would be a common stabilization so Σ ′ is not a stabilization of Σ. This contradiction implies that Σ ′ is irreducible.
