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INITIAL-BOUNDARY VALUE PROBLEM FOR 2D
MAGNETO-MICROPOLAR EQUATIONS WITH ZERO ANGULAR
VISCOSITY
SHASHA WANG, WEN-QING XU, JITAO LIU∗
Abstract. In this paper, we are concerned with the initial-boundary value problem
to the 2D magneto-micropolar system with zero angular viscosity in a smooth bounded
domain. We prove that there exists a unique global strong solution of such a system by
imposing natural boundary conditions and regularity assumptions on the initial data,
without any compatibility condition.
1. Introduction
This paper is concerned with the initial-boundary value problem for the incompress-
ible magneto-micropolar equations, which were first studied in 1974 by Ahmadi and
Shahinpoor in [1]. The standard 3D incompressible magneto-micropolar equations can
be written as
∂tu+ (u · ∇)u+∇(π + 12 |b|2) = (µ+ χ)∆u+ (b · ∇)b+ χ(∇×w),
∂tw + (u · ∇)w + 2χw = γ∆w + (α + β)∇divw + χ(∇× u),
∂tb+ (u · ∇)b = ν∆b+ (b · ∇)u,
∇ · u = 0, ∇ · b = 0,
(1.1)
where u = u(x, t), w = w(x, t), b = b(x, t) and π = π(x, t) denote the fluid velocity,
the micro-rotation velocity (angular velocity of the rotation of the fluid particles), the
magnetic and pressure fields respectively. The constant µ denotes the kinematic viscos-
ity, χ the vortex viscosity, ν−1 the magnetic Reynolds number, and α, β, γ the angular
viscosities, all of which are assumed to be positive.
The magneto-micropolar system is closely related to many classical systems. When
the micro-rotation and magnetic effects are neglected, namely w = b = 0, system
(1.1) reduces to the incompressible Navier-Stokes equations. The incompressible Navier-
Stokes equations, which govern the motion of the incompressible fluid in a domain, are
widely used in engineering and studied in mathematics. When χ = 0 and w = 0,
system (1.1) reduces to the incompressible magnetohydrodynamics (MHD) system that
describes the motion of electrically conducting fluids. It is widely used in astrophysics,
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geophysics, plasma physics and other applied sciences. Owing to its physical applications
and mathematical significance, a lot of mathematicians have been dedicated to the
mathematical study of the MHD system and important progress has been made in the
past decades (see, e.g., [2–8, 10, 16, 23, 26, 29, 31–36, 38, 40, 41, 46, 48, 49, 59, 63, 64,
67, 72, 76, 77, 84, 87]). Finally, when b = 0, system (1.1) reduces to the micropolar
equations, which are proposed by Eringen [18]. The micropolar fluids are fluids with
microstructure, e.g. anisotropic fluids, such as liquid crystals made up of dumbbell
molecules and animal blood. In particular, the global well-posedness of the micropolar
system has attracted extensive attention (see, e.g., [11, 13–15, 21, 25, 37, 43, 51, 71, 78,
80, 85]).
The magneto-micropolar system can model the motion of incompressible and electri-
cally conductive micropolar fluids with rigid microinclusions in a magnetic field. The
interaction between the flow field and the magnetic field is manifested through the body
force and body couple. Specifically, the magneto-micropolar system has constant den-
sity and electrical conductivity, while the relativistic, Hall and temperature effects are
ignored. In addition, such a system finds application in magnetohydrodynamics (MHD)
generators with neutral fluid seedings and neutral fissionable bacteria in the form of
rigid microinclusions (see [1]). Because of its physical applications, the study on this
system has attracted much attention.
Starting from [1], where the Serrin-type criteria for the magneto-micropolar equations
were established, this system has been studied extensively (see, e.g., [57, 66, 81]). In
[66], the local in time existence and uniqueness of strong solutions were obtained by the
spectral Galerkin method in 2D and 3D spaces. The global existence of strong solutions
with small initial data was obtained in 3D space [57]. The authors in [65] proved the
existence of weak solutions by the Galerkin method in 2D and 3D spaces, and in the 2D
case, proved the uniqueness of the weak solutions. Recently, more attention is focused
on the 2D magneto-micropolar equations. As a matter of fact, for x = (x1, x2) ∈ R2, by
setting
u = (u1, u2, 0), w = (0, 0, w), b = (b1, b2, 0), π = π(x, t),
the 3D magneto-micropolar equations reduce to the 2D magneto-micropolar equations,
ut + (u · ∇)u+∇p = (µ+ χ)∆u+ (b · ∇)b− χ∇⊥w,
wt + (u · ∇)w + 2χw = γ∆w + χ∇⊥ · u,
bt + (u · ∇)b = ν∆b+ (b · ∇)u,
∇ · u = 0, ∇ · b = 0.
(1.2)
Here p = π + 1
2
|b|2, u = (u1(x, t), u2(x, t)) and b = (b1(x, t), b2(x, t)) are 2D vector
fields with the corresponding scalar vorticities given by Φ ≡ ∇⊥ · u = ∂1u2 − ∂2u1 and
Ψ ≡ ∇⊥ ·b = ∂1b2−∂2b1, while w represents a scalar function with ∇⊥w = (−∂2w, ∂1w).
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We remark that the global regularity to the inviscid magneto-micropolar equations
is still a challenging open problem. Therefore, it is natural to study intermediate cases
such as partial viscosities. It’s worth noting that more recent attention is focused on
the 2D partial viscosity cases (e.g., [3, 30, 53, 61, 62, 68, 75, 79, 82]). One case for
partial viscosities, for example, is studied in [75] where the authors established a blow-
up criterion for smooth solutions of (1.2) with µ = χ = 1
2
, γ = ν = 0. Recently, for
another case in R2 where µ, χ, ν > 0 and γ = 0, i.e.,
ut + (u · ∇)u+∇p = (µ+ χ)∆u+ (b · ∇)b− χ∇⊥w,
wt + (u · ∇)w + 2χw = χ∇⊥ · u,
bt + (u · ∇)b = ν∆b+ (b · ∇)u,
∇ · u = 0, ∇ · b = 0,
(1.3)
the author [79] proved the global regularity for the Cauchy problem of system (1.3). The
main obstacle comes from the micro-rotational term −χ∇⊥w in equation (1.3)1, which
brings great difficulties in obtaining high order estimates. To overcome this difficulty,
the author in [79] considered the combined quantity
Z = Φ− χ
µ+ χ
w,
which can be shown to satisfy the transport-diffusion equation
∂tZ − (µ+ χ)∆Z + u · ∇Z + χ
2
µ+ χ
Z −
(
2χ2
µ+ χ
− χ
3
(µ+ χ)2
)
w − b · ∇Ψ = 0.
Thanks to this equation, one can first derive a bound on ‖Z‖L1tL∞x through establishing
a suitable bound on Ψ = ∇⊥ · b. Based on this, the author further obtains estimates of
‖w‖L∞t L∞x and ‖Φ‖L1tL∞x , which help establish the global regularity of strong solutions.
However, for system (1.3), the corresponding initial-boundary value problem is still
open. In fact, in many real world applications, flows are often restricted to bounded
domains with appropriate conditions on the boundary, and these applications naturally
lead to the studies of the initial-boundary value problems. In addition, solutions of the
initial-boundary value problems may exhibit much richer phenomena than that of the
whole space.
In this paper, we will consider the initial-boundary value problem of system (1.3)
with Dirichlet boundary conditions
u|∂Ω = 0, b|∂Ω = 0 (1.4)
and initial conditions
(u, w,b)(x, 0) = (u0, w0,b0)(x), in Ω (1.5)
where Ω ⊂ R2 represents a bounded domain with smooth boundary. Our goal is, without
any compatibility condition, to establish the global existence and uniqueness of strong
solutions to system (1.3)–(1.5). Our main results are stated as follows.
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Theorem 1.1. Let Ω ⊂ R2 be a bounded domain with smooth boundary. Suppose that
initial data (u0, w0,b0) satisfies
u0 ∈ H10 (Ω) ∩H2(Ω), b0 ∈ H10 (Ω), w0 ∈ W 1,4(Ω),
then there exists a unique strong solution (u, w,b) of system (1.3)–(1.5) globally in time,
such that
u ∈ C(0, T ;L2(Ω)) ∩ L∞(0, T ;H10(Ω)) ∩ L2(0, T ;W 2,4(Ω)),
b ∈ C(0, T ;L2(Ω)) ∩ L∞(0, T ;H10(Ω)) ∩ L2(0, T ;H2(Ω)),
w ∈ C(0, T ;L4(Ω)) ∩ L∞(0, T ;W 1,4(Ω)),
√
tu ∈ L∞(0, T ;H2(Ω)), √tb ∈ L∞(0, T ;H2(Ω))
hold for any T > 0.
Remarks: (i). Theorem 1.1 extends the corresponding results in [51] from the microp-
olar system to the magneto-micropolar system. In fact, compared with the micropolar
equations, the presence of the magnetic field will bring up much stronger coupling in the
nonlinearities. To overcome the difficulties, we work out more delicate a priori estimates.
(ii). More importantly, the compatibility condition on the initial data plays an im-
portant role in [51], while in this paper, no compatibility condition is required.
The proof of Theorem 1.1 consists of three main parts. In the first part, we will
establish the global existence of weak solutions to system (1.3)–(1.5) in the following
sense.
Definition 1.1. Let Ω ⊂ R2 be a bounded domain with smooth boundary. A triple
(u, w,b) of measurable functions is called a weak solution of system (1.3)–(1.5) if
(1) u ∈ C(0, T ;L2(Ω)) ∩ L2(0, T ;H10(Ω)), b ∈ C(0, T ;L2(Ω)) ∩ L2(0, T ;H10(Ω)),
w ∈ C(0, T ;L4(Ω));
(2)
∫
Ω
u0 ·ϕ0 dx+
∫ T
0
∫
Ω
[
u ·ϕt − (µ+ χ)∇u : ∇ϕ+ u · ∇ϕ · u− b · ∇ϕ · b
+χw∇⊥ · ϕ] dxdt = 0,∫
Ω
w0ψ0 dx+
∫ T
0
∫
Ω
[
wψt − 2χwψ + u · ∇ψw − χu · ∇⊥ψ
]
dxdt = 0,∫
Ω
b0 · φ0 dx+
∫ T
0
∫
Ω
[
b · φt − ν∇b : ∇φ+ u · ∇φ · b− b · ∇φ · u
]
dxdt = 0;
(3)
∫
Ω
u · ∇Θ dx = 0,
∫
Ω
b · ∇Θ dx = 0, for each t ∈ [0, T )
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hold for any test vector fields ϕ ∈ C∞0 ([0, T )×Ω)2 with∇·ϕ = 0 and φ ∈ C∞0 ([0, T )×Ω)2
with ∇ · φ = 0, any test functions ψ ∈ C∞([0, T ) × Ω) and Θ ∈ C∞0 (Ω), where A : B
denotes the scalar matrix product A : B =
∑
i,j
aijbij .
In the second part, we will build up higher regularity estimates of the solutions under
the initial and boundary conditions (1.4)–(1.5). This will help us to show that the weak
solutions obtained in the first part are actually strong solutions. In the last part, we
prove the uniqueness of the strong solutions.
The main difficulty to obtain high order estimates still arises from the micro-rotational
term−χ∇⊥w. We note that the initial-boundary value problem on (1.3) is quite different
from the Cauchy problem in [79] and is more complicated. For the initial-boundary
value problem, the transport-diffusion equation satisfied by Z would not work any more
because of the presence of no-slip boundary condition for u. However, a key observation
in [51] was to introduce an auxiliary field v which is at the energy level of one order
lower than w and choose an appropriate boundary condition for v. It then provides us
the cornerstone of establishing high order estimates. In this work, we will adopt similar
ideas to establish high order estimates. To begin with, we introduce the vector field
v = − χ
µ + χ
A−1∇⊥w
to be the unique solution of the following stationary Stokes system with source term
− χ
µ+χ
∇⊥w and Stokes operator A,
−∆v +∇p = − χ
µ+χ
∇⊥w in Ω,
∇ · v = 0 in Ω,
v = 0 on ∂Ω.
(1.6)
Due to (1.6), after taking the operator A−1∇⊥ on (1.3)2, it is clear that the field v also
solves
∂tv + 2χv − χ
µ+ χ
A−1∇⊥(u · ∇w) + χ
2
µ+ χ
A−1∇⊥(∇⊥ · u) = 0. (1.7)
Based on (1.3), (1.6) and (1.7), we further introduce a new field g = u−v that satisfies
the system 
∂tg− (µ+ χ)∆g + (1− µ− χ)∇p = Q in Ω,
∇ · g = 0 in Ω,
g = 0 on ∂Ω,
(1.8)
where Q = −u ·∇u+b ·∇b− χ
µ+χ
A−1∇⊥(u ·∇w)+ χ2
µ+χ
A−1∇⊥(∇⊥ ·u)+2χv. Naturally,
the establishment of this system overcomes the difficulty caused by micro-rotational term
−χ∇⊥w and the appearance of no-slip boundary condition for u.
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To guarantee the existence and uniqueness of strong solutions, we shall focus on
deriving high order estimates. Motivated by [44], to drop the compatibility condition
on the initial data, we carry out the t-weighted H2 estimates to systems (1.3) and (1.8)
instead of H2 estimates, namely
sup
0≤t≤T
t
(
‖∇2g,∇2b‖2L2(Ω) + ‖∂tg, ∂tb‖2L2(Ω)
)
+
∫ T
0
t‖∇∂tg,∇∂tb‖2L2(Ω) dt ≤ C,
see Proposition 4.1 for details. We remark that the constant C above is independent
of ‖b0‖H2(Ω), due to the weighted factor t. That is to say, as we establish the H2
estimates of the magnetic field b, the requirement on its initial data b0 is only H
1 norm.
Subsequently, since v is at the energy level of one order lower than w, after establishing
a priori estimates for g, we can successfully establish the desired high order estimates of
u, see Proposition 3.1 and Proposition 4.1 below for details.
The remainder of the paper is organized as follows. First we state some useful pre-
liminary tools and results for bounded domain in Section 2. Then we prove the global
existence of weak solutions in Section 3. Finally, we establish high order estimates and
prove the uniqueness of strong solutions in Section 4.
2. Preliminaries
In this section, we state some preliminary tools which will play a fundamental role
in later sections. We start with the Gagliardo-Nirenberg interpolation inequality for
bounded domains (see, e.g., [56]).
Lemma 2.1. Let Ω ⊂ Rn be a bounded domain with smooth boundary. Let 1 ≤ p, q, r ≤
∞, α > 0 and j < m be nonnegative integers such that
1
p
− j
n
= α
(
1
r
− m
n
)
+ (1− α)1
q
,
j
m
≤ α ≤ 1,
then every function f : Ω 7→ R that lies in Lq(Ω) with mth derivative in Lr(Ω) also has
jth derivative in Lp(Ω). Furthermore, it holds that
‖Djf‖Lp(Ω) ≤ C1‖Dmf‖αLr(Ω)‖f‖1−αLq(Ω) + C2‖f‖Ls(Ω),
where s > 0 is arbitrary and the constants C1 and C2 depend upon Ω and the indices
n,m, j, q, r, s, α only.
Corollary 2.1. Suppose Ω ⊂ R2 be a bounded domain with smooth boundary, then
(1) ‖f‖L4(Ω) ≤ C (‖f‖
1
2
L2(Ω)‖∇f‖
1
2
L2(Ω) + ‖f‖L2(Ω)), ∀f ∈ H1(Ω);
(2) ‖∇f‖L4(Ω) ≤ C (‖f‖
1
4
L2(Ω)‖∇2f‖
3
4
L2(Ω) + ‖f‖L2(Ω)), ∀f ∈ H2(Ω);
(3) ‖f‖L∞(Ω) ≤ C (‖f‖
1
2
L2(Ω)‖∇2f‖
1
2
L2(Ω) + ‖f‖L2(Ω)), ∀f ∈ H2(Ω);
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(4) ‖f‖L∞(Ω) ≤ C (‖f‖
2
3
L2(Ω)‖∇3f‖
1
3
L2(Ω) + ‖f‖L2(Ω)), ∀f ∈ H3(Ω).
The next two lemmas provide some regularity estimates for elliptic equations and
Stokes system defined on bounded domains (see, e.g., [19, 24, 28, 39, 70]).
Lemma 2.2. Let Ω ⊂ R2 be a bounded domain with smooth boundary. Consider the
elliptic boundary value problem{
−∆f = g in Ω,
f = 0 on ∂Ω.
(2.1)
If g ∈ Wm,p(Ω) for some p ∈ (1,∞) and an integer m ≥ −1, then system (2.1) has a
unique solution f satisfying
‖f‖Wm+2,p(Ω) ≤ C‖g‖Wm,p(Ω),
where the constant C depends only on Ω, m and p.
Lemma 2.3. Let Ω ⊂ Rn be a bounded domain with smooth boundary. Consider the
stationary Stokes system 
−∆u+∇p = f in Ω,
∇ · u = 0 in Ω,
u = 0 on ∂Ω.
(2.2)
If f ∈ Lq(Ω), q ∈ (1,∞), then there exists a unique solution u ∈ W 1,q0 (Ω) ∩W 2,q(Ω) of
sytem (2.2) satisfying
‖u‖W 2,q(Ω) + ‖∇p‖Lq(Ω) ≤ C‖f‖Lq(Ω). (2.3)
If f = ∇ · F with F ∈ Lq(Ω), q ∈ (1,∞), then
‖u‖W 1,q(Ω) ≤ C‖F‖Lq(Ω). (2.4)
If f = ∇ · F with Fij = ∂kHkij and Hkij ∈ W 1,q0 (Ω) for i, j, k = 1, ..., n, q ∈ (1,∞), then
‖u‖Lq(Ω) ≤ C‖H‖Lq(Ω), (2.5)
where all the above constants C depend only on Ω and q.
Besides, if f = ∇ · F with F ∈ W 1,q(Ω), q ∈ (2,∞), then
‖∇u‖L∞(Ω) ≤ C(1 + ‖F‖L∞(Ω))ln(e+ ‖∇F‖Lq(Ω)), (2.6)
where the constant C depends only on Ω.
As stated in the introduction, v is at the energy level of one order lower than w. For
system (1.6), we set
f = v, F =
χ
µ+ χ
(
0 w
−w 0
)
.
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By recalling inequality (2.4), it is clear that the estimate
‖v‖W 1,q(Ω) ≤ C‖w‖Lq(Ω), (2.7)
holds for any q ∈ (1,∞), where the constant C depends only on Ω and q. Similarly, by
inequality (2.6), we have the following estimate, for q ∈ (2,∞),
‖∇v‖L∞(Ω) ≤ C(1 + ‖w‖L∞(Ω)) ln(e+ ‖∇w‖Lq(Ω)), (2.8)
where the constant C depends only on Ω.
Lemma 2.4. Let 1 < p, q < ∞, and suppose that f ∈ Lp(0, T ;Lq(Ω)), u0 ∈ W 2,p(Ω).
If (u, p) is a solution of the Stokes system
∂tu−∆u+∇p = f in Ω,
∇ · u = 0 in Ω,
u = 0 on ∂Ω,
u(x, 0) = u0(x) in Ω,
(2.9)
then it holds that
‖∂tu, ∇2u, ∇p‖Lp(0,T ;Lq(Ω)) ≤ C(‖f‖Lp(0,T ;Lq(Ω)) + ‖u0‖W 2,p(Ω)), (2.10)
where the constant C depends only on p, q and Ω.
3. Global weak solution
In this section, we focus on proving the global existence of weak solutions of system
(1.3)–(1.5). To this end, we start with the a priori estimates for system (1.3)–(1.5).
Proposition 3.1. Let Ω ⊂ R2 be a bounded domain with smooth boundary. Assume
that initial data (u0, w0,b0) satisfies u0 ∈ H10 (Ω) ∩H2(Ω), b0 ∈ H10 (Ω), w0 ∈ W 1,4(Ω).
Let the triple (u, w,b) be a smooth solution of system (1.3)–(1.5). Then it holds that
sup
0≤t≤T
(‖u‖2H1(Ω) + ‖b‖2H1(Ω) + ‖w‖2W 1,4(Ω)) +
∫ T
0
(‖∇2u‖2L4(Ω) + ‖∇2b‖2L2(Ω)) dt
+
∫ T
0
(‖∂tu‖2L2(Ω) + ‖∂tb‖2L2(Ω) + ‖∂tw‖2L4(Ω)) dt ≤ C
where the constant C depends only on Ω, T , ‖u0‖H2(Ω), ‖b0‖H1(Ω), ‖w0‖W 1,4(Ω).
The proof of Proposition 3.1 is divided into the following subsections.
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3.1. L2 estimates.
We start with the basic energy estimates in the following Lemma.
Lemma 3.1. Let Ω ⊂ R2 be a bounded domain with smooth boundary and (u, w,b) be
the smooth solution of system (1.3)–(1.5). If, in addition, u0 ∈ L2(Ω), w0 ∈ L2(Ω),
b0 ∈ L2(Ω), then it holds that
sup
0≤t≤T
(‖u‖2L2 + ‖w‖2L2 + ‖b‖2L2) + (µ+ χ)
∫ t
0
‖∇u‖2L2dt
+4χ
∫ t
0
‖w‖2L2dt+ 2ν
∫ t
0
‖∇b‖2L2dt ≤ C,
where the constant C depends only on Ω, T , ‖u0‖L2(Ω), ‖w0‖L2(Ω) and ‖b0‖L2(Ω).
Proof. We take the L2-inner product of system (1.3) with u, w,b respectively to obtain
1
2
d
dt
(‖u‖2L2(Ω) + ‖w‖2L2(Ω) + ‖b‖2L2(Ω)) + (µ+ χ)‖∇u‖2L2(Ω) + 2χ‖w‖2L2(Ω) + ν‖∇b‖2L2(Ω)
= −χ
∫
Ω
∇⊥w · u dx+ χ
∫
Ω
∇⊥ · uw dx, (3.1)
where we have used the equations∫
Ω
u · ∇u · u dx = 0,
∫
Ω
u · ∇b · b dx = 0,
and ∫
Ω
b · ∇b · u dx+
∫
Ω
b · ∇u · b dx = 0.
Note that−∇⊥w·u = u1∂2w−u2∂1w = ∂2(u1w)−∂1(u2w)+ (∇⊥·u)w. Then by using
integration by parts and applying the boundary condition u|∂Ω = 0, for n⊥ = (−n2, n1),
we have,
−χ
∫
Ω
∇⊥w · u dx+ χ
∫
Ω
∇⊥ · uw dx
= 2χ
∫
Ω
∇⊥ · uw dx− χ
∫
∂Ω
u · n⊥w ds
= 2χ
∫
Ω
∇⊥ · uw dx
≤ (µ+ χ)
2
‖∇u‖2L2(Ω) + C‖w‖2L2(Ω), (3.2)
which, together with (3.1), gives
d
dt
(‖u‖2L2(Ω) + ‖w‖2L2(Ω) + ‖b‖2L2(Ω)) + (µ+ χ)‖∇u‖2L2(Ω) + 4χ‖w‖2L2(Ω)
+2ν‖∇b‖2L2(Ω) ≤ C‖w‖2L2(Ω).
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Then by Gro¨nwall’s inequality, it follows that
sup
0≤t≤T
(‖u‖2L2 + ‖w‖2L2 + ‖b‖2L2) + (µ+ χ)
∫ t
0
‖∇u‖2L2dt
+4χ
∫ t
0
‖w‖2L2dt+ 2ν
∫ t
0
‖∇b‖2L2dt ≤ C,
where C depends only on Ω, T , ‖u0‖L2(Ω), ‖w0‖L2(Ω) and ‖b0‖L2(Ω). This completes the
proof of Lemma 3.1. 
3.2. H1 estimates.
In this subsection, we establish the H1 estimates of u and b. By recalling g = u− v
and (2.7), we have
‖v‖W 1,q(Ω) ≤ C‖w‖Lq(Ω), for any q ∈ (1,∞),
which implies, after applying Lemma 3.1, that
‖u‖L∞(0,T ;H1(Ω)) ≤ ‖g‖L∞(0,T ;H1(Ω)) + ‖v‖L∞(0,T ;H1(Ω))
≤ C(‖g‖L∞(0,T ;H1(Ω)) + ‖w‖L∞(0,T ;L2(Ω)))
≤ C(‖g‖L∞(0,T ;H1(Ω)) + 1). (3.3)
Therefore, to get the H1 estimates of u and b, it suffices to establish the H1 estimates
of g and b as below.
Lemma 3.2. Under the assumptions of Lemma 3.1, we further assume u0 ∈ H1(Ω),
b0 ∈ H1(Ω) and w0 ∈ L4(Ω), then it holds that
sup
0≤t≤T
(‖∇g‖2L2(Ω) + ‖∇b‖2L2(Ω) + ‖w‖2L4(Ω)) +
∫ t
0
(‖∂tg‖2L2(Ω) + ‖∂tb‖2L2(Ω)) dt
+
∫ t
0
(‖∇2g‖2L2(Ω) + ‖∇2b‖2L2(Ω) + ‖w‖2L4(Ω)) dt ≤ C,
where the constant C depends only on Ω, T , ‖u0‖H1(Ω), ‖b0‖H1(Ω) and ‖w0‖L4(Ω).
Proof. Step 1. First, taking the inner product of (1.8)1 with ∂tg, applying Ho¨lder’s
inequality and Young’s inequality, we obtain
µ+ χ
2
d
dt
‖∇g‖2L2(Ω) + ‖∂tg‖2L2(Ω)
=
∫
Ω
Q · ∂tg dx
≤ 1
2
‖∂tg‖2L2(Ω) +
1
2
‖Q‖2L2(Ω). (3.4)
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By Lemma 2.3, we have
(µ+ χ)‖∇2g‖2L2(Ω) ≤ C1‖∂tg‖2L2(Ω) + C‖Q‖2L2(Ω). (3.5)
Multiplying (3.4) by 4C1, and summing the resultant with (3.5), one gets
2C1(µ+ χ)
d
dt
‖∇g‖2L2(Ω) + C1‖∂tg‖2L2(Ω) + (µ+ χ)‖∇2g‖2L2(Ω) ≤ C‖Q‖2L2(Ω), (3.6)
with
‖Q‖2L2(Ω) ≤ ‖b · ∇b‖2L2(Ω) + ‖u · ∇u‖2L2(Ω) + C‖A−1∇⊥(u · ∇w)‖2L2(Ω)
+C‖A−1∇⊥(∇⊥ · u)‖2L2(Ω) + C‖v‖2L2(Ω)
=
5∑
i=1
Ii.
Subsequently, we will estimate these five terms one by one. By making use of Ho¨lder
inequality, Corollary 2.1, Young’s inequality and (2.7), it follows that
I1 ≤ ‖b‖2L4(Ω)‖∇b‖2L4(Ω)
≤ C‖b‖L2(Ω)‖∇b‖L2(Ω)(‖∇b‖2L2(Ω) + ‖∇b‖L2(Ω)‖∇2b‖L2(Ω))
≤ (µ+ χ)
4
‖∇2b‖2L2(Ω) + C‖b‖2L2(Ω)‖∇b‖4L2(Ω) + C‖b‖L2‖∇b‖L2‖∇b‖2L2(Ω), (3.7)
I2 ≤ ‖u · ∇g‖2L2(Ω) + ‖u · ∇v‖2L2(Ω)
≤ ‖u‖2L4(Ω)‖∇g‖2L4(Ω) + ‖u‖2L4(Ω)‖∇v‖2L4(Ω)
≤ C‖u‖L2(Ω)‖∇u‖L2(Ω)‖∇g‖2L2(Ω) + C‖u‖L2(Ω)‖∇u‖L2(Ω)‖∇g‖L2(Ω)‖∇2g‖L2(Ω)
+C‖u‖L2(Ω)‖∇u‖L2(Ω)‖w‖2L4(Ω)
≤ (µ+ χ)
8
‖∇2g‖2L2(Ω) + C(‖u‖L2(Ω)‖∇u‖L2(Ω) + ‖u‖2L2(Ω)‖∇u‖2L2(Ω))‖∇g‖2L2(Ω)
+C‖u‖L2(Ω)‖∇u‖L2(Ω)‖w‖2L4(Ω). (3.8)
It is clear that u · ∇w = ∇ · (uw) and uw|∂Ω = 0, due to ∇ · u = 0 and u|∂Ω = 0.
Therefore, by using Lemma 2.3, (2.7), Ho¨lder’s inequality and Corollary 2.1, we obtain
I3 + I4 + I5 ≤ C‖A−1∇⊥∇ · (uw)‖2L2(Ω) + C‖A−1∇⊥(∇⊥ · u)‖2L2(Ω) + C‖v‖2L2(Ω)
≤ C‖uw‖2L2(Ω) + C‖u‖2L2(Ω) + C‖w‖2L2(Ω)
≤ C‖u‖2L4(Ω)‖w‖2L4(Ω) + C‖u‖2L2(Ω) + C‖w‖2L2(Ω)
≤ C‖u‖L2(Ω)‖∇u‖L2(Ω)‖w‖2L4(Ω) + C(‖u‖2L2(Ω) + ‖w‖2L2(Ω)). (3.9)
Summing up the estimates from (3.7) to (3.9), one has
‖Q‖2L2(Ω) ≤
(µ+ χ)
8
‖∇2g‖2L2(Ω) +
(µ+ χ)
4
‖∇2b‖2L2 + C(1 + ‖u‖2L2(Ω)‖∇u‖2L2(Ω)
+‖b‖2L2(Ω)‖∇b‖2L2(Ω))(‖∇g‖2L2(Ω) + ‖∇b‖2L2(Ω) + ‖w‖2L4)
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+C(‖u‖2L2(Ω) + ‖w‖2L2). (3.10)
Then substituting (3.10) into (3.6) yields
2C1(µ+ χ)
d
dt
‖∇g‖2L2(Ω) + C1‖∂tg‖2L2(Ω) +
7(µ+ χ)
8
‖∇2g‖2L2(Ω)
≤ (µ+ χ)
4
‖∇2b‖2L2 + C(1 + ‖u‖2L2(Ω)‖∇u‖2L2(Ω) + ‖b‖2L2(Ω)‖∇b‖2L2(Ω))×
(‖∇g‖2L2(Ω) + ‖∇b‖2L2(Ω) + ‖w‖2L4) + C(‖u‖2L2(Ω) + ‖w‖2L2). (3.11)
Step 2. Repeating the above procedures for b, we multiply (1.3)3 by ∂tb and by
Lemma 2.3 to obtain
ν
2
d
dt
‖∇b‖2L2(Ω) + ‖∂tb‖2L2(Ω) ≤
1
2
‖∂tb‖2L2 + C‖u · ∇b‖2L2 + C‖b · ∇u‖2L2 , (3.12)
and
ν‖∇2b‖2L2(Ω) ≤ C1‖∂tb‖2L2(Ω) + C‖u · ∇b‖2L2(Ω) + C‖b · ∇u‖2L2(Ω). (3.13)
Then by multiplying (3.12) with 4C1 and summing the resultant with (3.12), using
Ho¨lder’s inequality, Corollary 2.1, (2.7) and Young’s inequality, it follows that
2C1ν
d
dt
‖∇b‖2L2(Ω) + C1‖∂tb‖2L2(Ω) + ν‖∇2b‖2L2(Ω)
≤ C‖u · ∇b‖2L2(Ω) + C‖b · ∇u‖2L2(Ω)
≤ C‖u‖2L4(Ω)‖∇b‖2L4(Ω) + C‖b‖2L4(Ω)‖∇u‖2L4(Ω)
≤ C‖u‖L2(Ω)‖∇u‖L2(Ω)(‖∇b‖2L2(Ω) + ‖∇b‖L2(Ω)‖∇2b‖L2(Ω))
+C‖b‖L2(Ω)‖∇b‖L2(Ω)(‖∇g‖2L2(Ω) + ‖∇g‖L2(Ω)‖∇2g‖L2(Ω))
+C‖b‖L2(Ω)‖∇b‖L2(Ω)‖w‖2L4(Ω)
≤ ν
4
‖∇2b‖2L2(Ω) +
ν
8
‖∇2g‖2L2(Ω) + C‖u‖2L2(Ω)‖∇u‖2L2(Ω)‖∇b‖2L2
+C‖u‖L2(Ω)‖∇u‖L2(Ω)‖∇b‖2L2 + C‖b‖2L2(Ω)‖∇b‖2L2(Ω)‖∇g‖2L2
+C‖b‖L2(Ω)‖∇b‖L2(Ω)‖∇g‖2L2 + C‖b‖L2(Ω)‖∇b‖L2(Ω)‖w‖2L4,
≤ ν
4
‖∇2b‖2L2 +
ν
8
‖∇2g‖2L2(Ω) + C(1 + ‖u‖2L2(Ω)‖∇u‖2L2(Ω)
+‖b‖2L2(Ω)‖∇b‖2L2(Ω))(‖∇g‖2L2(Ω) + ‖∇b‖2L2(Ω) + ‖w‖2L4). (3.14)
Multiplying (3.11) by ν, (3.14) by µ+ χ and then adding them up, we obtain
2C1(µ+ χ)ν
d
dt
(‖∇g‖2L2(Ω) + ‖∇b‖2L2(Ω)) +
3(µ+ χ)ν
4
‖∇2g‖2L2(Ω)
+
(µ+ χ)ν
2
‖∇2b‖2L2(Ω) + C1ν‖∂tg‖2L2 + C1(µ+ χ)‖∂tb‖2L2
≤ C(1 + ‖u‖2L2‖∇u‖2L2 + ‖b‖2L2‖∇b‖2L2)(‖∇g‖2L2 + ‖∇b‖2L2 + ‖w‖2L4)
+C(‖u‖2L2 + ‖w‖2L2). (3.15)
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Step 3. It is clear that (3.15) is not a closed estimate since the bound of ‖w‖L4(Ω)
is unknown. However, we found that the estimate of ‖w‖L4(Ω) can be bounded in turn
by ‖∇g‖L2(Ω) and ‖∇2g‖L2(Ω) because the equation of w in (1.3)2 is not related to the
magnetic field b. Keeping this in mind, by multiplying (1.3)2 with |w|2w and integrating
on Ω, we obtain
1
4
d
dt
‖w‖4L4(Ω) + 2χ‖w‖4L4(Ω)
= χ
∫
Ω
∇⊥ · u|w|2w dx
≤ C‖∇u‖L4(Ω)‖w‖3L4(Ω)
≤ C(‖∇g‖L4(Ω) + ‖∇v‖L4(Ω))‖w‖3L4(Ω)
≤ C(‖∇g‖L2(Ω) + ‖∇g‖
1
2
L2(Ω)‖∇2g‖
1
2
L2(Ω) + ‖w‖L4(Ω))‖w‖3L4(Ω).
Then by dividing ‖w‖2
L4(Ω) on both sides and using Young’s inequality, it yields
1
2
d
dt
‖w‖2L4(Ω) + 2χ‖w‖2L4(Ω)
≤ C(‖∇g‖L2(Ω) + ‖∇g‖
1
2
L2(Ω)‖∇2g‖
1
2
L2(Ω) + ‖w‖L4(Ω))‖w‖L4(Ω)
≤ 1
16C1
‖∇2g‖2L2(Ω) + C(‖∇g‖2L2(Ω) + ‖w‖2L4(Ω)). (3.16)
Step 4. Multiplying (3.16) by 4C1(µ + χ)ν and summing the resultant with (3.15),
we finally obtain
2C1(µ+ χ)ν
d
dt
(‖∇g‖2L2(Ω) + ‖∇b‖2L2(Ω) + ‖w‖2L4(Ω)) +
(µ+ χ)ν
2
(‖∇2g‖2L2(Ω)
+‖∇2b‖2L2) + 8C1χ(µ+ χ)ν‖w‖2L4 + C1ν‖∂tg‖2L2 + C1(µ+ χ)‖∂tb‖2L2
≤ C(1 + ‖u‖2L2‖∇u‖2L2 + ‖b‖2L2‖∇b‖2L2)(‖∇g‖2L2 + ‖∇b‖2L2 + ‖w‖2L4)
+C(‖u‖2L2(Ω) + ‖w‖2L2(Ω)),
where C ≫ C1. This, together with Gro¨nwall’s inequality and Lemma 3.1 yields
sup
0≤t≤T
(‖∇g‖2L2(Ω) + ‖∇b‖2L2(Ω) + ‖w‖2L4(Ω)) +
∫ t
0
(‖∂tg‖2L2(Ω) + ‖∂tb‖2L2(Ω)) dt
+
∫ t
0
(‖∇2g‖2L2(Ω) + ‖∇2b‖2L2(Ω) + ‖w‖2L4(Ω)) dt ≤ C,
where C = C(µ, χ, ν, ‖u0‖H1(Ω), ‖b0‖H1(Ω), ‖w0‖L4(Ω)). This completes the proof of
Lemma 3.2. 
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3.3. The estimate of ‖u‖L2(0,T ;H2(Ω)).
To prove the global existence of weak solutions, we need the estimates of ‖u‖L2(0,T ;H2(Ω))
and ‖b‖L2(0,T ;H2(Ω)). The estimate of ‖b‖L2(0,T ;H2(Ω)) has been obtained in Lemma 3.2.
For the estimate of ‖u‖L2(0,T ;H2(Ω)), by Lemma 2.3, it follows that
‖u‖H2(Ω) ≤ C1(‖∂tu‖L2(Ω) + ‖u · ∇u‖L2(Ω) + ‖b · ∇b‖L2(Ω) + ‖∇w‖L2(Ω)) (3.17)
where C1 depends only on Ω. Then by Ho¨lder’s inequality, Corollary 2.1 and Young’s
inequality, we get
‖u · ∇u‖L2(Ω) ≤ ‖u‖L4(Ω)‖∇u‖L4(Ω)
≤ C2‖u‖
1
2
L2(Ω)‖∇u‖
1
2
L2(Ω)(‖∇u‖
1
2
L2(Ω)‖∇2u‖
1
2
L2(Ω) + ‖∇u‖L2(Ω))
≤ 2C2‖u‖
3
2
H1(Ω)‖u‖
1
2
H2(Ω)
≤ 1
2C1
‖u‖H2(Ω) + 2C1C22‖u‖3H1(Ω), (3.18)
and similarly,
‖b · ∇b‖L2(Ω) ≤ 1
2C1
‖b‖H2(Ω) + 2C1C22‖b‖3H1(Ω), (3.19)
where C2 also depends only on Ω. Plugging (3.18) and (3.19) into (3.17), we get
‖u‖H2(Ω) ≤ 2C1‖∂tu‖L2(Ω) + 4C21C22 (‖u‖3H1(Ω) + ‖b‖3H1(Ω)) + ‖b‖H2(Ω) + 2C1‖∇w‖L2
≤ C(‖∂tg‖L2(Ω) + ‖∂tw‖L2(Ω)) + C‖u‖3H1(Ω) + C‖b‖3H1(Ω)
+‖b‖H2(Ω) + C‖∇w‖L2(Ω). (3.20)
By applying Lemmas 3.1–3.2, it holds that
‖u‖L2(0,T ;H2(Ω)) ≤ C(‖∂tg‖L2(0,T ;L2(Ω)) + ‖∂tw‖L2(0,T ;L2(Ω))) + C
√
T sup
0≤t≤T
‖u‖3H1(Ω)
+C
√
T sup
0≤t≤T
‖b‖3H1(Ω) + ‖b‖L2(0,T ;H2(Ω)) + C‖∇w‖L2(0,T ;L2(Ω))
≤ C(1 + ‖∂tw‖L2(0,T ;L2(Ω)) + ‖∇w‖L2(0,T ;L2(Ω))). (3.21)
In the following, we focus on establishing estimates of ‖∂tw‖L2(Ω) and ‖∇w‖L2(Ω). In
fact, we will see later that the estimate of ‖∂tw‖L2(Ω) can be bounded by ‖u‖H1(Ω) and
‖∇w‖L4(Ω). Moreover, the bound of ‖∇w‖L4(Ω) can be controlled by ‖w‖L∞(0,T ;Lq(Ω)) and
‖∇2g‖L2(0,T ;Lq(Ω)). To this end, we first establish the estimate of ‖w‖L∞(0,T ;Lq(Ω)).
Lemma 3.3. In addition to the conditions in Lemma 3.2, if we further assume w0 ∈
Lq(Ω) for any 2 ≤ q ≤ ∞, then it holds that
sup
0≤t≤T
‖w‖Lq(Ω) ≤ C,
where the constant C depends only on Ω, T , ‖u0‖H1(Ω), ‖b0‖H1(Ω) and ‖w0‖Lq(Ω).
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Proof. The proof of Lemma 3.3 is similar to estimating ‖w‖L4(Ω) in Step 3 of Lemma
3.2, we give only a sketch here. Multiplying (1.3)2 by |w|q−2w and integrating on Ω, it
follows that the estimate of ‖w‖Lq(Ω) can be bounded by ‖g‖L1(0,T ;H2(Ω)), which is the
consequence of Lemma 3.1 and Lemma 3.2. 
In the following lemma, we establish the bound of ‖g‖L2(0,T ;W 2,q(Ω)).
Lemma 3.4. Under the assumptions of Lemma 3.3, if in addition, u0 ∈ H2(Ω) and
w0 ∈ H1(Ω), then for any 2 ≤ q <∞, it holds that∫ T
0
‖∇2g‖2Lq(Ω)dt ≤ C,
where the constant C depends only on Ω, T , ‖u0‖H2(Ω), ‖b0‖H1(Ω) and ‖w0‖H1(Ω).
Proof. First, by applying Lemma 2.4 to (1.8) and Lemma 2.3, it is clear that
‖∇2g‖L2(0,T ;Lq(Ω)) ≤ C(‖Q‖L2(0,T ;Lq(Ω)) + ‖g0‖H2(Ω))
≤ C(‖Q‖L2(0,T ;Lq(Ω)) + ‖u0‖H2(Ω) + ‖v0‖H2(Ω))
≤ C(‖Q‖L2(0,T ;Lq(Ω)) + ‖u0‖H2(Ω) + ‖w0‖H1(Ω)) (3.22)
with
‖Q‖L2(0,T ;Lq(Ω)) ≤ ‖b · ∇b‖L2(0,T ;Lq(Ω)) + ‖u · ∇u‖L2(0,T ;Lq(Ω))
+C‖A−1∇⊥(u · ∇w)‖L2(0,T ;Lq(Ω)) + C‖A−1∇⊥(∇⊥ · u)‖L2(0,T ;Lq)
+C‖v‖L2(0,T ;Lq(Ω))
=
5∑
i=1
Ii. (3.23)
Next, for the five terms Ii, i = 1, 2, . . . , 5, by employing Ho¨lder inequality, Sobolev
embedding inequalities, Lemmas 3.1–3.3, (2.7) and the equality u · ∇w = ∇ · (uw), we
have
I1 ≤ ‖b‖L∞(0,T ;L2q(Ω))‖∇b‖L2(0,T ;L2q(Ω))
≤ C‖b‖L∞(0,T ;H1(Ω))‖b‖L2(0,T ;H2(Ω))
≤ C(‖b‖L∞(0,T ;L2(Ω)) + ‖∇b‖L∞(0,T ;L2(Ω)))(‖b‖L2(0,T ;L2(Ω)) + ‖∇2b‖L2(0,T ;L2(Ω)))
≤ C(T ),
I2 ≤ ‖u‖L∞(0,T ;L2q(Ω))‖∇u‖L2(0,T ;L2q(Ω))
≤ C‖u‖L∞(0,T ;H1(Ω))(‖∇g‖L2(0,T ;L2q(Ω)) + ‖∇v‖L2(0,T ;L2q(Ω)))
≤ C(‖u‖L∞(0,T ;L2(Ω)) + ‖∇u‖L∞(0,T ;L2(Ω)))(‖g‖L2(0,T ;H2(Ω)) + ‖w‖L2(0,T ;L2q(Ω)))
≤ C(1 + ‖∇g‖L∞(0,T ;L2) + ‖∇v‖L∞(0,T ;L2))(‖g‖L2(0,T ;L2) + ‖∆g‖L2(0,T ;L2) + 1)
≤ C(1 + ‖w‖L∞(0,T ;L2(Ω)))(‖u‖L2(0,T ;L2(Ω)) + ‖w‖L2(0,T ;L2) + 1)
16 SHASHA WANG, WEN-QING XU, JITAO LIU∗
≤ C(T ),
5∑
i=3
Ii ≤ C‖A−1∇⊥∇ · (uw)‖L2(0,T ;Lq(Ω)) + C‖A−1∇⊥(∇⊥ · u)‖L2(0,T ;Lq(Ω))
+C‖v‖L2(0,T ;Lq(Ω))
≤ C‖uw‖L2(0,T ;Lq(Ω)) + C‖u‖L2(0,T ;Lq(Ω)) + C‖w‖L2(0,T ;Lq(Ω))
≤ C‖u‖L2(0,T ;L2q(Ω))‖w‖L∞(0,T ;L2q(Ω)) + C‖u‖L2(0,T ;H1(Ω)) + C‖w‖L2(0,T ;Lq(Ω))
≤ C‖u‖L2(0,T ;H1(Ω))‖w‖L∞(0,T ;L2q(Ω)) + C‖u‖L2(0,T ;H1(Ω)) + C‖w‖L2(0,T ;Lq(Ω))
≤ C(T ).
By summing up the above estimates and using Lemmas 3.1–3.3, we finally obtain
‖g‖L2(0,T ;W 2,q(Ω)) ≤ C(T ). 
With the help of Lemmas 3.3 and 3.4, we now return to establish the estimate of
‖∇w‖Lq(Ω).
Lemma 3.5. In addition to the conditions in Lemma 3.4, we further assume ∇w0 ∈
Lq(Ω) for any 2 < q <∞, then it holds that
sup
0≤t≤T
‖∇w‖Lq(Ω) ≤ C,
where the constant C depends only on Ω, T , ‖u0‖H2(Ω), ‖b0‖H1(Ω), ‖w0‖H1(Ω) and
‖∇w0‖Lq(Ω).
Proof. Differentiating (1.3)2 with respect to spatial variable xi, i = 1, 2, we have
∂iwt + 2χ∂iw + u · ∇∂iw + ∂iu · ∇w = χ∂i∇⊥ · u, i = 1, 2. (3.24)
Taking the inner product of (3.24) with |∂iw|q−2∂iw for any 2 ≤ q < ∞ and summing
over i = 1, 2, we get
1
q
d
dt
‖∇w‖q
Lq(Ω) + 2χ‖∇w‖qLq(Ω) ≤ ‖∇u‖L∞(Ω)‖∇w‖qLq(Ω) + χ‖∇2u‖Lq(Ω)‖∇w‖q−1Lq(Ω),
and thus we have
d
dt
‖∇w‖Lq(Ω) + 2χ‖∇w‖Lq(Ω) ≤ ‖∇u‖L∞(Ω)‖∇w‖Lq(Ω) + χ‖∇2u‖Lq(Ω).
Then, by using the Sobolev embedding inequalities, (2.8) and (2.7), it follows that
d
dt
‖∇w‖Lq(Ω) + 2χ‖∇w‖Lq(Ω)
≤ ‖∇g‖L∞(Ω)‖∇w‖Lq(Ω) + ‖∇v‖L∞(Ω)‖∇w‖Lq(Ω) + χ‖∇2g‖Lq(Ω) + χ‖∇2v‖Lq(Ω)
≤ C‖g‖W 2,q(Ω)‖∇w‖Lq(Ω) + C(1 + ‖w‖L∞(Ω)) ln(e+ ‖∇w‖Lq(Ω))‖∇w‖Lq(Ω)
+C‖g‖W 2,q(Ω) + C‖∇w‖Lq(Ω)
≤ C(1 + ‖w‖L∞(Ω))(1 + ‖g‖W 2,q(Ω))(e+ ‖∇w‖Lq(Ω)) ln(e+ ‖∇w‖Lq(Ω)),
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for any 2 < q <∞. This, together with Gro¨nwall’s inequality, Lemmas 3.3–3.4, yields
sup
0≤t≤T
‖∇w‖Lq(Ω) + 2χ
∫ T
0
‖∇w‖Lq(Ω) dt ≤ C,
where C depends only on Ω, T , ‖u0‖H2(Ω), ‖b0‖H1(Ω), ‖w0‖H1(Ω) and ‖∇w0‖Lq(Ω). This
completes the proof of Lemma 3.5. 
Lemma 3.6. Under the assumptions of Lemma 3.5, it holds that
sup
0≤t≤T
‖∂tw‖2L2(Ω) ≤ C
where the constant C depends only on Ω, T , ‖u0‖H2(Ω), ‖b0‖H1(Ω), ‖w0‖H1(Ω) and
‖∇w0‖L4(Ω).
Proof. Multiplying the equation (1.3)2 with ∂tw and integrating on Ω, we get
‖∂tw‖2L2(Ω) = −
∫
Ω
u · ∇w∂tw dx− 2χ
∫
Ω
w∂tw dx+ χ
∫
Ω
∇⊥ · u∂tw dx
≤ 1
2
‖∂tw‖2L2(Ω) + C‖u · ∇w‖2L2(Ω) + C‖w‖2L2(Ω) + C‖∇u‖2L2(Ω)
≤ 1
2
‖∂tw‖2L2(Ω) + C‖u‖2L4(Ω)‖∇w‖2L4(Ω) + C‖w‖2L2(Ω) + C‖u‖2H1(Ω)
≤ 1
2
‖∂tw‖2L2(Ω) + C‖u‖2H1(Ω)‖∇w‖2L4(Ω) + C‖w‖2L2(Ω) + C‖u‖2H1(Ω),
and hence we have
‖∂tw‖2L2(Ω) ≤ C‖u‖2H1(Ω)‖∇w‖2L4(Ω) + C‖w‖2L2(Ω) + C‖u‖2H1(Ω).
Then by Lemma 3.2 and Lemma 3.5, we obtain sup
0≤t≤T
‖∂tw‖2L2(Ω) ≤ C. 
By using u = g + v, (2.7), Lemma 3.2 and Lemma 3.6, we get
‖∂tu‖L2(0,T ;L2(Ω)) ≤ C(‖∂tg‖L2(0,T ;L2(Ω)) + ‖∂tw‖L2(0,T ;L2(Ω))) ≤ C.
We now turn to estimate ‖u‖L2(0,T ;H2(Ω)). By recalling inequality (3.21), and using
Ho¨lder’s inequality, Lemmas 3.5–3.6, we have
‖u‖L2(0,T ;H2(Ω)) ≤ C(1 + ‖∂tw‖L2(0,T ;L2(Ω)) + ‖∇w‖L2(0,T ;L2(Ω)))
≤ C(1 +
√
T sup
0≤t≤T
‖∂tw‖L2(Ω) +
√
T sup
0≤t≤T
‖∇w‖L4(Ω))
≤ C(T ).
In addition, with the help of Lemma 3.4 and Lemma 3.5, we have
‖∇2u‖L2(0,T ;L4(Ω)) ≤ C(‖∇2g‖L2(0,T ;L4(Ω)) + ‖∇w‖L2(0,T ;L4(Ω))) ≤ C.
Furthermore, we have the estimate of ‖∂tw‖L4(Ω) in the next Lemma, which is used to
guarantee the continuity of micro-rotation field at the initial time.
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Lemma 3.7. Under the assumptions in Lemma 3.6, it holds that∫ T
0
‖∂tw‖2L4(Ω) dt ≤ C
where C depends only on Ω, T , ‖u0‖H2(Ω), ‖b0‖H1(Ω), ‖w0‖H1(Ω) and ‖∇w0‖L4(Ω).
Proof. We multiply the equation (1.3)2 with |∂tw|2∂tw, integrate on Ω and use the
Sobolev embedding inequalities to get
‖∂tw‖2L4(Ω) ≤ C‖u · ∇w‖2L4(Ω) + C‖w‖2L4(Ω) + C‖∇u‖2L4(Ω)
≤ C‖u‖2L∞(Ω)‖∇w‖2L4(Ω) + C‖w‖2L4(Ω) + C‖u‖2H2(Ω)
≤ C‖u‖2H2(Ω)‖∇w‖2L4(Ω) + C‖w‖2L4(Ω) + C‖u‖2H2(Ω).
By using the fact ‖u‖2
L2(0,T ;H2(Ω)) ≤ C and Lemma 3.5, we obtain ‖∂tw‖2L2(0,T ;L4(Ω)) ≤ C.

Therefore, by Lemmas 3.1–3.7, we obtain the desired estimates in Proposition 3.1.
3.4. Existence of weak solutions.
In this subsection, we establish the following global existence of weak solutions to
system (1.3)–(1.5).
Theorem 3.1. Let Ω ⊂ R2 be a bounded domain with smooth boundary. Suppose that
initial data (u0, w0,b0) satisfies
u0 ∈ H10 (Ω) ∩H2(Ω), b0 ∈ H10 (Ω), w0 ∈ W 1,4(Ω),
then there exist global in time weak solutions (u, w,b) of system (1.3)–(1.5) such that
u ∈ C(0, T ;L2(Ω)) ∩ L∞(0, T ;H10(Ω)) ∩ L2(0, T ;W 2,4(Ω)),
b ∈ C(0, T ;L2(Ω)) ∩ L∞(0, T ;H10(Ω)) ∩ L2(0, T ;H2(Ω)),
w ∈ C(0, T ;L4(Ω)) ∩ L∞(0, T ;W 1,4(Ω)),
hold for any T > 0.
Proof. The proof of the existence of weak solutions is based on Schauder’s fixed point
theorem. To define the functional setting, we fix any T > 0 while the constant R0 will
be specified later. For notational convenience, we write
X ≡ C(0, T ;L4(Ω)),
with ‖f‖2X = ‖f‖2C(0,T ;L4(Ω)), and define
D = {f ∈ X|‖f‖X ≤ R0}.
Clearly, D ⊂ X is closed and convex.
2D MAGNETO-MICROPOLAR EQUATIONS WITH ZERO ANGULAR VISCOSITY 19
Step 1. We fix ǫ ∈ (0, 1) and define a continuous map on D. For any f ∈ D, we
regularize it and also the initial data (u0, w0,b0) via the standard mollifying process,
f ǫ = ρǫ ∗ f, uǫ0 = ρǫ ∗ u0, wǫ0 = ρǫ ∗ w0, bǫ0 = ρǫ ∗ b0,
where ρǫ is a standard mollifier. Then it holds that
f ǫ ∈ C(0, T ;C∞0 (Ω)), ‖f ǫ‖C(0,T ;L4(Ω)) ≤ ‖f‖C(0,T ;L4(Ω)),
uǫ0 ∈ C∞0 (Ω), ∇ · uǫ0 = 0, ‖uǫ0 − u0‖H1(Ω) < ǫ,
wǫ0 ∈ C∞0 (Ω), ‖wǫ0 − w0‖L4(Ω) < ǫ,
bǫ0 ∈ C∞0 (Ω), ∇ · bǫ0 = 0, ‖bǫ0 − b0‖H1(Ω) < ǫ.
In fact, for the following 2D MHD system with smooth external forcing χ∇⊥f ǫ and
smooth initial data (uǫ0, w
ǫ
0)
∂tu+ u · ∇u− (µ+ χ)∆u+∇p = b · ∇b− χ∇⊥f ǫ,
∂tb+ u · ∇b− ν∆b = b · ∇u,
∇ · u = 0, ∇ · b = 0,
u|∂Ω = 0, b|∂Ω = 0,
(u,b)(x, 0) = (uǫ0,b
ǫ
0)(x),
(3.25)
it is proved [16] that such a system with f ǫ = 0 has a unique solution (uǫ,bǫ). In fact,
with minor modifications of the proof process in [16], it can be shown that system (3.25)
also has a unique solution (uǫ,bǫ) for any external forcing f ǫ ∈ C(0, T ;C∞0 (Ω)).
We then solve the following linearized equation with the smooth initial data wǫ0{
∂tw + u
ǫ · ∇w = −2χw + χ∇⊥ · uǫ,
w(x, 0) = wǫ0(x),
(3.26)
and denote the solution by wǫ. This process allows us to define the map
F ǫ(f) = wǫ. (3.27)
In the following, we will prove that F ǫ satisfies the conditions of the Schauder’s fixed
point theorem, that is, for any fixed ǫ ∈ (0, 1), F ǫ : D → D is continuous and compact.
More precisely, one needs to show
(a) ‖wǫ‖X ≤ R0 for any f ∈ D;
(b) ‖wǫ‖C(0,T ;W 1,4(Ω)) ≤ C for any f ∈ D;
(c) For any η > 0, there exists δ = δ(η) > 0 such that for any f1, f2 ∈ D with
‖f1 − f2‖X < δ, it holds that ‖F ǫ(f1)− F ǫ(f2)‖X < η.
Step 2. We verify (a) first. Taking inner products of the first two equations of (3.25)
with u,b respectively, and using −χ ∫
Ω
∇⊥f ǫ · u dx = χ ∫
Ω
(∇⊥ · u)f ǫ dx, we obtain
1
2
d
dt
(‖u‖2L2(Ω) + ‖b‖2L2(Ω)) + (µ+ χ)‖∇u‖2L2(Ω) + ν‖∇b‖2L2(Ω)
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= χ
∫
Ω
(∇⊥ · u)f ǫ dx
≤ χ‖∇u‖L2(Ω)‖f ǫ‖L2(Ω)
≤ µ+ χ
2
‖∇u‖2L2(Ω) + C‖f ǫ‖2L2(Ω),
and thus we have
d
dt
(‖u‖2L2(Ω) + ‖b‖2L2(Ω)) + (µ+ χ)‖∇u‖2L2(Ω) + 2ν‖∇b‖2L2(Ω) ≤ C‖f ǫ‖2L2(Ω).
After integration over [0, T ], we obtain
‖uǫ‖2C(0,T ;L2(Ω)) + ‖bǫ‖2C(0,T ;L2(Ω)) + (µ+ χ)
∫ T
0
‖∇uǫ‖2L2(Ω) dt+ 2ν
∫ T
0
‖∇bǫ‖2L2(Ω) dt
≤ ‖uǫ0‖2L2(Ω) + ‖bǫ0‖2L2 + C
∫ T
0
‖f ǫ‖2L2 dt
≤ ‖u0‖2L2(Ω) + ‖b0‖2L2(Ω) + CT‖f ǫ‖2C(0,T ;L2(Ω))
≤ ‖u0‖2L2(Ω) + ‖b0‖2L2(Ω) + CT‖f ǫ‖2C(0,T ;C∞0 (Ω))
≤ ‖u0‖2L2(Ω) + ‖b0‖2L2(Ω) + CT. (3.28)
Then, taking inner products of the first two equations of (3.25) with −∆u, −∆b
respectively, we get
1
2
d
dt
(‖∇u‖2L2(Ω) + ‖∇b‖2L2(Ω)) + (µ+ χ)‖∆u‖2L2(Ω) + ν‖∆b‖2L2(Ω) = χ
∫
Ω
∇⊥f ǫ ·∆u dx,
where we have used∫
Ω
u · ∇u ·∆u dx = 0,
∫
Ω
u · ∇b ·∆b dx = 0,
and ∫
Ω
b · ∇b ·∆u dx+
∫
Ω
b · ∇u ·∆b dx = 0.
By applying Ho¨lder’s inequality and Young’s inequality, we get
1
2
d
dt
(‖∇u‖2L2(Ω) + ‖∇b‖2L2(Ω)) + (µ+ χ)‖∆u‖2L2(Ω) + ν‖∆b‖2L2(Ω)
≤ χ‖∇f ǫ‖L2(Ω)‖∆u‖L2(Ω)
≤ µ+ χ
2
‖∆u‖2L2(Ω) + C‖∇f ǫ‖2L2(Ω),
and hence,
d
dt
(‖∇u‖2L2(Ω) + ‖∇b‖2L2(Ω)) + (µ+ χ)‖∆u‖2L2(Ω) + 2ν‖∆b‖2L2(Ω)
≤ C‖∇f ǫ‖2L2(Ω).
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This, after integration over [0, T ], implies that
‖∇uǫ‖2C(0,T ;L2(Ω)) + ‖∇bǫ‖2C(0,T ;L2(Ω)) + (µ+ χ)
∫ T
0
‖∆uǫ‖2L2 dt+ 2ν
∫ T
0
‖∆bǫ‖2L2 dt
≤ ‖∇uǫ0‖2L2(Ω) + ‖∇bǫ0‖2L2 + C
∫ T
0
‖∇f ǫ‖2L2 dt
≤ ‖∇u0‖2L2(Ω) + ‖∇b0‖2L2(Ω) + CT‖∇f ǫ‖2C(0,T ;L2(Ω))
≤ ‖∇u0‖2L2(Ω) + ‖∇b0‖2L2(Ω) + CT‖f ǫ‖2C(0,T ;C∞0 (Ω))
≤ ‖∇u0‖2L2(Ω) + ‖∇b0‖2L2(Ω) + CT. (3.29)
In addition, by multiplying (3.26) with |w|2w, using Ho¨lder’s inequality and Sobolev
embedding inequalities, we obtain
1
4
d
dt
‖w‖4L4(Ω) + 2χ‖w‖4L4(Ω) = χ
∫
Ω
∇⊥ · uǫ|w|2w dx
≤ χ‖∇uǫ‖L4(Ω)‖w‖3L4(Ω)
≤ C‖uǫ‖W 2,2(Ω)‖w‖3L4(Ω)
≤ C‖∆uǫ‖L2(Ω)‖w‖3L4(Ω),
that is,
d
dt
‖w‖L4(Ω) + 2χ‖w‖L4(Ω) ≤ C‖∆uǫ‖L2(Ω).
Thanks to (3.29), it follows that
‖wǫ‖C(0,T ;L4(Ω)) + 2χ
∫ T
0
‖wǫ‖L4(Ω) dt
≤ ‖wǫ0‖L4(Ω) + C
∫ T
0
‖∆uǫ‖L2(Ω) dt
≤ ‖w0‖L4(Ω) + C
(∫ T
0
‖∆uǫ‖2L2(Ω) dt
) 1
2
(∫ T
0
12 dt
) 1
2
≤ ‖w0‖L4(Ω) + C
√
T
(
‖∇u0‖2L2(Ω) + ‖∇b0‖2L2(Ω) + CT
) 1
2
. (3.30)
To show that F ǫ maps D to D, it suffices to verify that the right hand side of (3.30)
is bounded by R0. Then we obtain a condition for R0, namely
‖w0‖L4(Ω) + C
√
T
(
‖∇u0‖2L2(Ω) + ‖∇b0‖2L2(Ω) + CT
) 1
2 ≤ R0, (3.31)
where the constant C depends only on Ω, µ, χ. Therefore, as long as T is sufficiently
small, such that C
√
T < 1, CT < 1 and ‖w0‖L4(Ω)+ (‖∇u0‖2L2(Ω)+ ‖∇b0‖2L2(Ω)+1)
1
2 ≪
R0, (3.31) would hold.
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Step 3. In this step, we prove the compactness of F ǫ. For this purpose, we first
establish the bound of ‖∇2uǫ‖L2(0,T ;L4(Ω)). By applying Lemma 2.4 to (3.25)1, we get
‖∇2u‖L2(0,T ;L4(Ω))
≤ C(‖u · ∇u‖L2(0,T ;L4(Ω)) + ‖b · ∇b‖L2(0,T ;L4(Ω)) + ‖∇⊥f ǫ‖L2(0,T ;L4(Ω)) + ‖uǫ0‖H2(Ω))
≤ C(‖u · ∇u‖L2(0,T ;L4(Ω)) + ‖b · ∇b‖L2(0,T ;L4(Ω)) + CT‖f ǫ‖C(0,T ;C∞0 (Ω)) + ‖u0‖H2(Ω)).
For the first term ‖u · ∇u‖L2(0,T ;L4(Ω)), by using Ho¨lder’s inequality, the Sobolev
embedding inequalities, (3.28) and (3.29), we obtain
‖u · ∇u‖L2(0,T ;L4(Ω))
≤ ‖u‖L∞(0,T ;L8(Ω))‖∇u‖L2(0,T ;L8(Ω))
≤ C‖u‖L∞(0,T ;H1(Ω))‖u‖L2(0,T ;H2(Ω))
≤ C(‖u‖L∞(0,T ;L2) + ‖∇u‖L∞(0,T ;L2))(‖u‖L2(0,T ;L2) + ‖∇u‖L2(0,T ;L2) + ‖∆u‖L2(0,T ;L2))
≤ C(T ).
Similarly, we have ‖b · ∇b‖L2(0,T ;L4(Ω)) ≤ C(T ). Therefore, we obtain
‖∇2uǫ‖L2(0,T ;L4(Ω)) ≤ C (3.32)
where C depends on Ω, T , ‖u0‖H2(Ω), ‖b0‖H1(Ω) only.
With the above estimates, we now prove (b). To do so, by taking the first order
partial differentiation operator ∂i = ∂/∂xi , i = 1, 2, on (3.26)1, it yields
∂iwt + 2χ∂iw + u
ǫ · ∇∂iw + ∂iuǫ · ∇w = χ∂i∇⊥ · uǫ. (3.33)
Then by multiplying (3.33) with |∂iw|2∂iw, summing over i and integrating on Ω, we
obtain
1
4
d
dt
‖∇w‖4L4(Ω) + 2χ‖∇w‖4L4(Ω) ≤ ‖∇uǫ‖L∞‖∇w‖4L4(Ω) + χ‖∇2uǫ‖L4(Ω)‖∇w‖3L4(Ω).
Thanks to Lemma 2.1, we have ‖∇uǫ‖L∞(Ω) ≤ C(‖∇2uǫ‖
1
2
L4(Ω)‖∇uǫ‖
1
2
L4(Ω)+ ‖∇uǫ‖L2(Ω)).
Then by using the Sobolev embedding inequalities and Young’s inequality, it follows
that
d
dt
‖∇w‖L4(Ω) + 2χ‖∇w‖L4(Ω)
≤ C(‖∇2uǫ‖
1
2
L4(Ω)‖∇uǫ‖
1
2
L4(Ω) + ‖∇uǫ‖L2(Ω))‖∇w‖L4(Ω) + χ‖∇2uǫ‖L4(Ω)
≤ C(‖∇2uǫ‖
1
2
L4(Ω)‖uǫ‖
1
2
H2(Ω) + ‖∇uǫ‖L2(Ω))‖∇w‖L4(Ω) + χ‖∇2uǫ‖L4(Ω)
≤ C(‖∇2uǫ‖2L4(Ω) + ‖uǫ‖2H2(Ω) + 1 + ‖∇uǫ‖L2(Ω))‖∇w‖L4(Ω) + χ‖∇2uǫ‖L4(Ω)
≤ C(‖∇2uǫ‖2L4(Ω) + ‖uǫ‖2L2(Ω) + ‖∇uǫ‖2L2(Ω) + ‖∆uǫ‖2L2(Ω) + 1)‖∇w‖L4(Ω)
+C(‖∇2uǫ‖2L4(Ω) + 1).
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By Gro¨nwall’s inequality, (3.28), (3.29) and (3.32), we finally obtain
‖∇wǫ‖C(0,T ;L4(Ω)) + 2χ
∫ T
0
‖∇wǫ‖L4(Ω) dt ≤ C. (3.34)
Step 4. In this step, we prove the continuity of F ǫ. For f1, f2 ∈ D, let (uǫi ,bǫi, wǫi),
i = 1, 2, be the corresponding solutions of the following equations
∂tu
ǫ
i + u
ǫ
i · ∇uǫi − (µ+ χ)∆uǫi +∇pǫi = bǫi · ∇bǫi − χ∇⊥f ǫi ,
∂tb
ǫ
i + u
ǫ
i · ∇bǫi − bǫi · ∇uǫi − ν∆bǫi = 0,
∂tw
ǫ
i + u
ǫ
i · ∇wǫi + 2χwǫi = χ∇⊥ · uǫi,
∇ · uǫi = 0, ∇ · bǫi = 0,
uǫi |∂Ω = 0, bǫi |∂Ω = 0,
(uǫi ,b
ǫ
i, w
ǫ
i)(x, 0) = (u
ǫ
0,b
ǫ
0, w
ǫ
0)(x), i = 1, 2.
Clearly wǫi = F
ǫ(fi). Let u˜ = u
ǫ
1 − uǫ2, b˜ = bǫ1 − bǫ2, w˜ = wǫ1 − wǫ2, f˜ = f ǫ1 − f ǫ2 and
p˜ = pǫ1 − pǫ2. Then from the above equations, we can derive
∂tu˜+ u
ǫ
1 · ∇u˜+ u˜ · ∇uǫ2 +∇p˜ = (µ+ χ)∆u˜+ bǫ1 · ∇b˜+ b˜ · ∇bǫ2 − χ∇⊥f˜ ,
∂tb˜+ u
ǫ
1 · ∇b˜+ u˜ · ∇bǫ2 = ν∆b˜ + bǫ1 · ∇u˜+ b˜ · ∇uǫ2,
∂tw˜ + u
ǫ
1 · ∇w˜ + u˜ · ∇wǫ2 + 2χw˜ = χ∇⊥ · u˜,
∇ · u˜ = 0, ∇ · b˜ = 0,
u˜|∂Ω = 0, b˜|∂Ω = 0,
(u˜, b˜, w˜)(x, 0) = 0.
(3.35)
Taking the L2 inner products of the first two equations of (3.35) with u˜, b˜ respectively,
and using the equality −χ ∫
Ω
∇⊥f˜ · u˜ dx = χ ∫
Ω
(∇⊥ · u˜)f˜ dx, we get
1
2
d
dt
(‖u˜‖2L2(Ω) + ‖b˜‖2L2(Ω)) + (µ+ χ)‖∇u˜‖2L2(Ω) + ν‖∇b˜‖2L2(Ω)
= −
∫
Ω
u˜ · ∇uǫ2 · u˜ dx−
∫
Ω
u˜ · ∇bǫ2 · b˜ dx+
∫
Ω
b˜ · ∇bǫ2 · u˜ dx+
∫
Ω
b˜ · ∇uǫ2 · b˜ dx
+χ
∫
Ω
(∇⊥ · u˜)f˜ dx
≤ ‖∇uǫ2‖L2(Ω)‖u˜‖2L4(Ω) + ‖u˜‖L4(Ω)‖∇bǫ2‖L2(Ω)‖b˜‖L4(Ω) + ‖b˜‖L4(Ω)‖∇bǫ2‖L2(Ω)‖u˜‖L4(Ω)
+‖∇uǫ2‖L2(Ω)‖b˜‖2L4(Ω) + χ‖∇u˜‖L2(Ω)‖f˜‖L2(Ω)
≤ C‖∇uǫ2‖L2(Ω)‖u˜‖L2(Ω)‖∇u˜‖L2(Ω) + C‖u˜‖
1
2
L2(Ω)‖∇u˜‖
1
2
L2(Ω)‖∇bǫ2‖L2(Ω)‖b˜‖
1
2
L2(Ω)‖∇b˜‖
1
2
L2(Ω)
+C‖∇uǫ2‖L2(Ω)‖b˜‖L2(Ω)‖∇b˜‖L2(Ω) + χ‖∇u˜‖L2(Ω)‖f˜‖L2(Ω)
≤ µ+ χ
2
‖∇u˜‖2L2(Ω) +
ν
2
‖∇b˜‖2L2(Ω) + C‖∇uǫ2‖2L2(Ω)‖u˜‖2L2 + C(‖u˜‖2L2 + ‖b˜‖2L2)‖∇bǫ2‖2L2
+C‖∇uǫ2‖2L2(Ω)‖b˜‖2L2(Ω) + C‖f˜‖2L2(Ω),
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and thus we have
d
dt
(‖u˜‖2L2(Ω) + ‖b˜‖2L2(Ω)) + (µ+ χ)‖∇u˜‖2L2(Ω) + ν‖∇b˜‖2L2(Ω)
≤ C(‖u˜‖2L2(Ω) + ‖b˜‖2L2(Ω))(‖∇uǫ2‖2L2(Ω) + ‖∇bǫ2‖2L2(Ω)) + C‖f˜‖2L2(Ω).
By Gro¨nwall’s inequality, (3.29) and Ho¨lder’s inequality, we further obtain
‖u˜‖2C(0,T ;L2(Ω)) + ‖b˜‖2C(0,T ;L2(Ω)) + ‖∇u˜‖2L2(0,T ;L2(Ω)) + ‖∇b˜‖2L2(0,T ;L2(Ω))
≤ e
∫ T
0 C(‖∇u
ǫ
2‖
2
L2(Ω)
+‖∇bǫ2‖
2
L2(Ω)
) dt
∫ T
0
C‖f˜‖2L2(Ω) dt
≤ eCTCT‖f˜‖2C(0,T ;L4(Ω))
≤ C‖f˜‖2C(0,T ;L4(Ω)), (3.36)
where the constant C depends only on Ω, T , µ, χ and ν.
Then by taking inner products of (3.35)3 with |w˜|2w˜, we get
1
4
d
dt
‖w˜‖4L4(Ω) + 2χ‖w˜‖4L4(Ω)
= −
∫
Ω
u˜ · ∇wǫ2 |w˜|2w˜ dx+ χ
∫
Ω
(∇⊥ · u˜)|w˜|2w˜ dx
≤ ‖u˜‖L∞(Ω)‖∇wǫ2‖L4(Ω)‖w˜‖3L4(Ω) + χ‖∇u˜‖L4(Ω)‖w˜‖3L4(Ω).
Dividing both sides of the above inequality by ‖w˜‖2
L4(Ω), and using Corollary 2.1 and
Young’s inequality, we obtain
1
2
d
dt
‖w˜‖2L4(Ω) + 2χ‖w˜‖2L4(Ω)
≤ ‖u˜‖L∞(Ω)‖∇wǫ2‖L4(Ω)‖w˜‖L4(Ω) + χ‖∇u˜‖L4(Ω)‖w˜‖L4(Ω)
≤ C(‖u˜‖
1
2
L2(Ω)‖∆u˜‖
1
2
L2(Ω) + ‖u˜‖L2(Ω))‖∇wǫ2‖L4(Ω)‖w˜‖L4(Ω) + C(‖∇u˜‖
1
2
L2(Ω)‖∆u˜‖
1
2
L2(Ω)
+‖∇u˜‖L2(Ω))‖w˜‖L4(Ω)
≤ C‖∇wǫ2‖2L4(Ω)‖w˜‖2L4(Ω) + C‖u˜‖L2(Ω)‖∆u˜‖L2(Ω) + C‖u˜‖2L2(Ω) + C‖∇u˜‖L2(Ω)‖∆u˜‖L2(Ω)
+C‖∇u˜‖2L2(Ω) + χ‖w˜‖2L4(Ω).
By Gro¨nwall’s inequality and the inequalities (3.29), (3.34) and (3.36), we obtain
‖w˜‖2C(0,T ;L4(Ω)) + 2χ
∫ T
0
‖w˜‖2L4(Ω) dt
≤ eC
∫ T
0 ‖∇w
ǫ
2‖
2
L4(Ω)
dt
[
C
∫ T
0
‖u˜‖L2(Ω)‖∆u˜‖L2(Ω) dt+ C
∫ T
0
‖u˜‖2L2(Ω) dt
+C
∫ T
0
‖∇u˜‖L2(Ω)‖∆u˜‖L2(Ω) dt+ C
∫ T
0
‖∇u˜‖2L2(Ω) dt
]
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≤ eCT
[
C
(∫ T
0
‖u˜‖2L2(Ω) dt
) 1
2
(∫ T
0
‖∆u˜‖2L2(Ω) dt
) 1
2
+ C
∫ T
0
‖u˜‖2L2(Ω) dt
+C
(∫ T
0
‖∇u˜‖2L2(Ω) dt
) 1
2
(∫ T
0
‖∆u˜‖2L2(Ω) dt
) 1
2
+ C
∫ T
0
‖∇u˜‖2L2(Ω) dt
]
≤ eCT
[
C
√
T‖u˜‖C(0,T ;L2(Ω)) + CT‖u˜‖2C(0,T ;L2(Ω)) + C‖∇u˜‖L2(0,T ;L2(Ω)) + C‖∇u˜‖2L2(0,T ;L2(Ω))
]
≤ C‖f˜‖C(0,T ;L4(Ω)) + C‖f˜‖2C(0,T ;L4(Ω)),
where the constant C only depends on Ω, T , ‖u0‖H2(Ω), ‖b0‖H1(Ω).
For any η > 0, taking ‖f˜‖C(0,T ;L4(Ω)) < δ ≤ η22C , we get
‖w˜‖2C(0,T ;L4(Ω)) < Cδ + Cδ2 < 2Cδ ≤ η2,
that is, ‖F ǫ(f1)− F ǫ(f2)‖C(0,T ;L4(Ω)) < η, which implies that F ǫ : D → D is continuous.
Step 5. Schauder’s fixed point theorem implies that for any fixed ǫ ∈ (0, 1), there
exists wǫ ∈ D such that F ǫ(wǫ) = wǫ, that is,
∂tu
ǫ + uǫ · ∇uǫ − (µ+ χ)∆uǫ +∇pǫ = bǫ · ∇bǫ − χ∇⊥wǫ,
∂tw
ǫ + uǫ · ∇wǫ + 2χwǫ = χ∇⊥ · uǫ,
∂tb
ǫ + uǫ · ∇bǫ − bǫ · ∇uǫ − ν∆bǫ = 0,
∇ · uǫ = 0, ∇ · bǫ = 0,
uǫ|∂Ω = 0, bǫ|∂Ω = 0,
(uǫ, wǫ,bǫ)(x, 0) = (uǫ0, w
ǫ
0,b
ǫ
0)(x),
where wǫ is the regularization of w
ǫ. For (uǫ, wǫ,bǫ), it is obvious that the following
integral identities,
0 =
∫
Ω
uǫ0 · ϕ0 dx+
∫ T
0
∫
Ω
[
uǫ · ϕt − (µ+ χ)∇uǫ : ∇ϕ+ uǫ · ∇ϕ · uǫ
−bǫ · ∇ϕ · bǫ + χwǫ∇⊥ · ϕ
]
dxdt,
0 =
∫
Ω
wǫ0ψ0 dx+
∫ T
0
∫
Ω
[
wǫψt − 2χwǫψ + uǫ · ∇ψwǫ − χuǫ · ∇⊥ψ
]
dxdt,
0 =
∫
Ω
bǫ0 · φ0 dx+
∫ T
0
∫
Ω
[
bǫ · φt − ν∇bǫ : ∇φ+ uǫ · ∇φ · bǫ
−bǫ · ∇φ · uǫ] dxdt = 0, (3.37)
hold for any ǫ > 0, ϕ ∈ C∞0 ([0, T )× Ω)2 with ∇ · ϕ = 0 and φ ∈ C∞0 ([0, T )× Ω)2 with
∇ ·φ = 0, any test functions ψ ∈ C∞([0, T )×Ω). Here A : B denotes the scalar matrix
product A : B =
∑
i,j
aijbij .
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In view of (3.30), (3.31) and the definition of wǫ, we know that there exists a function
w ∈ D such that as ǫ→ 0,
wǫ ⇀ w in C(0, T ;L
4(Ω)), wǫ ⇀ w in C(0, T ;L4(Ω)),
where ⇀ denotes the weak convergence. In addition, by Proposition 3.1, the triplet
(uǫ, wǫ,bǫ) satisfies the following estimates
sup
0≤t≤T
(‖uǫ‖2H1(Ω) + ‖bǫ‖2H1(Ω) + ‖wǫ‖2W 1,4(Ω)) +
∫ T
0
(‖∇2uǫ‖2L4(Ω) + ‖∇2bǫ‖2L2(Ω)) dt
+
∫ T
0
(‖∂tuǫ‖2L2(Ω) + ‖∂tbǫ‖2L2(Ω) + ‖∂twǫ‖2L4(Ω)) dt ≤ C.
Then there is a subsequence, still denoted by (uǫ, wǫ,bǫ), and a triplet (u, w,b) satisfying
sup
0≤t≤T
(‖u‖2H1(Ω) + ‖b‖2H1(Ω) + ‖w‖2W 1,4(Ω)) +
∫ T
0
(‖∇2u‖2L4(Ω) + ‖∇2b‖2L2(Ω)) dt
+
∫ T
0
(‖∂tu‖2L2(Ω) + ‖∂tb‖2L2(Ω) + ‖∂tw‖2L4(Ω)) dt ≤ C,
such that as ǫ→ 0,
uǫ
∗
⇀ u in L∞(0, T ;H1(Ω)), uǫ ⇀ u in L2(0, T ;W 2,4(Ω)),
∂tu
ǫ ⇀ ∂tu in L
2(0, T ;L2(Ω)),
bǫ
∗
⇀ b, in L∞(0, T ;H1(Ω)), bǫ ⇀ b in L2(0, T ;H2(Ω)),
∂tb
ǫ ⇀ ∂tb in L
2(0, T ;L2(Ω)),
wǫ
∗
⇀ w in L∞(0, T ;W 1,4(Ω)), ∂tw
ǫ ⇀ ∂tw in L
2(0, T ;L4(Ω)),
where
∗
⇀ denotes weak-* convergence. By the Aubin-Lions compactness lemma, we
further obtain
uǫ → u in C(0, T ;L2(Ω)) ∩ L2(0, T ;H10(Ω)),
bǫ → b in C(0, T ;L2(Ω)) ∩ L2(0, T ;H10(Ω)),
wǫ → w in C(0, T ;L4(Ω)).
Therefore, due to the previous convergence estimates, one can check that as ǫ→ 0,∫ T
0
∫
Ω
(uǫ · ∇ϕ · uǫ − u · ∇ϕ · u) dx dt→ 0,
∫ T
0
∫
Ω
(bǫ · ∇ϕ · bǫ − b · ∇ϕ · b) dx dt→ 0,∫ T
0
∫
Ω
(uǫ · ∇ψwǫ − u · ∇ψw) dx dt→ 0,∫ T
0
∫
Ω
(uǫ · ∇φ · bǫ − u · ∇φ · b) dx dt→ 0,
∫ T
0
∫
Ω
(bǫ · ∇φ · uǫ − b · ∇φ · u) dx dt→ 0.
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To avoid repetition, we prove only the first one here. It is clear that∫ T
0
∫
Ω
(uǫ · ∇ϕ · uǫ − u · ∇ϕ · u) dx dt
=
∫ T
0
∫
Ω
uǫ · ∇ϕ · (uǫ − u) dx dt+
∫ T
0
∫
Ω
(uǫ − u) · ∇ϕ · u dx dt
≤ C
∫ T
0
‖uǫ‖L2(Ω)‖uǫ − u‖L2(Ω) dt+ C
∫ T
0
‖uǫ − u‖L2(Ω)‖u‖L2(Ω) dt
≤ C‖uǫ − u‖C(0,T ;L2(Ω))
(∫ T
0
‖uǫ‖L2(Ω) dt+
∫ T
0
‖u‖L2(Ω) dt
)
≤ C‖uǫ − u‖C(0,T ;L2(Ω))
(
T‖uǫ‖C(0,T ;L2(Ω)) + T‖u‖C(0,T ;L2(Ω))
)
≤ C‖uǫ − u‖C(0,T ;L2(Ω)) → 0 as ǫ→ 0.
Letting ǫ→ 0 in (3.37), we can conclude that (u, w,b) is a weak solution to system (1.3)–
(1.5) in Ω× [0, T ] for any T > 0. Due to the global bounds obtained in Proposition 3.1,
the local solution produced by Schauder’s fixed point theorem can be extended into a
global solution via Picard type extension theorem. Hence this allows us to obtain the
desired global weak solutions (u, w,b). 
4. Global strong solution
This section is devoted to establishing the global strong solutions and proving the
uniqueness of strong solutions to system (1.3)–(1.5).
4.1. Existence of strong solutions.
In this subsection, we establish the global existence of strong solutions to system
(1.3)–(1.5) in the following theorem.
Theorem 4.1. Let Ω ⊂ R2 be a bounded domain with smooth boundary. Suppose that
initial data (u0, w0,b0) satisfies
u0 ∈ H10 (Ω) ∩H2(Ω), b0 ∈ H10 (Ω), w0 ∈ W 1,4(Ω),
then system (1.3)–(1.5) admits strong solutions (u, w,b) globally in time.
To prove Theorem 4.1, we focus on establishing the t-weightedH2 estimates as follows.
Proposition 4.1. Let Ω ⊂ R2 be a bounded domain with smooth boundary. Assume the
initial data (u0, w0,b0) satisfies u0 ∈ H10 (Ω)∩H2(Ω), b0 ∈ H10 (Ω), w0 ∈ W 1,4(Ω) and a
triple (u, w,b) is the smooth solution of system (1.3)–(1.5). Then it holds that
sup
0≤t≤T
t(‖∇2u‖2L2(Ω) + ‖∇2b‖2L2(Ω)) +
∫ T
0
t(‖∇∂tu‖2L2(Ω) + ‖∇∂tb‖2L2(Ω)) dt ≤ C,
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where the constant C depends only on Ω, T , ‖u0‖H2(Ω), ‖b0‖H1(Ω), ‖w0‖W 1,4(Ω).
Proof. Step 1. First, differentiating (1.8)1 with respect to t, and then multiplying it
with ∂tg, we obtain
1
2
d
dt
‖∂tg‖2L2(Ω) + (µ+ χ)‖∇∂tg‖2L2(Ω)
=
∫
Ω
∂tQ · ∂tgdt
= −
∫
Ω
∂tu · ∇u · ∂tg dx−
∫
Ω
u · ∇∂tu · ∂tg dx+
∫
Ω
∂tb · ∇b · ∂tg dx
+
∫
Ω
b · ∇∂tb · ∂tg dx− χ
µ+ χ
∫
Ω
A−1∇⊥∇ · (w∂tu+ u∂tw) · ∂tg dx
+
χ2
µ+ χ
∫
Ω
A−1∇⊥(∇⊥ · ∂tu) · ∂tg dx+ 2χ
∫
Ω
∂tv · ∂tg dx
=
7∑
i=1
Ii. (4.1)
Then we will estimate the seven terms one by one. By applying Ho¨lder inequality,
Corollary 2.1, Young’s inequality and (2.7), it holds that
I1 ≤ ‖∂tu‖L4(Ω)‖∇u‖L2(Ω)‖∂tg‖L4(Ω)
≤ C‖∂tu‖
1
2
L2(Ω)‖∇∂tu‖
1
2
L2(Ω)‖∇u‖L2(Ω)‖∂tg‖
1
2
L2(Ω)‖∇∂tg‖
1
2
L2(Ω)
≤ C‖∂tu‖L2(Ω)‖∇∂tu‖L2(Ω)‖∇u‖2L2(Ω) + C‖∂tg‖L2(Ω)‖∇∂tg‖L2(Ω)
≤ C(‖∂tg‖L2(Ω) + ‖∂tw‖L2(Ω))(‖∇∂tg‖L2(Ω) + ‖∂tw‖L2(Ω))‖∇u‖2L2(Ω)
+C‖∂tg‖L2(Ω)‖∇∂tg‖L2(Ω)
= C‖∂tg‖L2(Ω)‖∇∂tg‖L2(Ω)‖∇u‖2L2(Ω) + C‖∂tg‖L2(Ω)‖∂tw‖L2(Ω)‖∇u‖2L2(Ω)
+C‖∂tw‖L2(Ω)‖∇∂tg‖L2(Ω)‖∇u‖2L2(Ω) + C‖∂tw‖2L2(Ω)‖∇u‖2L2(Ω)
+C‖∂tg‖L2(Ω)‖∇∂tg‖L2(Ω)
≤ µ+ χ
14
‖∇∂tg‖2L2(Ω) + C‖∂tg‖2L2(Ω)‖∇u‖4L2(Ω) + C‖∂tw‖2L2(Ω)
+C‖∂tw‖2L2(Ω)‖∇u‖4L2(Ω) + C‖∂tw‖2L2(Ω)‖∇u‖2L2(Ω) + C‖∂tg‖2L2(Ω),
I2 ≤ ‖u‖L4(Ω)‖∇∂tu‖L2(Ω)‖∂tg‖L4(Ω)
≤ C‖u‖
1
2
L2(Ω)‖∇u‖
1
2
L2(Ω)(‖∇∂tg‖L2(Ω) + ‖∂tw‖L2(Ω))‖∂tg‖
1
2
L2(Ω)‖∇∂tg‖
1
2
L2(Ω)
= C‖u‖
1
2
L2(Ω)‖∇u‖
1
2
L2(Ω)‖∂tg‖
1
2
L2(Ω)‖∇∂tg‖
3
2
L2(Ω)
+C‖u‖
1
2
L2(Ω)‖∇u‖
1
2
L2(Ω)‖∂tw‖L2(Ω)‖∂tg‖
1
2
L2(Ω)‖∇∂tg‖
1
2
L2(Ω)
≤ µ+ χ
14
‖∇∂tg‖2L2(Ω) + C‖u‖2L2(Ω)‖∇u‖2L2(Ω)‖∂tg‖2L2(Ω) + C‖∂tw‖2L2(Ω),
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I3 + I4 ≤ ‖∂tb‖L4(Ω)‖∇b‖L2(Ω)‖∂tg‖L4(Ω) + ‖b‖L4(Ω)‖∇∂tb‖L2(Ω)‖∂tg‖L4(Ω)
≤ C‖∂tb‖
1
2
L2(Ω)‖∇∂tb‖
1
2
L2(Ω)‖∇b‖L2(Ω)‖∂tg‖
1
2
L2(Ω)‖∇∂tg‖
1
2
L2(Ω)
+C‖b‖
1
2
L2(Ω)‖∇b‖
1
2
L2(Ω)‖∇∂tb‖L2(Ω)‖∂tg‖
1
2
L2(Ω)‖∇∂tg‖
1
2
L2(Ω)
≤ µ+ χ
7
‖∇∂tg‖2L2(Ω) +
ν
5
‖∇∂tb‖2L2(Ω) + C‖∂tb‖2L2(Ω)‖∇b‖4L2(Ω)
+C‖∂tg‖2L2(Ω) + C‖b‖2L2(Ω)‖∇b‖2L2(Ω)‖∂tg‖2L2(Ω),
I5 ≤ C(‖w∂tu‖
L
4
3 (Ω)
+ ‖u∂tw‖
L
4
3 (Ω)
)‖∂tg‖L4(Ω)
≤ C(‖w‖L4(Ω)‖∂tu‖L2(Ω) + ‖u‖L4(Ω)‖∂tw‖L2(Ω))‖∂tg‖
1
2
L2(Ω)‖∇∂tg‖
1
2
L2(Ω)
≤ C‖w‖L4(Ω)(‖∂tg‖L2(Ω) + ‖∂tw‖L2(Ω))‖∂tg‖
1
2
L2(Ω)‖∇∂tg‖
1
2
L2(Ω)
+C‖u‖
1
2
L2(Ω)‖∇u‖
1
2
L2(Ω)‖∂tw‖L2(Ω)‖∂tg‖
1
2
L2(Ω)‖∇∂tg‖
1
2
L2(Ω)
= C‖w‖L4(Ω)‖∂tg‖
3
2
L2(Ω)‖∇∂tg‖
1
2
L2(Ω) + C‖w‖L4‖∂tw‖L2‖∂tg‖
1
2
L2
‖∇∂tg‖
1
2
L2(Ω)
+C‖u‖
1
2
L2(Ω)‖∇u‖
1
2
L2(Ω)‖∂tw‖L2(Ω)‖∂tg‖
1
2
L2(Ω)‖∇∂tg‖
1
2
L2(Ω)
≤ µ+ χ
14
‖∇∂tg‖2L2(Ω) + C‖w‖
4
3
L4(Ω)‖∂tg‖2L2(Ω) + C‖w‖2L4(Ω)‖∂tw‖2L2(Ω)
+C‖∂tg‖2L2(Ω) + C‖u‖2L2(Ω)‖∇u‖2L2(Ω)‖∂tg‖2L2(Ω) + C‖∂tw‖2L2(Ω),
I6 + I7 ≤ C‖∂tu‖L2(Ω)‖∂tg‖L2(Ω) + C‖∂tv‖L2(Ω)‖∂tg‖L2(Ω)
≤ C(‖∂tg‖L2(Ω) + ‖∂tw‖L2(Ω))‖∂tg‖L2(Ω) + C‖∂tw‖L2(Ω)‖∂tg‖L2(Ω)
≤ C‖∂tg‖2L2(Ω) + C‖∂tw‖2L2(Ω).
Plugging the estimates of Ii, i = 1, 2, · · · , 7, into (4.1), we obtain
1
2
d
dt
‖∂tg‖2L2(Ω) +
9(µ+ χ)
14
‖∇∂tg‖2L2(Ω)
≤ C‖∂tg‖2L2(Ω)(1 + ‖∇u‖4L2(Ω) + ‖u‖2L2‖∇u‖2L2 + ‖b‖2L2‖∇b‖2L2 + ‖w‖
4
3
L4(Ω))
+
ν
5
‖∇∂tb‖2L2(Ω) + C‖∂tw‖2L2(Ω)(1 + ‖∇u‖4L2(Ω) + ‖∇u‖2L2(Ω) + ‖w‖2L4(Ω))
+C‖∂tb‖2L2(Ω)‖∇b‖4L2(Ω). (4.2)
Step 2. Differentiating (1.3)3 with respect to t, and multiplying it with ∂tb, we can
deduce
1
2
d
dt
‖∂tb‖2L2(Ω) + ν‖∇∂tb‖2L2(Ω)
= −
∫
Ω
∂tu · ∇b · ∂tbdx+
∫
Ω
∂tb · ∇u · ∂tbdx+
∫
Ω
b · ∇∂tu · ∂tbdx
=
3∑
i=1
Ji (4.3)
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where we have used ∫
Ω
u · ∇∂tb · ∂tb dx = 0.
By making use of the same tools in the Step 1, we get
J1 ≤ ‖∂tu‖L4(Ω)‖∇b‖L2(Ω)‖∂tb‖L4(Ω)
≤ C‖∂tu‖
1
2
L2(Ω)‖∇∂tu‖
1
2
L2(Ω)‖∇b‖L2(Ω)‖∂tb‖
1
2
L2(Ω)‖∇∂tb‖
1
2
L2(Ω)
≤ C‖∂tu‖L2(Ω)‖∇∂tu‖L2(Ω)‖∇b‖2L2(Ω) + C‖∂tb‖L2(Ω)‖∇∂tb‖L2(Ω)
≤ C(‖∂tg‖L2(Ω) + ‖∂tw‖L2(Ω))(‖∇∂tg‖L2(Ω) + ‖∂tw‖L2(Ω))‖∇b‖2L2(Ω)
+C‖∂tb‖L2(Ω)‖∇∂tb‖L2(Ω)
= C‖∂tg‖L2(Ω)‖∇∂tg‖L2(Ω)‖∇b‖2L2(Ω) + C‖∂tg‖L2(Ω)‖∂tw‖L2(Ω)‖∇b‖2L2(Ω)
+C‖∂tw‖L2(Ω)‖∇∂tg‖L2(Ω)‖∇b‖2L2(Ω) + C‖∂tw‖2L2(Ω)‖∇b‖2L2(Ω)
+C‖∂tb‖L2(Ω)‖∇∂tb‖L2(Ω)
≤ µ+ χ
14
‖∇∂tg‖2L2(Ω) +
ν
10
‖∇∂tb‖2L2(Ω) + C‖∂tg‖2L2(Ω)‖∇b‖4L2(Ω)
+C‖∂tw‖2L2(Ω) + C‖∂tw‖2L2(Ω)‖∇b‖4L2(Ω) + C‖∂tw‖2L2(Ω)‖∇b‖2L2(Ω)
+C‖∂tb‖2L2(Ω),
J2 + J3 ≤ ‖∂tb‖2L4(Ω)‖∇u‖L2(Ω) + ‖b‖L4(Ω)‖∇∂tu‖L2(Ω)‖∂tb‖L4(Ω)
≤ C‖∂tb‖L2(Ω)‖∇∂tb‖L2(Ω)‖∇u‖L2(Ω)
+C‖b‖
1
2
L2(Ω)‖∇b‖
1
2
L2(Ω)‖∇∂tu‖L2(Ω)‖∂tb‖
1
2
L2(Ω)‖∇∂tb‖
1
2
L2(Ω)
≤ C‖∂tb‖L2(Ω)‖∇∂tb‖L2(Ω)‖∇u‖L2(Ω)
+C‖b‖
1
2
L2(Ω)‖∇b‖
1
2
L2(Ω)‖∇∂tg‖L2(Ω)‖∂tb‖
1
2
L2(Ω)‖∇∂tb‖
1
2
L2(Ω)
+C‖b‖
1
2
L2(Ω)‖∇b‖
1
2
L2(Ω)‖∂tw‖L2(Ω)‖∂tb‖
1
2
L2(Ω)‖∇∂tb‖
1
2
L2(Ω)
≤ µ+ χ
14
‖∇∂tg‖2L2(Ω) +
ν
5
‖∇∂tb‖2L2(Ω) + C‖∂tb‖2L2(Ω)‖∇u‖2L2(Ω)
+C‖∂tb‖2L2‖b‖2L2‖∇b‖2L2 + C‖∂tw‖2L2(Ω).
Plugging the estimates of Ji, i = 1, 2, 3, into (4.3), we have
1
2
d
dt
‖∂tb‖2L2(Ω) +
7ν
10
‖∇∂tb‖2L2(Ω)
≤ C‖∂tb‖2L2(Ω)(1 + ‖∇u‖2L2(Ω) + ‖b‖2L2(Ω)‖∇b‖2L2(Ω)) +
µ+ χ
7
‖∇∂tg‖2L2(Ω)
+C‖∂tw‖2L2(Ω)(1 + ‖∇b‖4L2(Ω) + ‖∇b‖2L2(Ω)) + C‖∂tg‖2L2(Ω)‖∇b‖4L2(Ω). (4.4)
Finally, adding up (4.2) and (4.4), it follows that
d
dt
(‖∂tg‖2L2(Ω) + ‖∂tb‖2L2(Ω)) + (µ+ χ)‖∇∂tg‖2L2(Ω) + ν‖∇∂tb‖2L2(Ω)
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≤ C(‖∂tg‖2L2(Ω) + ‖∂tb‖2L2(Ω))(1 + ‖∇u‖4L2(Ω) + ‖∇b‖4L2(Ω) + ‖w‖
4
3
L4(Ω))
+C‖∂tw‖2L2(Ω)(1 + ‖∇u‖4L2(Ω) + ‖w‖2L4(Ω) + ‖∇b‖4L2(Ω)). (4.5)
Step 3. Multiplying the inequality (4.5) by t, we get
d
dt
(t‖∂tg‖2L2(Ω) + t‖∂tb‖2L2(Ω)) + (µ+ χ)t‖∇∂tg‖2L2(Ω) + νt‖∇∂tb‖2L2(Ω)
≤ Ct(‖∂tg‖2L2(Ω) + ‖∂tb‖2L2(Ω))(1 + ‖∇u‖4L2(Ω) + ‖∇b‖4L2(Ω) + ‖w‖
4
3
L4(Ω))
+Ct‖∂tw‖2L2(Ω)(1 + ‖∇u‖4L2(Ω) + ‖w‖2L4(Ω) + ‖∇b‖4L2(Ω))
+C‖∂tg‖2L2(Ω) + C‖∂tb‖2L2(Ω),
which implies, after applying Gro¨nwall’s inequality, Proposition 3.1 and Lemma 3.6, that
sup
0≤t≤T
t(‖∂tg‖2L2(Ω) + ‖∂tb‖2L2(Ω)) + (µ+ χ)
∫ T
0
t‖∇∂tg‖2L2(Ω)dt
+ν
∫ T
0
t‖∇∂tb‖2L2(Ω)dt ≤ C, (4.6)
where the constant C depending only on Ω, T , ‖u0‖H2(Ω), ‖b0‖H1(Ω), ‖w0‖W 1,4(Ω).
Plugging (3.10) into (3.5), we have
(µ+ χ)‖∇2g‖2L2(Ω)
≤ C‖∂tg‖2L2(Ω) +
µ+ χ
8
‖∇2g‖2L2(Ω) +
µ+ χ
4
‖∇2b‖2L2(Ω)
+C(1 + ‖u‖2L2(Ω)‖∇u‖2L2(Ω) + ‖b‖2L2(Ω)‖∇b‖2L2(Ω))(‖∇g‖2L2(Ω)
+‖∇b‖2L2(Ω) + ‖w‖2L4(Ω)) + C(‖u‖2L2(Ω) + ‖w‖2L2(Ω)). (4.7)
Similarly, by (3.13)–(3.14), there holds
ν‖∇2b‖2L2(Ω)
≤ C‖∂tb‖2L2(Ω) +
ν
8
‖∇2g‖2L2(Ω) +
ν
4
‖∇2b‖2L2(Ω) + C(1 + ‖u‖2L2(Ω)‖∇u‖2L2(Ω)
+‖b‖2L2(Ω)‖∇b‖2L2(Ω))(‖∇g‖2L2(Ω) + ‖∇b‖2L2(Ω) + ‖w‖2L4(Ω)). (4.8)
Then by multiplying (4.7) with ν, (4.8) with µ + χ, and adding the resultants up, one
has
3(µ+ χ)ν
4
‖∇2g‖2L2(Ω) +
(µ+ χ)ν
2
‖∇2b‖2L2(Ω)
≤ C(‖∂tg‖2L2(Ω) + ‖∂tb‖2L2(Ω)) + C(1 + ‖u‖2L2(Ω)‖∇u‖2L2(Ω) + ‖b‖2L2(Ω)‖∇b‖2L2(Ω))×
(‖∇g‖2L2(Ω) + ‖∇b‖2L2(Ω) + ‖w‖2L4(Ω)) + C(‖u‖2L2(Ω) + ‖w‖2L2(Ω)), (4.9)
which yields, after multiplying (4.9) by t, that
3(µ+ χ)ν
4
t ‖∇2g‖2L2(Ω) +
(µ+ χ)ν
2
t ‖∇2b‖2L2(Ω)
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≤ Ct(‖∂tg‖2L2(Ω) + ‖∂tb‖2L2(Ω)) + Ct(1 + ‖u‖2L2(Ω)‖∇u‖2L2(Ω) + ‖b‖2L2(Ω)‖∇b‖2L2(Ω))×
(‖∇g‖2L2(Ω) + ‖∇b‖2L2(Ω) + ‖w‖2L4(Ω)) + Ct(‖u‖2L2(Ω) + ‖w‖2L2(Ω)). (4.10)
Thus, by combing (4.6), Proposition 3.1 and Lemma 3.2, we can obtain
sup
0≤t≤T
t(‖∇2g‖2L2(Ω) + ‖∇2b‖2L2(Ω)) ≤ C, (4.11)
which further implies, after adding (4.6), that
sup
0≤t≤T
t
(
‖∇2g‖2L2(Ω) + ‖∇2b‖2L2(Ω) + ‖∂tg‖2L2(Ω) + ‖∂tb‖2L2(Ω)
)
+
∫ T
0
t
(
‖∇∂tg‖2L2(Ω) + ‖∇∂tb‖2L2(Ω)
)
dt ≤ C, (4.12)
where C depends only on Ω, T , ‖u0‖H2(Ω), ‖b0‖H1(Ω), ‖w0‖W 1,4(Ω). All that’s left is to
deduce the corresponding estimates of u. By noticing g = u−v, applying the inequality
(2.7), Ho¨lder’s inequality and Lemmas 3.5–3.6, we have
t ‖∇2u‖2L2(Ω) ≤ t (‖∇2g‖2L2(Ω) + ‖∇2v‖2L2(Ω))
≤ Ct (‖∇2g‖2L2(Ω) + ‖∇w‖2L2(Ω))
≤ Ct (‖∇2g‖2L2(Ω) + ‖∇w‖2L4(Ω))
≤ Ct (‖∇2g‖2L2(Ω) + 1),
and
t ‖∇∂tu‖2L2(Ω) ≤ t (‖∇∂tg‖2L2(Ω) + ‖∇∂tv‖2L2(Ω))
≤ Ct (‖∇∂tg‖2L2(Ω) + ‖∂tw‖2L2(Ω))
≤ Ct (‖∇∂tg‖2L2(Ω) + 1).
Recalling (4.12), we finally obtain
sup
0≤t≤T
t ‖∇2u‖2L2(Ω) ≤ C,
∫ T
0
t ‖∇∂tu‖2L2(Ω) dt ≤ C,
which completes the proof of Proposition 4.1. 
With the global bounds obtained in Proposition 4.1, we can conclude that the weak
solutions obtained in Section 3 are actually strong solutions, which clearly implies The-
orem 4.1.
4.2. Uniqueness of strong solutions.
For the proof of Theorem 1.1, it remains to certify the uniqueness of strong solutions.
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Uniqueness: Suppose that (u, w,b) and (u˜, w˜, b˜) are two strong solutions of system
(1.3)–(1.5) with the regularity specified in Proposition 3.1 and Proposition 4.1. Setting
U = u− u˜, W = w − w˜, B = b− b˜, Π = p− p˜,
then (U,W,B,Π) satisfies
Ut + u · ∇U+U · ∇u˜+∇Π = (µ+ χ)∆U + b · ∇B+B · ∇b˜− χ∇⊥W,
Wt + u · ∇W +U · ∇w˜ + 2χW = χ∇⊥ ·U,
Bt + u · ∇B+U · ∇b˜ = ν∆B + b · ∇U +B · ∇u˜,
∇ ·U = 0, ∇ ·B = 0,
U|∂Ω = 0, B|∂Ω = 0,
(U,W,B)(x, 0) = 0.
(4.13)
Multiplying the first three equations of (4.13) with U,W,B respectively yields
1
2
d
dt
(‖U‖2L2(Ω) + ‖W‖2L2(Ω) + ‖B‖2L2(Ω)) + (µ+ χ)‖∇U‖2L2(Ω)
+ν‖∇B‖2L2(Ω) + 2χ‖W‖2L2(Ω)
= −χ
∫
Ω
∇⊥W ·U dx+ χ
∫
Ω
∇⊥ ·UW dx−
∫
Ω
U · ∇u˜ ·U dx+
∫
Ω
B · ∇b˜ ·U dx
−
∫
Ω
U · ∇w˜ ·W dx−
∫
Ω
U · ∇b˜ ·B dx+
∫
Ω
B · ∇u˜ ·B dx
=
7∑
i=1
Ii. (4.14)
For the seven terms, by using the boundary conditions U|∂Ω = 0, Ho¨lder’s inequality,
Corollary 2.1, Young’s inequality, one gets
I1 + I2 = 2χ
∫
Ω
∇⊥ ·UW dx
≤ µ+ χ
4
‖∇U‖2L2(Ω) + C‖W‖2L2(Ω),
7∑
i=3
≤ ‖∇u˜‖L2(Ω)‖U‖2L4 + ‖∇b˜‖L2(Ω)‖B‖L4‖U‖L4(Ω) + ‖∇w˜‖L4‖U‖L4(Ω)‖W‖L2
+‖∇b˜‖L2(Ω)‖U‖L4(Ω)‖B‖L4(Ω) + ‖∇u˜‖L2(Ω)‖B‖2L4
≤ C‖∇u˜‖L2(Ω)‖U‖L2(Ω)‖∇U‖L2(Ω) + C‖∇b˜‖L2(Ω)‖B‖
1
2
L2(Ω)‖∇B‖
1
2
L2(Ω)‖U‖
1
2
L2(Ω)
‖∇U‖
1
2
L2(Ω) + C‖∇w˜‖L4‖U‖
1
2
L2(Ω)‖∇U‖
1
2
L2(Ω)‖W‖L2
+C‖∇u˜‖L2(Ω)‖B‖L2(Ω)‖∇B‖L2(Ω)
≤ µ+ χ
4
‖∇U‖2L2(Ω) +
ν
2
‖∇B‖2L2(Ω) + C‖∇u˜‖2L2(Ω)‖U‖2L2(Ω)
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+C‖∇b˜‖2L2(Ω)(‖B‖2L2(Ω) + ‖U‖2L2(Ω)) + C‖∇w˜‖2L4(Ω)‖W‖2L2(Ω)
+C‖U‖2L2(Ω) + C‖∇u˜‖2L2(Ω)‖B‖2L2(Ω).
Plugging the above estimates into (4.14), we obtain
d
dt
(‖U‖2L2(Ω) + ‖W‖2L2(Ω) + ‖B‖2L2(Ω)) + (µ+ χ)‖∇U‖2L2(Ω)
+ν‖∇B‖2L2(Ω) + 2χ‖W‖2L2(Ω)
≤ C(1 + ‖∇u˜‖2L2(Ω) + ‖∇b˜‖2L2(Ω) + ‖∇w˜‖2L4(Ω))(‖U‖2L2(Ω) + ‖W‖2L2(Ω) + ‖B‖2L2(Ω)),
which implies, after applying Gro¨nwall’s inequality and Proposition 3.1, that
‖U‖2L2(Ω) + ‖W‖2L2(Ω) + ‖B‖2L2(Ω)
≤ eC
∫ t
0
(
1+‖∇u˜‖2
L2(Ω)
+‖∇b˜‖2
L2(Ω)
+‖∇w˜‖2
L4(Ω)
)
dτ
(‖U0‖2L2(Ω) + ‖W0‖2L2(Ω) + ‖B0‖2L2(Ω))
≤ eCT (‖U0‖2L2(Ω) + ‖W0‖2L2(Ω) + ‖B0‖2L2(Ω)).
Thus we obtain U = W = B ≡ 0 according to U0 = W0 = B0 = 0. This finishes the
proof of Theorem 1.1.

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