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Abstract—A wide variety of studies based on deep learning
have recently been investigated to improve ultrasound (US)
imaging. Most of these approaches were performed on radio
frequency (RF) signals. However, inphase/quadrature (I/Q) digital
beamformers (IQBF) are now widely used as low-cost strategies.
In this work, we leveraged complex convolutional neural net-
works (CCNNs) for reconstructing ultrasound images from I/Q
signals. We recently described a CNN architecture called ID-Net,
which exploited an inception layer devoted to the reconstruction
of RF diverging-wave (DW) ultrasound images. We derived in this
work the complex equivalent of this network, i.e., the complex
inception for DW network (CID-Net), operating on I/Q data. We
provided experimental evidence that the CID-Net yields the same
image quality as that obtained from the RF-trained CNNs; i.e.,
by using only three I/Q images, the CID-Net produced high-
quality images competing with those obtained by coherently
compounding 31 RF images. Moreover, we showed that the
CID-Net outperforms the straightforward architecture consisting
in processing separately the real and imaginary parts of the
I/Q signal, indicating thereby the importance of consistently
processing the I/Q signals using a network that exploits the
complex nature of such signal.
Index Terms—Deep learning, complex convolutional neural
networks (CCNNs), ultrasound imaging, diverging wave, image
reconstruction.
I. INTRODUCTION
RECONSTRUCTING high-quality ultrasound (US) im-ages for ultrafast imaging using deep learning techniques
has recently raised a growing interest in the US community.
Most of the existing studies operated on radio frequency
(RF) signals [1]–[4], using real-valued convolutional neural
networks (CNNs). Nevertheless, it can be very advantageous
to process and beamform the signals in the baseband, by
using digital I/Q beamformers, as this greatly reduces the size,
power requirement, and therefore the cost of the front-end.
This beamforming strategy might be preferred for compact and
low-cost ultrasound imaging [5]. Yet I/Q data rarely appeared
in the pipeline of deep learning-based reconstruction1. In [7],
Khan et al. proposed to generate I/Q signals from time-delayed
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RF signals using a CNN with two output channels, thus did
not take advantage of I/Q signals as the source data. In [8],
Vedula et al. proposed to improve multi-line transmission
(MLT) quality by reconstructing images from I/Q data. Two
real-valued CNNs were trained separately for the real and
imaginary components of the I/Q data.
Although the complex signals can be identified as an
ordered pair of real signals in a two-branch network struc-
ture, each branch containing real and imaginary components
respectively, such representation does not take the nature of
complex calculations into account. As shown in [9] by Hirose
et al., a complex-valued model provides a more constrained
system than a model based on real parameters. Thus in
this paper, inspired by the study of Trabelsi et al. [10], we
propose to extend the deep learning-based reconstruction to the
complex domain using complex convolutional neural networks
(CCNNs).
We present the complex inception for diverging wave (DW)
network (CID-Net) for high-quality DW image reconstruction
from I/Q data. CID-Net consists of the complex building
components introduced in [10], which allowed incorporating
complex numbers in general frameworks for training deep
neural networks. Regarding the network architecture, CID-
Net maintained the architecture of the inception for DW
Network (ID-Net) [11], which has demonstrated the ability to
reconstruct high-quality US images using RF data from DW
acquisitions. We experimentally demonstrate that the CID-
Net: i) yields the same image quality as that obtained from
the RF-trained CNN; ii) outperformed the approach consisting
in processing the real and imaginary parts of the I/Q signal
separately.
II. METHODS
Let X ∈ Cm×w×h be a complex-valued tensor which repre-
sents a limited number (m) of beamformed I/Q images from
successive DW acquisitions, each yielding w I/Q signals of
length h. The DW image reconstruction is modeled as an
image input-output problem where the objective is to estimate
a high-quality image Yˆ ∈ Cw×h using the low-quality X . We
propose to use the CID-Net with trainable complex-valued
parameters Θ to seek for the optimal reconstruction operator
f (Θ) : Cm×w×h 7→ Cw×h, with respect to a high-quality target
image Y ∈ Cw×h obtained from the coherent compounding of
n (n m) DW acquisitions.
ar
X
iv
:2
00
9.
11
53
6v
1 
 [e
es
s.I
V]
  2
4 S
ep
 20
20
2A. CCNN Building Blocks
1) Complex convolution: We begin with the representation
of complex convolutions, which are the basic building blocks
of CID-Net. As depicted in Fig. 1, we used real-valued entities
to represent the real and imaginary components of complex
numbers, and performed complex convolution using real-
valued arithmetic. Let us define a complex-valued data tensor
X = Xr + jXi, where j =
√−1 is the imaginary unit, while
Xr = Re(X) and Xi = Im(X) are the real and imaginary compo-
nents of X respectively. Likewise, we represented the complex-
valued weight of a convolution kernel as W = Wr + jWi.
Convolution of W with X yields
Z =W ∗X = (Wi + jWi)∗ (Xr + jXi), (1)
which reduces to the following when considering the distribu-
tive property of convolution,
Z = (Wr ∗Xr−Wi ∗Xi)+ j(Wr ∗Xi+Wi ∗Xr). (2)
The representation can be reformulated in algebraic notation
as [
Re(W ∗X)
Im(W ∗X)
]
=
[
Wr −Wi
Wi Wr
]
∗
[
Xr
Xi
]
. (3)
Thus the mathematical relations between real and imaginary
components of data and convolution kernels were fully re-
flected in this representation, in contrast to a two-branch
architecture which would separately operate on the real and
imaginary components.
2) Activation function: The generalization of the most
common activation function, the rectified linear unit (ReLU),
to the complex domain is far from being straightforward, as
shown in [10] where three types of ReLU-based complex
activations were investigated. Since the goal of this work
was to build the complex equivalent of ID-Net with maxout
units [12] used as the activation function, we focused on the
design of a complex version of maxout activation. A real-
valued maxout unit takes the pixel-wise maximum values
across several adjacent feature maps to achieve a nonlinear
transformation. As it is unclear how to determine the max
value among complex numbers, the max operation must be
redefined for the complex maxout unit. One simple solution
was to apply maxout activation to real and imaginary features
separately. However, such activation shared the same drawback
as two-branch CNNs, i.e., dismissing the interaction between
real and imaginary channels. Thus we devised the amplitude
maxout (a-maxout) units for CID-Net. As illustrated in Fig.
2, an a-maxout unit simultaneously activates both the real
and imaginary elements corresponding to the element-wise
maximum values across the amplitude maps.
3) Complex differentiability: Performing backpropagation
in a complex-valued neural network implies differentiable loss
functions and activations. One possibility would be to use
functions that allow a complex derivative, that is holomorphic
functions (i.e., satisfying Cauchy-Riemann condition) [10].
Such a choice is however rather restrictive, and it has been
shown in [10] and [13] that such a restriction is not necessary.
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Fig. 1. Block diagram of complex convolutions. The orange, blue and green
blocks denote the convolution kernels W , input data X , and output data Z.
Both the data and kernels were formed as the concatenation of two real-valued
tensors, each representing the real (denoted as solid blocks) and imaginary
(denoted as dotted blocks) parts.
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Fig. 2. Block diagram of amplitude maxout (a-maxout) units. The solid and
dotted blocks denote the real and imaginary parts of the complex data. An
a-maxout unit simultaneously activated both the real and imaginary elements
corresponding to the element-wise maximum values across the amplitude
maps.
Indeed, cost functions and activation functions that are differ-
entiable with respect to the real and imaginary parts of each
parameter are also compatible with backpropagation.
We used complex mean squared loss as the loss function
L(Θ) =
1
n
n
∑
i=1
‖Yˆi−Yi‖2. (4)
As the loss function produced real-valued output, it was non-
holomorphic and optimized by adopting backpropagation with
3TABLE I
ARCHITECTURE OF THE PROPOSED NETWORK
layer type feature size kernel size
nb. of
activation
kernels
inputs m×h×w - -
convolution 32×h×w 9×3 128 a-maxout 4
convolution 16×h×w 17×5 64 a-maxout 4
convolution 8×h×w 33×9 32 a-maxout 4
inception 4×h×w
41×11 4 a-maxout 4
49×13 4 a-maxout 4
57×15 4 a-maxout 4
65×17 4 a-maxout 4
convolution 1×h×w 1×1 4 a-maxout 4
respect to the real and the imaginary parts of the convolution
weight.
B. Network Architectures
The CID-Net architecture, provided in Table I, was derived
from the ID-Net recently proposed for RF DW reconstruction.
CID-Net is a fully convolutional network with five complex
convolution layers, constructed using the complex convolution
blocks described in Section II-A. In particular, the second
last layer is an inception layer, which is the concatenation
of multi-scale convolution kernels. As demonstrated in [11],
the inception layer used in conjunction with maxout activation
allowed features from multiple receptive field sizes to be
captured, which helped to address the specific geometry of
DW.
We also trained a two-branch ID-Net (abbreviated as 2BID-
Net) model where each branch was trained separately on the
real and imaginary parts of the I/Q data, as well as an ID-Net
model using RF data. The ID-Net, 2BID-Net, and CID-Net
shared the same architecture except for the feature numbers
in each layer. To have fair comparison, 2BID-Net and CID-
Net had half as much feature numbers than ID-Net, since a
complex kernel and a two-branch kernel would double the
parameter numbers compared with a conventional convolution
kernel.
III. EXPERIMENTS
A. Data Acquisition
A phased array probe (ALT P4-2, bandwidth: 2-4 MHz,
center frequency: 3 MHz) was interfaced with a Verasonics
system research scanner (Vantage 256) to perform steered
DW acquisitions. For each acquisition, 31 DWs were emitted
with tilt angles between ±30◦ and an incremental step of 2◦.
The DWs were transmitted at a pulse repetition frequency
(PRF) of 1500 Hz. The probe was moved manually, on
the in-vitro or in-vivo surfaces, to generate a wide range
of significantly different images for a proper training of the
network. The received raw data were I/Q demodulated, then
downsampled by a factor 2 and beamformed using a delay-
and-sum (DAS) [14] to produce the beamformed I/Q data.
From each acquisition, one target image Y was obtained by
compounding all n = 31 beamformed images, while a small
subset of m = 3 beamformed images, corresponding to steering
angles (-20◦, 0◦, and 20◦), were used as the network input X .
A total of 7500 (X ,Y ) samples (i.e., acquisition pairs) were
used in the experiment. Specifically, 1500 acquisitions were
performed on in-vivo tissues (thigh muscle, finger phalanx,
and liver regions), and 6000 acquisitions were performed on
two in-vitro phantoms (Gammex, model 410SCG and CIRS,
model 054GS).
B. Network Training
5000 (X ,Y ) samples were randomly selected from the entire
data set as the training set, 1250 (X ,Y ) samples were used
as an independent validation set, and the remaining 1250
(X ,Y ) samples were used as the testing set for evaluation.
Three models (i.e., 2BID-Net, CID-Net, and ID-Net) were
trained with the same training implementation described as
follows. The network weights were initialized with the Xavier
initializer [15]. The loss was minimized using mini-batch
gradient descent with the Adam optimizer [16], and the batch
size was set to 16. The initial learning rate was set to 1×10−4
and an early stopping strategy was employed to adjust the
learning rate. The learning rate was halved if there had been
no decrease in the validation loss for 20 epochs, and 40 epochs
without validation loss reduction would end the training. The
trainings were performed using Pytorch [17] library on an
NVIDIA Tesla V100 GPU with 32 Gb of memory, resulting
in training time of about two days.
IV. RESULTS
A. Performance of Proposed Method
Fig. 3 shows the representative test samples from in-vivo and
in-vitro scans, displayed in B-Mode with a dynamic range of
60 dB. It appears that the deep learning-based models [Fig. 3
(second, third, and fourth columns)], produced better image
quality than that produced by coherent compounding with
the same three DWs. In particular, CID-Net (third column in
Fig. 3) and ID-Net (fourth column in Fig. 3) both showed a
significant improvement in contrast and anatomical structures,
yielding images visually very close to the reference images
(rightmost column in Fig. 3), while 2BID-Net (second column
in Fig. 3) showed a noticeable difference as compared with the
reference images.
We report in Table II the quantitative evaluation metrics
to assess the performance: peak signal-to-noise ratio (PSNR),
structural similarity index (SSIM) [18], mutual information
(MI) [19], contrast ratio (CR), contrast-to-noise ratio (CNR),
and lateral resolution (LR). PSNR, SSIM, and MI were com-
puted from the full set of testing samples, showing the quality
of the reconstruction by comparing it to the reference images
(i.e., images obtained through the standard compounding of
31 DWs). The CR and CNR were measured on two anechoic
regions (in the near field at 40-mm depth and the far field at
120-mm depth) of the images shown in Fig. 3 (second row).
The LR (i.e., full width at half maximum of the point spread
function) was measured on the isolated scatterers (in the near
431 DWs3 DWs
Fig. 3. B-mode images obtained using different methods. Top to bottom: in-vivo tissues from the thigh muscle; in-vitro tissues from the phantom (Gammex,
model 410SCG); and in-vitro tissues from the phantom (CIRS, model 054GS). Left to right: compounding of 3 DWs; reconstruction of 2BID-Net (3 I/Q
images), CID-Net (3 I/Q images) and ID-Net (3 RF images); and compounding of 31 DWs (reference).
TABLE II
EVALUATION METRICS OF DIFFERENT METHODS ON THE TEST DATA.
model PSNR [dB] SSIM MI
CR [dB] CNR [dB] LR [mm]
near field far field near field far field near field middle field far field
compounding (3 DWs) 29.57±1.35 0.86±0.13 0.56±0.17 12.24 10.54 2.94 3.02 1.05 1.54 1.94
2BID-Net (3 I/Q images) 30.63±1.53 0.90±0.11 0.84±0.24 18.94 17.28 7.14 4.89 1.07 1.78 2.15
CID-Net (3 I/Q images) 31.71±1.50 0.95±0.05 0.91±0.23 21.51 18.24 8.10 6.35 1.05 1.67 2.08
ID-Net (3 RF images) 31.81±1.45 0.95±0.05 0.92±0.24 21.47 18.48 8.11 6.32 1.06 1.67 2.04
compounding (31 DWs) − − − 21.74 18.85 8.20 6.45 1.13 1.76 2.19
TABLE III
NUMBER OF PARAMETERS, COMPOUNDING TIME, AND ATTAINABLE
FRAME RATE OF 2BID-NET, CID-NET, AND ID-NET.
model
number of real compounding attainable
parameters [million] time [ms] frame rate [fps]
2BID-Net 1.7 0.78±0.03 1280
CID-Net 1.7 0.80±0.03 1250
ID-Net 1.7 0.75±0.02 1330
field at 20- and 40-mm depth, the middle field at 60-mm depth,
and the far field at 80-, 90-, and 100-mm depth) of the images
shown in Fig. 3 (third row).
Using the same three I/Q images, CID-Net yielded an
improvement over 2BID-Net in terms of PSNR, SSIM, and
MI metrics (gain of 1.08 dB, 0.05, and 0.07, respectively).
In the same way, CID-Net produced better contrast measures
as compared with 2BID-Net: the CR was higher in the near
and far field (gain of 2.57 dB and 0.96 dB, respectively) and
the same observation held for the CNR (gain of 0.96 dB and
1.46 dB in the near and far field, respectively). LR associated
to CID-Net was also better than those provided by 2BID-Net
(decrease of 0.02 mm, 0.11 mm, and 0.07 mm in the near,
middle, and far field). Besides, CID-Net and ID-Net obtained
approximately the same values in all evaluation metrics, while
providing slightly lower values in CR and CNR, and lower
values in LR than those associated to the references.
B. Computational Complexity and Speed
Table III gives for each model the number of parameters
and the corresponding compounding time (i.e., inference time
executed on the platform described in Section III-B) and
attainable frame rate. Since the number of real parameters
of each network was equal, the computation times were very
close, while CID-Net required a slightly higher compounding
5time, which is linked to the computation of the complex
maxout. As a result, the attainable frame rates were also close
to one another, with the CID-Net reaching 1250 fps, which was
slightly slower than 2BID-Net (1280 fps) and ID-Net (1330
fps).
V. CONCLUSION
In this paper, a methodology for reconstructing ultrasound
images using a Complex CNN, CID-Net, was presented. A
compounding operator was learned to produce high-quality
images from I/Q data obtained with a small number of DW
transmissions. Experiments were performed on real data from
in-vitro and in-vivo scans. Experimental results showed that
the proposed CID-Net offered the same image quality as the
equivalent real CNN trained with RF data, and outperformed
the two-branch CNN architecture processing the real and
imaginary parts of the I/Q signal separately. The proposed
work will promote the exploration of complex-CNN-based
approaches for ultrasound imaging applications.
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