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Abstract 
A detailed master equation simulation has been carried out for the thermal unimolecular 
decomposition of CsHlo in a shock tube. At the highest temperatures studied experimentally 
[J.H. Kiefer and J . N .  Shah, J .  Phys. Chem., 91, 3024 (198711, the average thermal vibra- 
tional energy is greater than the reaction threshold and therefore (AE)  (up and down steps) is 
positive for molecules a t  that energy, rather than negative; the converse is true at  lower tem- 
peratures. The calculated incubation time, in which the decomposition rate constant rises to 
I /e  of its steady state value, is found to be only weakly dependent on temperature (at con- 
stant pressure) between 1500 K and 2000 K and to depend almost exclusively on ( A E ) ,  (down 
steps, only), and not on collision probability model. Simulations of the experimental data 
show the magnitude of ( A E ) ,  depends weakly on assumed collision probability model, but is 
nearly independent of temperature. The second moment (AE)’” is found to be independent of 
both temperature and transition probability model. The experimental data are not very sensi- 
tive to the possible energy-dependence of (AE) ,  for a wide range of assumptions. It is con- 
cluded that the observed experimental “delay times” probably can be identified with the 
incubation time; further experiments are desirable to test this possibility and obtain more 
direct measures of the incubation time. 
Introduction 
In a shocked gas, the translational temperature increases very rapidly 
due to adiabatic compression, and the rotational energy keeps pace, be- 
cause translational-rotational (T-R) energy transfer is very efficient. In 
contrast, translational-vibrational (T-V) energy transfer is relatively inef- 
ficient and the vibrational energy content of the molecules in the gas lags 
well behind that of the other degrees of freedom [l]. The unimolecular reac- 
tion rate depends primarily on vibrational energy, and therefore unimolecu- 
lar reactions exhibit a delay while the vibrational energy distribution is 
relaxing to  the higher kinetic temperature of the shock. This delay is 
called the incubation time, and it depends on the energy transfer proper- 
ties of the reactant and collider gases, as well as the nature of the chemical 
reaction. 
Dove, et al. [2] studied the incubation of N,O and found an incubation 
time of about 4-7 times the relaxation time for the temperatures of 2000- 
3500 K. Pritchard3 also has investigated the incubation process in uni- 
molecular reaction systems. Incubation has also been studied by the 
variable encounter method (VEM) [4], but this technique only applies to  
heterogeneous collisional activation. 
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Conventional steady-state unimolecular rate theory for thermal reac- 
tions is not appropriate for descriptions of incubation, because the popula- 
tion distributions are nonthermal and time-dependent, hence not at 
steady-state. Instead, master equation calculations are required, where 
energy transfer models and the specific unimolecular rate constants 
(k(E)’s) are used explicitly [51. Dove and Troe [61 carried out such an analy- 
sis for the decomposition of N20 and showed that the incubation time de- 
pends critically on the energy transfer properties of the system, as  
expected. Malins and Tardy [7] analyzed the incubation process in cyclo- 
propane, using an energy-grained master equation (175 levels with a spac- 
ing of about 350 cm-I), and the calculated incubation time was found to be 
short, compared to the reaction time constant. 
In small molecules, even at  several thousand degrees, the average ther- 
mal vibrational energy is usually much lower than the critical energy E, 
for reaction and, at thermal equilibrium, only the high energy tail of the 
distribution function participates in the reaction. Under these conditions, 
molecules with sufficient energy to react tend to be deactivated in colli- 
sions and the average energy transfer in a collision is negative: (AE(E,)) < 
0. In large molecules at moderate temperatures, however, the average 
thermal energy can be significantly higher than the reaction threshold, 
and thus for molecules near the threshold, (AE(E,)) > 0. Because of this 
characteristic of large molecules, Tzidoni and Oref [81 have questioned 
whether large molecules can ever reach steady state in shocked systems 
(i.e., infinite incubation time). In any event, the incubation time in such 
systems is likely to be different from that of small molecules. 
Recently, Kiefer and Shah [91 (KS) used a shock tube to investigate the 
decomposition of cyclohexene to produce ethylene and 1,3-butadiene: 
(1) c-C,Hlo - C,H, + 1,3-C,H,j 
This reverse Diels-Alder reaction produces only molecular products and is 
very well-behaved kinetically. They investigated the reaction in the tem- 
perature range from 1200-2000 K, and other groups [10,11] have investi- 
gated the same reaction from 814-1490 K. The pressure range investigated 
by KS was limited (ca. 100 to 500 torr), but it clearly showed fall-off of the 
nimolecular rate constant. Of particular interest for present purposes, 
they achieved very high temperatures and used the laser schlieren (LS) 
and pulsed laser flash absorption (PLFA) techniques, with time resolutions 
(<0.1 ps) potentially capable of observing the incubation time. 
In principle, the fast time resolution in the KS experiments would permit 
the investigation of incubation times. However, there are complications due 
to uncertainties in the knowledge of the exact time of passage of the shock- 
front (time origin), and laser beadshock-front interactions tend to dominate 
the signal just when incubation is occuring [91. Despite these problems, the 
data may provide some information about the incubation process. 
In the present article, we have used a full collisiontreaction Master 
Equation to simulate the decomposition of cyclohexene under the condi- 
tions of the KS experiments. Unlike the calculations carried out by Malins 
and Tardy [7], energy-graining was not used, permitting better numerical 
simulations of small collisional step sizes. One objective of this work was to 
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determine whether steady-state is achieved under the conditions of the 
experiments, and whether incubation time measurements can provide 
more information about the energy transfer properties of the system. Such 
properties include energy transfer transition probability distributions, the 
energy-dependence of (AE) ,  which was recently confirmed to be approxi- 
mately linear for azulene [121, and the temperature dependence of (AE) , ,  
which has been shown to be small for other systems [131. A third objective 
was to  determine whether Master Equation calculations can be used in con- 
junction with the experiments to  determine whether the “delay” observed 
in the experimental studies on this system is due to incubation. 
In the following section, the LS technique is described, in order to show 
how the “time origin” uncertainty and laser beamhhock-front interactions 
affect the determination of incubation time. Then, the Master Equation 
simulation is described briefly, including the RRKM rate constants and 
collisional transition probability models used in the calculations. After a 
section reporting the results and discussion, the conclusions are presented. 
Background Information 
Shock Tube Laser Schlieren Technique 
The shock tube laser schlieren technique has been described in detail in 
the literature 1141. Briefly, a shock wave adiabatically compresses the gas 
and raises its temperature from room temperature to as much as several 
thousand degrees, almost instantaneously. The reactant molecules ap- 
proach the new thermodynamic equilibrium by a series of collisions with 
the collider gas molecules. Decomposition of the reactant begins after the 
short delay necessary to  excite the reactant above the reaction critical 
energy, as discussed below. The heat released from the chemical reactions 
produces density changes in the gas medium, which cause changes in the 
index of refraction. 
Refraction of a small laser beam (about 0.3 mm in diameter) traversing 
the shock tube is used as the probe to  monitor the index of refraction 
changes (and hence, the gas density gradient). The laser intensity is moni- 
tored by photoelectric techniques and a typical signal obtained from a dif- 
ferential detector is shown in Figure 1. The large disturbance near t = 0 is 
caused by the interaction between the shock front and the laser beam, 
while the later signal is from chemical reaction. As pointed out by KS [9,151, 
extrapolation and interpolation of the later signal can give, with reason- 
able accuracy, the initial density gradient due to chemical reaction alone. 
It has been shown that the rate of the chemical process is proportional to  
the density gradient in the system. The initial rate constant is based on 
the initial density gradient and the enthalpy change AH, for the chemical 
reaction. If one has a single reaction with known AHR,  this technique 
should be able to determine the rate constant to better than 210%. 
The possible sources of error in the preliminary initial rate constants ob- 
tained by the method described above are the uncertainty in the extrapo- 
lated gradient and, in high temperature cases, the error in locating the 
“starting point” of the chemical reaction, which depends on the determina- 
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Figure 1. Typical Signal for a shock tube laser schlieren measurement. The horizontal 
axis is time in ys. (adapted from ref. [17]). 
tions of both the “time origin” and the incubation time. As will be discussed 
later in this section, the determinations of both quantities are by no means 
free of uncertainties. Nevertheless, KS [9] concluded that these uncertain- 
ties have negligible effects on the derived rates, especially at lower tempera- 
ture, because the extrapolation is very short. 
There are several reports on the determination of the “time origin” in 
schlieren-shock tube systems. Dove and Teitlebaum [161 located the time 
origin at the first minimum in the schlieren signal (refer to Fig. 1). After 
detailed theoretical calculations, Kiefer et al. [171 concluded that the “time 
origin” is located about 0.2 ps  later than the first minimum. A series of 
calculations using this theory for different temperatures suggests that the 
position of the starting point does not depend strongly on the temperature 
of the system. However, deviations from this  theory have also been 
observed [181. 
It should be emphasized that the “time origin” corresponds to the time 
when the shock front passes through the center of the laser beam. This can 
be taken as the moment when the temperature of the system is raised in- 
stantaneously. The time difference between the “time origin” and “starting 
point” for reaction is the incubation time, during which time the reactant 
molecules relax from the low internal energy nonequilibrium state at the 
“time origin” to  energies high enough for reaction to occur. In large mole- 
cule systems with high temperature, the incubation time is likely to be sig- 
nificant. It was found by KS [91 in their C,H,, study that a “delay” in 
reaction of about 0.2 pus had to be assumed to obtain a good fit to the experi- 
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mental signal.As is discussed later in this article, it is likely that this 
“delay” corresponds to the incubation time. However, uncertainties in the 
“time origin” may also contribute to the observed “delay.” 
Master Equation Simulations 
The Master equation implementation used here has been discussed else- 
where in detail [5]. Briefly, random numbers are used to select both the 
initial conditions and the progress variables for the stochastic simulation 
of each collision. Exact-count densities of states, based on the KS vibra- 
tional assignment for cyclohexene [9], were calculated using the Stein- 
Rabinovitch algorithm [ 191. This Master Equation implementation obeys 
microscopic reversibility and detailed balance in calculating collisional 
energy transfer probabilities according to empirical models, which are de- 
scribed below. In the simulations, the specific unimolecular rate constants, 
ME),  are calculated by the Inverse Laplace Transform (ILT) method 1201 
using the E ,  and A, data determined by KS. A direct comparison showed 
that the k(E) values from the ILT method, based on A, and E ,  data from 
KS, agreed very well with those calculated using the RRKM model which 
KS used to fit their data (Note: two of the cyclohexene transition state 
vibrational frequencies were listed incorrectly in KS [all). When the popu- 
lation distribution has reached steady-state in the simulations, the time- 
dependent reaction yield predicted by the Master Equation calculation is 
fitted by least squares to  determine the steady-state rate constant; steady 
state was achieved in all of the calculations. 
Decomposition Rate Constant for c - C ~ , ,  
The thermal decomposition of c-CGHl, has been investigated in several 
shock tube experiments [9-111. Secondary reactions of the reaction products 
are found to be negIigible for T < 2000 K. Barnard and Parrott ClOl inves- 
tigated the reaction at 1010-1330 K, including a study of the rate constant 
pressure fall-off, which had been neglected by prior workers. In order to 
determine the high pressure rate constant parameters, they used Forst’s 
method [22] to study the fall-off, and their results give log(A,/s-’) = 15.18 
and Ex = 22912 cm-l. KS [91 studied the reaction at  lower pressures and at  
higher temperatures than Barnard and Parrott, and their RRKM fit of the 
observed rate constants gave log(A,/s-’) = 15.57 and E ,  = 22990 cm-’. It 
should be noted that, in KS’s RRKM calculation for this system, they em- 
ployed Tree's original formulation [231 for energy transfer collision effi- 
ciency, but this formulation does not allow ( A E )  to  change sign at higher 
temperatures [13a]. This problem has been addressed in more detail in a 
recent study of this system by Tardy and Rabinovitch [241. 
The experimental low pressure rate constants are required for comparison 
with the simulations. The c-C,Hl, experimental rate constants were grouped 
together into two pressure ranges by KS: 360-550 torr and 107-170 torr. 
But KS indicated that these groups of data have small scatter (averaging 
less than 5%) and accurate least squares fits of the rate constants for each 
group as a function of temperature were obtained. 
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Collisional Transition Probability Models 
In each collision, the energy of both collisional partners will change, and 
both activation and deactivation are possible. The energy change of the re- 
actant molecule can be described using empirical models for the collision 
step size distribution function P,(E, El). This function describes the proba- 
bility that a molecule initially possessing internal energy E will be found 
in the energy range E’ to E‘ + dE following a single collision. The product 
w, P,(E,E’) is the effective first-order rate constant for populating energy 
E‘ from molecules initially at  energy E.  Here o, is the collisional frequency 
for the ith pair of distinguishable species and it is taken as the Lennard- 
Jones collision frequency (Lennard-Jones parameters are taken from KS). 
We have used three empirical transition probability models for deactiva- 
tion collisions: 
Exponential Model: 
Pd(E,E‘) = e x p ( - T )  E - E‘ E’ < E 
Reverse Exponential Model: 
Box Model: 
(4) 
where E and E’ are the energies before and after a collision, respectively, 
and c in the Box model expression is a constant. For the convenience of 
normalization, c is assumed to be 1. The parameter a can be related to  
(AE),  , the average energy transferred in downward transitions. The up- 
ward transition probability function P, (E,  E’) is calculated from Pd(E’,E) 
by assuming detailed balance: 
Pd(E,E’) = c E 2 E‘ 2 (E - a)  
P(E‘) (E’ - E )  
P,(E,E‘) = Pd(E’,E) -p(E)  exp[- kT ] E‘ ’ 
Here, E’ is the energy after the collisional activation, and p(E) is the density 
of states at energy E. The total upward and downward transitional proba- 
bilities can be calculated from P,(E, E’) and the normalization condition 
must be satisfied: 
(6) 
N ( E )  and AYE’) are the normalization factors for the proposed microcan- 
nonical transition probability function at energy E and E’, respectively, 
and are not equal to  each other, in general. 
In this article, two methods were used to  evaluate the normalization 
factor: the “bootstrap” method described by Barker [51 and the finite differ- 
ence method described by Gilbert and King [25]. In Barker’s method, N(E ) 
and N(E’) are assumed to be equal to  each other at  high energy; then the 
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energy-dependent normalization is evaluated at lower energies, based on 
those at higher energies coupled with an extrapolation technique. In all of 
the numerical calculations, a 25 cm-' energy increment was used. The two 
methods agree very well for E > 10,000 cm-', and at lower energies, the 
difference between the two methods never exceeds 15%. This error arises 
mostly because the density of states in the "bootstrap" method is obtained 
from logarithmic interpolation of exact count densities of states that were 
obtained in a separate calculation. This interpolation error of ca. 15% for 
E < 10,000 cm-' affects the calculated incubation times by less than lo%, 
because p(E) increases very rapidly in the low energy region. Because the 
sacrifice in accuracy is not large, and because the bootstrap method is 
more efficient numerically, it was used in all calculations reported here. 
Normalized step size transition probability distributions for the three 
models are presented in Figure 2. The Exponential and Reverse Exponen- 
tial models were used in the simulations of azulene energy transfer studies 
(Ref. [12(a)l) carried out in this laboratory. The Box model is new here, and 
h 
ill 
P l  
e 
1 
Figure 2. Normalized transition probability functions P(E,E ' ) for the three 
empirical functions, with (AE)d = 800 cm-' and T = 1750 K. (a) Reverse exponential 
model; (b) Box model; and (c) Exponential model. 
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is motivated by the finding of Nguyen et al. [261 in their multichannel 
pyrolysis study on bromoethane that the “exponential-cube model” fitted 
their experimental data better than the exponential model. The Box model 
is the limiting case of the generalized Gaussian models described by eq. (7): 
(7)  
The “exponential-cube model” corresponds to n = 3 and the Box Model cor- 
responds to n = 30. The three empirical models used in the present work 
are intended to span a wide range of shapes, as shown in Figure 2, but 
other models can be developed that would fit the experimental data and 
the examples used here are not unique. 
Properties of the transition probability distribution, such as (AE) ,  , (AE)  
and (AE2),  can be calculated using the usual formulae: 
where P(E,  E ’ )  is the total transition probability for both the upward and 
the downward transitions and E‘ is the energy after a collision. [Note that 
Gilbert [27]  has argued that ( A E ) ,  is preferred over ( A E )  in describing 
energy transfer, because the former quantity removes the trivial tempera- 
ture-dependence imposed by detailed balance.] 
In recent years, several physical methods have been used to obtain energy 
transfer properties from experimental observables, including time-resolved 
infrared emission [28], time-dependent thermal lensing [as], time-resolved 
optoacoustics [301, and ultraviolet absorption [311. Often, (AE)  can be de- 
termined more or less directly, but this quantity provides little information 
concerning the most appropriate energy transfer model. Other quantities, 
such as (AE2) ,  may be more useful for low pressure unimolecular reac- 
tion rate constants than ( A E )  alone [321. The weak-collision efficiency fac- 
tor Pc can be related directly t o  ( A E 2 )  by the following expressions, 
respectively [33,341: 
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Here ((AE2)),, is the steady-state bulk average of (AE’). It should be em- 
phasized that these relations are independent of the transition probability 
model. 
By simulating the thermal decomposition of cyclohexene in the shock tube 
using detailed master equation calculations, the (AE)d values for the given 
reaction conditions can be obtained by matching the calculated to  the 
experimental rate constants, for any chosen transition probability model. 
After such parameter fitting, the master equation simulations give an ac- 
curate empirical description of the incubation process and self-consistent 
incubation times can be determined. 
Results and Discussion 
Master equation simulations as described above have been performed for 
five temperatures using all three transition probability models. A t  the 
lower temperatures, the average thermal energy (E)T of c-C,H,, was lower 
than the reaction critical energy E,, but at the higher temperatures, ( E ) ,  
is greater than E,. Thus, at lower temperatures, molecules with energy E ,  
will tend to be deactivated by collisions, while the reverse is true at the 
higher temperatures. The experimental rate constants from KS are  
grouped into two pressure ranges (107-170 torr and 360-550 torr). The 
rate constants in the lower pressure group are preferred for the calcula- 
tions, because the reactions are in the intermediate fall-off region (refer to  
Fig. 5 )  and energy transfer is more important at lower pressures. In most 
calculations, the pressure was fixed at 150 torr, which falls in the middle of 
the lower pressure group of experiments. 
Reaction yields Y ( t )  were calculated as a function of time and an ex- 
ample is presented in Figure 3 along with ln(1 - Y ) .  The solid line is the 
least squares fit of the calculated values after the system has reached 
steady-state; the slope of the linear portion of ln(1 - Y )  vs. time gives the 
steady-state unimolecular rate constant kuni(T). nidoni and Oref [81 found 
that a t  high temperatures and low pressures, steady-state may not be 
achieved before the reaction is essentially complete, when approached from 
an initial high-temperature thermal distribution. In all of our calculations, 
steady-state was approached from an initial low-temperature thermal dis- 
tribution and steady-state was achieved in all cases before the reaction 
yield exceeded 15%. 
At each temperature and for each model, “standard simulations were 
arried out by varying (AE), until the calculated steady-state rate constant 
agreed with the experimental value from KS. These “standard” simula- 
tions are for a total pressure of 150 torr and a dilution ratio of of cyclo- 
hexene in Kr; the resulting values of (BE),  are shown in Figure 4. (In the 
experiments, the dilution ratios were 0.02 and 0.04 and the reaction 
exothermicity significantly affected the bath temperature; this complica- 
tion was avoided in the simulations by using a very small dilution ratio.) 
For each collision transition model, the corresponding (AE) ,  required to 
simulate the steady-state decomposition rate constant does not depend 
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Figure 3. Typical example (exponential model) of the Ln(1 - Y )  vs. time curve, where 
P = 150 torr, T = 1750 K. The solid line is the least square fit of the calculated points. 
The short delay 7 is the incubation time. The insert is the time dependent reaction 
yield under the same conditions. 
strongly on temperature between 1500-2000 K, in general agreement with 
some experiments on other molecules [13,35]. Note that the magnitude of 
(AE ), depends to some extent on the transition probability models, making 
determination of (AE ), from experimental macroscopic observables model- 
dependent. 
The effects of fall-off were investigated by running simulations for pres- 
sures from 1 to 8000 torr a t  1750 K, using the Exponential transition 
probability model with the (AE) ,  from standard simulations, and the re- 
sulting unimolecular rate constants are presented in Figure 5 .  As is 
clearly demonstrated in the figure, we can not simulate both the high and 
low pressure experimental rate constants with the same energy transfer 
parameters, indicating an inconsistency with the experimental study. This 
has also been noted in the Tardy and Rabinovitch study [241 on this reac- 
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Figure 4. (AE);s used in the simulations. Solid circle: exponential model; Triangle: 
reverse exponential model; and Square: box model. 
tion. Inspection of the figure indicates that the KS experiments at 150 torr 
are near the low pressure limit, but they are affected significantly by fall- 
off. At high pressures, the cyclohexene population distribution should ap- 
proach a canonical distribution, while at low pressures, the steady-state 
distribution should exhibit the characteristic depletion of molecules above 
the reaction threshold. These effects are reproduced in the Master Equa- 
tion simulations, as illustrated in Figure 6. 
It is apparent from Figure 3 that the decomposition of c-C,H,, is delayed 
for a short time under the conditions assumed. This was found to be the 
case in every simulation carried out in the present work, and the delay can 
be identified with the incubation time T.  The incubation time can be de- 
fined quantitatively by the following expression for the yield in the steady- 
state region: 
(12) Y = (1 - exp[-K,,,(t - T ) ] }  
where Kuni is the steady-state unimolecular rate constant. The incubation 
time 7 corresponds to the time when the straight-line portion of a ln(1 - Y )  
vs. time plot passes through zero (refer to Fig. 3); it also corresponds to the 
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I’ressu re (tor r ) 
Figure 5. Fall-off for the cyclohexene decompositions a t  T = 1750 K. The two solid 
lines are the limiting low pressure and high pressure rate constants. The broken line is 
the calculated fall-off curve for (AE) ,  = 650 cm-’ with exponential model. The points 
are from ref. [9]; the bars show the experimental pressure ranges. 
time when the effective rate constant has relaxed to within l / e  of kUni. 
The incubation times obtained in our calculations are presented in 
Figure 7, and they show very little sensitivity to temperature, or to colli- 
sion transition probability model. The incubation time depends almost ex- 
clusively on (AE) ,  . The magnitudes of these calculated incubation times 
are similar to, but somewhat greater than the 0.2 ps “delay” reported by 
KS in their c-C,H,, shock tube studies [91. Note that the data analysis of 
KS included a correction for “delay” and thus their rate constants are con- 
sistent with incubation. A slight change in the magnitude of the delay will 
have negligible effect on the derived rate constants, and Kiefer has indi- 
cated that the observed “delay” is probably uncertain by at  least a factor of 
two [21]. 
Although the simulated incubation times show good agreement with the 
measurements, various sources of uncertainty in the calculations were in- 
vestigated. One potential source of uncertainty lies in the high pressure 
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Figure 6. 
P = 8000 torr; Broken line: P = 0.1 tom. E,, = 22990 cm-'. 
Calculated steady state population of CsH,,, at T = 1750 K. Solid line: 
A 
I 
Tetnperature ( K )  
Figure 7.  
circle: exponential model; Triangle: reverse exponential model; Square: box model. 
Incubation time obtained from the simulations with P = 150 torr. Solid 
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rate constant parameters: A, and E,. Calculated k(E )'s using parameters 
from several different experimental studies agree reasonably well. Neverthe- 
less, as a test, we used the A, and E ,  data from Barnard and Parrott [lo] to  
calculate K(E)'s in simulations of the data at 1750 K. We found that a lower 
(AE) ,  is required to fit the data, but the corresponding incubation time is 
about 0.3 ps ,  not greatly different from the standard simulations and ex- 
perimental values. 
Another source of uncertainty is apparent from Figure 7, which shows 
scatter in the incubation time data obtained from least squares fitting of 
the calculated reaction yield data. Both statistical error in the Monte Carlo 
Master Equation simulations and the error in the least squares fitting 
contribute to  this scatter. Based on the statistical error in the Monte Carlo 
solution of the Master Equation and on the standard deviations of the 
least squares fits, this uncertainty is estimated to be less than ca. 0.05 ps ,  
however. 
Uncertainties in the incubation time may also be contributed by the pos- 
sible energy dependence of (AE), .  In the calculations to  test for this effect, 
(AE),  was assumed to depend on energy according to the expression: 
(13) (AE(E) ) ,  = g + bE 
where g and b are parameters. In order to simplify the description of the 
energy dependence in the (AE),'s used, we have defined a quantity f(E,), the 
degree of energy dependence in (AE) ,  at Eo, by the following expression: 
where E ,  is the critical energy for the c-C6H,, decomposition (E ,  = 
22990 cm-'). 
Simulations were carried out for cyclohexene at 1750 K with the Expo- 
nential Model, using (AE),'s with different degrees of energy dependence. 
As shown in Figure 8, the greater the energy dependence, the longer the 
incubation time. Note that the increase of incubation time is small for low 
values of f(E,). Experimental studies and Master Equation simulations of 
the deactivation of excited azulene by argon indicated that f(22900) = 
0.6 [12]. If the same energy dependence is assumed for the c-C,H,, + Kr 
system, the incubation time would be about 0.5 ps ,  which is probably not 
easily distinguished experimentally from the ca. 0.2 p s  reported by KS. 
For comparisons among cases at different temperatures, we have also cal- 
culated the second order incubation rate constants, which is defined by: 
k = {dK,]}-', where 7 is the incubation time. The results are shown in 
Figure 9. A temperature dependence of T-' is obtained, in agreement with 
Dove and Troe's analysis for N20 [61. 
At  a given temperature, the incubation time can be affected by pressure 
changes in two ways: (1) changes in collision frequency and (2) changes in 
the steady-state population distribution. The population distribution at  in- 
finite pressure is just the canonical distribution, but at low pressure the 
population is depleted at energies above the reaction threshold, as men- 
tioned above and shown in Figure 6.  At low pressures, the average energy 
of reacting molecules (E (T, MI)  depends on collision frequency and is always 
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Figure 8. Incubation time as a function of degree of energy dependence in ( A E ) ,  
(defined in text), for the exponential model at T = 1750 K and P = 150 tom (see text 
for details). 
lower than the average energy (E of reacting molecules in a canonical 
distribution. At the low pressure limit for weak colliders, (E(T ,  M ) )  is 
equal to Eo, the critical energy for reaction. Thus, fewer collisions are 
needed to reach (E(T,M))  than are needed to reach ( E ( T ) ) T .  The number of 
collisions corresponding to the incubation time is N,  = .Z,[MIT, which is 
presented in Figure 10 as a function of the ratio (E (T, M ) ) / ( A E ) ,  .It is clear 
from this figure that both N ,  and the ratio (E(T ,M)) / (AE) ,  increase with 
pressure. 
Although fewer collisions are needed to reach ( E ( T , M ) )  at lower pres- 
sure, the incubation time T is longer because of the lower collision fre- 
quency. In laser schlieren experiments, shock front-laser beam interference 
is about the same for all pressures [91, and thus it may be possible to  mea- 
sure directly the incubation delay at low pressures, if adequate signals can 
be observed. Stronger signals may be obtainable by using collider gases 
with large molar refractivities, such as xenon. 
The model dependence of (AE) ,  limits its usefulness as a measure of the 
energy transfer process. Other measures of energy transfer are the micro- 
canonical quantities such as ( A E )  and (AE’)”’, which were calculated at 
the reaction critical energy for all the temperatures and models, and the 
results are plotted in Fig. ll(a) and (b). Inspection of the figure shows that 
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Figure 9. Second order incubation rate constants (as defined in text) as a function of 
emperature. Solid circle: exponential model; Triangle: reverse exponential model; 
Square: box model. 
( A E )  is essentially independent of model and but strongly temperature- 
dependent (unlike ( A E ) , )  and changes sign near T = 1625 K, where the 
steady-state (at 150 torr) thermal vibrational energy is equal to  the critical 
energy. It has been shown [33,341 that the collisional efficiency for uni- 
molecular reactions is directly related to the second moment (AE’),  and it is 
clear from Figure l l (b)  that this quantity has very little dependence on 
temperature and transition probability model, for the models tested (other 
models may exhibit a stronger temperature dependence). This characteris- 
tic makes it more suitable for estimating collision efficiencies than ( A E ) ,  
and ( A E ) ,  if appropriate correlations among experimental data can be 
identified. 
The large temperature dependence in the microcannonical ( A E )  is shown 
very clearly in Figure ll(a), where ( A E )  = 0 at the temperature where the 
thermal energy of the molecule equals the critical energy E, of the reac- 
tion, and becomes positive at higher temperatures [13al. In KS’s simula- 
tion of this system 191, they used a constant value, (AE)  = -73 cm-’, for 
both high and low temperature cases, while a constant (AE,) (= 550 cm-l) 
can only simulate the low temperature cases. As pointed out by Tardy and 
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at T = 1750 K, ( L L E ) ~  = 650 cm" (exponential model). 
Number of incubation collisions as a function of pressure and ( E ) / ( A E ) d ,  
Rabinovitch [241, this may be only 'a fortuitous cancellation of various 
opposing effects. Tardy and Rabinovich analyzed both the higher- and 
lower-pressure data of KS and suggested [241 that the collision transfer 
model may change in this system at high temperatures. We have not con- 
sidered this possibility in the present work, but it is unlikely to affect our 
major conclusions. 
Conclusions 
Master equation simulations have been used to examine incubation in 
the decomposition of C,H,, in shock tube experiments. The calculated incu- 
bation time is similar to  the "delay" observed by KS in their experiments. 
This agreement indicates that the experimental "delay" is likely due to in- 
cubation. At lower pressures, the incubation times will be longer, suggest- 
ing that shock tube schlieren observations of the incubation time might be 
practical at lower pressures. Signal strengths may be augmented by using 
collider gases, such as xenon, with higher refractivities. 
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Figure 11. (a) microcannonical (AE) calculated by Eq. (9) (see text). Solid circle: expo- 
nential model; Triangle: reverse exponential model; Square: box model. The solid line is 
the least square fit. (b) microcannonicai (AE’)’’’ calculated by Eq. (10) (see text). Symbols 
same as in (a). 
It was found that the incubation time does not depend strongly on the 
transition probability model assumeil, but it provides a relatively direct 
measure of (AE)d .  A comparison of (AE)d ,  (AE) ,  and (AE2)”2 shows that the 
last quantity is almost independent of temperature and assumed transition 
probability model, unlike the first two, indicating that it may provide a 
very useful measure of energy transfer. 
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