We present a generalized projection-based order-N method which is applicable within nonorthogonal basis sets of spatially localized orbitals. The projection to the occupied subspace of a Hamiltonian, performed by means of a Chebyshev-polynomial representation of the density operator, allows the nonvariational computation of band-structure energies, density matrices, and forces for systems with nonvanishing gaps. Furthermore, the explicit application of the density operator to local basis functions gives a powerful method for the calculation of Wannier-like functions without using eigenstates. In this paper, we investigate such functions within models of diamond and fourfold-coordinated amorphous carbon starting from bonding pairs of hybrid orbitals. The resulting Wannier states are exponentially localized and show an ellipsoidal spatial dependence. These results are used to maximize the efficiency of a linear-scaling orthonormalization scheme for truncated Wannier functions. ͓S0163-1829͑98͒01611-7͔
I. INTRODUCTION
One of the most exciting developments in computational solid-state physics during this decade has been the creation of effective quantum-mechanical order-N methods for the revelation of the electronic structure as well as the energetic relaxation of large model systems. With these techniques, both computational and memory efforts for computing bandstructure energies, total energies, forces, and related quantities scale only linearly with the number N of atoms in the system. As a consequence, this development has tremendously increased the applicability range of electronicstructure methods; in particular, ab initio procedures are now applicable to systems which a few years ago could only be investigated by means of empirical or semiempirical methods. Examples considered to date include giant single-shell fullerenes, multishell fullerenes, tubular systems, and large amorphous model structures [1] [2] [3] currently containing up to a few thousand atoms. On the other hand, the relative decrease in computational cost for medium-sized and large systems enables the reduction of time steps in molecular-dynamics ͑MD͒ simulations and therefore the investigation of shorttime growth and relaxation processes.
The fundamental principle of all order-N total-energyforce techniques is the utilization of the spatial locality or ''near-sightedness'' ͑Ref. 4͒ of electronic effects. One way of treating this phenomenon has been known for many years and is expressed by the possibility of performing unitary transformations of the occupied canonical eigenstates to obtain spatially localized wave functions. More precisely, these Wannier-like states are exponentially localized in insulators and decay algebraically in metals. 5, 6 Based on this principle, methods have been devised which take only the local environment around a reference atom into account. As a further consequence, these techniques are particularly well suited to systems which have not too small gaps between occupied and unoccupied eigenstates.
Since the 70s and 80s, linear-scaling methods for the computation of local quantities such as local electronic and vibrational densities of states have widely been applied.
Above all, these are the recursion or Lanczos methods 7 and the maximum-entropy scheme. 8 These procedures already employ the sparse forms which the Hamiltonian and, if present, overlap matrices attain within a tight-binding ͑TB͒-like description of the electronic states. To obtain a general O(N) scheme for total densities of states, one has, in correspondence with the above principle, either to implement a local procedure independent of the system size 9 or to resort to the application of random vectors. [10] [11] [12] Though in principle possible, the computation of forces is much more expensive within these schemes and, when using random vectors, associated with the problem of slowly decreasing random noise. 13 These techniques have therefore not yet gained practical relevance for MD simulations.
Apart from the methods just described, there are, perhaps, three principal approaches to achieve an order-N computational scheme for solving the electronic-structure problem. A common feature of all these methods is that they are not based on the computation of eigenvalues and eigenstates of the Hamiltonian; instead, physical quantities are expressed as traces of certain matrix expressions. These traces have to be computed either directly within the occupied subspace of the Hamiltonian spanned by a set of Wannier-like functions ͑WF's͒, or with use of the original basis orbitals and simultaneous inclusion of the density operator of the system.
A first group of methods uses a differential 14 or variational [15] [16] [17] solution for the density matrix of the system. Because the density operator can be constructed by means of localized, orthonormal WF's, the density matrix with respect to a spatially localized basis set is localized as well. Using some additional effort to ensure the idempotency of this matrix ͑for zero temperature͒, one obtains a linear-scaling procedure by performing traces within the full Hamiltonian space.
A second group of procedures is based on the variational computation of the WF's themselves. Representing these functions by local-orbital [18] [19] [20] [21] [22] or plane-wave expansions 23 and enforcing them to be localized in space, the final WF's minimize an appropriate energy functional. With use of this Wannier basis, all traces are automatically performed within the occupied subspace. Finally, a third, nonvariational scheme is based on a direct, polynomial representation of the density operator . This operator can be used with finite temperatures, but at zero temperature is a projection operator which projects out the occupied fraction of any wave function it is applied to. A polynomial expansion of was employed in Ref. 24 to derive a Lanczos method within the occupied subspace, whereas Goedecker and co-workers 25 used it to develop a projection method for the computation of total energies and forces within orthonormal, local basis sets. Similar to the first group of methods described above, traces are performed within the original basis of local orbitals. However, the number of polynomial terms needed to represent at zero temperature increases with decreasing gap width between occupied and unoccupied eigenstates. Furthermore, this approach requires precomputed estimates for the Fermi energy and the band edges of the systems. These estimates, however, can be extracted in an effective order-N way from the aforementioned recursion or maximum-entropy schemes.
One advantage of the third method is that no initial-guess functions and no initial density matrix are needed when computing electronic properties as traces. If such initial guesses are far from the final solutions, they may seriously restrict the effectiveness of variational schemes during the first MD cycles. The projection method is therefore a powerful technique particularly for systems with high degrees of disorder. Special initial functions are only necessary when the method is used for explicit computations of Wannier functions, because then one has to ensure to obtain the correct number of linearly independent projected functions which can be orthonormalized. But even in this case we could show by first investigations 26 that the direct projection to the occupied subspace is superior to the usual variational techniques at the beginning of a MD run. If this turns out to be generally true, the method will be capable of providing quite ideal initialguess density matrices and WF's for variational MD schemes, and this should apply even for systems with small or vanishing gaps. This connection would allow very effective MD simulations for wide classes of materials. As another important application, the knowledge of the WF's opens a very attractive way for real-space computations of the electric polarization and related dielectric constants. 6, 27, 28 So far, the projection method has essentially been developed and applied within orthogonal TB-like Hamiltonians only. One purpose of the present paper is to demonstrate a very effective generalization of the method to nonorthogonal basis sets using an approximation of the ''upper-lower indexed'' Hamiltonian matrix 29 as proposed in Ref. 30 . With this generalization, the method can be used within local-basis ab initio Hamiltonians as well. Furthermore, we will examine the use of this method for computations of Wannier-like functions in crystalline and amorphous systems. In this paper, we will restrict these investigations to completely fourfold-coordinated systems. In this case, physically reasonable initial functions for the performance of the projection are given by the (-like͒ bonding combinations of adjacent hybrid orbitals. In a forthcoming second paper, we will then present a general method for the computation of hybridrelated WF's in undercoordinated systems ͑with coordination numbers р 4͒.
The paper is organized as follows. In Sec. II we present a short review of the projection method for orthogonal basis systems as recently published. 24, 25 Section III is devoted to our generalization of this method to nonorthogonal localorbital systems. We will give the basic expressions for a direct application of the method within MD simulations. This section also contains a discussion of the main sources which can lead to errors in the projection method. To illustrate our results, we will present test calculations using a simple firstprinciples non-self-consistent one-particle Hamiltonian 31 which is based on the local-density approximation ͑LDA͒. In Sec. IV we then turn to the computation of WF's and show results for models of crystalline and amorphous carbon. In particular, we investigate the radial dependence of these functions obtained with and without localization constraints and explore the degree of orthogonality which truncated projected functions can achieve within a linear-scaling orthonormalization. Finally, we conclude in Sec. V.
II. PROJECTION METHOD FOR ORTHONORMAL BASIS STATES
The projection method for the nonvariational computation of electronic properties of model systems is based on a polynomial representation of the density operator
where F(E)ϭ͓ e ␤(EϪ) ϩ1͔ Ϫ1 is the Fermi distribution function at some temperature T (␤ϭ1/kT, and is the chemical potential͒, and Ĥ is the Hamiltonian operator of the system. 24, 25 The factor 2 accounts for spin degeneracy. In this paper, we use a direct Chebyshev approximation of F(E) to derive a numerically stable representation of . At zero temperature, F(E) is a step function, but can be approximated for systems with an energy gap between occupied and unoccupied eigenstates by using a sufficiently large but finite value of ␤. In this case, the Fermi operator F is an idempotent projection operator having eigenvalues 1 and 0 only. An alternative approach has been proposed by Silver et al. 32 These authors employ the kernel polynomial method to find the smoothest Chebyshev approximation of the Heaviside step function when using a finite number of expansion terms ͑moments͒. This may prove to be a valuable scheme especially in the case of small energy gaps.
For a set of orthonormal electronic basis states ͕͉ ␣ ͖͘, Eq. ͑1͒ can immediately be rewritten in terms of the usual Hamiltonian matrix H with elements
where is the density matrix with elements 
The force on atom j which originates from the bandstructure energy is given by the derivative
For insulators at zero temperature, this formula can be simplified to 25
including the Pulay corrections with respect to the Hamiltonian operator Ĥ . In Sec. III we will derive these equations and similar expressions for other electronic properties for the general case of nonorthogonal basis states.
A linearly scaling behavior results from the fact that H becomes a sparse matrix when using spatially localized TBlike functions ͉ ␣ ͘. In the same representation, the density matrix for insulators can likewise be approximated by a sparse matrix setting all matrix elements to zero beyond some critical localization ͑LOC͒ radius. This is possible because orthonormal WF's which diagonalize decay exponentially in insulators. 5, 6 Thus, e.g., in Eq. ͑2͒ the computations Ĥ ͉ ␣ ͘ are independent of the system size, and the computational effort scales linearly with the number of atoms in the system. Another generalization of these expressions is related to systems with periodic boundary conditions where the localized basis states ͉ ␣ ͘ are used to construct Bloch functions ͉ ␣k ͘. The spatially localized WF's are then expanded in terms of these Bloch states. As a consequence, the matrices H and with respect to these Bloch functions are now k dependent but nevertheless sparse. The complete method for this case can therefore be derived in a straightforward manner. However, because linearly scaling procedures are mainly designed for applications to large systems where a ⌫-point approximation is often sufficiently accurate, it is customary to restrict these schemes to kϭ0.
III. PROJECTION METHOD FOR NONORTHOGONAL BASIS STATES

A. Method
One way of generalizing the projection method to nonorthogonal basis orbitals was outlined by Goedecker, 33 and consists of representing the density operator by a contour integration in the complex energy plane over the Green's operator. Within this approach, one has to invert the matrix ͗ ␣ ͉EϪĤ ͉ ␤ ͘ for every energy value E used in the integration. In this paper, we will use a different scheme which is based on an approximation for the upper-lower indexed ͑or ''contracovariant''͒ Hamiltonian matrix
Here (S Ϫ1 ) ␣␤ is the inverse of the overlap matrix 
where ␤ runs through all NL basis orbitals in the system while ␣ and ␥ in Eq. ͑6͒ only index the orbitals within the environment around ͉ ␤ ͘ defined by R H . Note that due to the restricted extent of the submatrices in Eq. ͑6͒ and the positive definiteness of the overlap matrices, these equations can, in general, easily be computed by a Cholesky procedure ͓cf. Sec. III B 3͔. Having computed the matrix H , it is now easy to evaluate certain operator equations in matrix form. For instance, due to Eq. ͑5͒ any power of Ĥ is given by
where (H k ) ␣ ␤ are the matrix elements of H k . Therefore, the band-structure energy now reads
͑8͒
Moreover, the moments of the total density of states ͑DOS͒ (E) which can be used to obtain the DOS by means of, e.g., maximum-entropy schemes, are expressed as
The normalization here is chosen in such a way that the integral ͐ Ϫϱ ϱ (E)dE equals the mean number of basis orbitals per atom.
Analogously to H , one can define a ''contra-covariant'' density matrix ϭ2F(H ) with matrix elements
and ␣␤ ϭ͗ ␣ ͉ ͉ ␤ ͘ as in Sec. II. The trace of this matrix gives the total number of electrons:
Of course, this expression can also be used to define the Fermi energy in the system. It is interesting to note that the density matrix used by Nunes and Vanderbilt 16 is expressed in the present picture as an upper-indexed matrix ␣␤ with
If the eigenfunctions of the system are given by
where n i denote the occupation numbers of the eigenstates
As can be seen from Eq. ͑11͒, the matrix ␣␤ can be obtained from the matrix ␣ ␤ by solving linear systems of equations similar to those as used in Eq. ͑6͒. We remark that it may be convenient to introduce a compact notation for such upper-indexed matrices as well. In analogy to using for the matrix ␣ ␤ , we will also adopt the notation for ␣␤ , thus indicating the raise of both indices.
As we will see, the density matrix is the important quantity when calculating electronic charge densities and forces. The charge density is given in the usual way:
We now generalize Eq. ͑3͒ for the force on atom j which originates from the band-structure energy term. Again, we simplify the equations by restricting ourselves to the case of insulators at zero temperature. In this case the occupation numbers n i can be considered constant. Let 
Inserting Eqs. ͑12͒ and ͑14͒ into Eq. ͑13͒, we obtain the desired equation
This equation contains the matrices H and from Eqs. ͑6͒ and ͑11͒ as well as the derivatives of the usual Hamiltonian and overlap matrices H and S with respect to the atomic coordinates. We now show that Eq. ͑15͒ leads directly to an expression for the forces derived in a different way by Ordejón et al. 20 To this end, let us introduce a set of nonorthonormal but linearly independent Wannier-like functions ͕͉ ͖͘ which span the occupied subspace of Ĥ ͑at zero temperature͒. The density operator can now be written as
and S ϭ͗ ͉ ͘. If we use the expansion ͉ ͘ϭ͚ ␣ c ␣ ͉ ␣ ͘, we find, in this representation,
with H ϭ͗ ͉Ĥ ͉ ͘. Inserting these formulas into Eq.
͑15͒
, we obtain an expression derived and already applied within MD simulations by Ordejón et al. 20 ͓Eq. ͑37͒ in their paper͔.
A detailed investigation of the forces obtained with Eq. ͑15͒ will be presented elsewhere. In particular, we will investigate the numerical properties of this expression when computed within the projection method. Furthermore, it may be interesting to examine the results of Eq. ͑15͒ in the presence of localization constraints for the density matrix. The influence of this spatial confinement on the forces should be related to a recent investigation by Voter, Kress, and Silver 37 using a truncated-moment approach.
As in Sec. II, to achieve a linear-scaling behavior of the entire method, we have to utilize the sparseness of the density matrix. This means that the matrix-vector multiplications for performing the projections in Eqs. ͑8͒ and ͑10͒ can be accomplished within certain localization regions which can be defined by some radius R loc . To minimize the error in these computations, R loc should be, in general, somewhat larger than the radius R H used above for defining the sparse matrix H . We will present a detailed discussion of these errors in Sec. III B. Here note that this localization argument cannot be applied to Eq. ͑9͒, which does not contain the projection operator. The linear-scaling evaluation of the traces for computing moments of the total DOS is therefore usually done by means of global random vectors. [10] [11] [12] To illustrate now the O(N) scaling of the method, we present in Fig. 1 the CPU time 38 needed for computations of the band-structure energy in three models for diamond and fourfold-coordinated amorphous carbon containing up to 4096 atoms. 39 For these calculations, we employed a simple first-principle non-self-consistent one-particle Hamiltonian 31 in which the localized wave functions and atomic potentials are taken from modified self-consistent atomic LDA calculations. The matrix elements in extended systems are obtained by using a minimal set of valence orbitals, but the core corrections are omitted together with the three-center integrals and part of the two-center integrals. To obtain comparable results, in all calculations we used the same values for the cutoff radii of the Hamiltonian ͓6.1 Bohr radii (a 0 ) for H and H corresponding to three nearest-neighbor spheres in diamond͔, the parameter ␤ (ϭ50 with respect to the scaled Fermi distribution on ͓Ϫ1,1͔, this corresponds to ␤Ϸ50 hartree Ϫ1 ) and the number of Chebyshev polynomials ͑80͒ for the expansion of F(E). The lower curve was obtained with a relatively small LOC radius for performing the projection ͑8.0 a 0 ); the upper curve was computed to achieve more accurate band-structure energies as compared to results from direct diagonalization ͑computed for the two smaller models͒. For these calculations we set the LOC radius to twice the cutoff radius of Ĥ .
The relative errors in E bs for the diamond model and the amorphous model with 512 atoms (a-C512͒ are 1.1ϫ10 Ϫ4 and 7.2ϫ10 Ϫ4 , respectively, for the lower curve and decreased to 1.5ϫ10 Ϫ5 and 2.2ϫ10 Ϫ4 in the case of the upper curve. Note that the amorphous model has a relatively small HOMO-LUMO gap ͑between highest occupied and lowest unoccupied molecular orbitals͒ of 0.9 eV ͑for the Hamiltonian used͒ due to some defect states in the band gap. For comparison, the CPU time necessary for computing all eigenvalues has been included in Fig. 1 . Of course, the crossing point of the O(N) and O(N 3 ) curves moves to smaller models if one can afford to use a somewhat lower accuracy in the projection method. In Sec. III B we will discuss in more detail how this accuracy depends on the parameters inherent in the present method.
B. Error discussion
We now discuss the main sources which can lead to errors in the projection method. Again, we will consider these errors with respect to the band-structure energy. It seems to be clear that inaccuracies in E bs will also affect more subtle quantities like forces and the charge density. For the following discussion we will presume to have a given Hamiltonian with a certain TB-like cutoff radius R H in H. Furthermore, we consider systems with a finite HOMO-LUMO gap.
Use of a finite value for ␤
Although the method described can be regarded as a finite-temperature scheme, the temperature used for getting a Fermi distribution which can be represented by a tractable number of Chebyshev polynomials is often much higher than the physical temperature one is interested in. Furthermore, if one wants to use the projection property of , e.g., for computing WF's, one has to approximate the Fermi distribution at Tϭ0. We therefore estimate the deviation of E bs from its value at Tϭ0 when using a finite value of ␤ and setting equal to the Fermi energy E F . This error, say ⑀ 1 , is given by the sum
Linear CPU time scaling ͑Ref. 38͒ obtained with the projection method for computing band-structure energies using a non-self-consistent two-center LDA Hamiltonian ͑Ref. 31͒ and applied to models for diamond ͑216 atoms͒ and tetrahedrally coordinated amorphous carbon ͑Ref. 39͒ ͑512 and 4096 atoms͒. The results are given for two different localization radii R loc as indicated ͑solid lines͒. For comparison, the O(N 3 ) scaling of the CPU time needed for direct diagonalizations of the corresponding secular equations is also presented ͑dashed line͒.
where E i are the eigenvalues of Ĥ . For our ␤ values ͑usually ␤ϭ50, . . . ,100 for E on ͓Ϫ1,1͔͒ the exponents in the denominators rapidly attain values ␤͉E i ϪE F ͉ӷ1. This means that the weights of the eigenvalues in sum ͑16͒ decay exponentially when going away from the Fermi energy in either direction. The order of magnitude of ⑀ 1 can therefore be estimated by taking only the HOMO and LUMO states in Eq. ͑16͒ into account, thus yielding
with E LUMO ϭE F ϩ 1 2 ⌬E and E HOMO ϭE F Ϫ 1 2 ⌬E. To consider as an example the a-C512 model presented in Fig. 1 and the ␤ value used there, this gives a relative error ⑀ 1 /͉E bs ͉Ϸ1.6ϫ10
Ϫ5 . The exact error as computed from all eigenvalues is 5.2ϫ10
Ϫ5 . For the calculation using the smaller LOC sphere in Fig. 1 , this error is more than one order of magnitude smaller than the total deviation in E bs given above. This means that even for ⌬EϷ0.9 eV (Ϸ0.03 hartree͒ the value ␤ϭ50 hartree Ϫ1 is sufficient. For the larger LOC radius, ⑀ 1 may still not be the decisive error. However, if more accurate computations are desired, the value of ␤ should also be increased in this case.
Expanding the Fermi distribution into a finite sum of Chebyshev polynomials
The error related to this expansion, say ⑀ 2 , can be estimated by replacing the density of states with its mean value between some band edges E min and E max and performing explicitly the integrations in the following expression:
͑18͒
Here, F ␤ Ch (E) is the Chebyshev approximation of the Fermi distribution F ␤ (E) for some given value ␤. The second term within the square brackets in Eq. ͑18͒ can be evaluated in a similar way as used for the degenerate electron gas in statistical physics:
At the band edges yϭE F ϪE min and yϭE max ϪE F , we obviously have e ␤y ӷ1, one can therefore replace the upper integration boundaries in Eq. ͑19͒ with ϱ. This results in
The first term here corresponds to the Fermi distribution at Tϭ0, hence the second term again describes the deviation which was discussed in Sec. III B 1. 44 Turning now to the first term in Eq. ͑18͒, the integration can easily be performed with use of the Chebyshev coefficients of F ␤ Ch . This can be seen by employing the formulas
nϪ2 ͬ ͑nу3͒, which can be derived by differentiating 45 the defining equations for the Chebyshev polynomials T n (x)ϭcos(narccosx). By means of the expansion
Introducing the shorthand notation I ␤ /2 for this integral and setting ϭN el /͓2N(E F ϪE min )͔ where N el is the number of electrons in the system, we arrive at the final expression for the error ⑀ 2 :
Let us again consider as an example the a-C512 model with ␤Ϸ50 hartree Ϫ1 and 80 Chebyshev polynomials as used in Fig. 1 . In this case, the relative error ⑀ 2 /͉E bs ͉ obtained from Eq. ͑21͒ turns out to be Ϫ1.6ϫ10
Ϫ5 , compared to its exact value of Ϫ1.9ϫ10
Ϫ5 as computed from all eigenvalues. This is again more than one order of magnitude less than the total errors, showing that ͑at least for the band-structure energy͒ the Chebyshev expansion used is sufficiently accurate for the Fermi distribution function applied. One should also note that the error ⑀ 2 can be positive or negative dependent on the special oscillating behavior of the Chebyshev approximation chosen.
Let us finally remark here that in the case of larger gaps one should estimate the error ⑀ 2 by explicitly taking the gap width into account setting the DOS to zero between E HOMO and E LUMO . The formulas for this case can be derived in a similar manner to those presented above.
Use of a confinement radius for the matrix H
This problem was already addressed in Ref. 30 . As these authors showed, when using the same confinement radii for H and H the maximum matrix element of the product SH ͓cf. Eq. ͑6͔͒ beyond this radius is at most of the same order of magnitude as the matrix elements of H at the cutoff radius. This means that the error in computed eigenvalues or band-structure energies due to the confinement of H is also of this order of magnitude ͑or smaller͒. 30 For our Hamiltonian, 31 the matrix elements at the cutoff radius of 6.1 a 0 are Ϸ1ϫ10 Ϫ3 hartree. This gives a relative error of about Ͻ10 Ϫ3 for our band-structure energies which is approximately of the same order of magnitude than the total errors for the a-C512 model considered above. ͓For diamond, this error is about one order of magnitude smaller because the next ͑fourth͒ nearest-neighbor shell is placed at 6.74a 0 .͔ To check the influence of the cutoff radius R H on the band-structure energy, we computed the relative error ⌬E bs for the radius R H ϭ6.1a 0 used above as well as for the radius R H ϭ7.0a 0 at which all our matrix elements in H naturally vanish. ͑Actually, we kept R H ϭR H in these computations because the increase in R H as shown by direct diagonalization only leads to a relative change in the total band-structure energy of 2ϫ10 Ϫ5 , and can therefore be neglected here.͒ The results for three different LOC radii R loc are presented in Table I . As can be seen, the use of the smaller radius R H results in an error of about 2ϫ10
Ϫ4 . This error is comparatively small for small LOC radii but becomes essential for larger ones. In that case, the increase of R H relative to R H or the increase of both cutoff radii may be useful. The reader may also notice from Table I that the computational cost of the present implementation scales approximately linearly with the number of atoms N H within R H and N loc within R loc . The numerical effort for computing the matrix H which scales quadratically with N H is in general small compared to the effort for performing all the projections ͓cf. Eq. ͑8͔͒. The total numerical effort of the present method, therefore, scales approximately as NN H N loc N Ch , where N Ch is the number of Chebyshev polynomials used as discussed above.
Finally in this paragraph, we should consider the numerical accuracy in the solution of the linear system of equations ͑6͒ for computing the matrix H . This accuracy is controlled by the condition number z of the overlap matrices occurring in Eq. ͑6͒. The numerical uncertainty in the solution for H is of the order of z units of the last figure in the absolutely largest matrix element of H. The condition number is given as the ratio of the absolutely largest to the absolutely smallest eigenvalue of a matrix. Since the overlap matrices are positive definite, these eigenvalues are in fact the extreme ones and can easily be computed by a Lanczos ͑recursion͒ procedure.
To estimate this influence, we computed the condition numbers for the orbitals used in the simpler Hamiltonian of Ref. 31 as well as for the Sankey orbitals used in Ref. 35 . In the latter case, the relatively large extent and overlap of the pseudoatomic orbitals in the case of carbon resulted in the largest condition numbers we found which turned out to be Ϸ36 ͑from extreme eigenvalues 0.093 and 3.37 in the a-C512 model mentioned above͒. For comparison, the number z for the more localized orbitals of Ref. 31 was only 4.7. Keeping the other influences discussed in this section in mind, these results imply that an 8-byte-precision arithmetic as used by us in solving Eq. ͑6͒ allows overlap matrices which have by several orders of magnitude larger condition numbers before any significant influence of this problem may be expected.
Use of a finite localization radius within the projection
According to the discussion carried out so far, the LOC radius R loc applied within the matrix multiplications for performing the projection ͓cf. Eq. ͑8͔͒ appears to be the most crucial parameter in the present scheme. For reasonable values of ␤ and N Ch , the choice of the LOC radius determines the accuracy of the projection method for LOC spheres containing up to about 100 atoms. This result can already be inferred from Table I . In Fig. 2 we investigated in more detail the influence of R loc on the band-structure energy E bs . We present the result for diamond and amorphous carbon; to reduce the effect of the finite cell size, we considered models with 512 atoms in both cases. To eliminate the influence of the confinement of H , the value R H ϭ7.0a 0 was used for both models. Furthermore, we applied the values ␤ϭ50 hartree Ϫ1 and N Ch ϭ100 in these computations. Figure 2 demonstrates the global decrease in the error ⌬E bs with increasing R loc . But it shows another important and unexpected result. The decrease in ⌬E bs is not always monotonic, as it would be in an analogous variational procedure. Increasing R loc in diamond from 7.4a 0 ͑including five nearest-neighbor spheres͒ to 8.8a 0 ͑seven nearest-neighbor spheres͒ results in an increase in ⌬E bs by about one order of magnitude. Outside this region there is still no significant reduction in ⌬E bs up to R loc ϭ10.7a 0 . In the amorphous model this behavior is to a large extent smeared out, leading to an almost monotonic decrease. This fact suggests that the stated effect is related to the symmetry of the crystal structure and consequently to the symmetry of the Wannier-like functions obtained within the projection. However, within the medium-range environment seen by the WF's, the amorphous structure is not as different from the crystal as needed to entirely blur the special radial dependence found in ⌬E bs .
To check this behavior, we recalculated the radial dependence of ⌬E bs using the more elaborate Hamiltonian by Sankey and Niklewski, 35 which is based on the Harris functional 46 and the evaluation of all three-center integrals ͑more detailed results and further applications of these investigations will be presented in a subsequent paper͒. With these computations, we could exactly reproduce the qualitative shape of the curves in Fig. 2 showing the deep minimum at 47 atoms and the second flat minimum at 123 atoms. The error ⌬E bs at the first minimum even reached negative values. This again indicates that the effect seems to be the result of the superposition of two errors of opposite sign, one representing the general increase in ⌬E bs with decreasing R loc , which, however, is modified by the way the projected functions spread through the crystalline environment during the matrix multiplications.
For comparison, we also investigated LOC regions which are determined by the number of bonds steps necessary to reach an atom. In this way we found that the region with the largest drop in energy ͑negative ⌬E bs for both Hamiltonians applied͒ is composed of all atoms within three bond steps starting from one central atom. This structure contains 41 atoms and is obtained from the minimum structure in Fig. 2 by breaking off eight-membered rings emanating from the central atom. Any further reduction in the number of atoms leads to an abrupt rise in the band-structure energy, whereas the enlargement of the LOC region after an increase in ⌬E bs results in a convergence to the exact energy from higherenergy values within numerical accuracy.
The observed behavior in ⌬E bs can be traced back to the amount of ''charge'' maintained at the initial basis orbitals when performing the projections. We estimated this charge by computing Mulliken's atomic gross populations N g for the Wannier-like functions resulting from the projection. The minimal-energy LOC regions discussed above are characterized by an increase in N g at the central atom and a corresponding increase in the norm of these functions by about 10 Ϫ3 . This is just the magnitude of the effect found in Fig. 2 . Apart from this fact, the radial dependence of the gross populations shows the expected exponential behavior but is again nonmonotonic with respect to the radius of the LOC region. We will investigate this radial dependence more thoroughly in Sec. IV, where we will start from more appropriate initial functions constructed from hybrid orbitals.
IV. COMPUTATION OF GENERALIZED WANNIER FUNCTIONS
The projection method as described so far works without explicitly calculating Wannier-like functions. In this section, however, we want to show how the method can effectively be used to compute such functions which are linearly independent and span the occupied subspace of the Hamiltonian. Furthermore, as has been known for a long time, 22, 40 orthogonal WF's in general have worse localization properties compared with nonorthogonal ones. We therefore investigate the localization behavior of our functions before and after orthonormalization. Furthermore, we will investigate how well approximate WF's which are truncated to certain LOC regions can be orthonormalized by a linear-scaling procedure. We want to emphasize here that it is not immediately clear how well an order-N orthonormalization should work at all. The reason is that in every orthonormalization ͑ON͒ step, localized functions will acquire some weight outside their previous LOC regions, but one has to truncate these functions to ensure the linear scaling of the method. Such a scheme, therefore, must not significantly increase the number of atoms in these regions.
The technique of applying ͑band͒ projection operators for computations of WF's within ordinary and one-dimensional perturbed crystals was already used several years ago in Refs. [41] [42] [43] . The projection method presented here is essentially similar in spirit to these former computations. However, the main differences, as described above, consist of the actual construction of our projection operators by a Chebyshev representation of the Fermi-Dirac operator instead of using any eigenfunctions, and in the formulation of the method as a real-space approach, thus allowing an effective linear-scaling implementation of this technique.
To obtain linearly independent WF's, a generally applicable procedure consists in selecting the correct number of initial functions at random. In systems with four valence orbitals per atom and as many electrons as the total number of valence orbitals, one could use two atom-centered functions per atom formed by random combinations of the atomic orbitals at one atom. However, such functions result in relatively large overlap values between the projected functions which in turn make their orthonormalization more difficult ͑especially in the presence of localization constraints͒. This also leads to inferior localization properties of the approximately orthonormalized Wannier-like functions. For locally well-relaxed structures we therefore prefer an approach which takes local physics in terms of bonding information into account. Such functions are especially easy to obtain in completely fourfold-coordinated covalent materials which are the systems of interest in this section. In these systems, a   FIG. 2. Relative deviation of the band-structure energy computed with the projection method from the value obtained by direct diagonalization of the secular equation, plotted in dependence on the localization radius R loc for two models of diamond and fourfoldcoordinated amorphous carbon containing 512 atoms.
natural choice for the initial functions needed to compute WF's is provided by the bonding combinations of (-like͒ hybrid orbitals which point in the direction of the bond between two neighboring atoms. 2, 20, 21 As shown by Des Cloizeaux 47 and Kohn, 48 orthonormal occupied WF's in the diamond lattice can be chosen to belong to the identity representation of the point group associated with the bond center between the neighboring atoms. Bonding pairs of hybrid orbitals already have all these symmetry elements, but their excess symmetry is broken during the multiplications with the Hamiltonian matrix. The suitability of hybrid orbitals as initial guesses for WF's can also be seen by considering the change of these functions after projection onto the occupied subspace of Ĥ . Table II contains the norms of the bonding and antibonding combinations of sp 3 hybrid orbitals in diamond before and after projection. The bonding hybrid pair changes only slightly and is to a large extent situated in the occupied subspace. Correspondingly, the antibonding pair disappears almost entirely during the projection. For comparison, we also included in Table II the norms for the functions generated by orbitals at one atom. These orbitals possess large contributions in both subspaces.
In fourfold-coordinated amorphous systems, bonddirected hybrid orbitals can be used in a similar manner as initial orbitals for WF's. They immediately lead to the correct number of Wannier states and again reflect the local symmetry of the structure. However, in amorphous systems these bond-directed orbitals are, in general, nonorthogonal also to the orbitals attached at the same atom.
In the following, we first investigate in more detail the properties of orthonormalized WF's in diamond as obtained by the projection method. Let us then discuss the generalizations needed and the results obtained for a model of fourfoldcoordinated amorphous carbon. To reduce the influence of the unit cell size, we use in all cases models containing 512 atoms.
A. Diamond
Let us first discuss the properties of our WF's obtained without any localization restrictions. In Fig. 3 we present Mulliken's atomic gross populations N g for the normalized functions immediately after projection ͑dots͒ and those functions obtained by a subsequent Löwdin orthonormalization ͑circles͒. One advantage of using hybrid orbitals as initial functions is that the functions resulting from the projection already have relatively small overlap values ͑0.031 in our case 31 for functions centered at neighboring bonds͒. This means that during a subsequent orthonormalization, these functions will not change very much. In fact, as can be seen, the largest changes occur at atoms within about 3 Å or two bond steps around the initial bond. The atoms forming the central bond and their nearest-neighbor atoms lose some weight, whereas the ''charge'' at the atoms one bond step farther away increases by about or less than one order of magnitude. The change in the weight at most of all other atoms is very small. In particular, the exponential decay does not noticeably change during orthonormalization when starting from hybrid orbitals. However, as we will show below, one must not infer from these results that an easy orthonormalization of these functions would be possible by simply truncating the tails of the projected functions when LOC constraints are used.
The global exponential decay of our WF's in diamond is clearly visible in Fig. 3 . This fact suggests that these bondrelated functions are close to the optimally localized orthonormal occupied Wannier functions in this system. Note that for overlapping energy bands exponentially localized Wannier functions are not uniquely determined; 48 instead different sets of such functions can be transformed into each other by unitary transformations. Apart from the exponential decay, however, the radial dependence of these functions is by no means monotonic in the ͑real-space͒ distance from the bond center. ͑We had already referred to this fact in Sec. III B.͒ One immediate suggestion is that the weight of a WF at a certain atom should also significantly depend on the number of bond steps needed to reach this atom when starting from the central bond. This dependence is demonstrated in Fig. 4 . In this figure, different symbols at the same realspace distance r describe different distances from the central bond in terms of bond steps. This ''bond-step'' distance is indicated in the lower panel of Fig. 4 . At the same distance r, atoms marked with diamonds are separated by more bond steps from the bond center than atoms marked with circles. The expected result here is that the diamonds in general also have lower gross populations than the circles ͑see the upper panel in Fig. 4͒ . However, both distances ͑the real-space distance r and the bond-step distance͒ are not yet sufficient to describe the spatial dependence of the WF's. In particular, there are frequent cases ͑compare the atom groups connected by dashed lines in Fig. 4͒ in which of two atoms with the same bond-step distance the more distant atom in terms of r acquires the larger weight within the WF. Note that these differences in N g can reach about one order of magnitude.
To gain a better understanding of this effect, we replot Fig. 4 ͑see Fig. 5͒ , but now different symbols at the same ''spherical'' distance r indicate different distances of these atoms from an axis along the direction of the central bond. This figure therefore describes the nonspherical spatial behavior of the WF's beyond the bond-step picture used above. Indeed, in all the cases just described ͑which again have been marked with dashed lines͒, the more distant atoms with the larger gross populations are situated closer to the bond direction than the corresponding atoms at smaller r. Furthermore, the diamonds which now describe larger distances or angles from the bond direction, are again mostly situated at smaller gross populations in the upper panel of Fig. 5 . This behavior is only weakened for atoms far away from the originating bond. We therefore conclude that the WF's in diamond are more ellipsoidal than one would expect from a picture where the decay of the WF's is determined by the spherical and bond-step distances alone.
To illustrate these quantitative results, in Figs. 6 and 7 we present the charge densities of the orthonormalized untruncated Wannier function in diamond as obtained with our Hamiltonian. 31 Figure 6 shows the charge density within a ͑110͒ plane which contains the nearest-neighbor bonds. The plane in Fig. 7 , on the other hand, is tilted around the central bond in the former plot to include the ''perpendicularly located'' second-nearest-neighbor atoms of the bond ͓͑211͒ plane͔. Note that the second-nearest neighbors in Fig. 6 and the second-nearest neighbors in Fig. 7 are just the atoms connected by the dashed line near 3 Å in Figs. 4 and 5 . Furthermore, the corresponding fourth-nearest-neighbor atoms in both charge-density plots are connected by the dashed line at 5.5 Å in the former figures. In accord with these examples, Fig. 6 shows a preferred ''flow of charge'' in the bond directions in the ͑110͒ plane. As we found, this spatial direction leads to larger weights of the WF's compared to the corresponding neighbors at the same bond-step distances but located perpendicular to the central bond in Fig. 7 . Independent of this discussion, both figures clearly show the accumulation of bond charge in the central region of the bond, the minor accumulation of charge at neighboring atoms, and the ''impressive'' nodal structure of the WF's created by the superposition of the 2s and 2 p atomic valence orbitals.
The nonspherical spatial behavior of the WF's has important consequences for the optimal shape of the LOC regions when one has to truncate these functions to obtain an order-N computational scheme. Unfortunately, we have not found a simple parametrization of such a LOC region, say, in form of an ellipsoid, where one could have fixed one parameter and vary the other one with respect to the accuracy desired. During the projection, when starting with hybrid orbitals, we therefore employ LOC regions determined by a critical number of bond steps, as was done in previous work using variational methods. 2, 20 After every ON step, however, we redefine each LOC region in such a way that it contains those atoms which have accumulated the largest weights within a WF. This dynamical reshaping of the LOC region takes the observed directional dependence of the WF's into account, and simultaneously allows these functions to expand to those atoms which have acquired significant weight during the ON process. As we found, this method results in a decrease in the remaining overlap values during an order-N orthonormalization by about one order of magnitude. Also note, as we will show in Sec. IV B, that this flexible scheme of defining LOC regions is not only useful in crystalline systems, but improves the computation of WF's in amorphous solids as well.
We have also compared different versions of the general Löwdin-related orthonormalization scheme with respect to using full or truncated overlap matrices. These results are reviewed in the Appendix. In general one has to decide whether to use one given overlap matrix for multiple ON steps, or to recompute this matrix for each new set of iterated functions. In our implementation the CPU time needed for computing the overlap matrix is small ͑of the order of onetenth͒ compared to the time for performing the projections. The most effective scheme, therefore, is to use repeated firstorder Löwdin iterations in conjunction with the dynamical determination of the LOC regions as described above.
When the atoms within a LOC region can change, one has to decide how the number of atoms may change there during an ON run. We do not allow the LOC regions to shrink; to prevent a distortion of the symmetry of the WF's in crystals, however, one then has to permit at least a slight increase in the number of atoms in these regions. One can minimize the growth of the LOC regions by, e.g., introducing a certain critical weight difference for additional atoms at the LOC boundaries. This leads primarily to an exchange of atoms altering the LOC region into a more ellipsoidal shape. To avoid such an additional parameter, one would have to leave all atoms within a LOC region which once have been there. Such an approach increases the accuracy of the orthonormalization, but is only reasonable as long as these regions do not expand up to the complete next ''bond shell'' of atoms. This does not happen in diamond, for which we will show the results of this latter version. Results with an almost constant number of atoms in the LOC regions will be presented for amorphous carbon in Sec. IV B.
The three columns of Fig. 8 demonstrate the results for the order-N orthonormalization of WF's in diamond starting from different LOC conditions. 49 In the first two columns, the initial LOC regions for performing the projection contain all the atoms within three bond steps starting from the originating bond. This number is 4 in the last column. Another distinction is the number of overlap values taken into account during the ON process. As it turns out, it is not necessary to compute the overlap between all overlapping WF's. The first and last column in Fig. 8 are characterized by using only the overlap values between functions for which the originating bond of one function is attached at an atom within the LOC region of the other Wannier state. In the middle column, we use the overlaps to functions which are centered up to two bonds apart from the atoms in one LOC region. According to the figure, let us refer to these three situations as ͑a͒, ͑b͒, and ͑c͒, respectively.
In the top panels of Fig. 8 , the full circles indicate the maximum of the ͑absolute͒ overlap values which are taken into account during an ON run. To check the maximum overlap between all WF's, the open circles in the same panels show the maximum of the ͑absolute͒ overlap values which are not included in an ON run. As another measure of the efficiency of an ON procedure, we have also computed the quantity
where here S i j are the overlap matrix elements between the Wannier states, and M is the total number of WF's. In our case, we normalize all WF's after every ON step; hence ⌬ 2 is just the square of the euclidic norm of the off-diagonal Wannier overlap matrix, divided by M to make this quantity independent of the system size. To reduce CPU time in an actual computation, of course, one would not want to calculate overlap values which are not used in the ON run. In this respect, the question arises, how well the efficiency of the ON procedure can be inferred from the included overlap values only.
Considering Fig. 8 , we first recognize that, when starting with hybrid orbitals, a small number of ON steps is sufficient to maximally reduce the largest overlap values. In our case, we reached a minimum of about 1.6ϫ10
Ϫ3 in cases ͑a͒ and ͑b͒ and about 5ϫ10 Ϫ4 in case ͑c͒. However, in cases ͑a͒ and ͑c͒ the ON process becomes inefficient when the overlap values included in an ON run reach the magnitude of the omitted values. In case ͑b͒, the LOC regions are much smaller than the regions where the overlap values are calculated. Therefore, the omitted overlap values are now negligible, but the WF's cannot form the tails necessary to reduce all the overlaps within the overlap regions. The process terminates ''by itself'' and is therefore a purely linear-scaling scheme with inclusion of an efficiency criterion.
However, the increase in the number of overlap values to be calculated when going from column ͑a͒ to column ͑b͒ does not significantly improve the accuracy of the ON scheme. Cases ͑a͒ and ͑c͒ are therefore more efficient approaches. Furthermore, when considering ⌬ 2 , we found that the procedure in general terminates after about four ON steps ͑when using hybrid orbitals as initial functions͒. Using this, it may be sufficient to extend the LOC regions by one bond to define an appropriate overlap region thereby greatly reducing the number of overlap values to be computed. Note that the final values attained for ⌬ 2 after four ON steps are about 1.7ϫ10 Ϫ5 in cases ͑a͒ and ͑b͒, and about 3.7ϫ10 Ϫ6 in case ͑c͒.
The full circles in the bottom panels of Fig. 8 show the increase in the number of atoms in the LOC regions. Remember that we did not remove any atoms from this region. In diamond, an increase occurs only during the first ON run; this extends the LOC regions from 56 to 80 atoms when starting with three bond steps, and from 110 to 130 atoms when starting with four bond steps. In the first case, the new atoms are exclusively four bond steps away from the central bond and marked ͑in the order of decreasing weight͒ with a, b, c, and d in Fig. 4 . In the second case, all new atoms are separated by five bonds from the original bond and marked with e, f , and g in the same figure.
As an example, in Fig. 9 we present the approximately orthonormalized and truncated WF's corresponding to column ͑a͒ in Fig. 8 . For comparison, we again indicated the gross populations for the unconstrained functions. We found that the truncation of the tail of the WF raises the weights at all atoms except the two atoms at the originating bond. As can be seen in Fig. 9 , the largest relative differences occur at the boundary of the LOC region. It is just the WF's centered beyond the boundaries of the LOC regions which produce the maximum remaining overlap values presented in the top panels of Fig. 8 . The truncation prevents a proper adjustment of the WF's to reduce these overlap values. On the other hand, the truncation reduces the weights at the two central atoms of a WF ͑by about 10 Ϫ3 , not visible in Fig. 9͒ which in general raises the mean energy of this WF.
B. Fourfold-coordinated amorphous carbon
As already mentioned, the technique of using bonding combinations of neighboring hybrid orbitals as the initial functions for computing Wannier states can be applied in completely fourfold-coordinated amorphous systems as well. However, there is the following difficulty related to this approach.
When using a minimal valence orbital set (s 1 p 3 ), it is in general not possible to compute orthogonal hybrid orbitals at fourfold-coordinated atoms, which point in the bond directions. One could solve a minimum problem to find those orthonormal hybrids which deviate least from these bond directions. It is, however, much easier to keep the hybrid orbitals in the directions of the bonds and to allow finite overlap values even for orbitals at one atom. As an easy way to find physically reasonable hybrids in this case, we compute the uniquely determined hybrid orbitals for all possibilities of selecting three of the four neighboring atoms, and then average over the resulting s and p characters. For the majority of atoms in a locally relaxed structure, the resulting overlap values are still very small. But even at locally distorted atoms, the initial overlap values are still significantly smaller compared, e.g., with the case of using random atomcentered functions.
We have computed the WF's in a model of fourfoldcoordinated amorphous carbon containing 512 atoms in the unit cell. This model is a relaxed version of the original system generated by Djordjevic, Thorpe, and Wooten, 39 which we used in Sec. III. This original model, however, contains a few atoms which are only threefold-coordinated within any reasonable nearest-neighbor distance. The subsequent relaxation 51 of this model based on the Harris ab initio Hamiltonian 35 improved the fourfold coordination of this system and, as a consequence, produced a structure with a large HOMO-LUMO gap of width ͑4.3 eV͒ slightly smaller than that computed for diamond ͑5.9 eV͒.
In Fig. 10 , we present the radial dependence of the gross populations for orthonormalized WF's without using localization constraints. Given are the averaged and maximum populations within distance intervals of 0.25 Å. For comparison, the dots indicate the corresponding WF's found in diamond. Figure 10 shows the clear exponential decay of our WF's even in the amorphous structure. This result is in accord with theoretical investigations 52 which verify the existence of exponentially localized WF's in nonperiodic systems obtained in some way from periodic ones. However, the amorphous structure shows a much greater variation of the populations within a certain distance interval compared with diamond. This is obviously the result of the local distortions of the atomic environments. Unlike diamond, the minimum gross populations even become negative in the amorphous structure. Although this is considered a deficiency of Mulliken's population concept, it again emphasizes the greater variations in the WF's in amorphous systems.
Considering the mean populations, it is remarkable that the exponential decay of the WF's has not significantly changed compared to the crystalline structure. It has been known for a long time 5, 6 that the exponential decay of the WF's stemming from nondegenerate bands depends on the position of the branch points which connect these bands in the complex k plane. The Wannier functions decay faster with increasing distance of these points from the real k axis. To estimate this decay, one usually relates this distance to the width of the smallest gap between the two connected bands. In our case of covalently bonded insulators, the falloff of the WF's would be determined by the gap between the valence and conduction bands. However, the LDA-based TB-like Hamiltonian 31 used in Fig. 10 shifts the conduction bands higher in energy which gives rise to an overestimation of the HOMO-LUMO gaps by a factor of about 1.5, and a slight increase in the ratio of the gaps in diamond and the amorphous system to 1.7. This displacement is, in a sense, similar to that created by a scissors operator, which leaves the valence bands and, correspondingly, the occupied Wannier functions unchanged.
Interestingly, our results agree with an early estimation given by Kohn 5 for the exponential decay of the WF's in one-dimensional TB-like systems. He found that a branch point between two bands in such systems may be situated close to the lower one of these bands, and that the decay of the WF's increases with the binding energy of these states. Indeed, the HOMO states responsible for the smallest falloff are reproduced with quite similar energies in our models for diamond ͑Ϫ8.1 eV͒ and amorphous carbon ͑Ϫ8.6 eV͒. This could therefore be the reason for the similar decay lengths found in Fig. 10 .
Finally, let us again investigate the properties of truncated WF's within an order-N orthonormalization. Unlike diamond, we kept the number of atoms in the LOC regions nearly constant. ͑This was done by choosing a relative critical weight difference for additional atoms at the boundary of the LOC regions of 0.1.͒ In the amorphous system, when allowing the LOC regions to expand, we found that they grow during several ON steps up to a saturated state which comprises approximately all atoms within the next bond shell of atoms. It is then better, however, to start immediately with larger LOC regions and to allow essentially only an exchange of atoms in these regions. This is done in Fig. 11 .
First note that the maximum initial overlap values between WF's are about one order of magnitude larger than in the case of diamond. This is a consequence of using nonorthogonal hybrids, especially at locally distorted atoms. However, as asserted above, the majority of the overlap values is still relatively small. This can be seen at the initial values for ⌬ 2 which are only slightly larger than the corresponding values in diamond. Furthermore, the fact that we prohibited a significant enlargement of the LOC regions leads in any case to a saturation of the maximum overlap values included in the orthonormalization. This saturation value is close to the magnitude of the neglected overlap values in cases ͑a͒ and ͑c͒ in Fig. 11 . Nonetheless, the maximum number of atoms included in one LOC region was 20 in cases ͑a͒ and ͑b͒ and 30 in case ͑c͒. As in diamond, this reordering of atoms was now primarily performed during the first ON run. Bearing these facts in mind, it is very encouraging that the final values achieved for ⌬ 2 are comparable to or even slightly better than those found in diamond ͓about 1.0ϫ10 Ϫ5 in cases ͑a͒ and ͑b͒ and 1.5ϫ10 Ϫ6 in case ͑c͒ after five ON steps͔. This seems to be an effect of the amorphous structure itself and will be the subject of further investigations. However, we again found the expected result that the use of expanding LOC regions even more reduces the final deviations from orthonormality-but this is associated here with almost a doubling of the number of atoms in the LOC regions and a corresponding enlargement of the localization range of these functions.
V. CONCLUSIONS
In this paper, we presented a generalized version of the order-N projection method developed by Goedecker and co-workers, 25 in which electronic properties of an insulating system are computed by explicitly performing a projection to the occupied subspace of the Hamiltonian. The method can now be used with nonorthogonal sets of basis orbitals thus allowing an effective application of this approach within local-basis ab initio Hamiltonians. The overlap between the basis states is taken into account by solving linear systems of equations SH ϭH within the cutoff radii of H as proposed by Gibson, Haydock, and LaFemina. 30 However, to increase the accuracy of the method it may be necessary to use somewhat larger cutoff radii for the computation of the matrix H .
We explored the projection method within two different computations using a simple non-self-consistent LDA-based Hamiltonian. 31 First, we investigated the accuracy of the scheme as a means of performing traces within the occupied subspace. This was done by computing the band-structure energy for models of crystalline and amorphous carbon containing up to 4096 atoms. A detailed discussion of the possible errors in the method showed how the relative deviation from corresponding results based on eigenvalue calculations can be reduced below 10 Ϫ5 . The most crucial parameter in the scheme is the extent of the localization regions for performing the traces. We found the interesting effect that, especially in crystals, the error in the band-structure energy upon increasing the localization radius decreases in a nonmonotonic way in the projection method.
Additionally to the band-structure energy, we give all necessary formulas for computing other electronic quantities including density matrices, the moments of the density of states, forces, and the electron density. In principle, the method can therefore be applied directly within moleculardynamics simulations as well as within self-consistent computational schemes.
As a second main application of the projection method, we investigated its use for computing first-principles Wannier-like functions in covalent insulators at zero temperature. In this paper, we restricted ourselves to completely fourfold-coordinated systems in which very efficient initial functions needed for performing the projections are provided by the bonding combinations of neighboring (-like͒ hybrid orbitals which point in the bond directions. This choice results in the correct number of exponentially localized projected functions which span the occupied subspace of the Hamiltonian. Furthermore, the use of hybrid orbitals results in relatively small overlap values between the projected functions. A subsequent orthonormalization can therefore be done with a small number of iterations ͑about 3-5͒.
We computed orthonormal Wannier functions without localization constraints as well as approximately orthonormalized functions with localization restrictions for models of diamond and fourfold-coordinated amorphous carbon containing 512 atoms. The radial dependence of the unconstrained functions was investigated in detail. At least within the first four ''bond shells'' which are determined by a constant number of bonds starting from the original bond, these functions turned out to be more ellipsoidal than the corresponding bond shells of atoms. Based on this result, we implemented an approximate linear-scaling orthonormalization scheme for truncated Wannier functions which employs a dynamical reshaping of the localization regions during the orthonormalization runs. With this technique, we could reduce the quantity ⌬ 2 ͓used for estimating the deviation from orthonormality, cf. Eq. ͑22͔͒ to about 10 Ϫ5 or 10 Ϫ6 for localization regions determined by three or four bond steps from the original bond, respectively. This was achieved with almost no or only moderate increase in the number of atoms in these regions.
In order to use the projection method for the computation of Wannier functions in general systems with coordination numbers less than 4, we need a scheme for the selection of the correct number of linearly independent initial functions in these systems. According to our experience with fourfoldcoordinated systems, it would also be highly desirable to retain the use of hybrid orbitals in such structures. This approach can still straightforwardly be applied if the undercoordinated atoms form conjugated bonds as in a number of molecules and fullerene systems. 2, 3 In more general structures, however, this pairwise selection of hybrid orbitals can no longer be used exclusively. In a subsequent paper, we will therefore present a quite general method, based on the evaluation of local Gram determinants, which nevertheless allows a selection of linearly independent hybrid functions.
Finally, we are currently exploring the use of our Wannier functions in computations of the electric polarization and the dielectric function as proposed recently. 27, 28 These ideas seem to open a field of very important applications of Wannier functions in the theoretical investigation of materials. We will present our results related to this approach in a future paper.
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We wish to thank P. Ordejón ͑1͒ In the sense of a perturbation theory, 42 the iterations ͑A1͒ reduce the overlap between the functions ͕͉ i ͖͘ in every step according to a power law. In fact, we found safe convergence even in cases where the largest off-diagonal matrix elements reached values close to 1.0 ͑as observed for Wannier functions created by random atom-centered orbitals͒. However, the price to be paid is that one has to recalculate the overlap matrix for every new set ͕͉ i Ј͖͘. This may be an essential point in cases where the computation of the overlap matrix determines the CPU time of the procedure. ͑2͒ It is obvious from the previous point that due to the repeated updates of the S i j matrix only relatively few iterations are necessary to achieve a desired accuracy in the orthonormalization. A maybe important technical consequence for large systems is that the same memory space can be used for storing the overlap matrix and the new WF's resulting from the ON steps.
͑3͒ When using truncated functions ͕͉ i ͖͘, the new functions ͕͉ i Ј͖͘ extend beyond these localization boundaries.
This means that in each ON step, in principle, one has to calculate an increasing number of overlap values. Of course, if one keeps the LOC regions fixed, the number of overlap values will remain invariant as well. However, as we pointed out in Sec. IV, the accuracy of such a linear-scaling orthonormalization scheme can be significantly increased by redefining the LOC regions. This in general increases the number of overlap values to be computed.
In order to avoid the recomputation of the overlap matrix, we have also examined an orthonormalization scheme which is based on an extension of series ͑A1͒: 
͑A2͒
Of course, series ͑A2͒, using a fixed overlap matrix, has worse convergence properties than the previous scheme. One can, however, improve the convergence behavior of Eq. ͑A2͒ by a technique which is similar to the overrelaxation method used for solving linear systems of equations. 12 For the original Löwdin equation xϭS Ϫ1/2 v, this method leads to the iterative process ͑given here for S ii ϭ1)
where f k ϭ(IϪkϩ1/2)/(IϪkϩ1), I denotes a prechosen total number of iterations (0рkрI), S off is the matrix S i j with the diagonal entries replaced with zeros, and t is an overrelaxation ͑or underrelaxation͒ factor ͑here often tϷ 0.75-0.95͒. The advantage of Eq. ͑A3͒ is that one ͑full or truncated͒ overlap matrix can be used for multiple ON steps. In fact, we found remarkable convergence improvements in cases with not too large euclidic norms of S off ͓cf. Eq. ͑22͔͒. Unfortunately, the convergence of Eq. ͑A3͒ can still happen to fail or becomes rather slow for larger initial deviations from orthogonality ͑as observed for random atom-centered WF's͒. Moreover, as already pointed out, the CPU time needed for computing the overlap matrix turned out to be small compared to the time for performing the projections. The best results have therefore been found with use of the first-order Löwdin iterations ͑A1͒ in conjunction with the dynamical determination of the LOC regions described in Sec. IV.
