Abstract-Constrained optimization techniques are studied in this paper for direct design of linear multichannel equalizers. Novel blind algorithms are derived by minimizing the equalizer's output variance subject to appropriate constraints. The constraints are chosen to guarantee no desired signal cancellation, and their parameters are jointly optimized to maximize the signal component at the output. The resulting blind algorithm was observed to have near optimal performance at high signal-tonoise ratio, i.e., close to the performance of the trained minimum mean-square-error receiver. Also, the proposed method is not sensitive to the color of the transmitted sequence. Analytical expressions are derived to quantify the algorithm's performance.
I. INTRODUCTION
M ULTIPATH effects and intersymbol interference have always presented major obstacles in high-speed transmission through a wireless medium. The high data rates of current cellular time division multiple access (TDMA) systems (e.g., [1] ) further complicate the problem, requiring sophisticated channel equalization and signal processing techniques at the receiver [1] . Diversity combining is also typically employed, where possible, to guard against channel fading [19] .
While both channel equalization and diversity combining are hardly new ideas in digital communications, their synergies and consequent implications had not been fully explored until recently. The pioneering work of Tong et al. [23] , initiated a renewed interest in single-input-multiple-output (SIMO) problems by showing that when multiple channels are available, they can be blindly estimated using only secondorder statistics. The possible introduction of diversity through fractional sampling at the receiver has also received considerable attention [22] , [23] , [29] .
One might argue that the SIMO setup is inadequate to describe the cochannel interference which is present in many wireless applications. However, the SIMO framework is directly applicable to situations where cochannel interference is weak and can be neglected, e.g., in cellular systems with power control and large cluster size. Furthermore, the SIMO Manuscript received August 26, 1997; revised January 11, 1999 . This work was supported in part by the National Science Foundation Grant NSF-NCR 9706658, NSF-CCR CAREER 9733048, and the Army Research Office Grant DAAG55-98-1-0224.
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scenario has great theoretical importance. It is usually the first step in developing algorithms which may be later extended to the multiple-input-multiple-output (MIMO) case. It is therefore not surprising that the SIMO equalization problem has attracted significant attention.
Most of the work in this area has focused on channel estimation [11] , [18] , [23] for the case where no training data are available. For many applications, the feasibility and/or desirability of a completely self-recovering system has yet to be determined. However, the techniques developed in this research may be combined with classical trained equalization methods to yield improved semiblind systems [3] , [6] , [9] .
An added disadvantage of some blind channel equalization techniques is that the equalizer parameters are not provided directly as in the case of trained or constant modulus algorithm (CMA) based equalization [4] , [24] . They rather rely on a two-step procedure of estimating the channel first and then constructing the equalizer based on the channel estimates. Since the channel estimation errors are not taken into account in the second step, the resulting equalizer is not optimal. For this reason, recent efforts have focused on direct design of the equalizer [7] , [8] .
The goal of this paper is to derive optimal solutions for the direct equalizer design problem with performance close to that of the trained minimum mean-square-error (MMSE) equalizer. The proposed method is based on constrained optimization ideas widely used in array processing and beamforming problems [30] .
There have been many instances of fruitful exchange of ideas between the array processing and system/channel identification areas. In particular, the multichannel deconvolution problem has strong analogies with the beamforming and direction of arrival (DOA) problems [19] . In fact, one of the most successful blind estimation techniques, the subspace method proposed by Moulines et al. [18] , borrowed ideas from corresponding subspace DOA algorithms (e.g., [21] ). However, this analogy has not been fully explored, and a host of techniques developed in the context of adaptive beamforming have not been exploited.
In this paper, we apply constrained optimization ideas on the multichannel equalization problem. These ideas were originally developed in the design of minimum variance distortionless response (MVDR) and Capon beamformers (e.g., [14] ). We study the applicability of these methods to the current problem and derive novel, blind equalization algorithms. We optimize their performance and establish appropriate identifiability conditions. Based on these conditions, we study the performance of the blind method at high signal-to-noise ratio (SNR) and compare it to that of the trained MMSE equalizer.
Similar to subspace methods (e.g., [18] ), our approach requires no common zeros among the multiple channels. In addition, it requires knowledge of the channel order . Papers that estimate the channel order can be found in [10] and [17] .
Constrained optimization methods have been used successfully (although in a different context) for interference suppression in multi-user code division multiple access (CDMA) systems [13] , [25] , [28] . However, for the current narrowband multichannel system, the case of multiple users is outside the scope of this paper.
The rest of the paper is organized as follows. In Section II, the system model and problem statement are developed. Constrained optimization methods are proposed in Section III, while their applicability and performance are studied in Section IV. The connections with existing methods are explored in Section V, while some simulation examples are provided in Section VI. Finally, conclusions are drawn in Section VII.
II. PROBLEM STATEMENT
Let us consider a system with linear modulation, where the user transmits symbols taking values from a finite set (e.g., quadrature amplitude modulation). Then the transmitted baseband signal is 1 (1) where is the transmitter's spectral shaping pulse and is the symbol period. We assume that the signal is received through receiving antennas or other diversity channels. Oversampling at the receiver may also create diversity channels provided that excess bandwidth is available [23] , [26] , [29] . Let the th antenna receive the signal through paths with different angles and/or delays , . Then the received baseband signal is (2) where is the th path's complex gain, is the gain of the th antenna for direction , and is the impulse response of the combined transmitter and receiver filters. Finally is Gaussian additive noise. All 's are assumed constant, which corresponds to a system with channel coherence time larger than the packet period.
If we collect the signals from all antennas in a vector , , , then from (2) we obtain (3) 1 We use subscript c to denote continuous-time signals. where and (4) Finally, if the received signal is sampled at the symbol rate, then we arrive at 2 (5) where , . The discrete-time impulse response model of (5) corresponds to a SIMO system as shown in Fig. 1 . The following assumptions will be imposed on the model of (5) is white Gaussian, zero-mean noise with covariance matrix ; AS3)
is a multichannel finite impulse response (FIR) with order ; AS4) the -transforms of the impulse responses , have no common zeros. AS1)-AS3) are common assumptions in communications problems, although in some cases they may not be satisfied. AS4) is also important in multichannel equalization and has been the subject of past studies [29] .
The goal of this paper is to design a multichannel equalizer based on the model of (5). If we focus on FIR linear equalizers, the problem is equivalent to determining a vector which, when operating on the received data, provides an estimate of the transmitted signal with a possible delay of samples. Let have length and let us collect received vectors in , , , ; then we consider the equalizer (6) If training samples are available, the design of can be formulated as a standard Wiener estimation problem and solved using well-known batch or adaptive methods (e.g., [12] ). In the absence of training samples, however, the problem becomes more challenging.
In this paper, we explore constrained optimization methods to derive optimal blind equalizers. We integrate ideas from beamforming and array processing problems, which share common features with the current formulation of (5) and (6) . In order to further reveal these analogies, let us use (5) to write as (7) where
is a block Toeplitz matrix, , , , , and , , ,
. The description of (6) and (7) emphasizes the analogies with beamforming applications where we wish to suppress interference from other "sources." Recall that the standard beamforming problem is defined by (9) where the vector of represents all sources and the columns of correspond to the signatures of those sources. By comparing (7) with (9), it is clear that suppression of intersymbol interference in (7) is analogous to suppression of interfering sources in (9) . This description will be exploited in the following to derive blind equalizers.
III. CONSTRAINED OPTIMIZATION METHODS
In certain array processing applications the direction of arrival and signature of the user of interest is known or estimated [i.e., is known in (9) ]. In that case, a popular beamforming approach is to minimize the array output variance while constraining the response of the array to the user of interest to a constant (e.g., [14] ). In this way, the MVDR beamformer suppresses interfering users without impeding the signal of interest.
Given the similarities of (7) and (9), one might wonder whether such constrained optimization ideas are applicable to the current framework. Here, the signature of each contributing symbol (or "source") is the corresponding column of . Let us denote by the th column of , i.e.,
Then, the MVDR principle would translate into the following optimization problem subject to (11) where . The solution can be derived in closed form using Lagrange multipliers and is given by (e.g., [30] ) (12) while the minimum output variance achieved is MV (13) Notice that the solution (12) differs from the optimal MMSE equalizer by a scalar multiple only (e.g., [12] ), since is a multiple of the cross-correlation vector . Hence, the MVDR and MMSE equalizers are expected to exhibit identical performance with respect to output signalto-interference-plus-noise ratio (SINR).
The optimal performance of MVDR beamformers explains their popularity. It should be stressed however, that they do not represent blind solutions since they require knowledge of the signature . Extensions of MVDR ideas to the case of unknown signatures were investigated by Capon providing blind solutions [2] . His approach was to design an MVDR solution for every possible (hypothesized) angle of arrival; then select the one with the maximum output variance. The rational for this max/min approach is that one should seek to maximize the signal component at the output (after the interference has been suppressed).
In the current setup the signature is given by [cf. (8)] (14) for . Notice that is linearly parameterized by the channel coefficients (15) i.e., it can be written as (16) where denotes the identity matrix. Hence, a Capon equalizer in the current setup would be the solution to the following optimization problem: subject to (17) where we use "hat" to denote the dummy variables of optimization. Substituting the optimal solution (13) in (17) we obtain the equivalent problem (18) where we eliminated the constraint by multiplying the cost function with and making it insensitive to the length of . By further manipulating (18) we obtain (19) where the last equality is due to the fact that [cf. (16)]. The cost function in (19) is a Rayleigh quotient, and hence the solution is the eigenvector corresponding to the minimum eigenvalue of . Finally, once has been determined, the Capon equalizer is given by (12) .
A related algorithm can be derived from a different viewpoint through an optimization problem with multiple constraints. Consider the optimization problem subject to (20) where is a parameter vector to be determined. The constraints of (20) also guarantee a constant response for the signal of interest constant (21) Similar techniques in array processing are referred as "generalized sidelobe cancellers." The solution to (20) is (e.g., [14] ) (22) while the minimum achieved variance is MV (23) Notice that in this case too, the minimum output variance depends on , hence the same max/min ideas are applicable. Therefore, may be determined as the vector maximizing the minimum variance of (23) (24) The cost function in (24) is also a Rayleigh quotient and in fact the solution is identical to that of (19) . The steps of the proposed algorithm are summarized in Table I . This algorithm presents a complete solution for the design of batch linear equalizers. Adaptive versions are certainly possible, and they are the focus of our current research. However, details on adaptive implementation are outside the scope of the present paper.
Capon and generalized sidelobe canceller (GSC) beamformers are known to provide good performance in array processing applications. The applicability of such approaches in the current framework, however, is not clear from the discussion up to this point. In Section IV, we investigate the conditions under which this approach is viable and we study its performance. It turns out that under standard assumptions AS1)-AS4) the proposed method can successfully equalize the received signal with a performance which is asymptotically close to that of the MMSE receiver.
IV. PERFORMANCE ANALYSIS
We consider the output SINR as a performance measure for our analysis. Here the interference comes from other interfering symbols rather than from other users. In our simulation studies we observed an SINR performance close to that of the MMSE equalizer for a wide range of SNR (see Section VI). We have managed to back up these observations with analytical results for the high SNR region. In particular, in the following we show that as SNR : • the parameter vector obtained from (19) Proof: The proof relies on applying the matrix inversion lemma (e.g., [12] ) to (25) to obtain (30) By pre-and postmultiplying (30) by and , we arrive at (26) . By further using and the fact that (31) in (26) obtain (27) . We can see from (27) that (32) as . Hence, the eigenvector minimizing (19) converges to the null eigenvector of . Notice that the solution qualifies for a null eigenvector since and is orthogonal to the noise subspace . The question that remains to be answered is whether the solution is unique, i.e., whether has a unique null eigenvector, or its null subspace has dimension greater than one.
The following proposition clarifies the conditions which guarantee unique identifiability.
Proposition 1: Under AS1)-AS4) and the assumption AS5a) AS5b) there does not exist independent from such that .
Proof: See Appendix A. AS5b) imposes some restrictions on the choice of the lag . According to AS5b), is not allowed to take any of the first or last allowable lags, and is in this way restricted to the central area of the allowable window. However, it has been observed in simulations [7] that the best lag is usually around the center of the window. Therefore, AS5b) does not present a severe limitation and is not expected to have adverse effects on the system's performance.
By combining the identifiability result of Proposition 1 with our convergence discussion, we conclude the following result.
Proposition 2: Under AS1)-AS5) and if is the minimizer of (19) , then as Proposition 2 shows that the method can be used as a channel estimator at high SNR. In the current setup however, we are more interested in a complete equalizer design by combining (19) with (12) or (22). We next investigate the SINR performance of an equalizer derived through this constrained optimization approach.
A. SINR Analysis
For a general linear receiver , the output SINR is defined as SINR (33) where is the correlation matrix due to the signal of interest, while is the correlation matrix of the interference and noise.
Substituting We now turn our attention to SINR . If we substitute from (22) in (33) we obtain (37) shown at the bottom of the page. After some manipulation and using the fact that and i.e., are the minimum eigenvalue/eigenvector of we obtain SINR (38)
In order to express SINR as a function of , we first establish the following result using perturbation theory.
Lemma 2: If is expressed as a function of as in (27) , then its minimum eigenvalue/eigenvector are given by
where denotes the pseudoinverse.
SINR (37)
Proof: See Appendix B. Substituting (39) in (38) and noting that since is a null eigenvector of and , we may write Equations (29) and (43) provide the proof for the following proposition.
Proposition 3: Under AS1)-AS5) and if , are obtained from (19) and (22), respectively, then SINR SINR as where Our simulation results confirm the conclusion of Proposition 3. While generally depends on the channel parameters, it was observed in several occasions to be a small penalty (less than 1 dB). However, the SINR was not always observed to be monotonically decreasing with . Hence, there might be room for further performance analysis results for the low SNR region. This effort however, is beyond the scope of the current paper.
V. DISCUSSION
In this section, we would like to put our method into the context of existing subspace methods [18] by briefly discussing their differences and similarities. The method of [18] is based on the orthogonality of the desired signal with the noise subspace . Our method also implicitly exploits the same principle [see discussion after (32)]. Although our method does not have to explicitly estimate the signal and noise subspaces [see (19) ], it still requires knowledge of the system order similar to [18] . It can be shown that the identifiability result in Proposition 1 does not hold if is overestimated. Therefore, the method is not applicable to cases where the channel order is unknown.
Another common feature of our method and that of [18] is that they are both insensitive to the color of the input. Indeed (30) and (32), as well as Propositions 1 and 2, hold regardless of the color of . We only use the whiteness of in Section IV to simplify the SINR analysis.
VI. SIMULATIONS
In our simulations, a communication system with BPSK modulation and a raised cosine pulse shaping filter with 0.25 was used. The transmitted i.i.d. signal, taking values { 1, 1}, was passed through a three-ray multipath channels to arrive at a receiver with several antennas. Results for four up to ten antennas spaced at half wavelength ( ) are presented. The channel effects were simulated according to (2) . The gain for each path was set to one ( 1) . The symbol period was 5 s, 3, and the two delayed signals arrived with delays of 5.5 s, 8 s, respectively, resulting in a channel of length equal to 3 bits. The first arrived signal and other delayed copies reached each antenna at angles of -30 , 15 , -4 . An ideally calibrated narrowband sensor array was assumed with th sensor response for direction as , as is common practice in array signal processing [14] . According to the identifiability conditions, we collected 9 samples at each antenna and chose 5. We implemented the proposed receiver according to Table I and compared it with the MMSE receiver in terms of output SINR for a wide range of input noise levels (from 10 dB to 30 dB). Fig. 2 compares the performance of the proposed method with that of the MMSE receiver for 4, 6, 8, 10 antennas [ Fig. 2(a)-(d) , respectively] using ideal correlation estimates for both equalizers. It can be seen that the difference between SINR and SINR approaches a small constant at high SNR. Notice that the performance of both the MMSE and the proposed method improves as the number of antennas increases. However, their difference does not necessarily become smaller. For example, in Fig. 2 the proposed method agrees most closely with the MMSE when there are six antennas.
The ratio of SINR SINR is plotted in Fig. 3 versus SNR for the case of 6 antennas. Notice that the SINR ratio tends to the limit 0.96 which is the same as that computed according to Proposition 3 ( turns out to be 0.0408 in this case). The dashed line in Fig. 3 represents the theoretically predicted limit.
Next we compared the performance of our proposed batch algorithm with that of the subspace method in [18] and the direct blind equalizer in [8] with delay . The method of [8] deals with -fractionally sampled data while our method uses samples from antennas. In order to implement the method of [8] in the current setup, we exploit the wellknown equivalence between fractional sampling and multiple antennas [23] . In particular, the method of [8] uses a data window of of the oversampled data (see [8, (3) ]). It can be shown that in our framework, this maps to a data window of , , , , .
The proposed equalizer was implemented according to (19) and (22) . An estimate of the correlation matrix was used in Fig. 4 shows that the channel estimates obtained from [18] (dashed line) are more accurate than those from the proposed method (solid line). The mean square estimation error (log scale) is plotted in that figure versus the number of collected snapshots. Despite the better channel estimates, however, the proposed equalizer exhibits better performance than an MMSE equalizer derived from the estimated channel according to [18] . This can be verified in Fig. 5 , where the output SINR of the proposed method (solid line) and that of [18] (dashed line) are plotted versus the number of collected snapshots. The method of [18] achieves worse performance, illustrating the deficiencies of a two-step approach compared with a direct equalizer design one.
Finally, we should point out that we only implemented the method of [8] for the case in Fig. 5 . Extension of [8] to the case is not straightforward, as it requires estimates of the noiseless data correlation matrix (see [8, (33) ]). In our method, the case does not need this estimate or any further computations.
VII. CONCLUSIONS
The integration of array processing ideas into the equalization context has resulted in significant progress in the past [18] . It appears, though, that there is room for further fruitful interaction between those two areas. In this paper, we exploit constrained optimization methods, widely used in array processing and beamforming problems, for developing novel blind equalizers. The resulting algorithms have near optimal performance and are not sensitive to the color of the input. Further research is needed to evaluate the performance of these methods in low SNR and develop adaptive implementations. Proof: The proof is based on the structure of this matrix as depicted in Fig. 6 , and proceeds through the following three steps.
APPENDIX
1) The first rows of form a block Sylvester matrix with block rows (see Fig. 6 ). From AS5b), , and if AS4) is satisfied, the Sylvester matrix has full rank (e.g., [15] ). Therefore has full rank. 2) Through similar reasoning the last rows of from a full block Sylvester matrix [notice from AS5b) that ]. Hence has full rank.
3) Matrix
contains an identity submatrix with rows (see Fig. 6 ). Hence, the corresponding rows of can be zeroed using column operation. This will not affect the rank of according to 1) and 2). Hence has full rank due to its construction from nonoverlapping blocks of full rank submatrices (see Fig. 6 ).
APPENDIX B PROOF OF LEMMA 2
According to perturbation theory [20] 
