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PREFACE
I entered in the field of research by studying the cloud radiative forcing over Antarctica at 
the Institute of Atmospheric and Oceanic Sciences (now Institute of Atmospheric Sciences 
and Climate), which is part of the Italian National Research Council, in Bologna. As “first 
love is never forgotten”, in the following years I always tried, when possible, to direct my 
research back to the original objective, the cloud radiative forcing over snow and ice. I have 
been very lucky because I have had plenty of resources, freedom and support to choose the 
subject of my research, but still my favourite topic is only marginally addressed in the 
present thesis. The reason why clouds have been so difficult to reach is that I was often 
stacked with some problems at the surface, which needed to be solved first. Therefore, my 
thesis is largely about surface albedo, although the title of the initial drafts of papers II and 
VI was related to cloud radiative forcing.
Almost all the work included in this thesis has been physically carried out at the 
Finnish Institute of Marine Research (FIMR), where I was sitting for almost nine years, 
although for most of the time I was officially employed in the University of Helsinki. Most 
of my research has been financially supported by the Academy of Finland through two 
Antarctic projects. I have received funding also from the Finnish Institute of Marine 
Research, from the Centre for International Mobility (CIMO), from the ARTIST project 
(financed by the European Commission in the 5th Framework Programme for Environment 
and Climate), from the Lapland Foundation of the Finnish Cultural Foundation 
(Nordenskjöld Scholarship), and lately from the Finnish Meteorological Institute (FMI) and 
the DAMOCLES project (financed by the European Commission in the 6th Framework 
Programme for Research and Development). 
I am truly indebted to many people, for the accomplishment of this work. Teodoro 
Georgiadis, supervisor of my master thesis in Bologna, Italy, introduced me to the polar 
world and to the analysis of radiation data. But even more important, he encouraged my 
passion for the research, he contributed in raising my self-confidence making me to believe 
that I could become a scientist, and finally he sent me to Helsinki, to work with the colleague 
who was going to become my husband. I express my deepest gratitude to Prof. Hannu 
Savijärvi, who has supervised my work giving highly professional guidance while being 
always very encouraging and supporting. I also warmly thank Prof. Jouko Launiainen, who 
friendly welcomed me in his research group at FIMR, and made available to me the high 
quality radiometric instrumentations of FIMR, giving the chance to participate in several 
fascinating research expeditions, from the Bay of Bothnia down to Antarctica. I wish to 
thank Carl Fortelius, Prof. Sylvain Joffre and Prof. Yrjö Viisanen for employing me at the 
Numerical Weather Prediction group in FMI, were I found a highly stimulating and friendly 
environment. I have been delighted to collaborate with scientists who enriched me from both 
scientific and human point of views, and who are coauthors in the papers included in this 
thesis. Finally, I am grateful to Timo Vihma and Petri Räisänen for their comments on an 
earlier version of the summary part of the thesis, and to Prof. Thomas Grenfell and Prof. 
Stephen Warren (both from the University of Washington, Seattle, USA) for their valuable 
comments and accurate revision of the thesis. 
Most of the thoughts included in this thesis have been thoroughly discussed with my 
husband Timo, during the working hours or more often at home. Many of the findings 
presented here are indeed a result of these discussions. Timo’s enthusiasm for research, 
during the field work, while concentrated in front of the computer or lying on the sofa 
reading scientific papers has truly inspired me. All this, together with his love and 
continuous support, made this work possible, and made me happy to carry it out. 
Helsinki, October 2008    Roberta Pirazzini 
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1 INTRODUCTION
Polar Regions are an energy sink of the Earth system, as the Sun rays do not reach 
the Poles for half of the year, and hit them only at very low angles for the other half 
of the year. The ice and the overlying snow layer insulate the Arctic surface from the 
warm ocean, thus the winter surface temperature can drop to about -40 ?C (Persson et 
al., 2002). In winter, cyclones approaching from lower latitudes are the main heat 
source for the Polar Regions, and the atmosphere-surface heat transfer takes place 
through turbulent mixing and longwave radiation, the latter dominated by clouds. 
During the Arctic summer, the pronounced surface melt induced mostly by solar 
radiation, warm air advection, and longwave radiative heating from clouds and water 
vapour, cause a pronounced snow and ice metamorphism and an extensive sea ice 
reduction, which strongly lower the mean Arctic surface reflectivity (also known as 
surface albedo), with a large impact on the surface energy budget. In Antarctica, the 
sea ice extent exhibits an annual cyclic variation that is even larger than in the Arctic, 
but, with the exception of few coastal sites, snow undergoes a less pronounced 
metamorphism and does not significantly decrease its albedo, due to the lower 
summer temperatures over the continent. 
In the recent decades, the near-surface Arctic temperature has experienced a 
rapid increase, associated with a pronounced decline of the sea ice thickness and 
extent (Comiso et al., 2008). A parallel pronounced warming trend has been recorded 
also over the Antarctic Peninsula, with a concomitant significant reduction of the sea 
ice concentration over the Bellingshausen and Amundsen Seas (Vaughan et al., 
2003). These regional warming trends (more than 1.5?C during the second half of the 
20th century) are about three times larger than the mean global near-surface warming 
trend. Significant warming trends have also been observed in the lower and middle 
troposphere, both over Antarctica (Turner et al., 2006) and over the Arctic 
(Graversen et al., 2008; Vihma et al., 2008). In contrast, the total mean sea ice extent 
in Antarctica has increased by 0.9 ? 0.2% per decade during the period 1978-2006 
(Comiso and Nishio, 2008).  
The observed rapid climate changes at high latitudes are in large part 
attributed to the increased greenhouse emissions induced by human activities 
(Serreze and Francis, 2006; Meehl et al., 2007). However, in Polar Regions the 
surface air temperature experiences stronger multidecadal variability than at lower 
latitudes (Polyakov et al., 2003), thus it is particularly challenging to separate the 
effect of long-term natural variability from anthropogenic effects. Some climate 
changes have partly been related to changes in the large-scale circulation, the 
variability of which is dominated by the Northern and Southern Annular Modes 
(NAM and SAM, respectively) in the two hemispheres. Anomalies in these 
circulation patterns are consistent with the observed anomalies in cyclone activity 
and heat and moisture transport to Polar Regions (Thompson and Salomon, 2002; 
Zhang et al., 2004; Wang and Key, 2005). On the other hand, anomalies in snow and 
sea ice extent produce anomalies in the circulation patterns (Alexander et al., 2004; 
Rinke et al., 2006a), thus the underlying cause of this effects is not clear.
The atmosphere-cryosphere-land-ocean interactions over Polar Regions are 
complicated by the many feedback processes that act to cancel or reinforce each 
other. An important mechanism that contributes to the polar amplification of the 
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global warming is the positive feedback that links snow and ice albedo changes to 
temperature changes: a temperature increase favours a decrease in albedo, which 
leads to an increased absorption of solar radiation, which in turn causes more 
warming and more albedo reduction. There is a large disagreement in the modelling 
community about the strength of this feedback: the spread of the model results is 
mainly related to the spread of the model responses to changes in snow and ice 
cover, which is due to different assumptions and degrees of complexity in the snow 
and ice parameterizations (Holland et al., 2006; Qu and Hall, 2007). 
Recent extensive model validations and inter-comparisons over the Polar 
Regions (Tjernström et al., 2005; Rinke et al., 2006b; Sorteberg et al., 2007; Liu J. et 
al., 2008; Wyser et al., 2008) have demonstrated large model deficiencies, especially 
concerning surface albedo, sea ice and cloud parameterizations, and the treatment of 
heat and moisture advection. The large errors in the simulations of the present-day 
climate translate into a large scatter among the model predictions of future climate 
over the Polar Regions (Holland and Bitz, 2003). Therefore, to improve the 
performance of climate and operational models, there is a strong need to better 
understand and quantify the processes essential for the climate system in Polar 
Regions.
The aim of this thesis is to improve the knowledge about the surface and 
atmospheric processes that control the surface energy budget over snow and ice, with 
particular focus on albedo during the spring and summer seasons, on horizontal 
advection of heat, cloud longwave forcing, and turbulent mixing during the winter 
season. The critical importance of a correct albedo representation in models is 
illustrated through the analysis of the causes for the errors in the surface and near-
surface air temperature produced in a short-range numerical weather forecast by the 
HIRLAM model. Then, the daily and seasonal variability of snow and ice albedo 
have been examined by analysing field measurements of albedo, carried out in 
different environments. On the basis of the data analysis, simple albedo 
parameterizations have been derived, which can be implemented into thermodynamic 
sea ice models, as well as numerical weather prediction and climate models. Field 
measurements of radiation and turbulent fluxes over the Bay of Bothnia (Baltic Sea) 
also allowed examining the impact of a large albedo change during the melting 
season on surface energy and ice mass budgets. When high contrasts in surface 
albedo are present, as in the case of snow covered areas next to open water, the effect 
of the surface albedo heterogeneity on the downwelling solar irradiance under 
overcast condition is very significant, although it is usually not accounted for in 
single column radiative transfer calculations. To account for this effect, an effective 
albedo parameterization based on three-dimensional Monte Carlo radiative transfer 
calculations has been developed. To test a potentially relevant application of the 
effective albedo parameterization, its performance in the ground-based retrieval of 
cloud optical depth was illustrated. Finally, the factors causing the large variations of 
the surface and near-surface temperatures over the Central Arctic during winter were 
examined. The relative importance of cloud radiative forcing, turbulent mixing, and 
lateral heat advection on the Arctic surface temperature were quantified through the 
analysis of direct observations from Russian drifting ice stations, with the lateral heat 
advection calculated from reanalysis products. 
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This thesis is organised as follows. Chapter 2 gives a general description of 
some aspects relevant for the surface energy budget. In order to underline the 
background motivation and relevance of the studies presented in the thesis, Sections 
2.2 and 2.3 illustrate the complex role played by surface albedo and clouds in 
affecting the polar climate, and the model deficiencies in reproducing the 
observations. Chapter 3 introduces the snow and ice albedo. To put the albedo 
measurements analysed in the thesis into a broader perspective, Sections 3.3 and 3.4 
give a general description of the albedo variability over the sea ice and over the 
Antarctic ice sheet. Chapter 4 begins by introducing the general problems in the 
albedo parameterizations (Section 4.1), and then presents the results of PAPERS I to 
IV, i.e. the studies on albedo variability and albedo heterogeneity, and the derived 
albedo parameterizations. Chapter 5 synthesizes the study carried out in PAPER V on 
surface energy and ice mass budgets over the Baltic Sea during the spring snowmelt 
season, while Chapter 6 describes the effect of cloud radiative forcing, turbulent 
mixing, and lateral heat advection over the Central Arctic surface and near-surface 
temperature in winter, discussed in PAPER VI. Chapter 7 summarizes the main results 
of the thesis. 
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2 SURFACE ENERGY BUDGET OVER SNOW AND ICE
2.1 FACTORS CONTROLLING THE SURFACE ENERGY BUDGET
Polar and Sub-Polar Regions have a peculiar radiation regime, characterized by a 
null or minimal presence of sunlight during the winter and a more or less continuous 
presence of sunlight during the summer, with short intermediate seasons. Snow and 
ice over land and sea surfaces, whether they permanent or seasonal, strongly affect 
the local radiation balance, and, thus, also the climate and large scale circulation. 
One of the most important characteristics of ice and snow is their high albedo, i.e. the 
property of scattering large part of the visible radiation back to the atmosphere. 
Absorption of solar radiation increases in the near-infrared wavelengths (~ between 
0.8 and 2.5?m), and in the infrared wavelength band (4?m-50?m) snow is almost a 
black body, with an emissivity of 0.96-0.99. As only 0.4% of the solar incoming 
energy has wavelengths greater than 5?m, and only 0.4% of the radiation emitted by 
the terrestrial surface including snow has wavelengths smaller than 5?m (Paltridge 
and Platt, 1976), the solar and terrestrial spectra are separated into two spectral 
ranges called shortwave and longwave radiation, which overlap very little.  
During the summer, solar radiation is the dominant energy source for the 
Polar areas, therefore even small changes in the surface albedo strongly affect the 
surface energy balance and, thus, the speed and amount of snow and ice melting 
(PAPERS II, III and V). The value of the reflectivity (albedo) of snow before the 
starting of the melting season is critical in determining the onset timing of the spring 
melt. Surface albedo also modulates the effect of clouds on the surface radiation 
budget. Radiative properties of clouds and snow are somewhat similar, as both have 
high visible albedo and high longwave emissivity. Clouds decrease the amount of 
shortwave radiation reaching the surface by reflecting much of it to outer space, and 
increase the downward longwave radiation at the surface due to their strong infrared 
emission. The impact of clouds on the surface radiation budget depends on which 
effect is dominant, the shortwave cooling or the longwave warming. The high albedo 
of snow strongly limits the amount of absorbed shortwave radiation at the surface, 
and thus also the shortwave cooling effect of clouds. Therefore, over snow and ice 
covered areas in Polar Regions, clouds have a warming effect also during the 
summer, with the exception of a few weeks in the Arctic, when the average surface 
albedo drops to 0.4 or even to lower values and the cloud radiative cooling starts to 
dominate the longwave warming (Curry and Ebert, 1992; Walsh and Chapman, 
1998; Intrieri et al., 2002). Over highly reflecting areas, the effect of clouds on the 
surface radiation budget is further complicated by the occurrence of multiple 
reflections between the cloud base and the surface. Multiple reflections enhance the 
downward diffuse shortwave radiation, contributing to decrease the cooling effect of 
clouds, and make particularly challenging the remote sensing retrieval of cloud 
radiative properties, both from surface and from satellite (PAPER IV).
During the polar night, the surface cools by strongly emitting longwave 
radiation, with the consequent characteristic development of a surface temperature 
inversion, which causes a very stable atmospheric stratification and tends to decouple 
the surface from the atmosphere. The very stable atmospheric stratification is 
eventually disrupted by the advection of cyclones from the lower latitudes, with the 
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associated strong winds that mix the cold surface layer with the upper warmer 
atmospheric layers, and the associated clouds, which warm the surface through the 
emission of longwave radiation (PAPER VI). Leads and polynyas, regions of open 
water formed by the divergent motion of the ice and by persistent winds or upwelling 
of warm water, also substantially contribute to warm the polar atmosphere during 
winter, allowing the transfer of heat and water vapour from the ocean to the air. In 
the Antarctic continent the very cold near-surface air, maintained by the strong 
temperature inversions, is gravitationally forced to flow along the slopes toward the 
coast, generating strong and persistent katabatic winds. Although the katabatic flow 
carries very cold and dry air, its remarkable strength may disrupt the surface 
temperature inversion by vertically mixing the cold surface layer with the upper and 
warmer atmospheric layers, causing a surface warming (König-Langlo et al., 1998). 
In addition to this mechanism, also the frictional and adiabatic heating of the 
katabatic flow may contribute to warming the near-surface air. 
In addition to the optical characteristics of the snow and ice, other important 
properties that have a large impact on the surface energy budget and on climate are 
the insulating effect due to the low heat conductivity (~0.3 W m-1 K-1 for the bulk 
average snowpack in the Arctic, according to Persson et al., 2002), and the thermal 
inertia during melting due to the high latent heat of fusion (the phase change from ice 
to water requires 160 times the heat necessary to raise the temperature of the same 
amount of ice by just 1 degree Celsius). Over the sea ice, the insulating effect of 
snow delays the ice melting in summer, and reduces the sea ice thickening in winter. 
Together with the snow, the sea ice cover insulates the ocean from the overlying 
atmosphere, strongly reducing the ocean heat loss in winter and the ocean warming 
in summer. Thus, snow and ice act as a climate buffer, decoupling the atmosphere 
and the ocean, with important consequences for the atmospheric and oceanic 
circulation. Due to the high latent heat of fusion, snow and ice act as large heat 
reservoirs, so that a very large amount of heat is absorbed during spring and summer, 
to be then released in autumn. The large heat capacity of snow plays an important 
role at the beginning of the melting season, as it is responsible for delaying the sea 
ice or ground melting. For air temperatures above 0?C the snow surface temperature 
keeps constant at 0?C: the positive net longwave irradiance at the surface, the net 
shortwave irradiance that penetrates into the uppermost centimetres of snow, and the 
near-surface turbulent fluxes, are all employed in melting, sublimating, and 
evaporating the snow, and almost no energy is available to heat the ground/ice below 
it and the air above it. In freezing temperatures and cloudy skies, if turbulent fluxes 
are small the low thermal conductivity of snow and the high longwave emissivities of 
both snow and clouds allow surface and cloud base to approach the thermal 
equilibrium. In freezing temperatures and clear-skies conditions, the effective 
radiative cooling of the surface is partly compensated by a subsurface heat flux from 
the deeper, warmer layer toward the surface. Because of the low thermal 
conductivity of snow, this subsurface flux causes the development of a very large 
temperature gradient in the near-surface snow pack, especially in Antarctica (Van 
den Broeke et al., 2006). 
Although the radiative fluxes usually dominate the surface energy budget 
over snow and ice, the turbulent fluxes of sensible and latent heat are often 
significant in cases of strong wind-induced turbulent mixing and heat advection 
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(PAPER V, Bintanja, 2000). In winter, over thin new ice in leads and polynyas, the 
turbulent fluxes often exceed the radiative fluxes (Pinto et al., 2003). However, the 
yearly averaged turbulent flux (sum of sensible and latent heat) over the Arctic is 
typically a factor of 5-10 smaller in magnitude than the net longwave and shortwave 
radiation fluxes. The sensible heat flux generally opposes the net radiation, warming 
the surface during winter and cooling it during summer, except during the warmest 
periods in July (Persson et al., 2002). The latent heat flux is usually directed from the 
surface to the atmosphere (Vihma et al., 2002), reaching its highest values in 
summer. In the Baltic Sea, this is often the case in spring (PAPER V).
In the case of snow-covered continental ice sheets, the subsurface heat flux 
(sum of conductive heat flux and penetrated solar flux) is close to zero in summer 
(Bintanja and van den Broeke, 1995; Bintanja, 2000), as the penetrated solar flux 
(directed downward from the surface to the deeper layers), is almost totally 
compensated by the conductive heat flux (on average directed upward, toward the 
surface). If the insulating snow cover is lacking, as in Antarctic blue ice regions, the 
subsurface heat flux can reach up to a few tents of watts per square meter and it is 
mostly directed downward, except in winter, when the flux is mostly directed 
upward, especially in case of low wind speed, low surface temperatures and clear 
skies (Bintanja et al. 1997). In case of sea ice with no or thin snow cover, in winter 
the flux from the warmer ocean through the ice and snow can also reach a few tens of 
watts per square meter (Persson et al., 2002; Vihma et al., 2002). 
This thesis will mainly focus on the radiative fluxes. 
2.2 SURFACE ALBEDO AND CLOUD-RADIATION FEEDBACKS TO THE 
NEAR-SURFACE AIR TEMPERATURE
The large difference in optical properties of snow, ice and water, and the fact that the 
temperature regime at the Earth’s surface is so close to snow and ice melting point 
make the cryosphere particularly sensitive to global temperature changes, and, as a 
positive feedback, cause the variations in the cryosphere to have a high amplifying 
effect on the climate changes.  
An increase in near-surface air temperature accelerates the snow 
metamorphism and snow wetness, decreases the snow cover fraction, and enhances 
the sea ice melting with a consequent reduction of sea ice thickness and extent. All 
these effects contribute to lower the surface albedo, and consequently to enhance the 
shortwave radiation absorbed by snow, ice and ocean. The increased amount of 
energy absorbed at the surface further contributes to the air temperature increase and 
to the albedo reduction. This positive feedback of the snow- and ice-albedo on 
temperature (also called albedo-temperature feedback) is an important factor 
contributing to the high-latitude amplification of the global warming (Robock, 1983; 
Hall, 2004). The albedo feedback on air temperature acts in conjunction with the 
ice/snow thickness feedback. This last process is related to the absorption of heat by 
the ice/snow layer during the melting and to the release of sensible heat from the 
ocean to the atmosphere through thin ice layers during autumn and winter. The ice 
thickness feedback tends to adjust the ice melting/growing rate in order to re-
establish an equilibrium state after the initial temperature perturbation. Therefore, it 
can be reckoned as a negative feedback (Bitz and Roe, 2004). The ice thickness 
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feedback on the temperature is the main factor responsible for the seasonal 
distribution of warming in sea ice-covered regions (Robock, 1983; Hall, 2004). Hall 
(2004) and Gorodetskaya et al. (2008) showed that the snow- and ice- albedo 
feedback is indirectly modulated by long-term variations in cloudiness. Due to the 
large impact of clouds on the surface radiation budget and, thus, on the surface 
temperature, the observed changes in cloud frequency in the Arctic have played an 
important role in modulating the warming.  
Seasonal trends in Arctic surface temperatures derived from satellite 
observations revealed that the cloud radiative forcing at the surface (calculated as the 
difference between the net radiation budget during cloudy and clear skies) has 
decreased in the recent decades, implying a negative cloud radiative feedback on the 
temperature, i.e. clouds act to damp the warming (Wang and Key, 2005, Liu Y. et al., 
2008). However, the observed cloud trend and feedbacks on temperature are in 
reality strongly modulated by the ice/snow-albedo feedback, the Planck feedback 
(increased surface and atmospheric longwave cooling due to the increased 
temperature), and the water vapour feedback (increased surface and atmospheric 
longwave warming due to the increased atmospheric water vapour), the latter two 
processes being strongly linked to the atmospheric circulation. Through a model 
experiment, Soden et al. (2004) separated the effects of the various feedbacks, 
demonstrating that in a warming climate scenario clouds act to “mask” the other 
feedbacks. For example, they weaken the water vapour and ice/snow-albedo 
feedbacks (making them less positive), because clouds tend to preferably shield 
regions with the highest water vapour content (the Tropics) and with the largest 
albedo reduction (the sea ice covered areas). Thus, the cloud feedback is generally 
underestimated, and an account of the cloud masking effect would bring one to 
conclude that clouds alone have a positive feedback on temperature in the Arctic 
(Soden, 2004; Vavrus, 2004), mostly due to an increase of the cloud longwave 
warming effect with increasing temperature. Cloud radiative feedback on 
temperature is also largely dependent on the vertical location of clouds (Francis and 
Hunter, 2007), is strongly coupled to water vapour feedback and is non-linear (Zhang 
et al., 1994). Studies on future climate projection suggest that the warming trend 
associated with the longwave radiative feedbacks is going to weaken. This because 
the sensitivity of near-surface air temperature to the increase of water vapour and 
cloud optical depth was larger in the 20th century drier and less cloudy atmosphere 
than in the 21th century atmosphere (Miller at al., 2007). 
2.3 MODEL DEFICIENCIES
Finally, what is the uncertainty in the results of climate and Numerical Weather 
Prediction (NWP) models over Polar Regions?  
First of all, model validation at high latitudes is extremely difficult due to the 
scarcity of observations. The parameterization schemes used in the models are often 
tested with measurements collected during isolated field campaigns. Data with wide 
spatial and temporal coverage are nowadays offered by satellite remote sensing 
retrievals, although these data may contain large uncertainties (depending on the 
considered product) and the retrieval techniques themselves need to be validated 
against direct observations.
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Valuable climate model validation tools widely employed in the most recent 
decade are the reanalyses products of global NWP models, as they include the 
assimilation of all available data, from direct observations and from remote sensing 
retrievals, and offer a uniform spatial coverage. The NWP reanalysis products are 
also the basis for the analysis of atmospheric processes and trends of the past two or 
three decades, and are widely used as forcing and boundary conditions for mesoscale 
and regional atmospheric models and sea ice models. However, even reanalyses 
show some deficiencies when compared to direct observations. A comparison among 
direct observations, remote sensing retrievals, National Center for Environmental 
Prediction Reanalyses I and II (NCEP1 and NCEP2, respectively) and European 
Centre for Medium-Range Weather Forecast 40-year Reanalysis (ERA40) in the last 
two decades of the 20th century, showed that over the Arctic there is a monthly mean 
spread of longwave fluxes of 20-30 Wm-2, and the seasonal cycle of downward and 
net longwave radiation is not well constrained. ERA40 produces surface downward 
shortwave fluxes closer to observations than remote sensing retrievals and NCEP1, 
the latter having an annual mean positive bias larger than 30 Wm-2 (Sorteberg et al., 
2007). On the other hand, other studies show that, although ERA40 manages to 
capture the temporal cloud variability, it produces clouds that are too optically thin, 
considerably overpredicting the downwelling shortwave radiation in case of overcast 
skies (Bromwich et al, 2007). NCEP2 and ERA40 show warm biases in the annual 
mean surface temperature over the Arctic (0.7 and 1.4?C, respectively), and 
underestimate the observed surface temperature interannual variability in summer 
(Liu J. et al., 2008).  
In spite of these uncertainties, comparisons of climate model results in the 
Arctic against the available data and reanalysis have pointed out some of the major 
errors in the climate model simulations. Most of climate models contributing to the 
Fourth Assessment Report by the International Panel on Climate Change (IPCC-AR4 
models) underestimate the downward and upward longwave radiation during 
wintertime (Sorteberg et al., 2007), the model ensemble mean being about 11 Wm-2
lower than the mean of the observations. There is a large spread in the models’ net 
surface shortwave radiation (from 26 Wm-2 to 50 Wm-2), and the IPCC-AR4 model 
ensemble overestimates the downward shortwave radiation in spring and 
underestimates it in summer and autumn, in both cases by about 15 Wm-2 (Sorteberg 
et al., 2007). Most of IPCC-AR4 models have biases in the annual mean near-surface 
air temperature which are greater than the standard deviation of the observed 
temperature, and fail in capturing the seasonality of the temperature trends and the 
dominant mode variability of the temperature in winter (Liu J. et al., 2008). Among 
the most important causes for the large intermodel scatter of present-day climate 
simulations are the insufficient accuracy in sea ice and cloud parameterizations and 
in the model representation of heat and moisture advection (Sorteberg et al., 2007; 
Liu J. et al., 2008). Even Arctic Regional Climate Models (RCMs) showed the 
largest intermodel scatter and the largest deviations from observations in the surface 
radiation fluxes and in the cloud cover (Tjernström et al., 2005; Rinke et al., 2006b; 
Wyser et al., 2008). The latent and sensible heat fluxes simulated by RCMs did not 
show any correlation with the measurements (Tjernström et al., 2005), and sensible 
heat flux during winter was positive (upward) in most IPCC-AR4 models, but 
negative (downward) in the observations (Sorteberg et al., 2007). Although the 
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absolute errors in these fluxes are small (a few watts per square meter), they are of 
the same order of magnitude as the net surface heat flux at the surface. 
The scatter of the projected climate change simulations in the Arctic is also 
very large, estimates of the Arctic warming ranging from 1.5 to 4.5 times the global 
mean warming (Holland and Bitz, 2003). One of the main reason behind the spread 
of the model results is the large intermodel difference in the strength of the snow-
albedo feedback (Curry et al., 1995; Qu and Hall, 2007), which in turn is mostly 
attributable to the large intermodel differences in the mean effective snow albedo 
(Qu and Hall, 2007). 
In Antarctica, 20th century annual near-surface temperature trends in IPCC-
AR4 models are on average about 2.5 to 5 times larger than observed (Monaghan et 
al., 2008). Over the Antarctic Peninsula, on the contrary, models underestimate the 
observed large winter warming trend (Connolley and Bracegirdle, 2007). Although 
most of IPCC-AR4 models succeed in reproducing the observed trend of SAM, they 
do not reproduce the observed link between SAM and Antarctic temperatures. Most 
likely the mean excessive warming over the continent is due to an overly large 
simulated increase of atmospheric water vapour, which leads to an amplified water 
vapour feedback on the near-surface temperature (Monaghan et al., 2008). Instead, 
the failure in the temperature simulation over the Antarctic Peninsula is in large part 
attributable to the very poor skills demonstrated by the IPCC-AR4 models in 
reproducing the sea ice fraction (Connolley and Bracegirdle, 2007). 
In conclusion, the simulation of the present-day surface radiation and energy 
budget over Polar Regions remains a challenge for large-scale weather prediction 
models, coupled global climate models, and regional climate models. Improvements 
in the parameterizations of cloud cover, surface albedo, and ice thermodynamics are 
most urgently needed to improve the models’ performance and obtain physically 
realistic predictions of the future climate in the Polar Regions. 
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3 SNOW AND ICE ALBEDO
3.1 DEFINITION OF ALBEDO
Under clear skies, the diffuse radiation reflected by a snow/ice surface is not
isotropic, but it is distributed according to the bidirectional reflectance distribution
function (Warren, 1982): 
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where ? 00 , ???  is the incident (zenith, azimuth) solar angle, 00 cos?? ? , ? ?'' ,??  the
reflection angle, ? the wavelength, F the incident irradiance (on a surface normal to 
the beam), and I the reflected radiance. In the above definition, F is coming from a 
single direction, but at the ?????????urface the incident light includes also a diffuse 
component because of atmospheric scattering. Therefore, the reflected radiation 
measured at the Earth surface (or from satellites) is distributed according to the 
????ispherical reflectance distributi??????????????????????????????????R except that F
is from the entire hemisphere (Hudson, 2007). 
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In other words, the spectral albedo is the upward shortwave irradiance divided by the 
downward shortwave irradiance at a particular wavelength. The spectrally integrated
albedo ? is defined as:
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where ),0( ??F  is the downward shortwave irradiance at the surface. 
Equations (3.2) and (3.3), employed in the radiative transfer schemes, define 
the albedo as an apparent optical property of the surface, although it still depends on
the solar direction (???????????????????black?????????????????????????????????????????????
???????????????????????????????????????????the observed albedo depends also on the 
atmospheric properties (including clouds), because of the atmospheric multiple
scattering and absorption effects (due, above all, to aerosols and water vapour 
molecules). Thus, the spectrally integrated albedo measured by pyranometers and 
employed in the studies presented here corresponds to the weighted sum of the 
????????????????????????ciated with the direct irradiance) and????????????????????????
(associated with the diffuse irradiance), and is obtained from the ratio 
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where  and  are the measured upward and downward shortwave irradiances,
respectively. In all papers included in this thesis but PAPER IV, the term “flux” is 
used instead of “flux density” or “irradiance”, following a common practice in 
geophysics when measuring radiation from surface-based instruments.
?Sw ?Sw
3.2 SNOW ALBEDO
A review of the factors affecting the snow clear-sky albedo is given in PAPER II.
Albedo decreases when snow ages, as grains become more rounded and increase in 
size. Snow metamorphism depends on the temperature and the temperature history:
during melting the growth of the snow grains is rather fast, and the presence of 
melted water between the grains further decreases the albedo. Fresh snow is usually
highly faceted and reflective, but also its albedo may vary a lot depending on the
wetness of the grains. As the snow albedo decreases, the penetration depth of light
increases, and the surface albedo is increasingly affected by the reflectivity of the 
deeper layers. Thus, the surface albedo depends very much on the snow thickness, 
especially when it is lower than 0.1 m (Grenfell and Perovich, 2004). The presence 
of impurities in the snow such as soot and ash can decrease the albedo, depending on 
the snow grain size and on the concentration of impurities (Warren, 1982).
Snow albedo increases with increasing solar zenith angle, especially when the
grains at the surface are faceted, as the light incident at lower angles penetrates 
deeper into the snowpack and is more likely trapped. Albedo also increases with
increasing cloud cover, as the ratio of diffuse to global radiation increases (although 
this increases the albedo only for solar zenith angles < 70?) and the incoming
radiation flux becomes richer in the visible spectrum, for which snow albedo is
higher than in the near-infrared region. Wind may have opposite effects on snow 
albedo, depending on atmospheric conditions (temperature and humidity): it may
increase the albedo by breaking the fresh snow crystals and leading to the formation
of a surface layer of small, highly faceted ice needles, or it may decrease it by
compacting the surface layers of snow and thus increasing the snow density and
bonds.
The proximity of surfaces with an albedo significantly lower than the snow
albedo, as for instance open sea or bare rocks, and the decrease in the atmospheric
water vapour content, as in case of cold and dry air flows, both act to decrease the 
amount of diffuse radiation reaching the snow surface, and thus the albedo, as diffuse
radiation is richer than direct radiation in the visible light, for which albedo is higher 
(these effects, however, are less significant than the other listed above). Another 
small but sometimes significant effect on albedo is due to the presence of sastrugi at 
the surface: over a sastrugi field, albedo is on average about 2-3 % lower than on a 
flat surface (Kuhn, 1974; Carroll and Fitch, 1981), because the effective incident
angle of solar radiation is lower and because more light is trapped into the snow due 
to the multiple reflections between the neighbouring sastrugi walls. Generally, this 
effect depends on the solar zenith angle.
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3.3 ALBEDO VARIABILITY OVER SEA ICE
During winter, sea ice is usually covered by snow, which is dry and maintains a very 
high and rather constant albedo value as long as near-surface temperatures are well 
below zero degrees Celsius. In wintertime, near-surface temperature can occasionally 
approach the snow melting point even in the Central Arctic when cyclones advect 
warm air and clouds from lower latitudes, but it remains above –10?C for no more 
than a few days (PAPER VI). Over sea ice in the Baltic Sea, snow can undergo 
melting also in mid-winter, as the relatively low latitude allows a milder and wetter 
climate compared to the Arctic (PAPER V). With the advancing of the spring, the 
increased temperature and shortwave downwelling irradiance accelerate the snow 
metamorphism and start the melting. Snow albedo consequently decreases, in a 
manner that is function of several snow and atmospheric parameters (Curry et al., 
2001). Winter snow accumulation in the Arctic is very low (Wadhams, 2000) thus 
the snowmelt period is very short, usually only a few weeks (Grenfell and Perovich, 
2004).
Around the Antarctic coast snow precipitation is much larger than in the 
Central Arctic, but the snow loading on the thin or young sea ice causes frequent 
flooding of the snow-ice interface with subsequent snow ice formation (Masson et 
al., 1998). Thus, the winter snow thickness over Antarctic sea ice is limited to be on 
average 13-14 cm, varying over a range from 0 to 95 cm (Allison et al., 1993; 
Masson et al., 1997; Masson et al., 1998). In the summer, most of the thin and young 
Antarctic ice melts, mostly due to the lack of continental barriers, which allows the 
free drift toward north. The average thickness of the remaining ice is therefore larger 
in summer than in winter, as well as the snow layer thickness (Worby et al., 2008), 
although the area covered by the summer sea ice is only about one fifth of the winter 
maximum extent. Summer observations over the Ross Sea showed that, on average, 
snow albedo gradually increases from 0.75 at the northern ice edge (around the 
latitude of 67?S) to 0.84 at the southern ice edge (around the latitude of 74?S), in 
correlation with the decrease of mean surface temperature from 0 ?C to -2.5 ?C
(Zhou et al., 2007).  
In the Arctic, snow albedo during the summer is on average lower (see Table 
1) due to the presence of much warmer air advected from the neighboring land areas, 
which causes extensive melt. The summer Arctic ice cover progressively evolves to a 
very heterogeneous surface, a mixture of various ice types, melt ponds, and open 
water. Table 1 lists some of the reported ice types with their characteristic albedo in 
clear and overcast conditions. For bare and clean sea ice, the value of ? mostly 
depends on the ice thickness, and covers a range of values between 0.07 and 0.72. 
The thinnest ice formation consists of nilas, which is a thin layer of ice, transparent 
and elastic, composed of frazil and congelation ice. First-year ice is new ice formed 
during the winter but not necessarily thick enough to survive through the summer 
melting. It contains at its surface a large amount of brine (cells of salt, which may 
also include air bubbles), which tends to increase the albedo of the bare ice surface.  
During the frequent melting and refreezing, in summer, ice effectively expels 
the brine cells to the ocean and becomes enriched with air pockets. These processes 
cause the formation of a decomposed, whitish surface layer, that increases the albedo 
of snow-free multiyear ice compared to the albedo of undeteriorated ice (Table 1).
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Table 1. Mean values of broadband albedo under clear and overcast skies for bare 
ice, melt ponds, and snow measured over sea ice. Bold values are from the 
Baltic Sea (they are results from this thesis), the first four lines from 
Antarctica, and all other values from the Arctic. 
Ice, melt pond and snow categories Thickness
(density) 
Clear Overcast 
Dark nilas (Antarctica) 0-5 cm 0.11-0.16(1) 0.12-0.17(1)
Light nilas (Antarctica) 5-10 cm 0.24(1) 0.26(1)
Cold first year thin ice (Antarctica) 30-70 cm 0.41(2) 0.45(2)
Cold first year thick ice (Antarctica) > 70 cm 0.49(2) 0.54(2)
Melting first year blue ice 0.25(3)
0.28(4)
0.32(3)
0.32(4) 
0.31(6)
Melting first year white ice 0.47(3)
Melting multiyear white ice 0.56(3)
0.53(4)
0.70(3)
0.58(4)
Partially refrozen melt pond  3 cm of ice 0.50(3)
Early season melt pond on multiyear ice 10 cm 0.37(3)
Mature melt pond on multiyear ice 10 cm 0.22(3) 0.29(3)
Early season melt pond on land fast ice 0.24(5) 0.27(5)
Late season melt pond on land fast ice 0.13(5) 0.14(5)
Cold and dry snow > 10 cm 
(400 kg m-3)
0.84(3)
0.85(5) 0.93(5)
Melting snow > 10 cm 
(470 kg m-3)
0.63(3)
0.61(5)
0.77(3)
0.68(5) 
0.75(6)
(1)Allison, Brandt, and Warren (1993) 
(2)Brandt et al. (2005) 
(3)Grenfell and Maykut (1977) 
(4)Grenfell and Perovich (1984) 
(5)Grenfell and Perovich (2004) 
(6)Extracted from PAPER III 
Soon after the starting of the melting season, melt ponds form at the ice 
surface in the Arctic. Melt pond fraction is highly variable in space and time, usually 
reaching its maxima immediately after all snow has melted and at the end of the 
melting season. The maximum pond cover is 40-50% on smooth, first year ice 
(Grenfell and Maykut, 1977; Fetterer and Untersteiner, 1998), and 20-30% on 
deformed, multiyear ice (Fetterer and Untersteiner, 1998; Tschudi et al., 2001; 
Perovich et al. 2002). Ponds on young ice (first year or land fast ice) have typically 
lower albedo than on multiyear ice (Table 1). Thus, the different albedo and 
distribution of ponds over different ice types also contribute to lower the areal mean 
albedo of young ice compared to the areal mean albedo of old ice.  
The heterogeneity of sea ice albedo is further complicated by the presence of 
leads and polynyas. The fraction of leads in the Central Arctic sea ice cover can 
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change sharply due to wind forcing, and can vary between 0.02 and 0.2 (Perovich et 
al., 2002). Polynyas are more common around Greenland and Antarctic coast, as they 
are maintained all year round by persistent downslope winds that flow toward the sea 
from the elevated lands. Both open leads and polynyas have albedo lower than 0.1. 
The spatial heterogeneity and the sharp contrasts in the surface albedo complicate the 
radiative transfer over sea ice and cause a lot of uncertainties in the estimation of 
surface radiative balance (PAPER IV).
Table 1 also includes the albedo values measured over sea ice in the Bay of 
Bothnia (Baltic Sea) extracted from PAPER III. The albedo of blue ice and melting 
snow in Bay of Bothnia are consistent with the albedo values reported for the Arctic. 
3.4 ALBEDO VARIABILITY OVER THE ANTARCTIC ICE SHEET
97% of the Antarctic continent is covered by a thick ice sheet, which constitutes 90% 
of the fresh water stored in ice on the Earth. The remaining 3% of Antarctic surface 
is constituted by regions that are also partially covered by snow and ice during most 
of the year, but expose the underlying barren ground and rock during the warmest 
season. Most of the Antarctic stations are located on these rocky coastal sites or 
nunataks (uppermost bit of mountains not covered with ice or snow and emerging 
from the glaciers), because rock offers a more stable anchoring than ice, and ensures 
warmer local climate during the summer due to the high absorption of shortwave 
radiation by the dark surface. The high mean surface elevation of the Antarctic 
continent (>2300 m a.s.l.) and its large distance from other emerged lands contribute 
to make Antarctica the coldest place on the Earth. 
In the Antarctic interior, snow albedo has a very limited range of variability, 
as there are no strong local sources of pollution for the snow, and crystal 
metamorphism processes are generally very slow, because the surface snow 
temperature is permanently well below the melting point. The only day-to-day 
albedo variations are associated with the change in cloud cover fraction (generally 
albedo increases by 0.04-0.06 from clear to overcast sky, see Table 2 and PAPER II)
and to the occurrence of snowdrift or snowfall (albedo further increases by ~0.03 
from its value in overcast conditions, see PAPER II). The measurements at South Pole 
reported in Table 2 were made at high solar zenith angles (between 68? and 72?),
therefore the clear-sky albedo could possibly exceed the overcast albedo, as the 
diffuse radiation reflected from the cloud base came from an effective zenith angle 
that was lower than in the clear-sky case. 
The glacier slopes are often characterized by a strong and persistent katabatic 
flow, which causes drifting and blowing snow. This keeps the surface covered with 
very thin and highly reflecting crystals, thus the albedo is slightly higher than at the 
high plateau (Table 2). However, we should keep in mind that errors in the presented 
albedo vary between 1 and 5% (PAPER II, Grenfell et al., 1994; van den Broeke et al., 
2004b), therefore the albedo differences between glacier slopes and interior areas 
presented in Table 2 are often inside the margins of measurement errors. Relatively 
larger differences in surface albedo are observed among the coastal sites (Hells Gate, 
Syowa, and Neumayer, in Table 2). As will be discussed in Section 4.4, the 
difference in albedo is mostly associated with differences in precipitation and wind 
conditions, while surface temperatures are rather similar and close to melting point 
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during summer. The wind that flows along the Antarctic slopes toward the coast 
creates ablation zones downwind from the rock outcrops (nunataks). In those areas 
the glacier is not covered by snow and reveals its blue ice surface, with albedo that 
increases with increasing altitude and decreasing temperature (Table 2). 
Table 2. Mean values of broadband snow albedo measured during summer at some 
selected sites over the Antarctic continental ice sheet (values in bold are 
results from this thesis). 
Zone Elevation (m a.s.l.) 
and site name in 
parenthesis, when 
known 
All
sky
Clear Overcast 
Blue ice 1150
1170
1180
1210
1310
0.55(1)
0.56(2)
0.58(3)
0.63(3)
0.68(3)
Antarctic coast 
and slopes toward 
the interior 
~20 (Hells Gate)** 
~20 (Syowa) 
~20 (Neumayer) 
363 (IMAU-AW5) 
1160 (IMAU-AW6) 
1200 (Reeves Nevè)* 
0.72(5)
0.74(6)
0.85(5)
0.84(7)
0.84(7)
0.84(5)
0.73(5)
0.82(5)
0.81(7)
0.82(7)
0.81(5)
0.73(5)
0.88(5)
0.89(7)
0.89(7)
0.88(5)
Antarctic interior 2230 (Mizuho) 
2700 (Pionerskaya) 
2835 South Pole 
2892 (IMAU-AW9) 
3232 (Dome Concordia)
3420 Vostok
0.84(4) 
0.84(7)
0.80(8)
0.80(4)
0.84?0.85(9)
0.84(7)
0.80(5) 
0.80(9)
0.85(8)
0.85(4)
0.83(9) 
0.87(7) 
(1)Bintanja et al., 1997. 
(2)Bintanja and van den Broeke, 1995. 
(3)Bintanja, 2000. 
(4)Rusin, 1964. 
(5)PAPER II. 
(6)Van den Broeke et al., 2004a 
(7)Van den Broeke et al., 2006 
(8)Yamanouchi, 1983 
(9)Grenfell et al., 1994 
*The surface is tilted 2-3º toward southeast. 
**The surface was snow-free (revealing the underlying blue ice) for part of 
the time 
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4 SNOW/ICE ALBEDO PARAMETERIZATIONS
4.1 GENERAL PROBLEMS IN THE ALBEDO PARAMETERIZATIONS
In most climate and numerical weather prediction models, the interaction of snow 
and ice with the atmosphere is poorly represented, as models are tailored for low and 
middle latitudes where the presence of snow and ice is much less significant than 
close to the Poles. In particular, the model representation of the snow and ice albedo 
is one of the most serious oversimplifications, causing large errors in weather 
prediction and climate simulations (PAPER I; Curry et al., 2001; Liu et al., 2007). On 
the other hand, accurate snow physical schemes that consider snow grain size and 
crystal structure and are based on the radiative transfer theory, work only on single 
column experiments, because they are computationally intense, and cannot account 
for the large horizontal variability of snow microphysical and macrophysical 
properties (see for example the SNOWPACK model, http://www.slf.ch/snowpack/). 
Thus, in climate and numerical weather prediction models, albedo has to be 
represented by parameterizations that are simple and fast enough, but that also take 
into account all the relevant physical processes that concur in affecting the albedo.
Several snow/ice albedo parameterizations have been developed, with various 
degrees of complexity. The simplest parameterization schemes apply two or more 
constant values of albedo for different surface types (for example the HIRLAM 
model version applied in PAPER I). Other schemes add a dependence on temperature 
(for example in ECHAM5 and UKMO’s models) when the surface approaches the 
melting point, to account for the combined effects of snow metamorphism and snow 
thinning. More sophisticated schemes also include the albedo dependence on 
snowfall occurrence (for example in ECMWF and ARPEGE), snow/ice thickness, 
cloud cover fraction, solar zenith angle and wind speed. Applying these 
parameterizations, the first problem arises from the fact that the parameters that are 
found to significantly affect the snow albedo are different in different sites (Pedersen 
and Winther, 2005). Moreover, no parameterization scheme performs consistently 
better than the other schemes in every season and year, even at a single site. This is 
probably because the schemes have different sensitivities to the parameters, the 
relative importance of which, in shaping the albedo evolution, depends on the 
weather and precipitation history (Pedersen and Winther, 2005). 
The widely adopted inclusion of the albedo dependence on temperature is 
usually too strong (PAPER III), thus it may trigger a large amplification of errors 
when the parameterization is applied in thermodynamic sea ice models to calculate 
the ice and snow mass balance. We have shown that, in the case that the albedo 
parameterization is too sensitive to surface temperature, errors in the surface energy 
and mass balance grow rapidly due to the strong positive feedback between albedo 
and temperature errors (Cheng at al., 2006). On the other hand, also the inclusion of 
the albedo dependence on snow depth may increase the model errors, due to the large 
uncertainties in this parameter, which are related to the inaccuracies in precipitation 
estimates. Moreover, the melt pond fraction over the Arctic sea ice, frequent trace 
precipitation (<1mm), effects from low snowfall rates, and extended periods without 
snowfall are especially difficult to model (Mölders et al., 2007).
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The conclusion reached after comparing different albedo parameterization 
schemes is that the most complex parameterizations are superior to the simplest ones 
but still require a lot of improvements, and the uncertainties in the forcing variables 
in many cases compromise the performance of the parameterizations, with the result 
that no parameterization is significantly better than the others in simulating the 
whole-year cycle of snow/ice surface albedo (Pedersen and Winther, 2005). Some 
general common features can be observed in the performance of the albedo 
parameterizations: except for the simplest schemes with constant albedo, the 
modelled snow albedo has usually more temporal variability than the observed 
albedo (Pedersen and Winther, 2005; Mölders et al., 2007), and in the non-melting 
season (late autumn, winter, and early spring) the modelled snow albedo is most 
often too low, as it decreases at a faster rate or by a larger magnitude during the snow 
metamorphism than the observed albedo (Pedersen and Winther, 2005; Mölders et 
al., 2007). This last error is a critical issue, as the accurate representation of the early 
spring snow albedo is a fundamental prerequisite to correctly simulate the late spring 
snowmelt and the evolution of the summer albedo (Wyser et al., 2008). During the 
snowmelt period, snow depth-dependent parameterizations perform better than 
temperature-dependent parameterizations (Pedersen and Winther, 2005; Mölders et 
al., 2007).
These results point to the necessity of further effort in improving the albedo 
parameterizations, so that they do not only reproduce the observed albedo variability 
and seasonal cycle, but also include the dependence on all relevant surface and 
atmospheric parameters. Indeed, even when the simplest parameterizations, tuned to 
represent local environments, result to be relatively good for sea ice models, the lack 
of the suitable dependences with relevant parameters make them to fail in 
reproducing the snow/ice-albedo feedback and the radiative interaction with the 
atmosphere (Curry et al., 2001; Liu et al., 2007). However, it should also be noted 
that, when an albedo parameterization is applied to a sea ice model, its performance 
very much depends on the vertical resolution of the model inside the snow (Cheng et 
al., 2008). 
4.2 AN EXAMPLE OF THE CRITICAL ROLE OF THE ALBEDO 
REPRESENTATION IN A WEATHER PREDICTION MODEL
The operational atmospheric model HIRLAM serves at the basis for short-term 
weather forecasts in several European countries. In PAPER I HIRLAM boundary-
layer structures were validated over a coastal sea ice zone of the Baltic Sea, on the 
basis of rawinsonde soundings and surface-layer observations made during a R/V 
Aranda expedition in March 1999. In the comparison between the observations and 
HIRLAM analyses and six and 48 hour forecasts, it was observed that during the 
cold nights with a surface-based temperature inversion, the surface and 2-m 
temperatures were often too high in HIRLAM, and the minima were delayed (Figure 
4.1).
The reason for the temperature discrepancy was analysed in a case study by 
simulating the night of 23-24 March with the two-dimensional mesoscale model of 
the University of Helsinki. Important differences between the models proved to be 
the parameters used in the albedo parameterization and in the force-restore method 
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that calculates the snow and ice thermodynamics. The sea ice albedo in HIRLAM
version 4.6.2 ranged from 0.5 to 0.7 depending on the snow cover, and it was 0.7 in 
this case. The observations at the R/V Aranda ice station indicated, however, a 
surface albedo of 0.83, as the result of the snowfall observed on 22 and 23 March. By
using the observed snow albedo and adjusting the thermodynamic parameters of 
snow (snow density, volumetric heat capacity, and heat conductivity) to the values of 
new snow according to Stull (1988, p. 643), the mesoscale model was able to 
produce results much closer to the observations than those of HIRLAM, the 
correction of albedo alone causing a cooling of 2?C in the mesoscale model. Changes 
in the turbulence parameterizations (roughness lengths, stability function for the 
transfer coefficients, maximum mixing length, level of background turbulence) had a 
smaller effect in the results than albedo and other snow parameters. Also other 
factors (for example clouds) contributed to the observed temperature errors in 
HIRLAM. According to sensitivity runs with the mesoscale model, we concluded
that, in the case of fresh snow, the use in HIRLAM of snow albedo and snow 
thermodynamic values of old snow caused, alone, a delay in the surface cooling and 
about 3?C of error in the surface temperature.
FIGURE 4.1 Time series of the observed and modelled (a) surface temperature and
(b) 2-m air temperature over coastal sea ice in the Baltic Sea during March
1999. The time scales in (a) and (b) differ due to the shorter observation 
period of the surface temperature.
4.3 CLEAR-SKY DAILY CYCLE OF SNOW AND ICE ALBEDO
In PAPERS II and III the snow/ice albedo data collected in Antarctica during three
Italian campaigns and from the German station Neumayer and in the Bay of Bothnia 
(Baltic Sea) during a sea ice campaign were used to analyse the diurnal evolution of 
the clear-sky albedo. A correct representation of the clear-sky albedo is of
fundamental importance not only for the correct estimation of the clear-sky radiation 
budget, but also for the calibration and interpretation of satellite albedo retrievals. In 
addition, it has been pointed out that the representation of clear-sky solar radiative
transfer is problematic in regional climate models (Wyser et al., 2008), and a 
possible source for the deficiencies has been identified in the incorrect treatment of 
surface albedo. The serious difficulties inherent to the microphysical modelling of 
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the albedo dependence on solar zenith angle ?0 (due to the interaction of photons 
with the snow grain complex geometry) call for simpler approaches, such as the
development of parameterizations based on measurements. Through the analysis of 
clear-sky data, the effects of the albedo variation in ?0 and the daily cyclic snow 
metamorphism were combined into empirical albedo parameterizations (PAPERS II 
and III). Note that ?0 is called z in PAPERS II and III. 
Figure 4.2 illustrates the locations of the four Antarctic measurement sites:
Neumayer (NM) and Hells Gate (HG) are situated a few kilometres away from the 
coast line, Reeves Névé (RN) is at 1200 m altitude on the Reeves Glacier, about 70
kilometres inland from the coast, and Dome Concordia (DC) is on the Antarctic
Plateau at an elevation of about 3232 m. A detailed description of the measurement
sites, the data and the instrumentation is given in PAPER II. 
FIGURE 4.2. Map of Antarctica with the locations of the four measurement sites.
The hourly variation of clear-sky albedo showed, surprisingly, a similar trend 
among HG, NM and DC, when at HG only those days with fresh snow on the surface
were considered (Figure 4.3). The weak but steady decrease of albedo during the day 
for ?0 < 80? was parameterized as follows: 
)( min0 ???? ??? cns      (4.1)
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where ?s refers to the snow albedo, ?n is the mean albedo at noon, and ?min (called 
zmin in PAPERS II and III) is the averaged minimum solar zenith angle (in degrees) at 
each station. The values for ?n were 0.81, 0.83, and 0.79, and for ?min 53?, 60?, and 
58? for HG, NM, and DC, respectively. By fitting equation 4.1 to the data, the best
value for c was 0.003 for the morning and -0.003 for the afternoon. Snow 
metamorphism or sublimation during the day and refreezing and/or crystal 
formation/precipitation during the night can explain the observed trends. In the case 
of bare ice at HG, albedo decreased rapidly in the morning and maintained a constant 
low value during the afternoon. The derived parameterization reads as: 
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where ?i,m and ?i,a refer to the morning and afternoon ice albedo. The simple formula
is valid for ?0 < 80?, and for such conditions when Ts approaches the melting point 
during the day. Both formulae (4.1) and (4.2) express the changes in albedo due to 
the superimposition of two main effects: the direct effect of variation in ?0 and the 
associated metamorphism at the surface. The use of these parameterizations instead 
of a daily constant albedo results in an improvement in the albedo estimation of 
about 3-4% over fresh snow and 2-5% over bare ice. The parameterizations are also 
expected to be a practical tool that allows a direct comparison of these data with 
other observations. The diurnal cycle of albedo at RN was instead illustrative of the
alteration in the albedo measurements due to changing slightly the sampling area
immediately over a sastruga, a snow pattern about 20 cm high and 1 m long. 
FIGURE 4.3 Daily average cycle of fresh-snow albedo under clear sky. On the left 
are morning values, on the right afternoon values. The number of days used 
in the calculation of the averages is in brackets. 
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PAPER III presents the analysis of the diurnal cycle of the clear-sky albedo measured 
over sea ice in the Bay of Bothnia during the spring snowmelt period (late March-
early April) in 2004. During clear days, the night-time freezing followed by the 
daytime melting caused a diurnal variation of albedo of 0.14, larger than the daily 
mean albedo differences between consecutive days. In the clear-sky mornings albedo 
was proportional to ?0, with a coefficient of proportionality of about 0.005 deg-1.
Albedo had little variation in the afternoon, and slightly increased towards the 
evening. This result falls in between the more rapid decrease with ?0 observed over 
Antarctic bare ice and the slower decrease of the Antarctic dry snow (Figure 4.3). 
4.4 SEASONAL VARIATION OF SNOW AND ICE ALBEDO
In addition to the daily cycle of surface albedo, in PAPERS II and III the seasonal 
evolution of the albedo was analysed and parameterized. Among the four Antarctic 
measurement sites, the highest albedo variability was observed at HG, on the Ross 
Sea coast. Temperatures near the melting point and the decreased intensity and 
frequency of katabatic wind during the summer allowed strong metamorphism of the 
snow. The albedo variability associated with snow/ice metamorphism was larger than 
the variability due to changes in sky conditions: even among clear days, the daily 
mean albedo varied between 0.58 and 0.82. To partly explain this variability, the 
relation between daily mean albedo and surface temperature was examined. 
Although the scattering of data was rather large, the data followed a trend 
comparable to that obtained by Ross and Walsh (1987) for the snow-covered Arctic 
sea ice. A similar variability in albedo has been observed also in Greenland (Greuell 
and Konzelmann, 1994) and Alps (Brock et al., 2000). Thus, the alternation of snow 
and bare ice characterizes those glacier and sea ice surfaces that are subject to both 
snowfall and strong melting during the summer. At NM and RN the day-to-day 
variation in the daily mean albedo was much smaller than at HG and mostly 
associated with variations in the cloud cover: the occurrence of overcast sky together 
with snowfall increased the daily mean albedo by 0.07 compared to the clear-sky 
case. At DC, on the high plateau, only few data were available and the daily mean 
clear-sky albedo was constant. Although the NM station was located at the coast, its 
surface characteristics showed greater similarity with those at DC on the plateau than 
at HG. The temperature at NM was about the same as at HG, but the occurrence of 
cyclones and easterly winds produced frequent snowfall and almost continuous 
drifting snow, which supplied the surface with small and highly scattering snow 
grains.
During the March-April measurement campaign in the Bay of Bothnia, the 
20-cm-thick snow layer that initially covered the sea ice melted completely away. 
The snow melting process took about three weeks: during that time snowfall 
episodes occurred, and periods of freezing often interrupted the melting. The results 
presented in PAPER III showed that when snow thickness was larger than 0.1 m, the 
albedo of melting snow was between 0.65 and 0.8, depending on the age of the snow 
at the surface. When snow thickness was smaller than 0.1 m, a decrease in albedo 
due to snow metamorphism and melting caused a deeper penetration of solar 
radiation, and the surface albedo became increasingly affected by the darker sea ice 
surface. This further accelerated the melting and the decrease in albedo. At the end of 
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a ten-day period with snow thickness smaller than 0.1 m, the albedo of the 0.6-m-
thick melting ice layer had dropped to about 0.3 (Figure 4.4).
During the melting process, albedo variation mostly depended on changes in 
snow thickness, and only very little on changes in snow or air temperature. The 
albedo evolution during the snow melting was used to develop a new albedo 
parameterization, which is only dependent on snow and ice thickness and is based in 
its functional shape on Flato and Brown’s parameterization (1996) for melting
conditions. Obviously this parameterization is only a crude representation of the 
albedo, which depends on many more variables. The strong albedo dependence on 
snow grain size can cause deviations from the albedo curve obtained with the 
proposed parameterization, as it appears in Figure 4.4 at the end of the time series, 
when a few centimetres of highly scattering fresh snow caused a sharp increase in 
albedo. Nevertheless, a practical algorithm must be applied in operational sea ice and
weather prediction models that cannot yet allow a sophisticated treatment of the 
snow microphysics. We have already applied this parameterization in a 
thermodynamic snow/ice model during the spring season in the Baltic Sea (Cheng et 
al., 2006), when conditions of melting and refreezing alternate.
FIGURE 4.4 Time series of the surface temperature (black dotted line), air 
temperature (gray solid line), snow thickness (triangles), albedo (black thick 
line, right axis), and simulated albedo according to the parameterization
developed in PAPER III (red line, right axis). The squares in the albedo time
series mark the occurrence of snowfall or snowdrift. 
4.5 SURFACE ALBEDO HETEROGENEITY IN OVERCAST CONDITIONS
In cloudy conditions, the presence of large spatial heterogeneity in the surface albedo
affects the downwelling solar irradiance in neighbouring regions via the multiple
reflections of light between the surface and the cloud base. Thus, the presence of
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high albedo contrasts can have a significant impact on the local irradiance field,
affecting the interpretation of ground-based and satellite irradiance measurements,
and may compromise the remote sensing retrieval of cloud optical depth. In PAPER
IV a simple parameterization to derive the broadband effective albedo over highly 
reflecting surfaces under overcast conditions is derived. The effective albedo is
defined as the albedo of a homogeneous surface that would result in the same
downwelling irradiance as observed at the observation point in the presence of a 
heterogeneous surface. Such an albedo is required when applying one-dimensional
radiative transfer models and when using broadband irradiance measurements taken 
in Polar coastal regions, in the marginal sea ice zones, or in patchy terrain with
forests and snow-covered fields.
The method utilised to obtain the parameterization of the effective albedo is 
the following: first, to derive the “true” effective albedo ?eff, a backward three-
dimensional Monte Carlo model was employed to calculate the downwelling
irradiance received at an observation site surrounded by heterogeneous surface, 
followed by one-dimensional calculations with DISORT model to determine the
homogeneous albedo that results in the same downwelling irradiance. Such 
calculations were performed for four idealized surface albedo maps, for various
specifications of cloud properties. These tests showed that the cloud base height zb is
clearly the most important parameter determining ?eff, while changes in cloud optical 
depth and assumed microphysical properties only play a secondary role. Second, to 
give a theoretical basis for the parameterization of ?eff, we calculated with the Monte
Carlo model the normalized probability density p(r) of the surface reflections
experienced by the photons that reach the observation site, assuming a homogeneous 
surface albedo. p(r) is defined by 
?
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where r is the distance from the observation site, and f(r)dr is the probability that a 
photon reaching the observation site has experienced a surface reflection at a 
distance between r and r+dr from the observation site. The maximum of this 
distribution was located within a few kilometres of the observation site, being highest 
and closest to observation site for the lowest cloud base heights. Also, the role of far-
away reflections increased noticeably with decreasing cloud optical depth and 
increasing surface albedo.
These results, theoretically well explainable and qualitatively partly
illustrated also by some previous authors (Barker and Davies, 1989; Ricchiazzi and
Gautier, 1998; Podgorny and Lubin, 1998; Degünter and Meerkötter, 2000), were for 
the first time thoroughly quantified in PAPER IV, allowing the search for a fitting
parameterization. For this purpose a gamma distribution p?(r) was fitted to the Monte
Carlo simulated distribution p(r), with coefficients parameterized as a function of the
cloud base height. The equations of p?(r) and of its coefficients ? and ? (which are 
the shape and the scale factors of the Gamma distribution, respectively) read as: 
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where p1=1.95740, p2=-0.11331, p3=0.07697, and p4=1.68172 (see Correction Note
of PAPER IV).
Finally, the effective albedo was calculated by integrating p?(r) over the area
surrounding the measurement site. In principle, the optimal integration method
depends on the scale of surface heterogeneities (Chiu et al., 2004): simple linear 
integration is appropriate for very small-scale heterogeneities and the Independent
Column Approximation for very large-scale heterogeneities; the latter approach
always leading to a higher estimate of ?eff than the former. As a pragmatic
compromise, the use of the average of these two was adopted in PAPER IV. The 
resulting parameterization ??(mix) performed very well, with root-mean-square (rms)
errors in ?eff of less than 0.03 for all four surface patterns considered (including
statistics for five cloud base heights and five optical depths). These results are
substantially better than those for any of the other approaches we tested. For 
example, a non-weighted spatial average of the surface albedo (?ave) resulted in rms
errors of up to 0.23. 
In case of rather uniformly distributed albedo heterogeneity, such as over sea 
ice with melt ponds in summer, the effect of the local albedo contrast can be
accounted for in single-column calculations simply by performing an area-weighted
average of the albedo of the various surface types (Benner et al., 2001; Barker et al.,
2002; Chiu et al., 2004), which is equivalent to performing a linear integration of
p?(r). Instead, when the scale of the albedo heterogeneity is of the order of 1 to 100 
km, as for instance in the proximity of Arctic and Antarctic coastal stations with 
offshore open water, only the correct probability density distribution of surface
reflections, parameterized by p?(r), can satisfactory represent the irradiance field, and
can be integrated with the method presented here.
A straightforward and relevant application of the ??(mix) parameterization lies
in the retrieval of cloud optical depth. For a set of idealized remote sensing
simulations based on the surface downwelling irradiance, the use of ??(mix) instead of
the true ?eff derived from Monte Carlo simulations resulted in relative rms errors of 
only 2-6 % in the retrieved cloud optical depth, depending on the assumed surface
albedo pattern. Use of other treatments for surface albedo degraded the accuracy of 
the retrieval, with worst-case errors exceeding 100% when applying a single point
locally measured albedo.
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5 SURFACE ENERGY BUDGET OVER SEA ICE IN THE BALTIC 
SEA
PAPER V extends the analysis of the data collected during the sea ice campaign in the 
Bay of Bothnia in spring 2004, showing how the evolution of the surface albedo and 
energy budget affected the formation of superimposed ice, which grows as a 
consequence of the accumulation and the refreezing of melt-water or rain at the 
snow/ice interface. 
The surface energy budget controls the evolution of the snow and ice surface 
temperature and it is determined by the sum of turbulent, radiative and conductive 
heat fluxes (equation 4 in PAPER V). The entire melting of the about 15-cm-thick 
snow layer during the measurement period was mostly due to the increasing solar 
radiation and occasionally high air temperatures, although the mean values of the 
snow surface and 2-m air temperature were both below zero (-2.5?C and -0.4?C,
respectively). The turbulent and radiative surface fluxes showed variations in 
seasonal, synoptic and diurnal time scales, which favoured the cyclic melting and 
refreezing and the growth of the superimposed ice layer. Together with the 
increasing solar elevation angle from a noon value of 26? to a noon value of 36?, the 
decrease of the surface albedo from 0.8 to 0.3 strongly increased the net solar 
radiation and the amplitude of its diurnal cycle. During daylight the net radiation 
budget was mostly positive and contributed to the melting. However, on clear days 
the daily mean radiative budget became positive only in the second half of the 
campaign, when the increasing solar elevation, increasing number of daylight hours, 
and the decreasing albedo allowed the mean net shortwave flux (incoming minus 
outgoing flux) to compensate the net longwave cooling, even when the net longwave 
flux was below -70 W m?2 (note the missing minus sign when this value is reported 
in Section 4 of PAPER V). 
The turbulent fluxes were close to zero for most of the time, but the sensible 
heat flux was a significant factor for the snow melt during Foehn events, when dry, 
adiabatically warmed air masses were advected over the melting snow. Part of the 
heat was used for sublimation from the snow surface. Superimposed ice formation 
due to refreezing of melt water occurred during most of the nights during the study 
period, and the most important refreezing periods were observed in conditions when 
the air and snow surface temperatures remained below zero also during daytime. 
These occurred during northerly winds (22-26 March) and under a high-pressure 
system (1 April). In the latter day, however, also snowmelt was observed, in the form 
of sub-surface melting generated by the large net solar radiation. The sub-surface 
melting observations were also supported by our modelling study (Cheng et al., 
2006).
In the Baltic Sea, the low salinity causes the ocean water to be warmer than in 
the Polar Oceans, therefore the main factor for the refreezing of the melt-water 
deposited at the ice-snow interface was the upward heat conduction toward the cold 
snow-air interface. Thus, the heat flux that led to the gradual transformation of the 
snowpack into a superimposed ice layer about 7 cm thick, on top of the existing ice 
sheet, was mostly controlled by the radiation regime and the synoptic weather 
conditions, which were related to the location and the orography of the region around 
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the measurement site. This result underscores the critical importance of a correct 
estimation of the surface radiation budget in the model simulations of sub-surface 
snow melting, superimposed ice formation, and duration of the snowmelt period, as 
was also recently pointed out by Cheng et al. (2008). 
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6 EFFECT OF CLOUD RADIATIVE FORCING, TURBULENT 
MIXING, AND LATERAL HEAT ADVECTION ON THE 
CENTRAL ARCTIC SURFACE TEMPERATURE DURING 
WINTER
Sudden and large air and surface temperature variations (exceeding 20?C) are a 
common feature in the Central Arctic during winter. The warming events are 
associated with the poleward advection of heat by cyclones. Usually several factors 
simultaneously contribute to the temperature changes, as warm-air advection often 
coincides with cloud radiative forcing and enhanced turbulent mixing due to strong 
winds. Some authors have examined the instantaneous cause-effect relationship 
between the temperature changes and the occurrence of clouds (Overland and Guest, 
1991), and the occurrence of both high wind speed and clouds (Stone, 1997, Walsh 
and Chapman, 1998). In all of these studies the simultaneous presence of warm air 
advection with clouds and high wind speed was implied, but thier effect on the 
temperature was not separated and explicitly studied. In PAPER VI all three factors 
(cloud radiative forcing, wind speed, and heat advection) controlling 24-h changes in 
the snow surface and 2-m air temperatures over the Arctic sea ice in winter were 
separately examined. The study was based on the ERA40 reanalyses and on the 
temperature, cloud and wind observations made at Russian drifting ice stations.  
The heat advection directly affects the 2-m air potential temperature (?2m), 
while the effects of cloud longwave warming are mostly directly felt in the surface 
potential temperature (?S). The wind generated turbulent flux of sensible heat 
strongly couples ?S and ?2m. Hence, ?S and ?2m basically showed a mutually similar 
response to the forcing factors, even during major temperature change events. A 
conclusion of this study was that the relative importance of the cloud cover, wind 
speed and heat advection on ?S and ?2m depends on the point of view taken. 
Considering instantaneous quantities, cloud cover fraction and wind speed were 
equally important and much more significant than heat advection in controlling the 
temperature. With overcast skies and strong winds the temperature was about 20?C
warmer than in clear skies and light winds. Instead, when analyzing situations in 
which cloud cover, wind speed and heat advection remained approximately constant 
for 24 hours, heat advection played the dominant role in affecting the 24-hour 
temperature change, with a difference of about 10?C between steady conditions of 
warm and cold advection. Finally, considering the change of an individual factor in a 
24-hour time period (while the other two factors were fixed) the effect of cloud cover 
fraction on the temperature variations was the largest. Generally, these results 
showed that ?S and ?2m respond rapidly to cloud radiative forcing and wind generated 
turbulent mixing. Hence, during most cases of steady conditions of wind speed and 
cloud cover fraction, ?S and ?2m are already near their steady-state values at the 
beginning of the 24-hour period considered and do not experience any significant 
change. On the other hand, during a heat advection event of several K per day, the 
steady-state temperatures are reached gradually, thus the effect of the advection is 
not seen in the instantaneous temperatures but is strongly evident in the temperature 
change over a 24-hour period. The case of the 24-hour change of an individual factor 
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is somewhat in between the other two statistics, revealing a weaker effect of wind 
speed and cloud cover fraction than in the case of the instantaneous analysis, and a 
weaker effect of heat advection than in the case of the 24-hour steady-state analysis. 
In conclusion, none of the three factors examined is dominant over the others, 
and their relative importance depends on the considered perspective and time 
interval. When considering combinations of simultaneous 24-hour changes in cloud 
cover fraction, wind speed and heat advection, the maximum effect on the 
temperature (? 15?C of change in 24-hour) was reached when all three factors were 
included.
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7 SUMMARY AND DISCUSSION
A major focus of this thesis was the snow and ice surface albedo. One of the 
motivations for the study originated from the importance that the correct albedo 
representation had in modeling the atmospheric boundary layer over snow in the 
Baltic Sea during a HIRLAM verification study. The operational model HIRLAM 
underestimated the strength of the surface-based temperature inversion during 
several evenings and nights, forecasting too high surface and 2-m air temperatures. 
With a modeling study, it was found out that adjusting the snow albedo and the snow 
thermodynamic parameters produced a larger improvement in the simulated 
temperature than any other change in the model. 
This study was then followed by the analyses of snow and ice albedo 
measurements carried out in different environments. The clear-sky diurnal evolution 
and the seasonal evolution of snow and ice albedo were parameterized on the basis of 
broadband albedo measurements collected over the Antarctic continent and on the 
Bay of Bothnia, in the Baltic Sea. The clear-sky parameterizations represent the 
hourly evolution in albedo due to the variation of the solar zenith angle and to the 
snow metamorphism, sublimation during the day, and refreezing and/or crystal 
formation/precipitation during the night. The seasonal evolution of snow and ice 
albedo was found to be correlated with the surface temperature at an Antarctic 
coastal site, but not in the Bay of Bothnia, where albedo variations were mostly 
driven by changes in snow thickness. At other Antarctic sites, where the snow 
surface temperature was well below the melting point or where snowdrift and 
snowfall were frequent, the variations in albedo were mainly driven by variations in 
cloud cover fraction.
These results help to understand how different physical processes modulate 
the surface albedo. As such, they represent the first step towards the development of 
more complex parameterizations, which can simulate the observed albedo sensitivity 
to the various affecting quantities, ideally without tuning the albedo scheme to any 
specific environment. When the albedo parameterization developed in Bay of 
Bothnia was applied in a thermodynamic sea ice model, it showed its superior 
performance compared to temperature dependent parameterizations, which had the 
disadvantage of amplifying the errors in surface energy and ice mass budget during 
the simulation, due to the strong positive feedback between albedo and temperature 
errors (Cheng et al., 2006). The strong albedo sensitivity on cloud cover fraction 
observed on several Antarctic stations points to the necessity of introducing this 
variable in the surface albedo schemes applied over Antarctica. In fact, the observed 
effect of clouds on the albedo represents a negative feedback on the near surface 
temperature, and it opposes the positive cloud feedback associated with the longwave 
warming. If the albedo dependence on clouds is not included in model simulations, 
the cloud warming effect and the cloud positive feedback on the temperature are 
most probably overestimated. 
Improvements in albedo and sea ice parameterizations are recognized to be 
key factors for a better representation of the Polar processes in climate models (Liu J. 
et al., 2008). Moreover, the relevance of improving the albedo schemes is not limited 
to Polar Regions, as a change in the snow and sea ice albedo parameterization 
heavily affects the modelled circulation in the Northern hemisphere by causing 
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changes in the Arctic and North Atlantic Oscillation patterns, with strong 
implications for the European weather and climate (Dethloff et al., 2006). To 
constrain the albedo parameterizations and, thus, also reduce the spread of the 
modelled snow albedo feedback on temperature, more detailed, high quality 
observations of surface albedo in representative sampling of snow-covered surfaces 
are needed. 
In the presence of strong contrasts in the surface albedo, the downwelling 
irradiance at one site is affected by the surface albedo of the neighboring regions. A 
simple method to derive the broadband effective albedo under overcast conditions in 
regions with high spatial variability of the surface albedo was developed. The 
method accounts for the effect of multiple reflections between the surface and the 
cloud base, and can be applied to simulate and interpret radiative fluxes at coastal 
sites, in the marginal sea ice zone, or in patchy terrain with forests and snow-covered 
fields. If the effect of multiple reflections is not taken into account, as it is generally 
the case in single column radiative transfer calculations, and the surface albedo is 
calculated from a non-weighted spatial average, rms errors of up to 0.23 in the 
surface effective albedo may be generated. Instead, with the proposed 
parameterization the rms error in the effective albedo was less than 0.03. The 
developed parameterization for the effective albedo has a relevant application also in 
the remote sensing retrieval of cloud optical depth. In the case studies here 
considered, it was demonstrated that the error in the retrieval is only 2-6% when 
using our parameterized effective albedo, but in the worst case it even exceeds 100% 
when applying a single point locally measured albedo. 
The albedo evolution during the spring snowmelt in the Bay of Bothnia was 
also studied in relation to its impact on the evolution of the surface energy and ice 
mass budgets. The entire melting of the about 15-cm-thick snow layer was associated 
with an albedo decrease from 0.8 to 0.3, with an increase in the net radiation and its 
diurnal cycle. The alternation of melting during the day and refreezing during the 
night favored the formation of a superimposed ice layer 7 cm thick, on the top of the 
existing ice sheet.  
The future climate projections, illustrated in the recent IPCC report, foresee 
an increase in temperature and precipitation over the Polar Regions. In this scenario, 
the snow transformation into superimposed ice during the transition seasons most 
likely becomes more extensive than what is observed at the present days (Haas et al, 
2001; Nicolaus et al., 2003, Cheng et al., 2008; PAPER V), with a consequent 
increasing contribution of the superimposed ice to the sea ice mass balance. As 
correct radiation fluxes are a fundamental input in thermodynamic sea-ice models for 
the realistic representation of this process (Cheng et al., 2006; 2008), improvement in 
albedo parameterization and cloud representation are needed for a realistic 
assessment of the ice mass budget.  
The rapid climate change recently experienced in the Arctic has increased the 
urgency of a deeper understanding of the mechanisms that affect and control the near 
surface temperature. The relative contributions of the cloud longwave heating, wind-
induced turbulent mixing, and lateral heat advection on the surface and near-surface 
temperature variations in the Central Arctic during winter were examined in this 
thesis, on the basis of the ERA40 reanalyses and temperature, cloud and wind 
observations made at Russian drifting ice stations. The occurrence of clouds and high 
40
wind speed were found to control the instantaneous temperature, while lateral heat 
advection had the dominating impact on the temperature change when considering 
the effect of the three factors over the 24-hour period. When the largest warming 
episodes occurred, all three factors were in action simultaneously. 
This quantification of the separate contribution of warm air advection, wind-
induced turbulent mixing and cloud radiative forcing on the surface warming is not 
only fundamental to understand the atmospheric processes that modulate the present-
day climate, but also constitutes a basic reference to assess the ability of climate 
models in reproducing these results. This would be particularly important in order to 
reduce the uncertainties in the projections of future climate change. Indeed, the 
recent increase in the poleward transport of warm and moist air, due to the increased 
number and intensity of the cyclones entering into the Arctic (Zhang et al., 2004), is 
expected to continue in the future climate projections (Meehl et al., 2007). 
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