Abstract: Analysis of amino acid sequences can provide useful insights into the tertiary structures of proteins and their biological functions. One of the critical problems in amino acid analysis is how to establish a digital coding system to better reflect the properties of amino acids and their degeneracy. Based on the hydrophobic index, a one-to-one relationship has been established between the amino acid sequence and the digital signal process. Such a "bridge" will make it possible to apply all the existing powerful methods in the signal processing area to analysis of the amino acid sequences.
I. INTRODUCTION
The success of human genome project has generated deluge of sequence information. Sequence databases, such as GenBank and EMBL, have been growing at an exponential rate [1] [2] . The explosion of biological data has challenged biologists' and computer scientist's ability and speed of analyzing these data. In general, gene sequences are stored in the computer database system in the form of long character strings. It would act like a snail's pace for human beings to read these sequences with the naked eyes. Also, it is very hard to extract any key features by directly reading these long character strings. However, if they can be converted to some signal process, many important features can be automatically manifested and easily studied by means of the existing tools of information theory [3] .
Biological information can be analyzed on several levels, such as nucleotide sequence, protein sequence, and genome sequencing. Amino acid sequence analysis can provide important insights into the tertiary structures of proteins and their functions.
Viewing protein synthesis as an information processing system allows amino acid sequences to be analyzed as messages without considering the physical-chemical elements for information processing [4] . There are many established information process methods that can be used for the analysis of amino acid sequences. In fact, digital signal processing approach has been used in a number of protein prediction tasks, such as prediction of subcellular location [5] [6] and structural classes as well be described later. Digital coding of amino acid can be modeled as a communication channel with the amino acid sequence as the input and a 01 digital signal as the channel output. One of the critical problems is how to model the digital coding of amino acids for better reflecting the amino acid properties and degeneracy.
Many kinds of models on amino acid digital encoding have been built. Cristea (2001) proposed a representation of *Address correspondence to this author at the Computer Department, JingDe-Zhen Ceramic Institute, Jing-De-Zhen 33300, China; E-mail: xiaoxuan0326@yahoo.com.cn genetic code, which converts the DNA sequences into digital signals and uses a base for representation of the nucleotides. It leads to the conversion of the codons into the numbers in the range 0-63 and the conversion of the amino acids (together with the terminator) into the numbers in the range 0-20 [7] . According to their model, the 20 amino acids and the terminator are coded as : F=0, L=1, S=2, Y=3, end=4, C=5,  W=6, P=7, H=8, Q=9, R=10, I=11, M=12, T=13, N=14,  K=15, V=16, A=17, D=18, E=19, G=20 . This model better reflects amino acid structure and degeneracy, but the genetic signals built from genes on this model show low autocorrelation. Pan et al. also proposed a kind of amino acid coding for predicting protein sub-cellular localization through the stochastic signal processing approach [8] . For simplicity, their model is: A=10, C=20, D=30, E=40, F=50, G=60, H=70, I=80, K=90, L=100, M=110, N=120, P=130, Q=140, R=150, S=160, T=170, V= 180, W=190, Y=200. Although the aforementioned two different procedures can encode a protein sequence to a serial of digital signals, they only distinguish each amino acid in the process of encoding amino acids without taking into account the physics chemical properties of the amino acids.
When Sofer predicted secondary structure of proteins using genetic algorithms, he assigned one or two five-digit codes to each amino acid because the rules of genetic algorithms are often encoded as binary strings [9] . Amino acids with similar properties have similar code words. But a shortcoming of this model is that the amino acid and its digital coding are not one-to-one correspondence. According to this rule, there are 12 amino acids sharing two possibilities of digital coding. To improve the shortcoming, Nikola built an encoding model according to the molecular recognition theory [10] .
In the current paper, based on the amino acid hydrophobicity index and information theory, a digital coding approach is proposed. It can not only take into account the chemical physical properties of amino acids but also make each of them corresponding to one, and only one, digital code.
II. METHOD

Amino-Acid Index
An amino-acid index is a set of 20 numerical values representing one of the various physicochemical properties of the 20 amino acids. A total of 402 sets of amino-acid indices were collected by Tomii and Kanehisal [11] ; unfortunately, none of them is universally applicable although many of them concur with each other on the classification of a particular amino acid. They analyzed the relationships among the amino acid indices in the 402 sets by the single-linkage hierarchical cluster analysis, and found these indices can be clustered into the following six groups: (A) the -helix and tight-turn [12] propensities, (B) -strand propensity, (C) amino acid composition, (H) hydrophobicity, (P) physicochemical properties and (O) other properties such as the frequency of left-handed helix.
The hydrophobic amino acids tend to repel the aqueous environment, and therefore reside predominantly in the interior of proteins. Amino acids of this type neither ionize nor participate in the formation of H-bonds. The hydrophilic amino acids that tend to interact with the aqueous environment are often involved in the formation of H-bonds and are predominantly found on the exterior surfaces proteins or in the reactive centers of enzymes. In fact the hydrophobicity of amino acids is not only one of the major factors that influence the amino acid substitution during evolution, but also able to show periodicity of the secondary structure [13] . Using the auto-correlation functions based on the profile of amino-acid index along the primary sequence of the query protein (domain), Bu et al. [14] predicted the protein structural classes and found that most fractions of the amino-acid indices lead to considerably less accuracy than that obtained by using the Oobatake-Ooi index and the hydrophobic index of Ponnuswamy. Only nine indices yielded the predicted results similar to the Ponnuswamy index. The ten amino-acid indices consist of one physicochemical property, one -helix and tight-turn propensities, one -propensity, and seven hydrophobicity indices, indicating that the relation between amino acid hydrophobicity and protein structural class is very strong.
A formulation of the autocorrelation functions based on the hydrophobicity index of the 20 amino acids is also used to predict membrane protein types [15] , where it was reported that the higher predicted accuracy could be obtained with two sets of hydrophobicity indices, those of Ponnuwamy index and Hopp index. Table 1 shows the five kinds hydrophobicity indices of the 20 amino acids that lead to the higher overall predicted accuracy. The amino acid indices listed in Table 1 , all include decimal fraction and negative. Therefore, they do not satisfy the information coding principle and can not be deemed as the appropriate digital codes for amino acids. Nevertheless, their results did show some intriguing approach through the Ponnuwamy hydrophobicity index system.
Optimal Model of Amino Acids Digital Coding
It is well known that all the proteins occurring in living organisms are composed of a total of just 20 different chemical building blocks (amino acids). Information theory makes it possible to determine the smallest binary number of a word in order to allow unambiguous identification of all amino acids. If words are made up of 4 bits per word, they would contain too little information. Six bits per word would be too complicated. According to the information theory, words having five bits per word are sufficient and are therefore the most economical method of coding. Five binary numbers can mostly present 32 states from which we have to select the 20 states. According to the combinatorics, this encoding format has 20 32 C kinds.
The coding principle we adopt is that the larger the Ponnuwamy hydrophobicity index of an amino acid is, the greater its digital code. Thus, according to the ascendant order of the Ponnuwamy hydrophobicity index for the 20 amino acids, the digital codes of amino acids are arranged in the following order: K, N, D, E, P, Q, R, S, T, G, A, H, W, Y, F, L, M, I, V, S. Because the Ponnuwamy' hydrophobicity index of amino acid K is 5.72, we arranged the digital coding system from the beginning of number six. The margin of hydrophobicity index between any two adjacent amino acids in the above sequence is less than 0.45 except K-N, H-W, Y-F, V-C. If the difference of hydrophobicity indices between two amino acid is small, the two amino acid should been arranged close together in the digital coding system, and vice versa. Based on such a principle, an optimal coding system is formed as shown in Table 2 .
It can be seen from Table 2 that the larger the Ponnuwamy hydrophobicity index of an amino acid, the greater its digital code is. There are only two one cordon-one amino acid (non degenerated) mappings for Tryptophan and Methionine, but ten double, three triple, six quadrille, and two sextuple degeneracy. Judging from the frequency of the amino acids in the proteins, it is obviously that the genetic code presents the features of an entropic coding.
III. APPLICATION: PREDICTION OF PROTEIN STRUCTURAL CLASSES
Prediction of protein structural class is an important topic in protein science [20] [21] [22] [23] . Many different methods were proposed aimed at such a topic. Chou et al. [24] [25] demonstrated that the interaction among the components of amino acid composition is an important driving force [26] in determining the structural class of a protein during the sequence folding process, and it was observed that the correct rates in recognizing protein structural classes by the covariant discriminant algorithm are significantly higher than other algorithms. However, in the above approaches, the sample of a protein is represented by the conventional amino acid (AA) composition. Obviously, if one used the AA composition to represent the sample of a protein, all its sequence order effects are lost. To avoid completely lose the sequence-order information, the pseudo amino acid (PseAA) composition was introduced [27] . Since the concept of PseAA composition was introduced, various different kinds of PseAA composition have been proposed to improve the prediction quality of various protein attributes (see, e.g., [28] [29] [30] [31] [32] [33] ). Owing to its wide application, recently a web-server called PseAA was established at http://chou.med.harvard.edu/bioinf/PseAA/, by which users can generate many different types of PseAA composition as they wish. Here we shall introduce a new Information value for accessibilityalu; average fraction 35% [16] ; Hydropathy index [17] ; Surrounding hydrophobicity in folded form [18] ; Average gain in surrounding hydrophobicity [19] ; Principal property value [19] . type of PseAA composition based on the current digital coding system as formulated below.
Given a protein sequence, we can generate a series of digital signals according to Table 2 and define the value of its complexity measure factor. Complexity measure factor has been used in predicting protein subcellular location. The complexity of a sequence can be measured by the minimal number of steps required for its synthesis in a certain process. The advantage by incorporating the complexity measure factor as one of the pseudo amino acid components for a protein is that it can more effectively reflect its overall sequence-order feature than the conventional correlation factors. Now, by following exactly the same procedure as described by Chou [27] and Xiao et al. [34] , a protein P can be expressed by a vector or a point in a (20 + )D = (20 1)D + = 21D space; i.e., 1 2 20, 21 ( , , , )
where T is the transpose operator, and 
where i f (i =1, 2, …, 20) are the occurrence frequencies of the 20 native amino acids in a protein, 21 ( ) LS f C S = the complexity measure factor that can be derived for a given protein sequence according to the procedure described in [34] , and w the weight factor. The standard vector for the subset G is defined by
The similarity between the standard vector î P and the protein P is characterized by the covariant discriminant, as defined by
where the first term is the squared Mahalanobis distance between P and P , the second term reflects the difference of covariance matrices for different subsets, in which i is the i th eigenvalue of the covariance matrix C [35] . Accordingly, the prediction rule is formulated by
where can be , , / , + , and the Min means taking the least one among those in the parentheses, and the superscript represents the very structural class which the protein p belongs to. The details about the algorithm can be found in [34, 35] .
As a demonstration, let us use the same dataset studied by the many previous authors. It consists of 204 proteins, of which 52 all-, 61 all-, 45 / , and 46 + . Their PDB codes are given in Table 2 of Chou [26] . We used the jackknife cross-validation to examine the performance of the current approach. This is because among the independent dataset test, sub-sampling (e.g., 5-fold sub-sampling) test, and jackknife test, which are often used for examining the accuracy of a statistical prediction method, the jackknife test is deemed the most rigorous and objective as analyzed by a comprehensive review [36] and has been increasingly adopted by investigators to test the power of various prediction methods (see, e.g., [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] ). The results thus obtained are listed in Table 3 , where for facilitating comparison the corresponding results by the other methods are also given.
It can be seen from Table 3 that the current approach yielded the best overall success rate because the digital coding model based on which the current method was established can better reflect the chemical physical properties of amino acids and their degeneracy.
CONCLUSIONS
This paper introduces the optimal symbolic-to-digital mapping for amino acids based on the hydrophobicity index and information theory. The model developed based on the current coding system can be also used to predict a series of other features of proteins, such as protein subcellular localization [48] , membrane protein type [49] , protein signal peptide [50] , enzyme family class [51] [52] [53] , GPCR type [54] [55] [56] [57] , and protease type [58] . 
