In the design of brain-computer interface systems, classification of Electroencephalogram (EEG) signals is the essential part and a challenging task. Recently, as the marginalized discrete wavelet transform (mDWT) representations can reveal features related to the transient nature of the EEG signals, the mDWT coefficients have been frequently used in EEG signal classification. In our previous work, we have proposed a super-Dirichlet distribution-based classifier, which utilized the nonnegative and sum-to-one properties of the mDWT coefficients. The proposed classifier performed better than the state-of-the-art support vector machine-based classifier. In this paper, we further study the neutrality of the mDWT coefficients. Assuming the mDWT vector coefficients to be a neutral vector, we transform them non-linearly into a set of independent scalar coefficients. Feature selection strategy is proposed on the transformed feature domain. Experimental results show that the feature selection strategy helps improving the classification accuracy.
Introduction
Brain-computer interface (BCI) connects persons suffering from neuromuscular diseases with computers by analyzing the recorded brain signals. With a well-designed BCI system, persons with neuromuscular disease can communicate with computers enabling them to get assistances from machines. As non-invasively acquired signal, the Electroencephalogram (EEG) signal is the most studied and applied one in the design of a BCI system [1, 2] . While a person is imagining a kind of action, the electrical activity along the scalp is recorded in the EEG signal. EEG signals show different patterns for different actions. Hence, the type of imagined action can be estimated by analyzing the EEG signals. Appropriate classification of EEG signals plays an essential role in a BCI system [5] .
Various types of features have been extracted from EEG signals for the purpose of classification, such as the auto-aggressive (AR) parameters [6] , the multi-variate AR parameters [2] , the Fourier transform based features [3, 4] , and the marginalized discrete wavelet transform (mDWT) coefficients [7, 8, 31] . The DWT coefficients present the signal by projecting it onto a set of spaces. The wavelet transform applied to the EEG signal can reveal features related to the transient nature of the signal in which the time-scale regions are defined [7] . In order to make the DWT coefficients insensitive to time alignment, the marginalized DWT (mDWT) coefficients are usually used as the feature for the task of EEG signal classification [5, 7, 8] . In this paper, we focus studying the EEG classification performance only on the mDWT features. A widely applied method, among others, is to design a classifier based on the support vector machine (SVM) [7, 8, 11, 10, 12, 19] . Generally speaking, the SVM-based classifier is not sensitive to the curse of dimensionality. It is also not sensitive to overtraining when choosing proper parameters [5] . Moreover, it can easily be implemented for binary classification and extended to a multiple classes case. By involving a kernel function (e.g., Gaussian kernel), the performance of the SVM-based classifier could be further improved.
In EEG signal classification, the SVM-based classifier has been demonstrated as a successful tool [13, 5] . Nevertheless, the SVM-based method does not exploit the nonnegativity and the sum-to-one nature of the mDWT coefficients [31] . In order to capture such properties, we applied the Dirichlet distribution to model the mDWT coefficients' underlying distribution. For the mDWT coefficients from more mutually independent channels, it is natural to apply the so-called super-Dirichlet distribution [21] . In [31] , we have designed a super-Dirichlet distribution-based classifier to classify the EEG signals with mDWT representation 1 . The performance of the proposed classifier is superior to the SVM-based classifier.
It is well-known that the Dirichlet variable is a neutral vector [22, 28] .
, . . . ,
If all the elements in x are neutral, then x is defined as a completely neutral vector [22, 30] . The idea 1 A super-Dirichlet variable is obtained by cascading several Dirichlet variables.
of neutrality was introduced by Connor et al. [22] to describe constrained variables with the property mentioned above. It was originally developed for biological applications. The neutral vector is highly negatively correlated. As all the elements in a neutral vector have bounded support and are nonnegative, the neutral vector cannot be described efficiently by Gaussian distribution [32] . Thus, the conventional principal component analysis (PCA) method [33] cannot be applied for optimal decorrelation 2 . We use the parallel nonlinear transformation (PNT) to decorrelate the neutral vector in an optimal manner [32] . With such procedure, a neutral vector is decorrelated into a set of independent scalars. Moreover, if the neutral vector is treated as a vector variable and assumed to be Dirichlet distributed, the obtained scalar variables are all beta distributed [34] . After decorrelation, we propose a feature selection strategy to keep the relevant features. Both the variance and differential entropy of the decorrelated scalar variable are used as criteria to determine which dimension should be kept.
The purpose of dimension reduction is to remove the redundant dimensions and thus improve the corresponding performance [33, 35, 56, 57, 58] . We apply the proposed feature selection method in EEG signal classification tasks. The mDWT coefficients from each recording channel are assumed to be Dirichlet distributed [31, 59] and decorrelated into a set of mutually independent scalars that are beta distributed. By retaining the most relevant features, we design a multi-variate beta distribution classifier for EEG signals. Experimental results demonstrate that the proposed method performs better than both the state-of-the-art SVM-based classifier [5] and our previously proposed super-Dirichlet disribution-based classifier [31] .
The rest of this paper is organized as follows: the EEG signals are introduced in Sec. 2. In Sec. 3, we design a classifier via feature selection. Experimental results are shown in Sec. 4 and some conclusions are draw in Sec. 5
Electroencephalogram Signal Analysis
EEG signal represents the brain electrical activities over a short period of time and it is recorded from multiple electrodes placed on the scalp. Therefore, the EEG signals are obtained from multiple channels. When a classifier trained on the first day is used to classify the data from the following days, it is very difficult and challenging to achieve good performance. The EEG signal we use in this paper is obtained from the BCI competition III [60] . The training data and the test data were recorded from the same subject and with the same task, but on two different days with about one week in between. This way of recording data is robust to time variant.
Data Description
During the EEG signal recording, a subject had to perform imagined movements of either the left small finger or the tongue [60] . Thus we have two classes of EEG signals and the task is binary classification. The electrical brain activity was picked up during these trials using an 8×8 ECoG platinum electrode grid which was placed on the contralateral (right) motor cortex. In total, 64 channels of EEG signals were obtained. For each channel, several trials of the imaginary brain activity were recorded. In total, 278 trials were recorded as the labeled training set and 100 trials were recorded as the labeled test set. In both the training set and test set, the data are evenly recorded for each imaginary movement.
Feature Extraction
For each trial out of 278 in the training set, 64 channel data of length 3000 samples were provided. Each channel data was band pass filtered in the 7 − 30 Hz range 3 and was then processed by a multilevel one dimensional DWT. The scaling function Φ (t) and the corresponding mother wavelet function Ψ (t) are presented in (1), with h (n) and g (n) as the low-pass and high-pass filter, respectively [8] .
After the DWT, we obtained a set of coefficients w (k, j), where k = 1, . . . , K is the index of decomposition level, j = 0, . . . , L/2 k − 1 is the index for the coefficient at each level, and L is the length of the data from each channel.
3 It is also suggested in other literature that the frequency characteristic can be found in even higher frequency band [61] . We use the band pass, as suggested in [5] and [31] , purely for the purpose of making the feature extraction settings consistent with previous work.
In order to make the DWT representation insensitive to time alignment, the DWT coefficients were marginalized to so-called mDWT coefficients defined as [8] 
where w H and w L denote the high-band and low-band coefficients in the last decomposition level, respectively. The normalized coefficients were cascaded into a mDWT vector as
T . In our case, the DWT was carried out at level K = 4 with Daubechies 2 wavelet. Comparative work of applying different wavelets can be found in, e.g., [66] . With such settings, the total dimensionality of the mDWT vector is five. For each trial out of 278 in the training set, we have 64 mDWT vectors. The same procedure was also applied to the 100 trials in the test set.
Channel Selection
As mentioned above, the EEG signals were recorded independently from 64 channels, which were located on different positions over the scalp. However, it is unclear that which channels (i.e., recording position) are more relevant to the imaginary task than the rest [67] and the signals recorded from irrelevant channels should be noisy for the classification task [5] . Thus the selection of the most relevant channels would improve the classification accuracy. Since it is a binary classification task in our study, we use two criteria, the Fisher ratio (FR) [68, 70] and the generalization error estimation (GEE) [67] , to select the best m channels, respectively.
Fisher Ratio
In binary classification, the FR presents how strong a channel correlates with labels {−1, +1}. For a channel m, the Fisher ratio of this channel, with equal prior probability to each class, is defined as [68] FR (m) = max where µ (m) j and Σ (m) j , m = 1, . . . , 64, j ∈ {+1, −1} are the mean and the covariance matrix of class j in channel m, respectively. d is a vector with the same size as µ (m) j . It represents the feature space coordinate axes. The channels with larger FRs are preferable for classification. The FRs were calculated based on the training set. Table 1 lists the FRs corresponds to recording channels.
Generalization Error Estimation
To select channels, the performance of the channel can also be estimated by the generalization error with N -folds cross validation. In the BCI competition III database, the data has already been split into the training set and test set and there is no overlap between these two sets. The evaluation of the classification rate (CR) on the training set is sufficient for estimating the channel performance. For each channel, we train a SVM-based classifier with the labeled training set. With the obtained classifier, we test the performance by the labeled training set itself. The higher the CR is, the more preferable the channel is. The CRs are also listed in Table 1 .
Algorithm 1 Parallel Nonlinear Transformation
T , which is of size K.
EEG Classification via Feature Selection
The channel selection methods mentioned in the above section motivate us to combine different channels to obtain better classification results. As described in [31] , for each imagined trial we cascade EEG signals from the top m channels to create a super-vector. The classification task is carried out based on such super-vectors.
Super-Dirichlet Modeling
According to (2) , the mDWT vector extracted from each channel contains elements which are nonnegative and whose sum is one. Hence, it is natural to model the underlying distribution of the mDWT vector by Dirichlet distribution. For more than one channels, we apply the superDirichlet distribution [21] to describe the super-vector's distribution. For a super-vector from the top m channels
, the probability density function (PDF) of the super-Dirichlet distribution is defined as
where Γ(·) is the gamma function, m is the number of subvectors (i.e., the number of selected channels) in the super-vector, and K t is the degrees of freedom of the tth subvector (in our case,
Non-linear Decorrelation of Neutral Vector

Neutral Vector
Assuming we have a random vector variable
If all the elements in x are neutral, then x is defined as a completely neutral vector [22, 30] . A neutral vector with K + 1 elements has K degrees of freedom. According to the above definition, the neutral vector conveys a particular type of independence among its elements, even though the element variables themselves are mutually negatively correlated.
Decorrelation via Parallel Non-linear Transformation
In most signal processing applications, the transformations we use are linear or non-linear according to some nonlinear kernel functions. Even though we could apply PCA directly to the neutral random vector variable, this linear transformation could only decorrelate the data, but cannot guarantee the independence if the data is not Gaussian. Furthermore, the PCA does not exploit the neutrality [71] . Therefore, PCA is not optimal for decorrelating neutral vector. By considering the neutrality, we apply nonlinear invertible transformation in this paper, which decorrelates the vector variable into a set of mutually independent variables. In contrast to PCA, the transformations do not require any statistical information (e.g., the covariance matrix) of the observed vector set. Thus, it avoids the eigenvalue analysis for PCA and, therefore, the computational cost is saved.
Algorithm 2 Calculation of Parameters in Beta Distributions
Input: Original Dirichlet parameters α = [α1, . . . , αK , αK+1] T , which are all of size K.
As each element in x is neutral, with the neutrality of x 1 , we know that x 1 is independent of the remaining normalized elements. The remaining normalized elements then build a new neutral vector. Based on this fact, the parallel non-linear transformation (PNT) scheme described in Algorithm 1 can be applied to non-linearly decorrelate x to a vector u with K mutually independent variables. Discussion of the independence is presented in [32] . The nonlinear transformation scheme proposed above is invertible by iterative multiplications. Fig. ? ? shows the PNT procedure for 5 dimensional neutral vector.
Distribution of the Decorrelated Elements
The Dirichlet variable is a completely neutral vector [72] . Assuming x = [x 1 , x 2 , . . . , x K , x K+1 ] T is a Dirichlet variable whose PDF is x ∼ Dir(x; α), we apply the above proposed PNT algorithm to decorrelate x to obtain u. Moreover, all the elements in u are not only decorrelated but also mutually independent. The parameters in the Dirichlet PDF are α = [α 1 , α 2 , . . . , α K , α K+1 ] T . With the permutable property, aggregation prop-erty and the neutral property [32] , each element in obtained vector u is beta distributed. The algorithm of calculating the parameters for the resulted beta distributions are described in Algorithm 2. For the example in Fig. ? ?, we have
where
To illustrate the decorrelation effect of the PNT schemes on the Dirichlet variable, we generated 100, 000 vectors from a Dirichlet distribution with α = [2, 5, 6, 3, 7] T . The sample correlation coefficient R x i,j for the original element pair (x i , x j ) was also evaluated. Table ? ?. and ?? show the sample correlation coefficients before and after transformation with PNT. The coefficients are very small after transformation, hence the correlation between each element pair vanished.
Selection of Relevant Features
Feature selection is an important problem in EEG signal classification [73, 5, 74] . In section 2.3, the FR and GEE were applied to select the most relevant channels. However, within each channel, it is unknown which dimensions are more relevant to the class labels than others. Another difficulty for feature selection within each channel is that the feature in different dimensions are highly negatively correlated. The above introduced decorrelation strategy can transform the negatively correlated Dirichlet vector variable into a set of mutually independent scalar variables. Thus, we can directly select the features without considering the correlations among them.
Typically, two criteria can be used for feature selection, the variance of the data [33, 57] and the differential entropy of the data [56, 58] . The variance reflects how far a set of data are spread out. The differential entropy is a measure of average uncertainty of a random variable under continuous probability distributions. In general, the dimension with larger variance/differential entropy is preferred in classification, as they can better describe the divergence among the data. With the assumption that the source data is Dirichlet distributed, the transformed vector contains a set of scalar variables which are beta distributed. For beta distribution Beta(x; a, b), the variance of x is computed as
and the differential entropy of x is calculated as
where ψ(x) is the digamma function defined as ψ(x) = ∂ ln Γ(x) ∂x . In the following paragraph, we use both of the above mentioned criteria to select R dimensions that correlate with the R largest variances or differential entropies.
Multi-variate Beta Distribution-based MAP Classifier
According to the above procedure, a set of selected dimensions are obtained. As the data in each dimension is assumed to be beta distributed and the dimensions are mutually independent, we can model the underlying distribution of the selected R-dimensional vector variableũ = [u 1 , u 2 , . . . , u R ] T , which are selected from one recording channel, by a multi-variate beta distribution (mvBeta) as
Beta(ũ r ; a r , b r ).
Similarly, for the recordings from top m channels, there are R × m dimension selected in total. Therefore, these dimensions are modeled as
The BCI competition III data contains two classes, with label index C ∈ {+1, −1}. Since the parameters in the beta distributions are known according to Algorithm 2, a class dependent mvBeta distribution can be obtained for each class. In the test procedure, we create a maximum a posterior (MAP) classifier with the above obtained models. In each recording channel, for the vector x t from a test trial, we firstly transform it into u t with Algorithm 1, and then select the R dimensions via the dimension's variance/entropy. Finally, a decision based on the selected features for m recording channels is made as
where f (C|ũ t sup ) ∝ f ũ t sup |C p (C).
Experimental Results and Discussions
We evaluated the performance of the proposed feature selection strategy with the mvBeta distribution-based classifier on the BCI competition III database and compared it with the SVM-based classifier, the recently proposed super-Dirichlet mixture model (sDMM)-based method, and the PCA-based classifier. The DWT is calculated using Matlab wavedec function with declevel equal to 4, followed by marginalization described in (2) . According to Tab. 1, the best m channels were selected based on FRs or CRs, in terms of their ranks.
Classifier setting and implementations:
• The mvBeta-based classifier was implemented according to the description in section 3.4. Feature selection was carried out within each channel.
• The LIBSVM [11] was used to implement the SVM-based classifier, which had Gaussian kernel function with γ = 4 and the soft margin parameter C = 1. No feature selection was applied for SVM-based classifier.
• The sDMM-based classifier was implemented based on the method described in [31] . There was no decorrelation strategy for sDMM or no feature selection either.
• The PCA-based classifier was implemented with the standard PCA method. Within each channel, PCA was applied to decorrelate the data and features were selected according to their variances. The Gaussian mixture model was applied to model the distribution of the selected features.
All the above mentioned classifiers were trained and evaluated based on mDWT coefficients collected from the best m channels.
Classification Accuracy without Feature Selection
In order to demonstrate the non-linear decorrelation strategy, we evaluated the mvBeta distribution-based classifier without feature selection, which means that we set R = K = 4. In such case, the proposed classifier should perform the same as the one used in [31] , as no information is added or lost during the non-linear transformation. As expected, experimental results show identical performance as that reported in [31] , where the sDMM-based classifier was employed. The highest classification accuracy is 75% for both cases.
Classification Accuracy with Feature Selection
The total dimension of the mDWT is 5 for each recording channel, which has the degrees of freedom equal to 4. Hence, after decorrelation (both with PNT and PCA), the obtained vector are 4 dimensional (K = 4). In order to evaluate the mvBeta distribution-based classifier with the proposed feature selection strategy in Sec. 3.3, we set R = 3 and R = 2, respectively 5 . We also took similar feature selection choices for the PCA-based classifier. The classification accuracies are illustrated in Fig. 1 .
It can be observed that for the FR case ( Fig. 1(a) , 1(c), and 1(e)), when setting R = 3, the best performance 75% appears at m = 3 for mvBeta distribution-based classifier. This classification rate is the same as that obtained by the sDMM/mvBeta distribution (without feature selection)-based classifiers, the only difference is the best performance occurs at m = 21, 24 in the latter classifiers. For the PCA-based classifier, the best performance, which is 74%, appears at m = 3 with R = 2. When investigating the CR case ( Fig. 1(b), 1(d) , and 1(f)), it can be observed that the mvBeta distributionbased classifier performs better than the sDMM/mvBeta distribution (without feature selection)-based classifiers. The classification rate reaches 77% at m = 15 and 76% at m = 31. Meanwhile, 75% has been reached at several ms. This fact supports our motivation that removing redundant features can improve the classification performance. The choice of R = 2 does not work well, which is because we have reduced too much dimensions and key information are lost. The best performance of the PCA-based classifier is again 74%, which happens at m = 16. In this case, feature selection does not help in improving the classification accuracy. 
Discussion
In general, the non-linear decorrelation strategy for the neutral vector works well in EEG signal classification, no matter with or without feature selection. This verifies the effectiveness of the non-linear decorrelation strategy.
When comparing with the SVM-based classifier [5] , the recently proposed sDMM-based classifier [31] and the PCA-based classifier, the feature selection strategy proposed in this paper indeed improves the classification results. A summary of comparisons is listed in Tab. 2.
For the FR case, the mvBeta distribution-based classifier (with R = 3) and the sDMM-based classifier have the same highest accuracies. However, the latter one needs to involve more channels (m = 21 or m = 24) while the former one obtains the same classification rate at m = 3. This indicates that the latter method has higher complexity. Comparing with the best PCAbased classifier (R = 2 and m = 3), the mvBeta classification-based classifier improves the classification rate by 1%. The mean accuracy is improved as well. For the CR case, the mvBeta distribution-based classifier (with R = 3) outperforms the sDMM-based classifier by 2% and outperforms the PCAbased classifier (R = 4 and m = 16) by 3%. Similar to the FR case, the mvBeta distribution-based classifier requires less channels. Moreover, when comparing the mean classification rate and the standard deviation, the mvBeta distribution-based classifier (with R = 3) is more reliable and stable than all the other methods.
To further test the statistical meaning of the classification accuracies, we also applied the Student's t-test to analyze the results. The p-values of the null hypothesis that the two compared methods perform similar are listed in Tab. 3. All the p-values are further smaller than 0.01 and, therefore, the null hypothesis are rejected. This means that the proposed mvBeta distribution-based method indeed improves the classification accuracy.
Conclusions and future work
In order to optimally remove the correlation among the feature dimensions and thus improve classification accuracy, a parallel non-linear transformation strategy was applied to decorrelate the negatively correlated neutral vector. Specially, when the neutral vector is Dirichlet distributed, the obtained decorrelated scalar variables are mutually independent and each of them is beta distributed. After decorrelation, we applied the variance and the differential entropy as criteria in feature selection. The proposed feature selection strategy with non-linear transformation has been employed in EEG signal classification. Experimental results demonstrate that classifier based on the selected features performs better and is more stable than the SVM-based classifier, the recently proposed sDMM-based classifier, and the PCA-based classifier.
There are many possible ways to improve the classification accuracy in the future work. In current work, the feature selection is conducted for each channel independently. If we apply proper feature selection strategy on the best m channels, further improvement of the the classification accuracy can be expected. Moreover, there exists other features, e.g., Fourier features, that can be used for EEG classification. Although the Fourier features does not fit the definition of Dirichlet distribution naturally, we can apply proper normalization strategy to make the feature neutral. Since Fourier features are more intuitive, classification accuracy improvement with normalized neutral Fourier feature can also be expected.
