We 
Introduction
A constraint satisfaction problem (CSP) is a generalized form of satisfiability which is widely studied in the Artificial Intelligence community. For example, the journal Constraints is devoted to these problems. Roughly speaking, a CSP generalizes SAT in the sense that variables can draw their values from a more general domain than simply Ì , and each clause (a.k.a. constraint) forms a set of restrictions on the values that the variables in the clause may jointly take.
Random instances of -SAT have been extremely wellstudied over the past few decades (see [1] for many references). More recently, the interest in this area has expanded into random instances of various generalizations of -SAT, such as NAE-SAT [3] , XOR-SAT [12, 14, 15] ,´¾ · Ôµ-SAT [27, 28, 29, 4, 2] and many others. All of these can be expressed as CSP's. It was natural for this interest to eventually spread to random instances of CSP's, rigorously in [5, 13, 26, 16, 24, 25, 31] and experimentally even earlier (see [19] for a good survey).
One of the most important results regarding random -SAT is that of Chvatal and Szemeredi [11] , who showed that for any ¿ and ¼, a random instance of -SAT with Ò variables and Ò clauses will almost surely (a.s.) ½ have no resolution proof of unsatisfiabilty of length less than ¾ ¢´Òµ . It is easy to show that for large values of , such random instances are almost surely unsatisfiable. This immediately implied that for sufficiently large values of , any DavisPutnam style algorithm will take exponential time on such an input. Furthermore, it provided an astoundingly vast and rich class to the, beforehand rather sparse [21, 30] , list of unsatisfiable instances of -SAT for which there is no polytime resolution proof of unsatisfiability. Such instances are of great interest since their existence can be viewed as a step towards proving that there are some unsatisfiable instances with no polytime proof of unsatisfiability of any kind, i.e. that AE È Ó AE È . Chvatal and Szemeredi's paper spawned numerous extensions and generalizations, eg. [7, 8, 2, 6] , including a general framework for proving lower bounds on resolution complexity by Ben-Sasson and Wigderson [9] .
Mitchell [24, 25] extended the framework of Ben-Sasson and Wigderson to the setting of CSP's. He then used this framework to prove exponential lower bounds on the resolution complexity of a very natural class of random CSP'sone where the number of restrictions per constraint is fixed. Specifically, he considered random CSP's with domain size ¾, and every constraint containing precisely Ø restrictions on ¾ variables. ¾ Note that these CSP's are trivial if either or is equal to 1, and that they are the wellstudied 2-SAT when ¾ . Mitchell showed that for Ø ´ ½µ ¾ ¾ and for Ø ½ ¿, and for any constant ¼, such a random instance with Ò constraints will almost surely have no subexponential proof of ½ Formal definitions of these and other terms will appear in the next section ¾ This natural model was, historically, one of the first two random models of random CSP to be studied; the other turned out to be problematic and a.s. has Ç´½µ length resolution proofs of unsatisfiablity for any non-trivial number of constraints. See [26] or [19] for more details; the latter reference contains more than 30 references to the study of the model considered here. Figure 1 . Resolution complexities unsatisfiability. ¿ Again, it is easy to see that for sufficiently large , these instances are a.s. unsatisfiable (for Ø ¼). In contrast, Achlioptas et al [5] showed that for Ø ½ , and any ¼, such a random instance will a.s. have an unsatisfiable subproblem of size Ç´½µ, and thus will have a Ç´½µ-length resolution proof of unsatisfiability. In this paper, we fill in the gap between ½ and ½ . Using
to denote such a random CSP with Å clauses, we prove the following theorems which are summarized in Figure 1 . 
even along with the additional non-forcer constraints, the CSP has high resolution complexity. Independently, Gao and Culberson [18] proved Theorem 3 for the special case ¾ . Essentially, they showed that in this case the forcers imply 2-clauses and for £ these 2-clauses for a random instance of 2-SAT which is above the satisfiability threshold. It is well-known that such an instance will have low resolution complexity. We remark more on this at the end of Subsection 2.3.
At first, we tried to adapt the lengthy proof of Theorem 5 to the setting of Theorem 2, but we were unsuccessful. Fortunately, we found an alternate proof technique, and to our pleasant surprise, it produced a proof of Theorem 2 which was dramatically shorter than the proof of Theorem 5 from [2] . In fact, our technique yields a short proof of Theorem 5 which we will provide in a full version of the paper. This technique looks like it will be of great value to those who wish to prove future similar theorems.
Preliminaries
Here we give formal definitions of some of the concepts discussed in the introduction, along with other concepts required for the remainder of the paper. Recall that a -uniform hypergraph is a generalization of a graph, where each edge contains vertices. The constraint hypergraph of a CSP is the -uniform hypergraph whose vertices correspond to the variables, and whose edges correspond to the -tuples of variables which have (non-empty) constraints. Of course, when ¾ , the constraint hypergraph is simply a graph, and so we often call it the constraint graph.
The random model
We define ª Ø to be the set of CSP's in which every variable has domain ½ and every constraint has variables and Ø restrictions.
The Random Model: Specify Å Ò Ø . First choose a random constraint hypergraph with Ò vertices and Å edges of size , where each such hypergraph is equally likely. Next, for each edge , we choose a random constraint on the variables of , with domains ½ , uniformly from amongst all constraints with exactly Ø restrictions.
Note that every member of ª Ø with Ò variables and Å clauses is equally likely to be chosen. We use Ø Ò Å to denote a random CSP drawn from this model. We say that a property holds almost surely (a.s.) if the probability that it holds tends to 1 as Ò tends to infinity.
Remark: Alternatively, we could have chosen the constraint hypergraph by making an independent choice for each potential edge, deciding to put it in the hypergraph with probability Ô ¢ Ò ½ . The resulting random CSP is, in many senses, equivalent to the model described above. In particular, it is easy to show that all the theorems in this paper translate to this alternate model. We will make use of the equivalence of these models in the proofs of Lemmas 14 and 15. Mitchell [25] discusses two natural ways to extend the notion of resolution complexity to the setting of a CSP. These two measures of resolution complexity are denoted Ê Ë and AE Ê Ë. The latter appears on the surface to be the most natural extention in that it extends resolution rules to the setting of a CSP and then carries them out.
Resolution complexity
Ê Ë, on the other hand, converts a CSP to a boolean CNF-formula and then carries out CNF-resolution on that formula. Mitchell shows that for every CSP Á, Ê Ë´Áµ ÔÓÐÝ´AE Ê Ë´Áµµ whereas there are many choices for Á for which the converse it not true. Furthermore, all commonly used resolution-type CSP algorithms correspond nicely to the Ê Ë complexity of the input, but there are some that do not correspond to the AE Ê Ë. For that reason, we focus in this paper on the Ê Ë complexity, as did Mitchell in [24] .
Given an instance Á of a CSP in which every variable has domain ½ , we construct a boolean CNF-formula that each of the results in this paper (in particular, Lemma 6) holds regardless of whether we include these clauses; to be specific, we do not include them.
We define the resolution complexity of Á, denoted Ê Ë´Áµ to be equal to Ê Ë´CNF´Áµµ.
In most previous papers bounding the resolution complexity of random instances of SAT or CSP for ¿, a key lemma has been to establish that the following two conditions hold almost surely for some constants « ¼:
(A) Every subproblem on at most «Ò variables is satisfiable.
(B) Every subproblem on Ú variables where ½ ¾ «Ò Ú «Ò has at least Ò variables of degree 1.
For SAT, these two facts imply that a.s. the resolution complexity is exponential in Ò using principles introduced in [10] and refined to easily applied tools in [8] and [9] . For more general instances of CSP, one needs to establish an additional fact (which is trivially true for SAT):
(C) If Ü is a variable of degree 1 in a CSP then, letting ¼ be the subproblem obtained by removing Ü and its constraint, any satisfying assignment of ¼ can be extended to a satisfying assignment of by assigning some value to Ü. In our setting, (C) holds if Ø , but for Ø , it is easy to see that it fails: Suppose that the constraint Ü lies in contains the restrictions:
where Ü is the last variable in the constraint. Then any satisfying assignment for ¼ in which all the other variables of the clause receive 1 cannot be extended to . For ¿ Mitchell's proof [24] applies precisely to the range of Ø for which (C) holds. For ¾ , Mitchell modifies the conditions, replacing "degree 1" by "degree 2" in (B) and (C); this revised condition (C) holds precisely when Ø ´ ½µ ¾.
For higher values of Ø, we need to replace "degree 1" in condition (B) by a more complicated notion, and then prove that something similar to condition (C) still holds. We describe how to do this in the next section, after presenting several necessary definitions. The first boundary of Á, denoted by ½´Á µ, is the set of non-forbidding constraints of Á which contain at most one variable of degree greater than 1.
Some new boundaries
The second boundary of Á, denoted by ¾´Á µ, is the set of pendant paths of length 4 in Á which have no P-forcers.
The third boundary of Á, denoted by ¿´Á µ, is the set of pendant paths of length 2 where one of the two constraints is a P-forcer that starts at the connecting vertex, and the other is not a P-forcer that finishes at the connecting vertex. We close this section with a lemma explaining the significance of £´ Øµ. We omit the easy proof. (Of course, we are considering the domain to be T(rue),F(alse) rather than ½ ¾ . Note that £ ½ which is the satisfiability threshold for 2-SAT. The reader who is familiar with random 2-SAT, will recognize that the property guaranteed by Lemma 8 corresponds very closely to what happens to cause the random 2-SAT to be unsatisfiable. Thus, it is not surprising that for general , at £ the forcers alone produce an unsatisfiable formula and that it, like random 2-SAT, has small resolution complexity.
Lemma 8 For
For ¾ and general , it is easy to see that ań Ü µ ´Ý Ì µ-forcer is also an´Ý µ ´Ü Ì µ forcer. Thus, such a forcer implies the 2-clause´Ü Ýµ. Extending this reasoning shows that for £ , the forcers alone will contain a random instance of 2-SAT where the number of 2-clauses is above the satisfiability threshold. As mentioned earlier, this was discovered independently by Gao and Culberson [18] .
Proof of Theorem 1
We begin with a lemma of a type that has become standard in papers on the resolution complexity of random formulae. It says that a.s. every subproblem of Ø Ò Å with at most «Ò variables has a very low clause-vertex ratio. Thus, to prove that the conditions of Lemma 6 hold, it suffices to prove that certain types of subproblems must have high clause-vertex ratio. 
Lemma 9 Let

edges.
The proof is straightforward, and we include it in the Appendix.
The next lemma will allow us to show that subproblems with small boundaries must have high clause-variable ratio, and hence, by the previous lemma, must be large. and so ¾ will be big. Our formal proof is a bit lengthy and so we must omit it; it will appear in the full version of the paper. These two lemmas are enough to prove the first of our main theorems:
Lemma 10 Let
Proof of Theorem 1: It suffices to prove that a.s. conditions (a) and (b) of Lemma 6 hold for Ø Ò Å Ò , where « «´ AE ½ ´½¾ ¾ µ from Lemma 9 and Ñ Ò´½ ´ ¾ ¢ ½ ¿ µ « ¿µ.
Since Ø ´ ½µ ¾ , Ø Ò Å has no forcer constraints. Using this fact, our proof would follow immediately from Lemmas 9 and 10, if it were not for the fact that Lemma 10 only applies to hypergraphs with no cycle components.
We begin with condition (a). Suppose that Â is a minimally unsatisfiable subproblem of 
Lemma 15
Ò.
The proof is a very standard branching process argument, of the sort that is used to prove well-known analagous results for random graphs [22] , and random 2-SAT [1] . We omit the details.
Proof of Theorem 2:
The proof is nearly identical to that of Theorem 1, this time using Lemmas 11 and 14 rather than Lemmas 10 and 9. The only significant difference is in proving that condition (b) of Lemma 6 holds:
Consider a subproblem Â on ½ ¾ «Ò Ú «Ò variables. 
Proof of Theorem 3
We will show that a.s.
Ø Ò Å contains a small unsatisfiable subproblem with a structure that is inspired by the snakes of [10] . Our proof is similar to the corresponding proof in [10] .
A for sufficiently large . Next we compute an upper bound for ´ ¾ µ. Consider a fixed Ö-flower and its underlying hypergraph À . For each ½ we will upper bound the number of potential Ö-flowers that have exactly constraints in common with where these constraints form connected components in À . (A very loose upper bound will suffice.) First, we consider choosing the components. At most one component contains the center variable -for each , such a component contains either all of , none of , or the portion of between 2 variables. So there are at most´¾ · Ö ¾ µ choices for such a component. Each of the other components is specified by 2 variables on the same cycle. Thus, the number of choices for the components of À is at most´¾ · Ö ¾ µ ´ Ö ¾ µ ½ . To obtain a very loose upper bound on the number of ways that these components can fit into , we simply multiply by the number of ways to choose components from and then multiply by for the number of ways to pair them up with the components of . Note that, since Ø ½ and are not both 2, no constraint can be a AE forcer for more than one choice of AE . Therefore, if an edge lies in the underlying hypergraph of both and , then its forcer in must be identical to its forcer in . Therefore, to choose the rest of , we choose the remaining at most Therefore, ´ ¾ µ is:
